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Resumo 
Este trabalho busca elementos para se determinar a densidade de empacotamento de 
esferas definida por reticulados no plano hiperbólico. 
Consideramos o espaço de teichmuller Tg de todas as superfícies orientadas com-
pactas e fechadas de gênero g 2 2, as quais tem o plano hiperbólico como recobrimento 
universal riemanniano. É conhecido o sistema de coordenadas Fricke em Tg que associa 
a cada superfície um domínio fundamental de Voronoi-Dirichlet dado por um polígono 
convexo com 4g arestas. Sabemos que, fixado o gênero, a densidade cresce com o 
número de arestas do domínio de Voronoi-Dirichlet escolhido, de modo que é natural 
a busca por polígonos com um número máximo de arestas associado ao gênero dado, 
que é sempre limitado por 12g - 6. 
Neste trabalho, determinamos as coordenadas Fricke em Tg que associa a cada su-
perfície um domínio de Voronoi-Dirichlet com 4g + 2 e 12g- 6 arestas. Além disso, 
determinamos e implementamos algoritmos para a determinação dos círculos inscrito 
e circunscrito de um polígono (em superfícies de curvatura constante). Estes algorit-
mos, em sua generalidade tem complexidade O (n4 ) mas, restringindo os polígonos a 
vizinhanças abertas de um polígono dado, possui complexidade O (n), situação ótima. 
A determinação dos domínios de Voronoi-Dirichlet e dos círculos inscritos permitem 
definir a densidade de empacotamento diretamente nos espaços de teichmuller através 
de um sistema de equações polinomiais. 
Palavras-chave: geometria hiperbólica, isometria, transformações de Mi:ibius, em-
pacotamento de esferas e cobertura combinatória, grupos discretos, espaços de te-
ichmüller, espaços Fricke, superfícies de Riemann. 
Abstract 
This work searches elements to determine the packing density of spheres defined by 
lattices in the hyperbolic plane. 
We consider the teichmüller space Tg of all closed compacts oriented surfaces of 
genus g 2: 2, which has the hyperbolic plane as universal covering rienmannian surface. 
It is known that the system of Fricke coordinates in Tg associates each surface to 
a fundamental of Voronoi-Dirichlet domain, given by convex polygon with 4g edges. 
We know that, with fixed genus, the density increases with the number of edges of 
the chosen Voronoi-Dirichlet domain. Thus it is naturallooking for polygons with a 
maximum number of edges associated to a given genus, which is always limited by 
12g- 6. 
In this work, we determine Fricke coordinates in Tg which associates each surface to 
a Voronoi-Dirichlet domain with 4g + 2 and 12g- 6 edges. Furthermore, we determine 
and we program the algorithms for determination of the inscribed and circumscribed 
circles of a polygon (in surfaces of constant curvature). These algorithms, have com-
plexity O (n4 ), but when restricted to open neighbourhoods of a given polygon, have 
complexity O ( n) , best situation. 
The determination of the Voronoi-Dirichlet domain from the inscribed circles per-
mits to define the packing of density directly on teichmüller spaces through a polyno-
mials of system equations. 
Key-words: hyperbolic geometry, isometry, Mobius transformation, Fuchsian group, 
spheres packings and covering combinatory, discrete groups, teichmüller spaces, Fricke 
spaces, Riemann surfaces. 
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Introdução 
O problema de empacotamento de esferas é um dos mais famosos e explorados proble-
mas da matemática moderna. Embora as principais questões relacionadas ao problema 
não tenham respostas conclusivas: soluções gerais são conhecidas apenas em dimensão 
1 (caso trivial), 2 (caso elementar) e 3 [21], e embora estas tenham sido conjecturadas 
por Kepler e Gauss, foram demonstradas apenas nas décadas de 20 e 90 do século XX. 
A literatura acerca do tema é imensa e pode-se ter um apanhado geral muito amplo e 
bastante atual a partir do trabalho enciclopédico de Sloane e Conway [9]. 
O problema de empacotamento de esferas, assim como os problemas correlatos de 
recobrimento, número de adjacência, quantização e codificação de canal estão intima-
mente relacionados às questões de teoria da codificação ([18],[34],[44]). Em particular, 
enquanto o raio do círculo inscrito é o parâmetro a ser maximizado no problema de 
empacotamento, a probabilidade de erro é o principal parâmetro a ser minimizado no 
problema de codificação de canal. Além disto, se considerarmos um canal discreto 
binário (ou q-ário), a busca de códigos corretores de erros nada mais é que o estudo de 
um caso discreto de empacotamento de esferas ([9],[29]). 
Neste trabalho relacionamos o estudo de empacotamento de esferas com a teoria 
de teichmüller, através de um algoritmo que nos permite avaliar a densidade de em-
pacotamento para os pontos no espaço de teichmüller. Também fizemos um estudo 
detalhado de novas coordenadas F'ricke para os espaços de teichmüller, permitindo-nos 
assim projetar os pontos do espaço de teichmüller no espaço dos polígonos com 4g + 2 
e 12g- 6 (g E N) arestas (Capítulo 3). 
Esta construção algorítmica gerou em sua estrutura interna, dois algoritmos: um 
algoritmo para calcular o círculo máximo contido num polígono e outro para calcular 
o círculo mínimo contendo o polígono (Capítulo 4). Estes foram implementados no 
programa Mathematica para os planos euclidiano e hiperbólico (Apêndice). 
Antes de iniciarmos o trabalho propriamente dito, apresentamos um resumo de cada 
um dos capítulos, suas seções e subseções. 
xxii Introdução 
Superfícies Hiperbólicas 
O primeiro capítulo é de caráter introdutório e está dividido em três seções. A 
elaboração deste contou com a ajuda dos seguintes textos: [2], [4], [6], [7], [8], [18], 
[23], [35] e [37]. 
Na primeira seção, discorremos sobre superfícies de Riemann, grupos fuchsianos, 
representação de superfícies de Riemann como espaços quociente, transformações de 
Mõbius e modelos fuchsianos. Em cada um destes, exibimos as definições e os resultados 
relevantes ao desenvolvimento do trabalho. Destacamos a parte de transformações de 
Mõbius que procuramos abordar de forma bastante completa. 
A segunda seção apresenta os espaços de teichmüller Tg e T (R). Também exibimos 
as coordenadas Fricke F 49 para os espaços de teichmüller, assumindo valores em JR69-6 , 
g 2: 2. Concluímos esta seção com uma subseção sobre normalização de modelos 
fuchsianos. 
Finalmente, na terceira seção, tratamos de elementos básicos de geometria hiperbólica 
plana, apresentando os modelo do plano de Lobatchevski e do disco de Poincaré além 
de alguns resultados importantes para o desenvolvimento deste texto. 
Empacotamento de Esferas 
No segundo capítulo apresentamos as definições de empacotamento de esferas, e 
está dividido em duas seções. 
Na primeira seção, descrevemos de forma sucinta, as definições de empacotamento 
de esferas e cobertura por esferas, bem como as definições de densidade de empacota-
mento de esferas para os espaços euclidiano e hiperbólico. 
Concluímos o capítulo com uma seção sobre resultados recentes de empacotamento 
de esferas no plano hiperbólico. 
Espaço Fricke - Variações e Parametrizações 
O terceiro capítulo, juntamente com o quarto é o âmago deste trabalho, inicia com 
a exposição dos passos necessários para construirmos um algoritmo que nos permite 
avaliar a densidade de empacotamento de esferas para os pontos em espaços de te-
ichmüller. Este capítulo é dividido em duas seções. 
Na primeira delas apresentamos as construções que fizemos para definir as coorde-
nadas Fricke F 49+2 associadas a polígonos com 4g + 2 arestas. Além de fixar a notação, 
definimos o que chamamos de espaços Fricke F49+2 e concluímos com a apresentação 
de um proposta para um polígono fundamental no plano hiperbólico que representa o 
grupo gerado por um ponto em F49+2 . 
Introdução xxiii 
A última seção é reservada para uma construção análoga à que fizemos na seção 
anterior. Definimos as coordenadas Fricke F 12g_6, o espaço Fricke F 12g_6 e concluímos 
com uma proposta para um polígono fundamental associado ao grupo f 12g_6 a ser 
gerado por um ponto em F 12g-B· Observamos que 12g-6 é o número máximo de arestas 
que um polígono, representando uma superfície de Riemann compacta e orientável 
(como domínio de Voronoi-Dirichlet), com gênero g (g :2: 2), pode ter. 
Círculo Máximo Inscrito e Círculo Mínimo Circunscrito 
No quarto capítulo, apresentamos os algoritmos para encontrar o círculo máximo 
contido num polígono e o círculo mínimo contendo um polígono. Dividimos este em 
duas seções. 
A primeira delas estende para os planos hiperbólico e esférico, o método euclidi-
ano, para encontrar o círculo máximo contido num polígono, proposto por Karkazis 
e Karagiorgis em [24]. Devido a dificuldade de implementação do algoritmo original, 
introduzimos simplificações que permitiram implementar um algoritmo válido simul-
taneamente para as três geometrias de curvatura constante. 
Na segunda seção apresentamos um algoritmo discreto para determinação do círculo 
mínimo contendo o polígono. Estes algoritmos foram implementados no Mathematica 
para os planos euclidiano e hiperbólico (Apêndice). 
Observamos que ambos algoritmos têm complexidade O (n4 ). No entanto, ao se 
determinar o círculo inscrito ou circunscrito de um polígono qualquer, é possível de-
terminar os círculos correspondentes a qualquer polígono suficientemente próximo com 
complexidade O (n), situação ótima prevista na literatura. 
Ao final desta tese acrescentamos um CD com o seguinte conteúdo: 
• Versões da tese de doutorado nos formatos PS e PDF; 
• Versão da exposição da tese, no formato PDF, feita no dia 07 de março; 
• Algoritmos implementados no Mathematica- CMIE, CMIH, CMCE, CMCH; 
• Modelo em TEX do formato desta tese de doutorado; 
• Modelo em TEX do formato utilizado na exposição da tese; 
• Versões da dissertação de mestrado nos formatos PS e PDF. 
Capítulo 1 
Superfícies Hiperbólicas 
"Duvidar de tudo ou crer em tudo. São duas 
soluções igualmente cômodas, que nos dispensam 
ambas de refletir. " Henri Poincaré 
Para melhor compreender as noções teóricas trabalhadas na tessitura desta tese, 
situaremos neste capítulo o quadro teórico que nos ancoramos para esta pesquisa. 
Iniciamos discorrendo sobre as superfícies de Riemann e alguns resultados sobre gru-
pos Fuchsianos. Em seguida, apresentamos, de forma sucinta, os espaços de teichmüller 
e as coordenadas Fricke. Findamos o capítulo apresentando a geometria hiperbólica 
plana a partir dos modelos euclidianos do semi-plano superior de Lobatchevski e do 
disco de Poincaré, respectivamente. 
Como o capítulo é de caráter introdutório, fazemos uma abordagem sem demon-
strações. Porém, estas podem ser encontradas nos seguintes textos: [2], [4], [6], [7], [8], 
[16], [18], [23], [35] e [37]. 
1.1 Superfícies de Riemann, Grupos Fuchsianos 
Iniciamos definindo o que é uma variedade diferenciável. 
Definição 1.1.1 Uma variedade diferenciável de dimensão dois é um conjunto M 
munido de uma famüia de aplicações injetoras 'Pk : Ak C lR2 ---+ M, onde k pertencente 
a um conjunto de índices e Ak abertos de JR2 satisfazendo: 
(i) U 'Pk (Ak) = M; 
k 
(ii) Para todo k1 e k2 com 'Pk, (AkJ n 'Pkz (Ak,) V i 0, os conjuntos rp);
1
1 (V) e 
rp);21 (V) são abertos em lR2 e a aplicação <p);21 o 'Pk, é diferenciável; 
1 
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(iii) A famüia (Ak, <fJk), chamada de estrutura diferenciável, é maximal em relação 
às condições (i) e (i i) acima. 
O par (Ako 'Pk) é chamado de sistema de coordenadas (ou parametrização) de 
M nos pontos p E 'Pk (Ak)· 
A noção de conformidade e preservação de orientação também é importante. Uma 
aplicação diferenciável <p : lR2 ---> JR2 que preserva ãngulos entre curvas continuamente 
diferenciáveis é dita conforme. Além disso, se detd<pz >O, Vz E JR2 , dizemos que <p 
preserva orientação e se det d<pz < O, 'r/ z E JR2 , dizemos que <p reverte orientação. 
Uma variedade complexa conexa de dimensão um é chamada uma superfície de 
Riemann, isto é, uma variedade onde as cartas são holomorfas com transição holomorfa 
entre as cartas. Denotamos o plano complexo por C, o plano hiperbólico por JHI2 ou ][])2 
correspondentes aos modelos do semi-plano de Lobatchevski e do disco de Poincaré. 
Definição 1.1.2 Seja R uma variedade com um sistema de coordenadas {U1,<p1}JEI 
onde cada U1 é um subconjunto aberto de R, com R = U U1 e cada 'PJ é um homeo-
JEJ 
morfismo de U1 sobre um subconjunto aberto B1 no plano complexo C. Dizemos que R 
é uma superficie de Riemann se 
uj n uk =f 0, então a função de transição 
é uma aplicação biholomorfa, isto é, um homeomorfismo holomorfo. 
Definição 1.1.3 Seja R uma superfície de Riemann compacta. O gênero de R é 
(R) = { ~ (2- x), se R é orientável 
g (2 - x) , se R é não-orientável 
onde x é a característica de Euler do polígono associado a R {[26} e {30]). Denotamos 
o gênero de R simplesmente por g (veja figura 1.1). 
Uma superfície de Riemann homeomorfa a uma esfera com g alças, assim como na 
figura 1.1, é chamada uma superfície de Riemann fechada de gênero g. É conhecido 
que cada superfície de Riemann compacta é uma superfície de Riemann fechada de 
gênero finito. Uma superfície de Riemann não compacta é chamada uma superfície de 
Riemann aberta. A esfera de Riemann iê = CU { oo} tem gênero zero e um toro tem 
gênero um. 
O próximo passo importante para se lidar de forma mais concreta com superfícies 
de Riemann é o teorema de uniformização. 
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Teorema 1.1.4 (Teorema de uniformização - Klein, Poincaré e Koebe) 
Cada superfície de Riemann simplesmente conexa é biholomorficamente equivalente 
a uma das três superfícies de Riemann ê, IC ou lm2 • 
Observação 1.1.5 Estas superfícies de Riemann ê, IC ou JH[2 não são biholomorfica-
mente equivalentes entre si. A transformação de Mobius -iF (z) (veja F em (1.17)) 
aplica biholomorficamente o modelo do semi-plano JH[2 sobre o disco unitário l!])2 , e 
consequentemente podemos usar o disco unitário no lugar do semi-plano superior JH[2 . 
A fim de aplicar o teorema da uniformização, apresentamos as definições de su-
perfícies de recobrimento e alguns resultados relacionados a estas. Assim, sejam R e 
R superfícies de Riemann. 
Definição 1.1.6 Uma aplicação holomorfa sobrejetora p : R---> R é uma aplicação 
de recobrimento se cada ponto p E R tem uma vizinhança U tal que para cada 
componente conexa V da imagem inversa p-1 (U) deU, a aplicação restrita p: V ---> U 
é biholomorfa. Chamaremos (R, p, R) um recobrimento de R, e R uma superfície 
de recobrimento de R. A aplicação p é também chamada a projeção de R sobre 
R. Mas, quando R é simplesmente conexa, chamamos (R, p, R) um recobrimento 
universal de R, e a R uma superfície de recobrimento universal de R. Um 
recobrimento universal de R é a superfície de recobrimento de todos os recobrimentos 
de R. 
Definição 1.1. 7 Alguma aplicação biholomorfa 1 : R ---> R com p o 1 = p é chamada 
uma transformação de recobrimento de um recobrimento (R, p, R). Para um 
dado recobrimento (R, p, R) , denote por r o conjunto de todas as suas transformações 
de recobrimento. Usando a composição de funções temos que r tem estrutura de grupo, 
que chamamos de grupo das transformações de recobrimento de (R, p, R). Em 
particular, chamamos r o grupo das transformações de recobrimento univer-
sal se R é um recobrimento universal de R. 
Seja (R, p, R) um recobrimento de uma superfície de Riemann R. Dizemos que 
um ponto p E R está sobre um ponto p E R, se p (p) = p. Um levantamento de um 
caminho a sobre R é um caminho éi sobre R com p o éi =a. 
Usando caminhos construiremos concretamente uma superfície de recobrimento uni-
versal de uma superfície de Riemann. Para isto, fixamos um ponto base p0 sobre uma 
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dada superfície de Riemann R. Seja (a,p) um par de algum ponto p E R e algum 
caminho a em R ligando p0 a p. Dois pares (a,p) e ((3,q) são equivalentes se p = q e 
a é::: (3. Denotamos por [a,p] a classe de equivalência de (a,p). Seja R o conjunto de 
todas estas classes de equivalência [a,p]. 
Para mostrar que R é uma superfície de recobrimento universal de R, introduzimos 
uma topologia sobre R. Para algum ponto p = [a,p] de R, consideramos uma vizin-
hança Up de p que seja um domínio simplesmente conexo em R. Denotamos por Ufi o 
conjunto de todos os pontos [a · aq, q] em R tal que o ponto q seja um ponto de Uq e 
aq seja um caminho conexo arbitrário em Uq de p a q. Como Up é um domínio simples-
mente conexo, temos uma correspondência bijetora canônica entre UP e Ufi. Por este 
Up, definimos um sistema fundamental de vizinhanças de p em R. Então R torna-se 
um espaço topológico de Hausdorff. Seja p: R-> R a projeção dada por p ([a,p]) = p. 
Pela construção, temos que p é uma aplicação contínua de R sobre R e satisfaz a 
condição de uma aplicação de recobrimento. 
Então, definimos uma estrutura complexa1 sobre R tal que p: R-> R torna-se uma 
aplicação holomorfa. De fato, para algum ponto p = [a, p] de R tome a vizinhança 
coordenada (Up, <pp) tal que Up é um domínio simplesmente conexo em R. Colocando 
'P:P 'Pp o p, queremos que a família { (Up, <pp)} produza a desejada estrutura complexa 
sobre R. 
Proposição 1.1.8 A superfície R, construída como acima, é conexa e simplesmente 
conexa. 
Temos ainda o seguinte resultado. 
Teorema 1.1.9 (Levantamento de uma aplicação) Para superfícies de Riemann 
R e S, sejam (R,pR,R) e (s,p8 ,s) seus recobrimentos universais. Então, dada 
uma aplicação contínua arbitrária 'lj; : R -> S temos que existe uma aplicação contínua 
;j; : R-> S com 'lj; o PR = Ps o ;j;. Esta aplicação ;j; é unicamente determinada sobre a 
condição que ;j; (PI) = i'ÍI, onde PI E R e ii1 E S são tais que Ps ( ij1) = 'lj; (PR (p1)). Além 
disso, se 'lj; é diferenciável ou holomorfa, então ;j; é também diferenciável ou holomorfa. 
Como consequência, temos que dados dois recobrimentos universais (R, p, R) e 
(R 1 , p1, ~) de uma superfície de Riemann R, existe uma aplicação biholomorfa <p de 
R para R1 com p1 o <p = p. 
1 Veja definição 1.1.2 de superfície de Riemann. 
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Para uma dada superfície de recobrimento universal (R, p, R) de uma superfície 
de Riemann R, mostraremos que o grupo das transformações de recobrimento r é 
isomorfo ao grupo fundamental1r1 (R,p0 ) de R. Antes porém, definimos o produto de 
duas curvas e o que entendemos por uma ação. 
Definição 1.1.10 Se a é um caminho em R de x 0 a x1 e se (3 é um caminho em R 
de x1 a x2, definimos a composição a • (3 de a e (3 como sendo o caminho 'Y dado 
pelas equações 
'Y(s)= { a(2s) paras E [o,~], 
(3(2s-1) paras E [~,1]. 
A função "f é bem definida e contínua; e ela é um caminho em R de x0 a x2 . 
Definição 1.1.11 Dado um grupo G com operação • e uma superfície de Riemann 
R, temos que uma ação de G sobre R é uma função contínua ha : R -> R para cada 
a E G tal que: 
(i) Se e é o elemento identidade de G, então he é a aplicação identidade de R; 
(ii) Se a= (3 • "(, então ha = h13 o h-y. 
Dado [ao] E 1r1 (R,p0 ), consideramos a ação usual de [ao], sobre R por 
[ao]. ([a,p]) [ao • a,p], [a,p] E k (1.1) 
Pela definição, este [a0J. pertence a r, isto é, é uma transformação de recobrimento 
de (R,p,R). Assumindo (1.1) temos que: 
Teorema 1.1.12 A correspondência [ao] >-> [ao], acarreta um isomorfismo do grupo 
fundamental7r1 (R,po) de R sobre o grupo das transformações de recobrimento r de 
um recobrimento universal (R, p, R). 
Proposição 1.1.13 Sejam R uma superfície de Riemann, (R, p, R) seu recobrimento 
universal e r o grupo das transformações de recobrimento de (R, p, R) . Então r sa-
tisfaz as seguintes propriedades: 
(i) Para quaisquer p, ij E R, com p (p) = p (ij), existe um elemento 'Y E r com 
"! (jj) = ij. 
(ii) Para cada p E R existe uma vizinhança conveniente Ü de p em R tal que 
'Y ( Ü) n Ü f 0 para cada "! E r- {Id} . Em particular, cada elemento de r {Id} não 
tem pontos fixos. 
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( iii) r age propriamente descontinuamente sobre R; isto é, dado um subconjunto 
compacto K de R, existe apenas um número finito de elementos 1 E r tal que 1 (K) n 
K'f0. 
1.1.1 Representação de superfícies de Riemann como espaços 
quociente 
Explicaremos nesta seção, um caminho para construir uma superfície de Riemann quo-
ciente Rjr de uma superfície de Riemann R e um subgrupo r do grupo de automor-
fismos biholomorfos Aut (R), onde r é assumido satisfazer as propriedades (i i) e ( iii) 
da Proposição 1.1.13. Isto é, cada elemento de r, exceto a identidade, não tem pontos 
fixos em R e age propriamente descontinuamente sobre k 
Dois pontos p, íj E R são r - equivalente ou equivalentes sobre r se existe um 
elemento 1 E r satisfazendo íj = "f (P) . Denotamos por [P] a classe de equivalência de 
p. Seja Rjr o conjunto de todas estas classes de equivalência [P] , que chamamos o 
espaço quociente de R por r. Defina a projeção p: R_, Rjr por p (fi)= [P]. 
Introduzimos a topologia quociente sobre Rjr como segue: um subconjunto U de 
Rjr é aberto se, e somente se, a inversa p-1 (U) de U for um aberto de k A projeção 
p é uma aplicação contínua de R em Rjr. Ainda, R é conexa somente se Rjr for 
conexa. Além disso, veremos que Rjr é um espaço de Hausdorff para r agindo de 
maneira propriamente descontínua sobre Rjr. 
Definimos a estrutura complexa sobre Rjr da seguinte maneira: para algum ponto 
p E R, tome uma vizinhança ÜP de p satisfazendo a propriedade (ii) da Proposição 
1.1.13. Supomos que existe uma coordenada local 'Pf! sobre Üp. Então, colocando 
p = p (p) , Up = p ( Üf!) , verificamos que p : Üil -> Up é homeomorfa. Consequente-
mente, colocando i.pp = 'Pi! o p-1, concluimos que { (Up, i.pp)} pER/r define uma estrutura 
complexa tal que (R, p, Rjr) é um recobrimento de Rjr. Chamaremos esta superfície 
de Riemann Rjr a superfície de Riemann quociente de R por r. Então, temos 
imediatamente a seguinte afirmação. 
Teorema 1.1.14 Seja (R, p, R) uma superfície de recobrimento universal de R com 
grupo de transformações de recobrimento r. Então a superfície de Riemann quociente 
Rjr de R por r é biholomorficamente equivalente a R pela correspondência [P] ~--+ p (p). 
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1.1.2 Transformações de Mõbius 
Na seção precedente, verificamos que cada superfície de Riemann R é representada pela 
superfície de Riemann quociente R.;r de uma superfície de recobrimento universal R e 
seu grupo de transformações de recobrimento universal r. Denotamos por Aut (R.) o 
grupo dos automorfismos biholomorfos de R. Da Proposição 1.1.13, r é um subgrupo 
de Aut (R.), consistindo de elementos sem pontos fixo em R (exceto a identidade) e 
age propriamente descontinuamente sobre R [23]. 
Com isto em mente, estudamos os grupos de automorfismos biholomorfos Aut (ê), 
Aut (C) , Aut (!Hf2 ) e Aut (!I]I2 ). 
Proposição 1.1.15 (i) Cada elemento de Aut (ê) tem a forma 
onde a, b, c, d E C com ad - bc = 1. 
l(z)=az+b, 
cz +d 
(ii) Cada elemento de Aut (C) tem a forma 
l(z)=az+b, 
onde a, b E C com a f O. 
( iii) Cada elemento de Aut (!I]I2 ) tem a forma 
( ) az + b I z = ' bz+a 
(1.2) 
onde a, b E C, a e b são os conjugados de a e b, respectivamente, com lal2 - lbl 2 = 1. 
Estes podem também ser escritos como 
onde () E IR e a E !I]I2 . 
·e z- a l(z) =e'-,:---1- az 
(i v) Cada elemento de Aut (!Hf2 ) tem a forma 
onde a, b, c, d E IR com ad - bc = 1. 
l(z)=az+b, 
cz+d 
Observação 1.1.16 Em (1.2) é suficiente que os números complexos a, b, c e d sat-
isfaçam a condição ad- bc f O já que o elemento 1 não muda quando multiplicamos os 
I P 
!:~ 
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elementos a, b, c e d por uma constante. Cada elemento de Aut (iê) é chamado uma 
transformação de Mõbius ou uma transformação linear fracionária. Em 
particular, um elemento de Aut (lHI2 ) é chamado uma transformação de Mõbius 
real ou uma transformação linear fracionária real. 
A cada r E Aut (iê) dado por 
-y (z) -- az + b, d b ,.. d b 
·· on e a, , c, dE ""' com a - c= 1, 
cz+d 
temos um elemento 
A= [: :] 
do grupo linear especial SL (2, IC) ={A E M2 (C); det A= 1}. Reciprocamente, temos 
um homomorfismo ([r de SL (2, iC) sobre Aut (iê) definido por 
w(A,z) = az+~, 
cz+ 
com A E SL (2, IC) , onde a, b, c e d as entradas da matriz A. Então, o núcleo de ([r é 
{±Id}, e Id é a matriz identidade. Consequentemente, ([r induz um isomorfismo 
Aut (iê) ""SL (2, IC) I {±Id}. 
Colocamos PSL (2, IC) = SL (2, IC) I { ±Id} e chamamos grupo topológico especial 
linear projetivo de grau 2. Um elemento A de w-1 (r) que corresponde a um ele-
mento r E Aut (iê) é chamado uma representação matricial de r· Notamos que r é 
representado por dois elementos ±A em SL ( 2, q. 
Analogamente, temos 
Aut (lHI2) "" PSL (2, lR) = SL (2, JR) I { ±Id} 
e 
Aut (lili2) ""PSU2 (1, 1) = SU2 (1, 1) I {±Id} 
onde SL (2, JR) e SUz (1, 1) são o grupo especial linear real de grau 2 e o grupo 
especial unitário de assinatura (1, 1), respectivamente. 
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Forma canônica das transformações de Mõbius 
Seja 1 uma transformação de Mõbius dada por 
az + b 
1 (z) = d' onde a, b, c, dE <C com ad bc = 1, 
cz + 
9 
e 1 f Id. Denotemos Fix ("!) o conjunto dos pontos fixos2 de 1 e por IFix ('Y)I sua 
cardinalidade. 
Dois elementos 11, "12 E Aut (ê) são Aut (R) -conjugados ou conjugados em 
Aut (R) se existe um elemento 5 E Aut (R) tal que 'Yz = 5o 11 o [j-1 , onde R é um 
dentre ê, <C, JHI2 , e liJi2 Temos o seguinte resultado: 
Proposição 1.1.17 Cada transformação de Mobius 1 (f Id) tem um ou dois pontos 
fixos sobre ê, e é Aut (ê) -conjugada a uma das seguintes transformaçoes de Mobius 
'Yo : 
(i) Se IFix ('Y)I = 1, então ')'o (z) = z + b para algum b E <C, b f O. 
(ii) Se IFix ('Y)I 2, então 'Yo (z) = .\z para algum.\ E <C, .\f O, .\f 1. 
Chamamos 'Yo de uma forma canônica de 'Y· A representação matricial das formas 
canônicas (i) e (ii) são 
respectivamente. 
Uma transformação de Mõbius real 1 (f Id) cujos pontos fixos estão em iR 
lRU { oo} é Aut (JHI2 ) -conjugada a uma forma canônica 'Yo tal que a entrada b ou .\ da 
representação matricial é real. 
Classificação das transformações de Mõbius 
Classificaremos as trasformaçôes de Mõbius em três tipos. 
Definição 1.1.18 Seja l' uma transformação que não é a identidade, então: 
(i) 1 é parabólica se é conjugada a uma translação "'o (z) = z + b para algum 
b E <C, b f 0. 
(ii) l' é elíptica se é conjugada a uma rotação "'o (z) = ei0z para algum e E JR, 
e f 2mr (n E Z). 
(iii) ')' é hiperbólica se é conjugada a uma dilatação "'o (z) = .\z para algum 
.\ > o,.\ f 1. 
2Seja 1 E Aut (ê) . Dizemos que um ponto z E ê satisfazendo 1 (z) = z é um ponto fixo de 'Y· 
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Note que existem transformações de Mi:ibius que não são nem parabólica, elíptica 
ou hiperbólica. Um exemplo é dado por 1(z) = Àz (>.E C,J>.J =J 1 e À ej. [O,oo)). 
Sejam z1 e z2 os pontos fixos de uma transformação de Mi:ibius loxodrômica J. 
Suponha que z1 e z2 , respectivamente, correspondem aos pontos fixos O e oo de uma 
forma canônica lo (z) = Àz para algum À com JÀJ > 1. Então z1 e z2 são chamados de 
ponto fixo repulsor e ponto fixo atrator de/, respectivamente. Denote por r~ e 
a-y os pontos fixos repulsor e atrator de /, respectivamente. 
Destes resultados, obtemos a seguinte proposição: 
Proposição 1.1.19 Sejam 1 uma transformação de Mõbius real que não é a identi-
dade e tr (!) o traço da matriz associada a I· Então temos [23}: 
(i) 1 é parabólica= 1 tem somente um ponto fixo sobre i = tr2 (i)= 4. 
(i i) 1 é elíptica = 1 tem dois pontos fixos Z1, z2 tal que z1 E IHI2 e z2 z1 
=O :S: tr2 (J) < 4. 
(iii) 1 é hiperbólica= 1 tem dois pontos fixos sobre i = tr2 (!) > 4. 
Finalmente, definimos o eixo de uma transformação hiperbólica real,. Suponha que 
1 é conjugada à uma forma canônica lo (z) = Àz com À> 1, por uma transformação de 
Mi:ibius real 5, ou seja, 1 = 5!05-1 . A semi-linha L = { iyJO < y < oo} no semi-plano 
hiperbólico IHI2 é uma geodésica, ligando O a oo. A imagem 5 (L) de L por 5 é chamada 
eixo3 de 1 e é denotada por A-y. Então, A-y é a geodésica ligando os pontos fixos r -r e 
a-y de I· Analogamente definimos o eixo4 A-y de uma transformação hiperbólica 1 em 
Aut (lili2). 
1.1.3 Modelos fuchsianos 
A seguir determinamos as superfícies de Riemann cujas superfícies de recobrimento 
universal são biholomorfas a íê, C ou W. 
Teorema 1.1.20 Sejam R uma superfície de Riemann e R seu recobrimento universal. 
Então: 
(i) R= íê = R é biholomorfa a íê. 
(ii) R= C= R é biholomorfa a C, C- {O} ou ao toro. 
3 A geodésica ligando os pontos fixos p1 e p2 de uma isometria -y é chamada de eixo de -y. Denotamos 
esta por Eixo(-y). 
4 A geodésica ligando os pontos fixos p1 e p2 de uma isometria -y é chamada de eixo de -y. Denotamos 
esta por Eixo(!'). 
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( iii) R = H 2 , em todos os outros casos. 
Sejam R uma supefície de Riemann, R uma superfície de recobrimento universal de 
R e r seu grupo das transformações de recobrimento. 
Definição 1.1.21 Se a superfície de recobrimento universal R de R é o semi-plano 
superior H 2 , chamamos o grupo das transformações de recobrimento universal r de 
modelo fuchsiano de R. Neste caso, r é um subgrupo de Aut (H2). Contudo, ao 
identificar H 2 com llll2 , consideramos um modelo fuchsiano r assim como um subgrupo 
de Aut (llll2). 
A fim de obtermos uma imagem geométrica de correspondência entre uma superfície 
de Riemann R e seu modelo fuchsiano r, usamos um domínio fundamental para r. 
Definição 1.1.22 Um conjunto fechado D do semi-plano superior H2 é um domínio 
fundamental para r se D satisfaz as seguintes três condições: 
i) U 1 (15) = Eil2 • 
-yEr 
ii) int (D) n1 (int (D)) = 0, para todo Id f 1 E r. 
iii) int (D) f 0. 
O conjunto 8D = D\int (D) é chamado de fronteira de De a família 
é dita um ladrilhamento de H2 Notemos que sendo D um domínio fundamental, 
~~ (D) também o será, para todo ~~ E r. Estas condições diz-nos que a superfície de 
Riemann R = H2 ;r é considerada como D com pontos em 8D identificados pelo grupo 
de recobrimento r. 
Subgrupos discretos de Aut (H2) 
Definimos a seguir, uma topologia natural sobre Aut (H2 ), chamada a topologia compacta-
aberta. 
12 Capítulo 1. Superfícies Hiperbólicas 
Definição 1.1.23 Sejam X e Y espaços topológicos. Se K é um subconjunto compacto 
de X e U é um subconjunto aberto de Y, definimos 
S (K, U) ={fi f E C (X, Y) e f (K) C U} 
onde C (X, Y) é o conjunto das funções contínuas de X em Y. O conjuntoS (K, U) 
forma uma subbase para uma topologia sobre C (X, Y) que chamamos de topologia 
compacto-aberto. 
Nesta topologia, uma seqüência {In} ;::1 em Aut (lHI2 ) converge para 1 E Aut (JHI2) 
se In converge para 1 uniformemente sobre subconjuntos compactos de lHI2 quando 
n-. oo. Na topologia de PSL (2, JR) que é induzida pela topologia de SL (2, JR) , temos 
que uma seqüência {An}:;"=1 de SL (2,JR) com 
converge para 
em SL (2, JR) se, e somente se, an, bn, Cn e dn convergem para a, b, c e d, respectivamente, 
quando n -. oo. 
Definição 1.1.24 Um subgrupo r de Aut (W) é discreto se r é um subconjunto dis-
creto de Aut (lHI2 ) , isto é, r consiste de pontos isolados em relação à topologia relativa 
sobre r induzida de Aut (W). Nestes casos, chamamos r de um grupo fuchsiano. 
Ainda, SL (2, JR) satisfaz o segundo axioma da enumerabilidade donde temos que um 
grupo fuchsiano consiste de pelo menos um número enumerável de elementos. 
Analogamente, definimos um subgrupo discreto de Aut (ll})2), Aut (C) e Aut (iê). 
Um subgrupo discreto de Aut (ll})2 ) é também chamado de grupo fuchsiano. 
A partir deste ponto, restringiremo-nos ao caso hiperbólico (lHI2 ou ll})2) que é o nosso 
maior interesse. 
Proposição 1.1.25 Dado um subgrupo r de Aut (H2 ) temos que são equivalentes as 
seguintes afirmações: 
(i) r é um grupo fuchsiano. 
(ií) r age de modo propriamente descontínuo sobre H2 
(iii) Não existem seqüências de elementos distintos de r que convergem em Aut (Itll2 ). 
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A seguir, mais algumas propriedades sobre grupos fuchsianos. 
Proposição 1.1.26 Seja r um subgrupo de Aut (IHI2) fuchsiano. Então os pontos fixos 
por elementos de r, ou seja, o conjunto 
{zElHI2 1 :lrEf,l(z)=z} 
é discreto ({13}, capítulo 5 - pág 61}. 
Proposição 1.1.27 Sejam 1 e 5 dois elementos de um grupo Fuchsiano r. Se r é 
hiperbólico e 5 =f Id, então uma das seguintes afirmações vale: 
(i) Fix (!) = Fix (5); 
(ii) Fix (r) n Fix (5) = 0 
Proposição 1.1.28 Seja r um grupo fuchsiano contendo uma translação lo (z) = 
z + 1. Então se c =f O temos que cada 1 E r tem uma matriz representada por 
a, b, c, d E JR, ad- bc = 1 
satisfazendo lei 2: 1 {23}. 
Usando estes dois últimos resultados, temos o próximo teorema. 
Teorema 1.1.29 Cada elemento de um modelo Fuchsiano para uma superfície de Rie-
mann fechada de gênero g (2: 2) consiste somente da identidade e elementos hiperbólicos. 
Definição 1.1.30 Um grupo fuchsiano r é dito co-compacto se o espaço quociente 
IHI2 ;r for compacto. Analogamente, podemos definir um grupo fuchsiano co-compacto 
para ![]12 . 
Seja f grupo fuchsiano e p E IHI2 tal que r (p) =f p para todo r E f. Tal ponto 
existe, pois a Proposição 1.1.26 nos garante que o conjunto do pontos fixos por algum 
elemento de r é discreto. 
Definição 1.1.31 Definimos o domínio de Voronoi-Dirichlet centrado em p como 
sendo o conjunto 
{ z E IHI2 Id (z,p) :::; d (z, r (z)), 'Ir E r}. 
Denotaremos tal conjunto por Vp (f). 
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O próximo resultado garante que todo domínio de Voronoi-Dirichlet é um domínio 
fundamental ([13], capítulo 6 pág 83). 
Teorema 1.1.32 Seja r grupo fuchsiano e VP (r) um domínio de Voronoi-Dirichlet 
centrado em p. Então VP (r) é o domínio fundamental da ação de r. 
Encerramos com um resultado que consiste de dois corolários encontrados em ([13], 
capítulo 7, páginas 125 e 128) 
Teorema 1.1.33 Seja r um grupo fuchsiano: 
(i) r é co-compacto se, e somente se, todo domínio de Voronoi-Dirichlet de r for 
compacto. 
(i i) r é co-compacto se, e somente se, não possuir elementos parabólicos e p. (IHI2 jr) < 
00.5 
1.2 Espaço de teichmüller 
Seja R uma superfície de Riemann compacta de gênero g. Apresentamos duas maneiras 
de construirmos os espaços de teichmüller. 
Consideramos um ponto p0 sobre R e o grupo fundamental 1r1 (R,p0 ). Sabemos 
que o grupo fundamental 1r1 (R,p0 ) de uma superfície de Riemann de gênero g tem 
2g geradores. Desta maneira, os caminhos fechados simples no ponto po dados por 
A1, B1, .... , A9 , B 9 representam as classes de homotopia [Ar], [B1], .... , [A9], [B9] que 
geram o grupo fundamental1r1 (R,p0 ). 
Se tomarmos o ponto p0 sobre R e cortarmos R ao longo das curvas A1, B1 , .... , A9 , B9 
tendo como ponto base p0 , teremos um domínio homeomorfo a um polígono convexo 
com 4g lados (veja as figuras 1.1 e 1.2). 
Definição 1.2.1 Dizemos que o conjunto de geradores de 1r1 (R, po) dados por {[A1], [B1]};=l 
é um sistema canônico de geradores, se este satisfizer a seguinte relação 
g rr [AJJ [BJl [Ajr1 [Bjrl ld. 
j=l 
Chamamos {[AJ], [BJ]};=l de um rótulo sobre R. Por simplicidade de notação, deno-
taremos um rótulo por { A1, BJ };=l· 
5 Veja definição de /.L na página 32. 
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O:j ~ AJ 
fJ; "'B; 
j = 1,2,3,4 
A;, E; E"!(R,po) 
Figura 1.1: Superfície de Riemann, R4 , de gênero g = 4 
' '~3 
' 
-- _, 
''.fh 
I ' 
I ' 
' 
cr' 1 
/ 
/34// 
' ,_--
--, 
0:~ / ( 
' r 
' 
cr' 4 
Figura 1.2: Polígono fundamental associado a R4 
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1.2.1 Espaço de teichmüller Tg 
Seja R uma superfície de Riemann de gênero g, tome um rótulo L:P = {[AJ], [BJ]}~~1 
do grupo fundamental1r1 (R,p) de R, e considere o par (R, L:p)· Estabelecemos agora, 
a relação de equivalência dos rótulos. 
Definição 1.2.2 Considere dois rótulos L:p = {[AJ], [BJJ}]~1 e L:p' = { [Aj], [Bj] }~~ 1 
sobre R. Existe uma curva contínua C0 sobre R, de p a p', que induz um isomorfismo 
Tc0 : 1r1 (R,p) -+ 
[C,p] >----+ 
1ri(R,p') 
[Cõ1 ·C· Co] 
Se Tc0 ([AJ]) = [Aj] e Tc0 ([Bj]) = [Bj] então dizemos que o rótulo L:p é equivalente 
a L:p', e denotados por, L:p ~ L:p'. 
Tg 
A equivalência de dois pares é definida por: 
Definição 1.2.3 Dadas as superfícies de Riemann R e S considere sobre estas os re-
spectivos rótulos L:p e L:q· Existe uma aplicação biholomorfa h : S -+ R que induz 
um isomorfismo h.: 1r1 (S, q)-+ 1r1 (R,p). Dizemos que os pares (R, L:p) e (S, L:q) são 
equivalentes se h. (L:q) T. L:p, onde h. (L:q) = h. ( { [ Aj] , [ Bj]}~~J = {h. ( [Aj]) , h. ( [Bj]) }~~ 1 . 
Denotaremos por (R, L:p) ';'! (S, L:q)· 
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O espaço de teichmüller de gênero g, Tg, é definido por 
Tg :={[R, L:]; onde [R, L:] é a classe do par (R, L:)}. 
A segunda maneira de definirmos o espaço de teichmüller é dada na próxima seção. 
1.2.2 Espaço de teichmüller T (R) 
Fixamos uma superfície de Riemann R de gênero g e consideramos um par (S, f) 
arbitrário de uma superfície de Riemann S e um difeomorfismo preservando orientação 
f: R-+ S. 
A equivalência de dois pares é dada por 
Definição 1.2.4 Dados dois pares (S, f) e (S',g), dizemos que são equivalentes se 
g o f- 1 : S -+ S' é homotópica a uma aplicação biholomorfa h : S --+ S'. Denotamos 
por (S, f) ;::; ( S', g). 
T(R) 
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O espaço de teichmüller, T (R), é definido por 
T (R) := {[S, f]; [S, f] representa a classe de (S,J)}. 
Caso g 2: 2 temos que T (R) e Tg são equivalentes conforme pode ser visto no 
teorema dado a seguir. Antes, fixe o rótulo 2: = {[AJ], [Bj]};=1 sobre R com ponto 
base p0 e defina 
<I>2: : T (R) --> 
[S, f] >-+ 
Tg 
[S, f, (2:)] 
Note que dado [S, f] E T (R) temos que [S,J. (2:)] E Tg pois f, (2:) é um rótulo sobre 
S. Ainda [S, f, (2:)] E Tg não depende da escolha de [S, f] em T (R). 
Teorema 1.2.5 A aplicação <I>>; : T (R)--> Tg é uma bijeção ((23}, pág. 14). 
Deste teorema, temos que Tg = T (R) (g 2: 2) onde R é uma superfície de Riemann 
fechada de gênero g. 
O próximo passo será demonstrar que o espaço de teichmüller de gênero g 2: 2 pode 
ser considerado como um subconjunto de JR69-6 . 
1.2.3 Espaço Fricke 
Recordamos a definição de um modelo fuchsiano e em seguida apresentamos as condições 
de normalização. 
Definição 1.2.6 Se uma superfície de recobrimento R de uma superfície de Riemann 
R é o semi-plano superior JH[2 ou JIJP (disco de Poincaré) então chamamos seu grupo 
das transformações de recobrimento r um modelo fuchsiano de R. Neste caso, r é 
um subgrupo de Aut (H2). 
Seja 2: = {[AJ], [BJ]};=1 um rótulo sobre R, isto é, um sistema canônico de geradores 
do grupo fundamentalr.1 (R,p0 ) de R. Pelo isomorfismo que existe entre r.1 (R,p0 ) e um 
modelo fuchsiano r de R (veja teorema 1.1.12), denotamos por ai e fJJ os elementos de 
r correspondentes a [AJ] e [BJ] em r.1 (R,p0 ), respectivamente, para cada j = 1, 2, ... ,g. 
Para definirmos as chamadas coordenadas Fricke sobre o espaço de teichmüller 
Tg de uma superfície de Riemann fechada de gênero g (2: 2), teremos que eliminar 
uma ambiguidade dos modelos fuchsianos r que é causada por automorfismos interno 
Aut (H2) ; isto é, para algum li E Aut (H2 ), o grupo r' = lirfJ-1 é um modelo Fuchsiano 
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para a mesma R. A fim de estabelecermos a unicidade do modelo Fuchsiano r para 
um rótulo 2: sobre R, impomos as condições de normalização; 
(i) (39 tem seus pontos fixados repulsor e atrator em O e cc. 
(i i) a9 tem seu ponto fixado atrator em 1. 
Pelo teorema 1.1.29 concluimos que a 9 e (39 são hiperbólicos. Ainda, a9 e (39 não 
comutam, a proposição 1.1.27 implica que Fix (a9 ) n Fix ((39 ) = 0. Conjugando r em 
Aut (JHI2 ), se necessário, podemos assumir que a9 e (39 satisfazem as condições (i) e 
(ii) de normalização. Portanto, dado um rótulo 2: sobre uma superfície de Riemann 
de gênero g, existe sempre um modelo Fuchsiano de R que satisfaz as condições de 
normalização. 
Proposição 1.2. 7 Dado um rótulo 2: sobre uma superfície de Riemann R de gênero 
g (?:. 2) , um sistema canônico de geradores { Ct.J, (JJ }j=1 de um modelo Fuchsiano r de R 
que satisfaz as condições de normalização com respeito a 2: é únicamente determinado 
pelo ponto [R, 2:] E Tg ([23}, pág. 47). 
Chamaremos este grupo Fuchsiano r o modelo Fuchsiano normalizado de uma 
superfície de Riemann rotulada [R,Z:J. O sistema de geradores {aJ,fJJ}]=1 é como o 
sistema canônico de geradores, que satisfaz a relação fundamental 
9 IJ [aJ, (JJ] = Id, 
j=l 
Proposição 1.2.8 Seja { aJ, (JJ }j=1 o sistema canônico de geradores do modelo Fuch-
siano normalizado r para um ponto [R, 2:] E Tg. Se um elemento r (z) = :;_:~~ de 
{aJ,;3J}]= 1 não coincide com (39 , então bc #O. 
Pela proposição 1.2.8, o sistema canônico de geradores {aJ,(JJ}]=1 de um modelo 
fuchsiano normalizado r para um ponto [R, 2:] em Tg é escrito unicamente na forma 
a·z+b 
Ao.- J J 
u;- d' 
CjZ + j 
a'-z + b'. (3 J J j= f +d'' cJz J cj > o, ajdj - bjs = 1, 
para cada j = 1, 2, ... ,g -1. 
Definimos as coordenadas Fricke por; 
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F 4g : Tg _, JR:.6g-6 
[R, B] f-)- (a1, b1 , c1, a~: b~, c~, ... , a9-ll b9 -1, c9-l, a~_ 1 , b~_ 1 , c~_ 1 ) 
A imagem :F49 = F49 (Tg) é chamada o Espaço Fricke de uma superfície de Rie-
mann de gênero g. A topologia de :F49 é introduzida pela topologia relativa de :F49 em 
JR:.6g-6 
Teorema 1.2.9 Dado g, considere o sistema de coordenadas Fricke F 49 : Tg _, JR:.6B-6 
Temos que ([23}, pág. 48}: 
(i) F49 é injetora 
(i i) F 49 ( Tg) é um domínio aberto e simplesmente conexo de JR:.6B-6 . 
Deste teorema, temos que F 49 é uma aplicação bijetora de Tg em :F49 . Logo defini-
mos uma topologia em Tg pela identificação de Tg com :F49 , através de F 49 . Portanto, 
uma topologia do espaço T (R) de uma superfície de Riemann fechada R de gênero g 
é induzida de Tg. 
Assim, para um ponto [R, L:] E Tg temos pelas coordenadas Fricke F 49 uma projeção 
deste ponto no espaço Fricke, :F49 , que é um domínio aberto de JR:.6B-6 A seguir, 
faremos o processo inverso, ou seja, dado um ponto p9 E :F49 queremos encontrar 
E9 = {aj,,6j}J=1 determinando assim o ponto [R9 ,L:9 ] E Tg. 
Como p9 E :F49 temos 
onde [R9 , L:9] E Tg. 
A determinação das funções { aj, ,6j }j;;:~ é imediata: 
bj = (1- ajdj) fcj. 
Nosso propósito é encontrar a9 e ,69 . Das condições de normalização segue imedi-
atamente que 
(1.3) 
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Colocamos r = TI;:i [ai, ;3il· Assim, da relação ilJ=1 [ai, ;3j] - ld (relação que 
define o grupo fundamental de um g-toro) temos 
Denotando 
( ) _ az + b r z - d' a, b, c, dE IR ad- bc = 1, 
cz+ 
e substituindo em (1.4), temos 
(a-1)a9 + bc9 =O 
(a-À)b9 +bd9 =0 
ca9 + (d- À-1) c9 =O 
cb9 + (d- 1) d9 =O. 
Resolvendo o sistema de equações de (1.6) a (1.9), encontramos que 
À= a-1 
1-d 
a9 = b9 (6J) (~) 
bg = (!-d) 2 (a+b-!) 
(a+d 2)(c+d 1) 
b ( 1-a) (c+d-1) Cg = 9 H a+b-1 
dg = bgl~d· 
determinando assim os valores de a9 e ;39 . 
(1.4) 
(1.5) 
(1.6) 
(1. 7) 
(1.8) 
(1.9) 
(1.10) 
Portanto, a partir de um ponto p9 E :F49 , obtemos o grupo que representa uma 
superfície de Riemann R9 compacta orientável de gênero g. Pretendemos, a partir 
de um grupo r 9 , obter os vértices do polígono emparelhado no plano hiperbólico, 
que representa tal superfície R9 . Este procedimento é feito por Linda Keen em [25], 
conforme descrevemos a seguir. 
Dada uma superfície de Riemann R9 de gênero g como acima, temos que o grupo 
f 9 é gerado por 2g elementos, a saber, {a1 , ;31 , a 2 , ;32 , ... , a9 , ;39 }. Consideramos que as 
arestas do polígono estão no sentido anti-horário na seguinte ordem 
onde ai (7;) =r[ e ;3i (cri)= cr;, com {ri, cri} orientadas no sentido anti-horário e {r[,cr;} 
orientadas no sentido horário para i E {1, 2, ... , g} (veja a figura 1.3). 
Os elementos {ai, ;3i}L1 do grupo f 9 satisfazem a seguinte relação 
(1.11) 
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Figura 1.3: Um emparelhamento com 4g arestas para g = 4 
Desta relação derivamos, a partir de um ponto inicial p0 , os seguintes pontos 
PÕ = et11 fJ1 (po), P6 = et11 (po), pg = fJ1 (po), PÓ= P1 = fJ1ai1 (Po), 
Pi = etz1 f321etz (P1), 
p~ = a31 f331a3 (pz), 
Pi = f321etz (p1), pf = a2 (p1), Pi = P2 = f32a21f321a2 (P1), 
2 a-1 ( ) 3 ( ) 4 a -1 a-1 ( ) P2 = f./3 a3 P2 , P2 = a3 P2 , Pz = P3 = fJ3a3 f./3 a3 P2 , 
1 -1 a-1 ( ) 2 P9-1 = 009 fJ9 ag Pg-1 , P9-1 
No teorema 5 do artigo [25], Keen demonstrou que o polígono com vértices 
{ 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1} Po,Po, Po, Po, Po, P1, P1, P1,P1, Pz,pz,pz, Pz, ... , P9-1, P9-1' P9-1, Pg-1 = Po 
é um domínio fundamental onde p0 é tomado como o ponto de interseção dos eixos6 de 
a 1 e {31. Este é chamado polígono canônico Fricke. 
6Definimos o eixo de uma isometria hiperbólica r como sendo a geodésica que conecta os pontos 
fixos de -y. 
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Note que os vértices do polígono apresentado acima dependem somente das isome-
trias { CXj, (Ji }]=1. Assim, exibiremos a seguir uma construção destas isometrias para um 
polígono regular P9 de 4g arestas, no disco de poincaré llll2 com baricentro na origem 
O E llll2 
Exemplo 1.2.10 Designaremos seus vértices no sentido anti-horário por z1 , z2, ... , z49 
e suas arestas, também no sentido anti-horário, por 
onde b,Tj),(uj,uj) são emparelhadas porcxj,(Jj comj E {1,2, ... ,g}. Denotamos as 
matrizes de CXj e (Jj respectivamente por Ma; e M13;. 
Dado z 1, podemos representar cada vértice zk por zk i(k-1)~"" -lzde 9, k- 2,3, ... ,4g. 
-- _, 
' ' .jJs 
I ' 
u' 1 
' 
' 
_, 
'1 
<J' 4 
Figura 1.4: Ilustração do emparelhamento para g = 4 
Consideramos as isometrias elípticas de ordem ; que fixam o baricentro do polígono, 
definidas por 
Pk: 
'k=0, ... ,4g-l, 
z ( iilzk) r--+ e 4 9 z 
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que é representada matricialmente por 
o 
( -i 2" k) e sg )· 
A regularidade do polígono nos garante que, conhecendo uma função de emparelhamento, 
digamos o 1 , podemos determinar todas as outras por conjugação, da seguinte forma: 
k=1, ... ,g-1 
(3 -1 k+1 = P4k+1 ° 01 ° P4k+1 , 
Como trabalhamos em l!Ji2, temos que o 1 ( z) 
A matriz de o 1 é dada por [2): 
k = 1, ... ,g -1. 
az+b e 0 -1 (z) = ãz-_b . bz+ã 1 -bz-ra 
- 2cos f,; ze 49 
- ( ( v1 + cos ~) iei;. 
Ma- ( ) 1 ·3~ ) 2cos 2~ ie -t 4g 
(v ) i'·
-( v1 + cos ~) ie-iig ) 
(1.12) 
(1.13) 
(1.14) 
De (1.12), (1.13) e (1.14) mais alguma simplificações obtemos que as matrizes de 
Ok+1, (31 e f3k+ 1 são dadas por 
com k = 1, 2, ... , g - 1. 
Observação 1.2.11 Implementamos um algoritmo para exibir o polígono fornecido 
por Linda Keen a partir da entrada das matrizes. Utilizamos estas matrizes dadas 
anteriormente como entrada e geramos duas figuras para os gêneros 2 e 4. 
Finalizamos, fornecendo as ferramentas necessárias para normalizar um modelo 
fuchsiano. 
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o 
i 
-0.5 
Figura 1.5: Polígonos gerados pelo Mathematica para g = 2 e g = 4 
1.2.4 Normalização de modelos Fuchsianos 
Lembramos que um modelo fuchsiano r 9 = { O:j, ,6j }]=1 que satisfaz as condições de 
normalização apresentadas na seção anterior é chamado um modelo fuchsiano nor-
malizado. 
Para conseguirmos um modelo fuchsiano normalizado a partir de um dado modelo 
fuchsiano r g = { O:j, ,6j };=! , desenvolveremos duas etapas: 
• encontramos os pontos fixos {q1 ,q2 } e {q3 } de ,69 e o:9 ; 
• definimos uma aplicação S que leva os pontos fixos { q1, q2 , q3} em { oo, O, 1}. 
Para encontrar os pontos fixos, como trabalhamos em JH[2, suponha que 
a (z) -- az + b, b d d fJ a, , c, E JR, a - bc = 1 9 cz+d 
a' Z + bl I I I I /d' b' ' 
o:9 ( z) = , d" a , b , c , d E JR, a - c 1. cz+ 
Os pontos fixos de ,69 e o:9 são dados por; 
,6(z)=az+b z 
9 cz+d 
a'z+b' 
o:9 (z) = , d' = z. c z+ 
Assim temos 
cz2 +(d-a) z- b =O 
' 2 ( ' ') ' c z + d - a z - b = O, 
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equações quadráticas em z. Segue que 
(a-d)- J(a+d) 2 -4} 
2c 
A aplicação que leva { q1, q2, q3} em { oo, O, 1} é S : H2 --+ H2 dada pela matriz 
s = 1 [ (ql - q3) q2 (q3- ql) ] 
((ql- q2) (q2- q3) (q3- qJ))2 (q2- q3) -ql (q2- q3) . 
Esta transformação é única ([8], Proposição 3.9 pág. 48). 
Assim, o modelo fuchsiano normalizado correspondente a r 9 é dado pela conjugação 
de seus elementos, ou seja, este corresponde ao conjunto Sf9 S- 1 • 
1.3 Geometria Hiperbólica Plana 
A seguinte explanação do estudo de geometria hiperbólica se baseia nos modelos eucli-
dianos para esta geometria. Apresentaremos os modelos do plano de Lobatchevski 
e do disco de Poincaré que são variedades riemannianas7 de dimensão dois. Antes, 
denotemos um ponto complexo z E IC, na forma z = x + iy onde Re z = x e Im z = y. 
Definição 1.3.1 Definimos os modelos do plano de Lobatchevski e do disco de 
Poincaré como sendo os conjuntos 
H2 = {z E q Imz >O} 
][])2 = { z E q lzl < 1} 
munidos com as respectivas métricas riemannianas 
ds = ...,v_d_x_2_+_d-'y'-2 
y 
7Uma variedade diferenciável com uma dada métrica riemanniana chama-se uma variedade rie-
manniana. A definição de métrica riemanniana pode ser encontrada na página 38 de [7]. 
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As fronteiras dos modelos lHI2 e JI]I2 são dadas, respectivamente, pelos conjuntos8 
âlHI2 = {z E q Imz =O} U {oo} 
âlili2 {z E q lzl = 1}. 
Utilizamos a notação, 
JHI2 lHI2 u âlHI2 
JI]I2 = JI]I2 u i:)JI]I2 
para denotar a união do modelo e sua fronteira ideaL Um ponto na fronteira ideal de 
um modelo é dito ponto ideaL 
As geodésicas nos modelos lHI2 e JI]I2 são dadas por: 
Teorema 1.3.2 (i) As geodésicas de (lHI2 , ds) são as semiretas euclidianas de lHI2 or-
togonais a âlHI2 e os semicírculos euclidianos de lHI2 com centro em âlHI2 • 
(i i) As geodésicas de (liJI2, ds) são os diâmetros de JI]I2 e os arcos de circunferência 
euclidianas de lili2 ortogonais à âliJI2 
Figura 1.6: Geodésicas de JHI2 e JI]I2 
A seguir vejamos expressões analíticas para a distância hiperbólica nos respectivos 
modelos. 
8 0 ponto oo em éllHJ2 é o ponto adicionado na compactificação de Alexandrov. 
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Distância hiperbólica 
Apresentamos a definição de distância hiperbólica e exibimos expressões para a distância 
entre dois pontos nos dois modelos. 
Sejam I = [a, b] c lR e 
t .......... z(t)=x(t)+iy(t) 
curva parametrizada diferenciável por partes em JH[2 
Definição 1.3.3 Definimos o comprimento hiperbólico de 1 em H 2 como sendo 
-lb V x' (t)z + y' (t)z 
llrll- () dt. 
a Y t 
De modo análogo, para I como acima seja 
!= I --+ 
t .......... z(t)=x(t)+iy(t) 
uma curva parametrizada diferenciável por partes em IIll2 . 
Definição 1.3.4 Definimos o comprimento hiperbólico de ;:y em IIll2 como sendo 
Com as definições de comprimento hiperbólico apresentamos a definição de distância 
hiperbólica. 
Definição 1.3.5 Dados z1, z2 E JH[2 , temos que a distância hiperbólica entre z1 e 
z2 é definida por 
onde o ínfimo é tomado sobre todas as curvas /, diferenciável por partes, ligando z1 e 
z2 em 1[,12 . De modo análogo, define-se a distância hiperbólica para z1, z2 E IIll2 o qual 
denotaremos por dK>' (z1 , z2 ). 
As expressões analíticas para as funções distância são apresentadas a seguir. 
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Teorema 1.3.6 Dados z1 , z2 E lffi2, as seguintes expressões para diEiz são equivalentes: 
(i) d z (z z ) = In [z,-Z,[+[z,-zzl lHI 1 ' 2 jz1 z2l lz1 z2i 
(") h (d ( )) 1 [Zl-zzl H cos 1Hf2 zl,z2 = + 2Imz1Imz2 
(iii) 
(iv) 
(v) 
senh (~diEiz (z1, Zz)) = fz,-zzl 
2(Im Zl Im z2) Z 
cosh ( ~diEI' ( z1, zz)) [z,-Z2[ 1 2(Imz1 Imz2)'1 
t h ( ld ( _ )) _ [z,-zzl an 2 JHP zl' -"2 - lzi-z21 . 
(1.15) 
Teorema 1.3. 7 Dados z1, z2 E ]])12 , a distância dll}z pode ser expressada por alguma 
das seguintes equações equivalentes: 
(1.16) 
Isometrias 
Nesta parte, apresentamos a definição de isometria bem como as isometrias dos modelos 
JH[2 e ]])12 
Definição 1.3.8 Uma transformação T : lffi2-> JHrz é uma isometria se preserva a 
distância hiperbólica diEiz sobre lffi2 , isto é, dw (T (zJ), T (z2 )) = dl!!Iz (z1 , z2 ). Deno-
taremos este conjunto por I som (lffi2). Analogamente, temos que uma transformação 
T : ]])12 _, ]])12 é uma isometria se preserva a distância hiperbólica dll}z sobre ]])12 , isto é, 
dll}z (T (z1), T (z2)) = dll}z (z~o z2). Denotaremos este conjunto por I som (]])12 ). 
Os conjuntos I som (lffi2) e I som (]])12 ) têm estrutura de grupo. 
Consideremos o grupo 
SL (2, JR) = { M = ( : : ) : a, b, c, d E JR e det M = 1} . 
Definimos 
PSL (2 JR) = SL (2, JR) 
' {±Id} 
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como sendo o grupo topológico especial linear projetivo e a transformação 
az+b 
cz+d 
onde M = ( : ! ) E SL (2, R). Notemos que TM (!BI2 ) = !BI2 
29 
É possível estender o domínio de T M a H 2 , para isto é suficiente definirmos T M do 
seguinte modo: 
{ 
TM(oo) = oo, se c= O 
TM(oo)=~eTM(-;,d)=oo, se c#O 
TM (z) = ~;:~, caso contrário 
PSL (2, R) , agindo em !BI2 como transformações de Mõbius, é o grupo de isometrias 
que preservam orientação do plano hiperbólico. 
Para obtermos as isometrias que revertem orientação, consideramos as inversões 
~ 
em círculos e reflexões em hiperplanos. Denotaremos um círculo em R2 JR.2 U { oo} 
por C = C (c; r) sendo o raio r e o centro c E JR.2 A um hiperplano compactificado 
denotamos por P = P1 (c) U {oo} sendo P1 (c)= {z E JR.2 - {O}: (c,z) t} subespaço 
afim de R2 
Definição 1.3.9 Dado um círculo C = C (c; r) no espaço euclidiano a inversão 
ic : W --. W em tomo de C é a aplicação tal que 
ic: W --. W 
z f---+ c; se z = oo 
{ 
oo; se z =c 
o único ponto da reta 'Cz' tal que lc- zllc- ic (z)l = r 2 ; se z #c, oo 
Definição 1.3.10 Dado um hiperplano P no espaço euclidiano compactíficado, a re-
flexão ip: W--> W em relação a P é a aplicação tal que 
ip: i2 --+ i2 
z ......-. { ~~n::oz pon: ip (z) tal que a reta zip (z) é ortogonal a P e 
intercepta P no ponto médio de zip (z); se z # oo 
Definamos também o grupo 
PSL*(2 R)= SL*(2,JR.) 
' {±Id} 
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sendo SL * (2, R) o grupo das matrizes 2 x 2 com determinante ±1. Com esta definição, 
PSL (2, R) é subgrupo de índice dois de PSL* (2, R) e temos o seguinte resultado. 
Proposição 1.3.11 I som (JHI2 ) é isomorfo a PSL* (2, R). 
Uma conseqüência é que podemos pensar nas isometria de JHI2 como 
Notamos que 'Pé uma reflexão pelo eixo imaginário no plano C. 
O conjunto I som (i[J12 ) pode ser representado de modo análogo. Para isto, tomemos 
SL (2, C) = { M = ( : ~ ) : a, b, c, dE C e det M = 1} 
e a transformação 
az+b 
cz+d 
o detalhe aqui é a imposição da condição c= b e d =a para que tenhamos TM (i[J12) = 
i[JI2 Assim, considerando Y = { M = ( ~ ! ) : a, b E C e det M = 1} c SL (2, q e 
definindo 
pode ser demonstrado que 
y 
n = {±Id} 
Isom(i[JI)~ TM(z)= ,<p(z)=-2 ,MEfl. 2 ( az + b ) 
bz+a 
Uma aplicação importante que nos permite ora trabalhar com o modelo do semi-
plano JHI2 e ora trabalhar com o modelo do disco i[JI2 é a transformação F 9 que define 
uma isometria bijetora entre JHI2 e i[JI2 onde 
F ( ) . 2 (z- i) iz + 1 z = z + --'---+ lz- il2 z +i (1.17) 
9Definimos F= ic o Í 00 sendo íc a inversão sobre o círculo C (i; .J2) e i 00 a reflexão í 00 (z) = 2. 
Ainda, ic pode ser expressada por 
. . , 2 (z i) 
'c(z)=•-r 2 • lz -il 
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Como F é transformação de Mobius determinada pela matriz MF = ( : ~ ) sua 
inversa é dada pela matriz MF-' = ~ ( -i 1 ) . 
1 -z 
Assim, a cada isometria ( : JHI2 ....., JHI2 temos uma isometria correspondente em ][]12 
dada por F o (o F-1 
Para ( = ( : ~ ) com a, b, c, d E IR e ad - bc = 1, temos 
F o (o F-1 : ][]12 ....., ][]12 
1 ( (a+d)+i(b c) 
z>->2 (b+c)-i(a-d) 
(b+c)+i(a-d)) (z). 
(a+d)-i(b-c) 
(1.18) 
Note também que, para uma dada transformação de Mobius Ç : lDi2 ....., ][]12 temos 
uma correspondente em JHI2 dada por F-1 o (o F. 
(
a b) -Para ( = b a com a, b E ICe aa- bb = 1, temos 
F-1 o ( o F : JHiz ....., JHI2 
( 
Rea+Imb 
Z>-> 
Reb- Ima 
1.3.1 Trigonometria hiperbólica 
Reb+lma)(z). 
Rea- Imb 
(1.19) 
Na sequência consideramos triângulos com os três ângulos estritamente positivos, e 
temos: 
Teorema 1.3.12 Seja Ll. um triângulo com ângulos a, (3 e 1 e lados opostos a, b e 
c com comprimentos lal, lbl e lei < oo respectivamente. Então valem as seguintes igual-
dades: 
(i) Lei do Seno: 
senh a senh b senh c 
serra sen(J sewy 
(i i) Lei do cosseno I: 
cosh c = cosh a cosh b - senh a senh b cos 1. 
( iii) Lei do cosseno li: 
h cos a cos (3 + cos 1 cos c= . 
serra sen(J 
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Observação 1.3.13 A segunda lei dos cossenos não possU1 análogo euclidiano, pois 
esta significa que os ângulos de um triângulo determinam o comprimento de suas 
arestas! Uma consequência deste fato é que dados dois triângulos com os mesmos 
ângulos, existe isometria de JHI2 em que um é a imagem do outro. 
Área Hiperbólica 
Dado um subconjunto A C JHI2 , definimos sua área f.k (A) como sendo a integral, 
f.k(A) = f dx~y' }A y (1.20) 
se esta existir e for finita. Áreas, assim como comprimentos, são invariantes por isome-
trias, isto é, dada isometria T temos que f.k (T (A)) = f.k (A). Visto isso, apresentamos 
a seguir uma versão simplificada do Teorema de Gauss-Bonnet. 
Teorema 1.3.14 Seja ,6. um triângulo em JHI2 com ângulos internos o:, (3 e 'Y· Então, 
Uma consequência imediata do teorema é o corolário abaixo que usamos para cal-
cular a área de um polígono regular. 
Corolário 1.3.15 Se P é um polígono com ângulos interiores 01, ... , Bn, então 
f.J, (P) = (n 2) 1í- (01 + · · · + Bn)· Em particular, se o polígono for regular e tiver 
todos os ângulos iguais a B, temos que f.k (P) = (n- 2) 1r- nB = n (1r- B)- 27í. 
Observação 1.3.16 Outra consequência importante deste teorema é o fato de a soma 
dos ângulos internos de um triângulo hiperbólico ser estritamente menor do que 7T, 
podendo ser inclusive O quando todos os vértices forem vértices ideais10 Neste caso 
obtemos um triângulo de área máxima, igual a 7T. 
Área de triângulos e círculos: A seguir apresentamos o teorema de Pitágoras 
hiperbólico. 
Teorema 1.3.17 Dado um triângulo com ângulos o:, (3, ~ e lados opostos de compri-
mentos a, b, c, temos que 
coshc = cosha coshb. 
10Quando um triângulo possui vértices sobre a fronteira do plano hiperbólico, nós chamamos estes 
vértices de vértices ideais. 
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A prova deste é uma consequência direta da segunda lei dos cossenos. Temos ainda 
as seguintes relações entre dois lados e um ângulo: 
Teorema 1.3.18 Para algum triângulo com ângulos a, {3, ~ e lados opostos de com-
primentos a, b, c temos 
(i) tanhb =senha tan{3; 
(i i) senh b = senh c sen {3; 
(iii) tanha = tanhc cos{3. 
Vejamos então uma fórmula para a área de um disco hiperbólico de raio r e o 
comprimento de um círculo hiperbólico de raio r. 
Teorema 1.3.19 i) A área de um disco hiperbólico de mio r é 4rr senh2 (~); 
i i) O comprimento de um círculo hiperbólico de mio r é 2rrsenhr. 
Considerando um triângulo .6. de vértices Va, Vb, Vc e ângulos a, {3, Af, temos que os 
bissetores dos ângulos (bissetrizes dos ângulos) cruzam-se em um ponto c ([4], Capítulo 
7- pág 152). O círculo com centro em c é chamado círculo inscrito do triângulo .6. 
e seu raio é dado por: 
Teorema 1.3.20 O raio r do círculo inscrito no triângulo .6. é dado por 
h2 cor? a + cor? {3 + cos
2 1 + 2 cosa cos {3 cos 1 - 1 fun r= . 
2(1 +cosa) (1 + cos{3) (1 + cos1) 
As demonstrações dos resultados ora apresentados podem ser encontrados em ([4], 
Capítulo 7). 
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Capítulo 2 
Empacotamento de Esferas 
Neste capítulo exibimos os conceitos básicos sobre empacotamento de esferas1 , CUJO 
principal objetivo é obter a maior densidade possível de empacotamento, isto é, quere-
mos maximizar a proporção entre o volume das bolas e o volume total do recipiente que 
as contém. Apesar de nosso interesse primordial ser em empacotamento, apresentamos 
em paralelo resultados sobre coberturas2 pois a introdução destes conceitos não exige 
esforços adicionais. 
Com o objetivo de levar estes conceitos para um espaço métrico E qualquer pre-
cisamos admitir que o conceito de convexidade possa ser utilizado substituindo o fato de 
serem bolas em JR.n. Além disso, é necessário que os membros desta nova família em E 
tenham interiores não vazios e urna certa noção de congruência substituindo o fato das 
bolas em JR.n serem disjuntas e possuirern o mesmo raio. Portanto, não perdemos muito 
se assumirmos que o espaço E seja urna variedade riernanniana. Também, considerare-
mos somente espaços de curvatura constante devido à homogeneidade e ao grande uso 
de simetrias. 
Alguns resultados a respeito de empacotamentos e coberturas podem ser encontra-
dos na obra de Lagrange [27] (que realizou estudos sobre a teoria de formas quadráticas 
e quem implicitamente determinou a densidade de empacotamentos de reticulados de 
um disco em JR2 ) e de Gauss [17] em 1831 que explicitamente considerou empacota-
mentos reticulados de esferas em JR3 . Entretanto, foi Minkowski que sistematizou estes 
temas dentro de urna teoria isolada e denominou-a de Geometria dos Números. Um 
desenvolvimento da teoria de empacotamentos e coberturas foi estimulado pela sua 
1Um empacotamento de esferas em lRn é a uma fanu1ia {E,} de bolas disjuntas duas a duas, 
Bí C Rn, de mesmo raio r. 
2Uma cobertura consiste de arranjos de regiões cuja união contém o domínio a ser coberto. 
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conexão com a Teoria dos Números e a Cristalografia, porém mais recentemente tem 
sido desenvolvida numa gama muito grande de teorias incluindo uma grande quanti-
dade de problemas. Alguns procedem de vários conceitos de eficiência de densidades 
de outros tipos de arranjos, enquanto outros são caracterizados por tipos especiais de 
conjuntos convexos. 
O presente capítulo está dividido em duas seções: empacotamento de esferas em 
espaços métricos e resultados recentes. Na primeira seção apresentamos as definições de 
empacotamento além da definição de densidade que estaremos utilizando neste texto. 
A segunda contém um pouco sobre as recentes pesquisas de empacotamentos de esferas. 
Prossigamos agora com os conceitos necessários para a definição de empacotamento. 
2.1 Empacotamento de Esferas em Espaços Métricos 
Seja E um espaço métrico. Denotaremos por En um dos espaços de curvatura gaussiana 
constante -1, O ou 1; a saber, o espaço hiperbólico IHr, euclidiano IR.n ou a esfera 
unitária sn. 
Começamos com algumas definições necessárias para apresentar a definição de em-
pacotamentos 
Definição 2.1.1 Seja E um espaço métrico. Uma geodésica em E é um caminho 
a: [O, i] -->E tal que, para todo tE I, existe é> O tal que d (a (s), a (s')) = is- s'i se 
is- ti, is'- ti <é para quaisquer s, s' E I. 
Definição 2.1.2 Seja E um espaço métrico. Um domínio D C E é um subconjunto 
fechado com interior não vazio. Se em E existirem geodésicas, diremos que D é convexo 
geodesicamente se toda geodésica a : [0, i] -->E minimal com pontos inicial e final a (O) 
e a (I) em D estiver contida em D. 
Agora apresentamos a definição de empacotamento de esferas, recobrimentos e a 
seguir mais algumas definições que nos serão úteis mais adiante. 
Definição 2.1.3 Um empacotamento por um domínio D C E é umafamüia {Di}iEI' 
Di c E sendo todos isométricos a D com int (Di) n int (Di)= 0 se i f j. 
Definição 2.1.4 Uma cobertura por um domínio D C E é uma jamüia {Di};EI de 
conjuntos isométricos a D com UiEI Di = E. De modo geral, assume-se que os domínios 
são convexos. 
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A noção mais importante associada com empacotamentos e coberturas é a de den-
sidade. Para um empacotamento de IE, a densidade D representa, intuitivamente, a 
razão entre a soma das medidas (áreas em IE2, volumes em lE3, etc.) dos conjuntos 
convexos empacotados e a do espaço no qual foram empacotados, que é sempre um 
número menor ou igual a 1. Analogamente, para coberturas, temos que C é a razão 
entre a soma do volume dos conjuntos convexos e o espaço inicialmente coberto, donde 
temos que é sempre um número maior ou igual a 1. A princípio nos contentaremos com 
estas definições de densidade, pois outras mais precisas envolvem questões de limites e 
serão tratadas mais adiante. 
Os principais problemas em ambas as teorias são: dada uma família de empaco-
tamentos encontrar uma densidade que é máxima e, dada uma família de coberturas 
selecione uma densidade que é mínima. Por exemplo, para uma dado conjunto K 
convexo, considere a família de todos os empacotamentos de lE consistindo de cópias 
congruentes a K. Quais dos empacotamentos é de densidade máxima? Uma demon-
stração de que a densidade máxima é atingida pode ser encontrada em [19]. Esta 
densidade máxima é denotada por D ( K) e é chamada de densidade do empacotamento 
de K. A densidade mínima de cobertura de K, C (K), é definida analogamente. 
Como visto até o presente, temos que D (K) ::; 1 ::; C (K). 
Considerando a importância dos reticulados para empacotamentos de esferas e 
coberturas apresentaremos agora suas definições. 
Definimos um domínio de Voronoi-Dirichlet do mesmo modo que o fizemos no caso 
hiperbólico. De modo mais genérico, temos 
Definição 2.L5 Seja r um subgrupo discreto de isometrias de JEn e um ponto p E IEn 
que não é fixo por qualquer elemento de r distinto da Id. Um domínio de Voronoi-
Dirichlet IJP (r) de r centrado em p, é o conjunto 
Definição 2.1,6 Um subgrupo discreto r c I som (JEn) é um reticulado se JEn ;r tiver 
volume finito, ou seja, se algum (e portanto todo) domínio de Voronoi-Dirichlet 
tiver volume finito. 
Definição 2.1,7 Um empacotamento B = {B;}iEN de JEn é um empacotamento 
reticulado se para alguma bola B1 E B existir um reticulado r com r (B1) U1 (E I) = 
U Bi. Em particular, se cada Bi for uma esfera de centro ci· 
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Se a família de empacotamentos é restrita a reticulados de K, então obtemos 
Dr (K), a densidade máxima de empacotamentos reticulados de K ou, analogamente 
para coberturas, a densidade de coberturas reticulados de K, Cr (K). Nestes espaços, 
com algumas restrições, é possível falar em densidade. Assim, temos que 
Dr(K)::; D(K)::; 1::; C(K)::; Cr(K) (2.1) 
para todo domínio K. 
Determinar os valores de D (K), Dr (K), C (K), e Cr (K) é um problema diferente 
para cada conjunto K, r em lEn e usualmente muito difícil. Em vista destas dificul-
dades, o principal problema da teoria de empacotamentos e coberturas é obter boas 
estimativas da densidade em termos de limites superiores e inferiores para uma classe 
geral de conjuntos convexos. 
Obviamente, existem constantes p >O e c> 1 (dependendo somente de n) tais que 
p ::; Dr (K) e Cr (K) ::; c para todo K E IRn, bastando para isto considerarmos um 
empacotamento e um recobrimento específico. Alguns dos principais problemas com 
respeito às melhores constantes possíveis para as correspondentes densidades D ( K), 
Dr (K), C (K), Cr (K) e para alguma classe especial de conjuntos convexos, pode ser 
dado por conjuntos centralmente simétricos. Também, uma indagação sobre as de-
sigualdades apresentadas em (2.1) é que se as restrições sobre K podem ter igualdades, 
ou, mais especificamente, para descrever classes de conjuntos convexos K para as quais 
teremos igualdades em (2.1). 
Nas próximas seções, apresentaremos as definições de densidade e alguns dos prin-
cipais resultados sobre empacotamentos em IRn e lflin. Porém, antes de prosseguirmos 
lembramos ao leitor que quando falamos em empacotamento de esferas, temos sem-
pre em mente que estes são associados a reticulados, e que iremos utilizar JEn para 
representar qualquer um dos espaços de curvatura constante citados anteriormente. 
2.1.1 Densidade de empacotamentos em JR.n 
Seja A= { Bk} uma família de esferas disjuntas de raio idêntico e B(x0 , r) uma esfera 
de raio r centrada em um ponto qualquer x 0 E JRn. No caso euclidiano, podemos 
considerar a definição de densidade do empacotamento como 
(2.2) 
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No entanto, a existência de um máximo para a função densidade não dá qualquer 
indicação sobre como determinar este máximo, e muito menos sobre o empacotamento 
para o qual este máximo é atingido. Na realidade, conhece-se o empacotamento ótimo 
em poucos casos. 
Por um resultado de A. Thue [39], temos que o valor d2 ~ 0.90690 é a densidade 
máxima para empacotamento de discos em JR2 , e ele é atingido por um empacotamento 
associado com reticulados do tipo A2([41], p. 94 - 95). Para n = 3, não existe um 
consenso na comunidade matemática sobre a exatidão da prova apresentada por S.P. 
Ferguson e T.C. Rales em 1998 (veja [33] para uma discussão sobre a matéria). Nos 
casos n > 3, a questão da densidade de empacotamento em JRn é um problema em 
aberto (veja conjectura de Kepler's, [20], [22]). Para 2 ::; n ::; 8, as densidades de 
empacotamentos reticulados Br são conhecidas e todas associadas a reticulados r dos 
tipos A, D, E ([38], tabela 1, p. 3). Para se calcular o valor da densidade, basta 
lembrar que, no caso de um empacotamento reticulado Br, a densidade dr d (Br) é 
igual a razão do volume de uma bola B E Br pelo volume de um domínio fundamental 
Dr do reticulado (veja [39] para detalhes sobre a tabela abaixo). 
n r dr Matemáticos Ano 
2 A2 2'7s ~ 0.90690 J. L. Lagrange 1773 
3 Ds 37:2 ~ O. 7 4048 C. F. Gauss 1831 
4 D4 7~ ~ 0.61685 A. Korkine-G. Zolotareff 1872 
5 D5 1~ ~ 0.46526 A. Korkine-G. Zolotareff 1877 
6 E6 4;~ ~ 0.37295 H. F. Blichfeldt 1925 
7 E7 :0~ ~ 0.29530 H. F. Blichfeldt 1926 
8 Es ;8: ~ 0.25367 H. F. Blichfeldt 1934 
Tabela 1. Densidade de empacotamentos reticulados em JRn 
Considerando a dificuldade de se tratar diretamente a questão, procura-se limitantes 
superiores ótimos para a função densidade. O principal deles é dado pela densidade 
simplicial dn que apresentaremos na subseção 2.1.3. 
2.1.2 Densidade de empacotamentos em lHin 
A fim de termos um conceito de densidade sem ambiguidades consideramos empaco-
tamentos reticuladosa Mesmo, assim, para contornarmos o problema da definição de 
3Para mais informações sobre os problemas na definição da densidade veja [11]. 
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densidade, precisamos de um novo conceito de densidade [11]. 
Seja B = B(r) um empacotamento de esferas de raio r, B ={E;= B(e;,r)}iEl'il 
e TJ := TJ ( B;0 , B) = {p E JH!n Jd (p, c;0 ) :::; d (p, Cj) , \;f j E N} . Para contornar esta difi-
culdade, introduzimos o conceito de densidade local. Consideramos domínios TJ de 
Voronoi-Dirichlet como visto na subseção 2.1.5. 
Definição 2.1.8 (39} A densidade localldn (B, B) de B em B é dada pela densidade 
de B com respeito ao seu domínio de Voronoi-Dirichlet TJ, isto é, 
voln (B) 
ldn (B, B) := voln (TJ). (2.3) 
onde TJ :::J B é a célula de Voronoi-Dirichlet que o contém. É imediato constatar que 
ldn (B, B) < 1. 
É fácil constatar que, se B for um empacotamento reticulado, então a densidade 
local independe da escolha de B E B, pois neste caso, todos os domínios de Voronoi-
Dirichlet são isométricos. Assim, esta é uma noção razoável de densidade e é com 
esta que trabalharemos ao longo deste trabalho. Mais ainda, se d (B) existe, então 
d (B) :::; ldn (B). 
De modo geral, assim como no caso euclidiano, pouco é conhecido sobre empaco-
tamentos ótimos e boa parte da literatura se dedica a encontrar limitantes superiores 
para a densidade local. O principal dentre eles, é novamente a densidade simplicial. 
2.1.3 Densidade simplicial 
Iniciamos com a apresentação de conceitos necessários para sua definição. 
Definição 2.1.9 Seja P um poliedro convexo n-dimensional em lEn. Sejam S e T 
faces de P. Definimos o ângulo diedral cr = cr (S, T) de P entre S e T da seguinte 
manezm: 
-Se S = T, então o ângulo diedral cr é 1r. 
- Se S e T são distintos, lados não adjacentes de P, então cr é O. 
- Se S e T são adjacentes então, se lE = 5 1 , cr é o ângulo entre os pontos finais de 
P. De outra forma, dado x E S n T, seja ms (t) a geodésica passando por x ortogonal 
aS tal que ms (O)= x e ms (t) pertence ao exterior de P para t > O (suficientemente 
pequeno). Defina mr (t) de modo análogo e seja e o ângulo entre ms (O) e m~ (O). 
Então cr = 1r- e (36}. 
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Definição 2.1.10 Um n-simplexo em En é o fecho convexo (por geodésicas) de n+ 1 
pontos não contidos em um hiperplano (hiper-variedade totalmente geodésica). 
Definição 2.1.11 Um n-simplexo em En, é um simplexo regular de dimensão n se 
seu grupo de simetrias atua transitivamente sobre suas faces k-dimensionais (O::; k::; n- 1). 
Neste caso, ele tem um único baricentro (o ponto fixo do grupo de simetrias), e todas 
as suas arestas e ângulos diedrais são de medida iguais. Denotaremos por Sreg -
Sreg (a) C En um simplexo regular de dimensão n e de ângulo diedral2a E [0, 271']. 
No contexto hiperbólico, admitimos os vértices de um simplexo regular estarem no 
infinito, caso em que o simplexo é chamado ideal e será denotado por s;:;g = s;:;g (2a~). 
Em geral, Sreg (2a) é realizável [39] 
{ 
em§npara -1<cos(2a)<~ 
em JFtn para cos (2a) = ~ 
em JH[n para~ < cos (2a) ::; n~l 
(2.4) 
No caso limite 2a -> 2a0 := arccos ~. um n-simplexo não-Euclidiano Sreg (2a) 
degenera em dimensão e atinge o volume zero. Note que a;:.,= ~ arccos n~l = a~-l < 
n < n ao 4· 
No caso Euclidiano, Sreg (2a) é determinado por seus ângulos diedrais 2a a menos 
de homotetias, nos espaços de curvatura k f O, o ângulo diedral 2a e o comprimento 
2r da aresta de Sreg ( 2a) são relacionados por 
cos (-2r) _ cos (2a) 
b - -,-1 ----,(-n---1'-:-) -co'-s...,.( 2.,--a-:-) ' (2.5) 
onde b := -/k E {1, i}. 
Introduziremos o conceito de densidade simplicial dn (r), como sendo um limi-
tante superior para a densidade local. 
Definição 2.1.12 Considere n+ 1 bolas em En de mesmo raio, mutuamente tangentes 
entre si. Seus centros determinam um n-simplexo regular Sreg C En de aresta de 
comprimento 2r. Definimos dn (r) por 
dn (r)= (n + 1) voln (B n Sreg) 
voln (Sre9 ) 
e B é uma das bolas em questão. 
(2.6) 
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Uma vez que apresentamos a definição de dn e esta envolve o volume, então se faz 
necessário apresentar uma fórmula para calcular o volume de uma bola em JH!n [28]. 
Observação 2.1.13 O volume de uma bola hiperbólica Br de mio r centrada em 
pé dado por 
voln (Br (p)) = fln-1 1r senhn-1t dt 
= n - (-1-~ (-1)j (n -1)! 1r e(n-2j)tdt) . 
n l 2n-1 L., j! (n- j- 1)! O . 
]=0 
n 
onde fln_ 1 = ~(;) e r é a função gama {[14}, [39}). Então segue 
n-1 ) 1 j (n-1)! 
2n-l I:;(-1) j!(n j 1)!r ]=0 
n-1 · ) 
_1_ (-1)1 (n-1)! (n-2j)r _ 1 
2n-l I: (n-2j) j!(n-j-1)! (e ) 
]=0 
Observação 2.1.14 No caso euclidiano, a função densidade simplicial independe do 
mio r, com isso 
dn = (n + 1) voln (B n Sreg) 
voln (Sreg) 
e B é uma das bolas em questão. 
Um resultado importante, apresentado por K. Bõrõczky ([5], teorema 1), para em-
pacotamentos de esferas de lEn, é o seguinte: 
Teorema 2.1.15 Seja JEn o espaço de curvatura constante, e considere um empacota-
mento B de esferas de mio r. No caso esférico suponha que r<~· Então a densidade 
de cada esfera em suas células de Voronoi-Dirichlet não pode exceder a densidade de 
n + 1 esferas de mio r mutuamente tangentes para o simplexo expandido por seus 
centros, isto é, 
ldn (B, B) :::; dn (r), VB E B. 
Neste momento, parece-nos apropriado apresentar alguns resultados recentes de 
empacotamento de esferas que acreditamos serem relevantes para a teoria. Mediante 
estes, constataremos a relevância do teorema 2.1.15 de Bõrõczky. 
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2.2 Resultados Recentes 
Seja R uma superfície de Riemann compacta de gênero g 2 2. Em [3], Bavard deter-
minou o tamanho máximo dos discos métricos4 mergulhados dentro de R e o tamanho 
mínimo dos discos que recobrem R. O teorema apresentado a seguir explicita tais 
resultados. 
Teorema 2.2.1 Seja R uma superfície de Riemann compacta de gênero g 2 2 e (39 = 
.,. 
12g-6. 
(i) Se um disco aberto de raio r é mergulhado dentro de R então 
1 
coshr < (3 
- 2 sen 9 
(i i) Se um disco fechado de raio r recobre R então 
1 
coshr > ;;; 
- v 3 tan(39 
( iii) Se um destes discos é atingido por um certo disco, o outro também o será por 
um disco concêntrico. Neste caso, R é uma superfície modular. 
(iv) Para todo gênero g 2 2 estes limitantes são atingidos (simultaneamente) por 
certas superfícies modulares. 
Uma conseqüência deste Teorema é a obtenção de dois invariantes globais de R : a 
sístole l (R) e o diâmetro d (R). A sístole, em superfícies com curvatura negativa, é 
o menor comprimento de uma geodésica fechada. 
Corolário 2.2.2 Para toda superfície de Riemann compacta de gênero g 2 2, temos: 
l (R) 1 
cosh -- < -:----::-2 - 2 sen(39 
e 
1 
coshd(R) 2 ;;; 
v 3 tan(39 
O que nos chama a atenção nestes resultados é a idéia utilizada na demonstração do 
teorema, que consiste essencialmente em confrontar a definição de densidade hiperbólica 
(seção 2.1.2 - definição 2.1.8) com a definição de densidade simplicial (seção 2.1.3 
- definição 2.1.12), que conforme foi demonstrado por Boroscky [5], é um limitante 
superior para densidade de empacotamento (teorema 2.1.15). 
4Estes discos mergulhados são homeomorfos a um disco hiperbólico. 
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A relevância de tais resultados para empacotamento de esferas, está no fato que 
um ladrilhamento hiperbólico do tipo {12g- 6, 3} 5 fornece um empacotamento ótimo 
com relação à densidade de empacotamento no plano hiperbólico (seção 2.1.2). Além 
disso, para g --> oo temos que as densidades, de empacotamento e de cobertura, do 
referido ladrilhamento6 atingem os valores, máximo e mínimo, apresentados por Toth. 
Em [42] (pág. 241), Toth apresentou os limitantes, máximo e mínimo, para a 
densidade de empacotamento e densidade de cobertura no plano hiperbólico. Segundo 
ele, a densidade de empacotamento é limitada superiormente por ~ enquanto que a 
densidade de cobertura é limitada inferiormente por v;z. Em [11] (Cap. 4, teorema 
4.1.1) fizemos estudos assintóticos para ladrilhamentos do tipo {p, q}. Demonstramos 
que assintoticamente7, a densidade de empacotamento não atinge o valor -ª-. 
" 
5Entendemos por um ladrilhamento da forma {p, q} a um ladrilhamento por polígonos regulares 
com p arestas onde cada vértice contém q polígonos. 
6 Dado um ladrilhamento {p, q} no plano hiperbólico, podemos associar a este um empacotamento 
de esferas e uma cobertura por esferas. O empacotamento de esferas consiste em colocar em cada 
polígono o disco de raio máximo. Analogamente temos uma cobertura por esferas. 
7 Assintoticidade no sentido de enviar p e q ao infinito, onde p e q determinam um ladrilhamento 
{p,q}. 
Capítulo 3 
Espaços Fricke - Variações e 
Parametrizações 
Neste capítulo, apresentamos nossa contribuição que consiste de uma construção al-
gorítmica com a qual podemos avaliar a densidade de empacotamento hiperbólico a 
partir de pontos do espaço de teichmüller. Deste, temos condições de avaliar (ao 
menos numericamente) singularidades para a função densidade de empacotamento no 
plano hiperbólico que denotamos simplesmente por d. 
A estrutura básica para nosso algoritmo é: 
I) Consideramos p9 E :F49 , então 
A partir destes pontos determinamos as funções de emparelhamento { Ctj, !)i }]=1 
em JHI2 (etapa realizada na seção 1.2.3 do capítulo 1). 
II) Para facilitar a visualização, trabalhamos com o modelo de Poincaré !1))2 . Deter-
minamos então as funções de emparelhamento correspondentes; 
III) Construímos o polígono associado a p9 , ou seja, o polígono P9 que tem as arestas 
emparelhadas por {ãj, íJi }9 (seção 1.2.3); 
;=1 
IV) Calculamos o raio do círculo máximo inscrito em P9 (etapa realizada no capítulo 
4); 
V) Determinamos o valor da densidade do empacotamento d (P9 ). 
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Além disso, observamos nas seções 3.1 e 3.2 as variações e parametrizações dos 
espaços Fricke com o objetivo de fornecer novos sistemas de coordenadas1 Fricke, ou 
seja, pretendemos projetar o espaço Fricke no espaço dos polígonos com 4g+2 ou 12g-6 
arestas que representem uma superfície de Riemann compacta orientável de gênero g. 
A inspiração para tais explorações provém do teorema 10.5.1 em [4]. Este afirma, que 
o número de arestas N de um polígono P, associado a um grupo r finitamente gerado 
do primeiro tipo2 com assinatura (g : O) 3 , está entre 4g e 12g - 6 arestas, ou seja, 
4g :S N :S 12g - 6. 
O mínimo é conhecido na literatura e pode ser encontrado na seção 1.2.3 do capítulo 
1. Exploramos os casos 4g+2 e 12g-6 nos espaços de teichmüller. O máximo, 12g-6, 
é abordado na seção 3.2 deste capítulo. 
3.1 Coordenadas Fricke Associadas a Polígonos com 
4g + 2 Arestas 
Considere um polígono P49+2 C ]]])2 com 4g+ 2 arestas, 9 :0:: 2. Denotamos seus vértices 
no sentido anti-horário por { v1 , v2, ... , v49+ 2} e suas arestas por { T1 , Tz, ... , T4g+2 } onde T; 
é o segmento geodésico iniciando em vi e findando em vi+1 , i mod ( 49 + 2). Denotando 
os vértices inicial e final de uma aresta T por I ( T) e F ( T), temos pela construção do 
polígono que I (Ti) = vi e F (T;) = vi+l· 
Dado o polígono P49+2 como descrito acima, supomos que os pares de arestas 
{T;,T2g+Hi} tem o mesmo comprimento, sendo i E {1,2, ... ,29+1}. As isometrias 
que emparelham os pares de arestas são dadas por 
onde i= 1, 2, ... , g + 1 e k = 1, 2, ... , 9· Dizemos que o conjunto 
<1'>4g+2 = { ak, (3;,; k = 1, 2, ... , g e i = 1, 2, ... , 9 + 1} 
--~---------------------10s espaços Fricke (que é um domínio simplesmente conexo de JR69-6 ) se projetam no espaço dos 
polígonos com 4g arestas. Entendemos como sistemas de coordenadas Fricke a projeção dos pontos 
Fricke neste espaço. 
2Dizemos que um grupo r é do primeiro tipo se o conjunto dos pontos de acumulação das orbitas 
r (z)zEIJ' é igual à fronteira do disco de Poincaré 8[)2. 
3Esta assinatura nos diz que o grupo r em questão, contém somente isometrias hiperbólicas. De 
uma forma mais geral, a definição de assinatura pode ser encontrada em [4, pág. 268]. 
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é um emparelhamento para o polígono P49+2 · 
Seja <p E <P4g+2 e suponha que <p (r;)= Tj· Então temos que <p satisfaz 
<p (I (r;))= F (<p (r;))= F (ri) 
<p(F(r;))=l(<p(r1)) I(rj) 
noutras palavras, como I (rz) = Vt e F (r1) = v1+1 , obtemos que, nesta situação 
<p (v1) Vj+l 
<p(vi+l)=vj· 
Figura 3.1: Emparelhamento de polígonos com 4g + 2 arestas, sendo g = 4 
Em [13], encontramos que <P49+2 tem dois ciclos4 de vértices que são 
4Seja r4g+2 = (i!>49+2). Um ciclo é uma classe de equivalência de vértices congruentes, ou seja, é 
um conjunto da forma 
{T(z) [TE r4g+2 e z e T(z) são vértices de P4g+2 }. 
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Sendo 2g + 1 o número de arestas identificadas, temos que o emparelhamento il? 49+ 2 
representa uma superfície de Riemann compacta orientável de gênero g pois a carac-
terística de Euler é dada por 
X (P4g+2) = 1 (2g + 1) + 2 = 2- 2g. 
A superfície de Riemann representada por 1?49+2 é obtida pelo quociente de IIJJ2 pelo 
grupo gerado pelas funções 1?49+2 , isto é, IIJJ2 /f49+2 onde 
_ ( I !39+! a;1 f39a;;~ 1 ... f33a21 (32a!1 (31 = Id ) 
r4g+2- il?4g+2 -1 -1 -1 -1 -1 . f39+1a9(39 a9-1 ... (33 azf32 a1(31 = Id 
(3.1) 
Neste caso, o grupo r 49+2 é um subgrupo discreto do grupo de isometrias de IIJJ2 em que 
todos os elementos são hiperbólicos (veja teorema 1.1.29). Ainda, podemos considerar 
o grupo f 49+2 como um subgrupo do grupo de isometrias de H 2 Para isto, é suficiente 
conjugarmos f 49+2 pela função F (veja seção 1.3). 
A partir deste ponto estaremos considerando f 49+2 agindo em lHF e abusaremos da 
notação mantendo a mesma notação para f 49+2 · Desta forma, os elementos {ak,f3i} 
são isometrias hiperbólicas de H 2 e daí segue que 
ak = [ ak bk ] tal que ak, bk, cb dk E lR e akdk - bkck = 1 
bk dk 
1 
com k = 1, 2, ... , g, i= 1, 2, ... , g + 1. 
Pretendemos projetar o ponto [R9 ,f49+2] E Tg com R9 = Wjf49+2, em JR69-6 
utilizando um sistema de coordenadas tal como feito na seção 1.2.3 para os casos onde 
os grupos 2:9 estavam ligados a polígonos com 4g arestas. Desta maneira estaremos 
estabelecendo um sistema de coordenadas semelhante às utilizadas por Fricke para 
grupos com 2g. Antes de prosseguirmos, observe que neste caso temos uma projeção 
em JR69+a Para isto, basta levarmos [R9 , f 49+2] em 
Vimos em (3.1) que os geradores do grupo f 49+2 satisfazem as seguintes relações 
(3.2) 
(3.3) 
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De (3.3) obtemos {39+1 
encontramos 
49 
(3.4) 
Neste ponto, conseguimos reduzir o número de geradores de r 49+2 para 2g geradores, 
{ai, f3J }j=1 . Assim, temos uma projeção destes em JR69. Nosso objetivo é projetarmos 
este em JR69-6 . 
Analogamente ao feito por Fricke para :F49 , para eliminarmos a ambiguidade exis-
tente, impomos as condições de normalização: 
(i) {39 tem seus pontos fixos repulsor e atrator em O e oo. 
(i i) a9 tem seu ponto fixo atrator em 1. 
Da proposição 1.2.8, o sistema de geradores {ai, f3J }J=1 de um modelo fuchsiano 
normalizado r 49+2 para um ponto [R9 , r 49+2] em Tg é escrito unicamente na forma 
a·z+ b 
n•.- J J 
~)- d' 
CjZ + j 
a'-z + b'-J J 
cjz + dj' cj > O, ajdj - bjcj = 1, 
para cada j = 1, 2, ... , g 1. 
Definimos as coordenadas Fricke F 49+2 por; 
F 4g+2 : Tg --+ lR69- 6 
[R9 , r 4g+2] >-> ( a1, b1, c1, a~, b~, c~, ... , a9-1o b9-l, c9-1, a~- I> b~_ 1 , ~- 1 ) 
Chamaremos a imagem :F4g+2 
perfície de Riemann de gênero g. 
F 49+2 (Tg) de Espaço Fricke :F49+2 de uma su-
Teorema 3.1.1 Seja F 49+2 : Tg--+ JR69-6 definida como acima. Então F49+2 é injetora 
para quase todo ponto em Tg. 
Demonstração: Queremos mostrar que cada ponto p9 E :F49+2 determina o sistema 
de geradores { aj, f3J, {39+1}]=1 do emparelhamento <I>49+2 que gera um grupo fuchsiano 
r4g+2 normalizado. 
Assim, para p9 E :F49+2 , temos que 
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donde obtemos as isometrias 
O!j,(3j, j = 1,2, ... ,g -1. 
Sendo conhecido o valor de (39+1 então teremos que encontrar os valores de a9 e (39 . 
Das condições (i) e (i i) de normalização temos que 
{ [v'\o] (39 (z) = Àz, À> 1, B9 = _1 o -IX O!g ( Z) a,z++db,, a9d9 b9c9 = } , => a9 + bg = Cg + dg· CgZ g 
Colocando A= a 9_1f3;;!.1 ... a2f321a!f3)1 e B = a;;!.1(39_1 ... a:;1f32a)1(31 a relação (3.4) 
torna-se 
Note que (3.5) é equivalente a 
(39 Ba9f3;; 1 Aa;;1 = Id 
(39 Ba9 f3;; 1 = a9 A - 1 . 
(3.5) 
(3.6) 
Observe que na equação (3.6) queremos determinar os valores de a9 e (39 , sendo con-
hecidos, diretamente de p9 , os valores de B e A. Supondo que B = [ bn b
12 ] e 
b21 b22 
A-1 = [ an a 12 ] com a 11 ,a12 ,a21 ,a22,bn,b12,b21,b22 E IR, obtemos de (3.6) o sis-
a21 a22 
tema de equações 
(bn - an) a9 - a21b9 + b12c9 =O 
-a12a9 + (Àbn- a22) b9 + Àb12d9 =O 
~b21a9 + (~b22- an) c9 - a21d9 =O 
b21b9 - a12c9 + (b22- a22) d9 =O. 
(3.7) 
(3.8) 
(3.9) 
(3.10) 
Mediante algumas simplificações, o determinante do sistema de equações (de (3.7) a 
(3.10)) é 
(À (an- bn) + (a22- b22))2 
À 
Pretendemos garantir que o sistema de equações, (3. 7) a (3.10), tem solução não trivial, 
isto é, existem a9 , b9 , c9 , d9 e À não nulos que satisfazem estas equações. Para isto, é 
suficiente garantir que o determinante seja nulo 
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Mostraremos que (a11 - bn) #O para quase todo ponto 
Daí, segue que para À = ~;;=~;;, o determinante é nulo. 
Considere a seguinte função 
P 4g+2 : F4g+2 c ~69-6 -+ ~ 
P9 >-+ (an- bn) 
Notamos que P4g+Z é não nula. Para isto tome o ponto p~9+2 dado no exemplo 3.1.4 
pelas funções { aj, /3j, /39+1};=1 . Destas seguem que 
0
, ] . Assim, temos que au - bn é 
e -z 4g+2 
( 1 + 3 cos 2g: 1) ) . 
Portanto, a11 - b11 = O se, e somente se, 
( 
·~ ·....!!.JL ( 7r )) 
-e'••+2 + e' 2•+ 1 1 + 3cos 2g + 1 =O 
e229+l 1 + 3 cos = ez 49+ 2 •....!!.JL ( 7r ) ·~
2g+ 1 
o que é um absurdo pois llei~~~111 = 1 # llei,;.;, ( 1 + 3 cos 2;+!) li· Logo, P 49+2 é não 
nula. 
Como a função P 49+2 é um polinômio não identicamente nulo com domínio em um 
aberto F49+2 c ~69-6 , o conjunto de seus zeros é uma subvariedade de co-dimensão 
um, de modo que, para quase todo (a menos de medida nula) p9 E F49+2 , temos que 
a11 - b11 # O, ou seja, o sistema de equações , (3. 7) a (3.10), tem solução não trivial. 
• 
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3.1.1 O Polígono fundamental P4g+Z 
Considere o conjunto {vi, v2 , ... , v49+2} de vértices do polígono P49+2 . Pretendemos 
expressar estes vértices em função dos dois ciclos de vértices. Sabemos que os ciclos de 
vértices são dados por: 
{ }2g+I { }2g+l Cimpar = V2k-l k=l e Cpar = V2k k=l · 
Escolhemos para cada um dos ciclos um representante, ou seja, VI E C;mpar e v29+2 E 
Cpar· 
Assim, temos que os vértices de P49+2 são dados por: 
-I/3 -I {3 -I/3 -I/3 ( ) Vzj+I =ai jt:Xj-I j-I···a2 2ai I vi , 
Vzg+l = /3;.;.I (VI) , 
V2i+2g+I = /3ia-;!I!3i-I a-;!2 ... {3za!I PI (vi) , 
Vzi = /3i-Iai-IPi-:_\ai-2···P2Iaif3)I (vz9+z), 
!3-I !3-I {3-I {3-I ( ) V2i+2g+2 = ai i ai-I i-I···a2 2 a1 1 v2g+2 , 
onde j = 1, 2, ... , g - 1 e i = 1, 2, ... , g. 
Conjectura 3.1.2 Seja f 49+2 um grupo finitamente gerado de primeiro tipo com assi-
natura (g : O). Então, para alguma sequência de geradores 
{ab{3j;k= 1,2, ... ,g ej= 1,2, ... ,g+1} 
de f 49+2 satisfazendo (3.2) e (3.3), temos que existem pelo menos dois pontos distintos 
de interseção entre os eixos5 • A estes elementos, associamos os vértices VI e v29+2 
donde obtemos um polígono fundamental para f 49+2 cujos vértices são 
-I/3 -I /3 -I a -I/3 ( ) Vzj+l =ai iaj-I j-I···a2 f.'2ai I VI , 
VZg+l = f3;.;.I (VI) , 
Vz9+2i+I = /3ia-;!I!3i-Ia-;!2 ... /3za!If3I (vi), 
Vz; = /3;Iai-I!3;:.._\ai-2···P2Iaif3)I (vz9+z), 
!3-I a-I a-I a-I ( ) V2g+2i+2 = ú:'i i O:i-V-'i-I···a2JJ2 CYlfJ! V2g+2 , 
ondej = 1,2, ... ,g -1 e i= 1,2, ... ,g. 
5 A geodésica ligando os pontos fixos p1 e P2 de uma isometria r é chamada de eixo de '"'!· Denotamos 
esta por Eixo(l'). 
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Observação 3.1.3 Para solucionar a conjectura acima, acreditamos ser suficiente en-
contrar um exemplo de um emparelhamento com pelo menos dois pontos distintos de 
inteseção entre os eixos6 . A partir disto, seguimos os mesmos argumentos de Linda 
Keen e provamos o resultado [25}. 
Note que os vértices do polígono apresentado acima dependem somente das isome-
trias geradoras de f 49+2 . A seguir exibimos uma construção destas isometrias para um 
polígono regular P4g+2· 
Exemplo 3.1.4 Seja P49+2 um polígono regular com 4g+2 arestas, no disco de poincaré 
]]])2 com baricentro na origem O E ]]])2 . Designamos seus vértices no sentido anti-horário 
por z1 , z2 , ... , z49 e suas arestas, também no sentido anti-horário, por 
onde (r2k, T2g+2k+1) e ( 72i-1• T2g+2;) são emparelhadas por ak. (3i com k E {1, 2, ... , g} e 
iE{1,2, ... ,g+1}. 
Para exibirmos os elementos Cl!j e (3i é suficiente conhecer uma das funções, digamos 
(31, pois utilizando transformações elípticas todas as outras se tornam conhecidas a 
partir de (31 . Admitindo ser conhecida a matriz de (31, todas as outras são dadas por: 
a1 = P1f31Pt
1
, 
(3k+1 = P2kf31P?}, 
onde k E {1, 2, ... ,g -1} e Pk = e'k 4J~, 
(3 -1 ak+1 = P2k+1 1P2k+1• 
(3g+l = P2gf31P291 
Segue então que, a isometria hiperbólica (31 que emparelha os pares { r 1, r 29+ 2} tem 
sua matriz dada por 
. (2g+2)71" ie-t 4g+2 
( ( )) ·~ l 2 cos _L cos _L + 1 ie' 49+2 2g+l 2g+1 
( cos 2g:1 + 1) 
3.2 Coordenadas Fricke Associadas a Polígonos com 
12g - 6 Arestas 
Considere um polígono P 129_ 6 C ]]])2 com 12g-6 arestas, g 2: 2. Denotamos seus vértices 
no sentido anti-horário por {v1,v2, ... ,v129_ 6 } e suas arestas por {r1,r2 , ... ,r129_ 6 } onde 
6 A geodésica ligando os pontos fixos P1 e P2 de uma isometria "f é chamada de eixo de "f. Denotamos 
esta por Eixo("!). 
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Ti é o segmento geodésico iniciando em vi e findando em vi+l• imod (12g- 6). Deno-
tando os vértices inicial e final de uma aresta r por I (r) e F (r), temos pela construção 
do polígono que I (ri)= vi e F (ri)= vi+1· 
Considerando o gênero g igual a 2 temos um polígono com 18 arestas, P18 . Os pares 
de arestas, emparelhadas da seguinte forma 
r {r1,T1Q},{rz,Tn},{rs,714},{rs,716}, J 
I {r3,T1s},{r4,r7},{rs,T17},{r12,Tg},{r13,T1s} ' (3.11) 
fornecem um emparelhamento que representa uma superfície de Riemann compacta de 
gênero 2 (veja [3]). Antes de prosseguirmos para avaliar as coodenadas Fticke conforme 
pretendemos, é necessário fazermos a generalização deste emparelhamento [12]. 
• Dado o polígono P129_6 descrito acima, assumimos, para permitir emparelhamento 
de arestas por isometrias, que os seguintes pares de arestas possuem o mesmo 
comprimento: 
{ri,Ti+6g-3}, {ri+1,Ti+6g-2}, i E {l,ko,k1,k2, ... ,k9_2}, km := (m+1)5 
{ 
{ 73+5k, 712g-6-d, { 74+5b T7+5k}, 
{ rs9-z, r 119_ 5}, , k E {0, 1, ... , g- 2}. 
{ 76g+5k, Tsg-3-k} , { T6g+ 1 +5k, T6g+4+5k} 
(3.12) 
Considere as isometrias hiperbólicas (únicas) que indentificam os pares conforme 
segue: 
a1 (r1) = Tsg-2, (31 (r2) = Tsg-1 
aj+1 (rsj) = Tsg+5j-3, f3j+1 (rsj+1) Tsg+Sj-2, j E {1,2, ... ,g -1} 
í'J h+s(j-1)) = T12g-6-(j-1), 'YJ h+5(j-1)) = 77+5(j-1), j E {1,2, ... ,g -1} 
5 ( Ts9-z) = ru9-s 
Ç'J (rsg+S(j-1)) = Tsg-3-(j-1), ÇJ (rsg+H5(j-1)) = Tsg+4+5(j-1), j E {1,2, ... ,g -1}. 
Dizemos que o conjunto 
é um emparelhamento para o polígono P129_ 6 . Particularmente, se tomarmos g = 2 
teremos o emparelhamento apresentado em (3.11). 
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Seja <p E <l\129 - 6 e suponha que <p (Ti)= Ti. Então temos que <p satisfaz 
<p (I (7;)) =F ('P (Ti))= F (Ti) 
'P (F (Ti))= I ('P (Ti))= I (Tj). 
Em outras palavras, como I (Tt) = Vt e F (T1) v1+J, obtemos que, nesta situação 
'{J (Vi) = Vj+J 
<p(Vi+J)=vi. 
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Proposição 3.2.1 Seja <l'12g-6 um emparelhamento do polígono P129_ 6 . Então os ci-
clos7 de vértices possuem comprimento 3. 
Demonstração: Iniciamos obtendo os dois ciclos que contém os vértices v1 e v2 . 
Note que 
Pela definição das funções de emparelhamento, temos que T 129_ 6 é emparelhada à aresta 
T3 através da transformação rr1 . Segue então que 
-1 -1 1f (v1) = 1f (F (TJz9-B)) 
= I (,r~ ( T12g-6l) 
=Ih) 
= V3, 
de modo que v3 pertence ao ciclo determinado por v1 . Mas, além de ser o vértice 
inicial de T3 , temos que v3 é o vértice final de T2 e como T2 é emparelhado a T69_ 1 por 
{31 , obtemos 
fJ1 (v3) = fJ1 (F (Tz)) 
= I (fJJ( Tz)) 
= I (T6g-!) 
7Seja r12g-6 = (if>l2g-6). Um ciclo é uma classe de equivalência de vértices congruentes, ou seja, 
é um conjunto da forma 
{T(z) IT E r12g-6 e z e T(z) são vértices de h 29 _ 6}. 
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de modo que v69_ 1 pertence ao ciclo determinado por v1 e v3 . Novamente, temos que 
v69_1 = F ( r69-2) e T6g-2 é emparelhada a r 1 através da isometria a;-1 . Segue que 
a;-1 (v6g-J) = a;-1 (F h 9-2)) 
=I (a11 (r6g-2)) 
=I (rl) 
completando um ciclo. Assim, o ciclo determinado por v1 é 
Do mesmo modo, temos 
V2 =I (r2) =F(rJ) 
a1 (vz) = al(F (r1)) =I (a!( ri)) 
Çf1 (v69-z) =Çf1 (Fh9-3)) I ( Çf1 (r6g-3)) 
/311 (v6g) = /311 (F ( T6g-1)) = I (/311 hg-1J) 
(3.13) 
= Ihg-2) Vfig-2 
=I (r59) = V6g 
=I (r2) = Vz. 
Visto isso, completamos mais um ciclo e obtemos que o ciclo determinado por v2 é 
(3.14) 
Note que o vértice v4 determina um novo ciclo conforme segue 
V4 =I (r4) 
= F(r7) = Vs 1t (v4) 
~~ (vs) 
= 1f (I (r4)) 
=~(I (rs)) 
=F (r3) 
=F ( 1t (r4)) 
=F b2 (rs)) = F ( T12g-5) = V12g-6 
= F ( lf1 (r12g-6J) =F(r3) =v4, 
donde temos que o ciclo determinado por v4 é 
(3.15) 
O vértice v5 determina um novo ciclo. Para isto, observe que 
Vs =I (rs) =F (r4) 
1t ( vs) =1f(F(r4)) =I (!t (r4)) =I (r7) = V7 
!32 (v7) = f3z (F (r6)) =I (!32 h)) =I (r6g+3) = V6g+3 
a;-1 ( v6g+3) = a;-1 (F (r6g+2)) =I (a21 (r69+z)) =I (rs) = Vs, 
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e daí segue que o ciclo determinado por v5 é 
(3.16) 
Da mesma maneira anterior, temos pelo vértice v6 
V6 =I (76) =F(Ts) 
a2 ( v5) =a2(F(7s)) =I (a2 (7s)) =I (76g+2) V6g+2 
çr ( V6g+2l = çr (F (76y+l)) =I (çr ( 76g+l)) =I (76g+4) = V6g+4 
f3z 1 ( V6g+4) = f32 1 (F (76y+3)) =I (f321 h 9+3)) =I (76) v6, 
de onde segue 
(3.17) 
Analogamente, para os vértices v4+5(k- 1), v5+s(k-1), e v6+s(k-1) temos que 
V4+5(k-1) =I (74+5(k-l)) =F (73+5(k-1)) 
1'% (v4+5(k-l)) = 1'% (I h+s(k-!J)) =F (1'% h+s(k-1J)) =F (77+S(k-1J) = Vs+S(k-1) = V3+sk 
1'Í:+1 (v3+sk) = 1'k+l (I (73+sk)) =F (1'!:+1 (73+sk)) F (712g-6-k) = V12g-S-k v12g-6-(k-1) 
1'f
1 (v129-6-(k-1J) = 1'f
1 (I b29-6-(k-1))) =F ( 1'f
1 
b29-6-(k-1))) =F h+s(k-1)) = VHs(k-1), 
Vs+S(k-1) =I (7s+5(k-1)) =F (74+s(k-1J) 
1'Í (v5+5(k-1J) = 1'Í (F h+s(k-1J)) =I (~tZ h+s(k-1J)) =I h+s(k-!J) = V7+5(k-l) 
,8k+l (v7+5(k-1)) = f3k+1 (F h+s(k-1))) =I (f3k+1 h+S(k-!J)) =I h 9+3+5(k-1J) = V6y+3+5(k-1) 
a;;-~ 1 (v6y+3+5(k-1J) = a;;-~ 1 (F h 9+2+5(k-!J)) =I (ak"~1 (76y+2+5(k-1J)) =I h+s(k-1)) = Vs+s(k-1), 
v6+5(k-1) = I ( 76+S(k-l)) F ( 7s+5(k-l)) 
ak+1 (v6+s(k-!J) = ak+l (F (7s+5(k-1J)) =I (ak+l (7s+5(k-1J)) =I (76y+2+5(k-!J) = v6g+2+5(k-1) 
çz (v6g+2+5(k-l)) = çz (F (76y+l+5(k-1J)) =I (çZ hg+HS(k-!J)) I (76y+4+5(k-1J) = V69+4+5(k-1) 
f3k"~ 1 (v6g+4+5(k-1)) = f3i:~ 1 (F h 9+3+5(k-!J)) =I (f3i:~ 1 hg+3+5(k-!J)) I (76+S(k-1J) = V6+s(k-1)• 
determinam os ciclos de vértices 
{v4+5(k-l),VS+s(k-1) = 1'Í (v4+5(k-l)) ,v12g-6-(k-1) = 1'f+11'% (v4+5(k-!J)}, 
{ Vs+S(k-1), V7+5(k-1) = 1'% ( V5+5(k-1)) , V6g+3+5(k-1) = (3k+l1'Í ( Vs+5(k-1))} , 
(3.18) 
(3.19) 
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onde k = 2,3, ... ,g -1. 
Até aqui, temos um total de 9g - 3 vértices dispostos em 3g - 1 ciclos. Nestes 
casos, temos todos os ciclos com comprimento três, restando-nos avaliar os 3g- 3 = 
( (12g- 6) - (9g- 3)) vértices restantes. 
N ' . { } { } (g-2) -' ote que os vert1ces Vs9 - 1, Vug-9, Vug-5 e Vsg-l+j, Vug-9-sj, Vug-5(j+1) j=1 nao 
estão dentre os 9g - 3 vértices analisados anteriormente. Obteremos os próximos 
ciclos a partir dos vértices v 59_ 1 e v 69_ 3_k, utilizando respectivamente as funções 
{ a-
1 cb 0- 1 } {ca- 1 cb ca } Çg-1, "::.g-1, e "..g-j-1: ':.g-j-1' ':.g-j · 
Do vértice v59_ 1 temos 
V59-1 =I ( Tsg-1) =F (Tsg-2) 
Ç~=~ (vsg-1) = Ç~=~ (I ( Tsg-1)) = F ( Ç~=~ ( Tsg-1)) = F ( ru9-w) = Vug-9 
Ç~-1 ( Vu9-9) = Ç~-1 (I (ru9-9)) =F (ç:_1 (ru9-9)) =F (Tng-6) 
.s-1 (vu9-s) = .s-1 (I ( Tng-5)) = F ( .s-1 ( Tu9-s)) =F (Tsg-2) 
donde segue o ciclo 
Dos vértices Vsg-l+j segue que 
V5g-l+j 
Ç~=~-1 (vsg-Hj) 
Ç~-j-1 ( Vn 9-9-5j) 
Ç~-j ( vu9-s-sj) 
e daí temos os ciclos 
=I (rsg-Hj) 
= Ç~=~- 1 (I ( Tsg-l+j)) 
= Ç~-j- 1 (I (rug-9-sj)) 
= Ç~- j (I ( Tug-5-5j)) 
para j = 1, 2, ... , g- 2. 
=F (r5g-2+i) 
=F (ç~=~- 1 (rsg-Hjl) 
= F ( Ç:-i-1 ( Tn9-9-5i)) 
= F ( Ç~-j ( Tng-5-5j)) 
= Vn9-s 
= Vsg-b 
(3.21) 
=F (rug-10-5j) 
= F ( Tug-6-5j) 
= F ( Tsg-2+i) 
(3.22) 
Nesta última etapa, obtemos os 3g-3 vértices8 que estavam faltando, o que nos per-
mite encerrar a prova concluindo que todos os ciclos têm comprimento três. Notamos 
ainda que temos um total de 4g - 2 ciclos. • 
8Em (3.21) e (3.22) temos 3g- 3 vértices dispostos em g- 1 ciclos. 
= Vn9-9-< 
= Vu9-s-~ 
= Vsg-l+J, 
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Podemos resumir os dados obtidos na seguinte tabela: 
Notação Ciclos Representante do ciclo 
C! 'lh, v3, VBg-1 vl 
c2 V2, V6g-2, V6g V2 
C3+3(k-l) V5(k-1)+4, V5(k-1)+8, V12g-6-(k-l) V5(k-1)+4 (3.23) 
C4+3(k-l) v5(k-1)+5, Vs(k-1)+7, V5(k-1)+6g+3 V5(k-1)+5 
c5+3(k-l) v5(k-1)+6, Vs(k-l)+6g+2, v5(k-l)+6g+4 V5(k-1)+6 
C3g Vsg-1, Vng-9, Vn9-s Vs9-1 
C3g+j V5g-l+j, Vng-9-5j, Vng-5(j+l) v5g-l+J 
onde k = 1, 2, ... , g- 1 e j = 1, 2, ... , (g- 2). 
Seja r 129_ 6 o grupo gerado pelo emparelhamento w129-6 do polígono P 12g-6· A 
partir da proposição 3.2.1 concluímos que o número de ciclos de vértices são 4g - 2 
((12g- 6) /3). 
Corolário 3.2.2 Se a soma dos ângulos em cada ciclo é 2r., então r 129_ 6 é grupo pro-
priamente descontínuo, isomorfo ao grupo fundamentalr.1 (R9 ), e lDi2/rl2g-6 é difeo-
morfo à superfície de Riemann R 9 • 
Demonstração: Assumindo que a soma dos ângulos em cada ciclo é 2r. e sendo as 
arestas emparelhadas de mesmo comprimento concluimos, pelo teorema de Poincaré, 
que r 129_ 6 é discreto. Como r 129_ 6 c PSL (2, JR) temos um grupo propriamente de-
scontínuo9. Além disto, pelo teorema de Poincaré, segue que o polígono é domínio 
fundamental do grupo gerado pelas funções de emparelhamento, de modo que o quo-
ciente il)l2 ;r 129_ 6 é difeomorfo a uma superfície de Riemann, R9 , compacta orientável 
de gênero g e r. 1 ( R9 ) é isomorfo a r 129-6. • 
Resta apenas determinar seu gênero, que pode ser obtido através da característica 
de Euler-Poincaré. Da proposição 3.2.1 temos que o número de ciclos de vértices são 
4g-2. Sendo 6g-3 o número de arestas identificadas, concluímos que o emparelhamento 
w129_ 6 representa uma superfície de Riemann compacta orientável de gênero g pois a 
característica de Euler-Poincaré é dada por 
X (Pl2g-6) = 1 (6g- 3) + (4g- 2) = 2- 2g. 
9Um subgrupo r C PSL2 (R) é discreto se e somente se sua ação em lHI2 for propriamente de-
scontínua [13, capítulo 5]. 
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Através da demonstração da proposição 3.2.1, encontramos as relações entre os 
elementos que representam o grupo r 129_ 6 . Denotamos estas por rk e apresentamo-nas 
na tabela dada a seguir: 
Notação Equações 
r1 -1 (3 a 1 Id 0:1 1 11 = 
1'2 (3-1 ça 1 1 1 a1 Id 
r3+3(k-l) a 1 a b Id ''ik lk+l lk = 
r4+3(k-l) a;;~1 f3k+l 1% = Id (3.24) 
r5+3(k-l) !3;;~ 1 çz ak+1 = Id 
r3g 5-1 Çb ça-1 = Id g-1 g-1 
r3g+j ça Çb ça-1 - Id g-j g-j-1 g-j-1 -
onde k = 1, 2, ... , g -1 e j = 1, 2, ... , (g- 2). Quando tivermos k = g-1, o elemento 
lk+1 de r3+3(k-1) em (3.24) deverá ser substituído pelo elemento 5. 
Desta maneira, temos 
Diante dos resultados acima, o próximo passo é demonstrar que o grupo r 129_ 6 
pode ser determinado por somente 2g dentre os atuais geradores. 
Teorema 3.2.3 Sejam ak. f3k, 1j, 1j, é,j, t:,J e 5 com k E {1, 2, ... , g} ej E {1, 2, .... , g- 1} 
como descrito acima. Então, r 12g-6 = (ab !3ki k = 1, 2, ... , g). 
Demonstração: É suficiente mostrarmos que {ab f3k}%= 1 geram os elementos 1j, 1j, é,j, t:,j 
e 5 com j E {1, 2, .... , g- 1 }. Iniciamos mostrando que os elementos a 1 e {31 determinam 
1! e Çf. De fato, das equações r 1 e r 2 da tabela dada em (3.24) temos 
a -1 (3 
11 =a! 1 
ca (3-1 ~1 = a1 1 · 
(3.25) 
(3.26) 
A seguir mostramos que a 2 e (32 determinam 1t. çr, ~~e Ç~. Considere os elementos r 4 
e r 5 da tabela dada em (3.24). Destes determinamos os elementos 1r e çr da seguinte 
forma 
a:;1 (32 1t = Id 
!321 çt a2 = Id 
(3.27) 
(3.28) 
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Conhecidos 1f e 1t (veja (3.25) e (3.27)) e usando r 3 da tabela dada em (3.24), obtemos 
o elemento ~~, 
"'" - "'" ~yb-1 12 - 11 1 (3.29) 
E de Çf e çr (veja (3.26) e (3.28)) e usando r49 _ 2 da tabela dada em (3.24), obtemos 
Ç~ da seguinte forma 
(3.30) 
De modo análogo ao feito para a 2 e (32, mostraremos que a 3 e (33 determinam 1~, çg, 13 
e Ç3. Considere os elementos r 7 e r 8 da tabela dada em (3.24). Destes determinamos 
os elementos lg e Ç~ da seguinte forma 
a31 (33 ~~ = Id 
/331 Ç~ a3 = Id 
(3.31) 
(3.32) 
Conhecidos~~ e lg (veja (3.29) e (3.31)) e usando r6 da tabela dada em (3.24), obtemos 
o elemento 13, 
(3.33) 
E de Ç~ e Ç~ (veja (3.30) e (3.32)) e usando r49 _ 3 da tabela dada em (3.24) obtemos Ç3 
da seguinte forma 
ca a çb- 1 
'>3 = ç2 '>2 . (3.34) 
Procedendo de maneira análoga aos desenvolvimentos feitos para { a 2, (32} e { a 3, (33}, 
temos que os elementos { am+ b f3m+ 1 };;;3 determinam os elementos ~~, Ç~, 1;;,+1 e 
ç;;,+l. Para isto, considere os elementos r4+3(m-1) e r5+3(m-l) da tabela dada em (3.24). 
Destes determinamos os elementos ~~ e Ç~ da seguinte forma 
a;;;~ 1 f3m+1 1:;, = Id 
f3;;;~1 Ç~ am+1 = Id 
"'mb 13-1 ~ J· = m+l u.m+l 
cmb (3 -1 
'::. = m+l O::m+l · 
(3.35) 
(3.36) 
De 1;;,, conhecido anteriormente, e de ~~, apresentado em (3.35), usamos r3+3(m-l) da 
tabela dada em (3.24) para obtermos o elemento 1;;,+1, 
(3.37) 
Do conhecido valor de ç;;, e de Ç~ obtido em (3.36), usando r4g-(m+l) da tabela dada 
em (3.24), obtemos ç;;,+1 da seguinte forma 
ca ca cb- 1 
':.m+l = '-:.m ':.m · (3.38) 
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Ob , l { a }g-1 servamos que ate o presente momento encontramos os e ementas lj, Çj i=l e 
{!J,ÇJ}~=~· Resta-nos obter os elementos ~~-~,ç~_ 1 e 5. Estes são obtidos de a9 e 
{39 considerando as equações r4+3(g-2) e r5+3(g-2) (fazendo k = g 1 em r4+3(k-l) e 
r 5+3(k-l)) da tabela em (3.24) obtemos 
a;1 {39 ~~-I = Id 
fJ;/ Ç~_ 1 a9 = Id 
b fJ-1 
"19-1 = 9 ag 
cb fJ -1 ~g-1 = g ag . 
(3.39) 
(3.40) 
De ~~-l e Ç~_ 1 obtidos em (3.39) e (3.40), usando r39 encontramos o último elemento 
5, 
• 
5-l cb ca-l = Id 
~g-1 ~g-1 
A partir deste ponto estaremos considerando f 129_ 6 agindo em JHF e abusaremos da 
notação mantendo a mesma notação para f 129_ 6 . 
Pretendemos projetar o ponto [R9 , f 129_ 6J E Tg com R9 = !HI2 jf129_ 6 , em JR6Y-6 
utilizando um sistema de coordenadas tal como feito na seção 1.2.3 para os casos onde 
os grupos 2:9 estavam ligados a polígonos com 4g arestas. Desta maneira estaremos 
estabelecendo um sistema de coordenadas semelhante às utilizadas por Fricke para 
grupos com 2g geradores. Antes de prosseguirmos, observe que neste caso temos uma 
projeção10 em JR18Y-9 . No teorema 3.2.3 conseguimos reduzir o número de geradores 
de f 129_ 6 para 2g geradores, {ab fJkH=1 . Assim, temos uma projeção destes em lR69 . 
Nosso objetivo é projetarmos este em JR6Y-6 . 
Analogamente ao feito por Fricke em :F49+2, para eliminarmos a ambiguidade exis-
tente, impomos as condições de normalização: 
( í) {39 tem seus pontos fixados repulsor e atrator em O e oo. 
(i i) a9 tem seu ponto fixado atrator em 1. 
Do teorema 3.2.3 temos que r 129_ 6 é gerado somente por {ai, {Jj}~=1 . Assim da 
proposição 1.2.8, o sistema de geradores {ai, fJi }]=1 de um modelo fuchsiano normali-
zado f 129-6 para um ponto [R9 ,f12g-6J em Tg é escrito unicamente na forma 
a z+b· ~-- J J 
~J- d, 
CjZ + j 
Cj > 0, 
a'-z + b'. 
fJ - J J i- é.-z + d'.' 
J J 
cj >O, ~cj = 1, 
10 A projeçãD em JR189-9 está ligada ao fato que temos 6g- 3 funções de emparelhamento onde cada 
função depende somente de três incógnitas) pois os determinantes das matrizes que representam as 
isometrias nos fornecem uma das quatro incógnitas em função das outras. 
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para cada j = 1, 2, ... , g- 1. 
Definimos as coordenadas Fricke F 129_ 6 por; 
F 129-6 : Tg _, IR69 - 6 
[R9 , r12g-6] f-')- (a1, b1, c1, a~, b~, ci, ... , a9-t, b9-1, c9-t, a~_ 1 , b~_ 1 , c~_ 1 ) 
Pela proposição 1.2. 7 e do teorema11 10.5.1 em [4] temos que a função F 129_ 6 está 
bem definida. A imagem :F129_ 6 F 129_ 6 ( Tg) será chamada de Espaço Fricke F 129_ 6 
de uma superfície de Riemann de gênero g. 
Antes de demonstrarmos que F 129_ 6 é quase-sempre injetora, apresentaremos um 
lema que será utilizado na demonstração. 
Lema 3.2.4 Os elementos { am, i3m}~~1 determinam os elementos 'Y~-2 , Ç~_2 , Ç~_ 1 e 
'Y~- 1 . Em particular, 
g-1 g-1 
'Y:-1 = rr a;-1 ,6; e (ç;-1r1 = rr ,6g-ia;2i. 
i=l i=l 
Demonstração: De fato, temos que os elementos a 1 e ,61 determinam os elementos 
'Yf e Çf (veja (3.25) e (3.26) na demonstração do teorema 3.2.3). Usaremos indução 
sobre m para provar que os elementos {O'm, i3m};:,:2 determinam os elementos 'Y;;._ 1 , 
cb a ca ~m-!J "Ym e ':,m· 
Param= 2 temos da demonstração do teorema 3.2.3 (veja (3.27), (3.28), (3.29) e 
(3.30)) que Ü'2 e ,62 determinam ,r, çr, 'Yz e Ç2. 
Por hipótese de indução, temos que a9 _ 2 e ,69 _ 2 determinam os elementos 'Y~-3 , 
Ç~_3 , 'Y%-2 e ç;_2 . Devemos provar que a9_ 1 e ,69 _ 1 determinam os elementos 'Y;_2 , ç;_2, 
a e ca 
'Yg-1 ~g-1' 
Para isto, considere os elementos r4+3(g-3) e r5+3(g-3) da tabela dada em (3.24). 
Destes determinamos os elementos 'Y~-2 e ç;_2 da seguinte forma 
a; . \ ,69_ 1 'Y;_2 = Id 
!3;!.1 ç;_2 a9-1 = Id 
b q-1 
'Yg-2 = /Jg-1 Ü'g-1 
cb a -1 ~g-2 = /Jg-1 Ü'g-1· 
(3.41) 
(3.42) 
Da hipotése de indução temos ~1%-2 e do conhecido 'Y;_2 apresentado em (3.41), usando 
r3+3(g-3) da tabela dada em (3.24) obtemos o elemento 1%_1 , da seguinte forma 
a-1 a b - Id 
'Yg-2 'Yg-1 fg-2 -
a a b-1 
'Yg-1 = 'Yg-2 'Yg-2· 
11 Este afirma que o número de arestas N de um polígono P, associado a um grupo r finitamente 
gerado do primeiro tipo de assinatura (g: O), está entre 4g e 12g-6 arestas, ou seja, 4g :S N :S 12g-6. 
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Da hipótese de indução temos .;;_2 e de çz_2 obtido em (3.42), usando r39+1 da tabela 
dada em (3.24) obtemos Ç~_ 1 da seguinte forma 
As expressões para ~~- 1 e (ç;_1r 1 apresentadas no lema, são obtidas diretamente 
da substituição dos elementos em função dos aj e /3j. • 
Teorema 3.2.5 Seja F12g-6 : Tg ---> JR69 - 6 definida como aczma. Então F 129_ 6 é 
injetora para quase todo ponto em Tg. 
Demonstração: Mostraremos que cada ponto p9 E :F129_ 6 determina um sistema de 
geradores 
{ ak, !3k> 1), rJ. Çj, .;J; k = 1, 2, ... , g e j = 1, 2, ... , g 1} 
do emparelhamento if>1z9 _ 6 que gera um grupo fuchsiano f 129_ 6 normalizado. 
Portanto, dado p9 E :Fl2g-6, segue 
donde derivamos os valores das isometrias 
Diante do teorema 3.2.3, devemos demonstrar que a partir de { ak, !3kH:i podemos 
obter os elementos a9 e /39 . Como a9 e /39 satisfazem as condições de normalização, 
temos 
Pela demonstração do teorema 3.2.3, temos que os elementos { ak, !3kH:i determinam os 
elementos { !], Çj }:::e { -tJ, ÇJ}:::. Tomando k = g-1 nas equações r 3+3(k-1), r4+s(k-1) 
e r 5+3(k-1) (em (3.24)) obtemos as seguintes equações equivalentes 
b -1 J / 9 _ 1 ,;_1 = Id 
,;_1 a;1 {39 = Id 
.;;_1 a9 /3;1 = Id. 
(3.43) 
(3.44) 
(3.45) 
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E de r 39 temos a equação equivalente 
cb ca-l <-1 ld ~g-1 ~g-1 u = . 
Isolando 5 em (3.46) e substituindo em (3.43) obtemos 
b ca-l ~b a-1- ld Ç9-1 ~g-1 Y9-1 lg-1 -
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(3.46) 
(3.47) 
Do lema 3.2.4, temos os elementos ç;=: e 1;=: determinados pelos elementos { ak> ;3k}f:::i 
que denotaremos por 
a-1 ( a b ) a ( ã b ) ç9 _ 1 = c d ' fg- 1 = c d ' 
onde a, b, c, d, ã, b, c, e d E lR. com ad- bc 1, ãd- bc 1. Observamos que somente 
as matrizes Ç~_ 1 e~~=~ em (3.47) são desconhecidas. 
Note que de (3.44) obtemos a matriz de a9 em função das matrizes de /39 e ~~-1 , 
ou seja, 
Substituindo a9 em (3.45) temos 
_a b 
O:g- Pgfg-1· 
(3.48) 
Neste ponto, observamos que a determinação de a9 resume-se em obter as matrizes (39 
e ~~- 1 . Para isto, usaremos as equações (3.47) e (3.48). Desta forma, suponha que 
onde Y1, Y2, y3, y4, x1 , x2, X3 e X4 E lR.. Devemos encontrar os valores de Yk e Xk sabendo 
que 
De (3.48) segue 
Y1Y4- Y2Y3 = 1, 
.../).y1 - .../).x1 = O 
Y2- ÀX2 = 0 
Ày3- X3 = 0 
1 1 -o VJ.Y4- Vf.X4-
Y1 = X1 
Y2 = ÀX2 
Y3 = ~X3 
Y4 = X4 
(3.49) 
(3.50) 
(3.51) 
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Usando (3.51) em (3.47), temos 
(a- ã) X 1 + CÀX2 - bx3 = 0 
bx1 + (,\d- ã) x2- bx4 =O 
-CXl + (X - d) x3 + CX4 = 0 
-CXz + ~X3 + ( d - d) X4 = 0 
(3.52) 
Das equações (3.50) e (3.52) procuramos os elementos x1, x2 , x3 , x 4 e À. A matriz 
correspondente ao sistema em (3.52) é dada por, 
(a- ã) c,\ -b o 
b (,\d- ã) o -b 
-c o (3:: d) c 
o -c b (d- d) X 
Mediante simplificações, o determinante da matriz do sistema é dado por 
Analogamente ao feito na seção anterior, podemos assumir que ( d- d) f O para 
quase todo ponto em JR69-6 . Disto, podemos considerar ,\ = ("-~, de modo que 
d-d; 
o determinante da matriz associada a (3.52) é nulo e portanto temos que o sistema 
(3.52) tem solução não triviaL • 
3.2.1 O polígono fundamental H 2g-6 
Consideramos um grupo fuchsiano f 9 isomorfo ao grupo fundamental de 1r1 (R9 ) de 
uma superfície de Riemann fechada R9 , compacta orientável de gênero g. É fato co-
nhecido que um domínio de Voronoi-Dirichlet genérico de r 129_ 6 é um polígono convexo 
com 12g- 6 arestas (teorema 10.5.1 em [4]) e os 6g- 3 emparelhamentos destas arestas 
fornecem um sistema de geradores para f 129_ 6 . Na seção anterior, este sistema de gera-
dores contém enormes redundâncias, sendo na realidade gerado por 2g destas funções 
de emparelhamento { a1, ,61, ... , a9 , ,69 } (teorema 3.2.3). Mais ainda, considerando as 
condições de normalização usuais, na realidade as isometrias a9 e ,69 quase sempre 
podem ser determinadas a partir das anteriores, obtendo assim um novo sistema de 
coordenadas para os espaços de teichmüller, que denominamos de coordenadas Fricke 
do tipo 12g- 6. 
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Nesta seção faremos o caminho inverso e, a partir das coordenadas Fricke do tipo 
12g- 6 construiremos o domínio de Voronoi-Dirichlet correspondente, ou seja, obtere-
mos uma parametrização do espaço de teichmüller. Conforme vimos acima, podemos 
(quase sempre) obter as 6g- 3 funções de emparelhamento a partir das coordenadas 
Fricke, de modo que o problema se reduz a determinarmos os vértices do polígono a 
partir das isometrias de emparelhamento. 
Assim, considere o conjunto { v 1 , v 2, ... , v 12g-6} de vértices do polígono P12g-6· Pre-
tendemos reconstruir estes vértices em função dos 4g - 2 ciclos de vértices. Sabemos 
que os ciclos de vértices são dados por 
Notação Ciclos 
C1 V1, V3, V6g-1 
C2 V2, V6g-2, V6g 
CJ+3(k-1) Vs(k-1)+4' Vs(k-1)+8, V12g-6-(k-1) 
C4+3(k-1) Vs(k-1)+5, Vs(k-1)+7, Vs(k-1)+6g+3 
Cs+J(k-1) Vs(k-1)+6, Vs(k-1)+6g+2, Vs(k-1)+6g+4 
C3g-l+k Vsg-2+k, Vllg-4-Sk, Vllg-5k 
onde k = 1, 2, ... , g - 1. Supondo que um ciclo ck tem um conjunto de vértices 
{vm, Vt, vn}, definimos Ck [1] = Vm, ck [2] = Vt e Ck [3] = Vn· Com estas notações, os 
vértices do polígono, apresentados no sentido anti-horário iniciando em v1 , são dados 
por 
V1 = C1 [1], V2 = C2 [1], V3 = C1 [2] 
V4+S(k-1) = C3+3(k-1) [1] 
Vs+S(k-1) = c4+3(k-1) [1] 
v6+5(k-1) = Cs+3(k-1) [1] 
v7+5(k-1) = c4+3(k-1) [2] 
VB+5(k-1) = C3+3(k-1) [2] 
onde k = 1, 2, ... , g- 1. Os próximos vértices são 
Vsg-2+k = C3g-l+k [1 j , k = 1, 2, ... , g - 1. 
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Conforme desenvolvido anteriormente, temos 
V6g-2 = C2 [2] , V6g-1 C1 [3] , V 6g = Cz [3] 
V6g+H5(k-1) = C4g-2-(k-1) [2] 
V6g+2+5(k-1) = Cs+3(k-1) [2] 
V6g+3+5(k-1) = C4+3(k-1) [3] 
V6g+4+5(k-1) = C5+3(k-1) [3] 
V6g+5+5(k-1) = C4g-2-(k-1) [3] 
onde k = 1, 2, ... , g- 1. Encerramos com os vértices 
Vng-5+k = C3g-3k [3], k = 1, 2, ... , g- 1. 
Na tabela apresentada em (3.23), fornecemos um representante para cada classe 
de ciclos. A seguir apresentamos a descrição dos outros vértices em função destes 
representantes. Das relações apresentadas em (3.24) encontramos a seguinte tabela 
Notação Ciclos 
c1 {v1,1f' (v1) ,,6nf '(v1)} 
c2 { v2, a1 ( v2) , Çf 1 a1 ( v2) } 
c3+3(k-1) {v4+5(k-1J,/Z (v4+s(k-1)) ,/~+llf (v4+5(k-l})} 
C4+3(k-1) {vs+5(k-1J,/Z (vs+5(k-1)) ,,Bk+liZ (vs+s(k-1))} 
(3.53) 
cs+3(k-1) { v6+s(k-l), ak+l ( v6+s(k-1J) , çzak+1 ( v6+5(k-l})} 
C3g { vs9-1, Ç~_: (vs9-d, çz_1ç~_: (vsg-1)} 
C3g+j { Vsg-Hj, Ç~=~-l (vsg-Hj), Ç~-j- 1 Ç~-~- 1 (vsg-Hj)} 
onde k = 1, 2, ... , g- 1 e j = 1, 2, ... , g- 2. 
Através da escolha dos vértices representantes dos ciclos montaremos o polígono 
fundamental e para tal associaremos esta escolha com os pontos de interseções dos 
eixos12 Desta forma, apresentamos na ordem (anti-horária) em que aparecem um 
12 A geodésica ligando os pontos fixos p 1 e p2 de uma isometria -y é chamada de eixo de -y. Denotamos 
esta por Eixo(-y). 
3.2. Coordenadas Fricke Associadas a Polígonos com 12g 6 Arestas 
grupo de candidatos: 
Eixo (!f) n Eixo (a1), Eixo ('yf) n Eixo ((31) 
{ 
Eixo ( 1Í) n Eixo (a1+1) j = 1, 2, ... , g _ 1 
Eixo (!J) n Eixo ((31+1) 
Eixo ( Çf) n Eixo ( a1) ' Eixo ( w n Eixo ((31) 
{ 
Eixo (Çj) n Eixo (a1+1) j = 1, 2, ... , g- 1. 
Eixo (çJ) n Eixo ((31+1) 
Portanto, associaremos os vértices 
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(3.54) 
(3.55) 
k = 1, 2, ... , g - 1 e j = 1, 2, ... , g - 2, com 4g 2 dentre os pontos encontrados em 
(3.54). Porém, em (3.54) temos 4g pontos e como estamos interessados somente em 
4g - 2 destes, descartaremos os dois pontos 
Eixo (Çf) n Eixo (ai), Eixo (Çf) n Eixo ((31). 
Logo, temos condições de enunciar a seguinte conjectura: 
Conjectura 3.2.6 Seja r 129_ 6 um grupo finitamente gerado do primeiro tipo com assi-
natura (g: 0). Então, para alguma sequência de geradores 
{ ako f3ko 1), 1J, Çj,ÇJ; k = 1, 2, ... ,g e j = 1, 2, ... ,g -1} 
de r 129_ 6 satisfazendo (3.24) temos que os eixos destes elementos interceptam-se con-
forme descrito em (3.54) e que estes elementos determinam um polígono fundamental 
para r 12g-6 cujos vértices são 
V1 = C1 [1] , V2 = C2 [1] , V3 = C1 [2] 
v4+5(k-1) c3+3(k-1) [1] 
Vs+5(k-1) = C4+3(k-1) [1] 
v6+5(k-1) = cs+3(k-1) [1] 
V7+5(k-!) = C4+3(k-1) [2] 
Vs+5(k-1) = c3+3(k-1) [2] 
Vsg-2+k = C3g-l+k [1], 
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Vfig-2 = C2 [2], V6g-l = C1 [3], Vfig = C2 [3] 
Vfig+l+5(k-l) = C4g-2-(k-l) [2] 
V6g+2+5(k-l) = Cs+3(k-l) [2] 
Vfig+3+5(k-l) = C4+3(k-l) [3] 
V6g+4+5(k-l) C5+3(k-l) [3] 
Vfig+5+5(k-l) = C4g-2-(k-l) [3] 
Vug-5+k = C3g-3k [3] , 
onde k = 1, 2, ... , g- 1. 
Observação 3.2.7 Apesar de não termos provado esta conjectura, acreditamos que a 
solução desta está ligada ao fato de encontrarmos 4g - 2 interseções entre os eixos 
das isometrias de r l2g-6. É necessário verificar se o grupo de candidatos que estamos 
sugerindo em 3. 54 interceptam-se. A partir daí, basta seguirmos o raciocínio de Linda 
Keen. 
Note que os vértices do polígono apresentado acima dependem somente das isome-
trias geradoras de r l2g-6· Assim, exibimos a seguir uma construção destas isometrias 
para um polígono regular P12g-6· 
Exemplo 3.2.8 Seja ? 129_6 um polígono regular com 12g - 6 arestas no disco de 
poincaré llJJ2 e baricentro na origem O E ][])2 . Designamos seus vértices no sentido 
anti-horário por z1 , z2, ... , z12g-6 e suas arestas, também no sentido anti-horário, por 
Sabemos que o emparelhamento <I> 129_ 6 de ? 129_6 é igual ao conjunto 
{ak>f3k,/),/J,t;j,t;J;k = 1,2, ... ,g e j = 1,2, ... ,g 1}. 
Para expressarmos os elementos de <I> 12g-6 é suficiente conhecer uma das funções, di-
gamos al> pois utilizando transformações elípticas conseguimos todas as outras a partir 
a 1. Admitindo ser conhecida a matriz de a 1 temos: 
-1 (3 -1 
ak+l = Psk-JO<JPsk-1' k+l = PskD<lPsk 
a -1 b -l 
ik = P6g-4-(k-l)etlP2+5(k-l)' ik = P6+5(k-l)etl P6g-6-5(k-l) 
r -1 
u Ps9-3et1Psg-3 
,:a -1 -1 
"'k = P6g-4-(k-l)al P2+5(k-l)' 
,:b -1 -1 
"'k = P6g+3+5(k-l)etl P3+5(k-l) 
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{ 
tk~ 
onde k E 1, 2, ... , g - 1} e Pk = e 1zg-6 
A isometria hiperbólica a 1 que emparelha os pares { T1,r69_ 2} é representada pela 
matriz 
[- ( ) 
. (6g-2)• 
2 cos -"- cos -"- + 1 ie' 129-6 6g-3 6g-3 
( cos 6g"_3 + 1) l ( ) . (6g-2)• 2 cos __zr_ cos -"- + 1 ie -1. 129-6 6g-3 6g-3 
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Figura 3.2: Ilustração do emparelhamento 12g-6 para g = 6 
Capítulo 4 
Círculo Máximo Inscrito e Círculo 
Mínimo Circunscrito 
Neste capítulo apresentamos a construção de três algoritmos. Na seção 4.1 estendemos 
para os planos hiperbólico e esférico o método euclidiano para encontrar o círculo 
máximo contido num polígono feito por Karkazis e Karagiorgis em [24]. Em seguida, 
na seção 4.1.2, exibimos o método que geramos para fazer a determinação de um círculo 
máximo contido (inscrito- CMI) num polígono. Este é válido para qualquer uma das 
três geometrias planas de curvatura constante. O terceiro é um algoritmo discreto para 
determinação do círculo mínimo contendo o polígono conforme pode ser visto na seção 
4.2. Estes dois últimos foram implementados no software Mathematica para os planos 
euclidiano e hiperbólico (veja apêndice- página 97). 
Estes problemas surgiram do desejo de avaliar a densidade de empacotamento de es-
feras. Da busca pelo círculo máximo contido num polígono também tivemos inspiração 
para elaborar um método para encontrar o menor círculo que contém o polígono. Este 
está ligado ao problema de cobertura por esferas o qual também temos interesse. 
Salientamos que o propósito de encontrar o CMI dá continuidade ao algoritmo 
estabelecido no capítulo 3. A determinação do círculo inscrito de raio máximo é um 
problema menos simples do que aparenta. Um método para solucionar o problema foi 
encontrado no plano euclidiano em 1986 por Karkazis e Karagiorgis [24]. Este método 
tem procedimento contínuo1. O resultado apresentado por Karkazis e Karagiorgis para 
a determinação do CMI de um polígono, convexo ou não, contido no plano euclidiano 
1 Denominamos um método com procedimento contínuo por um método contínuo, no sentido de 
envolver uma parametrização de uma curva contínua e considerar as singularidades desta. 
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é simples porém engenhoso. A principal idéia no desenvolvimento é o resultado que 
diz: "a trajetória determinada pelos centros de todos os círculos inscritos num polígono 
constitui uma árvore cujos vértices são os candidatos ao círculo máximo inscrito neste 
polígono". Além disto, eles observaram que no caso euclidiano existe pelo menos um 
CMI com três pontos de tangência em comum com o bordo do polígono. Ainda, existem 
casos em que temos mais que um CMI com três pontos de tangência. 
Para encontrar o CMI de um dado polígono convexo hiperbólico, P9 , usamos as 
idéias adotadas em [24] e estendemos o método para um polígono geodésico em uma 
superfície de curvatura constante JE, isto é, para as geometrias bi-dimensionais não-
euclidianas. Deste trabalho, fizemos os algoritmos (seções 4.1.2 e 4.2) que foi imple-
mentado no Mathematica (Apêndice). 
Lembramos que os polígonos P9 correspondem a um toro de gênero g no espaço 
de teichmüller2 , Tg. O espaço de recobrimento riemanniano de um g - toro T9 é o 
plano hiperbólico, no qual o grupo fundamental de T9 age como transformações de 
recobrimento que são isometrias do plano. Seu domínio de Voronoi-Dirichlet é um 
polígono com 4g arestas, identificadas através de um conjunto de geradores de 1r1 (T9 ). 
Considerando a répresentação matricial destas transformações em SL (2, lR.), e algumas 
condições de uniformização, associamos a cada g-toro um ponto de JR.6Y-6 (coordenadas 
Fricke do espaço de teichmuller), cuja imagem é um domínio aberto e convexo de lR.69- 6 . 
O principal objetivo alcançado nesta etapa é a determinação da densidade de em-
pacotamento associada a cada um desses g- toros. Sabemos que, conhecendo um 
domínio de Voronoi-Dirichlet, a densidade é definida como o quociente da área do 
círculo inscrito pela área do domínio. Como a área do domínio é conhecida e a área do 
círculo inscrito é uma função de seu raio, o principal problema é a determinação deste. 
Aqui, faremos a explicitação das definições em um contexto um tanto mais amplo e, 
para tanto, denotaremos por lE o plano euclidiano, hiperbólico ou esférico e por d a 
distãncia correspondente. 
Definição 4.0.9 Dado um polígono P c lE , dizemos que um círculo C C P é um 
círculo inscrito se for maximal com esta propriedade, ou seja, se C' é um círculo 
tal que C Ç C', então C' i P. Ainda, C será dito um círculo máximo inscrito 
(CMI) se este tiver raio máximo dentre os raios dos círculos inscritos em P. 
Portanto, iniciamos apresentando um método para encontrar o CMI. 
2Estarnos interessados somente nos casos onde g 2: 2. Nesta situação temos que Tg corresponde ao 
espaço Fricke F4g. 
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4.1 Determinanção do Círculo Máximo Inscrito 
Consideramos um polígono P (convexo ou não) contido em lE, representando uma das 
duas geometrias de curvatura constante não-euclidianas. O conjunto das arestas de P 
é dado por A= {r1, ... ,rn} e o conjunto de vértices de P por V= {v1 , ... ,vn}, onde 
cada aresta Tj é determinada pelo segmento geodésico ligando os vértices Vj e Vj+l ( j 
é tomado mod n). Denotaremos por C = C (c, r) o círculo com centro c e raio r e por 
ôP o bordo do polígono P. 
Dados dois pontos p, q E lE denotaremos o segmento geodésico entre p e q por pq. 
A semi-geodésica iniciada em p e passado por q será denotada por pq. Denotamos 
por d (p, q) a distância entre p e q. Destacamos que as ilustrações estão no modelo 
hiperbólico do disco de poincaré ][])2 , embora todas as definições e demonstrações te-
nham validade também em § 2 e JR2 
A noção mais importante para o desenvolvimento desta parte é a idéia de círculo 
rolante (abreviado por CR). 
Definição 4.1.1 Considere uma parametrização P: [0, 1) __, ôP, denotando P (t) = 
Pt, isto é, uma função contínua e bijetora. Para cada ponto Pt E ôP, associamos um 
círculo C~> que é o maior círculo inscrito em P tangente a Pt. C1 será chamado de 
círculo rolante (CR) e Pt de ponto base de tangência (PBT) (veja figura 4.1, 
(a) e (b)). Denotaremos por c1 o centro de C1 e por r1 seu raio. 
Percorreremos todo o ôP iniciando no vértice v~> seguindo no sentido anti-horário 
até retornarmos ao vértice v1. O ponto base de tangência, p~, é movido de maneira 
contínua; isso determina que os centros dos círculos rolantes (CR), Ct, determinam 
segmentos geodésicos contínuos por todos os pontos em que os maiores círculos inscritos 
são centrados (veja figura 4.1 (a)). 
O método que propomos segue a idéia desenvolvida em [24] para o plano euclidi-
ano. Este consiste em limitar apropriadamente o movimento de PBT em ôP e com 
isto decompormos a trajetória do centro CR em simples pedaços que são segmentos 
geodésicos ou parte de parábolas3 , o que nos permite ter a estrutura de um grafo (veja 
figura 4.1 (a)). 
Seja p a posição de PBT, em seu movimento anti-horário, e C (c, r) o associado C R. 
Segundo o Lema 4.1.10 (apresentado na Seção 4.1.2), o círculo C é tangente em ôP 
não somente em p, mas em pelo menos algum outro ponto distinto. Seja q este ponto 
3Entedemos por uma parábola em lE ao lugar geométrico entre um ponto e uma geodésica de JE. 
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p 
(a) (b) 
Figura 4.1: Exemplo de: (a) um CR e sua árvore dos centros e (b) Trajetoria do CR 
mais próximo de p, na direção anti-horária sobre o bordo de C. Chamaremos este de 
ponto piloto de tangêngia, abreviadamente PPT. Note que a direção do movimento 
de PPT é horário sobre oP, assim como o PBT move-se no sentido anti-horário sobre 
oP. Estes pontos PPT e PBT encontram-se sobre os vértices convexos do polígono 
(veja figura 4.2). 
CR frente 
l 
Figura 4.2: PBT e PPT convergindo para um vértice convexo - E o CR frente 
Introduziremos mais dois importantes conceitos que chamaremos de "base" e "piloto". 
Definição 4.1.2 Chamamos de "base" a aresta do polígono que contém o ponto PBT. 
Note que, quando o PBT é um vértice não convexo, a base será o próprio PBT. 
Chamamos de "piloto" a aresta do polígono que contém o ponto PPT. Assim como na 
base, quando PPT é um vértice não convexo temos que o piloto e o PPT coincidem. 
Seguindo este raciocínio, chamamos de "CR frente" (veja figura 4.2} ao segmento do 
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círculo CR iniciado no PBT, no sentido do movimento do PBT, e findando no PPT. 
Note que incluimos a CR frente os pontos PBT e PPT. 
Definiremos a seguir o que chamamos de elemento tangencial. 
Definição 4.1.3 O elemento tangencial consiste de um vértice sobre o bordo do 
círculo CR ou de uma aresta do polígono P que seja tangente a CR. 
Note que é possível termos uma aresta e um de seus vértices, sendo simultanea-
mente, elementos tangentes (isto ocorre quando o CR é tangente à aresta em um de 
seus vértices). Quando um terceiro elemento, ao lado dos atuais base e piloto, colide 
com o CR frente, a trajetória do centro de CR é alterada. Por isso, tais elementos serão 
chamados de barreiras (veja figura 4.6 na página 79). Chamamos de ponto crítico 
ao ponto sobre a trajetória dos centros CR's em que ocorre a mudança de trajetória (ou 
de parâmetro). Especificamos ainda que em um ponto crítico o tipo de trajetória pode 
permanecer inalterado considerando que seus parâmetros mudam (mudando somente 
a inclinação da geodésica), ou caso contrário, podemos ter que o tipo de trajetoria é 
mudado (passando de geodésica para parábola e vice-versa) (veja figura 4.3). 
geodésicas 
& 
;_.- .... --. -- ... ., 
• I segmento parabólico .... 
Figura 4.3: Exemplo dos pontos críticos 
O tipo e os parâmetros da trajetória, entre dois pontos críticos (ou entre a velha 
posição do centro, em C, e a nova posição, no momento de colisão do CR frente com a 
barreira) é determinado pela base e pelo piloto. Veja figura 4.4 para as relações entre 
os elementos base e piloto. 
Por outro lado, os pontos críticos da trajetória são determinados pelo tipo e pela 
posição da barreira que pode ser um vértice ou um ponto interior de uma aresta. 
Procuramos determinar os pontos críticos de uma trajetória, relacionando com os dois 
elementos anteriores (base e piloto) as barreiras. 
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piloto 
PPT 
c 
J - ....... ---
-
base 
base (diretriz) 
(a) (b) (cj 
Figura 4.4: (a) A base e o piloto são arestas; (b) A base é uma aresta e o piloto um 
vértice não-convexo; (c) Base e pilotos são vértices não convexos 
Os tipos de trajetórias dependem somente dos elementos de base e piloto. Um 
terceiro elemento em ôP, sobre o caminho que liga PBT a PPT (sentido anti-horário), 
representa uma barreira candidata para CR que na ausência de outras barreiras 
forçaria a trajetória do centro a ser alterada em um ponto que chamamos ponto 
crítico candidato. Se Cp é o atual ponto crítico sobre a trajetória, então a barreira 
candidata que é associada com o ponto crítico candidato mais próximo para Cp (ao 
longo da trajetória) é a barreira que atualmente força a trajetória a mudar de direção. 
Esta barreira será chamada de barreira atual (veja figura 4.5). 
Depois da colisão do CR frente com a barreira atual, devemos automaticamente 
trocar o piloto e manter este lugar até a nova barreira encontrada. O papel da barreira 
atual, assim como o novo piloto, é dar uma dica de como localizar os pontos críticos 
sobre a trajetória do centro CR. 
Suponhamos que a trajetória atual do centro CR, i. e., a trajetória correspondente 
aos atuais base e piloto, foi encontrada. Desse modo, para cada barreira candidata, 
observamos que uma nova trajetória é obtida por repetitivas aplicações do método 
acima. A intersecção da trajetória corrente com cada nova trajetoria (correspondente 
a alguma barreira candidata) é um ponto crítico candidato (c,), cuja distância ao 
logo da trajetória corrente do último ponto crítico pode ser claramente comparada com 
a distância dos restantes. Então, a posição do ponto crítico candidato mais próximo -
que será o próximo ponto crítico - é um processo simples (basta intersectar todos os 
bissetores da base com as barreiras candidatas correspondentes, com o atual bissetor 
dado pela base e pelo piloto e tomar o mais próximo do atual ponto crítico). 
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' 
piloto(! oco) 
~~~V~4~---------<V3 PPT 
'c 
-- ....... -_---
base( diretriz) 
Figura 4.5: Como encontrar os pontos críticos Cp 
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Observamos que temos que calcular os pontos críticos candidatos correspondente a 
barreira candidata associada, abreviadamente BCA. Nós desconsideramos todos 
elementos (exceto a base, o piloto e BCA), partindo da base e piloto para ajustar o 
caminho iniciando da atual posição de CR, Ca (ca, Ta) círculo atual, e somente BCA 
para limitá-los (veja figura 4.6). 
Cz frente 
"barreira candidata" 
Área ativa Aa 
Figura 4.6: A área ativa Aa 
O CR, no momento da colisão com o BCA, define um círculo limitante denotado 
por C1 ( cz, Tz) . Outrossim, a parte da circunferência de Cz que liga a direita do PBT 
à esquerda do PPT, é chamada de Cz frente e de modo análogo temos Ca frente. A 
área confinada entre C a frente e C1 frente é chamada de área ativa e denominada por 
Aa· 
A área ativa Aa será utilizada para localizar a barreira atual (dentre todas as 
candidatas). Para isto, interativamente reduzimos Aa, em cada momento utilizando a 
BCA, como a primeira barreira candidata encontrando a área interna Aa. O esquema 
termina quando todas as barreiras candidatas forem verificadas. Lembramos que para 
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as barreiras candidatas são considerados todos os elementos (arestas e vértices de 8 P) 
que estão à direita da base e à esquerda do piloto. 
4.1.1 Algoritmo de Karkazis e Karagiorgis 
Lembramos que os conjuntos dos vértices e arestas do polígono são dados por V 
{v1, Vz, ... , Vn} e A= {TI, Tz, ... , Tn}, considerando Tj ligando Vj a Vj+l· 
As arestas e os vértices podem agir como bases e pilotos, na formação da trajetória 
do centro do CR e por este motivo não os trataremos de forma diferente no algoritmo. 
Introduzimos a noção de elemento do polígono (sendo a aresta ou o vértice, conforme a 
posição dos PBT e PPT, ao longo do perímetro do polígono) segundo a atual indicação 
da base e piloto. Definiremos o conjunto ordenado 
E= {el (=vi), ez (= T1), ... , ezn-1 (= Vn), ezn (= Tn)} 
e a subsequente ordenação ek < ei diz que o elemento ej está mais à direita de ek> ao 
longo do perímetro do polígono4 
O algoritmo tem a vantagem da trajetória dos centros dos CR ter uma estrutura 
de árvore (teorema 4.1.12). Assim, procedemos (atualmente pulando) de um ponto 
crítico desta trajetória ao próximo, e verificando em cada momento se o novo ponto 
crítico é um nó, isto é, se é uma junção onde dois ou mais ramos (e subsequente 
subárvore) são emanados desta. Note que isto acontece quando o número de pontos 
de tangência sobre o CR frente (que é tangente ao perímetro do polígono) é mais que 
dois, ou equivalentemente, quando o CR frente colide com uma ou mais barreiras, não 
adjacentes aos atuais base e piloto. Também, note que v1 é considerado como um nó 
raiz da árvore e na trajetória do centro do CR. Usamos nó- pai e nó- filho para 
descrever a relação entre dois sucessivos nós. 
Com relação ao conjunto E dos elementos tangenciais (tangentes ao CR frente), 
cada dois elementos sucessivos em E define uma região principal para alguma parte do 
polígono, onde uma sub-árvore da trajetória do centro do CR é separada. 
A exploração de sub-árvores emanadas de uma particular junção (nó na) deve con-
tinuar até todas as respectivas regiões serem exploradas. Então, um próximo nó, o 
na pai deve ser considerado (novo na = na- pai). A exploração continua de uma 
antiga posição com as restantes regiões e subsequentes sub-árvores que não tenham até 
4Queremos dizer que ek está antes de eJ considerando que o leitor está caminhando no sentido 
anti-horário sobre o perímetro do polígono tendo iniciado e findado sua caminhada em v1 . 
4.1. Determinanção do Círculo Máximo Inscrito 81 
o momento sido exploradas ( correspondendo para as barreiras que são ainda "ativas"). 
Além do mais, quando o ponto crítico Ta coincide com um vértice convexo (atinge um 
nó final da árvore), o algoritmo representa urna inflecção neste ponto, isto é, envia Ta 
de volta para a posição do nó precedente, e o caminho principal deste nó para o nó 
final é considerado como explorado, e a associada região é tomada corno sendo inativa. 
Finalmente, em relação ao processo de atualização do círculo máximo atual, lem-
bramos que todo CMI tem três ou mais pontos de tangência (veja teorema 4.1.5). Esta 
condição pode ser satisfeita somente nos nós da trajetória do centro do CR (pois um 
ponto crítico, que não é um nó, corresponde a urna fase do procedimento de rolar, 
onde existem exatamente dois pontos de tangência). Isto sugere que o processo de 
atualização deve ser aplicado somente nos nós de trajetória da árvore. 
A seguir apresentaremos os passos do algoritmo não-convexo: 
Passo 1) "Iniciando o algoritmo" 
A= { 71, 72 , ... , 7n} : o conjunto das arestas de um polígono 
V = { v1 , v2, ... , vn} : o conjunto dos vértices de um polígono 
E = {e~> e2, ... , e2n} : o conjunto de elementos do polígono 
base = 7 1 e piloto 7n 
Cmax : (cmax = V1, Tmax =O) : o círculo máximo atual 
Ca = Cmax : o círculo atual 
Ta = v1 : o ponto crítico atual 
na = v1 : o nó atual (nó raiz) 
Passo 2) O cálculo do próximo ponto crítico 
(a) f*= {e E E: base< e< piloto} 
Status_de_e = "ativo" 'te E f* 
(b) t Trajetoria (base, piloto) : Trajetoria é a rotina calculando a trajetória 
modulada pela base e piloto atuais 
(c) procura por um elemento e E f* com status "ativo" 
Se não existe tal elemento então vá para o 2f 
(d) ta = Trajetoria (base, e) : a Trajetoria candidata correspondente para a 
barreira candidata e 
82 Capítulo 4. Círculo Máximo Inscrito e Círculo Mínimo Circunscrito 
r; = ta n t : o ponto crítico candidato correspondente para barreira candi-
data e 
Cz : ( Cz = r;' rz = d (T;' e)) ' o círculo limitante 
Aa = Area (base, piloto, Ca frente, Cz frente): Area é a rotina calculando 
a área ativa 
(e) Procura por um elemento "ativo" e E E* 
Se não existe tal elemento então vá para o passo 2f 
senão se e tf; é* então Status_de_e ="inativo" e vá para o passo 2e 
senão vá para o passo 2d 
(f) atualização de C a e Ta 
Ca = Cz,Ta = T; 
Passo 3) Verificando o nó final 
Se Ta é final então Ta= na e vá para o passo 5b :(na é o último nó do qual Ta é 
emanado) 
Passo 4) Cálculo de Elemento tangentes do atual CR frente e para uma junção 
(a) Calcula o conjunto é de elementos tangentes de Ca frente 
(b) Se lEI > 2 então Ta é uma junção (e portanto um nó), atualize o círculo 
máximo corrente e vá para o passo 5 (Se r a> Tmax então Cmax = Ca) senão 
vá para o passo 2 
Passo 5) Procura da sub-árvore emanando do nó atual 
(a) Coloque na- pai= Ta 
(b) ordene os elementos tangentes de é no sentido anti-horário, ao longo da 
circunferência de Ca, iniciando do elemento de base e terminando com o 
elemento piloto 
é= { en.índice 1 = elemento de base, en.índice z, ... , en.índice (max na) = elemento de piloto} 
onde ( naíndice i) é o índice do i-ésimo elemento tangencial (em relação ao 
nó na) no conjunto original é 
Coloque i (na) =O: o índice do elemento de base, principal para a próxima 
região a ser explorada. 
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(c) i(na) = i(na) = +1 
Se i (na)= maxna então na= na- pai e Ta= na: todas regiões emanados 
de na foram explorados e portanto retorne para o na - pai 
e vá para o passo 5c 
senão coloque base = en. índice(i(n.)) piloto 
i (na) da região do nó 
en. índice(i(na))+l:explore o 
Se piloto= Vn- 1 ou Tn_ 1 então vá para o passo 6 
senão vá para o passo 2 
Passo 6) Fim do algoritmo 
Devido às dificuldades na implementação deste, desenvolvemos um outro algoritmo 
para determinação de um CMI no caso onde os polígonos são convexos, que são nosso 
maior interesse (próxima seção). A inclusão dos polígonos não convexos poderá ser feita 
acrescentando-se as possíveis parábolas que são geradas pelos vértices não-convexos. 
4.1.2 Algoritmo para determinação de um CMI 
Iniciamos apresentando os resultados que validam o algoritmo apresentado a seguir. 
Destes, temos que o algoritmo da seção 4.1.1 é estendido para as duas geometrias 
não-euclidianas. 
Lema 4.1.4 Considere um polígono P em lE. Todo círculo máximo inscrito (CMI), é 
tangente ao polígono em pelo menos dois pontos. 
Demonstração: Provaremos que algum CMI é tangente ao âP em pelo menos um 
ponto. 
Suponha por absurdo que exista um CMI, C (c, r) que não tenha pontos de tangência 
em comum com âP. Logo, sabemos que r* = min{dE (c,x): x E éJP} > r. Assim, 
considerando o círculo C' (c, r'), onde r' 
inscrito em P, pois 
r + r• :;r, temos que este círculo C' esta 
r* - r r r* r* r* 
r < r' = r + 
2 
= 2 + 2 < 2 + 2 = r* =? r < r' e r' <r* 
é claramente maior que o CMI C (c, r) o que contraria o fato de ser CMI. 
Agora, assumiremos que o CMI C (c, r) tem somente um ponto de tangência com 
âP, e este é denotado por p. Seja .\ a geodésica tangente a este círculo no ponto 
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p. Temos que esta geodésica divide lE em dois subplanos, denote por R1 o subplano 
aberto contendo o centro c do círculo C. Definimos H = R 1 n fJP e P2 = fJP-
P1 . Encontraremos um novo círculo C' (c', r') inscrito em fJP e com r' > r. Basta 
considerar o centro c' sobre a semi-geodésica pt, com dE (c, c') = r• :;r onde r* = 
min {dE (c, x) ; x E P1 } > r (pois tem um único ponto de tangência). Ao escolher o raio 
r'= r+ r•:;r >r, observamos que r'= dE (c',p). 
Então averiguamos que C' esta inscrito em P : 
dE (c', x) :2: r', Vx E fJP. 
Para todo x E P2 , temos que 
dE (c', x) >dE (c',p) =r' 
e Vx E P1 temos 
dE (c, x) :2: r* 
mas r*= r+ r•:;r + r•:;r =r'+ r•:;r. Logo 
r*- r 
dE (C, X) :2: r' + 
2 
. 
Considerando o triãngulo cc'x e 4.1 temos: 
1 I I r* - T dE (C, C ) + dE (C , X) :2: r + 
2 
r* r 
dE (c', x) :2: r' + 
2 
1 , r*-r r*-r , dE (c, c)= r + -
2
-- -
2
- =r. 
( 4.1) 
Portanto, temos um absurdo visto que C (c, r) é um CMI e por isso concluímos que 
o todo CMI em um polígono P tem pelos menos dois pontos em comum com fJP. • 
Teorema 4.1.5 Dado um polígono P em ][J)2 , todo CMI tem pelo menos três pontos 
de tangência em comum com fJP (o bordo do polígono P). 
Demonstração: Denote por A= {T1, T2, ... , Tm} as arestas do polígono P ordenado 
no sentido anti-horário, e seja C (c, r) seu círculo inscrito máximo, CMI. Sabemos do 
lema 4.1.4 que C (c, r) tem pelo menos dois pontos de tangência com P. 
Suponha por absurdo que C (c, r) tenha exatamente dois pontos em comum com fJP, 
o perímetro do polígono. Denote estes pontos por {p1 , p2 } e sejam {Ti, Ti,} (i1 < í 2) 
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piloto 
s 
---
--------
·.··· 
Figura 4.7: Ilustrando a demonstração do teorema 
as arestas que os contém, com {r;, r;2 } C A. Sejam a e (3 os dois ângulos no centro 
c determinados pelos dois raios geodésicos cp1 e cp2 (de comprimento r) (veja figura 
4.7). 
Considere poro (o= {z E ]]])2 : dD' (z,r;,) = dD' (z,r;,)}) o bissetordasduasgeodésicas 
7;1 e 7;2. Assumimos aqui que O é somente a parte do bissetor que esta contida no in-
terior do polígono P. 
Seja c' E o, na direção do maior ângulo (3 e 
A 1 {arestas do polígono compreendidos entre 7;1 e T;2 na direção de .8} . 
Observe que 
pois o círculo C (c, r) tem somente dois pontos em comum com 8 P. Assumimos que 
c' dista } de c, ou seja, dD' (c, c') = } e E > O. Agora tome o círculo C' (c', r') onde 
r' = min {r+ ~~r+ dvz(c' ;'')-r}. Note que dD' (c', 7;1) > r, pois no plano hiperbólico 
não temos geodésicas equidistantes, e temos que os dois pontos {p1,p2} determinam a 
única geodésica ortogonal a 7;1 e T; 2 sendo assim a menor distância entre as duas. 
Considerando os pontos c, c! e Xj0 , temos pela desigualdade triangular que 
r+~= r+ E-~ S dD' (c, Tj)- dD' (c, c') S dD' (c', Tj) j rf. {i1 , i2 } 
(4.2) 
dD2 (c', T;,)- r r dD2 (c', 7;1 ) dD2 (cf, T;,) dD2 (c', 7;1 ) _ d ( 1 . ) ( 4.3) r + 2 = 2 + 2 < 2 + 2 - !l' c ' 7 ' 1 
e como r' S r+} e r' S r+ dvz (c' ;'1 )-r (pois dvz (c' ;'1 )-r > O) segue de 4.2 e 4.3 que 
o círculo C' (c', r') está inscrito em P. Como r <r' temos um absurdo pois C é CMI. 
86 Capítulo 4. Círculo Máximo Inscrito e Círculo Mínimo Circunscrito 
Logo temos que C não pode ter somente dois pontos de tangência seguindo assim que 
C tem pelo menos três pontos de tangência. • 
Analogamente podemos demonstrar que: 
Teorema 4.1.6 Dado um polígono P em § 2 , todo CMI tem pelo menos três pontos de 
tangência em comum com 8P (o bordo do polígono P ). 
Em [24] temos o seguinte teorema 
Teorema 4.1.7 Se um CMI de um polígono PC R2 tem dois pontos de tangência em 
comum com 8P então para este polígono temos: 
(i) existem infinitos CMI's, tendo cada um deles exatamente dois pontos em comum 
com 8P; 
(ii) existem pelo menos dois CMI's, tendo cada um deles três pontos em comum 
com 8P. 
Desta forma, podemos concluir o seguinte resultado. 
Corolário 4.1.8 Para um polígono P C JE, existe um CMI contendo pelo menos três 
pontos de tangência em comum com 8P (o bordo do polígono P ). 
Além disto, temos o seguinte resultado. 
Corolário 4.1.9 Todo arco aberto de 1r contém pelo menos um ponto de tangência de 
um CMI. 
Demonstração: Sabemos pelo teorema 4.1.5, que existe CMI contendo pelo menos 
três pontos de tangência em comum com P. 
Seja A= {r1 , r 2 , ... , rm} ordenados no sentido anti-horário e C (c, r) um CMI em P. 
Suponha que exista um arco aberto de 1r que não contém nenhum ponto de tangência. 
Agora, se considerarmos l, como sendo o diâmetro que determina tal arco aberto de 1r. 
Sabemos que no complementar deste arco, temos pelo menos três pontos de tangência. 
Seja o a semi-geodésica inciada em c E l e ortogonal a 1. Considere c' E o, distando } 
de c onde ê = min {dE (c, TJ) ; TJ está na parte do arco aberto 1r} - r > O. 
Assim, tomando r'= r+~· Temos que o círculo C' (c',r') está inscrito em P e é 
maior que C (c, r) o que um absurdo pois C é CMI. • 
Lema 4.1.1 O O círculo máximo C (c, r), inscrito em um polígono P que é tangente 
ao seu perímetro em um ponto p, possui pelo menos mais um ponto de tangência. 
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Demonstração: Assumindo que não exista outro ponto diferente de p em comum com 
o 8P, e procedendo como na prova do lema 4.1.4, podemos calcular um círculo C' (c', r') 
maior que C e tangente ao 8P em p. Analiticamente, temos c' E p'c e r' = r+ r';r, 
onde r* = min {dE' (c, x); x E H} > r, p' o antípoda de p sobre C, e H a parte do 
polígono P que está no subplano R1 definida pela tangente À (para C em p) e centro 
c. Isto contradiz a afirmação inicial visto que r' > r. • 
Teorema 4.1.11 O centro de um círculo C (c, r) inscrito em um polígono P pertence 
à trajetória do centro do CR (círculo rolante) se, e somente se, o bordo do círculo tem 
pelo menos dois pontos em comum com o bordo do polígono P. 
Demonstração: Sabemos que um CR sobre a trajetória é tangente em um ponto Pt 
(PBT) sobre 8P. Logo, pelo lema 4.1.10 segue que o bordo do círculo tem pelo menos 
dois pontos em comum com o bordo do polígono P. Resta-nos provar então a recíproca 
deste resultado, isto é, queremos provar que se o círculo inscrito possui dois ou mais 
pontos de tangência (em comum com 8P) então seu centro c está sobre a trajetória 
dos centros CR, sendo C portanto um cí~culo CR. 
Seja p1 um dos dois pontos tangentes (e p2 o outro) e seja À a geodésica tangente a 
C. Então o ponto p2 está no interior de algum círculo centrado em jjlt, maior que C, 
tangente a À em p1 . Mas p2 E 8P e, consequentemente, não pode ser ponto interior de 
um círculo inscrito. Logo C é um círculo máximo, dentre todos inscritos no polígono 
e tangentes a À em p1. Portanto, seu centro pertence a trajetória do centro CR. • 
As proposições anteriores, junto com algumas simulações numéricas, corroboram a 
validade do resultado abaixo, embora ainda não plenamente demonstrado. 
Teorema 4.1.12 A trajetória do centro CR, em um polígono, consiste de segmentos 
ligados que determinam uma árvore. 
Lembramos do corolário 4.1.8: 
Dado um polígono P em JE, existe um CMI que tem pelo menos três pontos de 
tangência em comum com o 8P. 
Mais ainda, 
Todo arco aberto de 1r contém pelo menos um ponto de tangência de um CMI. 
Neste momento, torna-se importante apresentarmos as seguintes definições: 
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Definição 4.1.13 Dados dois conjuntos A1 e A2 contidos em JE, definimos o(s) bis-
setor(es) de dois conjuntos por 
fJ12 ={zElE I d(z,A1) = d(z,A2)} 
onde d(z,A) = infd(z,w). 
wEA 
É elementar demonstrar o seguinte resultado: 
Lema 4.1.14 Se 11 e 12 forem duas geodésicas em JE, então 
fJ12 = { z E lE I d (z, 11) = d (z, 12)} 
é o par de geodésicas que bissectam os ângulos formados por estas, caso seJam concor-
rentes, e uma única geodésica caso sejam disjuntas. 
Consideremos agora um polígono P com vértices {v1, v2, ... , vn} e arestas {T1, ... , Tn}, 
com Ti unindo os vértices vi e vi+l (módulo n) e denotemos por {11, ... ,In} o conjuntos 
das geodésicas suportes, isto é, cada li é a geodésica que contém a aresta Ti. O algoritmo 
desenvolvido está baseado no seguinte teorema: 
Teorema 4.1.15 Sejam P um polígono convexo, C (c, r) o círculo máximo inscrito 
em P. Então, c está na interseção de bissetrizes de geodésicas suporte de P. 
Demonstração: Segundo o corolário 4.1.8, temos que existe CMI, C (c, r), tendo 
pelo menos três pontos de tangência em comum com o 8P. Supomos que C(c,r) 
tangencia as arestas T[, Tk e T m para m, k, l distintos nos pontos Pl, Pk e Pm· Assim, 
temos que d (c,p1) = d (c,pk) donde segue que c está sobre a bissetriz das geodésicas 
suportes {11, lk} de { Tt ,Tk}. Por outro lado, d (c, Pk) = d (c, Pm) donde segue que c está 
sobre uma bissetriz das geodésicas suportes { lk, lm} de { Tk, T m}. Concluímos assim 
que o centro c está na interseção de pelo menos duas bissetrizes de geodésicas suportes . 
• 
Diante deste teorema, analisamos somente os pontos de interseção das bissetrizes 
de geodésicas suportes com o objetivo de encontrar o maior círculo inscrito em um 
polígono convexo. 
Para determinarmos o centro dos CMI, consideramos o polígono P com vértices 
{v1 , v2 , ..• , vn} e procedemos do seguinte modo: 
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Passo 1) Determinamos todos os pontos de interseção PtJkl correspondentes as interseções 
das bissetrizes f];J e f]k1, onde as bissetrizes {f];J, !3kz} das geodésicas suportes 
{{r;, /'j}, {!ko rz}} são correspondentes as arestas { { T;, TJ}, { Tk> rz}} e i, j, k, l E 
{1,2, ... ,n}. 
Combinando as n arestas duas a duas, obtemos n (n- 1) /2 bissetrizes que, consid-
eradas duas a duas, podem gerar até ~n- ~n2 - in3 + ~n4 pontos de intersecção. No 
entanto, diversos destes pontos podem ser descartados. 
Passo 2) A cada ponto PiJkl encontramos os pontos {M;, MJ, Mk> Mz} sobre as geodésicas 
suportes {rz,/J,~/k,/t} que satisfazem d(PtJkt,/t) = infd(piJkt,z) = d(PtJkt,Mz) 
ZE/t 
para t E {i, j, k, l}. Considerando { v1_ 1 , v1} os vértices correspondentes às arestas 
Tz para t E {i, j, k, l} , testamos; 
(a) d (vz-l, v;)= d (vz-l> M;) + d (M1, v1); 
(b) d(vJ-l,vJ) = d(vJ-l,MJ) +d(MJ,vJ); 
(c) d(vk-l,vk) = d(vk-l,Mk) + d(Mk,vk); 
(d) d(vz-I,vz)=d(vz-l,Mt)+d(Mz,Vz); 
Estes testes utilizam a desigualdade triangular para determinar se os pontos que 
realizam a distãncia de PtJkl às geodésicas suportes pertencem ou não às arestas em 
questão. 
Passo 3) Escolhemos os pontos PtJkl que satisfazem os quatro testes anteriores, e fazemos 
um novo teste: 
O fato de PiJkt pertencer a intersecção de duas geodésicas garante que equidista a 
cada um dos pares, mas não que equidista de três deles. Considerando uma geodésica 
de cada par, este teste nos garante este fato. Então, passamos ao seguinte: 
Passo 4) Seja r:= d (PiJkt, MJ) = d (PtJkt, I'vh). Verificamos se 
r :S d (PtJkt, Tt), onde t E {1, 2, ... , n}. 
Considerando que o polígono é convexo, este teste nos garante que o círculo de 
centro PiJkl e raio r é de fato um círculo inscrito. Obtivemos com isto todos os cículos 
inscritos e procedemos agora a sua comparação: 
90 Capítulo 4. Círculo Máximo Inscrito e Círculo Mínimo Circunscrito 
Passo 5) Dentre todos os pontos encontrados no passo quatro, terminamos com a escolha 
do ponto Pijkl com maior raio r. 
Este breve algoritmo nos permite explicitar um círculo máximo inscrito num polígono 
P. Implementamos este para os casos onde lE é o plano euclidiano ou hiperbólico. 
4.1.3 Análise de complexidade 
Baseamos no roteiro do algoritmo expressado na seção anterior para fazer a análise de 
complexidade. 
No primeiro passo, determinamos os bissetores de cada par de arestas do polígono, 
num total de 
(~)=n(n-1) 
operações. A seguir, determinamos a intersecção de cada par de bissetores, num total 
de 
(n (n
2
- l)) = [n (n -1)] [n (n- 1) -1] 
1 4 1 3 1 2 1 
Sn - 4n - Sn + 4n. 
Cada um destes pontos será submetido a seis testes, que são: quatro testes no passo 
dois, um no passo três e um no passo quatro. Estes testes estão excluindo os pontos 
que não pertencem ao interior do polígono. Digamos que seja k (n) o número de pontos 
excluídos. Então, temos que k (n) < (~n- ~n2 - !n3 + ~n4) < (in+ ~n4). 
No passo cinco temos que escolher o CMI dentre um total de (!n- ~n2 - !n3 + ~n4)­
k (n) pontos. 
Notamos que a eliminação dos k ( n) pontos envolve à aplicação de seis testes sobre os 
( !n - ln2 - ln3 + ln4 ) pontos fornecendo assim um total de 6 (ln - ln2 - ln3 + ln4 ) 4 8 4 8 ' 4 8 4 8 
operações. 
Portanto a ordem do algoritmo é O (n4). 
Note ainda que, se considerarmos um polígono regular de n arestas com vértices 
(v1, v2 , ... , vn) e tomarmos uma vizinhança de (v1 , v2, ... , vn) E lEn, nesta vizinhança, os 
vértices considerados no passo 2 correspondem aos bissetores (312n{h3, (323n(334 , ... , !3n-l,nn 
!3n,l· Assim sendo, em uma vizinhança suficientemente pequena de (v1 , v2, ... , vn), 
podemos determinar o CMI com complexidade O (n). 
Similarmente, sejam (u1 , u2 , ... , Un) E lEn os vértices de um polígono P convexo qual-
quer. Como todas as condições de teste são abertas, se considerarmos um polígono P' 
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com vértices ( w1, w2 , ... , Wn) suficientemente próximo de P (considerando-se a métrica 
produto usual em IEn, temos que as interseções de bissetores de P' que passam pelos 
testes dos passos dois, três e quatro serão exatamente as interseções dos bissetores cor-
respondentes de P. Assim, em uma vizinhança de P podemos determinar o CMI com 
complexidade O (n). 
Observação 4.1.16 Em [1}, é apresentado um algoritmo com complexidade O (n) para 
o caso euclidiano. Este algoritmo é realizado considerando-se uma linha poligonal em 
JR3 que se projeta sobre o polígono dado e trabalhando-se com o fecho convexo desta 
linha. Como o conceito de projeção é dúbio (no caso de esferas) e o conceito de fecho 
convexo é bem mais complexo nos casos de esferas e espaços projetivos (envolve o 
conceito de subvariedades totalmente geodésicas), este algoritmo não é passível de ser 
adaptado (ao menos não de modo simples) para os casos em questão. 
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4.2 Determinanção do Círculo Mínimo Circunscrito 
Apresentamos anteriormente, um algoritmo discreto para determinação do círculo 
máximo inscrito (CMI) num polígono. Este resultado nos levou a questionar qual 
seria o menor círculo que contém este polígono, isto é, o círculo mínimo circunscrito 
(CMCjS, uma vez que sabemos como determinar o maior círculo contido. A deter-
minação deste nos permite avaliar a densidade de cobertura que se insere no contexto 
de cobertura por esferas que é um problema que caminha próximo ao de empacotamento 
por esferas, daí a pertinência de estudá-lo. 
4.2.1 Determinação do CMC 
Iniciamos definindo um CMC. 
Definição 4.2.1 Um círculo mínimo circunscrito {CMC) de um conjunto PC 
lE é um circulo de raio mínimo dentre aqueles círculos que contém P. 
Considere um polígono P em lE de vértices { v1, ... , Vn}. 
Lema 4.2.2 Seja C (c, r) um CMC de P. Então C (c, r) contém pelo menos um vértice 
do polígono P. 
Demonstração: Suponha que C (c, r) não contém nenhum vértice de P. Então, 
d (c, v;) <r, Vi 
onde Vi é vértice de P. Considere r'= max d (c, vi). Sabemos que r'< r por 4.4. 
'i i 
( 4.4) 
Considerando C' (c, r') temos r'< r e portanto C' C C. Se provarmos que d (c, vi) :s; 
r', Vi teremos que C' contém P e tem raio menor que C (c, r) o que é um absurdo pois 
C (c, r) é CMC, i.e., o menor que circunscreve. De fato r'= maxd (c, vi) 2: d (c, vi) Vi . 
• 
Lema 4.2.3 Seja C (c, r) um CMC de P. Então C (c, r) contém em seu bordo pelo 
menos dois vértices de P. 
5 Dado um polígono P, entendemos por círculo circunscrito de P aos círculos que circunscrevem P 1 
ou seja, aos círculos que contém P. 
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Demonstração: Suponha que C (c, r) toca somente em um vértice de Peque seja 
v1 este vértice, temos que r= d (c, v1). Como C (c, r) é círculo circunscrito, temos que 
d (c, vi) < r = d (c, v1), Vi =J 1. Seja m = max d (c, vi), então m < r. Considere a 
i;fl 
semi-geodésica ligando c a v1, iniciando em c e denote-a por f. Escolhemos c' sobre 1 
distando E > O de c, onde E = r-;_m. 
Seja r'= max { d(c',v1) ·~"f d(c',vi)}. Note que d(c',v1) =r- E< r e 
max d (c', vi) ::; max (d (c', c)+ d (c, vi)) = max (E+ d (c, vi)) 
Vi#l Vi;i:l Vi#l 
r-m 
ê + max d (c, vi) = -- + max d (c, vi) 
Vi#l 2 'Vi#l 
r-m r m r r 
= ~ + m = 2 + 2 < 2 + 2 = r. 
Logo, r'< r. 
Ainda, d(c',vi)::; max d(c',vi)::; r', Vi. 
Portanto, se considerarmos o círculo C' (c', r'), observamos que este contém P e 
tem menor raio que C (c, r), o que é um absurdo pelo fato que C é o CMC. • 
Deste último lema, compreendemos que o CMC contém pelo menos dois vértices 
do polígono. Vejamos a definição de mediatriz e em seguida mais um resutlado, antes 
de apresentarmos o algoritmo que determina o CMC. 
Definição 4.2.4 Dados dois conjuntos A1 e A2 contidos em E, definimos o(s) bisse-
tor( es) de dois conjuntos por 
(312 = {z E E I d(z,A1) = d(z,A2)} 
onde d (z, A) = inf d (z, w). Caso A 1 e A 2 contenham somente um ponto, denotaremos 
weA 
por f.L12 e chamaremos esta por mediatriz de A1 e A2 . 
Teorema 4.2.5 Seja C (c, r) um CMC de P. Suponha que C (c, r) contém três ou 
mais vértices de P. Então, o centro c de C (c, r) está sobre a interseção de duas 
mediatrizes. 
Demonstração: Suponha que C (c, r) contém os vértices vk. v1 e v, de P. Logo 
d (c, vk) = d (c, vz) = d (c, v,) r, donde segue que c E f.Lkl e c E f.Llt =? c E f.Lkl n f.Lu 
sendo f.Lkl a mediatriz da geodésica que liga Vk a v1. • 
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Diante deste teorema, e dos lemas anteriores, notamos que para encontrar o CMC 
em um polígono (convexo ou não) devemos analisar os pontos de interseção das me-
diatrizes (CMC contém pelo menos três pontos) e os pontos médios dos segmentos 
geodésicos que unem dois vértices (CMC contém somente dois pontos). 
Nosso próximo passo é apresentar o algoritmo discreto que determina o CMC. 
4.2.2 Algoritmo para determinação do CMC 
Para estabelecer o roteiro do nosso algoritmo, considere o polígono P de vértices 
{v1 , v2 , ... , vn}· Os procedimentos que nos permitem escolher um CMC, são: 
Passo 1) Considere os pares distintos de vértices {v;, Vj} e { vk> v1} e denote suas mediatrizes 
por Jlii e Jlkl, 'v'i,j, k, l E {1, 2, ... , n}. Determinamos todos os pontos de interseção 
Piikl correspondentes as interseções das mediatrizes Jlii e Jlkl e todos os pontos 
médios Pii dos segmentos geodésicos que ligam os vértices v; a vi, Vi, j. O Teorema 
4.2.5 garante que o centro do CMC deve ser algum destes pontos. 
Passo 2) A cada ponto Pijkl verificamos se; 
a) d (Pijkl, V;) 2: d (Pijkl> Vs), 'v's f. i,j, k, l. 
b) d(pijk[,V;) = d(p;jkl,Vk); 
Se a condição a é satisfeita, temos que o círculo de centro Pijkl e raio d (Piikl, v;) 
contém o polígno P. A condição b garante que este círculo contém ao menos três 
vértices do polígono, podendo então ser mantido como candidato a CMC. Assim, 
retemos os pontos Pijkl que satisfazem as condições "a" e "b" e descartamos os 
outros. 
O próximo passo é avaliar os pontos médios. 
A cada ponto médio Pii verificamos se; 
Retemos os pontos que satisfazem esta condição, pois nestes casos os pontos Pij 
são centros de círculos com raios T;j := d (Pii, v;) que contém o polígono e o 
intercepta em pontos diametralmente opostos. 
Passo 3) Dentre todos os pontos encontrados no passo dois, escolhemos o ponto com raio 
r= min {rijkl, lij}· 
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Observação 4.2.6 As demonstrações dos resultados para o caso euclidiano podem 
ser feitos de maneira diferente {32}, utilizando resultados mais fortes que podem ser 
encontrado em Osserman {31} e Firer {10}. Destes temos a unicidade do CMC para o 
caso euclidiano, que pode ser estendida aos casos não-euclidianos. 
A implementação dos algoritmos apresentados nas seções 4.1 e 4.2 dependem do 
conhecimento dos bissetores de duas geodésicas e da mediatriz de dois pontos. Apre-
sentamos no apêndice, expressões analíticas para os bissetores e mediatrizes no plano 
hiperbólico, modelo JH[2 , que é nosso maior interesse. 
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Apêndice A 
Apêndice 
Encerramos esta tese com a exibição deste apêndice em duas seções. Na primeira seção 
A.1 exibimos as bissetrizes e mediatrizes no plano hiperbólico, modelo JHI2 A segunda 
seção (seção A.2) contém os algoritmos implementados no Mathematica, a saber: 
• Algoritmo do CMI - Hiperbólico: faz o cálculo do círculo máximo que contém o 
polígono, no plano hiperbólico (página 111); 
• Algoritmo do CMI - Euclidiano: faz o cálculo do círculo máximo que contém o 
polígono, no plano euclidiano (página 120); 
• Algoritmo do CMC- Hiperbólico: faz o cálculo do círculo mínimo que contém o 
polígono, no plano hiperbólico (página 125); 
• Algoritmo do CMC- Euclidiano: faz o cálculo do círculo mínimo que contém o 
polígono, no plano euclidiano (página 132); 
• Algoritmo de Keen : exibe o polígono a partir das matrizes fornecidas pelas 
funções de emparelhamento (página 136). 
A.l Bissetores e Mediatrizes no Plano Hiperbólico 
IH[2 
Dadas as duas geodésicas disjuntas li e /j no modelo do semi-plano JHI2 , vejamos como 
encontrar sua bissetriz. Lembramos que 
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Definição A.l.l A bissetriz de duas geodésicas li e li é dada pelo conjunto de pontos 
que estão à mesma distância de /i e li, isto é, 
onde d~1, (z, 1) = inf dilil' (z, z'). Observamos que este conjunto de pontos é uma geodésica 
z'E; 
em lHI2 que denotamos por f3ii. 
Diante da definição, percebemos que a busca das bissetrizes depende essencialmente 
de como encontrar a distância de um ponto z a uma geodésica í'· Assim, tratamos 
primeiramente, de apresentar uma expressão analítica para dilil' (z, 1). Trabalhamos no 
semi-plano de lf<l2 = {z E q Im z > 0}. Considere z = x + iy, com x, y E R 
Seja a geodésica dada pela semi-reta 1 = {w E JHI2iw =O+ iy}. Dado um ponto 
z ~f vemos que dilil' (z, !) = infdilil' (z, it) = dililz (z, i lzl). De fato, 
t>O 
iz- itl 2 2yt + x2 + (y- t) 2 
cosh d~1z (z, it) = 1 + 2yt - 2yt 
- x2 + y2 + t2 - lzl2 + t2 = !.:J. (!.:1 + _!_) 
2yt 2yt 2y t lzl 
lzl >-
y 
onde z x + iy e t > O. Note que 
cosh di!!' (z, it) = !.:J. = t = lzl. 
y 
Donde concluímos que di!!' (z, f)= d,~, (z, i lzl) (veja figura A.l). 
(A.l) 
(A.2) 
Seja() o ângulo entre a semi-reta f e a semi-reta que liga o ponto O a z. Utilizando 
(A.2) temos que 
1 
cosh dlllz ( z, 1) = --() 
c os 
senh d;.p (z, 1) = tan () 
tanh dlllz (z, 1) = sen B. 
Se f= {w E lHI2 Iw =c+ iy}, temos por um desenvolvimento análogo que1 
. iz -cl 
cosh dH' (z, c+ zt) = = t = iz- cl. y 
10 ponto sobre 'Y que realiza a menor distância dez a 'Y é dado por w =c+ i fz- c[. 
(A.3) 
(A.4) 
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ilzl _r----- " -e 
- 2 
o 
Figura A.l: Exemplo ilustrando a obtenção de (A.2) 
Observamos também que (A.3) permanece inalterado onde o ângulo B é o ângulo entre 
as semi-retas 1 e a semi-reta ligando (c, O) a z. 
Agora, consideramos que a geodésica 1 seja dada pelo semi-círculo 1 = { w E H 2 llwl2 r 2 } 
e dado z f/. 1, supomos que lzl <r. 
Tome o círculo euclidiano Cz que passa por z, -r e r. Sendo B o ângulo dado por 
Cz e 1 no ponto (r, O) temos que o centro de Cz será dado por -irtan e e o raio por 
r . t • 
cos B' lS O e, 
cz = { w E JR.IIw + irtan el2 = c:s e r} . 
Mas, Cz pode ser obtido também pela solução das equações 
{ 
l(a,b)- (x,y)l = l(a,b)- (r,O)I 
l(a,b)- (-r,O)I l(a,b)- (r,O)I (A.5) 
onde (a, b) representa o centro de Cz, e z = (x, y). A solução de (A.5) nos fornece 
a = O e b = x'+v'-r' = lzl'-r' Assim, temos que 2y 2y 
lzl2 - r2 rz- lzl2 
-irtan e = i ==? tan e = -:-'-'-
2y 2yr 
100 
Para o caso onde lzl > r obtém-se de maneira análoga que 
Utilizando (A.3), temos que 
lzlz r2 tan e = '-'-::---2yr 
senh dlll2 (z,'Y) = 
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O caso onde 'Y = {w E H2 llw (c,0)/ 2 = r 2 } é desenvolvido de forma análoga. 
Para z rt 'Y obtemos que2 
A fim de darmos sequência em nosso propósito primordial, dividiremos nossa busca 
pelas bissetrizes em três situações: 
1. as geodésicas /'i e 'Yi são disjuntas (desenvolvido na seção A.l.l); 
2. as geodésicas 'Yi e 'Yi são paralelas, isto é, somente um ponto de interseção ( ocor-
rendo no bordo) entre os dois círculos contendo 'Yi e 'Yi (desenvolvido na seção 
A.1.2); 
3. as geodésicas 'Yi e 'Yi são concorrentes (desenvolvido na seção A.l.3). 
Para analisar estes casos, sabendo que as geodésicas são semi-retas e semi-círculos, 
olhamos as diversas combinações possíveis entre estas. Desta maneira, iniciamos ana-
lisando o caso onde as geodésicas são disjuntas. 
A.l.l Geodésicas disjuntas 
Neste caso, temos duas possibilidades: 
i) /'i e 'Yi são semi-círculos; 
20 ponto sobre 'Y que realiza a menor distância de z a 'Y é dado por 
(iz- c- rl 2 (c- r)+ iz- c+ r/ 2 (c+r)) + i2r lz 
w = -'-----------,--~'-----,:---------iz -c- r/ 2 + /z -c+ r/ 2 
c- rllz- c+rl 
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paralelas disjuntas concorrentes 
Figura A.2: Geodésicas disjuntas, paralelas e concorrentes 
ii) 'ri é uma semi-reta e 'YJ é um semi-círculo. 
Suponhamos que 'ri e 'YJ são dadas por 
onde y >O. 
Como as geodésicas são disjuntas, sabemos que !c;- CJI f r;+ Tj· Assim, devemos 
analisar quando lei- cJI < max {r;, rJ} <r;+ rJ ele;- cJI >r;+ TJ· 
• Se lei- cJI < max{r;,rJ} <r;+ rJ temos que r; f rJ, pois as geodésicas são 
disjuntas. Supomos que r; < TJ, assim 
z E /3;J ~ dr-ll' (z,"f;) = dlHl' (z,"fJ) ~ senh dlHI' (Z,"fi) = senh dlHI' (z,"fJ) 
/lz-(e;,O)I 2 -rf/ /lz-(cJ,oW-r]/ 
~ = '---~,-----'-'-
2yri 2yrJ 
~ rJ (lz- (c;,O)I 2 - rl) =ri (rJ -lz- (cJ,o)n 
~ TJ ((x- c;) 2 + y 2 - r;) =ri (rJ- (x- cJ) 2 - y2 ) 
( ( r·e;+r;c·))
2 (rJcl+r;c2 ) (r·e;+ric·) 2 ~ X - J J + y2 = r )Ti - J + J J 
~+~ ~+~ ~+~ 
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Desse modo, ternos que a bissetriz (3ií é dada pelo semi-círculo de centro r;~:~:c; 
e raio 
_ (r1c; + r,cJ) (r1 e; + r,c1 ) 2 r1r, + r1 +r, r1 +r, 
No caso particular onde c; = cí (!c;- c1i =O), f3ií é o semi-círculo centrado em 
ci de raio ,jfi'ij. 
z E (3ií <==? dl!i.z (z,~li) = dl!i.z (z,{j) <==? senh dl!l.' (z,{;) = senh dl!l.' (z,~lí) 
liz-(c;,O)I 2 -rrl liz-(cj,O)I2 -rJI 
<==} = .c:____c-::-....:..:..--"-'-
2yri 2yr1 
<==>-ri (lz- (e;, 0)1 2 - rf) =r; (lz- (cj,O)I 2 - r]) 
<==>-ri ((x ci) 2 + y2 - rf) =ri ((x- cí) 2 + y2 r]) 
<==} h -Ti) X2 - 2 {rjC; - TiCj) X+ h - T;) y2 = TjT; - T;r] + T;CJ- TjC; 
Neste caso, a bissetriz (3;í é dada por uma semi-reta (se ri = ri) ou um semi-
círculo (se ri r1) conforme demonstrado. 
Os casos onde {i e li são dadas por 
x=e; e 
onde y > O, a bissetriz (3;í é dada por 
z E (3ií <==>- dlfl' (z,{;) = dlflz (z,/i) <==>- senh dlfl' (z,{i) = senh dlflz (z,/i) 
lx-c;! liz- (cí, 0)1 2 - rJI lz- (cí, 0)1 2 - rJ (x- c1)2 + y2 - rJ 
<==} = = - ..:__...::.:.._...:;__-"-
y 2yr1 2yr1 2yr1 
<==>- 2rj lx- cil = (x- c1)2 + y2 - rJ. 
Notamos que se ci < c1, então lx-c; I = x- c;. Enquanto lx-e; I = -(x-e;) ocorre 
quando ci > c1. Desta maneira, temos 
{ 
c;< c1 ==> (x- (c1 + rí)) 2 + y 2 = 2rí ((cí + r1)- e;) 
e;> c1 ==> (x- (c1 - r1))2 + y2 = 2r1 (e;- (c;- ri)) 
Em resumo, denotando um semi-círculo de centro c e raio r por C (c; r) e urna semi-
reta em JHI2 iniciada em c (no eixo real, c E lR) por R (c), temos o seguinte teorema: 
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Teorema A.1.2 Se as geodésicas li e /J são disjuntas temos duas possibilidades: 
1) li e /J são semi-círculos disjuntos C (e;; ri) e C (cJ; rJ); 
a) Se lei- cJI >ri+ rJ ((a) e (b) na figura A.3) então 
b) Se lei- cJI <ri+ rJ ((c) e (d) na figura A.3) então 
se ri~ rJ . 
2) li é a semi-reta R (e;) e 'YJ é o semi-círculo C (cJ, rJ) ((e) e (f) na figura A.3}; 
o lo 
o 2 4 6 8 
r1 .. o. 1 (E.. o. 1 (a) 
n 
-2 -1 o : 2 
[0.' 0.) {0., o.) 
{0.' o.) (d) l, 0) (e) " (f) 
Figura A.3: Bissetrizes de geodésicas disjuntas 
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A.l.2 Geodésicas paralelas 
Dadas as geodésicas paralelas,/'i e /'J, temos as seguintes situações: 
i) l'i e /'J são semi-retas; 
ii) ~li é uma semi-reta e /'J é um semi-círculo; 
iii) l'i e /J são semi-círculos. 
Conforme dito anteriormente, entendemos como paralelas às geodésicas cujos círculos 
euclidianos (que as contém) tem somente um ponto de interseção e este está sobre o 
bordo de JHI2 Notamos ainda que os casos (ii) e (iii) são resolvidos da mesma maneira 
como no caso onde as geodésicas são disjuntas, obtendo as mesmas bissetrizes. Assim, 
temos que analisar somente o caso (i). 
Considerando que as geodésicas l'i e /J dadas por 
z = ci + iy e z' = CJ + iy onde y > O. 
A bissetriz /3ij será dada por 
Portanto, neste caso a bissetriz f3iJ será dada pela semi-reta x = c;~c; . 
Em resumo, apresentamos o próximo teorema: 
Teorema A.1.3 Se as geodésicas li e /J são paralelas temos três possibilidades: 
1) l'i e /J são as semi-retas R (e;) e R (cJ) ((a) na figura A.4); 
/3ij = R (C; ; Cj) . 
2) li é a semi-reta R(ci) e /'j é o semi-círculo C(cj,rJ) ((b) e (c) na figura A.4); 
{ 
e;< CJ =* (3;J =C ((cJ +rJ); J2rj ((cJ +rj)- e;J) 
c;> Cj ===;. (3;j =C ((cJ rJ); )2rJ (c;- (cJ- rJ))) 
3) l'i e i'J são os semi-círculos C (e;; r;) e C (cJ; rJ); 
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a) Se !c;- cjl =ri+ ri ((d) e (e) na figura A.4) então 
b) Se !e;- cjl =f. r;+ rj ((f) e (g) na figura A.4) então 
3 4 5 6 10 
(S., O.) (5.' o.} 
• 0] 
"· (a) ' O] (b) p, (c) 
~ É2J o 2 4 6 e ~ () 2 4 6 
fl.,O.\ F5._0.1 (d) -lO -5 O 5 lO (e) 11.. o.1 n .. o.1 [2., 0.1 {;L, o.J (J) 
!< .. 05).0.] (g) 
Figura A.4: Bissetrizes de geodésicas paralelas 
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A.1.3 Geodésicas concorrentes 
O caso onde /i e /j são concorrentes, temos as seguintes situações: 
i) li é uma semi-reta e /j é um semi-círculo; 
ii) /i e /j são semi-círculos. 
Neste caso, temos duas bissetrizes, /3ij e 13;j, para cada uma das duas situações. 
Suponha inicialmente que li e ~li são dadas por 
x=e; e ( ) 2 2 2 X Cj + y = rj 
onde y >O. 
Assumimos que o ponto z sobre as bissetrizes não está no interior do semi-círculo 
/j. Desta forma, as duas bissetrizes /3ij e !3;j serão dadas simplesmente pela escolha da 
parte real de z à esquerda (Re z = x < e;) ou à direita (Re z = x > c;) da semi-reta li· 
Assim, um ponto z sobre qualquer uma das bissetrizes satisfaz 
z E /3ij = dlli' (Z,/i) = dll!' (Z,/j) = senh dll!z (z,/i) = senh d,F (z,/j) 
= lx cil = llz-(cj,O)I 2 -r]l = Jz-(cj,O)J 2 -rJ _ (x-cj) 2 +y2 -rJ 
y 2yrj 2yrj 2yrj 
= 2rj Jx- c;J = (x- cj)2 + y2 - rJ. 
Portanto, se z E /3ij temos que x < e; e então segue que Jx - c;J = ci - x. Logo, 
zE/3ij=2rj(ci-x) (x cj) 2 +y2 -r] 
= (x- (cj- rj)) 2 + y2 = 2rj (e;- (cj- rj)). 
Se z E 13;j temos, de forma análoga, que 
Agora, tomaremos /i e /j dadas por 
e 
onde y >O. 
Um ponto z está sobre as bissetrizes se 
( ) 2 2 2 X-Cj +y =rj 
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Da igualdade acima, observamos que considerar os pontos z no interior dos dois 
semi-círculos é o mesmo que considerá-los no exterior de ambos. Disto segue que a 
bissetriz f3iJ será obtida tomando z no exterior de "fi e "fJ enquanto que f3;J será obtida 
tomando z no exterior de "ti e no interior de IJ. 
Assim, para f3iJ 
z E f3íJ <===> rJ (lz- (c;,O)I 2 - r;)= r; (lz- (ci,O)I 2 - r]) 
<===>(r·- r·)x2 - 2(r·c·- r·c·)x+ (r·- r·)y2 = r·r2 - r·r2 +r·c2 - r·c2 J t Jt t) J t )t i-J t; Jt 
{ 
c;+c· 
se ri = rJ = x = T 
<=} -L ( (r·'-r·c-))2 2 (r;c2-r;c2+) (re;-rc)2 se r· r r·=::} x- z~ ~ z + y = -r·r· + t + z t z 
t J Tj Ti t J Tj Ti Tj Ti 
Concluímos que as bissetrizes são dadas por 
ri =rJ = { 
rdrJ= { 
Resumindo: 
Teorema A.1.4 Se as geodésicas li e /J são concorrentes, temos duas possibilidades: 
1) 'Yi é a semi-reta R (c;) e 'YJ é o semi-círculo C (cj, rJ) ((a) e (b) na figura A.5); 
{ 
{3;J =C ((cj- ri); )2rj (e;- (ci- rill) 
f3;J =C ((cj +ri); )2ri ((cj +ri)- ci)) 
2) ~li e /j são os semi-círculos C (ci; ri) e C (cj; ri); 
a) Se r;= ri ((c) na figura A.5) então 
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b) Se r; I ri ((d) na figura A.S) então 
/3ij =c ( r e;-r c·) 2 ~ 2 • Tj-Ti l 
~ 
o 2 4 6 8 10 
{]{f; 
o 2 4 6 B 
( 5.' o.} {5.' o.) 
(6. 0} (a) \4, 0) (b) 
-2 
(3.' o.} (6" o.} (c) {3., 0.) (6., 0.) (d) 
Figura A.5: Bissetrizes de geodésicas concorrentes 
Concluímos a busca pelas bissetrizes no plano hiperbólico JH[2 • Tendo em vista 
uma implementação algorítmica, observamos que o direcionamento para encontrar bis-
setrizes de geodésicas disjuntas, paralelas ou concorrentes se dá com o conjunto solução, 
8, dos pontos em comum entre os dois círculos euclidianos contendo as duas geodésicas, 
ter cardinalidade zero, um ou dois {ISI = O, ISI = 1 ou ISI = 2}. Ainda, isto inde-
pende de serem estas bissetrizes de duas semi-retas, dois semi-círculos ou semi-reta e 
semi-círculo. 
Na próxima seção, apresentamos expressões para a mediatriz. 
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A.1.4 Mediatriz hiperbólica 
Sejam v1 = (x1, y1) e v2 = (x2, y2) com x1, Y1> x2, y2 E JR. A mediatriz de v1 e v2 é dada 
pelos pontos z E lHI2 tal que dr~' (z, v1) = dlBI' (z, v2 ). Mas 
d"'' (z, v1) = dH' (z, v2) 
= cosh diHI' (z, v1) = cosh dmi' (z, vz) 
iz- v1l 2 lz- vzl 2 
= - -'--=--
Yl Yz 
{=? Y2 (x- X1)2 + Y2 (y- yi)2 = Yl (x- X2)2 + Y1 (y- Yz)2 
donde temos 
De (A.6) temos dois casos: 
1. Y1 = Y2; 
2. Y1 # Y2 (este caso é também encontrado em [40]). 
Se Y1 = Y2 então 
com y >O. 
Caso Y1 # Y2, temos 
( X1Y2- Y1X2)
2 
2 (X1Y2- Y1X2) 2 Y .-::.2.:.-(x-'r'-+---';Y:.:_f:._)_-_Y::.l:.,.(,_x.!:.~_+--"y"-'-n 
x+ +y= +-
Yl - Y2 Y1 - Y2 (Yl - Y2J 
onde y > O. Portanto, concluimos que a mediatriz é uma geodésica e donde apresenta-
mos o seguinte resultado: 
Teorema A.l.5 Considere dois pontos distintos v1 = (x 1 , y1) e v2 - (x2, y2 ) com 
v1 , v2 E JHI2 . Então a mediatriz é dada por: 
i) Se y1 = y2 , a mediatriz é a semi-reta iniciada em x = x, tx'; 
ii) Se y1 # y2 , a mediatiz é o semi-círculo de centro 
e raw 
( X1Y2 - Y1X2, o) Yz- Y1 
(
X!Y2- Y1X2) 2 + Y2 (xr + yfl- Y1 (x~ + y§). 
Y1 - Y2 (Yl - Yz) 
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Encerramos esta seção observando que o ponto médio de v1 e v2 é obtido da in-
terseção da geodésica ligando v1 a v2 , com a mediatriz 
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A.2 Algoritmos Implementados no Mathematica 
Algoritmo do CMI - Hiperbólico 
( * Declarando os vértices do polígono : 
Forneça na variável vértices abaixo os vértices do polígono desejado. 
Observo que os vértices devem ser forncecidos de forma ordenada pelo 
caminhar sobre o perímetro do polígono iniciando em um vértice no sentido 
horário {ou anti-horário) até chegar ao seu antecessor nesta caminhada; 
Abaixo apresento alguns exemplos : 
{{6,3),(3,5),(0,5),(-2,3),(-2,2),(0,~),(3,~));~ início-{6,3) Término-(3,~) 
{{8,20),(3,26),(0,26),(-5,22),(-5,~8),(0,~4),{3,~4));~ 
Inicio-{8,20} Tér.mdno-{3,14} 
{{7,3),(5,5),(3,7),(0,5),(-2,3),(-2,2),(0,~}.(3,1));~ início-{7,3) Término-(3,1) 
•) 
vertices :={{O, 5), (-2, 3), (O, 1)) 
v : = Partition [Flatten [ {vertices, vertices [ [l]]}], 2] 
Print[no polígono tem '", Length[vertices], 
arestas e o conjunto dos vértices é: '", v] ; 
( * Distancia Hiperbólica e circulo hiperbólico no plano *) 
distancia [u_, v_] ::::: 2 Arc'l'anh [ 
(u[[1]] -v[[1]]) 2 + (u[[2]] -v[[2]]) 2 
(u[[1]] -v[[1]]) 2 + (u[[2]] +v[[2]]) 2 
circu1oH[u_, r_] :=Circ1e[{u[[~]]. u[[2]] Cosh[r]}, u[[2]] Sinh[r]] 
( * Segmento geodésico entre dois pontos *) 
c[u_, v_] [ { 
u[[1]] 2 +u[[2]] 2 -v[[1]] 2 -v[[2]] 2 
:= U u[[1]]; v[[1]], 
2 (u [ [ 1] ] - v [ [ 1] ] ) 
o}, {u[[1]], o}] 
1 ~[ 2 2 (u[[1]] 2 +u[[2]] 2 -v[[1]] 2 -v[[2]] 2 ) 2 r[u_, v_]:=- 4u[[1]] +4u[[2]] + -
2 (u[[1]] -v[[1]]) 2 
4 u [ [ 1] ] (u [ [ 1]] 2 + u [ [ 2] ] 2 - v [ [ 1] ] 2 - v [ [ 2] ] 2 ) ) 
(u[[1]] -v[[1]]) 
e[u_, v_] u [ [2]] 
: = ArcSin [ -;:.============ 
--./ (u[[1]] -c[u, v] [[1]]) 2 +u[[2]] 2 
cx[u_, v_]:= U[u[[1]] < c[u, v] [[1]], >r-e[u, v], e[u, v]] 
geod [u_, v_] : = U [u [ [1]] ; v [ [1]], Graphics [ 
{PointSize[0.015], Point[N[c[u, v]]], Thickness[.OOS], Circle[c[u, v], r[u, v], 
{Min[{cx[u, v], cx[v, u]}], Min[{cx[u, v], cx[v, u]}] +Abs[cx[u, v]-cx[v, u]]}]}, 
AspectRatio -+ Automatic, Axes -+ {True, False}] , 
Grapbics [ {Poi.ntsize [O. 015], Point [u], Thickness [. 005], Line [ {u, v}]}, 
AspectRatio -+ Automatic, Axes -+ {'l'rue, False)]] 
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{ * D:istãncia de wn ponto a um segmento geodésico *) 
d[u_, v_, p_] :=:tf[u[[1]] =v[[1]], 
Capítulo A. Apêndice 
Min[Table[distancia[p, {u[[1]], u[[2]] +n Abs[u[[ 2 ]]-v[[2 ]]] }], (n, 1, 100, 1l]], 
100 
Min[Table[distancia(p, 
Abs [a[u, v]- a[v, u]] {c[u, v] [[1]] +r[u, v] Cos[Min[{a[u, v], a[v, u]}] +n ], 
100 
Abs[a[u, v] -a[v, u]J 
r [u, v] Sin [ Min [{a [u, v] , a [v, u]}] + n --'--'----'---.:.....-c..:..]} J, (n, 1, 100, l}]]] 
100 
( * Plotanto a geodésica definida por dois pontos *) 
fl[u_,v_] := 
Graphics [ {Text [c [u, v], {c [u, v] [ [l]], -3}], Point [c [u, v]], Thickness [ .007], 
Line[{{c[u, v][[l]], O), {c[u, v][[l]], 2Max[{u[[2]], v[[2]])]})]}, 
AspectRatio w+ Automatic , Axes -+ {True, Falsa}] 
f2 [u_, v_] := Graphics [ {Text [N[c [u, v]], {c [u, v] [ [l]], -2}], 
Point[c[u, v]], Thickness[.007], Circle[c[u, v], r[u, v], (O, n)]), 
AspectRatio _,. Automatic , Axes -+ {True, Falsa}] 
g[u_, v_]:= :tf[u[[1]] =v[[l]], fl[u, v], f2[u, v]] 
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( * Ponto de interseção de duas retas *) 
ptintereta[u_, v_, w_, z_] := :tf[N[u[[l]]] =N[v[[l]]] &&N[w[[l]]] #N[z[[l]]], 
u[Abs[c[u, v] [[l]] -c[w, z] [[l]]] <r[w, z], 
{c[u, v] [[l.]], -Jr[w, z] 2 - (c[u, v] [[l]] -c[w, z] [[l]]) 2 , 2}, 
u[Abs[c[u, v][[l]]-c[w, z][[l]]] =r[w, z], 
{c [u, v] [ [ l] ] , -J r [w, z] 2 - (c [u, v] [ [ l]] - c [w, z] [ [ l]] ) 2 , l}, {O, O, O)]] , 
rf[N[u[[l]]] ;<N[v[[l]]] &&N[w[[l]]] =N[z[[l]]], 
u[Abs[c[w, z][[l]]-c[u, v][[l]]] <r[u, v], 
{c[w, z] [[1]], -Jr[u, v] 2 - (c[w, z] [[l]] -c[u, v] [[l]J) 2 , 2}, 
u[Abs[c[w, z] [[l]] -c[u, v] [[l]]] =r[u, v], 
{c [w, z] [ [ 1]] , -J r [u, v] 2 - (c [w, z] [ [ 1]] - c [u, v] [ [ l] ]) 2 , l}, {o, o, o)]] , 
:tf[N[u[[l]J] ;'N[v[[l]]] &&N[w[[l]J] ;!N[z[[l]]], 
u[Abs[c[u, v] [[l]]-c[w, z] [[l]JJ =r[u, v] +r[w, z], 
{ 
r[u, v] 2 - r[w, z] 2 ___ _;__;;__;_  ____:_:_____: ___ . 
2 (c[w, z] [[l]] -c[u, v] [[l]J) 
c[u, v][[l]] +c[w, z][[l]] 
2 
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~[ 2 [ r[u,v] 2 -r[w,z] 2 c[w,z][[l]]-c[u,v][[l]]l') } r [u, v] - + , 1 , 2 (c [w, z][ [l]] -c [u, v][ [l]]) 2 
U[Abs[c[u, v] [[l]] -c[w, z] [[l]J] < (r[u, v] +r[w, z]), 
u[c[w, z][[l]J =c[u, v][[l]J, {O, O, O), U[N[r[u, v] 2 ] = 
N[[ r[u, v] 2 -r[w, z] 2 + c[w, z][[l]]-c[u, v][[l]] )'J, 
2 (c [w, z] [ [1]] -c [u, v] [ [1]]) 2 
r[u, v] 2 - r[w, z] 2 c[u, v] [ [l]] + c[w, z] [ [l]] 
{ 2 (c [w, z] [ [1]] -c [u, v] [ [l]]) + 2 
'[r[u,v]'-( r[u,v] 2 -r[w,z] 2 +c[w,z][[l]]:c[u,v][[l]]l')· 
I{ 2 (c [w, z] [ [l]] -c [u, v] [ [l]]) 
l}, U[N[r[u, v] 2 ] > 
N[[ r[u, v] 2 -r[w, z] 2 + c[w, z] [[l]] -c[u, v] [[1]] )'J. 
2 (c [w, z][ [l]] -c [u, v] [ [1]]) 2 
r[u, v] 2 -r[w, z] 2 c[u, v] [[l]] +c[w, z] [[1]] 
{ 2 (c[w, z] [[1]] -c[u, v] [[l]J) + 2 ' 
/ [r [u, v] 2 _ [---r-=-[u_,_v.:.] '_-_r..:;[_w_,_•..:;l.:.' _____ + c [w, z] [ [l]] -
2 
c [u, v] [ [l]] ) '), 
I{ 2 (c[w, z][[l]]-c[u, v][[l]]) 
2}, {0, O, OJ]]], {O, O, OJ)], {0, O, lJj)] 
114 Capítulo A. Apêndice 
( * Comando que gera o polígono hiperbólico *) 
t := 
Max['rable[v[[i, 1]], {i, l, Length[v])]] +Min['rable[v[[i, 1]], {i, l, Length[v]}]] 
2 
polihip [v_] := {Graphics [ {PointSize [0.02], Point /<i!! v, 
RGBColor[O, O, 1], Text["'Plano Hiperbólico"',. {t, -2}]}], 
'rable [geod [v [[i]], v [[i+ l]]]. {i, l., Length [v] - l.}]} 
Print [ n O polígono dos vértices fornecidos 11 ] ; 
Show [ {polihip [v], Graphics [ {Pointsize [O. 02],. Point /@ vertices}]}, 
AspectRatio ~ Automatic, Axes ~ {True, False}] ; 
( * Bissetrizes em funcao dos pontos que determinam as retas *) 
( * Definindo as bissetrizes *) 
( * Geodésicas Disjuntas *) 
.- {
c[u, v][[l]] +c[w, z][[l]], o} disjl[u_, v_, w_, z_] 
2 
.
·-- { r[u, v] c[w, z] [[l]] -r[w, z] c[u, v] [[l]] 
disj2 [u_, v_, w_, z_] , 
r[u, v] -r[w, z] 
( 
r[w, z] c[u, v] [[1]] 2 -r[u, v] c[w, z] [[1]] 2 
_f -r[u, v] r[w, z] + + 
'V r[u,.v]-r[w,.z] 
( 
r[u, v] c[w, z] [[l]] -r[w, z] c[u, v] [[l]] J')} 
r[u, v] -r[w, z] 
. . { r[u, v] c[w, z] [[l]] +r[w, z] c[u, v] [[l.]] 
diSJ3 [u_, v_, w_, z_] := 
r[u, v] +r[w, z] 
( 
r[w, z] c[u, v] [[1]] 2 +r[u, v] c[w, 
I r[u, v] r[w, z]-
'I r[u,v]+r[w,z] 
(
r [u, v] c [w, z] [ [l.]] +r [w, z] c [u, v] [ [l]] ) ')} 
r[u, v] +r[w, z] 
disj4[u_, v_, w_, z_] := {c[w, z] [[1]] +r[w, z], 
--l2 r[w, z] (c[w, z] [ [l.]] + r[w, z]- c[u, v] [ [l.]])} 
disjS [u_, v_, w_, z_] : = {c [w, z] [ [1]] -r [w, z], 
-,J 2 r [w, z] (c [u, v] [ [l.]] - (c [w, z] [ [l.]] -r [w, z])) } 
bissd [u_, v_, w_, z_] : = 
J:f[u[[l.]]; v[[l.]] &&w[[l.]]; z[[l.]], 
z] [ [l.]J' 
J:f[Abs[c[u, v] [[l]] -c[w, z] [[l.]]J > (r[u, v] +r[w, z]), 
+ 
If[r[u, v] =r[w, z], disjl[u, v, w, z], disj2[u, v, w, z]], disj3[u, v, w, z]J, 
J:f[u[[l.]] :v[[l]] &&w[[l.]J; z[[l.]], 
r f [c [u, v] [ [l] J < c [w, z] [ [1] ] , disj4 [u, v, w, z], disj5 [u, v, w, z]], 
J:f [c [w, z] [ [ l.] ] < c [u, v] [ [ l.] ] , disj 4 [w, z, u, v] , disj 5 [w, z, u, v) ] ] ] 
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( * Geodésicas Paralelas *) 
bissp [u_, v_, w_, z_] : = 
:rf[u[[l]] > v[[l]] &&w[[l]] > z[[l]], 
:rf[Abs[c[u, v] [[l]] -c[w, z] [[l]]] = (r[u, v] +r[w, z]), 
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J:f[r[u, v] =r[w, z], disjl[u, v, w, z], disj2[u, v, w, z]], disj3[u, v, w, z]], 
If[u[[l]] =v[[l]] &&w[[l]] > z[[l]], 
:If[c[u, v] [[l]] < c[w, z] [[1]], disj4[u, v, w, z], disjS[u, v, w, z]], 
If[u[[l.]] >v[[l.]]&&w[[l]] =z[[l]], If[c[w, z][[l]] <c[u, v][[l]], 
disj4 [w, z, u, v], disjS [w, z, u, v]], If [u [ [l]] =v [ [l]] && w[ [l]] = z [[1]], 
disjl[u, v, w, z], Print["Há Algum erro- teste paralelas")]]]] 
( * Geodésicas Concorrentes *) 
bissc [u_, v_, w_, z_] := 
If[u[[l]] >v[[l]]&&w[[l.]] >z[[l.]], 
:If[r[u, v] =r[w, z], {disjl[u, v, w, z], disj3[u, v, w,. z]}, 
{disj2 [u,. v, w, z], disj3 [u, v, w, z]}], 
If[u[[l]] =v[[l]] &&w[[l]]>z[[l.]], (disjS[u, v, w, z], disj4[u, v, w, z]), 
{disjS [w, z, u, v), disj4 [w, z, u,. v]}]] 
( * Comando que vai para bissd /f bissp ou bis se -
bissl ~{bissd,bissp,bissc[[l]]} - biss2 ~{bissd,bissp,bissc[[2]]} *) 
bissl[u_, v_, w_, z_] := If[ptintereta[u, v, w, z] [[3]] =O, 
bissd[(u[[l]], u[[2]]), (v[[l]], v[[2]]), (w[[l.]], w[[2]]), (z[[l]], z[[2]])], 
If[ptintereta[u, v, w, z][[3]] =l, bissp[(u[[l.]], u[[2]]), {v[[l]], v[[2]]), 
(w[[l]], w[[2]]), (z[[l.]], z[[2]])], bissc[(u[[l]], u[[2]]), 
(v[[l.]], v[[2]]), (w[[l]], w[[2]]), (z[[l]], z[[2]])] [[l.]]]] 
biss2[u_, v_, w_, z_] := J:f[ptintereta[u, v, w, z] [[3]] =O, 
bissd[(u[[l]], u[[2]]), (v[[l.]], v[[2]]), (w[[l.]], w[[2]]), (z[[l]], z[[2]])], 
If[ptintereta[u, v, w, z][[3]] =l, bissp[(u[[l.]], u[[2]]), (v[[l.]], v[[2]]), 
(w[[l]], w[[2]]), {z[[l]], z[[2]])], bissc[(u[[l.]], u[[2]]), 
(v[[l]], v[[2]]), (w[[l]], w[[2]]), (z[[l.]], z[[2]])] [[2]]]] 
116 Capítulo A. Apêndice 
(* Ponto de interseção de duas bissetrizes *) 
ptinter [ {u_, r_, v_, t_}] := 
If[r=O&&t>O, If[Abs[u-v] <t, {u, -/t2 - (u-v) 2 }, (O, -1)], 
If[r;tO&&t=O, xf[Abs[v-u] <r, {v, -/r•- (v-u) 2 }, (O, -1)], If[r ;t Or.&t >O, 
If[Abs(u-v] < (r+t), ( r2 -t2 v u)' If[v=u, (O, -1}, If[N(r'] ~N[ ---+-2-- ]. 2 (v- u) 
U+V 
+--, 
2 ( r2 -t2 v-u)' r'- + -- }. (O, -1}]]. (O, -1)], {O, -1l]]] 2 (v- u) 2 
ptinterBissl [ {u_, v_, w_, z_, p_, q_, r_, t_}] : = ptinter [ {bissl [u, v, w, z] [ [ 1] ] , 
biss1 [u, v, w, z] [ (2]], bissl (p, q, r, t] ( (l]], bissl (p, q, r, t] ( (2]]}] 
ptinterBiss2 [ {u_, v_, w_, z_, p_, q__, r_, t_}] := ptinter [ {bissl [u, v, w, z] [ [1]], 
bissl [u, v, w, z] [ [2]], biss2 (p, q, r, t] ( (l]], biss2 (p, q, r, t] ( [2]]}] 
ptinterBiss3 [ {u_, v_,. w_, z_, p_, q_, r_, t_}] ;;; ptinter [ {biss2 [u, v, w, z] [ [1]], 
biss2 [u, v, w, z] [ [2]], bissl [p, q, r, t] [ [l]], bissl (p, q, r, t] [ (2]]}] 
ptinterBiSS4 [ {U_, V_, W_, Z_, p_, q__, r_, t_}] ; : ptinter [ {biSS2 [U, V r W, Z] [ [1]] 1 
biss2 [u, v, w, z] [ [2]], biss2 (p, q, r, t] [ (l]], biss2 (p, q, r, t] ( [2]]}] 
ptinterBiss [ {u_, v_, w_, z_, p_, q_, r_, t_}] : = 
{ptinterBissl [{u, v, w, z, p,. q, r, t}], ptinterBiss2 [{u, v, w,. z, p, q, r, t}], 
ptinterBiss3 [{u, v, w, z, p, q, r, t}], ptinterBiss4 [{u, v, w, z, p, q, r, t}]} 
( * Distância de um ponto a uma geodésica *) 
PontoM[u_, v_, p_] :;U[u([l]] =v[(l]], {u[(l]],-/ (p[[l]]-u((l]]) 2 +p((2]] 2 }. 
{(((P[[l]]-c[u, v]([l]]-r[u, v])'+ (-p((2]]) 2 ) (c[u, v]([l]]-r[u, v])+ 
( (p [ ( l]] - c [u, v] ( ( l]] + r [u, v])' + ( -p [ [ 2]] ) 2 ) (c [u, v] ( ( l]] + r [u, v]) ) I 
(((p[(l]]-c(u, v] [[1]]-r[u, v])'+ (-p((2]]) 2) + 
((P[[l]] -c(u, v] [[l]] +r[u, v])'+ (-p((2]]) 2 )), 
lI ( ( (p( (l]]- c(u, v] [ [l]]- r(u, v] ) 2 + (-p( [2]] ) 2 ) + 
((p[[l]]-c(u, v] ([l]] +r[u, v]) 2 + (-P[[2]]) 2 )) 
(2r[u, v]-/ ((p[[l]]-c[u, v] ([1]]-r[u, v])'+ (-p[[2]]) 2 ) 
.-j ((p[(l]]-c[u, v] [(l]] +r[u, v]) 2 + (-p[[2]]) 2 ) )lJ 
rH[u_, v_, p_] :=distancia[p, PontoM[u, v, p]] 
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( * Lista dos vértices que definem as bissetrizes *) 
m[j_, i_]:= {v[[j]], v[[j +l.]], v[[i+l.]], v[[i+2]]) 
Ll := Partition [Partition [ 
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Fl.atten[Table[m[j, i], (j, l, Length[v]-l}, {i, j, {Length[v] -l.) -l}]], 2], 4] 
Print ["O número de arestas do poligono é: •, Length [Ll.]] 
Print["o número máximo possível 
Length [Ll] (Length [Ll] - l) 
----:----- * 4] 
2 
de interseções das bissetrizes é : 
( * Variáveis da próxima rotina *) 
M[i_, j_, k_, l_] := PontoM [Flatten [ {Ll [ [j -l.]], Ll [[i]]}, l.] [ [k]], 
Flatten[{Ll.[[j-l]], Ll[[i]]},l][[k+l]], 
ptinterBiss [Flatten [ {Ll. [ [j - l]], Ll. [[i]]}, l.]] [ [l]]] 
centro:= {O, -1} 
raio :=O 
il. :=o 
i2 : = o 
kl. :=o 
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(* Rotina que plota o gráfico dos candidatos, sendo o último o MIC *) 
RotinaPonto [i_, j_, k_] ::;: If [ 
N[M[i, j, ~. k]] f F1atten[{L~[[j -1]], L1[[i]J}, ~] [[~]] && 
N[M[i, j, ~. k]J f F~atten[{L~[[j- ~]], L~[[i]]), ~] [[2]] && 
N[distancia [F1atten [{L~ [ [j- ~]], L~ [[i]]}, ~] [ [~]], 
F1atten[{L1[[j -1]], L~[[i]J}, ~][[2]]]] = 
N[(distancia[F1atten[{L~[[j -~]], L~[[i]]), 1] [[~]], M[i, j, 1, k]J + 
distancia[M[i, j, ~. k], F1atten[{L~[[j -1]], L~[[i]]), 1] [[2]]])] && 
N[M [i, j, 3, k]J f F~atten [{L~ [ [j - ~]], L~ [[i]]}, ~] [ [3]] && 
N[M[i, j, 3, k]]>F~atten[{L~[[j-~J], L~[[i]]), ~][[4]]&& 
N[distancia [F1atten [{L~ [ [j- ~]], L~ [[i]]}, ~] [ [3]], 
F1atten[{L~[[j- ~]], L~[[i]]), ~] [[4]]]] = 
N[ (distancia [F1atten [{L~ [ [j - ~]], L~ [[i]]}, ~] [ [3]], M [i, j, 3, k]] + 
distancia[M[i, j, 3, k], F1atten[{L~[[j-~]], L~[[i]]), 1][[4]]])]&& 
N[M[i, j, 5, k]] >F1atten[{L~[[j -~]], L~[[i]J), ~] [[5]] && 
N[M[i, j, 5, k]]>F1atten[{L~[[j-~J], L~[[i]]), ~][[6]] && 
N[distancia [F1atten [ {L1 [ [j- ~]], L~ [[i]]}, ~] [ [5]], 
F1atten[{L~[[j- ~]], L~[[i]]), ~] [[6]]]] = 
N [(distancia [F1atten [{L~ [ [j - ~]] , L~ [[i]]}, ~] [ [5]], M [i, j, 5, k]] + 
distancia[M[i, j, 5, k], F~atten[{L~[[j-~]], L~[[i]]), ~][[6]]])] && 
N[M[i, j, 7, k]] f F1atten[{L~[[j -~]], L~[[i]]), ~] [[7]] && 
N[M[i, j, 7, k]J f F1atten[{L~[[j -~]], L~[[i]]}, ~] [[8]] && 
N[distancia [F1atten [{L~ [ [j- ~]], L~ [[i]]}, ~] [ [7]], 
F1atten[{L~[[j- ~]], L1[[i]]), 1] [[8)]]] = 
N[(distancia[F1atten[{L~[[j-~J], L~[[i]]), ~][[7]], M[i, j, 7, k]] + 
distancia [M[i, j, 7, k], F1atten[{L~[[j -~]], L~[[i]]), ~] [[8]]])] && 
N[distancia[ptinterBiss [F1atten[{L~[[j- ~]], L~[[i]J), ~]] [[k]], M[i, j, 3, k]]] = 
N [distancia [ptinterBiss [F1atten [{L~ [ [j - ~] ] , L~ [[i]]}, ~]] [ [k]], M [i, j, 5, k]]] 
, J:f[N[distancia[ptinterBiss [F1atten[{L~[[j -~]], L~[[i]J), ~]] [[k]], 
M[i, j, 3, k]]] :S Min['l'ab1e [ 
N[d[v[[l]], v[[l +~]], ptinterBiss [Flatten[{L~[[j- ~]], L~[[i]]}, ~]] [[k]]]], 
{l, ~. Length [v] - ~} ]] && 
N[distancia[ptinterBiss[Flatten[{L~[[j-~]], L~[[i]]), ~]][[k]], M[i, j, 3, k]]] > 
raio, Print ["Candidato ao Centro: ", 
centro = N[ptinterBiss [Flatten [{L~ [ [j - ~]], L~ [[i]]}, ~]] [ [k]]], 
de RaiO: ft 1 raiO :;: 
N[distancia[ptinterBiss [Flatten[{L~[[j -~]], L~[[i]J), ~]] [[k]], M[i, j, 3, k]J], 
ti j = n I il. = j I n i = " 1 i2 :;: i, n k = n 1 kl = k, 11 GRAFICO • 
' 
Show[Graphics[{PointSize[0.02], Point/@{M[i, j, 1, k], M[i, j, 3, k], M[i, j, 5, k], 
M[i, j, 7, k], ptinterBiss [Flatten[{L~[[j -~]], L~[[i]]), ~]] [[k]J), 
circu~oH [ ptinterBiss [Flatten [{L~ [ [j - ~] ], L~ [[i]]}, ~]] [ [k]], N[distancia [ 
ptinterBiss [F1atten[{L~[[j -1]], L~[[i]]), ~]] [[k]], M[i, j, 3, k]]]J)], 
polihip [v], Axes -. {True, False}, AspectRatio -+ Automatic]], 
Print ["Ponto inválido pelo SEGONDO teste", .. {j,i,k} : { n I 
j, ti I ft# i, n I RI k, ft }"]] 
I Print [ •ponto inválido pel.o PR:tMEIRO teste n I 
"' {j,i,k} : { ",. j,. n 1 •, i, n 1 ", k,. n }"']] 
A.2. Algoritmos Implementados no Mathematica 119 
For [ j = 2, j < (Length [L1] + 1) , For [i = j, i < (Length [L1] + 1) , 
U[ 
ptintereta [Ll. [ [j -l., l.]], Ll. [ [j- l., 2]], Ll. [ [j- l., 3]], Ll. [ [j- l., 4]]] [ [3]] = 2 && 
ptintereta [Ll. [[i, l.]], Ll. [[i, 2]], Ll. [[i, 3]], Ll. [[i, 4]] ][ [3]] = 2, 
For [k = l., k < 5, U [ptinterBiss [Fl.atten [ {Ll. [ [j - l.]], Ll. [[i]]}, l.]] [ [k, 2]] > O, 
RotinaPonto[i, j, k], Print["Não há ponto de interseção entre as bissetrizes", 
{ j, i, k} = { 0 , j, 0 , ",i, n, ",k, 11 }"]];k++], 
J:f [ptintereta [Ll. [ [j- l., l.]J, Ll [ [j- l., 2]], Ll. [ [j -l., 3]], Ll. [ [j -l., 4]]] [ [3]] = l. && 
ptintereta[Ll.[[i, l.]], Ll.[[i, 2]], Ll.[[i, 3]], Ll.[[i, 4]]] [[3]] =2, 
For [k = 3, k < 5, U [ptinterBiss [Flatten [ {Ll. [ [j- l.]], Ll. [[i]]}, l.]] [ [k, 2]] >O, 
RotinaPonto [i, j, k], Print ["Não há ponto de interseção entre as 
bissetrizes ", n { j, i, k} = { ", j, n , 11 , i, .. , .. , k, n }"]]; k++], 
U[ptintereta [Ll.[[j -l., l.]J, Ll.[[j -l., 2]], Ll.[[j -l., 3]], Ll.[[j -l., 4]]] [[3]] = 
2 && ptintereta [Ll. [[i, l.]J, Ll. [[i, 2]], Ll.[ [i, 3]], Ll. [[i, 4]] ][ [3]] = 2, 
For [k = l., k < 3, U [ptinterBiss [Flatten [ {Ll. [ [j -l.]], Ll. [[i]]}, l.]] [ [k, 2]] >O, 
RotinaPonto [i, j, k], Print ["Não há ponto de interseção entre as 
bissetrizes n, n { j, i,. k} : { 11 1 j, n 1 UI i, n 1 n, k, n }"]]; k++], 
Print ["Não há ponto de interseção entre as bissetrizes ", 
• { j' i" k} = { n" j" n ' n' i, n ' n' k, n } n] ] ] ] 
; i++]; j ++] ; 
Print [ 
"################################# 
•o MXC tem centro: ", centro, " 
F:IM #################################•, 
e Raio: "11 
raio, n Veja o gráfico do CMX abaixo!", 
• ################################# F :IM #################################"]; 
Print[no MIC tem centro: n, centro, 
Raio: n, raio, n :ft Veja o gráfico acima :ft n, 
Show[{polihip[v], Graphics[{RGBColor[O, O, 1], circuloH[centro, raio], 
RGBColor [1, O, O], PointSize [0.02], Point [centro], 
'l'ext[ncentron, centro+ {O, -0.3}], RGBColor[l, O, lJ, 
Line[{centro, M[i2, il, 1, kl]}J, 'l'ext[nRaio•, M[i2, il, 1, kl] + {0.3, 0.2}]}]}, 
AspectRatio -+ Automa.tic , Axes -t {'l'rue, False}] ; ] ; 
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Algoritmo do CMI - Euclidiano 
( * Declarando os vértices do polígono : 
Forneça na variável. vértices abaixo os vértices do polígono desejado • 
Observo que os vértices devem ser forncecidos de forma ordenada pelo 
caminhar sobre o perimetro do polígono iniciando em um vértice no sentido 
horário (ou anti-horário} até chegar ao seu antecessor nesta caminhada; 
Abaixo apresento alguns exemplos: 
({4,0),(4,2),{0,2),(-2,~),(-l,-l),(0,-2),(4,-2)};~ 
Inicio-{4,0} Tér.mino-{4,-2}; 
((8,20),(3,26),(0,26),(-5,22),(-5,l8),(0,l4),{3,l4)};~ 
Xnicio-{8,20} Tér.mino-{3,14}; 
{(6,28),(1,32),(0,32),(-3,30),(-3,26),(0,24),{3,24)};~ 
Início-{6,28} Tér.mino-{3,24}; 
•) 
vertices := {(4, 0), (4, 2), {O, 2), {-2, l.), {-l, -l), (O, -2), (4, -2)) 
v : = Partition [Fl.atten [ {vertices, vertices [ [l]]}], 2] 
Print [no polígono tem .. I Length [vertices] I 
n arestas e o conjunto dos vértices é: .. , v] 
( * Distancia Euclidiana *) 
distancia [u_, v_] : = --/r{_u_[_[_l_] -]---v-[-[-~-]-]-) -2 _+_(_u_[_[_2_] -] ---v-[_[_2_]_]_) 2-
(* Coeficientes da forma geral de uma reta*) 
a[v_, w_] := -(w[[2]]-v[[2]]) 
b[v_, w_] := (w[ [l]] -v[ [l]]) 
c[v_, w_] := (-v[[l]] a[v, w] -v[[2]] b[v, w]) 
ortc [v_, w_, p_] := (p[ [~]] b[v, w] - p[ [2]] a[v, w]) 
reta[v_,. w_,. x_,. y_] := a[v, w] X+ b[v, w] Y+ c[v, w] 
ortreta [v_, w_,. p_, x_, y_] ;= -b[v, w] x +a [v, w] y + ortc [v, w,. p] 
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( * Ponto de :interseção de duas retas *) 
ptintereta[u_, v_, w_, z_] := :If[(a[u ... v] b[w, z] -a[w, z] b[u, v]):;. O, 
{ b[u, v] c[w, z) -b[w, z] c[u, v] 
1 
c[u, v] a[w, z] -c[w, z] a[u, v]} ... 
a[u, v] b[w, z] -a[w, z] b[u, v] a[u, v] b[w, z] -a[w, z] b[u, v] 
Print["Não possui ponto de interseção"]] 
( * Bissetrizes em funcao dos pontos que determinam as retas *) 
l'[v_,w_] := 
-Sign[c[v, w]J 
~a[v, w] 2 +b[v, w]:i! 
BisslA[u_, v_, w_, z_] := J,.t[u, v] a[u, v] -p[w, z] a[w, z] 
Biss1B[u_, v_, w_, z_] := IJ.[u,. v] b[u, v] -p[w, z] b[w, z] 
BisslC[u_, v_, w_, z_) := J.l.[u, v] c[u, v] -JJ[w, z] c[w, z] 
retabiss [u_, v_, w_, z_, x_, y_] : = 
BisslA [u, v, w,. z] x + Biss1B [u, v, w, z] y + Bissl.C [u,. v, w, z] 
Bi.ss2A[u_, v_, w_, z_) := JJ.[u, v] a[u, v] +p[w, z] a[w, z] 
Biss2B[u_, v_, w_, z_] := p(u, v] b[u, v] +JJ.[w, z] b[w, z] 
Biss2C [u_, v_, w_, z_] := f.J.[u, v] c[u, v] +JJ.[w, z] c(w, z] 
retabiss2 [u_, v_, w_, z_, x_, y_] : = 
Biss2A [u, v, w, z] x + Biss2B [u, v, w, z] y + Biss2C [u, v, w, z] 
( * Ponto de interseção de duas retas da forma Bissl *) 
ptinterBiss ({u_, v_, w_, z_, p_, q_, r_, t_}] := 
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J:f [N[ (Biss1A [u, v, w, z] Bissl.B [p, q, r, t] - Bissl.A [p, q, r, t] Bissl.B [u, v, w, z])] tO, 
N[ { (Bissl.B [u, v, w, z] Bissl.C [p, q, r, t] - Bissl.B [p, q, r, t] Bissl.C [u, v, w, z]) I 
(Bissl.A [u, v, w, z] Bissl.B [p, q, r, t] - Bissl.A [p, q, r, t] Bissl.B [u, v, w, z]), 
(Bissl.C [u, v, w, z] Bissl.A [p, q, r, t] - Bissl.C (p, q, r, t] Bissl.A [u, v, w, z]) I 
(BisslA [u, v, w, z] BisslB [p, q, r, t] - Bissl.A [p, q, r, t] BisslB [u, v, w, z])}], 
{"Não possui ponto de interseção'", O}] 
( * Distância de um ponto a uma reta *) 
PontoM [u_, v_, p_] := 
{ ortc (u, v, p] b[u, v] - a[u, v] c [u, v] 
a[u, v] 2 +b[u, v] 2 
r[u_, v_, p_] :=distancia [p, PontoM[u, v, 
( * Definindo um polígono *) 
-c[u, v] b[u, v] -ortc[u, v, p] a[u, v]} 
a[u, v] 2 + b[u, vfl 
p]] 
Pol.Eucl [v_] := Graphics [Line (v], AspectRatio ~ Automatic, Axes-+ True] 
Show [PolEucl [v], AspectRatio -+ Automatic] 
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( * Lista dos vértices que definem os bis setores *) 
m[j_, :i_]:= {v[[j]J, v[[j+l]], v[[i+l]], v[[i+2]]} 
L1 : = Partition [Partition [ 
Flatten[Tab1e[m[j, i], {j, 1, I.ength[v]-1}, {i, j, (I.ength[v]-1) -1}]], 2], 4] 
Print [nO número de mediatrizes do polígono é: n, Length [Ll.]] 
Print[•o número máx±mo possível de interseções das mediatrizes é: 
r.ength [I.l] (I.ength [I.l] - l) ] 
2 
( * Variáveis da próxima rotina *) 
M[i_, j_, k_] : = PontoM [F1atten [ {I.l [ [j- l]], I.l [[i]]}, l][ [k]], 
F1atten [ {I.l [ [j- l]J, I.l [[i]]}, l][ [k + l]], 
ptinterBiss [F1atten [ {I.l [ [j - l]], I.1 [[:i]]}, l]]] 
centro :=O 
raio : = O 
il :=o 
i2 : = o 
• 
' 
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( * Rotina que plota o gráfico dos candidatos, sendo o úl.timo o MJ:C *) 
For [j = 2, j < (Length [Ll.] + 1), For [i = j, i< (Length [L1] + l.), 
J:f[NumberQ[ptinterBiss [Flatten[{Ll.[[j -1]], L1[[i]]), 1]][[1]]] = True, 
J:f[ 
N[M[i, j, 1]] #F1atten[{L1[[j-1]], L1[[i]]), 1][[1]] && 
N[M[i, j, 1]]#Fl.atten[{L1[[j-1]], Ll[[i]]}, 1][[2]] && 
N[distancia [Flatten [ {L1 [ [j - 1]], L1 [[i]]), 1] [ [1]], 
Flatten [ {Ll. [ [j - 1]], L1 [[i]]), 1][ [2]]]] = 
N[ (distancia [Flatten [ {L1 [ [j -1]], L1 [[i]]), l.] [ [1]], M[i, j, 1]] + 
distancia[M[i, j, 1], F1atten[{Ll.[[j -1]], L1[[i]]}, 1] [[2]]])] && 
N[M[i, j, 3]]#F1atten[{L1[[j-1]], L1[[i]]), 1][[3]] && 
N[M[i, j, 3]] #Flatten[{L1[[j -1]], L1[[i]]), 1] [[4]] && 
N[distancia [Flatten [ {L1 [ [j -1]], L1 [[i]]), 1] [ [3]], 
Flatten[{L1[[j -1]], L1[[i]]), 1][[4]]]] = 
N[(distancia[Flatten[{L1[[j -1]], L1[[i]]), l.] [[3]], M[i, j, 3]] + 
distancia[M[i, j, 3], Flatten[{L1[[j -1]], L1[[i]]}, 1] [[4]]])] && 
N[M[i, j, 5]] #Flatten[{L1[[j-1]], L1[[i]]), 1][[5]]&& 
N[M[i, j, 5]]#Flatten[{L1[[j-1]], L1[[i]]), 1][[6]]&& 
N[distancia[Flatten[{L1[[j -1]], Ll[[i]]), 1] [[5]], 
Flatten[{Ll[[j -1]], L1[[i]]}, 1] [[6]]]] = 
N[(distancia[Flatten[{L1[[j -1]], L1[[i]]}, 1] [[5]], M[i, j, 5]] + 
distancia[M[i, j, 5], Flatten[{L1[[j -1]], L1[[i]]}, 1][[6]]])] && 
N[M[i, j, 7]] # Flatten[{L1[[j -1]], L1[[i]]}, l.] [(7]] && 
N(M[i, j, 7]] # Flatten[{Ll[[j -1]], L1[[i]]}, 1] [(8]] && 
N[distancia[F1atten[{L1((j -1]], L1([i]]), 1] ((7]], 
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F1atten[{L1[[j -1]], Ll.[[i]]}, 1] ([8]]]] = 
N[(distancia[Flatten[{L1[[j-1]], L1[[i]]}, 1][[7]], M[i, j, 7]] + 
distancia[M[i, j, 7], F1atten[{L1[[j -1]], L1[[i]]), 1] [[8]]])] && 
N[distancia[ptinterBiss [F1atten[{L1[(j -1]], L1[[i]]), 1]], M[i, j, 3]]] = 
N[distancia[ptinterBiss [F1atten[{L1([j -1]], L1[[i]]), 1]], M[i, j, 5]]] 
, J:f[N[distancia[ptinterBiss[F1atten[{L1[[j-1]], L1[[i]]}, 1]], M[i, j, 3]]] s 
Min[Tab1e [N[r[v[ [k]], v[ (k + 1]], 
ptinterBiss (Flatten ( {L1 ( [j - 1]], L1 ([i]]), 1]]]], (k, 1, Length [v] - 1} ]] && 
N(distancia[ptinterBiss (F1atten({L1[[j -1]], L1[[i]]), l]], M[i, j, 3]]] >raio, 
Print [ •candidato ao Centro: n, 
centro = N [ptinterBiss [F1atten [ {L1 [ [j - 1]], Ll. [[i]] ) , 1]]], • de Raio: •, 
raio=N[distancia[ptinterBiss[F1atten[{Ll[[j-l]], Ll[[i]]), 1]], M[i, j, 3]]], 
• j = n 1 il = j 1 lf i ;::;: n 1 i2 =i, " GRAF:ICO . 
' 
Show[Graphics [{PointSize (0.02], Point /@ {M[i, j, 1], M(i,. j, 3], M[i, j, 5], 
M[i, j, 7], ptinterBiss[Flatten[{L1[[j-1]], L1[[i]]}, 1]]}, 
Circ1e [ ptinterBiss [F1atten [ {L1 [ [j- 1]], L1 [[i]]), 1]], N[ 
distancia[ptinterBiss[Flatten[{L1((j-1]], L1[[i]]}, 1]], M[i, j, 3]]]]}], 
Pol.Eucl [vj, Axes .... Automatic, AspectRatio '""" Automatic] j, Print [ 
"Ponto inválido pelo SEGUNDO teste•, 11 {j,i} { n, j, n I ",i, n }"]] 
I Print [ •Ponto inválido pelo PR:rME:IRO teste n I 
{j,i} : { •, j, n ' n, i, n }"] 
Print [ 0 AS bissetrizes não intersectam-se"," {j,i} 
; i++); j++]; 
{ n, j, n ' n, i, n }"]] 
124 Capítulo A. Apêndice 
J:f [raio 1: O, 
Print["O MJ:C tem centro: •, centro, 
n Raio: ", raio, n # Veja o gráfico acima # ", 
Show[{PolEucl[v], Graphics [{RGBColor[O, O, 1], Circle[centro, raio], 
RGBColor [1, O, O], PointSize [0.02], Point [centro], Text ["Centro•, 
centro+ {O, -0.3}], RGBColor[l,. O, l], Line[{centro, M[i2, il, 1]}], 
Text["Raio", M[i2, il, 1] + {0.3, 0.2}]}]}, AspectRatio .-+Automatic];];, 
Print [ • Este polígono não tem Circulo Inscrito ! • ]] 
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Algoritmo do CMC- Hiperbólico 
( * Declarando os vértices do polígono : 
Forneça na variável vértices abaixo os vértices do polígono desejado . 
Observo que os vértices devem ser forncecidos de forma ordenada pelo 
caminhar sobre o perímetro do polígono iniciando em um vértice no sentido 
horário (ou anti-horário) até chegar ao seu antecessor nesta caminhada; 
Abaixo apresento alguns exemplos : 
{{6,3),{3,5),{0,5),{-2,3),{-2,2),{0,1),{3,1));~ Inicio-{6,3) Tér.mino-{3,1) 
{{8,20),{3,26),{0,26),{-5,22),{-5,18),{0,14),{3,14));~ 
Inicio-{8#20} Tér.mino-{3,14} 
•) 
vertices := {{200, 0.1), {O, 2), {-200, 0.1), {O, 0.1)) 
v:= Partition [Flatten [ {vertices, vertices [ [l]]}], 2] 
Print["O polígono tem ", Length[vertices], 
" arestas e o conjunto dos vértices é: n, v] 
( * Distancia hiperbólica e circulo hiperbólico *) 
distancia [u_, v_] := 2 ArcTanh [ (u[[1]] -v[[1]])
2 + (u[[2]] -v[[2]]) 2 
(u[ [l]]- v[ [1] ]) 2 + (u[ [2]] +v[ [2] ]) 2 
circuloH[u_, r_] :=Circ1e[{u[[1]], u[[2]] Cosh[r]), u[[2]] Sinh[r]] 
( * Segmento geodésico entre dois pontos *) 
c[u_, v_] :=If[u[[1]] ;v[[l]], { 
u [ [ 1]] 2 + u [ [2 1 1 2 - v [ [ l 1 1 2 - v [ [ 21 1 2 ' 
o}. {u[[l]J, OJ] 
2 (u[[1]]-v[[l]J) 
r[u_, v_] := 
If[u[[l]];v[[l]], l ~[ 2 2 (u[[l]] 2 +u[[2]] 2 -v[[l]] 2 -v[[2]] 2 )
2 
- 4u[[l]] +4u[[2]] + -
2 (u[[1]] -v[[l]]) 2 
4 u [ [ 1] ] (u [ [ 1] ] 2 + u [ [ 2] ] 2 - v [ [ 1] ] 2 - v [ [ 2] ] 2 ) ) 
____:..:......:..::....:....c:....:_:_:.___;;_;;_..:.;;_____:.:.....:..::_..:...:.._:..:....:.. ' o l 
(u[[1]] -v[[l]]) 
u [ [2] 1 
e[u_, v_]:= ArcSin[-;================-~ (u[[l]] -c[u, v] [[1]]) 2 +U[[2]] 2 
a [u_, v_] : = If [u [ [ 1] ] < c [u, v] [ [ 1] ] , 1r - e [u, v] , e [u, v] ] 
geod [u_, v_] := If [u[ [1]] ; v[ [l]], Graphics [ 
{PointSize[0.015], Point[N[c[u, v]]], Thickness[.OOS], Circle[c[u, v], r[u, v], 
{Min[{a[u, v], a[v, u])], Min[{a[u, v], a[v, u])] +Abs[a[u, v] -a[v, u]])]), 
AspectRatio ~ Automatic, Axes -+ {True, False}], 
Graphics [ {PointS:i.ze [O. Ol.S], Point [u], Thickness [. 005], Line [ {u, v}]}, 
AspectRatio -+ Automatic, Axes -+ {True, False}] J 
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( * Plotanto a geodésica definida por dois pontos *) 
fl. [u_, v_] : = 
Graphics[{Text[c[u, v], {c[u, v] [[l]], -3}], Point[c[u, v]], Thickness[.007], 
Line[{{c[u, v] [[l]], O), {c[u, v] [[l]], 2Max[{u[[2]], v[[2]]}]}}]}, 
AspectRatio -+ Automatic, Axes -+ {True, False}] 
f2 [u_, v_] : = Graphics [ {Text [N[c [u, v]], {c [u, v] [ [l.]], -2}], 
Point[c[u, v]], Thickness[.007], Circle[c[u, v], r[u, v], {O, 1r}]}, 
AspectRatio -+ Automatic, Axes -+ {True, False}] 
g[u_, v_]:= l:f[u[[l]] =v[[l]], fl.[u, v], f2[u, v]] 
( * Bissetor de dois vértices *) 
bc [u_, v_] : = 
[ {
u[[l]] +v[[l.]] } {u[[2]] v[[l]]-u[[l]] v[[2]] }] 
If U[[2]] =V[[2]], , 0, , 0 
2 u[[2]]-v[[2]] 
[(
u[[l.]] v[[2]] -u[[2]] v[[l]] ) 2 
br[u_, v_]:= If[u[[2]] =v[[2]], O, I + 
"\{ u[[2]] -v[[2]] 
v[[2]] (u[[l]] 2 +u[[2]] 2 ) -u[[2]] (v[[l]] 2 +v[[2]] 2 )) J 
u[[2]] -v[[2]] 
grafretabiss [u_, v_] : = 
If[u[[2]] =v[[2]], Graphics[{Point[bc[u, v]], Thickness[.007], RGBColor[O, O, l], 
Line [ {bc [u, v], {bc [u, v] [ [l]], 2 . 1 [ 1 (u [ [2]] v [ [2]] (u [ [1]] 2 - 2 
"\f (u[[2]] +v[[2]]) 2 
u((l]] V[(llJ +v[[2]] 2 +U([2]] 2 +V[[l]l 2 +2u[(2]] v((2]])) )nn, 
AspectRatio -+ Automatic, Axes -+ {True, Falsa}], Graphics [ 
{Text[N[bc[u, v]], {bc[u, v] [[l]], -2}], Point[bc[u, v]], 
Thickness [.007], RGBColor[O, O, 1], Circle[bc[u, v], br[u, v], {O, 7r}]}, 
AspectRatio -+ Automatic, Axes -+ {True, Falsa}]) 
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( * Raio e o Centro do CMC quando toca em dois vértices *) 
u[[2]] v[[1]] +U[[1]] v[[2]] 
Centro1 [ u_, v_] : = rf [ u [ [ 2] ] ~ v [ [ 2]] , { -'-'-;:..:_--::..c._:..c._--::-:-:-:-'----'-'-
u[[2]] +V[[2]] 
1[ 1 (u[[2]]v[[2]] (u[[1]] 2 -2u[[1J]v[[1]]+v[[2]] 2 + 
'I (u[[2]] +v[[2]]) 2 
u[[2]] 2 +v[[1]] 2 +2u[[2]]v[[2]])))}· u[u[[1]].v[[1]], 
r( br[u, v] 2 -r[u, v] 2 + c[u, v][[1]] +bc[u, v][[1]] )· 
2 (c [u, v] [ [1]] - bc [u, v] [ [1]]) 2 
~ [ 2 ( ( br [u, v] 2 -r [u, v] 2 r [u, v] - + 2 (c [u, v] [ [1]] - bc [u, v] [ [1]]) 
c [u, v] [ [1]] + bc [u, v] [ [1]] ) ) ')} 
-c[u,v][[1]], 
2 
{c[u, v] [[1]], -/br[u, v] 2 - (c[u, v] [[1]] -bc[u, v] [[1]]) 2 }]] 
rl [u_, v_] : = distancia [u, Centrol. [u, v]] 
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( * Raio e o Centro do CMC quando toca em três vértices *) 
Centro2 [ {u_, v_, w_, z_}] : = 
U[N[br[u, v]]= O&&N[br[w, z]] >O, :tf[Abs[bc[u, v] [[1]]-bc[w, z] [[1]]] <br[w, z], 
{bc[u, v] [[1]], -Jbr[w, z] 2 - (bc[u, v] [[1]] -bc[w, z] [[1]]) 2 , 2}, 
H[Abs[bc[u, v] [[1]] -bc[w, z] [[1]]] =br[w, z], 
{bc[u, v][[1]], -Jbr[w, z] 2 - (bc[u, vj[[1]]-bc[w, z][[l]]) 2 , 1}. {O, O, O}]), 
H[N[br[w, z]] > O&&N[br[w, z]] =O, H[Abs[bc[w, z] [[1]]-bc[u, v] [[1]]] <br[u, v], 
{bc[w, z] [[J.]], -Jbr[u, v] 2 - (bc[w, z] [[J.]] -bc[u, v] [[1]]) 2 , 2}, 
:rf [Abs [bc [w, z] [ [J.]] - bc [u, v] [ [1]]] = br [u, v], {bc [w, z] [ [J.]], 
-)br[u, vj 2 - (bc[w, z] [[J.]]-bc[u, v] [[1]]) 2 , 1}, {O, O, o}]], U[N[br[w, z]] >O&& 
N[br[w, z]]> O, H[Abs[bc[u, v] [[1]]-bc[w, z] [[1]]] =br[u, v] +br[w, z], 
-------------- + , r [u, v] -{ 
br[u,v] 2 -br[w,z] 2 bc[u,v][[l.]]+bc[w,z][[J.]] ~( 2 
2 (bc [w, z] [ [J.]] - bc [u, v] [ [1]]) 2 
( 
br[u, vj 2 -br[w, z] 2 + bc[w, z] [[J.]] -bc[u, v] [[J.]] )')· 
1
}, 
2 (bc[w, z] [[J.]]-bc[u, v] [[1]]) 2 
U[Abs[bc[u, v] [[J.]]-bc[w, z] [[J.]]] < (br[u, v] +br[w, z]), 
U[bc[w, z][[J.]] =bc[u, v][[1]], {O, O, O), If[N[br[u, v] 2 ] = 
N[( br[u, v] 2 -br[w, z] 2 + bc[w, z] [[1]] -bc[u, v] [[1]] )'J, 
2 (bc[w, z] [[l.]] -bc[u, v] [[1]]) 2 
br[u, v] 2 -br[w, z] 2 
{ 2 (bc[w, z] [[1]] -bc[u, v] [[1]]) + 
bc[u, v][[1]] +bc[w, z][[1]] 
2 
~ ( 2 ( br[u, v] 2 -br[w, z] 2 br [u_,. v] - + 2 (bc [w, z] [ [1]] - bc [u, v] [[1]]) 
bc[w, z] [[1]] -bc[u, v] [[1]] J'J } [ 2 
, 1 , :rf N[br[u, v] ] > 
2 
N[( br[u,v] 2 -br[w,z] 2 +bc[w,z][[1]]-bc[u,v][[1]])'J, 
2 (bc[w, z] [[1]] -bc[u, v] [[l.]]) 2 
br[u, v] 2 -br[w, z] 2 
{ 2 (bc[w, z] [[l.]] -bc[u, v] [[1]]) + 
bc[u, v] [[1]] +bc[w, z] [[1]] 
2 
( 
br[u, v] 2 -br[w, z] 2 + bc[w, z] [[1]] ~bc[u, v] [[1]] J'J. 
2 (bc [w, z] [ [1]] - bc [u, v] [ [1]]) 
2}, {O, O, o}j Jl, {0, O, O) Jl, {0, O, O} llJ 
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( * Comando que gera o polígono hiperbólico *) 
t := 
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Max[Table[v[[i, l.]], (i, l., Length[v]}]] +Min[Tabl.e[v[[i, l.]], (i, l., Length[v]}]] 
2 
polihip [v_] : = {Graphics [ {PointSize [O. 02], Point /@v, 
RGBColor [O,. O, 1], Text ["Plano Hiperbólico", {t, -2}]}], 
Table[geod[v[[i]], v[[i+l.]]], (i, l, Length[v]-l.}]} 
Print[" o poligono dos vértices fornecidos "]; 
Show[{polihip [v], Graphics [{RGBColor [l., O, O], 
PointSize [0.02], Point [ {Centro2 [{v[ [l.]], v[ [4]], v[ [l.]], v[ [3]]}] [ [l.]], 
Centro2[{v[[l.]], v[[2]], v[[l]], v[[3]]}] [[2]]}])]), 
AspectRatio -+ Automatic, Axes -+ {True,. False}]; 
( * Lista dos vértices que definem os bis setores *} 
m[j_, i_]:= {v[[j]], v[[i+l]]} 
Ll : = Partition [Partition [ 
Fl.atten[Table[m[j, i], {j, l., Length[v] -l), (i, j, (Length[v] -l.) -l.)]], 2], 2] 
Print ['"0 número de bissetores do poligono é: ", Length (Ll.]] 
Print[•o número máximo possível de interseção dos bissetores é: 
Length [Ll] (Length [Ll.] - l.) 
2 
{ * Variáveis utilizadas na próxima rotina *) 
centro := {O, O} 
lista : = Array [b, Length [Ll.]] 
b[i_] :• N[distancia[Ll[[i]] [[l.]], Ll[[i]] [[2]]]] 
raio := Max[lOO *lista] 
il ::;:; o 
i2 :=o 
n 
' 
centro [ (u_, v_, w_, z_)] ·- {Centro2 [ (u, v, w, z}] [ [l.]], Centro2 [ (u, v, w, z}] [ [2]]} 
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( * Rotina que plota o gráfico dos candidatos, sendo o último o CMC *) 
For [j = 2, j < (Length [Ll.] + l.), For [i= j, i < (Length [Ll.] + l.), 
U[ 
Centro2 [Fl.atten[{Ll.[[j -l.]], Ll.[[i]]}, l.]] [[3]] = 2 
If [ 
N[distancia [Centro [Fl.atten [ {Ll. [ [j - l.]], Ll. [[i]]}, l.]], Ll. [ [j - l., l]]]] = 
N[distancia[Centro[Flatten[{Ll[[j -l.]], Ll.[[i]]), l]], Ll[[i, l]]]] 
li<& 
N[distancia [Ll [ [j -1, l.]], Centro [Flatten [ {Ll. [ [j -l]], Ll. [[i]]), l.J 11 J ~ 
Max ['l'abl.e [N [distancia [v [ [k] J, Centro [Flatten [ {Ll. [ [j - l.]], Ll [ [i]]), l]] J J, 
{k, l., Length [v] - l} J] 
&& N[distancia [Ll [ [j -l., l.]], Centro [Flatten [ {Ll. [ [j -l.Jl, Ll. [[i]]), ll J 11 s raio, 
Print [ 
•candidato ao Centro: •, centro = N[Centro [l"latten [ {Ll [ [j - J.]], Ll. [[i] J}, l]] J, 
n de Raio: • , 
raio=N[distancia[Ll[[j-l., l]], centro[Flatten[{Ll[[j-l.JJ, Ll.[[ilJ}, l.J]]], 
n j = n I il = j I n 
Show [ { 
polihip [v], 
Graphics [ { 
PointSize[0.02], 
i = ", i2 =i, n GRAFICO 
Point /@ {Ll [ [j- l., l.J], Ll. [ [j -l., 2]], Ll. [[i, l.J J, 
• , 
Ll.[[i, 2]], Centro[Fl.atten[{Ll.[[j -l.JJ, Ll.[[i]]), l.J]), 
circuloH[Centro[Flatten[{Ll.[[j -l.]], Ll.[[i]]), l.]], N[ 
distancia[Ll[[j -l, l.]], Centro[Flatten[{Ll[[j-l]], Ll[[i]]}, l]J] 
11 
} J 
} , Axes ~ {True, False}, AspectRatio -+ Automatic] 
I Print r·o círculo obtido não circunscreve ou tem raio maior que o 
anterior (SEGUNDO teste) n I n { j, i} : { n' j' n ' n' i, n } n]] 
I Print [•Estes bissetores não intersectam-se em H! n, 
{j,i} {",j,•,",i,"}"] 
; i++] 
; j ++ 1; 
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Print["################################# ATENÇÃO ###### 
###########################•, • Até este ponto o RAiO É: •, raio, 
• Agora verificaremos se existe algum CMC tocando em apenas dois pontos!", 
• ################################# 
ATENÇÃO #################################"]; 
For[j = 2, j < Length[v], For[i = j, i< Length[v], 
if[N[r1[v[[j -1]], v[[i]]]] >Max[ 
Tab1e[N[distancia[v[[k]], Centro1[v[[j-1]], v[[i]]]]], {k,1, Length[v]-1}]] 
&& 
N[r1[v[[j -1]], v[[i]]]] <raio, 
Print [ 
ncandidato ao Centro foi dado pela segunda rotina 
centro=N[Centro1[v[[j-1]],v[[i]]]], • de Raio: •, 
raio=N[r1[v[[j-1]], v[[i]]]], i2=j-1, 
Show[ { 
polihip [v] , 
Graphics [ { 
PointSize[0.02], 
. 
• 
Point/@{v[[j-1]], v[[i]], Centro1[v[[j-1]], v[[i]]]}, 
circuloH[Centro1[v[[j -1]], v[[i]]], N[r1[v[[j -1]], v[[i]]]]] 
} ] } , Axes -+ {True, Falsa}, AspectRatio -+ Automatic] 
Print[" Este ponto não é um círculo circunscrito 
ou não é menor que o atual CMC! j = n, j, • , i = n, i] 
; i++] 
; j ++]; 
Print [ 
•############################# ENCERRAMOS OS TESTES 
" ########################## ABAIXO 
SEGUE O RESULTADO #######################"]; 
if[centro[[2]] c# O, 
Print[• O CMC tem centro: •, centro, 
Raio: •, raio, n - Veja o gráfico - •, 
#######################•, 
Show [ {polihip [v], Graphics [ {RGBColor [O, O, 1], circuloH [centro, raio], 
RGBColor [1, O, O], PointSize [0.02], Point [centro], 
'l'ext[ncentron, centro+ {0, -0.3}], RGBColor[l, O, 1], 
Line[{centro, L1[[i2, l.]]}], Text[•Raio•, Ll.[[i2, 1]] + {0.3, 0.2)]}]), 
Axes -+ {True, False}, AspectRatio -+ Automatic];] , 
Print [ • Este polígono não tem Círculo Circunscrito ! •JJ 
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Algoritmo do CMC - Euclidiano 
( * Declarando os vértices do polígono : 
Forneça na variável vértices abaixo os vértices do polígono desejado. 
Observo que os vértices devem ser forncecidos de for.ma ordenada pelo 
caminhar sobre o perímetro do polígono iniciando em wn vértice no sentido 
horário (ou anti-horário) até chegar ao seu antecessor nesta caminhada; 
Abaixo apresento alguns exemplos : 
{{4,0},{4,2),{0,2},{-2,~}.{-~.-~).{0,-2},{4,-2}};~ 
Inicio-{4,0} Tér.mino-{4,-2}; 
{{7,3),{5,5},{3,7),(0,5},{-2,3},{-2,2},(0,1),{3,~}};~ Inicio-{7,3} Término-(3,~}; 
*) 
vertices :; {{6, O}, {4, 1}, {2, 1.70}, {O, 2}, {-2, 1}, {-1, -1), {O, -2}, {4, -1.5}, {5,-
v : = Partition [Flatten [ {vertices, vertices [ [1]]}], 2] 
Print [ "0 polígono tem n I Length [vertices] I 
• arestas e o conjunto dos vértices é: .. , v] 
( * Distancia Euclidiana *} 
distancia [ u_, v_] : ; ..Jr(_u_[_[_1_]_] ---v-[_[_1_]_]_) -, -. _(_u_[_[ 2-]]---v-[_[_2_1 -] -) 2 
(* Coeficientes da forma geral de wna reta*) 
a[v_, w_] := -(w[[2]]-v[[2]]) 
b[v_, w_] := (w[[~]] -v[[1]]) 
c[v_, w_] :; -(v[[1]] a[v, w] +v[[2]] b[v, w]) 
ortc [v_, w_, p_] :; (p[ [1]] b[v, w]- p[ [2]] a[v, w]) 
reta[v_, w_, x_, y_] := a[v,. w] X+b[v, w] y+c[v,. w] 
ortreta[v_, w_,. p_,. x_,. y_] := -b[v,. w] x+a[v,. w] y+ortc[v,. w, p] 
( * Ponto de interseção de duas retas *) 
ptintereta[u_,. v_,. w_,. z_] := If[(a[u,. v] b[w, z] -a[w,. z] b[u,. v]) i O,. 
{b[u,. v] c[w, z] -b[w,. z] c[u,. v],. c[u,. v] a[w, z]-c[w,. z] a[u,. v]},. 
a[u, v] b[w, z]-a[w, z] b[u, v] a[u, v] b[w, z]-a[w, z] b[u, v] 
Print[•Não possui ponto de interseção•]] 
( * Bis setor de dois vértices que neste caso chamaremos de mediatriz *) 
( * Este comando coincide com o comando nortreta n acima *) 
Biss1A[u_, v_]:; v[[1]]-u[[~]] 
Biss1B[u_, v_]:; v[[2]] -u[[2]] 
Bissl.C [u_,. v_] : = u[[1]]
2 +U[[2]] 2 -v[[1]] 2 -v[[2]] 2 
2 
retabiss [u_, v_,. x_,. y_] : = BisslA [u,. v] x + BisslB [u, v] y + Bisslc [u, v] 
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(* Raio e o Centro do CMC quando toca em dois vértices *) 
{
u[[1]] +V[[1]] u[[2]] +V[[2]]} 
central [u_, v_] : = , 
2 2 
rl. [u_, v_] :=distancia [u, Centrol (u,. v]] 
( * Raio e o Centro do CMC quando toca em três vértices *) 
centro2 [ {u_, v_, w_, z_}] := 
:If [ (BisslA [u, v] BisslB [w, z] - Bissl.A [w, z] Bissls [u, v]) tO, 
N[ { (Bissl.B [u, v] Bisslc [w, z] - Bissl.B [w, z] Bissl.C [u, v]) I 
(BisslA [u, v] BisslB [w,. z] - sissl.A [w, z] Bissl.B [u, v]), 
(BisslC [u, v] Bissl.A [w, z] - Bissl.C [w1 z] Bissl.A [u, v]) 1 
(Bissl.A [u, v] Bissl.B [w, z] - Biss1A [w, z] Bissl.B [u,. v])}], 
{"Não possui ponto de interseção", O}] 
( * Ponto de interseção de dois bis setores *) 
ptinterBiss [ {u_, v_, w_, z_}] := 
J:f [ (BisslA [u, v] BisslB [w, z] - BisslA [w, z] Bissl.B [u,. v]) tO, 
{ (Biss1B [u, v] BisslC [w, z] - Biss1B [w, z] Biss1C [u, v]) I 
(BisslA [u, v] BisslB [w, z] - Bissl.A [w, z] BisslB [u, v]), 
{BisslC [u, v] BisslA [w, z] - BisslC [w, z] BisslA [u, v]) I 
{Biss1A [u, v] BisslB [w, z] - BisslA [w, z] BisslB [u, v])}, 
{Print ["Não possui ponto de interseção"] , O}] 
{ * Definindo um poligono *) 
PolEucl [v_] := Graphics [Line [v], AspectRatio-+ Automatic, Axes-+ True] 
Show [Po1Eucl [v]] 
(* Lista dos vértices que definem os bissetores *) 
m[j_, i_] :={v[ [j]], v[ [i+ 1]]} 
Ll : = Parti tion [Parti tion [ 
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Fl.atten[Tabl.e[m[j, i], {j, 1, Length[v]-1}, {i, j, (Length[v]-1) -1}]], 2], 2] 
Print ["O número de arestas do poligono é: ", Length [Ll]] 
Print[no número máximo possivel de interseções das mediatrizes é : •, 
Length [L1] (Length [L1] - 1) 
2 
( * Variáveis utilizadas na próxima rotina *) 
centro ==O 
lista :=Array[b, Length[L1]] 
b[i_] := N[distancia [L1 [[i]] [ [1]], L1 [[i]] [ [2]]]] 
raio:= 1.00 *MaX[lista] 
il := o 
i2 : = o 
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( * Rotina que plota o gráfico dos candidatos , sendo o último o CMC *) 
For [j = 2, j < (Length [L1] + 1), For [i = j, i < (Length [L1] + 1), 
If[ 
NwnberQ[Centro2 [F1atten[{L1[[j -1]], L1[[i]]}, l.]] [[1]]] = True 
If[ 
N[distancia [Centro2 [F1atten [ {L1 [ [j - 1]], L1 [[i]]}, 1]], L1 [ [j - l, 1]]]] = 
N[distancia [Centro2 [F1atten [ {Ll [ [j -1]], Ll [[i]]}, l]], L1 [[i, l.]]]] 
&& 
distancia [Ll [ [j - l, l]], Centro2 [F1atten [ {L1 [ [j - 1]], L1 [[i]]}, l]]] > 
Max [Table [N[distancia [v [ [k]], Centro2 [Flatten [ {Ll [ [j - 1]], L1 [[i]]}, l]]]], 
{k, 1, Length [v] -l}]] 
&& 
N[distancia[Ll[[j-1, 1]], Centro2[Flatten[{L1[[j-1]], Ll[[i]]}, 1]]]] sraio, 
Print [ 
•candidato ao Centro: •, centro =N[Centro2[Flatten[{Ll[[j-l]], L1[[i]]), 1]]], 
" de Raio: • , 
raio= N[distancia [Ll [ [j- 1, 
j = n 1 il = j, " i = 
Show[ { 
Pol.Eucl [v] , 
Graphics [ { 
PointSize[0.02], 
1]], Centro2 [Flatten [ {L1 [ [j -1]], L1 [[i]]}, 1]]]], 
11 
1 i2 = i 1 " GRAF:ICO n 1 
Point/@{Ll[[j-1, l]], Ll[[j-1, 2]], Ll[[i, 1]], 
Ll [[i, 2]], Centro2 [Flatten [ {L1 [ [j - 1]], L1 [[i]]}, 1]]}, 
Circle [ Centro2 [Flatten [ {Ll [ [ j - l]] , L1 [ [i]) } , l]] , N [ 
distancia [L1 [ [j - 1, l]], Centro2 [Flatten [ {L1 [ [j - 1]], L1 [[i]]}, l]]] 
]] 
} l 
} , Axes -+ Automatic , AspectRatio -+ Automatic ] 
Print["Ponto inválido pelo SEGUNDO teste•, • {j,i} 
, Print ["Estas mediatrizes não intersectam -se! ", 
n {j,i} : { ", j, n ' •, i," }"] 
; i++]; j++]; 
{ n, j, n 
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Print["################################# ATENÇÃO ###### 
###########################", • Até este ponto o RAIO É: • raio, 
" Agora verificaremos se existe algum. CMC tocando em apenas dois pontos ! .. , 
• ################################# 
ATENÇÃO #################################"1; 
For[j = 2, j < Length[v], For[i = j, i <Length{v], 
If[r1[v[[j -111, v[[i111 >Max[ 
'l'ab1e[N[distancia[v[[k11• Centro1[v[[j -111. v[[i11111• (k, 1, Length[v1 -1}11 
&&r1[v[[j -111. v[[i1Jl s raio, 
Print ( 
"Candidato ao Centro foi dado pela segunda rotina 
centro=N[Centrol.[v[[j-111· v[[i1J1], • de Raio: 
raio= N[r1[v[[j -1]], v[[i]]]1, i2 = j -1, 
Show[{ 
PolEucl. [v] , 
Graphics [ { 
PointSize[0.02], 
. 
' 
• 
Point /@ {v [ [ j - 1] ] , v [ [i 1 ] , Centrol. [v [ [j - 11 1 , v [ [i 1 1 ] } , 
Circl.e[Centro1[v[[j -1]], v[[i]]], N[rl.[v[[j -1]], v[[i]]]]] 
} ] } , AXes -+- Automatic, AspectRatio -+- Automatic] 
Print["Este ponto não é um circulo circunscrito 
ou não é menor que o atual CMC! j = •, j, n , i = •, i] 
; i++] 
; j ++]i 
Print [ 
"############################# ENCERRAMOS OS TESTES 
" ########################## ABAIXO 
SEGUE O RESULTADO #######################"]; 
Print[" O CMC tem centro: ", centro, n Raio: ", 
raio, n # Veja o gráfico acima # n, 
Show[{PolEucl [v], Graphics [{RGBColor[O, O, 1], 
#######################•, 
Circle[centro, raio], RGBColor[1, O, O], PointSize[0.02], Point[centro], 
Text["Centro", centro+ {O, -0~3}], RGBColor[1, O, 1], Line[{centro, L1[[i2, 1]]}], 
Text ["Raio•, L1 [ [i2, 1]] + (0.3, 0.2) ])] } , AspectRatio _, Automatic] ;] 
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Algoritmo de Keen 
( * Algoritmo para expressar um polígono fundamental dependendo somente do gênero *) 
( * ELABORAÇÃO POLÍGONO KEEN MODELO DISCO DE POINCARÉ *) 
(* Vértices ordenados no sentido anti-horário *) 
( * Comando que gera a transformação de Mõbius correspondente a uma matriz *) 
M[A_, z_J := 
A[[l, l]J (z[[l]] +iz[[2]]) +A[[l, 2]] 
A[[2, l]] (z[[l]J +iz[[2]]) +A[[2, 2]] 
( * Pontos fixos de uma. transformação a partir de sua matrix *) 
ptfixol [A_] : = 
2iJ:m[N[A[[l, l]J]J +-J -4 Im[A[[l, 1]]] 2 +4A[[l, 2]] Conjugate[A[[l, 2]]] {Re [ 1' 
2 i Im[N[A[ [l, 
:rm[ 
ptfixo2 [A_] : = 
2 Conjugate [A[ [l, 2]]] 
l]]]] + -J -4 Im[A[ [l, l] ]] 2 + 4 A[ [l, 
2Conjugate [A[[l, 2]]] 
2]] Conjugate [A[[l, 2]]] ]} 
2iJ:m[N[A[[l, l]JJJ --J-4Im[A[[l, l]J] 2 +4A[[1, 2]] Conjugate[A[[l, 2]]] {Re[---------------------1, 
2 Conjugate [A[ [1, 2]]] 
2:i!.Im[N[A[[1, 1]]]] --J-4Im[A[[1, l]]] 2 +4A[[1, 2]] Conjugate[A[[1, 2]]] 
:rm[ 2 Conjugate [A[ [1, 2]]] ]} 
( * Centro da geodésica que liga os pontos fixos de uma transformação hiperbólica *) 
centro [ (p_, q_)] : = 
N[Flatten[(x, y) 1. Solve[(2p[[l]] X+2P[[2]] y; p[[l]] 2 +P[[2]] 2 +1) && 
(2q[[1]]X+2q((2]]Y; q[(1]] 2 +q[(2]] 2 +l), (x,y)]Jl 
( * Ponto de interseção de duas geodésicas a partir de seus centros *) 
norma[p_] :=-J (p[[1]]) 2 + (P[[2]]) 2 
ptinter [ (p_, q_)] : = If [norma [ (x, y) I. 
So1ve [ { (2 p [ [1]] x + 2 p [ [2] ] y; x 2 + y 2 + 1) && (2 q [ [1]] x + 2 q [ [2] ] y; x 2 + y 2 + l)), 
(x, y)] [ [1]]] < l, (x, y) I. 
Solve[{(2p[[1]] X+2p[[2]] y; x 2 +l"+1) && (2q[[l]] x+2q[[2]] y; x 2 +Y2 +l)), 
(x, y)] [ [1]], (x, Y) I. 
So1ve [ { (2 p [ [1] ] x + 2 p [ [2]] y ; x 2 + y' + 1) && (2 q [ [1]] x + 2 q [ [2]] y ; x 2 + y 2 + 1) ) , 
(x, y)] [ [2]]] 
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( * Definindo os vértices do polígono canônico *) 
Po [g_] := ptinter [{centro [ {ptfixo1 [Xnverse [a1 [k, g]]], ptfixo2 [J:nverse [a1 [k, g1 ]] } ] , 
centro [ {ptfixo1 [Xnverse [/31 [k, g]]], ptfixo2 [Xnverse [/31 [k, g]]]}]} 1 
Po [g_] := Xnverse [a1 [k, g]] ./31 [k, g] 
> 
Po [g_] := :rnverse [a1 [k, g1] 
' 
Po [g_] := /31[k, g] 
3 
Po[g_] :=/31[k, g1.Xnverse[a1[k, g]] 
• 
(* Abaixo descrevemos as colunas ck=l, 2 , 3 , 4 conforme apresentado no artigo *) 
p.fj_, g_J[H_] :=J3[j, g1.Xnverse[a[j, g]J.Xnverse[{l[j, g1].a[j, g1.H 
C.fg_] := ComposeList [Flatten[Table[{p4 [j, g]}, {j, 2, g)]], p 0 (g1] 
• 
c3 [g_] :=Tab1e[{a[j, g1.C.fg][[j-1]]), {j, 2, g)J 
C,[g_1 :=Tab1e[{Xnverse[/3[j, g]].a[j, g1.C4 [g1[[j-1]]), {j, 2, g}] 
C,[g_1 :=Tab1e[{Xnverse[a[j, g]].Xnverse[{l[j, g1J.a[j, g].C<[g][[j-1]1), {j, 2, g}1 
( * Descrevendo os Vértices do Polígono Canônico *) 
v3(g_] := {Re[M[Po[g1, Po[gJ]], :rm[M[Po[g], Po[gJ]]} 
3 3 
v,[g_] := {Re(M[Po[g1, Po[gJ]], :rm[M(Po[g], Po[gJ]]} 
' 2 
v, [g_1 : = Po [g1 
v,[g_1 := {Re(M[Po[g1, Po[gJ]], :tm(M[Po[g1, Po[g1]]} 
3 3 
vs[g_] := {Re[M[Po[g], Po[gJ]], :rm(M[Po[g], Po[gJ]]} 
• • 
semiVertices [g_] := 
Partition [Flatten [Table [ { {Re [M[Partition [Flatten [C, [g] [ [k- 1]]], 2], p 0 [g]]], 
:rm[M[Partition[Flatten[C,[g] [[k-1]]], 2], p 0 [g]]]), 
{Re [M[Partition [F1atten [C2 [g] [ [k- 1]]], 2], p 0 [g]]], 
:rm[M[Partition[Flatten[C2 [g] [[k-1]]], 2], p 0 [g]]]), 
{Re [M[Partition [F1atten [Cs [g] [ [k -111], 21, Po [g1 11, 
:rm[M[Partition[F1atten[C3 [g] [[k-1]]], 2], p 0 [g]]]), 
{Re[M[C.fg] [[k]], Po[gJJ1, :tm[M[C,[g] [[k11, p 0 [g]J1)), {k, 2, g)]], 21 
vertices [g_] : = Partition [Flatten [ {v1 [g], v 2 [g], v 3 [g], v, [g], v 5 [g], semiVertices [g]}], 
21 
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( * Ferramentas hiperbólicas necessária 
para plotar o polígono no disco de Poincaré *) 
( * O PROBLEMA DA GEODÉSICA ESTÁ RESOLVI:DO ABAIXO - DEPOIS Deveremos verificar se 
existe a necessidade dos comandos acima para outras etapas aqui descritas. *) 
ce [p_, <L1 : = { { ( q [ [ ~ 11 2 + q [ [ 211 2 + ~) • P [ [ 211 - (p [ [ ~ 11 2 + P [ [ 211 2 + ~) • q [ [ 211 ) I 
(2 (q[[~]] p[[2]] -p[[~11 q[[21])), 
( (p [ [ ~ 11 2 + P [ [ 211 2 + ~) • q [ [ ~ 11 - ( q [ [ l.11 2 + q [ [ 211 2 + ~) • p [ [ ~ l J ) I 
(2 (q[[~11 p[[2]]-p[[~]] q[[21]))) 
raio [p_, q_1 : = --J ce [p, q][ [~]] 2 + ce [p, 111 [ [211 2 - ~ 
p := {0.5, 0.4) 
q := {-0.5, 0.4} 
agl.[p_, <L1 :=ArcTan[p[[~11 -ce[p, q1 [[~11, (P[[2]]-ce[p, 111 [[2]])1 
ag2[p_, <L1 :=ArcTan[q[[~]]-ce[p, q1 [[111, (11[[211 -ce[p, 111 [[2]])1 
ang~ [p_, <L1 : = 
U [ag~ [p, 111 <O && Abs [ag~ [p, 111 - ag2 [p, q] + 2 rr1 < rr, 2 rr + ag~ [p, 111, agl [p, 1111 
ang2 [p_, q_1 : = U [ag2 [p, q1 < O && Abs [ag~ [p, q1 - ag2 [p, 111 - 2 rr1 < "• 
2" + ag2 [p, q1, ag2 [p, q]] 
var [p_, <L1 : = {Min [ {ang2 [p, 111, ang~ [p, q]} 1, Max [ {ang2 [p, 111 , angl [p, q]} 1) 
geodesica [p_, q_] : = Circle [ce [p, q], raio [p, q], var [p, q]] 
Hline [ {P_, Q__} 1 := Xf [Det [ (P, Q}] =O, Line [ {P, Q)], geodesica [P, Q]1 
( * Função que define as linhas do bordo do polígono *) 
poligonoH [v_] : = Table [ 
Hline[{{v[[i, l]], v[[i, 21]}, {v[[i+l, ~11, v[[i +~, 2]]}}], {i, l, Length[v] -l}] 
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(* Definindo as matrizes do grupo fuchsiano que corresponde 
a uma superfície compacta orientável de gênero g. Plotando a 
região fundamental Ford que coincide com o daminio de Dirichlet *) 
(* Acrescentarei aqui as matrizes dos cálculos que obtive para o 
caso de genero g no modelo do disco de Poincaré. k representa 
o número de funções de emparelhamento e g o gênero. *) 
:rr 
S(g_] :=-
g 
l +Cos[ e[lll] 
al [k_, g_] : = { { 2 
Sin [ !l!!l. ] 
2 
. i.!!.& 
:n. e 2 , -
• 3 e[g-J } i.e:a.-,- ' 
{- 2 Cos [ !l!!l. ] 2 1 + Cos [ !.!.!L ] [ . "''' l 2 [ . .!!"-] }} Conjugate :i e 1 -,- , Conjugate i e 1 2 
Sin [ !.!.!L ] 
2 
J3l(k_, g_] := {{al[k, g] ([l, l]], al[k, g] ([l, 2]] e• •r," }. 
{ [ ·~] }} Conjugate al[k, g] ([l, 2]] e• ' , Conjugate[al[k, g] [(l, l]]] 
a[k_, g_] := J:f[k = l, al[k, g], {{al[k, g] ( [l, l]], al[k, g] ( [l, 2]] ei2•t•l (k-11 ), 
{Conjugate(al[k, g] ([l, 2]] ei2•t•l (k-11], conjugate(al[k, g] ([l, l]]]}}] 
J3 [k_, g_] : = J:f [k = l, /3l [k, g], {{ al (k, g] ( [l, l]] , al [k, g] ( [l, 2]] e• 2.!j!l (H-3l}, 
{conjugate[al[k, g] ([l, 2]] .,•2.!j!l (4k->l], Conjugate(al[k, g] ([l, lJJJ}}] 
(* Definindo os circules isométricos *) 
CentroRaioJ:soma [k_, g_] : = 
{{ -Re [a [k, g]( [2, 2]] ] , -:tm[ a [k, g]( [2, 2]] ]} ' 
a[k, g] [[2, l]] a(k, g] ([2, l]] 
l 
Abs (a [k, g] ( [2, 
:rnvcentroRaio:tsoma[k_, g_] := 
{ {Re[ a[k, g] [ [l, l]] ] , :tm[ a[k, g] ( (1, l]] ]}, 
a[k, g] [ [2, l]] a[k, g] [ [2, l]] 
CentroRaio:Csom/3 [k_, g_] : = 
l 
Abs [ o[k,g][ [2,1]] ] } 
Det(a.[k,g] 1 
l]]] } 
{ { -Re [ 1l [k, g]( [2, 2]] ] , -:tm[ /3 [k, g][ [2, 2]] ]} ' 
/3 [k, g] [ [2, l]] /3 [k, g] [ [2, l]] 
l 
Abs[tl[k, g][[2, l]]]} 
::tnvCentroRaio:Isom/3 [k_, g_] : = 
{{Re[ /3[k, g] [ [l, l]] ] , :tm[ /3[k, g] [ [l, l]] ]}. 
ll [k, g] [ [2, l]] ll [k, g] [ [2, l]] 
l 
Abs [ 'fk,ol! [2,1ll ] } 
Det [,6[kçsr]] 
{* Definindo a Região fundamental de Ford que coincide com a de Dirichlet *) 
FordDirich[g_] : = Flatten[ 
139 
Table[ {Text [•a•,, centroRaio:Isoma[k, g] [ [l]]], Circle[CentroRaio:Isoma[k, g] [ [l]], 
CentroRaiol:soma[k, g] [[2]]], Text["a-1•k, :rnVCentroRaio:Isoma[k, g] [[l.]]], 
Circle[:InvCentroRaio:Isoma[k, g] [ [1]], :InvCentroRaio:rsoma[k, g] [ [2]]], 
Text["/3"k, CentroRaioisom/3[k, g] [[1]]], Circle[CentroRaioisom,6[k, g] [[1]], 
CentroRai.o:Isom,B[k, g] [[2]]], Text[•W1 "•• :rnveentroRaio:Isom,l.l[k, g] [[l]J], 
Ci.rcle[:InvCentroRaio:Isom,l.l[k, g] ([l]], :InveentroRaio:Isom,l.l[k, g] [[2]]]}, (k, l, g}]] 
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( * PLO'l"ANDO - A região fundamental de Ford= 
domínio de Dirichlet centrado na origem do disco *) 
( * Comando que plota a região Ford para qualquer gênero g *) 
Show [Graphics [ {Circ1e [ {O, O}, 1], FordDirich [ 4]}] , 
AspectRatio -+ Automatic , Axes -+ Automatic ] ; 
( * Um exemplo colorido da região Ford -Dirichlet *) 
s=4 
Show [Graphics [ 
{Circle[{O, O}, 1], RGBColor[l, O, O], Text["Alfa 1'", CentroRaio:Isoma [1, g] [[1]]], 
Circ1e [CentroRaioJ:soma [1, g] [ [1]], CentroRaioJ:soma [1, g] [ [2]]], 
Circ1e [InVCentroRaio:rsoma [1, g] [ [1]], J:nVCentroRaioJ:soma [1, g] [ [2]]], 
RGBColor[O, O, 1], Text["Beta 1", CentroRaio:Isom/3 [1, g] [[1]]], 
Circ1e [CentroRaioJ:som,8 [1, g] [ [1]], CentroRaioJ:som,8 [1, g] [ [2]]], 
Circ1e[J:nVCentroRaioJ:som,8 [1, g] [[1]], J:nVCentroRaioJ:som,8 [1, g] [[2]]], 
RGBColor[1, O, 1], Text["Al.fa 2•, CentroRaioisoma [2, g] [[1]]], 
Circle [CentroRaioisoma [2, g] [ [1]], CentroRaioJ:soma [2, g] [ [2]]], 
Circ1e [InVCentroRaioJ:soma [2, g] [ [1]], InVCentroRaioJ:soma [2, g] [ [2]]], 
RGBColor[O, 1, O], Text[•Beta 2", CentroRaio:rsom,S [2, g] [[1.]]], 
Circle [CentroRaioisom,8 [2, g] [ [1]], CentroRaioJ:som,8 [2, g] [ [2]]], 
Circ1e [InVCentroRaioJ:som,8 [2, g] [ [1]], InVCentroRaioJ:som,8 [2, g] [ [2]]]}], 
AspectRatio -+- Automatic,. Axes -+ Automatic]; 
( * PLOTANDO UM EXEMPLO Keen - do grupo que calculamos para o modelo do disco *) 
s=2 
Show[ 
Graphics [ {Circle [{O, O}, 1], RGBColor [O, O, 1], PointSize [0.02], Point /@ vertices [g], 
poligonoH [vertices [g]] } ] , AspectRatio -. Automatic, Axes -. Automatic] ; 
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Exemplos gerados pelos algoritmos CMIE e CMIH 
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Figura A.6: Exemplos gerados pelos algoritmos CMIE e CMIH 
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Exemplos gerados pelos algoritmos CMCE e CMCH 
-4 -2 o 2 4 6 
Plane Hiperbólico 20 l'lfulo HíloerbóUJlco 20 
Figura A.7: Exemplos gerados pelos algoritmos CMCE e CMCH 
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