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Abstract
In the first part we study Double Affine Hecke algebra of type A,_ 1 which is important
tool in the theory of orthogonal polynomials. We prove that the spherical subalgebra
eH(t, 1)e of the Double Affine Hecke algebra H(t, 1) of type A- 1 is an integral
Cohen-Macaulay algebra isomorphic to the center Z of H(t, 1), and H(t, 1)e is a
Cohen-Macaulay eH(t, 1)e-module with the property H(t, 1) = EndeH(t,tl)(H(t, 1)e).
This implies the classification of the finite dimensional representations of the algebras.
In the second part we study the algebraic properties of the five-parameter family
H(tl, t2, t3, t4; q) of double affine Hecke algebras of type CVC1, which control Askey-
Wilson polynomials. We show that if q = 1, then the spectrum of the center of H
is an affine cubic surface C, obtained from a projective one by removing a triangle
consisting of smooth points. Moreover, any such surface is obtained as the spectrum
of the center of H for some values of parameters. We prove that the only fiat de-
formations of H come from variations of parameters. This explains from the point
of view of noncommutative geometry why one cannot add more parameters into the
theory of Askey-Wilson polynomials. We also prove several results on the universality
of the five-parameter family H(tl, t2, t3, t4; q) of algebras.
Thesis Supervisor: Pavel Etingof
Title: Associate Professor of Mathematics
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Introduction
In his pioneering paper [Chl] Cherednik introduced double affine Hecke algebras.
They played a crucial role in the proof of Macdonald conjectures [Ch2, Ch3], and are
currently a subject of active research. A double affine Hecke algebra attached to a
root system R contains copies of the coweight and weight lattice of R, and thus can
be informally viewed (for terminological convenience) as an "elliptic" object. We use
the word "elliptic" because the double affine Hecke algebras studied here are closely
related to the notion of the elliptic root system introduced by Saito [Sal, Sa2]. More
exactly as it was established in [IS] the Hecke algebra associated with the elliptic
root system is precisely the double affine algebra. A double affine algebra has the
trigonometric and a rational, degeneration, in which one, and both, lattices degenerate
to a vector space, respectively.
The rational degeneration Hrat(r; 0) (called the rational Cherednik algebra) was
recently studied in [EG]. One of the main results of [EG] is that for 0 = 0 the structure
of the algebra Hrat(r; 0) has interesting connections with algebraic geometry. More
specifically, the results of [EG] for = 0 can be summarized as follows.
1. The algebra H = Hrat(r; 0) is finite over its center Z, which is finitely generated.
If X is a generic central character, then the quotient Hx of H by X is simple. The
unique irreducible representation of H with central character X, as a representation
of C[1], is isomorphic to the regular representation. Thus any irreducible H-module
has dimension < IWI.
2. Let e be the symmetrizing idempotent in the group algebra of W. Then the
natural homomorpism Z - eHe given by z --+ ze is an isomorphism. In particular,
eHe is a commutative algebra.. In addition, Z = eHe carries a Poisson structure
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coming from the noncommutative deformation eHrat(T; O)e of eHrat(T; O)e.
3. Z is an integral Cohen-Macaulay domain. He is a Cohen-Macaulay module
over Z = eHe, generically of rank 11W71, and H = EndeHe(He).
4. Suppose R is the root system of the Lie algebra. gln. Then the Poisson algebraic
variety SpecZ is smooth and symplectic. This variety is naturally isomorphic (as a
symplectic variety) to the Calogero-Moser space CM introduced in [KKS] - the space
of conjugacy classes of pairs (X, Y) of n-by-n matrices such that the matrix [X, Y] + 1
has rank 1, with the symplectic structure coming from the reduction procedure of
[KKS] (this result depends on Wilson's theorem that the Calogero-Moser space is
connected). In particular, 1 holds for any (not only generic) character X; the module
He over Z considered in 3 is projective, and thus corresponds to a vector bundle E
over CM of dimension n!, and H is the endomorphism algebra of this vector bundle.
Thus H in this case is an Azumaya algebra.
The Calogero-Moser space appearing in 4 was introduced in [KKS] as a completed
configuration space of the Calogero-Moser classical integrable system. It recently
found itself in the center of attention due to its interpretation as a deformation of the
Hilbert scheme Hilbn(C2) [Na] and as a noncommutative Hilbert scheme [Wa, BW].
In fact, the commutative analog of the vector bundle. E (which is a vector bundle
over Hilb,(C 2 )) is closely related to the n! conjecture proved recently by Haiman.
The goal of the first part of this thesis is to generalize the results 1-4 to the
trigonometric and elliptic cases. More specifically, we propose a modification of the
approach of [EG], in which all three cases (rational, trigonometric, and elliptic) can
be treated uniformly. We focus on the elliptic case; the other two are analogous, and
are discussed at the end in Section 7.
In the second half of thesis we undertake a detailed study of the algebraic structure
of the rank 1 double affine Hecke algebra (DAHA) introduced by Cherednik [Chl], or,
more precisely, its generalization H = H(t, t, t, t 4; q) to the nonreduced root system
CVC1. These algebras were studied by Sahi, Noumi and Stokman [NS, Sah, Su]. 1
The algebra H controls the algebraic structure of Askey-Wilson polynomials. In this
'Here the parameters tl,t 2, t3 , t4 are related by a change of variable to a, b, c, d.
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thesis we prove analogues of the discussed results 1-4 from [EG] for the algebra H and
in particular discover its intimate connection to the geometry of affine cubic surfaces.
More precisely, we describe explicitly the center Z(H) of the double affine Hecke
algebra H(tl, t2, t3, t4; q). It turns out that the center is generated by three elements
satisfying some cubic relation. This relation defines the affine part of the projective
cubic surface with three distinct lines at infinity. The center Z(H) is the ring of the
regular functions on this surface.
We show that any cubic surface with a triangle of lines at infinity can be obtained
as the center of H(tl, t2, t3 , t4; 1) for some values of tl, t2, t3, t4. We give a geometric
interpretation for the action of PGL(2, Z) on the double affine Hecke algebra.
The spherical subalgebra eHe = eH(tl, t2, t3, t4; q)e is a flat deformation of the
ring of regular functions on the cubic surface Spec(Z(H(tl, t2, t3, t4; q))). We show
that this deformation is universal if q = eh where h is a formal parameter. This
explains from the point of view of noncommutative geometry why one cannot add
more parameters into the theory of Askey-Wilson polynomials.
It is known that H(tl,t 2,t 3,t 4;q) provides the fiat deformation of the algebra
Cq[Xl, P+1 ] C[Z2] where Cq[X±l,P+l] is an algebra of q-commutative Laurent
polynomials (that is we have XP = qPX) and Z2 acts by the inversion of X and P.
We show that this family is universal.
For generic t the algebra Z(H(tl, t 2, t, t 4; 1)) has the natural symplectic (hence
Poisson) structure induced by the noncommutative deformation eH(tl, t2, t3 , t4; q)e.
In particular algebra C[X±l, p±1]Z2 have the natural Poisson structure. We show
that the four-parameter family of algebras Z(H(tl, t2, t3, t4; 1)) provides universal
deformation of the Poisson algebra C[X±l, p1]Z 2 .
13
14
_ 
Chapter 1
Double affine Hecke algebras and
Calogero-Moser spaces
1.1 Structure of the chapter
In Section 1 we define the main characters of the chapter - the double affine Hecke
algebra H(t; q) for the root system of gl,, and the corresponding Calogero-Moser
space CMt, which is a completed configuration space of the Ruijsenaars-Shneider
(RS) integrable system. Similarly to the rational case, this space should have an
interpretation as a deformation and noncommutative version of the Hilbert scheme
Hilb,,(C* x C*) (in the trigonometric case C* x C* should be replaced with C x C*).
In Section 2, we prove that CMt is smooth and carries a symplectic structure
(after [RS, FRe]); this symplectic structure can also be obtained by Quasi-Poisson
reduction [AKSM]. We also generalize Wilson's theorem by proving that CMt is
connected.
In Section 3, we study the representation theory of H(t; q) for q = 1.
In Section 4, to every representation of H(t; 1) which is regular as a representation
of the finite Hecke algebra sitting in H(t; 1), we attach a point on the space CMt.
In Section 5, we study the properties of the double affine Hecke algebra H for any
root system R; in particular, we prove that the results 1-3 from [EG] cited above hold
in the elliptic case, with the group algebra C[W] replaced by the finite Hecke algebra
15
ctl['].
In Section 6, we use the results of Sections 2,3,4 to prove the elliptic analogs of the
results from [EG] under item 4 above. Namely, we extablish a symplectic isomorphism
of the spectrum of the center Z of H = H(t; 1) for glN with the space CMt, which is
the main result of the paper. In particular, Spec(Z) is smooth, and He is a vector
bundle on it, such that the fibers are the regular representation of the finite Hecke
algebra.. Thus, H is the endomorphism algebra, of this vector bundle, i.e. an Azumaya
algebra.
In Section 7, we treat the rational and trigonometric case.
This chapter is based on the paper [01.
1.2 Definitions
1.2.1 Definition of the double affine Hecke algebra corre-
sponding to GL(n, C)
We denote this algebra by the symbol H(t; q). It is generated by the elements Ti,
1 < i < n- 1, r, Xl, 1 < i < n with relations
XiXj = XjXi, (1 < i,j < n), (1.1)
TiXiT = Xi+l, (1 < i < n), (1.2)
TiXj = XjTi, if j - i # 0, 1 (1.3)
[T, Tj] = 0, if i -jil > 1 (1.4)
TiTi+lTi = Ti+1TiTi+l, (1 < i < n), (1.5)
7rXi = Xi+l7r (1 < i < n- 1), rXn = q-'Xlr, (1.6)
7rT = T+lr, (1 < i < n-2), rnT = Ti7r, (1 < i <n-1), (1.7)
(T- t)(T + t- I ) = 0, (1 i n). (1.8)
Remark 1.2.1 To identify this definition with the standard definition from the papers
of Cherednik one should replace t by t and q by q2. Also, some definitions use the
16
element To = 7rTn 17r-.
Remark 1.2.2 The double affine Hecke algebra corresponding to SL(n, C) is a quo-
tient of the subalgebra of H(t; q) generated by Xi/Xi+l, Ti, r, 1 i < n - 1, by one
extra relation:
7rn = 1.
1.2.2 Definition of the Calogero-Moser space
Let E be an n-dimensional vector space (over C). We denote by the symbol CMt the
subset of GL(E) x GL(E) x E x E* consisting of the elements (X, Y, U, V) satisfying
the equation
X- 1Y-1XYt - 1 - t = U V. (1.9)
Obviously it is an affine variety.
The group GL(n, C) = GL(E) acts on it by conjugation:
(X,Y,U,V) - (gXg-, gYg-',gU, Vg-), g E GL(E).
Later we will show that this action is free if t2 i $ 1 for i = 1,..., n. So the naive
quotient by the action (i.e. the spectrum of the ring of GL(E) invariant functions)
yields an affine variety, and the quotient is nonsingular if CMt is.
Definition 1.2.1 The quotient of CMt by the action GL(E) is called the Calogero-
Moser space. We use the notation CMt for this space.
Below we always suppose that t2i 7 1 for i = 1,..., n.
1.3 Properties of the Calogero-Moser space
The goal of this section is to prove that CMt is a smooth irreducible algebraic variety
of dimension 2n. We also introduce coordinates on its dense subset. The methods of
this section are analogous to the ones from the paper [Wi]. In principle smoothness of
17
CA/t follows from the results of the paper [FRo], the authors of [FRo] use the moduli
space of the vector bundles on the punctured torus. For convenience of reader we
give a direct elementary proof.
1.3.1 Smoothness of the Calogero-Moser space
First we prove a simple lemma on which all the following statements are based.
Lemma 1.3.1 If (X, Y, U, V) E CMt and [A,X] = [A,Y] = 0, A E g(E) then
A = AId for some A E C.
Proof Let W C E be a nonzero subspace which is invariant under the action of X, Y
and A. We denote by X and Y the restriction of the operators X, Y to this subspace.
It follows from equation (1.9) that there are two possibilities.
In the first case W C VI, where V' is the notation for the annihilator. In this
case (1.9) implies
2-1Y-19 = t2 Id.
But the determinant of LHS is equal to 1, hence we get a contradiction.
In the second case W ~ V, U E W. In this case (1.9) implies
-lY~ - tUV = t2 Id,
where 0 7 V is the restriction of V to the subspace W. Since det(XYX-lY-l) = 1,
the last equation implies that there is a basis in W in which X-lY-lXY is diagonal
with the spectrum t2, t2 ,..., t2, t2- 2k where k = dim W. But we know from equation
(1.9) that the spectrum of X-1Y-XY is equal to t2, t2 ,... ,t 2- 2n. Thus we get
W = E.
The fact that the only common nonzero invariant subspace of X,Y and A is
the whole E immediately implies the statement of the lemma. Indeed, let A be an
eigenvalue of A, then the corresponding eigenspace Wa is invariant under the action
of X and Y, hence it coincides with E. Q.E.D.
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Corollary 1.3.1 The action of GL(E) on C.At' is free.
Lemma 1.3.2 Ct' is smooth.
Proof Let us introduce the map ': GL(E) x GL(E) x E x E* - g[(E):
'IJ(X, Y, U, V) = X-1Y- 1 XY - tU ® V.
It is enough to show that d is epimorphic at a point (X, Y, U, V) E CMt'. Let
x,y E [(E), u E E,v E E* and X(s) = Xe x' , Y(s) = Yey8 . U(s) = U + su,
V(s) = + sv. Then
dqI(x,y,u,v)(x, y, u, v) = d ((X(s), Y(s), U(s), V(s))l 8 o =
- X-1Y- 1XY + X-1Y-1XxY - X-1lY-1XY + X-1Y-1XYy - tU ® v - tu 0 V.
If d is not an epimorphism, then there exists 0 $ A E gI(E) such that
tr(d'Z(x,,,v)(, y, u, v)A) = 0
for all x, y E gl(E), u E E, v E E*. Using the cyclic invariance of the trace, we can
rewrite the last condition in the form:
tr(x(YAX-1y-'X - X-'y- 1XYA))+
tr(y(AX-Y-'XY - Y-'XYAX-1)) - tv(AU) - tVA(u) = 0.
As the bilinear form tr(xy) is nondegenerate, the last equation implies
YAX-1Y-'X - X-1Y-1 XYA = 0,
AX-1Y-XY - Y-'XYAX-1 = 0,
(1.10)
(1.11)
AU = 0, VA = 0. (1.12)
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These equations together with equation (1.9) imply [A, X] = [A, Y] = 0. Indeed, let
us derive the first equation.
Multiplying on the right formula (1.9) by A we get
X-'Y-XYA = t2A. (1.13)
Hence
t2XAX -1 = Y-'XYAX-1 = AX-'Y-XY = A(tU ® V + t2Id) = t2A,
here the first equation uses (1.13), second (1.11), third (1.9) and fourth (1.12).
By the previous lemma A = AId and finally from (1.12) we get A = 0. Q.E.D.
Corollary 1.3.2 CMt is smooth algebraic variety, and all its irreducible components
have dimension 2n.
1.3.2 Local coordinates on CMt
It is easy to see that matrices X, Y E gl(n, C),
X = diag(A,..., An), (1.14)
Yii=qi, i = 1,...,n, (1.15)
(t-' - t)qixj
Yij = (t-1 i a j < n, (1.16)
satisfy the equation
rk(t-1XY - tYX) = 1, (1.17)
for all A E (C*)n, q E (C*)n such that tAi 7 t- 'Aj for i j.
There is a well known formula: if M = (Mij), where Mij = (Ai - uj)-, 1 < i, j 
n, then
det(M) = 1i<J(A1- )(A-(ATo prove this -formula one can proceedby the induction on n using the Gaussian)
To prove this formula one can proceed by the induction on n using the Gaussian
20
__
method of calculation of the determinant for the step of the induction.
Applying the last formula to the matrix Y we see that det(Y) is nonzero if and
only if Ai $ Aj, i .j.
Let us denote by : CMt -+ GL(E) x GL(E) the projection on the first two
coordinates. The previous reasoning shows that (X, Y) e 7r 2(CM), for A e (C*)n \
Dt q E (C*)n where
Dt = {A6t(A) = II(1 - Ai/Aj)(t' - tAi/j) = o}.
Now we can state
Proposition 1.3.1 Let (X, Y, U, V) E CMt and X be diagonalizable with the distinct
eigenvalues Ai, i 1,...,n such that tAi t-lAj. Then the GL(n,C) orbit of
(X, Y, U, V) contains a representative satisfying equations V = A* and (1. 14-1.16) for
some q E (C*)n. Such a representative is unique up to (simultaneous) permutation of
the parameters (Ai, qi).
Proof Equation (1.17) is equivalent to the system
(t-1 - tA)Y = pisj , 1 < i,j < n, (1.18)
if X = diag(Al,..., An,). If there exists i such that si = 0 then Yij = O, j = 1,..., n
and det(Y) = 0. Thus we have si :7 O. Analogously we get pi # O.
Let us fix a solution of (1.18) lying in the GL(n, C) orbit of (X, Y, U, V). Putting
qi = pisi/Ai we get the desired representative with X given by formula (1.14), Y by
formulas (1.15),(1.16) and U = (t- 1 - t)X-Y-lq. Q.E.D.
Let us denote by U' C CMt the subset consisting of the quadruples (X, Y, U, V)
satisfying the conditions of the previous proposition and by U C CMt the image of
U' under the factorization by the action of GL(n, C). The proposition together with
Corollary 1.3.2 implies that (A, q) are local coordinates on the open subset U C CMt.
In the next section we show that this subset is dense.
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1.3.3 Irreducibility of CMt
In this subsection we prove
Proposition 1.3.2 The variety CAMt is irreducible.
Let us consider the projection on the first component 7rj: CM - GL(E). After
the taking the quotient by the action of GL(E) this map becomes a map rl: CMA4t 
JNF, where JNF is a stack but we can think about it as the set of Jordan normal
forms of matrices (we do not need the stack structure).
Inside JNF there is an open part U corresponding to diagonal matrices with
eigenvalues {l, ... , A, such that Ai L A\j, t-lAi 4 tAj for i j. The subset 7rT-1 (U)
was described in the previous section. It is obviously connected. If we show that
dim 7r 1(JNF \ U) < 2n then Corollary 1.3.2 implies the irreducibility.
Let us denote by Jk(A) the Jordan block of size k with the eigenvalue A and
by the symbol J(A) the matrix diag(Jkl(A),...,Jks(A)), k E N and k i > k i+ 1,
i = 1,...,s - 1. Let us formulate without a proof an elementary statement from
linear algebra.
Lemma 1.3.3 The dimension of
Stab(J(A)) = X E GL(n, C)I[X, Jk(A)] = 0)
is equal to Zl<i,j<t min{k s, ks}.
Let us denote by Jk(A) the matrix
diag(J (X), J; ,t-2),..., Jkr t-2r)),
k1 E ENti. We use notations Ikil = Etl 1 ki, IkI = jr=l Ikjl.
Let A1,... ,'A E C be such that Ai/Aj f t2", c E Z, Icl < n and
J = diag(Jk (Al),..., Jk. (As)). (1.19)
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We denote by 7r34: CAMLt -- X C" the slightly modified projection onl the last two
components: ,34(X, Y, U, V) = (YXU, V). The fiber of the map r34 over the point
(U. V) of the subset J = 4r4((ir)-l(J)) consists of the points (J, Y + F, J- (Y +
F)-1 U, V) where F is an element of the kernel of the linear map:
S(F) = t-'JF - tFJ, F E gi(E),
Y + F is invertible, and (J, Y, J- 1Y- U, V) E CMt'. Obviously (r34)-1 (U,V) is a
Zariski open nonempty subset inside ker(Sj) hence they have the same dimension.
First let us study the map SJ in the simple case when in the equation (1.19) we
have s = 1 and k = k = (kl,...,kr), k E Ndi, 1 < i < r. In this situation we
denote by Fit E Mat(k',kt), 1 < s,t < r the matrix with the entries Ftp Fpq,
p' = Z- Ikil + EI k8 + p, q' = II = i/ + Il k + q. In these notations the
following lemma holds
Lemma 1.3.4 Let J be the matrix given by (1.19) with s = 1 and k = k =
(kl,..., kr). Then F E ker Sj if and only if
FIP = 0, if p - s 1, (1.20)
ki-1
FjIsi (S! Cj;lJ ())Dt i8k+l f  .3 k (1.21)
1=0
+1 kii~kjsl a+1Fjz = Dtks jJ( c (0)) if k > k, (1.22)
1=0
where c; E C, Jk () ( and J (O)) is the -th power of the Jordan block matrix,
and Dk,'k+l E Mat(k', k,,+) is given by formula
ki ks'  t2p-2 if < 1
t;pq = p+kj+1,q+k8 s+l
Dkk+ = p,t 2p- 2 if k +-
D;pq s+'
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Proof The system of linear equations Sj(F) = 0 is equivalent to the collection of
linear systems:
tJ(t2-2)F t-FPJk(t 2 2 p) = 0, 1 < s,p < r,
because J has a block structure. The equations for the entries of F P are of the simple
form:
F abA(t _ t3- 2 p ) = (6 -) + t(6 q, 1 )F, (1.23)
First consider the case p - s 1. Then t1- 2 9 - t3 - 2 p 0 and equations (1.23)
express the entries.of l-th diagonal through the entries of (I - 1)-th diagonal. It easy
to see that in this case (1.23) implies Fki, = 0, that is, the first diagonal is zero.
Moving from the left to the right we get that all the diagonals ofF!P ae zero.
If s + 1 = p then equation (1.23) is a linear relation between the neighboring
entries on the diagonal. It is easy to derive equations (1.21), (1.22) from this fact.
Indeed, let us consider the case k < k+,. Then equation (1.23) for a = k,
1 < b < k says F.k"+b- = 0. Moving along the diagonal from the bottom to the top
and using equation (1.23) we get that the first k - 1 diagonals of the matrix F9 + l
are zero. For the rest of the diagonals equation (1.23) implies F!;+l+b = Fi;b t2a
Putting cj; = Fi;+k+k+l we get equation (1.21). Q.E.D.
Obviously Z E ImS if and only if tr(ZF) = 0 for all F E kerSJ, Sj(F) =
tJF - t-'FJ. The space kerSj has a description similar to the one of kerSJ (to get
kerSJ from kerSJ it is enough to change the order of the Jordan blocks in J) and
one can easily derive
Corollary 1.3.3 Z E ImSj if and only if following equations hold
u-1
ZZBs+i tZ1 t= 0, U = 1 ... m in{k', kj+ },
1=0
where s = 1,..., r -1.
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The lowest nonzero diagonal of a rank one matrix contains only one nonzero entry.
As J C ImS n { matrices of rank 1} the following statement holds
Corollary 1.3.4 (U, V) E J = 7r34((7r)-(J)) if and only if Z = U ® V satisfies the
equation
Z;,sa+b = O fa-b > min(0, k = 1- , ,...,r-1
Lemma 1.3.4 gives us the formula for the dimension of the kernel
r-1
dim ker SJ = E E minkc, k+}.
s=1 i,j
We know that GL(E) acts on CMt freely. Hence if we want to estimate the
dimension of the fiber of r34 over J we should estimate dimStab(J) - dim kerS.
This difference is positive:
Lemma 1.3.5 Let k E Nds, s = 1,.. ,r, k> > k+1 then the following inequality
holds
~r ~~r-1
EE min{k, ki} - E> min{k, k+1 } > 0,
s=1 i,j s=1 i,j
if there exists s such that k, O.
Proof Because of the inequality k > k + we can rewrite LHS of the inequality in
the form
L '( { E i x + )
J=l s=l s=1
x = #i E Nk > v}.
But the first expression is a sum of positive definite quadratic forms. Thus we get
the lemma. Q.E.D.
The following statement is crucial for estimating of dim(7r-l (JNF \ U)):
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Proposition 1.3.3 If J is given by (1.19) with s = 1 and kl = k = (kl,...,),
then dim IrlT(J) < 2n - 1 when either r > 1 or k > 1.
Proof In the case r > 1 Corollary 1.3.4 implies that dim r 4 ((r')-l(J)) < 2n - 1.
The theorem on the dimension of the fibers and previous reasoning imply:
dim 7rl (J) < dim 7r4(r '-' (J)) + dim ker S - dim Stab(J).
Together with the inequality from Lemma 1.3.5 it proves the statement.
Another case (i.e. k = kl) is even easier because in this case we have
dim rl (J) < 2n - dim Stab(J) < 2n - 1.
Q.E.D.
The case when in formula (1.19) s > 1 can be easily reduced to the previous case.
For that let us introduce the embedding i: g[(lkll, C) -, g(n, C) and the projection
prl: gl(n,C) - gl(lkl,C): it(Y)a,b = Yab, pri(Y)pq = Ya',b,, a' = a + Zm-1=l Im,
b' = b + -l Ikm , 0 < a, b < Ik1, and i(Y)ij = 0 for the rest of the entries of il(Y).
Using arguments analogous to the ones from Lemma 1.3.4 one gets
Lemma 1.3.6 Let J be given by formula (1.19). Then,
1. kerSj = E$=lil(kersJk, (Ai))
2. for 1 = 1, .. ,s, prl(ImS) c ImSjk .
This lemma immediately implies
Proposition 1.3.4 Let J be given by formula (1.19) and exists 1, 1 < I < s such
that Ikil > 1 then dim 7r-l(J) < 2n - s.
And we eventually achieved the goal of the subsection:
Proof[Proof of Proposition 1.3.2] Indeed Proposition 1.3.4 implies dim r 1 (JNF\
U) < 2n. Hence by Corollary 1.3.2 r-l(JNF \ U) lies inside the Zariski closure of
rrl1(U). But r-l'(U) is irreducible. Q.E.D.
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1.3.4 The Poisson structure on the CM space
In the paper [FRo] the Poisson structure on the space CA/t was constructed. This
Poisson structure on CMt yields the RS integrable system which is the relativistic
analog of the trigonometric Calogero-Moser system.
On the open part U of Clf/t described in the subsection 1.3.2 the Poisson bracket
{', }FR takes the form (see Appendix of [FRo] for the proof):
{Ai, Aj}FR = , {A37qiIFR = Aiqi Jij ,
(t- -_ t)2 qiqj(Ai + Aj)AiAj
{qi, qj}FR = (t-lAi - tAj)(t-A j tAi)(Ai - j)'
Remark 1.3.1 The formulas in [FRo] contain a misprint, the authors lost the factor
(t - 2 - 1)2 in the expression for {qi, qj}FR.
Using the Hamiltonian reduction on the combinatorial model of the space of fiat
connections on the torus without a point the authors of [FRo] prove that the Poisson
structure {, }FR has a holomorphic extension from U to the whole CMt, and this
Poisson structure is nondegenerate (i.e. CMt is a symplectic variety). Another way to
see this Poisson structure is to use Quasi-Poisson reduction [AKSM]. In this picture
the Poisson structure is the result of the reduction of the natural Quasi-Poisson
structure on the product GL(n, C) x GL(n, C) and it is immediate that this Poisson
structure is symplectic.
1.4 Finite dimensional representations of H(t; 1)
In this subsection we construct a family of finite dimensional representations of
H(t; 1). Later we will show that this family forms an open dense set inside the space
of all finite dimensional representations. The main tool of this section is the faithful
representation of H(t; 1) which is the quasiclassical limit of the standard realization
of H(t; q) as a subring of the ring of reflection difference operators [Ch2].
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1.4.1 Limit of the Lusztig-Demazure operators
Let us introduce the ring R = C[Pl ',, P X1, X'](x)#Sl where the sub-
script 6(X) means localization by the ideal generated by 6(X) = Il<i<j<n(1- Xi/Xj)
and # is a, notation for the smash product. Let us explain what the smash product is.
For brevity we will use notation C[Pl, X 1 ] for the ring C[Pi~,.. ., p:l, Xl,..., X~l]
An element of the ring R has the form EWEs,n FW(P, X)w. The group S, acts on
the ring R = C[P l, X±l](x) by the formulas
PZ = P(i), X = X(i),
and
F(P, X)wF'(P, X)w' = F(P, X)(F')W(P, X)ww'.
Proposition 1.4.1 [Ch3] The following formulas give an injective homomorphism
of H(t; 1) R:
'XP X,
t t-1
Ti tSi +X/X+ (Si - ) i= -,..., -l,
r P-lc,
where si = (i, i + 1) E Sn is a transposition and c E Sn is a cyclic transformation:
c(i)= i+ 1,i = 1,...,n-1, c(n) = 1.
The homomorphism from the proposition is a quasiclassical limit of the Lusztig-
Demazure representation from Theorem 2.3 [Ch3]. For brevity we call this homomor-
phism the Lusztig-Demazure representation.
Remark 1.4.1 Actually the paper [Ch3J contains the proof for the case q 1 but
leading term considerations used in the paper could be adapted for the case q = 1. For
example one can take Lecture 5 from exposition [Kir] and get the proof in the case
q = 1 by mechanical replacement of shifts operators t(A), A E Zn by their quasiclassical
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limits PA. The shift operator from [Kir t(A) acts on the ring of Laurent polynomials
acts on the monomial XI' by the formula t(A)(X') = q(,'")Xp', where (., ) is the
standard scalar product.
Proposition 1.4.1 immediately implies
Corollary 1.4.1 Hsj(x) -~ C[PIl, Xil].(x)#Sn, where
at(X) = 1I(l - Xi/Xj)(t -1 - tXi/Xj).
1.4.2 PBW theorem
Let us introduce pairwise commutative elements of Y E H(t; q):
(1.24)
These elements satisfy the relations
Tii+T = ~Y, (1 < i < n), (1.25)
TYj = YjT, if j - i f 0, 1. (1.26)
Using Y we can formulate the following PBW type result for H(t; q):
Proposition 1.4.2 [Ch3] Each element h E H(t; q) can be uniquely presented in the
form
h= E f,(X)Tg,,(Y),
UWES.
h = E ' (Y)Tf'(X),
wlES,
where f,, f , g,,, g are polynomials and T = Til ... Ti. with w = si ... si. being a
reduced expression for w E Sn.
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1.4.3 The representation V, ,,
Let (,v) E (C*)2n and X,C,, ¢ C be a one dimensional R-module (character):
X,,,(R(P, X)) = R(/, v). We can induce a finite dimensional module V,,, from this
module:
V,= R OR X,v.
This module has a C basis w 0 1, w E S, hence dim V,,,, = n!.
Proposition 1.4.3 f t(v) $ 0 then the H(t; 1)-module V,,v is irreducible.
Proof The module V,,,, has a natural Hj,(x) - C[P±l, X±l]6t(x)#Sn-module struc-
ture. The group Sn acts freely on the variety Spec(C[P l1 , X"l],(x)) hence the algebra
H6 ,(x) is Morita equivalent to the algebra C[P± ',X 1]Sx). In particular, the module
V,,, corresponds to the one-dimensional representation: P - P(/i, v). Thus V,,, is
an irreducible Hs,(x)-module and hence an irreducible H-module. Q.E.D.
1.4.4 The action of the finite Hecke algebra
The elements Ti, i = 1,..., n - 1 generate an algebra of dimension n! which is called
the finite Hecke algebra. We will denote it by the. symbol Ct [Sn].
Suppose that u satisfies the inequality t(v) 0. If e is the unit in Sn then
Corrolary 1.4.1 and Proposition 1.4.2 imply that by the action of elements T we can
get from the vector e 0 1 the whole space V,,,. Hence the map j: Ct[Sn] - V4,,
j(Ti ... Tik) = Til .. Tike 0 1 is an isomorphism of (left) Ct[Sn]-modules.
Definition 1.4.1 We denote the subset of all finite dimensional irreducible H(t; 1)-
modules which are regular Ct [S,]-modules by the symbol Irrepn!.
Let us denote the subset of Irrepn! consisting of V,, IL, v E (C*)n, t() 0 by
U. Later (see Corollary 1.7.2) we will show that all finite dimensional irreducible
modules are from Irrep '!.
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1.4.5 The projective SL(2, Z) action on double affine Hecke
algebras
One of the most important properties of the double affine Hecke algebra H(t; q) is the
existence of a homomorphism from GL(2, Z) to the group of outer automorphisms of
H(t; q): Out(H(t; q)) := Aut(H(t; q))/Int(H(t; q)). This homomorphism was discov-
ered by Cherednik [Ch2] and he calls it projective action of SL(2, Z). Below we use
pairwise commutative elements Yi E H(t; q) defined by the formulas (1.24).
The group SL(2, Z) is generated by the elements:
( 0 ( 1
These generators correspond to the following maps:
c: Xi , Xi, Ti T-l,
: X X, Y X qi , l, Ti,
where E : H(t; q) - H(t-l; q-l), r : H(t; q) -- H(t; q). The transformation E is called
the duality involution.
Using these transformations we can construct some finite dimensional representa-
tions. Indeed if y E SL(2, Z) is such that y(H(t; 1)) = H(t'; 1) and ' : H(t'; 1) --
GL(V,,) is the corresponding representation of H(t'; 1) (here t' is either t or t - 1 ) then
the map' 'oy is a representation of H(t; 1). We denote the set of such representations
by -(U).
1.5 The map from Irrepn! to CMt
In this section we construct a map D: Irrepn! - CMt. Later we will show that it is
an isomorphism. Constructions of this section generalize constructions of section 11
of [EG].
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1.5.1 Construction of the map
Let us denote by Ct[Sn_1] C Ct[Sn] the subalgebra generated by T2,... ,Tn-1. It is
the finite Hecke algebra of rank n - 2. The element v of an Ct[Sn]-module is said to
be Ct[Sn 1] invariant if Tiv = tv for all i = 2,..., n - 1.
The H(t; 1)-module V E Irrepn! by definition is a regular Ct[S]-module. Hence
the space VC(Sn- 11 of Ct[Sn_]-invariants has dimension n. The relations inside H(t; 1)
and (1.26) imply that X1 and Y1 commute with the action of Ct[Si-]. Thus if we fix
a basis in V we get Xi lvc.s,,_1 , Y1 vctls,,_,l E GL(n, C). The following statement is a
key statement of the section.
Proposition 1.5.1 Let V E Irrepn! then the operators X 1 = XlvCts,- 1 l, Y1 =
Yl Ictl s,_ll satisfy the equation:
rk(X1YX-l- Y' - t2Id) = 1.
Obviously the space CMt is isomorphic to the quotient of the space of solutions
of (1.17) by the action of GL(n, C). Thus the last proposition proves that the map
di: Irrepn! - CMt, (V) = (X 1, Y) is well defined.
In the rest of the section we prove Proposition 1.5.1. It is done in two steps. First
we prove
Lemma 1.5.1 The elements X 1, Y1 E H(t; 1) satisfy the relation
X1Y1X 1Y'1 = T 7T ' . . . Trl2T lT,- 2 *TT1 - (1.27)
Proof Indeed using formulas (1.24) and defining relations for DAHA we get:
X1YiXTYV-1 = X1T - . . . Tn-1 ( r XlTXll r)T2(X ..1 =
62.DTX1T1 ... lX'Tl T- 1- 1T. T[- 1n .-
Q.E.D.*~~~~~~~ ' - . T n-2T11'
Q.E.D.
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The last step is the analysis of the LHS of (1.27) using the quasiclassical limit
t -, 1. It is done in the last subsection.
1.5.2 The spectrum of E = T-l... T-_2Tn rTn12.. T-l
For a representation V from Irrepn! there is an isomorphism V - Ct[Sn] of left
Ct[Sn]-modules. Hence the right multiplication on Ct[Sn] induces a structure of a
right Ct[Sn]-module on V and as a consequence on VCt1[s n- ].
The right Ct[Sn]-module VC"[sn-1] is a sum of the n - 1 dimensional vector rep-
resentation and one-dimensional representation because it is true for t = 1 and for
t is not a root of unity. Obviously, the operator e (acting by left multiplication)
commutes with the right action of Ct[S]. Hence by the Schur lemma e acts by
a constant on Ct[S]-irreducible components of the right Ct[Sn]-module VCt' [s -1].
That is, there exists a basis in the module in which e is diagonal and of the form
diag(Al(t), 2 (t),..., A2(t)). Thus we only need to calculate Al(t), A2(t).
The module Vct[s n-1] exists for all t $ 0. As the operator e is invertible for all
nonzero values of t, we have Al(t) 0, A2(t) 0 and det(8) = Al(t)((t)(2 (t)) n- l = KA'
for some integer I and K E C*.
Let us consider
e = E tl(w')T/( E t2l())
tWESn wEW
where Tw = Ti, ... Ti,(,,) if w = si ... si,(u,) is a reduced expression for w. Then it is
easy to see that Tie = eT = te for i = 1, ... , n-1 hence e E VCt[sn-l]. As e spans the
only copy of the trivial Ct[Sn]-representation inside V, it spans the copy of the trivial
Ct[Sn]-representation inside VCt[sn-l. Hence Al(t) = t2-2n because e = t2-2ne.
Combining the last observation with the conclusion from the last paragraph we get
A2 (t) = Ctk, for some integer k.
When t = 1, the algebra Ct[Sn] becomes the group algebra of Sn, and 0 = 1.
Thus we have C = 1. The calculation of k uses the quasiclassical limit reasoning.
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If t = e then we can write the expansion of Ti in terms of h
Ti=si+hi+O(h2), i=1,...,n-1,
where s = (i, i + 1) is a usual transposition. Relation (1.8) inside H(t; 1) implies
si3i + SiSi = 2si, i = 1,...,X 7- 1.
Let us calculate the first nontrivial term e of the expansion of e = 1 +h6e+O(h 2):
n-1 n-1
e = - S1 ... Sil(si + SiSi)Si- 1... s1 = -2 E tli,
i=l i=1
where tli = sl ... Silsisi-_ . .sl is a permutation of 1 and i.
The operator E(/2 acts on C[Sn]S"- (by left multiplication) and in the basis ei =
(ZW'ES,,_l W')tli it has the matrix J - Id, Jij = 1, 1 < i, j < n. Hence Spec(/2) =
(1 - n, 1,... ,1). On the other hand Spec(E) = (2 - 2n, k,..., k). Thus k = 2 and
we proved Proposition 1.5.1.
1.5.3 The map 4) on the subset U c Irrepn!
It is possible to calculate (I(V,,,) explicitly. Indeed let us fix a basis in V,,,s-l:
ei = (Ew'Sn w')tl, i = 1,..., n.
Proposition 1.5.2 For the matrices of the operators X1 and Y1 written in the basis
ei the following equations hold
X1 = diag(vl,, .,n)
4= iTI (t-l ,) -, tv.)n.
Proof The first equation is obvious. The second formula is a result of direct calcula-
tion using formulas (1.24) for Y1 and explicit formulas for Ti.
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Indeed let make this calculation for i = 1. The expansion of the product expression
for Y consists of the terms of the form si,,h ... si,.,j,.c-lF(X)P, where i < jl, jm <
iam+l, I = 1,... ,r, m = 1,... - 1 and F E C[Xl] 6(x). We know that Ylel is
a linear combination of ei, i = 1,..., n. The terms of the expansion of Ylel which
contribute to the coefficient before el satisfy the equation il,j . . .si,.,jc-l(1) = 1.
This is possible only in the case r = 1, i = 1,jl = n. Thus rewriting Ti in the form:
= (tXi - t-Xi+) + X+(t-l - t)
Xi - i+l xi - Xi+l
we see that
Y ie1 = (Xi - Xi+l .) c-lel + r,
where r is a linear combination of ej with j > 1. This formula immediately implies
the last formula from the proposition for i = 1. Q.E.D.
It is actually not easy to compute all coefficients Y using explicit formulas for Y1
and Ti but we do not need them. Because by proposition 1.3.1, if the pair (X, Y)
satisfies equation (1.17) and X is diagonal with eigenvalues satisfying the conditions
of Proposition 1.3.1 then the corresponding GL(E)-orbit is uniquely determined by
the diagonal elements of X and Y (because the stabilizer of X consists of diagonal
matrices which do not change diagonal elements of Y and we can extract q from these
elements). This reasoning implies
Corollary 1.5.1 The map is an isomorphism on the subset U, and local coor-
dinates A, q on CMt are expressed through coordinates , v on U C Irrepn! by the
formulas
Ai =, qj= Ai 1(t-vj - tvi)ii
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1.6 Results on the general double affine Hecke
algebra
Let R = {a} be a root system (possibly nonreduced) of type A, BC,... , F, C, W
the Weyl group generated by the reflections s, a E R. The extended affine Weyl
group WV is a. semidirect product W K P, where P is a weight, lattice (i.e. b E P if
2(b, )/(o, a) E Z for all a E R).
The affine Hecke algebra Hft is a deformation of the group algebra C[W] with
deformation parameters t,, t(a) = t, a E R, w E W (for the exact definition of the
affine Hecke algebra see [Lu]). The double affine Hecke algebra H(t; q) is a nontrivial
extension of the affine Hecke algebra Ht by the group algebra C[Pv] of the coweight
lattice pv (b E pv if (b, a) E Z for all a E R). This extension has one parameter q
which is the shift parameter in the Lusztig-Demazure representation of this algebra.
We consider algebras with q = 1 and we denote them by H. For the exact definition of
the double affine Hecke algebra and formulas for the Lusztig-Demazure representation
see the original paper [Chl] or survey [Kir].
We use the notation 6(X) for the Weyl denominator for the root system R. By
symbol C[X :'] we denote the group algebra of the weight lattice P lying inside the
affine Hecke algebra rt and by symbol C[Yl'] we denote group algebra C[PV] c H
which extends fHt.
There is an injective homomorphism g: H -+ C[P±l, X±11](x)#W via the qua-
siclassical Lusztig-Demazure operators. The formulas for the embedding are very
similar to the formulas from the previous section. These formulas are quasiclassi-
cal limits of the Lusztig-Demazure operators from the papers [Ch3] (in the case of
reduced root systems) and [Sah] (in the case nonreduced root systems).
Let Ct[W] be the corresponding finite Hecke algebra, and e the symmetrizer in
Ct [W]:
e-E C tl(w)Tw/( t2l(w
wEW wEW
where Tw = Ti ... Ti(,,,) if w = s ... si(U,) is a reduced expression for w.
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In this section we will need the following PBW type result
Proposition 1.6.1 Ch3] Each element h E H can be uniquely presented in. the
forms:
h = f.(X)Tg,, (Y),
wEW
h = E g' (Y)Tff' (X).
wEW
1.6.1 Formulation of the theorem
The goal of this section is to study the center Z of H and corresponding scheme
Spec(Z). It turns out that Z is isomorphic to the subalgebra eHe and we can reduce
the study of Z to the study of eHe.
We remind the definition of a Cohen-Macaulay variety.
Definition 1.6.1 [CG] A finitely generated commutative C-algebra A is called Cohen-
Macaulay if it contains a subalgebra of the form 0(V) such that A is a free O(V)-
module of finite rank, and V is a smooth affine algebraic variety.
For the definition of a Cohen-Macaulay module see [Se] (Chapter 4 p. 18). In this
section we prove the following
Theorem 1.6.1 For any double affine Hecke algebra.H the following is true:
1. eHe is commutative.
2. M = Spec(eHe) is an irreducible Cohen-Macaulay and normal variety.
3. The right eHe-module He is Cohen-Macaulay.
4. The left action of H on He induces an isomorphism of algebras H _ EndeHe(He).
5. The map : z -+ ze is an isomorphism Z -- eHe. Thus, M = SpecZ.
We call the isomorphism rI the Satake isomorphism (by analogy with [EG]).
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1.6.2 Proof of theorem 1.6.1
Below we use t-deformed Weyl denominator:
At(X) = ( - Xa) (tI - tX-).
aER
Lemma 1.6.1 1. Hat(x) " C[X+l, Pl], 1(x)#W
2. The map h: Z(H 6 (x)) -+ C[Pl,X±l]6t(,X)e, induced by multiplication by e is
an isomorphism.
3. The left H6a(x)-action on Ha6 (x) induces the isomorphism
Ha((x) - EndeHd,,()e(H6(x)).
Proof The first and second items of the lemma follow from the representation of H
by the quasiclassical Lusztig-Demazure operators. The third item is equivalent to the
isomorphism
C[p-1,X]6t(x)#W - Endc[pl,X±i]6'(x) (c[p±l, X]x±1)
We will proceed analogously to the proof of theorem 1.5 from [EG].
If a: C[P+ l , X±]'(x) - C[P±S,X 1](x) is C[Pil,X±]( x)-linear then it de-
fines a C(P, X)W-linear map C(P, X) - C(P, X). The isomorphism C(P, X)#W -
Endc(px)w(C(P,X)) implies a = E,,wauw, a E C(P,X). It is clear that the
functions a, are regular on (C*)n x (C*)f \ A where A is the subset of the points of
Cn x C with a nontrivial stabilizer in W. But A has codimension 2, hence by the
Hartogs theorem a, E C[P l, X±l]a&(x). Q.E.D.
Lemma 1.6.2 Z contains C[X±1]w and C[Y±l]w.
Proof C[X±l]w clearly lies in the center of C[P 1 , X'l]a(x)#W, and therefore in the
center of H. The fact that C[Yl]W is contained in Z follows from the existence of
duality involution described in theorem 2.3 from [I]. In the case of the root system
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An_ 1 this morphism is duality morphism described in the section 1.4.5. This mor-
phism maps the subalgebra C[Yl]W C H into subalgebra C[Xil]w c H' where H'
is DAHA corresponding to the dual root system. Q.E.D.
Lemma 1.6.3 eHe is commutative, without zero divisors.
Proof Let us prove that the subalgebra. eH6,(x)e of H6t(x) _ C[P ±l , X 1]a6,(x)#W
is commutative and without zero divisors. Obviously it implies the statement.
An element z E H6(x) has a unique representation in the form z = EwEw Q.Tw;
that is, H6,(x) is isomorphic to C[Pl1 ,X±l]at(x) 0 Ct[W] as a right Ct[W]-module.
If z E eHe then zT = tz for all E R because eTa = tee. Hence z is an
Ct[W]-invariant element of the right Ct[W]-module H,(x) - C[Pl',X±l]a6 (x) 0
Ct[W]. As C(P, X) ( Ct[W] is a regular Ct[W]-module (over the field C(P, X))
C(P, X) 0 e is a unique copy of the trivial representation. It implies that z = Qe,
Q E C[pfl,X±l]t(x).
Finally for z = Qe E eHe we have (Ta - ta)Qe = 0. The simple calculation using
the explicit expression for Ta yields:
(To - t)Qe = Pa(sa - 1)Qe = Pa(so(Q) - Q)e,
where P E C[X±l]a,(x) and a is a simple root. This implies Q E [P+l,Xl] w e
and eHa,(x)e - C[Pl,X±l](x). Q.E.D.
The algebra H has a natural C[X±l]W X C[Y±l]W-module structure: the element
p 0 q acts on x E H by the formula (p 0 q)x = pxq.
Lemma 1.6.4 H is a projective finitely generated C[X±1]w 0 C[Yl]W-module.
Proof Let us first show that C[X ±1] is a projective finitely generated C[X&±]w-
module. Finite generation is clear, since W is a finite group. Also, it is well known that
C[X±l]w is a polynomial ring (it is generated by the characters of the fundamental
representations of the corresponding simply connected group). Since C[X 1] is a
regular ring, by Serre's theorem ([Se], chapter 4, p. 37, proposition 22) C[X± l] must
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be locally free over C[X1] T (in fact, by Steinberg-Pittie [Ste] theorem it is free, but
we will not use it). For the same reasons C[Y±l] is locally free over C[Y±]W.
Now the claim follows from the PBW factorization from Proposition 1.6.1 H =
C[X+1 ] 0 Ct[W] 0 C[Yl']. Q.E.D.
Lemma 1.6.5 He and eHe are projective finitely generated modules over C[Xi]w
C[Y±l]w.
Proof The finite generation follows from the Hilbert-Noether lemma and Lemma 1.6.4.
The projectivity is true because He and eHe are direct summands in H. Q.E.D.
Proof[Proof of Theorem 1.6.1] The first item follows form Lemma 1.6.3.
Proof of (2): M = Spec(eHe) is an irreducible affine variety by Lemma 1.6.3.
As it follows from Lemma 1.6.2 the elements f(X)g(Y)e, where f E C[Xl] w and
g E C[yl1]W, form the commutative subalgebra P. Obviously this subalgebra is
polynomial. Hence to prove that M is Cohen-Macaulay it is sufficient to show that
eHe is a locally free module of finite rank over its subalgebra P C[X±l]w 0
C[y±1]W . But the module is projective and finitely generated by Lemma 1.6.5.
It is easy to see by localizing with respect to e(X) or et(Y) that M is smooth
away from a codimension 2 subset. Indeed, by the first item of Lemma 1.6.1 after
localizing with respect to et(X) the image of eHe under the injection g becomes
.eC[X, P]s,(x)e ¢ C[X,P],(x)e, which is the ring of regular functions on a smooth
affine variety. The statement for the localization with respect to et(Y) follows from
the existence of the duality involution discussed in the proof of Lemma 1.6.2. But an
irreducible Cohen-Macaulay variety that is smooth outside of a codimension 2 subset
is normal ([CG],2.2).
Proof of (3): eHe is finitely generated over C[X*l] W 0 C[yl]W. Hence by
Theorem 2.1 of [BBG] eH is Cohen-Macaulay over eHe if and only if it is Cohen-
Macaulay over C[Xl]w ® C[Y±l]W.
We know that He - C[X', Y] as a C[X±l]w 0 C[Y±l]w-module and He is
projective over C[Xil] w ®C[Y']w. As C[Xl]wO@C[Yl] w is a polynomial ring, the
module C[X" l , yl] is Cohen-Macaulay if and only if it is projective. So Lemma 1.6.5
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implies the statement.
Proof of (4): We have all obvious homomorphism f: H - EndeHeHe. It is
clearly injective because it is injective after localization by the ideal (6t(X)).
Let us denote EndeHe(He) by H. Regard H D H as C[X-±]W0C[Y--l]W-modules.
H is torsion free because He is a torsion free C[Xl]w 0 C[Y¥ 1]'-module (by the
PBW theorem). As He is finitely generated over eHe, H is a finitely generated
C[X±']" 0 C[Y+l]W-module. Also, H is finitely generated projective, and H/H
is supported in codimension 2. Indeed, the last part of Lemma 1.6.1 implies that
Ha,(x) is isomorphic to Ha,.(x) as a eHs,(x)e-module. Similarly, the module Hs,(y) is
isomorphic to Hat(y) as a eH6 ,(y)e-module because we can use (the same way as in
the proof of Lemma. 1.6.3) the duality involution.
The module H represents some class in Ext' (H/H, H), which must be zero since
H/H is finitely generated and lives in codimension 2 and H is projective. Thus,
IH = H H/H and the summand H/H is torsion. But H is a torsion free eHe-
module, hence H/H = 0 and AH = H.
Proof of (5): It is clear that is injective, by looking at the Lusztig-Demazure
representation. Indeed the equation e = 0 implies zp = 0 for any p E C[X]W, hence
by the PBW theorem z = 0.
It remains to show that is surjective. Since eHe is commutative, every element
a E eHe defines an endomorphism of He over eHe (by right multiplication). So by
statement (4) a defines an element za E H. This element commutes with H. Indeed
the right multiplication by a is an endomorphism of the right eHe-module which
commutes with left multiplication by elements of H hence by the forth part of the
theorem [a, h] = 0 for all h E H. For any x E H, zxe = xa, so xzae = xa, i.e.
x(zae-a) = 0. Since eHe has no zero divisors, we find 7(Za) = a, as desired. Q.E.D.
1.7 The results in the case of the root system A,_1
In this section H = H(t; 1) is the double Hecke algebra corresponding to GL(n, C).
A point (, v) E (C*)fn x ((C*)n \ Dt) defines a C[P±l,X1l]ISx)-character X(,):&Mx-haatr (~)
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x(,,)(Q(P, X)) = Q(g, v). The embedding Z c-- Z,(x) " C[PIl,X l l s"x) allows us
to restrict this character to Z. We use the same notation for this character.
Lemma 1.7.1 For any point (, v) E (C*)n ((C*)n \ Dt) we have
He ®eHe X(p,v) - Vamp.
Proof The H-module V,, has a natural structure of an H,(x)-module. Let us study
finite dimensional irreducible Ha,(x)-modules.
By Lemma 1.6.1 the ring eH6,(x)e is a regular ring. As the action of Sn on (C*)n x
((C*)n\Dt) is free, the ring C[Pl, Xl]6t(x) Hs,(x)e is a projective eH,(x)e-module
and defines the vector bundle F over (C*)n x (C*)n \ Dt = Spec(eH56 (x)e). Hence by
Lemma 1.6.1 Ha,(x) = End(F) is an Azumaya algebra and by the basic property of
Azumlaya algebras any irreducible Ht(x)-module is of the form Hs,(x)eeH,x)eX(,ll)
for some point (', v') E (C*)n x ((C*)n \ D).
Obviously any irreducible H6t(x)-module is irreducible as an H-module. Also we
have an obvious isomorphism of H-modules H,(x)e®eHt(x)eX(,,,,v) ~ HeexH, X(,,,,,).
Thus the previous paragraph implies V,,, " He ®eHe X(j',v,). Comparing the action
of the center on the both sides yields the statement. Q.E.D.
The previous lemma implies that there is a map T from the open part Spec(Z,.(x))
of Spec(Z) to the CM space CMt: T(/, v) = D(V,,), where C1 is the map constructed
at the section 1.5. As Spec(Z6,(x)) is an open dense subset in Spec(Z), we can define
a rational map T: Spec(Z) -- + CMt.
Theorem 1.7.1 The map T: Spec(Z) -- + CMt is a regular isomorphism of the
algebraic varieties. In particular Spec(Z) is smooth.
Proof The previous lemma and Corollary 1.5.1 imply that T is a regular isomorphism
on Spec(Z,(x)). The duality involution from the section 1.4.5 allows us to state the
same for the open subset Spec(Z&(y)).
Indeed, the duality involution E maps the double affine Hecke algebra H(t; 1)
to H(t- 1; 1) and it induces the map ECM: CM -- CMt-1, ecM(X,Y,U,V) =
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(YX, -Y-X-YXU, V). By the construction we have ECM o T = T o . Thus
the restriction of the morphism Ec o T o to Spec(Z6,(y) is a regular isomorphism.
Now, we know from the Theorem 1.6.1 that Spec(Z) is normal. As the complement
of Spec(Z,(x)) U Spec(Zs,(y)) has codimension 2 (because Spec(Z) is irreducible by
Theorem 1.6.1), we can extend T to a regular map on the whole Spec(Z). The
extended map is dominant because by Proposition 1.3.2 the variety Clt is irreducible.
Thus T is a regular birational map which is an isomorphism outside of the subset
of codimension 2. But we know that CMt is smooth and Spec(Z) is normal, hence (by
theorem 5 section 5 of chapter 2 of [Sh]) the map T - is regular and as a consequence
is an isomorphism. Q.E.D.
Corollary 1.7.1 He is a projective eHe-module.
Proof We proved for any R that He is a Cohen-Macaulay module over eHe. Since
M = Spec(eHe) is smooth, the result follows from corollary 2 from chapter 4 of [Se].
Q.E.D.
Thus He defines the vector bundle E on Spec(eHe), with fibers of the dimension
n!.
Corollary 1.7.2 For the double affine Hecke algebra H = H(t; 1) the following is
true:
1. H = EndE where E is a vector bundle over Spec(Z) i.e. H is an Azumaya
algebra.
2. Every irreducible representation of H is of the form Vz = He ®eHe Xz, z E M =
Spec(Z).
3. Vz has dimension n! and is a regular representation of Ct[Sn].
Proof The first item follows from Theorem 1.6.1. The second item is a general
property of Azumaya algebras. The third item follows from the fact that it is true
for the generic point z E Spec(Z). Q.E.D.
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Remark 1.7.1 This corollary was proved in 2000 by Cherednik using the technique
of the intertwiners Ch4].
The ring Z eH(t; 1)e has a natural noncommutative deformation eH(t; q)e.
Hence this ring has a natural Poisson structure {., }. The variety CMt also has a
Poisson structure described in subsection 1.3.4. It turns out that the isomorphism 2
respects these Poisson structures.
Theorem 1.7.2 The isomorphism 62 is an isomorphism of Poisson varieties, that is
the following formula holds
{, }FR = {, }.
Proof It is enough to prove that it is an isomorphism of Poisson varieties on the
open set U. For q = eh 1 we have an embedding gq; H(t; q) - Dq$#Sn via Lusztig-
Demazure reflection difference operators. Here Dq is a localization of the Weyl algebra
with generators XPl, l/l, i = 1,..., n and relations:
[Xi,X j] 0, [Pi,Pj] = 0, XjPi-q 6 ijiX 3 = O,
by the ideal (t(X)). When q = 1, the noncommutative ring Dq becomes the commu-
tative ring C[P±l, X+l]a&(x) and the corresponding Poisson structure on this ring is
given by the formulas:
{xi, xj} = 0, {Pi,Pj} = 0, X,Pj} = XiPj
The H(t; 1)-module V,,, has a natural C[Pl, X+l]a,.(x)#Sn structure. It is easy
to see that in the basis 1 0 w, w E W operators Pi, Xj are diagonal. In particular
Pi(1 0 e) = /i(1 0 e) and Xi(1 0 e) = vi (1 0 e), hence we have the following Poisson
bracket on U:
{hi, Vj} = 0, fiLj = {Vi,1j = jijjij (1.28)
The comparison of the formulas for the Poisson bracket on U C CMt from the
subsection 1.3.4 and explicit formulas for the map 4ju from the subsection 1.5.3
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give the formula. Indeed, we can express the functions Xi, q through the functions
ps, vt and using (1.28) calculate Poisson brackets {, Ak}, {Ai, qk}, {qi, qk-}. We give
formulas for the last bracket:
qk} (a ln(q) ln(qk) {qi, q} = al/k k - -l,,
q (qk( ( -t-vi + - ti + -)) =
(t 1- t)2qiqk(vk + Vi)vivk
(vi - lk)(t-lvk - t Vi)(t-lVi - t/k)'
Q.E.D.
1.8 The rational and trigonometric cases
In this section we explain how one can get easier proof of the results of [EG] on the
rational double affine Hecke algebra. We also give the version of the results of the
paper for the trigonometric Hecke algebra and explain how to modify the proof from
the chapter for this case.
We give the modifications of the results from the main body of the text only for
the root system An- 1 but the rational ( and trigonometric) version of Theorem 1.6.1
holds for any root system R (and the proof is analogous). Moreover, in the rational
case we can replace the Weyl group W by a finite Coxeter group (see [EG]). Proofs of
these results verbosely repeat proofs for (nondegenerate) double affine Hecke algebras
from the chapter.
1.8.1 Definition of the rational and trigonometric double affine
Hecke algebras
Below we give a definition of the rational and trigonometric double affine Hecke
algebra.
Definition 1.8.1 [EG] The rational double affine Hecke algebra Htrt is generated
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by elements sij, 1 < i # j n, xi,yj, 1 i,j n. The elements sij, 1 
i,j < n generate the subalgebra inside Hrat(T; 9) isomorphic to the group algebra of
the symmetric group Sn, and sij corresponds to the transposition (ij). In addition
generators of Hr"lt(r; 9) satisfy the relations
xisij = sijxj, yisi = sijyj, 1 i,j < n,
[k, Sijl] = 0, [yk, sijl = 0, k ~ {i,j}, 1 < i,j,k < n,
[yi, xj] = rsij, 1 i# j n,
[xi, xj] = O = [yi, yj], 1 i,j n,
[Yk,k] = -TESik, 1 k < n.
iZk
Definition 1.8.2 The trigonometric double affine Hecke algebra Htri9(r; 9) is gen-
erated by elements sij, 1 < i j < n, Xi,y, 1 < i, j n. The elements sij,
1 < i, j < n generate the subalgebra inside Htri9(r; 0) isomorphic to the group algebra
of the symmetric group S,, and sij corresponds to the transposition (ij). In addition
the generators of Htrig(r; 9) satisfy the relations
Xisij = si Xj, 1 < i, j < n,
sijyi - yjsij = T if j > i, sijy - yjsij = -- if j < i,
[Xk, sijl = 0, [Yk, sij] = O if k {i, j}, 1 < i,j,k < n,
[Xi,Xj = O = [yi, yj], 1 i,j < n,
XjlyiX,-X - = rsij if j > i, XjlyiXy - yi = XiXj-lTsij if j < i,
XklYkXk -Y = 0- 7( Sik + EXiXjslik), 1 < k < n.
i<k i>k
Remark 1.8.1 Let H be the C[d, r][[h]]-algebra topologically generated (in the h-
adic topology) by Xi, y, si,i+l with Ti = si,i+lehsii+, i = 1,...,n- 1, Y = ehyi,
Xi, i = 1,..., n satisfying the relations for the double affine Hecke algebra H(t; q),
q = eh, t - erh. It coincides with an appropriate completion of the double affine
Hecke algebra H(t; q), in the h-adic topology. Moreover one can show that H is flat
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over C[[h] and H/hH = Htr?'(T; ). Analogously, if Htrig is the C[6, T][[h]-algebra
topologically generated by by sij, yi, cj, 1 < i < n with sij, yi, Xj = e i,j = 1, . . ., n,
satisfying the relations for the trigonometric double affine Hecke algebra Htrig(hr; hO)
then the algebra ft'.ig is flat over C[[h]] and Hrat(r; 9) = Htrig/hHtrig. Let us also
mention that there is a direct limiting process from, the double affine Hecke algebra to
the rational double affine Hecke algebra [Ch5].
1.8.2 Representation by Dunkl operators
Let Dr t be the localization of the n-dimensional Weyl algebra Arat by the ideal
generated by 6(x). The Weyl algebra A rat is generated by elements xi,pi, 1 < i < n
modulo relations:
[xi, xj] = = [pi,pj], [xi, pjl = 06ij, 1 < i,j < n.
Let us denote by Dtrig the trigonometric version of algebra Dat. This algebra
is localization by ((X)) of the algebra Ats 9 with generators pi, Xil, i = 1,..., n
modulo relations:
[Xi, Xj] = 0 = [pi,pj], [Xi,pj] = 06ijXi, 1 < i,j < n. (1.29)
It is easy to see that the ring Atri9 is isomorphic to the ring of differential operators
on the torus (C*)n.
Proposition 1.8.1 The homorphisms grat: Hrat(T; 9) -- Djrat#Sn, gtrig. Htrig
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Vi#S defined by the formulas
rt Yi) = : + r I(Sij -1),Xi - j
grat(Xi) = Xi, gat(IL) = W,
9"ig(Yi) = pi + T X X (si-1) + xi- (sij-j<i ' j>i
9trig(X-) = Xi, gtrig(W) = 
(i = 1,..., n) is injective.
This proposition allows to prove the PBW type result for these algebras.
1.8.3 Calogero-Moser spaces
In this subsection we give a definition of the Calogero-Moser space in the rational
and trigonometric cases. These spaces were defined Kazhdan, Kostant and Sternberg
at [KKS].
Let CMrat be the subset of g(n, C) x g[(n, C) consisting of the elements (x, y)
satisfying the equation
rk([x, y] + Id) = 1.
By CMt',ig C GL(n, C) x gl(n, C) we denote the subset of pairs (X, y) satisfying:
rk(X-yX - y + Id) = 1.
The group GL(n, C) acts on the spaces CMrat and CMtrig by conjugation. This
action is free.
Definition 1.8.3 The quotient of CM,at (CMtig) by the action of GL(n, C) is called
the rational (trigonometric) Calogero-Moser space. We use the notation CMrat (re-
spectively CMtrig) for this space.
Proposition 1.8.2 The rational (trigonometric) Calogero-Moser space is an irre-
ducible smooth variety of dimension 2n.
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For the rational Calogero-Moser space this statement is proved in section 1 of
[Wi]. The proof in the trigonometric case almost identically repeats the proof in the
rational case.
The Calogero-Moser spaces CMrat and CMtrig are the configuration spaces for the
rational and trigonometric integrable Calogero-Moser systems. The Poisson struc-
tures corresponding these systems are the results of the Hamiltonian reduction of the
natural Poisson structures on the spaces g(n,C) g[*(n,C) and T*GL(n,C) (see
[OP]).
1.8.4 The main result for the rational and trigonometric dou-
ble affine Hecke algebras
As we mentioned in the first subsection, the algebras Hrat(T; 0), Htrig(r;0) are in
some sense quasiclassical limits of the double affine Hecke algebra H(t; 1). Naturally,
the theorems from the previous section have their rational and trigonometric analogs:
Theorem 1.8.1 Let H be one of three described algebras: H(t; 1), Htri9(; 0) or
Hrat(r; 0), CM is the corresponding Calogero-Moser space, and e is the symmetrizer
(in the finite Hecke algebra if H = Hl,q and in the symmetric group otherwise). Then
the following is true:
1. The map h: z - ze is an isomorphism between Z(H) and eHe.
2. Spec(Z(H)) is an irreducible smooth variety naturally isomorphic to CM.
3. The Poisson structure on CM which comes from the noncommutative deforma-
tion eH(t; q)e (eHtrig(r; 6)e, eHrat(T; O)e respectively) of eHe coincides (up to
a constant) with the (quasi) Poisson structure on CM coming from the (quasi)
Hamiltonian reduction.
4. The left eHe-module He is projective and H = EndeHe(He).
In particular the algebras Hrat(r; 0) and Htrig(T; 0) are Azumaya algebras and for
these algebras the statement of Corollary 1.7.2 holds with Ct[S] replaced by S,.
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The proof of the theorem in the case H = Hral(r; O) is completely parallel to the
case H = H(t; 1).
In the trigonometric case the only difficulty is that the group GL(2, Z) does not act
on Htrig(r; 0) and we do not have any analog of the duality involution. But instead of
the duality transform one can use the faithful representation 9trig of Htrig(r; 0). The
representation gtig is the "bispectral dual" to gtig; that is, the role of Xi, 1 < i < n
is played by yi, 1 < i < n.
Let us describe the representation ptig. The homomorphism T ig: Htrig(T; 6) -
C[P±, y](y)#Sn is defined by the formulas
Si,i+l T = Si,i+ + (s,i+l - 1) 1 < i < n-1,
Yi - Yi+l
Yi 1- yi, 1< i n,
Xi T T Pn-llwPT 1... TP, 1 < i < n.
where w E Sn, w(1) = n, w(i) = i- 1, i = 2,...,n.
Remark 1.8.2 It may appear that one can obtain some of our results from the ra-
tional case by a naive deformation argument. However, it is not clear how to do it,
since the variety Spec(Z) is not compact, and when it is deformed, there is a priori
a possibility of singularities arriving from infinity.
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Chapter 2
Double affine Hecke algebras of
rank 1 and affine cubic surfaces
2.1 Structure of the Chapter
The content of the paper is as follows. In Section 1, following Sahi, Noumi, and
Stokman, we define the double affine Hecke algebra H = H(tl, t2, t3, t4; q). If ti = 1,
i = 1,..., 4 this algebra specializes to the semidirect product Cq[X: l, pl'] 4 C[Z 2],
where Cq[X±l, p±l] is the algebra of functions on the quantum torus, generated by
Xl', Pfl with defining relation PX = qXP. In particular, if ti = q = 1 then
H = C[X*l, P*'] cC[z2].
For general t, q, the algebra H contains the two-dimensional Hecke algebra Ct2 [Z2]
of type Al, which in turn contains the symmetrizing idempotent e. Thus one may de-
fine the spherical subalgebra eHe, which is a 5-parameter deformation of the function
algebra ((C*)2/Z 2), where Z2 acts by b - b- 1.
Next we recall the Lusztig-Demazure type representation of the algebra H, which
is an embedding of H(t; q) into an appropriate localization of C [X±1, P ±l] X C[Z2].
The existence of this representation allows one to show that if q = 1 then the algebra
eHe is commutative and isomorphic to the center Z(H) of H (the Satake isomor-
phism).
Finally, we recall the action of an abelian extension PGL(2,Z) of PGL(2, Z)
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(by Z) on H. More precisely, consider the natural surjective homomorphism :
PGL(2, Z) - PGL(2, Z2) x Z2 = S3 X Z2, given by a - (a mod 2, det(a)). The kernel
of S is r(2)/(+1), where r(2) is the level two congruence subgroup of SL(2, Z). It
turns out that the group PGL(2, Z) acts on DAHA as follows: an element a acts on
the parameters of DAHA by (a) (where the first component l (a) acts by permuting
tl,t 3 , t4 and the second component 2 (a) by inverting the parameters). Thus the
subgroup that honestly acts on H (without changing parameters) is the preimage
r(2) of F(2)/(+1) (a subgroup of index 12).
The case q = 1 is of special interest. In this case q = q-' and the action of the
abelian kernel of PGL(2, Z) is by inner automorphisms, we get an action of the group
KerJ on the center Z(H) of H. Moreover, we will see that the center of H(t-l; 1) is
canonically isomorphic to the center of H(t; 1) (they have generators satisfying the
same relations), so in fact we have an action of a twice bigger group K = KerSl on
the center Z(H).
In Section 2, we prove that the center Z = Z(H) of H is generated by three
elements X1, X 2, X3 subject to one relation R(X1, X2 , X3) = 0, where
R(X, X2, X3) = XX 2X3 - X2 -X3 + +X  2X2 + 3X 3+po +4,
and pi are (algebraically independent) regular functions of t. Thus the variety C =
Spec(Z) is an affine cubic surface in C3, such that its projective completion C differs
from C by three lines at infinity, forming a triangle and consisting of smooth points.
Moreover, we show that any cubic surface with these properties is obtained in this
way. This means that a smooth projective cubic surface is obtained as C (generically,
in 45 ways), since it contains 27 lines forming a configuration containing 45 triangles
[Man] 1.
Since for q $ 1 the algebra eHe is in general noncommutative, the commutative
algebra eHe = Z(H) for q = 1 has a Poisson structure. It turns out that this
Poisson structure is symplectic at smooth points of C. For instance, if C is smooth
'We recall that the moduli space of cubic surfaces, PS 3 C 4 /PGL(4), has dimension 19 - 15 = 4,
i.e. the same as the dimension of the moduli space of algebras H with q = 1.
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(generic case) then the Poisson structure is symplectic, and is given by the unique
(up to scaling) nonvanishing 2-form w on C (one has H'(C, C) = 0 and hence any
nonvanishing function on C is a constant; this guarantees the uniqueness of w). Thus
the algebra eHe with q 1 can be regarded as a quantization of the affine cubic
surface C with its natural symplectic structure.
The action of the group K on C has a vivid geometric interpretation. Namely, K
is generated freely by three involutions g, 2, 93:
1 ° 1 2 )1 
'91 92 3
The involution gi acts on C by permuting two roots of the equation F = 0, regarded
as a quadratic equation in Xi with coefficients depending on other variables. Thus,
gi(Xj) = Xj if j # i, and gi(Xi) = -Xi + XjXk + Pi, j, k i.
In Section 3, we study irreducible representations of H for q = 1, corresponding
to a given central character X E C. We find that the algebra H is Azumaya (more
specifically, endomorphism algebra of a rank 2 vector bundle) outside of the singular
locus of C, while at the singular locus there are 1-dimensional representations. The
singular locus is generically empty, and always consists of at most 4 points. When
there are 4 singular points (the most degenerate case), the surface is simply the
quotient of (C*)2 by the inversion map.
In section 4 we study deformations of DAHA. We set q = e, where h is a formal
parameter, and consider the Hochschild cohomology of H = H(t, q), in the case when
C = Ct is smooth. Since H is a deformation quantization of the function algebra
O(C), by results of Kontsevich the Hochschild cohomology of H coincides with the
Poisson cohomology of 0(C). On the other hand, since C is symplectic, by Brylinski's
theorem, this cohomology is equal to the De Rham cohomology of C. The latter is
found to be: H' = H>3 = 0, H2 = C 5 (one 2-cycle on the 2-torus modulo inversion,
which is homotopically a sphere, and 4 vanishing 2-cycles at the 4 singular points
of this torus). In particular, the formal deformation space of H is smooth and 5-
dimensional. The space of parameters of H is also 5-dimensional. We prove that
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the natural map between these spaces is generically injective, which implies that the
variation of parameters t, q produces the universal deformation of H. This is to some
extent an explanation why one cannot add additional parameters into Askey-Wilson
polynomials.
In section 5 we consider DAHA as deformation of the semidirect product
Cq[X±l, P±l] > C[Z2]. We calculate the Hochschild cohomology of the later alge-
bra for the case q is not a root of unity. Later we show that five-parameter family of
DAHA is a universal deformation of Cq[X+l, P 1] >X C[Z2].
Finally, in section 6 we calculate the Poisson cohomology of the Poisson ring
C[X±l, P±I]z2. It turns out that the family of cubic surfaces {Ct}tEC4 with the nat-
ural Poisson structure gives a universal deformation of the singular Poisson variety
Spec(C[X±l, P±l]Z2).
This chapter is based on the paper [01].
2.2 Double affine Hecke algebras
Definition 2.2.1 Let ko, k, uo, ul , q E C*. The double affine Hecke algebra H =
H(ko, k1, uo, ul; q) of rank 1 is generated by the elements To, T, T, T with the
relations:
(To - ko)(To + kol) = 0, (2.1)
(T - k1)(Ti + kl 1) = 0, (2.2)
(To - o)(To + o ) = 0, (2.3)
(T / - ul)(T + ul- l) = 0, (2.4)
T~T1To Tv = q-1/2. (2.5)
This algebra is the rank one case of the algebra discovered by Sahi [Sah]; he used
this algebra to prove Macdonald's conjectures for Koornwinder's polynomials. In our
paper we use notation from the paper [NS]. In particular we use t = (tl , t2 , t3 , t4 ) =
(k 0, k 1, uo, ul).
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2.2.1 Lusztig-Demazure representation
Let Dq = Cq[XIl, P- 1] C[z2], where Cq[Xl, Pl], q E C* is a q-deformation of
the ring of the Laurent polynomials of two variables:
PX = qXP.
That is, an element of Dq is a linear combination of monomials Xipjs, where s E Z2
is the generator of Z2, i, j E Z, e = 0,1 and
(XiP s)(Xi'-pj 's') = q-i'j Xi-i 'p j- j l
(Xipj)(Xi' P'sf') = qi'Jxi+i'pj+jls'
In the next proposition Dq,loc stands for the localization of Dq obtained by invert-
ing nonzero functions of X.
Proposition 2.2.1 [Sah, NS] For any q E C* the following formulas give an injective
homomorphism iq : H(ko, kl, uo, ul; q) - Dq,loc:
iq(Ti) = V, iq(TV = VV
Vo = kop-ls+ ko + (1 - P-s),1 - X2
V¼ = kl + k + flX
-- X-
V = X-IV-lvl, = 71 VOV - q-1/2Volx.
Corollary 2.2.1 If q = 1 then iq induces an isomorphism
H((x)) - C[X1, pl](s(x)),
6(X) = (1 - X2)(1 - kulX)(1 + klul-X)(1 - k2U 2X)(1 + k2u2-X),
where the element X E H is defined by X = Tl(Tjv) - ', and the subscript ((X))
denotes localization by 6(X).
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2.2.2 Projective GL(2,7Z) action
In [Chl], Cherednik showed that double affine Hecke algebras corresponding to re-
duced root systems admit a projective GL(2, Z)-action. This action was generalized
to the case of nonreduced root systems in the papers [NS, Su]. Let us recall this
generalization.
We denote by H the algebra H(t; q) = H(k 0, k1, uo, u; q), by H a the algebra
H(a(t);q) = H(ul,kl,uo, ko;q), by HT the algebra H(T(t);q) = H(uo, k,ko,u 1 ;q),
by H'1 the algebra H(t-l; q- 1) = H(ko, k-1, u-l, ul;q-l).
Proposition 2.2.2 For any values of q E C* and t
1. The following formulas give an isomorphism a: H - Ha:
a(To) = T1'T T1, a(Tl) = T1, (2.6)
,a(T') = TTo To' 1, o-(T) = To, (2.7)
where Ti, Ti', i = 0,1 generate H a with relations (2.1-2.5) in which Ti and TV
are replaced by Ti and T'v (respectively) and (ko, kl, uo, ul) = t is replaced by
O(t).
2. The following formulas give an isomorphism 7: H -- HT:
r(To) = ToTo'T-1, T(T) = T1 , (2.8)
r(ToV) = , r(T')= T, (2.9)
where Ti, TiV, i = 0, 1 generate H with relations (2.1-2.5) in which Ti and TiV
are replaced by Ti and TiV (respectively) and (ko, k1, u, ul) = t is replaced by
(t).
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3. The following formulas give an isomorphism ql: H - H':
77(To) = T 1 , 7(T1) = T1 , (2.10)
77(ToV) = To(To)-lTo l, 77(TV) = Tl(T)-lT 1, (2.11)
where Ti,, Tiv , = 0, 1 generate H"1 with relations (2.1-2.5) in which Ti and T
are replaced by Ti and Tv (respectively) and (ko, k1, uo, tll) = t and q is replaced
by t - 1, q- 1.
4. For all h E H we have the relations
(a o )(h) = T-'hT, (2.12)
( o o a o o ou r)(h) = h, (2.13)
(oa o T 7)(h) = ( o o au)(h), (2.14)
a o ro o a(h) = (h), (2.15)
r o ro (h) = (h). (2.16)
Recall that the group PSL(2, Z) has generators
-1 0 0 1
and defining relations
1 =1=()
Thus the relations from the last item of the proposition show that the elements
a, T define a projective action (i.e., an action of a central extension) of PSL(2, Z) on
the sum of six double affine Hecke algebras (obtained from H by all permutations of
ko, uo, u1 ), such that the center of the central extension preserves each of the six and
acts on them by the inner automorphism (in particular, acts trivially on the center
of H).
Moreover, the group generated by the automorphisms a, , 77 acts on the sum of
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twelve double affine Hecke algebras (obtained from H by all permutations of k0, u0, u1
and taking the inverse of all parameters including q). This group is an extension (not
central) of the group PGL(2, Z) by Z acting by inner automorphisms h - TkhTk,
k E Z. On the center of H the inner automorphisms act trivially and we get the
action of PGL(2, Z) on the sum of the centers of twelve algebras. The element i7
correspond to the element
0 -y
of PGL(2, Z). In particular, here are the formulas for the involutions gi from the
introduction:
91= =r , 93 = o oT oa. (2.17)
Remark 2.2.1 To get from the algebra H(t; q) the double affine Hecke algebra of the
type Al one needs to put ko = uo = ul = 1 and k1 = k. The elements 7r = To, T T1,
X = ql/2ToT0 generate this algebra with the relations:
(T - t)(T + t- 1) = 0, TXT = X- 1, qr2=1, 7XTr = /2X-1
These relations coincide with the relations (1.1-1.8) from the previous chapter. The
double affine Hecke algebra was studied carefully at [ChO]. Let us remark that under
this degeneration the isomorphisms o, r become automorphisms of this algebra, so we
get a projective action of PSL(2, Z) on H.
2.3 Affine cubic as the spectrum of the center of
H(tl, t2 , t3 , t4; 1)
Now we restrict ourselves to the case q = 1. We denote H(t; 1) by H. In this section
we prove the following theorem, which is one of our main results.
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Theorem 2.3.1 For any values ko, k1, Uo, ul the elements
X1 = TT 1 + ToTo, X 2 = T1To + T/T, X3 = T1To + (To)-T1, (2.18)
generate the center Z(H) of the double affine Hecke algebra H = H(t; 1). Moreover
we have
Z(H) = C[X, X2, X3]/(Rt),
Rt= XX2 X3 _ X22 _ X2 + (ok0 + kl 1)X1 + (i + kok)X 2+
(koil + klio)~ + + + u + a 2 - kokljOal + 4,
-1where ki = ki -ki, i = ui-u 7
The proposition is proved in subsection 2.3.3.
2.3.1 Properties of the affine cubic surface
Before proving this proposition let us list the properties of the affine cubic Ct =
{Rt(X) = O} and its completion Ct C P3. We use the term "triangle" for the union
of three distinct lines in the plane, which don't intersect in the same point.
Proposition 2.3.1 1. For any values of the parameters t the complement Ct \ Ct
is a triangle.
2. For any value of t the cubic Ct is irreducible, normal, has a finite number of
the singular points, and is smooth at infinity.
3. If C' is an affine irreducible cubic with a triangle at infinity consisting of smooth
points, then C' = Ct for some t E C4.
4. If t is generic then Ct is smooth.
Proof (1) If we rewrite the equation for Ct in terms' of the homogeneous coordinates
Xi = xi/xo then it is easy to see that the intersection of the infinite plane with Ct is
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given by the equations:
Xlx2X3 - 0,O = 0.
(2) The irreducibility of Ct and smoothness at infinity are immediate from the
equation. The finiteness of the number of singular points follows from smoothness at
infinity. To prove normality, note that Ct'is a Cohen-Macaulay variety. Since it has
a finite number of the singular points, by Serre's criterion it is normal.
(3) Suppose that the coordinates are chosen in such a way that the three lines
lying on the infinite plane {xo = 0 are given by the equations x0 = x1x2x3 = 0.
Then the equation of the cubic surface has the form
X 1X2 X3 = aijXiXj + E bkXk + C.
i,j k
Making the shifts Xi - Xi + 2ajk, j, k i and rescaling Xi we arrive at the equation:
3
X1X2X3 = E iX,2 + E bXk + c,
i=1 k
where Ei = 0,1. If ei = 0 then the infinite point with homogeneous coordinates
xi = 1, xj = 0, j i is a singular point of C'. So the proof follows from Lemma 2.4.1
which we prove in section 2.4.
(4) The last item follows from the previous one because the generic cubic surface
is smooth and contains a triangle of lines. Q.E.D.
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2.3.2 The action of PGL(2, Z) on the cubic surface
We can easily calculate the action of PGL(2, Z) on the elements Xi:
'a(Xl) = X2, a(X2) - X' (2.19)
-.(X3 ) = - X3 r + U0oit + k0ok1 (2.20)
T(XI) = Xl, T(X 3) = X2 (2.21)
T(X 2) = XX2' - X 3 + ot2i + kok1, (2.22)
7(Xl) = X, 77(X2) = X (2.23)
vq(X3) =X 1X 2 - X3 + itokl + koul (2.24)
where X, Xir, X 7 are the corresponding generators of the center of Ha, Hr, H7
respectively. Using formulas (2.17) we get the formulas for the action of gi from the
introduction.
Remark 2.3.1 The formulas (2.19-2.24) define the regular maps a,r,r : A3 -- A3 .
The direct calculation shows that a, r, r7 map the surface Ct C A3 into the surfaces
Ca(t), C(t), C(t), respectively.
Corollary 2.3.1 Formulas (2.19-2.24) yield an embedding of the congruence sub-
group K into the group Aut(Ct) of automorphisms of the affine cubic Ct.
Proof The existence of the map follows from the previous reasoning. The injectivity
of the map is an open condition on the parameters t. Hence it is enough to prove
that it is an injection for some particular value of t.
If ko = kl = io = il = 0 then algebra H(t; 1) becomes C[Xil, Yl] Z2 and
C[X±l, y±1]Z2. The action of K on C[X ±l, Y+1]Z2 is induced by the standard action
of GL(2, Z) on C[X', Y±]: XiYj -- XY(i)YY(j ), y E GL(2, Z). This action obviously
induces an injection: K - Aut(Ct). Q.E.D.
Remark 2.3.2 The automorphisms from the corollary do not extend to automor-
phisms of the projective cubic surface. Their extensions are birational automorphisms
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of the projective surface. Moreover, the formulas (2.19-2.24) extend the action of K
to the reducible projective surface Ct U L, where L is infinite plane. The group K acts
on the infinite plane L by Cremona transformations.
2.3.3 Proof of Theorem 2.3.1
From Proposition 2.2.1 it follows that the element X1 is central. The elements X2,
X3 are central because they are the results of the PGL(2, Z) action on X1.
In the Appendix we prove that Xi satisfy the cubic equation Rt(X) = 0. It is a
routine but rather long calculation.
We now prove that X 1, X 2, X 3 generate the center Z. As the center of C[X"1, ±l] A
Z2 is equal to C[X l1, pl]z2, the corollary 2.2.1 implies that the map i induces a bira-
tional isomorphism between Spec(Z) and Spec(C[Xl, Pl1]Z2 ). The ring C[X±1 , p±1]Z2
is generated by the elements
I = X + X - 1, I2 = P + P-1, I3= XP+P-1X-1
modulo the relation
II2I = I + I~ + I32 - 4.
An easy calculation shows that
X1 = I1,
X2(I - 4) = Qo(Il) + Q2(I1)12 + Q3(11)I3,
X3(I12 - 4) = So(I) + S2(11)12 + S3 (I1 )I3 ,
where deg Q2 = 2 with the leading coefficient kl/ko, degS3 = 2 with the leading
coefficient ko/kl, deg Q < 1, deg S 2 < 2.
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Hence we can express I2, 13 through Xi:
12 = (X2 R2 (X1 ) + X3 R3 (X1 ) + R(X 1 ))/Di(X 1 ),
I3 = (X2R(X 1) + X3R3(X1) + R°(X 1))/Dl(Xi),
where R are polynomials and D1 = Q2S3 - Q3S2 is a polynomial of degree 4 with
the leading coefficient 1. As a consequence we get a birational isomorphism between
Spec(Z) and the cubic Ct, under which the image of any element F of the center Z can
be presented in the form F = R 1(X)/(D 1(X 1)(X 2 - 4))N, where R1 is a polynomial.
As we have a (projective) PSL(2, Z) action on the DAHA, recalling remark 2.3.1
we see that the same statement holds for X2 and X3. That is, any element F E Z has
a representation in the form F = Ri(X)/(Di(Xi)(X - 4 ))Ni where i = 1, 2, 3 and Ri
are polynomials depending on F, while Di is a fixed polynomial. In other words any
regular function on Spec(Z) is a rational function on Ct with singularities on a set of
codimension 2. But we know that Ct is normal, hence any function with singularities
at codimension 2 is regular. Thus we proved that Z = C[X1,X 2, X 3]/(Rt_)
2.4 Finite dimensional representations of H and
the spherical subalgebra
Let e = (1 + kT 1)/(1 + k) be the symmetrizer. In all places where we use the
symmetrizer we suppose that kT f -1 and we denote by Ck, [Z2] the subalgebra of H
generated by T1. The algebra eHe is called the spherical subalgebra of H. The space
He has the structure of a right eHe-module.
Theorem 1.6.1 and Corollary 1.7.2 from [01] say
Proposition 2.4.1 1. The map z -, ze is an isomorphism Z -, eHe.
2. The left action of H on He induces an isomorphism of algebras H EndeHe(He).
3. If Ct is smooth then He is a projective eHe-module which corresponds to a
vector bundle of rank 2 on Ct.
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4. If U C Ct is a smooth affine open set and E is an irreducible representation of
H with central character X belonging to U then E is the regular representation
of Ck [Z2], namely
E = He (eHe X
Remark 2.4.1 In the previous chapter we treat the case of reduced root systems, but
the proof is the same in the non-reduced case.
It turns out that the statement converse to the last part of the proposition 2.4.1
holds, and we can give a simple representation-theoretic description of the locus of
the singular affine cubic surfaces. For that we need to understand better the structure
of the map p: C -t C4, given by the coefficients of the cubic surface Ct:
p = 0oko + kl'El, P2 = Ilfo + k0kl,
P3 =O koul + klu, Po = k02 + k2 + u2 + 2 - ko k1 uou0l
The structure of the map becomes transparent if one introduce torus T and maps :
C 4 -T, Ir: T -1 C 4 with the property p = r o 0. Now let us introduce these maps
and torus T.
Let T = Spec(C[P]) where P is the weight lattice for the root system D4. By the
definition
P = 1e i= + (- (El+ E2 + E3 + E4)),
and we can think about this algebra as the algebra generated by sit, S2 S3 , 54
65l modulo the relation S1S253S4 = 62. There is a natural action of the Weyl group
W = WD4 on IT.
We can embed the algebra C[P] into the algebra C[tjl, t±l, t 1l, t 1l] by the formu-
las:
51 = tt 2, 2 = -tl/t 2 , 3 = -t 3 /t4 ,. s4 = t3 t4, 6 =tlt3
Let us denote the corresponding map.C4 -+ T by 0.
The direct calculation shows that we have the decomposition p = r o 0 for the
64
map p: C4 --+ C with w: T --+ 4 given by the formulas:
Po = mw2(s) -4, m 4(, p s), p2=m , p3= m3 (S)
where wi are the fundamental weights:
Wl = E1, 02 = -1 + 2 , W3 = E. + E2 + E3 - 4E, W4 = E1 + E2 + 3 + E4 ,
and m,,(s) = ZEEww.isA are the orbit sums. As the orbit sums mi, i = 1, 2,3,4
freely generate the ring C[P]W of W-invariants we get
Lemma 2.4.1 The map 7r: T --+ Cp is an epimorphism and for any s E T we have
r 1(7r()) = UEWW(S).
Remark 2.4.2 The map is the Galois covering with the Galois group Z2.
Let us denote by C the surface Ct with t E 0-1(s)
Proposition 2.4.2 The point X E C, is singular if and only if there exists an element
w E W such that the one dimensional representation X of Z = Z(H(t, 1)), t E
- 1(w(s)) extends to a one dimensional representation of H(t; 1).
Proof Proposition 2.4.1 implies that if p:
TO -tl, T1 -t2, TOV -t3, T ~-t4,
is an extension of the one-dimensional representation X:
X = (t2t4 + tt 3, tlt2 + t3t4, t2t3 + t21t 3),
of Z then the point X E Ct is a singular point. So we need to prove the converse.
It is well known that variety S C C 4 of the singular cubic surfaces is irreducible.
By the first part of the proposition the map 7r: s -. 7r(s) sends E = {sls4 = 1} onto
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S. Obviously 7r-l(S) C C4 is a union of the hypersurfaces. From the Lemma 2.4.1
we get that 7r-'(S) = UwEww(E). Q.E.D.
Let us denote by E C C the locus of the points s with the property that the
surface C has at least one singular point; by E' C E the locus of the surfaces with
at least two singular points (counted with multiplicities); by E" C E' the locus of the
surfaces with at least three singular points (counted with multiplicities); by s"' C E"
the locus of the surfaces with at least four singular points (counted with multiplicities).
By the multiplicity of a singular point we mean the Milnor number [AGV]. Having
in the mind this definition we get the following result.
Corollary 2.4.1 The surface C, can have only ADE singularities. The type of the
singularity of the surface C, is the type of the stabilizer Stab(s) C W. That is the list
below gives the complete classification of the possible singularities of the surface C:
1. E = Uli<j 4,e=l1 z and t e PEj if and only if s = sj. If E Z \ E' then Ct
has one singular point of type A1.
2. E' =E U E where
2 = U{i,j,k,l}={1,2,3,4,e=1{Si = Sj = },
1 ,1 "Ui<jE=lSi = E S = I
UUij~kI}-1,1 2,3,4{ fE i±2{si = Se ,Sk = '] ,
and if s E Y2 \ E" then the singular locus of Cs consists of one point of type A2;
if E E1,1 \ Y" then the singular locus consists of two distinct points of type Al.
3. Z" = E3 U3 '1, where
3 3 1,1,1 7
3 UEe{12{s1' = = 5 = 3 54
=3 Ui,j,k,}={1,2,3,4},e=lSi = Sj = Sk = 
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= U{i,jkl={1.2,3,4}eE{lE{Si = Sj = a =
and if s E E \ E"' then the singular locus of C consists of one point of type
A3 ; ifs E ,l, \ ."' then the singular locus consists of three distinct points of
type Al.
4. s"' 4 1s' U 1,1 where
C4-- = Ue{}1){Sl = 52 = 3 = 54 = E}
=1,,1,1  U{ij,k,l}={1,2,34}{Si = Sj = -Sk = -S1},
and if s E 1 '" then the singular locus of C, consists of one point of type D4; if
s e ,,111 then the singular locus of C consists of four distinct points of type
Al.
Proof The fact that isolated singularities of the cubic surface which is not a cone are
ADE is very classical [C].
Items (1)-(3) are simple corollaries of the classification of ADE diagrams, because
in all cases it is easy to calculate the Milnor number of the singular point and the
Milnor number is equal to the number of nodes. in the diagram;
Let us give more details for the items (1), (2). The rest items are absolutely
analogous. First of all Proposition 2.4.1 implies that if s E El then the point X E C,,
X = ((1 + 1/(sksl)),-si - sj, /si(1 + 1/(sksl))) with {i,j,k,l} = {1,2,3,4} is a
singular point. Moreoveular r the point of ~El which does not belong to any Ej,,
(e,i',j') (1,i,j) the point X is the only singular point of Es and it has type Al.
Analogously, for the generic (in the same sense as before) s E r-1 the point X =
(6(1-I- 1/(sks)),.-si - sj, 6(1/s + 1/Sk)) is the only singular point of C_ and it is of
type Al.
To prove (2) we need to study singularities of the surfaces Ca with s E i~ Cn E,'j,
, (e,i,j) $~ (', i',j') such that s does not belong to any triple intersection of the
surfaces E j.. Thus the formulas from the previous paragraph imply that Ct has one
singular point if {i,j} fn {k,l} 1 0 and two singular points if {i,j} n {k,l} = 0 or
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{i, j} = {k, l). The topological interpretation of the Milnor number [AGV] implies
that in the first case the Milnor number of the singularity is equal to 2.
In item (4), we have two candidates for the type of singularities of C, s E E4: A 4
and D4. We can distinguish them by calculating the rank of the Hessian which is an
invariant of the singularity. In our case the rank of the Hessian is equal to 1, that is,
we have the singularity of type D4. Q.E.D.
Corollary 2.4.2 The surface Ct has no more then four singular points and it has
four singular points if and only if H(t; 1) = C[X+1, Pf l] X C[Z2]
Remark 2.4.3 The four-parameter family of the cubic surfaces {Cp}pc,, gives the
miniversal deformation of the singularity D4 by the criterion from the page 51 of the
book [AG V].
2.5 Hochschild cohomology of H(tl,t 2 ,t3 ,t 4;q) and
noncommutative deformations of the affine cu-
bic
2.5.1 Topology of the affine cubic surface
Let us calculate the cohomology of Ct:
Proposition 2.5.1 If Ct is smooth then
1. Hi(Ct, C) = if i = 1, or i > 2 H°(Ct, C) = C, H2(C, ) = C5 .
2. Any algebraic regular nonvanishing function on Ct is a constant.
Proof Applying the weak Lefschetz theorem to Ct and the infinite hyperplane in P3,
we find that H>2(Ct, C) = H1 (Ct, C) = 0. On the other hand, it is well known that
Ct is the blow up of the projective plane in six points. Hence x(Ct) = 9. On the
other hand we know that Ct \ Ct is a triangle, and its Euler characteristic is equal to
3. Hence X(Ct) = 6 and we proved the first part of the statement.
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The second part of the statement follows from the first one. Indeed, if we have
a, nonconstant nonvanishing function f on C then dln(f) is a regular differential.
As H1 (Ct, C) = 0, by Grothendieck's theorem n(f) an algebraic function. It is
impossible since it has logarithmic growth. Q.E.D.
2.5.2 Symplectic structure on the affine cubic surface: con-
nection with noncommutative deformation of H
Assume again that Ct is smooth. As the ratio of two regular nonvanishing 2-forms is
a nonvanishing function, we have
Corollary 2.5.1 Any algebraic symplectic form, on Ct is proportional to the form:
Q = dX A dX 2 / Mt(aX' (2.25)
The symplectic form Q yields a nondegenerate Poisson bracket on C[Ct:
{X1, X2} = X1X2 - 2X3 + k0ol + kl 0o,
{X 2, X 3} = X 2X 3 - 2X1 + kiouo + kouo,
(2.26)
(2.27)
{X3, X1} = X3X1 - 2X2 + uuol + uioul. (2.28)
On the other hand eH(q, t)e, q = eh gives a natural noncommutative deformation
of C[Ct] which induces the Poisson bracket
{F, G}df = [Fh, Gh]/hlh=O,
where Fh, Gh E H 0 C[[h]] have the property Fo = F, Go = G. Moreover these two
brackets coincide:
Proposition 2.5.2 For any values t we have
{., } = { , }def.
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Proof It suffices to prove the result for those t for which Ct is smooth.
If we show that the form Qdef corresponding to the Poisson bracket is a regular
algebraic nonvanishing form, then we show that {., } is proportional to {, '}def. Let
us do so.
Obviously, the Poisson bracket , '}def is regular, hence fdef has no zeroes. To see
that {, def is nondegenerate it is enough to prove this for the set of codimension 2
at Ct because Ct is smooth. By Proposition 2.2.1 the bracket { I )}def coincides on the
open subset U = X, b(X) $ O} with the standard Poisson bracket on C[Xf l, p±1]z2
which is nondegenerate. The same is true for the open subset y(U), y E K. But the
complement to the covering by the sets y(U) has codimension 2.
The coefficient of proportionality can be easily calculated on the described open
subset U.
In the Appendix we give a direct proof of this proposition. Q.E.D.
2.5.3 Hochschild cohomology of H(tl, t2, t3, t4; q)
We denote by l-t the algebra H(t; q), q = eh, considered as topological C[[h]] module
(that is, the parameter h is formal).
In this subsection we consider only H(t; q) with Ct smooth.
Let K = C((h)) and l: = tc@[lh]]/ (a KIC-algebra). Here X stands for the
completed tensor product.
We will need the following corollary of Kontsevich's quantization theory [Konl,
Kon2].
Let A be a commutative associative C-algebra, and A a topologically free C[[h]]-
algebra such that Al/hA - A. Let AK: = A4c[[h]]IC be the completed tensor product.
The deformation A of A gives rise to a Poisson structure {(, }'def on A, making
Spec(A) a Poisson variety.
Proposition 2.5.3 Assume that the canonical isomorphism: A/hA A can be lifted
to a topological C[[h]]-module isomorphism: A 4 A[[h]]. If Spec(A) is smooth and the
Poisson structure {.,')def on A is non-degenerate, i.e. makes Spec(A) a symplectic
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manifold, then there is a graded KC-vector space isomrnorphism: HH'(AK) - IC 0 c
H (Spec(A), C).
Remark 2.5.1 This statement can be generalized to the case when Spec(A) is a
smooth Poisson variety. In this case the cohomology of Spec(A) should be replaced
with the Poisson cohomology of A. This generalization of the proposition follows from
Formality theory (see Proposition 15.2 in EGC).
The last item of Proposition 2.4.1 implies that algebra eHte is Morita equivalent
to the algebra Rt. Hence application of proposition 2.5.3 yields
Corollary 2.5.2 If the cubic surface Ct is smooth then
HH(e7-lce) = HH'(7I) _ H(Ct, C) ®c IC.
We are not able to calculate HH'(H(t; q)) but the previous statement gives a clue
for the possible answer.
Conjecture 2.5.1 For the generic values q, t we have:
HH'(H(t; q)) = HH>2(H(t; q)) = 0, HH2 (H(t; q)) = C5.
2.5.4 Deformations of the DAHA
In this subsection we prove
Theorem 2.5.1 For a generic value of t, the family {e7He}8 ec4 gives a universal
deformation of algebra ete, and the family {(T/)_Ecc4 gives a universal deformation
of 7-t.
Proof The second Hochschild cohomology HH2(T/C) describes the first order defor-
mations of tCK. As HH3 (7t) = 0, all first order deformations are unobstructed, and
the tangent space to the space of deformations of Ht is equal to IC5.
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On the other hand to any element (.f(h), s(h)) E (C[[hJ])5 corresponds the formal
deformation H(eh(l+ef(I)),t + es(h)) of Nt. That is, we have a morphism of C[[h]]-
modules 4 t: (C[[h]])5 -- HH2 (lt)/(torsion), and to prove the theorem we need
to prove that this map is injective. Obviously t is injective if the induced map
: ~(C[[h]]) 5/h(C[[h]j])5 - 5 - H2(C) - HH 2(t)/[hHH 2 (7tt) + (torsion)] is
injective.
Let us observe that in the space H2 ( C,C) there is a special element Q corre-
sponding to the symplectic form.
From the construction of the isomorphism HH2(7H) _ H2(Ct, C) Qc )C it follows
that V_(a, 0, 0, 0,0) = aQ. Hence it is enough to prove that the induced map of
quotient spaces ('t: C4 --, PH 2 (Ct) is injective.
The map V' has a simple geometric description. Indeed, fix a point t such that
Cto is smooth. Then for any t E C4 from a neighborhood of t we have a C -
diffeomorphism bt_: Ct - Oto, which continuously depends on t and is the identity
when t = t. Let Qt E H2 (Ct) be the 2-form given by formula (2.25) (i.e. it is the
form induced by the noncommutative deformation of C[Ctj). Hence we have a well
defined map e: C4 - IPH2(Cto): (t) = *b_(t) modulo scalars, and the map Vt_ is
the differential of this map. It is easy to see that we can extend the function to
C4 \ where E is the set of points t such that Ct is singular, and this function is
holomorphic in this domain (but multivalued).
To prove the theorem it is enough to show that the generic point of C4 is not
critical for e. That is, it is enough to show that E(C 4) cannot have codimension > 1.
Obviously if we show that the image of a neighborhood of t = (1, 1, 1, 1) is dense in
a neighborhood of E(t) we are done.
First let us notice that parameter t E C4 gives a bad parametrization on the space
of the affine cubics with the triangle at infinity. Indeed, the equation of the cubic Ct
has the form
3
Rp(X, X2, X3 ) = X 1X2X3 + Z(-Xi + pi(t)Xi) + po(t) + 4,
i=1
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where P = u0ko + kl1il, P2 = lu 0 + kokl, P3 = koUl + Pklto, po = 2 + 1 2 + -
k0okiOL. Let us denote this cubic by Cp. Unfortunately, the differential of the map
t c- p(t) is zero at t = (1, 1, 1, 1), but obviously there exists a map e: Ca -PH2(Ct,)
such that E( = (3 op. It is enough to prove that the image of a neighborhood of p = 0
under the map e is "dense", i.e. contains a ball.
The cubic surface Co is singular with four singular points S, = 2(el, e2, E3 ), ei = +1,
ElE2E 3 = 1. It has a simple geometric construction. The group Z2 acts on (C*)2 by the
inversion of both coordinates and there is an obvious isomorphism between (C*)2/Z 2
and Co: z ' (Zl 1 + Zl, Z -1 + Z2, ZlZ2 + Zl12 1). The four singular points S, are the
images of four Z2 -fixed points (1, 1) E (C*)2. As (C*)2 /Z 2 is homotopic to the
two dimensional sphere, the last description of Co implies that H2 (Co, C) = C.
Let p E C4 be small, and Cp be smooth. The homology group H2(Op, C) is
generated by the classes of five spheres: by the classes of the four vanishing spheres
S and cycle S. Here S2 degenerates to the singular point S and S2 deforms to the
generator of H2(C0 ) as p tends to 0.
As fS p --+ b $ 0 as p --+ 0 (where p := Qt, p = p(t)), we can write
This formula shows that e has a holomorphic extension at p = 0. We will now show
that this point is not critical.
From corollary 2.4.1 it follows that p(E:,, 1l) is a union of four curves p(E, 1 ) =
Ue {l }3,l e2,3= IKE 
K, = {p, pi = Eis,i = 1,2,3,po = s(2- s/2),s E C}. (2.29)
The tangent vectors to K, at the point p = 0 form a basis in C4. Hence it is enough to
prove that the derivatives of e along the curves K at p = 0 are linearly independent.
The points of the curve K, correspond to the cubic surfaces with three singular
points which are close to S,,, ' # e. That is the homology group H2(Cp, C) is two
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dimesional with generators [Sg2(p)] and [Se(p)] and the integral frS, Qp, E E e' equals
identically zero along K. Now let us study behavior of the integral I (p) = fS2 Qp as
p tends to 0 along the curve Ke.
We give an analysis only for K = K 1,1,, because the other cases are absolutely
analogous. We will use the parametrization of K = (p(s)}),E from formula. (2.29).
To estimate the integral I(1,1,1)(p) = I(p) we need to understand the geometry of
the universal family C = ((X, s) E C3 x C, Rp()(X) = O} in the neighborhood of
(X, s) = (2, 2, 2, 0). After the change of the variables
Xi=Xi+2-s/2, i= 1,2,3,
the equation of the family C C C3 x C takes the form:
3
xx 2x + (2- s/2)(X1X2 + k2X3 + X3X1)- Z) £
3
s2 /4 E Xi + s(2 + s/4 - s3/8) = 0.
i=1
Hence there are local coordinates Yi, s', i = 1, 2, 3 at the neighborhood of (X, s) =
(2, 2, 2, 0) such that
X = Yi+ (s) + O(Y12), Iy12 = Iyl2
s' = S + 0(s2)
and the equation of C at these coordinates takes the form
Y12 + Y2 + Y32 _ 2(Y1 Y2 + Y2Y3 + Y3Y,) = 2s'.
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For convenience we will make no difference between s and s'. After the linear change
of the variables
Z1 = i(c-1Y 2 + cY3), Z2 = i(C-YS + CY1),. Z3 = i(c-1Y + cY2),
with c = (-1 + iv')/2, we get the simplest possible equation for C nu (for a suitable
neighborhood U of zero):
3
Z2 = 2s.
i=l
Having the description of C n u from the previous paragraph we can say that the
intersection of Cp(8), s 0 with small neighborhood of Z = 0 is retractable to the
two dimensional sphere S2(s) = {Z E Cp(,)ImZ = 0} (see e.g. [AGV]). Obviously if
s > 0 then $2(s) is the honest two dimensional sphere of the radius V's.
Let us write the form of Qp() in the coordinates Z, s. As
= X 1X 2 - 2X3 + p3(s) = -2iZ3 + O(s2) + O(1Z12)ax3
we have Qp() = idZ 1 A dZ 2 /2Z 3 (1 + O(s2) + O(IZ12 )).
Suppose s E R+. Now let us notice that if Z E S2 (s) then 1Z12 - 2s and also form
dZ, A dZ2/Z3 is proportional to the standard volume form for the two dimensional
sphere. Hence we have
I(s)= = Qp<) = | idZ A dZ2/2Z3 (l + (s2 ) + O(IZ12 )) =
k vol( 2(s))(1 + 0(s)),
where k 0. That is we have I(s) = ks + 0(s2).
Thus we proved that I'(s) $ O. The same is true for the other curves K,. Thus
the map e is holomorphic at p = 0 and this point is not critical. Q.E.D.
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2.6 DAHA as universal deformation of Dq X C[Z2]
The algebra Dq has the generators X±l, p"l and these elements satisfy the defining
relation:
PX = qXP.
Let us fix notation s for the generator of Z2 and e for the unit. We use the notation
Dq for Dq X C[Z2].
First we will calculate the homology HH,(Dq) = H (Dq, D). We calculate ho-
mology instead of cohomology just to shorten notations. It is easy to see that the
same method works for cohomology and that HHj(Dq) = HH 2-j(Dq).
Proposition 2.6.1 If q is not a root of unity we have:
HHo(Dq) = HH2(D) = C5,
HHi(Dq)= HH'(Dq) = O,
HH2(Dq) = HH°(Dq) = C.
2.6.1 Spectral sequence
There is a natural structure of a Z2-module on the homology HHi(Dq, gDq), where
g = e, s is one of the elements of Z2. More precisely there is an action of Z2 on the
standard Hochschild complex for HHi(Dq, gDq) by the formulas:
9.- (m 9al "'®.-9a,) =m g9 a ... ag.
Proposition 3.1 from the paper [AFLS] implies:
Proposition 2.6.2 There is a decomposition:
HH.(Dq, Dq) = HH.(Dq, Dq)eJ D HH.(Dq, Dq)a1,
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and the spectral sequence:
E, [g] = Hr(Z 2, Hs(Dq, gDq)) = HH,r+(Dq, Dq)gj
The same statement holds for the cohomology.
For calculation of H,(Dq, gDq) we will use the Koszul resolution.
Remark 2.6.1 The elementary group theory implies
H>o(Z2, V) = 0, Ho(Z2, V) = Tz2
for any Z 2-module V (over C).
2.6.2 Resolution
Let us denote by De algebra Dq ® D0pp, where D p is the algebra Dq with the
opposite multiplication. The elements p = P 0 P-1 - 1, x = X 0 X - 1 - 1 commute
and Dq/I = Dq, where I = (x,p) is the D-submodule generated by these elements.
Hence the corresponding Koszul complex yields a free resolution W, of De-module
Dq:
q q D q q ,
where IL(XiPj ® Pj'Xi') = XiPj+'X i' and for z = Zl 0 z2 we have do(z, O) = zp =
zlP 0 P-'z 2 - z 0 z2, do(O, z) = zx = z1X 0 Xz 2 - z 0 z2, dl(z) = (zx, -zp) =
(zlX X-lz 2 - zl 0 z2, -ZlP 0 P-1Z2 + Z1 0 z2).
2.6.3 Calculation of HH,(Dq, Dq)
After multiplication of the resolution W, by the De-module Dq we get the complex
of Dq modules:
Dq OD, * 0 - D Dq ( Dq Dq -- 0,
dl(z) = (XzX -1 - z, -PzP - 1 + z), do(z,z 2) = pzlp- - z + Xz 2X - 1' - z2. The
homology of this complex yields the Hochschild homology: HHi(Dq) = Hi(Dq OD,
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M/*).
We have H2(Dq ®Dq /,) = ker d1 = C.
The element (zl, z2), zk = Z c XitP is from ker do if and only if
(l -qi) + Cj (1 - qj) = O
for all (i, j) E 2. As the image Imdl is spanned by the vectors
E cijXipj(qj - 1, - qi)
®D W,) = C2 = ((1, 0) + di(Dq), (0,1) + dl(Dq))we get HI(Dq
It is easy to see that Imdo = {( ciXiPlcoo = 0O. Hence
Ho(D ®Dq W,) = C = (1 + do(Dq D Dq)).
2.6.4 Calculation of HH,(Dq, sDq)
After multiplication of the resolution W, by the Dq-module sDq we get the complex
of Dq modules:
sDq ®DI W*: 0 -- Dq Dq Dq Dq +O,
d(z) = (X-zX-'- z, -P-lz'zP- + z), do(Zl, Z2) = -lZlP- - l + X-z2X- -
Z2 . The homology of this complex yield the Hochschild homology: Hi(Dq, sDq) =
Hi(sDq ®D, W)-
Let F = {c E Funfin(Z 2 , C)} be the space of the functions with the finite support.
Let us introduce two "differentiations" on this space
(J(l)c)(k, I) = q-lc(k + 2, 1) - c(k, 1), (6(2)c)(k, I) = qkc(k, I + 2) - c(k, 1).
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A simple calculation shows that
Irn6(l ) = {c E
Im6(2) = {c E
oo
F| 7 q-2iJc(El + 2i, 2 + 2j) = j E Z, El,e2 = 0,1},
i=-00
F E q-2ijC(e + 2i, 2 + 2j)= 0, Vi E Z, EiE2 = 0, 1}
j=-00oo
Using these operation we can rewrite the formulas for di:
-1(tl c(k, 1)X kpl) = (E((l)c)(k, )XkPl, - (6(2)c)(k,l)XkPI),
do(Z cl(k, I)XkP, Z c2(k, l)XkPI) = E q-2ij(6(2)Ci + 6(1)CZ)(k, 1)Xkpl.
Obviously we have ker dl = H2(Dq,sDq) = 0.
The kernel of do consists of pairs (Cl, c 2 ) E F ( F satisfying the equation (2)Cl =
-6(1 )c2. Hence (cl,c 2) E ker do implies
(2)( q 2iJcl(El1 + 2i,e 2 +2j)) - q-2ij(6(1)C2)(e1 + 2i, E2 + 2j) = 0,
i=-c0 i=-oo
for all j E Z, 1, 2 = 0, 1. As cl has the finite support it implies
i=-oo
i.e. c = (1)c for some c E F. Hence 6()6( 2)c = 6(2)6(l)c = -6(I)c 2 because '(1) and
6(2) obviously commute. For the same reason as before (2)c = -c2. Thus we proved
that Kerdo = Imdl and Hl(Dq,sDq) = 0.
We have Imdo = Im6 (l ) + Ima (2) where the sum is not direct. That is
Imdo = { c(k, I)XkPlI S q-2i(el + 2i, 2 + 2j) = O, V 1, E2 = 0, 1}
i,jEZ
and Ho(Dq, sDq) = C4 is spanned by four classes X" P '2 + do(Dq 9 Dq), Ei = 0, 1.
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2.6.5
To complete the calculation of the E2 term of the spectral sequence we need to
describe the action of Z2 on the homology Hi(Dq, gDq).
Let us mention that the Koszul resolution:
W2 W1 - Wo -- Dq,
is actually a resolution in the abelian category of the De-modules with Z 2-action,
where Z2-action on Wi is given by the formulas
z E W2, s z = zs(X- 1 P -1 9 PX),
(Z1,Z2) E Wl, S (zl,z 2 ) = -(z(P - P),z2(X - ' X)),
z E Wo, S. Z = Zs .
By the way this resolution extends the standard Z2-action on Dq.
The action of Z2 on the standard Hochschild complex from the subsection 2.6.1
is the action of Z2 on the derived functor of tensor multiplication in the category
of Dq-modules with Z2-action and on HHo(Dq, gDq) this action is induced by the
standard one. As the derived functor does not depend on the used resolution the
corresponding action of Z2 on the complex W' = W* ®A" gDq induces the desired
action on HHi(Dq, gDq). This Z2-action is given by the formulas:
z E W2, S * = PgXgzX li-1,
(Z1,Z2 ) E W, s (l,Z2)= -(pgzsp- ,XgZSX-=),
Z E W, S. = z s.
From the results of the previous two subsections we see that the action of Z2
on Ho(Dq, Dq), H 2 (Dq, Dq), Ho(Dq, sDq) is trivial and Z2 acts on Hl(Dq, Dq) by
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multiplication by -1. Hence we get
H>0(Z2, H*(Dq, gDq)) = 0,
Ho(Z2, Ho(Dq, Dq)) = Ho(Z2, H2(Dq, Dq)) = C,
Ho(Z2, H(Dq, Dq)) = Ho(Z2, Hi(Dq, sDq)) = 0,
Ho(Z2, H2(Dq, sDq)) = C4.
This calculation completes the proof of Proposition 2.6.1.
2.6.6 Universal property of DAHA
In this subsection we prove
Theorem 2.6.1 If q is not a root of unity then the family {H(t; q)}tEC4,qEc gives
a universal deformation of the algebra Dq = Cq[Xl, P ±1] X C[Z2], and the family
{eH(t; q)e}teC4,qe gives a universal deformation of the algebra Cq[Xl, p±l]Z 2 .
Let us remind the definition of a universal deformation . The flat R-algebra AR
(with R being a local commutative Artinian algebra and m C R is the maximal
ideal) together with an isomorphism AR/m - A is called a deformation of A over
S = Spec(R). AR is a universal deformation of A if for every deformation Ao(S) of A
over an Artinian base S there exists a map r: S -+ Spec(R) such that isomorphism
A _ AR/m extend to isomorphism As - T*AR.
Let v = (t, q') be a nonzero vector and H' = H(1+ et'; q + eq')/e H(1+ et'; q + eq')
is the C[e]/(e2)-algebra. The theorem basically follows from the calculation of 'the
Hochschild cohomology and the following lemma
Lemma 2.6.1 There is no isomorphism of C[]/( 2)-algebras between H(1;q) oc
C[e]/(e2) and H' which is equal to the identity map modulo the ideal ().
In the proof of this lemma it is more convenient to use the following description
of the algebra H(t; q).
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Proposition 2.6.3 The algebra H(t; q) is generated by elements Y = T1To, T = T,
X = ql/ 2ToTo, modulo the defining relations
XT = T-X - 1 + (Up - 1),
Y-1T = T-1Y + (ko1 - ko),
(T- k)(T + k 1) = 0,
YX = qT2XY + q(ul - u11)TY + (ko - kol)TX + ql/2(uo - uo1)T.
This description is more convenient because the generators X, Y, T tend to X, P, s
as t tends to 1.
Proof[Proof of the Lemma 2.6.1] Let us denote by b the natural isomorphism of
vector spaces
H(1; q) - e H(1 + et; q + Eq)/e 2 . H(1 + t; q + eq').
Assume that there is an isomorphism between H' and H(1; q) ®c C[e]/(e 2 ) lifting the
identity. Hence there exists a linear map f: Cq[X 1, P ±1] Cq[X±l, P ±] X C[Z2]
such that the equation
(P + o f(P))(X + k o f(P)) = (q + eq')(1 + 2ek's)(X + 5 o f(X))x
(P + 4 o f(P)) + 2Equ'sP + 2Ek'sX + 2Eql/2U s,
holds modulo E2. Taking the first order term in e and applying 0- 1, we get
(f(P)X - qXf (P)) + (Pf(X) - qf(X)P) = q'XP + 2k'qX-'P-ls+
2quiP-ls + 2kCX- ls + 2q1/2us.
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Now let us show that the last equation has no solutions unless (t', q') = 0. For
that let us introduce the functionals I,Ia1,2, di = 0, 1 on Cq[X 1, P+1] > C[Z2]:
I(h) = c,l, 6a 1, 2(h) = E qi+j-2i'C +2i,62+2j
i,jEZ
where h = i,jEz,,=o, cj XiPjs'. It is easy to see that application of I, I61,62 to the
LHS of the last equation yields zero. Indeed let us check that I(f) = 0il,62(f) = ,
(61,62 = 0, 1) for f = Pf(X) - qf(X)P (the calculation for f(P)X - qXf(P) is
absolutely analogous). Obviously it is enough to check it in the case f = XiPjs6,
i,j E Z, = 0, 1.
First let us consider the case when e = 0. In this case I,S2 = 0 for obvious reasons
and I(f) = 0 because f = (qi - q)XPij+l. In the case = 1 we have I(f) = 0 for
obvious reasons and 161,62(f) = 0 because f = qiXiPj+ls - qXiPi-ls.
At the same time application of the functionals to the RHS is zero if and only if
(t', q') = 0. Q.E.D.Proof[Proof of the theorem 2.6.1] We know that HH3 (Dq, Dq) =
0, hence all deformations of Dq are unobstructed. Thus the second Hochschild coho-
mology HH 2(Dq, Dq) = C5 is the tangent space to the moduli space of all deforma-
tions. The deformations coming from the family {H(t, q)}tec4,qec yield a subspace in
the moduli space of all deformations. The last lemma shows that this subspace is of
dimension 5.
The second part of the statement follows from the existence of the isomorphism
eDqe - Cq[X±l, p±l]Z2. This isomorphism implies that the family {eH(t; q)e}tE4qEc
gives a fiat deformation family of the algebra Cq[X+ l, P+1]Z2. The rest of the proof is
absolutely the same because the Morita equivalence of Dq and Cq [X±l, pl]Z2 implies
that HH*(Dq) = HH*(Cq[X±I, P±l]Z 2 ). Q.E.D.
2.7 Poisson deformations of C[X 1, P±l]2
In this section we prove that the family of structure rings of the cubic surfaces Cp
equipped with the Poisson two-form re = r-l 1 , where r E C and Q is given by
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(2.25), yields a universal formal Poisson deformation of the ring C[X±i, P1]z2 with
the Poisson structure induced by the Poisson structure
{x, P} = XP,
on C[X± 1, Pl1 ]. Our arguments are analogous to the arguments from the third section
of the paper [GK]. Particularly, the proof of the lemma 2.7.1 is the parallel to the
proof of the lemma 3.1 from the paper [GK].
Let us remind some standard definitions from deformation theory. In this sections
all rings and algebras are commutative. Let R be an algebra. Recall that A is said
to be a Poisson R-algebra, if A is equipped with an R-linear skew-symmetric bracket
{, } that satisfies the Leibniz rule and the Jacobi identity. Let us denote by 0 p,r,
p E C4, r E C the structure ring of the cubic surface Cp equipped with the Poisson
structure induced by the form rQ, where Q is given by the formula (2.25).
Definition 2.7.1 A Poisson deformation of a Poisson algebra A over the spectrum
S = SpecR of a local Artinian algebra R with maximal ideal m C R is a pair of a flat
Poisson R-algebra AR and a Poisson R-algebra isomorphism AR/m - A.
A Poisson R-algebra AR over a complete local C-algebra (R, m) is called a universal
formal Poisson deformation of the Poisson algebra A if for every Poisson deformation
Ao(s) over a local Artinian base S there exists a unique map r: S -- SpecR such
that the isomorphism A ~ AR/rm extends to a Poisson isomorphism:
Ao(s) - T*AR.
Remark 2.7.1 If we rewrite the previous definitions without mentioning the Pois-
son structure we get the definitions of a formal deformation and universal formal
deformation for an affine scheme.
We can consider the family Op,,, p E C4, r E C of algebras as a C[p, r]-Poisson
algebra 0. Let us denote by 6 the completion of this ring with respect to the variables
p,r.
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Theorem 2.7.1 The .Poisson C[[p, r]]-algebra ( is a universal Poisson deformn.ation
of the Poisson algebra C[X ±1, p±1]Z2 .
We will prove this theorem using the technique of Poisson cohomology HP (A)
(here A is a Poisson algebra). The reader can find the definition and main properties
of Poisson cohomology in the Appendix to paper [GK].
Basically the Poisson cohomology HP'(A) is the total cohomology of the bicom-
plex
DP,k(A) = HomA(Ak Harl(A), A).
In this bicomplex Har.(A), d: Har.(A) --- Har.+i is the Harrison complex which is
quasiisomorphic to the co-called cotangent complex Q.(A) in the case when Spec(A)
is smooth (i.e. the complex Har.(A) has nonzero cohomology only at zero degree and
this cohomology are equal to Q Spc(A)). For the definition of the complex Har.(A)
see the Appendix of the paper [GK]; for our purposes it is enough to know only the
first two terms of the complex Har.(A):
S2A® A d A®A - 0,
with the differential given by d: (a 0 b + b a) c a ® bc + b ® ac - ab c. By the
way, from this description we see that the zero homology of the complex Har. is the
module QlA of Khihler differentials.
The Poisson structure E DP0°2(A) - Homc(A 2 A,A) yields the second dif-
ferential 6: DP''(A) - DP','+1 (A), 6(a) = {e, a}, where {., is Gerstenhaber
bracket.
The most important property of Poisson cohomology is the fact that the second
Poisson cohomology HP 2 (A) controls the first order formal Poisson deformations of
the algebra A:
Theorem 2.7.2 [GK] Let A be a Poisson algebra. Assume that HP'(A) = 0 and
that HP2 (A) is a finite-dimensional vector space over C. Then there exists a closed
subscheme S C HP2 (A) and a Poisson C[S] algebra As which is a universal formal
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Poisson deformation of the algebra A.
The theorem implies that there is a map
O : , --* S C HP 2(A),
and we only need to show that W(Cp,t) = S and W is injective. More exactly, we will
prove
Lemma 2.7.1 We have HP(C[X±l,P+l]Z2) = O, HP 2 (C[Xli,P±l]z2) = C 5 and
the map so is an isomorphism.
Before proving the lemma let us remark that the family {Cp}pec4 yields the defor-
mation of the affine scheme Z = Spec(C[XIl, P±l]Z2). The tangent space to the mod-
uli space of the formal deformations of the affine scheme Z is equal to Ext' (Q1, Oz).
The standard calculations from deformation theory (see for example exercises after
the chapter 16 in the book [Eis]) imply
Lemma 2.7.2 The natural map: C4 - Ext (Q1, Oz) is an isomorphism.
Corollary 2.7.1 The family {CP}pec4, form a universal formal deformation of the
scheme Z.
Proof[Proof of the lemma 2.7.1] Let us denote by A algebra C[X1, P1]Z 2 . First
let us remark that the calculation inside the proof of theorem 2.5.1 (more precisely
the fact that the point 0 is not critical for the map ) implies that the map p:
C,5 - HP 2(A) is an embedding. Hence dimHP 2(A) > 5. Now we prove that
dim HP2 (A) < 5.
Immediately from the definition of the bicomplex DP'" we get:
DP°'°(A) ~ A, DP°'>(A) = O, DP 1'(A) -RHom'(Q'A,A).
The first term of the spectral sequence E',' associated to the bicomplex HP' ° (A)
is of the form:
E1,q = Extq(APl1A, A),
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because Spec(A) is a complete intersection and hence the complex Har.(A) has non-
trivial cohomology only at the degree zero which is equal to the module Q A of Kaihler
differentials.
Thus E"' = Extl(A,A) 0 and E0,2 = Ext 2 (A, A) = 0 and by Lemma 2.7.2
El1 = C4 . Let us calculate E1' °.
Let U be the subset of the smooth points of Z = Spec(A) and j: U Z be the
corresponding embedding. Then we have:
Ep'° Hom(AP7z, Oz)- Hom(APfQ', j. Oz)
Homu(APQu, Ou) H°(U, APTu),
where Tu is tangent bundle to the scheme U. As quotient the map r: (C*)2 -+ Z is
6tale over U we have
H°(U, APTu) H°(-1(U), APT(c.))Z2.
Now we are ready to calculate E2. The complement (C*)2 \ U has codimen-
sion 2 and differential d: E - El+ l' 0 is induced by the Poisson differential on
HO((C*)2, APT((C*) 2)), hence:
E2' 0 HPP(( C*)2 )z 2 HP((C*)2)z2.
That is we have E 0 = E2" = O and E22'0 = C, E2°' 2 = 0, dim E21l < 4. Thus we get
HP1(A) = O, dim HP2(A) < 5. Q.E.D.
2.8 Appendix
2.8.1 Proof of Theorem 2.3.1
Let us prove the cubic relation between the generators X1, X2, X3 of the center of the
DAHA.
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As elements Xi are central, we have
X1 = (T1 )-'X 1T = T1T' + (Tj)-T 1 '
X3 = Ti1 X3T1 = To'T1 + T-1 (T )-
(2.30)
(2.31)
X1X2 = (TTV + (T )-l1T-1)(T )-1(TOV)- + TT(T T +
(T'T)-T 1 ) = T (TO)- 1 + T'Tr I + (T)- 1T + T 'T1
= X3- iok + (TV)-lTo + TolT; (2.32)
here the first equality uses (2.30) and the fact that X1 E Z; the second uses (2.5)
twice; the third uses (2.3), (2.2).
Our strategy is to extract the sum X + X22 + X3 from X1X2X3 and to see what
remains. Following this strategy we expand:
(TJV)- ToX3 = (TV')-1To(TT + TT- (TV)-') = (T0))-'ToT'T+
(T )-lToTf1 (T) - 1,
here we use (2.31) in the first equality. Now let us expand two summands separately:
(TV)-1 ToT~T = (TV)-T 1(T)-Ti = (TxTV)-2 + k1(TIV)-lT - 1 (T1 )-
here the first equality follows from (2.5) second from (2.2);
(T')-IToT-I(Tv)- = (TV)-ToTl-1(T) -1 + ko(Tj)-lT' (TO)- 1 =
(T)-lTVT1T (T) - l + ko(TT)-1T1 (TV)- 1 = (TVTV)-2 + u(TjV)- 1(TV)-2 +
io(T)- 2(TV)- l + lloal(TV)-(TV) - 1 + ko(TJ )-lT (TV) - l = (zVTJ)-2_
o (T1v)- (Tv)- ' + i(TN)- + o(ToV)- + ko(TT)-T1 (T) -
the first equality is (2.1), the second is (2.5), the third and fourth are (2.3), (2.4)
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(twice).
Now do the same procedure with To 1TN/X3 = X3To-1VT
X3ToT1V = (To T1 + T1 (To/)-)To-lT - T T TorlT- 17 + -Tl(TV)-lT-lT /V,
here the first equality is (2.31). Expanding the two summands separately we get:
T T T-IT = To T1TTV -k oTOVTTV = T (T )- (TOV)-'TTV-
koT[VT1T[ = (TVTV')2 - Ul(TVO)2T/V - 0ToT(TV)2 + LotlTOVTTj-
koTVTTV = (TVTV)2 _ toLTOT - alT~ - oT - koToVTTJ.
here the first equality is (2.1), second is (2.5) third and fourth are (2.3), (2.4);
T1 1(TOV)-1To-lT-- V = T1 'Ti TT = (T1T V) 2 _ klTJ'T1 T,
here the first equation is (2.5), the second is (2.2).
Thus summing up the previous formulas and using formulas (2.3), (2.4) we get:
((Tlv)-'To + To lTj)X 3 = X1 + X22 - 4 -2 _ l 2 _ OlX2+
ko((T V)- T-1(T) - - TOVTTIV) + k 1((T1V)-1TT 1(TV)-- T-'vTT). (2.33)
Expanding last two summands in the expression we get:
(T)-I T1 (To)- - TTT = T T 1(TO) - I - TO (T) - (T ) - -
i 1 (T1(TOV)- + TOVT;1) - Ikl(T/v(Tov)- 1 + To(Tv) -1) + Ulkl((To)- - T) =
(T-(oV-)-(TO(T - TOVToT - oUl - Uil(T1(ToV)- + T'VT-)-
k(TV (TV) - 1 + TV (TV )- ),
here the first equality is (2.4), (2.2); the second equality uses (2.5) twice and (2.3).
89
Using (2.3), (2.4), (2.1), (2.2) we can rewrite the last two terms
TOT,' + T1(Tf)- l = X3 + i0(T' - T1) = X3 - 0l,
TV(To)- 1 + TV(TV)- 1 = X2 + Ul((ToV)- - To) = X2 - otl,
and the first two terms:Tv -l -l Tv- TVTTV =- -1 -o (To)- (To)>- (To)- t - T(TToT ) = (o -To)( -
~o(ToT~/ + (T)-iTo- ) = -ko -u 'oX.
That. is we get
(T/1)-lTTl(TOV)- - TTTV - -ko - o -- l1X2 - lX 3 + fotl · (2.34)
Now we expand the very last summand in (2.33):
(T)-l_ T -(TV)- 1 - TVT1T = (T - (TTl - T)T -
fil(TITv + (Tlv)-1TT') = -kXl - . (2.35)
The first equality uses (2.4), the second uses (2.30) and (2.2).
It easy to see that formulas (2.32), (2.33), (2.34), (2.35) imply the desired equation:
X1X2X3 X - - _ X32 + (ioko + klil)X 1+ (flii + kokl)x2+
(kojl + kl)X3+ ko + k2 + + i2 - okoil + 4 = .
2.8.2 Proof of Proposition 2.5.2
First of all let us notice that the elements of the ring Z = C[Ct1 act by differentiation
on H:
Dz(x) = [Zh, ]/hlh=O,
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where zh, is such that zo = z E Z and x E H. In particular, using formula (2.18) we
get the action of Dx,:
D x (To) = (ToToVT - To) / 2,
Dx (T;o) = (To - (TO)-1T0 TO)/2,
Dx1 (Tl) = (T - Tl TT,) /2,
Dx, (T;) = (TT 1(T)- ' - T1)/2.
(2.36)
(2.37)
(2.38)
(2.39)
Let us show how to derive formula (2.36), the rest of the formulas can be derived
analogously:
[Xi, To] = T;vT1To + ToToTo - ToTvT 1 - ToTo Tv = q-/ (ToV)-ITo-To+
ToT~o To-q Q/To(ToV)-lTo l _ ToVvkoTTOV =-Q-l/2uj + (-1/2 _ )TV
To(TV _- q-1/2(TV)-')T-1 = q-1/4 (ql/4 _ q-1/4)(ToT -To1 _ TOV),
here we use (2.5) and (2.1) in the second equality; in the third equality we use (2.3)
and (2.1); in the fourth equality we use (2.3) one more times.
From the formula for the differentiation we can derive
2{Xl, X2}def = 2Dxl (X2 ) = (Tj - T 1l TT)To + Ti(ToTVT 1 T-T )
(T, - (T')-To T')T; + To(TT(TI) -1 - T) = (TOT0 + ToTi')-
(T To + T T) + ((T )-1To 1 + T-1 (T )- I) - (T-'(T'V)- ' + (T'V)-T-1 ).
Now let us expand each of the four terms in the RHS of the last formula:
T To + ToT1 = (TV)- To + To-lTlV + iliTo + koT'v,
T1TV + ToVTT = X3 fioTT' + (ToV)- l + itokl,
(T)T-lT + T-1(TV)- ' = (TV)-1To + T-'TjV - ko(TV)- lTo 1 ,
T'1(T') -1 + (TOV)-1T; = X3 - k1TOV - ioT + i0okl),
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here the first formula. follows from (2.3) and (2.2); the second from (2.4), (2.1); the
third from (2.1), (2.4); the last one from (2.3), (2.2). Thus we get
2{X1, X2}def = -2X 3 + 2((TlV)- To + To T1 ) + fo(T - Tgl ) + ki(TO-'
(ToV)-1 ) + Ul(To - To-l) + ko(Tv - (T) - 1) - 2ok1 = -2X3 + 2(X1X 2 - X3+
/tokl) + 2lko = 2{X 1, X 2},
here the second equality uses (2.1-2.4) and (2.32).
As both brackets {., } and {., }df are algebraic and X1, X2 are local coordinates
on the open part of Ct, the equality {X1,X2} = {X1,X2}def implies the statement.
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