Introduction
Identifying video clippings in terms of some action taking place in the video is very useful for video indexing and retrieval. As more and more video clips are available in MPEG compressed format, one needs technologies that use only motion encodings which can be easily obtained by partial frame decompression. Compressed domain techniques allow for rapid analysis of video content. There are a plethora of applications which calls for compressed domain processing of MPEG video. Segmentation of MPEG video, text extraction, object segmentation, event detection are some of the examples.
While there are a few research papers [SI [l] [4] which deal with pixel domain classification of action from image sequences to our knowledge there aren't any papers on the compressed domain classification of action sequences using the readily available motion data. The difficulty in the pixel domain action classification is that it is computationally expensive and hence may not be suitable for real time applications.
Human action is more characterized by motion than by any other spatial information. In the case of MPEG [2], motion is characterized by the motion vectors available from the inter coded frames (P and B) . In this paper we propose three techniques for extracting features from the readily available motion vectors of MPEG video. The actions considered are: walk, run, jump, bend up, bend down, twist right, twist left. A discrete HMM for each action is trained with the corresponding training MPEG video sequence. The details about training phase is explained in Section 4.
The experimental results are provided in Section 5 and the concluding remarks in Section 6.
Feature Extraction
In this section, we describe the three proposed features derived from motion vectors. Prior to feature extraction the motion vectors obtained from different types of frames are normalized according to the structure of groups of pictures (GOP) as explained. As shown in Fig. 1 the GOP structure of all MPEG video sequences considered was in IBlB2P. . . format with 12 frames per GOP. The motion vectors obtained from the B frames are normalized with respect to the following P frame. Though B frames have both forward and backward motion vectors we consider only either of them based on its location. This is done in order to increase the reliability of the motion vectors. In our GOP sequence, forward motion vectors are considered for B1 and backward motion vectors for Bz. These motion vectors are subsequently scaled with respect to the motion vectors obtained from P frame. The following normalization is done for all B frames by assuming linearity of motion vectors between any I and P frame in the GOP.
For B1 frame the scaled motion vector along x direction mx = mxBl x 3 where mxB1 is the motion vector obtained from Blframe and for B2 frame the scaled motion vector ma: = ? m B 2 x (-3) , where ma:~2 is the motion vector obtained from B2 frame. Similar method is followed for computing the motion vectors along y direction.
Further, as the motion vectors obtained are noisy, preprocessing is done before the above feature extraction methods are applied. Initially a binary image is obtained by assigning zero to the macroblocks having no motion and one to the remaining macroblocks. Then ,the binary image is subjected to a binary morphological operation ('clean') to remove isolated motion vectors (1's surrounded by 0's). Fig. 4 shows the effectiveness of the noise removal.
Projected l-D feature:
The motion vectors are projected to the x-axis and y-axis where, mYk is the kth motion vector along y direction.
Using different non-overlapping intervals (~i -~j ) , an histogram is obtained for each direction for each inter coded frame.
2-D polar feature:
Unlike the above, here the horizontal and vertical components are not treated separately. The motion vector direction and magnitude for each macroblock is obtained from both horizontal and vertical components of the corresponding motion vector.
The number of motion vectors falling between the angle range 6, and 6j and having magnitude within the range ~i and r j can be expressed as 
2-D Cartesian feature:
In this 
Preprocessing :
As the motion vectors obtained are noisy, preprocessing is done before the above feature extraction methods are applied.
r----- Initially a binary image is obtained by assigning zero to the macroblocks having no motion and one to the remaining macroblocks. Then the binary image is subjected to a binary morphological operation ('clean') to remove isolated motion vectors (1's surrounded by 0's). Fig. 4 shows the effectiveness of the noise removal.
HMM based Classification
Totally seven actions were considered for classification (walk, run, jump, bend up, bend T -length of the observation sequence.
probability where bj ( k ) is the probability of output symbol vk at state qj .
Initial state probability. The motion vectors from each inter coded frame is decoded and the feature vectors are obtained as explained in section 2, which are subsequently transformed into symbol sequences using a codebook. The codebook is generated by clustering several training sequences of the same action by means of k-means clustering technique. The number of appropriate symbols (cluster centers) for each action is decided to be P, if the difference in MSE for P and P+l clusters is less than a threshold r. The typical value of r is chosen to be 5% to 10% of the maximum error which corresponds to having one cluster. The cluster centers for all actions obtained by using the above method are collected together to form a codebook . Let {c1,c2 where, d ( 4 , c j ) is the Euclidean distance between the feature vector fi and c j . The symbol sequence of an action from several sequences are used to train the HMM for that action. Initially the matrix A and I 3 is set to be equiprobable, and the matrix B is initialized by manually segmenting the sequence and finding the proportion of symbol sequences that is emitted from each of the states. Fig.5 shows the various modules involved in the training phase. In the testing phase, the symbol sequence for a given test sequence is obtained as discussed, and the log likelihood for all HMM models are calculated. The given test sequence is declared to belong to the class which has the maximum log likelihood.
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In this section , we detail the results obtained by using the features explained by (l), (2), (3) and (4), with recognition results shown in 
Experiment 1
The motion vector components obtained were in the range of -30 to 30 with half-pel accuracy and the interval [ri, rj] in (1) and ( 2 ) is chosen to be non-overlapping intervals of length five leading to a 24 dimensional feature vector. The feature vector is given by,
In all our experiments, five people performed an action three times for training. The number of states for all HMMs are set at four and the number of symbols according to kmeans clustering was 4 for walk and run and three for rest of the actions. The subjects in the test sequence were different from the one used for training . Totally three subjects performing all the actions were tested for recognition. Out of 93 test sequences considered for recognition the system could recognize 89 correctly. The log likelihood for all actions performed by one person using all the three features are given in tables 2 , 3 and 4. In this experiment results are obtained using the feature vectors as explained by (3). The complete angle range from -T to x is divided into non-overlapping sectors of 2 and the motion vectors falling within each sub-sector is in turn grouped based on the magnitude (see Fig. 2) . Let Here the dimension of feature vector is 48. The training and the testing procedure for this experiment is same as described for Experiment l. Out of 93 sequences considered for recognition, the system could recognize 9 1 correctly.
Experiment 3:
The entire range of x and y component of motion vectors are divided into non-overlapping bins (not necessarily of equal area).
Let Fpi,pj = [ f(m,;m,,yi,yj) ] , be the number of motion vectors whose x component falling within the range ( p i , p j ) and y component within ( q i , y j ) . The ranges of ( p i , p j ) and ( q i , q j ) is chosen in such a way to cover the entire range in the following intervals of (15, 301) . The feature vector is given by,
(1-30, -151, [1] [2] [3] [4] [5] [6] [7] [8] 21, (2, 81, (8, 151 ,
The dimension of .T3 is 49. Out of 93 sequences considered for recognition, the system could recognize 87 correctly. Fig. 8 ,7 and 9 shows that the discriminative property of all the proposed features. Tables 2,3 and 4 give the log likelihood of each input action tested against the models of all actions. The action corresponding to the number in bold letters indicates the result of the classifier. Apart from the above method of codebook generation, we constructed a codebook by clustering the feature vectors of all the action sequences into 23 clusters (same as the total number of clusters used in the previous method). All HMMs were trained and tested using this codebook. It was observed that the performance of this global clustering method was not as good as the results obtained by the method proposed in Section 4.
Conclusion
In this paper we have proposed a system for classification of various human actions from a partially decompressed MPEG video using HMM. Three types of features obtained from the motion vectors are described and the results are compared. The performance of all the feature vectors are compafed and the overall discriminating property of 2D polar feature is found to be better than other features. The system performance can be further improved by increasing the training data. This work can be extended to classify a video containing more than one subject by separating each of the subjects in the video by applying object segmentation methods. 
