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0. INTRODUCTION 
Let K be a field and L be a rational (= purely transcendental) extension 
of K. A K-automorphism s of L is said to be purely monomial (or simply 
monomial) if L has a base B (i.e., a transcendence basis B for which 
L = K(B)) such that s acts on the subgroup of L* generated by B. It is said 
to be linear (or linearizable) if L has a base B such that s acts on the 
K-submodule of L generated by B. If f(T) = Cf=‘=, niT’ E Z[ T] is manic 
with n,= f0, then the cyclic monomial K-automorphism C= a*(f) 
associated with f is defined on K(x,, x2, . . . . xd) by 
g(xi)=xi+l if i<d 
f*(a) x1 = n (d(xl)“l= I. 
i=O 
In [4, Theorems 2.5, 2.81, it is shown that o*(c$“) is quasilinearizable 
for all n and all fields K (where 4, is the rzth cyclotomic polynomial) and 
that G*( tifl) is linearizable for all prime powers p” and all fields K except 
when char(K)= p= 2. Also, the proof of [3, Lemma 5(i)] shows that 
c*(c$~) is linearizable for fields K containing a primitive 6th root of unity 
(i.e., fields containing 6 distinct roots of T6 - 1). 
In Section 1 below, we give sufficient conditions for the linearizability of 
a*(&,,) (where p is an odd prime) over fields of characteristic 0 and con- 
taining a primitive 2pth root of unity. These conditions consist essentially 
of a system of homogeneous linear equations whose (non-trivial) 
solvability guarantees the linearizability of o*(&,). For large p, however, 
the number of equations is far larger than the number of unknowns and the 
dependence relations among these equations seem hard to capture. 
Further, the coefficients of these equations are rather tedious to compute. 
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In Section 2, we see that the conditions given in Section 1 are satisfied 
for p = 3, 5, 7 over fields of characteristic 0 and containing a primitive 2pth 
root of unity. This is then used to establish the rationality of rr*(dz,,) 
(p = 3, 5) and related automorphisms over more general fields. 
The form of CJ*(&,,) that will be used in the next sections is given in the 
following lemma. 
LEMMA 0. Let y0 = 1, let L = K()I~, y2, .,.: ypp ,) be a rational extension 
of K of transcendence degree p - 1 (where p is an odd prime) and let 
CJ E Aut, L be defined by G( yi) = y, :yi+-, (where indices of y are taken 
modp). Then (T is equivalent to a*(&,). 
Proof: Since tizP( T) = nr:,i ei T’ (with ej = ( - 1 )‘), then one needs only 
check that nf:,i (ai(y = 1. But this follows from the easily checked fact 
that (a’(y,))“= yi+ ,;yi. 1 
The following lemma will be used later. 
LEMMA 1. Let B(T) E Z [ T] be manic and let A(T) = B( T’), where r E N. 
Zf IS* (B) is linearizable (over a field K), then so is Q* (A) (ocer K). 
Proof. Let a=a*(A), b=o*(B), and d=deg(B). Then tl is the 
K-automorphism on K(xi: 1~ i < rd) defined by 
a(xi)=xi+, for i<rd 
A*(a)x, = 1. 
For l<i<d, let ~i=a(i~‘J’(x,)=x,i-,,r+, and let s=x’. Then 
S(Ji)=Ji+l for i<d 
B*(s)y,(=B*(a’)y,=A*(a)x,)=l. 
Therefore the restriction of a’ = s to K(y,, y2, . . . . yd) is equivalent to b and 
is hence linearizable. Let {vi, qZ, . . . . qd} be a base of K(y,, y,, ,,., yd) on 
which ar acts linearly. Then it is clear that (ai( 0 < i < r - 1, 1 < j < d} 
is a base of K(xi: id i G rd) on which a acts linearly. Thus a is 
linearizable. 1 
1. SUFFICIENT CONDITIONS FOR THE LINEARIZABILITY OF a*(q5,) 
Throughout this paper, p is an odd prime, k, is the field of rational 
numbers and k is the splitting field over k, of TP - 1 = n;:i (T- co’). The 
indices of y, X, U are significant only up to their values mod p and the sets 
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{y,:Odi<pj, {X,:O<icpj, {U,:O<i<p) are denoted by y,X,U 
(resp.). 
Let y, = 1 and let L = k(y) be a rational extension of k of transcendence 
degree p - 1. Let cr( 2 a*(&,)) E Aut, L be defined (as in Lemma 0) by 
a( yi) = ~rlj’~+, . Let F be a new indeterminate and extend 0 to L(F) by 
setting 
o(F) = y,/F. (1) 
Let 
xi= (F- Jji)/(F+ JJ~) (2) 
p-1 
ui=p-l 1 c&, 
j=O 
p ~~ 1 
A= n (E+y,). 
i=O 
(3) 
(4) 
Then it is clear that L(F) = k(y, F) = k(X) = k(U) and that 
O(Xi) = -xi+ 1 (5) 
o( Vi) = --o-‘ui (6) 
(7) 
P-1 
x,= c &“Uj. (8) 
i=O 
Note that for eachfEk(y) with a(f) = y,ILI; the substitution F=fyields 
a dependence relation RJ among U,, . . . . UP-, . The linearizability of (T 
would be established once such an f could be chosen so that Rf is a 
polynomial linear in one of the variables, say deg,,(R/) = 1. Then 
( uo, ui, ee.3 up- I} would be base on which Q acts linearly. 
For any A c Z,, let a(A) = {u + 1: (I E A > and declare A,, A2 equivalent 
iff A, = a’(A,) for some i. Let the set of all equivalence classes of subsets 
of Z, be denoted by r and let the equivalence class containing A be 
denoted by [A J. (If A = Qr or Z,, then the number of elements of [A] 
is 1. Otherwise, it is p.) For AC Z,, let ) [A)\ = \A) = cardinality of A. If 
‘4 = In,, n2, . ..I. we denote [A] by [n,, n2, . ..I. Let 
ri= {SEr: ISI =i} 
I-+ = {SEE ISI iseven}. 
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For A c L,. let 
?‘A = JJ J’i, y[A] = C J’B 
ie .4 BE [.4] 
J-A= n x,, Xp,’ 1 x, (where the empty product is 1). 
ic .4 BE CA1 
Then 
( 
p--l 
AxA= n (J’+Y~) n ((F-Yi)/(F+ Y,)) 
i=O >( iEA > 
P-1 
= n (F+ei.A>‘i) (whereei,4= -1 or +1 
i=O 
according as iE A or i$ A) 
Therefore 
Noting that 
and setting 
we see that 
1 (- l)K,-dW = 1 (_ l)lu-‘(c)nel 
Cc CA1 C’E CA1 
= c (-l)lCr.~l 
C-E CA1 
[A] * [B] = c (- l)ICCB (9) 
Cc CA1 
P-1 
AX [A]= c c (CA1 * [~lb’p,f-’ (10) 
i=o [B]er,-, 
Also, we see from (8) that X, (and hence X,,,) are homogeneous poly- 
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nomials in U,, Ur, . . . . UP- I of degree I.41 and with coefficients in k. Let M 
denote the set of all monomials in U,, U,, . . . . UP-, and let 
M+=(MEfwa(M)=M} 
Ml+ = {MEM+:deg(M)=i} 
Mli={(M~Ml:deg(M)=i}. 
For A c Z,, define A * M by the relation 
A’,= 1 (A*M)M. 
ME Kk,a, 
Applying (T to both sides, we see that 
o(A)*M=(-l)IA’A*MV(M~u+. 
Therefore for CA1 E r+, XCAl = Ccc cAl Xc = Ccc cA3 Cwc M,.,, (C * M)M 
= 1 c (A * M)M (because o(X~~,)=X~~,). 
ccc-41 MEf$ 
Hence, setting 
[A]*M=A*M ( = the coefficient of M in X, ) (11) 
we see that for [A] E P, 
P c (CA1 *WM if A#@ 
x 
MEM>, 
CA1 = (12) 
1, if A=@. 
Finally, let r and I be generators of Gal(k(X)/k,(X)) and 
Gal(k(U)/k,(U)) (resp.) such that T(O) = t(o) (=& for some primitive 
(p - 1)th root of 1 mod p). Let t act on Z, by t(i) = gi and extend this 
action to subsets of Z, and to r and f +. From (3) and (8), we see that 
$Ui)= Ugi and t(x,)=x,,. Since X0= (F- l)/(F+ l), then r(F)= F and 
hence r(y,) = ygi and t(d) = A. Finally, t(x,) = XrCAj and f(yA) = ylCAj for 
A c Z, (and for A E I-). Applying t to (lo), we see that 
t[A] * [B] = [A] * t-‘[IS]. (13) 
Also, applying t and T to (12), we see that if IAl is even and if ME M + 
then 
t[A] * M= t([A] * M) (14) 
[A] *z(M)=$[A] *M). (15) 
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We now prove a theorem giving conditions sufficient for the 
linearizability of a( z CJ* (qSZP)). 
THEOREM 2. Suppose there e.uists a set (c,: SE T+ 1 c k such that 
(i ) z cs( S * T) = 0 for all TE r with 1 TI < (p - 1 )/2 
(ii) x c,(S * M) = 0 for all ME M with deg,.,(M) > 1 
(iii) x c,(S * M) #O for some ME M with deg.,(M) = 1 
(where all summations abotle are taken over Tf ). Then CJ (as an element of 
Aut, L) is linearizable. Furthermore, if (cs) c k, and if not all cs are zero 
then condition (iii) is redundant. 
Proof: It easily follows from (9) that 
A *(Z P -B)=(-l)‘A’/t * B. 
Using this and (IO), we see that condition (i) implies that 
c c,AX,= F(P+‘);Zf +f”P- “,‘fi (*) 
with f,, fi E L. Applying 0 to both sides (and using (1) and (7)), we find 
that 
=(.~,/F)‘~+“*a(f,)+(~‘,/F)‘“~‘)~*a(f,). (**) 
Multiplying (**) by FP and comparing with (*), we find that 
-’ (F(P+l);2f + F(P- l):‘f,) 
= y:“+““a(fi) F’P- I):* + y’l”- “;2a(f2) F(P+ 1)!2. 
(***I 
If f, =O, then (r(f2) =0 and hence f2 =O. Thus 1 c,AX, (and hence 
Z cSXS) = 0. Using (12), this contradicts (iii). Thus neither fi nor f2 is 0. 
Let f = -f2/f,. Then (***) shows that 
Now let xi, x, ui, u, 6, . . . be the specializations of X,, X, Ui, U, A, . . . 
corresponding to replacing F by J Then k(y) = k(y, f) = k(x) = k(u). Let 
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R(U) be the polynomial obtained from 1 c,X, using (8). From (12), one 
concludes from conditions (ii) and (iii) that R(U) is of the form 
R(U) = G( V,,, U,, . . . . Up-I)+U,-H(U,, Uz,..., f-J,-,), 
where G, Hek[U,, U,, . . . . UP_ ,I. Also, since (the choice off was designed 
so that) 1 c,&, = 0, then R(u,, u,, . . . . up- ,) = 0. If H(u,, u2, . . . . up- 1) # 0, 
then a1 = -G(u,, u2, . . . . up- ,)/H(u,, u2, . . . . up- ,) E k(u,, u2, . . . . up- ,) and 
therefore 
L = k(y) = k(u) = k(u,, u2, . . . . up- ,) 
and hence {uO, u2, . . . . up-, } is a base of L on which cr acts linearly (by (6)). 
To see that H(u,, uz, . . . . up-,) is not 0, let $(U)E k[U] be the irreducible 
polynomial annihilated by u (such rj exists and is unique up to multiplying 
by a constant in k because tr . dg, k(u) = p - 1). If H(u,, u2, . . . . up ~ ,) = 0, 
then G(u,, u2, . . . . up- ,) would be 0 and H( U,,, CT2, . .. . UP- ,) and 
Gtu,, U,, . . . . UP-,) would both be divisible by e(U). Thus R(U) (as an 
element in k[U]) would be reducible. Since 1 c,X, is obtained from R(U) 
by the linear substitution (3), then x csX, (as an element in k[X]) would 
be reducible. This can be shown to be impossible using the facts that 
x c,X, is invariant under the permutation 
(X,+X,+ ... +xp-,+X0), 
deg, x c,X,= 1 for all i, and that nf:,’ Xi does not divide 1 c,X,. This 
completes the proof of the first part. 
To prove the last statement, suppose {cs} c k, (not all zero) satisfy (i) 
and (ii). Then 
~cJs=WJo, u,,..., up-,,, (****) 
where R is a polynomial with coefficients in k (and where R is not trivial 
because {X,: SE r} are k,-independent). By (ii), deg.,(R) < 1. Suppose 
deg,,(R) = 0. If R is a polynomial in U,, only, then from 
c c,Llx, = 0, 
we see that R(u,, ul. . . . . up _, ) = 0 and that a,, is algebraic over k. Since k 
is algebraically closed in L, then u,, E k and L = k(u,, u2, . . . . up- ,) and we 
are done. Otherwise, deg,( R) 2 1 for some i # 0. Then ui is algebraic over 
ktu n : n # i, n # 1) and hence u1 can not be algebraic over k(u, : n # 1). 
Let j be such that ~~(a~) = u, and apply ~~ to (MM*) and specialize. Then 
one sees that u, is algebraic over k(u, : n # 1 ), contradicting a previous 
statement. Therefore deg.,(R) # 0 (and hence 1) and condition (iii) is 
satislied. 1 
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In the next section, we see that the conditions of Theorem 2 are satisfied 
for p = 3, 5, and 7. One first finds a solution {cs} of the system of 
(homogeneous linear) equations given by conditions (i) and (ii) and then 
one checks this solution against condition (iii). The matrix of this system 
is explicity written out. On the top row of a table, one lists all S in f + (or 
of a suitably chosen subset R of r+ ). On the left-most column, one lists all 
TEE with ITl<(p-I)/2 and then all ME/M+ with deg,,(M)>l (and 
with deg(M) = ISI for some SE 52). One then fills in the table with the 
entries S * T and S * M and finds a solution of the system represented by 
the resulting matrix. 
2. APPLICATION TO p = 3, 5, 7 
We start with p = 7. Let g = 3 and let 
x,=0+09 
a,=t(a,)=w3+fIo4 
a, = t2(a,) = co2 + co5 
/7,=w+02+co4 
/?2=t(/Y,)=03+W6+W5 
r=B2-PI. 
We construct Table I below in the manner described at the end of the 
previous section. Note that the columns corresponding to S,, &, S4.,, S,,, 
are computed using (9) and (11) and that the remaining columns are filled 
in according to (13) and (14). The system obtained consists of nine equa- 
tions in nine unknowns. Direct computations how that it has the following 
solution (unique up to multiplying by a constant in k): 
s so s2 Its21 r2(s2) &.I &%, t1 %%,,) S 4.2 as,,) 
cg 0 a2-a3 a,-a, 11-22 a3 a1 a2 (-3+8,)/;, (3-B1)h 
To check that this solution satisfies (iii), we take M= U,U, U2 U4 and 
we compute S * M: 
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Thus Cc,(S*M)=3r,+3r,+3c(,+Bz(-3+Pz)i’~’+B,(3-B,)~~’= 
3(-l)+; ~‘[82-p*][-3+pz+p,] = -3-3 + pz+p, = -7zo. 
Therefore o*(di4) is linearizable (over k). The actual relation among 
uo, ui, . . . . u6 corresponding to this solution can be fairly easily computed 
using (15). It turns out to be rather lengthy, namely, 
u& - u:zlz + u:u6 - l4;u: - l+& + UfU& - 24u,u, 
+ u:u,u5 - u:uJul + u:uou, - u&ou2 + 2u:u,u, 
-u:uou,+u,u,u,u,-u3u&,u‘$+2u2u~u3u5 
- u,u,u,u,-u;u,u,+u~u,u,+u,u,-u*u,=0. (16) 
For p = 5, take g = 2 and construct the table 
* c01 co,11 m11=K421 
I01 1 5 5 
PI 1 1 1 
as before. Note that for no A4 E Ml: u M c, deg,,( M) > 1. The solution of 
this system, again unique, is given by 
.s c01 co, 11 co,21 
CS 0 1 -1 
It is easy to see that the actual relation among uo, ui, . . . . u4 (corresponding 
to this solution) is 
u1uq=u2uj (17) 
For p = 3, the system and its solution are given by: 
* co1 co, 11 s c01 co, 11 
co1 1 3 cs -3 1 
and the resulting relation among uo, u,, u2 is given by 
u;- 1 =u,u*. (18) 
Thus we have shown that for p = 3,5,7, the automorphism a*(&,) is 
linearizable over k (and of course over any field containing a primitive 2pth 
root of unity, since such a field contains a copy of k). 
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THEOREM 3. Let K be a field of characteristic 0 containing a primitive 
nth root of unity and let L be a rational extension of K of finite trans- 
cendence degree. Let s E Aut, L be (purely) monomial of order n. If n < 14, 
then s is linearizable and hence rational. 
Proof Since the class number of the nth cyclotomic field is 1 for n < 14 
[6], then one may assume by [4, Theorem 2.41 that 
s=oo*cfi>, 
where each fi is 4, for some r < 14. The computations above and [3, 
Theorem 2.81 show that each rr*(fi) is linearizable except possibly for 
fj=d12. Since d12(T)=qJJT2) and since cr*(46) is linearizable, then 
a*(d,,) is linearizable by Lemma 1. Thus each o*(f;) (and hence s) is 
linearizable. The rationality of s now follows from the classical argument of 
Fischer [7]. 1 
The next theorem makes use of the actual linearization of o*(&) and 
G*(I$,~) given by (17) and (18). 
THEOREM 4. Let K be a field of characteristic 0 and let L be a rational 
extension of K of finite transcendence degree. Let s E Aut, L be (purely) 
monomial of order n. If n < 11 and n # 8, then s is rational. 
Proof: If n # 6, 10, then s is linear by [4: Theorem 2.81 and its 
rationality (for n # 8) follows from [S, Cor. 7.33. Thus we are left with 2 
cases: 
Case 1. n = 6. By [4, Theorem 2.41, one assumes that s = @ a*(h), 
wheref, =@,, b2, b3 or &. By [4, Theorems 2.8, 1.5(i)], one may assume 
that 
Also, one may assume that K= its prime field k,. Let k be the splitting field 
overk,of T3-l=nf=0(T-oi)andlet E=L(o). 
Suppose r=2. Using the actual linearization of cr*(d6) given in (18), 
one sees that 
L=k(u,, v,:O<i<3) 
U;-l=U,UZr a;-l=v,v, 
s(ui)/Ui=S(vi)/vi= --o-’ 
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where r is a generator of Gal(k(u, v)/k,(u, v)). Let 
r;,=(u,-l)/(u,+l), u, =ul;(u,+ l), u, = uz/( ug + 1 ), 
v. = ( IJo - 1 )/( 1’0 + 1 ), VI = c,/(vo + l), v, = v*/( vg + 1). 
Then it is clear that 
uo= u, u,, v, = v, v2. 
Therefore 
L=k(U,, u,, v,, v-2) 
i 
u, -+ co’/ u, + wu, 
s: v, -+o=/v2-+ov, 
7: 
i 
II, + u, + u, 
v, + v2-+ v,. 
Let 
W,=(l- V,U,M1+ V,U*)r W,=(l- V*U,Ml+ VZU,) 
x, = (0 - d)( w, - W2), x, = ug( w, + Wz). 
Then X, and X2 are fixed by s and T. Replacing V, , V2 by X, , X2, one sees 
that the case r = 2 (and actually the case r B 2) is reduced to the case r = 1. 
Thus we may assume that r = 1. This case has actually been settled in 
[3, Theorem 41. 
Case 2. n = 10. Again, we may assume that K= its prime field k,. Let 
k be the splitting field over k, of T5 - 1 = nf=, (T- wi) and let I= L(o). 
Also, we may assume that 
s= 0 fJ*(d,o>. 
i= I 
Suppose r = 2. Using (17), one sees that 
E=k(ui, ci:O<i<5) 
uI”4=u2u3, v, v4 = 1’2 vj 
(*I 
s(ui)/?.4i=s(vj)/ui= -0-i 
5: 
u,+U~,U,-‘u*+U4+Uj+U, 
vo+L’o, v,+v2+v4+c3+u,, 
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where r is a generator of Gal(k(u, v)/k,(u, v)). Let Vi = vi/ui. Then Vi is 
s-fixed and 
v, v, = v, v, 
Thinking of r as an element of Aut,, k,( V,, . . . . V,), one sees that it is 
nothing but a*(T-1) @a*(T3-T2+T-l)=o*(d,) @(r*(4,&4)g 
rr*(b,) @ (r*(d,) @ CT*(&~) (by [4, Theorem 2.31) and hence 
linearizable. 
Therefore, one may replace the tlls in 
I= k(Ui, Vi) 
by four elements fixed by s and r. Thus the case r = 2 (and actually the case 
r B 2) is reduced to the case r = 1. 
Thus we assume that L=k(u,: O< i< 5) with the uI)s satisfying (*) 
above. Let 
zo = u; 
-1 z, = UOUIU2U3 
Then Z~E L” and 
z2 = r(z,) = uouzu~u;’ 
z‘j = --I r2(z,) = uou‘$u3u* 
z3 = T3(Z,) = uou3z41uq’. 
2 0 0 0 0 
det l-l 1 0 1 = 10: 
o-1 1 1 
= order (s). 
Hence c = k(z,, . . . . zq) and 
z:zo+z(), z’+z2+z‘j-+z3+zl 
Z’Z‘I = z2z3. 
Again, as an element of Aut,, k,(z,, . . . . z,), r is equivalent to a*( 41 ) @ 
a*(d,) @ g*(b4) and hence linearizable. Let {Z,, Z,, Z,, Z,} be a base 
of k”(Z,, . ..) zq) on which r acts linearly. Then F = k(Z,, . . . . Z,) and hence 
L" is rational (over k,) by [2, Proposition 1.11. 1 
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Remark I. By [S. Corollary 7.21 and [ 1, Corollary 3.101, the k-auto- 
morphism s defined on k(s,. x2, . . . . x8) by 
is not rational for some fields k (e.g.. for the field of rational numbers). 
Thus. in Theorem 4, we had to exclude the case n = 8. 
Remark 2. In Section 1, one could have replaced the assumption that 
k, = Q by the weaker assumption that k, is a prime field of characteristic 
not dividing 2~. One would then drop the last paragraph preceding 
Theorem 2 (concerning t and T) and the last sentence in the statement of 
Theorem 2 (concerning the redundancy of condition (iii)) together with its 
proof. This would not affect the results in Section 2 since the entries of 
Table I could be (and actually were) computed directly without any 
reference to (13) and (14). (However. (13) is still valid since it follows 
immediately from (9). Also, (14) can be (made meaningful and) justified by 
introducing a new indeterminate T over k,, redefining [A] * M as an 
element in k,[ r] = k,[ T]/c$,( T) (rather than the image of that element in 
k,(w) by the k,-map T-w) and letting t stand for the k,-automorphism 
on k,[T] given by T+ Tg). 
Thus the assumption that char(K) = 0 in Theorem 3 is redundant. Also, 
the assumption that char(K) =0 in Theorem 4 can be replaced by the 
weaker assumption that char(K) does not divide n. 
Remark 3. Theorem 2 remains valid if Tf is replaced by f ~ = 
{SET: ISI is odd}. Th e only change to be made in the proof is the 
insertion of a minus sign in front of each of the left hand sides of (*) 
and (w). This is because 0(X,)= -X, for SET- (See (5)). Note that 
when seeking a solution {cS} in r-, one works with M ~ = 
{MEMI: o(M)= -M} rather than with Ml+. 
For p = 3, 5, the systems of equations obtained using rP are given by 
the tables 
* PI cu. t, 21 
(p=3) 
c01 3 1 
,y3 I I 
* co1 co, t, 21 co, 3. 11 
(p=5) 
c01 5 5 5 
CO] 3 -1 -1 
crzc I ‘3 1 +w’+d l+w+d 
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TABLE II 
p = 7 along f- 
PI s, , = [O. 2.41 r(.S,,,,=[O.l.21 t?S,,)=lO.3.61 S,,=[l.3.4] rlS,,I = c3. 2. 51 
CD1 1 7 7 7 7 7 
PI 5 I I I I I 
.s:=[O.l] 3 -5 3 -I -I -I 
r(S,I = [O. 31 3 -I -5 3 -I -I 
r’lS:)== [O. 21 3 3 -1 -5 -I -I 
L’ L. I 1+x, I -2* I -zj 8, 8: 
and it is clear that neither of them has a (non-trivial) solution. For p = 7, 
however, one obtains a system considerably simpler then that given in 
Table I. The system is described by Table II and it is directly checked that 
it, too, has a unique solution, namely, 
cs 0 1 1 1 (2 - 381)‘; (-2+3b,)p; 
Also, condition (iii) can be easily seen to be satisfied. In fact, the computa- 
tions made in the table 
* s,. , = co* 2341 SJ., = Il. 3343 
(y 3 
u, up u, 
1 1 
12 + 22, -1 
L: 2 C’ I 5 l+z, 81 
L:, d’2 .Y4 -1 3+82 
together with (14) and (15) show that the relation among uo, uL, . . . . u6 
corresponding to this solution is nothing but 
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