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ABSTRACT 
We study elementary transformations, first introduced by Livsic and Kravitsky in 
an operator-theoretic context, of determinantal representations of algebraic curves. 
We consider determinantal representations of a smooth irreducible curve F over an 
algebraically closed field. When regarded as acting on the corresponding vector 
bundle the elementary transformations are a matrix generalization of scalar linear 
fractional transformations: they add to the class of divisors of the vector bundle a 
single zero and a single pole. We show that given a determinantal representation of 
F, we can build all the nonequivalent determinantal representations of F by applying 
to the given representation finite sequences of at most g elementary transformations, 
where g is the genus of F. 
1. INTRODUCTION 
Let k be an algebraically closed field, and let F(x,,,x~,x~) be a projec- 
tive plane curve of degree n over k. A determinantal representation 
U(r,, x1,x,) of F is a matrix of order n whose entries are linear in x0, x1, x2: 
U(X”, x,,x,) = xoA, + x~A, + xzA, 
(A,,A,,A, matrices of order n over k) satisfying det U(X) E CF(X) (c E k, 
c f 0). 
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Two determinantal representations U,, V, of F are called eyuivalent if 
there exist constant matrices M, N E GL(n, k) such that 
U, = MU,N. (2) 
Determinantal representations of an algebraic curve were first investi- 
gated in [2,5]. Th e notion of equivalence was first considered in [l]. 
In [B] a complete description of determinantal representations of a 
smooth irreducible curve F was presented. However, the procedure given 
there to construct determinantal representations of F is hard to perform 
explicitly, and the specific question of explicitly constructing all the 
nonequivalent determinantal representations of the given smooth irreducible 
curve F is not readily answered. In this paper we study elementary transfor- 
mations, first introduced by Livsic [4] and Kravitsky [3] in an operator-theo- 
retic context, which allow us to obtain, in a finite number of steps, all the 
nonequivalent determinantal representations of F from a given one. A survey 
of the results appears in [7]. 
2. DETERMINANTAL REPRESENTATIONS OF SMOOTH 
IRREDUCIBLE CURVES 
We first recall briefly from [B] the description of determinantal represen- 
tations of smooth irreducible curves. 
Let k be an algebraically closed field, and let V(x) be a determinantal 
representation of a curve F of degree n. We define the corresponding vector 
bundle E(X) along the curve by 
E(X) = ker U(x). (3) 
Actually, F(X) may be not a vector bundle in the usual sense, since its fibers 
may be not constant-dimensional (see [6]). However, we have 
PHOPOSITION 1 [ 1,4,8]. If a is a regular point of F, then the correspond- 
ing oector bundle at it is one-dimensional: dim e(a) = 1. 
Thus when F is a smooth curve, E(X) is indeed a vector bundle of rank 1 
(a line bundle). It can be more precisely defined as the subbundle of the 
trivial bundle of rank n over the curve, whose fiber at the point x is ker 
U(X). 
DETERMINANTAL REPRESENTATIONS OF CURVES 3 
From now on we assume F is a smooth irreducible curve of degree n. 
The class of divisors of the vector bundle corresponding to a determinantal 
representation of F may be defined explicitly as follows (see [8] for a brief 
summary of the theory of divisors on smooth curves). 
Let f<r)=<f,(r) ,..., f,,(x))+0 b e an n-tuple of rational functions along 
F; we define the divisor divf(x) similarly to the divisor of a single rational 
function. For every point P on F let us write the formal power-series 
expansion in terms of a local parameter t at Y: 
f(x) = C,P + C,+$“+I + . . . (ciEk”, i=u,...; c,#O); (4) 
v is the order o,(f) of f(x) at P. Clearly, o,(f) f 0 for only a finite number 
of points P on F; hence we can define the divisor 
divf(x)= c o,(f)~. 
P 011 F 
(5) 
Let now U(x) be a determinantal representation of F, and let E(X) be the 
corresponding vector bundle. A rationaE section-f(x) of E(X) is an n-tuple of 
rational functions along F such that f(r) E F(X) [f(x) $01; a rational section 
can always be constructed by taking algebraic complements of a column in 
U(x) and dividing then by a homogeneous polynomial of degree n - 1. If 
f(r), g(x) are two rational sections of E(X), there exists a rational function 
r(x) such that f(r) = r(x)g(x) and 
divf(x)=divr(x)+divg(x)Edivg(x). (6) 
Therefore the vector bundle E(X) determines uniquely a class of equivalent 
divisors on F-the class of bison of E(X); we denote any divisor in this 
class by dive(x). 
We now introduce two symbols. We let T be the divisor of a straight line, 
and C E (n - 1)T be the divisor of a curve of degree n - 1. 
In addition to the vector bundle E(X) = ker U(x) corresponding to a 
determinantal representation U(X) of F, we shall consider frequently in the 
sequel the vector bundle q(x) = coker U(x)[i.e. e(xNJ(x) = 0, U(x)cp(x) = 01. 
Everything said previously about the vector bundle E(X) transfers naturally 
to the vector bundle q(x). There is an interesting connection between the 
classes of divisors of the vector bundles E(X) and cp(x). 
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dive(r)+divcp(r) = -C. (7) 
We present now the description of determinantal representations of F in 
terms of classes of divisors. Clearly, if two determinantal representations are 
equivalent, then the classes of divisors of the corresponding vector bundles 
coincide. It turns out that the converse is also true. 
THEOREM 1 [1,8]. Z’wo determinantal representutions U(x), U’(x) of F 
are equivalent if and only if the classes of divisors of the corresponding vector 
bundles E(X)= kerU(x),e’(X)= kerU’(x) coincide: dive(r)= dive’(r). 
To complete the description of determinantal representations of F we 
have to characterize those classes of divisors which arise from vector bundles 
corresponding to determinantal representations. 
TIIEOREM 2 [S]. IRt D be a divisor on F. There exists a determinantul 
representation U(x) of F such that the class of divisors of the corresponding 
vector bundle E(X) = ker U(x) coincides with the equivalence class of D 
(D = div E(X)) if and only if: 
(a) deg D = - n(n - 1)/2, 
(b) Z( D + C - T) = 0. 
Here 2( .) denotes as usual the dimension of the divisor. In the language 
of line bundles, the vector bundles corresponding to determinantal represen- 
tations U of F are precisely the line bundles E with deg E = - n(n - 1)/2 
and h”( E(n - 2)) = 0. 
A divisor D of degree - n(n - 1)/2 will be called nonexceptional 
if it satisfies I( D + C - 7’) = 0; clearly, this property depends only on the 
equivalence class of D. Thus the classes of divisors of the vector bundles 
corresponding to determinantal representations of F are precisely the nonex- 
ceptional classes of divisors of degree - n(n - 1)/Z. 
We look now at the Jacobian variety J of F. It is a g-dimensional Abelian 
variety, where g = (n - l)(n - 2)/2 is the genus of F, and there is a natural 
correspondence between the classes of divisors of degree - n(n - 1)/2 on F 
and the points of J. It can be shown that the exceptional classes of divisors of 
degree - n(n - 1)/Z correspond to the points of a closed subvariety of J of 
dimension g - 1; we call it the exceptional subvariety. 
We can therefore summarize by saying that up to the equiualence, the 
determinantal representations of F are parumetrized, via the class of divisors 
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of the corresponding vector bundle, by the points of the Jacobian variety J not 
on the exceptional subvariety. in particular, every smooth irreducible curve F 
possesses determinantal representations; if n >, 3, the genus g > 0 and it 
follows that F possesses infinitely many nonequivalent representations. 
3. DEFINITION OF ELEMENTARY TRANSFORMATIONS 
The definition of elementary transformations requires no assumptions on 
the curve F, so that now F may be a singular or even a reducible curve. We 
use affme coordinates yi = xi /x0, y2 = x2 /x0. Let f(yi, ya) = HI, yi, yn) 
be the a&e equation of the curve F and take a determinantal representa- 
tion: 
det(y,o, - y~o~+t)=cf(Yi,Y~) (czo). (8) 
Let e(y) = ker( y102 - yaa, + r), cp( y) = coker( yio, - yzol+ 7). 
Let A = (A,, A,), I_L = (,~i,p~) be two different affine points on F, both of 
them regular. Take u E E(A), u E V(P) (u f 0, u # 0): 
v(A,a, - AZol + 7) = 0, 
(9) 
(/.Qu, - /..Lzu, + y)u = 0. 
It follows that 
(A1 - pl)vu,u = (A, - p2)vulu. (10) 
Unless uaiu = vu,u = 0, it follows from (10) that we can normalize v, u 
so that 
vu,u = A1 - pl, 
(11) 
vu,u = A, - /~a. 
The pair of affine regular points A, p on F is called admissible with 
respect to the representation yia, - yaa, + y if vo,u,vu,u are not both 0. 
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We assume that the pair h,~ is admissible with respect to ZJ~CT, - yza, + y 
and that 0, u have been normalized so that (11) holds. Define 
7 = y + Cr,( Uzj)U2 - a,( uu)a, 
It is easy to show that because of (11) and (9) 
(12) 
C(/+O~ - /Jza, + T) = 0 
(13) 
(A,a, - &a, + T)U = 0. 
PROPOSITION 3. For yk # A, 
la2 - Yzal+ Y) (k = 1,2). (14) 
Proof. Let us develop first the left-hand side: 
(Y1U2 - y2u1+ 7) 
“Uk 
= (YP2 - Y2Ul-t 7)- (YlU2 - y2u1+ B)yy--_ 
= (YlU2 - Y2U, + T)- [(Y, - A,)a, _(YP - hrbllU$& 
k 
Yl - *, 
= (YlU2 - y2u1+ 7) + ___ 
Yk-hk 
fl2(uv)ak - y,++k, (15) 
Yk-hk 
where we have used in the middle the second equation of (13). Similarly, we 
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may use the first equation of (9) and to develop the right-hand side: 
i 
I-a,- *,UI;uii(Y 102 - YzU, + Y) 
= (ylu2 - y2ul + y)+ ~uk(ut;)n2 - ~&~)u,. (16) 
If we compare (15) and (16) and substitute the definition of f, we see 
that we have to prove the equation 
Vl( U”)cT2 - a,( uo)a, + 
Y1- *, 
-u2( Utl)cTk - 
Y2 -A, 
Yk - hk 
-a,( U”)cTk 
Yk-hk 
YI - *, 
= -ak(uz))o, - y,o&+,r, 
Yk-Ak Yk-hk 
(17) 
and this is immediately seen to be an identity for k = 1,2. 
Recall now that for any two square matrices K I1 K, 
det(I + K,K,) = det(l+ K,K,). (16) 
Thus by taking determinants we obtain from Proposition 3 
THEOREM 3. det(y,a, - y2a, + f> = det(y,a, - yza, + r), so that y,a, 
- yza, + 7 is also a determinantal representation of F. 
We say that the new determinantal representation y,a, - yza, + 7 was 
obtained from the original representation yra, - y2a, + y by the elementary 
transformation (12) based upon the admissible pair of afiine regular points 
AP. 
We note that this elementary transformation is invertible. By (13), 
ker(Fuoz - paa, + T> = kerth,v2 - A,a, + r), coker(A,a, - A,a, + 7) = 
coker(p.,oa - p2a, + y). Hence if the points A, I_L are admissible with 
respect to yluz - y2a, + y, then the points p, A are admissible with respect 
to ylaz - yea, + 7, and the elementary transformation based upon the pair 
of points p, A transforms the new representation yrcra - yza, + 9 back into 
the original one yiu, - yza, + y. 
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4. ACTION OF THE ELEMENTARY TRANSFORMATION ON THE 
CORRESPONDING VECTOR BUNDLE 
From now on we assume again F is a smooth irreducible curve. We 
continue to use the notation of the previous section, except that we switch 
back to projective coordinates. 
To explore the connection between the original determinantal representa- 
tion xloz - xaoi + xoy and the new one xiv2 - xzol + x07, we consider the 
corresponding vector bundles: 
e(r) = ker(x,a, - xpoi + x,y), 6(x) = ker(xiaa - xzo, +x,7). (19) 
We define rational matrix functions 
0 k-Xk 
(k = 1221, 
Pk( x) = z + flk %(~U> (k = 1,2). 
(20) 
(21) 
T,(x) is defined for xk - xohk # 0, and P,(x) is defined for xk - r&k # 0. 
Using (II), it iS eady Seen that for xk - Xohk f 0, xk - X,+k # 0 
Tk(x)pk(x) = 1, (22) 
and in particular T,(x) and P,(r) are invertible. 
By Proposition 3, for xk - xohk f 0 we have F’(r)Tk(X) C E(X). Hence for 
xk - Xohk f 0, Xk - X#k # 0, 
C$x)Tk(x) = &(x) (23) 
and 
&(X)Pk(X) = E(x). (24) 
Thus the rational matrix function P,(x) (k = 1,2> maps (for xk - zoAk f 0, 
xk - xopk + 0) the vector bundle corresponding to the original representa- 
tion onto the vector bundle corresponding to the new one. It is easily seen, 
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using (9), that P,(x) and PZ( x coincide when restricted to the vector bundle ) 
E(X) (x, - x()h, # 0, x2 - xoh, # 0). 
We note also that 
&(h)P,(A) = 0 (k = 1,2), (25) 
%-4T&) = 0 (k = 1,2). (26) 
The two equations follow immediately from (11) since E(A) = span(v) and 
by (13) .C(/.L) = E(A). 
Now we can prove 
THEOREM 4 
divd(x)rdive(r)+A-p. (27) 
Thus on the corresponding vector bundle the elementary transformation 
acts as a linear fractional transformation: it adds a single zero and a single 
pole. These zero and pole can be chosen arbitrarily, as long as they form a 
pair of affine points on the curve, admissible with respect to the given 
determinantal representation. 
Proof of Theorem 4. Let g(z) be a rational section of E(X); then 
k!(X) = dx)P,(x) (k = 1,2) (28) 
is a rational section of E(x) and 
g(x) = Z(r)T,(x) (k = 1,2). (29) 
We shall prove that 
divg(x)=divg(x)+A-CL, (30) 
thereby establishing the theorem. 
Let 5=(50,51,5e) b e a om on E’. We write the formal power-series p ’ t 
expansion in terms of a local parameter t at [[see(4)]: 
g(x)=c,t”+ ... (31) 
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(we write “ . . . ” for terms of higher order in t). Here v = o,(g) is the order 
of g(x) at ,$, and c, f 0. It can be easily seen that actually c, E ~(5). 
LEMMA 1. If c+A,p, then o&g)=o&g). 
Proof of Lemma 1. Since 5 f p, there exists k (k = l,Z> such that 
lk - 5”~~ # 0. Therefore P,(x) is defined at 5, and in terms of a local 
parameter t there we can write 
Pk( x) = Pk( 5) + . . . . (32) 
Substituting this and (31) into (28), we obtain 
,g(x)=c,P,(.$)t”+ . . . . (33) 
Hence o,(g) > V, i.e. o,(g) > o,(g). Using the fact that 5 Z A, we obtain 
analogously, with the help of (29), that o&g) 2 o&g). The lemma follows. n 
LEMMA 2. OA\(Z) = oAt(g)+ 1. 
Proof of L.emmn 2. Assume that in terms of a local parameter t at A 
g(x) = c,tV + . . . ) E(x) = E,t” + . . . ) (34) 
where v = oh< g), r] = o,(g). We start as in the proof of Lemma 1. Since 
A z IL, there exists k such that A, - pk # 0 and P,(x) is defined at A; in 
terms of a local parameter t 
Pk(X) = P,(A)+ . . . ) (35) 
and substitution into (28) gives 
g(x) = c,Pk(A)t” + 1.. . (36) 
However, c, E E(A) [see (31)], and by (25) c,P,(A) = 0. Hence (36) implies 
that V>V. 
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Now since A is an affine regular point of F, the partial derivatives 
aF/ax,, dF/dx, are not both 0 at A. Assume for instance that 
Then we can choose local parameter t at A so that 
x,, = 1, 
x, = A, + t, 
x,=A,-t .... 
And then in terms of t, 
Substitution into (29) gives 
(37) 
(38) 
g(x) = C,a,(uv)t~-’ + . . . . (39) 
Hence v > 17 - 1. Since 77 > V, we have 77 = v + 1 and the lemma follows. 
n 
In a completely analogous way we prove 
LEM%fA 3. o&g) = &)-I. 
The three lemmas show us that divg(x) = divg(x)+ A - p, and the 
theorem follows. n 
5. PAIRS OF ADMISSIBLE POINTS 
We want to determine now, given a determinantal representation of F, 
which pairs of affine points on F are admissible with respect to it and which 
are not. 
Let U(x) be a determinantal representation of F, and let e(x) = ker U(x) 
be the corresponding vector bundle. Let D E dive(x), and let A, p be two 
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different affme points on F. By Theorem 2, D is a nonexceptional divisor of 
degree - n(n - 1)/2. However, the divisor D + A - p may happen to be 
exceptional. In this case the points A, p are surely inadmissible with respect 
to U(r); for if they were admissible, we could apply to U(X) the elementary 
transformation based upon them and obtain a determinantal representation 
O(X); denoting B(X) = ker O(X), we would have, by Theorem 4, div E(X) = D 
+ A - t_~, so that div E(X) would be an exceptional divisor, a contradiction to 
Theorem 2. 
Therefore, a necessary condition for the points A, p to be admissible with 
respect to U(x) is that D + A - p is a nonexceptional divisor. We shall show 
now that it is a necessary and sufficient condition. 
TIIEOREM 5. Let U(x) be a determinantal representation of F, and let 
E(X) = ker U(x) be the corresponding vector bundle. Let A, TV be two different 
afine points on F; the pair of points A, p is admissible with respect to U(r) if 
and only if div E(X) + A - p is a nonexceptional divisor. 
Proof. Let D = div E(X), and let A be a fixed affine point on F. 
LEMMA. For an afline point t_~ on F, D + A - p is an exceptional divisor 
if and only if t_~ < H, where H is the unique effective divisor satisfying: 
H=D+C-T+A (40) 
(Here effective means, as usual, a divisor whose coefficients are all 
nonnegative.) 
Proof of the lemma. We prove first the existence and uniqueness of the 
effective divisor H. This amounts to showing that l( D + C - T + A) = 1. On 
the one hand, by the Riemann-Roth theorem [g = (n - 1Xn - 2)/2 denotes 
as usual the genus of F], 
l(D+C-T+A)>deg(D+C-T+A)+l-g 
= n(n -1)/2+ n( n-1)-n+l+l-g=l. (41) 
And on the other hand, since D is nonexceptional, 
l(D+C-T+A)<l(D+C-T)+l=l. (42) 
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Now, D + A - p is exceptional when I( D + A - p + C - T) > 0, i.e., 
when D + A - p + C - T is equivalent to an effective divisor. Since deg( D 
+ A - p + C - T) = g - 1, this means that there exist points P,, . . . , P,_ 1 on 
F such that 
D+A-/_L+C-T=P~+ . ..+%_., (43) 
or 
p+Pp,+ ... +Q_,-D+C-T+A. (44) 
Comparison with (40) shows that /_L + P, + . . . + P,_, = H, i.e. I_L Q H. The 
lemma follows. n 
We check now for which affine points p on F the pair A, /_L is 
inadmissible with respect to U(x). Following the notation of the previous 
sections, we denote U(X) = ~,a, - xZul + ray and cp(x) = coker U(r). 
Let o E E(A) (U # 0). The pair A, /J is inadmissible with respect to U(x) 
if for u E cp(pFL) (u # 0) 
va,u=vu,u=0. (45) 
Let f(r) be a rational section of q(x). Define rational functions 
%(4 = vu!J-(Xl (k = 1,2). (46) 
We claim that y,(x), q2( x are not identically zero. It is then immediately ) 
seen that the pair A, F is inadmissible with respect to U(x) when o@(</r) > 
o,(f) and o,(q,l> o,(f). 
If one of the rational functions o,(r), y,(x) is identically zero, then by 
(10) so is the other. Assume now that V,(X), y,(x) are identically zero. It 
means that for every point x on F, z;a,p(x)= oa,(~(x)= 0. But by 
[B, Proposition 41 span{cp(x):x on F) = k”; hence V(T, = UU, = 0. Since 
VU(A) = 0 and A is an affine point, we have also vy = 0. So for all xc,, x,, x2 
v(x,u, - xaur + xOy) = 0 and det(x,u, - xgu, + .r,,yl= 0, i.e. F(x,,, x,, x2) 
= 0, a contradiction. 
Thus we see that for an affine point p on F, the pair of points A, p is 
inadmissible with respect to U(X) if and only if /J < R, where R is the 
effective divisor defined by 
R = inf(divq,(x),divya(r))-divf(x). (47) 
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We proceed now to show that R = H, where H is the effective divisor of 
the lemma. This will imply that the points A, /J are inadmissible with respect 
to U(x) precisely when D + A - p is an exceptional divisor, and we are 
done. 
Let A = (1, A,, A,). By (lo), in affine coordinates, 
4,(Y) Yl - A, =- 
%(Y) Yz - A, : 
or, in projective coordinates, 
Y,(X) x, - xd, -= 
42(x) x2 - “,,A, 
(48) 
(49) 
Denoting by L,(x) the straight line xk - x,,Ak (k = 1,2), we obtain 
divy,(x)-divL,(x)=divq,(x)-divL,(x). (50) 
Thus we see that 
inf(divq,(x),divy,(x))=divqk(X)-divLk(X)+inf(divL,(x),divL,(x)) 
= divc/k(x)-divLk(r)+ A, (51) 
since the straight lines L,(X) and L,(x) intersect only at A and at most one 
of them is tangent to F there (since A is a regular point of F). Substituting 
this into (47), we get 
R=divqk(r)-divLk(x)+A-divf(x). (52) 
Since div qk(x) = 0, div L,(x) E T, divf(x) 3 div q(x), 
R = -divcp(x)- T + A. (53) 
And using Proposition 2, finally 
R=dive(r)+C-_+A= D+C-T+A. (54) 
Comparison with (40) shows that R = H, and the theorem follows. n 
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Since deg H = g, we obtain from the proof 
COROLLARY 1. Let U(x) be a determinantal representation of F, and let 
F(X) - ker U(x) be the corresponding vector bundle. For every affine point A 
on F there exist at most g affine points I_L on F such that div E(X) + A - p is 
an exceptional diGsor and the pair of points A, p is inadmissible with respect 
to U(x). 
We note also that the assumption p z A was used nowhere in the proof. 
Since D + A - A = D is certainly nonexceptional, we obtain 
COHOLLARY 2. ,kt U(X) = x1u2 - x2u, + xoy be a determinantal repre- 
sentation of F, and let E(X)= ker U(x), cp(x> = coker U(X). For any afine 
point A on F let u E e(A), u E q(A) (o # 0, u # 0); then uulu, vu2u are not 
both zero. 
6. BRIDGING OF DETERMINANTAL REPRESENTATIONS 
Let U(X), U’(X) be two determinantal representations of F. We say that 
they can be bridged by a given finite sequence of elementary transforma- 
tions if these elementary transformations, when applied successively to U(X), 
yield a determinantal representation equivalent to U’(n). Our main result is 
THEOREM 6. Any two determinantal representations U(x), U’(x) of F can 
be bridged by a finite sequence of at most g elementary transformations. 
Thus by finite sequences of at most g elementary transformations we can 
obtain from one determinantal representation of F all the nonequivalent 
representations. 
Proof of Theorem 6. Let E(X) = ker U(x), E’(X) = ker U’(X), D s div E(X), 
D’ = div E’(X >. 
Let (A,,~i),...,(A,,~,) be g P airs of affine points on F. By Theorems 4, 
5 the sequence of elementary transformations based upon these points 
bridges between U(x) and U’(x) if and only if 
D’= D+(A,-F~)+ ... +(A,-/+,) (55) 
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and all the divisors 
are nonexceptional. [If for some i we have hi = pi, then the corresponding 
pair can be omitted and U(X) and U’( ) x can be bridged by a sequence of less 
than g elementary transformations.] 
LEMMA. Let (A,,F,),...,(A,,~,) hegpuirsofaffanepointsonFsatisfy- 
ing D’s D+(h,-/_~~)-l- ... +(A, - vLc>. Assume that all points p,, . . .,pg 
are distinct. Then there exists a permutation (i 1,. ., i,,) of (I,.. ., n) such that 
all the divisors D+(A,-pj,),..., D+(A, -ki,)-t ... +(A,_, --F~,_,) are 
nonexceptional. 
Proof of the lemma. Denote A = +, + . . . + pg. Then 
A-D- D’+A,+ ... +A c . (56) 
There exists p < A such that D + A, - p is nonexceptional. By the 
lemma in the proof of Theorem 5, if D + A, - I_L is exceptional, then p < H,, 
where H, is the effective divisor satisfying 
II,= D+C-T+A,. (57) 
Therefore, if for every /.L < A D + A, - p is exceptional, then F < H, for 
every p < A, and since A has no multiple points, A f H,. Thus H, - A > 0 
and l(H, - A) > 0. However, by (56) and (571, 
l(H,-A)=Z(D+C-T+A,- D+ D’-A,- ... -A,,) 
=l(~‘+c-T-A,- ... -A,)<l(D’+C-T)=O, (58) 
since D’ is nonexceptional: a contradiction. Thus there exists pi, < A such 
that D + A, - ki, is nonexceptional. 
Next, there exists Jo < A-pi, such that D +(A, --P~,)+(A~ --IL) is 
nonexceptional. For if D +(A, - pi,)+(A, - /_LL) is exceptional, P < Hz, 
where H, is the effective divisor satisfying 
H, = D + A, -pi, + C - T + A,. (59) 
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And if for every p G A - F~,, D +(A, - pi,)+(Az - CL) is exceptional, then 
A - pi, < H,. Thus H, - A + pi, z 0 and KH, - A + Pi,) > 0. However, b 
(56) and (59), 
z(H, - A + Pi,) 
= z( D + A, - pi, + C - T + A, - D + D’- A, - * . . - Ag + Pi,) 
=Z(D’+C-T-A,- .*. -A,),<Z(D’+C-T)=O, (60) 
since D’ is nonexceptional: a contradiction. Thus there exists pi, < A - pi, 
such that D +(A, - pj,)+(A2 - pi,) is nonexceptional. 
Analogously we show that there exists P,~ < A -pi, - Pi, such that 
D+(A~-~~,I)+(A~-~~,)+(A~-cL~) 1s nonexckptional. Continuing in this 
way we complete the proof of the lemma. n 
Now let A 1,. . , A, be any g points on F. By the Riemann-Roth theorem 
l(D- D’+A,+ ... +A,)>O; hence there exist points pI,...,pR on F 
such that 
/_L1+ ... +/.L~= D- D’+A,+ ... +A,. (61) 
For the general g points A,, . .., A, on F, the points pI,. .,pg are uniquely 
determined (up to order) and are afhne and distinct (this follows easily from 
the birational isomorphism between the gth symmetric product of F and the 
Jacobian variety of F). Hence we can choose A,,...,A, to be affrne and so 
that P~,...,P~ are affine and distinct. By (61) D’= D +(A, - /.L~> 
+ . . . +(A, - CL~). 
By the lemma, there exists a permutation (i,, . . , i,) of (1,. . , n) such that 
all the divisors 
are nonexceptional. Clearly 
D’E D+(A,-pi,)+ *.. +(Ag-Pi,)> (62) 
n and the theorem follows. 
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