We study a variant of the capacitated vehicle routing problem where the cost over each arc is defined as the product of the arc length and the weight of the vehicle when it traverses that arc. We propose two new mixed integer linear programming formulations for the problem: an arc-load formulation and a set partitioning formulation based on q-routes with additional constraints. A family of cycle elimination constraints are derived for the arc-load formulation. We then compare the linear programming (LP) relaxations of these formulations with the twoindex one-commodity flow formulation proposed in the literature. In particular, we show that the arc-load formulation with the new cycle elimination constraints gives the same LP bound as the set partitioning formulation based on 2-cycle-free q-routes, which is stronger than the LP bound given by the two-index one-commodity flow formulation. We propose a branchand-cut algorithm for the arc-load formulation, and a branch-cut-and-price algorithm for the set partitioning formulation strengthened by additional constraints. Computational results on instances from the literature demonstrate that a significant improvement can be achieved by the branch-cut-and-price algorithm over other methods.
Introduction
Vehicle routing problems have been studied extensively in the literature (Toth and Vigo, 2001; Golden et al., 2008; Laporte, 2009) . Recently, with an increasing concern for the environment, new vehicle routing models started being considered, where the objective was not only to take into account the travel costs or distances, but also energy consumption and green house gas emissions, see for instance Kara et al. (2008) ; Bektaş and Laporte (2011) ; Lysgaard and Wøhlk (2014) and a recent survey Demir et al. (2014) .
We study one such variant of the capacitated vehicle routing problem (CVRP), called the energy minimization vehicle routing problem (EMVRP). As in the traditional CVRP, the goal of the EMVRP is to find a set of least costly routes such that (i) each route starts and ends at the depot, (ii) each customer is visited by a single vehicle, and (iii) the total supply of all customers in any route does not exceed the vehicle capacity. The key difference is that the cost of traversing an arc in the EMVRP is defined as the product of the arc length and the vehicle weight, namely the sum of the curb weight and payload, when it traverses that arc. The EMVRP was first introduced in (Kara et al., 2007 (Kara et al., , 2008 ) and the cost function was motivated by the positive correlation between the fuel consumption rate and the vehicle weight, with other factors, such as vehicle specifications, vehicle speed and road conditions, being constant. In addition to the practical concern of minimizing fuel consumption, the EMVRP is an interesting problem to study on its own since it generalizes several well-known transportation models such as the traveling repairman/deliveryman problem (Afrati et al., 1986; Fischetti et al., 1993; Bianco et al., 1993; Blum et al., 1994) and the multiple traveling repairmen problem (Fakcharoenphol et al., 2003) .
Various mixed integer linear programming (MILP) models have been proposed for solving the traditional CVRP (see for instance Letchford and Salazar-González (2006) ) and the most successful algorithms in practice are the ones based on a set partitioning formulation using q-routes and/or ng-routes, strengthened by additional constraints, solved in a branch-cut-and-price (BCP) framework (Fukasawa et al., 2006; Baldacci and Mingozzi, 2009; Baldacci et al., 2011; Pecin et al., 2014; Contardo and Martinelli, 2014) . These types of formulations have been successful to solve instances of the problem with up to 300 vertices. Moreover, similar techniques have been applied to other routing problems with reasonable success, such as the asymmetric CVRP, the capacitated open vehicle routing problem, the heterogeneous fleet vehicle routing problem and many others , typically solving instances with close to 100 customers.
On the other hand, the existing approach for solving the EMVRP exactly was based on an MILP model that was able to solve only small-size instances with up to 31 customers (Kara et al., 2008) . A constant-factor approximation algorithm was developed in (Gaur et al., 2013) , and metaheuristics such as simulated annealing (Xiao et al., 2012) were also applied to solve the EMVRP.
With this in mind, the main contributions of this paper are as follows.
• We study how the approaches for the CVRP can be adapted to solve the EMVRP. Specifically, we study an arc-load formulation and a set partitioning formulation based on 2-cycle-free qroutes with additional constraints.
• We derive a family of cycle elimination constraints for the arc-load formulation based on the cycle elimination constraints proposed for the time-dependent traveling salesman problem (Abeledo et al., 2013 ).
• We compare the strength of the two proposed formulations with each other and with the twoindex one-commodity flow formulation proposed in the literature. In particular, we show that the arc-load formulation with the new cycle elimination constraints gives the same LP bound as the set partitioning formulation based on 2-cycle-free q-routes. This generalizes a result from Abeledo et al. (2013) . In addition, these theoretical results can be applied immediately to the analogous formulations for the CVRP.
• We develop a branch-cut-and-price algorithm to solve the set partitioning formulation based on 2-cycle-free q-routes and strengthened by additional constraints. We conduct an extensive computational study on our proposed formulations and show that the BCP algorithm yields a significant improvement over other methods.
The rest of the paper is organized as follows. Section 2 introduces the two-index one-commodity flow formulation and the two new MILP formulations for the EMVRP. Section 3 compares the strength of the LP relaxations of these formulations. Section 4 describes the BCP algorithm for the set partitioning formulation based on 2-cycle-free q-routes, including the column generation and cut separation components. Computational results and analysis are given in Section 5 and we conclude in Section 6.
Problem description and formulations
Throughout the paper, we work on the pickup version of the EMVRP with asymmetric distance matrix and homogeneous vehicles. The problem can be described as follows. Let G = (V, A) be a complete directed graph with V = {0, 1, 2, . . . , n}. Vertex 0 denotes the depot and V 0 := {1, 2, . . . , n} denotes the set of customers. For every (i, j) ∈ A, let d ij be the distance from customer i to customer j. For every i ∈ V 0 , let q i be the supply of customer i. We are given K identical vehicles, each of which has curb weight w and capacity Q. Without loss of generality, we assume that all data are integer-valued. We route these K vehicles so that each customer is visited exactly once by some vehicle, i.e., split pickup is not allowed. Each vehicle starts the route carrying only its own weight w, and when it visits customer i, it picks up the supply q i of customer i and the total weight of this vehicle increases by q i . Note that with an asymmetric distance matrix, the pickup version of the EMVRP cannot be transformed to an equivalent delivery version in general, as opposed to the CVRP.
A two-index one-commodity flow formulation
The first MILP formulation of the EMVRP was introduced by Kara et al. (2007) . We call it a two-index one-commodity flow formulation, presented in (1), where for each arc (i, j) ∈ A, a binary variable x ij is introduced to represent whether arc (i, j) is used in any route or not, and a continuous variable f ij is introduced to represent the amount of load carried over arc (i, j) .
j∈V \{i}
Constraints (1a) and (1b) ensure that each customer is visited exactly once by some vehicle, constraints (1c) ensure that q i units of supply are collected at customer i, constraints (1d) are the tightened bound constraints on the flow variables f ij , and constraints (1e) ensure that K vehicles are used. This formulation has the same feasible region as that of the two-index one-commodity flow formulation for the CVRP, except that in the objective function we have for each arc (i, j) ∈ A an additional term d ij f ij , and d ij x ij is multiplied by the vehicle weight w. Although the feasible region contains more solutions than the set of feasible routes and corresponding loads (e.g., one can increase the flow values along a route if the upper bound constraints in (1d) are not tight for all arcs on that route), it can be shown that there always exists an optimal solution (x * , f * ) where f * ij denotes the actual load carried by a vehicle when it traverses arc (i, j). This motivates the arc-load formulation introduced below, which models the load carried over each arc explicitly.
The arc-load formulation
The arc-load formulation for the EMVRP introduces a binary variable x q ij for each arc (i, j) ∈ A and load value q = 0, 1, . . . , Q to indicate whether or not a vehicle travels from customer i to customer j carrying load that exactly equals to q. The idea of using decisions variables x q ij 's appears in Uchoa (2011) for the CVRP and is based on a formulation for the time-dependent traveling salesman problem (Picard and Queyranne, 1978) . Similar formulations based on binary variables x q ij 's have also appeared in other contexts like the traveling salesman problem and the capacitated minimum spanning tree problem (see Gouveia (1995); Fox et al. (1980) ; ). The arc-load formulation for the EMVRP are as follows.
We also set x q ij = 0 for all q = 0, 1, . . . , q i − 1, Q − q j + 1, . . . , Q and j ∈ V 0 \ {i} and x q 0i = 0 for all q > 0. Constraints (2a) ensure that each customer is visited exactly once by some vehicle. Constraints (2b) represent the load balance at each customer i ∈ V 0 . Constraints (2c) ensure that K vehicles are used.
We next propose a set of cycle elimination constraints to strengthen the arc-load formulation (2).
Definition 1. An s-cycle (or a cycle of length s) with s ≥ 2 is a walk i 1 i 2 . . . i s i s+1 with different customers i 1 , i 2 , . . . , i s ∈ V 0 and i 1 = i s+1 .
Observe that a feasible route cannot contain any s-cycle with s ≥ 2. To avoid a 2-cycle jij, any route that traverses arc (i, j) with load q must arrive at customer i from some customer k = i, j with load q − q i . Motivated by this observation, we propose the following 2-cycle elimination constraints:
The 2-cycle elimination constraints can be seen a generalization of the 2-cycle elimination constraints for the time dependent traveling salesman problem proposed in (Abeledo et al., 2013) . The separation of 2-cycle elimination constraints can be done in O(n 2 Q) time as follows. Given a fractional solutionx = (x To eliminate the same 2-cycle jij, we could also use another set of 2-cycle elimination constraints x q ji ≤ k∈V \{i,j} x q+q i ik for (i, j) ∈ A and q = q j , q j + 1, . . . , Q − q i by a similar argument, but it can be shown that they are already implied by constraints (3) and the flow balance constraints (2b).
A strengthened set partitioning formulation
The set partitioning formulation has been successfully applied to solve large-size CVRP instances and crew scheduling problems exactly due to its tight LP bound. Motivated by this, we propose a set partitioning formulation for the EMVRP based on q-routes and strengthened by additional constraints.
We define a q-route as a walk
We call a q-route s-cycle-free if it forbids any cycle of length at most s. For example, a feasible vehicle route, also called an elementary route, is an n-cycle-free q-route, and a q-route can be seen as a 1-cycle-free q-route. Let Ω s be the set of all s-cycle-free q-routes for s ≥ 1. Clearly Ω n ⊆ . . . ⊆ Ω 2 ⊆ Ω 1 , where Ω 1 is the set of all q-routes. Let a ir denote the number of times that customer i is visited by a q-route r. We introduce a binary variable z r for each q-route r ∈ Ω s to indicate if it is chosen or not. Then the set partitioning formulation for the EMVRP is as follows.
where c r is the cost, instead of the total length, of the q-route r as defined in the EMVRP. Constraints (4b) ensure that each customer is visited exactly once. The LP relaxation of (4) needs to be solved by column generation since there are an exponentially number of decision variables. Although formulation (4) is valid for any s ≥ 1, there is a trade-off between the quality of the LP bound and the difficulty of solving the pricing problem for different s values. With larger s values, the set Ω s contains less q-routes and the LP bound provided by (4) is tighter, but the pricing problem becomes significantly harder to solve when s ≥ 3. We choose s = 2 for our formulation, namely the set partitioning formulation based on 2-cycle-free q-routes. More details on how to solve the pricing problem for the LP relaxation of (4) will be given in Section 4. To further tighten the lower bound obtained from the set partitioning formulation, we can add additional constraints satisfied by all feasible solutions into (4). One way to obtain additional constraints in the (z r )-space is through the transformation of valid inequalities in the space of other decision variables. For example, there are many families of well-known valid inequalities in the (x ij )-space derived for the CVRP, which are also valid for the EMVRP since their twoindex one-commodity flow formulations share the same feasible set. When the (x ij )-variables and the (z r )-variables both represent the same q-route, the coupling constraints between them can be defined as follows. Let a ijr denote the number of times that a q-route r traverses arc (i, j), then x ij = r∈Ωs a ijr z r and any valid inequalities in the (x ij )-space can be transformed to a valid inequality in the (z r )-space. We then obtain a strengthened set partitioning formulation in the (x ij , z r )-space for the EMVRP.
Constraints (5d) can be any valid inequalities in the (x ij )-space, such as the in-degree and out-degree constraints for each customer and rounded capacity constraints for the CVRP Fukasawa et al. (2006) . In this paper, we add framed capacity, strengthened comb, multistar, partial multistar, generalized multistar and hypotour cuts, all described in detail in Lysgaard (2003); Fukasawa et al. (2006) . In particular, we add the vehicle cardinality constraint i∈V 0 x i0 = i∈V 0 x 0i = K so that constraint (5b) becomes redundant. By eliminating constraint (5b) and substituting variable x ij in (5d) with equation (5c), we obtain the strengthened set partitioning formulation in the (z r )-space.
We call the the LP relaxation of (6) defined by constraints (6a) to (6c) the Dantzig-Wolfe Master problem (DWM). The DWM has an exponential number of variables and constraints, which we will solve in Section 4 by both column generation and cut generation in a BCP framework.
A theoretical comparison of different formulations
In this section, we provide a theoretical comparison of the LP bounds given by the two-index onecommodity flow formulation and the two new formulations introduced in Section 2. Since each formulation for the EMVRP has the same feasible region as the CVRP, our comparison results can be applied to the CVRP analogously. Define the following polyhedral sets corresponding to the feasible regions of the LP relaxations for different formulations, respectively.
1. The two-index one-commodity flow formulation. Let
The arc-load formulation. Let
The arc-load formulation with 2-cycle elimination constraints. Let (2d) and (3).} 4. The set partitioning formulation with q-routes. Let
The set partitioning formulation with 2-cycle-free q-routes. Let
, Z qroute and Z qroute+2 denote the optimal objective value of the corresponding LP relaxation, respectively.
Proof. Given any pointx ∈ P arcload , we construct
The constructed (x, f ) yields the same objective value asx, since:
We next show that (x, f ) ∈ P 1cf , which implies that Z 1cf ≤ Z arcload .
(1) The out-degree constraints (1a) are satisfied since
(2) The in-degree constraints (1b) are satisfied since ∀i ∈ V 0 :
The third equation follows from the flow balance constraints (2b).
(3) The flow balance constraints (1c) are satisfied since ∀i ∈ V 0 :
At the third step
(4) Constraints (1d) are satisfied since ∀(i, j) ∈ A:
(5) The vehicle cardinality constraint (1e) is satisfied since i∈V 0 x i0 = i∈V 0 Q q=0x q i0 = K.
We also note that there exist instances for which the inequality Z 1cf ≤ Z arcload is strict.
The following result was mentioned in for the CVRP, and it also applies to the EMVRP.
Proposition 2. For any pointx ∈ P arcload , there exists a pointẑ ∈ P qroute with the same objective value, and vice versa. Therefore, Z arcload = Z qroute .
We next show that the arc-load formulation with 2-cycle elimination constraints gives exactly the same LP bound as the set partitioning formulation based on 2-cycle-free q-routes. Theorem 1. Given any pointẑ ∈ P qroute+2 , there exists anx ∈ P arcload+2 with the same objective value, and vice versa. Therefore, Z arcload+2 = Z qroute+2 .
Proof. We first show that given anyẑ ∈ P qroute+2 there exists a feasible pointx ∈ P arcload+2 with the same objective value. Let a q ijr = 1 indicate that the 2-cycle-free q-route r traverses arc (i, j) with load q and 0 otherwise. Letx q ij = r∈Ω 2 a q ijrẑ r , ∀(i, j) ∈ A, ∀q = 0, 1, . . . , Q. It is not difficult to show thatx satisfies the out-degree constraints (2a), the flow balance constraints (2b) and the vehicle cardinality constraints (2c). The pointx also satisfies the 2-cycle elimination constraints (3), since ∀(i, j) ∈ A and q = q i , q i + 1, . . . , Q − q j :
since route r is a 2-cycle-free q-route.
On the other hand, given anyx ∈ P arcload+2 , we construct aẑ ∈ P qroute+2 as follows. Select a nonzero componentx q i 1 j 1 ofx with the load q being the largest. Then vertex j 1 must be the depot, since otherwise we can find another nonzero componentx q ′ j 1 k ofx with a larger load q ′ by the flow balance constraint (2b) for vertex j 1 . Sincex satisfies the 2-cycle elimination constraint By the definition ofẑ r 1 ,x 1 ≥ 0 and the number of nonzero elements inx 1 is at least one less than that ofx. Moreover, vectorx 1 satisfies all the flow balance constraints and 2-cycle elimination constraints. Ifx 1 > 0, we repeat the previous process to find another 2-cycle-free q-route until vectorx k = 0 at some iteration k. Let r 2 , r 3 , . . . , r m be the routes obtained andẑ r 2 ,ẑ r 3 , . . . ,ẑ rm be the components in vectorẑ constructed asẑ r 1 . It is clear that these are distinct routes, since when one componentx q ij becomes 0, that arc-load pair appears in the route found at that iteration will not show up in any of the routes at later iterations. Therefore, the number of routes m is no more than the number of nonzero components inx. Finally, we setẑ r = 0 for all other 2-cycle-free q-routes r ∈ Ω 2 that are not found by this procedure. It is clear that the constructedẑ is a feasible solution of P qroute+2 , and it has the same objective value asx.
The following proposition summarizes the results derived in this section.
Once we add additional constraints in the (x ij )-space to strengthen the set partitioning formulation based on 2-cycle-free q-routes, as in (6), then the corresponding LP bound will be even tighter than Z qroute+2 . We develop a BCP algorithm to solve (6) in Section 4.
The branch-cut-and-price algorithm
We describe a BCP algorithm for the set partitioning formulation (6) based on 2-cycle-free q-routes and strengthened with additional constraints in the (x ij )-space. The BCP algorithm is based on a branch-and-bound tree, where at each node of the tree the DWM (the LP relaxation of (6)) is solved first by column generation and then by cut separation. Because of the difference of calculating the route cost between the EMVRP and the CVRP, we focus on describing how to solve the new pricing problem for the EMVRP. We also briefly mention other main ingredients of the algorithm, and refer the readers to Fukasawa et al. (2006) for further details of the BCP algorithm for solving CVRP.
Column generation and the pricing problem
Given a primal LP optimal solution for the restricted DWM, the pricing problem tries to find a new variable (a column) with a negative reduced cost if there exists one. For the CVRP, the pricing problem is to find a minimum cost (s-cycle-free) q-route over the original graph (V, A), where the cost over each arc is defined according to the optimal dual variables first and then the cost of a q-route is simply the sum of costs of arcs that constitute that q-route. This way of calculating the q-route cost cannot be applied to the EMVRP. Specifically, the cost over an arc in the EMVRP cannot be determined without knowing which q-route traverses that arc, since the cost depends on the load carried over that arc, namely the cumulative supply picked up before the arc is traversed. We will show below that the pricing problem can be formulated as a shortest q-route problem over a multigraph.
Let the optimal dual variables associated with constraints (6a) and (6b) be µ i for i ∈ V and π t for t ∈ T , respectively. For notational convenience, we also define a dual variable µ 0 for the depot, and set its value to 0. The pricing problem can be formulated as follows.
Proposition 4. The pricing problem (7) can be reformulated as a shortest q-route problem over a multigraph with additional constraints.
Proof. We first write down the calculation of c r in (7) explicitly. Given a q-route r, let a q ijr = 1 denote that the q-route r traverses arc (i, j) with load q and 0 otherwise. The cost c r in the EMVRP can be calculated as follows.
The term i∈V µ i a ir in (7) calculates the cumulative µ i 's on the q-route r. Note that whenever a customer i ∈ V 0 is visited by the q-route r, there are two arcs adjacent to customer i on that q-route. Then the cumulative µ i 's can be also computed through arcs by assigning each arc (i, j) a weight
where the second equation holds since a ijr = Q q=0 a q ijr . Substitute (8) and (9) into (7), and the reduced cost of a q-route r can be calculated as
2 − t∈T π t α t ij is defined for each pair of arc (i, j) ∈ A and load q = 0, 1, . . . , Q. Then the pricing problem (7) 
The pricing problem (11) can be seen as finding a shortest (s-cycle-free) q-route over a multigraph (V, A Q ) with additional constraints, constructed as follows. For the arc set A Q , between each pair of vertices i, j ∈ V 0 , there are Q + 1 parallel arcs denoted by (i, j) q for q = 0, . . . , Q, each of which has a lengthc q ij . The additional constraints make sure that each feasible (s-cycle-free) q-route in (V, A Q ) corresponds to a (s-cycle-free) q-route in the original graph (V, A). Specifically, each feasible (s-cycle-free) q-route in (V, A Q ) starts from the depot 0, goes to some vertex i 1 through the arc (0, i 1 ) 0 , then to vertex i 2 through the arc (i 1 , i 2 ) q i 1 , and so on before coming back to the depot 0 from some vertex i l through the arc (i l , 0)
Based on Proposition 4, the shortest s-cycle-free q-route in (V, A Q ) with additional constraints can be solved by dynamic programming in pseudo-polynomial time for a given s. In this paper, we solve the pricing problem for 2-cycle-free q-routes. We first introduce some notation before presenting the dynamic programming algorithm. We call a walk 0i 1 i 2 . . . i k in (V, A Q ) feasible only if it traverses arcs whose corresponding loads respect the load balance constraints:
denote the length of the shortest 2-cycle-free feasible walk that reaches v with cumulative load q, and let prec(q, v) denote the last vertex before reaching v on that shortest 2-cycle-free feasible walk.
} is the length of the shortest 2-cycle-free feasible q-route whose last visit is vertex v before back to the depot. Let q(v) = arg min 1≤q≤Q {M (q, v) +c q v0 } denote the cumulative load q over the shortest 2-cycle-free q-route whose last visit is v before back to the depot. For each v ∈ V 0 , Algorithm 1 outputs a feasible 2-cycle-free q-route which attains L v .
The 2-cycle-free q-routes with L v < 0 are added as new columns to the DWM, retrieved backwards from vertex v, prec(q(v), v), prec(q(v) − q v , prec(q(v), v)), and so on. The pricing problem can be solved in O(n 2 Q) time.
Note that although using s-cycle-free q-routes with s ≥ 3 will give tighter LP bound, the pricing algorithm needs more bookkeeping and becomes significantly more complicated, similar to the case in the CVRP as shown by Irnich and Villeneuve (2006) , so we choose s = 2 in this paper.
Cut generation
The valid inequalities we add include rounded capacity inequalities, framed capacity inequalities, strengthened comb inequalities, multistar inequalities, partial multistar inequalities, generalized multistar inequalities and hypotour inequalities, all described in detail in Lysgaard (2003); Fukasawa et al. (2006) .
Branching rule
We use the same branching rule as in Fukasawa et al. (2006) . The branching candidate set S ⊆ V 0 is chosen such that 2 < i∈S j / ∈S x ij + i∈S j / ∈S x ji < 4 and we branch by imposing the disjunction ( i∈S j / ∈S x ij + i∈S j / ∈S x ji = 2) ∨ ( i∈S j / ∈S x ij + i∈S j / ∈S x ji ≥ 4). We use strong branching to select which set to branch on. prec(q v , v) ← 0 end for for q = 1 to Q do for v = 1 to n do for w = 1 to n with w = v, prec(q, v) and
and prec(q, v) for q = 1, . . . , Q and v ∈ V 0 end function
Node selection and primal bounds
Our node selection strategy is depth first search. Since the focus of this paper is to develop exact solution methods, we do not exploit any primal heuristics. Instead, we solve the arc-load formulation (2) of the EMVRP by CPLEX under the default setting within one hour time limit, and use the best feasible solution obtained as the initial primal solution of our BCP algorithm. If no feasible solution is obtained from the arc-load formulation, then no primal bound is given. Good primal heuristics will certainly help improve the performance of the BCP algorithm.
Computational results
We tested our algorithms on a set of CVRP instances series A, B, E, V, and P, available at www.branchandcut.org, with a chosen vehicle curb weight. All tests were performed in a Linux workstation with eight 3.00 GHz processors (only one thread is used) and 7.8 Gb memory. The branch-cut-and-price algorithm is implemented in C++, with linear programs solved by CPLEX 12.5. Whenever CPLEX MIP solver was used for comparison purposes, its configuration was set to default. We perform two sets of experiments. In the first experiment, we test how the vehicle curb weight affects the optimal routing decision in the EMVRP. In the second experiment, we compare the computational performances of the proposed algorithms with the CPLEX MIP solver on a set of instances.
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The impact of curb weight on the optimal routing decision
We first show how the vehicle curb weight w affects the optimal routing decision in the context of the EMVRP. We choose instance P-n19-k2 from the instance pool, which contains 19 vertices and a maximum of k = 2 vehicles. We relax the instance by setting the maximum number of vehicles allowed to k = 4 to better illustrate how the optimal routes change with the increase of vehicle curb weight. The optimal routes for three different vehicle curb weights w = 0, w = 0.5 × Q and w = 30 × Q are plotted in Figure 1 . The pair of numbers a(b) in Figure 1 denotes that the supply of customer a is b.
We see from Figure 1 that when vehicle curb weight w = 0, each route in the optimal solution is more balanced in terms of total supply picked up and the number of customers visited. Moreover, some route even contain a "crossover", for example the subpath 11-12-14-4, which will never happen in the CVRP with arc costs satisfying the triangle inequalities. When vehicle curb weight w = 0.5 × Q, routes in the optimal solution start to diverge in the total length and total supply picked up. At an extreme case, when vehicle curb weight w = 30 × Q, two routes in the optimal solution consist of a single customer each. Moreover, this optimal solution is identical to the optimal solution in the CVRP. Figure 1 illustrates the bi-criteria nature of the EMVRP, where there is a trade-off between the cumulative weighted load and the total traveling distance in the objective function. Theoretically, as the curb weight w increases to infinity, the part of the total traveling distance dominates and the optimal solution of the EMVRP should converge to the optimal solution of the CVRP.
The computational performance of proposed algorithms
We now present the computational performance of the proposed algorithms on the A, B, E, V, and P instance sets. We set the vehicle curb weight w = ρQ and use the same ratio ρ = 0.15 for all instances as in Kara et al. (2007) . We first solve the arc-load formulation (2) by the CPLEX MIP solver with a one hour time limit, and use the best feasible solution obtained as the initial primal solution for each of the three formulations introduced in Section 2. If no feasible solution is obtained within one hour, then no initial feasible solution is given. We then solved the two-index one-commodity flow formulation (1) and the arc-load formulation (2) by a branch-and-cut algorithm with the CPLEX MIP solver, and solved the strengthened set partitioning formulation (6) by the BCP algorithm described in Section 4. For the two-index one-commodity flow formulation (1), we generate cuts based on the cut separation package (Lysgaard, 2003) Table 1 : Computational performance of the branch-and-cut algorithm for the two-index onecommodity flow formulation (1), the arc-load formulation (2), and the BCP algorithm for the set partitioning formulation (6) on a set of test instances same feasible region. For the arc-load formulation (2), we add the 2-cycle elimination constraints (3) as user cuts throughout the branch-and-bound tree using a cut callback routine. We use a time limit of two hours for all formulations that we test on. We present in Table 1 the computational time, number of nodes processed in the branch-andbound tree, and the optimality gap (when the instance is not solved to optimality within the time limit) or the root gap (when the instance is solved to optimality within the time limit) for the three formulations. These instances are chosen randomly from our pool of test instances. We use symbol "-" to denote the case when the time limit of two hours is exceeded. The column "O/R-Gap" shows the root gap (final gap) when the instance is (not) solved to optimality within the two-hour limit. We see that the two-index one-commodity flow formulation is not competitive even for modest-size instances, which was also observed in Bektaş and Laporte (2011) . The main reason is that the LP relaxation bound of (1) is so weak that a large number of nodes needs to be processed to achieve optimality. The arc-load formulation yields a much tighter LP relaxation bound, but due to the large size of the formulation, significant computational effort is spent on each node for solving the large-size LP. The BCP algorithm for the strengthened set partitioning formulation, however, is able to solve most of these instances to optimality within 400 seconds, and yields a small optimality gap for instances that are not solved to optimality within the time limit. It is clear that the BCP algorithm outperforms the other two alternative approaches.
We next show the performance of the BCP algorithm over the entire pool of test instances in Table 2 to Table 5 . We use symbol "*" to denote the case when no feasible solution is found within the time limit. Table 2 gives results for the P instances. We see that most instances are solved to optimality within the time limit, except two largest instances P-n76-k4 and P-n76-k5. The largest instance Table 2 : Computational performance of the BCP algorithm for set partitioning formulation (6) on the P instances that we can solve in this instance set has 70 customers. For the instances that are solved to optimality, we see that the number of nodes processed is very small, and the root optimality gap is close to 0. Most of the solution time is spent on strong branching, but in most cases, strong branching does help to keep the size of the branch-and-bound tree small. Next, Table 3 gives results for the A instances. We see that most instances are solved to optimality within the time limit, except four relatively large instances. The largest instance that we can solve in this instance set has 69 customers. We observe similar results as the ones shown in Table 2 .
In Table 4 , we show results for the B instances. The performance of the BCP algorithm on this set of instances has more variability than the P instances and A instances. The optimality is not achieved within the time limit for the smallest instance B-n31-k5, although the final optimality gap is quite small. The largest instance that we can solve has 63 customers. For the instances that are solved within the time limit, the root LP bound is very tight, and the number of nodes processed is small.
Finally, we present in Table 5 the results for the E instances and the remaining instances in our test instance pool. The BCP algorithm can solve all instances that do not belong to the E instance set within one minute, using less than 15 branch-and-bound nodes. The E instances are much more challenging to solve, especially the larger ones. The largest instance that we can solve in this set has 76 customers.
Overall, we observe that the BCP algorithm yields significant improvements over the two-index one-commodity flow formulation and the arc-load formulation on all instance sets. It provides a promising way to obtain stronger lower bounds for large-size instances within a reasonable time limit. Table 5 : Computational performance of the BCP algorithm for set partitioning formulation (6) on the E and other instances
Conclusions
We introduce two new MILP formulations for the EMVRP and made a theoretical comparison on the LP bounds provided by all the formulations. We propose a new BCP algorithm to solve the set partitioning formulation based on 2-cycle-free q-routes for the EMVRP. Computational results demonstrate that the BCP algorithm can solve instances of much larger sizes to optimality than the ones reported in the literature. We consider our proposed models and algorithm a first step towards solving other green transportation models. For example, vehicle speed is another major factor that affects energy consumption and emissions, and it is included as a decision variable in several recently proposed transportation models such as the pollution routing problem (Bektaş and Laporte, 2011) . In future research, we will investigate how to adapt our approach to handle green transportation models with more decision variables and side constraints.
