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Abstract
In this work we study mappings f from an open subset A of a Banach space E into another Banach
space F such that, once a ∈ A is fixed, for mixed (s;q)-summable sequences (xj )∞j=1 of elements
of a fixed neighborhood of 0 in E, the sequence (f (a + xj ) − f (a))∞j=1 is absolutely p-summable
in F . In this case we say that f is (p;m(s;q))-summing at a. Since for s = q the mixed (s;q)-
summable sequences are the weakly absolutely q-summable sequences, the (p;m(q;q))-summing
mappings at a are absolutely (p;q)-summing mappings at a. The nonlinear absolutely summing
mappings were studied by Matos (see [Math. Nachr. 258 (2003) 71–89]) in a recent paper, where one
can also find the historical background for the theory of these mappings. When s = +∞, the mixed
(∞, q)-summable sequences are the absolutely q-summable sequences. Hence the (p;m(∞;q))-
summing mappings at a are the regularly (p;q)-summing mappings at a. These mappings were also
studied in [Math. Nachr. 258 (2003) 71–89] and they were important to give a nice characterization
of the absolutely (p;q)-summing mappings at a. We show that for q < s < +∞ the space of the
(p;m(s;q))-summing mappings at a are different from the spaces of the absolutely (p;q)-summing
mappings at a and different from the spaces of regularly (p;q)-summing mappings at a. We prove
a version of the Dvoretzky–Rogers theorem for n-homogeneous polynomials that are (p;m(s;q))-
summing at each point of E. We also show that the sequence of the spaces of such n-homogeneous
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834 M.C. Matos / J. Math. Anal. Appl. 297 (2004) 833–851polynomials, n ∈ N, gives a holomorphy type in the sense of Nachbin. For linear mappings we prove
a theorem that gives another characterization of (s;q)-mixing operators in terms of quotients of
certain operators ideals.
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1. Introduction
We fix concepts and notations that will be used in this article.
E is always a Banach space. If 0 < r < +∞, a sequence (xj )∞j=1 of elements of E is
said to be absolutely r-summable if
∥∥(xj )∞j=1∥∥r :=
( ∞∑
j=1
‖xj‖r
)1/r
< +∞. (1)
We denote by lr (E) the vector space of all absolutely r-summable sequences of elements
of E. For r  1, we have a norm ‖.‖r on lr (E) defined by (1). If 0 < r < 1, ‖.‖r is an r-
norm on lr (E). In any case (lr (E),‖.‖r ) is a complete metrizable topological vector space.
Hence it is a Banach space for r  1.
We denote by l∞(E) the vector space of all sequences (xj )∞j=1 of elements of E such
that ∥∥(xj )∞j=1∥∥∞ := sup
n∈N
‖xj‖ < +∞. (2)
(l∞(E),‖.‖∞) is a Banach space.
For 0 < p < +∞, a sequence (xj )∞j=1 of elements of E is weakly absolutely p-
summable if (〈x ′, xj 〉)∞j=1 ∈ lp(K) = lp , for every x ′ in the dual Banach space E′. We
can prove that∥∥(xj )∞j=1∥∥w,p := sup
x ′∈BE′
∥∥(〈x ′, xj 〉)∞j=1∥∥p < +∞, (3)
where BE′ denotes the closed unit ball of E′ centered at 0. We denote by lwp (E) the vector
space of all weakly absolutely p-summable sequences of elements of E. For p  1, we
have a norm ‖.‖w,p on lwp (E) defined by (3). If 0 < p < 1, ‖.‖w,p is a p-norm on lwp (E).
In any case (lwp (E),‖.‖w,p) is a complete metrizable topological vector space. Hence it is
a Banach space for p  1.
It is quite natural to set lw∞(E) = l∞(E) and ‖.‖w,∞ = ‖.‖∞.
If 0 < q  s  +∞ a sequence (xj )∞j=1 of elements of E is said to be mixed (s;q)-
summable (or m(s;q)-summable) if xj = τjx0j for all j ∈ N, with (τj )∞j=1 ∈ ls ′(q) and
(x0j )
∞
j=1 ∈ lws (E), where
1
′ +
1 = 1 . (4)
s (q) s q
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sense to say that s and s′(q) are q-conjugate. We denote by lm
(s;q)(E) the vector space of
all m(s;q)-summable sequences of elements of E. For (xj )∞j=1 ∈ lm(s;q)(E), we set
∥∥(xj )∞j=1∥∥m(s;q) := inf∥∥(τj )∞j=1∥∥s ′(q)∥∥(x0j )∞j=1∥∥w,s, (5)
where the infimum is considered for all possible representations xj = τj x0j , j ∈ N, with
(τj )
∞
j=1 ∈ ls ′(q) and (x0j )∞j=1 ∈ lws (E). On lm(s;q)(E), ‖.‖m(s;q), defined by (5), is a norm for
q  1 and a q-norm if 0 < q < 1. In any case (lm
(s;q)(E),‖.‖m(s;q)) is a complete metrizable
topological vector space.
The following striking result was proved by Maurey (see [10]).
Theorem 1.1. For 0 < q < s < +∞ and (xj )∞j=1 ∈ l∞(E) the following conditions are
equivalent:
(1) (xj )∞j=1 is m(s;q)-summable in E.
(2) If W(BE′ ) denotes the set of all regular probability measures defined on the σ -algebra
of the Borel subsets of BE′ , when this set is endowed with the restricted weak star
topology of E′,
(( ∫
BE′
∣∣〈x ′, xj 〉∣∣s dµ(x ′)
)1/s )∞
j=1
∈ lq
for every µ ∈ W(BE′ ). In this case
∥∥(xj )∞j=1∥∥m(s;q) = sup
µ∈W(BE′ )
∥∥∥∥∥
(( ∫
BE′
∣∣〈x ′, xj 〉∣∣sdµ(x ′)
)1/s )∞
j=1
∥∥∥∥∥
q
.
The following result can be found in Pietsch [14].
Proposition 1.2.
(1) If 0 < q  s2  s1 +∞, then
(a) lm(s1;q)(E) ⊂ lm(s2;q)(E),
(b) ‖(xj )∞j=1‖m(s2;q)  ‖(xj )∞j=1‖m(s1;q), for every (xj )∞j=1 ∈ lm(s1;q)(E).(2) (lm
(q;q)(E),‖.‖m(q;q)) = (lwq (E),‖.‖w,q).
(3) (lm(∞;q)(E),‖.‖m(∞;q)) = (lq(E),‖.‖q ).
(4) If 0 < q  s +∞, then
(a) lm
(s;q)(E) ⊂ lms ′(q)(E),
(b) ‖(xj )∞j=1‖s ′(q)  ‖(xj )∞j=1‖m(s;q), for every (xj )∞j=1 ∈ lm(s;q)(E).
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The Dvoretzky–Rogers theorem (see [4]) states that the Banach space E is finite di-
mensional if, and only if, every unconditionally convergent series is absolutely summable.
With tools of the theory of absolutely summing linear mappings it is possible to show that,
for q ∈ ]0,+∞[, a Banach space E is finite dimensional if, and only if, lwq (E) = lq(E).
Now we can prove the following generalization of this result. This result will be referred
as the Dvoretzky–Rogers theorem for mixed summable sequences.
Theorem 2.1. If 0 < q  s < +∞, a Banach space E is finite dimensional if, and only if,
lm
(s;q)(E) = lq(E).
Proof. If E is finite dimensional it is clear that lm
(s;q)(E) = lq(E), since lwq (E) = lq (E).
If E is infinite dimensional we must show that lm(s;q)(E) = lq(E). For s = q this is the
Dvoretzky–Rogers theorem. Now we consider 0 < q < s < +∞. We know that there is
(x0j )
∞
j=1 ∈ lws (E) \ ls (E). We note that s′(q)/q = (s/q)′. If, for every absolutely s′(q)/q-
summable sequence of scalars (αj )∞j=1, we have
∞∑
j=1
|αj |
∥∥x0j∥∥q < +∞,
then it follows that (‖x0j ||q)∞j=1 is absolutely s/q-summable. But this would imply that
(‖x0j ||)∞j=1 ∈ ls and (x0j )∞j=1 ∈ ls(E), a contradiction. Thus there is (α0j )∞j=1 absolutely
s′(q)/q-summable, such that
∞∑
j=1
∣∣α0j ∣∣∥∥x0j∥∥q = +∞.
We consider βj = |α0j |1/q for every j ∈ N. Therefore (βj )∞j=1 ∈ ls ′(q) and (βjx0j )∞j=1 ∈
lm(s;q)(E) \ lq (E). 
In the same way that the Dvoretzky–Rogers theorem is a good motivation to introduce
the concept of absolutely (p;q)-summing linear mappings (with 0 < p  q +∞), The-
orem 2.1 may be used as a motivation for the following definition.
Definition 2.2. If 0 < q  s +∞ and p  q , a linear mapping T from E into F is said
to be (p;m(s;q))-summing if (T (xj ))∞j=1 ∈ lp(F ), whenever (xj )∞j=1 ∈ lm(s;q)(E).
Of course, when s = q , this is the definition of an absolutely (p;q)-summing linear
mapping. When s = ∞ it is easy to see that every continuous linear mapping from E in F
is (q;m(∞;q))-summing. If s < +∞, Theorem 2.1 shows that, for an infinite-dimensional
Banach space E, the identity mapping idE is not (q;m(s;q))-summing.
In Matos [9] (for related references see also [1,3,5–8,11,13,15,16]) we introduced and
studied the nonlinear absolutely (p;q)-summing mappings on subsets of E with values in
F . Of course we can also consider the nonlinear (p;m(s;q))-summing mappings.
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space F , is said to be (p;m(s;q))-summing at the point a ∈ A if (f (a+xj )−f (a))∞j=1 ∈
lp(F ), whenever (xj )∞j=1 ∈ lm(s;q)(E), with a + xj ∈ A, xj in a neighborhood U of 0 in E,
for each j ∈N. It is said that f is (p;m(s;q))-summing on A if it is (p;m(s;q))-summing
at each point a ∈ A.
Since lm
(s;q)(E) ⊂ lwq (E), every absolutely (p;q)-summing mapping at a is (p;m(s;q))-
summing at a. Hence all the examples given in Matos [9] of absolutely (p;q)-summing
mappings at a are (p;m(s;q))-summing at a.
We note that, for a ∈ A, the set A− a := {b − a; b ∈ A} is open in E and 0 ∈ A − a. It
is easy to check that, if fa(x) := f (a + x) − f (a) for x ∈ A − a, then f is (p;m(s;q))-
summing at a, if, and only if, fa is (p;m(s;q))-summing at 0. If f is linear, we have f =
fa for every a ∈ E. In this case, we can say that f is (p;m(s;q))-summing on E when it
is (p;m(s;q))-summing at some point of E. This result is not true for nonlinear mappings.
As we saw in Matos [9] (Example 3.2), the 2-homogeneous polynomial P(x) = 〈x ′, x〉x
defined for x ∈ E, with x ′ ∈ E′, x ′ = 0, is absolutely q-summing at each point of the kernel
of x ′. Hence P is (q;m(s;q))-summing at the same points. If b /∈ ker(x ′), we have
Pb = 〈x ′, .〉b + 〈x ′, b〉 idE + P.
Since P and 〈x ′, .〉b are (q;m(s;q))-summing at 0, it follows that Pb is (q;m(s;q))-
summing at 0, if, and only if, idE is (q;m(s;q))-summing at 0. But, since E is infinite
dimensional, idE cannot be (q;m(s;q))-summing at 0, for s < +∞. Hence, P is not
(q;m(s;q))-summing at b. We can say that P is not (q;m(s;q))-summing on any non
empty open subset of E.
In Matos [9] we have introduced and developed the theory of the regularly (p;q)-
summing mappings between Banach spaces. A result of that theory allowed us to establish
a characterization theorem for nonlinear absolutely (p;q)-summing mappings through in-
equalities quite similar to those corresponding for linear mappings.
In this paper we study and develop the theory of the (p;m(s;q))-summing mappings
between Banach spaces. For s = ∞, these are the regularly (p;q)-summing mappings and,
for s = q , they are the absolutely (p;q)-summing mappings.
We prove now a result that will be used later for the proof of a nice characterization of
(p;m(s;q))-summing mappings.
We denote by A an open subset of E. For a point a of A and 0 < q  s  +∞ we
consider
Vm(s;q),A(a) =
{
(xj )
∞
j=1 ∈ lm(s;q)(E); a + xj ∈ A for each j ∈ N
}
.
Proposition 2.4. The set Vm(s;q),A(a) is a neighborhood of 0 in (lm(s;q),‖.‖m(s;q)).
Proof. We consider r > 0 such that the open ball Br(a) of center a and radius r is con-
tained in A.
(i) Case q < +∞. If ‖(xj )∞j=1‖m(s;q) < r , by Proposition 1.2 we have∥∥(xj )∞j=1∥∥  ∥∥(xj )∞j=1∥∥ = ∥∥(xj )∞j=1∥∥  ∥∥(xj )∞j=1∥∥ < r.∞ w,q m(q;q) m(s;q)
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‖xj‖ < r.
It follows that a + xj ∈ Br(a) ⊂ A for every j ∈ N, and (xj )∞j=1 ∈ Vm(s;q),A(a).
(ii) Case q = +∞. We have s = +∞ and lm(∞,∞)(E) = l∞(E). Hence, (xj )∞j=1 ∈
l∞(E), with ‖(xj )∞j=1‖∞ < r , implies ‖xj‖ < r for each j ∈ N. Therefore a + xj ∈ A
for each j ∈ N, and (xj )∞j=1 ∈ Vm(∞.∞),A(a). 
We recall the following concepts introduced in Matos [9].
Definition 2.5. A mapping f defined on A, with values in a Banach space F , is said to be
regularly (p;q)-summing at the point a ∈ A if (f (a + xj )− f (a))∞j=1 ∈ lp(F ), whenever
(xj )
∞
j=1 ∈ lq(E), with a + xj ∈ A, xj in a neighborhood U of 0 in E, for each j ∈ N. It
is said that f is regularly (p;q)-summing on A if f is regularly (p;q)-summing at each
point a ∈ A.
Definition 2.6. If ρ > 0, a mapping f defined on A, with values in a Banach space F , is
said to be ρ-regular at the point a ∈ A if there are M > 0 and δ > 0 such that B¯δ(a) ⊂ A
and ‖f (a + x) − f (a)‖ρ M‖x‖ for each x ∈ B¯δ(a). It is said that f is ρ-regular on A
if it is ρ-regular at each point a ∈ A.
The following result is proved in Matos [9].
Theorem 2.7. A mapping f from A into F is ρ-regular at a point a ∈ A if, and only if, it
is regularly (p;q)-summing at the point a, with qρ = p.
We note that this theorem remains true when E is a complete r-normed and F is a
complete s-normed space.
If f is as in Definition 2.3, we can always consider A = a + U . In this case we have
a mapping ψa,p,m(s;q)(f ) defined on the interior V ◦m(s;q),A(a) of Vm(s;q),A(a), with values
in lp(F ), given by ψa,p,m(s;q)(f )((xj )∞j=1) = (f (a + xj ) − f (a))∞j=1.
Now we are ready to prove the following result.
Theorem 2.8. If f is a (p;m(s;q))-summing mapping at a from A into F , then
ψa,p,m(s;q)(f ) is regularly (p;q)-summing at 0.
Proof. We consider Xj = (xj,k)∞k=1 ∈ V ◦m(s;q),A(a) with j ∈ N and (Xj )∞j=1 ∈
lq(l
m
(s;q)(E)).
(1) Case 0 < q < s < +∞. We have
(‖Xj‖m(s;q))q = sup
µ∈W(BE′ )
∞∑
k=1
( ∫
BE′
∣∣〈x ′, xj,k〉∣∣s dµ(x ′)
)q/s
as well as
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∞∑
j=1
(‖Xj‖m(s;q))q = ∞∑
j=1
sup
µ∈W(BE′ )
∞∑
k=1
( ∫
BE′
∣∣〈x ′, xj,k〉∣∣s dµ(x ′)
)q/s
< +∞.
Hence (xj,k)(j,k)∈N×N ∈ lm(s;q)(E), since
sup
µ∈W(BE′ )
∞∑
j=1
∞∑
k=1
( ∫
BE′
∣∣〈x ′, xj,k〉∣∣s dµ(x ′)
)q/s
 (∗) < +∞.
Since f is (p;m(s;q))-summing at a, we have
∞∑
j=1
∥∥ψa,p,m(s;q)(f )(Xj )∥∥pp =
∞∑
j,k=1
∥∥f (a + xj,k) − f (a)∥∥p < +∞.
This means that (ψa,p,m(s;q)(f )(Xj ))∞j=1 ∈ lp(lp(E)). Therefore, ψa,p,m(s;q)(f ) is regu-
larly (p;q)-summing at 0.
(2) Case q < +∞ and s = +∞. We have (‖Xj‖m(∞;q))q = (‖Xj‖q )q and
∞∑
j=1
(‖Xj‖q)q =∑
j,k
‖xj,k‖q < +∞.
Since f is (p;m(∞;q))-summing at a and (xj,k)(j,k)∈N×N ∈ lm(∞;q)(E), we have
∞∑
j=1
∥∥ψa,p,m(∞;q)(f )(Xj )∥∥pp =
∞∑
j,k=1
∥∥f (a + xj,k) − f (a)∥∥p < +∞.
This means that (ψa,p,m(∞;q)(f )(Xj ))∞j=1 ∈ lp(lp(E)). Therefore, ψa,p,m(∞;q)(f ) is reg-
ularly (p;q)-summing at 0.
(3) Case q = s = +∞. We have lm(∞;∞)(E) = l∞(E). Hence (Xj )∞j=1 ∈ l∞(l∞(E)) and
(xj,k)(j,k)∈N×N ∈ l∞(E). Since f is (p;m(∞;∞))-summing at a, we have
∞∑
j=1
∥∥ψa,p,m(∞;∞)(f )(Xj )∥∥pp =
∞∑
j,k=1
∥∥f (a + xj,k) − f (a)∥∥p < +∞.
This means that (ψa,p,m(∞;∞)(f )(Xj ))∞j=1 ∈ lp(lp(E)). Therefore, ψa,p,m(∞,∞)(f ) is
regularly (p;∞)-summing at 0.
(4) Case s = q < +∞. We have lm(q;q)(E) = lwq (E). Hence (Xj )∞j=1 ∈ lq(lwq (E)) and
(xj,k)(j,k)∈N×N ∈ lwq (E). Since f is (p;m(q;q))-summing at a, we have
∞∑
j=1
∥∥ψa,p,m(q;q)(f )(Xj )∥∥pp =
∞∑
j,k=1
∥∥f (a + xj,k) − f (a)∥∥p < +∞.
This means that (ψa,p,m(q;q)(f )(Xj ))∞j=1 ∈ lp(lp(E)). Therefore, ψa,p,m(q;q)(f ) is regu-
larly (p;q)-summing at 0. 
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M > 0 and δ > 0 such that(∥∥(f (a + xj ) − f (a))mj=1∥∥p)p Mq(∥∥(xj )mj=1∥∥m(s;q))q
for all m ∈N, xj ∈ E, j = 1, . . . ,m, with a + xj ∈ A and ‖(xj )mj=1‖m(s;q)  δ.
Proof. This follows from Theorems 2.8 and 2.7. 
Theorem 2.10. If a ∈ E and f is a mapping defined on a neighborhood of a with values
in F and 0 < q < s +∞, then the following conditions are equivalent:
(1) f is (p;m(s;q))-summing at a.
(2) ψa,p,m(s;q)(f ) is a well-defined mapping from V ◦m(s;q),A(a) into lp(F ), for some open
neighborhood A of a in E.
(3) There are M > 0 and δ > 0, such that
n∑
j=1
∥∥f (a + xj ) − f (a)∥∥p Mq(∥∥(xj )nj=1∥∥m(s;q))q
for each n ∈ N, xj ∈ E, j = 1, . . . , n, with ‖(xj )nj=1‖m(s;q) < δ.
(4) There are M > 0 and δ > 0, such that
∞∑
j=1
∥∥f (a + xj ) − f (a)∥∥p Mq(∥∥(xj )∞j=1∥∥m(s;q))q
for xj ∈ E, j = 1,2, . . . , with ‖(xj )∞j=1‖m(s;q) < δ.
(5) ψa,p,m(s;q)(f ) is a well-defined mapping from V ◦m(s;q),A(a) into lp(F ), for some open
neighborhood A of a in E, that is regularly (p;q)-summing at 0.
These conditions are implied by (6) and (7) below. If p  q , (6) and (7) are equivalent to
the above conditions:
(6) there are D  0 and 1 δ > 0, such that∥∥(f (a + xj ) − f (a))mj=1∥∥p D∥∥(xj )nj=1∥∥m(s;q)
for all xj ∈ E, j = 1, . . . ,m, such that a + xj ∈ A and ‖(xj )nj=1‖m(s;q)  δ;
(7) there are D  0 and 1 δ > 0,∥∥(f (a + xj ) − f (a))∞j=1∥∥p D∥∥(xj )∞j=1∥∥m(s;q),
for all xj ∈ E, j ∈N, such that a + xj ∈ A and ‖(xj )∞j=1‖m(s;q)  δ.
Proof. We note that (2) is a reformulation of (1). It is clear that (5) implies (2). We have
that (5) implies (4) since ψa,p,m(s;q)(f ) is p/q-regular at 0 and we have Theorem 2.7. If
we assume (4) we have that ψa,p,m(s;q)(f ) is p/q-regular by Theorem 2.7. Now we show
that ψa,p,m(s;q)(f ) is well defined on V ◦ (a). If (xj )∞ is in Vm(s;q),Bδ(a)(a), wem(s;q),Bδ(a) j=1
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such that ‖(xj )∞j=1‖m(s ′;q)  ‖(τj )∞j=m‖s ′(q)‖(x0j )∞j=m‖w,s < δ. By (4) we have
∞∑
j=1
∥∥f (a + xj ) − f (a)∥∥p = m−1∑
j=1
∥∥f (a + xj ) − f (a)∥∥p + ∞∑
j=m
∥∥f (a + xj ) − f (a)∥∥p

m−1∑
j=1
∥∥f (a + xj ) − f (a)∥∥p + Mqδ < +∞.
This shows that ψa,p,m(s;q)(f )((xj )∞j=1) is defined. The equivalence of (4) and (3) is easy
to prove. Theorem 2.6 shows that (1) implies (5). In order to prove that (3) and (4) imply
(6) and (7), respectively, it is enough to note that we can take 0 < δ < 1. It is clear that (6)
and (7) imply (1). 
Remarks 2.11. (1) In [9] we have worked with the concept of absolutely (p;q)-summing
mappings. A mapping f defined on A, with values in a Banach space F , is said to be ab-
solutely (p;q)-summing at the point a ∈ A if (f (a + xj ) − f (a))∞j=1 ∈ lp(F ), whenever
(xj )
∞
j=1 ∈ luq (E), with a + xj ∈ A, xj in A, for each j ∈ N. It is said that f is absolutely
(p;q)-summing on A if it is absolutely (p;q)-summing at each point a ∈ A. In [9], The-
orem 3.5 is the version of the above Theorem 2.10 for absolutely summing mappings. In
that theorem, in order to prove that (4) implies (5), more precisely, to show that the map-
ping ψa,p,q(f ) is well defined on Vq,A(a), we use that fact that, for (xj )∞j=1 ∈ luq (E), we
have ‖(xj )∞j=m‖w,q converging to 0 as m tends to ∞. Since this does not happen to a
(xj )
∞
j=1 ∈ lwq (E), we cannot use this argument in order to have Theorem 2.10 proved in the
case s = q . We note however that Theorem 2.10 is true even in the case s = q when f is an
homogeneous polynomial. In this case ψa,p,m(s;q)(f ) is also homogeneous and being well
defined by (4) on a neighborhood of the origin, it is well defined on lwq (E) by homogeneity.
(2) The argument used in the proof that (4) implies (5) can be used to show that
lm(s;q)(E) ⊂ luq (E) for all q < s. Hence it seems natural to consider lm(q;q)(E) equal to luq (E),
replacing the original definition lm(q;q)(E) = lwq (E). If we do that then Theorem 2.10 holds
true also for the case s = q .
(3) When s = +∞, Theorem 2.10 gives a result about regularly (p;q)-summing map-
pings at a point a of E.
3. (p;m(s;q))-summing homogeneous polynomials and the polynomial version of
the Dvoretzky–Rogers theorem
In this section we study nice characterizations of the (p;m(s;q))-summing homoge-
neous polynomials. These results will be useful for the proof of a homogeneous polynomial
version of the Dvoretzky–Rogers theorem, one of the cornerstones of modern Banach space
theory. We proved already in [9] a polynomial version of this theorem: The vector space
of all n-homogeneous absolutely p-summing polynomials on E with values in E coin-
cides with the vector space of all continuous n-homogeneous polynomials if and only if
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n-homogeneous polynomials.
Theorem 3.1. If m ∈ N and P is an m-homogeneous polynomial from E into F , the fol-
lowing conditions are equivalent:
(1) P is (p;m(s;q))-summing at 0.
(2) ψ0,p,m(s;q)(P ) is a well-defined mapping from lm(s;q)(E) into lp(F ).
(3) There is M > 0, such that(
n∑
j=1
∥∥P(xj )∥∥p
)1/p
M
(∥∥(xj )nj=1∥∥m(s;q))m,
for each n ∈ N, xj ∈ E, j = 1, . . . , n.
(4) There is M > 0, such that( ∞∑
j=1
∥∥P(xj )∥∥p
)1/p
M
(∥∥(xj )∞j=1∥∥m(s;q))m,
for all (xj )∞j=1 ∈ lm(s;q)(E).
(5) ψ0,p,m(s;q)(P ) is a well-defined mapping from lm(s;q)(E) into lp(F ) that is regularly
(p;q)-summing at 0.
(6) ψ0,p,m(s;q)(P ) is a well-defined mapping from lm(s;q)(E) into lp(F ), continuous at 0.
Proof. If we assume (5), since ψ0,p,m(s;q)(P ) is an m-homogeneous polynomial from
lm
(s;q)(E) into lp(F ), it is continuous at 0, hence continuous on l
m
(s;q)(E). This gives (6).
Now we have (6) equivalent to (4). Of course (4) and (3) are equivalent, (3) implies (2) and
(2) implies (1). By Theorem 2.10, (1) implies that ψ0,p,m(s;q)(P ) is a well-defined mapping
from V ◦
m(s;q),A(0) into lp(F ), for some open neighborhood A of 0 in E, and it is regularly
(p;q)-summing at 0. Since P is m-homogeneous, we can show that ψ0,p,m(s;q)(P ) is
well-defined over lm(s;q)(E) (see Proposition 3.2). Thus (1) implies (5). 
Proposition 3.2. Let P be an m-homogeneous polynomial from E into F , such that there
are M > 0 and δ > 0, satisfying
∞∑
j=1
∥∥P(xj )∥∥p Mq(∥∥(xj )∞j=1∥∥m(s;q))q
for xj ∈ E, j = 1,2, . . . , with ‖(xj )∞j=1‖m(s;q) < δ. Then( ∞∑
j=1
∥∥P(xj )∥∥p
)1/p
L
(∥∥(xj )∞j=1∥∥m(s;q))m
for all (xj )∞j=1 ∈ lm(s;q)(E). In this case L = Mqδq/p−m. This implies that ψ0,p,m(s;q)(P )
is a continuous m-homogeneous polynomial from lm(s;q)(E) into lp(F ) and
M.C. Matos / J. Math. Anal. Appl. 297 (2004) 833–851 843∥∥ψ0,p,m(s;q)(P )∥∥Mqδq/p−m.
Proof. We note that the inequality in our hypothesis may be set in the form
∞∑
j=1
∥∥P(xj )∥∥p Mq(∥∥(xj )∞j=1∥∥m(s;q))q Mqδq
for xj ∈ E, j = 1,2, . . . , with ‖(xj )∞j=1‖m(s;q) < δ. Hence( ∞∑
j=1
∥∥∥∥∥P
(
δxj
‖(xj )∞j=1‖m(s;q)
)∥∥∥∥∥
p)1/p
 (Mqδq)1/p
for all (xj )∞j=1 = 0 in lm(s;q)(E). Since P is m-homogeneous we can write( ∞∑
j=1
∥∥P(xj )∥∥p
)1/p
Mq/pδq/pδ−m
(∥∥(xj )∞j=1∥∥m(s;q))m
for all (xj )∞j=1 ∈ lm(s;q)(E). 
If n ∈ N and A ⊂ E we denote by P(p;m(s;q)),A(nE;F) the vector space of all n-
homogeneous polynomials from E into F that are (p;m(s;q))-summing on A. If ei-
ther A = {0} or A = E this space is denoted respectively by P(p;m(s;q))(nE;F) and
π(p;m(s;q))(nE;F). If P ∈ P(p;m(s;q))(nE;F), we denote by ‖P‖(p;m(s;q)) the infimum
of all L  0 satisfying the last inequality in Proposition 3.2. This defines a (p-)norm on
P(p;m(s;q))(nE;F) and (P(p;m(s;q))(nE;F),‖.‖(p;m(s;q))) is a complete metrizable topo-
logical vector space. If s = q , we write P(p;m(q;q)),A(nE;F) = Pas,(p;q),A(nE;F). This
is the space of the n-homogeneous polynomials from E into F that are absolutely (p;q)-
summing on A. As above, we use the notations Pas,(p;q)(nE;F) and πas,(p;q)(nE;F)
when A = {0} and A = E, respectively. In this case the (p-)norm on P(p;m(q;q))(nE;F) =
Pas,(p;q)(nE;F) is denoted by ‖.‖as,(p;q). When p = q , we replace (p;q) by p in the
last three notations and we say that the polynomials of these spaces are absolutely p-
summing on A, at 0 and on E, respectively. If s = +∞ we write P(p;m(∞;q)),A(nE;F) =
Pr,(p;q),A(nE;F). This is the space of he n-homogeneous polynomials from E into F that
are regularly (p; s)-summing on A. As before, we use the notations Pr,(p;q)(nE;F) and
πr,(p;q)(nE;F) when A = {0} and A = E, respectively. If p = q , we replace (p;q) by
p in the last two notations and we say that the elements of these spaces are regularly p-
summing at 0 and on E, respectively. When n = 1 we replace P by L in the preceding
notations.
We must observe that P(p;m(s;q))(nE;F) = {0} if q > np and π(p;m(s;q))(nE;F) = 0 if
q > p. Therefore, in these cases we have nontrivial spaces only when q  np and q  p,
respectively.
We recall the following results from Matos [9]:
(1) Pr,(p;np)(nE;F) and πr,p(nE;F) coincide with the space P(nE;F) of all continuous
n-homogeneous polynomials from E into F .
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As we have observed before, every mapping absolutely (p;q)-summing at a point a is
(p;m(s;q))-summing at this same point a. Hence πas,(p;q)(nE;F) ⊂ π(p;m(s;q))(nE;F)
for every s  q > 0 and p  q . In particular, πas,p(nE;F) ⊂ π(p;m(s;p))(nE;F) for every
s  p > 0.
Theorem 3.3. For 0 < p  s < +∞, π(p;m(s;p))(nE;F) = P(nE;E) if, and only if, E is
finite dimensional.
We need the following lemma.
Lemma 3.4. Let P be an (p; (s;p))-summing n-homogeneous polynomial from E into F .
For each a ∈ E, dP(a) is (p; (s;p))-summing at the origin.
Proof. We recall that
dP(a)(x) = nPˇ an−1x = n
n!2n
∑
	i=±1
	1 . . . 	nP
(
	1x + (	2 + · · · + 	n)a
)
= n
n!2n
( ∑
	i=±1
	2 . . . 	nP
(
x + (	2 + · · · + 	n)a
)
−
∑
	i=±1
	2 . . . 	nP
(−x + (	2 + · · · + 	n)a)
)
= n
n!2n
( ∑
	i=±1
	2 . . . 	nP(	2+···+	n)a(x)
−
∑
	i=±1
	2 . . . 	nP(	2+···+	n)a)(−x)
)
.
We note that, since P is (p; (s;p))-summing at (	2 + · · · + 	n)a, we have P(	2+···+	n)a
(p; (s;p))-summing at the origin. Now, in order to complete our proof, it is enough to use
these facts and the above identity. 
Proof of Theorem 3.3. For n = 1 the result is an easy consequence of Theorem 2.1.
For n  2, it was proved in Matos [9] (see Theorem 6.3) that πp(nE;E) = P(nE;E)
if E is finite dimensional. Hence π(p;m(s;p))(nE;E) = P(nE;E) for a finite dimensional
Banach space E.
If E is infinite dimensional, we choose x ′ ∈ E′, x ′ = 0 and a /∈ ker(x ′). The continuous
n-homogeneous polynomial P , defined by P(x) = (〈x ′, x〉)n−1x for each x ∈ E, is such
that
dP(a)(x) = (n− 1)(〈x ′, a〉)n−2〈x ′, x〉a + (〈x ′, a〉)n−1x.
If P were (p;m(s;p))-summing on E, we would have dP(a) (p;m(s;p))-summing, by
Lemma 3.4. Since we know that (n − 1)(〈x ′, a〉)n−2〈x ′, .〉a is (p;m(s;p))-summing and
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true, by Dvoretzky–Rogers theorem for linear (p;m(s;p))-summing operators. Thus, P
is not (p;m(s;p))-summing on E. 
It is natural to say that Theorem 3.3 is the Dvoretzky–Rogers theorem for the n-
homogeneous (p;m(s;p))-summing polynomials.
4. Linear (p;m(s;p))-summing mappings
We want to show that there are linear (p;m(s;q))-summing mappings that are not
absolutely (p;q)-summing. In order to show this fact we need two results.
We recall the concept of linear (s;p)-mixing mappings. See Pietsch [14, Section 20].
Definition 4.1. If 0 < q  s +∞, a linear mapping T from E into F is (s;q)-mixing if
there is C  0 such that∥∥(T (xj ))kj=1∥∥m(s;q)  C∥∥(xj )kj=1∥∥w,q (∗)
for all k ∈ N and x1, . . . , xk ∈ E.
Of course, to say that a linear mapping T from E into F is (s;q)-mixing is equivalent
to say that (T (xj ))∞j=1 ∈ lm(s;q)(F ) for each (xj )∞j=1 ∈ lwq (E).
Under the conditions of Definition 4.1, the infimum of all C  0 satisfying (∗) is de-
noted by ‖T ‖m(s;q). The vector space of all linear (s;q)-mixing mappings from E into F is
denoted byLm(s;q)(E;F) and (Lm(s;q)(E;F),‖.‖m(s;q)) is a complete metrizable topological
vector space. We note that ‖.‖m(s;q)) is a norm if q  1 and a q-norm for 0 < q < 1.
Proposition 4.2. For 0 < q  s  +∞ and p  q , if S ∈ Lm(s:q)(E;F) and T ∈
L(p;m(s:q))(F ;G), then T ◦ S ∈Las(p:q)(E;G) and
‖T ◦ S‖as,(p;q)  ‖T ‖(p;m(s;q))‖S‖m(s;q).
The proof of this result follows direct from the definitions of the involved summing
operators.
Theorem 4.3. For 1 s +∞, if S ∈ L(E;F) is such that T ◦ S ∈ Lasq (E;G) for every
T ∈L(q;m(s;q))(F ;G) and each Banach space G, then S ∈ Lm(s;q)(E;F). Moreover,
‖S‖m(s:q) = sup
G Banach space
{‖T ◦ S‖as,q; T ∈L(q;m(s;q))(F ;G), ‖T ‖(q;m(s;q))  1}.
Proof. From the theory of operator ideals (see 7.2 in Pietsch [14]) we have
C = sup {‖T ◦ S‖as,q; T ∈L(q;m(s;q))(F ;G), ‖T ‖(q;m(s;q))  1}< +∞.
G Banach space
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T (y) = (〈y, bk〉)nk=1.
For zi = λiyi , i = 1, . . . ,m, we have(
m∑
i=1
∥∥T (λiyi)∥∥qs
)1/q

(
m∑
I=1
|λi |s ′(q)
)1/s ′(q)( m∑
i=1
∥∥T (yi)∥∥ss
)1/s
= ∥∥(λi)i=1∥∥s ′(q)
(
m∑
i=1
(
n∑
k=1
∣∣〈yi, bk〉∣∣s
)s/s )1/s
= ∥∥(λi)i=1∥∥s ′(q)
(
m∑
i=1
n∑
k=1
‖bk‖s
∣∣〈yi, bk/‖bk‖〉∣∣s
)1/s
= ∥∥(λi)i=1∥∥s ′(q)
(
n∑
k=1
m∑
i=1
‖bk‖s
∣∣〈yi, bk/‖bk‖〉∣∣s
)1/s

∥∥(λi)i=1∥∥s ′(q)∥∥(bk)nk=1∥∥s∥∥(yi)mi=1∥∥w,s.
Hence(
m∑
i=1
∥∥T (zi)∥∥qs
)1/q

∥∥(bk)nk=1∥∥s∥∥(zi)mi=1∥∥m(s;q).
This shows that
‖T ‖(q;m(s;q)) 
∥∥(bk)nk=1∥∥s .
For (xj )mj=1 ⊂ E, we have(
m∑
j=1
(
n∑
k=1
∣∣〈S(xj ), bk 〉∣∣s
)q/s)1/q
=
(
m∑
j=1
∥∥T ◦ S(xj )∥∥qs
)1/q
 ‖T ◦ S‖as,q
∥∥(xj )mj=1∥∥w,q  C∥∥(bk)nk=1∥∥s∥∥(xj )mj=1∥∥w,q .
By a result of Pietsch [14] (see 20.1.4) it follows that S ∈ Lm
(s;q)(E;F) and ‖S‖m(s;q)  C.
By Proposition 4.2, we have ‖S‖m(s;q) = C. 
If we combine Proposition 4.2 and Theorem 4.3 we have the following characterization
of (s, q)-mixing linear mappings.
Theorem 4.4. For 0 < q  s ∞ and 1  s +∞ , a mapping S ∈ L(E;F) is (s;q)-
mixing if, and only if, T ◦S ∈Lasq (E;G) for every T ∈L(q;m(s;q))(F ;G) and each Banach
space G.
This generalizes the following well-known characterization result (see Pietsch [14] and
Defant and Floret [2]).
M.C. Matos / J. Math. Anal. Appl. 297 (2004) 833–851 847Theorem 4.5. For 0 < q  s ∞ and 1  s  +∞, a mapping S ∈ L(E;F) is (s;q)-
mixing if, and only if, T ◦ S ∈ Lasq (E;G) for every T ∈ Lass (F ;G) and each Banach
space G.
Remarks 4.6. (1) We consider s > 2, s > q . Let E be infinite dimensional. If we had
L(q;m(s,q))(E;G) = Lasq (E;G) for all Banach spaces G, then we can apply Theorem 4.3
with E = F , S = idE , in order to have idE (s;q)-mixing. But, by 20.1.17 of Pietsch [14],
this would imply that E is finite dimensional, a contradiction. Hence there is an infinite-
dimensional Banach space G such that L(q;m(s,q))(E;G) = Lasq (E;G).
(2) We also know that lm(s;q)(l2) = lwq (l2) for 0 < q  s  2 (see Pietsch [14, 22.3.5]).
Hence L(p;m(s,q))(l2;G) = Las(p;q)(l2;G), for all Banach spaces G, if 0 < q  s  2 and
p  q .
(3) It is proved in Pietsch [14, 22.3.5], that an Lp-space E is such that lm(2;q)(E) =
lwq (E) if 0 < q < 2 and 1 < p  2. HenceL(r;m(2,q))(E;G) = Las(r;q)(E;G), for all Banach
spaces G, if 0 < q < 2, 1 < p  2 and r  q .
(4) An Lp-space E is such that lm(s;q)(E) = lwq (E) if 2 p < s′ and 0 < q < s < 2. See
Pietsch [14, 22.3.5]. Hence L(r;m(s,q))(E;G) = Las(r;q)(E;G), for all Banach spaces G, if
2 p < s′, 0 < q < s < 2 and r  q .
(5) It is also proved in Pietsch [14, 22.3.5] that, for 0 < q < s < 2, the identity mapping
on ls ′ is not (s;q)-mixing. Hence, with the same argument as in (1) above we can say that
there is an infinite-dimensional Banach space G such that L(q;m(s,q))(ls ′ ;G) = Lasq (ls ′ ;G),
when 0 < q < s < 2.
5. The (p;m(s;q))-summing holomorphy type
In this section we show that it is possible to consider a holomorphy type for
(p;m(s;q))-summing polynomials. This fact enable us to give examples of holomorphic
(p;m(s;q))-summing mappings, by considering mappings of (p;m(s;q))-summing holo-
morphy type, according the concept introduced by Nachbin in [12]. We consider complex
Banach spaces in this section.
Definition 5.1. If f is a (p;m(s;q))-summing mapping on A, with values in F , we define
the lp(F )-valued mapping ψp,m(s,q)(f ) on
Vm(s;q),A =
{
(xj )
∞
j=1 ∈ lm(s;q)(E); x1, x1 + xj ∈ A, j ∈ N, j  2
}
,
by
ψp,m(s,q)(f )(f )
(
(xj )
∞
j=1
)= (f (x1), (f (x1 + xj ) − f (x1))j2).
Theorem 5.2. If P is an n-homogeneous polynomial from E into F (p;m(s;q))-summing
on E, then ψp,m(s;q)(P ) is continuous on lm(s;q)(E) = Vm(s;q),E .
Proof. We consider
Fk,(x )∞ =
{
b ∈ E; ∥∥ψp,m(s;q)(P )(b, ((xj )∞j=1))∥∥  k}.j j=1 p
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lm(s;q)(E), with center 0. In order to prove this, we use the notation
Fk,(xj )mj=1 =
{
b ∈ E; ∥∥ψp,m(s;q)(P )(b, x1, . . . , xm,0, . . .)∥∥p  k},
for each natural number m. We note that
Fk,(xj )∞j=1 =
⋂
m∈N
Fk,(xj )mj=1
and each Fk,(xj )mj=1 is closed, since the mapping gm, from E into R, given by
gm(b) =
∥∥P(b)∥∥p + m∑
j=1
∥∥P(b + xj ) − P(b)∥∥p,
is continuous. Therefore, if Fk denotes the intersection of all the sets Fk,(xj )∞j=1 , as (xj )
∞
j=1
varies in the closed unit ball of lm(s;q)(E) with center 0, we have Fk closed in E. We also
have
E =
⋃
k∈N
Fk.
In fact, for b ∈ E, we know that P is (p;m(s;q))-summing at b. Hence, there are M  0
and δ > 0, such that
∞∑
j=1
∥∥P(b + xj ) − P(b)∥∥p M∥∥(xj )∞j=1∥∥m(s;q),
if ‖(xj )∞j=1‖m(s;q)  δ. This means that ‖ψb,p,m(s;q)(P )‖p is bounded by Mδ on the closed
ball, of center 0 and radius δ, of lm(s;q)(E). Since ψb,p,m(s;q)(P ) is a polynomial of degree n
from lm(s;q)(E) into lp(F ), it follows that it is continuous on l
m
(s;q)(E). Hence it is bounded
on the bounded subsets of lm
(s;q)(E). Therefore b is in some Fk . By Baire’s theorem, Fk has
a nonempty interior for some k natural. Since ψp,m(s;q)(P ) is an n-homogeneous polyno-
mial from lm(s;q)(E) into lp(F ) and Fk has a nonempty interior, it follows that ψp,m(s;q)(P )
is locally bounded at some point of lm
(s;q)(E). Hence, it is continuous on l
m
(s;q)(E). 
Remark 5.3. As we have seen on Section 3, we denote by Π(p,m(s;q))(nE;F) the vector
subspace of P(nE;F) formed by all (p,m(s;q))-summing polynomials on E. It is easy to
see that ψp,m(s;q) is a linear injection from Π(p,m(s;q))(nE;F) into P(nlm(s;q)(E); lp(F )).
Proposition 5.4. The image of Π(p;m(s;q))(nE;F) by the mapping ψp,m(s;q) is closed for
the natural norm of P(nlm(s;q)(E); lp(F )).
Proof. We consider (ψp,m(s;q)(Pk))∞k=1 converging to h in P(nlm(s;q)(E); lp(F )). We de-
note by πj the j th projection from lp(F ) onto F . It follows that (πj ◦ ψp,m(s;q)(Pk))∞k=1
converges to πj ◦ h, uniformly over the closed unit ball of lm(s;q)(E), for each natural j .
Now we have
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k→∞Pk(a) = π1
(
h(a,0,0, . . .)
)=: P(a) (∀a ∈ E)
and
P(a + xj ) − P(a) = lim
k→∞
(
Pk(a + xj ) − Pk(a)
)= πj+1(h(a, x1, x2, . . .)),
for every j natural and (a, x1, x2, . . .) ∈ lm(s;q)(E). These facts can be used to show that P
is (p;m(s;q))-summing on E and that ψp,m(s;q)(P ) = h. 
Remark 5.5. If we set
‖P‖Π(p;m(s:q)) =
∥∥ψp,m(s;q)(P )∥∥ (∀P ∈ Π(p;m(s;q))(nE;F)),
we have a norm on Π(p;m(s,q))(nE;F). By Proposition 5.4 and Remark 5.3,
(Π(p;m(s;q))(nE;F),‖.‖Π(p;m(s;q))) is a complete metrizable topological vector space.
We recall the concept of holomorphy type introduced by Nachbin (see [12]).
Definition 5.6. A sequence of Banach spaces (PΘ(nE;F),‖.‖Θ)∞n=0 with the following
properties:
(1) PΘ(nE;F) is a vector subspace of P(nE;F).
(2) PΘ(0E;F) coincides with P(0E;F) (= the set of constant mappings from E into F )
as a normed vector space.
(3) There is a real number σ  1 for which the following is true. Given any k,n ∈ N∪{0},
k  n, x ∈ E and P ∈PΘ(nE;F), we have dˆkP (x) ∈ PΘ(kE;F) and∥∥∥∥ 1k! dˆkP (x)
∥∥∥∥
Θ
 σn‖P‖Θ‖x‖n−k,
is called a holomorphy type Θ from E into F .
Our goal is to show that (PΠ(p;m(s;q))(nE;F),‖.‖Π(p;m(s;q)))∞n=0 is a holomorphy type
from E into F , for p  1. We need the following result.
Proposition 5.7. If P is in Π(p;m(s;q))(nE;F), p  1, then dˆkP (a) ∈ Π(p;m(s;q))(kE;F)
and
ψp,m(s;q)
(
dˆkP (a)
)(
b, (xj )
∞
j=1
)= dˆk(ψp,m(s;q)(P ))(a,0)(b, (xj )∞j=1)
for k = 0,1, . . . , n, and (a,0), (b, (xj)∞j=1) ∈ lm(s;q)(E).
Proof. We use the Cauchy integral formulas
dˆk
(
ψp,m(s;q)(P )
)
(a,0)
(
b, (xj )
∞
j=1
)
= k!
2πi
∫
ψp,m(s;q)(P )((a,0)+ λ(b, (xj )∞j=1))
λk+1
dλ|λ|=ρ
850 M.C. Matos / J. Math. Anal. Appl. 297 (2004) 833–851= k!
2πi
∫
|λ|=ρ
(
P(a + λb)
λk+1
,
(
P(a + λb + λxj ) − P(a + λb)
λk+1
)∞
j=1
)
dλ
=
(
k!
2πi
∫
|λ|=ρ
P (a + λb)
λk+1
dλ,
(
k!
2πi
∫
|λ|=ρ
P (a + λb + λxj ) − P(a + λb)
λk+1
dλ
)∞
j=1
)
= (dˆkP (a)(b), (dˆkP (a)(b + xj ) − dˆkP (a)(b))∞j=1)
= ψp,m(s;q)
(
dˆkP (a)
)(
b, (xj )
∞
j=1
)
,
as we wanted to prove. 
Proposition 5.8. If p  1, then (PΠ(p;m(s;q))(mE;F),‖.‖Πp,m(s;q) )∞m=0 is a holomorphy typefrom E into F .
Proof. We have∥∥∥∥ 1k! dˆkP (a)
∥∥∥∥
Πp,m(s;q)
=
∥∥∥∥ 1k!ψp,m(s;q)
(
dˆkP (a)
)∥∥∥∥=
∥∥∥∥ 1k! dˆk
(
ψp,m(s;q)(P )
)
(a,0)
∥∥∥∥

(
n
k
)
nn
n!
∥∥ψp,m(s;q)(P )∥∥(∥∥(a,0)∥∥p,w)n−k
 (2e)n‖P‖Πp,m(s;q)‖a‖n−k,
for every a ∈ E and k = 1, . . . ,m. 
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