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SPACES OF DIRECTED PATHS ON PRE-CUBICAL SETS
KRZYSZTOF ZIEMIAN´SKI
Abstract. The spaces of directed paths on the geometric realizations of pre-
cubical sets, called also –sets, can be interpreted as the spaces of possible
executions of Higher Dimensional Automata, which are models for concurrent
computations. In this paper we construct, for a sufficiently good pre-cubical set
K, a CW-complexW (K)w
v
that is homotopy equivalent to the space of directed
paths between given vertices v, w of K. This construction is functorial with
respect to K, and minimal among all functorial constructions. Furthermore,
explicit formulas for incidence numbers of the cells of W (K)w
v
are provided.
1. Introduction
In recent years, much effort was made to understand spaces of directed paths on
d-spaces. Particularly interesting examples of d-spaces are geometric realizations
of pre-cubical sets [2], thanks their to applications in concurrency — their directed
path spaces can be interpreted as the executions spaces of Higher Dimensional
Automata [5]. Raussen [6] proved that such spaces, under certain conditions, have
the homotopy types of CW-complexes. In this paper we construct a combinatorial
model of the space of directed paths between fixed two vertices of a pre-cubical set,
assuming it satisfies a certain mild condition, i.e., its non-looping length covering
of proper (cf. 1.3, 1.4).
A pre-cubical set K, called also a –set, is a sequence of disjoints sets K[n],
for n ≥ 0, equipped with face maps dεi : K[n] → K[n − 1], for ε ∈ {0, 1} and
i ∈ {1, . . . , n}, that satisfy pre-cubical relations; namely, dεid
η
j = d
η
j−1d
ε
i for i < j.
A -map f : K → K ′ between -sets is a sequence of maps f [n] : K[n] → K[n′]
that commute with the face maps. Elements of K[n] will be called n-cubes of K; in
particular 0-cubes will be called vertices. A bi-pointed –set is a triple (K, v, w),
where K is a –set, and v, w ∈ K[0] are its vertices. Let Set and Set∗∗ denote
the category of –sets and –maps and the category of bi-pointed –sets and
–maps preserving the distinguished vertices, respectively.
Let us introduce a notation for arbitrary compositions of face maps. For a
function f : {1, . . . , n} → {0, 1, ∗} such that |f−1(∗)| = m, define a map df :
K[n]→ K[m] by
(1.1) df = d
f(1)
1 d
f(2)
2 . . . d
f(n)
n ,
where d∗i is, by convention, the identity map; we will also write df−1(0),f−1(1) for
df . Finally, let d
0
A := dA,∅, d
1
A = d∅,A and d
ε = dε{1,...,n} : K[n] → K[0]. If f :
{1, . . . , n} → {0, 1, ∗}, g : {1, . . . ,m} → {0, 1, ∗} are functions such that |f−1(∗)| =
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m, |g−1(∗)| = k, then dgdf = dh, where
(1.2) h : {1, . . . , n} ∋ i 7→
{
f(i) for i 6∈ f−1(∗)
g(α(i)) for i ∈ f−1(∗)
∈ {0, 1, ∗},
and α : f−1(∗)→ {1, . . . ,m} as the unique increasing bijection.
The results of this paper apply to finite –sets that have proper non-looping
length coverings. We say that a -set K is proper, if the map
(1.3)
∐
n≥0
K[n] : c 7→ {d0(c), d1(c)} ∈ 2K[0]
is an injection, i.e., the cubes of K can be distinguished by its extreme vertices.
Every proper -set is non-self-linked in the sense of [2], i.e., for every c ∈ K[n] and
f, g : {1, . . . , n} → {0, 1, ∗}, the equity df (c) = dg(c) implies that f = g. The non-
looping length covering [8, 5.1] of a –setK is a –set K˜ such that K˜[n] = K[n]×Z
and
(1.4) dεi (c, k) = (d
ε
i (c), k + ε).
Clearly, if a –set is proper, then its non-looping length covering is also proper.
Let pcSet∗∗ ⊆ Set
∗
∗ be the full subcategory of finite bi-pointed –sets having
the proper non-looping covering.
Definition 1.5. Let K be a -set and let v, w ∈ K[0] be its vertices. A cube chain
in K from v to w is a sequence of cubes c = (c1, . . . , cl), where ck ∈ K[nk] and
nk > 0, such that
• d0(c1) = v,
• d1(cl) = w,
• d1(ci) = d0(ci+1) for i = 1, . . . , l − 1.
The sequence (n1, . . . , nl) will be called the type of a cube chain c, dim(c) = n1 +
· · ·+nl− l the dimension of c, and n1+ · · ·+nl the length of c. The set of all cube
chains in K from v to w will be denoted by Ch(K)wv , and the set of cube chains of
dimension equal to m (resp. less than m, less or equal to m) by Ch=m(K)wv (resp.
Ch<m(K)wv , Ch
≤m(K)wv ).
For a cube chain c = (c1, . . . , cl) ∈ Ch(K)wv of type (n1, . . . , nl), an integer
k ∈ {1, . . . , l} and a subset A ( {1, . . . , nk} having r elements, where 0 < r < nk,
define a cube chain
(1.6) dk,A(c) = (c1, . . . , ck−1, d
0
A¯(ck), d
1
A(ck), ck+1, . . . , cl) ∈ Ch(K)
w
v ,
where A¯ = {1, . . . , nk} \ A. Let ≤ be the partial order on Ch(K) spanned by all
relations having the form dk,A(c) ≤ c (the relation ≤ is antisymmetric since dk,A(c)
has more cubes than c).
For a -set K let |K| denote its geometric realization (3.1) and, for a bi-pointed
–set (K, v, w), let ~P (K)wv be the space of directed paths on |K| from v to w
(cf. 2.1). Clearly, (K, v, w) 7→ Ch(K)wv and (K, v, w) 7→ ~P (K)
w
v are functors from
Set∗∗ into the categories of posets and topological spaces, respectively.
Let hTop be the homotopy category of the category of topological spaces. We
prove the following
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Theorem 1.7. The functors
~P : pcSet∗∗ ∋ (K, v, w) 7→ ~P (K)
w
v ∈ hTop
and
|Ch | : pcSet∗∗ ∋ (K, v, w) 7→ |Ch(K)
w
v | ∈ hTop
are naturally equivalent. In other words, for every finite bi-pointed –set (K, v, w)
having the proper non-looping covering, there exists a homotopy equivalence ε(K,v,w) :
~P (K)wv → |Ch(K)
w
v | such that, for every –map f : K → K
′, the diagram
~P (K)wv
~P (K ′)
f(w)
f(v)
|Ch(K)wv | |Ch(K
′)
f(w)
f(v) |
✲
α7→|f |◦α
❄
ε(K,v,w)
❄
ε(K′ ,f(v),f(w))
✲
Ch(f):c7→f(c)
commutes up to homotopy.
Next, the prove that the spaces Ch(K)wv have a natural CW-structure, which is
coarser than the simplicial one. For a poset P and x ∈ P , let P≤x (resp. P<x) be
the subposet of P containing all elements that are less or equal (resp. equal) to x.
Theorem 1.8. Let (K, v, w) be a finite bi-pointed –set having the proper non-
looping covering (i.e., (K, v, w) ∈ pcSet). The space |Ch(K)wv | is a regular CW-
complex with d–dimensional cells having the form |Ch≤c(K)| for c ∈ Ch
=d(K)wv .
Furthermore, for every –map f : K → K ′, the induced map f∗ : |Ch(K)wv | →
|Ch(K ′)
f(w)
f(v) | is cellular.
We also calculate the incidence numbers between the cells of this CW-complex.
In Section 8 we construct, for every c ∈ Ch=n(K)wv , a cycle gc that represents a
generator in the simplicial homology group
(1.9) [gc] ∈ Hn(|Ch≤c(K)|
w
v , |Ch<c(K)|
w
v ),
As a consequence of 1.8, the group Hn(|Ch
≤n(K)wv |, |Ch
<n(K)wv |) is a free group
generated by gc for c ∈ Ch
=n(K)wv .
Theorem 1.10. Let (K, v, w) be a finite bi-pointed –set having the proper non-
looping covering, and let
∂n : Hn(|Ch
≤n(K)wv |, |Ch
<n(K)wv |)→ Hn−1(|Ch
≤n−1(K)wv |, |Ch
<n−1(K)wv |)
be the differential in the cellular chain complex of |Ch(K)wv | (cf. [4, p. 139]). For
a cube chain c ∈ Ch=n(K)wv of type (n1, . . . , nl) we have
∂(gc) =
l∑
k=1
nk−1∑
r=1
∑
A⊆{1,...,nk}: |A|=r
(−1)n1+···+nk−1+k+r+1 sgn(A)gdk,A(c),
where
sgn(A) =
{
1 if
∑
i∈A i ≡
∑r
i=1 i mod 2,
−1 otherwise.
As a consequence, the homology of ~P (K)wv can be calculated using the formula
above.
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2. Directed spaces
In this Section, we recall a notion of d-space and introduce complete d-spaces,
which are necessary to define the d-structure on the geometric realization of a
d-simplicial complex. The following definitions are due to Grandis [3].
Definition 2.1. Let X be a topological space and let P (X) be its path space, i.e.
the space of continuous maps [0, 1]→ X with compact-open topology.
• A d-structure on X is a subset D ⊆ P (X) which contains all constant
paths, and is closed with respect to concatenations and non-decreasing
reparametrizations.
• A d-space is a pair (X,D), where X is a topological space and D is a
d-structure on X .
• Let (X,D), (X ′,D′) be d-spaces. A continuous map f : X → X ′ is a d-map
if it preserves d-structure, i.e. f ◦ α ∈ D′ for each α ∈ D.
• A d-homeomorphism is an invertible d-map.
The category of d-spaces and d-maps is complete and cocomplete. For an ar-
bitrary family of paths S ⊆ P (X) there exists the smallest d-structure S on X
containingS; it can be constructed as the intersection of all d-structures containing
S, or by adding to S all constant paths and all non-decreasing reparametrizations
of concatenations of paths in S.
The following d-spaces play an important role in this paper:
• the directed real line ~R = (R, non-decreasing paths),
• the directed n-cube ~In = ([0, 1]n, paths with non-decreasing coordinates),
• the directed n-simplex ~∆n = (∆n, ~P (∆n)), where
∆n =
{
(t0, . . . , tn) ∈ [0, 1]
n+1 :
n∑
i=0
ti = 1
}
and α = (α0, . . . , αn) ∈ P (∆n) is directed if and only if the functions
[0, 1] ∋ t 7→
∑
i≥k
αk(t) ∈ [0, 1]
are non-decreasing for k ∈ {1, . . . , n}.
Let us recall the definition of complete d-spaces introduced in [13] (called there
”good” d-spaces).
Definition 2.2. Let (X,D) be a d-space. A path α : [0, 1]→ X is almost directed
if for every open subset U ⊆ X and every 0 ≤ s < t ≤ 1 such that α([s, t]) ⊆ U ,
there exists a directed path β ∈ ~P (X) such that β(0) = α(s), β(1) = α(t) and
β([0, 1]) ⊆ U .
The family of all almost directed pathsDc on a d-space (X,D) is a d-structure on
X . The d-space (X,Dc) will be called the completion of (X,D); if a given d-space
is equal to its completion, it is called complete. If S ⊆ P (X) is an arbitrary family
of paths, then its completion Sc is the smallest complete d-structure containing S.
Here follows the criterion which allows to verify whether a continuous map between
complete d-spaces is a d-map.
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Proposition 2.3. Let f : X → X ′ be a continuous map and let S ⊆ P (X),
S
′ ⊆ P (X ′) be families of paths. Assume that f ◦ α ∈ S′c for every α ∈ S. Then
the map f : (X,Sc)→ (Y,S′c) is a d-map.
Proof. Fix a path α ∈ Sc, 0 ≤ s < t ≤ 1 and an open subset U ⊆ Y such that
f(α([s, t]) ⊆ U . Since α is almost directed with respect to S, there exists a path
β ∈ S such that β(0) = α(s), β(1) = α(t) and β([0, 1]) ⊆ f−1(U). The path β
is either constant, or it is a non-decreasing reparametrization of concatenation of
paths in S. Thus, by assumption, f ◦β is either constant, or it is an non-decreasing
reparametrization of concatenation of paths in S′. This implies that f ◦α is almost
directed with respect to S′; therefore f ◦ α ∈ Sc. 
For every n ≥ 0, the directed n-cube and the directed n-simplex are complete
d-spaces. The d-structure on ~In is generated by a family of paths
(2.4) {[0, 1] ∋ t 7→ (x1, . . . , xk−1, t, xk+1, . . . , xn) : k ∈ {1, . . . , n}, xi ∈ [0, 1]}
and the d-structure on ~∆n by
(2.5) {[0, 1] ∋ t 7→ (x0, . . . , xk−2, (1− t)c, tc, xk+1, . . . , xn) :
k ∈ {1, . . . , n}, c, xi ∈ [0, 1], c+
∑
i6=k−1,k
xi = 1}.
If it is clear which d-structure we consider on a given space X , we will denote it
by ~P (X); the elements of ~P (X) will be called directed paths or d-paths. Given two
points x, y ∈ X , let
(2.6) ~P (X)yx := {α ∈ ~P (X) : α(0) = x, α(1) = y}
be the space of directed paths from x to y. We extend a notion of directedness for
paths defined on arbitrary closed intervals; a path [a, b] → X is called directed if
its linear reparametrization [0, 1] ∋ t 7→ α(a+ t(b− a)) ∈ X is directed. The space
of such paths will be denoted by ~P[a,b](X).
3. -sets
In this Section we introduce -sets with height function, and prove that their
geometric realizations are complete d-spaces. For a more detailed discussion on
–sets see also [2].
The geometric realization of a -set K is a d-space
(3.1) |K| =
∐
n≥0
K[n]× ~In/(dεi (c), x) ∼ (c, δ
ε
i (x)),
where δεi (s1, . . . , sn−1) = (s1, . . . , si−1, ε, si, . . . , sn−1). A path α ∈ P (|K|) is di-
rected if there exist numbers 0 = t0 < t1 < · · · < tl = 1, cubes ci ∈ K[ni] and
directed paths βi : [ti−1, ti] → ~Ini such that α(t) = (ci, βi(t)) for t ∈ [ti−1, ti]. For
every x ∈ |K| there exists a unique cube supp(x) of K, called the support of x, such
that x = (supp(x), (t1, . . . , tn)), and ti 6= 0, 1 for i ∈ {1, . . . , n}. For shortness, we
will further write ~P (K) instead of ~P (|K|).
Definition 3.2. A height function on a -set K is a function h :
∐
n≥0K[n]→ Z
such that h(dεi (c)) = h(c)+ε for every n ≥ 0, c ∈ K[n], ε ∈ {0, 1} and i ∈ {1, . . . , n}.
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A height function h on K determines a d-map
(3.3) h : |K| ∋ (c, (s1, . . . , sn)) 7→ h(c) +
n∑
i=1
si ∈ ~R
which will be also called a height function. If α ∈ ~P (K) is a directed path, then
l1(α) = h(α(1)) − h(α(0)), where l1 is the L1-arc length of Raussen [8, 5.1]. In
particular, if α ∈ ~P (K) is not constant on any interval, then h ◦ α is a strictly
increasing function, which implies that all directed loops on a -set with height
function are constant.
Definition 3.4. Let K be a -set with height function. A d-path α : [a, b]→ |K|
is natural if h(α(t)) = t for every t ∈ [a, b]. For v, w ∈ K[0], let ~N(K)wv ⊆
~P[h(v),h(w)](|K|)
w
v be the space of natural paths from v to w.
The space ~N(K)wv can be regarded as a subspace ~P (K)
w
v via the reparametrizing
inclusion
(3.5) ~N(K)wv ∋ α 7→ α ◦ (t 7→ a+ (b− a)t) ∈ ~P (K)
w
v .
On the other hand, by [6, 2.15] there exists a naturalization map
(3.6) nat : ~P (K)wv → ~N(K)
w
v ,
which is a left inverse of (3.5). As shown in [6], these maps are mutually inverse
homotopy equivalences.
We conclude this Section with the following
Proposition 3.7. If K is a -set with height function, then its geometric realiza-
tion |K| is a complete d-space.
Proof. Let  be the minimal reflexive and transitive relation on
∐
n≥0K[n] such
that d0i (c)  c and c  d
1
i (c) for n ≥ 0, c ∈ K[n], i ∈ {1, . . . , n}. The relation
 is a partial order since, for c 6= c′, c  c′ implies that either h(c) < h(c′), or
h(c) = h(c′) and dim(c) < dim(c′). Moreover, immediately from definition follows
that supp(α(0))  supp(α(1)) for every directed path α on |K|.
Let α be an almost directed path in |K| and let, for an arbitrary cube c of K,
Jc ⊆ [0, 1] be the closure of the set {s ∈ [0, 1] : supp(α(s)) = c}. For s < s′
there exists a directed path from α(s) to α(s′); therefore supp(α(s))  supp(α(s′)).
This implies that all the sets Jc are either closed intervals or empty. Thus α is a
concatenation of almost directed paths all of which lie in a single cube. Every such
path is directed, then so is α. 
4. d-simplicial complexes
In this Section, we recall the definition of d-simplicial complex and prove that
every proper -set with height function has a d-simplicial triangulation.
Definition 4.1 ([12]). A d-simplicial complex M is a triple (VM , SM ,≤M ), where
(VM , SM ) is a simplicial complex and ≤M is a binary relation of VM such that
• for every simplex A ∈ SM , the restriction (≤M )|A is a total order on A,
• if v ≤M v
′, then {v, v′} ∈ SM .
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A d-simplicial map f : M → M ′ is a simplicial map such that v ≤M w implies
f(v) ≤M ′ f(w) for v, w ∈ VM . A geometric realization of a d-simplicial complex M
is the space
|M | =
{ ∑
v∈VM
tvv : tv ≥ 0,
∑
v∈VM
tv = 1, {v : tv > 0} ∈ SM
}
with the maximal topology and the minimal complete d-structure such that the
inclusions of simplices
(4.2) ~∆n ∋ (t0, . . . , tn) 7→
n∑
i=0
tivi ∈ |M |
are d-maps for all {v0 < · · · < vn} ∈ SM .
Remark. The completion of d-structure is necessary to obtain proper d-structures
on the triangulations of -sets. For example, the directed square ~2 admits a tri-
angulation that is a d-simplicial complex with vertices (i, j), i, j ∈ {0, 1}, maximal
simplices ((0, 0) < (0, 1) < (1, 1)) and ((0, 0) < (1, 0) < (1, 1)), and (i, j) ≤ (i′, j′)
if and only if i ≤ i′, j ≤ j′. However, the staircase path on the picture below
(4.3)
(0,0)
(0,1) (1,1)
(1,0)
is not directed with respect to the (non-completed) d-structure induced by the
inclusions of simplices, though it is directed with respect to the d-structure of the
square.
Example 4.4. If P is a poset, then the nerve of P , denoted by NP , is defined by
VNP = P , ≤NP=≤P and A ⊆ P is a simplex of NP if and only if A is a totally
ordered subset.
Remark. d-simplicial complexes can be regarded as special cases of simplicial sets.
For a d-simplicial complex M one can define a simplicial set whose n-simplices are
functions σ : {0, . . . , n} → VM such that σ(i) ≤M σ(j) for every i ≤ j and the
image of σ is a simplex of M .
For the rest of the Section we assume thatK is a proper -set. We will construct
a triangulation of K, i.e., a d-simplicial complex TrK such that |K| and TrK are
d-homeomorphic. Let
(4.5) STr(K) := {{df0(c), . . . , dfk(c)} ⊆ K[0] :
c ∈ K[n], f0 < f1 < · · · < fk, fi : {1, . . . , n} → {0, 1}},
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where fj < fk means that fj 6= fk and fj(i) ≤ fk(i) for all i. Introduce a binary
relation ≤Tr(K) on K[0] by
(4.6) v ≤Tr(K) v
′ ⇔ ∃c∈K[n]∃f≤f ′:{1,...,n}→{0,1} df (c) = v, df ′(c) = v
′.
Every element A = {df0(c) < · · · < . . . , dfk(c)}, c ∈ K[n] of STr(K) can be written
as
A = {df0◦e(c
′) < · · · < . . . , dfk◦e(c
′)},
where c′ = df−1
k
(0),f−10 (1)
(c) and
e : {1, . . . , n− |f−1k (0)| − |f
−1
0 (1)|} → {1, . . . , n} \ (f
−1
k (0) ∪ f
−1
0 (1))
is an increasing bijection. Thus, A has a unique presentation such that f0 ≡ 0 and
f1 ≡ 1. By the properness of K, the cube c is determined by its extreme vertices
d0(c) = df0(c) and d
1(c) = dfk(c) and, for every vertex v of c, there exists a unique
f such that v = df (c). Such a presentation of a simplex of Tr(K) will be called
canonical.
Proposition 4.7. If K is a proper -set, then
Tr(K) = (VTr(K) := K[0], STr(K),≤Tr(K))
is a d-simplicial complex.
Proof. It follows immediately from definition that Tr(K) is a simplicial complex,
and that v ≤Tr(K) v
′ implies {v, v′} ∈ STr(K). It remains to prove that, for every
A ∈ STr(K), the restriction ≤Tr(K) |A is a total order. We have
A = {v0 = df0c ≤Tr(K) v1 = df1c ≤Tr(K) · · · ≤Tr(K) vk = dfkc}
for some n ≥ 0, c ∈ K[n] and f0 < · · · < fk. Since K is proper, the vertices
v0, . . . , vk are all different. Clearly ≤Tr(K) |A contains a total order. Assume that
vj ≤Tr(K) vi for i < j. Then there exists c
′ ∈ K[n′] and f ′0, f
′
1 : {1, . . . , n
′} → {0, 1},
f ′0 < f
′
1, such that df ′0c
′ = vj and df ′1c
′ = vi. We have
d0(df−1j (0),f
−1
i (1)
c) = vi 6= vj = d
1(df−1j (0),f
−1
i (1)
c),
d0(d(f ′1)−1(0),(f ′0)−1(1)c
′) = vj 6= vi = d
1(d(f ′1)−1(0),(f ′0)−1(1)c
′),
then df−1j (0),f
−1
i (1)
c and d(f ′1)−1(0),(f ′0)−1(1)c
′ are two different cubes with the same
sets of extreme vertices, which contradicts the properness of K. 
The d-simplicial complex Tr(K) will be called the triangulation of K.
Our next goal is to construct a d-homeomorphism between the geometric real-
ization of K and the geometric realization of its triangulation. Let A be a simplex
of Tr(K) and let (df0(c), . . . , dfk(c)), c ∈ K[n] be its unique presentation such that
f0 ≡ 0, fk ≡ 1. Define a continuous map
(4.8) FA : |A| ∋
k∑
i=0
tidfi(c) 7→
(
c,
k∑
i=0
tifi
)
∈ |K|,
where functions f : {1, . . . , n} → [0, 1] are regarded as points (f(1), . . . , f(n)) ∈ ~In.
Proposition 4.9. If x ∈ |A| ∩ |A′|, then FA(x) = FA′(x).
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Proof. It is sufficient to check this for
A′ = (df0 (c), . . . , dfk(c)),
A = (df0 (c), . . . , dfj−1 (c), dfj+1 (c), . . . , dfk(c)),
f0 ≡ 0, f1 ≡ 1. If j 6= 0, k, then the preceding presentation is canonical and the
equation FA = FA′ ||A| is clearly satisfied. For j = 0 the canonical presentation of
A is
A = (df1◦e(d
1
f−10 (1)
(c)), . . . , dfk◦e(d
1
f−10 (1)
(c))),
where e : {1, . . . , n− |f−11 (1)|} → {1, . . . , n} \ f
−1
1 (1) is an increasing bijection. We
have
fA
(
k∑
i=1
tidfi(c)
)
= fA
(
k∑
i=1
tidfi◦e(d
1
f−10 (1)
(c))
)
=
(
d1
f−10 (1)
(c),
k∑
i=1
ti(fi ◦ e)
)
=
(
c, δ1
f−10 (1)
(
k∑
i=1
ti(fi ◦ e)
))
=
(
c,
k∑
i=1
tifi
)
= fA′
(
k∑
i=1
tidfi(c)
)
.
The case j = k is similar. 
As a consequence, the maps FA glue to a continuous map FK : |Tr(K)| → |K|.
Proposition 4.10. FK is a d-homeomorphism.
Proof. For c ∈ K[n] and a permutation σ of {1, . . . , n} define a set
Sc,σ := {(c, (t1, . . . , tn)) ∈ |K| : tσ(1) ≤ tσ(2) ≤ · · · ≤ tσ(n)}
and a sequence of functions fσ0 , . . . , f
σ
n : {1, . . . , n} → {0, 1} by
fσi (j) =
{
0 for σ(j) > i
1 for σ(j) ≤ i.
Clearly the sets Sc,σ cover |K|. Similarly to the proof of 4.9 we can show that the
maps
Gc,σ : Sc,σ ∋ (c, (t1, . . . , tn)) 7→
n∑
i=0
(tσ(i+1) − tσ(i))dfσi (c) ∈ |Tr(K)|,
where by convention tσ(0) = 0 and tσ(n+1) = 1, glue to the map GK : |K| →
|Tr(K)|, which is the inverse of F . Thus FK is a homeomorphism. Next, we need
to prove that both FK and GK are d-maps. By definition, ~P (|Tr(K)|) is a complete
d-structure generated by paths having the form (cf. 2.5, 4.2)
ω : s 7→ b(1− s)dfk(c) + bsdfk+1(c) +
∑
i6=k,k+1
tidfi(c)
for n ≥ 0, c ∈ K[n], 0 ≡ f0 < · · · < fn ≡ 1, k ∈ {0, . . . , n− 1}, b+
∑
i6=k,k+1 ti = 1.
The image
FK(ω(s)) = Fc(ω(s)) = b(1− s)fk + bsfk+1 +
∑
i6=k,k+1
tifi
is a directed path in |c| ⊆ |K| since fk < fk+1. Since |K| is a complete d-space (by
3.7) from 2.3 follows that FK is a d-map. The similar argument applies for GK . 
We conclude with some obvious properties of the triangulation.
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Proposition 4.11. Let K be a finite proper -set with height function.
(1) FK maps bijectively vertices of |Tr(K)| into vertices of |K|.
(2) For each simplex A ∈ STr(K) there exists a cube of K such that FK(|A|) ⊆ |c|.
(3) Tr is a functor from the category of proper -sets into the category of d-
simplicial complexes. Moreover, the maps FK define a natural equivalence of
functors K 7→ |K| and K 7→ |Tr(K)|. 
5. Tame paths
Recall [12] that a d-simplicial complex M has no loops if for every sequence of
its vertices v0 ≤ · · · ≤ vn ≤ v0 we have v0 = · · · = vn. We say that a -set K has
no loops if, for every vertex v ∈ K[0], every cube chain from v to v is empty. If
K admits a height function, then, clearly, it has no loops. Immediately from the
construction follows that the triangulation of a proper –set having no loops also
has no loops. In this Section we prove that the space of directed paths between
two arbitrary vertices of a proper -set having no loops is homotopy equivalent
to its subspace containing only tame paths, i.e. paths that cross from one cube to
another at vertices only. It is a consequence of the results from [12] for d–simplicial
complexes.
Definition 5.1. Let M be a d-simplicial complex. A directed path α ∈ ~P (M)
is tame if, for each 0 ≤ s < t ≤ 1, there exists a simplex A ∈ SM such that
α|[s,t] ⊆ |A|, or a vertex v ∈ VM such that v ∈ α([s, t]). Let ~Pt(M)
w
v ⊆ ~P (M)
w
v be
the subspace of tame paths from v to w, v, w ∈ K[0].
Proposition 5.2 ([12, Section 6]). Let M be a finite d-simplicial complex having
no loops. There exists a d–map RM : |M | → |M | such that
(1) RM (v) = v for every vertex v ∈ VM ,
(2) for every x ∈ |K|, there exists a simplex A such that x,RM (x) ∈ |A|,
(3) for v, w ∈ VM and α ∈ ~P (M)wv the path RM ◦ α is tame.
The tameness of paths on –sets is defined quite similarly:
Definition 5.3. Let K be a -set. A path α ∈ ~P (|K|) is tame if, for each
0 ≤ s < t ≤ 1, there exists a cube c ∈ K[n] such that α|[s,t] ⊆ |c|, or a vertex
v ∈ K[0] such that v ∈ α([s, t]).
For the remaining part of this Section we assume that K is a proper –set with
height function.
Proposition 5.4. If α ∈ ~P (Tr(K)) is tame (in the simplicial sense), then FK ◦α ∈
~P (K) is also tame (in the cubical sense).
Proof. It follows immediately from 4.11.(1) and (2). 
Proposition 5.5. Let X be a space and f1, f2 : X → ~P (K)wv continuous maps.
Assume that, for every t ∈ [0, 1], there exists a cube c such that f1(α(t)), f2(α(t)) ∈
|c|. Then f1 and f2 are homotopic.
Proof. For c ∈ K[n] the map |ic| : ~In ∋ x 7→ (c, x) ∈ |c| is a d-homeomorphism,
since K is proper. The homotopy between f1 and f2 is given by
Hs(x)(t) = |ic|((1 − s)|ic|
−1(f1(α(t)) + s|ic|
−1(f2(α(t))).
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It is clear that this is well-defined (since convex combinations of d-paths in ~In are
d-paths), continuous and does not depend on the choices of cubes c for respective
points. 
Remark. If K has height function, then convex combinations of natural paths are
natural, so the analogue of 5.5 holds also for maps into ~N(K)wv .
The main result of this Section is the following
Theorem 5.6. Assume that K is a finite proper –set with height function. For
v, w ∈ K[0], the inclusion
~Pt(K)
w
v ⊆ ~P (K)
w
v
is a homotopy equivalence.
Proof. The triangulation Tr(K) is finite and has no loops. Let RTr(K) : |Tr(K)| →
|Tr(K)| be a map satisfying the conditions of 5.2. For α ∈ ~P (K)wv the path
FK ◦RTr(K) ◦ (FTr(K))
−1 ◦ α is a d–path with endpoints v, w (5.2.(1)) and is tame
(5.2.(3), 5.4). Therefore the map
~P (K)wv ∋ α 7→ FK ◦RTr(K) ◦ (FK)
−1 ◦ α ∈ ~Pt(Tr(K))
w
v
is well-defined and is a homotopy inverse of the inclusion ~Pt(K)
w
v ⊆ ~P (K)
w
v . The
latter statement follows from 5.2.(2), 5.5 and 4.11.(2). 
6. Cube chain cover
Let K be a finite proper -set with height function and let v, w ∈ K[0]. Let
~Nt(K)
w
v = (nat)
−1(~Pt(K)
w
v ),
(cf. 3.6) denote the space of natural tame paths; thanks to 5.6 and [6, 2.16] the
spaces ~Nt(K)
w
v ,
~N(K)wv ,
~Pt(K)
w
v and
~P (K)wv are all homotopy equivalent via nor-
malization maps and inclusions. In this Section we construct a good closed cover
of ~Nt(K)
w
v indexed with the poset of cube chains from v to w.
Recall that a cube chain from v to w is a sequence of cubes c = (c1, . . . , cl) such
that d0(c1) = v, d
1(cl) = w and d
1(ci) = d
0(ci−1) for 1 ≤ i < l. Recall also that
(6.1) dk,A(c) = (c1, . . . , ck−1, d
0
A¯(ck), d
1
A(ck), ck+1, . . . , cl) ∈ Ch(K)
w
v .
for k ∈ {1, . . . , l}, A ∩ A¯ = ∅, A ∪ A¯ = {1, . . . , dim(ck)} and that ≤ is the
transitive-reflexive closure of relations dk,A(c) ≤ c on Ch(K)wv . For a cube chain
c = (c1, . . . , cl) we will write l
c = l, nci = dim(ci), v
c
i = d
0(ci+1) = d
1(ci) and
bck = n
c
1 + · · · + n
c
k. The upper index c will be omitted if it does not lead to
confusion.
Definition 6.2. We say that a path α ∈ ~Nt(K)wv lies in a cube chain c ∈ Ch(K)
w
v
if
α([bci−1, b
c
i ]) ⊆ |ci|
for i ∈ {1, . . . , l}. Let ~N(K, c) ⊆ ~Nt(K) be the subspace of tame paths lying in c.
Notice that α(bci ) = v
c
i for α ∈
~N(K, c), i ∈ {0, . . . , lc}.
For v, w, z ∈ K[0] and cube chains c = (c1, . . . , cl) ∈ Ch(K)wv , c
′ = (c′1, . . . , c
′
l′) ∈
Ch(K)zw we define the concatenation c ∗ c
′ ∈ Ch(K)zv of c and c
′ by
(6.3) c ∗ c′ = (c1, . . . , cl, c
′
1, . . . , c
′
l′).
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The concatenation of paths induces a homeomorphism
(6.4) ~N(K, c)× ~N(K, c′) ⊆ ~N(K, c ∗ c′).
Proposition 6.5. Let v, w ∈ K[0], c, c′ ∈ Ch(K)wv .
(1) ~N(K, c) is a contractible closed subspace of ~Nt(K)
w
v .
(2) The intersection ~N(K, c)∩ ~N(K, c′) is either empty or there exists a cube chain
c ∩ c′ ∈ Ch(K)wv such that ~N(K, c ∩ c
′) = ~N(K, c) ∩ ~N(K, c′).
(3) ~N(K, c) ⊆ ~N(K, c′) if and only if c ≤ c′.
(4)
⋃
c∈Ch(K)
~N(K, c) = ~Nt(K).
Proof. Assume that h(v) = 0, h(w) = n, c = (c1, . . . , cl), c
′ = (c′1, . . . , c
′
l′).
(1) Let γ ∈ ~N(K, c) be the diagonal of c, i.e. a path given by
γ(t) =
(
ci,
(
t−bci−1
nci
, . . . ,
t−bci−1
nci
))
for t ∈ [bci−1, b
c
i ]. The identity map of
~N(K, c) and the constant map with value γ
satisfy the assumptions of 5.5; therefore the space ~N(K, c) is contractible. Closed-
ness of ~N(K, c) is clear.
(2) Assume that α ∈ ~N(K, c)∩ ~N (K, c′). The proof is by induction with respect to
n. If n = 1, then c = (c1) = (c
′
1) = c
′ since c1 and c
′
1 have the same extreme ver-
tices. Assume that n > 1 and nc1 < n
c
′
1 . Since α(n
c
1) = v
c
1 and α([0, n
c
′
1 ]) ⊆ |c
′
1| then
vc1 is a vertex of a cube c
′
1, say v
c
1 = dA,A¯(c
′
1) for A ∩ A¯ = ∅, A ∪ A¯ = {1, . . . , n
c
′
1 }.
We have d0(d0A(c
′
1)) = v = d
0(c1) and d
1(d0A(c
′
1)) = v
c
1 = d
1(c1); by the proper-
ness of K this implies c1 = d
0
A(c
′
1). Furthermore, α([n
c
1, n
c
′
1 ]) ⊆ |d
1
A¯
(c′1)|, and then
α|[nc1,n] lies in a cube chain (d
1
A¯
(c′1), c
′
2, . . . , c
′
l′). We have
~N(K, c) ∩ ~N(K, c′) = ~N(K, c) ∩ ~N(K, (c1, d
1
A¯(c
′
1), c
′
2, . . . , c
′
n)) =
~N(K, (c1)) × ( ~N(K, (c2, . . . , cn)) ∩ ~N(K, (d
1
A¯(c
′
1), c
′
2, . . . , c
′
n))) =
~N(K, c1 ∗ ((c2, . . . , cn) ∩ (d
1
A¯(c
′
1), c
′
2, . . . , c
′
n)))
since (c2, . . . , cn)∩ (d
1
A¯
(c′1), c
′
2, . . . , c
′
n) exists by the inductive assumption. The case
nc1 = n
c
′
1 is similar, only the term d
1
A¯
(c′1) is dropped (since it is a vertex).
(3) Immediately from the definition, we have ~N(K, dk,A(c)) ⊆ ~N(K, c). Assume
that ~N(K, c) ⊆ ~N(K, c′); this is equivalent to the equation c = c ∩ c′. Assume
that the statement is true for all pairs of chains having length less than n. Using
the argument from the previous point we obtain
c ∩ c′ = c1 ∗ ((c2, . . . , cn) ∩ (d
1
A¯(c
′
1), c
′
2, . . . , c
′
n))
By the inductive assumption, (c2, . . . , cn) ≤ (d1A¯(c
′
1), c
′
2, . . . , c
′
n) and therefore c ≤
c′.
(4) Let α : [0, n] → |K| be a natural tame path from v to w. If α(t) is a vertex
then t is an integer. Thus, there is a finite sequence 0 = k0 < · · · < kl = n of
integers such that α(ki) = vi is a vertex, and restrictions α|(ki−1,ki) do not contain
vertices in its images. By the tameness of α, for each i ∈ {1, . . . , l} there exists a
cube ci such that α([ki−1, ki]) ⊆ |ci|. Obviously vi−1 and vi are vertices of ci and
then there exist unique (by properness) subsets A,B ⊆ {1, . . . , dim(ci)} such that
dA,A¯(c) = vi−1, dB,B¯(c) = vi (where A¯, B¯ stand for suitable complements). The
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segment α|[ki−1,ki] lies in c
′
i := dB, ~A(ci) and vi−1 = d
0(c′i), vi = d
1(c′i). Eventually,
α lies in a cube chain (c′1, . . . , c
′
l). 
This allows us to prove Theorem 1.7 in the following special case. Let fphSet∗∗
be the category of finite proper –sets with height function and –maps that
preserve height functions. For (K, v, w) ∈ fphSet∗∗ let ε(K,v,w) be the composition
(6.6)
ε(K,v,w) : ~P (K)
w
v ⊇ ~Pt(K)
w
v
nat
−−→ ~Nt(K)
w
v
≃
← hocolim
c∈Ch(K,c)
~N(K, c)
≃
→ |Ch(K)wv |.
All the maps in the sequence and homotopy equivalences. This follows from 5.6
for the left-most inclusion, [6, 2.16] for the nat map, and from [10, 4.1] and 6.5 for
the remaining two maps. This implies that ε(K,v,w) is well-defined up to homotopy,
and it is a homotopy equivalence. Furthermore, all the maps are functorial with
respect to (K, v, w). As a consequence, we obtain the following.
Proposition 6.7. The maps ε(K,v,w) define a natural equivalence of functors
~P ≃ |Ch | : fphSet∗∗ → hTop. 
7. Permutahedra
In this Section we study the posets of faces of products of permutohedra (see
[11, p.18]), which play an important role in the description of the posets of cube
chains on –sets. For a positive integer n, the face poset of the (n−1)–dimensional
permutahedron is isomorphic to the poset of weak strict orderings on {1, . . . , n},
ordered by inclusion. A weak strict ordering is a reflexive and transitive relation
such that any two elements are comparable, though, not necessarily anti-symmetric.
Every weak strict ordering⊑ on {1, . . . , n} determines the unique surjective function
(7.1) f⊑ : {1, . . . , n} → {1, . . . , k},
called the characteristic function of ⊑, such that i ⊑ j if and only if f⊑(i) ≤ f⊑(j).
In this Section, we use such functions rather than weak orderings. Throughout the
whole Section, n stands for a fixed positive integer.
Definition 7.2. Let On be a poset whose elements are surjective functions
f : {1, . . . , n} → {1, . . . , k},
where k = k(f) is a positive integer, and f  g if and only if there exists a non-
decreasing function h such that g = h ◦ f .
Clearly, the function f is determined uniquely. The poset On has the greatest
element: the constant function with the value 1, which will be denoted by fn. Let
(7.3) ∂On = On \ {fn}.
Proposition 7.4. The pairs (|OΠn |, |∂O
Π
n |) and (D
n−1, Sn−2) are homeomorphic.
Proof. As mentioned before, the poset OΠn is isomorphic to the face lattice of (n−1)-
dimensional permutohedron Pn−1 (cf. [11, p.18]), with fn corresponding to its
body (i.e. the single (n − 1)–dimensional cell) . Then the pair (|OΠn |, |∂O
Π
n |) is
homeomorphic to (Pn−1, ∂Pn−1) and hence to (Dn−1, Sn−2). 
Let
• Seq(n) be the set of all sequences of positive integers n = (n1, . . . , nl(n))
such that n = n1 + · · ·+ nl(n),
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• bk(n) =
∑k
j=1 nj, for k ∈ {0, . . . , l(n)},
• fn : {1, . . . , n} → {1, . . . , l(n)} be the unique non-decreasing surjective
function that takes value k for exactly nk integers, i.e., fn(i) = k if and
only if bk−1(n) < i ≤ bk(n),
• On := (On)fn = {f ∈ On : f  fn}.
Notice that O(n) = On. Whenever it would not lead to confusion, we will write l
or bk instead of l(n) or bk(n).
Fix n ∈ Seq(n). For every f ∈ On, there exists a non-decreasing function
h : {1, . . . , k(f)} → {1, . . . , l} such that h ◦ f = fn. Thus, for k ∈ {1, . . . , l}, f
determines a function
(7.5)
fk : {1, . . . , nk}
i7→i+bk−1
−−−−−−→ f−1
n
(k)
fn
−→ h−1(k)
j 7→j+1−min(h−1(k))
−−−−−−−−−−−−−−→ {1, . . . , rk},
which is an element of Onk . On the other hand, a sequence
(fk : {1, . . . , nk} → {1, . . . , rk}) ∈ Onk ,
for k ∈ {1, . . . , l}, determines an element f ∈ On such that
(7.6) f(i) = fk(i− bk−1) +
k−1∑
j=1
rj .
These constructions give an isomorphism On ∼= On1 × · · · × Onl . Thus, On
is isomorphic to the face lattice of the product of permutahedra of dimensions
n1 − 1, . . . , nk − 1 respectively; as a consequence, there is a homeomorphism
(7.7) (|On|, |∂On|) ≃ (D
n−l, Sn−l−1),
where ∂On := On \ {fn}, which generalizes Proposition 7.4.
The main goal of this Section is to construct a fundamental class of the pair (7.7)
in simplicial homology [4, p. 104]; to achieve this, we need to introduce a notation
for the simplices of NOΠn . Let
• Σn be the set of permutations of {1, . . . , n},
• T dn be the set of functions τ : {1, . . . , n − 1} → {0, . . . , d + 1} such that
τ−1(j) 6= ∅ for 0 < j ≤ d.
For n ∈ Seq(n) define τn ∈ T 0n by τn(i) = fn(i + 1)− fn(i), and for τ ∈ T
0
n define
f τ ∈ On by
(7.8) f τ (i) = 1 +
k−1∑
i=1
τ(i).
Clearly, f τn = fn, and this defines a bijection between T
0
n and Seq(n). For τ ∈ T
d
n
let
(7.9) Στ = {σ ∈ Σn : f
τσ = f τ}.
Let us enlist some properties of functions f τ :
Proposition 7.10.
(a) If τ, ψ ∈ T 0n, then f
τ  fψ if and only if τ(i) ≥ ψ(i) for all i ∈ {1, . . . , n− 1}.
(b) f τσ  fψϕ if and only if f τ  fψ and σφ−1 ∈ Σψ.
(c) Every element of OΠn has the form f
τσ for σ ∈ Σn, τ ∈ T 0n.
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Proof. To prove (a), assume that τ(i) ≥ ψ(i) for τ, ψ ∈ T 0n , i ∈ {1, . . . , n − 1}.
Clearly τ(i) = 0 implies that ψ(i) = 0; thus, if τ(i) = τ(j), then ψ(i) = ψ(j).
As a consequence, the formula h(k) = (fψ ◦ (f τ )−1)(k) defines a non-decreasing
surjection such that fψ = h ◦ f τ . On the other hand, if τ(i) = 0 and ψ(i) = 1,
then fψ(i) 6= fψ(i+ 1) and f τ (i) = f τ (i+ 1); therefore, fψ cannot be written as a
composition h ◦ f τ .
If f τ  fψ and σφ−1 ∈ Σψ, then
fψϕ = fψσϕ−1ϕ = fψσ = hf τσ,
where h is a function such that fψ = hf τ . If fψϕ = hf τσ, then fψϕσ−1 = hf τ
is a non-decreasing function. Hence ϕσ−1 ∈ Σψ and fψ = hf τ , which implies (b).
The point (c) is clear. 
Let us introduce the following maps between integers:
dk(i) =
{
i for i < k
i+ 1 for i ≥ k
sk(i) =
{
i for i ≤ k
i− 1 for i > k
pk(i) =
{
0 for i ≤ k
1 for i > k
tk(i) =


k for i = k + 1
k + 1 for i = k
i for i 6= k, k + 1.
futhermore, for r ≤ s denote tsr = trtr+1 . . . ts−1; clearly t
s
r(i) = i for i < r or i > s,
tsr(s) = r, and t
s
r(i) = i+ 1 for r ≥ i < s.
Every element τ ∈ T dn determines a sequence (p0 ◦ τ, . . . , pd ◦ τ) of d+1 elements
of T n0 . Thus, for σ ∈ Σn and τ ∈ T
d
n , we can define a d–simplex in O
Π
n :
(7.11) a[σ, τ ] := (fp0τσ, fp1τσ, . . . , fpdτσ).
Notice that 7.10.(b) implies that fp0τσ  fp1τσ  · · ·  fpdτσ.
Proposition 7.12. For σ ∈ Σn, τ ∈ T dn we have
(a) ∂i(a[σ, τ ]) = a[σ, siτ ], where ∂i denotes the simplex with i–th vertex skipped,
i ∈ {0, . . . , d},
(b) a[σ, τ ] = a[ϕ, ψ] if and only if τ = ψ and σϕ−1 ∈ Στ .
Proof. This follows immediately from 7.10 and the definition. 
For n ∈ Seq(n) define
(7.13) Σn := {σ ∈ Σn : fn ◦ σ = fn},
(7.14) T d
n
:= {τ ∈ T dn : ∀k=1,...,l(n)−1 τ(bk(n)) = d+ 1}.
Notice that T 0
n
= {τ ∈ T 0n : f
τ  fn}, and T dn = {τ ∈ T
d
n : pdτ ∈ T
0
n
}.
Proposition 7.15. Let n ∈ Seq(n), σ ∈ Σn, τ ∈ T dn . Then a[σ, τ ] is a simplex in
NOΠ
n
if and only if σ ∈ Σn and τ ∈ T dn .
Proof. Clearly a[σ, τ ] is a simplex of NOn if and only if fpdτσ  fn = f τn . By 7.10
this holds if and only if σ ∈ Σn and pdτ  τn. 
16 KRZYSZTOF ZIEMIAN´SKI
For σ ∈ Σn let sgn(σ) ∈ {±1} be the sign of permutation. For n ∈ Seq(n) and
τ ∈ T n−ln , the image of τ contains {1, . . . , n−l}, and τ(bj) = n−l for j = 1, . . . , l−1.
Then the restriction
τ : {1, . . . , n− 1} \ {b1, . . . , bl−1} → {1, . . . , n− l}
is a bijection. Let ̺n : {1, . . . , n−l} → {1, . . . , n−1}\{b1, . . . , bl−1} be the (unique)
increasing bijection. The composition τ̺n is a permutation on n− l letters, and we
define the sign of τ ∈ T n−l
n
as
(7.16) sgn
n
(τ) = sgn(τ̺n).
Define a chain gn ∈ Cn−l(NO
Π
n
) by
(7.17) gn =
∑
σ∈Σn
∑
τ∈Tn−l
n
sgn(σ) sgn
n
(τ)a[σ, τ ].
We will show that gn represents a fundamental class in Hn−l(|OΠn |, |∂O
Π
n
|) (cf. 7.7).
Proposition 7.18. Let ∂ : Cn−l(NOΠn ) → Cn−l−1(NO
Π
n
) be the differential of
simplicial homological chain complex. Then
∂(gn) = (−1)
n−l
∑
σ∈Σn
∑
τ∈T
n−l(n)
n
sgn(σ) sgn
n
(τ)a[σ, sn−lτ ].
As a consequence, gn represents a generator of H
n−l(n)(N (OΠ
n
),N (∂OΠ
n
)).
Proof. We have
∂(gn) =
∑
σ∈Σn
∑
τ∈Tn−ln
sgn(σ) sgn
n
(τ)
n−l∑
j=0
(−1)j∂j(a[σ, τ ]) =
∑
σ,τ
n−l∑
j=0
(−1)j sgn(σ) sgn
n
(τ)a[σ, sjτ ] =
∑
σ,τ
sgn(σ) sgn
n
(τ)a[σ, s0τ ]+
n−l−1∑
j=1
(−1)j
∑
σ,τ
sgn(σ) sgn
n
(τ)a[σ, sjτ ] + (−1)
n−l
∑
σ,τ
sgn(σ) sgn
n
(τ)a[σ, sn−lτ ].
For the first summand, we have a[σ, s0τ ] = a[tτ−1(1)σ, s0τ ], since tτ−1(1)σσ
−1 =
tτ−1(1) ∈ Σs0τ , therefore the first summand equals∑
τ
sgn
n
(τ)
∑
σ: σ(τ−1(1))<σ(τ−1(1)+1)
sgn(σ)a[σ, s0τ ]+sgn(tτ−1(1)σ)a[t(τ−1(1))σ, s0τ ] = 0.
For the second summand, for j ∈ {1, . . . , n− l− 1}, we have sjτ = sjtjτ , therefore∑
σ,τ
sgn(σ) sgn
n
(τ)a[σ, sjτ ] =
∑
σ
sgn(σ)
∑
τ : τ−1(j)<τ−1(j+1)
sgn
n
(τ)a[σ, sjτ ] + sgnn(tjτ)a[σ, sjtjτ ] = 0.
Eventually, only the third summand remains. The maximal element of OΠ
n
, namely
fn, does not appear as the vertex of a[σ, sn−lτ ]. Thus, ∂(gn) ∈ Cn−l−1(N (∂OΠn ))
and gn is a cycle, regarded as an element of Cn−l(N (OΠn ),N (∂O
Π
n
)). Since the
coefficients of gn on all simplices are ±1, it represents the generator in the homology
group. 
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Let n ∈ Seq(n). For k ∈ {1, . . . , l}, r ∈ {1, . . . , nk − 1} denote
(7.19) n[k, r] := (n1, . . . , nk−1, r, nk − r, nk+1, . . . , nl) ∈ Seq(n).
Lemma 7.20. For each τ ∈ T n−l
n
, there exists a unique pair of integers k ∈
{1, . . . , l}, r ∈ {1, . . . , nk−1} such that τ(bk−1+ r) = n− l, i.e., there is a bijection
T n−l
n
∋ τ 7→ sn−lτ ∈
l∐
k=1
nk−1∐
r=1
T n−l−1
n[k,r] .
Furthermore, if sn−lτ ∈ T
n−l−1
n[k,r] , then
sgn
n[k,r](sn−lτ) = (−1)
n−l−bk−1−r+k−1 sgn
n
(τ).
Proof. The existence of k and r, as well as the fact that sn−lτ ∈ T
n−l−1
n[k,r] , follows
immediately from the definitions. It remains to prove that the signs of permutations
sn−lτ̺n[k,r] ∈ Σn−l−1 and τ̺n ∈ Σn−l (cf. 7.16) differ by (−1)
n−l−bk−1−r+k−1.
Denote v = bk−1 − (k − 1) + r; clearly
̺n(j) =


̺
n[k,r](j) for j ∈ {1, . . . , v − 1},
bk−1 + r for j = v,
̺
n[k,r](j − 1) for j ∈ {v + 1, . . . , n− l}.
since im(τ̺
n[k,r]) ⊆ {1, . . . , n− l − 1}, we obtain
τ̺n(j) =


sn−lτ̺n[k,r](j) for j ∈ {1, . . . , v − 1}
τ(bk−1 + r) = n− l for j = v
sn−lτ̺n[k,r](j − 1) for j ∈ {v + 1, . . . , n− l}.
Then
τ̺n(j) =
{
sn−lτ̺n[k,r]t
n−l
v (j) for j ∈ {1, . . . , n− l − 1}
n− l for j = n− l,
The permutations τ̺n ∈ Σn−l and sn−lτ̺n[k,r]t
n−l
v ∈ Σn−l−1 have equal signs. As
a consequence,
sgn
n
(τ) = sgn(τ̺n) = sgn(sn−lτ̺n[k,r]t
n−l
v ) = (−1)
n−l−v sgn(sn−lτ̺n[k,r]) =
(−1)n−l−v sgn
n[k,r](sn−lτ) = (−1)
n−l−bk−1−r+k−1 sgn
n[k,r](sn−lτ). 
Fix n ∈ Seq(n). For k ∈ {1, . . . , l}, r ∈ {1, . . . , nk − 1}, let
(7.21) Sn(k, r) := {A ⊆ f
−1
n
(k) = {bk−1 + 1, . . . , bk} : |A| = r}.
For A ∈ Sn(k, r), let ξk,A ∈ Σn be the permutation determined by the following
conditions:
• ξk,A(i) = i for fn(i) 6= k,
• ξk,A|A : A→ {bk−1 + 1, . . . , bk−1 + r} be strictly increasing,
• ξk,A|f−1
n
(k)\A : f
−1
n
(k) \A→ {bk−1 + r + 1, . . . , bk} be strictly increasing.
Proposition 7.22. Assume that n ∈ Seq(n), k ∈ {1, . . . , l}, r ∈ {1, . . . , bk−1} and
A ∈ Sn(k, r). Then sgn(ξk,A) = sgn(A− bk−1), where A− bk−1 := {i− bk : i ∈ A}.
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Proof. Assume that A = (a1 < · · · < ar). We have
ξk,A = t
ar
bk−1+r
. . . ta2bk−1+2t
a1
bk−1+1
,
then sgn(ξk,A) equals −1 to the power
r∑
j=1
aj −
r∑
j=1
(bk−1 + j) =
r∑
j=1
(aj − bk−1)−
r∑
j=1
j,
which coincides with the definition given in the introduction. 
Lemma 7.23. For every n ∈ Seq(n), k ∈ {1, . . . , l}, r ∈ {1, . . . , nk − 1} the
function
Sn(k, r) × Σn[k,r] ∋ (A,ω) 7→ ωξk,A ∈ Σn
is a bijection.
Proof. For arbitrary σ ∈ Σn, let A = σ
−1({bk−1 + 1, . . . , bk−1 + r}). Then σξ
−1
k,A ∈
Σ
n[k,r], and the inverse function is given by σ 7→ (A, σξ
−1
k,A). 
Every permutation ξ ∈ Σn induces an automorphism σ
∗ : On → On by the
formula σ∗(f) = fσ; notice that ξ∗a[σ, τ ] = a[σξ, τ ]. Define an inclusion ιk,A as a
composition OΠ
n[k,r] ⊆ O
Π
n
(ξk,A)
∗
−−−−−→ OΠ
n
.
Proposition 7.24. For n ∈ Seq(n) we have
∂gn =
l∑
k=1
nk−1∑
r=1
∑
A∈Sn(k,r)
(−1)k+r+bk−1+1 sgn(A− bk−1)(ιk,A)∗(gn[k,r]).
Proof. By 7.18 we have
∂gn = (−1)
n−l
∑
τ∈Tn−ln
sgn
n
(τ)
∑
σ∈Σn
sgn(σ)a[σ, sn−lτ ].
Then, by Lemma 7.20
∂gn =
l∑
k=1
nk−1∑
r=1
∑
ψ∈Tn−l−1
n[k,r]
(−1)k+r+bk−1+1 sgn
n[k,r](ψ)
∑
σ∈Σn
sgn(σ)a[σ, ψ].
Finally, using 7.22 and 7.23, we obtain
∂gn =
l∑
k=1
nk−1∑
r=1
∑
ψ∈Tn−l−1
n[k,r]
(−1)k+r+bk−1+1 sgn
n[k,r](ψ)
∑
ω∈Σ
n[k,r]
∑
A∈Sn(k,r)
sgn(ωξk,A)a[ωξk,A, ψ]
=
l∑
k=1
nk−1∑
r=1
∑
A∈Sn(k,r)
(−1)k+r+bk−1+1 sgn(ξk,A)
∑
ψ∈Tn−l−1
n[k,r]
∑
ω∈Σ
n[k,r]
sgn
n[k,r](ψ) sgn(ω)(ιk,A)∗a[ω, ψ]
=
l∑
k=1
nk−1∑
r=1
∑
A∈Sn(k,r)
(−1)k+r+bk−1+1 sgn(A− bk−1)(ιk,A)∗(gn[k,r]). 
SPACES OF DIRECTED PATHS ON PRE-CUBICAL SETS 19
8. CW-decomposition
Throughout the whole Section, K is a finite proper -set with height function
h, and v, w ∈ K[0] its vertices such that h(v) = 0, h(w) = n. For s ∈ Z, define a
function
u : Z ∋ i 7→


0 for i > s
1 for i < s
∗ for i = s.
Proposition 8.1. For every c ∈ K[n], a map
Ic : On ∋ f 7→ (du1f (c), du2f (c), . . . , duk(f)f (c)) ∈ Ch≤(c)(K),
is an isomorphism of posets.
Proof. We will construct an inverse of Ic. For an arbitrary b = (b1, . . . , bl) ∈
Ch≤(c)(K) and k ∈ {1, . . . , l}, there exists a unique, since K is proper, presentation
bk = dAk,Bk(c) where Ak and Bk are disjoint subsets of {1, . . . , n}. For X ⊆
{1, . . . , n} denote X¯ = {1, . . . , n} \ X . We have B1 = ∅ (since d0(b1) = d0(c)),
Al = ∅ (since d1(bl) = d1(c)), Bk+1 = A¯k (since d0(bk+1) = d1(bk)), and Ak ∪Bk 6=
{1, . . . , n} (since dim(bk) > 0). Therefore, we have a strictly increasing sequence
∅ = B1 ( A¯1 = B2 ( · · · ( A¯l−1 = Bl ( A¯l = {1, . . . , n},
which defines a unique function Jc(b) : {1, . . . , n} → {1, . . . , l} such that i ∈
A¯f(i) \Bf(i). Clearly, Jc is an inverse map of Ic. 
For v, w ∈ K[0] and c = (c1, . . . , cl) ∈ Ch(K)wv , define a map
(8.2) Ic : On ∋ f 7→ Ic1(f
1) ∗ · · · ∗ Icl(f
l) ∈ Ch≤c(K),
where f i are defined as in (7.5).
Proposition 8.3. For every c ∈ Ch(K)wv , Ic is an isomorphism of posets.
Proof. Every b ∈ Ch≤c(K) has a unique presentation as b1 ∗ · · · ∗ bl, where bk ∈
Ch≤(ck)(K). Define
Jc(b) = (Jc1(b
1), . . . , Jcl(b
l)) ∈ On1 × · · · ×Onl ≃ On,
where Jck is the map from the proof of 8.1; Jc is the inverse of Ic. 
Proposition 8.4. Theorem 1.8 holds for finite proper bi-pointed –sets with height
function.
Proof. By 8.3 and 7.7, for every c ∈ Ch(K) the space |Ch<c(K)wv | is homeomorphic
to Sdim(c)−1. Therefore, Ch(K)wv , augmented with a minimal element ∅, is a CW
poset in the sense of [1]. Thus, by [1, 3.1], |Ch(K)wv | is a regular CW–complex with
cells
Ac := |Ch≤c(K)
w
v | \ |Ch<c(K)
w
v |
for c ∈ Ch(K)wv . Every –map f : K → K
′ induces a morphism of posets
Ch(K)wv → Ch(K
′)
f(w)
f(v) , which maps Ch≤c(K)
w
v into Ch≤f(c)(K)
f(w)
f(v) ; therefore,
f∗ : |Ch(K)wv | → |Ch(K
′)
f(w)
f(v) | is cellular. 
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Let Ch≤n(K)wv ⊆ Ch(K)
w
v be the subset of cube chains having dimension less
of equal n; clearly |Ch≤n(K)wv | is the n–skeleton of |Ch(K)
w
v |. For a chain c ∈
Ch(K)wv of type n and dimension n let
(8.5) gc := (Ic)∗(gn) ∈ Cn(|Ch
≤n(K)wv |, |Ch
≤n−1(K)wv |).
The group Hn(|Ch
≤n(K)wv |, |Ch
≤n−1(K)wv |) is a free Z-module generated by (sim-
plicial, homological) chains gc for c ∈ Ch
=n(K)wv .
Proposition 8.6. Assume that n ∈ Seq(n), k ∈ {1, . . . , l = l(n)}, r ∈ {1, . . . , nk−
1}, and A ∈ Sn(k, r). Then the diagram
O
n[k,r] Ch(K)
On Ch(K)
✲
Idk,(A−bk−1)
(c)
❄
ιk,A
❄
=
✲
Ic
commutes.
Proof. It is sufficient to prove this in the case when n = (n), c = (c) and k = 1.
Let f : {1, . . . , n} → {1, . . . ,m} be an element of O
n[k,r] = O(r,n−r). There exists
a presentation m = m1 +m2 such that f(i) ≤ m1 for i ∈ {1, . . . , r} and f(i) > m1
for i ∈ {r + 1, . . . , n}. Furthermore,
f1 : {1, . . . , r} → {1, . . . ,m1}
is a restriction of f , and f2 is the composition
{1, . . . , n− r}
i7→i+r
−−−−→ {r+1, . . . , n}
i7→f(i)
−−−−→ {m1+1, . . . ,m2}
i7→i−m1−−−−−→ {1, . . . ,m2}.
We will write ξ instead of ξ1,A. We have
I(c)(ι1,A(f)) = Ic(fξ) = (du1fξ(c), . . . , dumfξ(c))
and
Id1,A((c))(f) = I(d0
A¯
(c),d1A(c))
(f) = Id0
A¯
(c)(f
1) ∗ Id1A(c)(f
2) =
(du1f1d
0
A¯(c), . . . , dum1f1d
0
A¯(c), du1f2d
1
A(c), . . . , dum2f2d
1
A(c))
Since ξ|A is an increasing bijection A → {1, . . . , r}, for s ∈ {1, . . . , r} we have (cf.
1.2) dusf1d
0
A¯
(c) = dg, where g|A¯ = 0 = usfξ, and g|A = f
1ξ = fξ. Hence, g = usfξ.
The similar argument applies for s ∈ {r + 1, . . . , n}. 
Proposition 8.7. Let c ∈ Ch(K)wv be a cube chain of type n. Then
∂(gc) =
l(n)∑
k=1
nk−1∑
r=1
∑
A∈Sn(k,r)
(−1)k+r+bk−1+1 sgn(A− bk−1)gdk,A−bk−1 (c)
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Proof. We will write A′ = A− bk−1. By 8.6 and 7.24, we have
∂(gc) = ∂(Ic(gn)) = Ic(∂gn)
(7.24)
= Ic

 l∑
k=1
nk−1∑
r=1
∑
A∈Sn(k,r)
(−1)k+r+bk−1+1 sgn(A′)ιk,A(gn[k,r])


=
l∑
k=1
nk−1∑
r=1
∑
A∈Sn(k,r)
(−1)k+r+bk−1+1 sgn(A′)Idk,A′ (c)(gn[k,r])
=
l∑
k=1
nk−1∑
r=1
∑
A∈Sn(k,r)
(−1)k+r+bk−1+1 sgn(A′)gdk,A′(c). 
Proposition 8.8. Theorem 1.10 holds for finite proper bi-pointed –sets with
height function.
Proof. By 1.8, Hn(|Ch
≤m(K)wv |, |Ch
≤m−1(K)wv |) is a free Z-module generated by
(simplicial, homological) chains gc for c ∈ Ch
=m(K)wv , and the differentials are
calculated in 8.7. 
9. Non-looping length covering
In this Section we generalize the results obtained for finite proper –sets with
height function to a larger class of –sets that have proper non-looping length
coverings. Recall that pcSet∗∗ is the category of finite bi-pointed –sets having
the proper non-looping covering.
For K ∈ pcSet∗∗ and n ≥ 0 define a –subset K˜n ⊆ K˜ by K˜n[d] = K[d] ×
{0, . . . , n − d} (cf. 1.4). For every n, the formula (K, v, w) 7→ (K˜n, (v, 0), (w, n))
defines a functor from pcSet∗∗ to fphSet
∗
∗.
Let p : K˜ ∋ (c, k) 7→ c ∈ K denote the obvious projection, and let pn = p|K˜n .
Proposition 9.1. Assume that (K, v, w) ∈ pcSet∗∗. All maps in the sequence∐
n≥0
~N(K˜n)
(w,n)
(v,0) ⊆
∐
n≥0
~P (K˜n)
(w,n)
(v,0) ⊆
∐
n≥0
~P (K˜)
(w,n)
(v,0)
∐
p∗
−−−→ ~P (K)wv
are homotopy equivalences, and they are functorial with respect to (K, v, w).
Proof. For the right-hand map it follows [8, Proposition 5.3] and for the left-hand
one from [6, 2.5]. Every directed path in ~K with endpoints in ~Kn lies in ~Kn so the
middle inclusion is a homeomorphism. 
This criterion shows that, when proving Theorem 1.7, we can restrict to the case
when K if a finite proper -set with height function.
Proposition 9.2. For an arbitrary -set K and v, w ∈ K[0] the sequence of –
maps K˜n ⊆ K˜
pr
−→ K induces morphism of posets∐
n≥0
Ch(K˜n)
(w,n)
(v,0)
∼=
−→
∐
n≥0
Ch(K˜)
(w,n)
(v,0)
≃
−→ Ch(K)wv ,
which are isomorphisms.
Proof. The formula Ch(K)wv ∋ (ci)
l
i=1 7→ ((ci,
∑i−1
j=1 dim(cj)) defines the inverse
function and all the maps involved commute with dK,A. 
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Proof of 1.7. If K is a –set with the proper non-looping covering, then, for
v, w ∈ K[0], there is a sequence of homotopy equivalences
~P (K)wv
≃
←−
∐
n≥0
~P (K˜n)
(w,n)
(v,0)
∐
εK˜n−−−−→
∐
n≥0
|Ch(K˜n)
(w,n)
(v,0) |
≃
−→ |Ch(K)wv |,
which follow from 9.1, 6.7 and 9.2 respectively. 
Proof of 1.8 and 1.10. By 9.2, these follow from 8.4 and 8.8, respectively. 
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