I. INTRODUCTION
T HIS PAPER reports the first experiments with a new class of model-based adaptive force control algorithms reported in [2] and [4] . The problem addressed is the control of robots whose motion is constrained by point contact between the robot tool and a smooth rigid environment or workpiece. Manufacturing applications of force control include a great variety of commonplace tasks such as grinding, polishing, buffing, deburring, and assembly operations currently performed either manually of by fixed automation equipment.
The new algorithm evaluated in this paper employs a sliding-mode approach to provide asymptotically exact tracking of both end-effector position and contact-force. The controller's local asymptotic stability can be mathematically proven with respect to the commonly accepted nonlinear rigid-body dynamical equations of motion for robot arms. Its adaptive extension can be shown to adaptively compensate for unknown plant parameters such as link and payload inertia, joint friction, and friction arising at the contact point between the tool tip and the surface. Note that the control problem of rigidly constrained rigid arms addressed herein differs significantly from the problem of control of arms in contact with a compliant environment, e.g., in [7] and [23] . This paper addresses the problem of single-point contact between the tool and a rigid environment. In [15] , the authors report experiments using a different manipulator for the more complex case in which the tool maintains multiple point-contacts between the tool and a rigid environment.
In [16] , the authors report satisfactory performance of the new force control algorithm in numerical simulation studies. The practical advantages and disadvantages of control algorithms, however, can most clearly be demonstrated by actual working implementations. The data herein shows the new model-based force controllers to outperform their nonmodelbased counterpart. To the best of our knowledge, these experiments compare the performance of differing force controllers over a wider range of operating conditions than previously reported, e.g., tool tip velocities up to an order of magnitude higher than previously reported. This paper has three principal contributions. First is the experimental comparison between the one ad-hoc and two provably stable model-based controllers. Second, to the best of our knowledge, it reports the first implementation of a provably correct adaptive nonlinear model-based force controller for multijoint arms under holonomic geometric constraints. Finally, it presents a systematic experimental examination of the comparative effect of a variety of design parameters over a wide range of operating conditions, and attempts to relate each point to previously published experimental studies.
II. THE DYNAMICS OF GEOMETRICALLY CONSTRAINED MOTION
This section reviews the problem of robot force control for the case of point contact with a rigid smooth surface. We employ the notation that is a positive integer number of manipulator links; are the robot joint position and velocity vectors, respectively; and are the robot reference joint position, velocity, and acceleration vectors, respectively; and are the magnitude of the component of the actual and reference tool tip forces normal to the rigid surface, respectively. We assume the availability of the following information and conditions.
1) The forward kinematic map to the end-effector contact point, a smooth function from joint-space to Cartesian work-space, is exactly known. 2) A smooth function, which implicitly represents the rigid surface, is exactly known and possesses the following properties: 1) everywhere on the surface, 2) everywhere off the surface, and 3) on the surface. Define 3) The robot end-effector is (holonomically) constrained to be in contact with the surface, This assumption means that the endpoint of the robot endeffector is "captured" in the surface. 4) The reference position trajectory, have been specified in advance such that 5) The kinematic Jacobian, is full rank everywhere on the surface. Define the following useful functions.
1) is the work-space surface normal vector at point Assumption 2 assures that is nonzero. The normal vector should not be confused with the integer , the number of links . 2) is the joint-space surface normal vector at point Assumptions 2, 3, and 5, above, assure that is nonzero.
3)
is an matrix valued function of rank one whose image is the surface normal at point and whose kernel is the surface tangent at Note that is an orthogonal projection matrix-image span and 4)
is is an matrix valued function of rank whose image is the surface tangent at point and whose kernel is the surface normal at Note that is an orthogonal projection matrix.
5)
is an vector which maps normal surface force magnitudes into corresponding joint forces through the transpose of the kinematic Jacobian at point Assumptions 2, 3, and 5, above, assure that is nonzero. Note from the definitions that and, in consequence, and 6) Define
A. Dynamics of Geometrically Constrained Point Contact
The equations of motion of a mechanical system in local joint coordinates, , in the presence of external forces arising from 1) the earth's gravitational potential, , 2) independently controlled torque actuators, , and 3) a contact force normal to the contact surface take the form:
where and are the standard inertial and coriolis matrices, respectively. The assumption that the manipulator is constrained to the surface, implies that , and
We consider the problem of reference trajectory tracking with full state access-the signals and are instrumented. As it is difficult (or impossible) to directly instrument and measure , and , these signals are not employed in the control laws.
B. An Orthogonalized Sliding Mode Force Controller
The problem addressed in this review is the construction of a control law, , that causes the robot to track the reference position and reference normal force asymptotically exactly, i.e.,
The first adaptive force controller to be proven stable with respect to the full nonlinear robot model appears to have been reported by Arimoto et al. in [4] , in which the authors employ the error coordinate system: (2) Here, and is a positive scalar design parameter, and where This general type of error coordinate system is often employed in "sliding mode" stability proofs, an approach first popularized in the robotics literature for the problem of unconstrained robot motion (noncontact) in [21] . The general idea of sliding mode proofs is as follows. 1) Choose an exponentially stable subspace of the state space, and define an error metric which "measures" the distance from this subspace. 2) Construct a feedback controller which can be shown to drive the closed loop error dynamics (in an sense) onto the stable subspace. 3) Argue that the state of an exponentially stable system driven by an signal must also go to zero.
Note that has the structure By definition , thus
It follows from the definitions that , thus
If we define
then we can write (3) equivalently as (5) and its time derivative as (6) Consider the control law
Equating plant (1) and controller (7) yields closed loop system dynamics of thus
The "distance" to the subspace satisfying the equality that may be measured by varies along motions of the closed loop system as and from (8) we have (9) Noting that and are scalars and from definitions we have (10) Finally, from the well-known fact that has a skew symmetric form, we have It follows that all motion tends toward the set satisfying the equality
The defect with the error coordinate system (2) is that the set of for which is not globally exponentially stable, in consequence of 's rank deficiency. Thus the convergence of does not directly imply the convergence of (state and force tracking error). This is in contrast to the case of unconstrained tracking. Indeed a simple counter example will demonstrate it is not possible obtain global asymptotic tracking with this force controller. Thus a second regimen of arguments [2] , [16] , which fall beyond the scope of the present review, is required to conclude local asymptotic stability of the force and tracking errors. While the local stability proof places restrictions on initial state tracking error and surface geometry, the experiments of Section IV indicate the size of the region of local stability to be satisfactory in practice.
C. Adaptive Extension
With the stability of the underlying nonadaptive control algorithm assured, the extension to the adaptive case is trivial-as is true with most globally stable model-based controllers. The reader is referred to [2] and [16] for a detailed derivation and stability proof.
III. EXPERIMENTAL SETUP
The arm used for these experiments [10] , [18] was a seven degree of freedom direct-drive arm developed at Toshiba Corporation's Energy and Mechanical Research Laboratory. Each joint was equipped with a direct-drive DC motor, and high resolution 1 296 000 count laser optical encoder. The original seven degree of freedom arm was modified by removing a fragile three-axis direct-drive wrist and locking one of the proximal joints. For these experiments, the arm had three active degrees of freedom. The arm's three permanent-magnet DC brush motors are driven by conventional PWM power amplifiers.
The robot wrist was equipped with a six-axis force-torque sensor. This enabled the simultaneous measurement of tooltip normal and tangential forces in real-time-despite constant variations in the orientation of the tool-tip with respect to the work-surface normal. The analog force sensor had a maximum rating of 200 N and was sampled to an accuracy of 12 b for a force resolution of 0.1 N. While the arm was in motion under servo control the actual ambient noise in the force sensor readings was on the order of 1-2 N.
The tool used in these experiments was a rigid aluminum probe 6-cm in length with a 2-cm diameter hemispherical steel tip, as shown in Fig. 3 . The robot's task is to move its tool tip along a specified trajectory on the surface of a workpiece while at the same time maintaining a specified tool tip force normal to the surface. With only three joints, the orientation of the tool-tip varies continually with respect to the work-surface normal. The trajectories were selected to exercise the system over a wide range of manipulator configurations; the trajectories were not constructed to take advantage of the manipulator kinematic structure. To represent the "workpiece" of an industrial application, the new robot system was equipped with a large rigid surface. The surface was composed of a 600 mm 800 mm 5 mm sheet of polished aluminum. The surface was rigidly bolted to a rigid support stand which held it at a 70 angle above horizontal.
The feedback gain matrixes used in all controllers were identical. They were selected empirically to give approximately critically damped response to the individual joints when in independent motion. Note that the feedback gain matrices employed (identical between controllers) were considerably lower than the limit dictated by the usual experimental technique of increasing gains as high as possible (to the verge of instability). Unfortunately, since robot manipulators constitute highly nonlinear plants, gain settings which are optimized for one reference trajectory may well result in unstable performance for another. We were interested in comparing the relative performance of the different controllers in an unbiased fashion over a wide range of performance regimes and, accordingly, did not push gains to the verge of instability to obtain the smallest tracking error magnitude for each reference trajectory. Higher feedback gains were observed (of course) to provide proportionally smaller steady state tracking errors for all controllers, but the relative performance between the various controllers remains unchanged. In short, gain margin is very much a function of reference trajectory in such nonlinear systems and we chose low enough values to permit experimentation with identical gains over the entire performance regime examined. Except where explicitly noted otherwise, the feedback gains were employed uniformly for all controllers.
The adaptive model-based controllers have two design parameters not found in the fixed controllers. Except where explicitly noted otherwise, the adaptive gain for the adaptive controller was set to be as large a multiple of unity as possible while preserving stability-a value of 0.5. The experimenter also must choose initial values for the adaptive controller model parameter vector for each run. Except where explicitly noted otherwise, the adaptive model parameter values were initialized to a value of zero at the beginning of each adaptive control experimental run.
The position feedback signals used in the experiments were obtained with 1 296 000 count per revolution laser-optical encoders. The velocity signals were obtained by 1) numerically differentiating the position signals at 333 Hz and 2) smoothing the resulting velocity signal with a recursive first-order lowpass digital filter with 10 ms time constant.
The two model-based controllers incorporated a plant model derived from the exact Lagrangian rigid-body dynamical equations, for fully general link inertia tensors (including the off-diagonal terms), without omission or approximation of a single term. The "C" source code equations were generated by programs (available free from the authors) written for the symbolic mathematics environment Mathematica. The full control laws were evaluated at 333 Hz.
Included (except where noted) in the model-based controller implementations, though omitted for clarity from the equations of Section II, are single parameter coulomb and viscous friction [22] compensation terms as well as a command DAC zero-offset term for each joint. Each link, therefore, required 13 parameters-ten rigid-body parameters, 1-C friction parameter, one viscous friction parameter, and one DAC zero-offset term. Note that the tool (Fig. 3) was rigidly mounted to link 3. The model-based controller compensates for the the full inertial and gravitational effects of the tool as an integral part of link 3. Two additional parameters are used for compensation of tool tip coulomb and viscous friction coefficients with the rigid surface, bringing the total to 41 parameters for the whole system. Except where noted otherwise, in the experiments presented herein all inertial and viscous friction model terms were enabled, and the coulomb and DAC-offset terms were disabled.
IV. FORCE CONTROL EXPERIMENTS

A. Three Force Control Algorithms
This section details the three force control algorithms we have implemented and tested on the Toshiba Direct Drive Arm.
1) Proportional-Derivative Position and Force Control:
Perhaps the simplest fixed force controller which does not use a plant model is the proportional-derivative force (PDF) controller. 1 It takes the form - (11) where is defined in (2) .
The PDF controller employs the following three distinct components: 1) feed forward of the desired surface normal force in the one-dimensional joint-space subspace normal to the surface, 2) feedback of the integral of the force error in the one-dimensional joint-space subspace normal to the surface, and 3) PD feedback of the joint position and velocity errors in the subspace tangent to the rigid surface.
2) IDCF-Model-Based Force Control: This model-based controller is defined in (7) of Section II-B and will be denoted IDCF. Adopting the commonly used notation for robot dynamics in which a vector, , of known plant parameters is explicitly factored out, e.g., [1] , the equation of robot motion (1) can be written (12) Using this notation, the controller (7) can be written (13) (14) where and are defined in Section II-B.
This controller has the following three distinct components: 1) precise feedforward of joint torques due to plant dynamics and the desired tool tip normal force, 2) feedback of the integral of the force error in the one-dimensional joint-space subspace normal to the surface, and 3) PD feedback of joint position and velocity errors in the subspace tangent to the rigid surface.
Note that the PDF controller differs from the IDCF controller by omitting all model-based plant compensation. The 1 The well-known class of force controllers first reported in [20] is similar in many respects to the PDF controller 11; they differ only in coordinate system of formulation. The controller in [20] differs from the inverse dynamics critically damped force (IDCF) and inverse dynamics critically damped force adaptive (IDCFA) controllers in three respects. First, the system dynamics in [20] are formulated in work-space coordinates, rather than joint-space coordinates. Second, the IDCF and IDCFA controllers posess model-based dynamics compensation absent in [20] . Third, the controller presented in [20] is presented without a proof of stability. To the best of our knowledge, an experimental comparison between reported force controllers which differ only in the coordinate system of formulation (work-space or joint-space) has not been attempted.
IDCF and PDF controller are precisely equivalent when the IDCF parameter vector has value zero.
3) IDCFA-Adaptive Model-Based Force Control: Given a stability proof for (13) , it is easy to derive a stable adaptive extension. The adaptive version of (13) denoted IDCFA is written (15) (16) where is the controller's estimate of the plant parameter vector, is the parameter update law, and are defined in Section II-B, and is a positive scalar valued adaptive gain. The reader is directed to [2] and [4] for a detailed stability proof.
B. Force Controller Performance
This section presents actual experimental data on the comparative performance of the IDCF (13), IDCFA (15) , and PDF (11) force control algorithms.
1) The Effect of Model-Based Rigid-Body Feedforward: Given the diversity of experimental results for model-based control of unconstrained robot motion, e.g., [1] , [8] , [14] , [23] , [25] , [27] , in the present context of force control it seems essential to investigate the comparative performance of model-based versus nonmodel-based force controllers. The purpose of this section is to compare the performance of the nonmodel-based PDF controller (11) with the fully adaptive model-based IDCFA controller (15) .
In this experiment, we employed a reference trajectory in which the robot tool tip describes a circle on the surface of the rigid, flat, aluminum plate (described in Section III). The reference trajectory circle diameter was 0. We conclude that the IDCFA controller can significantly outperform the PDF controller. At these slow velocities, the plant dynamics are dominated by gravity and friction forces. We attribute the IDCFA controller's good performance to its adaptive controller to rapidly "learn" the plant parameters within a few seconds. We attribute the poor performance obtained with the PDF controller to its inability to compensate for plant dynamics. In the sequel we will see the IDCFA controller outperform PDF over a wide range of operating conditions.
2) The Effect of "Fast" and "Slow" Reference Trajectory Velocities: Previous experimental investigations of robot force control have all, to the best of our knowledge, demonstrated stable force control only in the case of robot motion at low (or zero) velocity [12] , [23] , [27] . To fill this lacunae in the literature, this section reports the stability and performance of the force control algorithms at higher reference velocities. Fig. 6 shows the tracking performance of both the (a) IDCFA and (b) PDF for a fast reference trajectory. The reference trajectory speed was 0.628 m/s, ten times faster than that of Fig. 5 . The reference normal force was 40 N, the initial robot position error was about 0.05 m, and the initial robot velocity error was 0.628 m/s. These graphs show the IDCFA controller to exhibit a start-up tracking transient which converge after a few seconds to near steady state performance. These start-up transients are typical of adaptive control systems for which the adaptive parameter values are initialized to zero [25] . The PDF position tracking error is approximately four times worse than for IDCFA. The force tracking performance of both controllers is poor. The PDF steady state force errors are about two times worse than for IDCFA.
We conclude that IDCFA offers tracking high speed performance superior to PDF. We attribute the superior force and position tracking performance of the IDCFA controller to its feedforward compensation of rigid-body dynamics such as inertial, coriolis, gravity, and friction terms. The PDF controller, in contrast, does not compensate for rigid-body dynamics. At high tip velocities, force tracking performance for both algorithms was poor. We attribute the poor high-speed force tracking to motor saturation, torque ripple, and imperfect torque calibration. It is worth noting that we observed stable performance of the IDCFA controller for a variety of high speed trajectories (in excess of 1 m/s) for which the PDF controller was unstable.
3) The Effect of Position and Velocity Error Feedback Gain: Is "high gain PDF" better than IDCFA? Given the strong dependence tracking error on feedback gains, the following question arises: "If the feedback gain of a simple "PDF" type controller is increased, will its performance improve to equal that of the corresponding "IDCFA" controller?" In [24] , the authors present data showing that given equal feedback gains the comparative performance of IDCFA control is superior to that of PDF control. This is corroborates previous experimental observations showing model-based controllers to provide performance superior to PD-type controllers over a wide range of operating conditions [14] , [25] , [27] .
4) The Effect of Adaptive Gain:
The IDCFA controller adaptive update law (16) contains an adaptive gain parameter, , whose value can theoretically be any symmetric positive definite matrix. In practice, however, the defects of the real plant enforce an upper bound on this parameter-beyond which the controller is unstable. In [24] , the authors present data concluding that proper adaptive gain magnitude selection is essential for good performance, and individual tuning of the elements of is not always a prerequisite for good performance-a multiple of the identity matrix works well in many cases. The matter deserves continued careful attention.
5) The Effect of Integral Force Error Feedback Gain:
Like many of the previously reported experimental studies, the three force control algorithms (11), (13) , and (15) incorporate feedback of the integral of the actual force tracking error sensed at the robot tool tip. In [23] , the authors use a linearized plant approximation to demonstrate reference force feedforward and integral force error feedback to be superior to other techniques in the case of a motionless arm. In [27] , the authors demonstrate the utility of reference force feedforward and integral force error feedback in an exact linearization force controller for moving arms. Note that, unlike many reported force control laws, the time-derivative of and is not employed either explicitly or implicitly in any of the control laws presented herein. In [24] , the authors present data showing that integral tool tip force feedback is essential to good force tracking performance. This corroborates independently reported experimental results, e.g., [23] , [27] . The position tracking performance was insensitive to variations in 6) The Effect of Constant and Time Varying Force Reference Trajectories: For simplicity of exposition, the experiments of the previous sections employed a reference force trajectory of a constant 40 N. A variety of useful force control tasks, however, require time-varying force trajectories. It is straightforward to demonstrate very high-bandwidth force/torque response for a single direct-drive joint, as has been reported in [1, ch. 8] and [9] . In the context of a multijoint arm, however, unmodeled dynamics of the links themselves will limit the tool-tip force bandwidth to less than that of the component actuators. This Fig. 7 shows the reference and actual tool tip force versus time for four different constant force reference trajectories under IDCFA control. The tool tip velocity was 0.0628 m/s. In each case, the actual force is within about 10% of the reference value. Fig. 8 shows the force tracking performance for a force reference with a period of 1 s and peak force magnitude of 100 N. Here, as in the slower case, the sine wave and triangle wave tracking is within about 10% of the reference value. The response to the square wave force reference, while stable, clearly exhibits unmodeled dynamics in the form of a decaying transient vibration induced in the robot mechanical structure by each force reference discontinuity.
We conclude with three points. First, the IDCFA controller consistently provides accurate tracking of hugely varying smooth force trajectories (normal to the surface), while simultaneous providing accurate position and velocity tracking (tangent to the surface). Second, unmodeled dynamics degrades force tracking performance for discontinuous force trajectories. Third, the upper limit of the rate at which force can be controllably varied appears to be limited only not by sensor and actuation bandwidth, but by the mechanical stiffness of the robot structure itself.
7) The Effect of Reference Trajectory Curvature:
How does the shape and curvature of the reference trajectory effect performance? Fig. 9 shows the reference and actual tool tip What about more complex reference trajectories for one of several tested Lissajous shaped reference trajectories. Here, both the tool tip reference trajectory (workspace) curvature and velocity are time varying. Both the position and force tracking performance is uniformly satisfactory. We conclude that IDCFA position and force tracking performance is insensitive to large variations reference trajectory. Precise position and force tracking may be achieved for tasks which simultaneously require large continuous changes in reference speed, direction, curvature, and force.
8) The Effect of Friction Compensation: Is friction compensation useful? In the experiments of the previous section, the IDCFA controller compensated for friction at the robot's joints and tool tip in addition to compensation for rigidbody dynamics. This section examines the utility of primitive friction compensation in force control applications.
The IDCF and IDCFA controllers included simple one parameter coulomb and viscous friction terms of the following form for each joint (17) where and are the coefficients of coulomb and viscous friction for joint , respectively. Also included was compensation for the coulomb and viscous friction compensation for tool tip/surface interaction written (18) where is a small positive scalar design parameter, and and are, respectively, the coefficients of coulomb and viscous friction for the tool tip's contact with the workpiece. These friction terms were incorporated into the controllers of (13) and (15) . Note three practical observations: First, (18) employs instead of to avoid the introduction of an algebraic loop in in the overall closed loop system. Second, the (theoretically disallowed) discontinuous term in (17) works well in experimental practice. Third the use of reference velocities in friction compensation, and instead of actual sensed velocities, and , respectively, yields good experimental performance. Fig. 10(a) shows the steady state IDCFA controller tracking performance with friction compensation and Fig. 10(b) shows it without friction compensation. The tracking error without friction compensation is seen to be about four times that with friction compensation.
The improved tracking performance exhibited by the friction-compensated controller in Fig. 10 suggests that the plant model including friction more closely represents the actual plant than the frictionless plant model. Examination of the evolution of the IDCFA model parameter vector for the friction and nonfriction cases supports this conjecture. Fig. 11 shows the magnitude of the IDCFA adaptive parameter vector as a function of time with and without friction compensation. Again, the reference trajectory was a 0.2-m diameter circle with tool tip speed of 0.0628 m/s. In both graphs, the upper curve is for the case with friction compensation, and the lower curve is for the case without friction compensation. Fig. 11(a) shows the transient behavior of the parameter vector magnitude starting with a magnitude of zero at For the case of IDCFA without friction compensation (bottom curve), the parameter vector magnitude has a pronounced periodic 0.1 Hz oscillation which is entrained with the 0.1 Hz period of the circular reference trajectory. In the case of the IDCFA with friction compensation (top curve), however, we see an approximately monotonic evolution with a moderate periodic component. Fig. 11(b) shows the behavior of the parameter vector magnitude after about three minutes of tracking. Again, the strongly periodic behavior seen in the nonfriction compensated case (bottom curve) is almost absent in the friction-compensated case (top curve).
What causes this partially periodic behavior of the parameter vector In the ideal case, where the structure of the controller model exactly matches that of the plant, the controller parameters estimates will converge to "correct" values. 2 In the case of structural mismatch between the plant dynamics and controller model, little can be said analytically. We surmise that the periodic behavior in nonfriction compensated case arises from a mismatch between plant dynamics and controller model. Absent the dominant friction terms, the nonfriction compensated controller parameter vector, acts (in part) as a simple integral position error feedback term-an unintended addition to its intended function. In contrast, the friction-compensated controller more nearly matches the actual robot dynamical structure, and its parameter vector displays nearly nearly monotonic growth to a steady state value-text-book performance. We conclude that friction compensation is essential. The primitive friction models given in (17) and (18) are effective in compensating for friction effects at low velocities, thus corroborating previous reports, e.g., [25] . Moreover, we surmise that the inclusion of more precise friction models, e.g., [6] , will result in correspondingly improved tracking performance.
9) The Effect of Fixed Versus Adaptive Model-Based Compensation: How does the performance of the nonadaptive IDCF (13) model-based controller compare to its adaptive IDCFA (15) counterpart? Given exact knowledge of all plant parameter values, the nonadaptive controller will, according to theory, provide asymptotically exact tracking performance. Can this be realized in practice? To answer this question, this section examines the performance differences between the adaptive IDCFA and the nonadaptive IDCF control algorithms.
The experimental comparison of nonadaptive and adaptive controllers is complicated by the need for a suitable parameter set for the nonadaptive IDCF controller. Ideally, we would employ the "true" parameter set of the plant. In practice, however, accurate plant parameter values for mass, moments and products of inertia, and friction are difficult or impossible to identify accurately via conventional methods [1] , [5] . Fortunately, the adaptive controller will provide (according to theory) asymptotically exact parameter estimates of the unknown robot plant parameters. Accordingly, for the experiments in this paper we constructed the IDCF nonadaptive controller using parameters obtained from a converged run of the IDCFA adaptive controller. Fig. 12 shows the actual and desired tool tip trajectories for IDCFA (top), IDCF (middle), and PDF (bottom) controllers. The tool tip reference trajectory was a 0.2-m diameter circle with tip speed of 0.0628 m/s and normal force 100 N. Here we see the IDCF and IDCFA model-based controllers to outperform the PDF controller, and the IDCFA adaptive controller to clearly outperform both nonadaptive controllers. Curiously, the nonadaptive model-based IDCF controller appears to perform almost as poorly as the PDF controller.
We conclude with the following. First, the adaptive controller outperforms both nonadaptive controllers. This confirms our earlier study of noncontact model-based robot control [25] . Second, When provided with "good" parameters, the IDCF nonadaptive controller performance does not equal that of the IDCFA controller. This behavior-in contrast to the predictions of ideal theory-arises from the following causes. 1) The simple robot dynamical model employed in the controller does not adequately capture the infidelities of the real system. For low speed operation, improved friction models might yield substantial improvements [6] . 2) In the presence of unmodeled dynamics, the parameter adaptive mechanism (16) of the IDCFA controller acts (in part) as an unintended "integral position error feedback" term-a term absent in both IDCF and PDF. The parameter magnitude plots in Fig. 11 supports this conjecture. The explicit introduction of integral position error feedback terms has been discussed by various authors, e.g., [3] . The inclusion of such an integral error term in a provably correct tracking controller deserves continued careful attention.
V. CONCLUSION
This paper has reviewed a new class of model-based adaptive force controllers for robot manipulators. To the best of our knowledge, this paper describes the most extensive experimental study of adaptive force control for geometrically constrained robots reported to date. Our goal was to elucidate the advantages and disadvantages of a new model-based adaptive force controller (IDCFA) in comparison to nonadaptive (IDCF) and nonmodel-based (PDF) counterparts. We conclude with the following. 1) Model-based force controllers (IDCF, IDCFA) outperform nonmodel-based control (PDF) over a wide range of position and force reference trajectory shapes, reference velocities, and feedback gains. In particular, IDCF and IDCFA both outperformed PDF at their highest practicable gain settings-thus contradicting the widely held belief that "high gain PD" obviates the need for plant modeling.
2) The degree of performance improvement afforded by nonlinear model-based algorithms is strictly limited by the accuracy of the plant model employed. Here, a single plant's dynamics were seen to be dominated by qualitatively. Here, a single plant's dynamics were seen to be dominated by qualitatively distinct terms under differing operating conditions. Friction and gravity compensation is needed for accurate low speed tracking, while rigid-body dynamics compensation is required for precise high speed operation. It is absolutely essential to carefully match the controller's plant model to plant dynamics in the context of a desired application-when better models are incorporated, performance benefits are immediate. 3) Integral feedback of the force tracking error is essential to stable and accurate force control, thus corroborating previous experimental studies for both linear [23] and nonadaptive model-based [27] 
