Abstract. A rank one local system on the complement of a hyperplane arrangement is said to be admissible if it satisfies certain non-positivity condition at every resonant edges. It is known that the cohomology of admissible local system can be computed combinatorially. In this paper, we study the structure of the set of all non-admissible local systems in the character torus. We prove that the set of non-admissible local systems forms a union of subtori. The relations with characteristic varieties are also discussed.
Introduction
Let A = {H 1 , . . . , H n } be a finite set of hyperplanes in P C . The hyperplane arrangement A determines a poset L(A) of subspaces obtained as intersections of hyperplanes in A. The combinatorial structure of L(A) is deeply related to the topology of M (A). In [13] Orlik and Solomon proved that the cohomology ring H * (M (A), Z) can be described in terms of combinatorial structures of L(A). However the homotopy type of M (A) can not be determined by L(A). Indeed, in [14] Rybnikov proved that the fundamental group π 1 (M (A)) can not be determined by L(A). The combinatorial decidability of other topological invariants is still widely open. One of such invariant is rank one local system cohomology groups over M (A), which is originally motivated by hypergeometric functions [1, 9] . Rank one local systems are parametrized by points in the character torus T(A) = Hom(π 1 (M (A)), C * ). For generic t ∈ T(A), it is proved ( [10] ) that H i (M (A), L t ) = 0 for i = , where L t is a rank one local system corresponding to t ∈ T(A). Furthermore, Esnault-Schechtman-Viehweg [7] (and [15] ) proved that for a local system L t such that the residue of associated logarithmic connection at each hyperplane is not a positive integer, the cohomology group H i (M (A), L t ) can be computed by using the cochain complex, so-called the Aomoto complex, defined on the graded module H * (M (A), C), see §3. Such a local system is now called an admissible local system (see Definition 3.1). Therefore, for an admissible local system L t , the cohomology H * (M (A), L t ) is combinatorially computable.
For some arrangements, it has been proved that all rank one local systems are admissible ( [12] ). However, in general, the set of nonadmissible local systems is non-empty. A natural strategy to study combinatorial decidability of local system cohomology groups is: (a) Determine the set of all non-admissible local systems in T(A). (b) Compute the local system cohomology groups for non-admissible local systems. The purpose of this paper is related to the part (a) of the above strategy. We study the basic properties of the set of nonadmissible local systems in the character torus T(A).
The paper is organized as follows. In §2, we generalise the notion of admissible local systems. Consider the exponential map Exp : V = C n −→ T = (C * ) n , with kernel Λ ∼ = Z n . We introduce the notion "Φ-admissibility" on the algebraic torus T = (C * ) n , for any finite set Φ ⊂ V * of linear forms which preserve integral structure. We prove that the set of non-admissible points in T forms a union of subtori. We also give several conditions on t ∈ T to be admissible/non-admissible. In §3, we apply results from the previous section to the case of character torus of the complement complex line arrangements. In §4, we discuss the relation between non-admissible local systems and characteristic varieties. In particular, we prove that the local system corresponding to a point in the translated component (in the characteristic variety) is non-admissible. In §5, we describe several examples. Acknowledgements. The first author would like to thank the Department of Mathematics and Faculty of Science of Hokkaido University for kind hospitality during the initial stage of this work. The second author is supported by JSPS Fellowship for Foreign Researcher. The third author is supported by JSPS Grants-in-Aid for Scientific Research (C).
General theory
Let V ∼ = C n be a vector space and let T ∼ = (C * ) n be a complex torus. Consider the exponential mapping
induced by the usual exponential function C −→ C * , t → Exp(t) = exp(2πit), where i = √ −1. Let Λ := ker(Exp). Note that Λ is a lattice and hence Λ ∼ = Z n . Then we have that V = Λ ⊗ C and define
It is easily seen that there exists a characterα i : T −→ C * such that the following diagram is commutative
Example 2.2. The unit 1 ∈ T is Φ-admissible for all Φ. In fact, Exp(0) = 1 and α i (0) = 0 / ∈ Z >0 for all α i ∈ Φ.
Note that, for any given Φ, we can write T = Adm(Φ) NonAdm(Φ), where Adm(Φ) is the set of Φ-admissible elements and NonAdm(Φ) is the set of non Φ-admissible elements.
Proof. This is because the mapping Exp is a local homeomorphism and because the conditions of Φ-admissibility are open conditions. Definition 2.4. Let S ⊂ Φ be a subset. Then we define T(S) := {t ∈ T |α i (t) = 1 ∀α i ∈ S} and T(S)
Since T(S) = α∈S kerα, it is a subtorus of T. Moreover T(S)
is a Zariski open subset. Notice that T(S) is disconnected in general. We denote C(S) := T(S)/T(S) 1 , where T(S) 1 is the identity component. For u ∈ C(S), we denote by T(S) u the corresponding connected component. We can write T(S) = u∈C(S) T(S) u and T(S)
• u as disjoint union of their connected components, where T(S)
• . It is then clear that, for any given Φ, we have
Proof. The statement follows from Proposition 2.5 and the fact that non Φ-admissibility is a closed property.
Proof. This follows from Lemma 2.3, Proposition 2.5 and the fact that 1 ∈ T(S) • .
In general, we have the following. Corollary 2.9. All t ∈ T(S)
we have the following. Theorem 2.10. We have that
and
Remark 2.11. From the previous Theorem, we see that NonAdm(Φ) is the union of subtori of T. Hence it is a Zariski closed subset of T.
From here to the end of the section, let us fix t ∈ T.
Definition 2.12. Given Φ as before, we define
Directly from the previous Definition, we have the following
Let t ∈ T. Then the structure of the subtorus T(Φ t ) is closely related to the admissibility of t.
Proposition 2.14. If t ∈ T(Φ t ) 1 , then t is Φ-admissible.
Proof. By hypothesis, we obtain that t ∈ T(Φ t )
• 1 and hence we conclude by Corollary 2.9.
We will see later that, under certain assumption, the converse to Proposition 2.14 holds (Theorem 2.24).
Since the notion of Φ-admissibility concerns only the real part of α i , we can restrict our attention to the real torus T R := (S 1 ) n = Exp(V R ). In fact, using the linear algebraic fact "A system of linear equations with real coefficients has real solutions if and only if it has complex solutions", we can prove the following key fact.
where S ⊂ Φ. As we have already seen, Adm(Φ) is a disjoint union of the subsets of the form T(S)
• u . The above fact shows that it is enough to consider the real torus T R .
Notice that if we consider v ∈ V such that Exp(v) = t then,
for α ∈ Φ. Hence t ∈ T R is Φ-admissible if and only if there exists v ∈ V R such that Exp(v) = t and α(v) ≤ 0 for all α ∈ Φ t . Now it seems natural to consider the following cone D(Φ t ).
Using the notion of the cone D(S), we can rewrite the definition of the Φ-admissibility as follows.
Proposition 2.17. Let t ∈ T R and choose an element v 0 ∈ V R such that Exp(v 0 ) = t. Then t is Φ-admissible if and only if
Proof. It is obvious from Exp
Thus the admissibility is reduced to the existence of certain lattice points in a cone. The following gives a sufficient condition for t ∈ T R to be Φ-admissible.
is the subspace generated by D(Φ t ). Proof. From the assumption, D(Φ t ) is a cone in V R which has a nonempty interior. Hence,
Proposition 2.19. If Φ t is composed of linearly independent elements, then t is Φ-admissible.
Proof. Since independence implies that D(Φ t ) is full dimensional and so
Corollary 2.20. If Φ is composed of linearly independent elements, then every t ∈ T is Φ-admissible.
We now give a characterization for admissibility in terms of the dual cone.
Notice that Cone(S) is a cone in V * and D(S) is its dual cone (times (−1)). Furthermore, from the self-duality of convex cones ( [8] ), we have
The next lemmas will be used later.
Proof. As we saw
is a disjoint union of linear subspaces in V R . It is easily seen that one of the subspaces which passes through the origin 0 ∈ V R is precisely equal to D 0 (S). Proof. Recall that t is Φ-admissible if and only if there exists v ∈ D(Φ t ) such that Exp(v) = t. By Lemma 2.23, we have D 0 (Φ t ) = D(Φ t ). Hence t is Φ-admissible if and only if there exists v ∈ D 0 (Φ t ) such that Exp(v) = t. By Lemma 2.22, it is equivalent to t ∈ T R (Φ t ) 1 .
Structure of admissible rank one local systems
with a j ∈ C and n j=0 a j = 0. The flat connection ∇ := d − α∧ determines a local system L. Since the local system L is depending only on the the monodromies t = (t 0 , . . . , t n ) ∈ (C * ) n where t = Exp(α) := (Exp(a 0 ), . . . , Exp(a n )), it is denoted by L t .
For any p ∈ P 2 , we denote A p := {L ∈ A | p ∈ L}.
Definition 3.1. A local system L t as above is admissible if there is a cohomology class α ∈ H 1 (M, C) such that Exp(α) = t, a j / ∈ Z >0 and, for any point p ∈ L 0 ∪ · · · ∪ L n of multiplicity at least 3, one has
For an admissible local system it is proved that ( [7, 15] )
Notice that Definition 3.1 is a particular case of the Definition 2.1. To see that, it is enough to put
where x i : V −→ C is a linear form defined by (x 0 , . . . , x n ) → x i and x(p) : V −→ C is defined by (x 0 , . . . , x n ) → x i 1 + · · · + x ir , where
Now we can apply the results in the previous section. For example, we have the following. Theorem 3.2. The set of all non-admissible rank one local systems is the union of subtori of T(A). Moreover, the set of all admissible rank one local systems forms a Zariski open subset of the character torus.
We denotes the set of admissible (resp. non-admissible) local systems by Adm(A) (resp. NonAdm(A)).
Characteristic varieties and admissible local systems
Given A = {L 0 , . . . , L n } ⊂ P 2 a line arrangement, its characteristic varieties are the jumping loci for cohomology with coefficients in Cvalued rank one local systems on M defined by
for all k, p ≥ 0. For every k, we have a descending filtration
We denote V 1 1 (A) simply by V 1 (A). For more details, see for example [17] .
In the past few years a lot of work has been done in order to understand the structure of V 1 (A). In [2] , Arapura prove that the characteristic variety is the union of (possibly torsion-translated) subtori of (C * ) n . In [11] , Libgober and Yuzvinsky, prove that the non-translated components of the characteristic variety are determined combinatorially. In the following two Theorems, we describe the relation between admissible local systems and the points of V 1 (A). There exists a similar notion to the one of admissibility for local systems and it is the one of 1-admissibility.
Definition 4.2.
A local system L t is 1-admissible if there is a cohomology class α ∈ H 1 (M, C) such that Exp(α) = t and
It is clear from the isomorphisms (5) that any admissible local system is 1-admissible. Now let us discuss non-admissibility of translated components.
. . , L n } ⊂ P 2 be a line arrangement. Any rank one local system belonging to a translated component of V 1 (A) is non-admissible.
Proof. Let C ⊂ V 1 (A) be a translated component, i.e., an irreducible component which does not contain 1. Let t ∈ C \ {other components} be a local system that belongs only to the translated component C ⊂ V 1 (A). Let us assume now that it is admissible. Then there exists α = (a 0 , . . . , a n ) ∈ H 1 (M, C) satisfying n j=0 a j = 0 such that Exp(α) = t and
Let us consider now t s = Exp(sα) for s ∈ [0, 1], then t 0 = 1 and t 1 = t. Moreover, t s / ∈ V 1 (A) for all except finitely many s and since
admissibility is an open property, by Theorem 3.2, t s is admissible if 0 < s 1. Let us now fix 0 < s 1 1 such that t s 1 / ∈ V 1 (A). This implies that H 1 (M, L ts 1 ) = 0 and t s 1 is admissible. Hence
By [11] Proposition 4.2, we have the following
Now by [11] Lemma 4.1, we have that
But this implies that 0 = dim H 1 (A • , α∧) and this is impossible. Hence L t is non-admissible.
Since C is irreducible, the Zariski open subset C\{other components} is dense. By Theorem 3.2, L t is non-admissible for any t ∈ C.
Remark 4.4. Notice that the previous proof proves also that such local systems are non 1-admissible.
Suppose there exists t = Exp(α) = 1 such that t ∈ X 1 ∩ X 2 and define l := max{k ∈ Z | t ∈ V Theorem 4.6. Let X 1 , X 2 ⊂ V 1 (A) be two components of V 1 (A). Suppose that t ∈ X 1 ∩ X 2 with t = 1. Then L t is a non-admissible local system.
Proof. Let us suppose that t is admissible. Let l ≥ 0 be such that dim H 1 (M, L t ) = l, i.e. l is the maximum integer such that t ∈ V l 1 (A). By [3, Prop.6.9 .], l ≥ 2. By admissibility, there exists α ∈ H 1 (M, C) such that Exp(α) = t and
Let us consider now t s = exp(sα) for s ∈ [0, 1], then t 0 = 1 and t 1 = t. Moreover by Lemma 4.5, t s / ∈ V l 1 (A) for all except finitely many s and since admissibility is an open property, t s is admissible if 0 < t 1.
Let us now fix 0 < s 1 1 such that t s 1 / ∈ V l 1 (A). This implies that dim H 1 (M, C ts 1 ) < l and t s 1 is admissible. Hence
By [11] Corollary 4.3, we know that
. Now by [11] Lemma 4.1, we have that
) and this is impossible.
Notice that the previous proof also answer a question of Dimca from [6] about the 1-admissibility of local systems at the intersection of nonlocal components of V 1 (A). We can also prove the non-admissibility of ρ by using 
Examples
Thus ρ is non-admissible. Furthermore, after long case-by-case computation, we can show NonAdm(A) = {ρ}. 
We also denote Adm ess (A) = Adm(A) ∩ T ess and NonAdm ess (A) = NonAdm(A) ∩ T ess . There are several motivations to consider T ess (A). First, D. Cohen [4] proves that, under certain assumption, if
, where A = A \ {H i } and t = (t 1 , . . . , t i−1 , t i+1 , . . . , t n ). In other words, the cohomology of non-essential local system can be, sometimes, computed by using smaller arrangement A . Secondly, the local system associated to nontrivial monodromies of the Milnor fiber is essential one [17] . We can also prove that arbitrary six among the above seven linear forms are linearly independent. Thus if Φ t {a 136 , a 147 , a 128 , a 235 , a 246 , a 348 , a 5678 }, by Proposition 2.19, t is admissible. Hence we consider the case Φ t = {a 136 , a 147 , a 128 , a 235 , a 246 , a 348 , a 5678 }. Then T(Φ t ) is a union of two 1-dimensional tori T 1 and T 2 , where T 1 = {(t, t −1 , t −1 , t, t 2 , 1, t −2 , 1) | t ∈ C * }, T 2 = {(t, −t −1 , −t −1 , t, t 2 , −1, t −2 , −1) | t ∈ C * }.
Since T 1 is not essential, we have NonAdm ess (A) = T 2 . We note that T 2 is exactly equal to the translated component computed in [16] . 
