We introduce the notion of a differentiation function of a context-free grammar which gives the number of terminal words that can be derived in a certain number of steps. A grammar is called narrow (or k-narrow) iff its differentiation function is bounded by a constant (by k). We present the basic properties of differentiation functions, especially we relate them to structure function of contextfree languages and narrow grammars to slender languages. We discuss the decidability of the equivalence of grammars with respect to the differentiation function and structure function and prove the decidability of the k-narrowness of context-free grammars. Furthermore, we introduce languages representing the graph of the differentiation and structure function and relate these languages to those of the Chomsky hierarchy.
Introduction
In biology, differentiation means the evolution of a variety of organisms which are modifications of the species from which they originate. The differentiation function gives the numerical size of the variety at a certain moment.
Lindenmayer systems form a description of the development of (lower) organisms on the basis of formal language theory. The differentiation function of a Lindenmayer system introduced in [2] corresponds to the above biological term and gives the number of words (representing organisms) which can be obtained in a certain number of derivation steps (representing steps of the development, as division of cells or changes of the state of cells etc.) from an axiom (representing the basic organism).
Analogously, the differentiation function of an evolutionary grammar -which describes an evolutionary process on the basis of formal language theory -gives the number of words (representing DNA sequences) which can be obtained in a certain number of derivation steps (representing mutations) from a set of axioms [3] . Surprisingly, the corresponding notion for "classical" Chomsky grammars -the function giving the number of (terminal) words derivable in a certain number of derivation steps -has not been studied yet and is the subject of this paper. Besides its analogy to the well motivated functions in formal language approaches to biological processes, there is a further reason to study the differentiation function of context-free grammars. This function is nearly related to the structure function of context-free languages which gives the number of words of a certain length in the language. The latter concept is well investigated (e.g. see [1, [10] [11] [12] 17] ).
We call a grammar narrow iff its differentiation function is bounded by a constant. This concept is the counterpart of semi-discreet or slender languages, where the structure function is bounded by a constant. Slender languages were intensively studied in the last years (see [8, 9, [13] [14] [15] [16] ). In particular, context-free slender languages are finite unions of sets of the form {uv n wx n y | n ≥ 0}. The paper is organized as follows. In Section 1, we present the formal definitions and give some examples. Section 2 contains the basic results on the differentiation function, such as upper bounds, closure properties and relations to the structure function. In Section 3, we discuss some languages over a two letter alphabet which are derived from the differentiation function and the structure function and determine their places with respect to the Chomsky hierarchy. In Section 4, we present the undecidability of the equivalence problem for differentiation (or structure) functions and the decidability of k-narrowness for context-free grammars.
Definitions and examples
Throughout the paper we assume that the reader is familiar with the basic concepts of formal language theory. For the notions of context-free matrix and valence grammars and languages, we refer to [4] .
For a language L, we define its structure function s L by
For a grammar G = (N, T, P, S) (with the set N of nonterminals, the set T of terminals, the set P of productions and the axiom S) and n ≥ 0, we set
where x n =⇒ G y means that x derives y in exactly n derivation steps, and define the differentiation function d G of G by
We define the structural language associated with a language L by
and with a grammar G we associate the derivational language
The languages σ(L) and δ(G) characterize the graphs of the mappings s L , d G , respectively. Because these languages are bounded by a * b * , their context-freeness implies their linearity (see [6] ).
. By a product construction, one can find, for any k ≥ 2, a regular grammar
Remarks on the differentiation function
The structure function of a language over an alphabet X has the trivial upper bound f (n) = card(X) n , which is sharp for the language X * . A similar result holds for the differentiation function.
Theorem 2.1. (i) For any grammar G, there is a constant c such that
d G (n) ≤ c n for n ≥ 1. (ii) For any natural number c ≥ 1, there is a regular grammar G such that d G (n) = c n for n ≥ 1.
Proof.
(i) Let G = (N, T, P, S) be a grammar, card(T ) = k, and let r be the greatest length of a right side of a rule in P . A word derived in n steps has at most length r · n. Hence, the number of terminal words generated in n steps is bounded by k r·n+1 . Choosing c = k r+1 , the assertion follows.
(ii) Let T = {a 1 , a 2 , . . . , a c } be a set consisting of c elements. Then the regular grammar
Let us now turn to closure properties.
Theorem 2.2. Let f and g be differentiation functions of context-free grammars and k ∈ N + . Then the functions
Without loss of generality, we can assume that
Consider the context-free grammar G with the nonterminal S / ∈ N G ∪ N H and the rules P G ∪ P H ∪ P , where
(ii) Follows by repeated application of the previous construction.
∈ N ∪ T and
(iv) Consider a context-free grammar G = (N, T, P, S 0 ). One can easily construct a grammar G = (N , T, P , S 0 ), where one derivation step in G is simulated 
We replace this derivation with the derivations,
where the nonterminals in α are replaced with nonterminals whose second components add up to j − i in α and to
It is easily shown by induction that (A, j)
for some derivation whose tree has height at least k+1. In particular, (S, 0)
Note that the proofs of parts (iv) and (v) imply a "linear slow-down/speedup theorem" for context-free grammars. For any context-free grammar G, we can construct context-free grammars G and G , generating in k ·n steps (in n/k steps) the same terminal words as G generates in n steps. Now we give relations between the structure function and the differentiation function.
Theorem 2.3. For any (unambiguous) context-free language L, there is a contextfree (unambiguous) grammar
Proof. Let G be a context-free grammar in Greibach normal form with L(G) = L. If L is unambiguous, then we can assume that G is an unambiguous grammar in Greibach normal form. The normal form in which exactly one terminal is produced in each derivation step. Hence, any word w with length n is derived in exactly n steps. Therefore,
from which the statement follows.
Theorem 2.4. For any unambiguous context-free grammar G, there is an unambiguous context-free language L such that s
L = d G .
Proof. Let G = (N, T, P, S) be an unambiguous context-free grammar. Let
P = {p 1 , p 2 , . . . , p n }. We define the morphism h : (N ∪ T ) * → N * by h(a) = λ
, for a ∈ T , and h(A) = A, for A ∈ N , and set
G = (N, {[i] | 1 ≤ i ≤ n}, {A → [i]h(α) | p i = A → α},
S).
Obviously, G is unambiguous.
It is easily shown by induction on n that there is a leftmost derivation
iff there is a leftmost derivation in G, using the sequence of rules p i1 , . . . , p in and generating some word α ∈ h −1 (β). In particular,
G ) holds iff the leftmost derivation using the sequence of rules p i1 , . . . , p in is possible in G and terminating. As G is unambiguous, the number of words of length n in L(G ) is equal to the number of words derivable in G in n steps.
Essentially, we have shown that, for unambiguous grammars, the sets of structure functions and of differentiation functions coincide. We do not know whether an analogous result holds in the general context-free case. At least, we can show: Theorem 2.5.
(i) For any context-free grammar G, there is a context-free additive valence
Proof.
(i) Let G = (N, T, P, S) and let r be the maximum over the lengths of the right hand sides in P . We construct the additive valence grammar G = (N , T , P , S ) with N = N ∪ {S , X}, T = T ∪ {x}, and
It is easily seen that (S, −1)
Hence, a word w = wx z , w ∈ T * , can be generated by G iff |w | = r · n and S n =⇒ G w. Finally, as the family of context-free additive valence languages is closed under inverse morphisms, one can construct an additive valence grammar H such that
(ii) Essentially the same construction can be used to find a context-sensitive additive valence language L such that d G = s L . As context-sensitive grammars with and without valences are equivalent, the claim holds.
(iii) If G is regular, construct the linear grammar G = (N, T , P , S) with T = T ∪ {x}, and
Again, a word w = wx z , w ∈ T * can be generated by G iff |w | = r · n + 1 and S n =⇒ G w. We can construct a linear grammar H such that s L(H) (n) = s L(G ) (r · n) using the effective closure of the family of linear languages under inverse homomorphisms.
Theorem 2.6. If a context-free grammar G is narrow, then L(G) is slender.
By Example 1.2, the converse implication does not hold.
Proof. Let G = (N, T, P, S) be a context-free grammar such that L(G) ⊆ V
* is not slender. We have to show that G is not narrow, i.e., for any c, there is an
and let s = max{s A | A ∈ N, A is recurring}. There is a constant p such that any derivation of a word w ∈ L(G) with |w| ≥ p uses a recurring symbol. We can formulate the following length iteration lemma:
For any w ∈ T * such that S n =⇒ w and |w| ≥ p, there is a recurring A such that G can generate a terminal word of length |w| + iq A in n + is A steps, for any i ≥ 0.
Moreover, let r be the number of recurring nonterminals. For a word w ∈ L(G), let |w| G be the length of the shortest derivation of w in G, and call |w| G the G-length of w.
The non-slenderness of L(G) implies the existence of a number n ≥ p such that 
Suppose that S
3 = {w 1 , . . . , w c } with |w i | G < |w j | G , for all 1 ≤ i < j ≤ c. Set t i = (|w c | G − |w i | G )/s A , for 1 ≤ i ≤ c. The length iteration lemma guarantees the existence of words w i ∈ L(G), 1 ≤ i ≤ c, with |w i | = |w i | + t i · s A such that w i can be generated in |w i | G + t i · r = |w c | G steps. Since |w i | > |w j |, for 1 ≤ i < j ≤ c,
Structural and derivational languages
We first consider the case that the structural or derivational languages are regular.
Theorem 3.1.
Proof. Let L ⊆ V * be a language such that σ(L) is regular, and let p be the constant from the regular pumping lemma for σ(L). Then, each word a n b m ∈ σ(L) satisfies m < p, since otherwise a n b m+p would belong to σ(L). The correctness of the second claim is shown analogously.
Note that the type of the language L or of the grammar G in the previous proof plays no role.
For context-free languages and grammars, the converse of Theorem 3.1 does also hold. 
* be a context-free matrix language. According to [18] , the language
is a union of regular languages and therefore regular.
(ii) Follows by Theorem 2.5 and the first part.
A generalization of Theorem 3.2 does not hold for arbitrary languages For L = {a
Combining the last two theorems, we get a characterization of slender languages in the case of context-free matrix languages.
Corollary 3.3. A context-free matrix language is slender if, and only if its structural language is regular.
We now investigate the relation of structural and derivational languages to well-known language families.
Theorem 3.4.
(
(i) Let G = (N, T, P, S) be a grammar and let r be the greatest length of a right side in P . Then any word derived in n steps has at most length n · r. First, we construct a Turing machine A accepting
A works as follows. It guesses a word w ∈ T * of length at most n · r. Then it performs a guessed derivation of length n in G. If the word obtained by this derivation is not w, it rejects. Otherwise it chooses a new word w which is lexicographically greater than the old one. If this process can be repeated m times, the input a n b m is accepted. The workspace needed by A is O(n). Finally, it is a standard construction to find an LBA accepting δ(G).
(ii) If G is context-free, we can modify the above nondeterministic algorithm as follows. Instead of guessing words and derivations, we test for all words w ∈ T * of length up to rn if there is a left-derivation with n steps generating w. The words w are tested in lexicographic order, and for each w, the left-derivations are tested in lexicographic order, too. We need additionally space O(n) to store the currently performed left-derivation.
(iii) A construction similar to that in part (i) of the proof works.
Proof. In the proof of Theorem 2.5, we have shown how to construct a contextfree additive valence grammar (in the regular case, a linear grammar) H such that
As k-slenderness of languages generated by context-free additive valence grammars is decidable [18] , the first assertion is true. The second claim follows by Theorem 2.5 (iii) and the decidability of the slenderness problem for context-free languages [16] .
