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Abstract 
 
 Semiconductor quantum dots (also referred to as ‗nanocrystals‘) are well suited as light-harvesting 
agents in solar cells because they are robust, have tuneable effective band gaps, and are easy to process. 
The research presented in this thesis is targeted towards the study of excitonic solar cells employing 
semiconductor nanocrystals as a light harvesting component. Gaining control of the interfacial charge 
transfer processes in operation in these devices forms a crucial part of any attempt to optimise their 
performance. In particular, the use of transient spectroscopic techniques reveals how efficient and long-
lived charge separation can be achieved in these solar cell architectures. 
 The primary focus of this research is to investigate the parameters influencing charge transfer in dye-
sensitised solar cells (DSSCs) using colloidal quantum dots as light-absorbers. One aim is to study the 
impact of varying the thermodynamic driving forces provided for interfacial electron transfer on the yield 
of both the electron injection and hole regeneration reactions occurring within the DSSC; this can be 
achieved by varying the energetics of each component of the system (metal oxide, quantum dot and hole 
conductor) in turn. In addition, the interfacial morphology can be modulated by changing the passivating 
ligands present at the QD surface, and by modifying the structure of the redox mediator (or hole 
conductor). In doing so, we also attempt to improve our understanding of how charge carrier trapping in 
quantum dots impacts upon solar cell performance. Furthermore, new strategies towards solar cell design 
are presented, which show great potential as a result of their favourable photophysical properties. One of 
these approaches (presented in the final chapter) is to effect the in situ growth of CdS nanocrystals in a 
conducting polymer, a method which circumvents many of the processing issues associated with the use 
of nanocrystals in polymer blend solar cell architectures. 
 It is hoped that the work presented in this thesis is used to develop design rules for the construction of 
semiconductor nanocrystal-based excitonic solar cells. By identifying which key parameters control the 
rates and yields of electron transfer at the nanocrystal interface, improvements in device efficiency can be 
realised. It is believed that these studies fill an important gap in our current understanding, and highlight 
some of the potential benefits and shortcomings of using semiconductor nanocrystals in cheap, solution-
processed solar cells. 
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Transient Optical Studies of Photoinduced Charge Transfer in QD Solar Cells / 12 
 
ODMR 
Optically detected magnetic 
resonance 
OPA n-octylphosphonic acid 
P3HT poly-3-hexylthiophene-2,5-diyl 
PCBM 
1-(3-methoxycarbonyl)propyl-1-
phenyl[6,6]C61 
PCE Power conversion efficiency 
PEDOT:PSS 
poly-(3, 4-
ethylenedioxythiophene) : 
polystyrene sulfonate 
phen 1,10-phenanthroline 
PL Photoluminescence 
PMT Photomultiplier tube 
PS Polystyrene 
PV Photovoltaic 
 Electronic charge, 1.60×10-19 C 
QD Quantum dot 
SILAR 
Successive ionic layer adsorption 
and reaction 
SILD Successive ionic layer deposition 
spiro-
OMeTAD 
2,2‘,7,7‘-tetrakis-(N,N-di-p-
methoxyphenyl-amine)-9,9‘-
spirobifluorene 
STM Scanning tunneling microscopy 
 Glass transition temperature 
TA Transient absorption 
TAC Time-to-amplitude converter 
TAS 
Transient absorption 
spectroscopy 
TCSPC 
Time-correlated single photon 
counting 
TEM 
Transmission electron 
microscopy 
TGA Thermal gravimetric analysis 
THF Tetrahydrofuran 
TMEDA Tetramethylethylenediamine 
TMPD 
N,N,N‘,N‘-tetramethyl-p-
phenylenediamine 
TOP Trioctylphosphine 
TOPO Trioctylphosphine oxide 
TPD Triphenylenediamine 
TS4 
cis-[bis(4,4'-dicarboxy-2,2'-
bipyridine)(4,4'-bis-[2-(2,5-bis-
hexylsulfanyl-phenyl)-vinyl]-
[2,2']bipyridinyl)](NCS)2 Ru(II) 
 Applied bias 
 Open-circuit voltage 
Z907 
cis-[bis(2,2'-bipyridyl-4,4'-
dicarboxylato)(4,4'-di-nonyl-2'-
bipyridyl)](NCS)2 Ru(II) 
 
 
Fitting parameter for stretched 
exponential functions 
Fitting parameter for power law 
functions 
 or 
 
Change in absorbance 
 Change in Gibbs free energy 
 
Wavelength 
Reorganisation energy 
 Charge carrier mobility 
 
Charge carrier or photoluminescence 
lifetime 
 Charge carrier or photoluminescence 
halftime 
 Electron injection yield 
 Regeneration yield 
Chapter 1: Introduction. 
 
1.1 Inaction or Prudence? 
 
 In his 1896 paper entitled ―On the Influence of Carbonic Acid in the Air Upon the 
Temperature of the Ground‖,1 Svante Arrhenius first proposed the temperature of the earth‘s 
surface to be sensitive to the atmospheric concentration of carbon dioxide, speculating that a 
doubling in the atmospheric concentration of CO2 would effect a temperature rise of 5–6 ˚C 
(recently, the IPCC have estimated this value to be between 2 ˚C and 4.5 ˚C).2 At the time, his 
concerns were aroused by the huge industrial expansion which had occurred over the previous 
century, in the wake of the industrial revolution. Based on the rate of CO2 emission at the time, 
he estimated that such a doubling in concentration would occur over ca. 3000 years; recent 
estimates propose values close to one century.
3
 
 Currently, seven billion tonnes of carbon is transferred from the Earth‘s crust into the 
atmosphere every year; at the current rate of increase, this value is expected to reach ca. 14 
billion tonnes in 2056. The general consensus amongst the scientific community is that this value 
must be significantly reduced, or at least held at the current level, if we wish to protect against a 
world-wide catastrophe. However, our current global infrastructure is dependent on the 
generation of energy from the combustion of coal, oil and gas, with fossil fuels accounting for 
ca. 80% of our energy usage. The existence of such a ‗carbon economy‘ explains the reluctance 
of policymakers and industry leaders in taking radical action on this issue, and this must be 
confronted by the development of novel, financially attractive means of energy generation and 
storage. However, such action must also be accompanied by tougher sanctions upon excessive 
domestic and industrial energy usage, as well as the implementation of carbon-capture 
technology. 
 In a recent article written by Robert Socolow and Stephen Pacala at Princeton University,
4
 
the authors attempt to provide an idea of the extent of the challenges facing the endeavour to 
stabilise carbon dioxide emission at its current level. They propose a series of actions that can be 
taken to reduce emissions, represented as wedges in Figure 1. Each of these measures, if 
introduced over the next 50 years, would prevent the release (on average) of half a billion tonnes 
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of carbon per year; the implementation of seven such wedges would stabilise emissions at their 
current level. None of these measures are in any way mild undertakings, and huge effort and 
investment must be made in all the sectors highlighted. It is clear (from the orange sector in 
Figure 1), that the authors believe the development of alternative energy sources to form a 
significant part of any action plan to limit the extent of climate change. It is the belief of this 
author that use of the solar resource must form a large part of any strategy, but heavy investment 
is required in the development of novel technologies for this to become a reality. 
 
 
Figure 1: The „wedge‟ proposal of Socolow and Pacala, discussed in the text. Reproduced from Reference 4.  
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1.2 Photovoltaics: an introduction. 
 
The photovoltaic effect (first discovered by Alexandre-Edmond Becquerel in 1839)
5
 is a 
process whereby a voltage is generated across a material upon its exposure to light. Whilst early 
attempts to generate photocurrents focussed primarily on the use of metal/semiconductor 
heterojunctions and were generally inefficient, the first p-n semiconductor/semiconductor 
heterjounctions were developed in the 1940s, and were a rapid success. In 1954, the first silicon 
p-n junctions were reported,
6
 and by 1960 Hoffman Electronics (who continued to supply NASA 
during the 1960s space programme) had reported power conversion efficiencies of 14%. The 
1973 oil crisis sparked huge global investment into alternative energy sources, although falling 
oil prices throughout the 1980s served to hinder any large-scale development of the photovoltaic 
industry until recently. 
By the end of 2008, the worldwide cumulative photovoltaic (PV) power generation capacity 
stood at almost 15 GW.
7
 Despite the fact that this amounts to less than 0.02% of the world‘s 
energy supply, it can be seen from Figure 2 that the annual demand for new installations 
experienced a greater than eight-fold increase between 2005 and 2008.
8
 The vast majority of this 
demand stems from Europe where, in 2008, Spain overtook Germany to become the largest PV 
market in the world. Indeed, these two nations are believed to account for ca. 3.1 GW of new 
installations in 2008; the fact that over half of all new PV generation capacity installed 
worldwide was seen in these two countries (which account for 7.4% of global GDP), can widely 
be attributed to public attitude, and to the generous incentive schemes offered by their 
governments. A large proportion of this new demand for PV installations has been met by 
companies based in China; the inset of Figure 2 illustrates the rapid emergence of Chinese PV 
production over the last three years. Whilst last year was an excellent one for the PV industry, 
when it is considered both that 2008 bore witness to unprecedentedly high oil prices and that 
individuals, companies and governments will inevitably be put off large-scale investment during 
a period of global recession (in 2009, and possibly beyond), it would be optimistic to project 
expansion at the 2005–2008 rate over the course of the near future. 
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Figure 2: Annual global production of PV cells in terms of power capacity, 1980–2008. The inset shows a breakdown by 
geographical region. Source: Worldwatch Institute. 
 
Crystalline silicon is still used in the mass-production of the vast majority of solar cells and, 
in the next chapter, attention will be paid to devices based on this material and to why 
alternatives must be sought. In short, the answer is cost: crystalline silicon is expensive to 
manufacture. It has been claimed that, if the present ‗learning curve rate‘ of 80% (i.e. for every 
doubling of cumulative production, the cost reduces by 20%) is sustained, it is unlikely that 
production of silicon-based solar cells will ever be an economically viable large-scale solution to 
the ‗energy crisis‘,9 unless new manufacturing techniques can be developed. However, devices 
based on silicon have been able to achieve power conversion efficiencies (PCEs) of 24.7%;
10
 this 
value is close to the maximum theoretical efficiency, which is a considerable achievement that 
must be respected. 
 
1.3 What are nanocrystals, and what is their significance? 
 
 Nanocrystals (also known as ‗nanoparticles‘ or ‗quantum dots‘) are one of a new class of 
materials given the ‗nano‘ prefix, and as such fit into the modern field of ‗nanotechnology‘. 
Whilst this expression was popularised by American engineer Eric Drexler in the late 1980s,
11
 to 
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describe his proposal (inspired by his attendance at Richard Feynmann's 1959 lecture ‗There's 
Plenty of Room at the Bottom‘) of machines based on molecular systems, it had, unknowingly to 
Drexler, been originally coined by Norio Taniguchi in 1974. In today's scientific climate, the 
term's meaning has broadened to encompass all endeavour to construct materials and devices on 
a nanometre scale; quantum dots fit into this size regime in all three dimensions, whilst 
‗nanowires‘ or ‗nanorods‘ do so in two. The interest in such novel materials stems primarily 
from beneficial properties arising from both their high surface area : volume ratio and the 
pronounced changes in the electronic energy structure that arise from the ‗quantum size effect‘, 
(first discussed by Wolfgang Ostwald in 1915).
12
 In this thesis, it is primarily applications based 
on the latter that will be discussed — in particular the use of semiconductor nanocrystals in a 
new generation of solar cells. It should, however, be appreciated that interest in nanoparticle 
research arises from an extremely wide range of chemical, biological and engineering fields. 
 
 
Figure 3: Graphs illustrating the results of topic searches, arranged by year, on the Web of Science™ database. Boolean 
search terms used were (black data) „semiconductor AND (nanocrystal OR nanoparticle OR “quantum dot”)‟ and (red 
data) „solar AND (semiconductor AND (nanocrystal OR nanoparticle OR “quantum dot”))‟. 
 
 Research pertaining to the synthesis, characterisation and application of nanocrystals has 
experienced a massive upsurge in recent years, and a steady increase in publications on such 
topics has been observed since the early 1990s (Figure 3). Exploitation of these structures in 
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solar energy research is an even newer field, with a rapid growth of interest since 2003. However 
this remains, (in large part) an unexplored avenue, and one which displays much potential in 
terms of the next generation of solar cells.
13,14
 
 It is the intent of this thesis to provide an example of ―state of the art‖ research into the 
development of novel photovoltaic devices, specifically the incorporation of semiconductor 
nanocrystals into molecular solar cells. However, it is inappropriate for this work to be presented 
in isolation — as such, it is important first to provide the reader with an introduction to the 
operational principles of next-generation solar cells, whilst paying attention to the drawbacks of 
the existing, crystalline silicon-based, technologies. Then, semiconductor nanocrystals can be 
introduced as a potential component of these devices. Reasons for the explosion of recent interest 
in this field are highlighted, and relevant literature is reviewed. Finally, we relate our research 
intentions to these studies, outlining how transient spectroscopic techniques can be used to 
inform the design of novel quantum dot solar cell architectures. 
 
1.4 Research intentions of this project. 
 
 The thesis begins with a review of the literature pertaining to the development and 
characterisation of solution-processed solar cells employing semiconductor nanocrystals. By 
doing so, some insight is gained as to both the potential applications of quantum dots in a range 
of different molecular photovoltaic devices, and the nature of the charge transfer processes 
occurring (on fast timescales) at the quantum dot interfaces in these systems. The primary aim of 
this thesis is to present more detailed studies of the factors limiting the performance of one of 
these designs — that of nanocrystal-sensitised DSSCs. In particular, we conduct the first 
transient spectroscopic studies, on long ( s–s) timescales, of the interfacial electron transfer 
processes occurring in such cells, whilst also drawing upon studies of quantum dot 
photoluminescence in making our conclusions. Complimentary device studies are also presented, 
which enable the first steps to be taken towards correlating the photophysical properties of these 
architectures with solar cell performance. 
 We begin (in Chapter 4) by examining the application of CdS and PbS nanocrystals grown 
directly onto the metal oxide substrate as light absorbers in DSSCs, and use transient optical 
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studies in the optimisation of this deposition process so as to maximise the yield and lifetime of 
charge separation in these systems. Of note is the development of a hybrid dye/CdS-sensitised 
TiO2 solar cell architecture where the CdS nanocrystal layer performs multiple functions — 
retarding interfacial charge recombination and harvesting short-wavelength light, whilst acting as 
a redox mediator in the injection of electrons from the photoexcited dye into the mesoporous 
TiO2 nanoparticle film. 
 We proceed to use colloidal CdSe and PbS quantum dots as sensitisers, and investigate in 
more depth the key energetic and structural parameters which influence two key charge transfer 
steps in DSSCs — the primary electron injection process (Chapter 5), and the subsequent hole 
regeneration reaction (Chapter 6). Studies indicate that significantly higher yields of the primary 
charge injection process at the metal oxide / QD interface can be achieved through an 
appropriate choice of metal oxide (namely by using SnO2 in place of TiO2), by use of appropriate 
QD surface capping conditions, and by reducing the QD size. The regeneration process is 
examined by employing a range of HTMs (hole transporting materials) which were engineered to 
have different HOMO energies, and results indicate that the regeneration process in both PbS 
and CdSe architectures is by no means optimised. Indeed, it seems that a large free energy 
difference, approaching 1 eV (between the ‗nominal‘ QD and HTM HOMO energies) is required 
to drive efficient regeneration, a value which is significantly larger than those seen using a 
conventional organometallic dye (ca. 0.5 eV).  
 Finally, two alternative strategies (the use of a QD-ligand exchange step, and the inclusion of 
ionic additives in the hole transporting medium) are presented for the improvement of charge 
separation yields at quantum dot interfaces (Chapter 7). We hope that these studies provide a 
good basis for the development of structure-function relationships between interface design and 
solar cell performance; furthermore, we aim to highlight the potential benefits and limitations of 
using semiconductor nanocrystals (made from CdS, CdSe and PbS) as sensitisers in DSSCs. 
 In Chapter 8, we turn our attention to the nanocrystal / polymer interface, namely by 
introducing a general method for the fabrication of metal sulphide nanoparticle / polymer films 
employing a low-cost and low temperature route compatible with large-scale device 
manufacturing. Our approach is based upon the controlled in situ thermal decomposition of a 
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solution processable precursor complex in a semiconducting polymer film. Photovoltaic devices 
based upon such nanocomposite films show solar-light to electrical energy conversion 
efficiencies of 0.7% under full AM1.5 illumination (1.2% under 10% incident power), 
demonstrating the potential of these hybrid materials for use in low-cost photovoltaic devices.
 Chapter 2: Background and Relevant Theory. 
This chapter introduces the background and relevant theory which underpins the work 
presented in this thesis. It begins by examining the operational principles of ‘conventional’ all-
inorganic solar cell structures, and continues by highlighting the potential advantages of 
excitonic ‘next generation’ solar cells. In particular, dye-sensitised solar cells (DSSCs) are 
introduced as a highly promising, cost-effective approach to solar cell fabrication. Having 
briefly summarised some of the key principles arising from electron transfer theory, attention 
turns to the use of semiconductor quantum dots (QDs) as light absorbers (and, in some cases, 
charge transporting materials) in excitonic solar cells. Prior to an extensive literature review 
of the use of such confined nanostructures in solution-processed solar cells, we examine the 
key parameters influencing the electronic structure of these materials, as well as the 
principles underlying modern QD synthesis. So as to inform many future discussions, 
particular attention is paid to recent studies of charge trapping and charge transfer at 
nanocrystal interfaces, and the influence of such processes on solar cell performance.  
 
2.1 Underlying principles of conventional inorganic solar cells. 
 
 Silicon-based solar cells were first developed at the Bell Laboratories in New Jersey 
throughout the 1950s, and their function depends on the junction between n- and p-doped silicon. 
This represents a diode structure, where contact between such materials causes a realignment of 
the band edges, and the region surrounding the junction experiences a depletion of carriers (and 
hence is labelled the ‗depletion region‘), as free electrons and holes combine. Any free charge 
impinging on this zone is now subject to a force from ionised donor or acceptor atoms, and as 
depletion occurs there become fewer and fewer free carriers available for recombination; thus the 
flow of carriers across the junction is discouraged. This is envisaged, as in Figure 4, as the 
existence of a potential barrier to diffusion; at thermal equilibrium, there exists a balance 
between drift and diffusion, where the diffusion current is dependent on the thermal excitation of 
carriers over the potential barrier, and the drift current results from the movement of minority 
carriers down an electric field gradient: 
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where  is Boltzmann's constant,  is the current density and  is the charge on an electron. 
This is the diode equation, which describes the current-voltage characteristics of an ideal diode. 
As the applied bias,  is varied, it either will raise or lower the potential barrier, and hence 
increasing current will flow up the barrier under increasing positive bias (where the barrier is 
lowered), but is not able to flow in the other direction under negative bias. 
 
 
Figure 4: The energy structure of isolated n- and p-doped silicon, and that of a p-n junction at thermal equilibrium. 
 
Figure 5: Illustration of the current-voltage characteristics of a silicon solar cell based on a p-n junction in the dark 
(black), and under illumination (red). 
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 The absorption of a photon generates free electrons and holes, and the minority carrier 
(electrons in a p-doped material, or holes in an n-doped material) must diffuse to the depletion 
region so as to flow down the potential drop, where macroscopic charge separation occurs. This 
photogenerated current effectively ‗shifts‘ downwards the current-voltage curve, as shown in 
Figure 5. The short-circuit current density, , is the current density attained by a solar cell 
under illumination with the potential across it held at zero. The open-circuit voltage,  refers 
to the applied bias necessary for there to be no current flow through the device. The point where 
the maximum amount of power is generated (the shaded area is at a maximum) is referred to as 
the ‗maximum power point‘ (labelled on Figure 5), and this value is used in the calculation of 
power conversion efficiency. 
 Silicon is an indirect band gap semiconductor, which means that optical absorption must be 
accompanied by the absorption of an appropriate phonon
15
 and that it has a large optical depth, 
and as such, thick layers of silicon are required for attenuation of the majority of incident 
photons. In addition, it is of crucial importance to maximise the minority carrier diffusion length, 
 (where , where  and  are the carrier mobility and lifetime respectively), so that 
photogenerated carriers are able to reach the depletion region from throughout the device. In 
crystalline silicon, the minority carrier diffusion length is of the order of 100 m, which roughly 
corresponds to the absorption length under illumination by 1 m light, and so high crystalline 
quality is essential to ensure that  doesn't drop far below this value (this would lead to a 
significant decrease in efficiency). These constraints of high purity (few crystal imperfections) 
and thick layers lead to the expense of silicon-based devices. Thin-film devices are attractive 
prospects for future work as they have the potential to be mass-produced in a relatively 
inexpensive manner. These include devices based on thin films of amorphous silicon, CuInSe2 
(CIS), CuInGaSe2 (CIGS) and CdTe, all of which are all currently subject to heavy investment 
and research as a result of the large demand for crystalline silicon devices, and the consequent 
saturation in supply; indeed, power conversion efficiencies of over 19% have been achieved for 
CIGS-based devices.
10
 Another major research avenue is the development of ‗excitonic solar 
cells‘. These novel architectures also present immense promise to the field of efficient, 
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inexpensive photovoltaics; in the next section, the operational principles underlying this 
technology are outlined. 
 
2.2 Introduction to excitonic solar cells. 
 
 Research pertaining to the development of excitonic solar cells has exploded in recent 
decades, following a significant period of mild interest. These devices are less expensive to 
produce than conventional silicon-based solar cells, and are based on organic dyes and pigments; 
this feature presents the synthetic chemist with the challenge of designing novel materials for 
these architectures. As discussed above, photoexcitation in crystalline silicon results in the 
formation of free electron-hole pairs where the two charges are poorly correlated; by contrast, in 
an organic material, an exciton is formed — this is commonly referred to as a ‗bound electron-
hole pair‘, or as a ‗mobile excited state‘.16 This state is transiently localised, and is not able to 
thermally dissociate (the binding energy is significantly greater than ). 
 The excitonic state is crucial to the operation of all three major next-generation solar cell 
architectures: molecular semiconductor solar cells, polymer blend solar cells and dye-sensitised 
solar cells, the interface structures of which are illustrated in Figure 6. Bilayer cells based on the 
interface between two films of small organic molecules (‗donor‘ and ‗acceptor‘ layers) were first 
pioneered by Tang et al.,
17
 and have been seen to reach efficiencies of over 4%.
18
 As excitons 
can be formed throughout the film, and must diffuse to the interface for charge separation to 
occur, the exciton diffusion length in these materials is of the utmost significance.
19
 Devices 
based on, for example, blends of poly-(3-hexylthiophene-2,5-diyl) (P3HT) and 1-(3-
methoxycarbonyl)propyl-1-phenyl[6,6]C61 (PCBM) function by the reduction of the PCBM 
electron acceptor by the photoexcited polymer. However, due to the short exciton diffusion 
length (ca. 10 nm) in conjugated polymers, the bilayer architecture is not appropriate for cells 
constructed from such materials, as such a thin active layer is not able to absorb a sufficiently 
high proportion of solar photons to function efficiently. The ‗bulk heterojunction‘ approach 
enables bulk mixing of the electron donor and acceptor components with a sufficiently small 
domain size that exciton diffusion to the interface is possible. For efficient charge collection at 
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the electrodes, control of morphology is essential, as it is necessary to provide adequate 
pathways for the photogenerated hole and electron through the active layer.
20,21
 There is 
tremendous interest in nanostructuring the donor/acceptor interface; an ideal configuration for 
which is illustrated in Figure 6B, where interpenetrating lamellae enable excitons to diffuse to 
the interface within their lifetime. Nanostructuring could also lead to a reduction in the rate of 
interfacial charge recombination, consequently serving to improve the yield of charge transport 
to the collector electrodes. 
 
 
Figure 6: Interface structures of the excitonic solar cells discussed in the text. 
 
 By contrast, in dye-sensitised solar cells (Figure 6C), photon absorption and charge transport 
are decoupled, as an organic or organometallic dye injects an electron into the acceptor material 
from its excitonic state; the cation which results is subsequently regenerated by an electron 
donor. Competition between the transport of these two delocalised charges and their 
recombination is crucial in determining the efficiency of these devices, as is the light-harvesting 
ability of the absorber layer. The latter of these aspects was improved significantly as a result of 
the work of O‘Regan and Grätzel in 1991,22 where mesoporous films of metal oxide 
nanoparticles (primarily titanium dioxide) serve as the electron-accepting framework. This cell 
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design is simplified in Figure 6D, where the interface has an effective surface area up to three 
orders of magnitude greater than the geometrical area of the electrode. These cells are extremely 
cheap to produce as films can be doctor bladed, screen printed or even spin coated onto a 
conducting glass substrate; they are also very efficient, demonstrating external conversion 
efficiencies up to 11.1%.
23
 As they form the basis for much of the work presented in this 
document, the operational principles of these devices will now be examined in more detail. 
 
2.3 Fundamentals of dye-sensitised solar cells. 
 
 Dye-sensitised solar cells based on metal oxide substrates have been the subject of 
investigation since the late 1960s, but it took over twenty years for significant advances to be 
made. These were two-fold, with the use by O‘Regan and Grätzel22 of nanostructured titanium 
dioxide as a substrate for the adsorption of a trimeric ruthenium complex — later abandoned in 
favour of the more famous N3 (cis-(NCS)2-bis(4,4‘-dicarboxy-2,2‘-bipyridine)) dye — and the 
use of organic solvents, in particular acetonitrile. Previous studies had attempted to use similar 
dyes for sensitisation,
24
 but efficient adsorption onto the TiO2 surface was not seen by virtue of 
the use of an aqueous electrolyte. In essence, the principles underlying dye-sensitised solar cell 
(DSSC) operation are reasonably straightforward, and are outlined in Figure 7. 
 
Figure 7: Scheme showing the operational principles behind a liquid-electrolyte DSSC. Reproduced from reference 25. 
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 Photoexcitation of the dye results in the injection, from an excited state, of an electron into 
the conduction band of the titanium dioxide. The resulting dye cation is subsequently regenerated 
(reduced) by the electrolyte. To this date, optimal results have been achieved using the 
triiodide/iodide redox couple; this is likely not solely due to its appropriate redox potential, but 
also to the fact it displays highly irreversible kinetics.
26
 This regeneration is seen to proceed on a 
faster timescale than the recombination process between the oxidised dye and the conduction 
band electron (a loss mechanism which would reduce device photocurrent). Finally, the 
reduction of the triiodide species at the counter electrode regenerates the iodide, and electrons 
flow through the load as depicted in Figure 7; no permanent chemical transformation is seen 
within the cell. The rate of diffusion of the mediator out of the porous network must be fast 
enough to compete efficiently with the rate of the recapture of the conduction band electron by 
the oxidised electrolyte species. The maximum voltage obtainable upon operation is equivalent 
to the difference between the quasi-Fermi level of the electron in the TiO2 under illumination 
and the redox potential of the I3
-
/I
-
 couple. 
 When one considers the huge advancements made by the early studies of Grätzel and his co-
workers, it is not surprising that there has been significant attention dedicated to this method of 
cell manufacture over recent years. There exist many reviews of recent advances in this field, 
most notably those by Grätzel,
27
 Hagfeldt
25
 and Watson.
28
 In addition, Tributsch has undertaken 
a review assessing the ‗learning curve‘,26 in an attempt to understand what it is that limits 
progress in this field; indeed, it is argued that research over the last decade has stagnated despite 
significant financial and intellectual investment. One major problem with DSSCs is the issue of 
encapsulation of a toxic, volatile, liquid electrolyte in a system which is subject to fairly high 
temperatures. It would therefore be beneficial either for an appropriate, less volatile, solvent to 
be employed, or to use a solid, such as an organic p-type semiconductor, in the regeneration of 
the dye cation and for hole transport to the cathode. Progress using the latter of these approaches 
will be discussed in the next section. 
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2.4 Solid-state dye-sensitised solar cells using organic hole transporting 
materials. 
 
 In choosing an appropriate hole-transporting material (HTM), the first issue of importance is 
to ensure an appropriate energy structure such that there is a sufficiently large difference in 
energies between the HOMO level of the HTM and that of the sensitiser to encourage 
regeneration of the dye; however, consideration of the hole-transport properties must also be 
undertaken. The hole conductor most commonly employed is spiro-OMeTAD (2,2‘,7,7‘-tetrakis-
(N,N-di-p-methoxyphenyl-amine)-9,9‘-spirobifluorene, Figure 8); the presence of the methoxy 
substituents ensures the work function is adjusted to 4.9 eV,
29
 ca. 0.5 eV lower than the redox 
potential for most commonly employed sensitisers, thus rendering itself appropriate for the 
reduction of the dye cation. Hole transport in this material has been found to occur via a charge 
hopping mechanism between neighbouring molecules
30
 and the hole mobility in this material has 
been found to be of the order of 10
-4
 cm
2
V
-1
s
-1
.
31
 The spiro centre is beneficial as it encourages 
the adoption of the glassy state at the temperature of operation, avoiding crystallisation (which is 
undesirable as it hinders close contact at the interface between the HTM and the mesoporous 
titania film).
32
 
 
Process Timescale (Liq. Electrolyte) Timescale (Solid-State HTM) 
Excitation Femtosecond Femtosecond 
Injection Femtosecond-picosecond Femtosecond-picosecond 
Relaxation Picosecond Picosecond 
Dye recombination Microsecond-millisecond Microsecond-millisecond 
Dye regeneration Nanosecond Picosecond 
Mediator recombination Millisecond Microsecond-millisecond 
Mediator diffusion Millisecond Microsecond-millisecond 
 
Table 1: Order of magnitude timescales for different processes occurring in liquid-electrolyte and solid-state DSSCs. 
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Figure 8: The chemical structure of spiro-OMeTAD. 
 
 So as to contrast the performance of solid-state DSSCs with that of liquid-electrolyte cells, it 
is instructive to compare the rate constants for the different charge transfer and transport 
processes in the two systems (Table 1). The upper four processes in the listing occur on a similar 
timescale in both cases; significant differences are seen, however, for the rates of dye 
regeneration and recombination between the TiO2 conduction band electron and the 
HTM/mediator, and the charge transport in the HTM/mediator medium. The first of these 
processes has been seen to occur at least one order of magnitude faster than regeneration by the 
I3
-
/I
-
 redox couple,
30
 whilst, on the other hand, hole transport to the cathode is significantly 
slower than mediator diffusion in liquid-based cells. This latter observation would potentially 
limit device performance, had the recombination rate between the HTM cation and the 
conduction band electron in the titania lattice not also been substantially slower. In addition, the 
inclusion of tert-butylpyridine and Li[CF3SO2]2N to the spin-coating solution has been shown to 
inhibit interfacial recombination, and has led to improvements in cell efficiency.
33
 
 The most efficient device performance for a solid-state DSSC has been achieved with the 
Z907 dye, which resembles the N3 dye discussed in the previous section, but with the 
carboxylate groups on one of the two bipyridyl ligands replaced with long alkyl chains. This 
renders the titania surface, once sensitised, hydrophobic, and therefore more appropriate for the 
wetting of the organic hole conductor to be spin-coated. External conversion efficiencies of over 
4% have been observed in full sunlight for this system, equivalent to over a ten-fold increase 
within the last nine years.
29
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 Quantum dot-sensitised DSSCs have been fabricated based on both liquid-electrolyte and 
solid HTMs. As will become clear, there are advantages associated with both means of 
fabrication; in addition, the use of quantum dots has several potential benefits over conventional 
organic and inorganic-centred dyes. These will be reviewed at the start of the next section. 
 
2.5 Why semiconductor nanocrystal-sensitised DSSCs? 
 
 At this point, is seems reasonable to introduce the reader to the solar cell architecture which 
serves as the focus of our attention. In doing so, we will ask two major questions: ―what is it that 
is limiting the efficiency of state-of-the-art DSSCs?‖, and ―what are the potential advantages of 
using quantum dot sensitisers over conventional dyes?‖. 
 
 
Figure 9: (Left) Comparison of the I-V characteristics of a crystalline Si solar cell with that of a dye-sensitised solar cell; 
both cells have the same active area. (Right) The unconcentrated AM1.5 spectrum, reproduced from Reference 34. 
 
 So as to tackle the former of these questions, the reader is referred to Figure 9 (left figure), 
where the current-voltage characteristics of typical crystalline silicon and DSSC devices are 
contrasted. The three primary factors which influence the performance of a device are its open-
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circuit voltage, fill factor (a measure of the curvature of the I-V curve in the third quadrant
*
) and 
short-circuit current; these are illustrated schematically in Figure 9. The open-circuit voltage is 
dependent on the energetics of the system in question: in crystalline Si cells, this value is 
determined by the silicon band gap, and the degree of band-edge realignment at the p-n junction 
(Figure 4), leading to a  of ca. 0.7 V. In a DSSC, this value depends on the gap between the 
quasi-Fermi level of the electron in the TiO2 under illumination and the redox potential of the 
mediator couple. Hence, changing the redox couple (or, in fact, altering the TiO2 surface 
conditions) can lead to small changes in , but no significant improvements can be effected by 
replacing the sensitiser dye with semiconductor nanocrystals. 
 The fill factor is sensitive to a range of factors, and is, in general, the least often discussed 
and most poorly understood of device properties. It is, however, highly sensitive to the shunt 
resistance (i.e. the resistance of an alternative path for light-generated current). Significant power 
losses can be seen for devices with a low shunt resistance, as less current is allowed to flow 
through the solar cell junction. This is particularly sensitive to cell morphology and 
manufacturing defects. Typical fill factors of ca. 0.75 have been obtained under AM1.5 
illumination for the best performing DSSCs.
27
 Whilst this is slightly lower than that typical of 
crystalline Si cells (ca. 0.83),
35
 there is no reason to suspect that the use of quantum dots could 
lead to any improvements in this department. 
 Upon examination of Figure 9 (left figure), it appears to be the inferior short-circuit current 
generated in dye-sensitised devices that prevents them from reaching efficiencies comparable to 
those achieved by the more established solar cell technologies. What is the cause of this 
disparity? The incident photon to current efficiency (IPCE) for N3-sensitised DSSCs is over ca. 
60% for wavelengths below 650 nm, and reaches over 75% in the 500–600 nm region;25 they are 
therefore able to harvest visible light reasonably efficiently, and have a high yield of 
photocurrent generation. However, silicon solar cells absorb photons over 1.1 eV, corresponding 
to an absorption onset of 1100 nm; they are therefore able to harvest significantly more solar 
photons (Figure 9, right figure). The use of nanocrystals as sensitisers could lead to significant 
                                                 
* In fact, the fill factor can be defined with reference to Figure 5, as  where  and  are the current and 
voltage at the maximum power point respectively. 
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improvements of the light harvesting ability of DSSCs, as their tuneable band gap means it is 
possible to extend the absorption onset into the near-IR. Furthermore, the potential for multiple 
exciton generation in quantum-confined nanostructures
36-39
 is an exciting prospect, as, if 
harnessed, it would significantly improve the IPCE at the low-wavelength end of the spectrum, 
potentially to values in excess of 100 percent. 
 Based on these attractive properties, there has been much interest in recent years in the 
incorporation of nanocrystals into solar cells; however, this has not solely been directed to the 
field of DSSCs. Extensive research has also been undertaken in the use of quantum dots as 
electron donors and acceptors in, for example, polymer-blend solar cells. It therefore seems 
worthwhile not just to outline recent progress in quantum dot-sensitised DSSCs, but to look at 
the applications of nanocrystals throughout the field of solar energy. Such a review will be 
presented later in this chapter, once we have familiarised ourselves with the physical and 
electronic properties of nanocrystals. First however, we present an introduction to the key 
concepts underlying electron transfer in homogeneous and heterogeneous systems. 
 
2.6 Introduction to electron transfer theory. 
 
 Developed by Rudolf A. Marcus from 1956, the Marcus theory of homogeneous electron 
transfer (for which he received the Nobel Prize for Chemistry in 1992) now serves to underpin 
the study of electron transfer in biological and chemical systems.
40
 Whilst originally restricted to 
outer-sphere electron transfer mechanisms, the theory was later refined by Noel S. Hush to 
explain the rates of reactions proceeding by inner-sphere mechanisms (where electron transfer 
proceeds via the bridging of the donor and acceptor components with an intermediate ligand).
41
 
Our current understanding of electron transfer processes in DSSCs owes much to the work of 
Heinz Gerischer, who extended the Marcus-Hush theory of homogeneous electron transfer to 
heterogeneous systems.
42
 In this section, the principles underlying Marcus‘s original theory are 
outlined; subsequently we turn our attention to how this theory can be applied to the study of the 
rates of electron transfer at DSSC interfaces. 
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Figure 10: The Marcus description of electron transfer; the nuclear motions of reactants (blue) and products (red) and 
their solvent environments are represented by simple harmonic oscillators. 
 
 The process of homogeneous electron transfer (between discrete energetic states) from a 
donor (D) to an acceptor (A) by an outer sphere mechanism can be envisaged as occurring by 
electron tunnelling through an insulating region. The electronic coupling ( ) of the donor and 
acceptor wavefunctions involved in the process can be described in terms of their spatial overlap, 
which (for two identical wavefunctions separated by an insulating barrier of thickness  and 
height ), and can be seen to fall off exponentially with  (where  is a proportionality 
constant): 
 
 
 
 It is clear that the electron transfer rate can be extremely sensitive to this electronic coupling 
term; however, for electron transfer to occur, it is also necessary that this process is isoenergetic. 
It is therefore necessary to invoke Fermi‘s golden rule, which describes electron transfer rate in 
terms of the ‗probability‘ that the initial and final states of the electron transfer process have, 
simultaneously, the same potential energies and the same molecular geometries. This probability 
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term is called the Franck-Condon factor ( ), and the resulting expression for electron transfer 
rate ( ) can be described as follows: 
 
 
 
 So as to quantify the Franck-Condon term in this expression, we can simplify the initial 
(D/A) and final (D
+
/A
-
) states as harmonic oscillator potentials along a reaction coordinate, as 
shown in Figure 10. For the electron transfer process to occur, the reactants and products must 
have the same reaction coordinate (as is required by the extremely fast rate of electron 
tunnelling, which forbids rearrangement during this process); they must also, however, be of the 
same energy. These conditions can only both be met simultaneously at the intersection of the two 
parabolas shown in Figure 10. For convenience, we also define the reorganisation energy  as the 
energy required to adjust the structure of the reactant species such that they adopt the same 
conformations as the products. In the absence of electronic coupling, we can therefore define the 
activation energy for the process (  in terms of the reorganisation energy and the free energy 
difference ( ) between reactants and products in their preferred geometries (the 
thermodynamic driving force for the reaction): 
 
 
 
 The resulting equation describing the rate of electron transfer can therefore be rewritten in 
the Arrhenius form, where the pre-exponential factor contains the electronic coupling term 
described earlier, and the exponent contains the activation energy term: 
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where  is Boltzmann‘s constant and  is the temperature. The electronic coupling term can be 
envisaged (as in Figure 10) as serving to broaden the range of energies at which the electron 
transfer can occur, from a discrete value (in the absence of electronic coupling), to an energy 
range of width . 
 One major consequence of this relation is that the electron transfer rate increases as  
becomes increasingly negative, up to the point where , where the electron transfer 
process is activationless. As the reaction is made more exergonic, however, the activation barrier 
for electron transfer increases, leading to a reduction in . Such a prediction was a source of 
contention for several decades, until empirical evidence was found in support of the model.
43
 
 Whilst this approach can be used in the treatment of electron transfer reactions between 
discrete electronic states, in a heterogeneous electron transfer process (such as electron injection 
from a dye excited state into the conduction band of a metal oxide), charge transfer can occur to 
(or from) a large number of electronic states which are coupled together. As such we must 
consider both the density of states (DOS) profile of these energy levels, as well as their 
occupancy. We can therefore describe the rate of the electron injection process in DSSCs ( ) 
with the addition of two additional terms — , the normalised density of acceptor states at 
energy , and , the Fermi occupancy factor of states at energy , where  is the 
energy of the Fermi level:
44
 
 
 
 
where  is the energy difference between the oxidation potential of the dye excited state and 
, the energy of the acceptor state.  can be expressed in terms of the Fermi-Dirac 
distribution such that: 
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 The expression for  described above has the consequence that activationless electron 
transfer can be achieved from photoexcited dye molecules into empty conduction band states 
lying at an energy  below the dye excited state energy. Another significant observation is that, if 
the Fermi level is raised in energy to within  of the dye oxidation potential, electron injection 
can be severely retarded. 
 
2.7 Semiconductor quantum dots: the impact of confinement on electronic 
band structure. 
 
In contrast to the band structures of bulk crystalline semiconductors (e.g. CdSe, GaAs, 
Si), where spectra illustrate continuous optical absorption at larger photon energies than that of 
the band gap, absorption spectroscopy of nanocrystals (comprising several thousand atoms or 
fewer) reveals a series of discrete excited states. This is a result of a ‗quantum size effect‘,45 
which also leads to a blue shift in absorption onset. Also, confinement effects an increase in the 
charging energy of removal or acceptance of a single electron; there have been several 
discussions on the topic of single electron tunneling (SET) effects.
45-47
 
 By analogy to the expression for the energy levels of a particle of mass  in an infinitely 
high spherical potential well of width :
48
 
 
 
 
the MOs approaching the lower band edge are seen to have the same eigenvalues as a particle of 
mass  confined in such a region. The quantum numbers  and  (for radial and angular 
momentum) are used to designate the lowest few unoccupied MOs as ― ‖ ― ‖ 
(Figure 11, central figure). This assignment is fairly straightforward for ‗conduction band‘ MOs 
of II-VI and III-V semiconductor nanocrystals (e.g. CdS, CdSe, GaAs)
49,50
 as these orbitals are 
principally composed of s-type orbitals on metal atoms.
51
 Treatment of the highest occupied 
‗valence‘ MOs is somewhat more complex: these are composed of p-type functions on the ‗non-
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metal‘ atom, and thus exhibit anisotropic effective mass tensors. They also are subject to 
significant spin-orbit coupling. In bulk semiconductors, the valence band is seen to be three-fold 
degenerate (in terms of orbital angular momentum), with the ‗heavy‘ and ‗light‘ hole bands 
degenerate at , and a split-off hole band offset by an energy , the spin-orbit splitting.
15
 
The analysis by Chestnoy et al.
51
 examines the effects of confinement on these bands, concluding 
that both heavy and light hole states shift together to higher energy as the confinement increases 
according to the isotropic hole mass and not the heavy or light hole mass. Hence this band 
(labelled  in Figure 11) is doubly orbitally degenerate. The offset of the split-off hole band for 
semiconductor nanocrystals is similar in magnitude to that seen in the bulk in materials such as 
ZnSe (where there is significant spin-orbit coupling in the bulk,  vs. 
; as the bulk spin-orbit energy becomes small, however,  will be seen to exceed the 
bulk value (e.g.  vs.  for ZnS).
51
 
 
 
Figure 11: (Left) The band structure of a polyene chain of infinite length, adapted from Reference 48. Discrete eigenvalues 
for chains containing 11 and 13 atoms are also shown. (Centre) The lowest allowed electronic transitions for a spherical 
ZnSe cluster; the dotted lines show band edge positions. Reproduced from Reference 49. (Right) The dependence of the 
lowest allowed electronic transition energy on size. Respective bulk bandgaps are also labelled. Reproduced from 
Reference 49. 
 
 The model proposed by Brus et al.
49,50
 takes into account electron-hole correlation in the 
elucidation of energy structure. For the lowest energy excited state (i.e.  in the ‗particle in 
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a sphere‘ expression presented above), the uncorrelated solution for the energy shift with respect 
to the bulk band gap (using the wavefunction  for two charges of magnitude 
 at positions  and  in a sphere of radius , dielectric constant ) is: 
 
 
 
where the first term is the quantum energy of localisation, the second is the electron-hole 
Coulomb attraction and the third is the loss in dielectric solvation energy (averaged over the  
wavefunction) as the volume of high dielectric constant material becomes small.
49,50
 Within the 
latter, the term  is a function of both internal and external dielectric constants. Use of the 
wavefunction  serves as a good approximation for cases where the kinetic energy term greatly 
exceeds the electrostatic energy; however, as these terms scale differently with , a more general 
wavefunction, incorporating 2s character, must be used as  becomes large. A variational 
calculation can be performed taking into account radial (but not angular) electron-hole 
correlation using the wavefunction: 
 
 
 
where the terms  and  are obtained by minimising  with the polarisation value removed 
from the potential energy term; this can subsequently be obtained from first order perturbation 
theory. This model fails for small  (the dotted regions in Figure 11, right figure) for a number of 
reasons,
49
 primarily because the effective mass approximation breaks down as the lighter particle 
(i.e. electron) kinetic energy becomes substantial. 
 The work of Banin et al.
46,47,52
 has received considerable attention, as for the first time, 
scanning tunneling microscopy and spectroscopy were used not only to investigate the energy 
structure of InAs nanocrystals bound to a gold substrate but also to image directly the atom-like 
electronic states. This was achieved by using a ‗double-barrier tunnel junction‘ configuration, 
whereby, after performing a topographic scan (using a bias above the s and p states), the tip is 
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positioned directly above the nanocrystal. The scanning and feedback controls are disabled and 
then a tunneling current-voltage ( - ) curve is obtained. Peaks in the plot of  vs.  illustrate 
the flow of electrons into unfilled electronic states as the voltage is raised. Having determined 
the bias for tunneling to each of the ‗atom-like‘ states, a topographic scan is performed at a bias 
exceeding these values, and at each point in the scan, the STM feedback loop is disconnected 
momentarily so as to measure the current at the appropriate  values for tunneling into the  and 
 states. Imaging of the respective orbitals can therefore be achieved. Figure 12 illustrates the 
resulting current images for an InAs/ZnSe core/shell nanocrystal.
52
 Whilst the images are 
somewhat startling in their clarity, it is also an interesting exercise to compare results from core 
and core/shell nanocrystals.
47,52
 The bandgap appears to be nearly unaffected by shell growth, 
although the -  level separation is substantially reduced. The ‗particle in a sphere‘ envelope 
wavefunctions for  and  orbitals in a core/shell nanocrystal are also shown in Figure 12. The 
current images and energetic observations are consistent with the penetration of the  orbitals 
into the shell (whereas the  state is confined to the InAs core region). The p state energies are 
lowered with increasing shell thickness (the thickness of the confining potential barrier), so that 
they approach the energy of the s state. Such effects are also seen in optical absorption spectra.
53
 
 
 
Figure 12: (Top) The topographic image of an InAs/ZnSe core/shell nanocrystal with a six monolayer shell, and current 
images taken obtained simultaneously at different bias voltages, so as to probe the  and  states. (Bottom) „Particle in a 
sphere‟ envelope wavefunctions and the square of the  and  radial wavefuntions (normalised to maximum values) for 
the core/shell QDs. Adapted from Reference 52. 
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2.8 Progress in the synthesis of colloidal semiconductor nanocrystals. 
 
 In recent years, much progress has been made in the `bottom-up' synthesis of nanocrystals 
homogeneously in solution, so as to control their size, shape and composition and to improve the 
uniformity of such properties. Stability and monodispersity of the particles in solution are also of 
paramount importance. An extended discussion of such work would be a significant undertaking 
in its own right, reviews by Yin and Alivisatos,
54
 Green
55
 and Murray
56
 must be sought should 
the reader be interested in a broad treatment of the literature. Essentially, however, most 
synthetic routes for nanocrystals are based on principles similar to those outlined here (with 
reference to Figure 13): 
 
 
Figure 13: The stages of nucleation and growth for the preparation of monodisperse nanocrystals (left) by the La Mer 
model,60 and (right) representation of the simple synthetic apparatus used in the preparation. Reproduced from 
Reference 56. 
 
 Rapid addition of reagents to the reaction vessel, forcing [precursor] over the nucleation 
threshold. 
 Resulting nucleation burst causes [precursor] to fall, partially relieving supersaturation. 
 No new nuclei form as long as the rate of addition of the precursor to solution does not 
exceed the rate of ‗consumption‘ of the precursor by the growing colloidal nanocrystals. 
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 If [precursor] is high (but still below the nucleation threshold), small crystals grow faster 
than large ones, so as to attenuate, or ‗focus‘ the size distribution. This is based on 
predictions formulated by Reiss (remarkably) in 1951.
57
 
 In many systems, Ostwald ripening is seen to occur whereby the dissolution of small 
crystals is promoted by their high surface energy (as a result of their high surface to 
volume ratio), with the redeposition of material onto the larger nanocrystals. 
 
 Controlling the binding energy of surfactant molecules in solution to the nanocrystal surface 
is pivotal to most modern schemes for nanocrystal growth by this method. It is important to 
strike a balance, at the nanocrystal surface, between monolayer protection from rapid bulk 
deposition, and the ability for individual precursor molecules to achieve transient access; 
‗dynamic solvation‘54 must be achieved, whereby ligand molecules are able to exchange on and 
off the surface. This is done by choosing ligands with appropriate nanocrystal binding energies 
to act as surfactants during growth. For example, in the pioneering synthesis of CdSe 
nanoparticles by Murray et al. in 1993,
58
 Cd(CH3)2 reacts with Se at high temperature (ca. 
300˚C), in the presence of trioctylphosphine (TOP) and trioctylphosphine oxide (TOPO) which 
bind to the surface Se and Cd atoms respectively. The high temperature is necessary for the 
growth of high-quality crystalline nanoparticles as it gives sufficient thermal energy to the 
constituent atoms to rearrange and anneal during growth. Shape control can be effected by 
consideration of the surface energies of different facets, as described (for CdSe nanocrystals) by 
Peng et al.
59
 
 The growth rate of a crystal facet depends exponentially on its surface energy; hence, at high 
growth rates, in the kinetically controlled regime, high energy surface planes grow more rapidly 
than low energy ones. This can lead to the growth of a wide array of nanocrystal shapes.
61
 
Recently, it has been proposed theoretically
62
 that selective adhesion to particular facets by a 
carefully chosen organic surfactant can lower the surface energy, and thus discourage growth in 
these regions. Complex shapes can also result from the ‗sequential elimination‘ of high energy 
surfaces,
63
 when fast-growing facets disappear during growth and the resultant surface region 
consists of slower-growing facets. Examples of nanocrystal shape control are illustrated in 
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Figure 14. Essentially all of these species are metastable (non-equilibrium) forms as a result of 
their high surface area to volume ratios,
54
 and thus could not be attained at low growth rates; 
under these conditions (in the thermodynamic regime) nearly round nanocrystals are formed, the 
limit to which is the ‗focusing‘ regime alluded to above. 
 
 
Figure 14: Kinetic shape control of nanocrystals at high growth rate (a), and (b) shape control through selective adhesion. 
„Sequential elimination‟ of high energy facets can lead to the formation of complex nanocrystal shapes (c), and (d) 
controlled branching of nanocrystals, by exploitation of two or more crystal structures in different domains of the crystal. 
Reproduced from Reference 54. 
 
 Ligand exchange can be performed by repeated exposure of the nanocrystals to an excess of 
incoming ligand, each time followed by precipitation.
58,64
 This way, exchange can be effected 
even where the new binding molecules are less strongly bound to the nanocrystal surface than 
the preceding ones. Such treatments can be used to control the intercrystal separation in 
assemblies and to functionalise the nanocrystal surface with chemically active groups. 
 Finally, there has been extensive research into the construction of ordered two- and three- 
dimensional arrays of nanocrystals and the investigation of their properties. This will not be 
considered in detail in this discussion, but the reader is referred to a recent review by 
Vanmaekelbergh and Liljeroth.
65
 
 The control of the shapes and surfaces of nanocrystals is of particular significance in the field 
of nanostructured polymer blend solar cells, where optimisation of charge transport is essential 
for the development of efficient devices. In the construction of any photovoltaic device based on 
2 – Background and Relevant Theory / 43 
 
quantum dots, a good understanding of the charge transfer mechanisms that occur at the 
nanocrystal surface may be a crucial factor in the achievement of high yields of charge 
generation; our attention turns, therefore, to recent studies investigating the role of surface 
defects in these nanoscale architectures. 
 
2.9 Charge carrier trapping in quantum dots: the role of surface defects. 
 
 Whilst we have already discussed the impact of confinement upon the electronic structure of 
semiconductor nanostructures in terms of the nature of band-edge states, it should be noted that 
electron- or hole-accepting states can be found to exist within the energy gap (where, in perfect 
bulk crystals, electronic states are forbidden). Spatially, these states can be located at crystal 
imperfections or impurities, or at the nanocrystal boundary as a result of the termination of the 
crystal structure. Surface states can either be intrinsic or extrinsic in nature. Intrinsic surface 
states are found at clean and well ordered surfaces and are of particular significance in small 
nanostructures (with high surface area-to-volume ratios). Shockley-type states in quantum dots 
have been evaluated by taking into account electronic coupling between the conduction and 
valence bands and arise as solutions to the Schrödinger equation whose wavefunctions are 
localised close to the nanocrystal surface (increasingly so with increasing nanocrystal size).
66
 
 Whilst extrinsic surface defects can be introduced by the presence of impurities or point 
vacancies at the QD surface, they also result from the discontinuity in bonding structure which 
occurs at the nanocrystal interface. As discussed in the previous section, the binding of ligands to 
the nanocrystal surface plays a critical role in the growth of monodisperse semiconductor 
quantum dots; however, such ligands can also serve to passivate the surface, maintaining (to 
some degree at least) the bonding geometry of surface atoms, and minimising the presence of 
‗dangling bonds‘. These dangling bonds can be envisioned as orbital lobes which extend beyond 
the nanocrystal surface which, as such, effect the presence of electronic states whose energies 
differ from those seen in the bulk of the material. As will be seen, the choice of ligands used to 
passivate the quantum dot can be critical in dictating the surface density of charge traps, whilst 
also being of significance to the dispersion (and chemical and photochemical stability) of 
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quantum dots in solutions and solution-processed architectures. Indeed, several studies have 
examined the photodegradation of CdSe QDs capped with hydrophilic thiols in aqueous 
media.
67,68
 In these systems, thiol moieties can be oxidised by accepting a hole from the 
photoexcited QD, leading to the formation of disulphide species which (if highly soluble in 
aqueous solution) diffuse away from the nanocrystal surface, leading to photoluminescence 
quenching and aggregation. 
 The role of charge trapping in photoexcited quantum dots has been heavily investigated using 
a range of techniques, including optically detected magnetic resonance (ODMR) spectroscopy, 
steady-state and time-resolved photoluminescence (PL) spectroscopy and transient absorption 
(TA) spectroscopy. The former of these techniques enables a deeper understanding of the 
chemical character of defect sites and reveals, amongst other things, the primary recombination 
mechanisms for trapped charges in photoexcited quantum dots. Whilst the nature of the deep-trap 
photoluminescence (characteristic of emissive recombination involving trapped charges) will be 
discussed and studied in more detail in Chapter 7, ODMR studies appear to indicate that the 
mechanism of this process is extremely sensitive to the material system chosen. For example, in 
thiol-capped CdTe QDs, emissive recombination at longer wavelengths occurs primarily 
between conduction band electrons and holes trapped at surface cadmium vacancies, whilst in 
core-shell InP/ZnS QDs, holes in the valence band recombine with electrons which are trapped at 
phosphorous vacancies.
69
 
 The quenching of the band-edge PL as a result of ligand exchange provides a good indication 
of the impact of the capping species upon surface trap densities in QDs. Amine- and thiol-
functionalised ligands are commonly used in the ligand exchange process, and are envisaged as 
hole acceptors by virtue of the presence of non-bonding electrons on the N and S atoms. 
However, in non-polar solvents, ligand exchange using aliphatic amines has been shown to 
enhance the photoluminescence yield of (originally TOPO-capped) CdSe QDs;
70,71
 it is generally 
accepted that primary aliphatic amines are well suited to the optimisation of quantum dot PL 
yield, potentially as a result of their high oxidation potentials which render photo-oxidation by 
valence band holes thermodynamically unfavourable.
70
 Upon addition of amine hole acceptors to 
toluene solutions of CdSe QDs however, the band-edge PL can be quenched, although the PL 
2 – Background and Relevant Theory / 45 
 
lifetime remains the same.
72,73
 In QDs larger than ca. 2 nm in diameter, this reduction in PL has 
been shown not to obey the Stern-Volmer model for collisional fluorescence quenching; such 
behaviour has been proposed to result from the blocking of radiative recombination pathways by 
amine binding to hole sites at the QD surface. Thiol-containing ligands are able to displace 
amine and TOPO ligands, resulting in a significant degree of PL quenching in a range of 
solvents;
67,68,70
 indeed, studies on the photoluminescence intensity and blinking dynamics of 
single quantum dots appear to indicate that the attachment of just one thiol-functionalised ligand 
to a TOPO-capped CdSe QD can effect a 50% reduction of its PL intensity.
74
 
 Recently, Jones et al. have been able to develop a model, based on Marcus electron transfer 
theory, which can determine the trapping dynamics in CdSe core and core/shell nanocrystals 
from time resolved photoluminescence measurements.
75
 Such a framework could have a 
significant impact upon our perception of charge trapping mechanisms at QD surfaces and 
interfaces, whilst also enabling a better understanding of how excitons in nanocrystals interact 
with their surroundings. Further to effects arising from the introduction of surface traps, ligand 
exchange and the presence of surface adsorbates have been seen to affect the energies of the 
conduction and valence band edges in InAs and CdSe quantum dots (and QD films).
76
 Whilst the 
degree of tuning of energy levels in these systems is sensitive primarily to the nature of the 
nanocrystal binding group and the QD size, changing the dipolar character of the surface 
adsorbed ligand has can also affect the electron affinity of QDs. 
 Pump-probe transient absorption spectroscopy is a valuable tool for the investigation of both 
fast and slow processes occurring in QDs following photoexcitation, and as such it will play a 
major role in our investigations. By studying bleach recovery dynamics (of, for example, the 
1S(e)-1S3/2(h) transition) on ultrafast timescales,
36,77-79
 or the decay of positive transient features 
in the infrared,
80,81
 information about relaxation processes can be gleaned. Such studies have also 
been conducted in parallel with time resolved photoluminescence studies,
78
 where disparities 
exist between the rise times of the bleaching and ‗band-edge‘ PL transients. Such a discrepancy 
has been proposed to arise from the dynamics of the different ‗dark‘ and ‗bright‘ states under 
examination using the two techniques. 
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 The rates of interband, intraband, and trapping transitions are all extremely sensitive to the 
surface capping conditions. The introduction of hole traps at CdSe nanocrystal surfaces has been 
shown both to retard the rate of intraband transitions in QDs,
80,82
 and to increase the rate of sub-
bandgap trapping;
75,77,79
 the presence of long-lived charge-separated states on CdSe QDs capped 
with pyridine has also been observed using photoinduced absorption spectroscopy, with lifetimes 
up to the millisecond timescale.
81
 The spectral signatures and transient decay dynamics of 
photoexcited QDs are also highly sensitive to the pump excitation density; new spectral features 
have been seen to develop when many electron-hole pairs are present upon the quantum dot, 
whose origins have been investigated in detail.
36,79
 The importance of Auger processes on the 
behaviour of exciton dynamics in this excitation regime have been discussed elsewhere.
39,83,84
 
 
2.10  Recent progress in the use of nanocrystals in photovoltaic active layers: 
dye-sensitised solar cells. 
 
 In recent years, semiconductor nanocrystals have been heavily investigated as light-
harvesting components in solution-processed photovoltaic devices. In particular, quantum dots 
made from narrow bandgap materials have received much attention as a result of their ability to 
harvest photons in the near-infrared (n-IR),
85-88
 a region of the solar spectrum which has been 
barely exploited in solar cells using light-absorbing materials such as organic small-molecule 
dyes or polymers, or transition metal complexes. These quantum-confined nanostructures may 
also offer the possibility of improved photon-to-current conversion in the ultraviolet region of 
the solar spectrum, as a result of their ability to generate multiple excitons following the 
absorption of a single high-energy photon,
36,38
 and the subsequent dissociation of these electron-
hole pairs at a donor-acceptor interface.
89
 In addition, QDs may be tailored to possess the 
electronic properties required to optimise the balance between efficient light harvesting and high 
yields of interfacial charge transfer at solar cell interfaces by judicious choice of QD material, 
shape and size.
14,90
 
 Whilst the principles outlined in previous sections provide a starting point in our 
understanding of the electronic structure of quantum dots, it is wise to note that a degree of band 
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realignment can occur when CdSe QDs are brought into contact with, for example, an electron 
accepting metal oxide substrate.
91
 Such an effect can lead to the formation of a Schottky barrier 
at the interface, as the quantum dot layer contains shallow hole traps and therefore exhibits p-
type behaviour.
92
 The presence of these traps can also serve to accelerate the rate of Auger 
recombination in small quantum dots, potentially limiting their application as sensitisers.
92
 
Research in the field of nanocrystal-based DSSCs has revolved around two types of sensitisation: 
the use of chemical bath deposition (CBD) techniques and the attachment of as-synthesised 
quantum dots using a bifunctional linker species. An example of the former is growth using the 
‗successive ionic layer adsorption and reaction‘ (SILAR) technique, whereby the TiO2 surface is 
exposed alternately to, for example, solutions of Cd
2+
 then S
2-
 ions, to yield layers of CdS 
nanocrystals. Before the reaction with sulphide, thorough washing is undertaken so as to ensure 
monolayer coverage of Cd
2+
 ions. The result after several cycles is mesoporous titanium dioxide 
sensitised with CdS crystals which have a wide distribution of sizes, and as such exhibit no 
excitonic peaks in the absorption spectrum. They also have a high concentration of surface 
defects — the only photoluminescence seen in the absence of electron injection is from trap 
states.
93
 It should be made clear that the application of CBD techniques in the growth of 
semiconductor nanocrystal sensitisers in DSSCs is by no means a new concept; indeed, the past 
two decades have yielded studies using chemically deposited CdS,
88,94-103
 CdSe,
95,102,104-106
 
PbS,
88,100,107,108
 Sb2S3,
88,109
 Ag2S
88
 and Bi2S3
88
 nanocrystal light absorbers. It has been seen, 
however, that efficiencies realised by these devices have experienced something of a step change 
in recent years; this stems from an improved understanding of which nanocrystal materials, 
growth conditions and cell fabrication procedures are appropriate in this system with many 
variables. 
 The application of pre-fabricated quantum dots as sensitisers typically involves the use of a 
bifunctional linker molecule in the attachment of QDs to the metal oxide surface. A wealth of 
literature has been published using this strategy, where nanocrystals of InAs,
110
 InP,
111
 HgTe,
85
 
Bi2S3,
112
 CdS,
113
 CdTe,
114
 PbS
115
 and CdSe
97,114,116-119
 have been attached to the surface of 
mesoporous TiO2 and ZnO nanorods.
120
 The most commonly used linker consists of carboxylic 
acid and thiol functionalities (to bind to the metal oxide and CdSe surfaces respectively). 
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However, it is interesting to note that superior device performance has, to date, been realised 
using SILAR deposition, where power conversion efficiencies of up to 4.22% (under AM1.5 
illumination) have been reported,
121
 despite the fact that nanocrystals grown by this method have 
broad size distributions and, in most cases, no surface passivation. 
 Using conventional dye sensitisers, optimal device efficiencies have been achieved using the 
triiodide / iodide redox couple, as discussed in Section 2.3. However, it is believed that this 
system cannot be used in nanocrystal-sensitised cells due to the spontaneous and/or 
photochemical dissolution of the quantum dot material. When the I
- 
/ I3
-
 redox couple has been 
used, efficiencies are typically very low and unstable,
111,114,120
 although recently it has been 
observed that SILAR-grown nanocrystals can resist degradation if coated with an amorphous 
TiO2 layer following deposition.
103
 As a result, it is usually necessary either to use alternative 
redox electrolytes (for example, those based on sulphide/polysulphide
98,101,106
 or Co
3+
/Co
2+110,122
 
redox couples) in the regeneration of photo-oxidised QDs or to employ a different strategy, using 
a solid-state HTM for hole regeneration and transport.
100,108,109
 
 Some of the best device results achieved to date have been seen using SILAR-deposited CdS 
and CdSe nanocrystal sensitisers, and in particular their co-sensitisation to form CdS/CdSe layer 
structures featuring a stepwise structure of band-edge levels.
95,102
 The importance of surface 
passivation (for example, with organic ligands
123
 or with wide-bandgap inorganic materials
94,102-
105
 such as ZnS) to device stability and efficiency has also been highlighted by these recent 
studies, as have the potential advantages of the inclusion of F
-
 ions (for example at TiO2/CdSe 
and CdSe/ZnS interfaces).
104
 Lead sulphide quantum dots are also of particular interest, by virtue 
of the low bandgap of PbS (bulk bandgap ≈ 0.41 eV),86 and the strong quantum confinement 
imposed upon photogenerated electrons and holes in PbS QDs which results in a strong size-
dependence of the nanocrystal bandgap. Whilst efficiencies approaching 1.5% under AM1.5 
illumination have been reported for DSSCs using PbS nanocrystal sensitisers on mesoporous 
TiO2,
100
 improvements could be realised by addressing the poor incident photon to current 
conversion efficiencies (IPCEs) of these devices. This can be achieved by improving the yield of 
charge separation at the respective interfaces in PbS DSSC architectures, whilst also minimising 
interfacial charge recombination losses. It should also be noted that, very recently, Sb2S3-
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sensitised TiO2 films interpenetrated with amorphous CuSCN (as the HTM) have shown 
extremely promising results; these solid-state devices were able to achieve PCEs in excess of 
3.3% under one sun illumination.
109
 
 Whilst the use of colloidal QDs as sensitisers ensures narrow nanocrystal size distributions, 
such an approach has (as yet) not been seen to yield devices as efficient as those constructed 
using CBD techniques for nanocrystal growth. However, studies exist in the literature which 
attest to the importance of the linker molecule used in the attachment of QDs,
119,124,125
 the surface 
coverage of QDs
124
 and their size,
92,115,118,122
 and the TiO2 film architecture
118
 in the optimisation 
of device performance. Recently the photodegradation of CdSe QDs attached to electron 
accepting substrates has also been studied,
126
 and it was shown that the presence of oxygen 
(which serves to scavenge injected electrons) results in the long-lived persistence of CdSe-
localised holes which can induce the anodic corrosion of QDs. 
 
2.11  Recent progress in the use of nanocrystals in photovoltaic active layers: 
polymer blend solar cells. 
 
 Unlike in DSSCs, where charge transfer and transport are decoupled from light absorption, in 
‗bulk heterojunction‘ solar cells,21 both components of a blend serve to absorb light and transport 
charge. Nanocrystals have rapidly emerged as redox-active species in this field, not solely as a 
result of their tuneable HOMO and LUMO energy levels (which facilitates the ‗tailored‘ 
alignment of energy levels for charge transfer by careful size, shape and material selection), but 
also because of their solution processablilty. In addition, the charge transport proficiency of 
semiconductor nanocrystals can be far superior to that of typical organic electron and hole 
transporting materials;
127
 with control of nanocrystal shape and the morphology of the active 
layer, it is hoped that one day nanocrystal/polymer blends will be able to compete with their all-
organic counterparts.  
 Modern colloidal synthesis yields nanocrystals coated with a surfactant layer; this mediates 
their growth and enables their dispersion in solution. However, this layer (typically consisting of 
ligands which possess long hydrophobic chains) does inhibit the interaction between QDs and 
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the surrounding polymer matrix, and prevents intimate contact between QDs. This serves to 
suppress charge transfer and transport; as a result, there has been a significant emphasis on 
ligand exchange in the literature, partly stimulated by the early work of Greenham et al. in 
1996.
128
 This study illustrated the effects of surface treatment with pyridine in that, in contrast to 
the use of their as-synthesised counterparts, incorporation of ligand-exchanged quantum dots in 
polymer blends was shown to result in charge separation at the nanocrystal/polymer interface. 
Evidence for this process was provided by the quenching of the polymer photoluminescence (in 
this case, that of MEH-PPV) in the latter, and the development of a photoinduced absorption 
band corresponding to the MEH-PPV radical cation.
128,129
 It is worthy to note that there has been 
significant recent interest in the development of novel surfactants for nanocrystals, including 
small ligand molecules such as thiols
130
 and phosphonic acids,
131
 poly- and oligothiophenes,
132-
134
 amine-functionalised block copolymers
135
 and carbon nanotubes.
136
 However, it is also 
accepted that, whilst ligand exchange can improve the interfacial contact between polymers and 
nanocrystals, it can also lead to an increase in phase separation, reducing the interfacial area 
available for charge generation.
137
 Two strategies have been proposed to overcome this apparent 
dichotomy. The first is to synthesise QDs directly in the polymer matrix, so the polymer itself 
serves as the surface passivating species.
138,139
 This is carried out in a one pot synthesis, and the 
resulting mixture is then spin-coated to form the active layer. Another approach is to synthesise 
QDs with thermally cleavable passivating ligands;
140
 these are spin coated into the active layer to 
enable a good dispersion of QDs within the polymer, and the carbamate functional group in the 
passivating ligand is subsequently cleaved during thermal annealing. 
 It is understandable that the charge (in particular, electron) transport properties of 
nanocrystals can have a profound influence upon device performance. Intra-particle electron 
transfer has been found to occur on a fast timescale — highly efficient, band-like, transport has 
been seen along Si nanowires.
141
 Indeed, it is inter-particle electron-hopping which is responsible 
for limiting device performance.
142
 Devices based on polymer blends incorporating CdSe 
nanorods of different lengths have been optimised,
143
 and significant improvements were seen as 
the nanorod length was increased, up to a power conversion efficiency of 1.7%. This is 
rationalised by observing that the longer nanocrystals (30 nm and 60 nm in length) are able to 
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penetrate a significant proportion of the way through the 200 nm thick film, thus minimising the 
number of interparticle charge transfer processes required in electron transport to the anode. The 
use of branched and hyperbranched nanocrystals has also led to significant improvements in 
device performance,
90,144
 as they enable a further reduction of the number of charge hopping 
steps involved in electron transport. Furthermore, the choice of an appropriate solvent for film 
deposition can enable the optimisation of the morphology of the surrounding polymer matrix; in 
particular it is possible to obtain a fibrilar morphology for CdSe nanorods blended with P3HT. 
This provides extended hole-transport pathways, and has been shown to lead to devices with 
power conversion efficiencies up to 2.6%.
145
 Control of cell morphology can also be imparted 
using P3HT which has been end-functionalised with amine moieties;
146
 such functionalisation 
serves to improve nanocrystal dispersion without the use of insulating surfactants. 
 The additional light-harvesting capabilities of quantum-confined species have so far not been 
discussed in terms of their application as absorber species in bulk heterojunction polymer cells; 
there is a good reason for this. The extinction coefficient of, for example, 4 nm CdSe 
nanocrystals (at their first excitonic absorption maximum) is ca. 3×10
5
 cm
-1
M
-1
,
147
 which at first 
appears high, but when one considers that the equivalent value for P3HT is ca. 10
4
 cm
-1
M
-1
,
148
 
our perspective begins to change. This latter value is per monomer unit, which, even taking into 
account stacking and lateral interactions between polymer chains, occupies a volume ca. 500 
times smaller than that of one quantum dot. Whilst this does present a serious issue, it is possible 
to take advantage of the larger QD absorption cross-sections seen at lower wavelengths by using 
nanocrystals whose first excitonic maximum is well into the near-infrared (this does, however, 
impact adversely upon the  of such cells). For example, Cui et al.
149
 fabricated P3HT-based 
devices with optical densities over 0.5 below ca. 1000 nm; however the power conversion 
efficiencies of these devices were low, and barely improved by the ability to harvest part of the 
long wavelength region of the solar spectrum. 
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2.12  Recent progress in the use of nanocrystals in photovoltaic active layers: 
all-inorganic architectures. 
 
 Recent years have witnessed a boom in publications describing the fabrication and testing of 
all-inorganic devices based on narrow bandgap QDs, as it is well recognised that efficient 
infrared power conversion is likely to play a critical role in the success of future multi-junction 
and tandem solar cells processed from solution. To date, nanocrystals based on PbS,
86,150-156
 
PbSe,
157-161
 HgTe,
162
 Bi2S3
163
 and In2S3
164
 have all been tested in Schottky-contacted solar cells 
with an active layer consisting of one type of QDs; indeed, massive progress has been made 
since the first of these reports in 2005,
86
 and now such devices hold the record
34
 for 
monochromatic power conversion efficiency in the ca. 1.5 m region of the solar spectrum 
(2.4% at 1500 nm), and also perform well at 1000 nm (with monochromatic PCEs of 4.2%).
153
 
Furthermore, panchromatic power conversion efficiencies (under the AM1.5 spectrum) of over 
3% have also been reported,
165
 where the use of ternary PbSexS1-x nanocrystals was shown to 
yield higher efficiencies than those seen using PbS or PbSe QDs (optimal performance was seen 
for x = 0.3). Such behaviour has been proposed to result from striking a balance between open-
circuit voltage, which improves with increasing S concentration, and short-circuit current, which 
falls off significantly with decreasing Se concentration, possibly due to a decreasing exciton 
Bohr radius — this would have the effect of reducing the electronic coupling between quantum 
dots. Also of note (albeit not in the field of efficient photon harvesting in the near-infrared), is 
the construction of bilayer devices based on layers of CdSe and CdTe nanorods,
166
 whereby 
AM1.5 power conversion efficiencies up to 2.9% were achieved. As a loose comparison, it is 
worthy to note that the first organic bilayer devices, developed in 1986, worked at no more than 
1% efficiency.
167
 
 The best performing single QD layer devices consist of a p-type QD layer sandwiched 
between two contacts: one transparent contact whose workfunction is closely aligned with that of 
the absorbing layer, and a metal contact (typically Al, Ca or Mg) with a much lower 
workfunction.
34
 Such asymmetry leads to the formation of a built in field across the active layer, 
albeit one which is non-linear in space (a greater degree of band bending is to be expected at the 
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interface possessing a higher workfunction difference). As such, the ability to extract carriers 
depends on both drift (which would dominate in the metal-insulator-metal regime, where 
uniform band bending exists throughout an undoped active layer) and diffusion (which 
dominates in heavily doped devices containing thin depletion regions, such as those based on p-n 
junctions). In devices based on QD-solid active layers, the minority carrier diffusion length is of 
the order of 100 nm, which is similar in magnitude to the depletion layer thickness at the 
Schottky junction.
34,161†
 The sum of these values effectively provides a limit to device thickness, 
which can be raised if carrier mobilities are improved. For the QD active layer to absorb over 
90% of incident photons at the wavelength of the QD first excitonic maximum, however, 
thicknesses of the order of 1 m must be achieved;
34
 for extraction to compete efficiently with 
recombination in this regime, the electron mobility must be increased by over two orders of 
magnitude relative to typical values (ca. 1×10
-4
 cm
2
V
-1
s
-1
) reported thus far. Strategies to 
improve carrier mobilities and lifetimes in these systems have focussed both on the impact of 
surface traps and that of the interparticle separation. As such, a range of capping ligands (both 
monodentate and bidentate) have been tested with the aim of achieving close nanocrystal 
spacing, whilst minimising the disruption in QD surface passivation; amines
86,150-153,157,158,164
 and 
thiols
154,156,159,161
 are most commonly employed for this purpose. 
 Several recent studies have reported a strong dependence of internal photoconductive gain 
upon the wavelength of absorbed photons;
154,157
 there is reasonable evidence to suggest that such 
behaviour can be attributed to multiple exciton generation and extraction from PbSe and PbS 
photodetectors. Indeed, it should be noted that, recently, internal photoconductive gains of ca. 
100% were observed in PbS films, albeit at wavelengths under 220 nm.
154
 The process of 
multiple exciton generation is extremely sensitive to the surface quality, and in particular can be 
severely hampered in the presence of thiol passivating ligands.
168
 In addition, it should be 
pointed out that, whilst excitons on PbS QDs in these architectures can have lifetimes up to the 
                                                 
† Based on estimates of carrier lifetime, built-in electric field and depletion layer thickness, the mobility required to 
achieve efficient carrier transport through drift within the depletion region appears to be of the order of 1×10-4 cm2V-1s-1; 
this is similar in magnitude to the mobility of electrons in these systems; holes exhibit mobilities up to 2×10-3 cm2V-1s-1).34 
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microsecond timescale, efficient charge extraction from QDs containing multiexcitons must be 
extremely fast (on the sub-100 ps timescale) in order to compete with Auger recombination.
83
 
 
2.13  Progress in the study of charge transfer at nanocrystal interfaces. 
 
 Crucial to the studies of device performance outlined in the previous section is the interplay 
between the interfacial charge transfer processes taking place, and charge transport to the 
collector electrodes. Kinetic competition between different reaction pathways has been 
investigated for quantum dot / polymer composites; as mentioned in Section 2.11, studies of the 
rate and extent of quenching of the polymer photoluminescence have been the primary means of 
characterisation of the photoinduced injection process. The injection yield from the singlet 
exciton can be determined (for films of various compositions) by comparison of the polymer 
photoluminescence efficiencies,
128,129,142,167,169-171
 and yields close to unity have been confirmed 
for some polymers at high QD concentrations. The rate of injection has also been examined by 
means of time-resolved photoluminescence. For example, in a study by Wang et al.
169
, increasing 
the concentration of CdSe QDs was shown to result in a significant acceleration in the 
photoluminescence decay of a red polyfluorene copolymer film. 
 So as to identify that this fluorescence quenching occurs as a result of electron injection and 
not simply nonradiative relaxation of the polymer excited state, many authors have reported the 
use of photoinduced absorption measurements
129,169-172
 and light-induced electron spin resonance 
(LESR) spectroscopy
170,172
 in the examination of the interfacial recombination pathways in QD / 
polymer solar cells. By identifying and monitoring the lifetime of the positive polaron residing 
on the polymer following electron transfer it is possible to gain an idea of the factors influencing 
interfacial recombination in these systems. For example, polaron lifetimes of between ca. 330 s 
and ca. 10 ms were observed for the red polyfluorene copolymer blend discussed above;
169
 such 
a wide range of polaron lifetimes is indicative of a diffusive recombination process,
173
 as has 
been observed in other studies of polymer / nanocrystal blends.
129,172
 It should also be noted that 
polarisation of the active layer under a high electric field at elevated (and slowly reducing) 
temperatures can improve the current density in QD / polymer films, by modulating the 
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(exponential) distribution of hole trap states and improving the hole mobility.
174
 It is believed 
that this approach introduces enhanced order to the active layer which could serve both to reduce 
the impact of charge trapping at the nanocrystal/polymer interface and aid transport by virtue of 
dipolar alignment. In another recent study, polythiophene side chains were functionalised so as 
to bind to the surface of CdTe quantum dots.
171
 In solution, efficient quenching and a reduction 
in emission lifetime were observed for the singlet emission of the polymer. Photoinduced 
absorption spectroscopy also revealed a considerable decrease in the concentration of the 
polythiophene triplet excited state, and it was concluded that these functionalised side chains 
serve to mediate electron transfer between the polymer and quantum dot components in this 
system. 
 The mechanism of charge transfer at quantum dot DSSC interfaces has been the subject of 
notable interest over recent years. The majority of this work has focussed on the process of 
photoinduced electron injection from CdS,
99,125,175
 CdSe,
92,117,126,176-178
 InP
179,180
 and PbS
108,115
 
nanocrystal sensitisers into metal oxide films. Early transient absorption studies of InP quantum 
dots revealed the existence of a long-lived photoinduced bleach of the 1S(e)-1S3/2(h) transition in 
TOPO-capped QDs, which recovers on a similar timescale to that of a positive transient in the 
mid-infrared (attributed in part to the interband absorption of core electrons).
180
 Core-confined 
holes are also found to contribute significantly to both of these signals, as the transient decay 
dynamics become more rapid in the presence of hole-accepting N,N,N‘,N‘-tetramethyl-p-
phenylenediamine (TMPD) ligands at the InP surface. Whilst the deep-trap photoluminescence 
of these QDs is drastically quenched upon their attachment to mesoporous TiO2 (relative to the 
use of ZrO2 films), this has little or no impact upon either the picosecond transient absorption 
dynamics or the band-edge photoluminescence; it is concluded, therefore, that electron injection 
from InP QDs into TiO2 occurs from surface-localised trap states. 
 Whilst electron (and not hole) trapping appears to be of significance when InP QDs are used, 
such behaviour does not appear to occur when metal chalcogenide QDs are employed. It has 
already been noted (in Section 2.9) that the chemical nature of surface defect sites serves to 
dictate their charge trapping properties; indeed, in CdS and CdSe systems, the bleach recovery of 
the 1S(e)-1S3/2(h) transition has been shown to be significantly accelerated in the presence of 
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electron-accepting substrates, indicating that electron injection occurs from core states in the 
QD.
117,175-177
 In addition, the contribution of trapped holes to long-lived positive transients in the 
visible / n-IR region of the spectrum has also been highlighted.
99
 Robel et al.
116,117
 have 
performed femtosecond transient absorption and emission quenching experiments examining the 
photoinduced electron injection from photoexcited CdSe QDs into the TiO2 conduction band. 
Electron transfer rates were found to be significantly increased by reduction of the nanocrystal 
diameter, from ca. 10
10
 s
-1
 (for 2.4 nm quantum dots) to ca. 10
7
 s
-1
 (for 7.5 nm quantum dots). 
This is consistent with the lowering of the energy of the  ‗LUMO‘ of the nanocrystal, which 
serves to reduce the thermodynamic driving force (i.e. ) for injection into the mesoporous 
film. Plass et al.
108
 studied the electron injection from photoexcited PbS nanocrystal layers 
(grown by SILAR) into the TiO2 conduction band using ultrafast laser photolysis. Their results 
showed that this process occurs on the sub-picosecond timescale, and that efficient regeneration 
of the oxidised PbS nanocrystals can be performed by the hole conductor, spiro-OMeTAD. They 
were also able to measure the recombination kinetics between the TiO2 conduction band electron 
and the spiro-OMeTAD
+
 cation, and confirmed the recombination time constant to be ca. 2 ms. 
It should also be noted that the rates of electron injection, hole regeneration and charge 
recombination have also been shown to exhibit a distance-dependence.
99,123,125
 Yields and 
lifetimes of interfacial charge separation can therefore be rationalised (and, to some extent, 
controlled) by the careful consideration of parameters such as linker length, surface passivating 
ligand and nanocrystal size. 
 Time-resolved photoluminescence and transient absorption studies have also revealed that 
electron transfer from photoexcited CdS and CdSe quantum dots to surface adsorbed dye 
molecules (or those in solution) can be extremely rapid, occurring on the 2–12 picosecond 
timescale.
89,181
 This is a promising observation as it provides a potential means for the extraction 
of multiexcitons on QDs, where the electron transfer rate must be on the sub-100 ps timescale in 
order to compete with Auger recombination (as discussed previously). It should, however be 
mentioned, that the high surface defect concentrations present in small QDs can serve to increase 
the rate of Auger recombination in these structures;
92
 the need to ensure rapid charge transfer 
across the QD interface is therefore even more important in the small QD-size regime. In 
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addition, long-lived charge transfer photoluminescence features have been observed in 
CdSe/CdTe nanorod heterostructures.
182
 Examination of the PL decay dynamics reveals that 
charge separation in these nanorods can persist up to the microsecond timescale (with lifetimes 
up to ca. 700 ns). 
  Whilst we have briefly discussed recent studies of charge transfer processes at nanocrystal 
interfaces, QDs can also serve as donors or acceptors in resonance energy transfer. In particular, 
Förster resonance energy transfer (FRET)
183
 is extremely sensitive to the donor-acceptor distance 
and their relative dipole orientations, as well as to the overlap between the PL spectrum of the 
donor and the absorption spectrum of the acceptor. QDs can be engineered to have appropriate 
absorption and emission profiles, high absorption cross-sections and photoluminescence yields, 
and can be easily attached to (for example) biomolecules by means of ligand exchange; they can 
also be passivated to be stable in a range of solvent media. As a result, there exists a great deal of 
interest in the application of QDs in FRET systems.
184,185
 Of relevance to our studies on solar 
cells are several studies of efficient FRET from photoexcited QDs to phthalocyanine
186
 and 
rhodamine
187
 dyes. It is not yet clear whether QDs can function efficiently as acceptors with the 
use of organic dye donors,
184
 although there does exist extensive evidence for efficient energy 
transfer in crosslinked QD systems,
188
 and from conjugated polymers and oligomers to PbS and 
CdSe quantum dots.
133,189
 
 Chapter 3: Experimental Methods. 
 
3.1 Introduction to transient absorption spectroscopy and time-resolved 
photoluminescence spectroscopy. 
 
 Transient absorption spectroscopy (TAS) is an invaluable technique for the examination of 
the interfacial charge transfer processes in operation in photovoltaic cells. In our studies, we 
examine such processes on long ( s–s) timescales, so as to monitor the existence of long-lived 
charge-separated states. Such investigations enable the understanding of fundamental 
photophysical properties of the system, such as the factors affecting the electron injection yield 
and the lifetimes of the different transient species in existence following photoexcitation. Based 
on the principle that the short-circuit current generated under illumination is highly sensitive 
both to the injection yields and the relative rate constants for the various charge transfer and 
transport processes in operation, systematic studies enable us to optimise cell design via this 
means of optical characterisation.  
 The setup for the transient absorption experiment is shown in Figure 15. Essentially, this 
technique is undertaken as follows: 
 The sample is excited using a pulsed nitrogen laser-pumped dye laser; the use of 
different dyes enables the excitation wavelength to be varied. 
 To perform a transient spectrum at a time t following the laser pulse,  (or 
), the difference between the instantaneous sample absorbance at time t and 
the steady-state sample absorbance, is plotted as a function of (top right inset in 
Figure 15). 
 Transient species are able to effect a positive ; negative changes can arise from 
‗bleaching‘, a photoinduced decrease in absorbance resulting from a lowering of 
the concentration of a species, relative to the steady-state condition. 
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 Following excitation, the change in sample absorbance at a specific wavelength 
over a microsecond to second timescale can be monitored so as to elucidate the 
change in concentration of a transient species. 
 
Figure 15: Schematic representation of the TAS setup. The change in optical density (relative to the steady-state sample 
absorbance) at time t following the laser pulse can be plotted as a function of probe wavelength,  (top right spectrum). 
The change in absorbance can also be monitored as a function of time at a constant wavelength (bottom right trace).
 
 Transient absorption studies of quantum dot- and dye-sensitised TiO2 films were carried out 
as described previously,
190,191
 by covering the film with propylene carbonate and a glass cover 
slide. In studies on polymer blend films, samples were kept in an inert N2 atmosphere throughout 
the experiment. For the collection of s — s transient absorption data, excitation of the samples 
was carried out at with pulses from a nitrogen laser pumped dye laser (< 1 ns pulse duration, 4 
Hz). The pulse rate was lowered when long lifetimes were seen, and excitation wavelengths and 
energies are described in the text. Nanosecond characterisation was carried out using a ns-TAS 
setup with Nd:YAG excitation at 532 nm (< 5 ns pulse duration, 4 Hz, intensity ≈ 400 J cm-1). 
Resulting photoinduced changes in optical density were probed using a 100 W tungsten lamp, 
with 20 nm bandwidth monochromators before and after the sample. The detection systems used 
were home-built, and based on Si and InxGa1-xAs photodiodes, employed for measurements 
below and above 1000 nm respectively; changes were observed and recorded with the aid of a 
Tektronix TDS 1012 oscilloscope.  
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 Steady-state absorption spectroscopy and photoluminescence characterisation were 
performed using a Shimadzu UV-1601 spectrometer (or a Perkin-Elmer Lambda 750 UV/Vis/n-
IR spectrometer for near-IR studies) and a Fluorolog 3-22 spectrometer respectively. Low 
temperature photoluminescence studies were carried out using a liquid nitrogen-cooled Optistat 
DN-V cryostat with an ITC 502 temperature controller (Oxford Instruments). 
 For the measurement of time-resolved photoluminescence dynamics, time correlated single 
photon counting (TCSPC) was carried out with the use of a Jobin Yvon IBH Fluorocube laser 
system. Excitation was carried out at 467 nm with a pulse energy of 80 Wcm
-2
, at a 1 MHz 
repetition rate; the instrument response was found to have a 250 ps FWHM. The detector array 
was positioned at right angles to the excitation beam, and serves to analyse photons emitted by 
the sample (vide infra). In general, samples were covered with an inert solvent during study to 
minimise the adsorption of atmospheric water to the substrate surface. The reproducibility of this 
technique was improved by the use of non-scattering films (where possible), by ensuring 
homogenous sensitisation of metal oxide films, and by using a diffuse (ca. 6 mm diameter) 
incident beam spot. In addition, it was ensured that the samples under comparison had similar 
optical densities at the excitation wavelength; slight differences in sensitiser loading were 
accounted for by scaling the decay profile by the fraction of photons absorbed at the pump 
wavelength. 
 The TCSPC setup takes advantage of the random nature of spontaneous emission; as such, if 
enough photons are counted, and the number of photons detected in each time interval following 
photoexcitation is plotted as a function of t, the resulting histogram can provide an accurate 
representation of the photoluminescence dynamics. In practice, upon each excitation pulse, a 
signal is sent to a time-to-amplitude converter (TAC); this device generates a voltage which 
increases linearly with time. Upon the arrival of a photon in the detector array, a ‗stop‘ signal is 
generated, and the resulting voltage (an indication of the time of arrival of this photon) is 
recorded using a multichannel pulse height analyser. If no photon arrives at the detector during 
the timescale chosen for the experiment, the voltage is reset to zero, and no record is made of this 
pulse cycle. So that the observation of an ‗early‘ photon does not prevent us seeing subsequent 
photons, care is taken to ensure that fewer than 1% of excitation cycles lead to the detection of 
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an emitted photon. The detector array itself consists of a monochromator, which enables 
wavelength selection, and a narrow, adjustable entrance slit (of bandwidth 1–32 nm) which is 
used to ensure that only rarely do photons pass through to the photomultiplier tube (PMT). The 
PMT amplifies the signal generated by each photon and (after adding the inherent noise) sends 
the resultant electrical pulse to the TAC component. Even if only one photon is detected (on 
average) during every one thousand excitation cycles, the use of a high laser repetition rate (1 
MHz) ensures that 1,000 photons can be counted each second, leading to the rapid acquisition of 
statistical data. 
 In Chapter 5, photoluminescence studies are conducted on an ultrafast timescale (with 400 fs 
resolution) using a fluorescence upconversion setup.
192
 Some of the 100 fs pulses (of 800 nm 
wavelength) from a Ti-sapphire laser are frequency doubled before the 800 nm and 400 nm 
components are split, and the 400 nm component is used to excite the sample. The 800 nm pulse 
is known as the gate beam and is delayed relative to the excitation pulse by varying its path 
length. Upon excitation by the pump pulse, the fluorescence emitted by the sample is focused 
onto the same spot of a nonlinear crystal as the gate pulse. The crystal is orientated at an 
appropriate angle to the plane containing the fluorescence and gate beams. When both the 
emission and the gate beams are present within the crystal, a nonlinear process known as sum-
frequency generation occurs; the sum-frequency photons generated are a combination of the two 
initial photons that belong to the fluorescence and gate pulse, and they give the upconversion 
signal. To achieve the time-dependence of the fluorescence intensity, the delay of the gate pulse 
is changed simply by increasing its path length, and thus the fluorescence is ‗sliced‘ in time. 
 
3.2 General protocols for sample preparation (Chapters 4–7). 
 
 The preparation of pastes of 20 nm TiO2 nanoparticles was carried out as described 
previously.
122
 SnO2 (15 nm),
193
 Al2O3 films (50-60 nm) and ZrO2 (20-30 nm) nanoparticle pastes 
were also prepared using previously published methods. Pastes of 30 nm and 60 nm TiO2 
particles
100
 were also used in the PbS SILAR studies presented in Chapters 4 and 5 and in the 
preparation of CdSe-sensitised DSSCs (vide infra) respectively. Mesoporous metal oxide films 
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were prepared on F-doped SnO2 conducting glass (sheet resistance 15 Ω/sq), by doctor blading 
and subsequent sintering at 450 C, and the resulting films were found (by profilometry) to be 
between 2 m and 2.5 m in thickness (ca. 5.5 m for ZrO2 films) in Chapters 5–7 (4 m for 
TiO2 films, 7 m for Al2O3 films in Chapter 4), unless otherwise stated. 
 In Chapters 5–7, pre-fabricated CdSe and PbS QDs are used for film sensitisation. CdSe 
nanocrystal QDs were prepared (by our collaborator, Dr. HyoJoong Lee) according to procedures 
developed by Peng et al.
194
 with few modifications. First, a selenium (Se) solution was prepared 
by mixing 0.40 g of Se powder, 10 mL of trioctylphosphine (TOP), and 0.20 mL of toluene. 20 g 
of technical grade trioctylphosphine oxide (TOPO) and 0.25 g of cadmium acetate dihydrate 
were placed in a three-necked round-bottom flask and heated to about 150 C. After the solution 
was degassed and purged with nitrogen a few times at this temperature, it was heated to 300 C. 
At this temperature, the Se solution was quickly injected into the reaction vessel through a rubber 
septum. The instant colour change from yellow to red indicated the formation of CdSe 
nanocrystals. The heat was immediately removed from the reaction vessel and small aliquots of 
the reaction solution were taken to monitor the reaction progress with a UV-visible absorption 
spectrometer. Three different colloidal CdSe QDs with first exciton peaks situated at 520 nm, 
552 nm and 574 nm were prepared; in the synthesis of larger QDs, the heat was restored until the 
first exciton peak in the absorption spectrum was observed at the desired wavelength. 
Subsequently, the resulting solution was cooled to ca. 50 C and the CdSe QDs were precipitated 
with a copious amount of ethanol and collected by centrifugation and decantation. The 
precipitated CdSe QDs were recovered by addition of a small amount of toluene, and 
reprecipitation with ethanol. This purification process was performed three times. 
 For QD ligand exchange with pyridine, about 0.20 g of TOPO-coated CdSe was dissolved in 
40 mL of pyridine, and then sonicated for clear dissolution and refluxed at 90 C overnight in the 
dark. Pyridine-coated CdSe was precipitated with hexane and collected by centrifugation and 
decantation (two times). The precipitate was dissolved in a mixture of pyridine and methanol 
(1:10/v:v); the resulting solution was used for the sensitisation of TiO2 with CdSe QDs. 
 For the synthesis of hexadecylamine (HDA) capped CdSe QDs, a selenium (Se) solution was 
prepared by dissolving 0.316 g (4 mmol) of Se powder (Sigma-Aldrich, -100 mesh, 99.99%) in 
3 – Experimental Methods / 64 
 
7.0 mL of trioctylphosphine (TOP, Sigma-Aldrich, 90%). A 0.267 g (1 mmol) of cadmium 
acetate dihydrate (Sigma-Aldrich, 99.99%) and 1.3 mL (4 mmol) of oleic acid (Sigma-Aldrich, 
technical grade) were placed in a three-necked round-bottom flask and heated to about 110 C 
and degassed under stirring for 1 hr, which was then cooled to room temperature. A 10 g of 
TOPO and 5 g of hexadecylamine (Fluka, > 99.0%) were added to the flask containing as-
prepared cadmium-oleates, and heated to 150 C and degassed again for 1hr before being ramped 
up to 300 C. At this temperature, the Se/TOP solution was quickly injected into the reaction 
vessel through the rubber septum. The heat was immediately removed from the reaction vessel 
and small aliquots of the reaction solution were taken to monitor the reaction progress with a 
UV-Vis spectrometer. The heat was restored until the first exciton peak at a desired wavelength 
was observed in the absorption spectrum. Then, the resulting solution was cooled to ~50 C and 
the CdSe QDs were precipitated with a copious amount of methanol and collected by 
centrifugation and decantation. The precipitated CdSe QDs were recovered by adding a small 
amount of toluene (Fluka, 99.8%), and reprecipitated with methanol (Sigma-Aldrich, HPLC 
grade). This purification process was repeated twice more. Determination of the difference 
absorption spectrum following chemical oxidation of CdSe QDs (Chapter 5) was achieved by 
subtraction of the absorption spectra of QDs dispersed in methanol/pyridine (10:1) from that of 
the same solution following the addition of several drops of 0.8 mmol N(PhBr)3SbCl6 in 
acetonitrile. 
 PbS QDs were prepared by our collaborators Dr. Mohammad Afzaal and Mr. Javeed Akhtar 
as described elsewhere in the literature.
195
 Steady-state absorption spectroscopy of the QDs was 
performed out using a Perkin-Elmer Lambda 750 UV/Vis/n-IR spectrometer, and it was 
established that the QDs had first excitonic maxima at ca. 730 nm, 780 nm, 980 nm, 1200 nm 
and 1350 nm; we therefore infer the following mean QD sizes for the respective samples: 2.8 ± 
0.2 nm, 3.0 ± 0.2 nm, 3.7 ± 0.3 nm, 4.6 ± 0.4 nm and 5.1 ± 0.4 nm.
196
 TEM has subsequently 
been used to validate these size estimates. 
 CdSe and PbS QDs were attached to the metal oxide surface using the bifunctional molecule 
3-mercaptopropionic acid (MPA): thiol moieties bind to the QD surface whilst the carboxylic 
acid groups attach to the mesoporous metal oxide. Metal oxide coated substrates were heated to 
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450°C to remove any absorbed contaminants and, after cooling to ca. 110°C, immersed in 0.1 M 
3-mercaptopropionic acid (Sigma-Aldrich, ≥ 99%) linker solution (in ethanol) and left in the 
dark overnight. The following day, films were washed with excess ethanol and dried at room 
temperature. Films were then immersed in solutions of QDs in toluene (for PbS QDs), pyridine / 
methanol (1:10/v:v, for pyridine-capped CdSe QDs) or ethanol / chloroform (2:3/v:v, for HDA-
capped CdSe QDs) overnight, and subsequently washed in excess solvent to remove any 
quantum dots not directly bound to the MO surface. Once dried, samples were stored in the dark 
and under nitrogen. In Chapter 6, spin coating of spiro-OMeTAD onto colloidal PbS and CdSe-
sensitised films was performed using a dopant-free 0.1 M solution of the HTM in chlorobenzene 
(spun at 2000 rpm for 60 seconds) unless otherwise stated. Triphenylenediamine (TPD) 
derivatives were prepared by the group of Prof. Mukundan Thelakkat (as described 
previously),
197
 and were applied analogously, except that 0.2 M solutions were used. In Chapter 
7, Li(CF3SO2)2N (Sigma-Aldrich, 99.9%) and 4-tert-butylpyridine (which was purchased from 
Aldrich and subsequently distilled) were used as additives, as described in the text. The ligand 
postmodification process described in Chapter 7 was carried out following QD attachment to the 
metal oxide surface, by immersion of films in 0.05 M solutions (in acetonitrile) of thiophenol, 
1,4-, thiophenol or 1-octanethiol (all 98.5% Aldrich). After 30 minutes, films were removed, 
washed with excess acetonitrile and dried at room temperature. 
 The cobalt (II) complexes used in Chapter 6, [Co(dbbip)2](ClO4)2 and [Co(phen)3](TFSI)2, 
(dbbip = 2,6-bis(1‘-butylbenzimidazol-2‘-yl)pyridine, phen = 1,10-phenanthroline and TFSI = 
bis(trifluoromethanesulfonyl)imide) were synthesised according to reported procedures.
198
 The 
cobalt electrolytes were prepared by dissolution of an appropriate amount of the Co
2+
 complex, 
with 10% of this concentration of the analogously chelated Co
3+
 complex, and 0.2 M LiClO4 in 
acetonitrile / ethylene carbonate (4:6/v:v). The Co
3+ 
complexes were prepared in two ways: by 
addition of 0.1 M NOBF4 into the Co
2+
 electrolyte solution, or by direct synthesis of the Co
3+ 
complex as reported previously.
198
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3.3 Specific protocols for SILAR studies (Chapters 4 and 6). 
 
 For the deposition and growth on the TiO2 surface of CdS nanocrystals using successive 
ionic adsorption and reaction (SILAR), samples were dipped in saturated aqueous solutions of 
Cd
2+
 ions, and then immersed in 0.1 M aqueous solutions of S
2-
 ions. Immersion times were ca. 
30 seconds, and the films were rinsed thoroughly with deionised water after each successive 
ionic adsorption. The S
2-
 source used was Na2S.9H2O (Sigma-Aldrich, 98+%), and 
Cd(NO3)2.4H2O (Hopkin & Williams, 99%) and Cd(CH3COO)2.2H2O (Sigma-Aldrich, 98%) 
served as the Cd
2+
 sources. Ten growth cycles of the former, or five of the latter, were used to 
synthesise films for transient optical studies. For the growth of PbS nanocrystals, 0.02 M 
Pb(NO3)2 (99.99%, Aldrich) and 0.02 M Na2S.9H2O in methanol were used as precursors; 
solutions were filtered prior to use, and methanol was used in washing steps. For the data 
presented in Figure 27, CdS nanocrystals were grown from EtOH solution, as described in the 
literature;
100
 5 deposition cycles were used in this case. 
 Adsorption of an alkylphosphonic acid monolayer on the TiO2 surface was achieved by 
immersion of the sample in a 10 mM solution of n-octylphosphonic acid (OPA, Alfa Aesar, 
98%) in tetrahydrofuran (THF, 99%, BDH) for ten minutes (or a 0.3 mM solution of 
decylphosphonic acid in ethanol for 30 minutes), followed by rinsing with THF (or ethanol). The 
N719, Z907 and TS4 dyes were obtained from Solaronix, Dr. Md. K. Nazeeruddin and Dr. B. 
O‘Regan respectively. Samples were sensitised by immersion overnight in a 0.3 mM solution of 
sensitiser dye in acetonitrile (BDH, 99.9%) / tert-butanol (Alfa Aesar, 99.9%), and were 
subsequently rinsed with acetonitrile, to form the ‗cascade‘ architecture described in Chapter 4. 
 Application of the solid-state hole-conductor matrix onto the CdS-sensitised metal oxide 
substrates was achieved by depositing 40 l per cm
2
 of a 0.17 M solution of spiro-OMeTAD 
(Covion, observed to be pure by 
1
H-NMR and HPLC analysis) in chlorobenzene (Sigma-Aldrich, 
99.9%), also containing 38 mM Li(CF3SO2)2N (Sigma-Aldrich, 99.9%) and 28 mM 4-tert-
butylpyridine (which was purchased from Aldrich and subsequently distilled). 10 mM 
Li(CF3SO2)2N and 19 mM 4-tert-butylpyridine were used in HTM application onto SILAR-
grown PbS films studied in Chapters 4 and 6. Solutions were allowed to penetrate the film for 60 
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seconds, after which spin coating was performed at 2000 rpm. All samples were kept in the dark 
prior to transient optical studies. 
 
3.4 Preparation and testing of liquid-electrolyte and solid-state DSSCs. 
 
 For the liquid-electrolyte devices described in Chapter 6, photoelectrodes were constructed 
which consisted of a TiO2 film with a triple layer structure. First, a compact blocking underlayer 
of spray-pyrolysed titanium dioxide (ca. 150 nm thick) was deposited onto a cleaned conducting 
glass substrate (NSG, F-doped SnO2, resistance 15 sq
-1
): a solution of titanium diisopropoxide 
bis(acetylacetonate) in ethanol (0.02 M) was sprayed 16 times over the conducting glass surface, 
which was maintained at 450 C. The treated glass plates were fired at 450 C for 30 additional 
minutes to remove remaining organic traces. Successive depositions of a 2 m (or thicker) 
transparent layer and a 4 m thick light-scattering layer were achieved by screen-printing or 
doctor blading of 20 nm and 60 nm nanoparticle films respectively. Final post-treatment with an 
aqueous solution of TiCl4 was then carried out according to typical procedures previously 
developed for dye cells.
199
 Z907 dye sensitisation followed typical procedures;
198
 QD 
sensitisation of nanocrystalline oxide films was achieved by immersion of the TiO2 electrode into 
a solution of linker molecules (0.1 M MPA in ethanol) for 12 to 16 hours, and subsequent 
washing with ethanol and immersion into a solution of QDs (prepared as in Section 3.2) for 12 to 
16 hours. After rinsing the QD-sensitised electrode with a mixture of pyridine and methanol, 
cells was assembled and sealed with a thin transparent hot-melt 25 m thick Surlyn® ring 
(DuPont) to the counter electrodes (Pt on FTO glass, deposited from 0.05 M hexachloroplatinic 
acid in isopropanol, then heated at 400 C for 20 minutes). The electrolyte was injected into the 
interelectrode space from the counter electrode side through a predrilled hole, which was 
subsequently sealed with a Bynel sheet and a thin glass slide cover by heating. Dye-sensitised 
TiO2 electrodes were prepared and assembled in an analogous fashion. For comparison, a typical 
iodide-based electrolyte was prepared, consisting of 0.6 M BMII (1-butyl-3-methylimidazolium 
dicyanoamide), 0.03 M I2, 0.5 M tert-butylpyridine, and 0.1 M guanidinium thiocyanate 
dissolved in a mixture of acetonitrile:valeronitrile (85:15/ v:v). 
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 Solid-state devices were also constructed using a spray-pyrolysed TiO2 underlayer, although 
in these experiments only one mesoporous TiO2 layer (of thickness ca. 2 m) served as the 
anode. Nanocrystal sensitisation (and in some cases, film post-treatment using e.g. alkylphosphic 
acids or thiols) was undertaken as outlined in Section 3.2 after the TiCl4 treatment of the 
mesoporous layer. Solutions of spiro-OMeTAD were prepared with Li
+
 and tert-butylpyridine 
additives (concentrations described in Sections 3.2 and 3.3), and were partly oxidised by the 
addition of 0.03 M of the dopant N[p-C6H4Br]3SbCl6 from acetonitrile solution prior to spin 
coating at 2000 rpm. To complete the device, an 80 nm layer of gold was evaporated onto the 
HTM surface. 
 A 450 W xenon light source (Osram XBO 450, USA), which simulates the solar spectrum, 
was used as the irradiation source for photocurrent-voltage ( - ) measurements of liquid-
electrolyte cells (analogous setups were used in the other device studies reported in this thesis); 
the incident light intensity was calibrated using a standard Si photodiode. The spectral output of 
the lamp was found to match precisely the standard global AM1.5 solar spectrum in the region of 
350-750 nm (mismatch < 2%) with the aid of a Schott K113 Tempax sunlight filter (Präzisions 
Glas & Optik GmbH, Germany). Irradiance intensities can be varied from 0.01 to 1.0 sun by the 
use of neutral density filters. Current-voltage curves were obtained by measurement of cell 
photocurrent, under an applied external potential scan, using a Keithley model 2400 digital 
source meter. Transient current dynamics were recorded using the same -  measurement 
system. The measurement of incident photon-to-current conversion efficiency (IPCE) was 
performed in a similar fashion, but under monochromatic light. IPCE was plotted as a function of 
excitation wavelength; variation of the incident light wavelength was achieved by focusing the 
radiation from a 300 W xenon lamp (ILC Technology, USA) through a Gemini-180 double 
monochromator (Jobin Yvon Ltd., UK), and onto the cell under examination. 
 The photovoltage transients discussed in Chapter 6 were elucidated by use of an exciting 
pulse, generated by 4 red emitting diodes (LEDs, Lumiled), controlled by a fast solid-state 
switch. Pulse widths of 100 s were used with a rise and fall time of ≤ 2 μs. The pulse was 
incident upon the photoanode side of the cell, and its intensity was controlled so as to keep the 
modulation of the voltage below 10 mV. The white bias light was generated by nine 10 W Solarc 
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lamps (WelchAllyn), and was attenuated, if appropriate, by neutral density filters. Transients 
were measured at different intensities of the white light, ranging from 150% to 0.1% of the 
AM1.5 spectrum, via tuning of the voltage applied on the bias diodes. 
 
3.5 Active layer preparation protocols for Chapter 8. 
 
 Hybrid CdS / P3HT films were fabricated for optical studies by spin-casting (at 5000 rpm) 
from a chlorobenzene solution containing the CdPEX precursor and regioregular poly-3-
hexylthiophene (P3HT, Merck). The as-spun films were subsequently annealed at 150˚C to 
decompose the xanthate species to generate the metal sulphide network inside the polymer film. 
Decomposition of 1g of this cadmium complex (MW = 513.0 g/mol) is expected to generate 0.28 
g of CdS; for ease of comparison, composition ratios quoted in Chapter 8 reflect the resultant 
CdS:polymer weight ratios following complex decomposition. 
 Samples for cross-sectional TEM were fabricated on a water soluble sacrificial substrate 
(PEDOT:PSS) and subsequently embedded in low temperature curing epoxy resin then cut to ca. 
50 nm thickness by ultra-microtome. Prior to embedding, samples were capped with a 60 nm 
layer of evaporated gold to prevent epoxy contamination of the sample surface. Cross-sections 
and free floating (non-embedded) films were transferred to copper grids for cross-sectional and 
top-down imaging. TEM was carried out using a JEOL 2000 MkII electron microscope operated 
at 200 kV. An Oxford Instruments ultra-thin window (capable of detecting light element Z > 4) 
energy dispersive X-ray spectrometer (EDS) was used in the TEM for X-ray microanalysis of 
thin specimens. 
 Devices were prepared on ITO substrates using an ‗inverted‘ ITO/TiOx/active 
layer/PEDOT:PSS/Au architecture. The TiOx solution was prepared using a sol-gel procedure as 
follows: 10 mL of titanium(IV) isopropoxide (Ti[OCH(CH3)2]4) was added to 50 mL of 2-
methoxyethanol and 5 mL of ethanolamine (H2NCH2CH2OH, Aldrich, 99+%,) in a three necked 
flask each connected with a condenser, thermometer, and argon or nitrogen gas inlet / outlet. 
Then, the mixed solution was heated to 80°C for 2 h in silicon oil bath under magnetic stirring, 
followed by heating to 120°C for 1 h. The two-step heating (80 and 120°C) was then repeated. 
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This solution was used to generate a TiOx underlayer (of thickness ca. 25 nm) by spin-coating (at 
4000 rpm) and subsequent annealing in air at 350°C for 25 minutes. Active layers were 
deposited by spin coating from chlorobenzene solutions containing CdPEX and P3HT 
(equivalent to a CdS:P3HT weight ratio of 4.7:1) at 1000 rpm for 30 seconds, and were 
subsequently annealed in a nitrogen glovebox at 150 ˚C prior to the application of the 
PEDOT:PSS layer (from a filtered, aqueous solution also containing 1% by volume of the 
surfactant Zonyl® FSO 100), by spin coating at 2000 rpm for 60 seconds. Films were then 
annealed under nitrogen at 130 ˚C for 30 minutes prior to the evaporation of ca. 80 nm thick Au 
electrodes; cell active areas were taken to be 0.045 cm
2
. Full devices were annealed once more at 
130 ˚C and were stored under nitrogen prior to testing. 
Chapter 4: Transient Optical Studies of DSSC Architectures 
Using in situ-Grown Semiconductor Nanocrystals as Light 
Absorbers. 
In this chapter, the first steps are taken towards a full assessment of the suitability of 
semiconductor nanocrystals as light-harvesting components in dye-sensitised solar cells. To do 
so, an optical characterisation of SILAR-sensitised TiO2 nanoparticle films is performed, 
primarily through the use of transient absorption spectroscopy on the microsecond to second 
timescale. We begin using CdS nanocrystals, grown by successive ionic absorption and reaction 
(SILAR), and investigate their application as sensitisers in solid-state dye-sensitised solar cells 
(DSSCs). A hybrid dye / CdS-sensitised TiO2 solar cell architecture is then presented whereby 
the CdS nanocrystal layer is shown to perform multiple functions — retarding interfacial charge 
recombination and harvesting short-wavelength light, whilst acting as a redox mediator in the 
injection of electrons from the photoexcited dye into the mesoporous TiO2 nanoparticle film. 
Finally, attention is paid to PbS nanocrystal sensitisers, where transient optical techniques are 
applied in the optimisation of the PbS deposition conditions; as a result, power conversion 
efficiencies of 1.46% (under AM1.5 illumination) are achieved with the use of the solid-state hole 
conductor spiro-OMeTAD. Furthermore, it is shown that PbS QD layer plays a role in mediating 
the interfacial recombination between spiro-OMeTAD
+
 cations and TiO2 conduction band 
electrons, and that the lifetime of these species can change by ca. 2 orders of magnitude by 
increasing the number of deposition cycles used. 
 
4.1 Introduction to nanocrystal growth by successive ionic layer adsorption 
and reaction (SILAR). 
 
 Whilst attention has already been paid to recent studies on dye-sensitised solar cells using 
semiconductor nanocrystals grown by successive ionic layer adsorption and reaction (SILAR) as 
the light-harvesting component (Section 2.10), it seems appropriate to discuss briefly the 
potential advantages and limitations of this means of crystal growth. SILAR, often termed SILD 
(successive ionic layer deposition), was first developed for use with gaseous reagents in the late 
1960s, but it was only by the late 1980s that it was applied to layer-by-layer growth from 
electrolyte solutions. An extensive review has been written
200
 which not only highlights the 
exceptional versatility of this technique in materials synthesis, but also reviews the applications 
of these nanolayers in fields such as gas sensing, electrocatalysis and biomaterials synthesis. The 
most common method of synthesis (and also the most facile) is by successive cycles of 
immersion of a substrate into, for example, a solution of M
a+
 ions, so as to form a monolayer of 
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adsorbed ions on the surface (after the removal of excess reagent by rinsing); this is followed by 
immersion in a solution containing, for example, Y
b-
 ions to form a layer of the compound MbYa 
on the surface. Indeed, growth of a range of transition, alkaline earth, rare earth and p-block 
metal and metalloid oxides, sulphides, selenides, hydroxides, peroxides and fluorides have all 
been achieved by this method.
200
 In addition, ionic layer deposition can be accompanied by the 
oxidation or reduction of the surface-adsorbed cation by the incoming species, or even in the 
formation of polymer layers by repeated successive adsorption onto the substrate of organic 
monomers and their oxidation using, for example, FeCl3. 
 In this study, only the first of these means of fabrication has been used to synthesise layers of 
CdS and PbS on TiO2 surfaces, as outlined in Section 3.3. After several cycles using the SILAR 
procedure, the transparent films become coloured (yellow for the sensitisation with CdS, black in 
the case of PbS); this colour becomes progressively more intense with repeated cycling. It should 
be noted that the choice of Cd
2+
 precursor (for example, that between Cd(OAc)2, Cd(NO3)2, 
CdCl2 and Cd(ClO4)2) has a significant impact on the sensitisation yield, as well as on the 
photophysical properties of the resulting nanostructured system. This is not surprising — layers 
of CdS grown on flat ITO surfaces have been shown to have markedly different properties (e.g. 
thickness, roughness, crystallite size and composition) when different cadmium sources are 
used.
201
 The reader is encouraged to consult Section 3.3 for a summary of the experimental 
conditions used for the deposition of CdS and PbS nanocrystals. The impact of the choice of 
solvent and the electrolytic concentration will be discussed in brief (for PbS nanocrystal growth) 
in Section 4.5. 
 
4.2 Preliminary optical characterisation of CdS layers grown by SILAR. 
 
 Steady-state absorption spectra of SILAR-grown CdS nanocrystals on mesoporous TiO2 
films are shown in Figure 16 (top left figure). Upon close examination it is seen not only that the 
optical density of the film at short wavelengths increases with repeated SILAR cycles, but also 
that the onset of absorption shifts towards the longer wavelength end of the spectrum; this is 
consistent with the creation of larger particles with successive adsorptions. It should also be 
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noted that there is no absorption band structure due to inhomogeneous broadening, occurring as a 
result of the presence of a wide distribution of particle sizes. 
 
 
Figure 16: (Top Left) Absorption spectra for TiO2 films sensitised with CdS using 1 to 5 SILAR immersion cycles, 
measured relative to a blank TiO2 substrate. Also shown are photoluminescence spectra following excitation at 400 nm of 
mesoporous Al2O3 (grey) and TiO2 (black) films sensitised with CdS using one (top right), three (bottom left) and five 
(bottom right) SILAR immersion cycles. 
 
 Steady-state photoluminescence spectroscopy was then performed on CdS layers so as to 
gain an understanding of whether electron injection into the TiO2 nanoparticle film occurs 
following photoexcitation. So as to establish the yield of injection, the emission characteristics of 
the CdS / TiO2 samples were compared with those of the same layers grown on mesoporous 
Al2O3 films. This system was used as a control by virtue of the high energy level of the Al2O3 
conduction band, which prohibits electron injection.
202
 It should be noted that performing such a 
comparison of photoluminescence yields in these systems assumes that the only additional 
quenching mechanism present in the TiO2 system is electron injection, and that (for example) 
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quenching by the action of trap states occurs to the same extent in CdS nanocrystals grown on 
both TiO2 and Al2O3 films. The results are shown in Figure 16 (right figure); by comparison of 
the emission intensity at different wavelengths, emissive recombination from trap states of a 
wide range of energies can be compared in the injection and injection-inhibited regimes. Nearly 
complete quenching is seen for the trap emission of samples grown using three or more 
immersion cycles, whilst the emission intensities for the one-cycle samples appear to be similar 
in magnitude, although the spectra have different shapes. Hence, it can be surmised that electron 
injection does occur with a high yield into the TiO2 conduction band from photoexcited CdS 
nanocrystals in samples grown with multiple immersions. However, the same cannot be said for 
the once-coated CdS layer. The reasons for this, as well as the differences seen in the spectral 
profiles of the different samples, are not immediately clear and require a more detailed 
investigation. 
 
4.3 Transient studies using SILAR-grown CdS layers. 
 
Whilst transient optical studies have been used in the examination of the photochemistry of 
semiconductor nanocrystal-sensitised TiO2 films over the femtosecond to picosecond 
range,
108,116,117
 only recently have studies been conducted on longer (microsecond to second) 
timescales.
99
 This appears to represent a significant gap in the understanding of the charge 
transfer processes occurring in such systems, which must be filled if we wish to ascertain the 
suitability of such sensitisers in photovoltaic devices. For solar cells to operate at a reasonable 
efficiency, the presence of long-lived charge-separated states is essential; this can be effectively 
established and examined via the use of s–s transient absorption spectroscopy. Here, such an 
investigation is attempted for mesoporous films sensitised with CdS nanocrystals grown by the 
SILAR method, the experimental details of which are outlined in Section 3.1. 
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Figure 17: (Left) Transient absorption difference spectra, measured 20 s after excitation at 450 nm, for CdS / TiO2 
(black traces) and CdS / Al2O3 (grey traces) before (inset) and after (main figure) the incorporation of a spiro-OMeTAD 
matrix. Nanocrystal layers were grown using five SILAR cycles. (Right) Scheme illustrating the electron transfer 
processes in operation using CdS-sensitised TiO2 films in the presence (red and blue arrows) and absence (blue arrows 
only) of spiro-OMeTAD. 
 
 To determine the presence or absence of a charge-separated state existing on the s 
timescale, transient absorption difference spectra were obtained for CdS sensitised TiO2 and 
Al2O3 films 20 s following photoexcitation at 450 nm; these data are shown in the inset of 
Figure 17 (left figure, black and grey traces respectively), and are consistent with previous 
studies.
99
 The presence of broad bands can be seen, increasing to a higher value of  as the 
probe wavelength is decreased. Over the range studied, the amplitude of the transient signal in 
the TiO2 film was seen to exceed that of the Al2O3 film by a significant margin, leading to the 
conclusion that this band reflects the absorption of CdS-localised hole species, which increases 
in concentration following the acceptance of the CdS-localised electron by the TiO2 conduction 
band. However, the fact that such a band, albeit smaller in magnitude, exists with the use of an 
Al2O3 film implies that another process is taking place, which can also lead to the long-lived 
presence of the CdS
+
 species. Charge separation upon nanocrystals or electron and/or hole 
transfer between CdS nanocrystals could be responsible for this effect. 
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Figure 18: Transient absorption kinetics, probed at 660 nm, following photoexcitation (at 450 nm) of CdS-sensitised 
mesoporous films, comparing the use of TiO2 (one to five SILAR cycles, black traces) and Al2O3 (five SILAR cycles, grey 
trace) substrates. 
 
 Examination of the transient kinetics, probed at 660 nm (in the main peak of the CdS
+
 
absorption band), was conducted following photoexcitation at 450 nm for samples grown with 
varying numbers of SILAR cycles. Although no transient signal is observed in the case of the 1 
immersion cycle sample, the use of additional cycles appears to enhance progressively the 
magnitude of the transient absorption signal. These data are shown in Figure 18 and are in accord 
with the steady-state photoluminescence and absorption data obtained in Section 4.2, which 
illustrate both the absence of photoluminescence quenching for the 1 SILAR cycle sample and 
the increasing absorbance of the samples with successive immersion cycles. The dynamics are 
seen to be highly dispersive and can be fitted to a stretch exponential function, , 
yielding values for  between 0.2 and 0.25. Such dynamics are consistent with the recombination 
process being limited by charge diffusion through an energetic distribution of trap/defect states 
in the TiO2 film, in agreement with our previous work on dye-sensitised solar cells.
203
 
Interestingly, the lifetime of charge separation appears to be independent of the number of 
SILAR cycles; this observation differs with those of Tachibana et al.,
99
 who have reported an 
increase in charge separation lifetime with increasing CdS nanocrystal size. It is not clear what is 
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responsible for this discrepancy, although it is plausible that, as a result of differences in 
preparation methods, the distance-dependence of recombination rate is of less significance in our 
studies. It is also possible that (under our experimental conditions) other factors serve to limit the 
recombination rate, such as the surface trapping of CdS-localised holes. The energies of such 
traps would not only dictate the mobility of holes, but also the energetic driving force for 
recombination, both of which could serve to affect the recombination rate. It should also be 
noted that in the referenced work,
99
 the wavelength of excitation was altered to ensure that 
samples always had the same optical density at the pump wavelength; in our studies we use a 
constant excitation wavelength, which could lead to discrepancies in observed behaviour. 
 As discussed in Section 2.4, solid-state DSSCs incorporating organic hole conductors such as 
spiro-OMeTAD have been extensively characterised.
29,30,33,204
 Amongst these studies, transient 
absorption spectroscopy has been used not just to ascertain that these species are able to 
regenerate efficiently the sensitiser cation, but also to examine the factors which influence the 
lifetimes of both the conduction band electron in the metal oxide film and the hole, delocalised 
by charge ‗hopping‘ throughout the organic matrix. In our studies, the addition of spiro-
OMeTAD to CdS-sensitised TiO2 films results in the development of a large, narrow band, 
centred at ca. 520 nm, in the transient spectrum (Figure 17, main figure), as well as a smaller, 
broader signal centred at ca. 710 nm. This is consistent with the formation of the spiro-
OMeTAD
+
 cation,
30
 and demonstrates that the organic species is efficient in the regeneration of 
the CdS-localised hole resulting from photoinduced electron injection into the TiO2 film. Whilst 
these signals are also present with the use of a mesoporous Al2O3 film, they are considerably 
smaller in size; it is possible that this is the result of the regeneration of the CdS
+
 species created 
by electron or hole transfer upon or between nanocrystals (discussed earlier in this section). 
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Figure 19: Transient kinetics probing the spiro-OMeTAD+ cation absorption at 520 nm, following photoexcitation of CdS 
nanocrystals at 450 nm. Data are shown for TiO2 films sensitised using three (light gray trace), six (grey trace) and nine 
(black trace) immersion cycles. Inset: Data normalised by values of  at 1 s. 
 
 Transient kinetics (Figure 19) probing the recombination kinetics of the spiro-OMeTAD
+
 
cation at 520 nm demonstrate that this species has an extremely long lifetime, which is in excess 
of those established for conventional DSSCs
205
 by several orders of magnitude. It is possible that 
this discrepancy is the result of the increased spatial separation between the TiO2 surface and the 
spiro-OMeTAD
 
matrix due to the presence of an adsorbed alkylphosphonic acid monolayer (as 
outlined in Section 3.3 and discussed further in Section 4.4 and Section 4.5), which serves to 
retard the rate of interfacial recombination. It should also be noted that the transient kinetics 
shown in Figure 19 appear to have rise times of tens of microseconds; this could be an indication 
that the regeneration in these systems may be very slow (potentially over three orders of 
magnitude slower than the rate of regeneration by spiro-OMeTAD in dye-sensitised TiO2 
films).
30
 Comparison of the transient kinetics of samples where nanocrystals were grown using 
different numbers of immersion cycles illustrates that the yield of generation of the spiro-
OMeTAD
+
 cation increases significantly for the six-cycle sample relative to that of the three-
cycle sample; this is consistent with the greater light-harvesting ability of the former. The use of 
three further immersion cycles is shown to lower the yield of injected holes, as well as their 
lifetime (Figure 6, inset). This could be the result of a broadening of the distribution of CdS trap 
3 
6 
9 
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state energies with successive SILAR cycles, and is in accord with previous studies of 
nanocrystal-sensitised DSSCs, where ‗optimal‘ numbers of immersion cycles were ascertained 
by J-V characterisation.
98,108
 
 
4.4 Control of charge recombination at nanostructured CdS-sensitised TiO2 
interfaces employing a multi-step redox cascade. 
 
 It is clear that one major limitation of using CdS nanocrystals as light absorbers is the large 
bandgap of CdS, which inhibits the absorption of light above ca. 500 nm in wavelength. One 
way to improve the spectral coverage is to use quantum dot / dye
100
 co-sensitising combinations 
(in a similar approach to that previously used in dye / dye co-sensitisation in DSSCs),
206
 where 
each component is tailored to harvest light from different regions of the solar spectrum. 
However, the success of this approach can be hindered by the decrease in sensitising efficiency 
of the individual dyes upon mixing with a co-sensitiser. Another challenge to the design of more 
efficient solid-state DSSCs is the minimisation of interfacial charge recombination losses; to this 
end, several approaches have been used, with varying degrees of success. These include the use 
of lithium salts,
207
 supramolecular sensitisers
208
 and insulating metal oxide ‗blocking‘ layers, 
such as MgO, SiO2 and Al2O3.
191,204
 In the latter approach, the insulating blocking layer is 
inserted between the TiO2 and the sensitiser and serves to minimise recombination losses without 
affecting the primary charge photogeneration yield. Moreover, to date such blocking layers have 
not been able to contribute to the photocurrent yield as they exhibit a wide bandgap (Eg > 3 eV). 
Here, CdS nanocrystals are used as a multifunctional blocking layer that is able to absorb light 
and can serve as a mediator in a redox cascade system, thereby minimising charge recombination 
between the photogenerated electrons and holes. 
 In this section, a novel photoactive layer architecture is developed and studied; its structure is 
illustrated in Figure 20 along with its corresponding schematic energy level diagram. The active 
layer has the following configuration: TiO2 / CdS / Dye / Organic HTM; samples are 
characterised using transient absorption spectroscopy on the s–s timescale, and exhibit high 
yields of charge generation (processes 1-4 in Figure 20a) and long-lived charge separation 
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(processes 5-7) at the respective interfaces present in this architecture. To enable the study of 
charge transfer processes occurring at the two interfaces involved in this configuration, it was 
necessary to ensure that the N719 (cis-isothiocyanato bis(2,2‘-bipyridyl-4,4‘-dicarboxylato)-
ruthenium(II)) dye was not able to adsorb to the TiO2 surface, but instead was forced to reside 
exclusively on the CdS surface. This was achieved by pre-coating the TiO2 surface with an alkyl 
monolayer, adsorbed to the surface by means of a phosphonic acid functionality (known to have 
a greater affinity for adsorption than carboxylic acid groups — the means of attachment of the 
N719 dye — in such systems).209 In the studies presented here, CdS / TiO2 films were treated 
with n-octylphosphonic acid (OPA) before exposure to the N719 sensitising solution. No 
adsorption of the N719 dye was seen upon a bare TiO2 surface which had been treated with 
OPA. 
 
 
Figure 20: (a) A schematic illustration of the electron transfer processes occurring in the redox „cascade‟ system 
described in the text, after the incorporation of a hole-conducting matrix consisting of spiro-OMeTAD, together with 
approximate redox potentials (vs. vacuum) and band energies of the different components. (b) a schematic illustration of 
the structure of the redox „cascade‟; possible electron and hole pathways following charge injection at the TiO2 / CdS and 
N719 / spiro-OMeTAD interfaces are also illustrated. 
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 Figure 21 shows the steady-state UV-visible absorption spectra obtained for TiO2 / CdS and 
TiO2 / CdS / N719 sensitised nanocrystalline films (spectra (b) and (c), respectively). Also 
shown is the absorption spectrum of a bare TiO2 film prior to any adsorption (spectrum (a)). Bare 
TiO2 films are transparent and colourless in the visible region, showing a characteristic 
absorption increase below ca. 400 nm due to the onset of TiO2 bandgap excitation. Introduction 
of the CdS layer on the nanocrystalline TiO2 film resulted in an absorption feature at ca. 450 
nm–500 nm; as described previously in this chapter. Sensitisation of the CdS nanocrystals with 
the ruthenium dye complex resulted in the appearance of an additional absorption band centred at 
540 nm. This feature is assigned to the MLCT transition of the N719 dye and is in agreement 
with previous studies.
210
 
 
 
Figure 21: Steady-state absorption spectra of (a) TiO2, (b) CdS-sensitised TiO2 and (c) N719-sensitised CdS / TiO2 films. 
 
 Next, transient absorption spectroscopy (TAS) studies of these architectures are considered. 
Figure 22 shows the transient difference absorption spectra observed before and after the 
adsorption of the N719 dye to the CdS surface, measured 20 s after pulsed laser excitation at 
450 nm. In the absence of N719 (black triangles), a broad positive absorption band is seen at 
probe wavelengths between 500 nm and 1000 nm, with a gradual increase in as the 
wavelength is decreased (up to ca. 600 nm), as discussed previously in this chapter. Following 
sensitisation with the N719 dye (black circles), the development of a large absorption feature 
centred at 815 nm is observed upon photoexcitation either at 450 nm (where both CdS 
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nanocrystals and dye molecules are excited), or at 540 nm (where only dye molecules are 
excited). This feature is attributed to the transient existence of the N719
+
 cation,
191
 which can be 
formed in two ways: as a result of electron injection into the CdS / TiO2 layer following 
photoexcitation of the N719 species, or by hole injection into the N719 HOMO (highest 
occupied molecular orbital) after excitation of the CdS nanocrystal (Reactions 2 and 3 in Figure 
20). The latter process results from the function of the CdS nanocrystals as a light-harvesting 
layer.  
 
 
Figure 22: Transient absorption difference spectra, measured 20 s after pulsed excitation at 450 nm, for various 
nanostructured films under examination: OPA / CdS / TiO2 (closed triangles), N719 / OPA / CdS / TiO2 (closed circles), 
spiro-OMeTAD / N719 / OPA / CdS / TiO2 (open squares). 
 
Figure 23: Transient absorption data (pumped at 450 nm) contrasting electron recombination with dye cations in the (a) 
N719 / TiO2 and (b) N719 / OPA / CdS / TiO2 systems with the same N719 dye loading (monitored using a probe 
wavelength of 820 nm) with (c) the decay of  at 750 nm for an OPA / CdS / TiO2 sample; the latter is believed to 
provide an indication of the lifetime of CdS-localised holes. 
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 The transient kinetics are illustrated in Figure 23, and it can be seen that the timescale of the 
decay in  to half its value at 1 s (t½) is ca. 200 ms, retarded by over two and a half orders 
of magnitude relative to that seen in N719 / TiO2 films.
190
 It is also clear that the decay in the 
N719
+
 cation population is on a significantly longer timescale in the dye-sensitised films than for 
the decay in the CdS-localised hole in the unsensitised arrangement (monitored at 750 nm, near 
the centre of the broad positive band seen in the transient spectrum). Such observations are 
consistent with the function of the CdS nanocrystal layer as a ‗blocking‘ unit, which serves to 
increase the spatial separation between the dye cation and conduction band electrons, thereby 
resulting in a retardation of the charge recombination kinetics. 
 
 
Figure 24: Normalised transient absorption data monitoring TiO2 conduction band electron recombination with the spiro-
OMeTAD+ cation at 950 nm, following photoexcitation at 450 nm. Data are presented for N719-sensitised films in the (a) 
absence and (b) presence of a CdS / OPA intermediate layer. 
 
 Figure 24 compares the transient absorption kinetics of the TiO2 conduction band electron 
(probed at 950 nm) for the mesoporous films following spin-coating with spiro-OMeTAD. 
Optical excitation results in the appearance of two new features, shown in Figure 22: an intense, 
narrow, positive band and a broad, less intense, feature, centred at 510 nm and 660 nm 
respectively. As in Section 4.3, these are assigned to the presence of the spiro-OMeTAD
+
 
cation,
30,108
 and demonstrate that hole injection has occurred into the organic semiconductor. The 
lifetime of conduction band electrons is seen to be extended significantly by the presence of CdS 
nanocrystals in the spiro-OMeTAD / N719 / CdS / TiO2 arrangement, with t½ ≈ 15 ms. This is 
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significantly longer than the value obtained for spiro-OMeTAD / N719 / TiO2 films, t½ ≈ 2 ms. 
This increase in electron lifetime can be attributed to the presence of the adsorbed OPA 
monolayer upon the TiO2 surface, which serves to retard recombination at the TiO2 / spiro-
OMeTAD interface. 
 Figure 25 compares the current-voltage characteristics of spiro-OMeTAD / CdS / TiO2 and 
spiro-OMeTAD / dye / CdS / TiO2 DSSC architectures (Au was evaporated onto the HTM to 
complete the device). It can be seen that both the short-circuit current and the open-circuit 
voltage are improved by the inclusion of a CdS-adsorbed dye layer; the power conversion 
efficiency (PCE, under AM1.5 illumination) increases from 0.15% to 0.25%. In its improvement 
of the PCE, the dye layer could be serving both to improve the spectral coverage of the device 
with the solar spectrum, and to increase the yields and lifetimes of interfacial charge separation 
in its mediation of hole transfer from CdS nanocrystals to the HTM. 
 
 
Figure 25: Current-voltage characteristics (under AM1.5 illumination) of solid-state DSSCs using CdS nanocrystal 
sensitisers, in the presence (solid line) and absence (dashed line) of a CdS-adsorbed dye layer. 
 
 One of the major factors limiting device efficiencies in these architectures is the unoptimised 
light harvesting ability of organometallic sensitiser dyes such as N719 and Z907 in the visible 
region (known to have extinction coefficients of ca. 14,000 M
-1
cm
-1
 at 530 nm)
211
. Recently 
however, dyes have been synthesised which possess conjugated substituents on the bipyridyl 
ligands; this serves to increase molar extinction coefficients to ca. 23,000 M
-1
cm
-1
 at similar 
wavelengths.
211,212
 TS4, the structure of which is illustrated in Figure 26, is one such dye. 
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Figure 26: Chemical structures of the N719 (left), Z907 (centre) and TS4 (right) dyes described in the text. 
 
Figure 27: Transient kinetics probing the spiro-OMeTAD+ cation absorption at 1600 nm, following photoexcitation at 
(left) 450 nm (pump intensity 62 Jcm-2) and (right) 567 nm (pump intensity 64 Jcm-2). Data are shown for no dye (light 
grey traces), Z907 dye (grey traces) and TS4 dye (black traces) sensitisation upon the CdS nanocrystal surface. 
Absorption spectra are shown in the inset of the right figure. 
 
 Upon the replacement of Z907 dye with TS4 in TiO2 / CdS / dye / spiro-OMeTAD 
architectures (Figure 27), a slightly higher yield of spiro-OMeTAD
+
 is seen for excitation at 450 
nm (where primarily the CdS nanocrystals serve to harvest light), and significant improvements 
are seen when samples are excited at 567 nm (where the dye is the absorbing species). This 
behaviour is believed to result in most part from the superior light harvesting ability of films 
incorporating the TS4 dye. The apparent rises in spiro-OMeTAD
+
 concentration seen upon 
excitation of CdS nanocrystals result from the slow regeneration of CdS-localised holes by the 
HTM, and are slower than those seen in Figure 19. Our studies appear to indicate that this 
4 – DSSCs Using Nanocrystals Grown in situ as Light Absorbers / 86 
 
regeneration rate is extremely sensitive to the conditions used for the deposition of CdS 
nanocrystals on the TiO2 surface (which are outlined in detail in Section 3.3). The impact of such 
slow regeneration of nanocrystal-localised holes upon their suitability as sensitisers in DSSCs is 
significant, and will be discussed in more detail in the following section. By contrast, little or no 
rise in spiro-OMeTAD
+
 concentration is seen (on the timescales studied) upon photoexcitation of 
dye molecules; this is consistent with previous studies of dye cation regeneration by spiro-
OMeTAD.
30
 
 To summarise the work presented in this section, it has been demonstrated that CdS 
nanocrystals can be used as an intermediate layer in DSSCs, between the adsorbed dye and the 
TiO2 surface. This layer not only serves to harvest light, but is also able to mediate the electron 
injection from the photoexcited dye into the TiO2 conduction band. Efficient regeneration of the 
CdS-localised hole by organometallic dyes has been shown by means of transient absorption 
studies, and the regeneration of both the CdS-localised hole and dye cation species by an organic 
hole conductor have also been demonstrated. Finally, the rate of charge recombination between 
the TiO2 conduction band electron and the hole, delocalised throughout the organic matrix, has 
been found to be significantly extended by the presence of the CdS nanocrystal and 
alkylphosphonic acid monolayers, relative to that observed in conventional DSSCs. This is 
consistent with the function of these layers as a ‗blocking‘ component which retards the 
interfacial recombination process by increasing the spatial separation between the recombining 
charges. Architectures of the type discussed in this study are currently being used in the 
optimisation of solid-state DSSCs, in particular those employing high molar extinction 
coefficient sensitiser dyes. 
 
4.5 Transient spectroscopic studies of solid-state DSSC architectures using 
PbS nanocrystal sensitisers. 
 
 One of the major objectives of the work presented in this thesis is to investigate whether 
efficient charge generation can be achieved in the near-infrared region of the solar spectrum with 
the use of nanocrystal sensitisers. Whilst the ‗cascade‘ approach presented in the previous 
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section can improve the spectral coverage of CdS-sensitised films, far superior light harvesting 
can be achieved with the use of nanocrystals made from narrow bandgap semiconductors, such 
as PbS. However, this may come at a price, namely that a reduction in bandgap could also serve 
to reduce the driving forces for interfacial charge separation, and thus the charge generation 
yield. In subsequent chapters, studies will be presented which focus in detail on the charge 
transfer processes which occur at DSSC interfaces where colloidal quantum dots (in particular, 
PbS quantum dots) serve as sensitisers. It seems appropriate, therefore, to summarise our recent 
progress in the study of charge generation using PbS nanocrystal sensitisers grown by SILAR. 
 In collaboration with the group of Grätzel et al., the conditions for the SILAR deposition 
process have been investigated; device studies and TEM images can be found in the literature,
100
 
and the following conclusions can be made. The critical factors for making efficient nanocrystal-
sensitised solid-state cells are believed to be: 
 
1) The well-defined deposition of nanocrystals from an alcoholic medium. 
2) The careful consideration of pore sizes compared to the size of the QDs deposited. 
3) Good infiltration of the hole conductor.  
 
 These findings were also applicable to SILAR-processed CdS nanocrystal sensitised cells 
(also presented in the literature),
100
 and could potentially be common to all QD sensitised cells 
based on mesoporous films. We now take the first steps towards understanding the parameters 
influencing charge transfer at the PbS / TiO2 interface in these architectures. 
 To monitor the yield and kinetics of charge separation and recombination in PbS / TiO2 
architectures, transient spectroscopic studies were undertaken on the microsecond to second 
timescale. Transient spectra of PbS / TiO2 films are shown in Figure 28, and are scaled by the 
fraction of photons absorbed at the pump wavelength. As in previous studies using CdS 
nanocrystals, a broad positive transient feature is seen at long probe wavelengths; as before, this 
is attributed to the absorption of nanocrystal-localised holes. The shape of this feature appears 
not to be sensitive to the final SILAR absorption step (whether the nanocrystals are Pb- or S- 
terminated). In addition, and in contrast to the CdS nanocrystal system (where similar transient 
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kinetics are observed throughout the transient feature), the lifetime of the transient signal using 
PbS / TiO2 architectures was seen to shorten significantly as the probe wavelength is lowered. 
The same behaviour is observed under white light illumination (Figure 28, inset), where the 
quasi-Fermi level in the TiO2 film is expected to lie at a higher energy than in the dark, as a 
result of a higher electron density in the metal oxide. These observations appear to suggest that 
the transient spectrum may be composed of two overlapping hole absorption features, resulting 
from different types of trap state; hence electron transfer from the metal oxide conduction band 
could be seen to occur at different rates to the two environments. 
 
 
Figure 28: (Left) Transient spectra (scaled to the fraction of photons absorbed at the pump wavelength, 450 nm) of PbS / 
TiO2 films. Data are shown for Pb-terminated PbS layers grown with 5 ½ and 6 ½ SILAR cycles (light gray and black 
traces respectively), and S-terminated PbS layers grown with 6 SILAR cycles. (Right) Transient kinetics, probed at 810 
nm (black traces), 700 nm (red traces) and 600 nm (blue traces) in the dark (main figure), and under white light 
illumination (inset). The pump intensity was 91 Jcm-2. 
 
 The impact of varying the number of SILAR cycles upon the yield of PbS-localised holes is 
shown in Figure 29. An improvement in charge separation yield is seen with successive 
immersion cycles, although it is also clear that the lifetime of charge separation decreases with 
increasing nanocrystal size. The former of these observations is believed to result primarily from 
the improvement in light harvesting ability with increasing numbers of SILAR cycles (steady-
state absorption spectra are shown in the inset). The observation that the lifetime of charge 
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separation decreases with increasing nanocrystal size is in contrast with the behaviour observed 
using CdS nanocrystal sensitisers (where no nanocrystal size-dependence of recombination rate 
was seen). The reasons underlying this behaviour are the subject of continuing studies. 
 
 
Figure 29: Transient kinetics (probed at 810 nm) of PbS / TiO2 films where 3 to 8 SILAR cycles were used in the growth 
of PbS nanocrystals. Samples were excited at 450 nm (pump energy = 91 Jcm-2). Steady-state absorption spectra are 
shown in the inset. 
 
Figure 30: Transient kinetics of TiO2 / PbS / spiro-OMeTAD films monitoring the spiro-OMeTAD
+ cation absorption at 
1600 nm, after excitation at 450 nm (pump energy 91 Jcm-2). The samples were prepared using different numbers of 
SILAR cycles (3 to 8 cycles) for the deposition of PbS QDs as indicated; „rise times‟ (the time taken to reach peak ) 
and half times of the decays are summarised in the accompanying table. 
 Rise Time 1/2 
3 cycles 2.8 ms 44 ms 
4 cycles 38 s 16 ms 
5 cycles 17 s 1.4 ms 
6 cycles 10 s 670 s 
7 cycles 9.2 s 860 s 
8 cycles 5.5 s 380 s 
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 Upon the incorporation of a spiro-OMeTAD matrix (Figure 30), there is a rise in the 
concentration of spiro-OMeTAD
+
, which in some cases occurs on the s timescale, indicating 
slow regeneration of PbS-localised holes (as seen previously with the use of CdS nanocrystals). 
This rise becomes more pronounced with increasing nanocrystal size. As the quantum 
confinement decreases, trapped holes will be expected to lie at higher energies, thus reducing the 
driving force for regeneration; such a factor could explain the increasingly slow regeneration 
observed with successive SILAR cycles. The HTM
+
 generation yield is seen to increase up to six 
SILAR cycles of PbS nanocrystal growth, and then to decrease after additional cycles. The 
generation yield of spiro-OMeTAD
+
 is directly related to the generation of photocurrent in the 
cell, and thus this result goes some way to accounting for the observation that the use of six 
SILAR cycles also yields the most efficient devices under the experimental conditions used. 
Analogous results were seen when charge transfer dynamics at TiO2 / CdS / spiro-OMeTAD 
interfaces were studied (Section 4.3). It is well recognised that larger PbS nanocrystals grown by 
chemical bath deposition have lower-lying conduction bands, which render increasingly 
unfavourable the injection of electrons into the conduction band of TiO2, despite their ability to 
harvest a larger proportion of the solar spectrum than smaller QDs. It still remains an important 
challenge to find a means of depositing more dense and homogeneous PbS QDs over the 
mesoporous TiO2 films, whilst keeping the nanocrystal conduction band at a potential which 
favours photoinduced electron injection into TiO2. 
 The transient spectroscopic studies undertaken in this study also appear to indicate that the 
lifetime of spiro-OMeTAD
+ 
cations is strongly dependent on the SILAR deposition conditions; 
the charge carrier lifetime decreases incrementally as the number of SILAR cycles is increased, 
from ca. 44 ms for three cycles to ca. 670 s and 380 s for six and eight cycles respectively 
(Figure 30). This may be attributed to the increasing concentration of large PbS crystallites on 
the TiO2 surface grown by repeated cycling, which are able to reduce the spiro-OMeTAD
+ 
cation 
by virtue of their higher hole energy levels (inverse hole transfer from spiro-OMeTAD
+
 to large 
PbS QDs). Further support for this mechanism (the mediation of interfacial recombination by 
PbS QDs) comes from preliminary studies of charge recombination as a function of the length of 
the n-alkylphosphonic acid surface modifier used to post-treat the QD-TiO2 layers. Little or no 
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change in HTM
+
 lifetime was seen upon variation of the size of this modifier (using n-
alkylphosphonic acids possessing C6H13, C10H21, C14H29 and C18H37 moieties) and so it can be 
reasonably concluded that the dominant factor in the interfacial recombination is the energetic 
structure of the QD sensitiser layer. It should be noted that the degree to which the spiro-
OMeTAD
+
 lifetime was shortened with additional SILAR cycles was not as pronounced in TiO2 
/ CdS / spiro-OMeTAD architectures (reported in Section 4.3). The occurrence of this 
mechanism in the PbS system has significant implications, as, by optimisation of the charge 
separation lifetime, it may be possible to improve the charge collection efficiencies of these cells. 
Whilst the use of fewer SILAR cycles yields poorer light absorption in TiO2-sensitised films of 
the same thickness, it may be possible to obtain even more efficient devices using thicker layers, 
where the ability to collect charges is improved by virtue of the longer carrier lifetimes seen for 
PbS layers sensitised with 3, 4 or 5 deposition cycles. 
 
 
Figure 31: J-V curves (inset) and IPCE data under AM1.5 illumination (main figure) obtained from an optimised PbS 
nanocrystal-sensitised solid-state cell using spiro-OMeTAD as a hole conductor. 
 
 Figure 31 shows the J-V curves obtained (by our collaborator, Dr. H. J. Lee) from a SILAR-
processed PbS-sensitised solid-state cell under various light intensities (inset), and the 
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corresponding incident photon to current efficiency (IPCE) data (main figure). PbS QDs were 
deposited upon mesoporous TiO2 films (ca. 2 m in thickness) composed of 30 nm particles by 
the typical SILAR process (using 6 cycles) in methanol, as described in the experimental section. 
In contrast to a previous report,
108
 well defined J-V curves showing overall efficiencies of 1.46% 
and 1.52% under full and half sun illumination (respectively) were obtained. To best of our 
knowledge, this is the first result showing power conversion efficiencies over 1% from PbS 
QDs-sensitised solid cells using spiro-OMeTAD as a hole conductor. The IPCE data in Figure 
31 show a monotonic decrease from one maximum point, 28.1% at 430 nm; this behaviour is 
typical of those observed in SILAR-based cells, and results from the broad size range of 
deposited QDs.
108
 The current onset occurs at ca. 800 nm (1.55 eV), indicating that the bandgap 
must be higher than ~1.55 eV (nanocrystals must be below 3 ~ 4 nm in diameter) for efficient 
electron transfer to occur from PbS QDs into the TiO2 conduction band; this is consistent with 
TEM studies presented elsewhere.
100
 
 
4.6 Conclusions. 
 
 In conclusion, we have shown that the mechanisms of charge separation and recombination 
in solid-state DSSC architectures employing SILAR-grown CdS and PbS sensitisers can be 
studied using transient absorption spectroscopy. Variation of the number of deposition cycles 
reveals a high sensitivity of the charge separation yield and lifetime in these architectures to the 
nanocrystal size distribution. Interestingly, nanocrystal layers appear to play a role in mediating 
the interfacial recombination between spiro-OMeTAD
+
 cations and TiO2 conduction band 
electrons; indeed, the lifetime of these species can change by ca. 2 orders of magnitude by 
increasing the number of deposition cycles used. By informed optimisation of the conditions for 
nanocrystal deposition, devices using PbS nanocrystals were able to achieve a power conversion 
efficiency of 1.46% under AM1.5 illumination. 
 Furthermore, it has been demonstrated that CdS nanocrystals can be used as an intermediate 
layer in DSSCs, between the adsorbed dye and the TiO2 surface. This layer not only serves to 
harvest light, but is also able to mediate the electron injection from the photoexcited dye into the 
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TiO2 conduction band. Efficient regeneration of the CdS-localised hole by organometallic dyes 
has been shown by means of transient absorption studies, and the regeneration of both the CdS-
localised hole and dye cation species by an organic hole conductor have also been demonstrated. 
Finally, the rate of charge recombination between the TiO2 conduction band electron and the 
hole, delocalised throughout the organic matrix, has been found to be significantly extended by 
the presence of the CdS nanocrystal and alkylphosphonic acid monolayers, relative to that 
observed in conventional DSSCs. This is consistent with the function of these layers as a 
‗blocking‘ component which retards the interfacial recombination process by increasing the 
spatial separation between the recombining charges. Architectures of this type are currently 
being used in the optimisation of solid-state DSSCs. 
 We now proceed to investigate the use of colloidal QDs as sensitisers, which are attached to 
the metal oxide surface by means of a bifunctional linker molecule. To begin, we examine the 
primary charge separation step occurring at the metal oxide / QD interface — that of electron 
injection from photoexcited QDs into the metal oxide conduction band. Results of transient 
absorption and photoluminescence studies probing the mechanism of this process are presented 
in the next chapter, whilst studies addressing the subsequent hole regeneration process (and 
overall device performance) will be discussed in Chapter 6. 
Chapter 5: Optimising Charge Generation Yields at Quantum 
Dot / Metal Oxide Interfaces. 
In this chapter, we report transient absorption and luminescence studies addressing the primary 
charge separation reaction at nanostructured metal oxide / QD interfaces employing colloidal 
CdSe and PbS QDs. The importance of both QD size and surface passivation upon the 
mechanism of photoinduced electron injection from CdSe QDs into TiO2 is investigated; the 
latter serves as a platform for further studies of the impact of ligand exchange upon the 
photophysical properties of QD sensitisers in DSSCs (to be presented in Chapter 7). With the use 
of both PbS and CdSe QDs, we show that yields of charge separation can be significantly higher 
when SnO2 substrates are used (relative to those seen with the use of TiO2), and conclude that 
this behaviour is a result of the ca. 300 to 500 meV lower conduction band edge in SnO2 as 
compared to TiO2. We also report a correlation between the PbS particle size and both the yield 
of charge separation and the charge recombination lifetime at PbS / SnO2 interfaces, with a 
smaller PbS particle radius resulting in higher yields of charge separation, albeit at the expense 
of charge separation lifetime. 
 
5.1 Electron injection in dye- and QD-sensitised DSSC architectures. 
 
 It is self-evident that, in any photovoltaic device, optimisation of the yield of the primary 
charge separation step is of paramount importance to the achievement of high current generation 
efficiencies. In dye-sensitised solar cells, this charge separation process is the photoinduced 
injection of an electron from a dye excited state into a metal oxide conduction band. Several 
studies have demonstrated a correlation between the improvement of electron injection yield and 
the achievement of higher short-circuit current densities in DSSCs. This has been addressed with 
reference to the energetics of both the dye excited state
213
 and the metal oxide conduction 
band
190,214-217
 (where acceptor densities of states can be manipulated, for example, by the use of 
electrolyte additives, such as Li
+
 salts and tert-butylpyridine, which serve to modulate the 
surface charge on the metal oxide). 
 Spectroscopic techniques have been applied extensively to the study of electron injection 
from dyes into metal oxide films, and there exists a good level of understanding as to the key 
factors determining the rates and yields of this process. A significant proportion of research in 
this area has been directed to the study of ruthenium-bipyridyl dyes, such as the N719 and Z907 
dyes illustrated in Figure 26. Electron injection from the singlet excited state of such dyes into 
TiO2 films has been shown to occur on the sub-picosecond timescale,
199,218,219
 although recent 
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studies of complete devices appear to indicate that the electron injection dynamics under device 
operation may be significantly slower (ca. 150 ps).
214,215,220
 This is a worrying observation, as 
slower injection rates could lead to kinetic competition between this process and the decay of the 
dye excited state to ground. Another process that is able to compete with the electron injection 
from the singlet dye excited state is intersystem crossing to a (lower energy) triplet state. 
However, in studies on non-device architectures, it has been shown that electron injection is also 
possible from the triplet (into a lower energy region of the TiO2 conduction band than for 
injection from the singlet state), albeit on a timescale several orders of magnitude slower than is 
observed for singlet electron injection. The ratio of singlet to triplet injection in these systems is 
extremely sensitive to structural and environmental parameters and excitation conditions; the 
reader is encouraged to consult the work of Anderson and Lian for a comprehensive review of 
research in this area.
218
  
 Whilst it is becoming clear as to which energetic, structural and environmental factors are 
critical in determining the yield of photoinduced electron injection from dye molecules, to date 
few studies have sought to probe the process by which electrons are injected from photoexcited 
quantum dots into metal oxides. Plass et al.
108
 studied the electron injection from photoexcited 
PbS nanocrystal layers (grown by SILAR) into the TiO2 conduction band using ultrafast laser 
photolysis, showing that this process occurs on the sub-picosecond timescale. Injection from CdS 
nanocrystal layers has also been studied using transient absorption spectroscopy on the 
picosecond timescale, and has been shown to occur on a timescale of ca. 40 ps.
175
 Spectroscopic 
studies of colloidal CdSe quantum dots bound by means of a linker molecule to the TiO2 surface 
have also been undertaken — Robel et al.116,117 have performed femtosecond transient absorption 
and emission quenching experiments examining the photoinduced electron injection from the 
CdSe excited state into the TiO2 conduction band. Electron transfer rates were found to increase 
significantly with a reduction of nanocrystal diameter, from ca. 10
10
 s
-1
 (for QDs 2.4 nm in 
diameter) to ca. 10
7
 s
-1
 (for 7.5 nm quantum dots). This is consistent with the lowering of the 
energy of the  electronic state in the QD, and thus the reduction of the thermodynamic driving 
force (i.e. – ) for injection into the mesoporous film. Elsewhere in the literature, increasing the 
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length of the bifunctional linker molecule (used to bind CdS quantum dots to a TiO2 surface) has 
been shown to effect a reduction in electron injection rate.
125
  
 In some of the studies under discussion, multiphasic electron injection dynamics were 
reported, consisting of decay components with radically different lifetimes. For example, Dibbell 
et al. have shown the electron injection from CdS QDs to TiO2 to occur on multiple timescales, 
with a fast (sub-10 ns) component accounting for the majority of electron injection, and a slower 
component (on the microsecond timescale) accounting for the remainder.
125
 Such observations 
raise the possibility that injection occurs from a range of electronic (conduction band and trap) 
states on QDs. Indeed, Blackburn et al. observe efficient quenching of the QD deep-trap 
photoluminescence when InP quantum dots are attached to TiO2 (versus control samples based 
on ZrO2 films).
180
 Interestingly, the band-edge luminescence is not quenched; the authors 
conclude therefore that, in this material system, injection occurs primarily from lower energy 
surface trap states and not from the core-confined QD (band-edge) energy levels. 
 The studies presented in the subsequent three chapters focus on the use of CdSe and PbS 
QDs as light absorbers; these inorganic sensitisers provide model systems for our attempts to 
achieve a deeper understanding of the mechanisms of interfacial electron transfer at QD 
interfaces in DSSCs. A range of surface capping conditions for the QDs are compared, giving 
some indication of the role of charge trapping in these systems. However, in contrast to the 
aforementioned studies using InP QDs, it is shown that efficient electron injection from shallow 
traps (or the band edge) in CdSe and PbS QDs can be achieved. This assertion is justified both 
with reference both to photoluminescence dynamics (which provide an indication of the electron 
injection yield from shallow traps), and to transient absorption studies (which monitor the yields 
and lifetimes of charge-separated states resulting from injection from emissive and dark states). 
 A key result of this work is the observation that the achievement of efficient charge 
separation at QD / metal oxide interfaces is heavily dependent on the energetic overlap between 
donor and acceptor states. This is of particular relevance with the use of narrow bandgap 
semiconductors such as PbS. The use of large PbS quantum dots as sensitisers may be an 
attractive proposition as a result of their ability to harvest light in the near-IR region of the solar 
spectrum; the reality, however, is that increasing the QD size (decreasing the electronic 
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confinement) also lowers the potential energy of the photogenerated electron. This serves to 
hinder electron injection as there is no longer a sufficient driving force provided at the interface. 
We show that electron injection in these systems can be greatly improved by modulation of the 
metal oxide conduction band, both by the use of mesoporous SnO2 (where the conduction band 
lies at a lower energy than that of TiO2), and the incorporation of additives such as Li
+
. These 
results are presented in Section 5.3 and Section 7.1 respectively. In contrast, using CdSe 
quantum dot sensitisers, high yields of charge separation can be obtained without the need for 
such provisions (by virtue of the higher energy conduction band edge of CdSe QDs when 
compared to PbS QDs); it is these results which will be presented in the following section.  
 
5.2 Studies of photoinduced electron injection at CdSe / TiO2 interfaces. 
 
 To begin this section, it seems appropriate to summarise device studies on CdSe-sensitised 
DSSCs, which have been published in collaboration with the group of Prof. M. Grätzel.
122
 These 
liquid-electrolyte cells employ the Co(III) / Co(II) redox couple in the regeneration of photo-
oxidised CdSe QDs. This regeneration process is also critical to the optimisation of charge 
collection efficiencies in DSSCs; as such, an in-depth discussion of device performance is 
reserved for Section 6.2, where transient spectroscopic studies probing the regeneration process 
are presented, which serve to supplement the studies of electron injection presented in this 
section. Only then will device performance be considered in the context of our experimental 
observations. 
 As described in Section 3.4, QD-sensitised DSSCs were prepared with a triple layer 
structure, as depicted in Figure 32. The compact TiO2 layer was necessary in preventing the 
unwanted reduction of the cobalt (III) species to cobalt (II) at the surface of the fluorine-doped 
tin oxide-coated glass substrate. Attachment of CdSe quantum dots over the mesoporous TiO2 
film was performed by means of the bifunctional linker molecule, 3-mercaptopropionic acid. 
Whilst TOPO/TOP-coated CdSe QDs were observed to anchor in small quantities over the TiO2 
surface in both the presence and absence of the linker, the attachment of pyridine-coated QDs to 
the linker-covered surface yielded films which were significantly more optically dense. The 
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latter were also found to give the best photovoltaic performance, and were therefore used in cell 
fabrication. 
 
 
Figure 32: (Left) Schematic representation of the „triple layer‟ structure of a QD-sensitised DSSC (not to scale). The 
electrolyte was based on a Co(III) / (II) redox couple and the counter electrode used was Pt-coated FTO glass. (Right) 
Photocurrent action spectra of CdSe QD-sensitised DSSCs in which three different sizes of QD were used as sensitisers, 
and from a blank cell where no QDs were adsorbed. QD solutions in toluene, and sensitised TiO2 electrodes, are pictured 
in the inset. 
 
 Optimised CdSe QD-sensitised DSSCs were seen to exhibit unprecedentedly high values of 
incident photon-to-charge carrier generation efficiency (IPCE), up to a maximum of ca. 36%; the 
integrated value of the IPCE (weighted by the solar spectrum) is found to be equal to the short-
circuit current density obtained in current-voltage curves. This relatively good IPCE value lends 
immense promise to this type of colloidal QD-based cell. The aforementioned characterisation is 
illustrated in Figure 32, alongside the results for TiO2 films sensitised with QDs of different 
sizes. Whilst the onset and first maximum positions of the photocurrents are well matched with 
those of the corresponding absorption spectra, a steep rise in IPCE value is not seen as the 
wavelength is decreased further; this was also seen in recently published results.
117,120
 Further 
studies are now being done to clarify the lower collection yield in the high-energy region than 
expected from the absorption spectrum. Recently, Robel et al.
116
 have reported the electron 
injection rate from photoexcited CdSe QDs into the TiO2 conduction band to be dependent on 
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the size of CdSe QDs, appearing accelerated for smaller QDs. However, in our studies, when 
smaller QDs were used, the spectral range of photocurrent narrowed, resulting in lower 
photocurrents and overall efficiencies (as can be seen in Figure 32). Therefore small QDs (with a 
first excitonic absorption maximum below ca. 550 nm) are less appropriate as sensitisers even 
though the rate of electron transfer is higher than for their larger counterparts. 
 
 
Figure 33: Steady-state photoluminescence spectra of CdSe-sensitised TiO2 (dashed traces) and ZrO2 (solid traces) films. 
Data are scaled by the fraction of photons absorbed by the respective samples at the excitation wavelength (467 nm) so as 
to account for small differences in sensitisation yield. Data are shown for QDs capped with HDA (blue and black traces), 
pyridine (purple and red traces) and TOPO / TOP (green trace). Blue and purple traces are for QDs with a first excitonic 
maximum at 572 nm; black, red and green traces are for QDs with a first excitonic absorption maximum at 554 nm. The 
inset shows representative absorption spectra on TiO2; the absorption spectrum of a blank TiO2 film is shown in grey. 
 
 Figure 33 compares photoluminescence (PL) spectra of CdSe-sensitised ZrO2 and TiO2 films 
following photoexcitation at 467 nm. Data are compared for QDs capped with hexadecylamine 
(HDA), pyridine and trioctylphosphine oxide / trioctylphosphine (TOPO/TOP) ligands, which 
were synthesised as described in Section 3.2; QDs of two different sizes (having first excitonic 
peaks at 554 nm and 572 nm, as shown in the inset) are also compared. The first observation is 
that all samples exhibit little or no deep-trap emission at 298 K. Secondly, photoluminescence 
yields from shallow-trap emission (in the ZrO2 control samples, where electron injection is 
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inhibited) are highest when HDA capping is employed. The presence of pyridine capping 
ligands, in particular, serves to quench the PL. This is believed to result from their role in charge 
trapping processes, either by (for example) their hole accepting properties,
72
 or by their 
introduction of surface defect states by poor passivation. As the use of pyridine-capped quantum 
dots was seen to yield better devices, it seems reasonable to infer that the electron injection 
process in pyridine-coated CdSe / TiO2 architectures occurs primarily from a dark state, and 
therefore no conclusions as to the overall yield of electron injection can be made from PL 
studies. Later in this section, transient absorption data will be presented which enables us to 
determine yields of charge separation when pyridine is used as a capping ligand. 
 Electron injection from dark states may also be in operation when HDA is used as a capping 
ligand. It is clear from Figure 33, however, that significant PL quenching occurs for both QD 
sizes used when they are attached to TiO2 films (relative to the control samples, where QDs are 
attached to ZrO2). A greater PL quenching efficiency is observed with the use of smaller 
quantum dots; this is consistent with the increase in conduction band edge energy effected by 
increasing confinement, which serves to increase the driving force for electron injection from 
shallow trap states. 
 Time-resolved emission dynamics (monitored at peak emission wavelengths) of HDA-
capped CdSe QDs in solution are shown in Figure 34 (left figure). Smaller QDs (with an 
emission peak at 575 nm) exhibit more rapid PL dynamics than is seen for those emitting at 600 
nm. This is consistent with these QDs being ca. 0.5 nm smaller in diameter, which serves to 
reduce the average separation between electrons and holes and thus the rate of radiative 
recombination. Upon attachment of QDs to ZrO2 substrates, the lifetime of QD shallow-trap PL 
is significantly reduced; this is shown for QDs emitting at 600 nm in Figure 34 (right figure). 
This is believed to result from the ligand exchange (the replacement of amine moieties with thiol 
groups), which occurs upon attachment of QDs to the metal oxide surface. 
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Figure 34: (Left) Time-resolved photoluminescence dynamics (normalised to peak values) following photoexcitation at 
467 nm of HDA-capped CdSe quantum dots in solution, comparing emission (probed at the peak emission wavelength) of 
QDs with first excitonic maxima at 554 nm (black trace) and 572 nm (red trace). (Right) Time-resolved 
photoluminescence dynamics (normalised to peak values) for 572 nm HDA capped CdSe quantum dots in solution (red 
trace) and, attached to a ZrO2 film (green trace). The light blue traces represent the instrument response of the TCSPC 
setup used for the measurements. 
 
 Emission dynamics of CdSe QDs attached to mesoporous TiO2 and ZrO2 films are shown in 
Figure 35. It is clear that, when smaller QDs are used, photoluminescence quenching as a result 
of electron injection into TiO2 occurs, in large part, within the instrument response of the 
apparatus (ca. 250 ps); electron injection from larger QDs occurs on slower timescales. These 
observations are consistent with results from the literature, where comparable sizes of CdSe QD 
were used.
176
 By comparison of the integrated PL dynamics, it is possible to obtain an estimate 
of injection yield from emissive QD states. This value was found to be 69% with the use of 
larger QDs (emitting at 600 nm), and 87% with the use of smaller QDs (emitting at 575 nm). 
These results are consistent with the degree of photoluminescence quenching seen in steady-state 
PL spectra (Figure 33), where quenching efficiencies of 55% and 78% were observed for 
panchromatic PL. 
 
HDA-554 / HDA-572 
(in solution) 
HDA-572 in solution 
/ attached to ZrO2 
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Figure 35: Time-resolved photoluminescence dynamics (normalised to the percentage of photons absorbed at the pump 
wavelength) for HDA-capped CdSe QDs attached to a ZrO2 (solid traces) and TiO2 (dashed traces) films. Data are shown 
for QDs having first excitonic maxima at 554 nm (left figure), and 572 nm (right figure), where QD emission was probed 
at 575 nm and 600 nm respectively. Red traces represent the instrument response of the TCSPC setup used for the 
measurements. 
 
 As discussed in Section 5.1, biphasic behaviour is often observed in the photoluminescence 
dynamics of QDs. It seems prudent therefore to undertake ultrafast studies of CdSe 
photoluminescence quenching. The experimental details of the fluorescence upconversion 
spectroscopic setup are detailed in Section 3.1, and it should be noted that the excitation densities 
are likely to be significantly higher under these conditions, and therefore results are not directly 
comparable with those presented previously in this section, where time-correlated single photon 
counting (TCSPC) studies were undertaken using nano-LED laser pulse excitation. Under these 
conditions, the CdSe / ZrO2 control experiment (Figure 36, left figure) reveals a fast phase in the 
PL dynamics, (with ½ < 2 ps), whilst a slow phase exists on longer timescales (> 40 ps). Similar 
observations have been reported by Underwood et al., who attribute the fast component to the 
rapid trapping of holes at surface states.
221
 The slower phase we observe may be a result of the 
emissive recombination of carriers trapped in shallow traps. Both phases are effectively 
quenched when QDs are attached to an electron-accepting TiO2 substrate. 
 
HDA-554 HDA-572 
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Figure 36: Ultrafast PL data comparing emission dynamics following photoexcitation at 400 nm; frequency-doubled 
pulses from a Ti-sapphire laser were used for sample excitation (at ca. 20 mW power, with a spot diameter of ca. 0.2 mm). 
Emission at 600 nm was collected using a fluorescence upconversion setup (as described in Section 3.1), and data are 
compared for HDA-capped CdSe QDs attached to TiO2 and ZrO2 films (left figure), and HDA- and pyridine-capped 
CdSe QDs in solution (right figure). CdSe QDs used had first excitonic maxima at 572 nm, and data have been scaled by 
the fraction of photons absorbed by each sample at the pump wavelength. 
 
Figure 37: The left and centre schemes illustrate mechanisms which would serve to quench QD band-edge 
photoluminescence. The left and right schemes illustrate possible mechanisms for electron injection; only the left injection 
mechanism leads to an observable decrease in PL lifetime. Whilst this figure depicts „deep‟ trapping mechanisms, if one 
carrier is held in a shallow trap (close to the band edge), radiative recombination could be seen to occur, albeit with a 
slower rate constant. This PL component could be quenched by a mechanism analogous to that shown in the bottom right 
scheme. 
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 A comparison of the PL decay dynamics of CdSe QDs capped with HDA and pyridine 
ligands is shown in Figure 36 (right figure). When pyridine is used to cap QDs, the trapping rate 
is seen to increase; it is proposed that the pyridine ligands introduce hole traps which are able to 
quench the emissive state on extremely fast timescales. Some holes are caught in shallow traps 
(albeit significantly fewer than with the use of HDA capping), and are able to emit on longer (> 
140 ps) timescales. It should be noted, however, that this comparison was conducted on QDs 
dispersed in solution; some further PL quenching would be expected upon the attachment of the 
QDs to metal oxide films (as a result of the ligand exchange process discussed previously). 
 
 
Figure 38: (Left) Difference absorption spectra (observed 10 s following photoexcitation at 500 nm) of CdSe-sensitised 
TiO2 films. Data are shown for QDs capped with HDA (blue and black traces) and pyridine (purple and red traces). Blue 
and purple spectra are for QDs with a first excitonic maximum at 572 nm; black and red spectra are for QDs with a first 
excitonic absorption maximum at 554 nm. Data has been scaled by the fraction of photons absorbed at 500 nm. (Right) 
Transient spectrum (black squares) of a pyridine-capped CdSe / TiO2 film 10 s after excitation at 580 nm. Data ≥ 1000 
nm was obtained using an InxGa1-xAs photodiode. Also shown is the steady-state difference absorption spectrum (grey 
dotted line) of QDs in solution, resulting from oxidation of QDs using N(PhBr)3SbCl6. 
 
 The assertion that introduction of hole (and not electron) traps is the result of changes in 
surface passivation is supported by the data shown in Figure 38; illustrated are transient 
absorption difference spectra obtained 10 s following excitation of CdSe-sensitised TiO2 films. 
Broad bands are seen to peak at wavelengths close to spectral isosbestic points, and extend into 
HDA-572 
Pyridine-572 
HDA-554 
Pyridine-554 
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the near-infrared. Comparison of a spectrum with the difference absorption spectrum of 
chemically oxidised CdSe (Figure 38, dotted grey line), leads us to assign the broad positive 
band to the formation of the oxidised CdSe by photoinduced electron injection into the TiO2. The 
shape of the spectrum appears analogous to those seen in the studies of CdS / TiO2 films 
sensitised using SILAR, the results of which were presented in Section 4.3 and Section 4.5. We 
note that the formation of the cation state in this film is, presumably, coincident with the 
development of a signal resulting from the presence of conduction band electrons in the TiO2 
film
 
(ecb
-
). Indeed, the positive feature observed in the near-infrared region of the spectrum, 
beyond ca. 900 nm, is consistent with this assignment. 
 Comparison of the yields of hole generation in HDA-capped CdSe / TiO2 architectures 
reveals a significant improvement in charge separation when smaller QDs are used; this is in 
accord with the photoluminescence studies presented previously. However, yields observed with 
the use of larger, pyridine capped, QDs were significantly higher than those seen for their HDA-
capped counterparts. This implies that the electron injection process could in fact be more 
efficient from dark states than from emissive ones. This would suggest that surface modification 
has (at least) no negative impact on the reduction potential of photogenerated electrons in QDs, 
and it is the holes which become trapped so as to quench the photoluminescence. Such an 
observation would go some way to explaining the higher short-circuit current densities which are 
observed with the use of pyridine capping of QDs. Interestingly, no improvement in charge 
separation was observed using smaller pyridine capped QDs. The reasons for such behaviour are 
not as yet clear, although these observations are consistent with the IPCE data presented in 
Figure 32, where no improvement in current generation efficiency was observed (in any region 
of the spectrum) with the use of smaller pyridine-capped QDs. It should also be noted that, in 
studies using ZrO2 substrates, a strong bleach of the first excitonic absorption is observed (for all 
QDs studied), which is not seen with the use of TiO2. A small, rapidly decaying, positive 
transient is also observed at longer wavelengths, which decays on a similar timescale to that of 
the bleach. The bleach feature is attributed to the presence of uninjected electrons on the QDs as 
electron transfer into the metal oxide is inhibited; the positive transient seen in this arrangement 
may result from the transient absorption of both electrons and holes, which recombine on the 
5 – Optimising Charge Generation Yields at QD / Metal Oxide Interfaces / 107 
 
QDs. The observation that electrons (and not holes) are able to effect a bleach in the transient 
absorption spectra of CdSe QDs is another indication that holes reside in deep traps in these 
systems, whilst photogenerated electrons remain close to the conduction band edge and are not 
deeply trapped. 
 
5.3 Efficient charge photogeneration at SnO2 / PbS quantum dot 
heterojunctions. 
 
 Lead sulphide quantum dots are attractive candidates as light absorbers in solar cells as their 
absorption onset can be tuned over a large wavelength range — from that seen in the bulk (ca. 
2500 nm), all the way into the visible region of the solar spectrum. Such behaviour arises from 
the strong quantum confinement of charge carriers, which can be several times stronger in lead 
salt QDs than in most III-V and II-VI semiconductors.
222
 However, for PbS QDs to function 
effectively as sensitisers as DSSCs, it is critical that a sufficient thermodynamic driving force is 
applied at each interface in the DSSC architecture so as to provide high yields of charge 
separation, and thus current generation. Ideally, it is hoped that similar absorption profiles to 
those seen in silicon-based solar cells can be achieved using nanocrystalline PbS; however this is 
an ambitious target. When one considers both that the rate of intraband relaxation in PbS QDs 
has been shown to occur on the picosecond timescale
223
 (which limits the possibility of ‗hot‘ 
carrier injection in these systems), and that typical voltage losses at interfaces in even the most 
efficient DSSCs reported to date amount to over 1 V, it appears unlikely that high s can be 
achieved using PbS QDs (with bandgaps approaching 1000 nm, or ca. 1.25 eV) in ‗conventional‘ 
DSSC architectures. 
 In Section 4.5, it was reported that, whilst it is possible to obtain current generation from the 
absorption of IR photons (in the 700-800 nm region) using SILAR-grown PbS sensitisers, IPCE 
values were seen to be low (< 10%) at these wavelengths. In addition, the use of a solid-state 
hole conductor and Li
+
 additives resulted in open-circuit voltages of ca. 0.6 V. It can be 
concluded from these two observations that interfacial voltage losses in these systems amount to 
at least 1 V, and are similar in magnitude to those seen in conventional DSSCs using (for 
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example) ruthenium bipyridyl dyes. However, the yield of panchromatic current generation is 
significantly lower with the use of PbS nanocrystals. This could be an indication that interfacial 
charge separation is not optimised in these systems. 
 In this section, we examine the primary charge separation step in DSSCs employing colloidal 
PbS quantum dot sensitisers; a study of the parameters influencing the regeneration process (of 
QD-localised holes by a redox electrolyte or HTM) will be presented in Chapter 6. In the 
previous section, it was observed that high yields of electron injection can be achieved from 
photoexcited CdSe QDs into TiO2 films. However, whilst PbS QDs have lower bandgaps than 
their CdSe counterparts, they also have lower-lying conduction band energies. The provision of a 
lesser driving force for interfacial charge separation may have unfortunate implications for the 
use of mesoporous TiO2 substrates with PbS sensitisers. 
 
 
Figure 39: Simplified illustration of the charge separation processes in operation at metal oxide / PbS QD / HTM 
interfaces, following photoexcitation of PbS. Estimates of band positions and orbital energies (vs. vacuum) are provided, 
and are shown for QDs having a first excitonic absorption maximum at ca. 700 nm. 
 
 Here, we present a comparison of electron injection from photoexcited PbS quantum dots 
into metal oxide conduction bands. In particular, we compare the rates and yields of this process 
when mesoporous TiO2 and SnO2 films are used. To the author‘s best knowledge, this is the first 
study of colloidal QDs attached to mesoporous SnO2, although it should be noted that the 
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chemical bath deposition of CdSe upon SnO2 for DSSC applications has been reported,
178
 and 
there have been numerous studies of electron injection and recombination at dye / SnO2 
interfaces.
193,218,224
 Also, whilst factors such as QD size-dependence of electron injection
115,116
 
and the distance-dependence of charge transfer yield
117,123
 have been investigated for nanocrystal 
sensitisers, the impact of adjusting the energy of electron-accepting states within the metal oxide 
has largely escaped attention. We observe that yields of charge separation are significantly 
higher in the PbS / SnO2 architecture, and conclude that this behaviour is a result of the ca. 300–
500 meV
193,218
 lower conduction band edge in SnO2 when compared to TiO2. In essence, the 
SnO2 conduction band structure is more compatible for electron injection from PbS QDs than 
that of TiO2 (this was not seen for unthermalised excited state injection from conventional dyes). 
 As in previous sections, investigation of the primary charge separation process at PbS / metal 
oxide interfaces was carried out using two methodologies: 1) Transient absorption studies, which 
were carried out as described in Section 3.1. 2) Comparison of photoluminescence decay 
dynamics, by means of time correlated single photon counting (TCSPC). Excitation was 
performed at 467 nm, with a 695 nm long pass filter for emission detection. The laser repetition 
rate was reduced when long (>100 ns) emission lifetimes were studied. 
 
 
Figure 40: Transient spectra observed 10 s following photoexcitation at 500 nm for TiO2 / PbS (black), SnO2 / PbS (red) 
and ZrO2 / PbS (blue) architectures. Values of  have been scaled by the fraction of photons absorbed at the pump 
wavelength. Data are shown for QDs having a first excitonic absorption maximum at 730 nm. 
TiO2 
SnO2 
ZrO2 
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 To begin, we study the decay in concentration of transient species using pump-probe 
techniques, so as to make conclusions as to the yields and lifetimes of charge-separated states. In 
particular, we examine the decay of a broad, positive feature at wavelengths corresponding to 
sub-bandgap transitions in the photo-oxidised PbS quantum dots. Similar long-lived features 
were seen in Sections 4.3, 4.5 and 5.2, and were attributed to nanocrystal-localised holes formed 
as a result of photoinduced electron injection into the TiO2 conduction band.
122
 For colloidal PbS 
QDs attached to mesoporous metal oxides, we observe a broad, long lived, positive band above 
ca. 1000 nm (Figure 40), which appears to extend beyond the limit of our detection system (1650 
nm). It is evident from these data that the yield of PbS-localised holes is significantly larger (at 
10 s) when SnO2 films are used than is seen for TiO2 architectures. This contrasts with 
previously published results, which indicate higher yields for unthermalised excited state 
injection from dyes into TiO2 films.
218,224
 We postulate that this discrepancy results from the 
lower-lying LUMO levels of PbS QDs (when compared to their dye counterparts); thus, for a 
PbS QD, better energetic overlap is achieved between its LUMO and the SnO2 conduction band 
(Figure 39), whose edge has been reported to lie ca. 300–500 meV lower in energy than that of 
TiO2.
193,218
 Some charge separation is seen using mesoporous ZrO2 (which has a sufficiently high 
conduction band to prohibit electron injection),
215,225
 although the positive transient obtained 
using this architecture is extremely small in amplitude on long timescales (>10 s). 
 Figure 41 compares the decay in these transient signatures (probed at 1600 nm) for 
mesoporous SnO2, TiO2 and ZrO2 films sensitised with PbS QDs, having similar optical densities 
in the visible and near-IR regions. These data have been scaled by the percentage of photons 
absorbed at 500 nm (the pump wavelength) so as to normalise for any differences in sensitisation 
yield, and thus optical absorption. No rise in the transient signal is observed in our data, so we 
conclude that the electron injection process occurs on the sub-microsecond timescale. It is 
evident from these data that the lifetimes of the charge-separated states are not dissimilar in the 
SnO2 and TiO2 systems, and that the yield of long-lived PbS-localised holes is up to five times 
larger when SnO2 films are used. However, examination of the transient absorption kinetics of 
the PbS / ZrO2 architecture reveals the tail of a fast decay component which is assigned to the 
recombination of separated charges within individual quantum dots.
226
 This signal appears larger 
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that of the PbS / TiO2 system on sub-microsecond timescales; this could indicate that the QD-
localised hole is not the only species giving rise to a transient absorption feature in the near-IR, 
and that uninjected electrons may also have this property. 
 
 
Figure 41: Transient kinetics, probing PbS-localised holes (at 1600 nm) in metal oxide / PbS QD architectures. Data 
observed using mesoporous TiO2 (black trace) are compared with those obtained when SnO2 (red trace) and ZrO2 films 
(blue trace) were used. Values of have been scaled by the fraction of photons absorbed at the pump wavelength. 
Samples were excited at 500 nm (pump intensity 65 Jcm-2). Data are shown for QDs having a first excitonic absorption 
maximum at 730 nm. 
 
Figure 42: (Left) Steady-state photoluminescence spectra (following photoexcitation at 500 nm) of 3×10-7 M solutions of 
PbS QDs in toluene (uppermost traces in both graphs) to which are added successive aliquots of solutions of octanethiol 
(black traces) and dodecylamine (grey traces); arrows indicate increasing numbers of aliquots. (Right) Yield of PL 
quenching plotted as a function of octanethiol (black squares) or dodecylamine (grey squares) concentration in the QD 
solution. 
TiO2 
SnO2 
ZrO2 
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Figure 43: Normalised photoluminescence decay dynamics of the shallow-trap emission of PbS QDs attached to ZrO2 
(blue trace), TiO2 (black trace) and SnO2 (red trace) nanoparticle films. Samples were excited at 467 nm, following which 
photons over 695 nm were collected. The system instrument response is shown in light grey, and is less than 250 ps. (Inset) 
Normalised photoluminescence decay dynamics of PbS QDs dispersed in toluene before (green trace) and after (orange 
trace) the addition of a small amount of octanethiol. Data are compared to PbS QDs attached (by means of a thiol moiety) 
to a mesoporous ZrO2 film (blue trace). Data are shown for QDs having a first excitonic absorption maximum at 730 nm. 
 
 Another way to quantify the rates and yields of electron injection from photoexcited PbS 
QDs into metal oxide conduction bands is to examine the quenching of the PbS band-edge 
photoluminescence (PL). The PbS / ZrO2 architecture was used as a control as it represents a 
scenario where the PL ought not to be quenched as a result of electron injection into the metal 
oxide conduction band. Furthermore, it should be noted that comparison with the PL dynamics of 
PbS QDs in solution is inappropriate as a significant shortening in emission lifetime is to be 
expected upon the ligand exchange used to bind the QDs to the metal oxide surface (where oleic 
acid passivating ligands are displaced by the thiol-functionalised linker layer). Such an effect 
was observed with the use of HDA-capped CdSe quantum dots in Section 5.2. This reduction in 
PL lifetime upon ligand exchange can be seen in the inset of Figure 43, where the emission 
dynamics of PbS QDs dispersed in toluene are compared before (  = 1080 ns) and after (  = 2.33 
ns) the addition of a small amount of octanethiol. Data following ligand exchange correlates well 
with the decay dynamics of PbS QDs attached to ZrO2 (by means of a thiol moiety), where a 
lifetime of 2.28 ns was observed. Supplementary to these time-resolved studies, steady-state 
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measurements (Figure 42) also show significant quenching of the band-edge PL upon the 
addition of small amounts of octanethiol. For comparison, the effect of adding analogous 
amounts of alkylamine (in particular, dodecylamine) is also shown; from these results, it can be 
concluded that, when thiols are used for ligand exchange, a significantly larger impact is seen 
upon the PL efficiency of PbS QDs than when amines are employed. 
 Two explanations are proposed for the observed PL quenching upon ligand exchange: 1) 
Non-radiative recombination pathways compete more efficiently with the shallow-trap PL in PbS 
QDs as the surface passivation is disrupted, and 2) charge separation occurs within the quantum 
dot, or at its surface, as charge traps (in particular, deep hole traps) are introduced with the 
incoming ligand. Thiol and amine moieties have been seen to effect the latter,
72,74,227
 resulting in 
PL quenching and charge separation within the QD. With reference to our previous studies on 
charge separation in CdSe / TiO2 films, and the transient absorption studies presented earlier 
(which appeared to indicate the presence of charge separation in the ZrO2 / PbS system up to the 
s timescale), we propose that the latter process does indeed occur in this system, although both 
may be in operation.  
 Although one should bear in mind that injection may occur from non-emissive states, we 
now investigate the fate of the shallow-trap emission when electron-accepting metal oxide films 
are used. It is clear from Figure 43 that the PL lifetime decreases when QDs are bound to SnO2 
(  = 0.42 ns) or TiO2 (  = 1.20 ns) films, when compared to the use of ZrO2 (  = 2.28 ns) 
substrates. We therefore infer that electron injection occurs on the (sub)-nanosecond timescale, 
and is faster than the rate of trapping in these QDs. However, as the PL dynamics are multi-
exponential, we cannot infer the yields of electron injection based solely on these lifetimes; to do 
so, we must compare the integrated areas of the respective traces. From this, we conclude the 
yield of electron injection into nanostructured SnO2 films to be ca. 59%, 3.5 times larger than 
that seen in the TiO2 system (ca. 17%). This is in agreement with the transient absorption studies 
presented earlier, where an analogous improvement in the yield of long-lived hole species on the 
QDs was observed with the use of SnO2. It is therefore reasonable to conclude that the TiO2 
conduction band edge lies at too high an energy for efficient electron injection to occur from the 
PbS QDs employed here, and that (in this case at least) use of SnO2 is preferable if high yields of 
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interfacial charge separation are to be achieved. Furthermore, such agreement of TAS data 
(studying the yield of electron injection by comparing the concentrations of PbS-localised holes 
which are formed as a result) with PL quenching data (which study the fate of the emissive state 
in PbS QDs) appears to indicate that the PL quenching dynamics provide a good indication of the 
overall yield of photoinduced electron injection, from both emissive and non-emissive states. 
Our findings indicate, therefore, that both of these processes are possible (as was concluded for 
CdSe quantum dots in Section 5.2). 
 
 
Figure 44: Time-resolved photoluminescence dynamics (main figure) and transient absorption data (inset), normalised to 
the percentage of photons absorbed at the pump wavelengths, for HDA-capped CdSe QDs attached to TiO2 (black traces) 
and SnO2 (red traces) films. Data are shown for QDs having first excitonic maxima at 572 nm, where QD emission was 
probed at 600 nm following photoexcitation at 467 nm (PL data). The light blue trace represents the instrument response 
of the TCSPC setup used for the measurements. TAS data was obtained at 750 nm, following photoexcitation at 500 nm 
(pump energy 93 Jcm-2). 
 
 As an aside, it should also be noted that the use of SnO2 substrates can serve to improve the 
injection yield from HDA-capped CdSe QDs, relative to that seen with TiO2. Time-resolved PL 
data are shown in Figure 44, and show that the rate of photoinduced electron injection from large 
CdSe QDs (with a first excitonic maximum at 572 nm) into SnO2 is significantly more rapid than 
into TiO2 substrates. It is concluded that, by employing the former of these metal oxides, 
injection yields from emissive states can be improved from ca. 69% to ca. 90%. TAS data 
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(shown in the inset of Figure 44) appear to complement these observations, as higher yields of 
QD-localised holes are observed with the use of SnO2. 
 Several studies have investigated the impact of sub-bandgap trapping upon the photoresponse 
of photodetectors based on PbS quantum dot solids.
151,152,156,158
 These device architectures are 
generally considered to be ‗hole-based‘, in that photogenerated electron-hole pairs dissociate by 
means of electron trapping, and lower mobilities have been observed for electrons in these 
systems than for holes.
152,156,158
 Recent reports indicate that ligand exchange (replacing amine-
capping with thiols) can serve to reduce the number of electron trap states, thus improving the 
open-circuit voltages seen for these devices, as well as the charge collection efficiencies.
156
 
However, it should be noted that our solar cell architecture differs significantly from those 
reported in these studies: in the PbS QD-solid architecture, QDs are used for both light 
harvesting and charge transport, and therefore (under illumination), significantly higher charge 
densities are to be expected on QDs than in the DSSC design (where light absorption is 
decoupled from transport). It follows, therefore (as longer-lived, deeper-lying traps are filled 
first), 
151,152
 that charge transfer from quantum dot traps in our system may be dominated by a 
low concentration of deep electron or hole traps that is of little importance when high charge 
densities exist within QDs. 
 As a result of our studies to this point, it seems reasonable to propose that hole trapping may 
be a significant energy loss mechanism in QD-DSSCs, whilst electron trapping may not be so 
critical. At least, if electrons are able to be localised with energies lower than, for example, ca. 
100–200 meV below the conduction band edge, the trapping process is most likely to occur on a 
timescale similar to (or longer than) that of electron injection from these states. As a result, high 
yields of electron injection can be achieved with the use of PbS QDs and SnO2 substrates. The 
properties of QD-localised holes will be examined further in the next chapter, with reference to 
the parameters influencing the regeneration of such species in DSSC systems. However, prior to 
such a study, we employ PbS quantum dots of a range of sizes, so as to probe the influence of 
QD energetics and electronic structure on charge separation yields following photoexcitation. 
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5.4 Optimising efficient charge photogeneration at SnO2 / PbS quantum dot 
heterojunctions by variation of QD size. 
 
 Having investigated the impact of varying the metal oxide upon the electron injection yield, 
we now proceed to examine the effect of varying the size of the PbS QD sensitisers. Such a study 
is significant as it informs us as to the optimal balance which can be achieved between two 
factors which impact upon the current generation abilities of devices: the light-harvesting 
capability of QDs (which improve as the bandgap is narrowed), and the charge separation 
efficiency at the metal oxide / QD interface (which may reduce as the bandgap is lowered). The 
change in quantum confinement imparted by reducing the QD size serves to raise the LUMO (or 
the  conduction band state of the QD), thus potentially increasing injection yields. The 
‗LUMO‘ energy of QDs can be estimated using the following zeroth-order approximation of the 
effective-mass model:
100,228
 
 
 
 
where  is the bulk conduction band energy (versus vacuum),  and  are 
the QD and bulk bandgaps, and  and  are the effective hole and electron masses in the bulk 
semiconductor. Using literature values of , ,  and  in PbS,
86,229
 we 
ascribe a ‗LUMO‘ energy of ca. -3.95 eV (relative to vacuum) for PbS QDs with a first excitonic 
absorption maximum at 780 nm, and a ‗HOMO‘ level of ca. -5.54 eV. As electrons and holes 
have a similar effective mass in PbS, we believe that changes in confinement energy upon 
changing QD size should be evenly apportioned in shifting the ‗HOMO‘ and ‗LUMO‘ energies. 
 Figure 45 compares transient spectra of SnO2 / PbS films when four different sizes of 
colloidal PbS QD are used, having first excitonic maxima at ca. 780 nm, 980 nm, 1200 nm and 
1350 nm (PbS-780, PbS-980, PbS-1200 and PbS-1350 respectively). Samples were excited at 
500 nm, and changes in optical density were ascertained 1 s following photoexcitation. As the 
QD size is lowered, spectra appear increasingly blueshifted; this consistent with the shifts seen in 
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steady-state absorption spectra. The profile of the positive transient is not dissimilar in all three 
cases (possibly an indication that the shape of the energetic distribution of PbS-hole trap states is 
not particularly sensitive to QD size over the range studied). 
 
 
Figure 45: Transient spectra (obtained 10 s following photoexcitation) of SnO2 / PbS QD architectures using PbS-780 
(black data), PbS-980 (red data), PbS-1200 (blue data) and PbS-1350 (green data) sensitisers. Samples were excited at 500 
nm, using a pump energy of 90 Jcm-2. Values of  have been scaled by the fraction of photons absorbed at the pump 
wavelength. Steady-state absorption spectra of QD solutions in toluene are shown in the inset. 
 
 It is clear that the yield of PbS-localised holes at (1 s) reduces steadily as the QD size is 
raised (and their LUMO is lowered). The size of the bleach seen at shorter wavelengths appears 
to decrease in amplitude as the QD size is decreased. This is in accord with the conclusions made 
following studies of electron injection from CdSe QDs (Section 5.2). We propose that such 
bleaching occurs as a result of the presence of uninjected electrons on the PbS QDs, which 
become greater in number as the QD size is lowered, and electron injection is retarded. As QD-
localised holes are seen to demonstrate little or no ability to bleach the first excitonic absorption 
maximum in both PbS and CdSe QDs, further support is lent to our (now firmly held) belief that 
holes are (possibly rapidly) localised in deep traps, whilst photogenerated electrons are able to 
remain in shallow traps on timescales far longer than those seen for electron injection into the 
metal oxides studied. 
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Figure 46: Transient kinetics following photoexcitation (at 500 nm) of SnO2 / PbS QD architectures using PbS-780, PbS-
980, PbS-1200 and PbS-1350 sensitisers (pump energy 90 Jcm-2). Values of have been scaled by the fraction of 
photons absorbed at the pump wavelength; data are presented to compare the decay in the transient signal at 1600 nm 
(black traces) with the bleach recovery (grey traces), using the following probe wavelengths: 800 nm (top left), 1000 nm 
(top right), 1200 nm (bottom left) and 1350 nm (bottom right). 
 
 Transient absorption data, comparing the bleach recovery kinetics (probed at the maximum 
of the bleach feature) with the positive transient decay (probed at 1600 nm), are shown in Figure 
46 for the four different sizes of QD attached to SnO2. For larger PbS QDs (PbS-1350 and PbS-
1200), the bleach signal is found to be significantly larger in amplitude than the positive 
transient, and both signals decay on a similar timescale. This is consistent with the recombination 
of uninjected electrons (which are the cause of the spectral bleach feature, and possibly 
contribute slightly to the positive transient) with holes (which serve to contribute only to the 
positive transient). As the QD size is lowered, two effects are seen: the bleach decreases in 
magnitude as the positive transient grows, and the bleach is seen to decay more rapidly than the 
positive transient. It is therefore concluded that, in all QD-size regimes, the bleach signal is a 
good measure of the yield of charge-separated states confined within the QD (where electron 
injection does not occur). The lifetime of this signal is significantly reduced by decreasing QD 
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size; as the QD size decreases by ca. 2 nm over the range studied, this is not an alarming 
observation. It can also be concluded, at least in the small size limit, that the positive transient 
provides a good measure of the concentration of QD-localised holes formed as a result of 
electron injection, and that long-lived electron/hole pairs on QDs only contribute in minor part to 
this signal. 
 
 
Figure 47: Transient kinetics, probed at 1600 nm, following photoexcitation (at 500 nm) of SnO2 / PbS QD architectures 
using PbS-780 (black trace), PbS-980 (red trace), PbS-1200 (blue trace) and PbS-1350 (green trace) sensitisers (pump 
energy 90 Jcm-2). Values of have been scaled by the fraction of photons absorbed at the pump wavelength. 
 
 Comparison of the decay of the feature at 1600 nm is shown in Figure 47 and reveals that, 
whilst the yield of QD-localised holes improves as a result of decreasing QD size (raising its 
LUMO energy), the lifetime of interfacial charge separation in PbS / SnO2 architectures 
decreases. This could, in part, be due to a reduction in the average distance between electrons 
and holes at the interface (which would serve to accelerate the recombination rate). Another 
contributing factor could be the provision of an increased driving force for the recombination 
process, which would be seen as: 1) the quasi-Fermi level in SnO2 rises as the electron density in 
the metal oxide increases (as a result of more efficient electron injection when small QDs are 
used), and 2) the PbS HOMO is lowered with decreasing QD size. 
 Whilst insight has undoubtedly been gained into the spectroscopic properties of PbS QDs 
attached to the surface of mesoporous metal oxides, the principal conclusions of this section are: 
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1) that (in the absence of additives, and over the range of PbS QDs studied) electron injection 
into TiO2 is severely retarded, most probably because the PbS LUMO is positioned below the 
TiO2 conduction band edge, and 2) that moderately high injection yields into SnO2 can be 
achieved only with the use of extremely small PbS QDs, with diameters below ca. 3 nm (and 
absorption onsets below ca. 800 nm).
196
 It should be made clear that, whilst mesoporous SnO2 
appears to be a suitable candidate for use with PbS QDs in DSSC architectures, the ability to 
construct compact SnO2 ‗blocking‘ layers which are not highly conductive currently eludes us, 
hindering any progress in device construction. Such layers are essential to the function of cells 
based both upon solid state HTMs and electrolytes based on the Co(III) / Co(II) redox couple, 
and are necessary in preventing reduction of hole carriers at the anode (a recombination 
mechanism). Further effort is being undertaken to develop methods of constructing (largely) 
undoped SnO2 layers for their application in DSSCs. 
  
5.5  Conclusions. 
 
 To conclude, the mechanisms of charge separation at metal oxide / quantum dot interfaces 
have been investigated by means of transient absorption and photoluminescence spectroscopies, 
with the use of colloidal CdSe and PbS nanocrystals. In particular, it has been shown that 
significantly higher yields of the primary charge injection process at the metal oxide / QD 
interface can be achieved through an appropriate choice of metal oxide (namely by using SnO2 in 
place of TiO2), by use of appropriate QD surface capping conditions, and by reducing the QD 
size. Furthermore, lifetimes of charge separation at PbS / SnO2 interfaces appear to show a 
significant dependence on QD size. The process of carrier trapping at modified QD surfaces has 
also been examined, and discussed in terms of its relevance to the mechanism of electron 
injection from photoexcited QDs into metal oxides. In the next chapter, we examine in detail the 
parameters influencing another key charge transfer process in QD-sensitised DSSCs, that of hole 
regeneration by a redox active species. By comparing the results with those presented so far, we 
can begin to form a complete picture, correlating the transient optical behaviour to the overall 
device performance of these DSSC architectures. 
Chapter 6: Studies of Hole Regeneration in Quantum Dot DSSC 
Architectures. 
This chapter complements our previous studies of electron injection from colloidal 
semiconductor QDs into metal oxides by focusing on the parameters influencing the hole 
regeneration process in QD-sensitised DSSCs. Liquid-electrolyte DSSCs employing colloidal 
CdSe QD sensitisers and a cobalt(III/II)-based redox system were fabricated; optimised solar 
cells exhibited an unprecedented incident photon-to-charge carrier generation efficiency of 36% 
and an overall conversion efficiency of over 1% under AM1.5 illumination (1.7% under 10% 
solar illumination). From the kinetics of charge transfer (monitored using transient 
spectroscopic and voltage decay measurements) the regeneration yield of oxidised QDs was 
found to be high, and longer electron lifetimes were seen using QD sensitisers than were 
observed with the use of a typical organometallic dye. We also investigate the regeneration 
process in QD-sensitised DSSC architectures using organic hole transporting materials (HTMs); 
this is achieved with the use of six triphenylenediamine (TPD) derivatives, engineered to have 
different HOMO energies. Transient studies monitoring the yields and lifetimes of HTM
+
 species 
are conducted using CdSe and PbS QDs, and results are compared to those observed with the 
use of the sensitiser dye Z907. These studies appear to indicate that a large free energy 
difference, approaching 1 eV (between the ‗nominal‘ QD and HTM HOMO energies) is required 
to drive efficient regeneration, a value significantly higher than that seen using the sensitiser dye 
Z907 (ca. 0.5 eV). This observation could be a result of the increased interfacial separation at 
the QD / HTM interface, or else could indicate that the QD HOMO energy (calculated using the 
effective mass approximation) is not a good measure of the energy of QD-localised holes in these 
systems. It is believed that the findings presented in this chapter have significant implications in 
the minimisation of energy losses at quantum dot solar cell interfaces. 
 
6.1 Introduction to quantum dot regeneration using liquid electrolytes and 
HTMs. 
 
 Whilst the results presented in the previous chapter have improved our understanding of the 
energetic and structural parameters influencing the efficiency of electron injection from 
photoexcited quantum dots into metal oxides, the yield of this process is by no means the only 
factor influencing current generation in DSSCs. The rates of electron and hole transport and the 
lifetime of their charge separation at the metal oxide/hole conductor interface can both impact 
upon charge recombination rates in DSSCs, and are therefore able to limit charge collection;
230
 
the efficiency of the cathodic hole reduction process is also of significance to current 
generation.
231,232
 In this chapter, however, we choose to examine (in most part) the second 
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charge transfer step in operation in QD-DSSCs — that of hole regeneration by a redox-active 
electrolyte or hole transporting material (HTM). 
 Using conventional dye sensitisers, optimal device efficiencies have been achieved with the 
triiodide / iodide redox couple; this is due to its appropriate redox potential, as well as to the fact 
it displays highly irreversible kinetics.
26
 However, it is believed that this system cannot be used 
in QD-sensitised cells due to the spontaneous and/or photochemical dissolution of the quantum 
dot material. When the I
-
 / I3
-
 redox couple has been applied, efficiencies are typically very low 
and unstable.
111,114,120
 As a result, it is necessary either to use alternative redox electrolytes for 
the regeneration of photo-oxidised QDs or to employ a different strategy, using a solid-state 
HTM matrix (as in Chapter 4) for hole regeneration and transport. 
 Our observations to this point indicate that hole trapping on QDs may be of major 
significance to the application of these quantum-confined nanostructures in DSSC architectures. 
As alluded to previously (in Section 5.3), the presence of even a low density of deep hole traps 
on the QDs could potentially lead to severe energy losses, as long as the hole trapping process 
occurs on a faster timescale than that of regeneration. However most studies still use naïve 
‗HOMO‘ estimates as a measure of hole energies in these systems (as has this author, in the 
crude scheme depicted in Figure 39). This leads to the apparent provision of a large 
thermodynamic driving force for the regeneration of QD-localised holes, corresponding in value 
to the energetic separation between the QD ‗HOMO‘ and the oxidation potential of the 
regenerative redox couple (or HTM HOMO in the case of solid-state DSSCs). However, deeply 
trapped holes may reside in electronic states several hundred meV in energy above the nominal 
QD ‗HOMO‘. Whilst the results presented in previous chapters appear to indicate that hole 
trapping is a significant process which can occur prior to or following the primary charge 
separation process of electron injection, the extent to which this affects the energetic distribution 
of the resulting trapped holes cannot be inferred from these studies. Later in this chapter, we aim 
to rectify this gap in our understanding by investigating the regeneration yield of photo-oxidised 
QDs as a function of HTM HOMO energy, thus leading towards a quantitative understanding of 
hole energies on QDs (for holes trapped on the timescale of regeneration). 
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 The most well-known and successful redox alternative to the I
-
 / I3
-
 system in DSSCs 
reported to date is based on cobalt complexes, although power conversion efficiencies obtained 
using these redox couples is at most half of those seen with the use of I
-
 / I3
-
 (under full solar 
illumination), as mediator diffusion limits charge collection under these conditions.
198
 Recently, 
such an electrolyte system was shown to be compatible with the use of InAs QD sensitisers, and 
power conversion efficiencies of 0.3% were obtained under AM1.5 illumination.
110
 Our studies 
of CdSe quantum dot-sensitised DSSCs employing cobalt-based electrolytes were introduced in 
Section 5.2. These have been published in collaboration with the group of Grätzel et al.,
122
 and 
as such device characterisation was conducted by our collaborator, Dr. H. J. Lee. It seems 
appropriate to consider the factors influencing device performance alongside our photophysical 
studies of the regeneration process; such a discussion is presented in the next section. 
Subsequently, our attention moves to hole regeneration using solid-state HTMs. 
 
6.2 Transient spectroscopic studies of CdSe QD-sensitised DSSC architectures 
using cobalt complexes as redox mediators. 
 
 Using the DSSC architecture illustrated in Figure 32, cobalt complexes were tested as redox 
mediators in TiO2-based solar cells employing CdSe QD sensitisers; selected device data 
obtained using different cell structures and electrolyte compositions are shown in Table 2. Our 
experimental results indicate that, amongst other factors, the choice of ligand bound to the cobalt 
centre can be critical to the enhancement of cell efficiency, and in particular, photocurrent. 
Among various cobalt complexes, the Co(dbbip)2 complex was tested because it was shown to 
be superior to all other cobalt redox mediators in previous dye cell studies (Device 1 in Table 
2).
198
 However, it was found that for CdSe QD-sensitised cells, use of the Co(phen)3 redox 
system yielded more efficient devices than were seen using Co(dbbip)2, achieving power 
conversion efficiencies which were larger by ca. 30% (Device 2). 
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 Electrode Electrolyte JSC / mAcm-2 VOC / V FF Efficiency (%) 
1 2 + 4 0.1 M Co(dbbip)2 10% NOBF4 0.96 0.61 0.62 0.36 
2 2 + 4 0.1 M Co(phen)3 10% NOBF4 1.24 0.63 0.66 0.51 
3 2 + 4 0.5 M Co(phen)3 no NOBF4 3.15 0.61 0.61 1.17 
4 5 + 4 0.5 M Co(phen)3 no NOBF4 2.34 0.62 0.62 0.90 
5 7.5 + 4 0.5 M Co(phen)3 no NOBF4 1.85 0.62 0.72 0.83 
6 2 + 4 0.5 M Co(phen)3 no NOBF4 7.30 0.66 0.55 2.67 
7 2 + 4 Optimised I3- / I- electrolyte 11.61 0.76 0.70 6.11 
 
Table 2: A summarised data set of short-circuit currents, open-circuit voltages, fill factors and overall conversion 
efficiencies under AM1.5 illumination for the different devices tested by our collaborator Dr. H. J. Lee. Devices 1 to 5 
were based on CdSe QD-sensitised films. Devices 6 and 7 were based on films sensitised with the Z907 dye. The second 
column describes the electrode composition: for example „2 + 4‟ implies that electrodes are made from a 2 micron-thick 
layer of 20 nm TiO2 particles beneath a 4 micron-thick layer of 60 nm TiO2 particles. The counter ions were ClO4
- (in the 
case of the dbbip complex) and TFSI- (in the case of the phen complex). The counter ion chosen can impact significantly 
upon the device characteristics. 
 
 It is proposed that the significant enhancement of the overall conversion efficiency seen with 
the use of the Co(phen)3 complex is due to the small size of the phen ligand when compared to 
dbbip.
 
The latter, more bulky, complex will find it difficult to approach the QD surface, which is 
still surrounded with some TOPO / TOP (even after ligand exchange using pyridine), resulting in 
the inhibition of hole transfer. It is also noted that the standard redox potential of Co(phen)3 
couple is only 30 mV less positive than that of Co(dbbip)2, and also that the valence band 
position of the CdSe QDs should lie at a sufficiently low energy to ensure efficient hole transfer.  
 Adding a quantitative amount of a one electron acceptor, such as NOBF4, to the cobalt (II) 
complex can be used as an alternative means of generation of the oxidised form of cobalt (III). 
However, superior device performance was observed with the use of cobalt (III) complexes 
synthesised directly from a cobalt (III) source. The difference in efficiency could be explained by 
the presence of the dissolved NO species with the use of NOBF4, which may hinder hole transfer 
between QDs and Co
2+ 
by adsorbing onto the QD surface. This assumption can be supported by 
6 – Studies of Hole Regeneration in QD-DSSC Architectures / 125 
 
the observation that the photocurrent was reduced to half its original value or less when additives 
such as tert-butylpyridine and NMBI (N-methylbenzimidazole), which contain a nitrogen atom, 
were added into cobalt electrolytes. It is well known that electron lone pairs in nitrogen and 
sulphur are essential in the attachment of ligand molecules to the surface of colloidal QDs.
70
 
 When the concentration of cobalt electrolytes was increased from 0.1 M to 0.5 M (Device 3), 
the photocurrent increased in value to over 3 mAcm
-2
 and the overall efficiency was seen to 
reach ca. 1.2% under AM1.5 illumination. This was, at the time of publication, the first result 
showing an efficiency of over 1% under full solar intensity in colloidal QD-sensitised solar cells. 
As the film thickness, especially that of the 20 nm nanoparticle layer, was increased from 2 m 
to 5 or 7 m (Devices 3 to 5), the current decreased due to diffusional issues associated with 
cobalt redox couples, in accordance with previous studies of dye systems.
198
 It was concluded, 
therefore, that optimal efficiencies can be achieved using relatively thin electrodes (consisting of 
a 2 m thick layer of 20 nm TiO2 nanoparticles beneath a 4 m thick layer of 60 nm TiO2 
nanoparticles) and highly concentrated (0.5 M) pure cobalt complexes with phenanthroline 
ligands. In addition, well defined current-voltage curves were obtained using various light 
intensities. At low intensity, the overall efficiency was found to be over 1.7% and was seen to 
decrease by ca. 30% under full solar illumination. This non-linear behaviour can be understood 
with reference to transient photocurrent studies,
122
 where there were no issues in maintaining a 
constant current over the course of illumination up to ca. 0.1 sun intensity; however, slight 
decreases in current were seen under 0.3 sun intensity, and a ca. 30% reduction in photocurrent 
was observed at full sun intensity over the course of the five second illumination. This diffusion-
related issue was also seen in previously reported dye
198
 and QD-sensitised cells.
110,117
 
 Whilst QD-sensitised cells constructed using the iodide redox couple are durable over the 
course of a few minutes to hours, use of the cobalt electrolyte showed significant improvement 
up to 45 days under room light. The short-circuit current decreased slowly to 81% of the initial 
value 6 weeks later, having remained fairly constant for the first two weeks. This gradual 
decrease of photocurrent may be due to the detachment of photoactive QDs over a monolayer of 
linker molecules, accompanied by a degree of degradation.
68,233
 In contrast to its supposed 
instability following initial tests, this CdSe QD-sensitised cell showed a relatively good stability 
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with cobalt redox relay systems as reported in recent results;
110
 it remains our aim to develop 
ways to enhance further the stability by gaining an understanding of the slow degradation 
mechanisms in operation at the interfaces. 
 
 
Figure 48: (Left) Transient kinetics for pyridine-capped CdSe QDs (with a first excitonic absorption maximum at 572 
nm) on TiO2 in the absence (black line) and presence (red line) of electrolyte (composition outlined in the text) in ethylene 
carbonate / 3-methoxypropionitrile following photoexcitation at 580 nm. 680 nm was chosen to study the decay in 
concentration of the QD-localised hole before and after the introduction of the cobalt redox couple. Sub- s 
characterisation was carried out using a ns-TAS setup with Nd:YAG excitation at 532 nm. (Right) Analogous kinetics for 
the QD-localised hole under white-light illumination. 
 
 Charge recombination dynamics following photoexcitation were monitored by observing the 
decay of the positive transient signal (assigned to the CdSe-localised hole species) at 680 nm. 
Typical data for the CdSe / TiO2 system are shown in Figure 48 (left figure, black trace). These 
transient absorption data follow the formation of oxidised quantum dot states and their 
recombination with photoinjected electrons. We note that the absence of any rise of the transient 
signal on short timescales is indicative that the primary charge separation occurs within the time 
resolution of our apparatus. Such an observation is consistent with the results presented in 
Section 5.2, where time-resolved photoluminescence studies appeared to indicate that 
photoinduced electron injection from CdSe QDs (with a first excitonic maximum at 572 nm) into 
TiO2 occurs, in most part, on the sub-nanosecond timescale. The lifetime of the charge-separated 
state was deduced from Figure 48 by obtaining the time taken for 50% of the oxidised QDs to 
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decay back to their ground state (t50%). Hence the recombination lifetime (t50%) was found to be 
550 s in the CdSe / TiO2 film, similar to that observed in the Z907 / TiO2 system (Figure 49, 
black trace). Moreover, the dynamics shown here exhibit highly multiexponential behaviour. 
Transient data (the black traces in Figure 48 and Figure 49) were fitted to stretch exponential 
functions of the form: 
 
 
 
yielding  values of 0.2 and 0.4 for the CdSe and Z907 systems respectively. Such highly 
dispersive and stretched exponential kinetics are consistent with the recombination process being 
limited by charge diffusion through an energetic distribution of trap/defect states in the TiO2 
film, in agreement with our previous work.
203
 As detailed above, these spectroscopic studies 
clearly indicate that our CdSe / TiO2 film exhibits a long-lived and high yield charge-separated 
state, as seen in our previous studies of charge separation at QD / metal oxide interfaces. 
 
 
Figure 49: Transient kinetics for the Z907 / TiO2 system in the absence (black line) and presence (red line) of electrolyte 
in ethylene carbonate / 3-methoxypropionitrile, probed at 800 nm so as to monitor the decay in concentration of the Z907+ 
species. Photoexcitation was carried out at 580 nm. 
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We consider next the regeneration dynamics at the TiO2 / CdSe / electrolyte interface. For 
comparison, data were acquired for both the QD
+ 
and Z907
+
 species in the presence of an 
electrolyte containing 0.5 M Co(phen)3
2+
, 0.05 M Co(phen)3
3+
 and 0.2 M Li
+
, the optimal 
composition determined earlier in this section. The results are shown in Figure 48 and Figure 49 
(black traces) for QD
+
 and Z907
+
 respectively; in both cases a reduction in the lifetime of the 
oxidised state is observed, although the effect appears less marked in the case of the QD-
sensitised film. It is possible to estimate the regeneration efficiency, , by taking into account 
the rate constants for the decay in sensitiser cation concentration in the presence and the absence 
of the redox electrolyte (  and  respectively), using the relation: 
 
 
 
where rate constants are defined as the inverse of the lifetime, . For the Z907 / TiO2 system, the 
regeneration efficiency is estimated at 99.6%, whilst for the QD / TiO2 system this value is 
calculated to be 96.3%. Both values are close to unity and the latter is significant in that it 
demonstrates the Co(phen)3
3+ 
/ Co(phen)3
2+
 couple to be proficient in the regeneration of the 
transient QD
+
 species.  
 It is widely accepted that the interfacial recombination rate can be highly sensitive to the 
quasi-Fermi level of the TiO2 component, which can change by application of a bias or by 
exposure to white light (leading to the filling of sub-conduction band trap states, and conduction 
band-edge states by photoinjected electrons). This effect is shown in Figure 48 (right figure), 
where the regeneration of the CdSe-localised hole is shown under white light. For the 
aforementioned reasons, the rate constant for recombination in the absence of electrolyte is 
reduced by just under an order of magnitude; however, the regeneration efficiency is still over 
ca. 87%, reflecting a reasonably high yield of regeneration. A comparison of hole regeneration 
using cobalt complexes substituted with phen and dbbip ligands is presented in Figure 50. It can 
be seen that the regeneration process is slower in the latter of these systems (by several 
microseconds under dark conditions). This would imply that lower regeneration yields are 
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achieved with the use of dbbip complexes; such an observation is consistent with device results 
presented earlier in this section. As before, this discrepancy is attributed to the smaller size of the 
phen ligand which enables a more intimate approach of the redox mediator to the QD surface 
than is possible with the use of the more bulky dbbip ligand. 
 
 
Figure 50: Transient kinetics for pyridine-capped CdSe QDs, with a first excitonic absorption maximum at 572 nm, on 
TiO2 in the absence (black line) and presence cobalt redox electrolytes in ethylene carbonate / 3-methoxypropionitrile. 680 
nm was chosen to study the decay in concentration of the QD-localised hole before and after the introduction of the cobalt 
redox couple. The red trace is observed with the use of phen ligands (top right complex), and the blue trace is observed 
where the cobalt centre was substituted with dbbip ligands (bottom right). 
 
 Having shown the regeneration efficiency to be high in quantum dot-sensitised DSSCs, we 
must conclude that another loss route is responsible for the lower short-circuit currents generated 
by these devices when compared to conventional DSSCs (in addition to the poorer light-
harvesting abilities of QD-sensitised films). Photovoltage decay measurements have been used in 
the examination of the recombination of conduction band electrons with the oxidised redox 
mediator near the TiO2 surface. In Figure 51, it can be seen that electrons injected from excited 
CdSe QDs have a lifetime ca. 4 times longer than that seen for Z907 DSSCs over the range of 
charge densities investigated; the electron lifetime was calculated at the fixed charge density,  
(ascertained using charge extraction techniques). 
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Figure 51: Electron lifetime measurements obtained from CdSe QD- and Z907-sensitised cells. 
 
 This behaviour can be rationalised from the structure depicted in Figure 32, where it can be 
seen that the TiO2 surface is covered with a monolayer of the linker species, 3-
mercaptopropionic acid (MPA); rather bulky CdSe QDs (with a diameter of 3.6 nm) are bound to 
this layer, although they do not form a compact monolayer. It is proposed that, in this structure, 
the oxidised cobalt complex is not able to address the TiO2 surface at close quarters so as to 
recapture the injected electrons. In the case of the monolayer resulting from Z907 adsorption, 
there exist some ‗pinholes‘ between dyes, and the net distance between the electrons in TiO2 
conduction band and the nearest points of approach of the cobalt complex appears to be shorter 
than in the case of CdSe cells. Similar blocking effects have been observed in previous studies, 
which showed an enhanced lifetime due to the presence of coadsorbants
234
 or metal oxide or 
hydroxide layers
235
 on the TiO2 surface. This causes the recombination between the injected 
electron and the oxidised redox mediator in CdSe QD-sensitised cells to be slower than that in 
Z907 sensitised cells, in contrast to what was expected. The current structure of CdSe QD-
sensitised cells seems to be advantageous over molecular dye cells in terms of electron lifetimes; 
were similar light-harvesting abilities and separation yields (to those seen in conventional 
DSSCs) to be achieved, QD-sensitised cells could even yield higher photocurrents than DSSCs 
based on their molecular counterparts. 
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6.3 Transient spectroscopic studies of PbS QD-sensitised DSSC architectures 
using the solid-state hole conductor spiro-OMeTAD. 
 
 In Section 5.3, it was shown that significant improvements in the yield of photoinduced 
electron injection from PbS QDs can be achieved with the use of mesoporous SnO2 substrates, 
where the metal oxide conduction band edge is positioned at a lower energy than that of TiO2. 
Time-resolved PL data demonstrated an accelerated rate of electron injection (from emissive 
states) from photoexcited PbS QDs into SnO2, when compared to the use of TiO2 films; 
estimation of the absolute yields of the injection process was also possible by comparison with 
control data using ZrO2 substrates, where no injection is expected to occur. TAS data, 
monitoring the yield and lifetime of QD-localised holes, were also presented in Section 5.3 and 
are reproduced in the inset of Figure 52. Whilst these data are instructive, they give no clear 
indication of the absolute yields of the injection process, as quantification of the extinction 
coefficient of the transient PbS
+
 species is difficult. However, the inclusion of the organic p-type 
semiconductor spiro-OMeTAD in this system as a HTM does enable the study of the overall 
HTM
+
 yield in the three component metal oxide / PbS / HTM arrangement in a quantitative 
manner. The oxidised form of spiro-OMeTAD is known to have a strong, broad absorption band 
in the n-IR region (peaking beyond 1400 nm).
108
 It is possible to probe the HTM
+
 species at 1600 
nm as the changes in absorbance resulting from its formation are much larger than those seen for 
the PbS
+
 species, and thus it can be studied virtually in isolation from the influence of the signal 
arising from residual PbS-localised holes. For oxidised spiro-OMeTAD, we have obtained a 
value of (1600 nm) = 22800 M
-1
cm
-1
; this was achieved by using a literature value of (520 nm) 
= 18700 M
-1
cm
-1
,
30
 and by considering the ratio of the optical absorbances at 520 nm and 1600 
nm of spiro-OMeTAD which had been chemically oxidised in solution (via introduction of the 
N(PhBr)3
+.
 radical cation). This ratio was confirmed by comparing the heights of transient 
signals obtained at the two wavelengths in other experiments we have conducted on metal oxide 
/ sensitiser / spiro-OMeTAD architectures (not discussed here). 
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Figure 52: Transient kinetics, probing the (inset) PbS-localised hole absorption and (main figure) spiro-OMeTAD+ cation 
absorption at 1600 nm, in the metal oxide / PbS (inset) and metal oxide / PbS / HTM (main figure) architectures. Data 
using mesoporous TiO2 (red traces) are compared with those obtained when SnO2 films are used (black traces). Samples 
were excited at 500 nm, using a pump energy of 74 Jcm-2. Values of have been scaled by the fraction of photons 
absorbed at the pump wavelength. 
 
 Figure 52 (main figure) compares the decay in the HTM
+
 concentration in the SnO2 / PbS / 
HTM and TiO2 / PbS / HTM systems. Again, the figures have been normalised to account for 
slight differences in sensitisation yield, in that the change in optical density has been scaled by 
the fraction of photons absorbed at 500 nm. These data appear to indicate that the overall spiro-
OMeTAD
+
 yield at 1 s is ca. 8 times larger when SnO2 is used; this difference supports our 
previous assertions as to this substrate acting more efficiently than TiO2 in accepting electrons 
from photoexcited PbS QDs. It is also clear that the lifetime of the charge-separated state is ca. 
an order of magnitude shorter when SnO2 films are used. This is consistent with the studies of 
Green et al.,
193
 who accounted for this behaviour in liquid-electrolyte DSSCs by making 
reference to the 100-fold discrepancy between the electron diffusion coefficients in the 
respective metal oxide films. It is, however, not clear as to why such differences in charge-
separation lifetime are not evident in the binary metal oxide / PbS architecture. It should also be 
noted that our results (here and those presented in Section 5.3) seem to differ from those 
obtained by Hyun et al.,
115
 whose studies of the fluorescence quenching of PbS QDs coupled to 
TiO2 nanoparticles appear to demonstrate electron injection yields approaching unity for QDs 
with a first excitonic maximum below ca. 870 nm. It is possible that this discrepancy could have 
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resulted from differences in preparation methods, or the dissimilarity between the media 
(colloidal vs. film) in which the experiments were conducted. It should also be noted that, in their 
time-resolved photoluminescence studies, emission from PbS QDs attached to colloidal TiO2 
nanoparticles was compared to that seen from colloidal PbS QDs in solution. The results 
presented in Sections 5.2 and 5.3 appear to indicate, however, that the ligand exchange process 
used for the attachment of QDs to the metal oxide surface can itself lead to a significant decrease 
in PL lifetime (by over three orders of magnitude in the case of small PbS QDs). Therefore, we 
believe that QDs attached to ZrO2 nanoparticles (by means of the same bifunctional linker 
species) serve as a more appropriate control for PL studies. 
 
 
Figure 53: Transient kinetics probing the spiro-OMeTAD+ cation absorption at 1600 nm in the metal oxide / PbS / HTM 
system, where PbS nanocrystals were grown in situ using the SILAR method; the HTM composition is described in 
Section 3.3. Data using mesoporous SnO2 (black trace) are compared with those obtained when TiO2 films (red trace) and 
ZrO2 films (blue trace) are used. Samples were excited at 500 nm, using a pump energy of 79 Jcm
-2. Values of  have 
been scaled by the fraction of photons absorbed at the pump wavelength. For all three samples to have similar steady-
state absorption profiles, different numbers of SILAR cycles were used: SnO2 (3 cycles); TiO2 (5 cycles); ZrO2 (5 cycles). 
 
 It is also possible to grow semiconductor nanocrystals directly upon the surface of the 
mesoporous metal oxide film by use of the SILAR technique (as described previously, in 
Chapter 4). Performing multiple SILAR cycles leads to the growth of larger nanocrystals, which 
have an inhomogeneous size distribution, as seen by the lack of excitonic absorption features in 
steady-state absorption spectra of the sensitised films. Despite the broader PbS size distributions 
present in these systems, larger yields of HTM
+
 generation were seen with SILAR-deposited PbS 
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sensitisers (Figure 53) than were observed (previously in this section) with the use of their 
colloidal counterparts. This could be a result of several factors. Firstly, examination of the 
absorption spectra of our SILAR-sensitised films appears to indicate that these PbS nanocrystals 
are, in general, smaller than the PbS QDs (Eg ≈ 1.6 eV) studied previously, with Egs approaching 
2 eV. Whilst the effect of nanocrystal size upon injection yield has already been examined in 
Section 5.4, it should also be noted that an improvement in regeneration yield may also be 
possible as QD ‗HOMO‘ energies are lowered with increasing quantum confinement. In 
addition, SILAR-grown nanocrystals have no surface passivation (the colloidal PbS QDs used in 
this study are capped with oleic acid), a feature which could be conducive to the formation of an 
intimate contact at the QD / HTM interface, which is favourable for the efficient regeneration of 
PbS-localised holes. However, Figure 53 illustrates that higher HTM
+
 yields (approaching unity 
per absorbed photon) can be achieved using mesoporous SnO2, when compared to films 
structured from TiO2 nanoparticles, although the lifetime of charge-separation appeared to be 
shorter in the former case (by ca. one order of magnitude). This is consistent with data presented 
earlier, where colloidal PbS QDs were used. There also appears to be a small amount of HTM
+
 
generation with the use of mesoporous ZrO2 (where the conduction band is thought to be 
sufficiently high to prohibit electron injection from the PbS LUMO);
215
 this is believed to result 
from the regeneration of PbS-localised holes, which is able to compete with the recombination 
between electrons and holes separated within the nanocrystal layer. 
 
6.4 Parameters influencing regeneration yields in QD-sensitised DSSC 
architectures using solid-state hole conductors. 
 
 Our objective in these studies has been to provide some indication of the appropriate 
selection of materials in the construction of metal oxide / PbS / HTM devices, and so far in our 
discussions we have considered the effect of the choice of mesoporous metal oxide, as well as 
that of PbS QD size. No investigation of this kind would be complete without a study of the 
impact of varying the driving force for regeneration in these systems. As shown schematically in 
Figure 54, this quantity is sensitive to the energies of both the PbS HOMO and that of the HTM. 
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Figure 54: Schematic illustration of the charge separation processes in operation at metal oxide / PbS-QD / HTM 
interfaces, following photoexcitation of PbS. The effects of varying the electronic properties of all three components are 
shown. 
 
 It has been found previously that the free energy difference between the HOMO level of a 
conventional dye sensitiser and that of the HTM is a key parameter which controls the yield of 
regeneration at the dye / HTM interface.
236
 Now we proceed to determine whether this is also the 
case for metal oxide / QD / HTM heterojunctions. As discussed previously, lowering the QD size 
is expected to result in a lowering of its HOMO energy, though differences in regeneration yield 
that occur as a result may be less marked than changes in injection yield (as a result of the 
concomitant raising of the QD LUMO energy), and are therefore difficult to study in isolation. 
We therefore choose to vary systematically the HOMO energy of the HTM, in order to infer the 
free-energy dependence of regeneration yield. To do so, we employ six different 
triphenylenediamine (TPD) derivatives (with a range of HOMO energies) as HTMs, and using 
PbS QDs (having a first excitonic absorption maximum at 730 nm) bound to mesoporous SnO2, 
examine changes in HTM
+
 yield that occur as a result. The chemical structures and estimated 
HOMO energies of these materials
197,231,237
 are shown in Table 3. 
 
 
 
 
6 – Studies of Hole Regeneration in QD-DSSC Architectures / 136 
 
HTM Structure HOMO level (vs. vacuum) 
TPD 5 
 
-5.45 eV 
TPD 4 
 
-5.20 eV 
TPD 3 
 
-5.13 eV 
TPD 2 
 
-5.06 eV 
TPD 1 
 
-4.97 eV 
spiro-OMeTAD 
Two TPD 1 units joined by a 
spiro- centre. 
-4.90 eV 
 
Table 3: Structures and HOMO energies of the TPD hole transporting materials (HTMs) used in this study.197,237 
 
 
Figure 55: Transient kinetics, probing the HTM+ cation absorption at 1600 nm, in the SnO2 / PbS / HTM architecture, 
using the various TPD derivatives described in Table 3. Samples were excited at 500 nm, using a pump energy of 73 Jcm-
2. Values of  have been scaled by the fraction of photons absorbed at the pump wavelength. 
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 The factors influencing the yield of hole transfer at dye / HTM interfaces have been 
extensively investigated, in terms of the impact of the molecular structure (in particular, 
molecular weight), crystallinity, pore-filling ability and HOMO energy of a range of HTMs. The 
impact of the driving force for interfacial charge separation has been discussed by Kroeze et 
al.,
236
 who hypothesise that, as a result of local electrostatic interactions, the actual HOMO offset 
between the dye and HTM may be lower than that the difference in ionisation potentials 
measured in separate cyclic voltammetry studies; similar effects could be present at QD / HTM 
interfaces, and therefore it is wise to treat all quoted HOMO energies, and driving forces, with a 
degree of caution. 
 Transient kinetics probing the HTM
+
 absorption at 1600 nm are presented in Figure 55. We 
believe these data to provide an indication as to the overall HTM
+
 yield and lifetime, as all the 
HTMs have similar structures (and therefore we assume all HTM
+
 species to have similar 
extinction coefficients at 1600 nm). The observation that the transient behaviour in SnO2 / PbS / 
HTM architectures where TPDs 2, 3, 4 and 5 are employed is virtually identical to that seen in 
the absence of HTM appears to imply that little or no regeneration occurs in these systems. 
Signals observed in all of these studies are assigned to the absorption of unregenerated PbS-
localised holes. Some regeneration appears to occur with the use of TPD 1 and spiro-OMeTAD, 
and by using a value of (1600 nm) = 22800 M
-1
cm
-1
 for the transient spiro-OMeTAD
+
 species 
(as discussed earlier), we calculate the overall yield for spiro-OMeTAD
+
 generation to be ca. 
25% per absorbed photon. From our earlier investigations, where electron injection from PbS 
QDs into SnO2 was studied, it appears likely that the injection yield from these QDs is ca. 60%; 
we therefore conclude that regeneration yields approaching 50% can be achieved using HTM 
HOMO levels at or above ca. -4.90 eV (that of spiro-OMeTAD), whilst such yields fall to below 
a third of this value when TPD 1 is used (which has a HOMO energy of -4.97 eV). For HOMO 
energies at or below -5.06 eV, little or no regeneration is seen to occur. These data appear be an 
indication of inhomogeneous broadening of G(PbS/HTM) at the PbS QD / HTM interface, which 
exists over an energy range similar in magnitude to that seen by Haque et al. at dye / HTM 
interfaces. However it appears that, in this system, a large driving force (between the nominal 
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QD and HTM ‗HOMO‘ levels) of ca. 1 eV is required to drive the regeneration of over 50% of 
PbS-localised holes. 
 The apparent requirement of an ‗overpotential‘ for the efficient regeneration of PbS-localised 
holes is a troubling one, as any interfacial energy losses of this kind are undesirable in the design 
of architectures for solar energy conversion. It is concluded that the HOMO energies that we 
have assigned to the PbS QDs may not serve as an appropriate measure of the energy of holes in 
these materials, and that holes are in fact trapped in a reasonably narrow distribution of interband 
states — above the ‗nominal‘ HOMO level — as was indicated in previous studies. Another 
explanation is that the spatial separation between the two components at the QD-HTM interface 
(imposed by the passivation of the PbS QD surface with oleic acid) serves to retard the 
regeneration process. It is also possible that local electrostatic interactions at the QD-HTM 
interface may serve to lower the driving force for regeneration, in an analogous fashion to that 
hypothesised by Kroeze et al. in the regeneration of dye cations. 
 We extend our studies by employing QDs made from CdSe with a first excitonic maximum 
at 572 nm (capped with hexadecylamine), which have a nominal HOMO energy of ca. -6.10 eV 
vs. vacuum (using literature values of , ,  and  for bulk CdSe
228
 to calculate the 
HOMO level, in an analogous fashion to that conducted previously for PbS QDs). Figure 56 (left 
figure) illustrates the HTM-dependence of the HTM
+
 yield and lifetime in the SnO2 / CdSe / 
HTM arrangement. Whilst lifetimes appear shorter when compared to those seen using PbS QD 
sensitisers (and thus it is difficult to infer absolute HTM
+
 yield), the yield of spiro-OMeTAD
+
 at 
5×10
-7
 s is ca. 55% per absorbed photon. As the transient signals are in steep decline on this 
timescale it is possible that significantly higher yields (approaching the injection yield, ca. 90%, 
from CdSe QDs into SnO2) may be seen using transient absorption spectroscopy on shorter 
timescales. The general trend observed upon lowering the HTM HOMO energy is a decrease in 
HTM
+
 yield, with yields (at 5×10
-7
 s) of ca. 24% when the HOMO is lowered by 230 meV 
(when TPD 3 is used). When the HOMO level is lowered by a further 300 meV (when TPD 5 is 
used), little or no regeneration takes place. These results appear to indicate that the 
inhomogeneity in G(QD/HTM) occurs over a broader range when using CdSe QDs than when PbS 
QDs are employed. Also, our studies appear to indicate that the free energy difference (between 
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the nominal QD and HTM HOMO energies) necessary to drive the efficient regeneration of 
CdSe-localised holes is similar in magnitude to that required for PbS QD regeneration. 
 
 
Figure 56: Transient kinetics, probing the HTM+ cation absorption at 1600 nm, in (left) the SnO2 / CdSe / HTM 
architecture, and (right) the TiO2 / Z907 / HTM architecture using the various TPD derivatives described in Table 3. 
Samples were excited at 500 nm, using a pump energy of 73 Jcm-2. Values of  have been scaled by the fraction of 
photons absorbed at the pump wavelength. 
 
 Figure 57 plots the yield of HTM
+
 generation as a function of the ‗driving force‘ (the energy 
difference between the nominal ‗HOMO‘ level of the sensitiser and the HTM HOMO) for hole 
regeneration using the hole conductors under investigation. Data for amine- and pyridine-capped 
CdSe QDs are compared to those observed using PbS QDs (capped with oleic acid) and the 
sensitiser dye Z907. In some cases, the short lifetime of the HTM
+
 species makes exact 
quantification of the yield of HTM
+
 difficult for the SnO2 / QD / HTM arrangement; therefore 
the yields shown (observed 0.5 s following photoexcitation) may indeed be significantly lower 
than those present on shorter timescales. However, from Figure 56, it appears likely that when 
spiro-OMeTAD is used, the overall HTM
+
 yields using dyes and CdSe QDs (and thus the 
regeneration yields) are similar in magnitude, and are limited by the injection yield. 
 
6 – Studies of Hole Regeneration in QD-DSSC Architectures / 140 
 
 
Figure 57: (Left) HTM+ yield per absorbed photon (calculated 0.5 s following photoexcitation), plotted against the 
driving force for the regeneration process ( Gregen) for the various sensitiser / HTM combinations described in the text. 
Gregen simply refers to the difference between the nominal „HOMO‟ energies of the sensitiser and HTM. A HOMO 
energy of -5.50 eV (vs. vacuum) has been used for the Z907 dye.236 It should also be noted that the yields of HTM+ 
generation from dye cations presented here are similar to those observed using mesoporous SnO2. (Right) Energy level 
diagram illustrating the positions of the nominal „HOMO‟ levels of the different materials used in these studies (vs. 
vacuum).  
 
 At first glance, the results presented in Figure 57 appear to indicate that a larger energy 
difference is required to drive efficient regeneration in QD systems ( Gregen< -1 eV) than in the 
Z907 system ( Gregen< -0.5 eV). However, this observation must be treated with a degree of 
caution, as exact determination of the respective HOMO levels in these systems is difficult, in 
particular in the case of CdSe QDs, where large discrepancies exist in the literature (most notably 
when these values are determined using electrochemical techniques). However, by considering 
that most of the confinement energy of these CdSe QDs (of the order of 0.4 eV), is likely to be 
imparted by raising the conduction band energy in these nanostructures (as, in CdSe, 
),
228
 we assert that the error in using the effective mass approximation to determine the 
valence band energies of isolated QDs is reasonably small. However, it is very possible that 
interfacial electrostatic interactions may serve to modulate these energies when the QDs are 
incorporated into device architectures. Two other explanations exist for these discrepancies 
between dye and quantum dot regeneration in these architectures. The first is that the passivating 
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ligand layer present on the QD surface serves to retard interfacial hole transfer,
123
 generating the 
need for a greater driving force to drive efficient regeneration. Indeed, Figure 57 may indicate 
that smaller driving forces (ca. 100 meV less negative) are required to drive the regeneration of 
pyridine-capped quantum dots than are needed for their hexadecylamine-capped counterparts; 
however, this difference is still much smaller than the discrepancy between the QD and dye 
systems. The second explanation is that the HOMO energy we have used is not an accurate 
measurement of the energy of QD-localised holes in these systems. 
 
 
Figure 58: Proposed scheme for hole trapping in deep interband trap states; it can be seen that the occurrence of such a 
process would reduce significantly the thermodynamic driving force for regeneration. 
 
 Although often discussed in vague terms, efforts to quantify the energy distributions of 
interband trap states in semiconductor quantum dots have only as yet been undertaken using 
electrochemical techniques.
238
 However, some information can also be gleaned from the low-
temperature luminescence studies of deep-level defects in bulk CdSe and CdSe nanocrystal films 
presented in the literature (we will conduct our own studies, comparing the temperature-
dependent behaviour of pre- and post-modified CdSe QD photoluminescence, in Section 7.2); 
Babentsov et al. assign two deep-level luminescence features in these systems (at photon 
energies ca. 0.5 eV and ca. 0.7 eV lower than that of the excitonic emission) to the radiative 
recombination between a shallow electron level and a hole trapped at a deep acceptor state 
(presumed to be a cadmium vacancy).
239,240
 In their review of intrinsic defects in bulk II-VI 
semiconductors, Watkins describes electron paramagnetic resonance studies of metal vacancies 
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in ZnSe, which reveal the VZn
2-/-
 acceptor state to lie at 0.66 eV above the valence band.
241
 These 
reports raise the possibility that photogenerated holes in quantum dots are trapped in deep 
acceptor states before they can be regenerated by HTMs (as shown schematically in Figure 58). 
We are currently in the process of investigating whether such hole trapping is indeed solely 
responsible for the discrepancies between the regeneration behaviour of QDs and dyes, or if one 
of the other explanations we have proposed is also relevant to these systems. However, the 
evidence presented so far appears to indicate that a refined understanding of the nature of hole 
traps (and the parameters influencing the rate of electron transfer to these sites) is necessary if 
QDs are to compete successfully as sensitisers in DSSCs. 
 
6.5 Conclusions. 
 
 In conclusion, we have conducted a study of the regeneration process which occurs at the 
quantum dot / hole transporting medium interface in DSSCs. To begin, results using CdSe QDs 
and a cobalt-based redox electrolyte were presented, where the kinetics of charge transfer were 
monitored using transient spectroscopic and voltage decay measurements. Devices exhibiting 
PCEs over 1% were prepared using this solar cell architecture. The regeneration yield of 
oxidised QDs was found to be close to unity, and longer electron lifetimes were seen using QD 
sensitisers than were observed with the use of a typical organometallic dye. Furthermore, higher 
yields of regeneration and superior device performance were achieved using phen ligands for 
cobalt complexation than were seen with the use of the bulkier dbbip complex. 
 We proceeded to investigate the regeneration process in solid-state PbS-sensitised DSSC 
architectures using the hole conductor spiro-OMeTAD as the HTM. The yield of charge 
separation across the metal oxide / HTM interface was shown to be highly sensitive to the yield 
of the primary electron injection step; the use of SnO2 substrates leads to higher yields of HTM
+
 
generation than are seen using TiO2. However, studies employing a range of HTMs (engineered 
to have different HOMO energies), appear to indicate that the regeneration process in both PbS 
and CdSe architectures is by no means optimised, and it seems that a large free energy 
difference, approaching 1 eV (between the ‗nominal‘ QD and HTM HOMO energies) is required 
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to drive efficient regeneration. This value is significantly larger than that seen using the sensitiser 
dye Z907 (ca. 0.5 eV). Such an observation could occur as a result of the increased interfacial 
separation at the QD-HTM interface, or else could indicate that the QD ‗HOMO‘ energy 
(calculated using the effective mass approximation) is not a good measure of the energy of QD-
localised holes in these systems; energy loss by means of hole trapping has been proposed as a 
possible cause of the latter. Whilst the studies presented in the previous two chapters have served 
to improve our understanding of how to minimise energy losses at quantum dot solar cell 
interfaces, we now proceed to discuss two alternative strategies for the optimisation of charge 
separation yields at the QD boundary. 
Chapter 7: Alternative Strategies for the Improvement of Charge 
Separation Yields in Quantum Dot DSSC Architectures. 
We conclude our studies of QD-sensitised DSSCs by presenting two alternative strategies for the 
improvement of charge separation yields at metal oxide / QD / HTM interfaces. First, we 
observe that the use of Li
+
 additives can result in a significant increase of the overall charge 
separation yield; in particular, with the use of SnO2 substrates and spiro-OMeTAD as the HTM, 
the addition of a lithium salt was found to raise the overall HTM
+
 yield from its initial value of 
27% (where no Li
+
 is present) to 50%. We believe this to be a result of an increase in the 
primary charge injection yield to near unity as the SnO2 conduction band is lowered (with 
increasing [Li
+
]), increasing the driving force for electron injection. We also investigate the 
impact of QD postmodification (using short thiol moieties) upon the charge injection and 
regeneration mechanisms in these solid-state architectures. Significant improvements in charge 
separation yield can be achieved when long surface passivating ligands (such as oleic acid) are 
replaced with shorter capping species (such as thiophenol) in both TiO2 and SnO2 systems; this 
observation is complemented by noting the twofold improvement in short-circuit current density 
which also results from the use of this ligand exchange step. Finally, transient optical techniques 
are used to investigate the impact of varying the exposure time of QDs to these incoming species 
upon the yield and lifetime of HTM
+
 cations in TiO2-based architectures. Preliminary studies 
appear to indicate that, whilst the use of short exposure times can lead to improvements in 
regeneration yield (by reducing the spatial separation between the QD and HTM media), a 
further increase of exposure time can risk QD detachment from the metal oxide surface, and a 
reduction in the electron injection yield from QDs into the metal oxide. 
 
7.1 Improving charge separation yields in solid-state QD-DSSCs using Li+ 
additives. 
 
 To begin this chapter, attention is paid to the impact of ionic additives such as lithium salts 
upon the yield of charge generation in solid-state metal oxide / PbS / spiro-OMeTAD 
architectures. In particular, it is hoped that the poor yields of charge generation reported 
previously (in Section 6.3) with the use of mesoporous TiO2 can be improved by modulation of 
the energetics of the TiO2 conduction band. Previous studies have demonstrated that the presence 
of additives in liquid-electrolyte DSSCs employing dye sensitisers can have a pronounced impact 
on the photoelectrochemical properties of these devices, either by their adsorption upon,
214,217,242
 
or intercalation within,
207
 metal oxide films, or by ion binding to dye molecules.
243
 One major 
consequence of the use of electrolytic additives is that the yield of photoinduced injection can be 
significantly improved by increasing the Lewis acidity of the electrolyte (which serves to lower 
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the TiO2 conduction band edge by electrostatic interaction); this can have a significant impact 
upon device photocurrent. Koops et al. observe improvements (by up to ca. 30%) in cell 
photocurrent with the use of 0.1 M Li
+
 in the electrolyte, relative to devices where the electrolyte 
contained 0.5 M tert-butylpyridine (a more ‗basic‘ species).217 Such a discrepancy correlates well 
both with the observation of higher yields of electron injection in the former of these device 
architectures (in studies of dye photoluminescence), and the lowering of the TiO2 conduction 
band edge by several hundred meV (ascertained using charge extraction measurements). It has 
been shown that the presence of a low concentration of Li
+
 also serves to increase both the rate 
of electron transport, as well as that of recombination in liquid-electrolyte DSSCs.
207
 However, 
these effects vary concomitantly with Li
+
 concentration, indicating a causal link between 
electron transport and recombination. It therefore seems likely that the major impact of the 
addition of Li
+
 to cell electrolytes is that of lowering the metal oxide conduction band energy, 
thus potentially improving photocurrent generation (albeit offsetting some of this improvement 
by reducing the open-circuit voltage). In Chapter 5, it was made clear that imparting a good 
energetic overlap between the quantum dot and metal oxide conduction bands is critical to the 
achievement of high efficiency charge photogeneration at QD / metal oxide interfaces. It 
therefore seems reasonable to infer that modulation of the metal oxide conduction band energy 
using Li
+
 additives may be an attractive means of improving charge separation yields in DSSCs 
employing narrow-bandgap sensitisers such as PbS quantum dots. However, the situation in 
solid-state DSSCs may be somewhat more complex; the inclusion of Li
+
 additives in solid-state 
HTMs has also been shown to lead to significant improvements in hole mobility and charge 
separation lifetime when conventional dye sensitisers are used (the latter of these observations 
contrasts with results seen using liquid electrolytes). Such behaviour has been attributed to the 
impact of these ionic species upon the potential landscape and the polarisability of the HTM 
medium.
244
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Figure 59: Transient absorption kinetics, probing the spiro-OMeTAD+ cation band at 1600 nm following photoexcitation 
of PbS QDs in TiO2 / PbS / spiro-OMeTAD (black and grey traces) and SnO2 / PbS / spiro-OMeTAD architectures (red 
and pink traces) at 500 nm (pump energy 65 Jcm-2). Black and red traces illustrate the impact of the inclusion of 16 mM 
lithium salt and 19 mM tert-butylpyridine in the spin coating solution. Inset: Overall yield (at 0.5 s) of spiro-OMeTAD+ 
cations per absorbed photon, as a function of the concentration of lithium salt in the spin-coating solution (also containing 
19 mM tert-butylpyridine), using TiO2 (black data) and SnO2 (red data) substrates. Data are shown for QDs having a first 
excitonic absorption maximum at 730 nm. 
 
 In Section 6.3, it was shown that the use of SnO2 substrates, which have a lower conduction 
band energy than those constructed from TiO2, can lead to significant improvements in charge 
photogeneration in the metal oxide / PbS / spiro-OMeTAD DSSC architecture. The effect of 
raising the lithium concentration for the SnO2 / PbS / HTM arrangement can be seen by 
examination of Figure 59. Low concentrations of lithium salt serve to raise the overall spiro-
OMeTAD
+
 yield from its initial value of 27% (where no Li
+
 is present) to 50%, after which no 
additional improvement is seen. We believe this to be a result primarily of an increase in the 
injection yield from ca. 59% (where no Li
+
 is present), to near unity as the SnO2 conduction 
band is lowered (with increasing [Li
+
]), increasing the driving force for electron injection. It 
therefore appears that the limiting factor in achieving efficient charge separation in SnO2 / PbS / 
HTM architectures is the ability to achieve efficient regeneration of PbS-localised holes by the 
HTM (we estimate the regeneration yield to be ca. 50%). The apparent difficulties associated 
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with the regeneration of PbS-localised holes, despite the provision of what appears to be a large 
driving force (the energy offset between the nominal QD HOMO level and that of the HTM), are 
disturbing, and could be due to a range of factors. These include the morphology of PbS / HTM 
interfaces (in particular, the retardation of charge transfer by bulky passivating ligands on the 
QD surface), local electrostatic effects, or the presence sub-bandgap hole traps within the QD, as 
discussed in previous chapters. Such hole traps may result from intrinsic defects, such as metal 
vacancies,
240,241
 or may be formed upon the ligand exchange used to bind the QDs to the metal 
oxide surface. Whilst the latter of these proposals has been used in our earlier rationalisations of 
experimental data, we remain in the process of investigating whether charge trapping processes 
are critical in limiting the charge collection efficiency of these devices. 
 
 
Figure 60: Time-resolved photoluminescence dynamics (normalised to the percentage of photons absorbed at the pump 
wavelength) for TiO2 / PbS / spiro-OMeTAD architectures. Black traces illustrate the impact of the inclusion of 0.016 M 
lithium salt and 19 mM tert-butylpyridine in the spin coating solution. Light blue traces represent the instrument 
response of the TCSPC setup used for the measurements. Samples were excited at 467 nm, following which photons over 
695 nm were collected. Data are shown for QDs having a first excitonic absorption maximum at 730 nm. 
 
 Also shown in Figure 59 is the effect on the spiro-OMeTAD
+
 generation yield of increasing 
[Li
+
] in the TiO2 / PbS / HTM arrangement. It is clear that it is possible to improve the charge 
separation in these architectures; we believe this to result in most part from the improvement in 
electron injection yield as the TiO2 conduction band is shifted downwards. This correlates well 
with time resolved PL studies shown in Figure 60, which show a considerable reduction in PL 
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lifetime (and therefore injection efficiency) using the optimised Li
+
 concentration determined 
from Figure 59. However, even using this concentration of lithium additive, overall yields of 
charge separation were almost 25% lower than in the ‗optimised‘ SnO2 / PbS / HTM 
architecture. 
 
7.2 Impact of quantum dot postmodification upon charge separation yields in 
metal oxide / quantum dot DSSC architectures. 
 
 As discussed in previous chapters, the choice of ligand used to cap QD sensitisers can have a 
pronounced effect upon the device efficiencies achieved by quantum dot-sensitised DSSCs. In 
Section 5.2, particular emphasis was paid to the comparison of pyridine and HDA ligands when 
applied to the surface passivation of CdSe QDs, and it was shown that hole traps play a 
significant role in the rapid quenching of band-edge photoluminescence (an effect which was 
significantly more pronounced in pyridine-capped QDs). It has also been shown that attachment 
of both CdSe and PbS QDs to metal oxide surfaces (by means of ligand exchange using thiol 
moieties) can effect a reduction in PL lifetime. However, no deep-trap photoluminescence was 
observed at room temperature, meaning that conclusions as to the energetic distribution of deep 
charge traps could only be inferred from transient absorption studies, conducted on the 
microsecond to second timescale. In this section, QDs are postmodified — the ligand exchange 
process is carried out following the attachment of QDs to the metal oxide surface. We begin by 
examining the impact of replacing the HDA surface capping of CdSe QDs with thiophenol; in 
particular, we investigate how the PL properties are affected by temperature. As the temperature 
is reduced, the rate of non-radiative recombination (a phonon-assisted process) is expected to 
decrease; this could serve to increase the photoluminescence yield from both shallow- and deep-
trapped charges in QDs. 
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Figure 61: Evolution with decreasing temperature of the steady-state photoluminescence spectra of CdSe QDs (with first 
excitonic absorption maxima at 572 nm) following photoexcitation at 500 nm. Data are shown for the following samples: 
HDA-capped QDs drop-cast on a glass substrate (upper left figure), HDA-capped QDs attached to ZrO2 (upper right 
figure), and thiophenol-postmodified QDs attached to ZrO2 (lower figure).  
 
 In low-temperature (80 K) luminescence studies of deep-level defects in bulk CdSe and CdSe 
nanocrystal films, Babentsov et al. assign two deep-level luminescence features (at photon 
energies ca. 0.5 eV and ca. 0.7 eV lower than that of the excitonic emission) to the radiative 
recombination between a shallow electron level and a hole trapped at a deep acceptor state 
(presumed to be a cadmium vacancy).
239,240
 These emission peaks are seen to blueshift with 
confinement to the same extent as the excitonic emission peak, and broaden and decrease in 
intensity as the temperature is raised. In our studies (data shown in Figure 61, upper left figure), 
we observe the development of a similar, broad feature (possibly an amalgamation of the two 
features discussed in the literature) as the temperature is lowered from 293 K to 243 K, which is 
assigned to the deep-trap emission from CdSe films (where QDs were capped with HDA). Upon 
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the attachment of CdSe QDs to a ZrO2 film (upper right figure), an analogous feature is observed 
which is seen to evolve more rapidly as the temperature is decreased, leading to the conclusion 
that the trap density has increased as a result of the ligand exchange process used to bind QDs to 
the metal oxide surface. In both these cases, the shallow-trap photoluminescence is also 
enhanced significantly by lowering the temperature, reflecting the fact that both the rate of 
charge trapping and that of the non-radiative recombination of excitons (both phonon-assisted 
processes) decrease in this regime. Studies using CdSe / ZrO2 films which had been treated with 
thiophenol (lower figure) reveal the development of an extremely prominent feature at the 
temperatures studied, indicating a significant increase in trap density. This is consistent with the 
dependence of the band-edge fluorescence dynamics upon the ligand used to cap the QDs 
(observed in Chapter 5). However, it is interesting to note that following postmodification, no 
enhancement in the band-edge photoluminescence is observed with decreasing temperature. This 
could imply that, as a result of the extremely high trap densities present on postmodified QDs, 
the rate of exciton trapping by deep charge traps is significantly higher than that seen using 
unmodified QDs, and that an improvement in the yield of photoluminescence from ‗excitonic‘ 
(or band-edge) states cannot be effected in this temperature regime. Whilst these data confirm 
that the density of deep hole traps on QDs is extremely sensitive to the capping conditions used, 
the shape of the deep-trap emission (resulting from the energetic distribution of trap states) 
appears analogous in all three cases. This could imply that these states are similar in nature to 
those seen in bulk CdSe,
239
 and have a similar energetic distribution. 
 Whilst analogous studies of deep-level photoluminescence were not possible using PbS QDs 
(as these features are expected to be present only at wavelengths well beyond the detection limit 
of our equipment), transient absorption spectroscopy can be used as a tool to monitor hole 
generation yields in PbS / metal oxide architectures. Figure 62 (left figure) compares the 
transient spectra obtained following photoexcitation of oleic acid-capped and thiophenol-
postmodified PbS QDs attached to mesoporous SnO2 films. The shape and amplitude of the 
positive transient are seen to be independent of the surface capping conditions; these 
observations imply that postmodification using thiophenol does not affect the energetic 
distribution of hole trap states (as was indicated in the PL studies presented earlier in this 
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section), or the concentration of photogenerated holes which occupy these traps. It appears that 
the amplitude of the bleach feature (attributed to the presence of uninjected electrons on the 
quantum dot) is slightly reduced, and redshifted, with the use of thiophenol postmodification. 
This could indicate the presence of some uninjected electrons in shallow traps, located just below 
the conduction band edge, where electrons tend to bleach the first excitonic absorption at slightly 
longer wavelengths; the occurrence of such shallow-trapping mechanisms in thiol-modified PbS 
quantum dots has been discussed in the literature.
156
  
 
 
Figure 62: (Left) Transient spectra obtained 10 s following photoexcitation (at 500 nm) of PbS QDs (with a first excitonic 
absorption maximum at 840 nm) attached to mesoporous SnO2. Data are shown comparing the use of oleic acid-capped 
QDs (black data) and thiophenol-postmodified PbS QDs (grey data). Transient kinetics, probed at 1600 nm, are shown in 
the inset. (Right) Transient kinetics (probed at 750 nm) observed following 500 nm photoexcitation of HDA-capped (black 
trace) and thiophenol-postmodified (black trace) CdSe QDs (with a first excitonic maximum at 572 nm) attached to SnO2. 
Excitation was carried out using a pulse energy of 92 Jcm-2; all data are scaled by the fraction of photons absorbed at 
the pump wavelength. 
 
 Transient kinetics monitoring the yield and lifetime of PbS-localised holes in PbS / SnO2 
architectures before and after thiophenol modification are shown in the inset of Figure 62 (left 
figure). For comparison, data obtained with the use of CdSe QDs are also presented (Figure 62, 
right figure). It can be observed that hole generation yields in both QD systems are not affected 
by surface capping, and identical recombination kinetics are seen for unmodified and thiophenol-
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postmodified CdSe QDs. The use of thiophenol ligand exchange can, however, be seen to impart 
a slight reduction in charge separation lifetime (a measure of the rate of recombination of the 
QD-localised holes with conduction band electrons in the metal oxide) when PbS quantum dots 
are used. Whilst it has been asserted that the energetic distribution of hole trap states is not 
affected by postmodification, it is possible that the new traps introduced by means of ligand 
exchange are located primarily at the QD surface; it is not unreasonable to expect that changes in 
the spatial distribution of trap states may have a profound impact on the interfacial 
recombination rate. We are currently in the process of conducting further studies of charge 
separation and recombination at postmodified-QD / metal oxide interfaces, which build upon the 
observations documented in this section. 
 
7.3 Impact of quantum dot postmodification and Li+ concentration upon 
charge separation yields in metal oxide / quantum dot / HTM architectures. 
 
 Whilst the preliminary studies of electron injection and recombination at QD / SnO2 
interfaces provide an indication that ligand exchange through postmodification (using 
thiophenol) does little to affect injection yields in these architectures, we now proceed to 
examine the overall charge separation yield in metal oxide / QD / HTM architectures. Whilst this 
quantity is inevitably sensitive to the yield of the electron injection process, it also depends on 
the yield of regeneration of QD-localised holes by the HTM. Our previous discussions have 
highlighted the increase in hole trap density which occurs with the use of postmodifying thiol 
ligands, and it is reasonable to expect that such changes in trap density (and spatial distribution) 
may have a profound impact upon the efficiency of the hole regeneration process. In addition, 
the replacement of long, hydrophobic capping species with shorter, less hydrophobic, ligands 
could well have an effect upon the morphology of the QD / HTM interface: whilst a more 
intimate contact is expected following postmodification (as bulky capping ligands are removed), 
the HTM may be able to form a more complete ‗wetting‘ layer over the surface of QDs capped 
with long, hydrophobic ligands. 
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Passivating Ligand Structure 
Oleic acid 
 
Thiophenol 
 
Octanethiol 
 
1,4-Dithiophenol 
 
 
Table 4: Structures of the ligands used in this chapter for the capping of PbS quantum dots in solid-state DSSC 
architectures. 
 
 Using the ‗optimum‘ concentration of Li+ (as described in Section 7.1), spiro-OMeTAD was 
spin-coated into metal oxide / PbS films to yield three-component metal oxide / QD / HTM 
architectures. As observed with the use of oleic acid-capped QDs (Figure 59), optimal charge 
separation yields were observed with the use of 16 mM Li
+
 additive (in the HTM spin coating 
solution) for PbS QDs postmodified with thiophenol, as well for those modified with octanethiol 
and 1,4-dithiophenol. We therefore proceed to investigate the influence of QD surface capping 
upon the yield of generation of spiro-OMeTAD
+
 cations. Transient kinetics (probing the spiro-
OMeTAD
+
 absorption band at 1600 nm) are shown in Figure 63, where data are presented so as 
to compare the use of SnO2 and TiO2 substrates. The structures of the original oleic acid 
passivating ligand, and the postmodifying species (used in this section to cap PbS QDs), are 
illustrated in Table 4. 
 
 
7 – Alternative Strategies for Improving Charge Separation Yields in QD-DSSC Architectures / 155 
 
 
Figure 63: Transient absorption kinetics, probing the spiro-OMeTAD+ cation band at 1600 nm following photoexcitation 
of PbS QDs in TiO2 / PbS / spiro-OMeTAD (left figure) and SnO2 / PbS / spiro-OMeTAD (right figure) architectures at 
500 nm (pump energy 76 Jcm-2). 16 mM lithium salt and 19 mM tert-butylpyridine were included in the spin-coating 
solutions. Data are shown for QDs originally capped with oleic acid and having a first excitonic absorption maximum at 
730 nm; use of the following postmodification conditions is compared: no modification (black traces), thiophenol 
postmodification (grey traces), octanethiol postmodification (dark blue traces), and 1,4-dithiophenol postmodification 
(dark yellow traces). Data are scaled by the fraction of photons absorbed at the pump wavelength. 
 
 By examination of Figure 63, it can be seen that significantly higher yields of spiro-
OMeTAD
+
 generation are observed with the use of SnO2 substrates, relative to those seen using 
TiO2. This serves to demonstrate that the injection yield from postmodified QDs can be 
improved with the use of a metal oxide with a lower conduction band energy, in the same 
manner as previously observed using oleic acid-capped PbS QDs (Figure 59). It is significant to 
note that, in both SnO2 and TiO2 architectures, two-fold improvements in HTM
+
 yield (on the s 
timescale) are realised using thiophenol postmodification, relative to those seen with the use of 
unmodified PbS QD sensitisers. This observation is attributed to the improvement of 
regeneration yield when the thiophenol treatment is employed. It has already been reasoned that 
such ligand exchange could serve to increase the concentration of hole traps on the exterior of 
QDs (traps introduced at the point of attachment are, however, expected to be present even with 
the use of ‗unmodified‘ QDs), thus encouraging hole occupation closer to the HTM medium. Use 
of octanethiol or 1,4-dithiophenol capping ligands can also serve to improve the HTM
+
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generation yield (relative to the use of unmodified QDs), although improvements were not as 
marked as those seen using thiophenol capping. 
 
 
Figure 64: Transient absorption kinetics, probing the spiro-OMeTAD+ cation band at 1600 nm following photoexcitation 
of CdSe QDs in TiO2 / CdSe / spiro-OMeTAD (left figure) and SnO2 / CdSe / spiro-OMeTAD (right figure) architectures 
at 500 nm (pump energy 82 Jcm-2). 16 mM lithium salt and 19 mM tert-butylpyridine were included in the spin-coating 
solutions. Data are shown for QDs originally capped with HDA and having a first excitonic absorption maximum at 572 
nm; use of the following postmodification conditions is compared: no modification (black traces), thiophenol 
postmodification (grey traces), octanethiol postmodification (dark blue traces), and 1,4-dithiophenol postmodification 
(dark yellow traces). Data are scaled by the fraction of photons absorbed at the pump wavelength. 
 
 Figure 64 examines the impact of CdSe QD surface modification on the yield and lifetime of 
spiro-OMeTAD
+
 cations in metal oxide / CdSe / HTM architectures. It can be seen that, with the 
use of SnO2 substrates (right figure), only marginal improvements in HTM
+
 yield can be 
achieved with the use of thiophenol or 1,4-dithiophenol QD-postmodification. This is not 
unexpected as HTM
+
 yields are already close to unity in these systems; therefore any 
improvement of regeneration yield by postmodification cannot effect as large a change in charge 
separation yield as was observed using PbS QDs. It should also be noted that the transient HTM
+
 
feature observed here decays on a significantly longer timescale than those illustrated in Figure 
56 (ascertained in the absence of Li
+
 and tert-butylpyridine additives). This is consistent with the 
observations of Krüger et al., who have observed that the interfacial recombination process 
between spiro-OMeTAD
+
 cations and conduction band electrons in TiO2 films can be retarded 
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by several orders of magnitude by the inclusion of these additives in the HTM matrix.
33
 It is 
interesting to note that whilst significant improvements in HTM
+
 yield are observed when a 
CdSe QD-postmodification step is used in the construction of the TiO2 / CdSe / spiro-OMeTAD 
architecture, strange, biphasic decay dynamics are observed, which are not seen with the use of 
unmodified (HDA-capped) CdSe quantum dots. Similar (albeit less pronounced) transient decay 
features can be observed in TiO2 / PbS / spiro-OMeTAD arrangements, when long exposure 
times are used for the postmodification process. In the next section, we examine the origins of 
this behaviour, whilst presenting device studies which demonstrate that significant improvements 
in photocurrent generation can be achieved with the use of PbS QD-postmodification in solid-
state DSSCs. 
 
7.4 Impact of quantum dot postmodification upon charge generation and 
recombination dynamics in TiO2 / PbS / HTM architectures. 
 
 In the previous section, it was observed that significantly higher yields of HTM
+
 generation 
can be achieved with the use of thiol-postmodified PbS QDs in TiO2 / PbS / spiro-OMeTAD 
architectures. Indeed, in device studies, similar improvements in photocurrent generation were 
observed following the post-treatment of PbS / TiO2 films, with the largest effects observed with 
the use of thiophenol as the incoming ligand. Typical device data (obtained under AM1.5 
illumination) are shown in Figure 65, and it can be seen that the yield of photocurrent generation 
is more than doubled with the use of thiophenol postmodification. This observation is consistent 
with the (greater than) twofold improvement in the yield of spiro-OMeTAD
+
 cations (illustrated 
in Figure 63, left figure) which results from the use of this post-treatment. However, whilst the 
short-circuit current density improves significantly with postmodification, the fill factor is seen 
to worsen, limiting any significant improvement of device efficiency. This could be an indication 
that ligand exchange (following the attachment of QDs to the metal oxide surface) can also have 
unwanted consequences, such as the introduction of an additional interfacial ‗series resistance‘ in 
the device architecture. Such an effect could arise, for example, from the partial detachment of 
QDs from the metal oxide surface during the postmodification process; a series resistance would 
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therefore be imparted at the QD / metal oxide interface, which could limit current generation 
increasingly as larger voltages are applied. 
 
 
Figure 65: J-V characterisation (under AM1.5 illumination) of TiO2 / PbS / spiro-OMeTAD / Au device architectures 
(with active areas of ca. 0.25 cm2), using unmodified (black trace) and thiophenol-modified PbS QDs (grey trace). Details 
of device fabrication are provided in Section 3.4. 
 
 Figure 66 illustrates the impact of thiophenol exposure time upon the decay dynamics of 
spiro-OMeTAD
+
 cation in TiO2 / PbS / spiro-OMeTAD architectures. It can be seen that, 
following mild exposure to the thiophenol solution (up to ca. 30 minutes), the yield of long-lived 
HTM
+
 species increases. As before, this is attributed to the improvement in regeneration yield 
made possible by the use of short, poorly passivating surface ligands. Further exposure to 
thiophenol leads to a decrease in the yield of long-lived (> 10 s) charge separation, and the 
increasing prominence of a fast component, the ‗tail‘ of which can seen on the sub-microsecond 
to microsecond timescale. Even more pronounced behaviour of this type was observed in the 
previous section, in the TiO2 / CdSe / spiro-OMeTAD architecture. By examination of the inset 
of Figure 66, it can be seen that white light illumination leads to a decrease in the lifetime of 
long-lived HTM
+
 species (by several milliseconds); this long-lived feature is therefore ascribed 
to the interfacial recombination between spiro-OMeTAD
+
 cations and conduction band electrons 
(the rate of this process is known to be extremely sensitive to the quasi-Fermi level in TiO2 
films, which is raised under white light illumination). In contrast, however, the fast decay 
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component appears unchanged under these conditions. This appears to imply that the TiO2 
substrate plays no role in this recombination process, and that this rapid decrease in HTM
+
 
concentration occurs as a result of the recombination of this species with uninjected electrons 
trapped on the QD. From this, it is inferred that the injection yield into TiO2 can decrease slightly 
with heavy QD postmodification (possibly as a result of QD detachment from the metal oxide 
surface), and that some hole regeneration is possible even in the absence of electron injection. 
 
 
Figure 66: Transient absorption kinetics, probing the spiro-OMeTAD+ cation band at 1600 nm following photoexcitation 
of PbS QDs in TiO2 / PbS / spiro-OMeTAD architectures at 450 nm (pump energy 78 Jcm
-2). 16 mM lithium salt and 19 
mM tert-butylpyridine were included in the spin-coating solutions. Data are shown for QDs originally capped with oleic 
acid and having a first excitonic absorption maximum at 730 nm; use of the following thiophenol exposure conditions is 
compared: no exposure (black trace), 10 minutes exposure (red trace), 30 minutes exposure (green trace), and 60 minutes 
exposure (blue trace). The inset compares transient kinetics (normalised to values of  at 1 s) of the latter of these 
samples under dark conditions (blue trace) and under white light illumination (grey trace). 
 
 Figure 67 lends further support to these proposals. Shown in the inset are transient decay 
dynamics of the HTM
+
 species in the ZrO2 / PbS / spiro-OMeTAD architecture (constructed 
using a thiophenol post-treatment step), where electron injection is inhibited by virtue of the high 
energy of ZrO2 acceptor states. The mere presence of a transient HTM
+
 feature in this regime 
bears testament to the fact that hole regeneration is possible in the absence of electron injection. 
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The decay of this feature can be fitted to a double power law function (although it is not yet clear 
as to why such behaviour is observed): 
 
 
 
where A, B, C and D are fitting parameters. As the decay dynamics in this system are expected 
to provide a good representation of the charge recombination between PbS-localised electrons 
and HTM
+
 cations, we now use values of the parameters A, B, C and D obtained from the curve 
fitting shown (in the green trace) in our consideration of the fast component seen using TiO2 
substrates. 
 
 
Figure 67: Transient absorption kinetics (black traces), probing the spiro-OMeTAD+ cation band at 1600 nm following 
photoexcitation of PbS QDs in TiO2 / PbS / spiro-OMeTAD (main figure) and ZrO2 / PbS / spiro-OMeTAD (inset) 
architectures at 450 nm (pump energy 78 Jcm-2). 16 mM lithium salt and 19 mM tert-butylpyridine were included in the 
spin-coating solutions. Data are shown for QDs originally capped with oleic acid and having a first excitonic absorption 
maximum at 730 nm, following 60 minutes of thiophenol postmodification. The double power law function used to fit the 
ZrO2 data can be weighted (green trace in main figure), and added to a stretch exponential function (red trace) to provide 
an excellent fit for the biphasic data observed using TiO2. 
 
 Indeed, it is shown in Figure 67 (main figure) that it is possible to build an excellent fit of the 
decay dynamics observed using postmodified PbS QDs on TiO2 from a linear combination of 
this double power law function (with fitting parameters obtained from the ZrO2 data) and a 
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stretched exponential function —  — which is typical of the trap-limited 
recombination between HTM
+
 cations and electrons in the TiO2 film (as observed in previous 
studies on DSSCs).
203
 This appears to support our proposal that the fast component corresponds 
to the recombination of uninjected electrons, localised on PbS QDs, with HTM
+
 cations. By 
reconsidering the results presented in Figure 66, we therefore conclude that (whilst the 
regeneration yield is improved significantly by some thiophenol ligand exchange), excessive 
postmodification can serve to lower the electron injection yield in PbS/TiO2 architectures, 
preventing any further improvement in HTM
+
 generation yield. We believe this to be a result of 
some detachment of QDs from the metal oxide surface, and are currently in the process of 
investigating how to minimise the occurrence of this process (which is also believed to be the 
cause of the poor fill factors seen with the use of QD-postmodification), whilst maximising the 
overall yield of charge separation in these QD-DSSC architectures.  
 
7.5 Conclusions. 
 
 In summary, we have concluded our studies of the use of semiconductor nanocrystals as 
sensitisers in DSSCs by considering two potential strategies for the improvement of charge 
separation yields at metal oxide / QD / HTM interfaces. First, it was observed that the use of Li
+
 
additives can result in a significant increase in charge separation; in particular, with the use of 
SnO2 substrates and spiro-OMeTAD as the HTM, the addition of a lithium salt was found to 
raise the overall HTM
+
 yield from its initial value of 27% (where no Li
+
 is present) to 50%. We 
believe this to be a result of an increase in the primary charge injection yield to near unity as the 
SnO2 conduction band is lowered (with increasing [Li
+
]), increasing the driving force for 
electron injection. It has also been found that the injection yield in TiO2 architectures can be 
significantly improved with the use of Li
+
 additives. 
 We proceeded to investigate the impact of QD postmodification (using short thiol moieties) 
upon the charge injection and regeneration mechanisms in these solid-state architectures. It was 
found that higher yields of charge separation can be achieved when long surface passivating 
ligands (such as oleic acid) are replaced with shorter capping species (such as thiophenol) in both 
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TiO2 and SnO2 systems; this observation is complemented by noting the twofold improvement in 
short-circuit current density which also results from the use of this ligand exchange step. Finally, 
transient spectroscopic techniques were used to investigate the impact of varying the exposure 
time of QDs to these incoming species upon the yield and lifetime of HTM
+
 cations in TiO2-
based architectures. Preliminary studies appear to indicate that, whilst the use of short exposure 
times can effect improvements in regeneration yield (by reducing the spatial separation between 
the QD and HTM media), a further increase of exposure time can risk QD detachment from the 
metal oxide surface, and a reduction in the electron injection yield from QDs into the metal 
oxide. 
 We now turn our attention to the use of CdS nanocrystals as a light absorbing (and electron 
transporting) component in polymer blend solar cells. In particular, we introduce an approach 
which circumvents many of the processing issues associated with the use of nanocrystals in these 
architectures. Our method is based upon the controlled in situ thermal decomposition of a 
solution processable precursor complex in a semiconducting polymer film, which leads to the 
creation of interpenetrating metal sulphide and polymer networks within the active layer. 
Preliminary transient optical studies reveal impressive yields of charge separation, whilst (largely 
unoptimised) devices are found to achieve efficiencies of ca. 0.7% under AM1.5 illumination. 
Chapter 8: Nanostructured Polymer-Inorganic Solar Cell Active 
Layers Formed by Controllable in situ Growth of 
Semiconducting Sulphide Networks. 
Nanostructured composites of inorganic and organic materials are attracting extensive interest 
for electronic and optoelectronic device applications.
245,246
 In this section, a general method is 
presented for the fabrication of metal sulphide nanoparticle / polymer films employing a low-
cost and low temperature route compatible with large-scale device manufacturing. This 
approach is based upon the controlled in situ thermal decomposition of a solution processable 
metal xanthate precursor complex in a semiconducting polymer film. To demonstrate the 
versatility of the method we fabricate a CdS / P3HT nanocomposite film and show that the metal 
sulphide network inside the polymer film assists in the absorption of visible light and enables the 
achievement of high yields of charge photogeneration at the CdS / P3HT heterojunction. 
Photovoltaic devices show solar-light to electrical energy conversion efficiencies of 0.7% under 
full AM1.5 illumination (and 1.2% under 10% incident power), demonstrating the potential of 
such hybrid nanocomposite films as active layers in low-cost photovoltaic devices. 
 
8.1 Introduction. 
 
 Thin films comprising of nanostructured organic and inorganic semiconductor components 
are currently attracting considerable interest for the development of photovoltaic devices
7,90,127
 
and light-emitting diodes (LEDs).
247
 To date, significant attention has been paid to the use of 
nanocrystals (NCs) made from metal sulphides,
138,248
 selenides
90,169
 and tellurides
249
 as light 
absorbers and electron acceptors in solution processed polymer solar cells. This stems from both 
their high electron mobilities, and the possibility of tuning their optical bandgap into the near-
infrared (thereby offering the prospect of improved spectral coverage). The performance of such 
hybrid devices depends critically on the ability to control materials and interface structure on the 
nanometre length scale. For example, one of the major challenges to the design of photoactive 
layers for efficient inorganic nanoparticle / polymer solar cells is the compromise which must be 
made between efficient charge photogeneration and charge carrier transport, whilst ensuring high 
nanocrystal solubility within the film processing solution.
140,250
 Typically, to achieve high charge 
separation yields and efficient charge transport, NCs must first have undergone ligand exchange, 
whereby as-prepared NCs (capped with, for example, trioctylphosphine oxide or oleic acid 
species) are exposed to shorter, incoming ligands. However, this process reduces the nanocrystal 
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solubility, and can be detrimental to the homogeneity of the photoactive layer, and therefore 
often results in poor device performance. Strategies aimed at addressing this limitation have 
emerged in the literature, which include the use of alternative surfactants for nanocrystals, such 
as thiols,
130
 dendronised poly- and oligothiophenes
132,133
 and amine-functionalised block 
copolymers,
135
 as well as the synthesis of NCs within solutions of the conducting polymer, such 
that the polymer itself serves to passivate the semiconductor surface.
138,139
 In addition, the use of 
as-synthesised quantum dots (QDs) possessing thermally cleavable passivating ligands has been 
reported,
140
 which enable an in situ reduction of the passivating ligand length following active 
layer formation. 
 One alternative strategy is to deposit films from polymer solutions which also contain a 
soluble precursor to the inorganic semiconductor component. Such an approach has been 
recently studied with the use of soluble zinc complexes, which, during and after the deposition 
process, decompose by reaction with water from the surrounding atmosphere to yield 
bicontinuous, interpenetrating ZnO and polymer networks within the resulting film.
245,250
 
Moreover, impressive power conversion efficiencies of over 2% have been reported for ZnO / 
polymer solar cells using this fabrication approach.
250
 Whilst such methods have been developed 
and successfully employed to fabricate a range of metal oxide / polymer films, the realisation of 
precursor-based routes to metal sulphide / polymer nanocomposites remains limited to date. The 
development of such fabrication methods are now needed to make use of the superior light 
harvesting properties of metal sulphide nanoparticles (relative to metal oxides) in solution-
processed polymer solar cells. In the next section, we address this issue and report a new route to 
the fabrication of such metal sulphide nanoparticle / polymer films.  
 
8.2 Design of photoactive layers using sulphide precursors. 
 
 The protocol for fabrication is based upon the controlled in situ thermal decomposition of a 
metal xanthate precursor inside a semiconducting polymer film. The metal xanthate is 
engineered to be air-stable, highly soluble (solution processable), and to decompose controllably 
within the temperature range typically used for the annealing of polymer active layers. Here, it is 
8 –Nanostructured Polymer-Inorganic Active Layers Formed by the in situ Growth of Sulphide Networks / 165 
 
shown that such precursors can be used in the design of thin films comprising electron-
transporting CdS nanocrystal networks in the hole-transporting polymer poly-3-hexylthiophene 
(P3HT) which exhibit high yields of charge photogeneration and impressive device power 
conversion efficiencies. 
 
 
Figure 68: The structure of the CdPEX precursor used in this chapter; only one component of the disordered ethyl group 
is shown for clarity. 
 
 The structure of the Cd(S2COEt)2(C5H4N)2 (cadmium pyridine xanthate, CdPEX) precursor 
used in this study is shown in Figure 68. CdPEX was synthesised following a modified version 
of a previously published procedure, using CdCl2, KS2COEt and pyridine.
251
 The formation of 
the complex was fully characterised by microanalysis and 
1
H, 
13
C NMR spectroscopy (presented 
in supplement to this chapter). The molecule adopts a cis,cis,cis-configuration of ligands about 
an octahedrally coordinated metal, which differs from similar structures previously reported 
which incorporate trans-donors when they are monodentate e.g. trans-Cd(S2COBu)2(L)2 L = 
C5H5N,
252
 3-ClC5H4N.
253
 
 A donor adduct of Cd(S2COEt)2 was chosen as these are more soluble in typical organic 
solvents than their uncomplexed analogues; Cd(S2COEt)2 forms a 2-D polymeric network as a 
result of bridging xanthate groups.
254
 TGA shows that CdPEX begins decomposing at 50 
o
C, and 
complete decomposition is observed by 150 
o
C; the final residual mass (31.9%) is close to that of 
CdS (28.1%). Decomposition of metal xanthates is known to occur via. a Chugaev 
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rearrangement,
255
 whereby (in this case) C2H4, COS and H2S are eliminated, none of which 
should be retained as film contaminants. Furthermore, the low decomposition temperatures for 
metal xanthates make their in situ decomposition compatible with relatively fragile host 
materials. Hybrid CdS / P3HT films were fabricated by spin-casting from a chlorobezene 
solution containing the cadmium xanthate precursor and P3HT. It has previously been reported 
that decomposition of Cd(S2COEt)2 in the capping agent tri-octylphosphine oxide (TOPO) 
affords hexagonal CdS nanoparticles of mean diameter 4.2 nm,
256
 while refluxing in surfactant 
Brij® 52 yields cubic CdS nanoparticles 4–7 nm along with ca. 20 nm aggregates (which grow 
to 140–200 nm diameter with time).257 In the case of the chelated adduct Cd(S2COEt)2(TMEDA) 
(TMEDA–tetramethylethylenediamine), decomposition in refluxing Brij® 52 gives only 4–7 nm 
particles irrespective of time — the TMEDA appears to be acting as a capping agent (cf. 
TOPO).
257
 In the present case, it is likely that the P3HT polymer acts as the capping agent and 
controls nanoparticle size. 
 Active layers were spin-coated as described in Section 3.5, and films were subsequently 
annealed at 150˚C to decompose the xanthate species to generate the metal sulphide network 
inside the polymer film. Decomposition of 1g of CdPEX (MW = 513.0 g/mol) is expected to 
generate 0.28 g of CdS; for ease of comparison, composition ratios quoted herein reflect the 
resultant CdS:polymer weight ratios following complex decomposition. 
 
8.3 Results and discussion. 
 
 Figure 69 (left figure) shows the steady-state absorption spectra as a function of increasing 
CdS concentration; these data have been normalised by the absorption at 540 nm. The 
appearance of a large absorption feature below ca. 500 nm can be seen as the CdS:P3HT ratio is 
increased. This feature is attributed to the absorption of CdS nanocrystals, and is also seen in the 
absorption spectrum of a thermally annealed CdPEX / polystyrene (PS) film used here as a 
control sample (inset of Figure 69, right figure); in both cases, a first excitonic absorption 
maximum can be seen at ca. 450 nm, consistent with the formation of CdS NCs of ca. 5.5 nm in 
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diameter.
147
 Moreover, it can be seen in Figure 69 (right figure) that this feature is not present in 
unannealed films, confirming that CdS formation occurs only during thermal annealing.  
 
     
Figure 69: (Left) Absorption spectra, normalised to the absorbance at 540 nm, of CdPEX / P3HT blends following 
thermal annealing at 150˚C. Weight ratios assume that 1 g of the precursor complex decomposes to yield 0.28 g CdS. 
(Right) Absorption spectra of CdPEX / P3HT blends (with a CdS:P3HT weight ratio of 4.7:1) before (black dashed line) 
and after (black solid line) thermal annealing, and decomposition of the precursor complex to generate CdS, at 150˚C. 
Upper Inset: Absorption spectra of CdPEX / polystyrene blends before (red dashed line) and after (red solid line) thermal 
annealing at 150˚C. Lower Inset: Photographic images of CdPEX / polystyrene (top) and CdPEX / P3HT nanocomposite 
films (bottom) before (left) and after (right) thermal annealing and resultant CdS formation. 
 
 To obtain further evidence for the growth of CdS nanoparticles in the P3HT film, 
transmission electron microscopy (TEM) was performed. Bright-field TEM images are shown in 
Figure 70; in the case of the cross-sectional view (left figure), the extremely dark region is a 
layer of gold which had been evaporated onto the surface of the active layer. The darker region 
within the active layer is believed to result from the presence of the CdS nanocrystal network, 
which appears to be formed primarily within the lower half of the film, closer to the bottom 
transparent conducting glass substrate. This assignment was confirmed using Energy Dispersive 
X-ray Spectroscopy (EDS), whereby X-ray emission bands characteristic of electron transitions 
to the Cd L shell were seen at 3.2 keV and 3.9 keV upon exposure of Region A (shown in Figure 
70, left figure) to the electron beam; no such bands were seen upon examination of Region B, 
which we believe to be primarily composed of P3HT polymer. The top-down TEM image in 
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Figure 70 (right figure) shows the presence of CdS nanocrystallites (dark regions) in a P3HT 
(lighter regions) matrix, further demonstrating that this method results in the growth of a metal 
sulphide network in the polymer film. 
 
                                   
Figure 70: (Left) Transmission electron micrograph of a cross-section of a 2:1 weight ratio CdS / P3HT blend film. The 
active layer was spin coated from a chlorobenzene solution (containing P3HT and CdPEX) and subsequently annealed at 
150˚C before evaporation of a 60 nm thick Au layer. EDS was used to confirm the presence of Cd within Region A, whilst 
Cd was found to be absent from Region B. (Right) Top-down transmission electron micrograph of a 2:1 weight ratio CdS 
/ P3HT blend film. 
 
 Our attention turns towards quantifying the charge photogeneration yield in these CdS / 
P3HT nanocomposite films. In the CdS / P3HT architecture the CdS is intended to function as 
the electron transporting phase whilst the P3HT is expected to serve as the hole transporting 
component. It is anticipated that the ca. 1.4 eV LUMO-LUMO and / or ca. 1.2 eV HOMO-
HOMO energy offset (as estimated using literature values for P3HT and bulk CdS)
100,225,258
 is 
sufficient to facilitate charge pair generation. To investigate this, microsecond to millisecond 
transient absorption spectroscopy was employed to determine the charge generation yield and 
recombination dynamics following photoexcitation of the CdS / P3HT film. Details of the 
transient absorption apparatus have been described previously. Figure 71 (left figure) shows the 
transient absorption spectrum (black data) of a CdS / P3HT sample obtained 10 microseconds 
after 567 nm pulsed laser excitation. For comparison, data obtained using a 1:1 weight ratio 
solution containing P3HT and the electron acceptor PCBM (phenyl C61 butyric acid methyl 
ester) are also shown (grey data), and are normalised by the fraction of photons absorbed at the 
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excitation wavelength. The transient absorption spectra shown in Figure 71 (left figure) show the 
presence of similar transient features in both the 2:1 weight ratio CdS / P3HT blend and the 
PCBM / P3HT blend, which are seen to peak at ca. 960 nm and ca. 1000 nm respectively. Such 
features have been attributed to the transient absorption of the P3HT
+
 polaron.
259
 Moreover, 
these data clearly indicate that these CdS / P3HT nanocomposite films exhibit efficient charge 
pair generation upon photoexcitation. 
 
 
Figure 71: (Left) Transient absorption spectra of a CdS / P3HT sample (black data, weight ratio 2:1) and a PCBM / 
P3HT blend (grey data, weight ratio 1:1), 10 s following photoexcitation at 567 nm (pump intensity 29 Jcm-2). Data 
have been scaled by the fraction of photons absorbed at the pump wavelength. (Right) Transient kinetics (following P3HT 
photoexcitation at 567 nm), obtained using a probe wavelength of 980 nm so as to monitor the recombination kinetics of 
P3HT+ polarons in CdS / P3HT composite films containing the following estimated CdS:P3HT weight ratios: 1:4 (red 
trace), 1:2 (green trace), 1.2:1 (dark blue trace), 2:1 (light blue trace), 3.1:1 (pink trace) and 4.7:1 (dark yellow trace). The 
transient kinetic behaviour of an unannealed (CdPEX / P3HT) blend is also shown (grey trace), as are data obtained 
using a pristine polymer film (black trace) and a 1:1 weight ratio PCBM / P3HT blend (dark red trace). Data have been 
scaled by the fraction of photons absorbed at the pump wavelength. Inset: Data for a 2:1 weight ratio film presented on a 
log-log plot and fitted to a power law function (red line, ), using a value of  = 0.19. 
 
 The data shown in Figure 71 (right figure) follow the charge recombination reaction between 
photogenerated holes in the P3HT and electrons in the CdS, as a function of increasing CdS 
concentration. These data were obtained by monitoring the decay of the P3HT
+
 polaron band at 
980 nm. The amplitude of the signal (magnitude of ) in this figure is directly related to the 
number of photogenerated charge pairs. It is clear that upon increasing the CdS weight fraction, 
8 –Nanostructured Polymer-Inorganic Active Layers Formed by the in situ Growth of Sulphide Networks / 170 
 
yields of charge photogeneration are seen to improve. Furthermore, similar yields of charge 
separation per absorbed photon are observed (300 ns following photoexcitation) with the use of a 
4.7:1 CdS:P3HT weight ratio (dark yellow trace) as are seen when PCBM is used as the electron 
acceptor. Also shown in Figure 71 (right figure) are data obtained using an unannealed CdPEX / 
P3HT film (grey trace), where it can be seen that charge separation yields are extremely small 
and are comparable to those seen using pristine P3HT polymer films (black trace); this provides 
further indication that the temperature annealing step is essential for the conversion of the 
precursor in to the CdS. It is also apparent that the charge separation lifetime is extended with the 
use of CdS NC electron acceptors, possibly as a consequence of the improved screening of 
charges in these systems resulting from the high dielectric constant of the inorganic component. 
The inset of Figure 71 (right figure) shows a log-log plot of a selected transient absorption trace 
of a CdS / P3HT sample (with a CdS:polymer weight ratio of 2:1); a linear fit corresponding to a 
power law ( ) function is indicative of a single decay mechanism with competing 
recombination vs. transport dynamics. We find that all CdS / P3HT traces shown in Figure 71 
(right figure) exhibit power law decays with an exponent in the range α = 0.19–0.22, suggesting 
the presence of thermal traps (which limit the diffusion of charges), as has been reported in 
MDMO-PPV:PCBM (α = 0.3–0.4)260 and P3HT:PCBM (α = 0.3–0.7)261 blends. 
 Photovoltaic devices were fabricated using an ‗inverted‘ architecture based on the following 
components: ITO/TiOx/active layer/PEDOT:PSS/Au.
262
 In this design, holes in the P3HT are 
collected at the top Au contact, whilst the photogenerated electrons in the CdS are collected at 
the bottom ITO/TiOx electrode. Active layers were deposited by spin coating from 
chlorobenzene solutions containing CdPEX and P3HT (equivalent to a CdS:P3HT weight ratio 
of 4.7:1) at 1000 rpm for 30 seconds, and were subsequently annealed in a nitrogen glovebox at 
150˚C prior to the application of the PEDOT:PSS layer. Figure 72 and Table 5 illustrate the 
current-voltage characteristics resulting from the use of this device architecture. 
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Figure 72: (Left) J-V characteristics under different illumination intensities. Devices were prepared in the „inverted‟ 
ITO/TiOx/active layer/PEDOT:PSS/Au configuration. The active layer was spin coated at 1000 rpm from a chlorobenzene 
solution (P3HT and CdPEX) and subsequently annealed at 150˚C before application of the PEDOT:PSS layer. (Right) 
The dependence of short-circuit current density (blue data, left axis) and open-circuit voltage (red data, right axis) upon 
illumination intensity. Inset: EQE of the same device, corrected for the nonlinear response of the short-circuit current 
with illumination intensity. When convoluted with the AM1.5 solar spectrum, an estimated short-circuit current density 
of 3.5 mAcm-2 is obtained. 
Illumination 
Intensity / mWcm
-2
 
JSC / mAcm
-2
 VOC / mV FF PCE / % 
100 3.54 611 33.3 0.72 
67.8 2.72 599 35.0 0.84 
49.5 2.01 590 36.3 0.88 
31.8 1.41 578 39.4 1.00 
26.5 1.15 569 41.1 1.01 
21.5 1.01 565 42.0 1.11 
15.7 0.73 551 44.6 1.12 
10.2 0.51 535 44.4 1.21 
4.4 0.27 430 50.7 1.53 
Table 5: Dependence of key device J-V characteristics upon illumination intensity. 
 
 Whilst devices were seen to exhibit PCEs in excess of 0.7% (and short-circuit currents of 3.4 
mAcm
-2
) under AM1.5 illumination, efficiencies rose with decreasing illumination intensity, to 
values of 1.2% and ca. 1.5% under 0.1 and ca. 0.05 suns respectively. Typical external quantum 
efficiency data (corrected for the nonlinear response of current with light intensity) are shown in 
the inset of Figure 72 (right figure); EQEs are seen to peak at ca. 400 nm (where the EQE was 
found to be 36.5%), in the region of the spectrum dominated by the CdS NC absorption band. 
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This provides an indication that inorganic materials grown in situ can be used to generate current 
from the visible region of the solar spectrum, which was not achieved previously with the in situ 
growth of metal oxide networks. 
 
8.4 Conclusions. 
 
 In summary, a new fabrication method for hybrid CdS / P3HT polymer nanocomposite 
device structures has been presented. The approach is based upon the controlled in situ low 
temperature thermal decomposition of a metal xanthate precursor in a polymer film. More 
specifically, it has been demonstrated that this protocol can be used to grow an interpenetrating 
network of CdS nanocrystals in a P3HT film. Such films are shown to exhibit high yield and 
long-lived charge photogeneration which is a prerequisite for efficient photovoltaic device 
function. Photovoltaic cells using these active layers have also been shown to exhibit impressive 
device efficiencies of 1.2% under 10% AM1.5 solar illumination. It is pertinent to note that the 
devices reported here are prototypes; further improvements in device performance can be 
expected through optimisation of the active layer morphology as well as the use of alternative 
electrode collecting electrodes. In addition, there is no reason to believe that this method is not 
applicable to the design and fabrication of hybrid nanocomposites employing narrow bandgap 
semiconductors (such as PbS) to harvest radiation in the near-infrared. In conclusion, the present 
findings demonstrate the potential and versatility of using metal xanthate precursors to grow 
inorganic networks in semiconducting polymer films. 
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Concluding Remarks. 
 
 As was made clear in Chapter 2, the application of semiconductor nanocrystals in excitonic 
solar cells is a burgeoning field. As such, extensive research effort has been dedicated towards 
the advancement of such technology to enable it to compete with existing photovoltaic strategies. 
However, whilst a great deal of progress has been made towards the optimisation of solar cell 
efficiency, there exist significant gaps in our understanding of the fundamental charge transfer 
mechanisms in operation at the nanocrystal interfaces in these device architectures. 
 Our aim has been, therefore, to work towards developing a structure-function relationship 
between materials choice (and interface design), and charge separation yields (and lifetimes) in 
nanocrystal solar cells. We have attempted to highlight, in particular, how engineering an 
appropriate energetic alignment (and exerting morphological control) at each interface can lead 
to the achievement of high yields of charge separation. In doing so, we have also made steps 
towards understanding the impact of charge carrier trapping in these confined nanostructures 
upon solar cell performance. In addition, new strategies towards solar cell design have been 
presented, which show great potential as a result of their favourable photophysical properties. All 
in all, it is hoped that the work presented in this thesis can provide a sound platform for future 
investigations of charge transfer at semiconductor nanocrystal interfaces in excitonic solar cells. 
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Supplementary Information for Chapter 8. 
 
 
CdPEX NMR assignments: 
 
 1
H NMR (CDCl3): 1.44 (t, 3H, CH3; 
2
J = 7.1 Hz), 4.48 (q, 2H, CH2; 
2
J = 7.1 Hz), 7.42 (m, 
2H, m-CH), 7.82 (m, 1H, p-CH), 8.76 (m, 2H, o-CH). 
 
 13
C (CDCl3) : 14.2 (CH3), 74.4 (CH2), 125.0, 138.4, 149.6 (C5H5N), 231.5 (CO) 
 
 
CdPEX microanalysis: 
 
 Found (Calc) for C16 H20 N2 S4 O2 Cd: C 37.3 (37.5), H 3.95 (3.93), N 5.34 (5.46) 
 
 
Thermal gravimetric analysis (TGA) of CdPEX: 
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Crystallography: 
 
 Crystallographic data for the structural analysis (in CIF format) has been deposited with the 
Cambridge Crystallographic Data Center, CCDC no. 753046. Copies of this information may be 
obtained from the Director, CCDC, 12 Union Road, Cambridge, CB21EZ, UK (Fax: +44-1233-
336033; e-mail: deposit@ccdc.cam.ac.uk or www.ccdc.cam.ac.uk). Crystal data and structure 
refinement for CdPEX: 
 
Identification code h09kcm32 
Empirical formula C16 H20 Cd N2 O2 S4 
Formula weight 512.98 
Temperature 150(2) K 
Crystal system Monoclinic 
Space group P 21/c 
Unit cell dimensions a = 10.1957(3) Ǻ alpha = 90deg 
 b = 13.1149(3) Ǻ beta = 104.450(2)deg 
 c = 16.4045(3) Ǻ gamma = 90deg 
Volume 2124.15(9) Ǻ3 
Z 4 
Density (calculated) 1.604 Mg/m
3
 
Absorption coefficient 1.433 mm
-1
 
F(000) 1032 
Crystal size 0.25×0.20×0.20 mm 
Theta range for data collection 4.13 to 27.51 deg. 
Index ranges -13<=h<=13; -17<=k<=17; -21<=l<=21 
Reflections collected 40865 
Independent reflections 4864 [R(int) = 0.0936] 
Reflections observed (>2sigma) 3647 
Data Completeness 0.995 
Max. and min. transmission 0.7626 and 0.7159 
Refinement method Full-matrix least-squares on F
2
 
Data / restraints / parameters 4864 / 0 / 255 
Goodness-of-fit on F
2
 1.055 
Final R indices [I>2sigma(I)] R~1 = 0.0335  wR~2 = 0.0660 
R indices (all data) R~1 = 0.0577 wR~2 = 0.0733 
Largest diff. peak and hole 0.445 and -0.755 e.Ǻ-3 
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