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Abstract
Let S and R be rings and SCR a (faithfully) semidualizing bimodule. We introduce and
study C-weak flat and C-weak injective modules as a generalization of C-flat and C-injective
modules (J. Math. Kyoto Univ. 47(2007), 781–808) respectively, and use them to provide
additional information concerning the important Foxby equivalence between the subclasses
of the Auslander class AC(R) and that of the Bass class BC(S). Then we study the stability
of Auslander and Bass classes, which enables us to give some alternative characterizations
of the modules in AC(R) and BC(S). Finally we consider an open question which is closely
relative to the main results (Proc. Edinb. Math. Soc. 48(2005), 75–90), and discuss the
relationship between the Bass class BC(S) and the class of Gorenstein injective modules.
Introduction
Over a commutative Noetherian ring R, a finitely generated R-module C is semidualizing if
the natural homothety morphism R → HomR(C,C) is an isomorphism and Ext
i
R(C,C) = 0
for all i ≥ 1. Semidualizing modules (under different names) were independently studied by
Foxby, Golod and Vasconcelos (see [13, 17, 28]). In [8], Christensen extended this notion to
semidualizing complexes. Araya, Takahashi and Yoshino [1] extended the notion of semidualizing
modules to a pair of non-commutative, but Noetherian rings. Furthermore, Holm and White in
[21] generalized the notion of a semidualizing module to general associative rings, and defined
and studied Auslander and Bass classes with respect to a semidualizing bimodule C. They
obtained some beautiful characterizations of the modules in the Auslander and Bass classes in
terms of C-injective, C-projective and C-flat modules and showed Foxby equivalence between
the subclasses of the Auslander class and that of the Bass class. In particular, it was proven in
[21, Lemma 4.1] that the Auslander class AC(R) contains all flat left R-modules and the Bass
class BC(S) contains all injective left S-modules. Recently, Bennis et al. continued a study of
homological notions relative to an extension of a semidualizing module (see [2, 3, 4]).
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More recently, Gao and his coauthors introduced and studied in [14, 16] a generalization
of injective and flat modules, named weak injective and weak flat modules respectively, and
generalized many homological results from coherent rings to arbitrary rings. In this process
finitely presented modules are replaced by super finitely presented modules. In [6], Bravo,
Gillespie and Hovey described how Gorenstein homological algebra should work for general rings,
and the weak injective and weak flat modules were also called FP∞-injective (or absolutely clean)
and level modules respectively. Following the above philosophy, the following question naturally
arises in this situation:
Question 1. Is it true that the Auslander class AC(R) contains all weak flat left R-modules
and the Bass class BC(S) contains all weak injective left S-modules?
In [11], Enochs, Jenda and Lo´pez-Ramos proved that if R and S are right and left Noetherian
rings respectively admitting a dualizing bimodule (see [11, Definition 3.1]), then all Gorenstein
projective left R-modules are in A(R) ([11, Proposition 3.9]) and all Gorenstein injective left
S-modules are in B(S) ([11, Proposition 3.8]). Moreover, if every flat left R-module has finite
projective dimension, then a left S-module N ∈ B(S) if and only if N has finite Gorenstein
injective dimension by [11, Lemma 3.15 and Proposition 3.13]; dually, we can deduce that a
left R-module M ∈ A(R) if and only if M has finite Gorenstein projective dimension. In view
of the relationship between the Auslander class (resp. Bass class) and the class of Gorenstein
projective (resp. Gorenstein injective) modules in [11], it is natural to ask the following question:
Question 2. Is there an appropriate semidualizing bimodule C such that the Auslander
class AC(R) contains all Gorenstein projective R-modules and the Bass class BC(S) contains all
Gorenstein injective S-modules?
The aim of this paper is to study these two questions, and we will define and investigate
C-weak injective and C-weak flat modules with respect to a semidualizing bimodule C. Suppose
that C is a faithfully semidualizing bimodule. We provide additional information concerning
the important Foxby equivalence between the subclasses of Auslander class AC(R) and that of
the Bass class BC(S). In addition, we study the stability of the Auslander and Bass classes,
and some new characterizations of the modules in the Auslander and Bass classes are given.
We will answer Question 1 in Theorem 2.2, and give a partial answer to Question 2 at the end
of the paper, that is, it is shown that if SCR is a faithfully semidualizing bimodule with finite
S-projective dimension, then every Gorenstein injective left S-module is in BC(S). This paper
is organized as follows.
In Section 1, we give some terminology and some preliminary results.
In Section 2, we introduce the notions of C-weak injective and C-weak flat modules with
respect to a semidualizing bimodule C, and prove that the Auslander class AC(R) contains all
weak flat left R-modules and the Bass class BC(S) contains all weak injective left S-modules.
We show that C-weak injective and C-weak flat modules possess many nice properties analogous
to that of C-injective and C-flat (or C-projective) modules as in [21]. For example, we prove
that the classes WFC(S) and WIC(R), consisting of all C-weak flat left S-modules and all C-
weak injective left R-modules respectively, are closed under direct summands, direct products,
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direct sums and direct limits. Also, both of them are closed under pure submodules and pure
quotients. As a consequence, we obtain that the classes WFC(S) and WIC(R) are covering
and preenveloping.
In Section 3, we investigate Foxby equivalence relative to C-weak injective and C-weak flat
modules. The following is Theorem 3.4. Here WF(R)≤n and WI(S)≤n stand for the class
of left R-modules of weak flat dimension at most n and the class of left S-modules of weak
injective dimension at most n, respectively; and WFC(S)≤n and WIC(R)≤n denote the class
of left S-modules of C-weak flat dimension at most n and the class of left R-modules of C-weak
injective dimension at most n, respectively.
Theorem A. (Foxby Equivalence) There are equivalences of categories
WF(R)
C⊗R− //
 _

WFC(S)
HomS(C,−)
∼oo  _

WF(R)≤n
C⊗R− //
 _

WFC(S)≤n
HomS(C,−)
∼oo  _

AC(R)
C⊗R− //
BC(S)
HomS(C,−)
∼oo
WIC(R)≤n
C⊗R− //?
OO
WI(S)≤n
HomS(C,−)
∼oo
?
OO
WIC(R)
C⊗R− //?
OO
WI(S).
HomS(C,−)
∼oo
?
OO
In Section 4, we characterize the stability of Auslander class AC(R) and the Bass class
BC(S), and then give some applications of them. Motivated by [26, Theorem A], we show that
an iteration of the procedure used to describe the Auslander class yields exactly the Auslander
class, which generalizes [21, Theorem 2]. That is, we set [AC(R)]
1 = AC(R), and inductively set
[AC(R)]
n+1 = {M ∈ ModR | there exists a C ⊗R − exact exact sequence · · · → W1 → W0 →
W 0 →W 1 → · · · in ModR with all Wi and W
i in [AC(R)]
n such that M ∼= Coker(W1 →W0)}
for any n ≥ 1. Similarly, we inductively set [BC(S)]
n. The following are Theorems 4.7 and 4.8.
Theorem B. [AC(R)]
n = AC(R) and [BC(S)]
n = BC(S) for any n ≥ 1.
1 Preliminaries
In this section, we give some terminology and some preliminary results needed in the sequel.
For more details the reader can consult [10, 16, 18, 19, 21, 27].
1.1 Throughout this paper, R and S are fixed associative rings with unites, and all modules
are unitary. We use ModR or ModS to stand for the class of left R- or S-modules. Right R-
or S-modules are identified with left modules over the opposite rings Rop or Sop. The notation
SMR is used to indicate that M is an (S,R)-bimodule, and the structures are compatible in
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the sense that s(xr) = (sx)r for all s ∈ S, r ∈ R,x ∈ M . For a left or right R-module M ,
M+ = HomZ(M,Q/Z).
1.2. A degreewise finite projective resolution of a left R-module M is a projective resolution
of M : · · · → Pn → · · · → P1 → P0 → M → 0 in ModR with each Pi finitely generated
projective. Note that a left R-module admitting a degreewise finite projective resolution is also
called FP∞ in [6, 7, 23], infinitely presented in [5], strongly finitely presented in [18], and super
finitely presented in [16]. Also, it is shown that this class of modules plays a crucial role in
the process of generalizing many homological results from coherent rings to arbitrary rings (see
[6, 14, 16]).
1.3. An (S,R)-bimodule C = SCR is semidualizing if
(a1) SC admits a degreewise finite projective resolution in ModS.
(a2) CR admits a degreewise finite projective resolution in ModR
op.
(b1) The homothety map SSS
Sγ−→ HomRop(C,C) is an isomorphism.
(b2) The homothety map RRR
γR
−→ HomS(C,C) is an isomorphism.
(c1) ExtiS(C,C) = 0 for all i ≥ 1.
(c2) ExtiRop(C,C) = 0 for all i ≥ 1.
A semidualizing bimodule SCR is faithfully semidualizing if it satisfies the following condi-
tions for all modules SN and MR:
(1) If HomS(C,N) = 0, then N = 0.
(2) If HomRop(C,M) = 0, then M = 0.
By definition, it follows that every semidualizing module is super finitely presented as a left S-
module or a right R-module. It was shown in [21, Proposition 3.1] that if R = S is commutative,
then every semidualizing R-module is faithfully semidualizing. Also in [21] many examples of
faithfully semidualizing bimodules were provided over a wide class of non-commutative rings.
1.4. The Auslander class AC(R) with respect to C consists of all modules M in ModR
satisfying:
(A1) TorRi (C,M) = 0 for all i ≥ 1.
(A2) ExtiS(C,C ⊗R M) = 0 for all i ≥ 1.
(A3) The natural evaluation homomorphism µ
M
: M −→ HomS(C,C ⊗R M) is an isomor-
phism (of left R-modules).
The Bass class BC(S) with respect to C consists of all modules N ∈ModS satisfying:
(B1) ExtiS(C,N) = 0 for all i ≥ 1.
(B2) TorRi (C,HomS(C,N)) = 0 for all i ≥ 1.
(B3) The natural evaluation homomorphism ν
N
: C⊗RHomS(C,N) −→ N is an isomorphism
(of left S-modules).
It is an important property of Auslander and Bass classes that they are equivalent under the
pair of functors ([21, Proposition 4.1]):
AC(R)
C⊗R− //
BC(S).
HomS(C,−)
∼oo
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1.5. Let F be a subcategory of ModR. The homomorphism f : F → M in ModR with
F ∈ F is an F-precover of M if for any homomorphism g : F0 → M in ModR with F0 ∈ F ,
there exists a homomorphism h : F0 → F such that the following diagram commutes:
F0
g

h
~~⑥
⑥
⑥
⑥
F
f //M.
The homomorphism f : F → M is right minimal if an endomorphism h : F → F is an
automorphism whenever f = fh. An F-precover f : F →M is an F-cover if f is right minimal.
We say that F is (pre)covering if every module in ModR admits an F-(pre)cover.
Dually, the notions of an F-preenvelope, a left minimal homomorphism, an F-envelope and
a (pre)enveloping subcategory are defined.
1.6. We say that a sequence X = · · · → X1 → X0 → X−1 → · · · in ModR (resp. in
ModSop) is C ⊗R − (resp. −⊗S C) exact if the complex C ⊗R X (resp. X⊗S C) is exact; and
a sequence X in ModS is HomS(C,−) (resp. HomS(−, C)) exact if the complex HomS(C,X)
(resp. HomS(X, C)) is exact.
We denote by X a fixed class of left R-modules. An X -resolution of a left R-module M is
an exact sequence X = · · · → X1 → X0 → M → 0 in ModR with Xi ∈ X for all i ≥ 0. An
X -coresolution of a left R-module M is an exact sequence X = 0→M → X0 → X1 → · · · in
ModR with Xi ∈ X for all i ≥ 0.
If the class X is precovering, then for any left R-moduleM , there exists an augmented proper
X -resolution of M , that is, a complex
X = · · ·
∂X2−→ X1
∂X1−→ X0 −→M −→ 0
in ModR such that it is HomR(X,−) exact for each X ∈ X . The truncated complex
XM = · · ·
∂X3−→ X2
∂X2−→ X1
∂X1−→ X0 −→ 0
is a proper X -resolution of M .
In general, an augmented proper X -resolution X need not be exact. However, the complex
X is exact if X contains all projective left R-modules. Dually, the augmented coproper X -
coresolutions are defined, and they must be exact if the class X contains all injective left R-
modules.
1.7. A module in ModS is C-flat (resp. C-projective) if it has the form C ⊗R F for some
flat (resp. projective) module F ∈ ModR. A module in ModR is C-injective if it has the form
HomS(C, I) for some injective module I ∈ ModS. We set
FC(S) = {C ⊗R F | F is a flat left R-module},
PC(S) = {C ⊗R F | P is a projective left R-module},
IC(R) = {HomS(C, I) | I is an injective left S-module}.
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Over a commutative ring R, the notions of C-projective and C-injective dimensions of an
R-module were introduced in [27]. That is, the PC-projective dimension of an R-module M is
PC - pd(M) = inf{sup{n | Xn 6= 0} | X is a proper PC -projective resolution of M}.
The IC-injective dimension, denoted by IC-id(−), can be defined dually. It was also proven in
[27, Corollary 2.10] that
(a) PC- pd(M) ≤ n if and only if there is an exact sequence
0→ C ⊗R Pn → · · · → C ⊗R P1 → C ⊗R P0 →M → 0
with each Pi a projective R-module.
(b) IC- id(M) ≤ n if and only if there is an exact sequence
0→M → HomR(C, I
0)→ HomR(C, I
1)→ · · · → HomR(C, I
n)→ 0
with each Ii an injective R-module.
1.8. A module M in ModR (resp. N in ModRop) is weak injective (resp. weak flat) if
Ext1R(F,M) = 0 (resp. Tor
R
1 (N,F ) = 0) for any super finitely presented left R-module F .
We use WI(R) (resp. WF(Rop)) to denote the full subcategory of ModR (resp. ModRop)
consisting of weak injective modules (resp. weak flat modules).
The weak injective dimension of a module M in ModR, denoted by widR(M), is defined as
widR(M) = inf {n | Ext
n+1
R (F,M) = 0 for any super
finitely presented left R-module F} .
If no such n exists, we set widR(M) =∞. Dually, the weak flat dimension widR(−) of a module
is defined.
1.9. Given a short exact sequence 0→ A→ B → C → 0 in ModR where A is a submodule
of B and C is the corresponding quotient module. The sequence is said to be pure exact if
HomR(P,B) → HomR(P,C) → 0 is exact for any finitely presented module P in ModR, or
equivalently, if 0 → M ⊗R A → M ⊗R B is exact for any module M in ModR
op. In this case,
A and C are called a pure submodule and a pure quotient of B respectively.
2 C-weak injective and C-weak flat modules
In this section, we give a treatment of C-weak injective and C-weak flat modules with respect
to a (faithful) semidualizing bimodule C.
Definition 2.1. A module in ModS is called C-weak flat if it has the form C ⊗R F for some
weak flat module F ∈ ModR. A module in ModR is called C-weak injective if it has the form
HomS(C, I) for some weak injecitve module I ∈ ModS. We set
WFC(S) = {C ⊗R F | F is a weak flat left R-module},
WIC(R) = {HomS(C, I) | I is a weak injective left S-module}.
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The C-weak flat dimension of a module M ∈ ModS is defined that C-wfdS(M) ≤ n if and
only if there is an exact sequence
0→ C ⊗R Fn → · · · → C ⊗R F1 → C ⊗R F0 →M → 0
in ModS with each Fi in WF(R). If no such n exists, set C- wfdS(M) =∞.
The C-weak injective dimension of a module M ∈ ModR is defined that C- widR(M) ≤ n if
and only if there is an exact sequence
0→M → HomS(C, I
0)→ HomS(C, I
1)→ · · · → HomS(C, I
n)→ 0
in ModR with each Ii in WI(S). If no such n exists, set C- widR(M) =∞.
The following theorem gives an affirmative answer to Question 1.
Theorem 2.2. The Auslander class AC(R) contains all weak flat modules in ModR, and the
Bass class BC(S) contains all weak injective modules in ModS.
Proof. We only show that AC(R) contains all weak flat modules in ModR, the other proof is
dual. Let M be a weak flat module in ModR. Then TorRi (C,M) = 0 for all i ≥ 1 by [16,
Proposition 3.1]. Since SCR is semidualizing, it follows that Ext
i
S(C,C) = 0 for all i ≥ 1, and
there exists a HomS(−, C)-exact exact sequence
· · · −→ Pn −→ · · · −→ P1 −→ P0 −→ C −→ 0 (2.1)
in ModS with all Pi finite generated projective. This gives rise to the exactness of
0→ HomS(C,C)→ HomS(P0, C)→ · · · → HomS(Pn, C)→ · · · .
One easily checks that each HomS(Pi, C) is super finitely presented by applying HomS(Pi,−)
to the sequence (2.1). Now that HomS(C,C) ∼= R since SCR is semidualizing, it follows that all
Im(HomS(Pi, C) → HomS(Pi+1, C)) are super finitely presented by [23, Lemma 2.3]. Because
M is a weak flat left R-module, one gets the following exact sequence
0→ HomS(C,C)⊗R M → HomS(P0, C)⊗R M → HomS(P1, C)⊗R M → · · · .
By the tensor evaluation morphism (cf.[21, 1.10]), we have the following isomorphisms:
ωPiCM : HomS(Pi, C)⊗R M
∼=
−→ HomS(Pi, C ⊗R M) for all i ≥ 0
since Pi is finitely generated projective. Thus we obtain the following commutative diagram
with exact rows:
0 // HomS(C,C)⊗R M
ωCCM 
// HomS(P0, C)⊗R M
ωP0CM ∼=
// HomS(P1, C)⊗R M
ωP1CM ∼=
0 // HomS(C,C ⊗R M) // HomS(P0, C ⊗R M) // HomS(P1, C ⊗R M).
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Hence ωCCM : HomS(C,C) ⊗R M → HomS(C,C ⊗R M) is an isomorphism by the five lemma,
which implies that µM :M → HomS(C,C⊗RM) is an isomorphism. Now consider the following
commutative diagram with the upper row exact:
0 // HomS(C,C) ⊗R M
∼=
// HomS(P0, C)⊗R M
∼=
// HomS(P1, C)⊗R M
∼=
// · · ·
0 // HomS(C,C ⊗R M) // HomS(P0, C ⊗R M) // HomS(P1, C ⊗R M) // · · · .
Then we obtain the exactness of
0→ HomS(C,C ⊗R M)→ HomS(P0, C ⊗R M)→ HomS(P1, C ⊗R M)→ · · · .
It follows that ExtiS(C,C ⊗R M) = 0 for all i ≥ 1, and hence M ∈ AC(R).
In what follows, C = SCR always stands for a faithfully semidualizing bimodule. By Theorem
2.2 and [21, Theorem 6.3], we immediately get the following result.
Corollary 2.3. The Auslander class AC(R) contains all modules in ModR of finite weak flat
dimension, the Bass class BC(S) contains all modules in ModS of finite weak injective dimen-
sion.
The following result plays a fundamental role in this paper.
Proposition 2.4. The following statements hold for modules SV and RU :
(1) V ∈ WFC(S) if and only if V ∈ BC(S) and HomS(C, V ) is weak flat over R.
(2) U ∈ WIC(R) if and only if U ∈ AC(R) and C ⊗R U is weak injective over S.
Proof. We only prove (1), and (2) is dual.
“Only if ” part. Let V ∈ WFC(S). Then V = C ⊗R F for some weak flat left R-module F .
Note that F ∈ AC(R) by Theorem 2.2, it follows that V ∈ BC(S) by [21, Proposition 4.1]. It is
clear that HomS(C,C ⊗R F ) ∼= F , and so HomS(C, V ) is a weak flat left R-module.
“If ” part. Suppose that V ∈ BC(S) and HomS(C, V ) is a weak flat left R-module. Then it
is clear that V ∼= C ⊗R HomS(C, V ), and thus V is a C-weak flat left S-module.
Proposition 2.5. The following statements hold.
(1) The class WFC(S) is closed under extensions and kernels of epimorphisms.
(2) The class WIC(R) is closed under extensions and cokernels of monomorphisms.
Proof. We only prove (1), and (2) is the dual of (1).
Let
0→M ′ →M →M ′′ → 0 (2.2)
be a short exact sequence in ModS. If M ′,M ′′ ∈ WFC(S), then M
′,M ′′ ∈ BC(S) and
HomS(C,M
′) and HomS(C,M
′′) are weak flat left R-modules by Proposition 2.4. It follows
that M ∈ BC(S) by [21, Theorem 6.2]. Also, we have Ext
1
S(C,M
′) = 0. Using HomS(C,−) to
the sequence (2.2), we obtain the following exactness of
0→ HomS(C,M
′)→ HomS(C,M)→ HomS(C,M
′′)→ 0
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in ModR. Then HomS(C,M) is weak flat by [14, Proposition 2.6(2)]. Hence M ∈ WFC(S) by
Proposition 2.4(1).
Assume thatM,M ′′ ∈ WFC(S) in the sequence (2.2), thenM,M
′′ ∈ BC(S), and HomS(C,M)
and HomS(C,M
′′) are weak flat left R-modules. By [21, Theorem 6.3], we have M ′ ∈ BC(S),
and so Ext1S(C,M
′) = 0. Applying HomS(C,−) to the sequence (2.2), one gets the following
exact sequence
0→ HomS(C,M
′)→ HomS(C,M)→ HomS(C,M
′′)→ 0
in ModR. Then, by [14, Proposition 2.6(2)], we have HomS(C,M
′) is weak flat. It follows from
Proposition 2.4(1) that M ′ ∈ WFC(S), as desired.
The following result generalizes [16, Theorem 2.10, and Remark 2.2(2)].
Proposition 2.6. The following statements hold for modules SV and RU .
(1) V ∈ WFC(S) if and only if V
+ ∈ WIC(S
op).
(2) U ∈ WIC(R) if and only if U
+ ∈ WFC(R
op).
Proof. (1) “Only if” part. Let V ∈ WFC(S). Then by definition V = C ⊗R F for some weak
flat left R-module F . Since F+ is weak injective in ModRop by [16, Remark 2.2(2)], it follows
that V + ∼= HomRop(C,F
+) ∈ WIC(S
op).
“If” part. Let V + ∈ WIC(S
op). Then we have V + ∈ AC(S
op) and V + ⊗S C is weak
injective over Rop by Proposition 2.4(2). It is not hard to check that V ∈ BC(S) by a non-
commutative version of [21, Proposition 7.2(b) and Remark 4]. So we have the isomorphism:
V +⊗S C ∼= HomS(C, V )
+ by [18, Lemma 2.16] since C is finitely presented. It follows from [16,
Remark 2.2(2)] that HomS(C, V ) is weak flat. Thus V ∈ WFC(S) by Proposition 2.4(1).
(2) The proof is similar to that of (1).
Corollary 2.7. The following statements hold.
(1) V ∈ WFC(S) if and only if V
++ ∈ WFC(S).
(2) U ∈ WIC(R) if and only if U
++ ∈ WIC(R).
Proof. The assertions follows immediately from Proposition 2.6.
Proposition 2.8. The classes WFC(S) and WIC(R) are closed under direct summands, direct
products, direct sums and direct limits.
Proof. To prove WFC(S) is closed under direct summands, we assume that
0→ X1 → X2 → X3 → 0
is a split exact sequence in ModS with X2 ∈ WFC(S). Then X2 ∈ BC(S) and HomS(C,X2) is
weak flat by Proposition 2.4(1). It follows from [21, Proposition 4.2] that X1,X3 ∈ BC(S). One
easily checks that the sequence
0 −→ HomS(C,X1) −→ HomS(C,X2) −→ HomS(C,X3) −→ 0
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in ModR is split exact. Then HomS(C,X1) and HomS(C,X3) are weak flat since the weak flat
modules are closed under direct summands by [16, Proposition 2.3]. It follows that X1,X3 ∈
WFC(S) by Proposition 2.4(1) again.
Let {Fλ}λ∈Λ be a family of C-weak flat modules in ModS. Then Fλ ∈ BC(S) and HomS(C,Fλ)
is weak flat in ModR for any λ ∈ Λ by Proposition 2.4(1). By [24, Theorem 2.6], we have the
isomorphism ∏
λ∈Λ
HomR(C,Fλ) ∼= HomR(C,
∏
λ∈Λ
Fλ).
Note that
∏
λ∈ΛHomR(C,Fλ) is weak flat by [16, Theorem 2.13], and
∏
λ∈Λ Fλ ∈ BC(S) by [21,
Proposition 4.2], it follows that
∏
λ∈Λ Fλ ∈ WFC(S) by Proposition 2.4(1). ThereforeWFC(S)
is closed under direct products. Since C is finitely presented and the weak flat modules are closed
under direct sums, similar to the arguments above, one can deduce that the class WFC(S) is
closed under direct sums.
Let {Fi}i∈I be a direct system of C-weak flat modules in ModS. Then Fi ∈ BC(S) for any
i ∈ I and {HomS(C,Fi)}i∈I is a direct system of weak flat modules in ModR by Proposition
2.4(1). By [21, Proposition 4.2], we get that lim−→Fi ∈ BC(S). Note that the weak flat modules are
closed under direct limits since Tor commutes with direct limits, it follows that lim−→HomS(C,Fi)
is weak flat. By [18, Lemma 2.7], we have the isomorphism
lim−→HomS(C,Fi)
∼= HomS(C, lim−→Fi).
Then HomS(C, lim−→Fi) is a weak flat left R-module. Therefore, we have lim−→Fi ∈ WFC(S) by
Proposition 2.4(1). Thus the class WFC(S) is closed under direct limits.
As a similar argument to the above, we can deduce that the class WIC(R) is closed under
direct summands, direct products, direct sums and direct limits.
The following lemma is stated in [27] for a commutative ring, but the proof is valid in the
present context.
Lemma 2.9. ([27, Theorem 2.8]) The following statements hold.
(1) If M ∈ModS, then M ∈ BC(S) if and only if HomS(C,M) ∈ AC(R).
(2) If M ∈ModR, then M ∈ AC(R) if and only if C ⊗R M ∈ BC(S).
Corollary 2.10. The following statements hold.
(1) HomS(C, I) ∈ WIC(R) if and only if I ∈ WI(S).
(2) C ⊗R F ∈ WFC(S) if and only if F ∈ WF(R).
Proof. (1) “If” part is by definition.
“Only if” part. Since HomS(C, I) ∈ WIC(R), then we have HomS(C, I) ∈ AC(R) by
Proposition 2.4(2), and so I ∈ BC(S) by Lemma 2.9(1). On the other hand, there exists a weak
injective left S-module I ′ such that HomS(C, I) = HomS(C, I
′). Also, we have I ′ ∈ BC(S) by
Theorem 2.2. Thus we have the following isomorphism:
I ∼= C ⊗R HomS(C, I) ∼= C ⊗R HomS(C, I
′) ∼= I ′.
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Hence I is a weak injective left S-module, as desired.
(2) Similar to the proof of (1).
It was shown in [6, Propositions 2.7(2) and 2.10(2)] that the classes of weak flat and weak
injective modules are both closed under pure submodules and pure quotients. Here we have
Proposition 2.11. The following statements hold.
(1) The class WFC(S) is closed under pure submodules and pure quotients.
(2) The class WIC(R) is closed under pure submodules and pure quotients.
Proof. (1) Let
Y = 0→ Y1 → Y2 → Y3 → 0
be a pure exact sequence in ModS with Y2 ∈ WFC(S). We will show that Y1, Y3 ∈ WFC(S).
Since C is a finitely presented left S-module, the sequence
HomS(C,Y) = 0 −→ HomS(C, Y1) −→ HomS(C, Y2) −→ HomS(C, Y3) −→ 0
is exact in ModR. We claim that HomS(C,Y) is pure exact. Let Q be a finitely presented left
R-module. It is easy to check that C ⊗RQ is a finitely presented left S-module. By the natural
isomorphism
HomR(Q,HomS(C,Y)) ∼= HomS(C ⊗R Q,Y).
Then we have HomS(C ⊗R Q,Y) is an exact sequence since Y is pure exact. It follows that
HomR(Q,HomS(C,Y)) is exact, and hence HomS(C,Y) is a pure exact sequence.
In the pure exact sequence HomS(C,Y), the module HomS(C, Y2) is a weak flat left R-module
by Proposition 2.4(1) since Y2 is C-weak flat. Note that the class of weak flat modules is closed
under pure submodules and pure quotients, it follows that HomS(C, Y1) and HomS(C, Y3) are
weak flat left R-modules. Hence HomS(C, Y1) and HomS(C, Y3) belong to AC(R) by Theorem
2.2. By Lemma 2.9(1), we have Y1, Y3 belong to BC(S). Consequently, Y1, Y3 ∈ WFC(S) by
Proposition 2.4(1).
(2) By analogy with the proof of (1), one can deduce that the class WIC(R) is closed under
pure submodules and pure quotients.
Theorem 2.12. The following statements hold.
(1) The class WFC(S) is covering and preenveloping.
(2) The class WIC(R) is covering and preenveloping.
Proof. (1) Since the class WFC(S) is closed under pure quotients by Proposition 2.11 and is
closed under direct sums by Proposition 2.8, one gets directly that WFC(S) is covering by [20,
Theorem 2.5]. On the other hand, it follows from Proposition 2.11 and [20, Proposition 3.2]
that WFC(S) is a Kaplansky class. Also, the class WFC(S) is closed under direct limits by
Proposition 2.8. Therefore WFC(S) is preenveloping by [12, Theorem 2.5].
(2) The proof is similar to that of (1).
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3 Foxby equivalence
In this section we investigate Foxby equivalence relative to C-weak injective and C-weak flat
modules. Some known results in [21] are generalized.
Proposition 3.1. There are equivalences of categories
WF(R)
C⊗R− //
WFC(S)
HomS(C,−)
∼oo
WIC(R)
C⊗R− //
WI(S).
HomS(C,−)
∼oo
Proof. It suffices to prove the first assertion. Dually, we get the second one.
We have that the functor C ⊗R − maps WF(R) to WFC(S) by definition, and the functor
HomS(C,−) maps WFC(S) to WF(R) by Proposition 2.4(1). On the other hand, if M ∈
WF(R) and N ∈ WFC(S), then M ∈ AC(R) by Theorem 2.2 and N ∈ BC(S) by Proposition
2.4(1). Then there exist natural isomorphisms: M ∼= HomS(C,C ⊗R M) and N ∼= C ⊗R
HomS(C,M). Thus the assertion follows.
Let n be a non-negative integer. For convenience, we set
WF(R)≤n = the class of left R-modules of weak flat dimension at most n,
WI(S)≤n = the class of left S-modules of weak injective dimension at most n,
WFC(S)≤n = the class of left S-modules of C-weak flat dimension at most n,
WIC(R)≤n = the class of left R-modules of C-weak injective dimension at most n.
Proposition 3.2. There are equivalences of categories
WF(R)≤n
C⊗R− //
WFC(S)≤n
HomS(C,−)
∼oo
WIC(R)≤n
C⊗R− //
WI(S)≤n.
HomS(C,−)
∼oo
Proof. We only prove the first assertion, and the second one is dual.
The case n = 0 holds by Proposition 3.1. Now suppose that n ≥ 1 and M ∈ WF(R)≤n.
Then there exists an exact sequence
0 −→ Fn
fn
−→ · · ·
f2
−→ F1
f1
−→ F0 −→M −→ 0 (3.1)
in ModR with each Fi weak flat. By Corollary 2.3, we have Coker(fi) ∈ AC(R) for 1 ≤ i ≤ n.
Applying the functor C ⊗R − to (3.1), we get an exact sequence
0 −→ C ⊗R Fn −→ · · · −→ C ⊗R F1 −→ C ⊗R F0 −→ C ⊗R M −→ 0
in ModS. Note that each C ⊗R Fi is C-weak flat, it follows that C-wfdS(C ⊗R M) ≤ n, and
thus C ⊗R M ∈ WFC(S)≤n.
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Conversely, assume that M ∈ WFC(S)≤n. Then there is an exact sequence
0 −→ C ⊗R Qn
1C⊗Rfn
−→ · · ·
1C⊗Rf2
−→ C ⊗R Q1
1C⊗Rf1
−→ C ⊗R Q0 −→M −→ 0 (3.2)
in ModS with each Qi a weak flat left R-module. Because Qi ∈ AC(R) by Theorem 2.2, we
have each C ⊗R Qi ∈ BC(S) by [21, Proposition 4.1]. It follows from [21, Corollary 6.3] that all
Coker(1C ⊗R fi) in (3.2) are in BC(S). So we get the following exact sequence
0→ HomS(C,C ⊗R Qn)→ · · · → HomS(C,C ⊗R Q0)→ HomS(C,M)→ 0.
Note that µQi : Qi −→ HomS(C,C⊗RQi) is an isomorphism for any 1 ≤ i ≤ n, which gives rise
to the exactness of
0 −→ Qn −→ · · · −→ Q1 −→ Q0 −→ HomS(C,M) −→ 0.
Thus HomS(C,M) ∈ WF(R)≤n, as desired.
Proposition 3.3. For any integer n ≥ 0, the following statements hold.
(1) If C-wfdS(M) ≤ n, then M ∈ BC(S).
(2) If C-widR(M) ≤ n, then M ∈ AC(R).
Proof. It suffices to prove the first assertion. Dually, we get the second one.
If n = 0, then the assertion follows by Proposition 2.4(1). Now suppose n ≥ 1, then there
exists an exact sequence
0→ C ⊗R Fn → · · · → C ⊗R F1 → C ⊗R F0 →M → 0 (3.3)
in ModS with each Fi a weak flat left R-module. Since C ⊗R Fi ∈ BC(S) for any 0 ≤ i ≤ n, we
have every cokernel in (3.3) is in BC(S) by [21, Theorem 6.2]. Thus M ∈ BC(S).
The following theorem is one of main results in this paper.
Theorem 3.4. (Foxby Equivalence) There are equivalences of categories
WF(R)
C⊗R− //
 _

WFC(S)
HomS(C,−)
∼oo  _

WF(R)≤n
C⊗R− //
 _

WFC(S)≤n
HomS(C,−)
∼oo  _

AC(R)
C⊗R− //
BC(S)
HomS(C,−)
∼oo
WIC(R)≤n
C⊗R− //?
OO
WI(S)≤n
HomS(C,−)
∼oo
?
OO
WIC(R)
C⊗R− //?
OO
WI(S).
HomS(C,−)
∼oo
?
OO
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Proof. This follows directly from Propositions 3.1, 3.2 and 3.3.
Proposition 3.5. The following equalities hold.
(1) wfdR(M) = C-wfdS(C ⊗R M) for any left R-module M .
(2) widS(M) = C-widR(HomS(C,M)) for any left S-module M .
(3) C-widR(M) = widS(C ⊗R M) for any left R-module M .
(4) C-wfdS(M) = wfdR(HomS(C,M)) for any left S-module M .
Proof. We only prove (1), and (2)–(4) can be proved similarly.
Let wfdR(M) = t < ∞. Then M ∈ AC(R) by Corollary 2.3, and so Tor
R
i (C,M) = 0 for all
i ≥ 1. On the other hand, there is a weak flat resolution of M :
0→ Ft → · · · → F1 → F0 →M → 0,
which gives rise to the exactness of
0→ C ⊗R Ft → · · · → C ⊗R F1 → C ⊗R F0 → C ⊗R M → 0,
where each C ⊗R Fi is C-weak flat. This implies that C-wfdS(C ⊗R M) ≤ t = wfdR(M).
Conversely, assume that C-wfdS(C ⊗R M) = s < ∞. Then, by Proposition 3.3(1), we
have C ⊗R M ∈ BC(S). It follows that M ∈ AC(R) by Proposition 2.4(2), which implies that
µ
M
: M → HomS(C,C ⊗R M) is an isomorphism. On the other hand, there exists an exact
sequence
X = 0→ C ⊗R Fs → C ⊗R Fs−1 → · · · → C ⊗R F0 → C ⊗R M → 0
in ModS with each Fi a weak flat left R-module. Since C ⊗R Fi ∈ BC(S) for any 0 ≤ i ≤ s,
we have that HomS(C,X) is exact by [21, Corollary 6.3]. Consider the following commutative
diagram with the lower row exact:
0 // Fs
∼=

// · · · // F0
∼=

// M
∼=

// 0
0 // HomS(C,C ⊗R Fs) // · · · // HomS(C,C ⊗R F0) // HomS(C,C ⊗R M) // 0.
Then the upper row is exact in ModR with each Fi weak flat, and hence wfdR(M) ≤ s.
We finish this section with some applications of Theorem 3.4, which is of independent interest.
For convenience, we assume that R is a commutative ring.
In view of Theorem 3.4, it is natural to ask whether there is a relationship between the
subcategory WIC(R) and the subcategory of WFC(S). The answer is positive, that is, a
suitable functor HomR(−, E) is discovered for any injective R-module E. Here we have
Proposition 3.6. Let R be a commutative ring and E an injective R-module. Then
(1) W ∈ WIC(R) implies HomR(W,E) ∈ WFC(R).
(2) W ∈ WFC(R) implies HomR(W,E) ∈ WIC(R).
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Proof. (1) Let W ∈ WIC(R). Then there exists a weak injective R-module I such that W =
HomR(C, I). Let E be an injective R-module. One can easily check that HomR(I,E) is weak
flat by the isomorphism ([21, Lemma 1.2]):
TorR1 (N,HomR(I,E))
∼= HomR(Ext
1
R(N, I), E)
for any super finitely presented R-module N . Thus we have
HomR(W,E) = HomR(HomR(C, I), E) ∼= C ⊗R HomR(I,E).
It follows that HomR(W,E) is C-weak flat by definition.
(2) LetW ∈ WFC(R). ThenW = C⊗RF for some weak flat R-module F . For any injective
R-module E, one easily gets that HomR(F,E) is weak injective by the isomorphism ([18, Lemma
2.16]):
Ext1R(N,HomR(F,E))
∼= HomR(Tor
R
1 (N,F ), E).
Thus we have
HomR(W,E) = HomR(C ⊗R F,E) ∼= HomR(C,HomR(F,E)).
Therefore HomR(W,E) is C-weak injective, as desired.
For convenience, we will denote by R(−,−) := HomR(−,−) in the following commutative
diagrams. By Theorem 3.4 and Proposition 3.6, we have the following two commutative diagrams
for any injective R-module E:
WIC(R)
R(−,E) //
C⊗R−

WFC(R)
R(C,−)

WI(R)
R(−,E) // WF(R),
WFC(R)
R(−,E) //
R(C,−)

WIC(R)
C⊗R−

WF(R)
R(−,E) // WI(R)
which give rise to the commutative diagram for all injective R-modules E and E′:
WIC(R)
R(−,E) //
C⊗R−

WFC(R)
R(−,E
′) // WIC(R)
WI(R)
R(−,E) //
R(C,−)

WF(R)
R(−,E
′) // WI(R)
R(C,−)
OO
WIC(R)
R(−,E) // WFC(R)
R(−,E
′) // WIC(R).
C⊗R−
OO
Proposition 3.7. Let R be a commutative ring and F a flat R-module. Then
(1) W ∈ WIC(R) implies W ⊗R F ∈ WIC(R).
(2) W ∈ WFC(R) implies W ⊗R F ∈ WFC(R).
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Proof. (1) Let W ∈ WIC(R). Then there exists a weak injective R-module I such that W =
HomR(C, I). For any super finitely presented R-module N , we have that I⊗RF is weak injective
by the isomorphism ([21, Lemma 1.1]):
Ext1R(N, I ⊗R F )
∼= Ext1R(N, I)⊗R F.
On the other hand, by the tensor evaluation morphism ([21, 1.10]), one easily gets that
W ⊗R F = HomR(C, I) ⊗R F ∼= HomR(C, I ⊗R F )
since C is a semidualizing module. Hence W ⊗R F is C-weak injective by definition.
(2) Let W ∈ WFC(R). Then we have W = C ⊗R Q for some weak flat R-module Q. For
any super finitely presented R-module N , one gets that Q⊗RF is weak flat by the isomorphism
([24, Theorem 9.48]):
TorR1 (N,Q⊗R F )
∼= TorR1 (N,Q)⊗R F.
On the other hand, we have that
W ⊗R F = (C ⊗R Q)⊗R F ∼= C ⊗R (Q⊗R F ).
Therefore W ⊗R F is C-weak flat, as desired.
By Theorem 3.4 and Proposition 3.7, we have the following commutative diagrams for any
flat R-module F :
WIC(R)
−⊗RF //
C⊗R−

WIC(R)
C⊗R−

WI(R)
−⊗RF // WI(R),
WFC(R)
−⊗RF //
R(C,−)

WFC(R)
R(C,−)

WF(R)
−⊗RF // WF(R).
Moreover, for any flat R-module F and any injective R-module E, we obtain the following
commutative diagrams:
WIC(R)
−⊗RF//
C⊗R−

WIC(R)
R(−,E)// WFC(R)
WI(R)
−⊗RF //
R(C,−)

WI(R)
R(−,E)// WF(R)
C⊗R−
OO
WIC(R)
−⊗RF// WIC(R)
R(−,E)// WFC(R),
R(C,−)
OO
WFC(R)
R(−,E)//
R(C,−)

WIC(R)
−⊗RF// WIC(R)
WF(R)
R(−,E)//
C⊗R−

WI(R)
−⊗RF // WI(R)
R(C,−)
OO
WFC(R)
R(−,E)// WIC(R)
−⊗RF// WIC(R),
C⊗R−
OO
WFC(R)
−⊗RF//
R(C,−)

WFC(R)
R(−,E)// WIC(R)
WF(R)
−⊗RF //
C⊗R−

WF(R)
R(−,E)// WI(R)
R(C,−)
OO
WFC(R)
−⊗RF// WFC(R)
R(−,E)// WIC(R),
C⊗R−
OO
WIC(R)
R(−,E)//
C⊗R−

WFC(R)
−⊗RF// WFC(R)
WI(R)
R(−,E)//
R(C,−)

WF(R)
−⊗RF // WF(R)
C⊗R−
OO
WIC(R)
R(−,E)// WFC(R)
−⊗RF// WFC(R).
R(C,−)
OO
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Proposition 3.8. Let R be a commutative ring and P a projective R-module. Then
(1) W ∈ WFC(R) implies HomR(P,W ) ∈ WFC(R).
(2) W ∈ WIC(R) implies HomR(P,W ) ∈ WIC(R).
Proof. (1) LetW ∈ WFC(R). Then there exists a weak flat R-module F such thatW = C⊗RF .
For any super finitely presented R-module N , we have an exact sequence
0→ N ′ → P0 → N → 0
with P0 finitely generated projective and N
′ super finitely presented. Now consider the following
commutative diagram
0 // HomR(P,Tor
R
1 (N,F )) //

HomR(P,N
′ ⊗R F ) //
∼=

HomR(P,P0 ⊗R F )
∼=

0 // TorR1 (HomR(P,F ), N) // HomR(P,F )⊗R N
′ // HomR(P,F ) ⊗R P0.
Since N ′ and P0 are finitely generated and P is projective, one gets that the right two morphisms
are isomorphic by [25, Appendix A, Lemma 1.4]. Hence we have
TorR1 (HomR(P,F ), N)
∼= HomR(P,Tor
R
1 (N,F )) = 0
since F is weak flat. It follows that HomR(P,F ) is weak flat. On the other hand, we have
HomR(P,W ) = HomR(P,C ⊗R F ) ∼= HomR(P,F ) ⊗R C ∼= C ⊗R HomR(P,F ).
Thus HomR(P,W ) is C-weak flat.
(2) Let W ∈ WIC(R). Then W = HomR(C, I) for some weak injective R-module I. For
any super finitely presented R-module N , we have an exact sequence
0→ N ′ → P0 → N → 0
with P0 finitely generated projective. Consider the following commutative diagram
HomR(P,HomR(P0, I)) //
∼=

HomR(P,HomR(N
′, I)) //
∼=

HomR(P,Ext
1
R(N, I))

// 0
HomR(P0,HomR(P, I)) // HomR(N ′,HomR(P, I)) // Ext
1
R(N,HomR(P, I))
// 0.
Then the left two morphisms in the above diagram are isomorphic viewed as the swap maps. It
follows that Ext1R(N,HomR(P, I))
∼= HomR(P,Ext
1
R(N, I)). Note that I is weak injective, we
get that HomR(P, I) is weak injective.
By Theorem 3.4 and Proposition 3.8, we have the following commutative diagrams for any
projective R-module P :
WFC(R)
R(P,−) //
R(C,−)

WFC(R)
R(C,−)

WF(R)
R(P,−) // WF(R),
WIC(R)
R(P,−) //
C⊗R−

WIC(R)
C⊗R−

WI(R)
R(P,−) // WI(R).
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Consequently, we obtain the following commutative diagrams for any injective R-module E, any
flat R-module F and any projective R-module P :
WFC(R)
R(P,−)//
R(C,−)

WFC(R)
R(−,E)// WIC(R)
WF(R)
R(P,−)//
C⊗R−

WF(R)
R(−,E)// WI(R)
R(C,−)
OO
WFC(R)
R(P,−)// WFC(R)
R(−,E)// WIC(R),
C⊗R−
OO
WIC(R)
R(−,E)//
C⊗R−

WFC(R)
R(P,−)// WFC(R)
WI(R)
R(−,E)//
R(C,−)

WF(R)
R(P,−)// WF(R)
C⊗R−
OO
WIC(R)
R(−,E)// WFC(R)
R(P,−)// WFC(R),
R(C,−)
OO
WFC(R)
R(P,−)//
R(C,−)

WFC(R)
−⊗RF// WFC(R)
WF(R)
R(P,−)//
C⊗R−

WF(R)
−⊗RF // WF(R)
C⊗R−
OO
WFC(R)
R(P,−)// WFC(R)
−⊗RF// WFC(R),
R(C,−)
OO
WFC(R)
−⊗RF//
R(C,−)

WFC(R)
R(P,−)// WFC(R)
WF(R)
−⊗RF //
C⊗R−

WF(R)
R(P,−)// WF(R)
C⊗R−
OO
WFC(R)
−⊗RF// WFC(R)
R(P,−)// WFC(R),
R(C,−)
OO
WIC(R)
R(P,−)//
C⊗R−

WIC(R)
R(−,E)// WFC(R)
WI(R)
R(P,−)//
R(C,−)

WI(R)
R(−,E)// WF(R)
C⊗R−
OO
WIC(R)
R(P,−)// WIC(R)
R(−,E)// WFC(R),
R(C,−)
OO
WFC(R)
R(−,E)//
R(C,−)

WIC(R)
R(P,−)// WIC(R)
WF(R)
R(−,E)//
C⊗R−

WI(R)
R(P,−)// WI(R)
R(C,−)
OO
WFC(R)
R(−,E)// WIC(R)
R(P,−)// WIC(R),
C⊗R−
OO
WIC(R)
R(P,−)//
C⊗R−

WIC(R)
−⊗RF// WIC(R)
WI(R)
R(P,−)//
R(C,−)

WI(R)
−⊗RF // WI(R)
R(C,−)
OO
WIC(R)
R(P,−)// WIC(R)
−⊗RF// WIC(R),
C⊗R−
OO
WIC(R)
−⊗RF//
C⊗R−

WIC(R)
R(P,−)// WIC(R)
WI(R)
−⊗RF //
R(C,−)

WI(R)
R(P,−)// WI(R)
R(C,−)
OO
WIC(R)
−⊗RF// WIC(R)
R(P,−)// WIC(R).
C⊗R−
OO
4 Stability of the Auslander and Bass classes
In this section, we show that an iteration of the procedure used to describe the Auslander class
(resp. Bass class) yields exactly the Auslander class (resp. Bass class), which generalize [21,
Theorems 2 and 6.1] and [9, Propositions 3.6 and 3.7]. This enables us to provide more beautiful
characterizations of the modules in the Auslander and Bass classes. Finally, special attention is
paid to giving a partial answer to Question 2.
Lemma 4.1. ([21, Theorems 2 and 6.1]) A left R-module M ∈ AC(R) if and only if there exists
an exact sequence
X = · · · −→ P1 −→ P0 −→ U
0 −→ U1 −→ · · ·
in ModR with each Pi projective (or flat) and U
i C-injective such that M ∼= Coker(P1 → P0)
and the complex C ⊗R X is exact.
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A left S-module N ∈ BC(S) if and only if there exists an exact sequence
Y = · · · −→W1 −→W0 −→ I
0 −→ I1 −→ · · ·
in ModS with each Ii injective and Wi C-projective such that N ∼= Ker(I
0 → I1) and the
complex HomS(C,Y) is exact.
Remark 4.2. Since SCR is a faithfully semidualizing bimodule, it is straightforward to get that
all kernels and cokernels of X in Lemma 4.1 are in AC(R) by [21, Lemmas 4.1, 5.1 and Corollary
6.3]. Similarly, one can easily obtain that all kernels and cokernels of Y in Lemma 4.1 are in
BC(S).
In the following, A denotes an abelian category, all subcategories are full subcategories of
A closed under isomorphisms. We fix subcategories X and Y of A . Recall from [26] that a
subcategory X of Y is called a generator (resp. cogenerator) for Y if for any object Y in Y ,
there exists an exact sequence 0→ Y ′ → X → Y → 0 (resp. 0→ Y → X → Y ′ → 0) in Y with
X an object in X . We use gen Y (resp. cogen Y ) to denote a generator (resp. cogenerator)
for a subcategory Y .
The following two results play a crucial role in the section, which give a generalization of
[22, Theorem 5.3].
Proposition 4.3. Let X be closed under extensions and
· · · → Gn → · · · → G1 → G0 →M → 0 (4.1)
be an exact sequence in A with all Gi objects in X . Then we have the following
(1) There exists an exact sequence
· · · → Pn → · · · → P1 → P0 →M → 0 (4.2)
in A with all Pi objects in gen X .
(2) Let A = ModR, and D be an object in A such that any short exact sequence in X is
D ⊗R − exact. If (4.1) is D ⊗R − exact, then so is (4.2).
(3) Let D be an object in A such that any short exact sequence in X is HomA (D,−) exact
(resp. HomA (−,D) exact). If (4.1) is HomA (D,−) exact (resp. HomA (−,D) exact), then so
is (4.2).
Proof. (1) Let
· · · → Gn → · · · → G1 → G0 →M → 0
be an exact sequence in A with all Gi ∈ X . PutK1 = Im(G1 → G0). Then we get the following
two exact sequences
· · · → Gn → · · · → G1 → K1 → 0 and 0→ K1 → G0 →M → 0.
On the other hand, there exists a short exact sequence
0→ G→ P0 → G0 → 0
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in A with P0 an object in gen X and G ∈ X . Consider the following pull-back diagram:
0

0

G

G

0 // N //

P0 //

M // 0
0 // K1 //

G0 //

M // 0
0 0.
Let K2 = Im(G2 → G1). Then we have the following exact sequences
· · · → Gn → · · · → G2 → K2 → 0 and 0→ K2 → G1 → K1 → 0.
Now consider the following pull-back diagram:
0

0

G

G

0 // K2 // G
′
1

// N

// 0
0 // K2 // G1 //

K1

// 0
0 0.
In the sequence 0→ G→ G′1 → G1 → 0, both G and G1 belong to X , then so is G
′
1. Thus we
obtain the following exact sequences
0→ N → P0 →M → 0
and
· · · → Gn → · · · → G2 → G
′
1 → N → 0, (4.3)
where P0 is an object in gen X , and G
′
1 and Gi (i = 2, 3, · · · ) belong to X . By repeating the
above step to (4.3) and so on, one gets the desired exact sequence (4.2).
(2) Let D be an object in A such that any short exact sequence in X is D ⊗R − exact.
Then the middle columns in the above two diagrams are D ⊗R − exact. If (4.1) is D ⊗R −
exact, then both third rows in the above two diagrams are D⊗R− exact. Thus both the middle
rows in these two diagrams are also D ⊗R − exact. Hence the sequence (4.3) is D ⊗R − exact.
Continuing this process, one can easily deduce that (4.2) is D ⊗R − exact.
(3) The proof is similar to that of (2).
Dually, we have the following
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Proposition 4.4. Let X be closed under extensions and let n ≥ 1 and
0→M → G0 → G1 → · · · → Gn → · · · (4.4)
be an exact sequence in A with all Gi objects in X . Then we have the following
(1) There exists an exact sequence
0→M → I0 → I1 → · · · → In → · · · (4.5)
in A with all Ii objects in cogen X .
(2) Let A = ModR, and D be an object in A such that any short exact sequence in X is
D ⊗R − exact. If (4.4) is D ⊗R − exact, then so is (4.5).
(3) Let D be an object in A such that any short exact sequence in X is HomA (D,−) exact
(resp. HomA (−,D) exact). If (4.4) is HomA (D,−) exact (resp. HomA (−,D) exact), then so
is (4.5).
By Propositions 4.3 and 4.4, we get immediately the following two results.
Corollary 4.5. (1) A left R-module M has a projective resolution which is C ⊗R − exact if
and only if there exists a C ⊗R − exact exact sequence · · · → G1 → G0 → M → 0 with each
Gi ∈ AC(R).
(2) A left S-module N has a C-projective resolution which is HomR(C,−) exact if and only if
there exists a HomR(C,−) exact exact sequence · · · → V1 → V0 → N → 0 with each Vi ∈ BC(S).
Corollary 4.6. (1) A left R-module M has a C-injective coresolution which is C ⊗R − exact
if and only if there exists a C ⊗R − exact exact sequence 0 → M → G
0 → G1 → · · · with each
Gi ∈ AC(R).
(2) A left S-module N has an injective coresolution which is HomR(C,−) exact if and only
if there exists a HomR(C,−) exact exact sequence 0 → N → V
0 → V 1 → · · · with each
V i ∈ BC(S).
Set [AC(R)]
1 = AC(R), and inductively set [AC(R)]
n+1 = {M ∈ ModR | there exists a
C ⊗R − exact exact sequence · · · → G1 → G0 → G
0 → G1 → · · · in ModR with all Gi and G
i
in [AC(R)]
n such that M ∼= Coker(G1 → G0)} for any n ≥ 1.
Theorem 4.7. [AC(R)]
n = AC(R) for any n ≥ 1.
Proof. It is easy to see that AC(R) ⊆ [AC(R)]
2 ⊆ [AC(R)]
3 ⊆ · · · is an ascending chain of
subcategories of ModR.
Let A ∈ [AC(R)]
2. Then there exists a C ⊗R − exact exact sequence
· · · → G1 → G0 → G
0 → G1 → · · ·
in ModR with all Gi and G
i in AC(R) such that A ∼= Coker(G1 → G0). It follows from Corollary
4.5 that A has a projective resolution which is C ⊗R − exact. On the other hand, A has a C-
injective coresolution which is C ⊗R − exact by Corollary 4.6. Hence A ∈ AC(R) by Lemma
4.1, and so [AC(R)]
2 ⊆ AC(R). Thus we have that [AC(R)]
2 = AC(R). By using induction on
n we can easily get the assertion.
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Set [BC(S)]
1 = BC(S), and inductively set [BC(S)]
n+1 = {M ∈ ModS | there exists a
HomS(C,−) exact exact sequence · · · → V1 → V0 → V
0 → V 1 → · · · in ModS with all Vi and
V i in [BC(S)]
n such that M ∼= Ker(V 0 → V 1)} for any n ≥ 1. Dual to Theorem 4.7, one easily
gets the following result.
Theorem 4.8. [BC(S)]
n = BC(S) for any n ≥ 1.
As applications of Theorems 4.7 and 4.8, we can immediately obtain the following two results,
which give some equivalent characterizations of the modules in the Auslander and Bass classes
in terms of weak flat, weak injective, C-weak injective and C-weak flat modules. For a non-
negative integer n, we use P(R)≤n (resp., F(R)≤n, I(S)≤n and FI(S)≤n) to denote the class
of left R- (or left S-) modules of projective (resp., flat, injective and FP-injective) dimension at
most n.
Corollary 4.9. The following statements are equivalent for a module M ∈ ModR.
(1) M ∈ AC(R).
(2) There exists a C ⊗R − exact exact sequence
· · · → G1 → G0 → G−1 → · · ·
in ModR with all Gi ∈ P(R)≤n or IC(R)≤n such that M ∼= Coker(G1 → G0).
(3) There exists a C ⊗R − exact exact sequence
· · · → G1 → G0 → G−1 → · · ·
in ModR with all Gi ∈ F(R)≤n or IC(R)≤n such that M ∼= Coker(G1 → G0).
(4) There exists a C ⊗R − exact exact sequence
· · · → G1 → G0 → G−1 → · · ·
in ModR with all Gi ∈ F(R)≤n or FIC(R)≤n such that M ∼= Coker(G1 → G0).
(5) There exists a C ⊗R − exact exact sequence
· · · → G1 → G0 → G−1 → · · ·
in ModR with all Gi ∈ WF(R)≤n or WIC(R)≤n such that M ∼= Coker(G1 → G0).
Corollary 4.10. The following statements are equivalent for a module N ∈ ModS.
(1) N ∈ BC(S).
(2) There exists a HomS(C,−) exact exact sequence
· · · → V1 → V0 → V−1 → · · ·
in ModS with all Vi ∈ I(S)≤n or PC(S)≤n such that N ∼= Coker(V1 → V0).
(3) There exists a HomS(C,−) exact exact sequence
· · · → V1 → V0 → V−1 → · · ·
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in ModR with all Vi ∈ I(S)≤n or FC(S)≤n such that N ∼= Coker(V1 → V0).
(4) There exists a HomS(C,−) exact exact sequence
· · · → V1 → V0 → V−1 → · · ·
in ModR with all Vi ∈ FI(S)≤n or FC(S)≤n such that N ∼= Coker(V1 → V0).
(5) There exists a HomS(C,−) exact exact sequence
· · · → V1 → V0 → V−1 → · · ·
in ModS with all Vi ∈ WI(S)≤n or WFC(S)≤n such that N ∼= Coker(V1 → V0).
We round off the paper by giving a partial answer to Question 2, which may be viewed
as an illustration of the usefulness of the stability of the Auslander and Bass classes. Before
that, recall from [15] that a left R-module M is called Gorenstein FP-injective if there exists
an exact sequence of FP-injective left R-modules · · · → E1 → E0 → E
0 → E1 → · · · with
M = Ker(E0 → E1) such that HomR(P,−) leaves this sequence exact whenever P is a finitely
presented left R-module of finite projective dimension.
Theorem 4.11. If SCR is a faithfully semidualizing bimodule with finite S-projective dimension,
then every Gorenstein injective modules in ModS is in BC(S).
Proof. Let SCR be faithfully semidualizing with finite S-projective dimension. Then it is (super)
finitely presented, and so every Gorenstein FP-injective module in the sense of [15] belongs to
BC(S) by Corollary 4.10. It follows that all Gorenstein injective modules in ModS are in BC(S)
by [15, Proposition 2.5].
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