Abstract. We give efficient distributed approximation algorithms for weighted versions of the maximum matching problem and the minimum dominating set problem for graphs from minor-closed families. To complement these results we indicate that no efficient distributed algorithm for the minimum weight connected dominating set exists.
Introduction
Efficient distributed algorithms for only very few graph-theoretic problems are known. At the same time there has been much more success in designing efficient distributed algorithms in case the underlying topology of the network has additional properties. For example, many problems can be solved efficiently in constant maximum degree graphs and some problems admit rather easy distributed approximations in graphs of bounded arboricity (for example in planar graphs). In this paper, we will study distributed complexity of three fundamental problems in proper minor-closed families of graphs. We will show that the maximum-weight matching problem and the minimum-weight dominating set problem admit efficient distributed approximations but the minimum-weight connected dominating set problem does not. This extends and complements the results from [3] where distributed complexity of unweighted versions of the above problems is analyzed. Note however that algorithms for weighted problems are significantly different than the ones from [3] . In fact, even the distributed complexity of weighted and unweighted problems can be different. For example, in [3] we proved that the minimum-connected dominating set problems admits an efficient distributed approximation in connected graphs which come from minorclosed families. This is not the case for the weighted analog as we indicate in the last section of this paper. The algorithms for weighted versions of the maximum matching and the minimum dominating set problems are in turn based on a completely new and provably more powerful partitioning algorithm than the corresponding clustering procedure in [3] .
Terminology and notation
We will consider the message-passing distributed model (see Linial [10] ). In this model, network is represented by an undirected graph with vertices corresponding to processors, and edges corresponding to communication links between processors. The network is synchronized and computations proceed in discrete rounds. In a single round a vertex can send and receive messages from its neighbors, and can perform some local computations. Neither the amount of local computations nor the lengths of messages are restricted in any way. We will also assume that nodes in the network have unique identifiers which are positive integers from {1, . . . , |G|} where |G| is the order of G and is globally known. Although different possible measures of efficiency of a distributed algorithm can be assumed, following [10] we call a distributed algorithm efficient if it runs in a poly-logarithmic (in the order of the graph) number of rounds. Consequently, if the diameter of the underlying network is poly-logarithmic then any of the above problems admits a trivial efficient solution. In this paper, we shall focus on distributed approximation algorithms for minor-closed families. All graphs are simple and in the graph-theoretic terminology we will follow [5] . A graph H is called a minor of G if it can be obtained from a subgraph of G by a series of edge contractions. A family C is called minor-closed if for any graph G ∈ C every minor of G is also in C. A family C is proper if there is a graph G which is not in C and is non-trivial if it contains a graph with at least one edge. We will always assume that our minor-closed family is both proper and non-trivial. Although the most important example of a minor-closed family is certainly the class of planar graphs, algorithmic questions for different minor-closed classes of graphs, like the family of graphs with a bounded tree-width or a bounded genus, have recently attracted attention. Let C be a minor-closed family and let ρ := sup G∈C ||G|| |G| be the edge density of C. It is known (see for example [12] ) that ρ is finite if and only if C is a proper minor-closed family. We will write C ρ for a minor-closed family with edge density ρ and assume that ρ is known by an algorithm. A matching in graph G is a subset M of edges of G with no two edges from M sharing a vertex. For an edge-weighted graph (G,ω) with ω : E(G) → R + ∪ {0} we denote by β(G) the maximum weight of a matching in G, that is β(G) = max M e∈Mω (e). A dominating set in a graph G is a subset D of vertices such that for every vertex v / ∈ D a neighbor of v is in D. For a vertex-weighted graph (G, ω) with ω : V (G) → R + ∪ {0} we denote by γ(G) the minimum weight of a dominating set in G, that is γ(G) = min D v∈D ω(v). Finally, a dominating set D is called a connected dominating set in G if it is a dominating set and the subgraph of G induced by D is connected.
We will denote by |G| the order of G, that is the number of vertices of G and by ||G|| the size of G, that is the number of edges of G. As already noted we assume that each vertex v has a unique identifier ID(v) and ID : V (G) → {1, . . . , |G|}. Since our partitioning algorithm will be applied to an auxiliary graph of G and it will be important to distinguish between the range of identifiers in the auxiliary graph and the order of the graph we denote by ID(H) = v∈V (H) {ID(v)}.
Results
We give distributed approximation algorithms for the maximum-weight matching problem and for the minimum-weight dominating set problem for graphs from a minor-closed family C ρ . In the case of the maximum-weight matching problem we will give a distributed algorithm which given a positive integer d finds in an edge-weighted graph (G,ω) with G ∈ C ρ a matching M of weight
The algorithm runs in a poly-logarithmic number of rounds. (Theorem 4.) For the minimum-weight dominating set problem, we will prove that there is a distributed algorithm which given a positive integer d finds in vertex-weighted graph (G, ω) with G ∈ C ρ a dominating set D such
. This algorithm again runs in a poly-logarithmic number of rounds. (Theorem 5.) For the minimum-weight connected dominating set problem we indicate that to accomplish any finite multiplicative approximation error, Ω(|G|) rounds are needed. Both algorithms use a vertex partitioning procedure which partitions the vertex set of a graph G into sets V 1 , . . . , V l so that each G[V i ] has a poly-logarithmic diameter and the weight of the border vertices is small with respect to the total weight of G (see Corollary 3 for a precise statement).
Related Work
We will briefly put our results in a more general context. The reader is directed to Elkin's survey [6] for a more comprehensive overview of distributed approximation algorithms. Let us first note that efficient distributed algorithms that find exact solutions to the above problems do not exist (even for unweighted analogs). For example, the minimum dominating set problem and the maximum matching problem when restricted to a cycle G cannot be found in o(|G|) rounds ( [10] ). In addition, to achieve a poly-logarithmic approximation ratio for minimum dominating set at least max{Ω( log |G|/ log log |G|)Ω(log ∆/ log log ∆)} rounds are required ( [8] ). Distributed approximation algorithms for planar graphs were studied in [2] and [4] . In particular, [2] contains an efficient distributed approximation for the maximum-weight independent set problem in planar graphs and [3] contains efficient distributed algorithms for unweighted versions of the three problems in minor-closed families of graphs.
Organization
In the rest of the paper we will first discuss vertex partitioning problems in weighted graphs and give our main auxiliary procedure (Section 2). Then, in Section 3, we give our approximation algorithms.
Partitioning of vertex-weighted graphs
We will start with fixing some general graph-theoretic terminology. For a graph G, V (G) will denote the vertex set of G and E(G) will denote the edge set of
is the length of the shortest path between u and u ′ , the diameter of
. In addition for a subgraph H of G we will consider two different diameters of H. The strong diameter of H, SDiam G (H), will be defined as as diam H and the weak diameter of H, W Diam G (H), will be defined as
Let C ρ be a minor-closed family of graphs G with the edge-density ρ, that is
where the supremum is taken over all graphs from C ρ . It is known (see [12] for this and many other results) that ρ is finite if and only if C ρ is a proper minorclosed family. In addition, in the paper, we will always assume that C ρ is proper and ρ > 0. Although vast majority of the paper is concerned with vertex-weighted graphs, we will start with a brief discussion that shows a connection between distributed partitioning problems for vertex-weighted and edge-weighted graphs (Section 2.1). In Section 2.2, we will give an efficient distributed partitioning algorithm for vertex-weighted graphs from C ρ . The distributed algorithm is deterministic but we assume that both |G| and ρ are known to all vertices of G.
Weighted graphs
For a graph G ∈ C ρ we will consider two types of weight functions on G. Pair (G, ω) with ω : V (G) → R + ∪ {0} will be called vertex-weighted graph G and the pair (G,ω) withω : E(G) → R + ∪ {0} will be called edge-weighted graph G. We need some more notation and terminology. Let (G, ω) be a vertex-weighted graph. For a set S ⊆ V (G) we define ω(S) := v∈S ω(v). A vertex of S is called a border vertex in S if it has a neighbor in V (G)\ S. The set of all border vertices in S is denoted by ∂(S) and for a partition
In the case of an edge-weighted graph (G,ω) we define∂(S) to be the set of all edges with one endpoint in S and another in V (G) \ S. Then for a partition 
Similarly we define an (a, b)-edge-weight partition of (G,ω). We will be almost exclusively interested in cases when both a and b are poly-logarithmic functions. In [2] , a distributed algorithm that finds a (log |G|, log |G|)-edge-weight partition of an edge-weighted planar graph G is given. The algorithm runs in a poly-logarithmic number of rounds. This edge-weight partition can be used to give distributed approximation algorithms for the maximum-weight independent set problem. In addition, a similar procedure can be used to give distributed approximations for the unweighted versions of the maximum matching problem or the minimum dominating set problem in graphs G which come from a fixed minor-closed family. On the other hand, the edge-weight partition property is not strong enough to yield approximations for weighted analogs of the maximum matching problem or the minimum dominating set problem. As we will show in the next section, vertex-weight partition can be found by a distributed algorithm efficiently and can be used to design approximations for the weighted versions of the above two problems. Let us first note however the vertex-weight partition is indeed stronger than an edge-weight partition.
Partitioning Algorithm
We will now give an algorithm which finds an (a, b)-vertex-weight partition. Let us start by fixing some additional terminology. Let G be a graph from C ρ and let ω : V (G) → R + ∪ {0}. A small modification (change in the number of iterations) of the algorithms Clustering and WISPlanar from [2] yields the following two facts. Lemma 1. Let C ρ be a minor-closed family of graphs. Let G ∈ C ρ and let (G,ω) be an edge-weighted graph. There exists a distributed algorithm which given a
Lemma 2. Let C ρ be a minor-closed family of graphs. Let G ∈ C ρ and let (G, ω) be a vertex-weighted graph. There exists a distributed algorithm which given a constant d > 2ρ finds in O(log |G| log * |G|) rounds a maximal independent set I in G with
Our first procedure, Heavy Subset, finds a subset of vertices of a large weight which induces subgraphs of small weak diameter. As the procedure is a bit technical we will divide it into two phases. Heavy Subset Phase 1. Use the algorithm Decomposition from [3] to find a partition (V 1 , . . . , V k ) of V (G) with properties that each V i is an independent set, k = O(log |G|), and for every i,
Give the orientation (u, v) (from u to v) to every edge {u, v} with u ∈ V i and v ∈ V j whenever i < j and define the weight of (u, v) by settingω(u, v) := ω(u).
Note that the out-degree of this directed graph is at most 3ρ.
and let D ρ denote the constant from Lemma 1. Find a (D ρ , d)-edge-weight partition (V 1 , . . . , V k ) of (G,ω). Consider two sets of vertices: B (black) and W (white). Set initially B := V (G) and W := ∅. For every vertex u, in parallel, if u ∈ V i and there is a vertex v ∈ V \ V i such that (u, v) is an arc, then change the color of u to white. We will end the phase one here. First note the following fact. In addition, we have the following easy lemma.
Lemma 3. Let B be the set of black vertices in G after Heavy Subset Phase 1. We have
Heavy Subset Phase 2. After the execution of phase one (V 1 , . . . , V k ) is a partition of V (G) and every edge with endpoints in different V i 's has at least one endpoint in W . Consequently some of the border vertices of each V i can be white. A vertex w is called a troubler if w ∈ W and for some v i ∈ V i ∩ B and v j ∈ V j ∩ B with i = j, v i wv j is a path (of length two) in G. In other word a troubler is a white vertex which is connected by an edge with two black vertices in different V i 's. Clearly only a border vertex can be a troubler. Recall that in phase one we gave an orientation to all edges of G. We shall now define an auxiliary hypergraph. For each troubler w, if w is in V i and has more than one out-neighbor in B ∩ (V \ V i ) then consider the hyper-edge f w consisting of these out-neighbors and let H be the hypergraph H := (B, {f w }). Note that as H is on B, there can be many isolated vertices in H. In addition |f w | ≤ 3ρ for any troubler w as the out-degree is at most 3ρ. Next task is to find a "heavy" maximal independent set I in H. This is done by consider the graph G ′ with V (G ′ ) := B and the edge set E(G ′ ) obtained in the following way. Every troubler w selects two distinct vertices u, v ∈ f w and adds the edge {u, v} to E(G ′ ). Then every edge in G ′ corresponds to a path uwv in G with w ∈ W and different paths contain different w's. Therefore G ′ is a topological minor of G and so G ′ ∈ C ρ . Use Lemma 2 to find a maximal independent set I in G ′ with ω(I) ≥ ω(B)/(2ρ + 1) ≥ ω(V (G))/(2ρ + 1) 2 and repaint vertices from B\I with the white color. Repeat the process after updating sets f w and the hypergraph H. Note that in each round of the above procedure, the size of f w drops by at least one and so after 3ρ − 1 rounds |f w | ≤ 1 for every troubler w. Consequently, the last instance of I from the loop above is an independent set in the initial hypergraph H. In addition we see that I has a large weight. 
In addition, set ω(v U ) := w∈B∩U ω(w). Finally, note that the graph G ′′ is in C ρ and so by Lemma 2, we can find an independent set I in G ′′ of weight which is at least ω(V (G ′′ ))/(2ρ + 1) which by Fact 2 is at least ω(V (G))/(2ρ + 1) 3ρ+1 . Now repaint all vertices of B which are not in a set U with v U ∈ I with the white color. Finally consider the subgraphG of G induced by edges from E(G) which have at least one endpoint in B and return the components ofG. This is the end of phase two.
Lemma 4. Let B be the set obtained in Phase 2 and let L 1 , L 2 , . . . , L p be the components ofG which are returned in the end of phase two. We have:
Proof. We have already proved the first part. Recall that I denotes the independent set in G ′′ obtained in HeavySubset Phase 2 and let v U , v U ′ ∈ I. We will first show that dist G (U ∩ B, U ′ ∩ B) ≥ 3. To that end assume first that U ⊂ V i and U ′ ⊂ V j with i = j and suppose that there is a path of length at most two with one endpoint in U ∩ B and another in U ′ ∩ B. Clearly the path cannot have length one as every edge from E G (V i , V j ) has one endpoint in W (Fact 1). Consequently the path has length two and has the form v i wv j with w ∈ W . Thus w is a troubler after all of the iterations in H and either v i = u w or v j = u w which yields an edge between v U , v U ′ in G ′′ and contradicts the fact that I is independent. Now suppose that U, U ′ ⊂ V i . Then the graphs induced by U, U ′ are components inG i and so the distance between U ∩ B and U ′ ∩ B in G[V i ] is at least three. In addition, if there is vertex w ∈ V j for j = i with a neighbor in U ∩ B and U ′ ∩ B then w ∈ W and |f w | ≥ 2 which is not possible. Now take a component L ofG and let v U ∈ I be such that L and U intersect in a black vertex. Also let i be such that U ⊆ V i . If NG(U ∩ B) ⊆ V i then the vertex set of L is a subset of V i and so the diameter of L is at most D ρ . Otherwise take a vertex u ∈ NG(U ∩ B) \ V i . Then u is white and so u is troubler. As there are no edges inG with both endpoints white, u has at most two neighbors inG and both of them are black. If one of them is in
Now we can describe our main partitioning algorithm. Vertex-weight Partition. Given is a vertex-weighted graph (G, ω) with G ∈ C ρ and a positive integer t which can depend on |G|. Iterate with i from 1 to t. In the ith iteration, invoke Heavy Subset to find the set of black vertices B and the components L 1 , L 2 , . . . , L p from Lemma 4. Obtain the minor G i of G i−1 by contracting each of the L 1 , L 2 , . . . , L p to a single vertex and set the weight of the vertex obtained from L i to be equal to the total weight of white vertices in L i . Let G t be the graph obtained from G after all t iterations. For each vertex Q in G t consider the set V Q of all vertices in G which have been contracted to Q in the above iterations and return the partition P = (V Q |Q ∈ V (G t )).
Lemma 5. Let P = (V 1 , V 2 , . . . , V k ) be the partition of graph G ∈ C ρ obtained by Vertex-weight Partition with given parameter t. 
Proof. Let G i denote the graph obtained after the ith iteration of VertexWeight Partition and let
t . To verify part (b), we consider the sequence of partitions {P i } where P i is the partition of V (G) obtained be creating a partition class for each vertex Q in G i consisting of vertices that has been contracted to Q in iterations 1, . . . , i. Let 
For the next corollary, recall that ID : V (G) → {1, . . . , m} is a function with ID(v) equal to the identifier of vertex v. Although, as mentioned in the introduction, in the original graph G, ID(V (G)) is assumed to be equal to V (G), in applications we will partition auxiliary graphs and it will be important to distinguish between |G| and the order of the auxiliary graph.
Corollary 3 (a) There is a distributed algorithm which given 0 < ǫ < 1 finds in a vertex-weighted graph (G, ω) with G ∈ C ρ an (a, b)-vertex-weight partition P = (V 1 , . . . , V k ) with b ≥ 1/ǫ and a ≤ D(ǫ) for some constant D(ǫ). The algorithm runs in O(log |G| log * |G|) rounds.
(b) There is a distributed algorithm which given a positive integer p finds in a vertex-weighted graph (G, ω) with G ∈ C ρ and ID(v) ≤ m for every v ∈ V (G) an (a, b)-vertex-weight partition P = (V 1 , . . . , V k ) with b = log p m and a = polylog(m). The algorithm runs in a pol-logarithmic (in m) number of rounds.
Applications
We will now show how to use the vertex-weight partition to design distributed approximations for the minimum-weight dominating set problem and the maximumweight matching problem.
Matchings
Let us start with the maximum-weight matching problem. Let (G,ω) be an edgeweighted graph with G ∈ C ρ . In the algorithm, we first find a subgraph of G and use it to define the vertex-weighted graph (G, ω). Then we apply the partitioning procedure from Corollary 3. The procedure takes a positive integer d as an input. ApproxMWM. Use the algorithm Decomposition from [3] to find a partition of V (G) into k sets V 1 , . . . , V k so that each V i is an independent set, k = O(log |G|), and for every i, if v ∈ V i then |N (v) ∩ j>i V j | ≤ 3ρ. For every vertex v if v ∈ V j then v properly colors all edges in E({v}, j>i V j ) using colors from {1, . . . , 3ρ}. Let F i be the subgraph of G induced by edges of color i. Then Theorem 4. Let (G,ω) be an edge-weighted graph with G ∈ C ρ . There is a distributed algorithm which given a positive integer d finds a matching M in G withω
where β(G) is the weight of a maximum-weight matching in G. The algorithm runs in a poly-logarithmic number of rounds.
Proof. We use ApproxMWM. Note thatω(Q) ≤ 3ρβ(G) and so the total vertex weight of G satisfies ω(V (G)) ≤ 3ρβ(G). Moreover we have that, for every edge {u, v} ∈ E(G),ω({u, v}) ≤ ω(u) + ω(v). Indeed if {u, v} ∈ Q then this is clear. If {u, v} is not in Q and {u, v} is in F i then there exist at most two edges e 1 = {u, w}, e 2 = {v, z} in M i such thatω({u, v}) ≤ω(e 1 ) +ω(e 2 ). Consequentlyω({u, v}) ≤ ω(u) + ω(v). We have
Every matching in G contains two types of edges: edges with both endpoints in some V i and edges that are incident to ∂(P ). The total weight of the latter is at most
by (1) and so the matching M returned by ApproxMWM satisfies
Dominating and connected dominating sets
In this section we discuss dominating set problems. Due to space limitations, we will not be able to provide full details (the full version is available from authors' web sites). Let (G, ω) be a vertex-weighted graph. Recall that for any D ⊆ V (G) we have ω(D) := v∈D ω(v). We will denote by γ(G) = min ω(D) where the minimum is taken over all dominating sets in graph G. Our approximation algorithm proceeds in two main phases. First we find a constant approximation of γ(G) and next we find a more accurate approximation. The algorithm runs in a poly-logarithmic number of rounds.
In the case of the weighted connected dominating set problem, one can show that no non-trivial approximation factor can be obtained in o(|G|) rounds even when G is a cycle.
