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 Resume
Nous presentons dans cette these une etude sur des algorithmes distribues
asynchrones de controle

Un algorithme de controle etablit une structure virtuelle sur un reseau de sites
communicants
 Nous faisons le choix de faire un minimum dhypotheses sur les
connaissances de chaque site
 De meme nous evitons autant que possible dutiliser
des mecanismes conduisant a des attentes qui peuvent etre penalisantes comme
par exemple lutilisation de synchroniseurs
 Ces choix conduisent a privilegier les
modes de fonctionnement essentiellement locaux
 Nous introduisons toutefois une
limite a cette demarche dans ce travail nous ne considerons que des algorithmes
deterministes

Dans ces circonstances un probleme essentiel de lalgorithmique distribuee est
letablissement dune structure de controle couvrant la totalite du reseau dans
laquelle chaque site distingue certains de ses voisins de facon specique

Nous avons choisi detudier plus particulierement les algorithmes de construc
tion darbre couvrant
 Nous montrons comment passer de cette structure au pro
bleme de lelection et a dautres problemes classiques de lalgorithmique distri
buee

Les algorithmes de construction darbre couvrant etudies sont de deux types 
ceux qui gerent des phases logiques et ceux qui fonctionnent sans ces phases et qui
sont resolument plus imprevisibles dans leur fonctionnement
 Nous presentons un
algorithme de ce type qui a potentiellement une grande resistance aux pannes car
en plus de son fonctionnement caracteristique il est associe a une election non
predeterminee par le reseau contrairement a la grande majorite des algorithmes
de la litterature

Nous etudions dautres algorithmes de construction darbre couvrant avec
contraintes ces dernieres apportant une plus grande ecacite a la structure de
controle etablie
 En particulier nous considerons la contrainte de poids total
minimum qui caracterise plutot une recherche economique et celle de diametre
minimum qui concerne lecacite a la fois en temps mais aussi evidemment en
messages
 Cette contrainte na jamais ete etudiee a notre connaissance en algo
rithmique distribuee
 Nous presentons plusieurs algorithmes distribues suivant la
presence ou non de pannes

Letude pratique de ces algorithmes distribues asynchrones sur de grands re
seaux nous a conduit a lelaboration dun simulateurevaluateur
 Ce dernier par
rapport a ses tres nombreux concurrents a lavantage detre tres simple donc
aisement adaptable
 Pour rendre la simulation plus realiste et plus rapide nous
lavons aussi implante sur des machines paralleles
 Le meme code source pouvant
etre execute sur une machine sequentielle sur une machine parallele a memoire
partagee ou encore sur une machine distribuee
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Introduction
Des ordinateurs qualies dhyperparalleles sont deja apparus sur le mar
che des reseaux internationaux existent mais meme si comme M
 Daniel Hil
lis Apere B de la connection machine nombreux sont ceux qui pensaient quen
multipliant le nombre des processeurs on multiplie la puissance de calcul le de
veloppement de logiciels adequats savere etre une tache dicile
 Le reve dune
puissance demesuree se dissout face a des problemes de taille  comprendre ma
triser et diriger les communications entre des milliers de processeurs
 Meme si
dans certaines applications comme par exemple le traitement dimage des re
sultats probants ont ete obtenus le probleme reste tres dicile pour les autres
applications et conduit les chercheurs du mathematicien au programmeur a de
nouveaux modes de pensee

En eet depuis lenfance lapprentissage ainsi que la resolution de problemes
sont habituellement decomposes en petites taches executees en sequence les unes
apres les autres
 Cette technique ne peut pas en general etre conservee dans
lutilisation de lhyperparallelisme ou parallelisme massif

Un secteur desormais actif de la recherche sinteresse de pres aux algorithmes
distribues
 Ces algorithmes sont par denition des algorithmes destines a fonc
tionner en milieu distribue cest a dire sur des machines disposant de processeurs
sans memoire commune ou encore sur des reseaux de sites communicants
 Ces
environnements peuvent etre caracterises par un graphe G  XU ou X est
lensemble des sommets representants les sites et U est lensemble des aretes
representant les liens de communication entre ces sites
 Un site etant soit un pro
cesseur soit plusieurs voire un reseau de communication local entre machines
distinctes
 La seule contrainte et qui dailleurs savere generalement realisee dans
la pratique est lexistence dune liaison unique entre le reseau principal et le
site par arete du graphe des communications
 Ce site sil represente un reseau
local devra distinguer un unique processeur parmi ceux composant son reseau
pour les communications avec A le monde exterieur B ie le reseau principal

Nous considerons ici des reseaux de sites sans memoire globale et sans horloge
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 Les sites travaillent en parallele et de facon asynchrone
 Toute action
dun site est conditionnee par la reception dun ou plusieurs messages on parle
alors dalgorithme Amessagedriven B

Actuellement en plus de lexistence de reseaux locaux autant quinternatio
naux on voit arriver sur le marche des machines paralleles qui sont en fait des ma
chines distribuees cest a dire formees dun reseau de quelques dizaines a quelques
milliers de processeurs independants relies par un reseau dinterconnexion sans
memoire commune voir par exemple les machines Thinking Machines CM
KSR IBM SP et dautres dont on presente dans le chapitre  quelques carac
teristiques techniques
 Ces machines sont donc une justication supplementaire
si cela etait necessaire de linteret de lalgorithmique distribuee

Lun des problemes majeurs avec des reseaux de sites sans memoire commune
est celui de sa structuration virtuelle
 De nombreux travaux ont ete realises nous
avons voulu apporter notre pierre a ledice
 Nous avons cherche a etablir des al
gorithmes utilisant les hypotheses les plus faibles possible au sens mathematique
du terme
 Cest a dire que ces algorithmes sont en grande partie independants
du materiel
 Ils sont asynchrones il ny a pas necessite dexistence dune hor
loge globale et ne presupposent pas de connaissance sur la topologie du reseau
a part peutetre sa connexite ni sur sa taille sauf exception speciee dans le
texte
 Nous ne formons pas non plus dhypothese sur lhomogeneite du reseau 
les machines qui le composent peuvent etre de capacites et de puissance die
rentes seul le protocole de communication doit etre le meme pour toute machine

De plus nous ne ferons en general pas de restriction sur le nombre et lidentite des
initiateurs des algorithmes distribues consideres
 En particulier et sauf exception
precisee dans le texte nous ne ferons pas lhypothese dun initiateur unique

La justication de ces choix tient en ce que laugmentation previsible de
la taille des reseaux et des machines distribuees la combinaison des moyens
physiques de connexion cables coaxiaux bres optiques ondes Hertziennes



conduit a des topologies physiques imprevisibles voire memedynamiques
 Dautre
part lorsquil y a un tres grand nombre de processeurs la probabilite que lun
dentre eux au moins tombe en panne est forte et des algorithmes dont le
fonctionnement est essentiellement local sont a priori plus resistants aux pannes
franches de sites et de lignes

Par ces choix nous nous placons dans la lignee des travaux de I
 Lavallee et
de C
 Lavault Laval Lavau

Suivant les auteurs la structuration virtuelle dun reseau consiste avec even
tuellement quelques hypotheses supplementaires telles que la connaissance de la
topologie du graphe ou du nombre de sommets en la construction de structures
de controle sur la totalite des processus brisant ainsi la symetrie dorigine
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Introduction 
Avec letablissement de la structure virtuelle chaque processus acquiert des
connaissances supplementaires sur le reseau connaissances liees a la structure
de controle etablie
 Cest a dire que chaque site distingue certains de ses voisins
comme etant privilegies et jouant des roles particuliers

Les structures generalement utilisees sont lanneau virtuel ou lArbre Couvrant
voir Awer GaHS HeMR KoKM LaLaa LaRo

LArbre Couvrant AC permet la resolution de plusieurs problemes en al
gorithmique distribuee tels lexclusion mutuelle TrNa ou la synchronisation
Awerc  il est lie aussi aux problemes de calculs distribues de base tels la re
cherche dextremum lelection et la terminaison distribuee
 Nous rappelons de
quelle facon ces problemes se reduisent a la construction dAC dans le chapitre 

Dans le present travail nous presentons une etude a la fois pratique et theo
rique sur de nouveaux algorithmes de construction dArbre Couvrant avec ou
sans contraintes
 Les algorithmes de construction dAC sont de deux types  ceux
qui gerent des phases logiques et ceux qui fonctionnent sans ces phases et qui
sont resolument plus imprevisibles dans leur fonctionnement
 Le fait de ne pas
pouvoir prevoir le comportement dun algorithme rend son analyse dicile mais
du point de vue de la resistance aux pannes malveillances ou de lespionnage
cela peut etre un atout

Dans la litterature de lalgorithmique distribuee le probleme de lelection est
souvent lie au probleme de la construction dun Arbre Couvrant sur le reseau

Usuellement le processus elu est la racine de lAC et est didentite maximum ou
minimum

Dans notre premier algorithme en plus de la construction dun Arbre Cou
vrant sans phases logiques nous eectuons une election dun site dont on ne peut
a priori prevoir lidentite
 Cest a dire quelle nest pas liee a la recherche dun
extremum comme la majorite des algorithmes delection
 Il sagit la dune etape
importante dans la recherche dun algorithme elaborant une structure de controle
reellement resistante aux pannes
 En eet si lelu est previsible il peut etre la
cible dactions exterieures et si cest toujours le meme sa charge de fonctionne
ment est plus importante donc sa probabilite de tomber en panne est alors aussi
plus importante
 Nous montrerons que son analyse theorique dans le pire des cas
peut etre trompeuse au vu de ses performances pratiques comparables au meilleur
algorithme connu qui utilise la notion de jeton et est par consequent resolument
plus A sequentiel B

Nous etudions dautres algorithmes de construction dArbre Couvrant avec
contraintes ces dernieres apportant une plus grande ecacite a la structure de
controle etablie
 En particulier laccent sera mis sur les contraintes de poids total
minimal qui caracterise plutot une recherche economique et celle de diametre
These Paris VIII mars 
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Notre second apport est ainsi un algorithme qui construit un Arbre Couvrant
de Diametre Minimum probleme nouveau en algorithmique distribuee et dont
linteret reside dans le gain potentiel que represente cette structure
 En eet
la contrainte de diametre minimal minimise dans cette structure les delais de
communication entre sites ainsi que les messages
 Nous considerons le diametre
D dun graphe sous sa forme A valuee B cest a dire qui est la somme des poids des
aretes du plus long des plus courts chemins
 Clairement si les poids representent
des delais de communications il existe toujours au moins deux sites du reseau
qui necessitent au moins D unites de temps pour le transfert dinformations dun
site a un autre
 Si les poids sont tous identiques a  alors il faudra au moins D
messages pour ce meme transfert
 La technique employee ainsi que lalgorithme
ont fait lobjet dune communication a une conference internationale  BuBub

Nous decrivons ces algorithmes et certains de leurs concurrents dont nous
avons pu reveler certains defauts dans le chapitre 
 Dans ce meme chapitre nous
expliquerons pourquoi le probleme de lelection est equivalent au probleme de la
construction dArbre Couvrant ce qui nous amenera a considerer un algorithme
de parcours de graphe sous de nouveaux aspects

Apres avoir dans le chapitre  precise les diverses notations et denitions
classiques de la theorie des graphes ainsi que quelques proprietes essentielles le
chapitre  illustre quelques notions sur les reseaux ainsi quune discussion sur
les problemes de pannes
 Certains algorithmes du chapitre  permettent avec
quelques modications une certaine resistance aux pannes nous presentons cas
par cas ces ameliorations

Dans le chapitre 	 nous etudions la simulation dalgorithmes distribues et
nous decrivons le simulateur que nous avons developpe
 Meme si de nos jours les
machines distribuees commencent a etre reellement accessibles au debut de ce
travail nous navions pas acces a une machine disposant dassez de processeurs
independants pour supporter des executions interessantes un reseau de plus de
	 sites de nos algorithmes
 Ce simulateur garde un interet particulier  celui
de la mise au point des programmes celleci est en eet grandement facilitee
par un tel outil pas de rediusion de code ou de compilations multiples sur des
sites heterogenes



 De plus il nous a apporte une experience pratique dans la
programmation de machines paralleles diverses

Ce simulateur a en eet ete ecrit de facon modulaire ainsi le meme source en
langage C produit des executables qui fonctionnent en parallele asynchrone sur
une Sequent Balance  disposant de  processeurs sur une KSR disposant
de  processeurs mais aussi en sequentiel sur une station SUN
 Le choix du
parallelisme a ameliore le realisme de la simulation et la vitesse dexecution
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Chapitre 
Generalites
 Introduction
Nous presentons dans ce chapitre quelques denitions et notations bien
connues de la theorie des graphes ainsi que le modele de systeme distribue asyn
chrone

Les algorithmes distribues etant destines a fonctionner sur des reseaux ces
reseaux sont associes a des graphes les liens de communications etant les aretes
et les sites les nuds du graphe
 Nous allons reprendre des proprietes essentielles
de la theorie des graphes et preciser celles qui nous interessent
 Nous discutons
en particulier de la notion de distance et de ses derives

Ensuite nous presentons le modele general de systeme distribue asynchrone
modele repris par de nombreux auteurs avec certaines nuances
 Nous precisons
quelles sont les hypotheses precises qui forment le cadre de notre travail
 Ces
notions essentielles ajoutees a la terminaison et a la mesure de la complexite des
algorithmes distribues sont evoques et discutes

 Denitions et notations de la theorie des
graphes
Nous presentons dans cette section les notations usuelles de la theorie des
graphes voir par exemple C
 Berge Berg plus quelques autres que nous rap
pelons par la suite avant leur utilisation
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Un graphe simple est un graphe dans lequel tout arc relie deux sommets
distincts et etant donne deux sommets de G il existe au plus un arc les reliant

Tous les graphes consideres dans ce document sont des graphes simples

Il existe deux terminologies distinctes suivant que le graphe est oriente ou
non
 Nous utilisons les deux terminologies independamment car nous ne conside
rons que des graphes nonorientes et il est evident que ses derniers sont des cas
particuliers des graphes orientes et ainsi labus de langage qui sen suit nest pas
tres consequent du moins pour ce qui nous concerne

Soit G  XU un graphe non	oriente ou symetrique tel que jXj  n et
jU j  m
 X est lensemble des nuds et U est lensemble des aretes ou arcs

Nous associons au graphe G une fonction de cout w ou de poids ou encore de
delai de communication entre sites pour un reseau de U vers R
 


Un graphe est dit complet si tout nud ou sommet est relie a tout autre 
x  X y  X x  y x y  U 

En plus des symboles classiques rappeles en annexe A nous utilisons les no
tations communes suivantes 

G
xEnsemble des voisins de x

xDegre dun sommet x egal ici a j 
G
xj

x
 
 x

     x
p
	 u     u
p
 Chemin contenant les sommets x

a x
p
 les
aretes u
i
 x
i
 x
i 
 i  f    p  g appartiennent toutes a
U 
 Nous ne considerons dans cette etude que des chemins elemen	
taires cest a dire ne comportant pas deux fois le meme sommet
et donc pas deux fois la meme arete


 Un cycle ou circuit est
un chemin dont les extremites co!ncident

	 Notions de longueurs
 distances
 etc
Nous etendons la denition de la fonction de Apoids B w aux ensembles E
daretes  wE etant alors la somme des poids des aretes composant cet ensemble
ainsi la longueur dun chemin   x

 x

     x
p
 est notee w
 Ceci introduit la
notion de A longueur valuee B et in"uence directement les denitions de distance
rayon diametre etc qui vont suivre
 Il est a noter que tous les auteurs nutilisent
 
Dans la terminologie des graphes non	orient
es il est en fait plus correct de parler de cha	
ne
mais nous gardons la terminologie chemin et nous gardons lid
ee de direction associ
ee dans la
mesure ou des messages sont 
emis dun site pour arriver a un autre
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 Denitions et notations de la theorie des graphes 
pas ces denitions qui se voient ici generalisees aux graphes values
 Nous etendons
la denition de longueur sur les graphes nonvalues en faisant lamalgame graphe
nonvalue graphe value uniformement avec des poids egaux a 
 De cette facon
cette denition permet de conserver les denitions usuelles sur les graphes non
values ou la distance entre deux sommets est egale au nombre daretes dun plus
court chemin reliant ces sommets

Cette notion de longueur permet dintroduire des denitions et notations gene
ralisees cest a dire denies aussi bien sur des graphes values que sur des graphes
nonvalues comme suit 
d
G
x yDistance de x a y egale a la longueur dun plus court chemin de x
a y
 Cette longueur est choisie egale a # si un tel chemin nexiste
pas et egale a  pour la distance dun nud a lui meme  d
G
x x

e
G
vEcartement ou excentricite ou separation dun sommet v deni
comme suit  e
G
v  max
kX
d
G
v k
 Tant que les graphes consi
deres sont connexes lexcentricite est une valeur nie

DGDiametre du graphe G
 Il peut etre deni par la longueur du plus
long chemin ou par la plus grande excentricite 
DG  max
xyX
d
G
x y  max
vX
e
G
v
 Par extension nous
utilisons le terme de chemin diametral de G pour designer un plus
court chemin entre deux nuds de longueur egale a DG

GRayon du graphe
 Le rayon dun graphe est egal a lexcentricite
minimale soit  G  min
vX
e
G
v

CGEnsemble des centres du graphe
 Un centre v

du graphe est un
sommet dexcentricite minimum son excentricite e
G
v

 est donc
egale au rayon du graphe
 Si G est ni alors il existe au moins
un centre

		 Complements
Un graphe est dit connexe si il existe au moins un cheminmenant de tout point
a tout autre x y  X   x  y
 Par la suite nous ne considerons que
des graphes connexes sauf peutetre lorsque que nous considererons les reseaux
dynamiques certains cas de pannes de lignes pouvant etre representes par des
graphes non connexes
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Un arbre est un graphe A  XA UA qui respecte une des propositions
equivalentes suivantes nous supposons ici que n  jXAj   mais en fait un
nud seul est un arbre particulier 
	A est connexe et sans cycle
	A est sans cycle et admet n  aretes
	A est connexe et admet n  aretes
	A est sans cycle et en ajoutant une arete on cree un cycle et un seul
	A est connexe et en supprimant nimporte quelle arete il nest plus connexe
	Tout couple de sommets de A est relie par un chemin unique

Soit APCCx lensemble des Arbres des Plus Courts Chemins de racine x

Les arbres de APCCx sont donc tels que 
x  X A  APCCx i  X d
A
x i  d
G
x i
Par extension nous notons APCCG lunion des APCC sur G
 Nous utili
sons aussi le terme darbre couvrant pour designer un arbre de G ayant comme
sommets tous les sommets de G et comme aretes un sousensemble de U 
 Ainsi
tout arbre de APCCG est de facon evidente un arbre couvrant
 Puisque nous
manipulons surtout des arbres couvrants avec ou sans contraintes il nous est
commode de denir D

G
pour representer le diametre dun Arbre Couvrant de
diametre Minimum sur G
 Nous verrons plus en detail les proprietes des ACDM
par la suite et des algorithmes de construction dans la section 
	

Nous utilisons aussi parfois la version orientee de larbre couvrant  une ar	
borescence couvrante est denie comme un arbre couvrant muni dune racine x
cest a dire qua partir de x il existe un chemin vers tous les autres nuds de
larborescence
 Il est a noter que cette notion nest utilisee que dun point de vue
logique  cest lalgorithme qui fournit une orientation aux aretes pas le reseau

Un chemin est dit Hamiltonien si il passe une fois et une seule par tous les
sommets du graphe et de meme on utilise le terme de circuit Hamiltonien pour
un circuit dont lensemble des nuds est egal a X
 De facon evidente il existe des
graphes par exemple sur un arbre sur lesquels il nest pas possible de trouver
un chemin Hamiltonien ou un circuit Hamiltonien
 Par consequent il est dusage
de denir un chemin ou un circuit pseudo	Hamiltonien comme etant un chemin
respectivement un circuit tel quil passe au moins une fois par chaque sommet

Une chane est dit Eulerienne si elle passe une fois et une seule par toutes les
aretes du graphe
 De meme on denit un cycle Eulerien comme etant une chane
Eulerienne dont les extremites co!ncident
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Dans la suite de ce travail le G en indice est omis lorsque cela ne provoque
pas dambigu!te

 Quelques proprietes utiles
Nous allons rappeler maintenant quelques proprietes de la theorie des graphes
qui nous seront utiles dans la suite de cette these

 Proprietes des distances
	Inegalite triangulaire ou Eulerienne 
i j k  X di j # dj k  di k
	Un sous	chemin dun plus court chemin est aussi un plus court chemin Bellman 
  x

     x
p
 x
i
 X i  f    pg w  dx

 x
p


 dx

 x
j
  wx

 x
j
j  f     pg
Cest sur lexploitation de ces deux proprietes que sont bases tous les algo
rithmes de plus court chemin

	 Proprietes sur les rayons et les diametres
Dans ce paragraphe nous allons exprimer quelques inegalites sur les diametres
et les rayons

Lemme 
G  DG  G
Preuve  La preuve est obtenue aisement par contradiction
 On peut noter que
les bornes superieure et inferieure sont atteintes par exemple dans le cas des
graphes non values pour respectivement le graphe complet et pour un graphe
reduit a une simple arete reliant deux nuds
  
Si T

est un Arbre Couvrant de Rayon Minimal sur G alors
T

  G et DT

  G
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Si T

est un Arbre Couvrant de Diametre Minimal sur G alors
DG  DT

  D

 DT


La borne inferieure est atteinte par exemple lorsque G est un arbre et la borne
superieure est atteinte lorsque G est un graphe complet

Finalement nous obtenons linegalite suivante 
G  DG  D

 DT

  G 

Nous pouvons maintenant enoncer quelques proprietes sur les arbres values

Par la denition de T  APCCx nous avons 
DT   max
xyX
d
T
x y  max
ijX
d
G
i x # d
G
x j
Lemme Un centre x de G est aussi un centre de tout arbre T  APCCx
Preuve  Si x est un centre de G et T  APCCx alors T   ex  G

 
Si toutes les aretes sont de poids  nous pouvons reprendre un tres vieux
resultat de Camille Jordan date de  repris par C
 Berge dans Berg
chapitre 	 theoreme n
o


Theoreme 
Si G est un arbre et si DG est pair alors G a un centre unique
par lequel passent tous les chemins de longueur maximum  en outre on a 
G 


DG
Si DG est impair alors G admet exactement deux centres avec une arete
qui les relie et par laquelle passent tous les chemins de longueur maximum  en
outre on a 
G 


DG # 
Preuve  La preuve donnee par C
 Berge est basee sur une demonstration par
recurrence sur la taille des arbres
  
Par consequent avec nos notations nous avons T  
j
DT  

k
pour tout
arbre T 
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Dans le cas plus general ou les aretes sont de poids positif non nul nous
obtenons le resultat suivant 
Lemme Tout arbre T a exactement un ou deux centres  si il a exactement un
centre alors 
DT   T 
Si il a exactement deux centres 
DT   T   DT  # 
ou  est le poids de l	unique arete joignant les deux centres
Preuve  Si larbre T na quun centre alors il existe au moins deux chemins
distincts de ce centre a deux feuilles de larbre de poids identiques et maximum

Donc le rayon de larbre est ce poids et le diametre est obtenu par la plus longue
chane egale a T 

Si larbre a deux centres c

et c


 Demontrons dabord quil ne peut y avoir
quune seule arete entre ces deux centres puis nous demontrons linegalite pre
vue par le lemme
 Supposons donc par contradiction quil existe un chemin de
longueur minimale avec au moins deux aretes entre c

et c

et donc un ou deux
centres peuvent etre trouves dans ce chemin en lieu et place de c

et c



Soit  le poids de larete joignant c

et c

  la longueur du plus long chemin
de c

a une feuille de son sousarbre ne contenant pas c

et de meme soit 

la
longueur du plus long chemin de c

a une feuille de son sousarbre ne contenant
pas c


 Supposons par exemple que   



Nous obtenons alors la relation suivante 
DT   #  # 

et T    # 
mais


#  	  car  	 
donc
T  
 #  # 



DT 

# 
et
T  	
#  # 



DT 

Il ne nous reste plus qua montrer quun arbre ne peut avoir plus de deux
centres cest une demonstration par recurrence analogue a celle decrite par
C
 Berge dans Berg pour demontrer le theoreme de C
 Jordan ou les poids
sont de  et les graphes sont orientes
  
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Lemme Quand tous les n
uds de G sont des centres DG  G et
min
TAPCCx
DT   D


Preuve  Quand tous les nuds de G sont des centres cela signie que tous les
eu sont egaux u  U  donc que le minimum egale le maximum et donc que
G  DG

Le centre dun ACDM T

est un nud de G donc ici un centre x et ce centre
est un centre dun arbre T  APCCx et tout chemin diametral de T passe par
x
 Soient i et j des nuds extremites dun chemin diametral ils sont donc tels
que d
T
 
i x # d
T
 
x j  D


 Nous obtenons alors
d
T
 
x i # d
T
 
x j  di x # dx j
Donc nous pouvons construire un APCC dont le diametre est au plus egal a
D




  
 Le mod	ele du syst	eme distribue
Nous allons decrire maintenant dans les paragraphes qui suivent le cadre
de notre travail a savoir ce que peut bien representer un systeme distribue
ou reparti et la notion dalgorithme dans ce systeme
 Ces denitions sont
tres couramment employees et proviennent entre autres des articles et ou
vrages de C
 A
 R
 Hoare G
 Le Lann I
 Lavallee C
 Lavault et M
 Raynal
Hoar LaLa Laval Lavau Lela Rayn Rayn

 Le modele
Le modele standard de systeme distribue S considere dans la suite est une
structure logicielle et materielle repartie sur un reseau asynchrone point a point
de processus sequentiels communicants
 Tout systeme distribue est compose dun
ensemble de sites relies entre eux par un systeme de communication
 Cette struc
ture est modelisee par un graphe connexe simple et symetrique voir les deni
tions du paragraphe 
 G  XU ou X est lensemble ni des sites de Set U
lensemble des lignes de communication
 Comme pour tous les graphes de cette
etude et sauf avis contraire jXj  n et jU j  m

Chaque site possede une memoire locale non partagee de capacite bornee c et
au moins un processeur
 Les seules informations echangees entre les sites sont des
messages vehicules par le reseau
 Nous admettrons aussi que chaque site possede
un numero didentication unique le distinguant de tout autre  son identite
 Len
semble des identites dans Sest muni dun ordre total strict et donc les identites
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sont dans ce modele bien distinctes
 Dans certains algorithmes cette hypothese
peut etre relachee  on parle alors de reseau anonyme ou les processeurs sont sans
veritable distinction on ne peut plus alors parler didentite a la rigueur de nu
meros
 Dans ces reseaux de sites indiscernables les seuls algorithmes disponibles
sont des algorithmes probabilistes voir par exemple LaLa Lavau

Dans un but de generalisation nous utilisons aussi bien la notion de site que de
processeur processus ou encore nud du graphe des canaux de communication

Un site etant soit un processeur soit plusieurs voire un reseau de communication
local entre machines distinctes
 La seule contrainte et qui dailleurs savere ge
neralement realisee dans la pratique est lexistence dune liaison unique entre le
reseau principal et le site par arete du graphe
 Ce site sil represente un reseau
local devra distinguer un unique processeur parmi ceux composant son reseau
pour les communications avec A le monde exterieur B ie le reseau principal

Nous devons insister sur le fait que dans un tel systeme distribue asynchrone
S il ny a pas de memoire partagee ni dhorloge globale ce qui entrane labsence
de toute variable ou etat global accessible par les sites a un instant donne
 Ce
concept dinstant donne est inutilisable et meme paradoxal au vu de la deni
tion du modele asynchrone
 Les seuls evenements perceptibles par un processus
quelconque sont soit produits par le processus luimeme envoi de message calcul
local soit des evenements generes par dautres processus reception de messages

Nous detaillons plus loin les hypotheses liees a lasynchronisme de S

Les messages sont traites dans leur ordre darrivee
 Si plusieurs messages sont
recus simultanement ils sont traites dans un ordre arbitraire ou bien suivant
lordre total sur lidentite des emetteurs de ces messages
 Dans la suite nous
utilisons indieremment et tant quil ny a pas dambigu!te possible les termes
de site processus processeurs et sommet pour designer les composants de Set
les liens de communications sont aussi appeles lignes aretes ou encore arcs
 Cette
synonymie est rendue possible dans la mesure ou ils se confondent dans lanalyse
des algorithmes distribues
 Usuellement deux sommets quelconques relies par une
arete sont dits voisins

Nous considerons essentiellement des reseaux de type point a point cest a
dire veriant les trois caracteristiques suivantes 
	Orientation locale  tout processus est capable de faire la distinction entre ses
portes dentreesortie
 Ceci ne presume en rien de la connaissance des identites
des voisins qui sont a priori inconnues
 Uniquement dans un but de simplication
du code des algorithmes presentes nous associons une porte dEntree$Sortie avec
lidentite du voisin correspondant
 Notons que la connaissance reelle des identites
des voisins est une connaissance en quelque sorte globale elle peut amener une
grande diminution du nombre de messages necessaires a la resolution de tous
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 Notons encore que pour obtenir une
telle information il faut que chaque arete soit parcourue deux fois donc conduit
a lechange de m messages

	Communication sans perte de message  tout message envoye a un voisin est recu
si ni la ligne ni le recepteur ne sont fautifs tres precisement exempts de toute
faute durant la transmission du message voir la section 
 pour une discussion
sur les fautes en algorithmique distribuee

Rappelons que nous ne pouvons pas prevoir le delai de transmission du message
ainsi cette hypothese ne fait que stipuler quau bout dun temps ni en labsence
de faute tout message envoye est correctement recu

	Taille bornee des messages  nous supposons que tout message parcourant le reseau
G contient au plus t
G
bits ou t
G
est une constante predenie du reseau
 Plus
precisement cette taille est en Ofm id ou en Ofn id voir O dans
certains cas ou n est le nombre de sites etm le nombre de liens
 id est la taille en
nombre de bits de lidentitemaximumdun site deG
 A partir de cette hypothese
nous pouvons deduire le nombre de messages necessaires pour transmettre b bits 
au plus d
b
t
G
e
 Il faut mettre en correspondance cette contrainte et les contraintes
reelles que lon rencontre par exemple dans les reseaux a commutation de paquets

	 Lalgorithmique distribuee
Un algorithme distribue A sur un systeme distribue Sest la suite des transi	
tions locales a eectuer sequentiellement sur chaque processus p de Ssuivant la
reception de tel ou tel message a partir dun etat determine de p
 A peut etre
considere comme une collection de processus qui par echange dinformations
etablissent un calcul ou plus generalement collaborent vers un but commun tout
en conservant leur autonomie et leur independance
 On peut alors denir preci
sement chaque processus par une suite devenements un ensemble ni detats et
un ensemble ni de transitions atomiques entre evenements
 Nous schematisons
les transitions atomiques de la facon suivante 
hQ
i
 E
j
i  hQ
i 
 E
j 
i
ou Q
i
est le i
e
etat du processus et E
j
une j
e
action atomique du processus

Nous classons les evenements en trois categories  les evenement denvoi les eve
nement de reception et les evenements internes
 Un evenement interne ne produit
quun changement detat un evenement denvoi provoque lenvoi dun message
asynchrone et un evenement de reception donne lieu a la reception dun message
positionne alors dans un tampon
 Si le tampon etait vide alors cet evenement est
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lie a un evenement interne  la mise a jour de letat local suivant le contenu du
message

Le concept dalgorithme distribue est donc clairement distinct de celui dal
gorithme sequentiel et nen est pas non plus une variante
 Il est clair que le
premier recouvre une realite particuliere  il necessite un systeme distribue avec
ses lignes de communication et ses sites avec leurs memoires locales et leurs etats
locaux
 Il repose par consequent essentiellement sur des notions speciques aux
environnements distribues tels la communication la causalite entre evenements
la connaissance acquise par apprentissage etc


a Notions de symetrie
Les algorithmes distribues peuvent etre plus ou moins repartis cest a dire
que suivant le degre de symetrie entre les processus nous pouvons etablir un
classement entre eux
 Quatre niveaux de symetrie syntaxique du code se degagent
de la litterature en algorithmique distribuee  la symetrie totale la symetrie forte
la symetrie de texte et la nonsymetrie voir J
 E
 Burns Burn

	La symetrie totale suppose que tout processus a le meme contexte ensemble de
variables ainsi que le meme algorithme sequentiel cette symetrie sousentend
des comportements parfaitement identiques
 Avec de telles hypotheses aucune
distinction nest possible entre sites et donc aucune election dans la mesure ou
lon considere toujours des algorithmes deterministes

	Dans la symetrie forte les processus peuvent avoir des comportements dierents
suivant les messages quils recoivent mais en tout etat de cause le nom du site son
identite ne doit pas apparatre comme constante du programme
 Des algorithmes
fonctionnant sur des reseaux anonymes se rangent dans cette classe meme si la
plupart dentre eux commencent par tirer au hasard une identite

	La symetrie de texte illustre le fait que le texte de lalgorithme est le meme
pour chaque processus mais les identites des processus sont toutes distinctes et
cette identite est utilisee au sein de lalgorithme  ainsi ils peuvent avoir des com
portements dierents suivant leurs identites et les messages quils recoivent
 Les
algorithmes que nous presentons dans le chapitre  appartiennent tous a cette
classe

	Enn il y a nonsymetrie lorsque chaque processus execute un algorithme die
rent protocoles clientsserveurs etc


Ces criteres sont rappelons le purement syntaxiques les deux premiers sont
dailleurs tres contraignants
 Ainsi sur des reseaux asynchrones dont la topologie
du graphe des communications est inconnue par les sites qui le composent il nest
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pas possible de concevoir dalgorithme distribue deterministe avec une symetrie
forte

Une approche a contrario semantique de la symetrie dans les algorithmes dis
tribues a ete etudiee notamment par L
 Bouge Boug
 Cette approche porte sur
la symetrie des roles que jouent les processus dans le reseau
 De fait la topologie
du reseau et la place dun processus dans ce reseau joue alors un role primordial
ainsi que la trace de son execution
 La premiere diculte est qualors il ne sut
pas de considerer le nombre de voisins dun processus mais des propriete globales
telle que son excentricite le nombre de voisins de ses voisins etc
 Les contraintes
sur les position des processus peuvent etre exprimes par des automorphismes de
graphes mais en ce qui concerne les traces la semantique etablie impose de consi
derer lespace de tous les calculs ce qui est en general impossible  cest pourquoi
nous nous sommes contentes dutiliser la denition syntaxique

Les trois premiers modes de programmation peuvent dailleurs etre regroupes
sous le sigle SPMD Single Program Multiple Data
 Sous ce sigle sont ranges de
tres nombreux concepts pas tous compatibles  nous restreignons ici son emploi
aux notions que nous avons presente plus haut

 Demarrage distribue
Le systeme Sse comporte selon les regles suivantes 
	Un processus est toujours dans lun des deux etats fondamentaux  actif ou passif

	Seuls des processus actifs peuvent emettre des messages

	Un processus decide de passer de letat actif a letat passif suite a un evenement
interne

	Un processus passe de letat passif a letat actif uniquement sur reception de
message ou suite a un evenement exterieur

La derniere regle exprime la notion de demarrage  plus precisement dans le
modele general nous ne formons pas dhypothese particuliere sur lidentite du ou
des sites qui demarrent lalgorithme
 De memenous ne xons aucune connaissance
sur le nombre de ces sites que lon qualie dinitiateurs
 Lunique exigence est
quau moins un demarre  cest a dire passe de letat passif a letat actif

Il nexiste que deux conditions deveils dun site la reception dun message
ou un stimulus exterieur
 Ce dernier represente une intervention de type mise en
circuit ou ordre dexecution que ce soit dun utilisateur ou bien dun mecanisme
exterieur quelconque
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Nous devons toutefois accepter une autre hypothese que lon retrouve sous
entendue dans la quasitotalite des algorithmes distribues connus sans pour autant
quelle soit precisee systematiquement  le demarrage dun site consiste a lexecu
tion de la premiere instruction de lalgorithme distribue
 Cette hypothese semble
fort naturelle mais elle peut etre discutable surtout lorsque lon considere les pro
blemes de reprise sur panne
 On peut consulter a ce sujet larticle de M
 Fischer
et al FMRT

Avec lhypothese precedente il est clair que lon pourra distinguer eveil spon
tane et eveil par reception de message par un simple test sur le tampon de recep
tion

 Terminaison distribuee
Avec les regles precedentes la terminaison dun algorithme distribue peut
survenir suivant deux schemas distincts exprimant tous deux la notion de sta
bilite globale
 Le premier respecte le sens usuel  lalgorithme termine si tous les
processus passent a letat passif et restent passifs et savent que tous les autres
nissent au bout dun delai ni par devenir passifs % on utilise alors le terme de
terminaison par processus
 Cette terminaison est tres contraignante et peut etre
dicile a obtenir

La terminaison par message se caracterise par labsence de communication %
elle nimplique pas que linformation de n dexecution de lalgorithme soit connue
de tous les processus
 Ce dernier schema de terminaison est celui de certains
algorithmes de routage voir par exemple A
 Segall Sega  tant que le reseau
reste stable lalgorithme de routage ne provoque pas dechange de messages de
mise a jour cest a dire que letat global du systeme est stable et reste stable %
autrement dit il sagit dune terminaison par defaut de messages

Dans une terminaison par processus il est necessaire quun site qui a termine
lexecution de lalgorithme ne recoive plus de messages ayant un rapport avec cet
algorithme
 Dans le cas contraire il pourrait alors etre reveille par ce message
et ne pourrait determiner si le message fait partie de cet algorithme ou dune
nouvelle execution

De nombreux travaux ont ete realises autour du probleme de la detection de la
terminaison dalgorithmes distribues comme le montre F
 Mattern dans Matt
et la these de G
 Tel Tel

Nous pouvons maintenant resumer et preciser les hypotheses que nous ferons
sur S
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 Hypotheses  resume et precisions

Les communications sont asynchrones non bloquantes  Chaque processus dispose
dun tampon borne
 Il est possible dutiliser un reseau de communication syn
chrone a condition de pouvoir executer plusieurs processus par nud % voir par
exemple la these de M
 Bui Bui


Les liaisons sont bidirectionnelles les messages peuvent se croiser sur une ligne


Les delais de transmission sont nis mais non bornes
 Lorsque nous cherchons
a estimer la complexite temporelle dun algorithme nous xons articiellement
un delai pour chaque arete

	
Si des messages arrivent simultanement ils sont pris en compte sequentiellement


Il ny a pas de panne de processus


Il ny a ni perte ni duplication ni modication de message


Un sousensemble non vide de lensemble des processeurs seveille spontanement


Il ny a pas de desequencement des messages % les messages ne peuvent se doubler
sur la ligne  cest la discipline PAPS  Premier Arrive Premier Servi dite aussi
FIFO AFirst In First Out B on peut toujours se ramener a ce cas par lajout
destampilles voir larticle de L
 Lamport Lamp


Les seules connaissances accessibles pour un processus sont son identite et les
portes dEntree$Sortie distinctes qui menent vers ses voisins en fait pour sim
plier lecriture des algorithmes on ne fait pas dans ce travail de distinction
entre la porte qui mene vers un voisin et lidentite du voisin
 Cette simplication
est possible car les algorithmes que nous presentons ont la particularite detre
insensibles a cette hypothese


Toutes les identites des processus sont distinctes


Le graphe representant le reseau des processus est connexe

Les hypotheses  et  sont parfois relachees voire supprimees suivant les algo
rithmes etudies  lhypothese  peut alors etre mise en defaut pendant de courtes
durees

Lhypothese  pose dierents problemes en fait la plupart des algorithmes
asynchrones ne xent pas de borne a la taille des tampons
 Malgre tout les
algorithmes que nous allons presenter echangent generalement un nombre ni
borne de messages par consequent une borne sur le nombre de messages echanges
est aussi une borne pour la taille des tampons
 De fait les algorithmes echangeant
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un nombre borne de messages ne necessitent generalement que des tampons de
taille O
 ou 
 est le degre du reseau


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 Notations de Landau
Les notations suivantes sont classiques en theorie de la complexite nous les
rappelons ici succinctement
 Nous netudions que des mesures de cout ou de
denombrement donc a priori arithmetiques et positives cest a dire de N dans
#

Soient f et g deux fonctions arithmetiques a valeurs positives
f  og 
 lim
n 
fn
gn
 
f  Og 
  # n

 N n 	 n


 fn  gn
Dans le cas present cette deuxieme equation sexprime plus simplement en disant
que lorsque n tend vers # il existe un reel  tel que fn  gn

f  &g 
  # n

 N n 	 n


 fn  gn

 g  Of
f  g 
 f  Og  f  &g
Pour une presentation plus complete de ces notions et de la manipulation des
notations asymptotiques voir le livre de C
 Froidevaux M
C
 Gaudel et M
 Soria
FrGS

	 Complexite
Pour comparer deux algorithmes sequentiels lanalyse sappuie sur le calcul du
nombre doperations elementaires necessaires a lobtention du resultat en fonction
de la taille des donnees
 Les operations elementaires sont souvent les operations
arithmetiques les operations dacces a la memoire etc
 En fait les mesures de
complexite des algorithmes sont la mesure de quantite de ressources utilisees

En algorithmique distribuee le concept est le meme et lon peut resumer
comme suit les ressources utilisees par A 
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	le temps de calcul local en chaque processus
	le temps de communication entre processus pour echanger linformation necessaire
a lexecution des instructions globales de A 
	les messages ou le nombre de bits echanges
	linformation transmise de processus a processus et linformation disponible sur
letat des processus le long de chaque ligne de communication et en chaque site
	loccupation en memoire

Lanalyse de la complexite va donc quantier ces ressources pour obtenir des
mesures de complexites de A  a la fois en temps de calcul local en delais de com
munication en nombre de messages ou de bits utilises en quantite dinformation
transmise et disponible ainsi que la place memoire necessaire

Dans un environnement distribue asynchrone lexecution dun algorithme est
non seulement dependante de lentree comme dans un algorithme sequentiel mais
en plus deux executions dierentes sur les memes entrees pourront produire des
resultats dierents donc utiliser des quantites de ressources dierentes
 Cette
derniere remarque ajoutee a la caracterisation dune nouvelle ressource essentielle 
la transmission de linformation explique la diculte de lanalyse des algorithmes
distribues en particulier asynchrones

La complexite se mesure suivant deux parametres essentiels  la complexite en
quantite dinformation echangee voire en nombre de messages dans certains cas
et le temps total dexecution de lalgorithme
 La quantite dinformation echan
gee se calcule en additionnant le nombre de bits de tous les messages echanges

En premiere analyse elle est donc fortement liee a la complexite en nombre de
messages multiplie par t
G
la taille maximum dun message

La complexite en temps dun algorithme distribue A dans le modele Sest une
mesure paradoxale car le temps luimeme est une notion inutilisable en theorie
dans un reseau asynchrone
 Toutefois il est dusage de denir uniquement a
des ns danalyse soit une borne maximum sur le delai dacheminement dun
message soit une fonction de cette borne et de la taille du message vehicule
 Il
est evident que cela revient a plonger lalgorithme dans un milieu synchrone et
ceci peut provoquer des eets pervers sur la mesure de ces algorithmes
 En eet
un algorithme synchrone execute sur un reseau synchrone est en general plus
performant quun algorithme asynchrone execute sur un reseau asynchrone

Rappelons ici que le temps dexecution dun algorithme asynchrone est en
fait non borne puisque les delais de communications sont non bornes
 Cela ne
signie pas quun algorithme asynchrone met un temps inni a sexecuter mais
simplement que lon ne dispose pas de donnees permettant de calculer une borne
sur la duree dexecution
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Nous avons deja evoque dans le paragraphe 
	

a un autre critere devalua
tion  le degre de repartition via les quatre niveaux de symetrie
 Tous les algo
rithmes presentes dans ce travail sont de type SPMD cest a dire quau moins
lhypothese de symetrie de texte sera toujours veriee
 Par ailleurs nous for
mons lhypothese que les temps de calcul locaux ainsi que les temps dattente des
messages dans les tampons des sites sont negligeables face aux couts de commu
nication delais de transmission et nombre de messages transmis

Dans un reseau local ou dans une machine parallele a memoire partagee vir
tuelle voir chapitre  les delais de communication sont tres faibles ou tout du
moins tres peu "uctuants donc bornes par des fonctions lineaires de la taille
des messages vehicules par rapport aux temps de calcul local
 Notre hypothese
nous place donc au contraire dans le cadre de reseaux nonlocaux comportant de
nombreux sites geographiquement tres disperses

 Conclusion du chapitre 
En fait un des problemes les plus explore de linformatique distribuee est
de briser la symetrie des processus en donnant a lun dentre eux un privilege
suivant dierentes techniques
 Ce sont des algorithmes delection et dexclusion
mutuelle dans le sens le plus general du terme lecteursredacteurs producteur
consommateurs exclusion mutuelle simple etc




Le probleme de lelection et plus generalement encore lelaboration en com
mun dune structure de controle couvrant la totalite du reseau jouent un role
essentiel en algorithmique distribuee
 Nous etudions des algorithmes de construc
tion de ces structures dans le chapitre 

Nous avons precise dans ce chapitre le cadre de notre travail en illustrant des
notions pour la plupart tres connues sur la theorie des graphes et en detaillant
nos hypotheses et nos choix
 En particulier nous avons deliberement choisi de ne
nous interesser quaux algorithmes distribues asynchrones disposant dau moins
une symetrie de texte
 Ce choix est guide par la realite des reseaux et machines
distribuees comme nous le montrons dans le chapitre suivant
 La symetrie de texte
permet non seulement une grande souplesse dutilisation mais il est inconcevable
pour pouvoir executer un seul et meme algorithme de programmer des milliers
de processeurs avec des codes distincts '
Dautre part ces algorithmes se caracterisent par leur diculte dapprehen
sion  en eet le comportement dalgorithmes distribues asynchrones necessite
a la fois une etude theorique longue et dicile mais aussi de nombreuses exe
cutions pour veritablement saisir toute la valeur dun algorithme par rapport a
un autre
 Une etude seulement theorique ou lon ne gurerait que des resultats
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austeres sans references a lutilisation possible de ceuxci serait de peu dinteret 
nous allons donc examiner dans le chapitre suivant le support pratique de notre
travail  des reseaux desormais classiques et des machines que lon peut appeler
distribuees
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Des reseaux
 Introduction
Nous allons presenter dans ce chapitre dierentes architectures de reseaux de
communications classiques ou qui le deviennent puis quelques caracteristiques
techniques des nouvelles machines distribuees utilisant ces architectures

La troisieme partie du chapitre est consacree apres un rappel succinct de la
norme OSI a la theorie des fautes et des pannes qui peuvent survenir dans les
reseaux de communication
 Nous presentons alors dans quel cadre nous pouvons
realiser des algorithmes tolerants aux fautes

	 Denitions
Un reseau de communication est un ensemble de sites pouvant communiquer
entre eux
 Le reseau est represente par un graphe G  XU ou tout nud de
X est associe a un site et toute arete est associee a un lien de communication
que lon considere toujours bidirectionnel sauf mention particuliere
 Dans un
but de generalisation nous utilisons aussi bien la notion de site que de processeur
ou de processus un site etant soit un processeur soit plusieurs voire un reseau
de communication local entre machines distinctes
 La seule contrainte et qui
dailleurs savere generalement realisee dans la pratique est lexistence dune
liaison unique associee a une arete du graphe entre le reseau principal et le site

Ce site sil represente un reseau local doit distinguer un unique processeur parmi
ceux composant son reseau pour les communications avec A le monde exterieur B
ie le reseau principal
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Nous avons deja deni dans le chapitre precedent le degre dun nud comme
le nombre daretes incidentes a ce nud
 Le degre represente le nombre de liens
de communication du site par extension nous denissons le degre dun reseau
comme etant le plus grand degre de ses nuds

La distance entre deux sites est egale a la distance dans le graphe associe
elle a ete denie au paragraphe 

 Rappelons le elle est consideree de deux
facons dierentes suivant que le graphe est value ou non
 Si le graphe est value la
distance est denie comme la somme des poids des aretes dun plus court chemin

Dans le cas contraire la distance entre deux sommets ou nuds est le nombre de
liens du plus court chemin qui les relie
 Nous utilisons aussi la distance moyenne
d denie par la moyenne des distances parcourues par un message entre deux
sites quelconques
 Cette distance depend du reseau mais aussi de lalgorithme de
routage ou de propagation des messages utilise
 Nous detaillons son calcul par
la suite

Le diametre dun reseau est le diametre du graphe associe
 Cest la plus grande
distance entre deux de ses sommets
 Ainsi le diametre represente un pire des cas
et la distance moyenne un cas moyen du delai de communication dun point a un
autre du reseau

		 Calcul de la distance moyenne
Pour calculer la distance moyenne il faut denir un routage sur le graphe
 Nous
allons supposer dans ce chapitre que lalgorithme de routage suit simplement
les plus courts chemins en nombre daretes
 Ce qui nous permet dexprimer
mathematiquement la distance moyenne en fonction de la distance moyenne d
i
dun nud i vers les autres comme suit 
d 

n
n
X
i
d
i


n

X
i jn
di j
avec
d
i


n
n
X
j
di j
ou n est toujours le nombre de nuds du reseau
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 Quelques reseaux
		 Lanneau
1
2
3
4
5
6
1
2
34
5
6
Anneau alterné Anneau ordonné
Figure 
  Reseaux en anneaux
Un anneau A
n est un graphe ou les n nuds sont relies comme dans la
gure 


De facon evidente le degre de ce graphe est  son diametre et son rayon sont
egaux a bnc
 Les distances moyennes d
i
sont toutes identiques par consequent
on a  d  d


 Or
d



n
n
X
j
d j
	Si n est pair d



n

n

# 
P
n
 

k
k

 donc d 
n



	Si n est impair d



n
P
n
 
k
k donc d 
n
 

n


Par consequent dans un anneau la distance moyenne varie asymptotiquement
comme une fonction lineaire de n d  (n
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CHAINE ETOILE ARBRE 3−AIRE
Figure 
  Arbres chane etoile equilibre aire
			 Larbre et ses variantes
		 Arbres
Un arbre T
n est un graphe sans cycle ou les n nuds sont relies comme
par exemple dans la gure 


Les informaticiens considerent plusieurs types darbres  un arbre paire est un
arbre dans lequel chaque noeud a au plus p ls
 Par consequent larbre paire
a un degre de p # 
 Le degre des nuds dun arbre quelconque peut varier de
 chane de deux nuds a n   etoile  le diametre peut alors varier respec
tivement de n a 
 Larbre des informaticiens est donc plutot une arborescence
nous utilisons indieremment les deux terminologies dans la mesure ou cela ne
cree pas dambigu!te

Nous denirons ici la hauteur dun nud hn par la plus courte distance
entre ce nud et une feuille
 Si les hauteurs des ls dun nud ne dierent pas
de plus de  ce nud est dit equilibre
 Larbre equilibre est un arbre dans lequel
tous les nuds sont equilibres
 Il peut etre plein si tous les nuds non feuilles
sauf peutetre un ont p ls voir larbre aire de la gure 

 Les arbres utilises
dans les reseaux sont generalement pleins le diametre dun arbre paire plein est
compris entre blog
p
nc et blog
p
nc# leur distance moyenne est en log n

Un arbre en etoile est aussi appele star graph
 Il est utilise par exemple pour
des reseaux locaux de type matreesclaves ou le site matre est le centre de letoile
et gere des acces de type entreessorties
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		 Arbre a large bande
Figure 
  Arbre a large bande dordre 	
Cette A variante B de larbre a ete denie par C
 Leiserson dans Leis
 Un
Arbre a large bande aussi appele Fat	Tree na rien a voir a part peutetre son
nom avec un arbre de la theorie des graphes
 Il sagit de multiples arbres 	
aires superposes de sorte que la section bande passante augmente au fur et a
mesure que lon sapproche de la racine
 Ainsi il ny a pas degradation des delais
de communication avec laugmentation du nombre de nuds si le protocole de
routage utilise est correctement realise
 Les processeurs de calcul se situent au
niveau des feuilles de larbre 	 dans le cas de la gure 


Pour aller dune feuille a une autre il faut parcourir la meme distance que
dans un arbre 	aire donc le diametre est dlog

ne et la distance moyenne est
toujours en log n

		 La grille et ses variantes
a La grille
Une grille G
pk de dimension p et de base k est un ensemble de n  k
p
sites
arranges comme les points de coordonnees entieres entre  et k   dans un es
pace de dimension p voir le rapport de J
P
 Sansonnet Sans et la gure 
	 
chaque sommet est connecte avec les voisins dont une coordonnee diere exacte
ment de 

Le degre des nuds varie de p dans la peripherie du graphe a p ainsi le
degre du reseau estil egal p

Considerons que les nuds sont numerotes de  a k
p
  chaque point etant
repere par ses coordonnees dans un espace de dimension p si a est le numero dun
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16
4
8
12
1 2 3
5 6 7
9 10 11
13 14 15
Figure 
	  Grille G	 Figure 
  Tore T	
nud a secrit soit sous la forme dun puplet a

 a

     a
p
 soit sous la forme
dun entier 
P
p
i
a
i
k
i
par passage de la base k a la base 
 Ainsi le point de
coordonnees         p zeros peut aussi etre decrit simplement par lentier
 et le point de coordonnees         p uns par lentier # k# k

#    k
p


Cette double notation est tres pratique et tres utilisee dans les descriptions de la
plupart des topologies ou la notion de dimension intervient

La distance entre deux sommets est egale a la distance de Manhattan

 qui
sexprime par da b 
P
p
i
jb
i
 a
i
j si b  b

 b

     b
p


Le diametre dune grille Gpk est egal a pk et est obtenu en considerant
par exemple la distance entre       et k       k   par la distance de
Manhattan

La distance moyenne entre nuds est de nk

 k voir Sans

b Le tore
Un tore T
pk de dimension p et de base k est une grille ou les processeurs des
extremites cest a dire aux coordonnees  et k de toute dimension sont relies
 
Dans la ville de Manhattan les rues sont toutes a angle droit donc pour aller dun carrefour
a un autre dans Manhattan il faut parcourir cette distance avec p  
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entre eux Sans Sans
 Chaque nud appartient ainsi a p cycles anneaux
de processeurs comme le montre la gure 


Un tore de dimension p a un degre de p
 Son diametre est egal a p fois le
diametre dun anneau de k nuds donc pk voir le paragraphe 


 Pour la
meme raison la distance moyenne est egale a p fois la distance moyenne dans un
anneau Ak soit pk	 si k est pair et pk

 	k si k est impair

		 Lhypercube
0000 0001
0010
0100 0101
1111
1000 1001
1101
0111
0011
1100
1110
10111010
0110
Figure 
  Hypercube H	
Lhypercube de dimension p Hp est un graphe qui a 
p
sommets
 Si lon
numerote ses sommets selon la representation binaire des nombres de  a 
p
 
deux sommets sont connectes si leurs etiquettes dierent dun bit exactement

Lhypercube le plus utilise est celui de dimension 	 voir la gure 


Le degre de lhypercube Hp est p
 La distance entre deux nuds A et B dun
hypercube est egale aux nombre de bits dierents entre A et B soit la distance
de Hamming HAB

Le diametre de ce graphe est p et la distance moyenne est p
 Le diametre est
calcule facilement par lobservation precedente sur les identites des sommets  par
exemple pour aller du sommet        base  au sommet 
p
      
base  il faut mettre a  p bits donc traverser p aretes
 La distance moyenne
se calcule suivant les remarques suivantes 
	Le reseau est symetrique donc par exemple d

 d
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	Pour aller du sommet  aux sommets ayant i bits a  il faut traverser i aretes

	Il y a

i
p

sommets ayant i bits a 

	
P
p
i
i

i
p

 p
P
p
i

i 
p 

 p
p
		 Graphe de de Bruijn
0001 0010
0100
0101
1111
1000
1001
1101
0111
0011
1100
1110
1011
1010
01100000
Figure 
  Graphe de de Bruijn UB	
Un graphe de de Bruijn UB
dD est un graphe non oriente dont les nuds
sont des mots de longueur D dans un alphabet de d caracteres Brui	
 Il y a
un lien de x

 x

 x
D
 a tous les nuds x

  x
D
  et  x

 x

  x
D
 ou
 est un caractere quelconque de lalphabet
 Le passage direct dun nud a un
autre correspond donc a un decalage voir gure 


Le graphe UBdD possede n  d
D
nuds
 Il nest pas regulier puisque
certains sommets sont de degre d et dautres de degre d  

Son diametre vaut D puisque si lon part dun nud quelconque on peut
arriver a tout autre au bout de D decalages toutefois un algorithme de routage
base sur cette remarque donne une distance moyenne deD qui nest pas optimale

Ce type de graphe est tres interessant car pour un meme diametre les reseaux
de de Bruijn comportent un plus grand nombre de sommets que les hypercubes qui
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sont pourtant beaucoup plus utilises dans la pratique
 Nous verrons par la suite
que la grande in"uence des hypercubes sur les machines distribuees decline au
prot de structures plus facilement extensibles au sens augmentation dechelle
comme la grille

Pour une comparaison detaillee entre les graphes de de Bruijn et les hyper
cubes voir par exemple les travaux de J
C
 Bermond C
 Delorme J
J
 Quisqua
ter A
 Bouabdallah et J
C
 K!onig dans entre autres BeDQ BoKo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 Des machines
	 Introduction
Il y a loin entre lIBM PC de nos debuts en informatique et les machines
paralleles actuelles nous avons pu ces  dernieres annees constater levolution des
processeurs et des architectures
 Dorenavant un processeur est en lui meme une
machine intrinsequement parallele mais cela na pas sut lenjeu est aujourdhui
de relier ces processeurs en dimmenses machines paralleles composees de milliers
de ces processeurs
 Ainsi la dierence entre reseau et machine parallele devient
tres faible pour ne pas dire inexistante et il serait vain dignorer lexistence de
ces machines pour ne considerer que des reseaux internationaux

Des machines paralleles existent deja et leurs limites sexpriment par rapport
a la memoire disponible et aux delais de communication
 Il semble maintenant
evident pour de nombreux constructeurs que la solution reside dans des machines
non plus paralleles mais en fait distribuees  cest a dire que pour faire face au
besoin toujours croissant de puissance et de memoire une machine doit etre
extensible ou scalable en anglais
 Ce terme recouvre plusieurs notions dont
la discussion sort des limites que nous nous sommes xees simplement nous
considerons lexpression de la possibilite daugmenter le nombre de processeurs
et la taille de la memoire sans avoir a changer toute larchitecture % toutes
choses evidentes pour une machine sans memoire commune donc distribuee

Nous nous devons de remercier lecole dautomne CAPA CAPA et particu
lierementMichel Cosnard et F
 Desprez pour leur cours sur les nouvelles machines
paralleles

Nous allons reprendre ici une partie de letude de M
 Cosnard et F
 Desprez
CAPA et y apporter nos remarques
 Pour plus de details sur les machines que
nous allons brievement presenter le mieux est encore de consulter les manuels
techniques des fournisseurs meme si leur diusion est assez limitee et sinon les
quelques rapports de recherche et articles deja disponibles sur le sujet
 Nous ne
detaillons pas les calculateurs TNode de Telmat et MasPar MP dont on trouve
une etude a la fois precise et concise dans la these de Thierry Gayraud Gayr

Dautres machines et des complements sur celles presentees peuvent etre trouves
dans le rapport de lecole dete Rumeur Rume
 Pour un tour dhorizon assez
complet sur les topologies les machines et les processeurs le lecteur consultera
avec interet la these de J
 Sanchez Sanc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		 Denitions usuelles
Toutes les machines disponibles peuvent se classer suivant les appellations
donnes par la fameuse taxinomie de M
 Flynn Flyn  SISD Simple Instruc
tion Simple Donnee soit ASingle Instruction stream Single Data stream B SIMD
Simple Instruction Multi Donnees soit ASingle Instruction stream Multiple Data
stream B MISD Multi Instructions Simple Donnee soit AMultiple Instruction
stream Single Data stream B et MIMD pour Multi Instructions Multi Donnees
soit AMultiple Instruction stream Multiple Data stream B
 Le terme de A stream B
utilise ici fait reference au "ot de donnees ou dinstructions vues par la machine
pendant lexecution dun programme

Une machine SISD est un ordinateur sequentiel classique
 La CM et la CM
 sont des machines SIMD il ny a quun seul texte de programme et plusieurs
donnees accessibles au meme instant
 La machine MISD na pas ete tres etu
die elle represente la composition de plusieurs unites de controle synchronisees
chaque unite commandant une unite de calcul
 Cela correspond au schema de
type Apipeline B  le "ux de donnees est unique les unites de calculs traitent des
parties distinctes de ce "ux

Nous ne considerons dans cette section que des machines MIMD ce sont des
machines a plusieurs processeurs ayant chacun au moins une memoire privee
 Les
machines distribuees forment un sousensemble des machines MIMD ce sont des
machines sans memoire commune

Nous utilisons pour tenter dexprimer la puissance theorique de ces machines
le Mips Millions dinstructions par seconde et le Mops Millions dinstruction
"ottantes par seconde qui fait reference a des operations de manipulation de
nombres reels en labsence de metrique plus perfectionnee car la puissance de
calcul en MIPS et en MFLOPS est souvent discutee

	 Thinking Machine CM
Thinking Machine Corporation a ete le premier a concevoir des machines in
cluant plusieurs milliers de processeurs et meme si ces processeurs etait au depart
tres simples a un bit elles annoncaient les premisses dune course a la vitesse et
au parallelisme massif
 Les premieres machines produites par cette rme CM
et CM etaient organisees sous forme dhypercube mais ce type de reseau est
desormais abandonne suivant en cela beaucoup dautres constructeurs au prot
de topologies de type grille pour des raisons lies a des problemes dextensibi
lite
 Entre autres raisons il savere que pour garder la structure de lhypercube
laccroissement du nombre de nuds implique laccroissement des degres de ces
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nuds % ce qui est incompatible ou tout du moins limitatif au vu du materiel
disponible

La CM	 supporte les deux modeles de communication  SIMD et MIMD

Comme dans une machine MIMD les processeurs peuvent en theorie executer
des taches dierentes et ceci de facon asynchrone
 Dans la pratique cette machine
est plus couramment utilisee via ses capacites de machine SPMD synchrone avec
les langages Fortran  C

et

Lisp
 La CM peut contenir en theorie jusqua
 	 processeurs Ko mais une telle machine occuperait une salle de m

'
Une CM de  	 processeurs a ete installee en juillet  a Caltech Pasadena
Californie

a Un nud de la CM
UNITE
VECTORIELLE
UNITE
VECTORIELLE
UNITE
VECTORIELLE
UNITE
VECTORIELLE
MEMOIRE MEMOIRE MEMOIRE MEMOIRE
SPARC
Bus
RESEAUX
INTERFACE
Figure 
  Un nud de la CM
Le processeur de base de la CM est un processeur RISC SPARC auquel
sont ajoutes quatre processeurs vectoriels 	 bits relies par un bus de 	 bits
pour former la A brique de base B de la CM voir la gure 

 Un bloc memoire
contient de  a  Mo
 Ce type darchitecture permet en fait une utilisation de la
CM comme dune machine a memoire partagee

b Larchitecture de la CM
Cette machine se caracterise par un triple reseau de communication  un re
seau de controle de donnees et de diagnostic
 Le premier permet lutilisation
doperation globales synchrones sur plusieurs processeurs le deuxieme est utilise
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par les communications asynchrones et le dernier comme son nom lindique sert
au depistage des pannes et a la gestion des erreurs

Techniquement parlant les bandes passantes sur le reseau de donnees asyn
chrones sont de  Mo$s entre  processeurs voisins dans un groupe de 	
 Dans
les groupes de  la bande passante est divisee par deux et par quatre au dela
de cette distance

Chaque reseau est un FatTree voir le paragraphe 

	 ce qui donne a
ce reseau une resistance aux pannes par redondance
 En eet il est prevu au
niveau materiel la possibilite de supprimer un processeur de communication de
larbre que lon distingue des processeurs Autiles B qui sont au niveau des feuilles

Les nuds de communication sont aussi a base de processeurs SPARC
 Cette
resistance aux pannes est limitee a une panne de ce que nous avons appele les
liens de communication du systeme distribue S
Les nuds de la CM peuvent etre adresses par paquets par lutilisateur ce
qui peut faciliter la programmation de certaines applications

c Les  systemes de routage
Le systeme de routage du reseau de donnees est du type worm hole littera
lement trou de ver cest a dire que le systeme materiel de routage choisit un
chemin de type profondeur dabord avec choix aleatoire du successeur lutilisa
teur ne denissant que le nud de depart et le nud darrivee
 Il est a noter que
dans ce type de routage les paquets de donnees arrivent de facon desordonnee et
donc le systeme doit gerer des copies des paquets et les reemettre si necessaire

Le systeme de routage du reseau de controle permet des operations globales de
type diusion synchrone combinaison doperateurs globaux et des operations
de type ou sur  bit de facon synchrone ou non
 Les operateurs disponibles sont
de type prexe parallele suxe parallele reduction et une operation speciale de
test de terminaison par message

Le reseau de diagnostic est quant a lui inaccessible par lutilisateur
 Il nest
utilise que par le systeme dexploitation pour le controle du comportement des
processeurs et leur eviction du calcul global si necessaire le systeme verie regu
lierement le comportement des processeurs

d Performances
Les processeurs SPARC ont une capacite theorique de  Mips ou de  M"ops

Les processeurs vectoriels fournissent  M"ops pour les multiplications et addi
tions car ils peuvent faire une addition et une multiplication en un meme cycle
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tandis que les operations dacces a la memoire sont au mieux de M"ops
 De
plus amples details sont disponibles dans les articles et rapports de Leiserson et
Palmer Leis LADF# Palm

	 La KSR
Concue par Kendall Square Research en  elle est basee sur une hierarchie
danneaux
 En fait un anneau danneaux pour les versions les plus courantes

Pour lutilisateur elle a lavantage de fournir une memoire partagee virtuelle
cest a dire que la memoire peut etre vue comme une seule memoire unique
commune a tous les processeurs % ce qui en facilite la programmation
 Toutefois
cette machine est reellement une machine distribuee et meme si cette realite est
en grande partie cachee a lutilisateur une reelle optimisation des programmes
passe toujours par une reecriture du code en ayant a lesprit que les temps dacces
a la memoire non locale sont dun cout non negligeable

a Un nud de la KSR

Un nud est compose de  circuits CMOS fabriques par KSR
 Ils sont re
partis comme suit 
	Une unite de distribution  lecture$ecriture des donnees calcul dadresses controle
du "ot dexecution



	Une unite de calcul entier  operations entieres et logiques

	Une unite de calcul "ottant

	Une unite dentree$sortie

		 unites de controle de cache  interface entre memoire locale  Mo et des
souscaches de transfert

		 unites dinterconnexion entre un nud de calcul et lanneau principal

b Larchitecture de la KSR

La KSR est basee sur une hierarchie danneaux de  nuds auxquels
sajoutent deux cellules responsables du routage avec lanneau superieur
 Lar
chitecture theorique maximale est une hierarchie en  niveaux  un anneau dan
neaux danneaux comme nous le presente la gure 

 Quelques interessantes
experimentations sur cette machine peuvent etre trouvees par exemple dans le
rapport de T
 Dunigan Duni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Anneau 1
An
ne
au
 0
Anneau 2
noeud
de calcul
Figure 
  Architecture de la KSR
c Performances
Le constructeur donne une puissance theorique de 	 M"ops par nud
 Il
ne nous a pas ete possible datteindre de telles performances et plus particulie
rement nous navons pas pu constater dans nos premiers essais dacceleration
signicative par rapport a une machine a  processeurs et memoire partagee de
conception deja ancienne  la Sequent Balance B

Peut etre fautil incriminer linstabilite de certaines fonctions de la librairie
C parallele getsubpage
 par exemple dans la version datee du  juillet 
qui conduisent parfois a des erreurs fatales ' Ces quelques anomalies ne sauraient
cacher les interets reels de cette machine qui savere donner de tres bons resultats
sur des applications de grande taille utilisant essentiellement des operations de
manipulation de matrices et tres peu de verrous que ce soit exclusion mutuelle
ou barrieres de synchronisation

	 La Paragon
Chez Intel Corporation la machine Paragon fait suite a la machine Delta qui
na pas ete reellement commercialisee
 Elle en reprend les concepts principaux
mais avec deux processeurs par nud et un nouveau systeme dexploitation

Ici encore la strategie initiale avec une architecture en hypercube la machine
These Paris VIII mars 
    Des reseaux
iPSC$ a ete abandonnee au prot dune autre architecture pour des raisons
dextensibilite
 La grille a ete retenue pour la Paragon car simple a fabriquer et
de routage aise avec un nombre maximum de nuds xe a  	

a Un nud de la Paragon
 
i860 XP 
i860 XP 
MEMOIRE
INTERFACE
RESEAUMONITEUR DE
PERFORMANCES
PORT
D’EXPANSION
Bus
Adresses
Bus
TRANSFERT
MOTEURS DE
Données
Figure 
  Un nud de la Paragon
Un nud de la Paragon comporte deux bus un bus de donnees de 	 bits
et un bus dadresse de  bits deux processeurs iXP de  a 	Mo de
memoire et dierents elements precises par la gure 

 Les deux processeurs
sont utilises de facon parfaitement distincte  le premier sert a lapplication et le
deuxieme est entierement dedie a la communication ils travaillent en parallele sur
la meme memoire
 Pour damples details sur le processeur iXP voir larticle
de S
 Margulis dans Marg

b Larchitecture de la Paragon
Le processeur iXP ne dispose pas de liens avec lexterieur cest pourquoi
tout nud de la Paragon est lie avec un processeur specialise de communication 
le iMRC Mesh Routing Chip comme illustre sur la gure 


Le systeme contient trois types de nuds  les nuds de calcul de service
et des nuds dentree sortie
 Les nuds de services fournissent la possibilite
dutiliser le systeme dexploitation UNIX incluant la compilation et les outils de
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noeud noeud noeud noeud noeud
noeud noeud noeud noeud noeud
noeud noeud noeud noeud noeud
iMRC iMRC
iMRC
iMRC
iMRC
iMRC
iMRC
iMRC
iMRC
iMRC
iMRC
iMRCiMRC
iMRC iMRC
DISQUES BANDES
RESEAU
Figure 
  Architecture de la Paragon
developpement de programmes
 Les nuds dEntree$Sortie font linterface entre
les autres nuds et la memoire de masse
 Il faut signaler aussi la presence dun
reseau de diagnostic dedie a linitialisation de la machine et aux diagnostics

c Performances
En theorie avec  	 nuds de calcul la Paragon peut atteindre les 
Giga"ops la bande passante etant estimee a  Mo$s
 En pratique les resultats
obtenus par T
 Dunigan dans Duni sont tres interessants et prouvent au moins
pour des problemes de type manipulation de matrice que cette machine permet
a la fois un portage relativement aise et lobtention de bonnes performances
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 Rappels sur le mod	ele OSI
	 Introduction
La normalisation de lInterconnexion des Systemes Ouverts OSI Open Sys
temes Interconnection est un processus engage depuis 
 Cette normalisation
internationale est conee a lISO International Standards Organization
 Les
membres de cette organisation sont des associations nationales de normalisation
une par pays
 Pour la France LAFNOR Association Francaise de Normalisa
tion est lunique organisme faisant linterface avec lISO

Nous allons rappeler les fameuses  couches de lOSI en essayant de distinguer
ce qui est du ressort de la theorie et ce que peut etre la pratique
 Pour plus
de precisions sur le sujet les ouvrages de A
 Tanenbaum et P
 Rolin Tane
Roli qui font reference
 On pourra consulter aussi larticle de J
F
 Gornet et
M
 Levilion GoLe sur un etat de la normalisation

		 Description synthetique
m m
M M
M M
M
1
H
4
M
1
H
4
H
4 2
M
2
MH
4
3
H H
4
M
1 3
H H
4
M
1
H
4 2
M
3
H H
4 2
M
3
H
M
13
H H
4
H
2
T
2
T
23
H H
4
H
2 2
M M
13
H H
4
H
2
T
2
T
23
H H
4
H
2 2
M
Machine source Machine cible
liaison
Couche 7 : Application
Couche 6 : Presentation
Couche 5 : Session
Couche 4 :  Transport
Couche Reseau
Couche
Couche physique
Figure 
  Les  couches de la norme OSI
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La gure 
 represente le chemin que suit lemission dun message m dune
machine a une autre
 Le message m est produit par un processus au niveau  le
message est passe de la couche  a la couche  via linterface la "eche verticale
sur la gure $ % il y a alors transformation du message compression de texte
par exemple en un message M
 Ce message est passe a la couche  suivant les
regles regissant linterface $
 Dans lexemple de la gure linterface $ et la
couche  nentraine pas de modication de message

Dans la plupart des reseaux il ny a pas de limite imposee sur la taille des
messages acceptes par la couche 	 cependant due a la limite imposee au niveau 
la couche 	 decoupe le message en M

et M


 A chaque fragment de message
paquet on associe une entete H

ici celleci contient des informations de
controle telle que lordre du paquet dans la sequence des paquets de sorte que
la machine cible puisse remettre dans le bon ordre les fragments du message

Cette information est importante car certains protocoles de routage repartissent
les paquets suivant des chemins pas forcement tous identiques ce qui induit un
desequencement a larrivee
 Dans la plupart des couches les entetes contiennent
des tailles numeros de sequence dates et autres champs de controle

La couche  decide quelle ligne de communication choisir attache ses propres
entetes et passe les paquets nommes alors trames a la couche 
 Celleci ajoute
non seulement sa propre entete mais aussi une postface  cest ce que lon appelle
lencapsulation
 Enn la couche  envoie le message sur le niveau physique
 Sur
la machine cible le message est reassemble et decode dans lordre inverse avec
comme regle absolue quaucune entete des couches inferieures a c nest transmise
a la couche c

	 En pratique 
En resume la couche  est la couche sur laquelle tournent les utilitaires clas
siques type courrier electronique gestion des transferts de chiers sessions dis
tantes etc

Les fonctions majeures de la couche  sont le codage et la compression des
donnees ainsi que la conversion de code par exemple la conversion de ASCII a
EBCDIC

Les couches  est plus particulierement liee a la semantique des communi
cations par exemple lappel de procedure a distance dans lInternet ou mode
message pour lOSI

La couche 	 assure la reprise sur erreur le sequencement le multiplexage le
controle de "ux


 La couche  eectue les operations lies a la segmentation et
le routage
 Quant a la couche  elle est fortement liee au reseau elle contient
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par exemple les protocoles de gestion des trames dans la norme Ethernet
 Elle
doit eectuer la detection et la correction eventuelle des erreurs par des codes
polynomiaux de controle test de parite par exemple

Le modele OSI comme tous les autres a ete deni alors que deja des solutions
existait
 Ces solutions ont alors ete adaptees pour pouvoir respecter le schema
en  couches
 Rares sont les applications reelles utilisant par exemple la couche 
et nombreuses sont celles faisant lamalgame des couches  a 

Dautres developpements et remises en cause ont encore lieu la norme tente
de suivre levolution des techniques et technologies qui en vingt ans ont evidem
ment bien change
 Larrivee des systemes repartis est certainement loccasion
dharmoniser et de moderniser les normes sur les reseaux


 Classication des pannes
Un reseau en fonctionnement peut subir dierentes atteintes imprevisibles

Que les atteintes proviennent des rongeurs qui mangent les cables

 de la foudre
ou autres phenomenes naturels ou encore dun point de vue militaire espionnage
ou autre que des malveillances soient commises en vue de la destruction du
reseau les causes de pannes sont rarement evitables et tout doit etre fait pour
tendre vers une abilite maximale

Il est a present necessaire de distinguer systeme distribue et algorithme dis
tribue
 Nous avons presente dans le chapitre precedent le modele de systeme
distribue asynchrone Sainsi que les algorithmes distribues asynchrones A fonc
tionnant sur ces systemes
 Pour detecter une panne un systeme distribue se doit
de pouvoir connatre des bornes sur les delais de communication car lon ne peut
distinguer un site en panne dun site tres lent voir M
 J
 Fischer et al FiLP

Autrement dit le modele asynchrone ne peut permettre la prise en compte des
pannes
 Il y a lieu ici detendre ce modele vers une forme de synchronisation
necessaire  la connaissance de bornes superieures pour tout lien des delais de
communication
 Notons S

le modele obtenu
 Sur S

 il est toujours possible de
faire tourner A  de fait nous navons besoin que de la detection de lerreur qui
est geree au niveau du systeme pour pouvoir decrire des algorithmes asynchrones
resistants aux pannes

Dans les paragraphes suivants nous allons denir une partie du vocabulaire
communement utilise dans le domaine des pannes
 Dautres termes existent mais

Pour lanecdote les lapins a lInria avaient trouv
e a leur gout le mat
eriau enrobant des
cables inter	batiments ce qui a oblig
e le constructeur des cables a changer de technique de
blindage 
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le vocabulaire presente ici nous est deja apparu susant pour que nous nous
restreignons a lemploi dune partie seulement de lensemble des terminologies
utilisees dans ce domaine voir entres autres J
C
 Laprie AnLe Lapr

ERREUR
PERSISTANCE −
ORIGINE −
NATURE −
FAUTE DEFAILLANCE
− DOMAINE
− PERCEPTION
− CONSEQUENCES
Figure 
  Classication des pannes
	 Les fautes
Toute faute comporte trois caracteristiques  sa nature son origine et sa per	
sistance
 Cest presque une lapalissade de dire quune faute est de nature soit
accidentelle soit criminelle mais son origine doit etre classee selon un des deux
types suivants 
	cause Aphenomenologique B phenomenes physiques fautes humaines etc

	phase de creation fautes de conception fautes dues a des modications ulte
rieures fautes operationnelles durant lexploitation du reseau

Reste le parametre de persistance temporelle qui tente de distinguer les fautes
permanentes des fautes temporaires que lon subdivise generalement en fautes
transitoires fautes externes et en fautes intermittentes fautes internes

Enn une faute peut entraner ou non une erreur suivant la fonction assuree
par le processus au sein du systeme et lextension eventuelle de cette faute au
systeme entier en particulier dans les reseaux selon les protocoles assurant le
transport des messages dans le reseau

		 Les erreurs
Une erreur est un etat susceptible de conduire a une defaillance tandis que
la faute est la cause supposee ou adjugee dun erreur
 Des defaillances peuvent
dailleurs entraner des fautes qui ellesmemes peuvent entraner des erreurs etc
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Lensemble de ces interactions se resume par la gure 
 ou les arcs symbolisent
les consequences possibles

	 Les defaillances
La defaillance est la vision qua lutilisateur de lerreur
 Les defaillances se
classent suivant trois criteres  le domaine la perception par les utilisateurs du
systeme de cette defaillance et enn ses consequences
 Les subdivisions caracte
ristiques de chacun de ces criteres sont resumees comme suit 
	Parmi les domaines de defaillance le domaine des valeurs non conformite par
rapport aux specications et le domaine temporel le message arrive trop tot ou
trop tard
	


	La perception de la defaillance peut etre coherente percue par tous les utilisateurs
de facon identique ou incoherente lincoherence peut porter sur la perception
en ellememe ou sur le fait que tous ne constatent pas la defaillance

	Enn la defaillance est plus ou moins grave  de benigne a catastrophique ce fac
teur est souvent lie a un probleme economique  toute heure de nondisponibilite
peut couter des milliards de francs a certaines entreprises gestion boursiere par
exemple alors que dautres peuvent supporter un arret de plusieurs heures sans
trop de gene

Il existe une vision ensembliste des defaillances proposee par F
 Cristian
H
 Aghili R
 Strong et D
 Dolev dans CASD  larret sur defaillance est un cas
particulier de la defaillance par omission elle meme incluse dans la defaillance
temporelle dans un reseau a delai de transmission borne
 Le cas le plus general
etant la defaillance arbitraire ou byzantine englobant toutes les autres en plus
de la possibilite de falsication des messages par des sites
 Cette defaillance a
donne lieu au probleme dit des generaux byzantins voir entre autres larticle de
L
 Lamport et al LaSP

 Resistance aux pannes
Si une erreur peut etre detectee avant la defaillance alors le reseau sera resis
tant a ce type de panne

Nous reduisons notre etude aux defaillances par arret susamment long pour
etre detectable
 Cest a dire que des fautes diverses entranent des erreurs causant

Ce dernier cas ne nous concerne pas dapres les hypotheses faites en   cest le propos
du Temps R
eel
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la defaillance par arret coupure de liens de communication ou de sites
 Par
extension nous etudions aussi lajout de liens de communications en cours de
fonctionnement
 Ces pannes seront appelees pannes franches par opposition aux
pannes aleatoires ou transitoires

Switches
Bypass−
SITE
Entree reseau Sortie Reseau
FONCTIONNEMENT NORMAL
Switches
Bypass−
SITE
Entree reseau Sortie Reseau
FONCTIONNEMENT EN CAS DE PANNE
Figure 
	  Representation schematique des Abypassswitches B
Il est a noter que techniquement une panne franche de ligne peut souvent
se detecter par les sites extremites de cette ligne que ce soit par chute de por
teuse ou autres techniques de bas niveau
 De meme il est techniquement possible
par lutilisation de A ponts B Abypassswitches B voir gure 
	 a bascule meca
nique debranchement ou electronique bascule commandee ou A automatique B
par dialogue local avec le site dassurer quen cas de panne franche de site
les messages destines a ce site ne soient pas perdus mais retransmis sur dautres
lignes ce qui permet alors au site receveur de detecter la panne du site qui aurait
normalement du recevoir le message
 En eet il est possible pour un site das
socier des quil a recu au moins un message dun voisin x le numero de porte
par lequel il a recu le dernier message de x et lidentite de x
 Cette technique est
parfois suppleee par un protocole de test regulier de la presence active des voisins
messages de type Aetesvous la ) B

Cette derniere doit etre associee a la connaissance de bornes sur les delais de
transmission contrairement au modele de systeme asynchrone voir la section 
	

Ces bornes peuvent etre uniquement locales dans le cas du dialogue local entre
le site et le Abypassswitch B
 Reste alors a ce dernier a ne pas tomber en panne '
La panne franche dun processeur peut se considerer suivant dierents point
de vue
 Le premier considere que la panne est indetectable et dans ce cas au
cun algorithme distribue asynchrone ne peut etablir de consensus par exemple
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lelection sur lensemble du reseau car lon ne peut distinguer un site en panne
dun site tres lent voir M
 J
 Fischer et al FiLP
 Le deuxieme point de vue
consiste comme nous lavons deja decrit de supposer que les messages ne sont
pas absorbes par le site defaillant mais quils continuent leur route vers un autre
voisin ce qui permettra de detecter la panne
 Enn il est dusage de representer
la panne dun site comme la panne de toutes les lignes de communication menant
vers ce site ainsi on pourra detecter cette panne puisque lon fait lhypothese que
lon peut detecter les pannes de lignes dans le modele S



Nos hypotheses nous placent dans un environnement ou les pannes sont detec
tables donc si le graphe reste connexe au bout dun temps ni apres la derniere
panne nous pourrons assurer dans certains cas par des techniques de reprise ou
de tolerance aux pannes la bonne execution de lalgorithme
 Nous utilisons en
fait un point de vue optimiste cest a dire que les pannes ne surviennent que ra
rement et les algorithmes que nous considerons nentranent pas de surcout pour
la gestion specique de la tolerance aux pannes lorsquaucune panne ne survient

Pour des denitions et discussions plus completes sur la surete de fonction
nement voir larticle de J
C
 Laprie Lapr et pour un tour dhorizon des
problemes insolubles de lalgorithmique distribuee N
 Lynch Lync

 Conclusion du chapitre 
Les limitations technologiques se ressentent fortement sur le degre des reseaux
ainsi un reseau de processeurs TMSC	 TEXAS ne peut depasser un degre
de  et un reseau de transputers T INMOS un degre de 	
 Dune maniere
plus generale le degre dun reseau reel est souvent borne par une constante

Neanmoins nous etudions dierents types de reseaux et les algorithmes que
nous presentons dans le chapitre suivant considerent toujours la topologie comme
quelconque car un reseau reel en fonctionnement est un reseau dont la topologie
est variable incidents divers sur les liens de communications ou sur les sites
et dont on ne connat pas a un instant donne ni la topologie ni le nombre de
nuds
 De ce fait la reprise sur pannes peut conduire a construire une structure
de controle sur une topologie que lon ne connat pas a lavance

De plus il est souvent inutile voir limitatif de supposer lexistence dun matre
ou elu prevalent a lexecution des algorithmes distribues lextensibilite des ma
chines ne saurait etre limitee par de telles hypotheses
 Les algorithmes utilisant
lhypothese dun initiateur ou dun site privilegie avant toute execution nauront
fatalement quune resistance aux pannes tres limitee car une panne de ce matre
est catastrophique
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Chapitre 
Algorithmes de controle
distribues Arbres Couvrants
 Introduction
Nous allons etudier dans ce chapitre dierentes structures de controle dis
tribuees couvrant la totalite du graphe
 La litterature sur le sujet nous renvoie
essentiellement a la construction danneau ou cycle hamiltonien ou pseudo
hamiltonien ou darbre couvrant
 Dans tous les cas il faut souligner la volonte
de briser la symetrie dorigine et dorganiser le reseau en structure coherente

Un anneau hamiltonien est de construction dicile le probleme est NP
complet et il existe des graphes les arbres par exemple sur lesquels on ne
peut pas construire des anneaux hamiltoniens
 Dou lidee de lanneau pseudo
hamiltonien qui est un anneau passant au moins une fois par chaque sommet au
lieu dune et une seule fois
 Les defauts dune telle structure sont connus  tres
faible potentiel de resistance aux pannes certains sites etant vus plusieurs fois
delais de communication plus longs en moyenne que pour les arbres etc
 De plus
la construction dun anneau virtuel utilise souvent lalgorithme de parcours en
profondeur voir par exemple HeRa par consequent soit lon dispose deja
dun seul initiateur soit il faut en meme temps etablir une election particuliere

En clair lelection sur un anneau virtuel consiste a faire une election la creation
de lanneau et ensuite lelection sur cet anneau '
Un des avantages de la topologie en anneau est que de nombreux algorithmes
optimaux a la fois en temps et en messages existent deja voir par exemple lal
gorithme de E
 J
 Chang et R
 Roberts ChRo
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Lanneau pseudohamiltonien ou anneau virtuel a ete etudie entre autres par
I
 Lavallee qui propose un algorithme de construction simple par jeton circulant
dans Laval

La construction dun arbre couvrant napporte pas seulement une structure
de controle sur la totalite du reseau mais aussi un elu
 En eet le probleme de
lelection de la recherche dextremum et de la terminaison sont reductibles au
probleme de la construction dun arbre couvrant comme nous le prouve lanalyse
de la section 



Nous ne nous interessons qua letude des arbres couvrants avec ou sans
contraintes
 Ce probleme pour la contrainte de poids total minimum ou dans
le cas dabsence de contrainte a ete largement etudie et de nombreux algo
rithmes tant sequentiels que distribues ont ete proposes voir par exemple
Awer Bute GaHS GrHe KoKM LaLaa
 Nous nous interessons
ici a une contrainte importante qui na jamais a notre connaissance ete etudiee
en algorithmique distribuee  le diametre minimum
 Lobtention dune structure
de controle de diametre minimumest dun interet evident puisquil existe toujours
au moins une paire de sites qui doit pour echanger des informations traverser
D aretes ou D est le diametre de la structure de controle utilisee
 Nous presen
tons dans ce chapitre un algorithme distribue de construction darbre couvrant
de diametre minimum sur le reseau de communication

On examine donc dierents algorithmes sous dierents points de vue
 Tous
les auteurs cites cherchent A leconomie B en nombre de messages mais pas tous
de la meme facon

En eet on retrouve ici sous une autre forme les termes du compromis temps
espace bien connu en algorithmique et programmation sequentielle
 On peut di
minuer la quantite de memoire necessaire a une application mais cela represente
souvent du temps perdu et inversement un gain de temps est souvent obtenu au
detriment de lespace memoire utilise
 Ici nous sommes confrontes a un probleme
analogue en limitant le parallelisme des operations dans le reseau on arrive a
limiter de facon drastique le nombre de messages echanges dans le pire des cas
Awer GaHS KoKM
 Toutefois pour ce faire les auteurs sont obliges
dutiliser la notion de phase logique qui induit des phenomenes dattente
 De
plus la resistance aux pannes peut sen trouver aaiblie

Partant de lidee que le pire des cas narrive pratiquement jamais dautres
auteurs tels que Bute LaLaa LaRo ont propose des algorithmes qui
sont totalement asynchrones dynamiques et ne necessitant que peu dattentes

Ils sourent dun peu plus de messages echanges et en theorie ils peuvent sur des
exemples Apathologiques B avoir des comportements A gourmands B en nombre de
messages mais dans la pratique ils restent du meme ordre comme nous le prouve
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Nous proposons de plus des techniques damelioration des algorithmes presen
tes pour obtenir une certaine resistance aux pannes

 Notations
Nous reprenons les denitions donnees en section 
 et ajoutons les notations
suivantes 
Soit N
mot cl
e
le nombre total de messages portant le motcle mot cle ayant
circule dans le reseau pour obtenir la terminaison de lalgorithme

Dans tous les codes des algorithmes fournis par la suite la constante Ego
designe lidentite du site sur lequel est decrit lalgorithme
 De meme la constante
Voisins designe lensemble des voisins immediats du site considere
 Il serait plus
juste par rapport au modele Sde nutiliser que lensemble des numeros de porte
vers les voisins puisque leurs identites sont a priori inconnues mais il sagit ici
que dune notation destinee a simplier lecriture des algorithmes

	

Election et construction darbre couvrant
Le probleme de lelection consiste dans un systeme distribue S a une transfor
mation de la conguration de S dune conguration initiale du systeme ou tous
les sites actifs sont dans le meme etat fondamental que lon appelle candidat a
la conguration nale ou un seul site est dans un autre etat fondamental appele
elu et tous les autres sont dans letat battu
 Lelu est a priori quelconque bien
que la plupart des algorithmes delection sur des reseaux dont les sites disposent
didentites toutes distinctes transforment ce probleme en la recherche dextre
mum sur lensemble des identites des sites et elisent cet extremum comme le fait
par exemple le premier algorithme connu delection G
 Le Lann Lela

De meme les algorithmes de construction darbre couvrant utilisent lorsque
cette information est disponible les identites des sites pour resoudre les problemes
de con"it
 Ces identites fournissent generalement aussi les identites des fragments
qui vont chercher a se fusionner
 De sorte que le site ayant la plus grande ou
la petite identite joue un role primordial
 Nous avons dans notre algorithme
de construction darbre couvrant cherche a limiter ce role de lextremum de
meme lalgorithme de E
 Korach et al dans KoKM utilise lordre induit sur
les identites des sites mais ne privilegie pas dextremum
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a De lelection a larbre couvrant
Si lon dispose dun elu un site didentite x il est possible de proceder a par
tir de cet elu a un parcours du reseau en largeur dabord qui nous donne alors
une arborescence logique couvrante de racine x
 Lanalyse de lalgorithme BFS
suivant va nous montrer que la transformation du probleme de lelection en pro
bleme de construction dun Arbre Couvrant ou plutot darborescence couvrante
peut setablir via lechange de m messages et de lordre de D unites de temps


b Algorithme BFS
Algorithme DistriBFS
premier messageVRAI 
SI elu  Ego ALORS
lsVoisins  attentejlsj 
premier messageFAUX 
ENVOIE bfs	 a ses ls 
FSI
TANT QUE mon etat  termine FAIRE
Sur reception de message bfs	 de y 

 Seul le er mesg recu denit larborescence 
SI premier message ALORS
premier messageFAUX  pere y  lsVoisinsfyg 
ENVOIE bfs	 a ses ls 
attentejlsj 
SINON 
 A

Elimination B de larete Ego y 
lslsfyg  attenteattente  
 Pas de mesg renvoye 
FSI
Sur reception de message bfs back	 
attenteattente 
SI attente ET NON premier message ALORS
SI elu  Ego ALORS
mon etat termine  
 lalgorithme est termine 
SINON
ENVOIE bfs back	 a son pere 
mon etat termine  
 localement termin
FSI
FIN TANT QUE	
Lemme Durant toute execution de l	algorithme DistriBFS il y a m mes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sages de un bit echanges
Preuve  Cet algorithme procede par A inondation B du graphe a partir de lelu
x
 Cet algorithme distribue na donc quun seul initiateur  x

Les messages sont uniquement de deux types  bfs et bfs back que lon peut
coder respectivement par  et  donc les messages ne sont que de  bit
 Lorsque
nous faisons reference a lemetteur du message il ne sagit que dune simplication
decriture voir paragraphe 
	
  en fait le message est recu par la porte p qui
accessoirement mene vers y mais cette information nest pas ici necessaire donc
lidentite de lemetteur nest pas portee par le message

Les messages de type bfs parcourent tout le graphe plus precisement toutes
les aretes du graphe
 Une arete sur laquelle deux messages de ce type se croisent
est dite Aeliminee B
 Cette elimination est eectuee par les sites extremites de
cette arete via la suppression dans lensemble ls du voisin correspondant

Le nombre de messages de type bfs est egal a m # a ou m est le nombre
daretes du graphe et a le nombre daretes comptees deux fois  les aretes eliminees

Les messages bfs back ne circulent que sur les aretes non eliminees donc m a
messages de ce type sont emis durant lexecution de lalgorithme
 Ce qui donne
au total les m messages annonces
  
Lemme L	algorithme BFS construit un Arbre couvrant
Preuve  Soit G

 X

 U

 le graphe G auquel on a ote les aretes eliminees
 Ce
graphe est tel que X

 X U

 U  jU

j  m  a et x  X


 Lalgorithme ne
genere pas de cycle car il ne peut exister deux chanes de la racine vers un nud
de par la gestion de la variable premier message

De plus puisque G est connexe tous les nuds de G sont visites donc clai
rement X

 X
 Par consequent dapres les denitions du paragraphe 

 G

est un Arbre Couvrant
  
Remarques
La gestion des variables pere et ls conduit en fait lalgorithme a construire une
arborescence couvrante

Le nombre a daretes eliminees est egal a m  jU

j or G

est un arbre donc
jU

j  n   et a  m n# 

Pour lanalyse de la complexite temporelle dun algorithme nous devons xer
une borne sur les delais de transmission
 Uniquement a des ns danalyse sup
posons donc que lalgorithme est execute sur un reseau synchrone il faut alors
pour lexecution complete de lalgorithme que les messages se propagent jus
quaux sites les plus eloignes de lelu et en reviennent ce qui signie dans le pire
des cas OD unites de temps ou D est le diametre du graphe
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Remarque  On peut simplier a lextreme cet algorithme en nutilisant pas
de variable attente et en emettant le message bfs bak des sa reception ou si
lensemble des ls est vide

Dans ce nouvel algorithme il est possible que des sites dans un etat termine
recoivent encore des messages qui seront alors ignores
 Lelu sarrete des le premier
message bfs back recu alors que certains de ses ls et petitls nont pas encore
termine mais tous au bout dun temps ni en OD nissent par terminer

Pour obtenir un comportement plus A propre B de lalgorithme il faut quun
site attende que tous ses ls lui aient envoye un message bfs back pour quil
puisse a son tour envoyer ce message vers son pere
 Cest la fonction de la variable
attente

Dans une terminaison par processus il est necessaire quun site qui a termine
lexecution de lalgorithme ne recoive plus de messages ayant un rapport avec
cet algorithme
 Dans le cas contraire il pourrait etre reveille par le message et
ne pourrait alors determiner si le message fait partie de cet algorithme ou dune
nouvelle execution

Du point de vue de la complexite temporelle attendre que tous ses ls aient
termine ou bien terminer des que lun dentre eux ait termine napporte pas de
changement dordre de grandeur pour ce type dalgorithme

En fait si lon suppose que la fonction de poids w denie sur les aretes du
graphe represente un delai moyen de propagation de message en unites de temps
arbitraires et si ce delai reste relativement stable durant lexecution de lalgo
rithme alors il faudra au plus ex #W unites de temps pour completer lexe
cution de cet algorithme
 ex a deja ete denie dans le chapitre  et represente
lexcentricite du nud x  W represente le poids de larete la plus A longue B qui
ait ete eliminee cest a dire celle de poids associe le plus grand voir la gure 


Theoreme Si la fonction de poids we represente exactement le delai de com
munication de toute arete e et si ce delai reste parfaitement stable pendant l	exe
cution de l	algorithme alors l	algorithme BFS construit un Arbre des Plus Courts
Chemins issus de l	initiateur x avec m messages
Preuve  Nous avons deja vu par les lemmes precedents que lalgorithme BFS
construisait un arbre couvrant avec m messages echanges

Considerons maintenant un nud y  x supposons quil existe au moins deux
chemins 

et 

issus de x et tels que dx y  w

  w


 Si comme le
specie le theoreme la fonction de poids represente exactement le delai de com
munication et que ce delai reste parfaitement stable deux messages bfs issus
de x rejoindront y simultanement au bout de dx y unites de temps
 Lalgo
rithme opere alors un choix arbitraire sur lordre dinterpretation de ces deux
messages comme specie dans le paragraphe 
	
 et propage alors le message
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e(x)
e(x)
x
y
z
bfs
bfs
bfs
bfs
W
bfs
bfs
bfs
Figure 
  Illustration de lalgorithme BFS
vers les autres nuds
 Le deuxieme message est alors traite comme specie par
lalgorithme et conduit donc a lelimination dune arete mais ne produit pas de
message supplementaire

Si dx y  w

 et w

  w

 alors le message qui a suivi le chemin 

arrive avant le message qui a suivi le chemin 


 Par consequent cest bien le plus
court chemin de x a y qui est choisi pour la propagation des messages bfs back
donc larbre construit est un Arbre des Plus Courts Chemins issus de x
  
Si nous relachons lhypothese de delais parfaitement stables alors la fonction
de poids devient dynamique
 Pour etre realiste et plus facilement utilisable la
fonction de poids represente souvent un delai moyen de communication
 Ainsi
larbre couvrant construit par lalgorithme sera suivant les ecarts par rapport au
delai moyen probablement un arbre des plus courts chemin

Remarques
Cette derniere conguration ne correspond pas au modele Sque nous avons deja
presente neanmoins il ne sagit pas non plus du modele synchrone S

deni par
rapport aux probleme de la tolerance aux pannes
 Une extension interessante de
notre travail serait donc de prendre un modele dierent du modele asynchrone
mais pas aussi contraignant que le modele synchrone  un modele ou les poids des
aretes seraient des delais moyens de communication et les delais reels seraient des
variables aleatoires independantes
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Une autre extension possible du modele serait de considerer que le poids de larc
a b peut etre dierent du poids de larc b a
 En eet on peut associer aux
poids des arcs des valeurs correspondant aux tailles des les dattente et il ny a
a priori aucune raison pour quelles soient egales dans les deux sens sur une ligne
de communication

Il sagit la dun tout autre probleme que nous ne netudierons pas et qui est par
ailleurs tres peu traite dans la litterature sauf peutetre par quelques algorithmes
de routage comme celui de P
 A
 Humblet Humb

Des extensions de la technique de parcours en largeur dabord pour construire
des arbres de plus courts chemins se retrouvent chez de nombreux auteurs tels
que Awerb AwGa GoHK Lavau RaHe mais aucun dentre eux ne
semble avoir etudie la derniere notion que nous avons presentee

Une description simple et elegante de lalgorithme nutilisant pas de facon
explicite la variable attente peut etre realisee avec la technique de lappel recursif
de procedure distante de G
 Florin et al FlGL 
Algorithme RecBFS
Rec
BFS mesgorigf 	 
 parametres passes par adresse 
DEBUT
EXMUT 
SI pere ALORS
pereorig  lsVoisins forigg 
FIN
EXMUT 
yEgo 
PAR i SUR ls
Rec
BFS mesgyf 	 ON i 
DEBUT
EXMUT 
SI fFAUX ALORS lslsfyg 
FIN
EXMUT 
FIN PAR
mon etattermine 
mesgbfs back  
 Pour la similitude avec DistriBFS 
SINON
lsls fyg fFAUX 
FIN
EXMUT 
FSI
FIN Rec
BFS
Cette technique de description pourrait devenir un standard dans lart de
lecriture des algorithmes distribues lorsque le nombre de messages echanges
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nest pas une contrainte forte
 En eet tout message envoye dans la boucle PAR

 
 
 FIN PAR doit etre associe a un message de A retour de vague B apportant
linformation fFAUX ou non et le y a oter eventuellement des ls pour que le
A backtrack B de la recursivite puisse soperer normalement

Les commandes DEBUT
EXMUT et FIN
EXMUT correspondent evidemment
respectivement a lentree en section dexclusion mutuelle et sortie de la section en
exclusion mutuelle
 Ils sont obligatoires dans cet algorithme car bien quil ny ait
quune seule vague la procedure sur un site y peut etre appelee en meme temps
pas deux sites distincts x et z

Pour calculer le nombre de messages necessaires a lexecution de cet algo
rithme distinguons les messages de retour de vague par ret vague et notons a
nouveau a le nombre daretes sur lesquelles deux messages bfs ont circule
 Lal
gorithme RecBFS conduit a lechange de  m # a messages bfs comme nous
lavons deja remarque auquel il faut ajouter les a messages ret vague et les
m  a messages bfs back
 Puisque a  m  n #  il y a en tout m  n # 
messages echanges

Notre but dans ce chapitre est de decrire les performances de divers algo
rithmes qui nont pas toujours la possibilite de secrire simplement sous cette
forme sans augmenter de facon importante le nombre de messages cest pour
quoi nous utilisons plutot une description de type pseudocode comme dans la
premiere description


c De larbre couvrant a lelection
Nous venons de presenter dans le paragraphe precedent la construction dun
arbre couvrant a partir dun elu
 Nous allons presenter maintenant la reciproque

Apres construction dun arbre couvrant le processus delection depend des
informations deja disponibles apres la construction de larbre
 Si larbre est en fait
une arborescence couvrante et cest generalement le cas cela signie que chaque
site connat son pere et lensemble de ses ls ou plus generalement les lignes
de communication qui y conduisent dans larborescence
 Par suite lelection est
immediate aucun echange de message car la racine na pas de pere et tous les
autres sites en ont un

Sil sagit reellement dun arbre et non dune arborescence la seule information
disponible est le nombre de voisins et par quel lien les contacter dans larbre

Nous en deduisons de suite lalgorithme  les feuilles de larbre nont quun unique
voisin elles envoient un message elit vers leur pere qui collationne ces messages

Quand un nud A interne B a recu de tous ses voisins sauf un le message elit
il peut envoyer a son voisin qui est reste muet elit avec son identite
 A la n
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de lalgorithme deux messages elit se croisent sur une arete et les receveurs
decident localement qui est lelu par comparaison des identites
 Cet algorithme
est en fait un algorithme de transformation darbre en arborescence
 En tout il
faut n messages et Oh unites de temps ou h est la hauteur de larbre

Finalement nous avons montre que lelection et la recherche dun arbre cou
vrant sont des problemes equivalents cest a dire que lon peut reduire lun a
lautre avec une complexite polynomiale plus precisement en Om messages
m  n  et On unites de temps pres si lon suppose des delais de commu
nication equivalents pour chaque arete
 Ce resultat est deja classique en algo
rithmique distribue nous avons seulement exhibe les algorithmes qui permettent
dobtenir cette equivalence et precise leur complexite ainsi que des extensions
possibles

 Autres reductions
Nous allons considerer maintenant dautres problemes reductionreductibles a
la construction dun Arbre Couvrant  la Recherche dExtremumet la Terminaison
Distribuee

Considerons le probleme de la Recherche dExtremum
 Comme nous lavons
deja remarque ce probleme est tres proche de celui de lelection
 Precisement
il sagit a partir de la meme conguration initiale ou tous les sites sont dans
un etat fondamental stable ayant localement une variable contenant une valeur
reelle dobtenir la conguration ou tous connaissent le maximumou le minimum
des valeurs

Clairement lorsque la recherche dextremum est realisee une election est rea
lisee celui dont la variable contient la meme valeur que lextremum est immedia
tement lelu

Inversement si lon a deja un arbre couvrant ou une arborescence couvrante
n respectivement n messages susent pour rechercher lextremumsur larbre
voir la precedente reduction puis n   messages supplementaires pour diu
ser cet extremum
 Globalement nous avons donc lequivalence Arbre Couvrant

Election et Recherche dExtremum
 Il est clair que lon peut etendre ce resultat a
tout probleme de collecte de variables sur dierents sites dun groupe suivi dun
calcul sur ces variables dont le probleme de la recherche dextremum nest quun
cas particulier

Considerons maintenant le probleme de la Terminaison Distribuee
 La con
guration initiale du systeme distribue Sst telle que certains sites sont dans letat
termine certains autres sont dans letat travail et des messages sont eventuel
lement en circulation dans le reseau
 La conguration nale est dependante de
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la conguration initiale  si il existe au moins un site dans letat travail alors la
terminaison ne peut avoir lieu et la conguration nale est similaire a la con
guration initiale dans le cas contraire la conguration nale est telle que tous
les sites savent que tous les autres sont dans letat termine et quil ny a plus de
messages en cours de transmission dans le reseau

Associons la valeur  a letat travail et la valeur  a letat termine
 La Re
cherche dExtremum nous donne alors  si tous etaient dans letat termine
 Le
fait que plus aucun message nest en circulation est deja inclu dans le fait que
la recherche dextremum au meme titre que lelection necessite de parcourir au
moins une fois dans chaque sens chaque arete
 Comme dapres nos hypotheses
les messages ne peuvent se doubler sur les lignes de communication les derniers
messages a avoir parcouru le reseau sont donc les messages lies a la recherche
dextremum

Donc la Terminaison Distribuee est reductible a la construction darbre cou
vrant

 Optimalite 
Puisque nous sommes amenes a comparer des algorithmes distribues il est
naturel de se poser la question de lexistence dun Ameilleur B algorithme possible
pour un probleme donne
 Un algorithme est meilleur quun autre si sa complexite
en messages ou en temps ou les deux est plus faible

Sur le modele S que nous avons deja deni dans le premier chapitre soit C la
classe des algorithmes resolvant un probleme * sur S
 Notons que les algorithmes
de C ne sont pas forcement tous connus

Nous appelons complexite en messages dun probleme * la complexite du
meilleur algorithme de C du point de vue de la complexite en message et de
meme pour la complexite temporelle
 Nous allons etudier ici la complexite de
quelques problemes en rapport avec la construction dun Arbre Couvrant en mi
lieu distribue

En sequentiel seule une mesure de complexite temporelle et eventuelle
ment une complexite spatiale est consideree
 En algorithmique distribuee il
faut prendre en compte la complexite temporelle et la complexite en nombre
de messages echanges
 Pour quun algorithme de resolution dun probleme * soit
optimal il faut quil atteigne la borne inferieure des complexites des algorithmes
de la classe C du probleme * a la fois en temps et en messages

Notons E le probleme de lelection RE le probleme de la Recherche dEx
tremum AC le probleme de la construction dun Arbre Couvrant et ACPM
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le probleme de la construction dun Arbre Couvrant de Poids total Minimum

Theoreme Sur un graphe quelconque E est en m# nlg n messages et en
D unites de temps
Preuve  Larticle de R G
 Gallager et al entre autres a prouve dans GaHS
que pour construire un ACPM il faut &m messages et de memepour un AC
 En
eet si il existe une arete sur laquelle aucun message na circule comment etre
sur quau milieu de cette arete il ny a pas un nud ) Donc il faut au minimum
m messages chaque arete doit etre parcourue dans les deux sens pour que
lelection soit realisee ou quun arbre couvrant soit construit

Dautre part &nlg n messages sont necessaires pour lelection sur un anneau
voir lalgorithme de E
 J
 Chang et R
 Roberts dans ChRo et son analyse par
C
 Lavault Lavaua

Par consequent sur un graphe quelconque la complexite de E est &m #
nlg n
 De plus lalgorithme de R
 G
 Gallager et al GaHS realise la construc
tion dun ACPM avec Om# nlg n messages ce qui prouve que pour le nombre
de messages echanges E est en m# nlg n

Il est evident que E est en &D en temps ne seraitce que pour traverser le
reseau
 Lalgorithme de D
 Peleg dans Pele a nalement obtenu loptimalite en
temps avec un algorithme en D pour lelectionmalheureusement sa complexite
en nombre de messages est en OmD et nest donc pas optimale
  
Remarque  La plupart des algorithmes de construction darbre couvrant
sont en fait a lorigine des algorithmes de construction dACPM
 Ils ont de ce
fait une complexite en temps rarement optimale

Lalgorithme de R
 G
 Gallager et al GaHS par exemple necessite
Om # nlg n messages donc il est optimal pour le nombre de messages neces
saires mais sa complexite en temps est en Onlg n dans le pire des cas
 La com
plexite temporelle a ete amelioree par B
 Awerbuch dans lalgorithme presente
dans Awer qui necessite n unites de temps et qui peut etre alors optimal
pour le probleme de la construction dun ACPM sur des graphes ou D  On

Malheureusement comme la montre B
 Bollobas dans Boll	 le diametre dun
graphe est A souvent B graphes aleatoires reguliers ou graphes aleatoires de degre
susamment grand en Olg n  par consequent lalgorithme de B
 Awerbuch
nest pas optimal en temps

Finalement le probleme de lexistence dun algorithme obtenant loptimalite
a la fois en temps et en messages est un probleme ouvert
 On retrouve la la
problematique classique sur le compromis espace temps en informatique

Corollaire 
Sur un graphe quelconque AC et RE sont en m#nlgn mes
sages et en D unites de temps
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Preuve  Immediat dapres le theoreme precedent et lequivalence entre E
AC et RE
  
Theoreme Sur un graphe quelconque ACPM est en m # nlg n messages
et en &D et On unites de temps
Preuve  Dapres lalgorithme de B
 Awerbuch Awer ACPM est en m#
nlg n messages etOn unites de temps
 Puisque AC est en D alors ACPM
est en &D
  
Pour des raisons de simplicite nous exposons et codons lalgorithme de
GaHS et pas celui de Awer theoriquement meilleur du point de vue du
temps mais il napporte que cet aspect theorique
 Ainsi lalgorithme de Awer
nest pas primordial dans le cadre de la partie pratique de notre etude qui est
consacree aux messages et aux problemes associes
 De plus nous avons par ailleurs
deja exprime le caractere paradoxal de la notion de temps en algorithmique dis
tribuee asynchrone voir paragraphe 



Nous verrons que dautres algorithmes completent la construction dun Arbre
Couvrant en m# nlg n messages
 Toutefois les resultats obtenus en pratique
que nous verrons au chapitre 	 permettent de les departager suivant dierents
criteres tels le degre du reseau la taille memoire etc

 Probleme de lArbre Couvrant
Nous avons deja deni dans le premier chapitre ce quetait un arbre couvrant
le probleme de sa construction sur un graphe quelconque est un probleme classique
de la theorie des graphes meme si historiquement il est posterieur au probleme
de la recherche dArbre Couvrant de Poids total Minimum dont on trouve des
exemples dalgorithmes des le debut du siecle



La recherche dun ACPM avec des poids statiques nest pas tres realiste
si lon considere ces poids comme etant des delais de communication dans un
reseau
 Ces poids pour avoir quelque interet dans la realite devraient illustrer
le cout de transfert de message pour chaque arete
 Or ce cout est dynamique
puisquil resulte de la charge du reseau
 Sur des reseaux dynamiques il vaut
mieux construire des tables de routages dynamiques multichemins en chaque
nud plutot quun Arbre Couvrant de Poids total Minimum ainsi des techniques
de routage speciques peuvent etre mises en uvre telles que la detection de
 
Otakar Boruvka  Son algorithme est d
etaill
e dans lhistorique du probleme de lACPM
de R L Graham et P Hell GrHe
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surcharge dune ligne qui entrane un detournement partiel vers une autre ligne
moins chargee
 De telles techniques sont applicables a la structure darbre en elle
mememais la contrainte de poids total minimumne correspond pas a la recherche
doptimalite dans les reseaux de communication sauf si les poids representent le
cout A au metre B de la ligne de communication ainsi baisser le cout total suit alors
linteret economique
 De meme si loperation de diusion de messages sur tout le
reseau est une operation de base a eectuer souvent lACPM est la structure de
controle donnant le meilleur cout

Les algorithmes de construction dAC que nous allons etudier dans ce chapitre
comportent un certain nombre de caracteristiques similaires  la construction se
fait par fusion de fragment et tout fragment ou domaine est un arbre disposant
dune identite et dune racine
 Au depart tout site initiateur est un fragment
a lui toutseul avec sa propre identite en guise didentite de fragment
 Certains
algorithmes utilisent la notion de phase pour limiter la complexite en nombre
de messages echanges
 Cette notion engendre des phenomenes dattente plus ou
moins marques suivant les algorithmes et surtout induit une certaine perte de
parallelisme voire une forme de sequentialisation pure et simple
 La notion de
phase consiste en la suppression de deux fragments de meme phase ou jetons
de meme phase suivant lalgorithme considere pour nen former quun seul de
phase superieure ce qui implique que le nombre de phases est alors au plus egal
a dlg ne

Nous allons etudier dans ce chapitre les algorithmes de construction darbre
couvrant de Bute LaLaa KoKM seul le dernier utilise la notion de phase
mais cette technique se retrouve aussi dans la construction dArbre Couvrant de
Poids Minimum

 Probleme de lArbre Couvrant de Poids Minimum
Les algorithmes de construction dArbre Couvrant de Poids Minimum que
lon note ACPM utilisent les proprietes suivantes 
Propriete 
 R C Prim 
 G Sollin 

Pour tout sommet x d	un
graphe soit e  x y l	arete adjacente a x de poids minimum Il existe un
arbre couvrant de poids minimum contenant l	arete e Prim Soll
Propriete  R G Gallager et al 


Etant donne un fragment f d	un
ACPM soit e une arete sortante du fragment telle qu	elle soit de poids mini
mum L	ajout de e et de son n
ud adjacent au fragment f forme un autre
fragment d	un ACPM GaHS
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Propriete Si toutes les aretes d	un graphe connexe ont des poids dierents alors
l	ACPM est unique
Les proprietes locales telles que la propriete  sont essentielles car elles ren
voient aux fondements meme de lalgorithmique distribuee

Les proprietes  et  deduites de la premiere permettent dimaginer une
methode de construction generale des ACPM a partir dun graphe ou les poids
des aretes sont tous dierents
 En eet la propriete  permet de faire crotre
chaque fragment dans nimporte quel ordre
 Quand deux fragments dACPM ont
un nud en commun la propriete  assure que lunion de ces deux fragments est
toujours un fragment de lACPM

En sequentiel les algorithmes de R
 C
 Prim E
 W
 Dijkstra Prim Dijk
commencent par un simple nud considere comme un fragment auquel on ajoute
successivement aretes et nuds jusqua ce que le fragment recouvre lensemble
des nuds du graphe
 Cette technique a donc recours aux proprietes  et 

Lalgorithme de J
 B
 Kruskal Krus commence par trier les aretes par
ordre de poids croissant tous les nuds etant consideres initialement comme des
fragments
 Les aretes sont ajoutees successivement a lensemble des fragments si
et seulement si elles ne creent pas de circuit

Lalgorithme de G
 Sollin Soll est le plus proche des algorithmes distribues 
a chaque etape il faut joindre un sommet quelconque a son plus proche voisin
au sens du poids de larete les reliant de sorte que lon ne produit pas de cycle

Si le graphe obtenu est connexe lalgorithme est termine sinon les composantes
connexes obtenues sont considerees a leur tour commedes sommets et lalgorithme
est reitere

A
 C
C
 Yao et dautres auteurs utilisent une approche similaire a lapproche
distribuee  au depart tous les nuds sont des fragments chaque fragment est
etendu par fusion avec dautres jusqua lobtention dun ACPM
 Lalgorithme de
A
 C
C
 Yao Yao oblige de plus une croissance equilibree des fragments

Les algorithmes de J
 B
 Kruskal R
 C
 Prim E
 W
 Dijkstra et G
 Sollin
peuvent sexecuter si tous les poids des aretes ne sont pas tous distincts a la
condition de denir un ordre arbitraire
 Par contre celui de A
 C
C
 Yao ne peut
sans de profondes modications accepter le relachement de cette hypothese

En distribue les algorithmes utilisent les memes principes
 Les dicultes lies
au parallelisme sont surtout lies a la resolution deventuels con"its entre frag
ments
 Ces con"its sont arbitres par les poids des aretes lorsquelles sont dis
tinctes ou par les identites des nuds du graphe qui sont supposes distincts
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Tous les algorithmes procedent par fusion concatenation de fragments jusqua
ce quil ny ait plus quun seul fragment contenant tous les sommets
 Ce fragment
restant est alors lACPM
 Nous allons etudier dans ce chapitre les algorithmes
de GaHS LaRo
 En distribue obtenir un ordre arbitraire sur les poids des
aretes est couteux meme si lon dispose de lhypothese didentites toutes dis
tinctes il faut dans le pire des cas et sans modication profonde de lalgorithme
considere Om messages supplementaires pour obtenir cette distinction

 Probleme de lArbre Couvrant de Diametre
Minimal
Parmi les arbres couvrants dun graphe il est interessant dexaminer ceux
de diametre minimal
 En eet la propriete de diametre minimal apporte a la
structure darbre une minimisation des temps de transfert des messages dun
bout a lautre de cette structure

Nous navons pu trouver dalgorithme distribue de construction meme sur
des graphes reguliers
 Il existe pourtant un probleme en apparence similaire qui
sappelle lArbre Couvrant Geometrique de Diametre Minimum qui consiste a
construire un arbre couvrant de diametre minimum sur un ensemble de points du
plan Euclidien
 Ce probleme a ete resolu par J
M
 Ho et al ainsi que par E
 Ihler
et al HLCW IhRW avec des algorithmes sequentiels polynomiaux
 Nous
nexposons pas ici les methodes de resolution utilisees qui saverent etre assez
eloignees de celles que nous allons utiliser pour la recherche dun ACDM qui
plus est elles sont essentiellement sequentielles
 Notre methode de resolution est
presentee en deux parties  la resolution dun cas particulier puis le cas general

Cette methode donne a la fois un algorithme sequentiel et un algorithme distribue


a Le probleme
Avec les notations du paragraphe 
 le probleme se decrit comme suit  parmi
lensemble des arbres couvrants de G  XU graphe nonoriente value positi
vement et connexe  trouver un arbre T tel que son diametre DT  soit minimum

Le probleme reduit au plan Euclidien ACGDM a ete resolu par HLCW
IhRW avec des algorithmes sequentiels en On
	

 Le probleme de la construc
tion dun ACDM est une generalisation de lACGDM car on peut construire un
graphe complet avec lensemble des points relies deux a deux par des aretes de
poids egal a la distance Euclidienne

Independamment de nos travaux nous avons trouve dans larticle de P
 M
 Ca
merini et al CaGM la preuve que ce probleme en sequentiel est polynomial
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Cet article nest parvenu a notre connaissance que tres tardivement car ces au
teurs utilisent une autre appellation pour ce probleme  lemax	path dailleurs cet
article a ete ignore par HLCW IhRW
 La demonstration quils apportent
consiste classiquement en la reduction polynomiale de ce probleme a un autre
probleme qui a deja ete prouve comme etant polynomial  le probleme de la re
cherche de centre absolu voir par exemple le livre de N
 Christophides  Chri

La fusion dune des methodes de N
 Christophides et de la reduction polynomiale
permet dobtenir un algorithme qui bien que dune approche dierente est na
lement assez proche de celui que nous allons presenter
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 Algorithmes de construction dArbres
Couvrants
	 Principes generaux des algorithmes etudies
Tous les algorithmes de recherche dAC ou dACPM procedent par fusion
concatenation de fragments jusqua ce quil ny ait plus quun seul fragment
contenant tous les sommets
 Ce fragment restant est alors lAC ou ACPM suivant
les cas

Ces algorithmes dierent par la facon dont est geree la fusion entre fragments

Dans les algorithmes de I
 Lavallee C
 Lavault et G
 Roucairol LaLaa LaRo
un fragment est une arborescence couvrante logique dont le site privilegie est la
racine de cet arborescence
 Lidentite du fragment est celle de la racine
 Dans ces
deux algorithmes lidentite nale de la racine est completement determinee avant
meme le debut de lalgorithme  cest le nud didentite minimale ou maximale
suivant le sens choisi pour la relation dordre sur les identites des sites
 Dans
Bute les fragments sont aussi des arbres mais lidentite dun fragment peut
etre distincte de lidentite de la racine du fragment ainsi a la n de lalgorithme
lelu la racine du dernier fragment est quelconque voir la gure 


a refuse c,
b accepte a,
c accepte b.
a < b < c =>
: mesg. conn
: fragment
: arete sortante
a
b c
Figure 
  Construction dAC  exemple de fusions de fragments
Dans lalgorithme de KoKM les fragments sont des domaines ayant une
identite et une phase ils sont caracterises par des jetons qui tentent dannexer de
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nouveaux sites au domaine
 La fusion de fragments est alors la rencontre de deux
jetons detruits pour la construction dun nouveau de phase plus elevee et dont
lidentite depend du site ou sest produit la rencontre
 En consequence lelu la
racine de larbre couvrant est aussi quelconque

		 Algorithme avec racine predeterminee
Nous allons expliciter ici lalgorithme de I
 Lavallee et C
 Lavault decrit dans
LaLaa qui est une amelioration notoire de lalgorithme de I
 Lavallee et
G
 Roucairol LaRo en ce qui concerne le nombre et la taille des messages
echanges

Dans cet algorithme les fragments fusionnent de la facon suivante  si un
fragment didentite i demande a se fusionner avec un fragment didentite j tel
que i  j alors la fusion est acceptee si la relation dordre nest pas veriee
alors la demande est rejetee
 Le nouveau fragment produit par fusion a comme
identite j et il contient le sousarbre obtenu par concatenation du sousarbre du
fragment i avec celui du fragment j en utilisant pour la concatenation larete
qui a servi a transmettre la demande de fusion entre les deux fragments
 Par
construction cette arete est unique voir LaLaa

Cette methode a deja ete utilisee dans LaRo elle est interessante a plus
dun titre  parallelisme des fusions ainsi que multiplicite
 En eet plusieurs frag
ments peuvent se fusionner a un autre et un fragment peut fusionner avec un
autre alors que cet autre est deja en train de ce fusionner avec un troisieme etc


 Il
est donc particulierement dicile danalyser cet algorithme precisement surtout
si lon sinteresse a lanalyse de la complexite en moyenne '
Pour pallier a certains defauts de lalgorithme LaRo longueur des mes
sages en On et nombre total de messages non borne dans le pire des cas en
LaLaa il a ete introduit en chaque site une gestion en chaque site des aretes
adjacentes a ce site par lutilisation de tableaux Actif   et Candidat 

Nous avons releve une leger defaut dans lalgorithme qui peut dans certains cas
particuliers conduire a une terminaison par message au lieu dune terminaison par
processus
 Nous apportons donc une correction possible qui permet de retrouver
la terminaison souhaitee

Nous decrirons ici le fonctionnement de lalgorithme par lintermediaire de ses
reactions au vu des evenements messages


 rencontres au cours de lexecution
de lalgorithme
 Le codage proprement dit de lalgorithme est donne en annexe
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a Messages echanges
Les messages echanges sont de type  identite mot cle booleen booleen 	
ou identite est lidentite de la composante emettant le message maximum des
identites des processeurs de la composante 
mot cle precise la nature du message il caracterise levenement
 Cest un
element de lensemble fconn ok nok cousin nrac maj ouvre fing
ou 
	conn designe une tentative de connexion
	ok represente une reponse armative a la tentative precedente
	nok represente une reponse negative
	cousin represente une reponse negative precisant que le nud appartient au
meme fragment
	nrac est utilise lors de la mise a jour de lidentite dun fragment
	les messagesmaj et ouvre entranent la mise a jour des Actif   et Candidat 
	Le message fin est emis pour diuser la terminaison de lalgorithme

b Variables
Tout site gere son pere et ses ls dans son fragment ainsi que lidentite de la
racine du fragment  root qui donne aussi lidentite du fragment et letat des
aretes menant vers ses voisins  Actif   et Candidat 

c Gestion des aretes adjacentes
On denit pour tout processus x et pour tout voisin y de x les proprietes
suivantes 
	y est candidat pour x si et seulement si y appartient a priori a un autre fragment
didentite superieure a celle de x ou bien si y est un ls de x et y est ouvert

	x est ouvert si et seulement sil existe au moins un voisin qui est candidat pour
x

Informellement si y est candidat pour x cest quil est possible detendre le
fragment auquel appartient x via une tentative de connexion sur y qui lui meme
peut soit appartenir eectivement a un autre fragment ou bien etre un ls de x
et dans ce cas propager la tentative de connexion

Franck BUTELLE
 Algorithmes de construction dArbres Couvrants 
	y est actif pour x si et seulement si y appartient a priori a un autre fragment ou
bien si y est un ls de x et y est libre

	x est libre si et seulement si il existe au moins un voisin qui est actif pour x

Informellement le concept actif est necessaire a la terminaison par processus
de lalgorithme
 En eet si un site a au moins un voisin actif alors il est possible
que ce voisin appartienne a un autre fragment % par consequent lalgorithme nest
pas termine puisque lon veut construire un arbre couvrant
 Le concept actif est
repercute de ls en pere comme la propriete de candidat via une fonction de
type ou logique si au moins un des ls de x est candidat pour x alors le site x
est candidat pour son pere et ainsi de suite

Aux proprietes A etre actif pour B et Aetre candidat pour B sont associees res
pectivement deux tableaux de booleens  Actif   et Candidat 
 De meme aux
proprietes Aetre libre B et Aetre ouvert B sont associees respectivement deux va
riables booleennes  libre et ouvert

Remarque  Si on note V ar
y
la variable V ar du processus y voisin de x
telle que lon a pu la deduire dapres les messages echanges il est important
de remarquer que V ar
y
  ne signie pas V ar   au meme instant pour
le processus y
 En eet notre hypothese dasynchronisme implique quil ny a
aucun moyen dans le cas general de sassurer quune variable ait eectivement
une valeur donnee a un instant donne
 Donc lorsque lon ecrit y est actif pour x
cela ne signie pas forcement que y a cet instant soit reellement dans un autre
fragment

Si x ne dispose daucune information sur un voisin y cest a dire quaucun
message na ete emis de y vers x x le considere par defaut comme actif et can
didat

La variable attente reponse du processus x contient la valeur VRAI si et
seulement si un message conn a ete emis de x vers un voisin y cette variable
na donc de sens que pour la racine du fragment qui seule possede le privilege
denvoyer ces messages et que la reponse na pas encore ete recue
 Il faut remar
quer que le fait dattendre une reponse a une demande de connexion nempeche
pas daccepter ou de refuser des demandes dautres voisins y compris de y car
deux messages peuvent se croiser sur une ligne

d Demarrage de lalgorithme
Au depart pour tout site eveille lensemble de ses voisins est a la fois actif et
candidat il est donc ouvert et libre
 Il na a cet instant ni pere ni ls et lidentite
de son fragment est egale a son identite il est alors racine de son propre fragment
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Pour lancer lalgorithme un ou plusieurs nuds seveillent spontanement pas
forcement en meme temps et envoient a un de leurs voisins un message conn
exprimant une demande de fusion

Un nud non eveille qui recoit un message seveille alors immediatement et
peut de facon non deterministe

 soit envoyer un message conn soit lire le mes
sage recu
 Il est possible dameliorer lalgorithme de facon assez signicative si on
considere quen cas de reveil par message un nud se A fusionne B spontanement
a lemetteur

e Schema de principe de lalgorithme
La procedure TENTE CONNEXION consiste en un choix aleatoire dun
voisin candidat vers lequel lalgorithme peut envoyer un message aconn	

Lalgorithme sarticule de la facon suivante 

Il y a ici un certain abus de langage ce nest pas le non d
eterminisme au sens math
ematique
du terme comme peut letre la machine de Turing non d
eterministe mais plutot un choix
al
eatoire pas forc
ement 
equiprobable que lon peut qualier de non pr
ed
etermin
e par le r
eseau
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Algorithme DistriAC

INIT
TANT QUE mon etat  termine FAIRE A B ou C 
 Choix aleatoire 
A  SI racineEgo ET attente reponseFAUX ET ouvert ALORS
TENTE CONNEXION 
B  SI racineEgo ET attente reponseFAUX ET libreFAUX ALORS
POUR TOUT i  fils ENVOIE a i fin	 
mon etat termine 
C 
Soit Ego recoit de y un message  aconn	 ALORS
			
Soit Ego recoit de y un message  aok	 ALORS
			
Soit Ego recoit de y un message nok	 ALORS
			
Soit Ego recoit de y un message cousin	 ALORS
			
Soit Ego recoit de y un message ouvre	 ALORS
			
Soit Ego recoit de y un message  anrac	 ALORS
			
Soit Ego recoit de y un message maj c d 	 ALORS
			
FIN TANT QUE	
f Regles de fonctionnement
	Seule la racine du fragment peut envoyer un message conn vers un candidat la
condition A est racine du fragment B est teste par racineEgo

	Lorsquun nud a emis un message conn il attend la reponse avant den envoyer
un autre variable attente reponse
 La tentative de connexion est propagee jus
qua une feuille du fragment comme le montre la gure 
 les nuds en grise
sont les racine des fragments

	Un nud accepte un message conn si et seulement si lidentite du fragment porte
par le message est strictement inferieure a la sienne

	Apres reception dun message les tableaux Actif   et Candidats  sont mis a
jour conformement aux proprietes enoncees precedemment
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	Si pour une racine il ny a plus de voisin y compris les ls actif lalgorithme
sarrete cas B de lalgorithme

a bconn
conn
conn
a’ b’
Figure 
  Tentative de connexion dans LaLaa
Nous allons decrire maintenant la reaction quadopte le site Ego lorsquil
recoit un message dun site y
 Nous avons releve une legere erreur pour la bonne
terminaison de lalgorithme nous la justions et proposons une correction

g Reception dun message conn
Trois cas se presentent 

Soit lidentite du fragment de y est inferieure a lidentite du fragment auquel
appartient Ego et alors il y a fusion
 Pour realiser cette fusion Ego repond par
un message ok et desormais le considere comme un ls par defaut noncandidat


Soit les identites des fragments sont identiques alors les deux nuds appar
tiennent au meme fragment
 Des lors Ego ne considere plus ce voisin comme
actif et par consequent plus comme candidat
 De plus il lui renvoie un message
cousin

Remarque  Un cas rare peut alors survenir  imaginons que larete Ego y
soit la derniere a etre exploree
 Cela signie que Ego etait libre avant de rece
voir ce message car il ne savait pas encore quil sagissait dun cousin
 Apres ce
message puisque Ego y etait la derniere arete non eliminee Ego nest plus
libre pourtant son pere le considere toujours comme avant cest a dire actif

Donc le pere de son pere et ainsi de suite la racine du fragment a au moins un ls
actif soit x
 Considerons maintenant y recevant le message cousin de y il peut
constater quil na plus darete sur laquelle tenter une connexion donc il envoie
un message nok qui sera propage jusqua la racine
 Lorsque la racine recoit ce
message supposons ce qui est probable quil provienne dun ls dierent de x
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La racine du fragment a donc encore au moins un ls actif  x
 Malheureusement
plus aucun message ne sera emis



Par consequent lalgorithme termine seulement par message dans ce cas
 Pour
lever ce defaut il faut detecter ici si Ego devient ferme apres la reception du
message conn et si cest le cas envoyer un message de mise a jour maj par
exemple vers son pere


Soit lidentite du fragment de y est superieure alors la connexion est rejetee
Ego
renvoie alors un message nok et considere ce voisin comme candidat meme
sil ne letait plus
 Il ne peut pas le considerer demblee comme pere car cela
reviendrait a autoriser des demandes de connexion par dautres nuds que la
racine du fragment et donc contredirait les regles precedentes

a b
a’ b’
ok
ok
ok
nrac :
maj :
Figure 
	  Le message ok dans LaLaa
h Reception dun message ok
La gure 
	 illustre les deux situations suivantes 
	Soit ce message provient dun ls y et alors le receveur doit eectuer les actions
suivantes 
Propager le message ok vers son pere
Considerer son pere comme un ls
Aecter a la variable pere lidentite y

mettre a jour lidentite de fragment des sites du sousarbre enracine en Ego via
une diusion de message nrac

Cest a dire que suite a la remontee du message ok vers la racine du fragment
absorbe le sens lspere sur cette branche est inverse ceci est la methode de
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retournement de chemin qui a ete utilisee par la suite par M
 Na!mi M
 Trehel
et A
 Arnold dans TrNa NaTA sous le nom de APath reversal B

	Soit ce message provient dun voisin nonls et il a alors transite par une arete
dont chaque extremite appartient a deux fragments dierents
 y est considere
alors comme le pere de Ego
 De meme que dans le premier cas il doit propager
le message vers son ancien pere quil considere desormais comme un ls

Si Ego navait pas de pere alors il etait racine du fragment et doit maintenant
diuser la nouvelle identite de fragment vers ses ls par le message nrac
 Il envoie
ensuite un message maj vers son nouveau pere y

Dans les cas precedents il y a mise a jour des tableaux Actif   et Candidat 
puisquun pere nest ni actif ni candidat
 Le nouveau ls est quant a lui considere
comme seulement actif jusqua leventuelle modication apportee par maj

Enn Ego prend pour identite de fragment celle que le message vehicule

i Reception dun message nok
Nous devons distinguer deux cas 
	Soit le message provient dun ls et si Ego na pas de voisin ou ls candidat
alors le message doit etre repercute vers son pere
 Dans le cas ou Ego a au moins
un voisin candidat il peut renvoyer un message conn vers ce candidat

	Soit le message provient dun voisin nonls et par suite Ego ne doit plus consi
derer y comme candidat
 Ensuite Ego se comporte comme dans le cas precedent

Si Ego na pas de pere cest quil est racine du fragment et donc quil peut
alors aecter attente reponse a FAUX et ainsi sautoriser a emettre un nouveau
message conn vers un candidat
 Dans le cas particulier ou il na plus de candidat
mais quil est encore libre il ne peut quattendre un message de type maj pour
changer detat

Dans les cas precedents la mise a jour des tableaux Candidat  et actif  
suit la remontee vers la racine du message nok

j Reception dun message cousin de y
Ce message est une reponse negative a une tentative de connexion il signie
que le voisin y appartient au meme fragment que Ego

Franck BUTELLE
 Algorithmes de construction dArbres Couvrants 
La reaction est alors la suivante  suppresion de y des actifs et candidats  puis
si cela est possible tenter une nouvelle connexion sinon un message nok est emis
vers le pere de Ego

Si Ego na pas de pere comme precedemment cest quil est racine du frag
ment et ainsi quil peut aecter attente reponse a FAUX

k Reception dun message maj
Ce message conclut loperation de fusion  il est equivalent a une mise a jour
inconditionnelle

Le messagemaj ne peut provenir que dun ls et apporte comme information
letat des variables libre et ouvert de lemetteur
Ego doit donc prendre en compte
ces valeurs pour modier en consequence ses tableaux Actif   et Candidat 

Ces modications entranent eventuellement une evolution de ses variables libre
et ouvert
 Les nouvelles valeurs de ces variables sont enn transmises par un
message maj vers son pere pour propager la mise a jour

l Reception dun message nrac
Ce message ne peut venir que du pere de Ego il est destine a la mise a
jour de lidentite du fragment et est diuse sur lensemble des nuds de celuici

Par consequent Ego prend la nouvelle identite de fragment et diuse le message
nrac a ses ls

m Reception dun message fin
Ce message est un message de terminaison
 Il est emis par la racine du dernier
fragment restant lorsquelle na plus de voisins y compris ses ls actif cest a
dire que la variable libre a ete aectee a la valeur FAUX
 Par consequent ce
message peut etre la consequence de tout message susceptible de modier le
tableau Actif  

Tout receveur dun message fin doit dabord le propager vers ses ls puis
sarreter

n Complexite et analyse
Nous ne detaillons pas completement lanalyse de cet algorithme ici
 Cette
analyse est du meme type que celle de lalgorithme suivant et cette derniere
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possede lavantage detre plus simple car lalgorithme a dune part moins de mots
cles et dautre part ces mots cles sont dierents suivant leur lieu de circulation
hors fragment ou non

Distinguons donc les messages de type nok emis entre les fragments et ceux
emis a linterieur des fragments que lon note noki
 De meme nous faisons cette
distinction pour conn et conni ok et oki

Les relations suivantes sont alors veriees 
N
fin
 n  

N
ok
 n  

N
cousin
 m n  

N
conn
 N
ok
#N
nok
#N
cousin
 
	
N
maj
 N
ok
#N
oki
 

Pour les equations 
 
 et 
  n est le nombre daretes de lArbre
Couvrant trouve par lalgorithme
 Plus precisement lequation 
 provient du
fait quune arete sur laquelle un message cousin a circule nest plus consideree
dans le reste de lalgorithme et est exclue pour la construction de lArbre Couvrant
dans le meme esprit que lalgorithme BFS en debut de chapitre

Lequation 
 provient directement de la technique de construction  tout
message ok recu est propage jusqua la racine du fragment par des messages
oki qui renvoie alors un message maj suivant le chemin pris par les messages
oki
 Dautre part le message maj doit remonter dans lautre fragment jusqua
la racine pour completer la fusion

Les messages internes conni et noki representent en quelque sorte un par
cours de graphe qui est ni en largeur dabord ni en profondeur dabord
 Les
messages noki representent les A retourarriere B
 Le parcours est stoppe des que
lon trouve une arete sortante du fragment telle quune tentative de connexion
via cette arete recoit une reponse ok
 Il coutent donc de lordre de m messages

Les messages de mise a jour  maj et nrac peuvent conduire a echanger
On

 messages dans certains cas  prenons par exemple un anneau dont les sites
sont ranges dans lordre des identites croissantes
 Pour simplier numerotons les
de  a n
 Supposons que tous les sites seveillent spontanement et quils tentent
de se connecter vers le plus grand de leurs voisins

Nous allons derouler le fonctionnement de lalgorithme Aphase apres phase B
cest a dire en faisant lhypothese que le reseau est a peu pres synchrone
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A la tentative de connexion de n la reponse est nok dans les autres cas la
reponse est ok


Pour chaque message ok un messagemaj est renvoye
 n tente alors de faire une
connexion vers 


Chaque message maj est alors renvoye vers le pere sauf celui recu par n

etc

En tout il circule dans ce cas n messages conn # n   messages ok # 
message ok #
P
n
i
i messagesmaj
 Nous navons pas illustre le comportement
du message nracmais il est clair que sur cet exemple il aura aussi une complexite
en On



Des lors lalgorithme de LaLaa a une complexite en On

 messages dans
le pire des cas
 La complexite temporelle est estimee a Onlg n

Nous voyons clairement que cest sur le procede de mise a jour de lidentite
dun fragment que ce soit via le message maj ou le message nrac que vont
se distinguer les algorithmes distribues de construction dArbre Couvrant
 Le
diametre du reseau joue alors un role important  plus il est grand plus la profon
deur des fragments est grande et ainsi plus couteuses sont les mises a jour
 Par
consequent cet algorithme a un comportement interessant des que le reseau est
de faible diametre donc par exemple des lors que le graphe des communications
est dense

La gestion par phase permet de ne faire ces mises a jour que de temps en
temps cest a dire uniquement a chaque changement de phase
 Ainsi on pour
rait imaginer une transformation de cet algorithme avec une gestion par phase
comme celle quutilise R
 G
 Gallager et al GaHS et que nous allons detailler
dans letude de la construction dAC de poids total minimum
 Nous verrons que
cette gestion introduit des temps dattente mais evite lapparition de ces A cas
pathologiques B
 Ils sont appeles ainsi au vu de la necessite dun ordre particulier
sur les receptions de messages par consequent doccurrence rare sur des reseaux
reellement asynchrones

	 Algorithme a election non predeterminee
Dans cet algorithme Bute en plus de lobtention dun Arbre Couvrant il
y a election dun processus dont on ne peut a priori prevoir lidentite
 Il sagit la
dune etape importante dans la recherche dun algorithme elaborant une structure
de controle reellement resistante aux pannes
 En eet si lelu est previsible il
peut etre la cible dactions exterieures et si cest toujours le meme sa charge de
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fonctionnement est plus importante donc sa probabilite de tomber en panne est
alors aussi plus importante

Nous donnons ici lalgorithme completement detaille nous verrons que son
implantation en annexe est tres similaire

a Messages et variables de lalgorithme
Pour lessentiel les messages ont la meme structure et les motscles sont les
memes que pour lalgorithme precedent excepte les motscles ouvre etmaj qui
sont supprimes
 En contrepartie un nouveau type de message est designe sous
le nom de jeton dont nous allons decrire lutilisation

Nous avons ajoute la variable id frag qui se A substitue B a la variable racine

Elle contient lidentite de la composante fragment a laquelle appartient le nud
considere
 Les variables dun site i sont alors les suivantes 
libreouvert fermé terminé
candidat actif inactif
Figure 
 

Etats possibles dun site Figure 
 

Etats possibles dun voisin
	mon etat  etat courant du nud illustre par la gure 

	id frag  identite du fragment auquel appartient le nud

	pere  identite de son pere dans larborescence du fragment

	ls  ensemble des identites de ses ls dans larborescence du fragment

	etat  tableau des etats des voisins
 Lautomate de la gure 
 represente levo
lution de etatx

Les changements detats de ces automates suivent les regles de lalgorithme
precedent paragraphe subsectactcand

b Description detaillee
Dans lalgorithme precedent il y a en fait en chaque fragment deux nuds
particuliers  la racine xe du fragment et le nud muni du privilege demission
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du message conn
 Ici ces deux nuds sont confondus en un seul
 Ainsi le nud
muni du privilege est la racine et lidentite du fragment nest pas necessaire
ment celle de la racine
 Par consequent notre algorithme presente des dierences
importantes avec le precedent a savoir 
	Plus de mise a jour inconditionnelle
	Des racines de fragment dynamiques

Pour ce faire nous nutilisons plus le messagemaj et nous ajoutons le message
 jeton c d 	  deni comme le message de passage du privilege Aetre racine
du fragment B

Au depart tout site eveille considere lensemble de ses voisins comme etant
dans letat candidat il est donc luimeme dans letat ouvert
 Il na a cet instant
ni pere ni ls et lidentite de son fragment est egale a son identite il est alors
racine de son propre fragment

Dans limplantation que nous avons realisee nous avons ane le choix du
candidat dans la procedure TENTE FUSION ainsi que dans la procedure
PASSAGE JETON par la gestion de candidats prioritaires % ceux a qui ont
a repondu nok a une tentative de connexion
 De plus un site doit eviter de
renvoyer le jeton vers un ls qui vient de lui envoyer sauf si il ne peut pas faire
autrement
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Algorithme DistriAC
INIT
TANT QUE mon etat  termine FAIRE soit A soit B 
A  
 emission 
SI racine ET attente reponse  faux ALORS
SI mon etat  ouvert
ALORS SI  k etatkcandidat ET k  ls
ALORS PASSAGE JETON 
SINON TENTE FUSION 
SINON SI mon etat  inactif ALORS
POUR TOUT i  ls ENVOIE a i fin	 
mon etat  termine 
B  
 reception 
Soit Ego recoit de y un message jeton state 	 ALORS
ls ls  fyg  pere nil  MAJy candidat 
Soit Ego recoit de y un message conn a 	 ALORS
SI id frag  a ALORS MAJy candidat ENVOIE a y nok	 
SI id frag  a ALORS MAJy inactif ENVOIE a y cousin	 
SI id frag 	 a ALORS FUSIONy  ENVOIE a y ok id frag 	 
Soit Ego recoit de y un message ok id	 ALORS
attente reponse faux  id frag id  pere y 
MAJyinactif 
POUR TOUT i  ls ENVOIE a i nrac id	 
Soit Ego recoit de y un message cousin	 ALORS
attente reponse faux  MAJy inactif 
Soit Ego recoit de y un message nok	 ALORS
attente reponse faux  MAJy actif 
Soit Ego recoit de y un message nrac id	 ALORS
id frag id  POUR TOUT i  ls ENVOIE a i nrac id	 
Soit Ego recoit de y un message maj state 	 ALORS
MAJy state 
Soit Ego recoit de y un message fin	 ALORS
POUR TOUT i  ls ENVOIE a i fin	 
mon etat termine 
FIN TANT QUE
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Algorithme DistriAC suite
Procedure PASSAGE JETON 
	Choisit k  ls tel que etatk  candidat 
	MAJk inactif 
	pere k  ENVOIE a k jeton mon etat	 
Procedure TENTE FUSION 
	Choisit k voisin de x tel que etatk candidat 
	ENVOIE a k conn id frag	  attente reponse VRAI 
Procedure FUSIONy 
	ls ls  fyg  MAJy candidat
Procedure MAJy state 
SI etaty  state ALORS
SI  k etatkcandidat
ALORS SI  k etatkactif
ALORS nouv state  ferme
SINON nouv state  libre
SINON nouv state  ouvert
SI nouv state  mon etat ALORS
mon etat nouv state 
SI pere  nil ALORS ENVOIE a pere maj nouv state	
FIN MAJ
c

Emission et reception dun message conn
Comme dans lalgorithme precedent le message conn represente la tentative
de connexion dun fragment vers un autre
 Trois cas se presentent  soit lemetteur
y a une identite de fragment strictement inferieure a celle du receveur Ego et
dans ce cas il y a refus de fusion par le message nok
 Le deuxieme cas est un autre
cas de refus  legalite entre identite qui peut survenir comme dans la gure 


Le dernier cas est le seul cas de fusion  lorsque lidentite de fragment de Ego est
strictement superieure a celle de y

A la dierence de lalgorithme precedent le message conn ne peut etre emis
que par la racine du fragment sur une arete nappartenant pas deja au fragment
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a
conn
arborescence:
cousin
Figure 
  Illustration du cousinage
d

Emission et reception dun message ok
Ce type de message a exactement la meme fonction que dans lalgorithme
precedent a savoir lacceptation par un fragment didentite superieure a la fusion
absorption dun fragment didentite inferieure
 Ce message est une reponse au
message conn il atteint necessairement la racine du fragment emetteur puisque
seul celleci a pu emettre le message conn

La reception dun tel message provoque la mise a jour du tableau etats et
de mon etat comme precise par les regles de lalgorithme precedent voir le pa
ragraphe subsectactcand
 Elle declenche aussi une diusion de messages nrac
dans le fragment pour mettre a jour sur chaque site lidentite de celuici

e

Emission et reception dun message nok
Au meme titre que le message ok ce message est une reponse a un message
conn et a donc les memes proprietes sauf quil represente une reponse negative
donc une mise a jour dierentes du tableau etats et eventuellement de mon etat

Dans le cas ou mon etat devient ferme alors la racine doit etre deplacee
 Le
deplacement est realise par le message jeton

f

Emission et reception dun message cousin
Il sagit du deuxieme cas de refus de la tentaive de connexion
 Ce message
respecte donc les memes criteres generaux que les deux precedents a savoir  ne
circule que sur des aretes hors fragment et le receveur est la racine du fragment
qui a emis le message conn
 Ce dernier etant le message qui a provoque lemission
de ok nok ou cousin
 Autre critere general  ce message provoque la mise a
jour du tableau etat et de mon etat
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Exactement comme pour le message nok cette mise a jour peut entrainer
un deplacement de la racine
 Il est a noter que ce message peut entrainer la
terminaison de lalgorithme

g

Emission et reception dun message jeton
Comme gure par lalgorithme cidessus le message jeton ne peut etre emis
que par la racine du fragment
 Il est emis lorsquil ny a plus de voisin nonls
candidat vers un ls candidat
 Apres avoir emis ce message Ego nest plus ra
cine du fragment  il a desormais un ancien ls  k comme pere
 k considere en
recevant ce message quil est donc desormais racine du fragment et son ancien
pere qui a emis le message devient un ls
 Il y a donc inversion du sens lspere
sur larete sur laquelle a circule le message
 Cette inversion donne lieu a une mo
dication du tableau eat et de mon etat et est vehiculee dans les parametres du
message
 Le receveur du message jeton considere donc son nouveau ls suivant
ces parametres

h Analyse
Lemme L	algorithme ne genere pas de cycle et les fragments construits par
l	algorithme sont connexes
Preuve  Les fragments construits par lalgorithme sont connexes car un frag
ment est construit uniquement par concatenation daretes et de nuds

Les identite des processus induisent un ordre total sur les fragments car len
semble des identites des fragments est un sousensemble de lensemble des iden
tites des processus
 La regle dacceptation ok dun message conn induit une
structure de demitreillis ni
 Le graphe dun tel demitreillis est sans cycle voir
Berg Birk et lexemple de la gure 
 page   il ny a pas de circuit cree
car a refuse la demande de connexion provenant de c
  
Lemme Dans un fragment donne il y a toujours un unique processus privilegie
qui est la racine du fragment ou bien il n	y en a aucun et un message jeton
est en cours de transmission sur une arete appartenant a ce fragment
Preuve  Par recurrence sur le nombre p de nuds dans le fragment  pour p  
la proposition est veriee car au depart tout processus est privilegie

Si la proposition est vraie pour tout i  p alors la proposition est vraie pour
p# k k  p
 En eet supposons que le fragment F

de taille p envoie un conn
via son processus privilegie i vers le processus j appartenant au fragment F de
taille k et que idcomp
i
 idcomp
j

 j renvoie alors ok qui provoque sur F

une
mise a jour didentite et une perte de privilege
 Comme il y a toujours un privilege
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dans le fragment F le fragment forme possede toujours un et un seul privilege
ou bien ce meme privilege est en transit pendant la construction via le message
jeton
  
Lemme Pour toute arete x y sortante d	un fragment s	il n	y a plus de mes
sage en transit sur l	arete et si en x Candidaty est egal a FAUX alors en y
Candidatx contient VRAI
Preuve  Directement dapres la gestion des tableaux Actif et Candidat  sur
larete x y lors de la reception de cousin ou ok larete nest plus une arete
sortante
 Sur reception de conn soit il y a acceptation ok et larete devient une
arete interne soit il y a rejet nok et x nest plus candidat pour y et inversement
y devient candidat pour x
  
Lemme 
Pour toute arete sortante x y Si en x Candidaty contient la
valeur VRAI alors Actif y contient la valeur VRAI
Preuve 

Evident dapres les denitions
  
Lemme 

Si pour le n
ud racine d	un fragment la valeur de la variable libre est
FAUX et si il n	y a plus de message conn ou jeton en transit alors l	algorithme
est termine et la reciproque est vraie
Preuve  Par denition si libre contient FAUX cela signie quil ny a pas
darete sortante donc que le fragment considere est le seul restant le graphe
etant suppose connexe et de ce fait que lon a construit un Arbre Couvrant

Sil ny a plus de message conn en transit alors la variable req contient FAUX 
Si il y a un message jeton en transit alors il ny a pas de nud privilegie dans
le fragment

La reciproque est evidente
  
Lemme 
Si Actif y est VRAI pour un processus x alors au bout d	un temps
ni Actif y devient FAUX et ne redevient jamais VRAI
Preuve  Supposons quil existe donc une arete x y et que y soit actif pour x 
remarquons que dapres le lemme  il ny a pas de circuit de cree par consequent
aucun message ne peut circuler dans une boucle
 Supposons que y soit candidat
pour x sinon dapres le lemme  en y Candidatx contient la valeur VRAI

a Si x est la racine de son fragment il pourra envoyer un message conn vers
y
 Si la reponse est nok alors x devient candidat pour y tandis que y nest plus
candidat pour x si la reponse est ok	 alors x nest plus racine du fragment

Franck BUTELLE
 Algorithmes de construction dArbres Couvrants 
Enn si la reponse est cousin alors Actif y est aecte a FAUX et il ny a
aucun moyen de changer cette valeur

b Si x nest pas la racine de son fragment alors son pere est ouvert et le
pere de son pere ainsi de suite jusqua la racine du fragment
 Puisquil ny a pas
de cycle et que dapres le lemme  lalgorithme ne peut pas etre termine le nud
x sera donc examine au bout dun temps ni
 Cest a dire quau bout dun temps
ni le nud x deviendra a son tour racine de son fragment


  
Theoreme Si le reseau est connexe l	algorithme termine et construit un Arbre
Couvrant
Preuve  Consequence des lemmes precedents  lorsque le processus racine de
lArbre Couvrant a ses variable libre et req a FAUX il ny a plus de message en
transit il envoie alors vers ses ls qui le propagent le message fin puis sarrete

Si le reseau nest pas connexe alors lalgorithme construit un Arbre Couvrant sur
chaque composante connexe
  
i Complexite
Nombre de messages echanges Soit N
mot cl
e
le nombre total de messages
portant le motcle mot cle ayant circule dans le reseau pour obtenir la termi
naison de lalgorithme

Les relations suivantes sont alors veries 
N
fin
 n  

N
ok
 n  

N
cousin
 m n  

N
conn
 N
ok
#N
nok
#N
cousin
 

  N
nok

nn 

 

Pour les equations 
 
 et 
  n   est le nombre daretes dun
Arbre Couvrant
 Plus precisement lequation 
 provient du fait quune arete
sur laquelle un message cousin a circule nest plus consideree dans le reste de
lalgorithme et est exclue pour la construction de lArbre Couvrant voir lalgo
rithme BFS en debut de chapitre

Lequation 
 est construite sur la remarque suivante  a tout message
conn lalgorithme repond par un des trois messages suivants  cousin ok ou
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nok
 De plus ces derniers messages ne sont emis que sur reception dun message
conn

Lequation 
 contient un pire des cas  le maximum etant atteint pour un
graphe complet dont les messages sont ordonnes precisement de la facon suivante
lalgorithme etant messagedriven on peut caracteriser son execution par une
suite de messages 









	
n
conn
 n 
n 
conn
 n 


conn
 

conn
 











qui entrane












	
n 
nok
 n
n 
nok
 n  


nok
 

ok
 














puis







	
n
conn
 n 


conn
 

conn
 









qui entrane








	
n  
nok
 n


nok
 

ok
 










etc
 jusqua

n
conn
 
n 
conn
 n

qui entrane


	

nok
 n
n
ok
 n 




dou la borne maximum de lequation 

 La borne minimale est atteinte
par exemple pour un reseau en arbre dans lequel le pere est toujours didentite
superieure au maximumdes ls et ou tous les processus sauf la racine seveillent
en emettant leur message conn vers leur pere

Les messages nrac sur le meme exemple sont au nombre de nn

En consequence dans le pire des cas lalgorithme est en On


 Ce relati
vement mauvais resultat est lie a labsence dune gestion par phases et donc
a labsence de periodes dattente ainsi il presente un comportement dicile a
etudier car a caractere A anarchique B
 Nous verrons dans le chapitre 	 que son
comportement en pratique est toutefois assez bon

j Avec pannes
Nous allons expliquer maintenant comme rendre cet algorithme resistant aux
pannes
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Tout dabord remarquons que lajout dune ligne ne pose pas de problemes par
ticuliers si les extremites etaient au moins dans letat actif  dans le cas contraire
le lien est simplement marque cousin

Considerons le cas dune panne franche de ligne
 Si cette ligne correspond deja
a une ligne connectant deux cousins aucune intervention nest a entreprendre

Dans le cas contraire elle est soit une arete sortante non encore testee soit elle
represente un lien entre un pere et son ls x

Seul le second cas est a prendre en compte  deux fragments sont alors presents
en lieu et place du premier
 Il faut par consequent un nouveau site privilegie pour
le fragment de x soit x lui meme
 Lidentite de ce fragment doit etre dierente
de celle du pere  de plus pour correspondre au fonctionnement de lalgorithme
lidentite de fragment ne peut quaugmenter
 Si on se contente dincrementer
lidentite de fragment de x et de propager un nrac on risque de se retrouver
avec un fragment ayant la meme identite quun autre dans le reseau
 Utiliser une
notion de phase en cas derreur le ls augmente sa phase de  diminue les risques
mais ne les supprime pas
 En eet deux pannes a peu pres simultanees sur le
meme fragment conduirait a  fragments dont deux aurait la meme phase et la
meme identite

Pour pouvoir distinguer entre le fragment ls et le fragment pere nous com
mencons par une Amise en panne B du fragment ls via une diusion dun message
special
 Cette mise en panne est en fait un simplemarquage additionne au message
nrac
 Une fois obtenu lecho de cette diusion le site x va lancer une recherche
dune arete cousin le menant au fragment de son pere ou a un autre fragment
didentite superieure
 Un site marque envoie une tentative de connexion marquee
un site non marque recevant une tentative de connexion marquee laccepte dans
les conditions habituelles mais aussi si les identites de fragment sont identiques

Un site marque recevant une tentative de connexion marquee et de meme identite
la refuse par un message cousin usuel
 Enn un site marque recevant une tenta
tive de connexion non marquee la rejette systematiquement ceci pour eviter la
formation de cycle
 Le fragment etant ainsi isole le jeton du fragment de x nit
soit par trouver un fragment dans lequel la fusion se fera soit revient a x
 Dans
ce dernier cas cela signie quil nexiste plus de lien vers le fragment de lancien
pere
 La mise en panne est alors supprimee et le comportement usuel reprend ses
droits

La periode A disolement B refus dabsorber dautres fragments du fragment
est courte et nintroduit pas un retard trop consequent surtout de part lhypo
these que les pannes sont des phenomenes assez rares

La technique presentee permet dassurer la constrution dune foret couvrante
dans le cas ou le graphe des communications nest plus connexe plus precisement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lalgorithme construit alors un arbre couvrant dans chaque composante connexe

	 Algorithme de croissance equilibree
a Preliminaires
Nous reprenons les denitions proposees par E
 Korach S
 Kutten et S 
Moran
dans KoKM 
Un algorithme distribue A est global sur une classe  de graphes si pour tout
graphe G  VE dans   et pour toute execution de A sur G tout nud  de
V soit recoit soit emet un message durant cette execution
 Il est evident quavec
nos hypotheses de la section 
	
 tous les algorithmes delection et tous les
algorithmes de construction darbre couvrant sont necessairement globaux
 Pour
concevoir un algorithme delection evidement pas darbre couvrant non global
il faut que chaque site dispose de connaissances precises sur le reseau comme par
exemple le nombre dinitiateurs

	Une execution monogenique
	
ou A rooted execution B dun algorithme A est une
execution dans laquelle un seul nud seveille spontanement
 Ce type dexecu
tion A centralisee B est utilisee par de nombreux algorithmes dans le domaine de
lalgorithmique distribuee comme les algorithmes bases sur la notion decho mal
heureusement tous les auteurs lutilisant ne precisent pas toujours la necessite
dune election avant lexecution de leur algorithme

	Un algorithme A est seriel ou A serial B si pour toute execution monogenique
de A a tout instant donne au plus un message est envoye dans le reseau
 Cette
notion est directement liee aux algorithmes ou reseaux dits a jeton cest a dire
que tout site ne peut emettre de message que si il possede un le jeton sinon il
ne peut que recevoir des messages

	Un algorithme traversant est un algorithme distribue qui est a la fois seriel et
global
 Le chemin suivi par les messages de cet algorithme forme alors soit un
chemin pseudohamiltonien soit un cycle pseudohamiltonien
 Par exemple un
algorithme de parcours de graphe en profondeur dabord en execution monoge
nique est un algorithme traversant

Lalgorithme propose ici repose sur lutilisation dalgorithmes traversants
comme sousprocedures dun algorithme matre
 Les problemes deja evoques sur
les structures pseudohamiltoniennes sont donc valables ici aussi
 Malgre tout
nous allons etudier cet algorithme car il presente un interet particulier  celui
detre modulaire et ecace en ce qui concerne le nombre de messages echanges

Nous avons emprunt
e ce terme a la g
en
etique et son sens premier est  issu dun seul gene
Franck BUTELLE
 Algorithmes de construction dArbres Couvrants 
en pratique
 Par modulaire nous entendons ici le fait que cet algorithme pourra
etre rapidement adapte si la topologie du reseau vient a etre connue par tous les
sites
 Cette information supplementaire est en eet quelquefois disponible  il est
interessant de pouvoir lutiliser pour limiter la quantite dinformation echangee

En theorie seule ladaptation de cette sousprocedure que lon appellera par la
suite algorithme porteur permet de particulariser lalgorithme complet suivant
la topologie du reseau sur lequel il sexecute
 En pratique pour des questions
decacite il est preferable de fusionner les deux algorithmes comme dans lal
gorithme propose par E
 Korach et al dans le cas de lelection sur un graphe
quelconque

Dans larticle KoKM les auteurs utilisent les deux hypotheses suivantes 
	Liens bidirectionnels ou unidirectionnels dont le type est connu par les proces
seurs les utilisant

	La discipline FIFO sur lordre darrivee des messages nest pas forcement respectee
utilisation dun compteur

Pour des raisons duniformite et de simplication de lecriture de lenonce
des algorithmes nous avons choisi de conserver nos hypotheses de depart
 En
eet si la discipline FIFO nest pas respectee les auteurs proposent dutiliser un
compteur daretes traversees
 Ce compteur est vehicule par les messages et chaque
site conserve le maximum sur les compteurs qui lui ont ete donnes de voir
 Cette
construction permet dans leur algorithme dignorer les messages trop anciens

Remarque  Une methode generale pour les cas ou la discipline fo nest pas
respectee est dajouter un compteur local de messages envoyes et de trier pour
chaque ligne de communication les messages qui arrivent suivant leur numero
dordre

La premiere hypothese quant a elle nous semble discutable dans un reseau
reel il est tres peu pratique davoir des liens unidirectionnels a part sur des
topologies en anneau ou des algorithmes speciques plus performants peuvent
etre mis en place
 Un lien unidirectionnel A pur B cest a dire ou meme un simple
message dacquittement ne peut circuler dans le sens contraire est pratiquement
inutilisable des que le reseau nest plus considere comme parfaitement exempt de
fautes

b Messages echanges
Les messages echanges sont de type mot cle phase domaine	 ou mot cle
est un element de lensemble fannexion chasseg phase est un entier borne
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par n indiquant la phase courante dexecution
 Le domaine est lidentite de
linitiateur de lalgorithme traversant

Lalgorithme presente ici utilise un algorithme traversant parcours de graphe
en profondeur dabord comme support de diusion de messages
 Pour tout site
i les requetes demission$reception de messages de lalgorithme matre utilisent
les fonctions speciales suivantes 
	InitBw  Initialise un algorithme porteur dinitiateur i portant le message w

	ContBw  continue lexecution normale de lalgorithme traversant avec w comme
message porte

	TermineB  vraie si lalgorithme traversant est termine

Tout message recu par un site est en fait recu par lalgorithme porteur qui
reconnat alors si il sagit dun message de retour du parcours de graphe ou si il
y a lieu dinformer lalgorithme matre
 Comme pour les couches ISO evoquees
dans le chapitre  lalgorithme porteur est independant de lalgorithme matre
si et seulement si il na pas a lire le contenu du message porte w
 La encore
en pratique dans le cas ou aucune information sur la topologie du graphe nest
disponible les auteurs proposent an de diminuer le nombre de messages echan
ges de proceder a une suppression logique daretes A cousin B dans le parcours en
profondeur dabord dans le cas des messages annexion de lalgorithme matre

Ces aretes ne sont plus considerees par la suite par les autres executions de lalgo
rithme porteur
 Cette astuce se revele particulierement ecace dans la pratique

Nous avons code lalgorithmemuni de cette amelioration et dune terminaison par
processus determinant un arbre couvrant
 Le code complet est place en annexe

c Variables
Les principales variables locales a un site sont phase dom chass et candidat
qui contiennent respectivement la phase courante le domaine courant la phase
eventuelle du jeton A chasse B et la phase dun eventuel jeton en mode candidat

d Exemple sur un anneau
Nous allons etudier ici un cas particulier tres avantageux pour cet algorithme 
lexecution sur un anneau
 Supposons de plus que la topologie est connue cest
a dire que lalgorithme porteur va etre tres simple et pour lexemple supposons
meme quil connaisse un sens de la direction sur cet anneau
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Figure 
  Exemple dexecution de KoKM
Considerons la gure 
 pour que lexemple ne soit pas trivial nous avons
choisi une numerotation alternee de lanneau
 Sur la gure tous les sites de
marrent lalgorithme a peu pres en meme temps tous les fragments sont de phase
 et reduits aux sites euxmemes
 Nous allons supposer pour la simplicite de lex
pose que lexecution est synchrone

Dans letape  le site  a emis un jeton   en mode annexion et recoit
un jeton  
 En consequence puisque  	  il Apart a la chasse B du jeton
  avec un message chasse et se marque luimeme chass
 Dans le meme
temps le jeton   est parvenu en 	 et devient un jeton candidat et reste en 	
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Dans letape  le site 	 recoit le jeton chasse en provenance de  alors quil
contient deja un jeton en mode candidat dou la destruction de ces deux jetons et
la construction dun nouveau de phase  emis vers 
 Dans cette etape les sites
	  et  passent en phase  et emettent de nouveaux jetons

Letape  illustre lannexion par un jeton en phase  des sites marques par
des jetons de phase inferieurs
 Les messages sont alors propages comme le stipule
lalgorithme


A partir de letape  un seul message circule  il est en mode chasse pour les
etapes  et 
 Dans letape  le jeton en mode chasse rencontre un site contenant
un jeton candidat
 Il sen suit que comme precedemment les deux jetons sont
detruits au prot dun nouveau de phase 
 Ce jeton fait le tour de lanneau et
reviends au site  qui pourra alors decider de la terminaison de lalgorithme et
refaire un tour de lanneau avec un message end pour assurer une terminaison
par message

e Algorithme sur des graphes quelconques
Nous allons reprendre ici les regles utilisees par lalgorithme delection sur
des graphes quelconques propose dans larticle de KoKM simpliees dans la
mesure ou nous considerons que la discipline FIFO est toujours respectee

Chaque message est un jeton disposant dune phase et dun domaine  p a
ou p est la phase et a lidentite du site donnant lidentite du domaine

Chaque jeton peut etre dans trois modes distincts 
	mode annexion  un jeton dans ce mode tente dannexer tous les sites du re
seau
 Pour ce faire il utilise lalgorithme porteur pour parcourir le reseau et il
annexe au fur a mesure les sites rencontres
 Dans le cas ou il revient au site a et
que lalgorithme porteur est termine lalgorithme est termine car tous les sites
appartiennent alors au meme domaine et a la meme phase

	mode chasse  un jeton dans ce mode poursuit un jeton p b b  a en mode
annexion
 Si il le rattrape alors un nouveau jeton de phase p#  est cree

	mode candidat  un jeton dans ce mode est un jeton en attente sur un site
 Il
attend soit un jeton chasse soit un jeton annexion
 La encore si il est rejoint
un nouveau jeton de phase p #  est cree

Quand un jeton p a rejoint un site c appartenant au domaine dun jeton
q b lun des deux algorithmes suivants sapplique en fonction du mode du jeton
arrivant
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AlgorithmeMode Annexion
Supposons ici que le jeton p a est en mode annexion	
A
	Le jeton continue son parcours si et seulement si les deux conditions
suivantes sont respectees 
aLalgorithme porteur nest pas termine	
bq  p ou p a  q b et le site c nest pas marque A chassp B	
Si q  p alors le site c rejoint le domaine de p a	
A
	Si lalgorithme porteur se termine en annexant tous les nuds alors c est
lelu sinon dans tous les autres cas le jeton p a est detruit et une des
conditions suivantes sapplique 
A
	Si p  q alors le jeton p a est simplement detruit	
A
	Si c contient un jeton en mode candidat en phase p alors les deux jetons
sont detruits et un nouveau jeton  p #  c en mode annexion est cree
qui suit alors le processus dannexion	
A
	Si p  q et soit le site c est marque A chassp B soit b 	 a alors le jeton
entre dans le mode candidat et reste en c	
A
	Dans les autres cas ie p  q b  a et le site c nest pas marque
A chassp B le jeton p a est detruit et un autre jeton en mode chasse
est cree qui va poursuivre p b	
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AlgorithmeMode Chasse
Supposons ici que le jeton p a arrivant en c appartenant au domaine de
q b est en mode chasse	
C
	Le jeton continue son parcours si et seulement si les conditions suivantes
sont respectees 
ap a  q b
ble site c nest pas marque A chassp B
cle site c ne contient pas de jeton en mode candidat et de phase p	
Si ces  conditions sont respectees alors le site c se marque A chassp B et
relance le jeton	 Dans les autres cas le jeton est detruit et une des
conditions suivantes sapplique 
C
	Si p  q alors le jeton p a est simplement detruit	
C
	Si c contient un jeton en mode candidat et de phase p alors les deux
jetons sont detruits et un nouveau jeton  p#  c en mode annexion
est cree comme en A
	
C
	Dans les autres cas ie p a  q b et un site c est marque A chassp B
ou p a  q b et p  q le jeton passe en mode candidat et attend
en c	
f Analyse
Soit  une classe de graphes et fx une fonction a valeurs reelles
 On dira
que  est f 	traversable f arete traversable si il existe un algorithme traversant
B tel que pour toute execution monogenique de B sur un graphe G    et
pour tout entier positif x apres avoir emis bfxc messages B doit avoir visite
au moins minfx #  ng nuds distincts minfx #  ng aretes distinctes
 Ces
minfx #  ng nuds distincts minfx # mg aretes distinctes ont donc ete
utilises dans lemission $ reception de ces bfxc messages

E
 Korach et al precisent dans KoKM que toute classe de graphe estOx
	

traversable et Ox

 arete traversable
 En fait tout graphe est Ox

traversable
Ox arete traversable par exemple en prenant pour algorithme traversant B
un algorithme distribue de type parcours en profondeur dabord
 En eet sur
un graphe quelconque de taille t une execution mongenique de cet algorithme
passe exactement deux fois par toute arete du graphe et par consequent au plus
t

 t messages sont necessaires a lexecution complete de B sur ce graphe
 Pour
revenir a la denition precedente apres lemission de x

messages strictement
plus de x nuds ont ete visites donc au moins minfx#  ng
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Soit fn ou fm la fonction convexe representant la complexite dans le
pire des cas de lexecution de lalgorithme traversant porteur

Lemme 
Durant toute execution de l	algorithme le nombre de jetons distincts
crees a la phase p est au plus de k
p
 ou k est le nombre d	initiateurs
Preuve  De par lalgorithme tout jeton en mode annexion et de phase p 	 
est cree par la destruction de deux jetons de phase p  
 De plus un jeton en
mode chasse et de phase p est cree en detruisant un jeton en mode annexion
et de meme phase
  
Lemme 
Dans toute execution de l	algorithme au plus un n
ud est elu
Preuve  Soit p a le premier jeton qui declare un nud c quelconque comme
elu
 Ce jeton est par consequent le premier qui ait reussi a visiter tous les nuds
via lalgorithme traversant porteur ce qui implique quaucun de ces nuds nap
partenaient au domaine dun jeton de phase q  p mais aussi quaucun jeton de
phase q  p ne sera cree
 Quand aux jetons de phase strictement inferieure a p
lalgorithme traversant porteur de ce message ne pourra terminer
  
Lemme 
Durant une phase quelconque p le nombre de messages circulant avec
un jeton de phase p est au plus de fn # n
Preuve  Supposons que d jetons soient crees a la phase p et que le domaine du
i
e
   i  d contienne n
i
nuds
 Puisquaucun des deux domaines a la meme
phase ne se superposent nous avons
P
d
i
n
i
 n

De par la propriete de lalgorithme traversant le jeton p i en mode
annexion est porte par au plus fn
i
 messages de cet algorithme
 La convexite
de f nous permet alors de majorer le nombre total M de messages portant des
jetons en mode annexion 
M 
d
X
i
fn
i
  f
d
X
i
n
i
  fn
Dapres lalgorithme tout nud qui emet un jeton en mode chasse et de
phase p est aussitot marque A chassp B et il nen emettra alors plus dautre dans
la meme phase
 Par consequent pour toute phase le nombre de messages portant
un jeton en mode chasse est borne par n
  
Remarque  Precisons toutefois que la derniere assertion nest respectee qua
la condition dimplanter correctement lalgorithme combine matre#porteur  il
faut garder la trace du dernier message emis portant un jeton en mode annexion
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pour eviter des phenomenes de A retourarriere B des jetons chasse ce qui serait
catastrophique pour le nombre total de messages echanges
 Il peut malgre tout
arriver que le jeton en mode chasse et celui quil A chasse B se croisent sur une
arete dou la necessite dun unique A retourarriere B du jeton en mode chasse

Lemme 
Le nombre total de messages echanges durant une execution de l	al
gorithme est n# fnlg k #  ou k est le nombre d	initiateurs
Preuve  Dapres le lemme  le nombre de phases est borne par lg k #  et
dapres le lemme  le nombre de messages par phase est borne par fn # n
  
Theoreme Soit une classe de graphes  ftraversable ou f est une fonction
convexe

 alors il existe un algorithme d	election dont la complexite en messages
sur tout graphe G    est en au plus n# fnlg n# 
Preuve  Lexistence de lalgorithme de E
 Korach et al en est la preuve '  
g Complexite
Comme nous lavons montre les auteurs proposent une famille dalgorithmes
dont la complexite en nombre de messages est en fn#nlog k# ou fm#
nlog k #  ou k est le nombre dinitiateurs et fn fm est le nombre de
messages necessaires a lalgorithme traversant pour traverser les nuds aretes
du reseau

Si aucune information nest disponible sur le type du reseau graphe quel
conque ils obtiennent le meilleur resultat theorique actuel a notre connaissance
qui est de m#n log k#On si k nuds demarrent lalgorithme et a la condi
tion dune implantation non na!ve de lalgorithme combine matre#porteur ou le
porteur est un algorithme adaptatif de parcours en profondeur dabord
 Le code
detaille est expose en annexe

La complexite temporelle des algorithmes proposes est dans le pire des cas
du meme ordre que le nombre de messages echanges comportement seriel il est
donc loin de loptimalite en temps

Nous etudierons dans le chapitre 	 son comportement en pratique qui savere
excellent


ie fx  fy   fx  y
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h Avec pannes
Nous allons proposer des modications de lalgorithme en vue de le rendre
resistant aux pannes franches de ligne

Supposons la possibilite dune coupure de ligne durant la construction de
lalgorithme
 Si cette ligne etait deja consideree comme reliant deux cousins dans
lalgorithme porteur adaptatif aucune operation specique nest a entreprendre

Dans le cas contraire pour assurer la terminaison correcte de lalgorithme
nous proposons de lancer une nouvelle phase en chaque extremite de larete en
oubliant en chaque extremite les eventuelles relation de cousinages deja etablies

Puisque nous nous sommes places dans un contexte optimiste voir la section 

le nombre de pannes est faible et ainsi le nombre daugmentation de phases restera
faible
 De plus relancer un nouveau jeton a partir de chaque extremite assure que
si le reseau nest plus connexe suite a la rupture de ligne en chaque composante
un arbre couvrant est construit

Il est evident que cette technique permet dinclure les cas ou un jeton se
trouvait en cours de transmission sur larete defaillante
 De meme nous incluons
la possibilite de pannes simultanees en divers endroits du reseau

Dans le cas ou lalgorithme a termine ou est en phase de terminaison la
relance des jetons peut etre conditionnee par le fait que larete appartient ou non
a larbre couvrant nal

La panne franche dun site a deja ete consideree via lassimilation a la panne
de toutes ses lignes de communication
 Ceci permet dadopter la technique daug
mentation de phase sur tous ses voisins

Si lon considere maintenant lajout dune ligne de communication dans le
cours de lalgorithme nous pouvons suivant certains cas de gure soit adopter
la technique precedente soit ignorer cete ligne comme etant a priori un lien de
type cousin
 Cette deuxieme methode presente lavantage de ne pas engendrer
de messages mais a le defaut de ne pas assurer la completion de la construction
dun arbre couvrant dans le cas ou le graphe pour etre connexe a necessairement
besoin de larete ajoutee
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 Algorithmes de construction dAC de
Poids Minimum
Dans les algorithmes qui vont suivre nous allons supposer que chaque site
connat en plus des hypotheses generales faites au chapitre  les poids des aretes
menant vers ses voisins et uniquement cellesla

 Algorithme A non deterministe B
Nous reprenons lalgorithme de I
 Lavallee et G
 Roucairol LaRo dont nous
avons traduit et tres legerement corrige quelques fautes de frappe et la ligne
marquee rectif a ete simpliee le code ecrit a lorigine en CSP

nonbloquant
en pseudocode comme le presente la page suivante

Nous utilisons les notations empruntees au langage LisP car pour le pre
mier element de la liste  et cdr pour le reste de la liste une fois le premier
element ote


a Demarrage
Au depart de lalgorithme tout site eveille est racine de son fragment et na
donc ni ls ni pere

Il faut remarquer dans cet algorithme que les fusions sont telles quun fragment
A absorbe B les fragments qui tentent de se connecter a lui a la condition que les
demandeurs aient une identite de fragment plus grande


voir larticle de C A R Hoare  Hoar
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Algorithme DistriACPM

INIT 
TANT QUE non termine FAIRE soit A soit B 
A  SI racine Ego ET attente reponse  faux ALORS
CHOIXa b  attente reponse  vrai 
x carchemina  chemina  cdrchemina 
ENVOIE a x Ego b cheminaconn	
B 
Soit Ego recoit de y un message  id dest pconn	 ALORS
SI dest Ego ALORS
SI id 	 racine ALORS
ENVOIE a y  racineok	  fils fils  fyg 
SINON
ENVOIE a y nok	 
SINON
x carp  p  cdrp  
 rectif 
ENVOIE a x  id dest pconn	
Soit Ego recoit de y un message  idok	 ALORS
SI racine Ego ALORS
racine id 
POUR TOUT x  fils ENVOIE a x  racinenrac	 
pred y 
ENVOIE a pred  maj chemin 	 
SINON
ENVOIE a pred  idok	 
pred y 
Soit Ego recoit de y un message nok	 ALORS
SI racine Ego ALORS attente reponse faux 
SINON ENVOIE a pred nok	 
Soit Ego recoit de y un message  idnrac	 ALORS
POUR TOUT x  fils ENVOIE a x  idnrac	 
racine id  fils fils  fyg fpredg 
Soit Ego recoit de y un message maj p 	 ALORS
SI racine Ego ALORS
MAJ ARBREp 
SI succ   ALORS
POUR TOUT x  fils ENVOIE a x fin	
STOP	
SINON
ENVOIE a pred maj p 	
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La procedureMAJ ARBREp est locale elle consiste en la fusion des arbres
dont la racine est Ego avec larbre decrit dans p
 Cette procedure reconstruit
aussi lensemble des chemins de Ego vers les aretes sortantes du fragment


b Analyse
De par les memes remarques que celles utilisees dans le paragraphe 


h
pour la construction dun Arbre Couvrant lalgorithme ne construit pas de cycle

De plus son comportement etant similaire au premier algorithme etudie
dArbre Couvrant etudie il est clair quil termine en construisant un Arbre Cou
vrant
 Cet Arbre est un ACPM a la condition de realiser correctement la proce
dure CHOIX et la procedure MAJ ARBREp puisquen fait chaque racine
gere la description de lensemble du fragment et de ses aretes sortantes

Cet algorithme comporte certains defauts  la longueur des messages est en
On bits et le nombre total de messages est non borne dans le pire des cas
 En
eet il est possible si limplantation de la fonction CHOIX nest pas correcte
ment realisee de proceder a tes tentatives repetees de connexion toujours vers
le meme voisin repondant invariablement nok
 On peut eviter ce comportement
paradoxal en gerant une eventuelle attente dans le cas ou tous les voisins ex
tremites daretes sortantes de poids minimum repondent nok
 Il devient alors
tres similaire dans son comportement a lalgorithme de I
 Lavallee et C
 Lavault
LaLaa

	 Algorithme de croissance equilibree
Il existe plusieurs algorithmes qui procedent par croissance equilibree des frag
ments le plus connu et le plus ecace puisquoptimal en nombre de messages est
celui de R
 G
 Gallager P
 A
 Humblet et P
 M
 Spira GaHS que nous allons
rappeler ici et dont nous donnons une version detaillee et legerement amelioree

Lalgorithme procede par fusion et absorption de fragments suivant en cela les
principes des proprietes que nous avons deja denies
 En particulier lhypothese
specique principale de cet algorithme est la necessite pour les poids des aretes
detre distinctes ce qui entrane ici lutilisation de la propriete  de la section 



Un fragment a une structure darborescence speciale  la A racine B nest pas un
nud mais une arete  le cur
 Lorientation lspere correspond a lorientation
vers ce cur et le fragment est en fait deux arborescences reliees par le cur
 Les
decisions de terminaison et de fusion sont prises par les deux nuds extremite du
cur
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a Motscles et structure des messages
Les messages sont de la forme identite mot cle niveau etat	 ou identite
est lidentite de la composante a laquelle appartient le processeur emettant le
message poids de larete A cur B du fragment  mot cle est un element de len
semble fconnexion init rapport test nrac accepte rejetg et enn
niveau represente le niveau du fragment emetteur

Le message rapport est particulier  il doit vehiculer le poids de la meilleure
arete sortante trouvee en lieu et place du niveau

b Regles de croissance des fragments
Chaque fragment recherche son arete sortante de poids minimum
 Une fois
larete e  i j trouvee le fragment tente une fusion avec le fragment incluant
le nud j de lautre extremite de e
 Nous distinguons la fusion de fragments et
labsorption dun fragment par un autre suivant les niveaux de chacun comme
suit 
Un fragment qui contient un et un seul nud est de niveau 
 Supposons quun
fragment F de niveau L   est relie par son arete sortante de poids minimum
e  i j avec un fragment F

de niveau L


 Si L  L

alors le fragment F est
absorbe par le fragment F

et le fragment ainsi cree a toujours la meme identite
et le meme niveau
 Si L  L

et si F et F

ont la meme arete sortante de poids
minimum e alors il y a fusion des deux fragments pour en former un nouveau de
niveau L# et larete e est appelee cur core en anglais du nouveau fragment

Lidentite du fragment cree est donnee par le poids de son cur  we
 Dans tous
les autres cas le fragment F doit attendre que F

grossisse susamment pour
atteindre un niveau tel que lune au moins des regles precedente sapplique

Une regle importante est respectee tout au long de lexecution de lalgo
rithme  lidentite dun fragment ne change quavec son changement de niveau et
vice et versa
 De plus de part lhypothese sur les poids distincts les identites de
fragment successives dun meme nud forment une suite de valeurs distinctes

La gure 
 illustre les regles precedentes  en grise sont representes deux
fragments  F et F de niveau 
 Le fragment F a comme arete cur larete  
le fragment F a comme arete cur larete 
 Supposons que pendant que
le site 	 tente de se connecter au site  le fragment F et F decouvrent quils
ont la meme arete sortante de poids minimum la fusion des fragments est alors
declenchee formant le nouveau fragment F+ qui englobe F F et le site 	 qui
etait en attente dune reponse
 Il est possible sur ce meme schema que le site 	
soit absorbe par le fragment F avant la fusion de F et F ce nest quune question
de temps
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Fragment F’
Fragment F
1 2
3 4
5 6
1.1
1.7 3.1
3.72.1
2.6
3.8
Fragment F’’
Figure 
  Croissance equilibree des fragments
c

Etats possibles des nuds et des aretes
Un nud peut etre dans trois etats distincts  dort trouve ou a trouve
 Le
premier etat correspond a letat initial le deuxieme est utilise lors de la recherche
dune arete sortante de poids minimumet le dernier a dautres instants recherche
terminee fusion etc

 Des quil seveille ou quil est reveille par un evenement
exterieur ou par un message letat du nud est positionne a a trouve et ne
retourne jamais a letat dort durant lexecution de lalgorithme

Les aretes adjacentes dun nud sont considerees comme etant soit normal
valeur initiale soit en arbre appartenant a lACPM nal soit enn rejetee
arete entre nuds dun meme fragment
 Une arete peut passer directement de
letat normal a letat rejetee mais une fois dans letat rejetee ou dans letat
en arbre elle reste dans cet etat

d Description de lalgorithme
Le code de lalgorithme qui suit utilise la commande RENFILE MSG qui
permet a un site de retarder linterpretation dun message en le replacant en n
de tampon de reception
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Au depart toutes les aretes adjacentes a un site eveille sont considerees
dans letat normal sauf celle de plus petit poids qui est positionnee dans letat
en arbre
 Un site eveille soit spontanement initiateur soit sur reception de
message envoie immediatement un message connexion  	 via larete dans
letat en arbre avant meme de lire leventuel message
 La phase du site ainsi que
son compteur cpt trouve sont positionnes a  et son etat a a trouve
 Dans le code
qui suit wEgo y designe le poids de larete Ego y et represente lidentite
du fragment
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Algorithme DistriACPM
INIT 
TANT QUE mon
e
tat termine FAIRE
Soit Ego recoit de y le message connexion niv 	 ALORS
SI niv  niveau ALORS
etaty en arbre 
ENVOIE a y  idcompinit niveaumon etat 	 
SI mon etat trouve ALORS cpt trouve cpt trouve#  
SINON SI etaty normal ALORS
RENFILE MSG 
SINON
ENVOIE a y  wEgo yinit niv#  trouve 	
Soit Ego recoit de y le message  idinit niv e 	 ALORS
niveau niv  idcomp  id  mon etat e 
pred y  meill arete   meill pds # 
POUR TOUT i tel que i  y ET etati  en arbre FAIRE
SI e  trouve ALORS cpt trouve cpt trouve#  
SI e  trouve ALORS TEST 
Soit Ego recoit de y le message  idtest niv e 	 ALORS
SI niv 	 niveau ALORS
RENFILE MSG 
SINON SI id  mon etat ALORS
ENVOIE a y accepte	 
SINON
SI etaty  normal ALORS etaty rejetee 
SI test arete  y ALORS
ENVOIE a y rejet	 
SINON
TEST 
Soit Ego recoit de y le message accepte	 ALORS
test arete  
SI wEgo y  meill pds ALORS
meill arete y  meill pds  wEgo y 
Soit Ego recoit de y le message rejet	 ALORS
SI etaty  normal ALORS etaty rejetee 
TEST 
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Algorithme DistriACPM suite

 Suite de la page precedente 
Soit Ego recoit de y le message rapport poids 	 ALORS
SI y  pred ALORS
cpt trouve cpt trouve  
SI poids  meill pds ALORS
meill pds  poids  meill arete y 
RAPPORT 
SINON
SI mon etat  trouve ALORS
RENFILE MSG 
SINON SI poids 	 meill pds ALORS
CHANGE RAC 
SINON
TERMINAISON 
Soit Ego recoit de y le message nrac	 ALORS
CHANGE RAC 
FIN TANT QUE

 Procedures 
Procedure TEST 
F  fj Voisins  etatj  normalg 
SI F   ALORS
test arete  
RAPPORT 
SINON
Choisitk  F   test arete k 
ENVOIE a k  idcomptest niveau etat 	 
Procedure RAPPORT 
SI cpt trouve   ET test arete   ALORS
ENVOIE a pred rapportmeill pds 	 
Procedure CHANGE RAC 
SI etatmeill arete  en arbre ALORS
ENVOIE a meill arete nrac	 
Procedure TERMINAISON 
SI poids  meill pds  # ALORS
POUR TOUS les i  y ET etaty  en arbre FAIRE
 Rectif  
ENVOIE a i rapport# 	  
 Rectif  
mon etattermine
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e Recherche de larete sortante de poids minimum
Considerons dabord le cas trivial ou le fragment est de niveau  cest a
dire ou il ne comporte quun nud unique
 Des que le nud est reveille que ce
soit par intervention exterieure ou par reception de message il emet un mes
sage connexion sur son arete adjacente de poids minimum marque cette arete
en arbre puisque ce sera une arete de lACPM nal et passe dans letat a trouve
attendant la reponse a son message

Pour les nuds de niveau nonnul nous allons considerer un fragment de
niveau L qui vient de se former par la fusion de deux fragments de niveau L

Les nuds extremites du cur du nouveau fragment F commencent un nouveau
cycle de recherche via la diusion dun message init suivant la relation pere%ls
aretes en arbre
 Ce message transporte la nouvelle identite du fragment son
niveau ainsi que letat trouve declarant ainsi la mise en place de la procedure de
recherche en mettant tous les nuds du fragment dans cet etat
 Si des fragments
au niveau L  sont attente de reponse a leur tentative de connexion ils sont
absorbes dans la foulee les poussant eux aussi a la recherche de larete sortante
de poids minimum
 Il est dailleurs possible que dautres fragments de niveau
L   attendent des reponses de ces fragments et ainsi de suite ils sont alors
euxaussi absorbes dans le meme elan

f Reception dun message init
Quand un nud recoit ce message il denit son pere comme etant lemetteur
du message et initialise ses variables locales suivant les valeurs des parametres du
message

Si letat porte par le message est a trouve le message est seulement relaye a
ses ls car ce nest alors quun message de mise a jour

Dans le cas contraire trouve le message est aussi relaye a ses ls mais en
plus localement il commence par chercher son arete normale de poids minimum
celles qui sont en arbre appartiennent deja au fragment celles qui sont marquees
rejetee sont des aretes vers des nuds du fragment
 Sur cette arete il envoie le
message test avec son identite de fragment et son niveau
 Dans le cas ou aucune
arete nest disponible et que toutes les reponses sont revenues des ls il envoie
un message rapport vers son pere avec le meilleur poids obtenu
 Cette derniere
remarque est valable pour les paragraphes suivants
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g Reception dun message test via larete e
Sur reception de ce message suivant les identites des fragments deux cas se
presentent 
	Si les identites des fragments sont identiques et que le message ne provient pas
dun pere un message rejet est emis et larete est marquee rejetee
 Si le mes
sage provient dun pere alors le receveur r essaie a son tour denvoyer un message
test vers son arete sortante de poids minimum exception faite toutefois dans le
cas ou r a deja envoye ce message via e  la reponse est alors un message rejet

	Dans le cas ou les identites sont dierentes il faut considerer les niveaux L du
message et LN du receveur  si LN  L le message accepte est emis certiant
ainsi que larete est bien une arete sortante
 Si LN  L alors le message est retarde
replace en queue de tampon jusqua ce que le niveau du receveur soit susant

En eet dapres la regle importante enoncee precedemment si un fragment F

renvoie un message accepte comme reponse au message test lidentite de F

doit etre dierente et le rester



h Reception dun message rejet via larete e
Larete e est marquee rejetee et la recherche darete sortante de poids mini
mum continue voir la reception du message init

i Reception dun message accepte via larete e
La recherche est fructueuse  si we est plus faible que le meilleur poids trouve
jusqua present alors cette arete devient la meilleure
 Un message rapport est
renvoye vers le pere du receveur

j Reception dun message rapport
Deux congurations sont a considerer 
	Si le message ne vient pas dun pere cest quil vient dun ls alors on met a
jour la meilleure arete trouvee jusqua present jusqua temps que tous les ls aient
repondu
 Lorsque tous les ls ont repondu un message rapport est emis vers
son pere

	Si le message vient dun pere cest quil vient en fait de traverser le cur du
fragment et donc quil contient la meilleure valeur trouvee jusqua present dans
lautre partie du fragment
 Cette valeur doit etre comparee avec la meilleure
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valeur obtenue dans lautre arborescence
 Il faudra donc retarder ce message tant
que toutes les reponses des ls ne sont pas obtenues

Le resultat de la comparaison permet dobtenir la meilleure au sens du poids
arete sortante du fragment ou bien labsence darete sortante
 Labsence darete
sortante signie que le fragment couvre la totalite du reseau et donc que lalgo
rithme est termine

Remarque  An dobtenir une vraie terminaison et non une terminaison
par messages % voir le chapitre  nous avons du ajouter les lignes commentees
Rectif
  et Rectif
  dans le code
 Ces lignes initialisent une diusion du message
rapport avec une valeur innie comme meilleur poids troue
 Cette diusion est
propagee par les nuds extremites de larete cur du fragment vers tous les autres
nuds du graphe descendant larborescence du fragment nal pour signaler que
lalgorithme est termine et donc que le retour a letat dort ou le passage a un
autre algorithme est possible

k Analyse de lalgorithme
Deux fragments de niveau L se fusionnent si et seulement si ils ont la meme
arete sortante de poids minimum formant ainsi un fragment de niveau L # 

Sachant quau demarrage de lalgorithme tout nud est un fragment de niveau
 un fragment de niveau L contient au moins 
L
nuds
 Par consequent lgn est
une borne superieure sur le niveau maximum que peut atteindre un fragment

De part les proprietes  et  du paragraphe 

 il sut de verier que
lalgorithme trouve bien les aretes sortantes de poids minimum et quil ny a pas
dinterblocage pour montrer que lalgorithme est correct
 La description detaille
de lalgorithme sut a se convaincre que lalgorithme recherche bien les aretes
sortantes des fragments et qui sont de poids minimum

An de prouver labsence dinterblocages considerons lensemble F des frag
ments existant a un instant donne en omettant toutefois les fragments de niveau
 qui ne consistent quen nuds isoles passifs
 En cet instant si on suppose que
lalgorithme a demarre mais nest pas termine lensemble F est non vide et tout
fragment de F a une arete sortante de poids minimum
 Parmi les fragments de
niveau minimum de F considerons celui dont larete sortante de poids minimum
est celle ayant le plus petit poids
 Tout message de test de ce fragment F reveille
un nud passif de niveau  ou bien aura une reponse sans attente
 De meme
tout message connexion soit reveille un nud passif soit rencontre un frag
ment de niveau strictement superieur qui entrane la reponse immediate dun
message init ou bien rencontre un fragment de niveau egal ayant la meme arete
sortante de poids minimum ce qui entrane la creation immediate dun fragment
de niveau superieur
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Nous avons teste lalgorithme sur plusieurs topologies et les resultats sont
fournis dans le chapitre 	

l Complexite
Dans GaHS le nombre de messages echanges est annonce en m#n log n#
On  ceci a condition que les aretes aient toutes des poids distincts

En eet une arete ne peut etre rejetee seulement quune fois et chaque rejet
requiert deux messages donc au plus m messages de type test et rejet sont
echanges et conduisent a des rejets

Ensuite tant quun nud appartient a un fragment de niveau dierent du
dernier et de  il peut recevoir au plus un message init et un message rejet
 Il
peut transmettre au plus un message test un message rapport et un message
nrac ou connexion
 Puisque le nombre de niveaux est borne par lg n dans
le pire des cas un nud change successivement lg n   fois de niveau sans
compter le niveau  et le dernier  ce qui conduit au total de nlg n  
messages si lon ne compte ni la premiere ni la derniere phase

Au niveau  chaque nud peut recevoir au plus un message init et peut
transmettre au plus un message connexion
 A la derniere phase chaque nud
peut envoyer au plus un message rapport
 Ceci conduit en tout a lechange de
m# nlg n messages

Dans le meme article les auteurs exhibent un exemple ou la complexite tem
porelle est en On

 si un seul processeur seveille spontanement
 Dans le cas
ou tous les processeurs seveillent spontanement la complexite temporelle dans le
pire des cas est en On log n
 Lalgorithme a ete ameliore par B
 Awerbuch dans
Awer qui obtient ainsi une complexite optimale a la fois en temps  m et
en messages  m# n log n 

 Algorithmes de construction dAC de
Diam	etre Minimum
 Un cas particulier

a Introduction
Un des problemes majeurs est dans le contexte de lalgorithmique distribuee
lelaboration dune structure de controle ecace couvrant la totalite du reseau
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Ce probleme peut etre resolu en construisant un Arbre Couvrant de Diametre
Minimal ACDM sur le graphe value representant le reseau des communications

Obtenir un arbre de diametre minimal permet des gains substantiels sur les delais
de transmission des messages de la plupart des algorithmes distribues car leur
complexite temporelle est une fonction au moins lineaire du diametre

Apres avoir precise le probleme qui exprime en ces termes est nouveau nous
exposons la methode de resolution en deux etapes
 Nos premieres etudes sur le
sujet sont exposees dans BuBu BuBub


b Methode
Nous presentons dabord une methode de construction dun ACDM dans le
cas dun graphe value uniquement avec des poids de  puis nous considerons le
cas plus general de poids entiers positifs non nuls

A partir des resultats deja obtenus dans le chapitre  paragraphe 


T  
j
DT  

k
pour tout arbre T 

Toujours dans le cas particulier ou les poids sont tous egaux a  pour
construire un ACDM il sut de choisir parmi les Arbres des Plus Courts Che
mins sur G que lon note APCCG celui de diametre minimum
Ce quexprime
le lemme suivant 
Lemme 
Si wu   u  U  alors min
TAPCCG
DT   D


Preuve  Considerons un ACDM T

 et v

un centre de T

 Soit T un arbre des
plus courts chemins de racine v

 nous avons alors la propriete suivante 
i  X d
T
i v

  d
G
i v

  d
T
 
i v


Donc le diametre de T est inferieur ou egal au diametre de T

ce qui prouve
le lemme precedent
  
Donc pour construire un ACDM il sut de choisir parmi les APCC celui
dont le diametre est minimum

Remarque  Dans ces conditions un nud donnant un APCC de diametre
minimum est un des centres du graphe
 Mais il faut preciser que tous les centres
du graphe ne donnent pas forcement des ACDM car les arbres des plus courts
chemins issus dun nud nont pas tous le meme diametre a  pres

Cette remarque nous donne lalgorithme simplie suivant qui construit un
ACDM sur un graphe dont les poids des aretes sont tous egaux a 
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Algorithme ACDM

	Calculer lensemble CG des centres du graphe
	Pour chaque centre v

calculer le diametre dun APCCv


	Le centre donnant le meilleur diametre donne lACDM	
Remarque  Un ACDM dans le cas ou les poids sont tous egaux a  a
comme diametre  ou   
 Donc dans la recherche du meilleur APCCv


on peut sarreter si la borne inferieure   est atteinte

Une implantation possible de cet algorithme passe par le calcul prealable des
plus courts chemins
 Tarjan a propose Tarj une implantation qui permet dob
tenir dans le cas present une complexite temporelle en Om# n ensuite il faut
pour chaque nud estimer le diametre de lAPCC issu de ce nud
 Cette derniere
etape est aisement realisable en On



	 Algorithme de construction dACDM
a Introduction
Nous ne considerons ici que le cas ou les poids des aretes sont des entiers na
turels non nuls ceci est assez proche de la realite des reseaux de communication
car si lon considere les poids des aretes comme etant des delais moyens de com
munication point a point la precision de la mesure nest jamais innie et donc
on peut toujours se ramener au cas ou les poids sont des entiers naturels
 En fait
les delais de communication sont assez variables dans la realite et il faudra plutot
utiliser des delais moyens et par consequent un tres faible niveau de precision

Nous etudierons le probleme de lutilisation de poids reels ulterieurement

La methode de construction decrite est appliquee pour produire deux algo
rithmes  un algorithme sequentiel et un algorithme distribue presente plus loin

La diculte du probleme de construction dun ACDM vient de la remarque
suivante 
Remarque  Lorsque les poids des aretes sont des entiers naturels quel
conques il existe des graphes G tels que le diametre dun ACDM est plus
petit que le plus petit des diametres des arbres des plus courts chemins
min
TAPCCG
DT  	 D



Cette remarque reste vraie si lon considere lensemble des arbres de poids
minimum en lieu et place de lensemble des arbres des plus courts chemins
 Il
These Paris VIII mars 
    Algorithmes de contr	ole distribues
nous sut de considerer lexemple de la gure 
  sur cet exemple lACDM
nest ni un arbre des plus courts chemins ni un arbre de poids minimum

: ACDM A : centre du graphe
6
12
10 E
F
G
3
10
6
D
6 16
B
A
4
8
8
C
Figure 
  Exemple dArbre Couvrant de Diametre Minimal 
DG   D

 

b Methode
Pour construire un ACDM une idee simple est de transformer le graphe G en
un graphe G

value uniquement avec des poids egaux a 
 Construisons donc le
graphe G

 X

 U

 a partir de G de la facon suivante  transformons les aretes
e  i j de poids p superieur a  en p aretes de poids  et creons p   nuds
de sorte que le chemin de i a j dans G

ait une longueur p
 Les aretes de poids
egal a  sont conservees

Nous obtenons alors un graphe sur lequel on peut appliquer lalgorithme
ACDM
 precedant
 Nous allons chercher a ameliorer cette methode en limi
tant le nombre de nuds generes que nous appelons nuds ctifs par opposition
aux nuds reels que sont les nuds de G

Remarquons dabord quil nest pas necessaire de calculer les diametres de
tous les APCC de tous les nuds de G


 En eet il nous sut de calculer les
diametres des APCC des nuds de G

vers les nuds de G
 De plus le diametre
dun APCC dun nud ctif dune arete i j est fonction uniquement des plus
courts chemins dans G a partir de i et de j
 Cest pourquoi notre algorithme
commence par le calcul de toutes les distances di j
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Pour limiter lexploration des nuds ctifs nous pouvons eliminer les aretes
les moins interessantes
 A cette n nous devons borner le diametre D

dun
ACDM sur G
 La borne inferieure est evidente  le diametre de lACDM est a
fortiori au moins egal au diametre du graphe

Pour simplier la suite de lenonce APCCx etant un ensemble nous notons
D APCCx le plus petit diametre des arbres de APCCx

Nous allons considerer comme borne superieure le plus petit des diametres
des arbres des plus courts chemins min
TAPCCG
DT 

Pour calculer cette borne il nous faut calculer D APCCx pour tous les
nuds x de G
 Lalgorithme suivant calcule cette valeur ou une borne superieure
pour x donne en utilisant les dx k et un tableau trx k representant la table
de routage de x
 La table de routage trx k donne le voisin de x par lequel on
obtient un des plus courts chemins pour aller de x vers k

Algorithme DIAMAPCCx
Soient k

et k

les nuds les plus eloignes de x
tels que dx k

  dx k

	
SI trx k

  trx k

 ALORS
DIAMAPCCdx k

 # dx k


SINON soit y  X tel que trx k

  trx y
et tel que dx y soit maximum	
Soit t  X tel que t  trx k

  trx k

	
SI dx k

 # dx k

 dx t 	 dx k

 # dx y ALORS

 D APCCx  dx k

 # dx k

 dx t et
D APCCt  D APCCx 
DIAMAPCCdx k

 # dx k

 dx t 
  
SINON 
 dx k

 # dx k

 dx t  dx k

 # dx y 
DIAMAPCCdx k

 # dx y	
FSI
FSI
Dans le cas ou lalgorithme sarrete a la ligne marquee  cela signie quil
existe t tel que tous les arbres T  APCCt ont un diametre inferieur a
D APCCx
 Dautre part DIAMAPCCv est calcule pour tout v  X donc
a fortiori DIAMAPCCt sera calcule et donnera une borne superieure au
moins aussi interessante que celle qui serait donnee par x cest pourquoi dans ce
cas il nest pas utile de calculer la valeur exacte de D APCCx
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Remarque  Lapplication de cet algorithme sur le graphe de la gure 

donne un diametre de  pour un APCC a partir du nud A et cette valeur donne
la borne superieure sur le diametre de lACDM
 Dautres exemples montrent
quune premiere impression liee a la preponderance des centres nest pas fondee
dans le cas general
 Clairement les centres du graphe ne sont pas forcement les
nuds donnant les meilleurs diametres

c Un algorithme sequentiel
Lalgorithme suivant construit un ACDM sur un graphe value positivement

Algorithme ACDMp
	Calculer les distances di j pour tout couple i j de nuds de G	
	Calculer la borne superieure  bornesup min
xX
DIAMAPCCx
	S  U 	
	TANT QUE bornesup 	 DG ET quil existe au moins une arete e  S
telle que e est non
eliminee 
aCalculer en chaque nud ctif de e le diametre d de lAPCC de ce nud
vers les nuds de G	
bSI d  bornesup ALORS bornesup  d	
cS  S  feg
	Le nud x reel ou ctif tel que DIAMAPCCx bornesup donne
un ACDM	
Les aretes i j que lon peut Aeliminer B de lenumeration sont celles veriant
les conditions suivantes 
	Si di j  wi j
 En eet cela signie quil existe un chemin de longueur
inferieure pour aller de i a j qui nutilise pas cette arete

Parmi celles qui nont pas ete eliminees par cette methode calculons le rayon de
larbre obtenu pour un nud ctif v de i j a la distance a de i 
T a  max
kX
minfa# di k dj k # di j ag
On peut minorer cette expression sachant que di j 	 a   
T a   # max
kX
minfdi k dj kg
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De plus sur un arbre ou les poids sont tous de  nous avons 
l
D

m
 

Donc larete i j peutetre eliminee dans le cas suivant 
	si max
kX
minfdi k dj kg #  	 bornesup

Sur notre exemple cet algorithme nexplore que les aretes AG pas dame
lioration BC qui donne lACDM de la gure 
 et CE qui donne un autre
ACDM echange de larete BF par larete EG

Letape  de lalgorithme est en Omn log
 mn
n si on choisit lalgorithme
de calcul des plus courts chemins de Tarjan Tarj
 Letape  est aisement
realisee en On


 Enn letape 	 consiste dans le pire des cas pour toute arete
a verier que lon ne peut leliminer de lenumeration et ensuite de realiser cette
enumeration en calculant les diametres des APCCv pour tout nud ctif v

Le calcul de D
A
PCCv ou v est un nud ctif dune arete x y et x y 
X peut se calculer avec lalgorithme DIAMAPCCv avec comme distances
dv z  minfdx z # dx v dv y # dy zg

En tout cet algorithme sequentiel sexecute en Omnlog
 mn
n #W  ou
W est le poids de larete de poids maximum
 Clairement cet algorithme peut
etre ameliore mais ce nest pas ici notre propos

d Un algorithme distribue
Lalgorithme suivant construit en environnement distribue un ACDM sur le
graphe sousjacent au reseau les nuds etant associes aux sites et les aretes aux
liens de communication comme pour les algorithmes de construction dACPM de
la section precedente
 Le poids dune arete nest initialement connue que par les
deux sites extremites de cette arete
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Algorithme DistriACDMp
	Calculer les di j et tri j	 
 Soit UN le site didentite minimale 
POUR TOUT SITE Ego 
	bornesup minfDIAMAPCCEgo Gg	
	SI upbound  DG ALORS ALLER EN 	
	POUR TOUTE arete e  Ego j telle que j 	Ego et telle que larete e
ne peut etre ignoree FAIRE  
 conditions denies en  
aCalculer le meilleur d DIAMAPCCx ou x est un nud ctif de
larete Ego j
bSI d  bornesup ALORS bornesup d
	Attendre des ls les messages avec leurs bornesup envoyer le minimum
vers UN	
	UN attend de recevoir les messages de tous ses ls avant de lancer la
terminaison de lalgorithme	
Pour le calcul des distances di j et des tables de routage tri j associees
divers algorithmes de construction sorent a nous
 Nous avons choisi dutiliser
lalgorithme de P
 Merlin et A
 Segall dans MeSe parce quil est adaptatif et
par la meme resistant aux pannes

Il a toutefois un defaut pour son utilisation dans notre algorithme  il nassure
quune terminaison par message
 En eet tant quil est utilise comme algorithme
de routage ceci ne pose pas de probleme particulier puisquun algorithme de
routage doit par denition fonctionner de maniere permanente

Lalgorithme de MeSe necessite la connaissance du nombre de sites du
reseau
 Cette condition est necessaire dans la mesure ou lon veut un algorithme
resistant aux pannes si aucune panne nest a craindre il est plus interessant du
point de vue de la complexite dutiliser un autre algorithme de routage
 Nous
developpons ce sujet plus loin

Cet algorithme est presente pour un seul et meme initiateur chaque phase de
mise a jour du poids dune arete entrane une mise a jour de larbre des plus courts
chemins en deux phases
 De facon informelle les phases se decrivent comme suit 

Le Apuits B initiateur diuse des messages de controle permettant de mettre a
jour les distances des sites par rapport a linitiateur
 Ces messages suivent un
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parcours en largeur dabord
 Sur les aretes ou les messages se croisent il y a
eventuellement mise a jour de la distance par rapport a la racine ce qui entrane
une mise a jour de la structure darbre deja etablie


Des messages de controle remontent de ls en pere vers linitiateur

On peut considerer que dans le cas dune construction ex nihilo le premier
arbre a construire est un arbre couvrant quelconque par exemple celui donne par
lalgorithme DistriBFS en debut de chapitre
 Ensuite on declenche un certain
nombre de mises a jour jusqua ce que plus aucune modication ne soit constatee
dans larbre ce qui se realise tres simplement avec un drapeau un booleen porte
par chaque message de retour
 Chaque site opere alors un ou logique sur les
drapeaux de ses ls et renvoie le resultat vers son pere
 Nous obtenons ainsi
une terminaison par processus
 Apres cette terminaison si une arete venait a
etre alteree changement de poids suppression ajout il sut de redeclencher
lalgorithme de routage pour obtenir a nouveau une arborescence des plus courts
chemins

Pour obtenir tous les plus courts chemins cest a dire de tout site a tout
autre nous nous contentons de superposer n executions de lalgorithme chaque
site etant un initiateur

Nous calculons en meme temps que les tables de routage DG et G mo
dications diusees en meme temps que les chemins ameliorants
 A ce niveau de
lexecution de lalgorithme lensemble des identites des sites du reseau est connu
de chaque site
 Par consequent uniquement dans le but de simplier lecriture
de la suite de lalgorithme nous pouvons identier le site didentite minimum
comme etant le site UN et nous considerons desormais UN comme etant lelu
voir le probleme de lelection en 


 Larborescence fournie par les dUN k
est utilisee comme arborescence couvrante pour limiter le nombre de messages
echanges organiser la recherche de la borne superieure et decider de la terminai
son de lalgorithme

Il est a noter qua la ligne a de lalgorithme le site j doit cooperer pour que
le calcul de d
 Cette cooperation sexecute comme suit  a la demande de Ego j
envoie sa table de routage trj k k a Ego
 Apres reception de cette table le
site Ego peut calculer localement le meilleur d

e Analyse de lalgorithme distribue
Nous allons analyser lalgorithme DistriACDMp du point de vue de la
quantite dinformation echangee plutot que du point de vue du nombre de mes
sages
 La quantite dinformation echangee est la somme des nombres de bits des
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messages echanges
 Les messages doivent pour la plupart comporter lidentite
de lemetteur ainsi quun poids
 Nous notons T la taille en bits dun message
ici egale a OlgW # lg n ou W represente le poids maximum dune arete

Lalgorithme commence par la construction des plus courts chemins calcul
des di j et propagation du rayon et du diametre du graphe
 Si lon connat
une borne N sur le nombre de nuds du reseau cette etape avec lalgorithme
de P
 Merlin et A
 Segall MeSe est executee avec Omn

T  bits echanges

Letape  ne comporte quun calcul local a chaque site
 Letape 	 est equivalente
a la recherche de minimumsur un arbre de n nuds et est donc en On messages

Dans letape a lalgorithme eectue lanalyse de larete Ego j j 	Ego en
chaque site Ego
 Cette exploration necessite les tables de routage de Ego et de
j
 Suite a la demande de Ego j envoie sa table de routage ainsi que les dj k

Dans le pire des cas la quasi totalite des aretes est exploree
 Finalement letape a
provoque lechange de Om messages de OnT  bits
 Enn la diusion du mes
sage de terminaison ne represente que OnT  bits pour que tous connaissent D

et le nud reel ou ctif permettant sa generation

En tout lalgorithmeDistriACDMp a la meme complexite que lalgorithme
de calcul des plus courts chemins  Omn

T  bits echanges

f Avec ou sans panne
En cas de panne franche de ligne ou modication de son poids ou encore
de suppression de cette ligne la reconstruction de lACDM passe par la recons
truction des tables de routages or lalgorithme de MeSe est adaptatif donc
resistant a ce type de panne sans entraner une reconstruction complete
 Dans le
meilleur cas larete impliquee nappartient pas a lACDM et est ignoree dans les
conditions denies au paragraphe 
	
 dans les autres cas il faudra recommen
cer la construction a partir de letape  soit OmnT  bits echanges dans le pire
des cas

Si aucune panne ni evolution des poids des aretes est a craindre il est possible
dameliorer la complexite de lalgorithme presente en choisissant un autre algo
rithme de calcul des plus courts chemins
 Si lon considere ladaptation distribuee
de lalgorithme de Dijkstra Dijk proposee par G
 N
 Frederickson Fred
On

 messages sont echanges pour le calcul des plus courts chemins vers un seul
nud
 Cest a dire quen tout On
	
T  bits car mn  n
	


Si les poids des aretes representent les delais de communication entre aretes et
si aucune panne nest a craindre nous pouvons reprendre notre algorithme BFS
donne en debut de chapitre
 Il sut dajouter a chaque message lidentite de la
source emettant le parcours en largeur dabord et la distance a cette source
 On
obtient ainsi un algorithme de calcul de tous les plus courts chemins en Omn
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messages soit pour lalgorithme de construction darbre couvrant de diametre
minimum OmnT  bits echanges

 Developpements
Parmi les developpements possibles de ce probleme il faut envisager lutili
sation de poids reels
 P
 M
 Camerini et al dans CaGM ont prouve que le
probleme de lACDM sous le nom de Amaxpath B dans le cas ou les poids sont
des reels quelconques est NPcomplet
 Par contre si lon ne considere que des
reels positifs le probleme est toujours polynomial

Pour resoudre ce probleme nous pouvons dabord constater que pour tout
arbre T  il existe un nud v appele centre absolu ctif ou non tel que  e
T
v 
DT 
 En eet on peut a partir dun chemin diametral de T  de longueur DT 
calculer la position de v simplement par DT 
 Par consequent le probleme de
recherche dun ACDM est ici identique au probleme de la recherche dun Arbre
Couvrant de Rayon Minimal probleme identique au probleme de la recherche
dun centre absolu voir a ce sujet le livre de N
 Christodes Chri

 Conclusion
Nous avons presente dans cette section une solution au probleme de lelabo
ration dune structure de controle ecace ie un Arbre Couvrant de Diametre
Minimum sur un reseau de sites communicants

Les interets dune telle construction sont multiples elle ore entre autres
une structure minimale pour un routage ecace prenant en compte deventuels
changements de topologie du reseau addition de liens ou sites et peut etre
adoptee comme protocole de restructuration apres panne

Lalgorithme que nous avons presente fournit une solution originale a un pro
bleme reformule dans un cadre nouveau il est base sur des principes de calcul
distribue utilisant des messages asynchrones de plus cet algorithme est adaptatif
et resistant aux pannes et a la meme complexite que lalgorithme de calcul des
plus courts chemins

De nombreux problemes attenants sont en cours detude notamment la resolu
tion en distribue du probleme de lACDM de poids minimum qui est un probleme
NPcomplet voir le livre de M
 R
 Garey et D
 S
 Johnson GaJo ainsi que
larticle de J
M
 Ho et al HLCW en ce qui concerne les extensions possibles
de type diametre borne et poids total borne problemes euxaussi NPcomplets
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 Conclusion du chapitre 
Nous avons presente dans ce chapitre la resolution de problemes de construc
tion darbres couvrants avec et sans contraintes

Ces problemes sont essentiels en algorithmique distribuee de controle ils per
mettent detablir des structures couvrant la totalite du reseau et ainsi den facili
ter la gestion
 Nous avons choisi de considerer une structure particuliere  lArbre
Couvrant
 Nous avons montre dans lintroduction de ce chapitre quil apporte plus
davantages que lanneau virtuel qui est aussi une structure de controle couvrant
lintegralite du reseau

Considerant le probleme de la construction dArbre Couvrant nous avons
constate que dautres problemes telles que lelection la recherche dextremum et
la terminaison sont reductibles a ce probleme

Nous avons decrit ici plusieurs algorithmes construisant des Arbres Couvrants
suivant labsence ou la presence de contraintes speciques
 Que ce soit en absence
de contraintes ou avec la contrainte de poids total minimum nous avons constate
linteret theorique de lutilisation de phases logiques pour diminuer le nombre de
messages echanges
 Lanalyse du pire des cas des algorithmes distribues sans no
tion de phase met en uvre lutilisation de cas particuliers dexecution entranant
un grand nombre de messages echanges
 Ce que ne peut saisir lanalyse au vu du
comportement tres A anarchique B de ces algorithmes cest le comportement en
moyenne
 Ceci nous conduit a considerer une etude pratique de ces algorithmes
sur dierents reseaux que nous avons resumee dans le chapitre 	

La contrainte de poids minimum est la plus connue et la plus etudiee des
contraintes sur la construction dun Arbre Couvrant mais elle napporte pas
toujours un interet immediat

Nous avons presente une contrainte nouvelle  celle de diametre minimal qui
nous a conduit a lelaboration dalgorithmes nouveaux
 Une structure de controle
ayant un diametre minimal est dun interet evident  tout algorithme distribue
etant fonction au moins lineairement aussi bien en messages quen temps du
diametre du reseau de communication sur lequel il sexecute
 Ainsi nous consi
derons quun Arbre Couvrant de Diametre Minimal peut etre adopte comme un
avantageux protocole de restructuration apres panne
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Chapitre 	
De la simulation des algorithmes
distribues
 Introduction
La CM A connection machine B avait plus de   processeurs mais ce
netait que des processeurs a un bits qui executaient tous le meme code de facon
synchrone
 La realisation dune telle machine est en fait bien plus simple que
la realisation dune machine de  processeurs  fois plus puissants
 De plus
il est particulierement dicile dassurer un fonctionnement synchrone de cette
machine la gestion des phenomenes de derive dhorloge devenant rapidement
lessentiel du temps utilise par le systeme

Les machines actuelles se tournent ainsi resolument vers une architecture dis
tribuee et un fonctionnement asynchrone
 Elles ont tout de meme toujours besoin
dun autre reseau ou mecanisme de routage pour la resistance aux pannes la sur
veillance systeme etc
 De plus lalgorithmique distribuee netant pas toujours
dune utilisation et comprehension aisees le systeme dexploitation de ces ma
chines seorce de masquer larchitecture a lutilisateur lui amenant a penser
quil travaille sur une machine parallele a memoire partagee et non une machine
a memoire distribuee

 Simulation ou implantation 
Le mecanisme de gestion de la memoire dite partagee virtuelle est performant
pour la plupart des applications des machines paralleles a savoir le traitement
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de matrices sous toutes ses formes
 En fait ce mecanisme est considere comme
absolument necessaire par la plupart des constructeurs et programmer en distri
bue une machine distribuee est alors curieusement impossible ' Il existe pourtant
sur la KSR par exemple des librairies developpees par dierents laboratoires
un peu partout dans le monde et qui permettent de programmer par echange de
messages
 Malheureusement il nexiste pas de primitive de bas niveau pour cette
gestion donc ces librairies sont en fait des surcouches sur le mecanisme de me
moire partagee virtuelle ' Autrement dit utiliser ces librairies equivaut a echanger
des messages en utilisant la memoire partagee qui utilise elle meme un mecanisme
dechange de messages au niveau materiel
 Il sagit donc deja de simulation

Limplantation sur machine distribuee reelle ou sur reseau est donc condition
nee par de multiples parametres totalement independants
 Il faut pour pouvoir
reellement tester un algorithme distribue disposer a sa convenance de reseaux ou
de machines distribuees ayant des possibilites de reconguration de leur topologie

Rares sont les machines proposant de telles possibilites

De plus il faut que le systeme dexploitation soit a peu pres stable or les
constructeurs pousses par la concurrence sont presses de sortir des machines aux
performances theoriques de plus en plus grandes et la conception des systemes
dexploitation passe tres trop souvent au second plan

Ensuite nous voulons pouvoir mettre au point des algorithmes distribues avec
un maximum de confort et dans ce cas seul un systeme centralise peut pour lins
tant nous fournir editeur debogueur visualisations etc
 Nous pensons resolument
que tels le papier et le crayon face aux traitements de textes la simulation exis
tera toujours comme outil de developpement que ces soit pour les algorithmes
distribues ou pour laerodynamisme des voitures

Enn lecriture dun simulateur dalgorithme distribue permet dacquerir une
experience certaine sur les problemes de terminaison demarrage et validation
notions essentielles en algorithmique distribuee

Nous presentons dans ce chapitre le simulateur%evaluateur dalgorithmes dis
tribues asynchrones que nous avons realise sur des machines paralleles dans le
but dexplorer les performances et defauts en pratique de ces algorithmes
 Cette
analyse permet davoir une representation du comportement en moyenne des al
gorithmes comportement qui na pas ete etudie en theorie % rien dailleurs ne
prouve quune telle analyse est possible dans le cas dalgorithmes sans gestions
de phases voir le chapitre 

Nous verrons que ce simulateur a ete developpe pour etre portable sur die
rentes machines y compris des ordinateurs sequentiels classiques

Apres avoir exprime les contraintes et caracteristiques qui nous interessent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nous discutons des interets et inconvenients des simulateurs dalgorithmes distri
bues

Nous avons implante grace a ce simulateur et son langage tres simple et tres
proche du pseudo code les algorithmes de construction darbre couvrant presentes
dans le chapitre  ainsi que des algorithmes de routage et de parcours de graphe

Les resultats de ces simulations sont exposes en section 	
	 et en annexe

 Specications generales
Notre objectif initial etait et est toujours de simuler le fonctionnement dun
algorithme distribue asynchrone sur un reseau quelconque
 Cet algorithme doit
appartenir a la classe des algorithmes denis dans le paragraphe 
	

a qui
respectent une symetrie de texte
 Il est bien evident que par le jeu de quelques
tests cette condition nest pas tres restrictive

La topologie du reseau etant donnee a lexecution lalgorithme peut considerer
ou pas la connaissance du reseau le nombre de nuds daretes la connaissance
des identites des voisins etc

La simulation doit bien entendu fournir en n dexecution une trace de lexe
cution de lalgorithme distribue avec le plus possible dinformations en cas dechec
ou de fonctionnement anormal puisquune des fonctions essentielles dun simula
teur est de pouvoir rapidement et avec un certain confort developper et mettre
au point des algorithmes distribues

Enn et cest la la diculte majeure de la realisation dun simulateur la
simulation doit etre aussi proche que possible de la realite cest a dire quelle ne
doit pas cacher les defauts de lalgorithme qui seraient reveles par une execution
reelle
 Cette derniere condition ne peut que rarement etre respectee dans labsolu
sinon le simulateur serait parfait et une implantation reelle naurait plus dinteret
que potentiellement dans le cas ou le temps serait un facteur primordial

En fait si nous avons choisi de faire de la simulation plus que de limplantation
sur une machine distribuee ou un reseau cest que comme le savent tous ceux
qui ont eu maille a partir avec limplantation de programmes paralleles le gain
temporel nest ni evident ni immediat et un bon simulateur vaut mieux parfois
quune machine parallele ou distribuee parfois dicile dacces et au systeme
dexploitation pas toujours completement stable et debogue '
La gure 	
 decrit le schema de principe dun simulateur le langage C nest
gure ici qua titre dexemple
 Les seules donnees fournies par lutilisateur sont
la description de lalgorithme dans un langage specique et les parametres dexe
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  Schema de principe dun simulateur
	 Interets de la simulation
La simulation est beaucoup moins couteuse que limplantation sur un reseau
par exemple de transputeurs
 En eet le Adeboguage B est facilite et reduit a une
action centralisee a la fois sur les traces et sur le code
 Bien plus encore que le
deboguage le simulateur assure un confort certain au developpeur puisquil peut
tester dierentes topologies parfois meme sans avoir a recompiler le programme

Une simulation dun reseau de plus de 	 nuds est possible mais lacces a
une machine distribuee dune telle taille et en acces privilegie cest a dire ou il
est possible que lon ait eectivement autant de sites quen reclame lalgorithme
nest pas toujours aise

		 Inconvenients de la simulation
De facon evidente une simulation ne saurait etre la realite  plus precisement
il est clair que nous nobtenons par simulation quun sousensemble des compor
tements possibles dans le cas dalgorithmes distribues asynchrones

Malgre tout en integrant des composants aleatoires nous pouvons produire
des eets de retards sur des messages ou encore saturer articiellement des tam
pons dentree$sortie
 Finalement il est possible dans certains cas dobtenir la
visualisation de defauts doccurrence rare dans un systeme reel voire des defauts
qui ne surviendraient jamais parce que les machines distribues et les reseaux
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actuels disposent souvent dune couche reseau cablee qui dellememe evite la
transformation de certaines fautes en defaillances

 Le simulateurevaluateur
 Fonctionnement
Notre simulateur respecte le modele de systeme distribue Seni dans la sec
tion 
	 et les hypotheses du paragraphe 
	

 Nous allons le decrire caracteris
tique apres caracteristique avec une partie des techniques qui le constitue

A partir du code dun algorithme distribue decoupe en etapes ou instructions
le simulateur execute lalgorithme sur chaque site de facon repetitive instruction
apres instruction
 Pour chaque etape le programmeur doit preciser quelle est
letape suivante a executer ou bien larret denitif du site considere

En cela il respecte la notion de sequentialite dun site un algorithme distribue
etant lexpression des echanges de messages et comportements internes de sites
sequentiels
 Nous avons deja discute de la possibilite pour ces sites de representer
en fait des reseaux locaux
 Cela est possible a la condition de denir dans ce
reseau local un matre ou responsable des communications vers lexterieur
 Celui
la est eectivement sequentiel que ce soit une machine ou un processeur
 Cette
hypothese ne nous semble pas restrictive car elle provient de la simple observation
des reseaux actuels

Le programme se termine lorsque tous les sites ont declare avoir termine ou
si lutilisateur le desire un site est declare inactif apres un certain delai de non
reception de message et par la meme une inactivite totale car nous ne cherchons
a simuler que des algorithmes de type Amessage driven B
 Il existe en eet des
algorithmes la plupart des algorithmes de routage par exemple qui ne sont pas
realises en vu dune terminaison par processus il nous faut donc denir une limite
a leur simulation
 Le critere darret etant alors la terminaison par message il nous
sura de compter pour chaque site simule le nombre de fois quil cherche a deler
un message de son tampon de communication a partir de la derniere reception de
message

Dans le cas de la terminaison par processus un site sait quand il a termine
il sut alors quil incremente une variable partagee indiquant le nombre de sites
ayant termine
 Larret complet de la simulation est alors obtenu lorsque cette
variable est egale au nombre de sites simules
 En limitant le delai autorise dinac
tivite nous pouvons estimer un Adegre de parallelisme B cest a dire la possibilite
de mesurer si la repartition du travail est ou nest pas equitable au vu du delai
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Clairement ceci sera dependant de la machine sur laquelle se fera la simulation

Pour chaque etape le programmeur peut preciser si il veut une trace ou pas

Une trace etant un A snapshot B cliche de letat instantane de tous les sites
 Letat
dun site est deni par lensemble des valeurs des variables locales a ce site
 Les
traces ne sont activees qu,a la condition que lutilisateur specie le parametre
correspondant lors de lexecution

Nous devons remarquer que lobservation dun phenomene peu in"uencer ce
phenomene
 Ainsi en va de lobservation au microscope des bacteries vivantes
de part la chaleur degagee par leclairage
 De meme lobservation de letat dun
site simule consiste en limpression dune trace sur chier ou peripherique
 Cet
impression induit un retard dans lexecution de ce site et ainsi perturbe lordre
demission$reception des messages
 De plus limpression sur chier ou periphe
rique doit etre associee a un verrou dexclusion mutuelle ce qui introduit une se
quentialisation de lexecution
 Pour plus de considerations sur ce sujet voir entres
autres J
 E
 Lump et al LCGW# qui ont etudie lin"uence de lintrusion sur
la mesure

Notre simulation est une simulation modulaire sur un systeme centralise pa
rallele
 Par consequent il est facile de modier des parametres et de voir imme
diatement parfois sans recompilation les comportements induits
 Nous obtenons
des traces soit globales soit locales de letat des processus ainsi que la possibilite
dimplanter des methodes dynamiques de surveillance de lalgorithme  criteres
decacite nombre de messages dun type donne etc

Le nombre de nuds du reseau est un parametre au meme titre que la topo
logie et il peut etre arbitrairement grand dans la limite de la memoire disponible

Nous avons choisi de construire un simulateur sur une machine parallele et
donc de le paralleliser pour rendre les executions plus rapides
 Bien entendu le
nombre de processeurs physiques disponibles est bien inferieur au nombre moyen
de nuds des reseaux sur lesquels nous voulons travailler


 On pourrait imaginer
quil sut de creer autant de processus sur la machine que de processus a simuler

Malheureusement les machines auxquelles nous avons pu avoir lacces ne dispo
saient que dUNIX ou de variantes et les processus UNIX sont tres gourmands
en temps et en memoire
 Il est par exemple inconcevable pour cette machine de
creer plus de  processus
 Le concept de processus leger ou A thread B dans la
norme Posix permettrait peut etre de palier a ce defaut malheureusement nos
essais sur la machine KSR ne sont pour linstant pas tres concluants
 A lheure
actuelle il est tout a fait possible de creer 	 processus legers sur une KSR
mais le fait dexecuter plusieurs processus legers par un meme processeur phy
sique peut conduire a des pannes fatales de la machine fonction getsubpage
 de
la librairie C
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  Execution en temps partage parallele
Par consequent nous creons seulement autant de processus que de processeurs
physiques accessibles a moins que dans une optique uniquement tempspartage
seulement quelques processus soient disponibles et nous chargeons chacun dexe
cuter seulement une etape dun processus simule puis lorsque cette etape est
executee de chercher un autre site a simuler qui soit A libre B cest a dire qui
ne soit pas deja en cours de simulation
 Nous sommes donc dans un cas dim
plantation dexecution en temps partage parallele comme le montre la gure 	



Evidemment si le nombre de processeurs physiques disponibles p est egal a 
ie une machine SISD traditionnelle il sagit dune execution en temps partage
standard
 Une legere amelioration du simulateur pourrait etre de deleguer dans
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ce cas la charge de lexecution en temps partagee au systeme dexploitation lui
meme mais ce serait au prix dune certaine perte de portabilite

	 Langage de description
a Structure
Nous avons choisi de ne pas redenir un langage complexe de description
parmi les nombreux deja existants mais de se baser sur la connaissance minimale
des utilisateurs a savoir un langage de programmation tres classique nous avons
choisi le langage C pour sa portabilite et le tres grand nombre de compilateurs
existants auquel nous avons ajoute une librairie de fonctions les plus elemen
taires possible plus des facilitees de manipulation densembles
 En fait lidee
principale est de rester proche de la description en pseudocode tout en permet
tant une premiere verication de syntaxe avant de transformer la description en
un programme C independant de la machine
 Ce programme peut alors etre soit
directement compile sur la machine cible avec les librairies que nous avons denies
plus la librairie specique a la machine
 Dans des utilisations tres particulieres
ou pourra editer au besoin le programme C precedent avant sa compilation

Lalgorithme suivant represente la structure de lalgorithme distribue de par
cours de graphe en profondeur dabord dfs avec un seul initiateur code pour
notre simulateur
 Ce type dalgorithme est utilise par de nombreux algorithmes
de construction darbre couvrant notamment lalgorithme de E
 Korach et al
KoKM
 Le site didentite  est suppose etre linitiateur
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Algorithme DistriDFS pour le simulateur
VAR
Ensemble candidats ls
Pidtype pere
FIN
MCL
dfs dfs back cousin
FIN
lance dfs
f
Pidtype i
iEns aleacandidats Ens oteicandidats
Envoiidfs Ens ajouteils
g
FIN
CALCUL 
 Le programme 
  Ens copyVoisinscandidats
pere Ens nulls
if Mypid  lance dfs
 Le site  est linitiateur 
Va en 
  if Dele BRANCH ON Mcl
break
ON MESG dfs
if pere  Mypid
f 
 Le site Mypid pas encore visite 
pereOrg Ens oteOrgcandidats
lance dfs
g
else
f 
 Le site Mypid a deja ete visite 
EnvoiOrgcousin
Ens oteOrgcandidats
g
Va en 
ON MESG cousin
			
ON MESG dfs back
			
FIN
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Le lecteur pourra remarquer un decoupage en quatre blocs principaux  le
premier le bloc VAR declare les variables locales a chaque site  le bloc MCL
rassemble les motscles des messages leur type a des ns de comptage
 Le bloc
suivant est optionnel il est reserve aux fonctions denies par lutilisateur chacune
devant etre pour linstant terminee par FIN ce qui permet une analyse syn
taxique simple
 Un autre bloc optionnel non represente ici est le bloc dachage
utilise lors des traces dexecutions il permet de preciser le format dachage de
ces traces

Le dernier bloc est le plus important le bloc calcul cest le bloc de declaration
de la sequence des instructions qui forme lalgorithme en lui meme
 Le decoupage
en instructions est arbitraire il est laisse a la discretion de lutilisateur les seules
contraintes imposees sont lexistence dune instruction numerotee  qui est la
premiere executee et labsence dinstruction  qui est reservee a la declaration de
terminaison commande THE END

Toute fonction denie par lutilisateur ainsi que le bloc principal est une
fonction au sens du langage C et peut utiliser les variables declarees comme
etant locales au site

Des primitives de gestion emission$reception de message sont fournies 
Envoixmclmsg et Dele
 Le premier represente lenvoi dun message de type
mcl portant le message msg au site x
 Le second teste si le tampon de reception
de message est vide dans le cas contraire les variables speciales Org Mcl et
Mesg sont aectees respectivement a lorigine du message son type motcle et
le contenu du message

b Variables et types de donnees
Le lecteur attentif remarquera lutilisation dautres variables non declarees
telles que Mypid et eventuellement Nbpid dans dautres algorithmes des an
nexes qui donnent respectivement lidentite du site et le nombre de nuds du
reseau initial
 La variable Voisins est un ensemble dans un sens que nous allons
developper et contient uniquement les voisins initiaux du site considere
 Dautres
informations globales sont disponibles lutilisateur est libre de les utiliser a son
gre

Le type ensemble est a noter  il est associe a une librairie de gestion den
sembles fonctions Ens 			 ce qui permet de simplier nombre doperations clas
siques en algorithmique distribuee
 Citons parmi cellesci Ens aleaset qui ef
fectue un tirage aleatoire dun element de set  Ens appartienteltset qui teste
lappartenance de lelement elt dans set Ens ajoute Ens ote ajoute et supprime
respectivement un element a un ensemble
 Autre facilite fournie par la libraire
de gestion des ensembles  la fonction Ens applif set qui applique la fonction f
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successivement a tous les elements de set
 En particulier si lensemble set est
vide aucune action nest eectuee
 Nous apprecions particulierement la souplesse
de cette derniere fonction qui permet une ecriture synthetique et claire de nom
breuses applications telle que la diusion lachage densemble etc

c Librairies
En plus de la gestion des emissions$reception de messages nous avons cree
des librairies specialisees

Une librairie de gestion des fautes pannes franches de lignes est disponible
dans laquelle nous faisons lamalgame semantique entre faute de ligne et message
signalant cette faute lequel message est gere comme tout autre message
 Luti
lisateur cherchant a rendre son algorithme resistant a ce type de panne pourra
utiliser cette librairie tout simplement par lutilisation de parametres particu
liers  la frequence des pannes et leur nombre ou bien la liste complete des pannes
devant survenir
 Lamalgame fautes de ligne et message avec motcle special est
possible des que lon se represente le reseau pointapoint sous la forme dun re
seau physique reel  en eet un message est lalteration modulation de frequence
ou modulation damplitude dune Aporteuse B ainsi labsence de cette porteuse
permet de detecter la panne de ligne
 Linformation A la ligne l est en panne B
est traitee apres les messages deja recus dou lequivalence proposee
 La librairie
de gestion des fautes de lignes traite aussi lajout de lignes au reseau avec la
meme technique  lemission dun message special aux deux extremites de la ligne
ajoutee

Une bibliotheque de reseaux standards est fournie comprenant lanneau la
grille le tore et dautres structures plus A exotiques B  ce qui nempeche pas luti
lisateur de pouvoir eventuellement denir son propre reseau



 Simulations et evaluations dalgorithmes
distribues
Nous avons implante et teste les algorithmes de E
 Korach et al KoKM
R
 G
 Gallager et al GaHS I
 Lavallee et C
 Lavault LaLaa F
 Butelle
Bute
 Pour les juger sur un meme plan degalite  nous avons choisi de supposer
que tous les sites demarrent lalgorithme en meme temps et que la topologie est
inconnue par les sites
 Ce faisant nous les jugeons dans le pire des cas possibles
plus grand est le nombre dinitiateurs plus nombreux sont les con"its

Des algorithmes de routage ont aussi fait lobjet dune etude particuliere 
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versions distribuees de lalgorithme de Dijkstra Dijk et celui de Bellman %
Ford AwBG ainsi que lalgorithmes de A
 Segall Sega
 Ces resultats ont ete
obtenus en collaboration avec Alain Bui voir Bui	 nous en donnons quelques
resultats en annexe

Nous presentons ici les resultats les plus importants obtenus par la simulation
de ces algorithmes les codes complets pour le simulateur sont presentes en annexe



Etude dalgorithmes de construction dAC
Nous allons comparer les algorithmes de  R
 G
 Gallager et al GaHS I
 La
vallee et C
 Lavault LaLaa E
 Korach et al KoKM avec notre algorithme
Bute
 Lalgorithme de GaHS construit en fait un arbre couvrant de poids
total minimum il gure ici a titre de pionnier de la construction darbre couvrant

Dautres algorithmes existent dans la litterature nous avons etudies ceuxci parce
quils sont soit tres connus soit representatifs de certaines techniques

Nous allons considerer les topologies suivantes du graphe associe le plus dense
au moins dense  le graphe complet deux types de reseaux aleatoires le Tore D
et lanneau
 Les reseaux aleatoires que nous allons considerer au un degre borne
le premier au sens de la densite a un degre compris entre  et   le second a
un degre compris entre  et 
 Nous obtenons ainsi un echantillon representatif
des topologies possibles du degre  au degre n   en passant par les degres 	
 et 

Chaque courbe qui va suivre exprime le nombre de messages echanges suivant
le nombre de nuds du graphe sur lequel ces algorithmes ont ete simules les tailles
des messages utilises par ces algorithmes etant tres comparables une etude en
fonction de la quantite dinformation echange nest pas necessaire ici
 Chaque
point represente la moyenne de dix executions sur la machine Sequent B
dont  processeurs sont utilisables par lutilisateur
 Des resultats similaires sont
obtenus en simulation sequentielle et sur la KSR

Tous les algorithmes requierent m messages au moins car il a deja ete prouve
que lon ne peut faire mieux que ces m messages voir le paragraphe 

	
sur loptimalite des algorithmes distribues de construction dArbre Couvrant

Les algorithmes a gestion de phase ne se distinguent en fait que sur un facteur
multiplicatif de nlg n lalgorithme de GaHS necessite dans le pire des cas
m # nlg n # On et lanalyse de lalgorithme de KoKM donne un maxi
mum de m # lg n # On
 A notre connaissance ce dernier resultat le place
comme etant le meilleur algorithme de construction repartie darbre couvrant en
algorithmique distribuee asynchrone

Lanalyse du pire des cas des deux autres algorithmes Bute LaLaa
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utilise des exemples A pathologiques B ou le nombre de messages est de lordre de
n


 Nous verrons que le comportement en moyenne est assez dierent

Dans cette optique le nombre de messages represente sur chaque courbe ne
prend pas en compte ces m messages
 Nous avons ajoute represente par une
ligne continue une courbe A repere B experimentale  nlg n
 Nous verrons que cette
valeur exprime mieux le comportement moyen de la plupart de ces algorithmes
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  Simulations sur un Anneau Alterne
Dans le cas des anneaux alternes voir les gures 	
 et 
 les algorithmes
nutilisant pas la notion de phase LaLaa Bute sont conduits a des mises a
jours nombreuses qui induisent un nombre de messages relativement important
par rapport aux deux autres
 Nous avions deja montre que ces congurations
diametre proche de n entranaient des comportements gourmands en message
de part les multiples mises a jour necessaires

Pour obtenir la courbe concernant la simulation sur un tore de dimension 
nous avons en fait estime que les cotes pouvaient dierer dau plus 
 Ce qui nous
a permit davoir susamment de points pour tracer la courbe de la gure 	
	

Cette courbe montre deja la grande stabilite des algorithmes a gestion de phase

Les autres ayant des comportement beaucoup moins reguliers nous avons pu
constater des ecartstypes tres importants variant suivant la taille du reseau
 Ils
sont souvent superieurs a - du nombre de messages pour LaLaa et sont
aussi tres importants mais restent inferieurs a - pour lalgorithme de Bute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	  Simulations sur un Toren
Ces deux dernieres remarques mettent en evidence le cote imprevisible de ces
algorithmes
 Ne pas pouvoir prevoir le comportement dun algorithme correspond
a un plus grand potentiel de resistance aux pannes et on le voit a un nombre de
messages plus important

Pour exprimer le concept de comportement moyen dun algorithme distribue
fonctionnant sur des graphes quelconques il est necessaire de preciser ce que re
presente un graphe moyen
 Personne na reellement deni ce quest un tel graphe
mais lon peut gurer un certain comportement moyen par le biais de graphes
aleatoires  nous en etudions de deux types suivant leurs degres
 Puisque nous
avons deja observes les comportements de ces algorithmes sur des graphes de de
gre inferieur ou egal a 	 il nous a apparu interessant de considerer des graphes de
degres legerement superieur degre compris entre  et  et des graphes beaucoup
plus denses de degre compris entre  et 
 Ces simulations sont presentes par
les gures 	
 et 	


Les courbes resultant de la simulation sur graphe complet gures 	
 et 	

montrent combien lhypothese didentites distinctes est couteuse
 Les autres al
gorithmes confortent leurs positions deja eprouvee dans les reseaux aleatoires
precedents

Nous avons aussi voulu mesurer et comparer les tailles des buers necessaires
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  Simulations sur un reseau aleatoire   
  
pour chaque algorithme
 Nous les avons compares sur les graphes pour lesquels ils
ont a priori besoin des plus grandes quantite de memoire  les graphes complets

En eet de facon evidente le degre du reseau joue un role primordial pour cette
taille
 Pour quun site Ego recoive un message de ses n  voisins cela signie
pour chaque voisin de choisir tout particulierement x comme cible
 Autrement
dit la probabilite quun tel evenement survienne est tres faible dou linteret
dune etude en moyenne
 Sur trente executions nous avons retenu le maximum
du nombre de messages en attente de traitement par site dans la simulation sur
graphe complet de   et  nuds
 Les resultats obtenus gurent dans le
tableau suivant 
n Bute GaHS KoKM LaLa
    
  	  
    	
Ce tableau nous montre une tres forte utilisation des tampons pour GaHS
qui resulte du protocole de retardement de traitement de certains messages en les
A renlant B dans les tampons
 Cette technique provoque un desequencement dans
lordre de traitement des messages ce qui provoque des phenomemes dattente
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Les autres algorithmes sont relativement plus A sobres B puisque les resultats
sont tres nettement inferieurs au degre  n 
 De tres grandes variations ont pu
etre revelees sur lalgorithme de KoKM les maxima etant atteints quassez
rarement environ une fois sur  les autres resultats etant jusqua deux fois
moins importants
 Ces maximas gurent le fait qua un instant donne un com
portement plus Aparallele B de lexecution de lalgorithme a eu lieu
 Au vu de la
technique utilisee ce parallelisme est immediatement limite par une mise en at
tente de tous les jetons arrivant au prot dun ou deux qui feront eventuellement
un long parcours en profondeur dans le reseau
 Cette situation est alors favorable
pour le nombre de messages echanges
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 Conclusion du chapitre 
Nous avons presente dans ce chapitre une etude pratique de plusieurs algo
rithmes distribues ainsi que le simulateur qui a permis dobtenir ces resultats sur
des topologies de reseau diverses

Malgre larrivee de machines reellement distribues comme nous la montre le
chapitre  un simulateur est encore un outil necessaire au programmeur
 En eet
de notre propre experience nous avons pu constater les dicultes particulieres
que represente chaque machine parallele ou distribuee chacune a ses caracteris
tiques ses possibilites et ses defauts
 Developper un nouveau code pour chaque
nouvelle machine rencontree et tenter dobtenir des resultats optimaux par rap
port a la machine est un travail fastidieux rarement interessant et rendu dicile
par des descriptions techniques disponibles que par morceaux ou de facon tres
diluee dans des documentations de milliers de pages
 Nous avons donc developpe
ce simulateur aussi a des ns de simplication de lutilisation de ces machines
pour toute personne interessee par la programmation par echange de message et
ayant un minimum de connaissances en langage C
 Pour pallier au probleme de
limplantation nous avons etabli des librairies independantes et reduit le noyau
specique machine au minimum
 Adapter notre code pour une nouvelle machine
parallele ne consiste plus alors qua une reecriture de ce noyau en general une
vingtaine de lignes de macros C susent

Notre simulateur est aussi un evaluateur nous avons pu mettre en evidence
des comportements catastrophiques pour certains algorithmes telle lapparition
de phenomenes dengorgement local pour des algorithmes de routage
 La partie
evaluation tend a une evolution plus theorique grace a notre cooperation avec
M
 Bui  lanalyse semiautomatique du comportement de lalgorithme etudie via
lutilisation de chanes de Markov
 Cette analyse pourra permettre de position
ner certains parametres de lalgorithme en vue de loptimisation de celuici voir
Bui Buia
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Nous avons presente dans cete these une etude constructive de la proble
matique de lalgorithmique distribuee dans ce quelle a de plus original mais aussi
de plus dicile a apprehender  lalgorithmique asynchrone

Le concept dalgorithmique distribuee asynchrone conduit a la recherche de
structures de controle sur la totalite du reseau
 Nous nous sommes eorces de
denir un modele precis et simple tres peu exigeant en matiere de connaissances
globales  pas dhorloge globale ni de memoire partagee

La taille dun reseau et larbitraire de sa topologie conduisent a ecarter des
techniques de type routage point a point et anneau virtuel pour letablissement
de structure de controle
 Nous avons donc montre des algorithmes de construction
darbre couvrant ayant chacun des particularites interessantes

De nombreux problemes classiques de lalgorithmique distribuee tels que lelec
tion la recherche dextremum et la terminaison distribuee sont reductibles a la
construction dun Arbre Couvrant comme nous lavons montre dans le chapitre 

Cette election est dans la litterature generalement predeterminee par le reseau
en fonction de la distribution des identites des sites
 Nous avons presente des algo
rithmes qui elisent un site au hasard contrairement a la majorite des algorithmes
qui elisent un extremum ce qui garantie une certaine resistance aux pannes et
aux tentatives despionnage

Une structure de controle distribuee se doit detre ecace nous avons presente
deux contraintes de construction  le poids total minimal qui traduit plutot une
recherche economique et le diametre minimal
 De facon evidente une structure
de controle de diametre value minimum traduit la recherche decacite aussi
bien en messages quen temps lorsque les liens de communications sont values par
leurs delais de transmission

Construire un arbre couvrant de diametre minimal est un probleme nouveau
en algorithmique distribuee nous avons propose une methode simple utilisant
des algorithmes de parcours connus
 Cette methode permet de decrire dierents
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algorithmes distribues de construction dArbre Couvrant de Diametre Minimal
fonctionnant sur des reseaux avec ou sans pannes

Nous avons aussi presente un simulateur qui de par sa realisation nous a ap
porte une experience certaine dans la programmation de machines paralleles
 Ce
simulateur nous a aussi permis de mettre en evidence certains comportements
a occurrences rares dans les algorithmes presentes ainsi que des comportements
en moyenne que lanalyse theorique na pas reveles
 Nous avons explicites ces
comportements et apporte des solutions simples
 Une fois codes dans un langage
de description simple et intuitif les algorithmes ont ete simules sur des graphes
divers et nous ont permis detablir des distinctions entre algorithmes de construc
tion darbre couvrant etablissant ainsi un classement suivant dierents criteres
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AnnexeA
Symboles standards
REnsemble des nombres reels

NEnsemble des entiers naturels

ZEnsemble des entiers relatifs

Ensemble vide

jV jCardinal de lensemble V 

fxx tel que   gEnsemble des x tels que



a  Aa appartient a lensemble A

a  AIl existe a appartenant a A tel que



a  AQuel que soit lelement a de A


 ou pour tous les elements a de
A



P  QP et logique Q ou P et Q sont des propositions logiques

P  QP ou logique Q

Pnon logique de P 

A
S
BUnion de A et B

A
T
BIntersection de A et B

ABA moins B elements de A qui nappartiennent pas a B
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A 	 BA inclus dans B

aImage de lelement a dans la correspondance  

AImage de lensemble A dans la correspondance   egal a 
S
aA
 a


  
ACorrespondance inverse de la correspondance   denie par
 

y  fxy   xg

lnplogarithme Neperien de p

lgplogarithme a base  de p

log
b
plogarithme a base b de p
 Nous utiliserons aussi la forme log pour
les ordres de grandeur des complexites des algorithmes puisqualors
la base nest pas signicative

dpepartie entiere par exces de p

bpcpartie entiere par defaut de p
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Code de quelques algorithmes
B Algorithme de Bute
   Algorithme darbre couvrant avec racine non predeterminee Plutot
quune gestion par etats nous avons choisi daner la notion de
candidat et la notion dactif  
VAR   Var locales a tout site   
Octet
reqopenfreefree mesgopen mesg
Ensemble
ls
Octet
candidatePIDMAXactivePIDMAX
Pidtype
id mesglastpredidcomp
FIN
 define b FAUX    booleen presque indeni   
 define PRIOR     Candidats prioritaires   
 define EVITE     Candidats a eviter si possible   
MCL    Motscles des messages   
endconnoknokcousinnewrootupdttoken
FIN
  																									  
void  mon printf	iter
    Utilisee par Ens appli   
Mot iter
f
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printf	diter

if 	candidateiter

printf	C

else if 	activeiter

printf	A

g
FIN
AFFICHE    Pour les traces dexecution   
printf	dMypid

Ens appli	mon printfls

printf	Idupuluidcomppredlast

if 	free
 printf	F

if 	open
 printf	O

printf	nn

FIN
  																									  
void envoi	luimclidboolbool

Mot luiid
Octet boolboolmcl
f
char intercc
c 	bool  V  F

c 	bool  V  F

sprintf	interccuccid

Envoi	luimclinter

g
FIN
  																									  
dele	

f
unsigned i
if	Dele	


f
open mesg MesgV
free mesg MesgV
sscanf	Mesgui

id mesg	Pidtype
i
return	VRAI

g
else
return	FAUX
    Pas de message en attente   
g
FIN
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  																									  
void UPDT	xactcand
    Mise a jour de letat de x suivant act et cand  
Mot x
Octet actcand
f
int i
Octet res ares c
activex act candidatexcand
if 	cand

f
openVRAIfreeVRAI
g
else
f
for 	ires aFAUXres cFAUXiNbpid  res ci

f
if	candidatei

f
res cVRAI res a  VRAI
g
else if	activei

res a  VRAI
if	candidatei  activei

erreur	pb  candidateactivenn

g
open  res c free res a
g
g
FIN    UPDT
xactcand   
  																									  
Mot Select	
    Selection d candidat   
f
int ijnbposs
Mot possiblePIDMAX
nbposs    Candidats prioritaires et nonls   
for 	iiNbpidi

if 	candidateiPRIOR  Ens appartient	ils


possiblenbpossi
if 	nbposs
    Candidats nonls   
for	iiNbpidi

if 	candidatei  Ens appartient	ils
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possiblenbpossi
if 	nbposs
    Candidats qui ne sont pas a eviter   
for	iiNbpidi

if 	candidatei  candidatei EVITE

possiblenbpossi
if 	nbposs
    Sinon on prend ce quil y a    
for	iiNbpidi

if 	candidatei

f
possiblenbpossi
candidatei    On remet les priorites au meme niveau  
g
if 	nbposs

erreur	Pas de candidat a Select

jpossiblerandom	
nbposs    Cas moyen Pire des cas  possible   
if 	Ens appartient	jls


candidatej
return	j

g
FIN    Select
   
  																									  
Octet Or	t
    Ou logique des elts du tableau t   
Octet  t
f
int i
while	iNbpid  ti
 i
return	iNbpid

g
FIN
void  init	iter
   Utilisee par Ens appli  
Mot iter
f
candidateiteractiveiter
g
FIN
void  env newroot	iter
   Utilisee par Ens appli  
Mot iter
f
envoi	iternewrootidcompb b 

g
FIN
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void  env end	iter
   Utilisee par Ens appli  
Mot iter
f
envoi	iterendidcompb b 

g
FIN
CALCUL    LE programme   
int ij
Octet bb
    Initialisation   
pred  reqFAUX openVRAIfreeVRAI
last  
idcompMypid
Ens appli	initVoisins
Ens nul	ls

Va en 
    Routine principale de lalgo  
if 	pred  req  free

Va en 
else if 	pred  req  open

Va en 
else if 	dele	


Va en 
break
    Tentative de connection ou dep jeton   
jSelect	

if 	Ens appartient	jls


f    deplacement de racine par emission de jeton   
lastpredjEns ote	jls

UPDT	jFAUXFAUX

envoi	jtokenidcompfreeopen

g
else    Tentative de connection   
f
envoi	jconnidcompb b 

reqVRAI
g
SnapshotVRAI
Va en 
break
    Terminaison   
printf	EludnnMypid

Ens appli	env endls

THE END
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break
    reception de message   
BRANCH ON Mcl
break
ON MESG end    reception de end   
Ens appli	env endls

THE END
break
ON MESG conn     reception de conn   
if 	idcomp   id mesg

f    Fusion   
envoi	Orgokidcompb b 

Ens ajoute	Orgls

candidateOrg
if 	pred  open

envoi	predupdtidcompfreeVRAI

openVRAI
g
else if 	idcomp id mesg

f    Refus  cousin   
envoi	Orgcousinidcompb b 

candidateOrgactiveOrg
bOr	active
bOr	candidate

if 	pred  	free  b
 jj open  b

envoi	predupdtidcompbb

freebopen b
g
else   id mesg idcomp  
f    Refus  plus gros   
envoi	Orgnokidcompb b 

candidateOrgPRIOR    candidat prioritaire   
if 	open  pred 

envoi	predupdtidcompfreeVRAI

openVRAI
g
Va en 
ON MESG ok     reception de ok   
reqFAUXidcompid mesgpredOrg
UPDT	OrgFAUXFAUX

Ens appli	env newrootls

Va en 
ON MESG nok     reception de nok   
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if 	Ens appartient	Orgls


f
candidateOrg
openOr	candidate

g
reqFAUX
Va en 
ON MESG cousin     reception de cousin   
UPDT	OrgFAUXFAUX

reqFAUX
Va en 
ON MESG newroot     reception de newroot   
idcompid mesg
Ens appli	env newrootls

Va en 
ON MESG updt     reception de updt   
if 	pred Org

f
candidateOrgopen mesgactiveOrgfree mesg
if 	pred 
	open  Or	candidate
 jj free  Or	active



envoi	predupdtidcompOr	active
Or	candidate


open  Or	candidate
freeOr	active

g
Va en 
ON MESG token     reception de token   
predEns ajoute	Orgls
lastOrg
UPDT	Orgfree mesgopen mesg

if 	candidateOrg

candidateOrgEVITE    evite de relancer le jeton sur le dernier
qui la possede   
SnapshotVRAI
Va en 
FIN
B Algorithme de GaHS
VAR
Octet edge statePIDMAXstatestate mesg
Mot levellevel mesgbest edgetest edgein branchnd count
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unsigned int fragfrag mesgbest wt
FIN
 define Find f    les etats dun site   
 define Found F
 define Basic b    les etats dun lien   
 define Branch B
 define Rejected R
 define NIL 
 define INFINI 	unsigned int
	

MCL    Les motscles des messages   
connacceptrejectnewrootinitreporttest
FIN
  																						  
AFFICHE
int j
printf		d	dF
dScIB	dc	d
Mypidlevelfragstatein branchnd count

printf	BE	dBW
dTE	dSEbest edgebest wttest edge

for	jjNbpidj

if 	edge statejBranch

printf		dj

else if 	edge statejRejected

printf		dRj

printf	nn

FIN
  																								  
void envoi	luilfetatmcl

Mot lui
unsigned int f
Octet letatmcl
f
char inter
interl
interetat
sprintf	interuf

Envoi	luimclinter

g
FIN
  																									  
Octet dele	

f
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static char inter
if	Dele	


f
level mesgMesg  state mesgMesg
sscanf	Mesgufrag mesg

return	VRAI

g
else
return	FAUX

g
FIN
proc report	
    Procedure report   
f
if 	nd count  test edgeNIL

f
stateFound
envoi	in branchNILbest wtstatereport

g
Va en 
g
FIN
proc test	
    Procedure test   
f
int ij
for	jijiNbpidi

if 	Ens appartient	iVoisins
  edge stateiBasic

ji
if 	j

f
test edgej
envoi	jlevelfragstatetest

Va en 
g
else
f
test edgeNIL
proc report	

g
g
FIN
proc newroot	
    Procedure newroot   
f
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if 	edge statebest edgeBranch

envoi	best edgeNILNILstatenewroot

else
f
envoi	best edgelevelNILstateconn

edge statebest edgeBranch
g
Va en 
g
FIN
  																									  
CALCUL
int ij
  for 	ijiNbpidi
    Initialisations   
if 	Ens appartient	iVoisins


if 	j

f
edge statei Branch
ji
g
else
edge stateiBasic
levelstateFoundnd count
envoi	jNILstateconn

Va en 
     Routine principale de lalgo  
if 	dele	


BRANCH ON Mcl
break
ON MESG conn     reception de conn   
if 	level mesglevel

f
edge stateOrgBranch
envoi	Orglevelfragstateinit

if 	state  Find

nd count
g
else if 	edge stateOrg  Basic

Renle	
    remet le mesg en n de le dattente   
else
f
if 	Mypid  Org
    calcul arbitraire du poids du lien   
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j	Nbpid
  Mypid  Org
else
j	Nbpid
  Org  Mypid
envoi	OrgleveljFindinit

g
Va en 
ON MESG init     reception de init   
levellevel mesgfragfrag mesgstatestate mesgin branchOrg
best edgeNILbest wtINFINI
for	iiNbpidi

if 	iOrg  edge stateiBranch

f
envoi	ilevelfragstateinit

if 	stateFind
 nd count
g
if 	stateFind

proc test	

else
Va en 
break
ON MESG test     reception de test   
if 	level mesg level

f
Renle	

Va en 
g
else if 	frag mesg  frag

f
envoi	OrgNILNILstateaccept

Va en 
g
else
f
if 	edge stateOrgBasic

edge stateOrgRejected
if 	test edge  Org

proc test	

else
f
envoi	OrgNILNILstatereject

Va en 
g
g
break
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ON MESG accept     reception de accept  
test edgeNIL
if 	Mypid  Org

jPIDMAX  Mypid  Org
else
jPIDMAX  Org  Mypid
if 	jbest wt

f
best wtjbest edgeOrg
g
proc report	

break
ON MESG reject     reception de reject  
if 	edge stateOrgBasic

edge stateOrgRejected
proc test	

break
ON MESG report     reception de report  
if 	Org in branch

f
nd count
if 	frag mesg  best wt

f
best wt  frag mesgbest edgeOrg
g
proc report	

g
else if 	stateFind

f
Renle	

Va en 
g
else if 	frag mesg best wt

proc newroot	

else if 	frag mesgbest wt  best wtINFINI

f
if 	Orgin branch  MypidOrg 
fragMypid 	Nbpid
Org

printf	Elu dnnMypid

for 	iiNbpidi
    ajout pour la terminaison  
if 	iOrg  edge stateiBranch

envoi	iNILINFINIstatereport

THE END    Cest ni   
g
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break
ON MESG newroot     reception de newroot   
proc newroot	

break
FIN
B Algorithme de LaLaa
   Algorithme darbre couvrant avec racine  Id max 
cf RR 
Nous avons decoupe le message nok en deux  nok et noki resp pour nok externe
et nok interne   
VAR
char
reqfreeopenlib mesgouv mesg
Pidtype
idcompid mesgpred
Ensemble
activecandidatels
FIN
 define LIBRE L    free   
 define OUVERT O    open   
 define NON N
 define NIL 
MCL    Les motscles des messages   
endconnokokinokcousinnewrootopeningnokimerge
FIN
  																				  
AFFICHE
printf		d	dP	dOpMypididcomppred

printf	Etccfreeopen

printf	A
Ens a	active

printf	C
Ens a	candidate

printf	F
Ens a	ls

if	req
 printf	R

printf	nn

FIN
  																				  
void envoi	luiidlomcl

Mot luiid
char lo
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Keywordtype mcl
f
static char inter
sprintf	intercculoid

Envoi	luimclinter

g
FIN
  																				  
dele	

f
char cc
unsigned i
if 	Dele	


f
sscanf	Mesgccucci

lib mesgcouv mesgc
id mesg	Pidtype
i
return	VRAI

g
else
return	FAUX

g
FIN
  																									  
void UPDT	xlo

Pidtype x
char lo
f
int i
if 	lLIBRE

Ens ajoute	xactive

else
Ens ote	xactive

if 	oOUVERT

Ens ajoute	xcandidate

else
Ens ote	xcandidate

if 	Ens or	candidate


f
freeLIBREopenOUVERT
g
else if	Ens or	active
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f
freeLIBREopenNON
g
else
f
freeNONopenNON
g
g
FIN
  																									  
Mot Select	
    Selection d candidat   
f
int inbposs
Mot possiblePIDMAX
nbposs
if 	nbposs

for	iiNbpidi
    Pire des cas  id inf   
if 	Ens appartient	icandidate
  Ens appartient	ils


possiblenbpossi
if 	nbposs

if		iEns alea	candidate



erreur	Pas de candidat a Select

else
return	i

else
return	possiblerandom	
  nbposs
    Cas moyen Pire des cas
  possible   
g
FIN
void  env end	iter
    Utilisee par Ens appli pour terminaison   
Mot iter
f
envoi	iteridcompfreeopenend

g
FIN
void  env newroot	iter
    Utilisee par Ens appli   
Mot iter
f
envoi	iteridcompfreeopennewroot

g
FIN
  																									  
CALCUL
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     Initialisation   
pred NIL reqFAUX openOUVERTfreeLIBRE
idcompMypidEns nul	ls

Ens copy	Voisinscandidate

Ens copy	Voisinsactive

Va en 
     Routine principale de lalgo  
if 	idcompMypid  req  openOUVERT

Va en 
else if 	idcompMypid  req  freeNON

Va en 
else if 	dele	


BRANCH ON Mcl
break
     Tentative de connection   
envoi	Select	
idcompfreeopenconn

reqVRAI
SnapshotVRAI
Va en 
     Cest ni   
Ens appli	env endls

THE END
ON MESG end     reception de end   
Ens appli	env endls

THE END
ON MESG conn     reception de conn   
if 	Org  pred

if 	openOUVERT

envoi	Select	
idcompfreeopenconn

else
f
envoi	predidcompfreeopennoki

g
else if 	id mesg idcomp

f
envoi	Orgidcompfreeopenok
Ens ajoute	Orgls

UPDT	OrgLIBRENON

g
else if 	id mesgidcomp

f
envoi	Orgidcompfreeopencousin

UPDT	OrgNONNON

if 	freeNON  Mypid idcomp
    Ajout   
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envoi	predidcompNONNONmerge

g
else   id mesg idcomp  
f
envoi	Orgidcompfreeopennok

Ens ajoute	Orgcandidate

if 	openOUVERT  Mypid idcomp

envoi	predidcompfreeOUVERTopening

openOUVERT SnapshotVRAI
g
Va en 
ON MESG oki     version interne du ok   
reqFAUX
if 	Mypididcomp

f
Ens ote	Orgls

idcompid mesg predOrg
UPDT	OrgNONNON

Ens appli	env newrootls

envoi	Orgidcompfreeopenmerge

g
else
f
Ens ote	Orgls

Ens ajoute	predcandidate

Ens ajoute	predactive

UPDT	OrgNONNON

idcompid mesg
envoi	predid mesgfreeopenoki

Ens appli	env newrootls

Ens ajoute	predls
predOrg
g
Va en 
ON MESG ok     reception de ok   
reqFAUX
Ens ote	Orgls
    On prepare le retournement de chemin   
UPDT	OrgNONNON

idcompid mesg    nouvelle identite de composante   
if 	Mypididcomp
    Mypid etait la racine 
donc pas de pred   
envoi	Orgidcompfreeopenmerge

else
f
Ens ajoute	predcandidate

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Ens ajoute	predactive

envoi	predid mesgfreeopenoki

Ens ajoute	predls

g
predOrg    Nouvelle orientation   
Ens appli	env newrootls
    Maj des id de componsante des ls   
Va en 
ON MESG noki     version interne du nok   
reqFAUX
UPDT	Orglib mesgouv mesg

if 	Mypid  idcomp

if 	openOUVERT

envoi	Select	
idcompfreeopenconn

else
envoi	predidcompfreeopennoki

Va en 
ON MESG nok     reception de nok   
reqFAUX
if 	Ens appartient	Orgls


f
UPDT	OrgLIBRENON

g
if 	Mypid  idcomp

if 	openOUVERT

envoi	Select	
idcompfreeopenconn

else
envoi	predidcompfreeopennoki

Va en 
ON MESG cousin     reception de cousin   
UPDT	OrgNONNON

reqFAUX
if 	Mypididcomp

if 	openOUVERT

envoi	Select	
idcompfreeopenconn

else if 	predNIL

envoi	predidcompfreeopennoki

Va en 
ON MESG newroot     reception de newroot   
idcompid mesg
Ens appli	env newrootls

Va en 
ON MESG merge    reception de merge   
UPDT	Orglib mesgouv mesg

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if 	idcomp  Mypid

envoi	predidcompfreeopenmerge

Va en 
ON MESG opening     reception de opening   
if 	pred

if 	openNON

envoi	predidcompLIBREOUVERTopening

UPDT	OrgLIBREOUVERT

Va en 
FIN
B Algorithme de KoKM
   Implementation simpliee  FIFO respectee pour les tampons tous
demarrent lalgo   
 define FORMAT MSG uduu
VAR
int
phasephase mesgcandidatchased
Octet
sleeptermine porteurmocl mesgmarquage mcl
Pidtype
lastperedomdom mesginit mesgmarquage dom
Ensemble
candidatsnon cousins
FIN
MCL
annexchaseenddfsdfs backcousin
FIN
AFFICHE
printf	dddMypidphasedom

if 	candidat  
 printf	dcandidat

if 	last
 printf	ldmdlastmarquage dom

if 	chased  
 printf	ch

printf	 non cous

Ens a	non cousins

printf	nn

FIN
  																						  
   Ici lalgo porteur   
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envoi	luimoclmoclpdi

Pidtype lui
Keywordtype moclmocl
int p
Pidtype di
f
static char chaine
sprintf	chaineFORMAT MSGmoclpdi

Envoi	luimoclchaine

g
FIN
void  env end	iter
    Utilisee par Ens appli   
Pidtype iter
f
envoi	iterendendphasedomdom

g
FIN
void init	mclpa
    init un nouvel algo porteur de type DFS   
Keywordtype mcl
int p
unsigned int a
f
peretermine porteurFAUX
marquage domMypidmarquage mclmcl
if 	mcl chase

f
Ens copy	non cousinscandidats

lastEns alea	candidats

g
else    Si il sagit dune chasse  on suit le chemin donne par last   
Ens copy	Voisinscandidats

envoi	lastmcldfspaMypid

Ens ote	lastcandidats

g
FIN
void cont	mclpa
    Continue lalgo porteur avec un nouveau message   
Keywordtype mcl
int p
Pidtype a
f
marquage mclmcl
if 	last   mclchase

f
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Ens ote	lastcandidats

envoi	lastmcldfspainit mesg

g
else if 		lastEns alea	candidats



f
if 	pere

f
lastpere
envoi	lastmcldfs backpainit mesg

g
else
termine porteurVRAI
g
else
f
Ens ote	lastcandidats

envoi	lastmcldfspainit mesg

g
g
FIN
Octet termine porteur	

f
return	termine porteur

g
FIN
  																						  
Octet traite dfs	

f
if 	phase mesg phase

f
marquage dominit mesgmarquage mclMcl
if 	Mclannex

Ens copy	non cousinscandidats

else
Ens copy	Voisinscandidats

Ens ote	Orgcandidats
pereOrg
return	VRAI

g
switch	mocl mesg

f
case end 
return	VRAI

case dfs 
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if 	marquage dominit mesg jj marquage mcl  Mcl

return	VRAI

else if 		Mclchase  chasedphase mesg  candidatphase
jj
	Mclchase  chased 


f
envoi	OrgMclcousinphase mesgdom mesginit mesg

lastOrg
if 	Mclannex

Ens ote	Orgnon cousins

Ens ote	Orgcandidats

return	FAUX

g
else
f
if 	Mclannex

Ens copy	non cousinscandidats

else
Ens copy	Voisinscandidats

Ens ote	Orgcandidats

return	VRAI

g
case cousin
if 	marquage dom  init mesg jj marquage mcl  Mcl

f
   Un autre message est arrive entre temps qui a change le statut  
return	VRAI

g
if 	Mcl annex

Ens ote	Orgnon cousins

Ens ote	Orgcandidats

   Pas de break  On continue   
case dfs back
if 	marquage dom  init mesg jj marquage mcl  Mcl

return	VRAI
    cas de noeuds avec un seul voisin   
if 	Mclchase

return	VRAI

if 		lastEns alea	candidats



if 	pere

f
termine porteurVRAI    ie bientot tout sera termine   
return	VRAI

g
else
envoi	lastpereMcldfs backphase mesgdom mesginit mesg

else
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f
Ens ote	lastcandidats

envoi	lastMcldfsphase mesgdom mesginit mesg

g
return	FAUX

g
g
FIN
  																						  
Octet dele	

f
int mocl
int p
unsigned di
if 	Dele	


f
sscanf	MesgFORMAT MSGmoclpdi

mocl mesg mocl phase mesg p
dom mesg 	Pidtype
d
init mesg 	Pidtype
i
if 	phase mesgphase
   retardataire   
return	FAUX

else
return	traite dfs	


g
else
return 	FAUX

g
FIN
  																						  
   FIN des fonctions specif porteur debut des fonctions generales   
void nouv phase	

f
phasedomMypidcandidat chased 
init	annexphasedom

g
FIN
void maj	

f
phase phase mesgdom dom mesgcandidat chased 
cont	annexphasedom

g
FIN
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  																						  
CALCUL    LE programme   
int i

phase 
Ens copy	Voisinsnon cousins

if 	
    
random
    pour des inits quelconques   
f
nouv phase	
sleepFAUXSnapshotVRAI
g
else
sleepVRAI
Va en 
break

if 	dele	


BRANCH ON Mcl
break
ON MESG end 
Ens copy	non cousinscandidats

Ens ote	Orgcandidats

Ens appli	env endcandidats

   transformation du dfs en bfs  pour faire un AC  
THE END
ON MESG annex    reception dun jeton en mode annexing   
if	sleep

f
sleepFAUX
maj	

g
else if 	termine porteur	

    ie terminaison   
f
printf	EludphasednnMypidphase

Ens appli	env endnon cousins

THE END
g
else if 	phase mesg phase jj
	phase mesgphase  dom mesgdom  chasedphase


maj	

else if 	candidat  phase

nouv phase	

else if 	phase mesg  phase  	chased  phase jj dom dom mesg
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candidatphase
else if 	phase mesg  phase  dom  dom mesg  chased  phase

f
chasedphase
init	chasephasedom

g
Va en 
break
ON MESG chase    reception dun jeton en mode chasing   
if 	phase mesgphase  domdom mesg  chasedphase 
candidatphase

f
chasedphasecont	chasephasedom

g
else if 	candidat  phase

nouv phase	

else if 	phase mesg phase

f
phase phase mesg
candidatphase mesgSnapshotVRAI
g
Va en 
break
FIN
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