We examine the problem of choosing efficient basis sets for the calculation of vibrational states of molecules. An exact quantum functional is derived for optimizing the parameters of distributed Gaussian basis sets ͑DGBs͒. For a given Hamiltonian and energy range, the basis is optimized with respect to the accuracy of the computed eigenvalues. This procedure demonstrates that optimized DGBs are remarkably efficient, being essentially exact for the one-dimensional harmonic oscillator, and orders of magnitude more accurate for the 23-state Morse oscillator than previous DGB calculations of comparable size. Contrary to expectations however, the quantum optimized DGBs have large overlaps, resulting in nearly singular overlap matrices that may cause numerical instabilities in larger calculations. On the other hand, the optimized eigenvalue calculation is shown to be fairly robust with respect to DGB parameter variations, implying that accurate results are possible using more numerically stable DGBs.
I. INTRODUCTION
The accurate spectroscopy of high lying rovibrationally excited polyatomic molecules has been a major theoretical challenge.
1-3 The difficulties stem primarily from the anharmonicity and nonseparability of the molecular vibrational potentials, the large number of vibrational degrees of freedom for polyatomic molecules, and the large amplitude motions possible at higher energies. In particular, the dynamics tends to be ''floppy,'' i.e., characterized by very delocalized motion and strong coupling amongst the various degrees of freedom.
To deal with this situation, various theoretical strategies have previously been implemented. For example, the spectroscopic Hamiltonian methods reproduce the spectral levels in terms of polynomials in the quantum numbers. [4] [5] [6] These methods are pedagogically appealing, and address both anharmonicity and nonseparability. Being a semiempirical rather than an ab initio approach however, the results rely on fitting known spectral data directly. Although they may fit known levels very accurately, they do not provide a direct line to the actual potential energy surface ͑PES͒ of the molecule. Since one of the major uses of spectroscopy is to determine both ground state structure and vibrational PESs of molecules and complexes, efficient methods of accurately determining rovibrational states from a given PES are required.
To obtain accurate state information from PESs, the most widely used methods extract eigenvalues, etc., from the vibrational Hamiltonian, as represented in some finite basis. Direct product basis sets are often used for the representation, 2,7 as the Hamiltonian matrix element evaluation is usually straightforward, as is the matrix-vector product of the Hamiltonian acting on a wave function. However, the efficiency of direct product bases for nonseparable systems is limited as the dimensionality increases, since the basis size must increase exponentially with dimension. There thus appears to be a practical limit of six or so degrees of freedom for direct product bases-fewer than would be required for such floppy molecules as CH 5 ϩ , for example.
An obvious alternative would be a basis for which the individual basis functions are highly ''correlated'' vis-à-vis the various vibrational degrees of freedom. A particularly efficient correlated basis would be one that ''covers'' the classically allowed region of phase space, in the Wigner distribution sense. 8 Such a basis, if chosen carefully, might defeat the exponential scaling with dimensionality that characterizes direct product bases, and would ideally scale linearly with the number of desired solutions.
The simplest correlated basis sets consist of multidimensional Gaussians, with the center and width parameters chosen so as to permit accurate representation of all eigenfunctions below some target energy E max . The problem of selecting appropriate parameter values is well suited to a classical phase space analysis, as Gaussians are localized in both position and momentum space. Gaussians also have other nice properties, such as a simple functional form for any dimensionality, and analytic overlap and kinetic energy matrix elements. Earlier work 2,9-12 has indeed shown that classically selected Gaussian basis sets can provide efficient representations. Davis and Heller 11 ͑DH͒ used a von Neumann-type lattice 13 of complex-valued Gaussians, with centers spaced uniformly over the classically allowed region of phase space. Although quite efficient, this scheme requires d times as many basis functions as accurate eigenvalues, where Ͼ1 is typically around two, and d is the dimensionality.
Distributions of real Gaussians over configuration space ͑DGBs͒ have also been investigated. 9, 10, 12 These are very convenient from a computational perspective, since potential energy matrix elements can be accurately obtained via simple Gaussian quadrature. Moreover, DGBs can be as efficient as complex Gaussian basis sets, provided they are classically selected; this implies a smooth, but nonuniform spacing of Gaussian centers however, as these centers lie in configuration space rather than phase space. Hamilton and Light 12 ͑HL͒ proposed such a scheme for one-dimensional ͑1D͒ systems, in which the spacing is obtained using the local wavelength associated with the energy E max . The widths are then chosen so as to preserve the linear independence of the basis, by limiting the overlaps of all nearestneighbor Gaussian pairs.
Both the DH and the HL Gaussians cover the classically allowed region of phase space more or less uniformly, and decay quickly into the forbidden region, as per the ͑semi͒-classical picture. If the basis functions were orthogonal, this would result in a nearly optimal representation, with respect to the accuracy of the computed eigenvalues below E max -as was recently explored for orthogonal direct product bases. 14, 15 Gaussian bases are, of course, nonorthogonalimplying that the DH and HL representations may not be optimally efficient, unless overlaps are presumed to be sufficiently small. It is not clear a priori, however, that small overlaps necessarily lead to the most efficient DGBs.
The purpose of this paper is therefore to investigate the effectiveness of DGBs more fully, using a rigorous quantum procedure that optimizes the parameters of the Gaussian basis without making any assumptions about overlaps. Two simple 1D model problems are explored, with the expectation that the lessons learned here will be applicable to future multidimensional applications. The primary goal is to characterize the optimal DGB parameter configurations: how the Gaussians are distributed; to what extent they should be nonorthogonal; what level of accuracy is theoretically possible; and how stable this accuracy is with respect to parameter deviations; etc. A lesser goal is to compare the optimal DGB with the corresponding HL DGB, in terms of parameter values and overall accuracy. Since the HL DGB is much easier to obtain in practice, it is worthwhile to establish whether this choice is nearly optimal, at least when the Gaussians themselves are constrained to be reasonably linearly independent.
For the 1D harmonic and Morse oscillator systems investigated herein, it will be shown that the optimal DGB configurations are very nonorthogonal but extremely efficient; moreover, these DGBs are relatively robust with respect to the exact placement of the Gaussian centers. The degree of nonorthogonality differs substantially from the HL DGB, but the optimal DGB yields much greater accuracy. Most of the lowest eight Morse eigenvalues, for example, are obtained to almost seven digits of accuracy using only twelve Gaussians-in contrast to the four-digit accuracy of the analogous HL DGB ͑Sec. IV͒. For realistic basis sizes, such a degree of nonorthogonality might lead to illconditioned matrices. It is shown how to avoid this problem using constrained optimization-a technique that will also be used to verify the near optimality of the HL DGB, with nonorthogonality fixed appropriately.
II. DERIVATION OF THE QUANTUM FUNCTIONAL
We wish to derive a quantitative measure of the efficiency of a given basis, with respect to providing a given number of accurate eigenvalues for a given Hamiltonian. Let Ĥ be an arbitrary 1D Hamiltonian in the coordinate x, with exact eigenvalues E 1 рE 2 р... . Let i (x)ϭ͗x͉ i ͘ with 1рiрN be an incomplete basis of N functions which, for the moment, are taken to be orthonormal. Projection of Ĥ on to the ͉ i ͘ yields an incomplete representation H, with H i j ϭ͗ i ͉Ĥ ͉ j ͘. ͑Throughout this paper, bold uppercase denotes NϫN matrices͒.
Given some parametrized functional form for the i (x)'s, we wish to vary the parameters such that the N eigenvalues of H ͑denoted E i Ј͒ are as close as possible to the true eigenvalues E iрN . To accomplish this goal, it is natural to minimize the sum of the discrepancies (E i ЈϪE i ), as these are all positive. This procedure is equivalent to simply minimizing the trace of H, i.e.,
where the projection operator ϭ ͚ iϭ1 N ͉ i ͗͘ i ͉ represents the subspace spanned by the N ͉ i ͘'s.
14,15
As additional justification for Eq. ͑2.1͒, we comment that F( ) satisfies some pertinent physical invariance properties. Because the functional F( ) depends only on the projected subspace , rather than on the individual ͉ i ͘'s, this quantity is invariant under unitary transformations of the N ͉ i ͘'s; only the collective properties of the basis set matter.
Moreover, the that minimizes Eq. ͑2.1͒ is unaffected by the addition of an arbitrary constant to Ĥ . Both of these properties must be satisfied if F( ) is to represent a physically relevant quantity. Finally, we observe that in the special case of Nϭ1, the minimization of F( ) is equivalent to the standard variational principle for estimating the ground state energy.
The functional of Eq. ͑2.1͒ must be modified somewhat if the basis set is nonorthogonal, as in the present Gaussian context. Although we can certainly retain F( )ϭtr(Ĥ ), the formula for the subspace itself must be generalized as follows:
It is convenient to re-express the modified functional as a function of the parameters specifying the DGB. For each Gaussian g i (x)ϭ͗x͉g i ͘, there is a parameter x i specifying the position of the center, and a parameter ␣ i describing the width, such that
͑2.4͒
Minimization of the modified functional
is then performed with respect to the 2N DGB parameters
, so as to yield the optimal N-function basis ͓of the form prescribed by Eq. ͑2.4͔͒ for calculating the lowest N eigenvalues of Ĥ . Numerical minimization of Eq. ͑2.5͒ can be efficiently achieved using the conjugate gradient method, 16 which re-
Obtaining F itself is an N 3 process, because of the S Ϫ1 matrix inversion. However, determining all 2N partial derivatives is also only N 3 , if the Sherman-Morrison for- 17 The total computational effort is therefore proportional to N 4 . One major limitation of the above-mentioned approach-which also seems characteristic of other exact quantum methods-is that the errors of the N computed eigenvalues tend to increase substantially with excitation level ͑as is evident in Sec. IV, Table I͒. In practice, a method for which the desired number of accurate eigenvalues K could be divorced from the number of basis functions NуK would be very useful. Any desired level of accuracy could be achieved by simply adjusting the ratio N/K appropriately. To the extent that such a method were successful, one would expect roughly uniform errors for the lowest K eigenvalues, and substantially larger errors for the remaining (NϪK) eigenvalues.
To this end, we consider a small generalization of Eq. ͑2.1͒-namely, the summation of only the lowest K eigenvalues of the projected Hamiltonian-
fortunately, Eq. ͑2.5͒ is not applicable if KϽN, so we must resort to a more complicated numerical procedure for calculating F K ( ), such as Löwdin canonical orthogonalization. 18, 19 Although each functional evaluation is still an N 3 process, the partial derivatives are no longer straightforward. Numerical minimization must therefore proceed via a slower algorithm, such as Brent-Powell, 16 resulting in a total scaling of N 5 . Such scaling is presumably unfeasible if N is very large; however, the resultant gain in efficiency can be remarkable ͑Secs. III and IV͒.
From a numerical perspective, the most delicate part of the above-mentioned prescriptions is inverting the overlap matrix S. Standard methods such as LU decomposition or Gaussian elimination 17 can run into difficulty if S is ''illconditioned''-meaning that the smallest eigenvalue of S is less than about 10 Ϫ10 or 10
Ϫ12
, for a basis such as Eq. ͑2.4͒ that is normalized to unity. ͑Singular value decomposition can be beneficial in such cases, although its use is not completely straightforward either. 17 ͒ Small eigenvalues occur when the basis size N is large, and the overlaps S i( j i) are close to unity. For the examples of this paper, the quantum optimized DGBs are characterized by such large overlaps, although the basis size Nр12 is sufficiently small to avoid numerical instabilities.
For larger DGBs, some means of limiting the overlaps is desirable. We will therefore examine two quantum optimized approaches-the unconstrained minimization described previously, and a minimization subject to a constraint on the overlap matrix S. In particular, the latter minimization fixes the ''total nonorthogonality''-defined as the norm of the matrix (SϪI), with I the identity matrix. Of the various available norm definitions, the Frobenius norm is chosen, because it is convenient, unitary invariant, and unaffected by the addition of an arbitrary constant ͓vis-à-vis the minimizing configuration ͑Sec. I͔͒. 20, 21 Because of the latter property, we can ignore the ϪI contribution to the total nonorthogonality. The constrained minimum of the F K ( ) functional is therefore equivalent to the ͑unconstrained͒ minimum of the alternate functional
͑2.6͒
where ʈSʈ F 2 ϭ ͚ i j S i j 2 is the Frobenius norm of the overlap matrix S, and Ͼ0 determines the constraint on ʈSʈ F 2 . In general, smaller 's result in larger ʈSʈ F 2 's and more accurate results-at least near the limit of numerical stability; thus, in practice, the smallest numerically stable generally yields the most efficient DGB.
III. 1D HARMONIC OSCILLATOR
The 1D harmonic oscillator system exemplifies both the remarkable accuracy, and the mathematical and numerical peculiarities, that can characterize the present approach; it is therefore a pedagogically important test case. In this section, fully optimized DGBs are determined analytically for the 1D harmonic oscillator Hamiltonian
using the F( ) functional. Numerical results are also obtained using F K, ( ), for which the constrained ʈSʈ F 2 is made comparable to that of the corresponding HL DGB.
We start with the unconstrained F( ) of Eq. ͑2.1͒. As will be shown, the optimal is obtained in a certain limit of the DGB parameter configurations, in which all N Gaussians approach the Eq. ͑3.1͒ ground state ͑xϭ0 and ␣ϭ1/2, with បϭ1͒. It must be emphasized that the limit is not equivalent to that of the (x i ϭ0,␣ i ϭ1/2) configuration itself; the latter is ill-defined because S is singular ͓Eq. ͑2.2͔͒. The limit , on the other hand, is well-defined; moreover, it can be shown that all N of the associated computed eigenvalues are exact. This is easily demonstrated by considering the configuration (x i ϭ͓iϪ(Nϩ1)/2͔⑀,␣ i ϭ1/2), with ⑀ small. In the limit ⑀→0, the N-dimensional vector subspace spanned by the N Gaussians is equivalent to that spanned by the harmonic oscillator ground state together with its first NϪ1 derivatives in x. These N functions are just linear combina-tions of the lowest N harmonic oscillator eigenstates, however, so that the resultant approaches the exact projection operator in the ⑀→0 limit. Figure 1 depicts Wigner phase space distribution portraits 8 of the projection operator for the five-Gaussian case, for various values of ⑀ ranging from near orthogonality ͑large ⑀͒ to the harmonic limit of Gaussian coalescence ͑small ⑀͒. As evidenced by Fig. 1͑a͒ , the ͑collective͒ Wigner distribution is approximately equal to the sum of the five individual Gaussians, provided that the Gaussians are nearly orthogonal. However, in the highly nonorthogonal ⑀→0 limit ͓Fig. 1͑d͔͒, the collective distribution does not at all resemble a simple sum of five Gaussians, but instead approaches the sum of the lowest five eigenstates.
The important, but counterintuitive lesson to be learned from all of this is that mathematically optimal DGBs can be highly nonorthogonal. Moreover, if the nonorthogonality is sufficiently high, the subspace actually spanned by the basis functions deviates substantially from the functions themselves, meaning that canonical orthogonalization 18, 19 would produce new functions g i Ј(x) that do not at all resemble the g i (x). Thus, for the harmonic oscillator with large N, the most efficient DGB would consist entirely of Gaussians centered near the origin; yet the subspace spanned by those Gaussians ͓analogous to Fig. 1͑d͔͒ would have substantial probability at all classically allowed locations, including those far from the origin. The situation is mathematically even more ''pathological,'' however, because F( ) depends quartically rather than quadratically, on the DGB center parameters x i , in the neighborhood of the functional minimum. This is easily proven as follows: F( ) depends quadratically on about the minimum, provided that the spectrum of Ĥ is nondegenerate. The projection operator is differentiable with respect to the (x i ,␣ i ), by virtue of Eqs. ͑2.2͒ and ͑2.3͒. However, these equations imply that ‫ץ‬ /‫ץ‬x i ϭ0 in the coalescence limit, resulting in a quadratic dependence on ⑀ for itself, and a quartic dependence on ⑀ for F( ).
It would be very significant if this quartic behavior were also present in more general systems, for which the minimization would have to be performed numerically. What is relevant in this context is the value of the functional itself, rather than the minimizing configuration. Assuming that configurations near the minimum are numerically unstable-as is the case for the harmonic oscillator-the flatness of the quartic well would imply that nearly optimal results could be obtained even fairly far from this neighborhood. This has been verified numerically for the Nϭ3 harmonic oscillator, for which ⑀ can be as large as 0.08, while still retaining six digits of accuracy for all three computed eigenvalues. The smallest eigenvalue of S in this case is 3.4ϫ10 Ϫ6 -well above the instability threshold.
We next compare the quantum F DGB ͓i.e., the DGB that minimizes the quantum functional F( )͔ with the classically spaced HL DGB in order to determine whether the HL DGB is nearly optimal. At first glance, the HL Gaussians for the harmonic oscillator-which are spread out broadly between the classical turning points-could not appear more different from the F DGB, which piles all of its Gaussians near the origin. Despite the extremely different parameter configurations, however, the corresponding 's are actually fairly similar; both conform roughly to the classical phase space picture of Sec. I ͓as is evident for the F DGB from Fig.  1͑d͔͒ . Although the HL DGB eigenvalues are fairly accurate-the relative errors of the lowest six are all Ͻ0.003 for Nϭ11-they cannot compare to the exact, but numerically problematic, quantum optimized results.
If, on the other hand, we constrain the total nonorthogonality in the quantum optimization, so that overlaps in the resultant DGB are comparable to that of the HL DGB, then the two DGB configurations may be expected to be similar. This conjecture was investigated numerically for the NϭK ϭ11 harmonic oscillator system, using the F K, ( ) functional. The constraint parameter ϭ0.15 was chosen to yield a nonorthogonality comparable to that of the HL DGB ͓s 2 ϭ0.378, where s 2 ϭ(ʈSʈ F 2 /NϪ1)/2 is the nonorthogonality per Gaussian͔. The resultant F K, DGB is indeed very similar to the HL DGB-Gaussian center locations agree to within 0.02, and the sum of the eigenvalue discrepancies is 0.72 (F K, ) vs 0.77 ͑HL͒. Therefore, in the constrained sense, the HL DGB appears to be nearly optimal for the harmonic oscillator system.
IV. 1D MORSE OSCILLATOR
The harmonic oscillator results of Sec. III are clearly a special case-the lowest N eigenfunctions are related to the ground state Gaussian via the first NϪ1 derivatives of the latter, resulting in an exact energy calculation. This will not be true for other potentials, for which a truly distributed Gaussian basis may be more advantageous. We therefore examine the performance of DGBs for a Morse potential.
The Morse oscillator Hamiltonian
͑Fig. 2͒ is a benchmark anharmonic 1D system, whose eigenvalues are known analytically, as follows:
͑4.2͒
Previously, Hamilton and Light used an optimized harmonic oscillator basis, 23 as well as an HL DGB, 12 for the Morse system with parameters Dϭ5.716 and wϭ0.151 939 9, resulting in 23 bound states.
We use the same parameters in a quantum optimized DGB treatment, in order to allow a direct comparison with these earlier methods. Our primary goal is to ascertain, via the use of the F( ) functional, the level of accuracy that can in principle be achieved using a DGB, and how this compares with other methods. A related concern is whether the F DGB parameter configuration is numerically stable, and if not, whether a stable substitute can be found that is nearly as accurate. We also examine whether the HL DGB is nearly optimal ͑in the constrained sense͒, by comparing with the F K, DGB with a suitably chosen .
We have performed eigenvalue calculations for the Morse system using all three quantum functionals F( ), F K ( ), and F K, ( ) ͓Eqs. ͑2.5͒ and ͑2.6͔͒. Results are presented, and compared with earlier work, in Tables I and II. First, the unconstrained functional F( ) ͓Eq. ͑2.1͔͒ was used to optimize DGBs of various basis sizes N ranging from three to twelve ͑KϭN, ϭ0, Table I͒ . The resulting optimized DGBs are numerically stable for all basis sizes in this range, although they are very nonorthogonal ͑s 2 ϭ1.48 for Nϭ12͒. In the twelve-Gaussian case, the two partial trace functionals F K ( ) and F K, ( ) were also applied, so as to optimize the lowest Kϭ8 eigenvalues ͑Table II͒. For F K ( ), the resultant nonorthogonality s 2 ϭ0.96 was significantly less than that of F( ). For F K, ( ), the value of the constraint parameter was chosen to yield a nonorthogonality comparable to the HL DGB ͑ϭ0.003, s 2 ϭ0.441͒. All three of the quantum optimized DGB configurations for the twelveGaussian case are presented in Fig. 2 , as is the analogous HL DGB from previous work. The distributions of Gaussians in Fig. 2 are all roughly in accordance with the classical picture, but there is significant ''bunching'' of the Gaussian centers for the F and F K DGBs. Unlike the harmonic oscillator case, there appear to be multiple centers of coalescence. The quartic behavior of the functional is still evident however; by prematurely terminating the numerical minimization, it is possible to disentangle the bunches somewhat, without significant deterioration of computed eigenvalue accuracy. The total nonorthogonality is quite large in any event-due to the smallness of the width parameters ␣ i , as well as to bunching of the centers. In the F K, ( ) case, the distribution of Gaussians is completely smoothed out, as is expected due to the constraint of low nonorthogonality. The distribution is slightly more spread out than the HL DGB however, and is also characterized by smaller values of ␣ i .
From Table II , it is clear that the choice of DGB parameters ͑mainly the width parameters͒ has a tremendous impact on the resultant accuracy of the computed eigenvalues. All of the quantum optimized DGBs are more accurate than the HL DGB, which in turn, is superior to the optimized harmonic oscillator basis. That the optimized harmonic oscillator basis is so much less accurate than the others is a result of the substantial anharmonicity, as is also suggested by the fact that the quantum optimized DGB configurations of Figs. 2͑a͒ and 2͑b͒ are so different from that of Sec. III. As in the harmonic oscillator case, HL DGB errors are somewhat larger than for the F K, DGB of comparable nonorthogonality. Despite the rather small value of the constraint parameter (ϭ0.003), the accuracy of the resultant constrained F K, DGB is severely diminished, in comparison with the unconstrained F K result.
The F K DGB is by far the most accurate, resulting in at least six digits of precision for all but the highest of the eight desired eigenenergies. Even more interesting is the fact that the error is roughly uniform, rather than rapidly increasing, over the desired energy range. Moreover, the energy errors for the ninth and higher eigenstates are orders of magnitude larger than for the lowest eight, with a two-order-ofmagnitude gap between the eighth and ninth states. This is very reassuring, for it implies that we do indeed have a clean separation between the number of desired eigenvalues K and the basis size N ͑Sec. I͒. It is also reassuring that the use of F K ( ) vs F( ) tends to smooth out the resultant DGB configuration, and results in less total nonorthogonality ͓Fig. 2͑a͒ vs 2͑b͔͒.
V. SUMMARY AND CONCLUSIONS
Perhaps the primary lesson to be learned from these results is that small distributed Gaussian basis sets are capable of extraordinary accuracy, provided they are allowed to be nearly linearly dependent. We regard this as a very encouraging sign, and a major motivation for further development of the distributed Gaussian approach. Another key lesson is that large overlaps play an important role in the quantum optimized DGB parameter configurations, and are an integral part of the resultant high accuracy. This was an unexpected phenomenon, but is understandable in light of the harmonic oscillator results of Sec. III.
A qualitative explanation is the following. Gaussian ''bunching,'' which seems generally to characterize the unconstrained quantum optimized DGBs, gives rise to locally harmonic contributions to the projection operator . These contributions exhibit a structural feature in phase space that is also shared by the ideal, true eigenstate projection operator-namely, small concentric oscillations about uniformity in the classically allowed region, and Gaussian-type decay into the forbidden region ͓Fig. 1͑d͔͒. 14, 15 High nonorthogonality thereby enables the present approach to go beyond the classical picture, in terms of mimicking the true projection operator. In contrast, the somewhat well-separated DGBs of Hamilton and Light-though nearly ideal at the classical level of analysis-necessarily exhibit a pattern of oscillation in the allowed phase space region that is qualitatively very different ͓Figs. 1͑b͒ and 1͑c͔͒.
From a numerical and methods development perspective, the quartic behavior of the quantum functionals F( ) and F K ( ) about their minimizing configurations is also significant, for it suggests that the high accuracy is robust over fairly large deviations from optimality. Exactly how large is a matter that can be investigated using the F K, ( ) functional with very small values. We have only touched upon this idea here, although it already seems clear that an HLtype choice of , for which s 2 Ϸ0.4, is much too large to retain the highest possible level of accuracy ͑Table II, column III͒. What is not yet clear is the smallest value of for which a realistically large calculation would be numerically stable, and the extent to which the resultant accuracy would be compromised in this case.
The major drawback of the present approach is probably not the high degree of nonorthogonality, but the N 4 or N 5 scaling of computational effort required by the optimization procedure. On the other hand, a 2000ϫ2000 matrix. Nevertheless, it may be possible to reduce the scaling of the F K ( ) and F K, ( ) optimizations to N 4 , which could certainly be a fruitful avenue for further investigation.
An altogether different philosophy would be to employ some sort of approximate minimization scheme, characterized by a more favorable scaling law ͑N 3 or better͒. For instance, we have considered sparse matrix inversion routines ͑banded LU decomposition, etc.͒ that exploit fast Gaussian dropoffs ͓the overlap matrix elements decrease exponentially with (x j Ϫx i ) 2 ͔. These approaches are not so useful if the nonorthogonality is large, however, as this can reduce the approximate sparsity of the matrix S, and also complicates the sparsity pattern.
If the total nonorthogonality is required to be small, a more promising approach would make use of the classical picture described in Secs. I and III-such as the 1D method of Hamilton and Light, 12 whose multidimensional generalization has been a long-standing goal. In light of the present work, it seems that a nonorthogonal version of the classical picture would be a very beneficial modification. Large overlaps might be circumvented in this case by replacing ''bunched'' Gaussians with corresponding local harmonic oscillator states. This direction may well offer the best hope of combining the high accuracy of the partial trace DGB with the numerical scaling of a classical method.
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