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Abstract
The main subject of the paper is the study of the performance of SOR algorithms for solving linear systems of the type
arising from the di3erence approximation of nonself-adjoint two-dimensional elliptic partial di3erential equations. A special
attention is paid to the development of e7cient techniques for determining the optimum relaxation parameter providing
the maximum rate of convergence. Four models of the behaviour of the spectral radius of the SOR matrix as a function
of relaxation parameter are analyzed. Numerical experiments are performed for several problems with nonsymmetric
coe7cient matrices taken from the literature. A comparison of results of the line-SOR method with the results obtained
from di3erent GMRES algorithms shows that with the computational work comparable for both methods, the line-SOR
method provides the solutions of considered problems with the second norm of the error vector a few orders lesser in the
magnitude. c© 2001 Elsevier Science B.V. All rights reserved.
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Point and line SOR algorithms
1. Introduction
Many problems in areas of science and engineering lead to solving nonlinear problems arising
from discretization of elliptic partial di3erential equations. Usually, nonlinear problems are handled
with iterative algorithms like Newton’s method (or its variants) which provides a linear system to
solve each nonlinear iteration [2]. During the last three decades much research activity is focused
on the e7cient iterative solution of large sparse linear systems. The combination of preconditioning
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and Krylov subspace iterations for solving nonsymmetric linear systems became a central area of
research and new techniques are still emerging. In the vast literature, there are a thousand di3erent
algorithms, plenty of derivations and estimations of error bounds, and it is di7cult for a typical reader
or user (and sometimes even the specialist) to identify the basic principles involved and estimate
the performance of particular algorithms. These new techniques are also called as parameter-free
methods because they are applicable without the knowledge of the inner properties of the matrices
which is required in the case of traditional methods.
Among Krylov subspace methods, currently the most practical and common group of techniques
used in applications, the generalized minimal residual algorithm (GMRES) [1,3,4] is considered as
one of the most e3ective iterative methods for solving nonsymmetric linear systems. GMRES leads
to the smallest residual for a Kxed number of iteration steps, but these steps become increasingly
expensive. In order to limit the increasing storage requirements and computational work per iteration
step, restarting is necessary. When to do so depends on the matrix A and the right-hand side c in
the solved linear system; it requires skill and experience to use this parameter-free algorithm [1].
There is a general feeling that traditional iterative methods are usually less e7cient than the Krylov
methods and for the e7cient use of these methods rather complicated procedures are required for
determining optimal acceleration parameters [1,4], and from this reason the traditional methods do
not Knd an interest in current applications, where classical methods play a role of preconditioners.
However, as is shown in this paper on the example of the line-SOR method, such an opinion is
unjustiKed in many cases.
An excellent theory describing the convergence rate of the classical methods was developed by
Varga and his comprehensive monograph [5] is still in a leading position in the literature devoted
to iterative methods.
Consider the iterative solution of the linear system
A= c; (1)
where it is assumed in this paper that ; c ∈ Rn and A ∈ Rn×n, is a nonsingular matrix.
A large class of iterative methods for solving Eq. (1) can be formulated by means of the splitting
A=M −N with M -nonsingular; (2)
and the approximate solution (t) is generated as follows:
M(t+1) =N(t) + c; t¿0 (3)
or equivalently
(t+1) =V(t) +M−1c; t¿0; (4)
where the starting vector (0) is given and V=M−1N is the iteration matrix. The above iterative
method is convergent to the unique solution
= A−1c (5)
for each (0) if and only if %(V)¡ 1. The convergence analysis of the above method is based on
the spectral radius of the iteration matrix %(V). For large values of t, the solution error decreases in
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magnitude approximately by factor of %(V) at each iteration step; the smaller is %(V), the quicker
is the convergence. Properties of di3erent splittings of A are analyzed in [9].
Usually, a diagonally dominant matrix A is deKned by the following decomposition:
A=D − L−U ; (6)
where D, L and U are nonsingular diagonal, strictly lower triangular and strictly upper triangular
parts of A, respectively, and the standard point iterative schemes are deKned as follows:
The Jacobi method
MJ =D; NJ = L+U and B1 =M−1J NJ =D
−1(L+U): (7)
The forward Gauss–Seidel method
MfG =D − L; NfG =U and Lf1 =M−1fG NfG = (D − L)−1U : (8)
The backward Gauss–Seidel method
MbG =D −U ; NbG = L and Lb1 =M−1bG NbG = (D −U)−1L: (9)
As can be seen, unlike the Jacobi iteration, the Gauss–Seidel iteration depends on the ordering
of the unknowns. Forward Gauss–Seidel begins the update of  with the Krst component, whereas
for backward Gauss–Seidel with the last component. Usually, when A is a nonsymmetric matrix,
the spectral radii %(Lf1) and %(L
b
1) may have di3erent values. However, for the symmetric case we
have the following result.
Theorem 1. Let A=D − L−U be a symmetric matrix with the nonsingular matrix D; then
%(Lf1) = %(L
b
1): (10)
Proof. We can write
Lf1 = (D − L)−1U = (D −UT)−1U (11)
and
Lb1 = (D −U)−1L= (D −U)−1UT: (12)
Then we have
%(Lb1) = %((D −U)−1UT) = %(UT(D −U)−1)
= %([UT(D −U)−1]T) = %([(D −U)−1]TU)
= %((D −UT)−1U) = %(Lf1)
which completes the proof.
The successive overrelaxation method (SOR) is obtained by applying extrapolation to the Gauss–
Seidel method and by analogy to the Gauss–Seidel method we have two cases.
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The forward SOR method
MfG;! =
1
!
(D − !L); NfG;! = 1! [!U − (!− 1)D]
and
Lf! =M
−1
fG;!NfG;! = (D − !L)−1[!U − (!− 1)D]: (13)
The backward SOR method
MbG;! =
1
!
(D − !U); NbG;! = 1! [!L− (!− 1)D]
and
Lb! =M
−1
bG;!NbG;! = (D − !U)−1[!L− (!− 1)D]: (14)
The performance of the SOR method can be very often drastically improved with the proper
choice of the relaxation parameter ! and determining !opt minimizing the value of the spectral
radius is the main topic of the next section. When ! = 1, the SOR method reduced trivially to the
Gauss–Seidel method and for !¡ 1 there is the underrelaxation, and for !¿ 1 the overrelaxation,
however, according to custom the term overrelaxation is used for all values of !.
As is demonstrated in the next section that when A is a nonsymmetric matrix, a di3erent behaviour
of the spectral radii %(Lf!) and %(L
b
!) versus ! is observed but for the symmetric case we have
the following theorem.
Theorem 2. Let A=D − L−U be a symmetric matrix with the nonsingular matrix D; then
%(Lf!) = %(L
b
!): (15)
Proof. The proof is similar to that given for Theorem 1.
The outline of the paper is as follows. In Section 2, four models of the behaviour of eigenvalues
of L! are analyzed and e7cient techniques for determining the optimum relaxation parameter
are described. In Section 3, the e7ciency of the line-SOR method is demonstrated in numerical
experiments performed for several problems with nonsymmetric coe7cient matrices taken from the
literature. Finally, in Section 4 some concluding remarks are presented.
2. The determination of the optimum relaxation parameter
The essential condition for the applicability of the SOR methods is the requirement of nonsingu-
larity of D in the matrix A=D− L−U . Fortunately, for a large class of matrix problems, arising
at the discretization of elliptic partial di3erential equations, this condition is satisKed because the
coe7cient matrices A are diagonally dominant.
Since SOR is derived from the Gauss–Seidel method, its convergence properties are related to the
eigenvalues of the Gauss–Seidel iteration matrix L1 and the rate of convergence depends on the
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Fig. 1. The behaviour of dominant eigenvalues of SOR iteration matrices versus !.
behaviour of some eigenvalues of the iteration matrix L! versus !. The behaviour of eigenvalue
moduli of L! versus ! has such a nature that some of them are a strictly decreasing function
of !, whereas others are a strictly increasing function of ! as ! increases. The minimum value
of the spectral radius of %(L!) occurs usually either at the point where decreasing and increasing
eigenvalues achieve the same value or at the point where two dominant eigenvalue curves are cutting.
For needs of further analysis, we shall examine the behaviour of eigenvalues of L! versus !,
represented by four models shown in Fig. 1, which may appear in applications.
Model P. This model is represented by (usually positive deKnite) matrices A for which some
dominant eigenvalues of L1 are positive. Two positive eigenvalues 	+1 and 	
−
1 of L! are decreasing
and increasing functions of ! for 16!6!1 and they achieve the same value at the point 1 corre-
sponding to !1¿ 1, and for !¿!1 both eigenvalues become conjugate complex numbers whose
modulus, denoted by 	c1 at the dotted curve, is an increasing function of ! as shown in Fig. 1. Thus
in this model %(L!) achieves its minimum at the point 1.
Model N. In this model, the dominant eigenvalues of L1 are negative and as can be seen in
Fig. 1, the behaviour of moduli of the negative eigenvalues (represented by dashed lines) 	+1 and 	
−
1
of L! is similar to that in Model P but for decreasing values of ! for !16!61. Both eigenvalues
	+1 and 	
−
1 have the same modulus at point 1 corresponding to !1¡ 1 and when ! decreases for
0¡!¡!1 both eigenvalues become conjugate complex numbers and their modulus, denoted by 	c1
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at the dotted curve, is an increasing function as shown in Fig. 1. Thus, in this case the minimum
value of %(L!) occurs also at point 1.
Model C. This model appears when the dominant eigenvalues of L1 are complex and the mini-
mum value of %(L!) occurs at point 1 coinciding with the minimum of the curve representing the
modulus of 	c1, where usually !1¡ 1.
Model M. This model is a mixture of cases considered in the previous models. One of the possible
combinations is shown in Fig. 1, where the eigenvalue curve 	+1 from Model P is cut by the curve
representing the behaviour of the modulus of the complex eigenvalue 	c2. The minimum value of
%(L!) occurs not at point 1 but now at point 2.
Usually, the parameter ! minimizing the value of %(L!) at point 1 in Models P, N and C is
called the optimum relaxation parameter !opt, and at point 2 in Model M, where the minimum of
%(L!) is obtained by cutting two curves, is called the best relaxation parameter !best.
The experience gained up to now is only related to the implementation of the SOR method for
solving linear systems represented by Model P. For a special class of coe7cient matrices A, having
the property of 2-cyclic consistent ordering, there is a direct relationship due to Young [12] between
the eigenvalues of L1 and L! allowing us to determine a priori the value of !opt by means of the
formula
!opt = Q! =
2
1 +
√
1− 
1
; (16)
and
%(L Q!) = Q%=
1−√1− 
1
1 +
√
1− 
1
(17)
is the minimum value of the spectral radius at !opt, where 
1 is the dominant eigenvalue such that
%(L1) = 
1.
In practice, two approaches are used to determine !opt. One approach is determining !opt dynami-
cally, as the SOR iteration proceeds by using some !i ¡!opt. Then by examining certain conditions
for quantities derived from current numerical results, !i is updated to a new relaxation parameter
!i+1¡!opt until the assumed tolerance criterion is satisKed.
The second approach for determining !opt is based on obtaining an a priori estimation of %(L1),
usually by means of the power method or its modiKcations. As is well known, the rate of convergence
is governed by the ratio of the largest subdominant (in the absolute value) to the dominant eigenvalue.
In general, when 
1 is the principal eigenvalue, the subdominance ratio [8] is deKned by
 =max
i
|
i|
|
1| ; 26i6s: (18)
If the subdominance ratio is close to unity, the power method will converge very slowly and
in such a case determining !opt may be more time-consuming than the SOR iteration itself with a
rough estimation of !opt. A rough estimate of the number of the power method iterations required
for computing the value of %(L1) for a given convergence criterion ” can be obtained from
t =
ln ”
ln 
: (19)
As the value of t is known, we can estimate from (19) the value of .
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In the next subsections, e7cient procedures for determining the value of !opt, useful in solving
many problems of practical interest, are presented.
2.1. The case of 2-cyclic consistent orderings — the Sigma-SOR algorithm
As is well known [5,12], when an s × s A matrix is 2-cyclic consistently ordered such that the
irreducible Jacobi matrix B1=D−1(L+U)¿0 has s simple eigenvalues, namely, ±1;±2; : : : ;±s=2
(if s is odd, there is an extra zero eigenvalue), the associated Gauss–Seidel matrix L1 has s=2
eigenvalues 
1 = 21; 
2 = 
2
2; : : : ; 
s=2 = 
2
s=2 such that
1¿ %(L1) = 
1¿
2¿
3¿ · · · ; (20)
and all the other eigenvalues are zeros, and the following fundamental relation due to Young [12]
holds between 
i and corresponding eigenvalues 	i of L!:

i =
1
	i
[
	i + !− 1
!
]2
: (21)
The minimum value of %(L!) (given by formula (17)) is attained when ! is determined by means
of (16). When %(L1) is very close to unity, small changes in the estimate of %(L1) can seriously
decrease the rate of convergence, and just in this case the availability of an “accurate” value of
%(L1) is an essential point for the e7cient use of the SOR method.
The observation of behaviour of %(L!) versus ! shows that the subdominance ratio ! is a
strictly decreasing function for some values of !. As is shown in [8], the minimum value of ! is
governed by the same formula as that for the minimum value of %(L!) given in (17), that is,
Q! =
1−√1− 1
1 +
√
1− 1
; (22)
which occurs when
! = Q! = Q!2 =
2
1 +
√
1− 
2
(23)
minimizing the second eigenvalue 	2 of L!, where 1 is the value of subdominance ratio with !=1.
For Q! ¡!6 Q!1 (where Q!1 minimize the value of %(L!)), ! is a strictly increasing function of
! and ! = 1 for all Q!16!62 because all eigenvalues 	i of L! have the same absolute value
equal to |!− 1|. The behaviour of ! versus ! is shown in Fig. 2.
Discovering the existence of Q! allowed to elaborate an e7cient method for determining a priori
!opt called the Sigma-SOR algorithm and described detailed in [8]. This algorithm is based on
the following computational strategy. Assume that !∗ is an approximate estimation of Q! deKned
by (23). Using !∗, we can obtain 	∗ ≡ %(L!∗) by the power method iteration until a required
convergence criterion is satisKed. Then from relation (21), one obtains

1 =
1
	∗
[
	∗ + !∗ − 1
!∗
]2
; (24)
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Fig. 2. The behaviour of dominant eigenvalues of the SOR iteration matrix L! versus ! in Example 2.1.
which allows us to determine
Q!1 =
2
1 +
√
1− 
1
; (25)
an a priori “accurate” estimate for !opt. Thus, the accuracy of !opt is conditional to the computation
of an accurate value of 	∗.
To demonstrate the e7ciency of the Sigma-SOR algorithm, we assume that 1 = 0:99, then from
(22) one obtains Q! = 0:8182 ≈ 201 but for 1 = 0:999 we have Q!=0:9387 ≈ 631 which means
that the number of the power-method iterations is about 20 times less in the Krst case and about
63 times less in the second case than that required for computing the spectral radius with 1 = 0:99
accompanied by !=1. In other words, the Sigma-SOR algorithm may provide the “accurate” es-
timate of !opt about 20 and 63 times faster, respectively, than it would be done by computing the
“accurate” value of 
1 occurring with ! = 1.
Thus, we see that the Sigma-SOR algorithm is especially an e7cient tool for problems with a slow
convergent iteration process, and as is demonstrated in [8] it is strongly competitive with adaptive
procedures used for determining dynamically the optimum relaxation parameter during the course of
the SOR solution.
2.2. A general case — the OMEST procedure
By a general case, we mean SOR algorithms which are not 2-cyclic consistently ordered and
moreover, it is assumed that the curve denoted by 	+1 in Model P shown in Fig. 1, showing the
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behaviour of the spectral radius versus ! for 16!6!opt is not cut by other curves derived from
the modulus of a negative or complex eigenvalue of the iteration matrix as it occurs in Model M
depicted in Fig. 1.
Assuming that 
= 
1 = %(L1) and 	= 	1 = %(L!), then for i = 1, Eq. (21) can be replaced by
B22 − (
− C)+ 1− 
= 0; (26)
where
=
!− 1
!
and =
1− 	
	
: (27)
Eq. (26) approximates the curve %(L1) perfectly for 16!6!1 = !opt. For algorithms with the
2-cyclic consistent ordering B= 1 and C = 2 and in this case, as can be easily veriKed, Eq. (26) is
equivalent to (21). In a general case, the coe7cients B and C are unknown and their values change
for each problem. Thus, the values of B and C must be determined for a given algorithm and solved
problem, however, it can be simply done by computing the values of eigenvalue 	 for three di3erent
values of ! in the procedure called the OMEST procedure, whose methodology is similar to that
used in the Sigma-SOR algorithm, and described below.
Eq. (26) can be transformed to the form
dkB+ ekC − 
=−	k ; (28)
where ek =kk	k and dk =kkek .
For k=1; 2; 3; assuming di3erent values of !k such that 1¡!k ¡!opt we can compute the values
of 	k ≡ 	!k by the power-method iteration until a required convergence criterion is satisKed. These
computations provide by (28) three linear equations from which we obtain
B=
	2 − 	3 − g(	1 − 	3)
d3 − d2 − g(d3 − d1) ; C =
	1 − 	3 − B(d3 − d1)
e3 − e1 and 
= Bd1 + Ce1 + 	1; (29)
where g= (e3 − e2)=(e3 − e1) and 
 is the value of the spectral radius %(L!) with ! = 1.
Having the above quantities determined, the ! = Q! minimizing the value of 	 can be obtained
from Eq. (26) having two roots + and − related by (27) with 	+ and 	− respectively. Since 	+
is a strictly decreasing function and 	− is a strictly increasing function as ! increases from unity,
	 achieves its minimum when 	+ = 	− = Q	 which corresponds to the condition + = − = Q satisKed
when
= (
− C Q)2 − 4B Q2(1− 
) = 0: (30)
The above equation has two roots and
Q=


C + 2
√
B(1− 
) (31)
is a root important for this analysis (the second is related with another pair of eigenvalues 	+′ and
	−′ greater than unity and appearing with much greater values of !’s). Since = 0, from (26) we
obtain
Q=

− C Q
2B Q
2 ; (32)
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hence by (27) we have
Q! =
1
1− Q and Q	=
1
1 + Q
: (33)
Thus, in comparison to the Sigma-SOR algorithm, for determining !opt = Q! minimizing the value
of the spectral radius %(L!) = Q	 by means of the OMEST procedure, it is necessary to compute
additionally two values of 	 for di3erent !’s in order to determine the values of the coe7cients B
and C.
2.3. Computational aspects
The e7ciency of both Sigma-SOR algorithm and OMEST procedure depends on a suitable choice
of !’s around the value of Q!2 minimizing the subdominance ratio and undoubtedly, an experience
gained with iterative method computations is helpful when using these techniques for estimating
!opt. In the 2-cyclic consistently ordered case, the problem of estimating Q! by using suitable
norms for determining values of subdominance ratio is su7ciently well solved in [8] for applica-
tions. Fortunately, in the majority of matrix problems there is quite a broad interval of values of !
around Q! allowing an e7cient use of both techniques for determining !opt, so that the prediction
of a rough approximation of Q! is a much more easier task than, for instance, the prediction of
an appropriate value !opt. The e7cient use of both techniques for determining !opt is illustrated
in [11].
For needs of a further convergence analysis, it will be useful to illustrate the behaviour of %(L!)
versus ! in the following examples of 10× 10 diagonally dominant matrices Ai.
Example 2.1. The 2-cyclic consistently ordered symmetric matrix
A1 =


2 −1 0 0 0 0 0 0 0 0
−1 2 −1 0 0 0 0 0 0 0
0 −1 2 −1 0 0 0 0 0 0
0 0 −1 2 −1 0 0 0 0 0
0 0 0 −1 2 −1 0 0 0 0
0 0 0 0 −1 2 −1 0 0 0
0 0 0 0 0 −1 2 −1 0 0
0 0 0 0 0 0 −1 2 −1 0
0 0 0 0 0 0 0 −1 2 −1
0 0 0 0 0 0 0 0 −1 1


:
The eigenvalues of L1 satisfy (20) and the behaviour of three dominant eigenvalues of L! versus
!, representative for this class of matrices, is shown in Fig. 2, where the minimum value of %(L!)
occurs at the point denoted by 1′. The dashed curve shows the behaviour of the subdominance ratio
! versus ! in this example.
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Fig. 3. The behaviour of dominant eigenvalues of the SOR iteration matrix L! versus ! in Example 2.2.
Example 2.2. The symmetric matrix
A2 =


10 −1 −1 −1 −1 −1 −1 −1 −1 −1
−1 9 −1 −1 −1 −1 −1 −1 −1 −1
−1 −1 9 −1 −1 −1 −1 −1 −1 −1
−1 −1 −1 9 −1 −1 −1 −1 −1 −1
−1 −1 −1 −1 9 −1 −1 −1 −1 −1
−1 −1 −1 −1 −1 9 −1 −1 −1 −1
−1 −1 −1 −1 −1 −1 9 −1 −1 −1
−1 −1 −1 −1 −1 −1 −1 9 −1 −1
−1 −1 −1 −1 −1 −1 −1 −1 9 −1
−1 −1 −1 −1 −1 −1 −1 −1 −1 9


:
In this example, the matrix L1 has one positive and one zero eigenvalue, and the remaining ones
are complex. The behaviour of the positive eigenvalue 	1 of L! versus ! is similar to that shown
in Fig. 2 for Example 2.1 and the minimum of 	1 occurs at point 1. The dotted curve denoted by
	c2 represents the modulus of the complex eigenvalue (with the greatest modulus), and the minimum
value of %(L!) occurs not at point 1 but at point 2 where both curves 	+1 and 	
c
2 are cutting. In both
examples the iteration matrix L! is convergent for all 0¡!¡ 2 because A1 and A2 are symmetric
matrices [5]. The dashed curves in Fig. 3 show the behaviour of two positive eigenvalues for the
case if A2 would be an 2-cyclic consistently ordered matrix and we see that the deviation from this
property is insigniKcant. As Example 2.1 is represented by Model P depicted in Fig. 1, Example 2.2
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corresponds to Model M but not di3ering much from Model P. In the case of Example 2.2, the
use of the Sigma-SOR algorithm provides the value of !opt at point 1
′ for which the true value of
%(L!) is greater than that at the point 2. The OMEST procedure provides the estimate of !opt at
point 1 where the true value of %(L!) is insigniKcantly greater than that occurring at point 2.
Example 2.3. The nonsymmetric matrix
A3 =


10 −1 −1 −1 −1 −1 −1 −1 −1 −1
−2 10 −1 −1 −1 −1 −1 −1 −1 −1
−2 −2 11 −1 −1 −1 −1 −1 −1 −1
−2 −2 −2 12 −1 −1 −1 −1 −1 −1
−2 −2 −2 −2 13 −1 −1 −1 −1 −1
−2 −2 −2 −2 −2 14 −1 −1 −1 −1
−2 −2 −2 −2 −2 −2 15 −1 −1 −1
−2 −2 −2 −2 −2 −2 −2 16 −1 −1
−2 −2 −2 −2 −2 −2 −2 −2 17 −1
−2 −2 −2 −2 −2 −2 −2 −2 −2 18


:
In this example, for the forward sweep the minimum value of %(Lb!) equal to 0.6800 occurs at
point 1 and the corresponding value of !opt may be found by means of the OMEST procedure.
For instance, by computing the values of %(Lb!) by means of the power method for three values
of ! equal to 1.4, 1.5 and 1.6, the OMEST procedure gives !opt = 1:6260, and with the choice of
the values of ! equal to 1.5, 1.55 and 1.58, !opt = 1:6261, whereas from the eigenvalue spectrum
computations, !opt = 1:6268. Thus, the OMEST procedure su7ciently well approximates the curve
	+1 and provides quite good estimates of !opt independently, on the choice of three values of !’s.
The value of ! for which %(L!) = 1 will be denoted by !crit. Thus, in this example the iteration
matrix Lf! is convergent for 0¡!¡!crit ≈ 1:84¡ 2.
The behaviour of eigenvalues in the backward sweep, depicted in Fig. 4b, is similar to that
observed in Fig. 3 for the symmetric matrix A2 but with a greater deviation from the 2-cyclic
consistently ordered case. The value of %(Lb!) at point 1
′ is lesser than at point 1 and closer to the
minimum value occurring at point 2 and equal to 0.862 with !best ≈ 1:79, where !crit ≈ 1:94.
It is evident that in this example the forward SOR is a more e7cient method and convenient from
the viewpoint of estimating !opt than the backward SOR in which the behaviour of the spectral radius
corresponds to Model P.
Example 2.4. The nonsymmetric matrix A4 = AT3 .
In this example with the diagonally dominant matrix A4 by columns, the backward iteration matrix
Lb1 has the same eigenvalues as the forward iteration matrix L
f
1 in Example 2.3, and the forward
iteration matrix Lf1 has the same eigenvalues as the backward iteration matrix L
b
1 in Example 2.3.
The behaviour of the eigenvalues of Lb! is the same as that for the forward SOR iteration matrix
Lf! in Example 2.3 depicted in Fig. 4a, and the behaviour of the eigenvalues of L
f
! is the same
as that for the backward SOR iteration matrix Lb! in Example 2.3 depicted in Fig. 4b.
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Fig. 4. The behaviour of dominant eigenvalues of the (a) forward SOR iteration matrix Lf! versus ! in Example 2.3,
and (b) backward SOR iteration matrix Lb! versus ! in Example 2.3.
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Example 2.5. The nonsymmetric matrix (Fig. 5)
A5 =


46 −9 −8 −7 −6 −5 −4 −3 −2 −1
−1 45 −9 −8 −7 −6 −5 −4 −3 −2
−2 −1 45 −9 −8 −7 −6 −5 −4 −3
−3 −2 −1 45 −9 −8 −7 −6 −5 −4
−4 −3 −2 −1 45 −9 −8 −7 −6 −5
−5 −4 −3 −2 −1 45 −9 −8 −7 −6
−6 −5 −4 −3 −2 −1 45 −9 −8 −7
−7 −6 −5 −4 −3 −2 −1 45 −9 −8
−8 −7 −6 −5 −4 −3 −2 −1 45 −9
−9 −8 −7 −6 −5 −4 −3 −2 −1 45


:
Example 2.6. The nonsymmetric matrix (Fig. 6)
A6 =


10 −1 −1 −1 −1 −1 −1 −1 −1 −1
−9 17 −1 −1 −1 −1 −1 −1 −1 −1
−8 −9 24 −1 −1 −1 −1 −1 −1 −1
−7 −8 −9 30 −1 −1 −1 −1 −1 −1
−6 −7 −8 −9 35 −1 −1 −1 −1 −1
−5 −6 −7 −8 −9 39 −1 −1 −1 −1
−4 −5 −6 −7 −8 −9 42 −1 −1 −1
−3 −4 −5 −6 −7 −8 −9 44 −1 −1
−2 −3 −4 −5 −6 −7 −8 −9 45 −1
−1 −2 −3 −4 −5 −6 −7 −8 −9 45


:
As can be seen in Example 2.5 the forward SOR, represented by Model M, is not an e7cient
algorithm. The value of the positive eigenvalue is minimized at the point 1 with !opt ¿ 2 but the
real minimum of %(Lf!) occurs at point 2 where the curves 	
+
1 and 	
c
2 are cutting. In the backward
sweep, represented by Model P, the curve 	c2 is cutting the curve 	
−
1 and the minimum of %(L
b
!)
occurs at point 1 corresponding to 1¡!opt ¡ 2 and this algorithm is more useful in comparison to
the forward sweep. In the case of Example 2.6, the behaviour of both sweeps is inverse.
In all above examples, the matrices A are monotone (A−1¿0) and the associated iteration matrices
B1; Lf1 and L
b
1 are nonnegative and by The Perron–Frobenius theory [5] we conclude that their
dominant eigenvalues are positive as demonstrated in the above Kgures. It is interesting to notice that
for the more e7cient sweep the corresponding strictly triangular matrix N is lesser than the matrix
N T in the less e7cient sweep. For instance, in Examples 2.3 and 2.6, we have NfG =U6N TbG =L
T.
It seems that this observation may be useful for the choice of a more e7cient sweep however,
without further investigations it remains as a conjecture.
In the next three examples the behaviour of dominant eigenvalues is analyzed for the case when
A−1  0.
Z.I. Woznicki / Journal of Computational and Applied Mathematics 137 (2001) 145–176 159
Fig. 5. The behaviour of dominant eigenvalues of the (a) forward SOR iteration matrix Lf! versus ! in Example 2.5,
and (b) backward SOR iteration matrix Lb! versus ! in Example 2.5.
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Fig. 6. The behaviour of dominant eigenvalues of the (a) forward SOR iteration matrix Lf! versus ! in Example 2.6,
and (b) backward SOR iteration matrix Lb! versus ! in Example 2.6.
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Example 2.7. The 2-cyclic consistently ordered nonsymmetric matrix
A7 =


2 −1 0 0 0 0 0 0 0 0
1 2 −1 0 0 0 0 0 0 0
0 1 2 −1 0 0 0 0 0 0
0 0 1 2 −1 0 0 0 0 0
0 0 0 1 2 −1 0 0 0 0
0 0 0 0 1 2 −1 0 0 0
0 0 0 0 0 1 2 −1 0 0
0 0 0 0 0 0 1 2 −1 0
0 0 0 0 0 0 0 1 2 −1
0 0 0 0 0 0 0 0 1 1


:
In this example, corresponding to Model N, all eigenvalues  of the matrix B1 are purely imag-
inary numbers, since A7 is a 2-cyclic consistently ordered matrix, the associated matrix L1 has
nonpositive eigenvalues such that a half of them 
= 2¡ 0.
The next interesting observation is a fact that for this nonsymmetric matrix A7 both matrices Lf1
and Lb1 have the same eigenvalues and the behaviour of the eigenvalues of L
f
! and L
b
! versus
! is identical. It allows us to conclude that the 2-cyclic consistent ordering property is a stronger
assumption than the symmetry condition used as the hypothesis in Theorems 1 and 2 is valid also
in this case.
The behaviour of moduli of three negative eigenvalues with dominant moduli as a function of !,
represented by shorter-dashed curves, is depicted in Fig. 7. As can be seen, the moduli of the negative
eigenvalues 	+1 and 	
−
1 are decreasing and increasing functions as ! decreases for !16!61. Both
eigenvalues 	+1 and 	
−
1 have the same modulus at point 1
′ corresponding to !1 =!opt ¡ 1 and when
! decreases for 0¡!¡!1 both eigenvalues become conjugate complex numbers and their modulus
	c1 = 1− ! (the dotted curve) is an increasing function.
The spectral radius %(L!) is minimized at point 1
′, where the value of !opt is determined by the
formula (16) and the minimum value of %(L!) is obtained by means of formula (17) but in this
case
%(L Q!) = Q%=
∣∣∣∣∣
1−√1− 
1
1 +
√
1− 
1
∣∣∣∣∣ (34)
because the right-hand side of (17) is negative. Thus, for problems represented by this example, the
determination of the value of !opt can be obtained by means of the Sigma-SOR algorithm.
The moduli of the negative eigenvalues of L1 are equal to the values of positive eigenvalues of
the matrix L1 from Example 2.1 so that both these matrices have the same value of the spectral
radius equal to 0.975528. The behaviour of %(L!) versus ! from Example 2.1 is shown in Fig. 7
by the longer-dashed curve, where its minimum value at point 1 is equal to 0.729453. In the case
of this example the value of %(L!) occurring at point 1
′ amounts 0.168584. Thus, in terms of the
asymptotic convergence rate (deKned as R =−ln %) the SOR method in this example is more than
Kve times asymptotically faster in comparison to its performance in Example 2.1.
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Fig. 7. The behaviour of dominant eigenvalues of the SOR iteration matrix L! versus ! in Example 2.7.
Example 2.8. The 2-cyclic consistently ordered nonsymmetric matrix
A8 =


2 −1 0 0 0 0 0 0 0 0
−2 3 1 0 0 0 0 0 0 0
0 −2 3 −1 0 0 0 0 0 0
0 0 −2 3 1 0 0 0 0 0
0 0 0 −2 3 −1 0 0 0 0
0 0 0 0 −2 3 1 0 0 0
0 0 0 0 0 −2 3 −1 0 0
0 0 0 0 0 0 −2 3 1 0
0 0 0 0 0 0 0 −2 3 −1
0 0 0 0 0 0 0 0 −2 2


:
As was mentioned previously, the property of the 2-cyclic consistent ordering implies the equiv-
alence of the eigenvalues of Lf and Lb as well as the same behaviour of spectral radii versus !.
From the inspection of Fig. 8 it follows that the dominant eigenvalue 	c1 of L! is complex and its
value cannot be computed by means of the power method; therefore, the determination of the value
of !opt in this problem seems to be a di7cult task. However, in many cases the estimate of !opt
occurring at point 1 may be easily obtained by observing the number of iterations for a convergent
range of !. Setting the right-hand side of (1) equal to zero and assuming a Tat initial guess, we can
Knd the number of SOR iterations satisfying the assumed criterion, for instance, ‖‖∞¡ ” (where
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Fig. 8. The behaviour of dominant eigenvalues of the SOR iteration matrix L! versus ! in Example 2.8.
” is a prescribed number equal to 10−4 or less), for three chosen values of !. Using a parabolic
approximation, we may estimate the value of !opt for which a minimum number of SOR iterations
appears. Evidently, the Knal result depends on the suitable choice of !’s.
Example 2.9. The nonsymmetric matrix
A9 =


10 1 1 1 1 1 1 1 1 1
−2 10 1 1 1 1 1 1 1 1
−2 −2 11 1 1 1 1 1 1 1
−2 −2 −2 12 1 1 1 1 1 1
−2 −2 −2 −2 13 1 1 1 1 1
−2 −2 −2 −2 −2 14 1 1 1 1
−2 −2 −2 −2 −2 −2 15 1 1 1
−2 −2 −2 −2 −2 −2 −2 16 1 1
−2 −2 −2 −2 −2 −2 −2 −2 17 1
−2 −2 −2 −2 −2 −2 −2 −2 −2 18


:
The behaviour of eigenvalues in the forward and backward sweeps is shown in Figs. 9a and b,
respectively. The forward sweep is represented by Model M in which the minimum of the %(Lf!)
occurs at point 2, where the dashed curve of the modulus of the negative eigenvalue 	+1 is cutting
the dotted curve of the modulus of the complex eigenvalue 	c2. The curve 	
+
1 can be approximated
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Fig. 9. The behaviour of dominant eigenvalues of the (a) forward SOR iteration matrix Lf! versus ! in Example 2.9,
and (b) backward SOR iteration matrix Lb! versus ! in Example 2.9.
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by the OMEST procedure allowing to Knd the value of ! at point 1 and in this case very close to
that corresponding to the point 2. Similarly, as in Example 2.8, for the backward sweep represented
by Model C, the minimum value of %(Lb!) occurs nearly at ! = 1.
In this case, it may be di7cult to predict which sweep will be more e7cient for applications
without preliminary tests.
3. The results of numerical experiments
The convergence analysis of both forward and backward SOR algorithms, presented in the previous
section, has mainly an illustrative and instructive signiKcance. It is shown that for a nonsymmetric
diagonally dominant matrix A both forward and backward sweeps may have a di3erent convergence
behaviour but when such a matrix has the 2-cyclic consistent ordering property both sweeps have
the same convergence behaviour.
The evaluation of e7ciency of di3erent algorithms is usually performed by comparing the compu-
tational work of solutions obtained with the same stopping criterion and initial guess. In the analysis
of the reliability of iterative solutions of A= c, it is convenient to consider the (true) error vector
e(t) = − (t) (35)
the inner (or pseudo-residual) error vector
(t) = (t+1) − (t) (36)
and the residual vector
r(t) = A(t) − c; (37)
where = A−1c is assumed as the “exact” solution.
From the viewpoint of the solution reliability in iterative methods based on the splitting of A =
M − N , it is desired to use the relative inner error vector Q(t) whose components are deKned as
follows:
Q
(t)
i =
(t+1)i − (t)i
(t)i
(38)
and the relative (true) error vector Qe(t) with components
Qe(t)i =
i − (t)i
(t)i
: (39)
If for any i; (t)i =0 (or very close to zero) appears in the iteration process, then such a component
of Q
(t)
and Qe(t) is ignored in computations.
In the numerical analysis of the SOR method the termination test
‖ Q(t)‖∞6” (40)
can be practically considered as the most useful stopping criterion independent of the initial guess
(0) [6].
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Most recent iterative methods terminate when the residual vector r(t) is su7ciently small and the
termination test
‖r(t)‖2
‖r(0)‖26” (41)
is most commonly used criterion in Krylov subspace algorithms. As is well known [1], this stopping
criterion has the disadvantage of depending too strongly on the initial guess (0). If (0) is very
large and very inaccurate, ‖r(0)‖2 will be very large and the criterion (41) may stop the iteration too
soon. Moreover, as can be seen in numerical experiments given in this section for solving systems
with nonsymmetric matrices, the stopping criterion (41) used in GMRES algorithms is accompanied
by large values of both ‖r(t)‖2 and ‖e(t)‖2 in comparison to SOR solutions.
The study of the e7ciency of the conjugate gradient method with and without preconditioning has
been performed in the work [6] for self-adjoint linear systems by comparing with results obtained
by means of the line-SOR (SLOR) method which turned out a competitive method for some class
of problems. In this paper, we examine the performance of the SLOR method [5,11] by comparing
its computational e7ciency with that observed in the Krylov subspace method, represented by some
variants of GMRES, in solving several problems arising from the discretization of non-self-adjoint
two-dimensional elliptic partial di3erential equations.
Test problem 3.1. This problem taken from [4, p. 89] is the variable coe7cient convection–di3usion
equation
−U+ (d)x + (e)y = f (42)
on the unit square  = (0; 1)× (0; 1), with Dirichlet boundary conditions = 0 on @, where
d(x; y) =  (x + y) and e(x; y) =  (x − y): (43)
Since there is no information in [4] as to how the Krst derivative terms are approximated, the scheme
of centred di3erences is used in this paper for approximating the Krst derivative terms. It is assumed
that  =10 and the number of mesh points in each direction is equal to 34 which gives nx= ny=32
interior mesh points in each direction and a matrix order s= nx × ny =1024. The right-hand side of
the matrix equation is generated as
c = Ae; (44)
where eT = [1; 1; : : : ; 1] which implies that the solution vector  is known in advance and all its
components are equal to unity in the interior of .
In this problem, the matrix A is nonsymmetric 2-cyclic consistently ordered and monotone be-
cause the associated matrices B1 and L1 are nonnegative which implies that at least the dominant
eigenvalue of L1 is positive. From the results presented in Section 2, one can conclude that the
behaviour of the spectral radius as a function of ! is the same in both forward and backward sweeps
and it is represented by Model P depicted in Fig. 1. Thus, in this case the value of !opt can be
determined by means of the Sigma-SOR algorithm.
Assuming that !∗ = 1:6 approximates ! minimizing the value of the subdominance ratio !, we
obtain 	∗ ≡ %(L!∗) = 0:8236 after 44 power-method iterations. Then by the relations (24) and
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Table 1
The results for Test problem 3:1 quoted from [4] and obtained by means of SLOR
Algorithm Preconditioning Iters KTops ‖r(t)‖2 ‖e(t)‖2 Page in [4]
GMRES No 93 3841 0:32× 10−03 0:11× 10−03 169
TFQMR No 112 2736 0:46× 10−04 0:68× 10−04 226
GMRES SGS 38 1986 0:76× 10−03 0:82× 10−04 269
GMRES ILU(0) 28 1456 0:12× 10−02 0:12× 10−03 277
GMRES(10) ILUT(1,10−4) 18 964 0:47× 10−03 0:41× 10−04 293
GMRES(10) ILUT(5,10−4) 7 478 0:13× 10−02 0:90× 10−04 294
GMRES ILUTP(1) 18 964 0:47× 10−03 0:41× 10−04 295
GMRES(20) ILU(0) 56 2774 0:22× 10−05 0:51× 10−06 364
with polynomial
preconditioning
SLOR — 57 931 0:93× 10−06 0:26× 10−05 —
62 995 0:19× 10−07 0:44× 10−06
70 1050 0:12× 10−07 0:14× 10−07
80 1143 0:20× 10−09 0:38× 10−09
90 1235 0:35× 10−11 0:72× 10−11
100 1327 0:92× 10−13 0:28× 10−12
(25) we have that !opt = 1:6709. The computation of the value of %(L1) = 0:9612 requires 235
power-method iterations which means that the Sigma-SOR algorithm provides the value of !opt with
about Kve times lesser computational work.
Using the zero initial guess and ”=0:5× 10−6 in the stopping criterion (40), the double precision
computations by means of the SLOR method provide the solution after 57 iterations and this solution
is accompanied by ‖r(t)‖2=0:93×10−6 and ‖e(t)‖2=0:26×10−5, where the criterion (41) is satisKed
with ”=10−7. The SLOR algorithm requires eight Tops (plus one Top for making the check of the
test (40)) per mesh point per iteration [11] and the same number of Tops is required by the power
method used in the Sigma-SOR algorithm for computing the value of !opt. Thus, for the solution
of this problem obtained by means of the SLOR method, including the Sigma-SOR computations,
the total number of Tops is equal to 1024× 9× (44 + 57) = 930816 Tops.
This problem labelled by F2DA in [4] is used for numerical testing the Krylov subspace algorithms
discussed in [4]. The results obtained in [4] for the stopping criterion (41) with ” = 10−7 and the
initial guess to be a vector of pseudo-random values [4, p. 90] are summarized in Table 1 for some
algorithms, referenced in the page numbers given in [4], together with the results obtained by SLOR
for the zero initial guess.
As can be seen in Table 1, in the successive solutions the number of Tops is decreasing and
achieves the minimum value for GMRES(10) with the preconditioner ILUT(5,10−4) but both residual
and true errors increase more than two times in comparison to the case with the preconditioner
ILUT(1,10−4) or ILUTP(1). The minimum value of the true error is obtained by GMRES(20) with
polynomial preconditioning and the same result is obtained by SLOR after 62 iterations but with
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Fig. 10. The results obtained for Test problem 3:1 with (0) = 0.
three times lesser number of Tops. The behaviour of the second norms of both errors for greater
numbers of SLOR iterations is shown additionally in Table 1.
The behaviour of di3erent errors with the zero initial guess for the SLOR algorithm is demon-
strated in Fig. 10, where the letters at curves have the following denotation: A = ‖ Q(t)‖∞; B =
‖r(t)‖2=‖r(0)‖2; C= ‖r(t)‖2 and D= ‖e(t)‖2.
The minimum number of SLOR iterations for the stopping criterion (40) with ” = 0:5 × 10−6,
represented by curve A, is obtained for the zero initial guess. Curve B representing stopping criterion
(41) is below the remaining curves and its distance is increasing as the values of components of
(0) increase, which means that test (41) is satisKed sooner in the iteration process. In the case when
the components of (0) are equal to 1000, test (41) with ”=10−7 is satisKed after 51 iterations and
the corresponding values of test (40), and the residual and true errors represented by the curves C
and D amount to only about 10−2. For di3erent initial guesses, the criterion (40) provides values
of the residual and true errors similar to those given in Table 1, which allows us to conclude that
test (40) is a competent stopping criterion for practical applications of the SLOR algorithm.
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Table 2
The SLOR results for Test problems 3:2 and 3:3
Problem Iters KTops ‖ Q(t)‖∞ ‖r(t)‖2=‖r(0)‖2 ‖r(t)‖2 ‖e(t)‖2
3.2 80 6781 0:56× 10−03 0:90× 10−06 0:65× 10−02 0:58× 10−05
105 7299 0:78× 10−06 0:13× 10−08 0:90× 10−05 0:81× 10−08
150 8232 0:59× 10−11 0:76× 10−12 0:54× 10−08 0:28× 10−12
3.3 57 577 0:31× 10−03 0:73× 10−06 0:22× 10−02 0:12× 10−05
74 627 0:81× 10−06 0:40× 10−08 0:12× 10−04 0:65× 10−08
100 703 0:65× 10−09 0:16× 10−11 0:48× 10−08 0:26× 10−11
Test problem 3.2. This problem, used in [3] for comparing the performance of GMRES with other
conjugate-like methods, is represented by the following partial di3erential equation:
− (bx)x − (cy)y + dx + (d)x + ey + (e)y + f= g (45)
on the unit square  = (0; 1)× (0; 1), with Dirichlet boundary conditions = 0 on @, where
b(x; y) = e−xy; c(x; y) = exy; d(x; y) = #(x + y);
e(x; y) =  (x + y) and f(x; y) =
1
1 + x + y
:
In [3], the second term of (45) is given as −(cx)x but it seems to be a mistake. Eq. (45) is
discretized by using the Kve-point approximation, where the Krst derivative terms are approximated
in this paper by scheme of centred di3erences, in the square mesh with the mesh size h=1=(n+1).
It is assumed in [3] that n= 48, # = 1 and  = 50 which provides a matrix of order s= 2304. The
right-hand side g is chosen so that the solution is known to be xexysin(x)sin(y).
The behaviour of the spectral radius versus ! in this problem is represented by Model M depicted
in Fig. 1 and for determining !best we use the approach described in Example 2.8. Setting the
right-hand side equal to zero and assuming the components of (0) equal to unity and the stopping test
‖‖∞610−3, we can Knd the number of SLOR iterations satisfying the assumed criterion for three
chosen values of !. Since in this problem the Gauss–Seidel matrix is nonnegative we expect that
!best ¿ 1, choosing !=1:1; 1:2; 1:3 we obtain 82, 73 and 92 SLOR iterations, respectively; hence, one
can conclude that !=1:2 is quite a good approximation of !best. Thus, the estimate of !best is obtained
after 247 SLOR iterations which in terms of computational work gives 2304×9×247=5122 KTops.
The results of computations are summarized in Table 2, for the test ‖r(t)‖2=‖r(0)‖2 610−6 used
in [3] the solution is obtained after 80 iterations and for the test ‖ Q(t)‖∞ 610−6 after 105 iterations
but with the errors lesser by three orders of magnitude. The results obtained after 150 iterations are
included as well. In all considered cases, the zero initial guess have been used.
Test problem 3.3. This problem is derived from the same Eq. (45) by using # =−20,  = 50 and
the square mesh with n = 18 which provides a matrix of order s = 324. Since in this case the
Gauss–Seidel matrix has also negative entries and is divergent, one may suppose that !best ¡ 1.
Choosing !=0:7; 0:6; 0:5, we obtain 46, 45 and 50 SLOR iterations, respectively, by assuming that
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the components of (0) are equal to unity, the stopping test ‖‖∞610−3 and the right-hand side set
to zero. Hence, one can conclude that !best ≈ 0:65 could provide the minimum number of SLOR
iterations but this simple technique for estimating !best requires 324×9×(46+45+50)=411 KTops.
The results of computations are included in Table 2. We see that in both these examples the main
part of computational work (about 70%) is related to determining !best but it leads to “accurate”
solutions.
Usually, in the description of test problems and obtained results, the authors give complete infor-
mation such as a termination criterion, the type of norms used, and assumed initial guess. In [3],
the iteration process was stopped as soon as the residual norm was reduced by a factor of %=10−6.
No information about the initial guess used in [3] for both problems is available but as is well
known, and it was shown in Test problem 3:1, the residual error depends strongly on the values of
components of (0).
In [3], the system was preconditioned by the MILU preconditioning applied on the right, i.e.,
AM−1(M) = g was solved, where M was some approximation to A−1 provided by an approximate
LU factorization of A. The results obtained by GCR(k), GMRES(k) and ORTHOMIN(k) for Test
problem 3:2 are compared in [3] for some representative values of k. In the case of GMRES(k), the
value k = 5 yielded the best possible result that was obtained for all reasonable choices of k and
similarly GCR(1) corresponded to the best possible performance for GCR(k). GMRES(5) performed
almost as well as GCR(1) and solutions were obtained after about 1250 KTops.
Test problem 3:3 was recognized in [3] as an example more di7cult to treat. The algorithm
ORTHOMIN(k) diverged for all values of k between 1 and 10. Also GCR(1), GCR(2) and GCR(3)
diverged as well as their equivalent versions GMRES(k), k=2; 3; 4. The process GMRES(k) started
to converge with k=5 and improved substantially as k increased. The best performance was realized
for larger values of k and GMRES(20) provided solution after about 300 KTops.
The SLOR solutions of both these examples require greater numbers of Tops than those for
GMRES(k) but with unknown true errors. It is interesting that in both examples the solutions are
known because they are assumed in advance for generating the right-hand side vector and computing
the true error vector was a trivial task but it is not done in [3]. So that the comparison of the
performance of both SLOR and GMRES(k) algorithms from the viewpoint of solution accuracy is
not possible for Test problems 3:2 and 3:3. However, by an analogy to Test problem 3:1, it may
be supposed that the second norm of true error vector of GMRES(k) solutions obtained for both
examples mentioned above will be lesser at least by three orders of magnitude in comparison to the
SLOR solutions.
Test problem 3.4. This problem represented by the following equation
−U+ (1− 2x)x + &(1− 2y)y = 0 on  = (0; 1)× (0; 1)
= 0 on @;
labelled as Problem C in [11], was used among other problems for examining the performance of
the modiKed line Gauss–Seidel algorithms presented in [11] by using h= 132 and several choices of
 and &. For the discretization of the above equation with the upwind di3erence scheme [11] for the
Krst derivative terms, negative entries appear in the associated Jacobi matrix B1 for some values of
 and &, and their number is increasing as  and & increase. In this case, the resulting matrix A is
2-cyclic consistently ordered and if the dominant eigenvalue of B1 becomes a complex number with
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Fig. 11. The behaviour of dominant eigenvalues of the SOR iteration matrix L! versus ! in Test problem 3:4 with
 = &= 20.
the zero real part, then the principal eigenvalue of L1 is negative and its modulus is the spectral
radius %(L1). Such a case was analyzed in Example 2.7 and it appears in this problem. We examine
the behaviour of %(L!) versus ! for the following three choices of  = &= 20; 40; 60.
The case with  = & = 20. In this case, the irreducible nonsymmetric matrix B1 is nonnegative
which implies that the Gauss–Seidel matrix L1 is also nonnegative and its dominant eigenvalue is
positive. The behaviour of dominant eigenvalues of matrix L!, depicted in Fig. 11, represents the
classical case of 2-cyclic consistent ordering for which the determination of the value !opt, occurring
at point 1 can be done in an easy way by means of the Sigma-SOR algorithm.
The case with  = &= 40. At these values of  and &, the matrix B1  0 has such eigenvalues
that in the matrix L1 some eigenvalues 
=2 are positive and negative but the dominant eigenvalue
of L1 is still positive. The behaviour of the dominant positive eigenvalue 	1 and the modulus of the
dominant negative eigenvalue 	2 of L! versus !, depicted in Fig. 12, represents Model M shown
in Fig. 1.
Each curve of Fig. 12 is described by the moduli of two roots of Eq. (21) and the minimum of
%(L!) is achieved at point 3 corresponding to !3=!best where the curves 	+1 and 	
+
2 are cutting. The
determination of !best can be easily obtained by means of the SLOR algorithm. Thus, by assuming
!∗ such that 0¡!∗¡!3, we can Knd the corresponding value of 	∗ by means of the power method
and from (24) one obtains 
∗=
1, then we can draw both roots 	+1 and 	
−
1 of Eq. (21) as a function
of !. Now assuming !∗ such that !∗¿!3, in a similar way we can Knd, but in this case the
negative value of 
∗ = 
2 and draw the moduli of negative roots 	+2 and 	
−
2 of Eq. (21) versus of
!, which allows us to Knd “accurate” value of !3 = !best. At point 1, the minimum value of the
positive eigenvalue Q	1 = 	+1 = 	
−
1 occurs and at point 2 the minimum value of the modulus of the
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Fig. 12. The behaviour of dominant eigenvalues of the SOR iteration matrix L! versus ! in Test problem 3:4 with
 = &= 40.
negative eigenvalue Q	2 = 	+2 = 	
−
2 occurs but it has no practical meaning for the convergence analysis
of this problem because the minimum value of %(L!) does not occur at neither of these points. At
point 4, %(L!)=1 so that in this case the SOR method is convergent for 0¡!¡!4 =!crit ≈ 1:3.
The case with = &=60. In this case, the behaviour of dominant eigenvalues, shown in Fig. 13,
is similar to the previous example however, with a strong domination of the negative eigenvalue 	+2
where its value at ! = 1 gives %(L1) = 7:22247, that is, a disconvergent Gauss–Seidel algorithm.
The modulus of 	+2 is decreasing as ! decreases and is equal to unity with !4 =!crit, and achieves
its minimum value at point 2. So the SOR method is convergent for 0¡!¡!4 =!crit ≈ 0:54¡ 1
and !3 = !best appears very close to !4 = !crit.
As can be seen in the above examples of this test problem, the value of 	+1 decreases and the
modulus of 	+2 as well as the minimized value of %(L!) increase as the values of  = &¿0 are
increasing. The cost of determining !best by means of the Sigma-SOR algorithm is equal to the
cost of power method computations of the positive eigenvalue 	+1 for the case with  = &= 20 and
additionally the negative eigenvalue 	+2 for two remaining cases. The results of Sigma-SOR algorithm
computations are summarized in Table 3.
All eigenvalues were computed by the power method with six signiKcant digits. In the Krst case
with  = &= 20 for computing 	+1 with != 1:5, 48 iterations are required, which allows us to Knd
	+1 =
1 with !=1 and determine the value of !opt underlined in Table 3. The numbers of iterations
required for computing the eigenvalue with ! = 1 are given in parentheses and for the case with
= &=20, we see that the estimate of !opt by the Sigma-SOR algorithm is obtained with Kve times
lesser number of power-method iterations. In the next example with = &=40, the estimate of !best
was obtained after 122 + 117 = 239 iterations, where the values of 	+1 = 
1 and 	
+
2 = 
2 with != 1
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Fig. 13. The behaviour of dominant eigenvalues of the SOR iteration matrix L! versus ! in Test problem 3:4 with
 = &= 60.
Table 3
The Sigma-SLOR algorithm results for Test problem 3:4
 = &= 20  = &= 40  = &= 60
! 	+1 Iters ! 	
+
1 	
+
2 Iters ! 	
+
1 	
+
2 Iters
1.0 0.925088 (235) 1.0 0.864216 — (164) 1.0 0.809881 — —
1.5 0.746595 48 1.0 — −0:285967 — 1.0 — −7:222470 (30)
1.57023 0.57023 — 1.15 0.815329 — 122 0.5 0.935127 — 398
1.3 — −0:992614 117 0.55 — −1:100848 32
1.213 0.788 −0:788 — 0.537 0.929 −0:929 —
were recomputed from the Sigma-SOR algorithm. Since in this case 	+1 =
1 is a dominant eigenvalue
with ! = 1, its value may be also computed directly which would be done with 164 iterations. In
the last case with  = & = 60, the estimate of !best was obtained after 398 + 32 = 430 iterations
where the value of 	+2 = 
2 may be computed directly because the modulus of this eigenvalue is
dominant for ! = 1. It is well known that as ! decreases for 0¡!¡ 1, the subdominance ratio
! is increasing and equal to unity with ! = 0, and therefore for computing the value of 	+1 with
! = 0:5, 398 iterations were used.
The Krst case represented by Model P shown in Fig.1 requires the minimal e3ort for determining
!opt. A further increase of the values of  and & changes the type of model to Model M and is
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accompanied by decreasing the interval of !’s for which SLOR is convergent because the value of
!crit decreases and by increasing computational work required for Knding !best. In such cases, the
use of Kner meshes will improve the performance of SLOR.
4. Final conclusion
The proKtable convergence behaviour of SLOR, demonstrated by solving the test problems given
in the previous section, may be observed in many other problems and it seems to be rather a
surprising matter that the SOR method was not of interest in current applications. The theory of the
SOR method have been excellently ellaborated [5,12] for the class of symmetric positive deKnite
matrices, where !opt can be determined from the formula (16) by means of computing the spectral
radius %(L1). However, when the value of %(L1) is close to unity and accompanied by a large
value of the subdominance ratio 1, the computation of %(L1) may be a very time-consuming task,
and probably this traditional way discourages the researchers for examining the performance of SOR
algorithms for solving nonsymmetric linear systems. This traditional approach for determining !opt
is still regarded as a great disadvantage of the SOR method. However, as is demonstrated in this
paper, there are simple and useful computational tools for determining !opt, allowing an e7cient use
of SOR algorithms in many problems of practical interest.
For symmetric positive deKnite matrices, the value of !opt may be easily obtained by means of
the Sigma-SOR algorithm [8], described brieTy in this paper also. As is demonstrated in [11] the
Sigma-SOR algorithm may provide “accurate” values of !opt with 20 or 30 times lesser numbers of
power-method iterations in comparison to the number of iterations required for computing the value
of %(L1) occurring with ! = 1, and it is interesting to note that the e7ciency of the Sigma-SOR
algorithm increases as %(L1) approaches to unity. This algorithm, as is shown in this paper, may
be a useful computational tool also in some problems with nonsymmetric matrices.
Morever, some researchers see the SOR method with restricted possibilities of application, for
instance, in the work [1, p. 31] the special case of SOR, the Gauss–Seidel method is found as
“Applicable to strictly diagonally dominant, or symmetric positive deKnite matrices”. Indeed, only
the nonsingularity of the main diagonal of a matrix A and %(L1)¡ 1 are necessary and su7cient
conditions for the applicability of the Gauss–Seidel method. In the following example the matrix:
A=
[
7 −3
2 −1
]
is neither diagonally dominant (by rows or by columns) nor positive deKnite but as can be easily
veriKed %(L1)=%(Lf1)=%(L
b
1)=
6
7 because A is a 2-cyclic consistently ordered matrix. In addition,
as was shown in Example 2.7, when the Gauss–Seidel matrix L1 has a nonpositive spectrum, the
SOR method may be a few times faster asymptotically in comparison to the case when this spectrum
would be nonnegative but with the same moduli of eigenvalues. This e3ect can be also observed in
the above example of the matrix A, the matrix L1 has the eigenvalues 
1 =− 67 and 
2 = 0, which
gives us by (36) the minimum value of %(L Q!) equal to 0.1535 but if 
1 would be positive such
that 
1 = 67 , then one obtains %(L Q!)=0:4514. Thus, the performance of the SOR method for solving
linear systems with nonsymmetric matrices may be more attractive than in the case of symmetric
positive deKnite matrices.
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The analysis of examples with nonsymmetric matrices without the 2-cyclic consistent ordering
property, given in Section 2, indicates a di3erent convergence behaviour of both forward and back-
ward sweeps, and usually only one of these sweeps is e7cient for applications where the value of
!opt may be estimated by means of the OMEST procedure.
In Krylov subspace methods the residual r(t) is usually available at no extra cost, therefore the
test (41) is commonly used as a stopping criterion which is rather di7cult to recommend because it
has the disadvantage of depending too strongly on the initial guess (0), and if (0) is very large, as
was demonstrated in Test problem 3:1, the iteration process may stop as soon. In the development
of Krylov subspace methods, the main attention is just paid on a quick achievement of stopping
test (41), but as can be seen in Table 1, in the example of GMRES(10) with the preconditioning
ILUT(5,10−4), it does not ensure an “accurate” solution required by the user. It seems that in the
case of GMRES algorithms there is a weak coupling between the stopping test (41) and the true error
vectors. In many test problems presented in the literature, the right-hand side of a matrix equation
is generated by assuming that the solution is known in advance, which allows us in a trivial way
to Knd the norm of the true error vector for the obtained iterative solution but this norm is usually
ignored in presenting the results of computations.
In order to limit increasing storage requirements and computational work per iteration step in GM-
RES algorithms, restarting is necessary. The crucial point for successful application of GMRES(k)
is the decision of when to restart and how to choose of k. The main di7culty is the choice of an
appropriate value of k, if k is “too small”, GMRES(k) may converge slowly or to be disconvergent.
When the value of k is larger than necessary, the computational work and storage increase exces-
sively. Unfortunately, there are no theoretical premises for choosing the parameter k and its value
is found experimentally as is demonstrated in numerical experiments given in [3,4]. Moreover, there
exist examples [1] for which GMRES(k) stagnates and convergence takes place only at nth step
but it requires storing the whole sequences, so that a large amount of storage is needed which may
become prohibitive. For such systems, any choice of k less than n fails to convergence.
Another essential aspect of successful use of GMRES is Knding a good preconditioner but it can
be done only by trials, where the most di7cult part of an iterative method to parallelize is often the
preconditioning step.
Thus, the performance of GMRES(k), recognized as a free-parameter method, is in reality depen-
dent on two factors, that is, how to choose the parameter k in the restarting procedure and how to
Knd a good preconditioner. One can suppose that in many cases, an extra work necessary for Knding
the optimal value of k and a relevant preconditioner in GMRES(k) may be much greater than the
work required for determining !opt in SLOR.
The state of the art in Krylov subspace methods for solving nonsymmetric linear systems is still
far from expected, like that for symmetric positive deKnite problems. There is no clear best Krylov
subspace method at this time. One of these methods may be a “winner” in a given class of problems
and for another one is the “loser”.
Unfortunately, it is di7cult to Knd in literature works related to examining the performance of
Krylov subspace methods in comparison to the SOR method. However, the inspection of results of
computations presented in Table 1 leads to a quite interesting question. Namely, why in solving this
simple test problem the traditional SLOR algorithm turns out to be a more e7cient method, from the
viewpoint of both computational work and solution accuracy, than the remaining algorithms given
in Table 1 and recognized in [4] as some of the best techniques available today? The answer to
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the above question on the one hand seems to be an interesting explanation, on the other hand may
suggest that the SOR method can be a useful technique for solving linear systems with some class
of nonsymmetric matrices.
One of the most important properties of the SOR method is its fully sequential algorithm with a
high degree of parallelism if it is applied to sparse matrices arising at the discretization of partial
di3erential equations as well as small storage demands.
The SOR method together with the Sigma-SOR algorithm or the OMEST procedure may be a
very e7cient technique for solving time-dependent partial di3erential equations, where it is desired
to solve linear systems with the same coe7cient matrix but di3erent right-hand sides, as well as
some nonlinear equations by a combination with the method of Newton type. In this case there is a
composite Newton–SOR iteration, with Newton’s method as the primary iteration and SOR as the
secondary iteration [2].
In general, selecting the “best” method for a given class of problems is largely a matter of trials
and errors, however, for a broad class of nonsymmetric linear systems arising at the discretization
of partial di3erential equations, the SOR method may be strongly competitive to Krylov subspace
algorithms. It seems that the SLOR solutions obtained for Test problem 3.1 may be considered in
the category of a reference solution.
Finally, it should be mentioned that a further signiKcant improvement in comparison to the SLOR
results presented in this work can be obtained by using the modiKed SLOR algorithms ellaborated
in [11] or a large family of prefactorization methods, like those described in [7] where the idea of
the OMEST procedure was used originally, demonstrating high performance in solving multi-group
neutron di3usion equations [10].
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