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Abstract

Laboratory observation of Evolution of IEDD-wave-modified equilibrium
and density-gradient effects on SMIA wave propagation

Eric W. Reynolds

It was previously found that sheared ion-flow alters the dispersion of
waves in plasma [Koepke et al., 1994, 1998a]. Many aspects of sheared ion-flow
effects were demonstrated for ion-acoustic waves [Teodorescu et al., 2002a], ioncyclotron waves [Teodorescu et al., 2002b; Koepke et al., 1999; Amatucci et al.,
1998] and drift waves [Kaneko et al., 2003]. This dissertation further investigates
ion-cyclotron waves and ion-acoustic waves in the WVU Q machine plasma in
the presence of sheared parallel (magnetic-field aligned) ion-flow and further
investigates ion-cyclotron waves in the WVU Q machine plasma in the presence
of sheared perpendicular ion-flow.
Experiments were performed to measure the time evolution of the density
profile, plasma-potential profile and ion-velocity distribution function is
measured, upon onset of the wave. The wave is observed to heat the ions
perpendicular to the magnetic field. Evidence is presented that wave-particle
resonance is responsible for this heating. Because it increases the perpendicular
ion-temperature, this wave-particle interaction is observed to decrease the shear in
the perpendicular ion-flow and decrease density gradients that coexist with the
gradient in plasma potential. Comparison to the predictions of a theory for the
inhomogeneous energy-driven instability [Ganguli et al., 1985; Gavrishchaka et
al., 1996; Koepke et al., 1994; Amatucci et al., 1996] indicates that the final

equilibrium state is considered stable if ion-temperature anisotropy is not included
but unstable when it is included. This interpretation is supported by the
observation that the damping rate, measured immediately after reducing suddenly
the parallel electron drift velocity below threshold, decreases with increasing iontemperature anisotropy. This work illustrates the importance of including iontemperature anisotropy in the interpretation of plasma equilibrium, for example,
in the case where ion-temperature anisotropy is observed to exist in the
ionosphere and magnetosphere.
Previously ion-cyclotron waves were observed to spontaneously grow also
in

the

presence

of

sheared

parallel

ion-flow

and

small

values

( v de << (me mi ) 2 vte ) of parallel electron-drift-velocity [Teodorescu et al., 2002].
1

For large values of shear dViz dx ≈ Ω ci , waves were shown to appear at multiple
harmonics of the ion gyro-frequency. Here, spectral analysis of many time series
measurements indicates that the relative phase between the individual harmonics
is random, with random scattering much larger than the individual error bars, thus
suggesting that each harmonic is independently excited. For a case of a lower
value of parallel-velocity shear, two distinct spectral modes, with characteristics
consistent with predictions from theory [Gavrishchaka et al., 2000] made
subsequent to the observation, are simultaneously excited. One mode is observed
above the local ion-cyclotron frequency while the other is observed below the
local ion-cyclotron frequency. These two modes are shown to have equal but
opposite values of azimuthal wavenumber, consistent with m = ±1 azimuthally
propagating modes. Comparison to theoretical predictions suggests that the

frequency and azimuthal wavenumber of each mode is such that ion-cyclotron
damping was reduced below its zero-shear value.
Previously electrostatic ion-acoustic waves were observed to arise
spontaneously in the presence of small values ( vde ≤ vte ) of parallel electron-driftvelocity, and shear in the parallel ion-drift-velocity [Agrimson et al., 2001;

Teodorescu et al., 2002a]. Here, the growth rate and propagation characteristics of
the ion-acoustic waves are measured in the presence of a controllable density
gradient and in the presence of controllable ion-temperature anisotropy and
compared to predictions from theory [Gavrishchaka et al., 1998; Spangler, 2002].
The presence of a density gradient is shown experimentally to have a destabilizing
influence on the equilibrium and to cause the waves to propagate at a larger angle
relative to the magnetic-field direction. The presence of ion-temperature
anisotropy is shown to have the opposite effect and to decrease the growth rate of
the ion-acoustic wave.
The application of these results to observations in the ionosphere and
magnetosphere, where sheared flow, density gradients, ion-temperature
anisotropy and electrostatic waves are often simultaneously observed, is discussed
with emphasis on mode propagation characteristics needed for interpretation of
space observations.
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Caption

1.1

This data shows an example of structured perpendicular ion-flow observed
by the AE-D satellite at an altitude of approximately 400 km as it passed
through aurora. To put the flow velocity in context, the thermal speed for
0.2 eV oxygen ions is ~1000 m/s so the maximum drift velocity observed
is about twice the thermal speed. (Reprinted from Basu et al., 1984)

1.2

The top panel of this figure shows the parallel ion-energy as measured by
the FAST satellite at an altitude of approximately 4000 km. The lower
panel shows the normalized shear for hydrogen ions (left axis) and oxygen
ions (right axis). (Reprinted from Gavrishchaka et al., 2000)

1.3

The first and second panels show the parallel ion-drift velocity and
perpendicular ion-drift velocity, respectively, as observed by the DE 2
satellite. The structured flow observed after about 19:56 is a clear example
of the coexistence of shear in both the parallel and perpendicular ion-flow.
To put the flow velocity in context, the thermal speed for o.2 eV oxygen
ions is ~1000 m/s so the maximum velocity observed is about 1.5 v thi for
perpendicular drift velocity and 0.5 v thi for parallel drift velocity.
(Reprinted from Kivanc et al., 1999)

x

1.4

Arrangement for collection/injection optics and associated translation
staging for perpendicular LIF.

1.5

Top diagram shows full Zeeman split Grotrian diagram. The bottom left
(right) shows Grotrian diagram as applied to the parallel (perpendicular)
LIF measurements.

1.6

(a) Parallel LIF line-shape with all six sigma transitions present. (b)
Perpendicular LIF line-shape with all four pi transitions present.

1.7

Diagram of injection/translation optics for parallel LIF.

1.8

Schematic of the LIF parallel injection optics mounted on the vacuum
chamber (not to scale).

1.9

The theoretically predicted Zeeman splitting (solid line) agrees well with
the experimentally-measured values (asterisk). (file 8-10-04_1-30; 8-1104_1-13)

2.1

Normalized ion-drift V y / V E , for ion starting at rest, as a function of

normalized time Ωt for an adiabatic increase in electric-field strength with
polarization shift E0/(BΩ)= σ x { Ex } . Four lines are plotted for ions starting

xi

at (a) x=0, (b)

x = −σ x {E x } / 3 , (c)

x = −2σ x {E x } / 3 , and (d)

x = −σ x {E x } . Here ΩT=100 and (vy-<vy>)/(E/B)=0.008.

2.2

Increase in normalized gyration speed v ⊥ / V E as a function of 1 (TΩ)
where adjustable parameter T governs the rate of increase in electric-field
strength as E = E 0 tanh(t / T ) . The electric-field profile is the same as in
fig. 9 with initial conditions x = 0 and v x = v y = 0 .

2.3

Radial profile of Vy from the test-particle simulation. The solid line is the
ion-drift profile calculated from the first moment of the velocity
distribution function. The dashed line is the ion-drift profile as calculated
from fluid theory (dashed line) for a=0.2 cm, E0=100 V/m, B=0.2 Tesla,
Ti=0.2 eV and x0=1.0 cm. The ion species is, from top to bottom, Ba, Rb,
K, Na and Li for which ρi / σ x { Ex } is 1.58, 1.24, 0.84, 0.65 and 0.36
respectively.

2.4

Dependence on ρi / σ x { Ex } of (a) the ratio of the maximum ion drift speed
from simulation to the maximum ion drift speed calculated from fluid
theory and (b) the ratio σ x {Vy } / σ x { Ex } .
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2.5

Theory indicates that the mode frequency decreases due to Doppler
shifting, and growth rate increases, as the ion flow increases. For these
figures u=0.11, b=0.09, Vz,e=140vth,i, ρ i / σ r {E r } =0.25, VE×B=-0.5vth,i.

2.6

Theory indicates that increasing the electron drift relative to the ion drift
has a small effect on the growth rate and very little effect on the mode
frequency. For these figures u=0.11, b=0.09, ρ i / σ r {E r } =0.25, VE×B=0.5vth,i, Vθ,i=-0.25 vth,i, and ρ i / σ r {Vθ } =0.5.

2.7

The growth rate increases significantly as the ion-temperature anisotropy
is increased while the shift in mode frequency depends more on the details
of the flow profile. For these figures u=0.11, b=0.09, Vz,e=140vth,i,

ρ i / σ r {E r } =0.25, andVE×B=-0.5vth,i. The solid line corresponds to Vθ,i=0.5 vth,i, ρ i / σ r {Vθ } =0.25 while the dashed line corresponds to Vθ,i=-0.25

vth,i, ρ i / σ r {Vθ } =0.5.

2.8

Schematic diagram of the segmented disk electrode.

2.9

Radial profile of density, calculated from the ion-saturation current of a
Langmuir probe, in Na plasma.

xiii

2.10

Radial profile of inverse normalized density-gradient scale length ρi /Ln
(upper figure) as calculated from Fig 4.1 and electric-field amplitude
(lower figure) showing inhomogeneity scale length σ r { Er } .

2.11

Magnetic-field dependence of

σ r { Er } / ρi

(closed diamonds) and

l r {ni } / ρi (closed circles) in Na plasma. Dotted (solid) line represents

expected magnetic-field dependence if σ r { Er } ( l r {ni } ) were held
constant.

2.12

Magnetic-field dependence of σ r { Er } / ρi (diamonds) and σ r {Vθ } / ρi
(circles) for electric field generation by a positively biased electrode in
potassium plasma. σ r {Vθ } / ρi is calculated from the ion-drift profile
results obtained from the test-particle simulation.

2.13

Radial profiles of various azimuthal ion drifts in Ba plasma for (upper
plot) low electric field case (Emax=150 V/m) and (lower plot) high electric
field case (Emax=670 V/m). Here is shown LIF-measured drift (closed
circles), E×B drift (open diamonds), pressure gradient drift (open squares)
and the sum of E×B plus pressure gradient drift velocity (closed triangles).
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2.14

Comparison between LIF-measured drift profile (circles) and simulation
calculated drift profile (solid line) for (upper plot) profile from upper plot
of Fig. 2.13 and (lower plot) profile from lower plot of Fig. 2.13.

2.15

Comparison between ion density obtained from the ion saturation current
to a Langmuir probe (solid line) and the ion density calculated from
simulation for the case of Fig 2.13 (upper plot).

2.16

Electric-field and density profiles for B=4.1 kG, Vb=5 V and Va=(10 V
(downward triangles), 15 V (stars), 20 V (upward triangles), 25 V
(circles)) showing control over the electric-field magnitude and associated
FLR-induced density gradients.

2.17

Ion perpendicular-flow, perpendicular-temperature and parallel-flow
profiles from top to bottom respectively for case without waves. Here
B=3.6 kG, Va=5 V, Vb=20 V and Vnhp=5 V. (file 12-21-06_16&17)

2.18

Ion perpendicular-flow, perpendicular temperature and mode amplitude
radial profile for case with waves localized to the shear layer. Here B=3.6
kG, Va=5 V, Vb=20 V and Vnhp=3 V. (file 12-21-06_10)

xv

2.19

Ion perpendicular-flow, perpendicular temperature and mode amplitude
radial profile for case with waves localized to the entire current channel.
Here B=3.6 kG, Va=5 V, Vb=20 V and Vnhp=0 V. (file 12-21-06_12)

2.20

Comparison of the perpendicular shear for figure 10 (upper figure) and
figure 4.11 (lower figure) showing the difference between the two cases.
For Fig 4.10 the shear is equal, and opposite, on each side of the electricfield layer while for Fig 4.11 the shear is much smaller for r~0.6 cm due to
the fact that the flow is ‘solid-body’ like. Thus, the case associated with
Fig. 4.10 can be treated as a true flow layer while the second cannot. (file
12-21-06_10)

2.21

The ion perpendicular-velocity distribution-function associated with Fig.
2.19 (top figure) shows a pronounced asymmetry within and outside the
region of large shear. This tail on the distribution function is consistent
with the combined of wave-resonant ring particles and FLR effects. The
lower figure showing the raw laser-induced lineshape (dots), two Gaussian
velocity distributions, (dotted line), and fitted lineshape (solid line)
(middle figure) demonstrates the formation of a second population
associated with FLR effects. (upper plot from file 12-21-06_12)

xvi

2.22

Diagram showing geometry of gyro motion in a magnetic field directed
along the z-axis. Points a-d are initial starting points for analysis of ioncyclotron motion in an oscillating electric field E (t ) = E 0 cos(Ω i t ) yˆ .

2.23

Ion perpendicular velocity may initially increase or decrease, due to the
ion-cyclotron-resonant interaction, depending on the relative phase
between the ion gyro-motion and the wave. After many cyclotron periods
all ions are gaining energy.

2.24

The unenergized ion population (top) in the absence of waves, the
energized ion population (middle) in the presence of waves and the
coherent (wave-phase-specific) response of ion population as a function of

x and vy (bottom). The bottom figure shows the formation of a radially
accelerated ion population for a radially-outward electric field.

2.25

The instability frequency-spectrum (upper figure), azimuthal-wavenumber
spectrum (middle figure) and parallel wavenumber (lower figure) are
presented for the case associated with Fig 10. The upper two plots were
measured with a two-tipped probe at r=1.1 cm with the middle plot
indicating an azimuthal m=1 mode. (files 12-22-06_13-17)

2.26

Measurements for the time evolution of the LIF lineshape are shown for
four equally spaced temporal points for the case with B=4.1 kG, Va=5 V,

xvii

Vb=20 V and Vnhp=3 V. The measurement was taken at r=1.1 cm for the
case with the wave localized to the shear layer. (file 12-22-06_11)

2.27

Time evolution of the ion temperature (top figure) and ion drift (lower
figure) for Va=5 V and Vb=(10 V (circles), 15 V (upward triangles), 20 V
(stars), 25 V (downward triangles). The reduction in ion drift is consistent
with increased FLR effects associated with the increase in ion
temperature. (files 12-22-06_9-12)

2.28

Here is plotted the ion-density profile (top figure) at t=0 (circles) and t=1
ms (triangles) and the time evolution of the inverse density-gradient scale
length (lower figure) for B=4.1 kG, Va=5 V and Vb=(10 V (circles), 15 V
(triangles), 20 V (stars). (files 12-22-06_19-21)

2.29

Here is plotted the time evolution of the differential signal between two
azimuthally separated probe tips (top figure) upon application of a stepped
voltage to the hotplate. Plotting the absolute value of this signal, after
removal of the pulse artifact, and after averaging the ten realizations
produces the middle plot from which the growth and damping rates can be
obtained from an exponential fit to the data. The lower plot shows an
example of the exponential fit to the data.

xviii

2.30

The normalized fluctuation amplitude (dn/n) and normalized growth rate
are plotted versus electric-field peak magnitude. (file 12-26-06_3-12)

2.31

The perpendicular ion-temperature initially shows a quick increase with
normalized fluctuation amplitude which then increases more slowly as the
fluctuation amplitude is further increased. (file 12-22-06_2)

2.32

The theory-predicted frequency (solid line) and growth rate (dotted line),
plotted versus the ratio T⊥ / T|| , both increase as the perpendicular iontemperature is increased. The value of b was also increased consistent with
the temperature increase. These results support the idea that iontemperature anisotropy must be included in the theoretical analysis of
IEDDI.

2.33

Comparison of measured damping-rate versus perpendicular iontemperature (lower plot) and theory predicted damping rate versus
perpendicular ion-temperature (upper plot). Note that the magnitude of the
predicted damping is smaller than, in fact negligible to, that measured. The
discrepancy between measured and predicted values of the damping rate is
similar to that of the growth rate, however the trend of both measured and
predicted behavior match for the damping rate and the growth rate.

xix

2.34

Fig 2.34 These panels show the electric-field strength directed along
magnetic north (Meridinal E) and magnetic east (Zonal E). The upper
panel has a maximum inferred shear at ~276 s of 11 s-1 while the lower
panel has a maximum inferred shear at ~336 s of 25 s-1. (Reprinted from

Earl et al. 1989)

3.1

This plot shows that variations in Ti|| and Te|| alter the dispersion relation in
a similar way that depends on their ratio with increasing growth rate as
Te||/Ti|| increases. On the other hand, as the Ti⊥ increases the growth rate
decreases. The relevant parameters are Vz,e=60vth||i, Vd’=-0.5Ω, u=0.1,

b=0.0675 (except where T⊥i is varied) and an ion mass of 16amu.

3.2

Theory indicates that it is the ratio of parallel electron temperature to
parallel ion temperature that is responsible for the increase in the value of

u associated with the largest growth rate. All parameters kept the same as
in Fig. 2.8.

3.3

The top figure shows asymmetry in the parallel ion-drift profile for the
case where the ionizers are misaligned by ~3mm while the lower figure
shows a symmetric drift profile for the case with the ionizers aligned.

3.4

Radial profiles of perpendicular ion-drift (upper figure) and parallel iondrift (lower panel) show a small amount of perpendicular shear (<0.01 Ω )

xx

with a larger parallel shear (~0.08 Ω ). For this figure B=2.8 kG, Va=10 V
and Vb=20 V. (file 12-14-06_2)

3.5

The wave-frequency spectrum (upper figure) and azimuthal-wavenumber
spectrum (lower figure), measured at r=2cm, clearly show two azimuthally
counter-propagating modes with negative/positive m=1 azimuthal
wavenumber associated with frequency below/above the local cyclotron
frequency respectively. (file 9-29-06_5)

3.6

Measurement of the parallel wavenumber shows wave propagation in the
direction of the magnetic-field-aligned electron flow with wavelength
about twice the effective length of the plasma column for both features.
The circles/diamonds correspond to the mode above/below the cyclotron
frequency respectively. (file 12-14-06_2)

3.7

For larger values of electrode bias multiple harmonics of the ion cyclotron
instability are excited simultaneously where the upper figure shows recent
data and the lower figure shows previous data associated with Fig 31 of
Catalin Teodorescu’s dissertation. Both data sets were obtained for B=2
kG. (upper plot from file 9-26-06_7; Lower plot data are taken from same
data set as for Fig. 38 in Catalin Teodorescu’s dissertation.)

xxi

3.8

An important question to ask is, are the harmonics independently excited
modes or a manifestation of some departure of the waveform from a sine
wave. If the harmonics are not independent then they will be multiples of
the fundamental and there will be a constant phase relationship between
them. The upper plot shows the departure of each harmonic from the
associated multiple of the local cyclotron frequency as a function of
harmonic number. If all the points lie within the three lines then the
harmonics may be dependent. The lower plot shows the relative phasedifference between the first and second harmonics for 60 samples. The
random scatter of the phase difference indicates that they are independent.
Lower plot data are taken from same data set as for Fig. 38 in Catalin
Teodorescu’s dissertation.

3.9

This plot shows the frequency of the fundamental as a function of parallel
shear. The theory of SMIC does predict a real frequency above the local
ion-cyclotron frequency but it does not predict such a large shift in mode
frequency. Specifically, for the measured quantities the frequency shift
should be positive and less than 1% of the local ion-cyclotron frequency.
This figure is created from the same data set as Fig 37 in Catalin
Teodorescu’s dissertation. The data have been corrected for seasonaltemperature effects on the WVUQ solenoidal electromagnet’s current that
influence the magnetic-field strength. (file 4-27-06)
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3.10

The radial profile of parallel ion-drift (upper plot) is sheared with
maximum shear observed at r=3 cm as shown in the lower plot. (file 4-2106_6&8&10)

3.11

The radial profile of ion density shown in the upper plot has maximum
inverse gradient-scale length at r=4.1 cm. (file 2-21-06_1)

3.12

The frequency spectrum (upper plot) shows an instability at about 2.3 kHz
and the radial profile of fluctuation amplitude shows a peak magnitude at
r~3 cm consistent with a shear-driven wave. (file 4-21-06_3)

3.13

Measurements of the wave-number in the z=theta plane at r=1 cm
indicates azimuthal propagation consistent with m=1 (upper plot) for small
shear and m=4 (lower plot) for larger shear. (file 4-24-06_8&16)

3.14

Measurements of wave frequency, Doppler shifted into the ion frame,
versus shear indicated increasing frequency with increasing shear. (file 426-06_22)

3.15

The measured parallel wave-number (stars) is compared to theoretical
prediction (circles) based on all other measured quantities. All theoretical
predictions fall within the error bars for the measurement. (file 4-26-06_813)
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3.16

Measured growth rate (stars) increase with increasing shear as does the
predicted growth rate (circles) but theory predicts a significantly larger
increase. (file 4-27-06_10-20)

3.17

Inverse density gradient scale length versus radius for three different
biases applied to the north hotplate showing control over the local density
ate r=3 cm (i.e. region of largest shear). The south hotplate was biased –1
volt relative to the north hotplate for all data. The magnetic-field
magnitude is 1.2 kG for this and all subsequent data. The most precise
control over the magnitude of the density gradient occurs for VNHP
between 0 and –5 volts. (file 4-27-06_5&7&10)

3.18

The mode frequency decreases with decreasing inverse gradient scalelength magnitude. Note that, for small magnitude of density gradient, the
mode frequency approaches the frequency observed for SMIA in previous
experiments of Catalin Teodorescu. (file 4-26-06_2-6)

3.19

The measured parallel wavenumber (stars) decreases as the densitygradient scale-length is decreased in agreement with theory (circles). This
is likely due to the need for the wave to increase its phase velocity in order
to reduce ion Landau-damping as the free energy associated with the
density gradient is reduced and as the free energy associated with parallelvelocity shear is unchanged. Note that all theoretically predicted values for
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parallel wavenumber are within the error bars associated with the
measured values. (file 4-26-06_2-6)

3.20

The mode frequency increases with increasing shear amplitude. For this
case the local (within the shear layer at r=3 cm) inverse density-gradient
scale-length is –5 m-1 which is sufficiently small to make the shear is the
dominant free energy source. (file 4-27-06_2-7)

3.21

The parallel wavelength becomes more negative as the magnitude of the
shear is increased. This data is associated the same equilibrium conditions
as the figure 3.20. This trend is a bit curious since we would expect the
phase velocity to increase with increasing shear. The phase velocity does
decrease somewhat as shown in the next figure. (file 4-27-06_2-7)

3.22

The phase velocity does decrease with increasing shear but this is not very
important with regard to ion Landau-damping since the ions are drifting in
the opposite direction, relative to the wave propagation and electron drift,
at about 600 m/s. This amounts to a relative velocity of about 1400 m/s
which is enough to have a significantly reduced ion Landau-damping. The
160 m/s change in phase velocity is not expected to be very significant for
this case. (file 4-27-06_2-7)
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3.23

The measured parallel wavenumber (diamonds) increases with increasing
frequency and increasing shear (circles). The line represents the
theoretically predicted frequency based on the measured perpendicular and
parallel wavenumber and shear. (file 4-26-06_2-6)

3.24

The normalized growth-rate decreases with increasing ion-temperature
anisotropy. (file 10-10-07_1-7)

3.25

As ion-temperature anisotropy increases kz/kθ decreases which means the
mode is propagating increasingly perpendicular to the local magnetic field.
(file 10-10-07_9-14)

3.26

Measured growth rate (circles) appears to increase with increasing iontemperature anisotropy. Upright triangles represent theoretically predicted
growth rate based on all measured quantities while the upside-down
triangles represent theoretically predicted growth rate if only electron
temperature is varied.

3.27

The ion energy spectrum (a), the shear frequency in the ion drift (b),
transverse electric field (c), wave turbulence spectrum (d), time series of
the parallel electric field (e), and power spectrum from this time series (f)
observed by FAST satellite. (reproduced from Gavrishchaka et al. 2000)
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4.1

Shear in the parallel ion flow can have either a stabilizing or destabilizing
effect on the mode depending on the sign of the shear. Mode frequency is
seen to vary linearly with parallel shear. For these figures u=0.11, b=0.09,

Vz,e=140vth,i,

ρ i / σ r {E r } =0.5,

VE×B=-0.5vth,i,

Vθ,i=-0.25

vth,i,

and

ρ i / σ r {Vθ } =0.25.

4.2

Shear in the perpendicular ion flow has a destabilizing effect on the mode.
Mode frequency is seen to vary linearly with perpendicular shear. For
these figures u=0.11, b=0.09, Vz,e=140vth,i, V z',i = 0.5Ω , ρ i / σ r {E r } =0.5,
and ρ i / σ r {Vθ } =0.25.

4.3

Segmented ionizer consists of three concentric rhenium-coated, tungsten
segments supported at the end of a tantalum tube.

4.4

Plasma column is divided into a downstream region (segmented electronsource side of the mesh) and an upstream region (unsegmented ionizer
side of the mesh) by a negatively biased mesh.

4.5

Electric-field profiles (top) as calculated from the plasma-potential profile
measured with a floating emissive probe for a differential bias (E1-E2) of
0.5 V (short-dash line) -0.1 V (long-dash line) and -0.7 V (solid line). The
associated density profiles are shown in the bottom plot.

xxvii

4.6

Parallel ion-drift velocity profiles as measured with LIF (top) for the
outward-directed electric-field case associated with a differential bias of
0.5 V (stars) and for the inward-directed electric-field case associated with
a differential bias of -0.7 V (circles). The error-bar is representative of all
the data points. The bottom plot shows the corresponding perpendicular
ion-drift velocity profiles.
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I Introduction

I.A Plasma

The plasma studied in this dissertation consists of a collection of ions and
electrons of approximately equal density such that the plasma is considered quasi-neutral.
The electric potential created by a point charge submersed within this plasma, in the
absence of a magnetic field, would be shielded from the rest of the plasma with the
electric potential falling to 1/e of its maximum within a Debye length
1

⎛ε k T ⎞ 2
λ D = ⎜ 0 B2 e ⎟ ,
⎝ ne ⎠

(1.1)

where ε 0 is the permittivity of free space, k B is Boltzman’s constant, Te is the electron
temperature, n is the plasma density, and e is the electron charge. Using the concept of
Debye length, one can define a ‘sphere of influence’ outside of which the charge of a
particle has little direct influence on the rest of the plasma. The criterion for a gas of
charged particles to be plasma is that there be many particles within a sphere with radius

λ D . If this criterion is met collective motion will be possible. The collective motion of
plasma can make the plasma equilibrium conditions stable or unstable. For instance,
plasma may contain a relative drift velocity between the electrons and ions, anisotropy,
and/or gradients in plasma density, plasma potential, and plasma drift velocity. The
situation where plasma is anisotropic and inhomogeneous will be the focus of this
dissertation.
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Addition of a background magnetic field acts to constrain plasma to flow along
the magnetic-field direction and introduces a natural orientation with which to define
anisotropy. For example, perpendicular and parallel are relative to the magnetic-field
direction. Both the direction of plasma flow and the direction of wave propagation will be
expressed by their perpendicular and parallel components throughout the rest of this
dissertation. Inhomogeneity in perpendicular ion flow is related to inhomogeneity in
plasma density and electric potential and is governed by the collisionless Boltzman
equation
∂f
q
(E + v × B ) • ∂f = 0 ,
+ (v • ∇ ) f +
∂t
mi
∂v

(1.2)

where mi is the ion mass, v is the velocity vector, q is the ion charge, E is the electric
field, B is the magnetic field and f is the ion-velocity distribution function. To connect
this to fluid-theory descriptions of plasma flow, the first moment is taken of equation 1.2,
the details of which can be found in any introductory plasma-physics textbook, which
results in the fluid equation of motion
⎡ ∂u
⎤
nmi ⎢ + (u • ∇ )u⎥ = qn (E + u × B ) − ∇p,
t
∂
⎣
⎦

(1.3)

where n is the ion density, u is the ion drift velocity, and p is the plasma pressure. The ion
drifts predicted by equation 1.3, in rectangular geometry, are the E × B drift velocity

E × B / B 2 and the diamagnetic drift velocity −∇p × B /(qnB 2 ) . For cylindrical geometry
the presence of a radial electric field leads to azimuthal E × B drift velocity given by
Vθ =

rΩ i
2

⎡
4 E r (r ) ⎤
− 1⎥ ,
⎢ 1+
rB z Ω i
⎢⎣
⎥⎦

2

(1.4)

where r is the radial position and Ω i is the ion gyrofrequency. From equation 1.4 we see
that if the parameter

4 E r (r )
<< 1 then cylindrical effects are ignorable and the E × B
rB z Ω i

drift velocity is the same as in rectangular geometry. This parameter will be important
latter in order to justify the application of theories formulated in rectangular geometry to
experiments conducted in cylindrical geometry.
An inhomogeneous perpendicular electric field profile leads to a sheared E×B
drift-velocity profile while an inhomogeneous pressure gradient results in a sheared
diamagnetic drift-velocity profile. There is a difference in how these two types of ion
drift enter into the theory of plasma equilibrium and stability. In the case of E×B drift
velocity the ions are actually translating along the E×B direction while diamagnetic drift
velocity is not associated with any net translation of the ions although both are detected
as drifts in LIF (laser-induced-fluorescence) measurements. This distinction is important
when evaluating Doppler shifts in the ion frame of reference since diamagnetic drifts are
not associated with Doppler shifts i.e. the gyro-averaged ion rest frame is the lab frame of
reference for diamagnetic drift velocity. Thus, while diamagnetic ion drift velocity may
have a stabilizing destabilizing influence on plasma stability, it enters into the theory in a
different way than E×B drift velocity in that it does not contribute to a Doppler shift in
wave frequency between the ion rest and laboratory frames of reference.
The finite-Larmor-radius (FLR) effects on the ion flow must be included when
calculating ion-flow profiles from inhomogeneous, perpendicular electric-field structures.
When the scale of the electric-field inhomogeneity or density-gradient inhomogeneity is
comparable to the ion gyroradius the ions do not spend their entire orbit within the
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density/potential gradient region and the ion-flow profile and the electric-field or densitygradient profile will not match. Also, an ion that enters the electric-field structure
adiabatically (i.e. the increase in the electric-field strength is slow compared to an ion
gyro-period

1
E
>>
) will behave differently than an ion that enters the same
dE
Ωi
dt

electric-field structure non-adiabatically i.e.

1
E
≤
. It will be shown in the theory
dE
Ωi
dt

section that a non-adiabatic increase in electric-field strength results in an increase in
perpendicular oscillatory-energy that increases for faster onset of electric-field strength.
The effect this has on the development of ion drift-velocity profile will be addressed in
both the theory and experimental results sections of chapter 2.
In contrast to spatial Inhomogeneity in the perpendicular ion-drift-velocity profile,
spatial inhomogeneity in the parallel ion-drift-velocity profile does not have the
complication of a diamagnetic equivalent. All parallel drifts result in a Doppler shift
between the ion rest frame and laboratory rest frames. Parallel drifts, however, have the
complication that knowledge of the drift-velocity profile is not derivable from particleflux averaged measurements of plasma-equilibrium quantities. Experimentalists often
calculate the ion parallel drift-velocity profile from measurements that do not contain
isolated velocity-space information and only give the flux-averaged drift velocity (i.e.
using Mach probes, energy analyzers and average ion currents collected by electrodes).
To illustrate the importance of having detailed velocity-space information [Koepke et al,
2002], consider a mono-energetic ion-beam in plasma with a stationary ion population.
Evaluation of the fluid-drift velocity will result in an inhomogeneous (i.e. sheared) ion
flow-profile that depends on the density profile of the ion beam even though neither ion
4

population contains shear flow. This equilibrium may be unstable to beam-driven
instabilities but not necessarily shear-driven instabilities. Thus, it is necessary to
introduce two types of parallel shear. There is fluid shear, for which any cross-flow
variation in the fluid-drift velocity constitutes sheared flow. Then there is kinetic shear,
for sheared flow requires cross-flow variation in the drift velocity of an individual ion
population. To further illustrate this point, consider the following two ion-velocity
distribution functions
⎛ − m(v + v0 tanh( x)) 2 ⎞
⎟⎟ and
f A ( x, v) = A exp⎜⎜
2k BT
⎠
⎝
f B ( x, v ) =

(1.5)

⎛ − m(v + v0 ) 2 ⎞
⎛ − m(v − v0 ) 2 ⎞ A
A
⎟⎟, (1.6)
⎟⎟ + (1 + tanh( x)) exp⎜⎜
(1 − tanh( x)) exp⎜⎜
2
2k BT
2k BT
⎠
⎠ 2
⎝
⎝
3

⎛ m ⎞ 2
⎟⎟ , the magnetic field is along z, T is the parallel ion-temperature
where A = n⎜⎜
⎝ 2πk B T ⎠
and kB is the Boltzmann constant. The flux-averaged drift-velocity profile u( x ) is
calculated from the first-order moment of the velocity-distribution function

u (x ) =

1 ∞
vf A, B ( x, v )dv = v0 tanh( x),
n ∫− ∞

(1.7)

and gives the same result for both distribution functions. Thus, a fluid treatment of the
stability of these two equilibrium flow profiles would yield the same result while a
kinetic approach would result in some important differences. The main difference is
observed in the Vlasov equation for which the spatial dependence of the term with

∂f
∂v

(usually associated with ion Landau-damping in stability analysis) would be quite
different for the two cases. Therefore, an instability predicted for this equilibrium based
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on fluid theory will result in the same prediction for both cases, but will miss the
important kinetic effects that will be inherently different for the two cases. Note that
perpendicular to the magnetic field fluid and kinetic shear are identical. This is due to the
constraint of the magnetic field that does not allow free streaming of charged particles in
the perpendicular direction. Perpendicular drift requires the presence of a second force, in
addition to the magnetic force, such as an electric field or pressure gradient whereas we
have not even spoken of the forces leading to the parallel ion-flows. The possible origins
of structured parallel ion-flows will be discussed in the following sections.

I.B Plasma in the laboratory and geospace
Magnetized plasmas in both space and laboratories exhibit a variety of structured
ion flows both parallel (D’Angelo et al., 1974; Potemra et al., 1978; Ergun et al, 1998;
McFadden et al., 1998; Gavrishchaka et al., 2000; Koepke et al., 2003] and
perpendicular [Kintner et al., 1976; Kelley and Carlson, 1977; Earle et al., 1989; Moore
et al., 1996; Pietrowski et al., 1999; Kintner et al., 2000; Hamrin et al., 2001] to the local
magnetic-field direction. In laboratory devices, structured ion flow is generated and
controlled by creating the necessary boundary conditions within and around the plasma,
the description of which will be discussed in detail in chapters 2 and 3. However, in
geospace, experimentalists have no way of controlling the plasma environment. This
adversely affects the ability to obtain reproducible results. Space plasma has an unlimited
range of phenomena and, therefore, exhibits characteristics that are hard to produce
within the constraints inherent in laboratory experiments. However, laboratory
experiments are very useful for investigating limited aspects of the effect sheared flows
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have on a variety of plasma instabilities that are relevant to space-plasma observations, if
certain criteria are met.
The criterion that must be met for a laboratory experiment to be applicable to the
geospace environment depends on a match of the dimensionless parameters connect the
prediction to the observation. Thus, the dimensionless parameters influence the design of
the experiment and its interpretation in the space context. This can seem difficult given
the vast differences between the unnormalized plasma parameter values in the laboratory
plasma and in space plasma [Koepke et al., 2008]. Space plasmas are generally several
orders of magnitude less dense, spatial scales are vastly larger, and magnetic-field
strengths are much smaller than found in laboratory plasma. However, when normalized
to an ion gyroradius or Debye length, as appropriate, the normalized spatial scales
observed in space plasma can be approximated in a laboratory. Comparison of the
parameters characterizing a Q machine barium plasma are compared in Table 1 to typical
parameters associated with the E and F regions of the ionosphere. Also, space plasma is
generally collisionless, except for the lower altitudes (e.g. D region) of the ionosphere,
and this collisionless condition can be difficult to obtain in many laboratory plasma
devices.
Several experimental devices are suitable for studying the effect of sheared iondrift velocity as applied to the geospace environment. Q machines [Rynn and D’Angelo,
1960] have been applied to this area of research at the University of California, Irvine
[Rynn et al., 1974; Correll et al., 1995; McWilliams and Koslover, 1987], West Virginia
University [Koepke et al., 1999; Koepke et al., 2002], and the University of Iowa
[Agrimson et al., 2001]. The Q machine generates plasma via contact ionization of alkali-
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metal vapor on a hot (~2000 K) tungsten plate, the details of which will be presented in
the diagnostics section. This method of generating plasma has the advantage of being
able to produce plasma without the need for particle collisions. Thus, Q machines can
independently control both plasma density and neutral density allowing for the
exploration of phenomena related to either the lower and upper ionosphere. Other devices
that have been applied to the stability of sheared drift velocity in space-like-plasma
include the space chamber at Naval Research Laboratories in Washington DC [Amatucci
et al, 1998], the LArge Plasma Device (LAPD) at UCLA [Gekelman et al., 1991].
Inhomogeneity in ion-drift-velocity profiles can have either a stabilizing or
destabilizing influence on plasma. In fusion devices, the decorrelation of drift waves by
sheared plasma drift velocity has been invoked to explain the transition to higherconfinement modes of operation [Burrell et al., 1994] while in many laboratory and
space observations shear is responsible for plasma instability [D’Angelo and Goeler;
1966; Jassby, 1972; Basu et al., 1988; Koepke and Amatucci, 1992; Kintner et al., 1992;
Amatucci et al, 1996; Kaneko et al., 2002; Teodorescu et al., 2002].
In the auroral region of the ionosphere, structured plasma drift-velocity profile in
both the perpendicular and parallel directions have been observed for ions. Perpendicular
drift velocity observed in space is associated with co-localized perpendicular electricfield structures. Parallel drift velocity is often associated with a localized parallel electricfield structure; however, this electric-field structure is not necessarily co-located with the
observed parallel drift. The structure associated with electric-field layers has been shown
to have scale sizes (i.e. spatial extent) spanning the range from 100 kilometers to a few
hundreds of meters [Earle et al., 1989]. The scale size of a drift-velocity layer is
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quantified as the half-width-at-half-maximum of the drift-velocity profile. The smallest
scale size of the perpendicular electric-field structures is on the order of the local iongyroradius. For scale sizes on the order of the local ion-gyroradius, finite-Larmor-radius
(FLR) effects become important when calculating the resultant ion-drift-velocity profile
[Reynolds et al., 2006].
An example of structured perpendicular ion-drift velocity observed in geospace
[Basu et al., 1984] is shown in Fig 1.1 as observed by the AE-D satellite at an altitude of
400 km. The drift-velocity layer observed between 14:02:30 and 14:03:30 has spatial
extent of ~400 km, which is much larger than the local oxygen gyroradius of 3.5 m
(B=47μT), and a peak magnitude twice the oxygen thermal speed. The shear associated
with this drift-velocity structure is small ~0.04 s-1 =1.4×10-4Ω. However, even this small
amount of shear will lower the electron-drift-velocity threshold for excitation of ioncyclotron waves based on the inhomogeneous-energy-density driven instability as
described in chapter two of this dissertation. In chapter two we will focus on a couple
cases with larger shear for which the destabilizing effect of the shear is much more
pronounced.
An example of structured parallel ion-drift velocity observed in geospace
[Gavrishchaka et al., 2000] is shown in Fig 1.2 as observed by the FAST satellite at an
altitude of 4000 km. The average field-aligned energy is given by the solid line in the
upper panel while the lower panel shows the associated shear normalized to the local
hydrogen-ion cyclotron frequency. In their paper, the shear observed in the parallel iondrift velocity is sufficient to explain the observed waves at multiple harmonics of the ion-
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cyclotron frequency based on the shear-modified ion-cyclotron instability theory
described in chapter three of this dissertation.
An example of a combination of parallel-velocity and perpendicular-velocity
shear [Kivanc et al., 1999] is shown in Fig. 1.3 as observed by the DE 2 satellite at an
altitude of 700 km. The structure observed just prior to 19:57 is associated with
perpendicular-velocity shear of -0.26 s-1 = -1×10-3Ω and parallel-velocity shear of ~0.1 s-1
= 3.8×10-4Ω. The localization of the perpendicular-velocity shear is on the order of 10km
which is much larger than the local oxygen gyroradius of ~4m. In chapter four we
address this situation and show that the perpendicular-velocity shear destabilizes the
plasma to ion-cyclotron waves while the parallel-velocity shear can have either a
stabilizing or destabilizing influence depending on the relative sign. For the case
presented here we would expect the parallel-velocity shear to have a destabilizing
influence.
The effect that inhomogeneous ion-drifts have on local plasma stability and
subsequent evolution of the plasma equilibrium has been the subject of many recent
papers. Perpendicular acceleration and subsequent outward drift of oxygen ions are
observed in the auroral zone and are associated with broadband, extremely low frequency
waves [Moore et al, 1986 and 1996; Kintner et al., 1996; Knudsen et al., 1998; Lynch et
al., 1996; Bonnell et al., 1996]. These waves are characterized by a broad frequency
spectrum from a few Hertz to a few hundred Hertz and a broad spectrum of parallel and
perpendicular wavelengths. The broadband waves are believed responsible for the
perpendicular energization through wave-particle interactions. This perpendicular
energization then causes ions to drift along the magnetic-field lines, due to magnetic-
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mirror forces, to higher altitudes and out into the magnetosphere [Kintner, 1992]. This
particular ion drift velocity is characterized by a conical ion-velocity distribution i.e. a
distribution of particle velocities where the particles with larger perpendicular velocities
tend to have larger parallel-drift velocity. Understanding the energization mechanism
responsible for this phenomenon continues to be an area of active research.

I.C Plasma diagnostics
In this section, the diagnostics used to measure the plasma equilibrium and
plasma instabilities will be described.

I.C.1 Laser induced fluorescent diagnostic
To measure the details of the ion-velocity distribution function f ( x, y, vx , v y , t ) the
method of LIF measurement of the ion-velocity distribution function, as developed at the
University of California, Irvine [Hill et al., 1983], is adopted. This technique, used by the
University of California, Irvine for time resolved phase-space measurements
[McWilliams et al., 1986; Bachet et al., 1998], single point measurements [Bowles et al.,
1992] and optical tagging [Stern et al., 1981] (diffusion measurements), provides high
spatial resolution on the order of 1mm, which is necessary for measuring sheared iondrifts which often exhibit structure with scale sizes on the order of several millimeters
[Koepke et al., 2002]. This diagnostic technique has the advantage of being nonperturbing to the plasma drift-velocity profile and wave dynamics.
Although most alkali metal vapor can be ionized by contact ionization with a
sufficiently hot tungsten plate, the singly-ionized barium ion is the only singly-ionized
11

alkali-metal ion having optical transitions accessible to commercially available, narrowband laser systems [Hill, 1983]. Two choices of ring-dye laser system are applicable to
the pumping of barium-ion optical transitions depending upon the transition desired. The
ground state (6S1/2) can be pumped to the 6P1/2 or 6P3/2 excited states with associated
wavelengths of 493.4 and 455.5 nm, respectively. This requires the use of Coumarin 102
dye as the lasing medium and a krypton-ion laser for pumping the dye. On the other hand,
barium ions have two metastable states 5D5/2 and 5D3/2, which can be pumped to the 6P3/2
excited state with wavelengths 614.2 and 585.5 nm, respectively and the 6P1/2 excited
state with associated wavelengths 549.9 and 649.7 nm, respectively. At a typical Qmachine hotplate temperature of ~2000 K the relative population densities of these two
metastable states are 8 and 12 percent, respectively. The 585.5 nm transition, between
5D3/2 and 6P3/2, is accessible through the use of Rhodamine 6G/LC 5900 dye with an
argon ion laser as the dye pump. This transition is also accessible through the use of
Coumarin dye but at much reduced narrow-band laser output power as compared with
Rhodamine dye at the same pump-laser power. Output power from the ring-dye laser is
important due to the low signal to noise ratio of the fluorescent output which requires the
use of a mechanical chopper (at the laser output), or an acoustic-optical modulator, and a
lock-in amplifier to obtain a good measurement.

I.C.1.i Physical setup for measurement
To obtain the perpendicular ion-drift-velocity profile, the injection/collection
optical assembly shown in Fig. 1.4 is designed to measure F(x,y,vy) with the ability to
scan in the two dimensions (x,y) perpendicular to the magnetic field. The injection beam
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is collimated to a diameter of 1 mm. The collection optics focus the resultant fluorescent
light into a fiber optic cable with a 200-micron diameter, which corresponds to a 1.5-mmdiameter image at the laser beam location resulting in a 1-mm-OD wide, 1.5 mm long
cylindrical interrogation volume. The fiber optic cable guides the fluorescent signal to a
photo-multiplier tube and the output signal is fed into a Stanford Research SR830 lock-in
amplifier. When translating along the x-axis, the beam and collection optics move
together. When translating along the y-axis, the injection optics remain stationary while
the collection optics moves along the beam. Generally this arrangement would lead to ten
fluorescent lines (four pi and six sigma) due to Zeeman splitting of the energy levels, as
shown in the Grotrian diagram in Fig. 1.5. To reduce the number of fluorescent lines, the
laser is polarized parallel to the magnetic field so that only the four pi transitions are
pumped. A polarizer in the collection optics is aligned with the magnetic field, allowing
only pi fluorescent transitions to be observed. Since the outer two decay transitions can
only decay via sigma transitions, the associated fluorescence is blocked and only the
inner two lines are observed. Doppler broadening of these lines leads to significant
overlapping. To recover the distribution function, the Zeeman splitting of the lines is
measured as a function of magnetic-field strength. To measure the splitting magnitude,
the LIF line-shape is obtained in the presence of elevated helium neutral pressure
[Koepke et al., 2002], which decreases the ion temperature (Doppler broadening) to the
point where the lines no longer overlap significantly as shown in Fig. 1.6(b) where all 4
transitions are shown. Knowledge of this splitting allows accurate fitting of an
appropriately split distribution function to the raw data as discussed below.
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The injection optical assembly for measuring parallel LIF (shown in Fig. 1.7) is
also set up for two dimensional (in x,y) translation. To measure the parallel-velocitydistribution function of the ions, the injection and collection optics need to be calibrated
to track together. The parallel injection optical assembly is mounted on an OptoSigma, 2axis goniometer, which translates in the spherical coordinates φ and θ at an effective
radius of 6.5 cm. A mirror is mounted internal to the vacuum chamber at the focus of the
goniometer and at 45 degrees to the magnetic field such that the laser beam is reflected
down the length of the vacuum chamber in the negative z direction, as shown in Fig 1.8.
Translation of the goniometer along φ, or θ, in this arrangement results in translation of
the laser beam (at the collection optics) along x or y, respectively. The laser beam is
unpolarized, thus all six sigma lines fluoresce (circular polarization of the laser would
eliminate three of the sigma lines).
The collection optics remain oriented the same as described above so only pi
decay transitions are observed. The only change to the collection optics is the use of a
fiber optic cable with a 0.6 mm core diameter, which increases the fluorescence signal
and decreases the spatial resolution of the collection optics to an image spot with 4.5 mm
diameter. The laser beam has a diameter of 1 mm at the collection optics axial location
resulting in a cylindrical interrogation volume 4.5 mm long by 1 mm in diameter. The
ion-parallel-velocity distribution function has at most a weak dependence on axial
position thus the spatial resolution in the x-y plane is 1 mm2 and the 4.5 mm of LIF
collection along z serves only to increase the signal strength. Since the outer-two decay
transitions can only decay via sigma transitions, only 4 transitions are observed. Once
again there is significant overlap of the Doppler broadened lines so we follow the same
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procedure of neutral-helium cooling of the barium plasma as mentioned above resulting
in the line-shape shown in Fig. 1.6a where again all 6 possible transitions are shown.
Repeating this measurement as a function of magnetic field gives the magnitude of the
inner lines relative to the outer lines and the Zeeman splitting as a function of magnetic
field. With this knowledge, a suitably split and weighted velocity-distribution function
can be accurately fit to the measured line-shape in cases where overlap of the lines is
significant.
Along with Zeeman splitting, other line broadening and splitting mechanisms
must be evaluated. There is hyper-fine splitting due to the interaction of the electron spin
with the spin associated with the nucleus. Luckily only 20% of naturally occurring
barium is of the odd isotope, having a non-zero nuclear magnetic moment, and thus the
hyperfine splitting of the odd isotopes is relatively small (~112 MHz [Hill, 1983]) for
barium ions in the 5D3/2 metastable state. This is due to the fact that D orbitals, on
average, keep the electron significantly further away from the nucleus than s orbitals and
therefore have a relatively weak interaction with the magnetic moment of the nucleus.
For these reasons hyperfine splitting can be neglected in the analysis of the LIF lineshape. If the ground state of a barium ion were pumped, the hyper-fine splitting would be
significant and would have to enter into the analysis. Other mechanisms that must be
considered are Stark broadening and power broadening.
The additional splitting of the energy levels due to the Stark effect comes into
play in two ways. First, the cumulative effect of the “micro” electric fields due to the
interaction of the charged particles (which is related to collisionality and is often referred
to as pressure broadening) broadens the spectral lines. Second, when sufficiently large
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external electric-fields are present at the measurement location, the spectral lines are split
with magnitude δν , relative to Zeeman splitting, given by [Stern, 1985]

δν ≅ 1.37

n p (n1 − n2 )E
mgB

,

(1.7)

where np is the principle quantum number, n1 and n2 are the parabolic quantum numbers,
E is the electric field in V/cm, m is the magnetic quantum number, g is the Lande g factor
and B is the magnetic-field strength in Gauss. For an upper estimate of the relative
importance of Stark splitting the upper limit is taken for the WVUQ of E=10 V/cm,
B=4100 G, np(n1-n2)=15, g=5/4 and m=1/2 which gives δν ≅ 3 × 10 −5 GHz. The
cumulative effects of the “micro” electric-fields are even smaller since the average
“micro” electric-field E m is limited by the ion temperature to E m ≈ kTe / e << 10V / m .
Thus, the Stark effect has negligible influence on the electron transitions in the WVUQ.
Power broadening can also be neglected due to the fact that neither the stimulated
emission rate, nor the absorption rate, is larger than the spontaneous emission rate of the
observed line. The validity of neglecting power broadening was further verified by
measuring the ion temperature versus laser power. No change in measured ion
temperature was observed so no power broadening was evident.

I.C.1.ii Extracting the distribution function

The Zeeman splitting can be calculated for a given magnetic-field strength from
quantum mechanics as

δv = μ B (g i mi − g f m f )B ,
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(1.8)

where δν is the frequency shift, μB is the Bohr magneton, B is the magnetic field strength,
mi,f is the magnetic quantum number for the initial/final state and
g i, f = 1 +

ji , f ( ji , f + 1) + s (s + 1) − l i , f (li , f + 1)
2 ji , f ( ji , f + 1)

,

(1.9)

where ji,f, li,f and s are the total angular momentum, orbital angular momentum and
electron spin associated with the initial/final electron states. To validate the use of this
quantum calculation for Zeeman splitting in the experiment, the Zeeman splitting
measurements previously mentioned are compared to the quantum prediction of equation
(1.9). The Zeeman splitting measurement (for the inner pi lines) is shown in Fig. 1.9 in
comparison to the quantum mechanical prediction for the splitting. The close agreement
between theory and measurement gives confidence in the direct application of equation
(1.9) to calculate the Zeeman splitting for a given magnetic field in the experiment. The
Zeeman splitting measurements of the sigma lines, in the parallel LIF configuration,
show equally good agreement with theory (not shown here). However, for parallel LIF
the measured value for the relative magnitude of the inner transitions to the outer
transitions must still be used to analyze the LIF lineshape.
Two techniques for extracting the ion-velocity distribution function have been
developed at WVU. The first assumes a known functional form of the distribution of ion
velocities. In this case a Gaussian function is Zeeman split and weighted according to the
measured splitting parameters and a chi squared fit to the measured LIF data is performed
with amplitude, temperature and drift velocity as the fitting parameters. This technique
has the disadvantage of assuming a functional form for the distribution function in which
case non-Gaussian features are missed. A more general way of extracting the distribution
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function without making any assumptions about the functional form uses the following
series [Koslover et. al., 1996]
N

N

N

N

i=1

i=1 j=1

N

N

f (v) = F(v) − ∑ AF
i (v − vi ) + ∑∑ AAF
i j (v − vi − vj ) − ∑∑∑ AA
i j Ak F(v − vi − vj − vk ) + ... , (1.10)
i=1 j=1 k=1

where F(v) is the measured fluorescence, N+1 is the number of transitions, Ai is the
relative amplitude of the ith transition with relative separation in velocity space vi. Note
that the spatial dependence has been dropped from F(v) since the x-y dependence does
not enter into this procedure. Often this sum must be carried out to 10 or more terms
making the calculation of the series unwieldy. For the LIF setup N=1 for perpendicular
injection and N=3 for parallel injection. For N=1 the above series simplifies to
∞

f (ν ) = ∑ (−1) j F (ν − jν j ) ,

(1.11)

j =0

where vi is the Zeeman splitting in velocity space as calculated from equation 1.9. For the
case where N=3 the series is a bit more complicated. The series for N=3 can be simplified
by realizing that the value of the arguments in the summations of equation 1.10 are
independent of permutations of the indexes allowing the sum to be written as
m

j

j−n

f (v) = F (v) + lim∑∑∑ (−1) j
m→∞ j=1 n =0 m=0

j!
A1n A2m A3( j-n-m) F (v − nv1 − mv2 − (j − n − m)v3 ) ,
n!m!(j-n-m)!

(1.12)

where the ratio of factorials counts the number of permutations, j is the order, n and m
sum over all the combinations. Of course in practice the above sums cannot be carried out
to infinity but must be truncated at some finite value. The minimum order jmin to which
the sum must be carried out depends on the ratio vthi/νi where νi is the Zeeman splitting of
the ith transition and vthi is the ion thermal speed. The larger this ratio is, the larger the
value of jmin necessary for the sum to converge.
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I.C.2 Electrostatic probes
In this section the techniques used to obtain equilibrium and wave data from
electrostatic Langmuir probes will be described.

I.C.2.i Langmuir probes
Measurements of plasma parameters such as plasma density, electric potential and
electron temperature are most often made by analyzing the I-V characteristic of a sweptbias Langmuir probe. There are two types of Langmuir probes used in the WVUQ. The
first is a simple wire-tip Langmuir probe which uses a 0.5 mm diameter wire protruding
from a 0.6 mm ID by 1 mm OD alumina-tubing insulator. The second type is called a
“halo” probe [Koepke et al., 1999] and is fabricated from 1 mm diameter hypodermic
tubing. The tubing is cut such that a 1 mm long section of the tube is held to the rest of
the tubing by a skinny stalk protruding from a 1.1 mm ID by 1.5 mm OD alumina-tubing
insulator.
The primary reason for using Langmuir probes is simplicity in the design and
application. However, theory for current collected by Langmuir probes is complicated.
For example, if the plasma is confined by a magnetic field, subject to collisions, or the
probe is larger that a Debye length, then the equations representing collection of ions and
electrons become unwieldy. These complications limit the ability to determine absolute
plasma density. Fortunately, most instabilities of interest are at most weakly dependent
on the absolute density and depend more on the density-gradient scale length. Density-
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gradient scale length can be measured with better accuracy than can absolute density
since normalizing to the measured density eliminates any deviation from the absolute
density.
In the WVUQ plasma the probe size is larger than a Debye length and this
represents a complication in the modeling of the current-voltage relationship. For probes
smaller than a Debye length, Laframboise and Parker [1973] have characterized the
sheath expansion for cylindrical and spherical probes, collecting ion current, based on
orbit-limited theory. For our large-probes case, the sheath expansion is qualitatively
similar in that it depends on the probe bias, relative to the space potential, to some power
γ whose value lies between zero and one. This leads to the use of a generalized form of
their model where γ is left unspecified. The following expression is adopted which is a
good representation of the I-V characteristic from the ion saturation current up to the
plasma potential
− neA ⎛ kTi
⎜
I=
2π ⎜⎝ mi

⎞
⎟⎟
⎠

1

2

⎛ q (φ p − φ ) ⎞
neA ⎛ kTe
⎜⎜
⎟⎟ +
⎜⎜
kT
2
π
i
⎝
⎠
⎝ me
γ

⎞ 2
⎛ e(φ − φ p ) ⎞
⎟⎟ exp⎜⎜
⎟⎟ ,
kT
e
⎠
⎝
⎠
1

(1.13)

where n is the plasma density, q is the elemental electron charge, A is the probe surface
area as projected along the magnetic-field direction, k is Boltzman’s constant, mi and me
are the ion and electron mass, Ti and Te are the ion and electron temperature, φ is the
probe bias and φp is the space potential. Interpreting our probe data with this model will
introduce significant error especially in determining the absolute value of density. The
above equation is derived from orbit-limited probe theory in unmagnetized plasma and
generalized with respect to the probe geometry. The power of γ that operates on the ion
collection bias dependence depends upon probe geometry. For a planar probe smaller
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than a Debye length this factor is zero, for a cylindrical probe smaller than a Debye
length it is ½ and for a spherical probe smaller than a Debye length it is unity. For alkali
plasma with the halo and wire tip probes that are used, it is not clear which geometry is
applicable. Thus, we choose to keep it general for now and evaluate it later. It is shown in
appendix 1 that the power γ that best represents the ion saturation current is always
between 0.5 and 1. One can interpret this observation to imply that the probe geometry is
described by a combination of spherical and cylindrical effects. A limitation to using this
model is the validity criterion that any electron drift velocity present in the experiment
must be smaller than the electron thermal speed [Sheridan et. al., 1994]. Measurements
of the electron drift velocity both by use of a single-sided (mach) probe and by estimate
from the current density to the electrodes that generate the drift indicate that the electron
drift velocity never exceeds ~20% of the electron thermal speed.
To find the plasma density and electron temperature, equation 1.13 is fit to the I-V
characteristic taken from a swept Langmuir probe. This is done for an I-V probe
characteristic trace obtained at a known location in the plasma column. To measure the
radial density profile, the ion saturation current is measured at a fixed probe bias relative
to the probe floating potential as a function of radius. The important point here is to make
sure that the probe bias relative to the floating potential is many times kTe/e to make sure
there is no electron contribution to the current. Five volts is more than sufficient to
achieve this.
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I.C.2.ii Single-sided probes
Measurement of the radial profile of magnetic-field aligned electron drift velocity
is important to the interpretation of plasma stability. This measurement is made in two
ways. If the electron drift velocity is being generated by a positively biased single-sided
electrode, and the termination plate behind it is floating (as is usually the case), then a
measurement of the current drawn to the electrode can be used to calculate the average
current density being drawn to the electrode. Then, with knowledge of the plasma density
and use of the continuity equation, the average electron drift velocity can be estimated.
Use of a single-sided probe allows the radial profile of electron drift velocity to be
measured. Except for the tip that collects the electrons, which is blocked except for a
small fraction of its surface this probe design is similar to the “halo” tip Langmuir probe
described earlier as it is made from the same hypodermic tubing and alumina tubing. The
difference is that the alumina tubing is closed at the end and a 1 mm2 window is cut into
the side of the alumina near the tube end, exposing the metal tubing within.If the probe is
inserted into the plasma and the window is facing up or down the magnetic field, the
probe will only collect current through the window. To measure the profile of electron
drift velocity, the probe is biased positive (usually ~ 10 volts) to collect only electrons
and the electron current is measured as a function of radius for the probe facing upstream
and downstream. The radial profile of electron drift velocity is determined from the
following relation [Gekelman et. al., 1978]
I up
I down

exp(−ς 2 ) + π ς (1 + erf (ς ))
,
=
exp(−ς 2 ) − π ς (1 − erf (ς ))
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(1.14)

where ς =| v de / vte | , v de is the electron drift velocity and vte is the electron thermal speed.
The solution of this equation is found for the current ratio of each radial position
numerically. The measured electron temperature is then used to calculate the electron
drift velocity.

I.C.2.iii Emissive probes
Another way to measure plasma potential makes use of the emissive probe [Kemp
et al., 1966]. This probe uses a small loop (~ 1 mm loop diameter) of tungsten wire
(0.002” wire diameter) press fit into the holes, next to a copper wire, in the end of a
double-bore alumina rod. A heating current is supplied to the tungsten wire and increased
until it becomes emissive. The emitted current creates an additional term to the ion
saturation current and as the probe temperature is increased and the ion saturation current
becomes larger than the electron saturation current, the floating potential of the probe
approaches the plasma potential. Although there is an offset between the probe floating
potential and the plasma potential, this offset is a constant and the probe floating potential
tracks any changes in plasma potential. Thus, a high impedance measurement of the
floating potential of such an electron emitting probe, as a function of radius, gives the
radial profile of plasma potential.

I.D.2.iiii Electrostatic fluctuation measurements
When two Langmuir probes are used to measure the spatial dependence of
fluctuating quantities, both signals are acquired simultaneously. For the work in this
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dissertation, each time series was recorded with a Lecroy 6810 digitizer and stored on a
computer. Typically, one of the signals is from a stationary probe and is called the
reference. This allows the measurement of relative phase, as well as amplitude, from the
probe pair [Beall et. al., 1982].
Analysis of all two-signal fluctuation data is based on cross-correlation of the
fast-Fourier transforms of the individual signals as follows. Suppose that two time series
are simultaneously acquired. These will be represented by two arrays of numbers

φ1 ( x, jΔt ) and φ 2 ( x, jΔt ) where the record length t is jΔt and Δt is the sample interval.
The fast-Fourier transform (FFT) is computed according to
Φ1(,i2) ( x, ω ) =

1 N
φ1, 2 ( x, jΔt )e − iωjΔt ,
∑
N j =1

(1.15)

where N is the number of points in the time series, (i) represents the sample number and
ω is the angular frequency. The quantity Φ ( x, ω ) is an array of complex numbers each

complex number representing the amplitude and phase of fluctuations at a given
frequency. To obtain the relative phase between two signals, one has only to compute the
cross-correlation
X ( i ) (Δx p , ω ) = Φ1( i ) ( x1 , ω )Φ (2i )* ( x2 , ω ) = C ( i ) (ω ) + iQ ( i ) (ω ),

(1.16)

where C and Q are, respectively, the in-phase and quadrature components of the cross
spectrum and Δx p is the separation between the probes. The sample local wavenumber is
then
K ( i ) (ω ) = tan −1[Q ( i ) (ω ) / C ( i ) (ω )] / Δx p ,

(1.17)

which contains phase information for all frequencies up to the Nyquist frequency (i.e.
half the sample rate). For highly coherent modes, there is often a one to one correlation
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between the frequency and wavenumber. For this case a single signal pair often gives the
desired phase information and repeated measurements are unnecessary. However, there
are many cases where the mode is not very coherent (usually indicated by a broad spread
in frequency space) and the mode has a broad spread in wavenumber. For this case, it is
useful to compute the local wavenumber and frequency spectrum S ( K , ω )
S ( K ,ω ) =

1 N
I ΔK [ K − K ( i ) (ω )] | X ( i ) (Δx p , ω ) |,
∑
N i =1

(1.18)

where N is the number of sample pairs and I ΔK [ K − K ( i ) (ω )] is the indicator function
given by
⎛ 1,− ΔK / 2≤ K − K (i ) (ω )≤ ΔK / 2 ⎞
⎟,
I ΔK [ K − K ( i ) (ω )] = ⎜⎜
⎟
0,otherwise
⎝
⎠

(1.19)

where ΔK is the wavenumber resolution of a 2-D array representing S ( K , ω ) . From

S ( K , ω ) the average value of K can be calculated as well as the spread in K space. Of
course, if the spread is not of interest, the averaging can be done as the measurement is
being taken and the resulting averaged FFT

X ( i ) (Δx p , ω )

can be stored on the

computer.
There are additional types of measurements made at the WVUQ lab that use two
probe signals. One such measurement is made with a two tipped, rotatable probe. This
probe is built such that the probe tips sweep out a circle as the probe is rotated through
360 degrees. Measurement of the phase difference between the probe tips as a function of
probe rotation angle gives the wave propagation direction and wavelength in the rotation
plane of the probe tips. This works well so long as the wavelength is larger than the
probe-tip separation. In practice the phase is plotted as a function of probe angle and a
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sine curve is fit to the data by a chi-squared minimization algorithm. The amplitude and
phase offset of the fitted sine-curve gives the wavelength and propagation direction
respectively. When the parallel wavelength is very long, the uncertainty in the
propagation direction obtained from this fit can lead to large relative uncertainty in the
parallel wavenumber. This can often be overcome by averaging but for some cases, when
the probe tips are close to being aligned with the magnetic field, one probe tip perturbs
the signal observed by the other in such a way that the measured phase difference has a
systematic error that averaging will not overcome. When this is the case, the axial
measurement described in the next paragraph must be used to obtain the parallel
wavenumber.
There is the measurement of fluctuations as a function of radius for which the use
of two probe tips gives information about the radial structure of the wavelength along
with the radial structure of the mode amplitude. If fluctuations in the ion-saturation
current are being made, then the dc-coupled current is also recorded so that the value of
δn/n can be obtained from the ratio of the ac-coupled to the time average current where
δn is the fluctuating part of the ion density n. This measurement can also be made as a
function of axial position resulting in the measurement of axial wavelength of the mode
from the phase information. This has two advantages over the rotatable two-tipped probe
for measuring parallel wavenumber. First, the pair of probe tips can be separated by a
large distance or even be on opposite sides of the plasma column such that they do not
disturb each other’s measurement. Second, the measurement can be made for a large
number of points along the z-axis covering a substantial fraction of a parallel wavelength.
The parallel wave number is then computed as the slope of the phase difference as a
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function of axial position. The data should represent a straight line with possible phase
wrapping (i.e. jumps of π) which can be removed. An important consideration when
building this axial probe is to make sure it tracks along z without any motion along x or y
as this extra motion would allow radial and/or azimuthal mode structure to influence the
measurement.
The other dual-probe measurement used in the WVUQ lab utilizes a stationary
reference probe and a “dog-leg” probe. The “dog-leg” probe is a regular Langmuir probe
with its probe tip, and ceramic-sheeted stem, at ~45 degree angle relative to the probe
shaft such that rotation of the probe shaft results in the probe tip sweeping out a circle
with radius rprobe larger than the plasma column radius rplasma. By controlling the radialtranslation and rotation of the probe shaft with Velmex translation-motors, the probe tip
can be moved to any x-y position within the plasma. Measurement of the phase
difference between this probe and the reference probe for many points on a 2-D grid in
the x-y plane, the 2-D structure of the azimuthal mode propagation can be measured.
There are two requirements for this measurement to give valid results. First, the “dogleg” probe should not appreciably perturb the mode or there will be uncertainty about the
effect of the probe perturbation on the measured phase difference. Second, the parallel
wavelength should be much larger than Δz=r2plasma/rprobe where Δz is the axial distance the
probe tip travels when rotated from the plasma center to the plasma edge. If the
wavelength is not much larger than this, the axial wavenumber will contribute
significantly to the measured phase difference complicating the interpretation of the data.
However, if the parallel wavelength is well known, then its effect could be easily
accounted for.
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I.D Hypotheses and relevance
In this dissertation perpendicular-velocity shear is treated separately from
parallel-velocity shear with the exception of chapter four where the simultaneous
combination of shears is briefly addressed. In this section an overview of the basic
hypotheses will be presented. Further details will be provided in the relevant chapters.
It has been predicted theoretically [Ganguli et al., 1985] and shown
experimentally [Koepke et al., 1994] that perpendicular-velocity shear can modify the
dispersive properties of plasma in such a way as to excite ion-cyclotron waves when the
equilibrium is otherwise stable (i.e. if the shear were neglected). This has important
implications for the interpretation of geospace observations where broadband waves are
shown to coexist with perpendicular-velocity shear [Hamrin et al., 2001; Bonnell et al.,
1996; Kintner, 1976], for example, there are many reports of observations of instabilities
that are consistent with the theory and experimental observations mentioned above except
that the electron drift velocity is too small to drive the instability. In this dissertation it is
hypothesized that the equilibrium in which the instability initially arose was subsequently
modified by the action of the instability such that the resulting ion-temperature anisotropy
was necessary to sustain the instability. These modifications are due to wave-particle
interactions that increase the perpendicular ion-temperature and reduce the velocity shear.
Present interpretations of plasma stability for these cases ignore ion-temperature
anisotropy. It is hypothesized that the equilibrium is initially unstable and the ion
temperature is initially isotropic. The instability then develops and modifies the
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equilibrium such that the ion-temperature anisotropy, generated by the action of the
instability, is required to sustain the instability.
The dispersion relation governing the stability of plasma containing parallelvelocity shear predicts the modification of ion-cyclotron waves such that they require less
magnetic-field-aligned electron drift velocity, relative to the homogeneous case, to be
excited. In fact the theory predicts the independent excitation of multiple harmonics of
the ion-cyclotron frequency. These predictions have been confirmed by earlier
experimental investigations [Teodorescu et al, 2002]. In this dissertation, evidence will
be presented for the independence of the multiple harmonics observed in the experiments.
Also, the theory allows for roots for both positive and negative values of perpendicular
wavenumber. This would allow for simultaneous excitation of counter-propagating ioncyclotron waves, one above the local ion-cyclotron frequency and one below.
Experimental verification of these counter-propagating ion-cyclotron modes will be
presented in chapter three.
Plasma containing parallel-velocity shear is also predicted to reduce the electron
drift velocity necessary for the excitation of ion-acoustic waves. These waves are called
shear-modified ion-acoustic waves. This has been confirmed in earlier experimental
investigations [Agrimson et al., 2001; Teodorescu et al, 2002] and applied to geospace
observations where ion-acoustic-like waves were observed for sub-critical electron drift
velocity. However, the effect of a density gradient has not been considered. It is
hypothesized, based on theoretical considerations, that the presence of a density gradient
will enhance the growth of ion-acoustic waves and increase the propagation angle relative
to the magnetic-field direction. Also, based on theoretical considerations, it is
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hypothesized that the role of ion-temperature anisotropy in the excitation of shearmodified ion-acoustic waves needs refining to convey the better interpretation that the
relative electron parallel temperature and ion parallel temperatures, rather than iontemperature anisotropy, which masks the separate roles of Tez and Tiz .

II Plasma equilibrium and stability in the presence of perpendicularvelocity shear

II.A Scope
Electrostatic ion-cyclotron waves are observed to arise spontaneously in the
presence of parallel electron-drift velocity and shear in the perpendicular ion-drift
velocity. The non-linear evolution of the plasma equilibrium is studied in order to shed
light on what aspects of the equilibrium are modified by the presence of the wave and
what implications the modifications have for the saturated state of the wave. Time
evolution of the density profile, plasma-potential profile, and ion-velocity distribution
function within the ion-drift-velocity layer, are measured. The growth rate and damping
rates are measured as well as the propagation characteristics of the wave. The wave is
observed to heat the ions perpendicular to the magnetic field via ion-cyclotron-resonant
wave-particle interaction. The ion-temperature anisotropy generated by the wave is
observed to decrease both the maximum drift velocity and the shear in the perpendicular
ion-drift velocity. Comparison to a numerical model of a theory relevant to this instability
[Ganguli et al., 1985; Gavrishchaka et al., 1996] indicates that the final state of the
equilibrium is considered stable unless ion-temperature anisotropy is included.
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Application of these results to observations in the ionosphere where ion-temperature
anisotropy exists, but is not included in stability analysis, is discussed.

II.B Previous experimental work
The first experimental study of plasma stability in plasma containing shear in the
perpendicular ion-drift velocity was performed by Kent et al. [1969] in a Q machine. A Q
machine consists of a vacuum chamber with a hot (~2000K) tungsten disc (ionizer) at one
end of a cylindrical chamber within a set of solenoid magnetic-field coils. Alkali metal
vapor is directed at the ionizer that ionizes a substantial fraction of the vapor (the precise
function depends on the metal used) and emits electrons. Further details are given in the
diagnostics section of chapter 1. The wave observed in their study was called the “edge”
oscillation as it was localized to the plasma edge. Through a careful study using an
aperture plasma limiter, which controlled the effective diameter of the plasma column,
and comparison to theory, they were able to identify this wave as arising from the
perpendicular Kelvin-Helmholtz instability. The Kelvin-Helmholtz instability is a wave
that depends on the second derivative of the ion-drift-velocity profile. Further studies
were subsequently performed [Jassby, 1971] in which an ionizer was segmented into two
cylindrically-concentric segments and utilized to control the peak magnitude of the
localized electric field for a much larger range [Jassby, 1970, 1972] than previously
obtained and with negligible density gradient collocated at the shear layer. In Jassby’s
studies the electric-field magnitude was adjusted to values as high as 1850 V/m for which
the Kelvin-Helmholtz mode was suppressed and ion-cyclotron waves appeared localized
to the region of largest electric-field magnitude.
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Ganguli et al. predicted a new instability mechanism associated with
perpendicular-velocity shear [Ganguli et al., 1985, 1988]. In their work, solution of an
integral-differential equation in a non-local framework led to the prediction of a mode
called the inhomogeneous-energy-density driven (IEDD) instability. The shear layer
causes the wave energy density to become inhomogeneous. In the lab geometry, the
azimuthal-velocity shear is radially inhomogeneous. Segmented-disk electrodes [Carroll

et al., 1994] were used to create a current channel with radially localized, radial electric
fields within this current channel. Electrostatic ion-cyclotron waves were observed to
arise spontaneously within this current channel [Koepke and Amatucci, 1992; Koepke et

al., 1994] and exhibit properties different from those observed in past current-driven ioncyclotron instability studies [Motley, 1963; Correll et al., 1975]. The wave propagated
azimuthally and had frequency spectra in which multiple modes [Koepke et al., 1998],
not harmonics of one another, were often grouped together within 20% of the cyclotron
frequency. The Q machine experiments on the IEDD instability were in the
predominantly dissipative regime, which means that the instability was driven
predominantly by parallel electron-drift velocity. The reactive effect of the IEDD
instability mechanism was stabilizing, sincs ω (ω − k ⋅ v) > 0 , but less stabilizing so the
electron drift velocity necessary to excite the instability was reduced beyond that caused
by significantly increasing the drift velocity free-energy tapped by inverse Landau
damping. The case of an ion-cyclotron driven predominantly by a destabilizing reactive
effect ω (ω − k ⋅ v) < 0 and secondarily by inverse Landau damping was investigated in a
space chamber [Amatucci et al., 1996].
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II.C Space observations
The importance of perpendicular-velocity shear in the ion drift-velocity for
plasma instabilities observed in the ionosphere was realized as early as 1976 [Kintner,
1976]. Kintner [1976] observed correlation between of perpendicular-velocity shear, as
high as 0.1 s-1 and plasma turbulence as observed by Hawkeye 1 satellite measurements
in the ionosphere F-region (2000-3000 km). Larger perpendicular-velocity shear values
as high as 20 s-1 were observed by rocket borne measurements of ion drift velocity
[Kelley and Carlson, 1977] and correlated with long-wavelength Kelvin-Helmholtz and
short-wavelength drift-shear waves. Measurements from the DE 2 satellite showed
correlation of perpendicular-velocity shear as large as 25 s-1 with broadband electrostatic
waves with frequencies from 10<f<1000 s-1 [Earle et al., 1989]. Inference of
perpendicular-velocity shear from localized perpendicular-electric-field structures
[Marklund et al., 1995] indicated velocity shear as large as 400 s-1 may exist. These,
along with several other reports of ionospheric perpendicular ion-drift velocity, show that
perpendicular-velocity shear is a common feature of the auroral ionosphere and can be
very important when interpreting satellite and rocket measurements of fluctuations in the
vicinity of these sheared drifts.
The importance of perpendicular-velocity shear as applied to space observations
is the excitation of ion-cyclotron turbulence at field-aligned electron drift velocity subcritical to the excitation of current-driven ion-cyclotron waves. Observations of ioncyclotron turbulence and sub-critical electron drift velocity in the vicinity of
perpendicular-velocity shear were reported by Basu et al. 1988 and Earle et al. 1989.
Further support was lent to this mechanism by evaluation of observations from the
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FREJA satellite in the context of this theory [Hamrin et al., 2001]. The observations
indicate that the field-aligned electron current is still too low in most observations even
when the shear is accounted for. This dissertation reports the results of an investigation of
the excitation of ion-cyclotron waves at values of electron-drift velocity considered subcritical by showing that ion-temperature anisotropy (i.e. T⊥≠T||), specifically T⊥ > T|| , can
reduce the field-aligned current-threshold even further. Since ion-temperature anisotropy
is often present in ionospheric observations, it is plausible that the ion-temperature
anisotropy may be sustaining the instability in an otherwise stabilizing equilibrium.
Specifically, it will be shown later that, upon onset of the IEDD instability in the WVU Q
machine, the perpendicular ion-temperature increases and the ion-drift-velocity profile
relaxes, leading to equilibrium that is predicted to be stabalizing without the inclusion of
ion-temperature anisotropy and unstable with the inclusion of the observed iontemperature anisotropy. These experimental observations are important for space
observations of the FREJA satellite [Andre et al., 1998], at an altitude of 1700-km in the
auroral region, where correlation between broadband low-frequency waves and
perpendicular energization of the ions is found. It will be shown later that inclusion of
observed ion-temperature anisotropy moves many of the data points into better agreement
with theory. Since the waves are interpreted as being responsible for the observed ion
heating, an understanding of the conditions that initially give rise to the broadband waves
and the resulting effect of the ion energization on the wave properties should be
important.
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II.D Theory

II.D.1 Development of equilibrium perpendicular to magnetic-field direction
The equilibrium velocity-distribution function for plasma with an inhomogeneous
electric-field profile was first obtained analytically by Ganguli et al. [1985]
for ρi / σ r { Er } <<1 and uniform plasma density where σ r is the half-width at halfmaximum of the quantity in brackets and the subscripts indicate the relevant direction. In
this case it is the half-width at half-maximum, in the radial direction, of the radialelectric-field structure. It was shown that for small ρi / σ r { Er } the ions drift with the full

E×B velocity but with a change in the effective ion temperature, evaluated in the
direction of E×B drift velocity, that depends upon the magnitude of the velocity shear
relative to the local ion-cyclotron frequency (as expressed later in Eq. (2.4)). The stability
of this equilibrium and the evolution of the unstable equilibrium were tested in particlein-cell simulations [Nishikawa et al., 1988,1990; Pritchett, 1989] (for ρi / σ r { Er } as large
as unity) where it was shown that the ion-drift-velocity profile could relax significantly
due to reduction of the perpendicular electric-field magnitude by non-linear wave effects.
The Vlasov equation was solved numerically [Cai et al. 1989] for the cases related to ion
drift velocity generated by linear and hyperbolic-tangent electric-field profiles. However,
these works do not explain how the equilibrium ion-drift-velocity profile initially
develops. This dissertation treats the case of a Gaussian electric-field profile for arbitrary
values of ρi / σ r { Er } using a test-particle simulation that, for a hyperbolic-tangent
electric-field profile, reproduces the results of Cai et al. [1989]. The Gaussian shape is
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used because it fits our measured-electric-field profile better than the hyperbolic-secantsquared profile used in previous theoretical works [Ganguli et al. 1988]. Using our
simulation, we analyze different methods of introducing ions into the electric-field
structure and show that the resulting equilibrium ion-drift-velocity profile and
temperature profile are sensitive to the rate at which the ions enter the electric-field
structure. Polarization electric fields are neglected in the test-particle simulation due to
the experimental observation that these fields are overcome by the abundant supply of
electrons from the hot plates and the constant voltage difference maintained by externally
applied voltage between the plasma boundaries (i.e. electrodes and/or hotplates).

II.D.1.i Numerical test-particle simulation
Fluid approximations are commonly employed in the calculation of the
perpendicular ion-drift-velocity profile when there are gradients in plasma potential and
density. For many cases where finite-Larmor-radius effects must be taken into account, it
suffices to apply the operator [Chen, 1990] (1+ρi2∇2) to the zero order drift-velocity
expressions. However, as ρi /σ r { Er } and ρi / l r {ni } become comparable to or larger than
unity, this approximation breaks down as the above operator is a truncated expansion in
even powers of ρi /σ r { Er } where odd powers of ρi /σ r { Er } are averaged to zero by the
gyromotion. The test-particle simulation described here addresses this problem in
rectangular geometry by calculating the ion distribution function f(x,vy) for a given
electric-field profile Ex(x). From f(x,vy), we can calculate the moments to get density, drift
velocity and temperature from the following equations
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n( x ) = ∫

∞

−∞

f ( x, v y )dv y ,

∞

V y ( x ) = ∫ v y f ( x, v y )dv y ,
−∞

∞

T y ( x ) = ∫ ( 1 m i v 2y ) f ( x, v y )dv y .
2
−∞

(2.1)

(2.2)

(2.3)

Calculating the phase-space density of an ion species f(x,vy) begins with the
determination of the phase-space trajectory of a single particle and repeating this for an
ensemble of identical particles with the proper distribution of initial conditions.
Conveniently, the phase-space trajectory of a particle with arbitrary initial conditions xi,

yi, vx,i and vy,i forms a closed orbit in the x-vy plane making the determination of the
phase-space density straightforward. Finally, the ensemble phase-space density f(x,vy) is
built up by summing all the single-particle phase-space densities in the x-vy phase space.
In practice, the x-vy phase-space density is represented by amplitude on a
uniformly divided 2-dimensional grid (with each grid point representing a small area
Δx Δvy in the x-vy plane). First, each particle is tracked through a complete orbit using N
steps in x and vy. Next, the N particle positions in the phase space are binned, with
normalization 1/N, into the closest points on the phase-space grid. The normalization
ensures that the total probability of finding the particle anywhere in the phase space is
unity. A large number of particles (≥105) are loaded into the phase space with initial
conditions that depend on how the particles are introduced into the electric-field region. It
will be shown that a given electric-field profile has more than one ion-drift-velocity
equilibrium possible depending on how the ions are introduced into the electric field.
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II.D.1.ii Effect of adiabatic versus non-adiabatic evolution of equilibrium on ion
dynamics
An adiabatic increase in electric-field strength results in an increase in ion drift
velocity without an increase in the ion oscillatory velocity back and forth across the shear
layer. This effect has been discussed in previous works [Gavrishchaka, 1996; Amatucci et

al., 1998] but the importance of the ion’s initial position within an electric-field structure
was not realized. Since in the previous experimental works cited above, the polarization
shift is predicted to be much greater than the size of the electric-field layer as is assumed
in the previous works mentioned above. Thus, it is hard to understand how any ions
remain within the electric-field layer. In the following analysis, initial position of a
stationary ion within a Gaussian electric-field profile, along with the subsequent
polarization shift, will be included for an ensemble of ions. Evolution of ion dynamics in
an adiabatically increasing electric field is demonstrated in Fig. 2.1 where vy is plotted
versus time for four initial conditions vy=0, vx=0, x=(0, -l/3 σ x { Ex } , -2/3 σ x { Ex } , σ x { Ex } ) and a time-dependent electric-field E=Eotanh(t/T), where T is much larger that

the ion-cyclotron period. The parameters used in this numerical solution were adjusted
such that the net polarization shift Δ p for a uniform electric field (given by
Δ p = E 0 ( BΩ) ) is equal to σ x { Ex } . The class of ions that start at x=0 are shifted into a
region of smaller electric-field strength while the class of ions that start at x= −σ x { Ex }
are shifted into a region of larger electric-field strength, resulting in a larger drift velocity.
If the ions experience an instantaneous (i.e. non-adiabatic) onset of the electric
field, then there will be a substantial gain in the oscillatory velocity of the ions and they
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will have an effectively larger gyroradius. The dependence of the gain in oscillatory
velocity back and forth across the shear layer was shown by Gavrishchaka [1996] to
increase linearly with T for uniform electric field. The dependence of this particle
energization on the rate of increase in electric-field strength, for a Gaussian electric-field
profile, is illustrated in Fig. 2.2 (for the same parameters as in Fig. 2.1) where [(vy<vy>)/(Eo/B)]max is plotted versus 1/(ΩT) as calculated from a numerical solution to the
equations of motion for a particle starting with zero velocity at x=0. Since this back and
forth oscillation is a component of kinetic energy, it represents a heating mechanism and
an elevated perpendicular ion temperature characterizes the equilibrium ion-drift-velocity
profile generated by a non-adiabatic increase in electric-field strength.
For the cases described in the previous paragraph, the initial value of the electric
field is zero and the particles are loaded into the test-particle simulation with initially
uniform density, uniform temperature and no drift. However, if the ions experience an
adiabatic increase in ρi / σ x { Ex } (i.e. either the magnetic-field strength or σ x { Ex } is
decreased on a time scale that is long compared to the ion-cyclotron period) while the
electric-field magnitude is held constant, then the ions are loaded into phase space
distributed according to the following equation [Ganguli et al., 1988],

f0⊥

2
⎡
⎛
⎡⎣ v y − V E ( x ) ⎤⎦
β
2
= β exp ⎢ − ⎜ v x +
⎢ 2⎜
η (x)
⎝
⎣

⎞⎤
⎟ ⎥ (η ( x ) )−1/ 2 ,
⎟⎥
⎠⎦

(2.4)

2
2
, V E = − E ( x ) B , η ( x ) = (1 + V E' ( x ) Ω) , v thi
= k B Ti m i , mi is the ion
where β = 1 v thi

mass, kB is Boltzmann’s constant, Ω is the ion-cyclotron frequency and the prime denotes
differentiation with respect to x. Equation (2.4) is the first-order (in ρi / σ x { Ex } ) solution
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for plasma with an inhomogeneous, perpendicular electric field, Thus, the above loading
assumes ρi / σ x { Ex } <<1 as the initial condition so that Eq. (2.4) is initially a correct
equilibrium distribution. If the plasma under investigation had a gradient in temperature
or density, before application of the electric field, Eq. (2.4) could be straightforwardly
modified, based on the constants of motion, to include the effect of these gradients. The
ions are tracked through many cyclotron periods until ρi / σ x { Ex } is increased
adiabatically to the final value, after which the phase-space densities of the resulting
orbits are calculated.

II.D.1.iii Velocity Profile
Two experimental configurations, described in sections II.E.1 and II.E.2, have been
used to generate radially-localized, radial electric fields with significantly different
characteristics owing to the fact that the introduction of the ions into the electric-field
structure is effectively adiabatic for one configuration and instantaneous for the other.
When the localized electric field is produced by a positively biased, segmented-disk
electrode, the electric-field strength effectively increases adiabatically (in the frame of the
ion) from zero at the hot plate surface to some maximum value at larger z, beyond the hot
plate sheath. This is evidenced by LIF measurements that indicate a perpendicular ion
temperature of 0.2 eV both before and after application of the electric field. The second
configuration produces co-axial plasma populations and an adjustable electric field at the
coaxial interface. This electric field is encountered by an ion instantaneously since the ion
passes one of the blocking electrodes into the electric-field region in a fraction of a gyro
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period. This is evident in the increase in ion temperature observed in the LIF
measurement where perpendicular ion-temperatures as large as 1 eV have been observed.
The perpendicular ion-temperature increase in the DIDE configuration is generally
proportional to the electric-field strength, as expected, but is larger in magnitude, by
almost a factor of two, than is predicted by the test-particle simulation. Since no waves
were observed in this experiment, the increase in ion temperature cannot be explained by
wave-induced ion heating.
To understand the effect of ρi / σ x { Ex } on the ion-drift-velocity profile, the testparticle simulation was run for an adiabatically increasing electric-field profile with

a=0.2 cm, E0=100 V/m, B=0.2 Tesla and x0=1.0 cm. The simulation was run for 5
different ion masses corresponding to Ba, Rb, K, Na and Li, all of which are applicable to
Q-machine plasma. These parameters cover a range in ρi / σ x { Ex } from 0.36 to 1.58. The
corresponding ion-velocity profiles are shown in Fig. 2.3, along with the E×B plus
diamagnetic drift velocities calculated from fluid theory. For Li, ρi / σ x { Ex } =0.36 and
the ion-drift-velocity profile is modeled adequately by fluid theory. However, for heavier
ion mass, ρi / σ x { Ex } becomes larger and the ion drift velocity is not modeled adequately
by fluid calculations. Note that, for larger ρi / σ x { Ex } , non-zero ion drift velocity is
predicted for all |x| < x0 where fluid theory even with finite-Larmor-radius (FLR)
corrections would predict zero drift velocity. This drift velocity can be understood by
considering the distance a particle, with arbitrary (vx,i vy,i) and loaded at distance Δx to the
left of the electric-field layer, will travel along the positive x-axis in the absence of an
electric field. The question is will the particle reach the electric-field layer (i.e. will the
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particle travel a distance greater than Δx along the x-axis)? The answer is the particle will
r
travel a distance ρi (1 + v y v ) toward the electric-field layer and thus will make it to the

electric-field layer only if the y component of its velocity satisfies the following
inequality,

vy
Ωi

≥ (Δx − ρi ),

(2.5)

where v y is the initial velocity in the y direction. For a typical electric-field magnitude in
our experiment, a particle that enters the electric-field layer makes a large excursion
beyond the layer due to acceleration by the electric field. This leads to depletion of the
ion phase-space density for x < x0. This will be discussed in detail in the next section
where the density profile is shown to be a consequence of particle orbits in the
inhomogeneous electric-field structure. It is obvious from Eq. 2.5 that, for a given Δx,
this depletion selects particles with sufficiently positive vy, leaving the local velocity
distribution function with a net negative drift velocity. For larger values of Δx, (i.e.
farther from the electric-field layer) fewer particles satisfy Eq. 2.5, resulting in less
depletion and smaller net drift velocity.
To quantify the effect of ρi / σ x { Ex } on the ion-drift-velocity profile, the testparticle simulation was run for an adiabatically increasing electric field for a family of
values of ion temperature. By varying the temperature, the gyroradius and, consequently,
ρi / σ x { Ex } change while all other parameters remain constant. The simulation for these

cases is performed for a single Gaussian electric-field profile with B=0.7 Tesla,

Emax=1000 V/m, mi=137 amu and a=0.5 cm. In Fig. 2.4(a) the calculated peak ion-drift
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velocity is normalized to the calculated peak E×B drift velocity and plotted
versus ρi / σ x { Ex } . For ρi / σ x { Ex } =1, the normalized ion drift velocity is reduced to
almost 50% of the peak value. The results of Fig. 2.4(a) are consistent with the results of
V. Gavrishchaka where (vy-<vy>)/VE×B is plotted versus VE×B/( σ x { Ex } Ωi) for a particle in
a “tophat” electric-field profile i.e. the electric field is zero for x > σ x {E x } and constant
for x ≤ σ x {E x } . In Fig. 2.4(b), the ratio σ x {Vy } / σ x { Ex } is plotted versus ρi / σ x { Ex } .
For ρi / σ x { Ex } =1, the ion-drift-velocity profile width is increased to more than double
the electric-field profile width. Combining these two effects gives a reduction of the
maximum shear, for ρi / σ x { Ex } =1, in the ion-drift-velocity profile to ~25% of that
which would be calculated based on fluid theory. Thus, calculations of the ion-driftvelocity profile based on the fluid equations and the measured density and electric-field
profiles will give an increasingly wrong answer for increasing ρi / σ x { Ex } .

II.D.2 Stability of plasma containing shear in the perpendicular ion-drift velocity
The stability of plasma containing shear in the perpendicular and parallel ion-drift
velocity has been derived using kinetic theory and including plasma-density gradients,
ion-temperature anisotropy and a magnetic-field-aligned electron current. The dispersion
relation is given in rectangular geometry by [Gavrishchaka, 1996; Spangler et al. 2003]
⎞
⎛ ∂2
⎜⎜ 2 + κ 2 ⎟⎟ψ (ξ ) = 0 ,
⎠
⎝ ∂ξ

κ 2 (ξ ) = −

(2.6)

Q (ξ )
,
A(ξ )

(2.7)
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Q = 1 + ∑ Fni (ξ ) Γn (b) +
n

Ti||
Te||

(1 + F0e (ξ ) ) ,

(2.8)

A = ∑ Fni (ξ ) Γn' (b) ,

(2.9)

n

Fnα

T ⎞
⎛
⎜ ω1α − ωα* − nΩ i (1 − i|| ) ⎟
Ti ⊥ ⎟ ⎛⎜ ω1α − nΩ i
⎜
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2 k || v tα ||
|| tα ||
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⎠
⎝
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ω1α ≡ ω − k ⊥V E − k ||Vdα
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⎟
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⎠
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⎞
⎟,
⎟
⎠

ion

(2.10)

frame,

Γn (b) ≡ I n (b) exp( −b) is the modified Bessel function, Γn' (b) ≡ dΓn db , Z is the plasma
dispersion function, b ≡ ( k ⊥ ρ i ) 2 , ωα* ≡ k y Ωα ρ i2 ( dn ( x ) dx ) n ( x ) is the diamagnetic
drift-frequency, v tα ≡ k B Tα mα is the thermal speed, ρ α ≡ vtα Ωα is the gyro radius,

Vd is the parallel ion-drift velocity, the prime denotes differentiation, and the subscripts
refer to either ions or electrons. The details of the derivation of Equation 2.6 are shown in
Appendix 4. This dispersion relation can be solved either in the local case, defined
by Q = 0 , or in the nonlocal case, defined by Q ≠ 0 , by solving equation (2.6). The
nonlocal solution will be used for equilibrium containing a perpendicular-drift-velocity
layer (perpendicular-velocity shear) while the local solution will be used for equilibrium
containing parallel-velocity shear without any perpendicular-velocity shear.

II.D.2.i Ion-cyclotron waves driven predominantly by the dissipative effect of the
inhomogeneous-energy-density-driven instability
Plasma containing a perpendicular-drift-velocity layer and parallel electron
current has been shown to be unstable to ion-cyclotron waves due to spatial
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inhomogeneity in the wave-energy-density [Ganguli et al., 1985; Ganguli and

Palmadesso 1988]. This instability is called the inhomogeneous-energy-density-driven
(IEDD) instability. This instability mechanism is only apparent when the dispersion
relation is solved in the nonlocal sense since it requires a flow of wave energy into the
drift-velocity layer that is necessarily missed in a local solution. The reactive free energy
is analogous to the two-stream instability where the drifting species can have a negative
wave-energy-density, for sufficiently large drift velocity, while the stationary population
has positive wave-energy-density. This leads to a transfer of energy in velocity space
between the two populations and resultant instability for sufficiently large relative driftvelocity. The dissipative free energy is made significantly more accessible by virtue of
the family of Landau resonances arising in the presence of velocity shear.

II.D.2.ii Ion-drift-velocity profile different from local E×B drift velocity
When ion FLR effects become important, the perpendicular ion-drift-velocity
profile will differ significantly from the perpendicular electron-drift-velocity profile. To
quantify the effect this will have on plasma stability, both the scale length and peak drift
velocity of the ion-drift-velocity profile are first adjusted to be consistent with FLR
effects and the dispersion relation is then solved. The dependence of the mode frequency
and growth rate are shown in Fig 2.5. The ratio of the peak ion-drift velocity to the peak

E × B drift velocity is plotted on the x-axis but this also represents the ratio of the width
of the electric-field profile to the ion-drift-velocity profile. As expected from an
instability that is driven by shear, the growth rate decreases as the scale length increases
and the peak drift velocity decreases, i.e., velocity shear is reduced, due to FLR effects.
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Consequently, the mode frequency increases as the drift velocity is reduced and,
consequently, the Doppler shift is reduced.
In Fig 2.5 the relative importance of the perpendicular electron-current is
undetermined. In order to quantify the importance of the FLR-induced perpendicular
electron current, the dispersion relation is solved for mode frequency and growth rate for
increasing electron current. This is shown in Fig 2.6 where the effect of an increased
electron current is shown to have a very small effect on the mode frequency. However,
the effect on the growth rate is non-negligible and actually has a stabilizing effect on the
mode, as seen in Fig. 2.6.

II.D.2.iii Effect of ion-temperature anisotropy
The importance of ion-temperature anisotropy on the stability of this mode is fully
represented in the dispersion relation, but because ion-temperature anisotropy is
generated by the instability itself, the mode has exaggerated sensitivity to a controlled
increase in the equilibrium’s anisotropy. This heating of the ions leads to a larger ion
gyro-radius, which increases the important parameters k ⊥ ρ i and ρ i / σ r {Vθ } and causes
the equilibrium to be modified by the instability. In order to quantify this effect, both the
ion-temperature anisotropy and k ⊥ ρ i are increased together while holding ρ i / σ r {Vθ }
constant. In Fig 2.7 mode frequency and growth rate are plotted. The dashed lines
correspond to Vθ,i=-0.5 vth,i, ρ i / σ r {Vθ } =0.25 and the solid lines correspond to Vθ,i=-0.25

vth,i, ρ i / σ r {Vθ } =0.5. Solution of the dispersion relation for increasing ion-temperature
anisotropy and increasing k ⊥ ρ i individually indicates increasing growth rate as either
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quantity is increased so, when increased simultaneously, they have a synergistic impact
on the growth rate. Of course, as the anisotropy is increased, the FLR effect conspires to
reduce and broaden the ion-drift-velocity profile, which would lower the growth rate.
Thus, as the ions are heated by the instability there is competition between the stabilizing
effect of FLR and the destabilizing effect of ion-temperature anisotropy. It will be shown
in the experimental results chapter that the effect of increased ion-temperature anisotropy
on stability is greater than the resulting FLR effects and results in an increase in the
growth rate. This experimental result is predicted using experimental parameter values in
the theory

II.E Experimental approach

II.E.1 Production of perpendicular-velocity shear using a single ionizer, singleelectrode arrangement (SISE)
The experimental configuration described here utilizes a single ionizer, a cold
termination plate and a segmented-disc electrode as shown in Fig 2.8. The application of
a segmented-disc electrode (SDE) to the generation of magnetic-field aligned electron
drift velocity and a radially-localized, radial electric field within the resulting electron
current-channel has been previously benchmarked [Amatucci, (1994)]. The SDE consists
of coplanar circular segments, a disk and an annulus, separated by an insulating ceramic
disk. Of the two SDE’s that have been fabricated, both have an annulus with 12 mm inner
diameter (ID) and 20 mm outer diameter (OD) but one has an 8 mm diameter disk while
the other has a 10 mm diameter disk allowing for the choice of a 1 mm or 2 mm gap
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between the electrodes. The SDE is typically placed some 2 meters distant from the
plasma source, centered within the plasma column, and biased positive relative to the
ionizer bias in order to generate a magnetic-field-aligned (parallel) electron drift velocity.
A differential bias applied between the electrode segments results in a localized electric
field that is peaked near the electrode gap and magnetically maps from the SDE into the
plasma. The presence of the localized electric-field structure creates a cylindrical layer of

E×B drift velocity within the current channel. By biasing both segments into the electronsaturation regime, varying the relative bias between the segments varies the magnitude of
the localized electric field without appreciably changing the magnitude of the electron
drift velocity. This configuration is used in this dissertation to generate ion-cyclotron
waves in the presence of a radially-localized, radial electric field and associated sheared

E×B drift velocity.

II.E.2 Production of shear in the perpendicular ion-drift velocity using a doubleionizer, double electrode (DIDE) arrangement
Another method of generating perpendicular-velocity shear uses a configuration
in which identical ionizers are placed at opposite ends (z = 0 cm and z = 300 cm) of the
chamber and centered in the set of magnetic-field coils. Each ionizer produces a separate
ion-population and can be independently biased. An electrically floating annular
electrode with 6.4-cm outer diameter and 2.5-cm inner diameter is located at z = 40 cm
while a biasable, 2.5-cm-outer-diameter disk electrode is located at z = 260 cm. Each
electrode is centered within the chamber. This configuration results in co-axial, counterstreaming ion populations for all axial positions between the two electrodes. The two
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populations are radially separated by a magnetically mapped boundary at r = 1.25 cm,
corresponding to the interface between the disk and annular electrodes. Application of a
differential bias between the two ionizers results in a difference in plasma potential
between the coaxial plasma populations and a corresponding radial electric field just
inside (r~1.0 cm) the coaxial interface at r = 1.25 cm. The difference in the potential of
the two plasma populations is equal to the differential bias applied between the two
ionizers. This configuration is used in this dissertation to investigate FLR effects on
equilibrium parameters in the absence of ion-cyclotron waves.

II.F Experimental results

II.F.1 Development of plasma equilibrium perpendicular to the magnetic field
Here we characterize the plasma equilibrium of SISE and DIDE, for conditions in
which no waves were observed, and demonstrate the variations of the two normalized
scale lengths ρi / σ r { Er } and ρi / l r {ni } . Figure 2.9 shows an example of the radial
profile of ion density ni in Na plasma using the DIDE configuration. The annular
electrode is electrically floating and the button voltage Φb is 22 V, where the north
(south) hot plate voltage ΦNHP (ΦSHP) = -4 V (0 V). Here, the axial magnetic field B=0.14
Tesla and ni is measured from the ion saturation current to a translatable Langmuir probe
with a collection area of 1 mm2. The ion saturation current is measured with fixed probe
bias (-20 V) relative to the local floating potential of the Langmuir probe. Figure 2.10(a)
shows ρi / Ln as a function of the position in the inner coaxial region (positive-x side is
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shown) using the profile of Fig. 2.9 in the calculation. The maximum value of
ρi / Ln (r ) =0.37 in this case. The electric field, as derived from the plasma potential φ(x)
inferred from the floating potential of a translatable emissive probe, is shown in Fig.
2.10(b). Here, ΦNHP is changed slightly from the value used in Fig. 2.10(a), from –4 V to
–3 V, and the half-width at half-maximum σ r { Er } is shown for reference. In this case,
ρi / σ r { Er } becomes 0.16 cm /0.22 cm=0.73.

In this experiment, the gradients in plasma potential and density were always
oppositely directed. An attempt was made to produce two equilibria, each with the
density and potential gradients in the same direction (i.e. both outward or both inward
directed) by supplying an excess flux of alkali metal vapor to one source (thus increasing
the ion production of that source) for a given differential bias applied between the hot
plates. This led to a change in the radial profiles of both potential and density such that
the gradients in potential and density always remained oppositely directed. We speculate
that the equilibrium cases associated with the missing two combinations of the signs of
dφ/dr and dn/dr might be attainable by the transient control of the potential. Note that the
relation between potential and ion density is more complicated than given by the
Boltzmann relation, however it does follow the basic trend of increased (decreased) φ
leading to decreased (increased) ni. It will be shown below that the radial profile of ion
density is a consequence of the particle orbits in the strongly inhomogeneous radial
electric field.
By varying the magnetic field, wide ranges of ρi / σ r { Er } and ρi / l r {ni }
were obtained in sodium plasma. This data is shown in Fig. 2.11 where the inverse ratios
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σ r { Er } / ρi and l r {ni } /ρi are plotted. Plotting the inverse allows the reader to readily

observe changes in the inhomogeneity scale lengths as a departure from the straight line
associated with changes in ρi . Here, the annular electrode is electrically floating and
Φb=22 V with ΦNHP (ΦSHP) = -1.2V (-2.0V), and ρi / l r {ni } is remeasured at each value
of magnetic field. By increasing the magnetic field from 0.05 to 0.25 Tesla, σ r { Er } / ρi is
raised from 0.56 to 3.3. The dashed line represents the expected trend in the case of
constant σ r { Er } . The data does not vary much from the dashed line which implies that
σ r { Er } varies very little as the magnetic-field strength is increased. There is, however,

some variation from the straight line that we cannot explain. The case of constant σ r { Er }
is realistic since the electrons are primarily responsible for the plasma potential profile.
Since the electrons have small gyroradii and negligible collisionality, the shape of the
plasma potential profile, and consequently the shape of the electric-field profile, is only
weakly dependent on magnetic-field strength. However, it will be shown later that the
magnitude of the electric-field profile is sensitive to the magnetic-field strength for
electric fields produced by the segmented-disk electrode. On the other hand, the shape of
the density profile depends on the magnetic-field strength. By increasing the magnetic
field from 0.05 to 0.3 Tesla, l r {ni } / ρi is raised from 0.77 to 6.67. The solid line
represents the expected trend if l r {ni } is constant. Since the measured values of
l r {ni } / ρi increase more quickly than the predicted values (solid line) as magnetic-field

strength increases, l r {ni } must increase with increasing magnetic-field strength. Even
though the density gradients increase for increasing magnetic-field strength (due to the
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decrease in ion gyroradius), the ion density increases even more rapidly and results in an
increase in l r {ni } .
The localization of the radial electric field generated by differentially
biasing the segmented electrode was investigated for potassium plasma. The results are
shown in Fig. 2.12 where σ r { Er } / ρi increases approximately linearly with magneticfield strength. For comparison, the half width at half maximum of the ion-drift-velocity
profile σ r {Vθ } , as calculated with the test-particle simulation, is plotted as σ r {Vθ } / ρi .
Again we chose to plot σ r { Er } / ρi and σ r {Vθ } / ρi for ease of comparison while we will
stick to discussing their inverse throughout the rest of the paper. Even though the
difference between the two data sets decreases with increasing magnetic-field strength,
the ion-drift-velocity profile is significantly broader than the electric-field profile at all
values of magnetic-field strength used in this experiment. It is expected that the two scale
lengths would become equal for sufficiently large magnetic-field strength. In an
experiment where the details of the ion-drift-velocity profile are important in calculations
of plasma stability, inhomogeneity scale lengths should be evaluated to ensure that finiteLarmor-radius effects are well understood and properly incorporated into the
interpretation.
Next, results of the equilibrium ion-drift-velocity profile in the DIDE configuration
are presented. For the drift-velocity profiles presented in this section, B=0.187 Tesla, both
disk and annular electrode segments are electrically floating, and ΦNHP (ΦSHP) = -0.1 (0)
V and -2 (0) V for Figs. 2.13(a) and 2.13(b) respectively. In this configuration, no waves
are observed and, thus, wave particle interactions can be neglected in the analysis of the
equilibrium. In Fig. 2.13(a) the radial profile of azimuthal velocity is shown as measured
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with LIF (VLIF), as calculated from the radial electric-field profile (VExB), as calculated
from the radial profile of density (V∇p) and as calculated from the sum Vsum = V∇p + VExB.
For this case ρi /σ r { Er } =1.3, ρi / l r {ni } =0.45 and the maximum electric field Er is 150
V/m as calculated from the radial profile of plasma potential measured with an emissive
probe. The signs of VLIF and VExB are opposite to that of V∇p, thus the diamagnetic drift
velocity reduces the total calculated ion drift velocity to less than the E×B drift velocity.
In this case, there is a substantial difference between VLIF and Vsum. The difference
between Vsum and VLIF comes from the fact that the Ba ions sample a large portion of the
radial electric-field profile during gyrations because σ r { Er } (0.22 cm) is smaller than ρi
(0.29 cm). Figure 2.13(b) shows the various azimuthal rotation velocities in the case of
strong field Er of 670 V/m. In this case ρi /σ r { Er } =1.3 and ρi / l r {ni } =0.63. Ion drift
velocity, calculated by test-particle simulation, Vsim, agrees well with VLIF, as will be
shown in section IV.
The ion-velocity profiles shown in Figs. 2.13(a) and 2.13(b) are azimuthal ion
drifts in a cylindrically symmetric system. Cylindrical effects have been calculated and
are found to be negligible (Vθ/(rΩ)<<1). Thus, it is sufficient to use rectangular geometry
to model the ion drifts in the experiment presented here. For the test-particle simulation
the electric-field profile is modeled by fitting a Gaussian electric-field profile

E(x)=E0exp(-(x-x0)2/a2) to the electric field determined from the measured potential
profile φ(x). It is found that a Gaussian fits the measured electric-field profile well. An
important point in modeling the electric field this way is to make sure the potential drop
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Δφ, as measured across the electric-field layer with the emissive probe, is properly
represented. To ensure this, the additional constraint E0a π =Δφ is placed on the fit.
The simulation was performed with a non-adiabatic electric-field increase for the
two cases shown in Figs. 2.13(a) and 2.13(b). For the first case, corresponding to Fig.
2.13(a), the simulation was run with a=0.17 cm, E0=152 V/m, mi=137 amu, B=0.187
Tesla and x0=1.0 cm. For the second case, corresponding to Fig. 2.13(b), the simulation
was performed with a=0.20 cm, E0=671 V/m, mi=137 amu, B=0.187 Tesla and x0=1.0
cm. As mentioned before, these quantities are calculated based on the measured electricfield profile. The ion-drift-velocity profiles, from the simulation, are compared to the
LIF-measured ion-drift-velocity profiles for the first and second cases in Figs. 2.14(a) and
2.14(b), respectively. The simulation reproduces the main features of the measured iondrift-velocity profile for r<1.5 cm, including the non-zero drift velocity in the inner
region (i.e. for x<x0). Outside r=1.5 cm there exists small electric fields not accounted for
in the simulation. The value of ρi /σ r { Er } =1.3 for the above cases is far below the largest
values observed in the experiment. This case was chosen because it shows the FLR
effects clearly while retaining structure in the ion drift velocity. For the largest case
ρi /σ r { Er } =4.6 the ion-drift-velocity profile shows very little structure.

In the test-particle simulation, an initially homogeneous distribution of particle
positions, loaded into an inhomogeneous electric field, results in equilibrium with an
inhomogeneous density profile. This is illustrated in Fig. 2.15, where the density
calculated from the simulation run for Fig. 4.13(a) (dashed line) is compared to the
density derived from the ion saturation current (solid line) of a scanning Langmuir probe.
The depletion observed in the simulation density profile for –1 cm < x < 1 cm agrees, in
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magnitude, with the depletion observed in the measured ion-density profile. This result of
the simulation supports the interpretation that the density depletion is mainly due to the
finite-Larmor-radius particle trajectories in the presence of an inhomogeneous electricfield profile, as opposed to diffusion of ions from regions of higher potential to regions of
lower potential.
The simulation overestimates the magnitude of density gradients, as can be seen by
comparing the density profiles of Fig. 4.15. This is likely due to the collisionless
approximation made in the simulation. In the experiment the ion-ion collision frequency

νii, for plasma density in the range (1 – 10) × 109 cm-3, is a non-negligible fraction of the
ion-cyclotron frequency (i.e. for ni=3 ×109 cm-3, Ti=0.2 eV and B=0.2 Tesla, νii/Ω≅0.1)
and so some reduction of sharp ion-density gradients, generated by the electric-field
structure, should be expected in the experiment.

II.F.2 Perpendicular-velocity shear: Ion cyclotron waves driven predominantly by
the dissipative effect of the IEDD instability
For large magnetic-field strengths FLR effects are expected to have less influence
on the ion E×B drift-velocity profile. For this reason the WVUQ was modified by
removing some of the magnetic-field coils from one end of the chamber and inserting an
end plate at about 2 meters from the plasma source. The purpose of this modification was
to better match the magnetic-field coil power supply and obtain magnetic-field strength
as high as 0.415 Tesla. The larger magnetic-field strength allows for reduced FLR effects
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such that localized E×B drift-velocity layers could be generated within a current channel
for the study of predominantly dissipative IEDD instability.
In the experiment reported herein, the effect of finite-Larmor-radius effects on the
non-linear evolution of the IEDD instability will be presented. The focus will be on the
modification of the equilibrium ion-density and ion-drift-velocity profiles and the
subsequent effect on the instability. The time evolution of the density profile, electricfield profile and ion-velocity distribution function will be measured and the results used
to analyze the effect this equilibrium modification has on stability.

II.F.2.i Equilibrium and associated stability
In the results presented below, the localized electric-field magnitude is controlled
using the SDE, described in the previous section, that has no gap between the button
(OD=2.4 cm) and the annulus (OD=4.8 cm). The original investigations of the IEDD
instability were performed using the SDE with the gap as shown in Fig. 2.8 [Amatucci ,
1994; Carroll , 1997]. The case of the outward-directed electric field is presented with
the maximum electric-field magnitude being controlled by the relative bias between the
two electrode segments as described in the diagnostics section and illustrated in Fig.
2.16(a). Note that, by inspection, the localization of the electric-field profile σ r {Er } (i.e.
the half-width at half-max) remains approximately constant as the electric-field
magnitude is varied. The associated density profiles are shown in Fig. 2.16(b) where it is
observed that a density gradient is co-localized with the electric field and increases with
increasing electric-field magnitude. This dependence of the ion-density profile on the
electric-field profile is consistent with the FLR results from the previous section.
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In the presence of this outward-directed, localized electric field, the ions will
execute E×B drift velocity in the −θ̂ direction. The ion-drift-velocity profile is shown in
Fig. 2.17(a) for the “control” case of no waves, magnetic-field strength of 3.6 kG and
maximum electric-field amplitude of 240 V/m. The associated ion-temperature profile,
shown in Fig. 2.17(b), demonstrates that there is no heating of the ions for this case,
consistent with an adiabatic electric-field increase as discussed earlier. The ion drift
velocity parallel to the magnetic-field direction was also measured as shown in Fig
2.17(c) where parallel-velocity shear is observed at radii beyond the outer edge of the
button. The parallel ion-temperature, not shown, also shows no structure with a mean
value of 0.2 eV. Thus, this equilibrium is characterized by a combination of parallelvelocity shear and perpendicular-velocity shear. However, for this high magnetic-field
case the parallel-velocity shear is small (

dVz
= 0.04ωci ) so it is not expected to play a big
dr

role in the growth and propagation of ion-cyclotron waves. The perpendicular-velocity
shear, however, is characterized by Vθ ,max ε r {Vθ } = 0.40ω ci which should play a
significant role in plasma stability. Note that the equilibrium presented above is for the
case where the parallel electron-drift velocity is below threshold and, thus, no waves
were present.
In the presence of waves, the equilibrium ion-drift velocity and temperature
profiles are significantly modified. For the case where the parallel electron-drift velocity
is slightly above threshold, waves appear localized in the perpendicular-velocity shear
region, ion heating is observed in the shear region and the ion-drift-velocity profile is
significantly broadened. This is illustrated in Figs 2.18a-c where the ion-drift-velocity
profile, ion-temperature profile and wave-amplitude profile is shown. These figures show
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that, although parallel electron-drift velocity exists throughout the electrode region, the
wave is associated with the shear layer as has been previously observed. Two interesting
points that have not been previously addressed is the presence of ion-temperature
anisotropy and the modification of the ion-drift-velocity profile due to heating-related
finite-Larmor-radius (FLR) effects. It will be shown later that these effects are
responsible for both broadening the drift-velocity profile and lowering the peak ion drift
velocity. However, the lowering of the peak ion-drift velocity is not obvious by
comparing the above plots due to the fact that the peak electric-field magnitude is larger
for the profiles shown in Figs 2.11&2.12. Even with the larger electric-field magnitude
the effective shear is reduced, due to the broadening of the drift-velocity profile, such that
it is now characterized by Vθ ,max ε r {Vθ } = 0.19ω ci .
A further increase in the parallel electron-drift velocity increases the spatial extent
of the instability and associated heating. This is illustrated in Fig. 2.19(a-c) where the
associated ion-drift-velocity profile, ion-temperature profile and wave-amplitude profile
are again shown. The instability, and associated ion heating, now covers the entire region
of the electrode. For this case the wave is not so much increased in amplitude as it is
increased in spatial extent. For this reason the peak ion-temperature is not increased
above the case for Fig. 2.18 and the associated ion-drift-velocity profile is not
significantly different. The fact that the ion temperature is elevated for all radii within the
electric-field layer complicates any interpretation of the instability based upon
rectangular geometry since cylindrical effects are now important. The cylindrical effects
are responsible for the solid-body rotation observed for r<1.2 cm and there is no
significant shear present in this region. This is illustrated in Fig. 2.20(b) where the shear,
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calculated in cylindrical geometry as r (

d ⎛ Vθ
⎜
dr ⎝ r

⎞
⎟) , is plotted as a function of radius for the
⎠

equilibrium associated with Figs. 2.18&2.19. Notice that the shear associated with the ion
drift velocity in Fig. 2.18(a), presented in Fig. 4.12(a), is equal and opposite on each side
of the drift-velocity layer while the shear associated with the ion drift velocity in Fig.
2.19(a), presented in Fig. 2.20(b), is significantly reduced for r<1 cm. For this reason, this
dissertation will focus on cases where the wave, and associated heating, is localized to the
shear layer and, therefore, any solid-body rotation is negligible. For this situation
cylindrical effects are small and rectangular geometry is suitable for equilibrium and
stability analysis.

II.F.2.ii Ion energization mechanisms
An interesting feature of the equilibrium described above is the appearance of
non-Gaussian features for the ion-velocity distribution function within and near the shear
layer. This is illustrated in Fig. 2.21a where the ion-velocity distribution function is
presented in a waterfall plot at four different radial positions for the equilibrium
presented in Fig. 2.19. In this figure, the Zeeman removal algorithm, described in the
diagnostics section in which no functional form is assumed for the distribution function,
has been used to extract the ion-velocity distribution function from the LIF lineshape.
The ion heating is apparent in regions of large wave amplitude and the distribution
function becomes asymmetric within and just beyond the shear layer. Before generation
of the electric-field structure and subsequent growth of ion-cyclotron waves, the ion
velocity-distribution function is described by a Gaussian distribution function with a 0.2
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eV isotropic temperature and perpendicular drift velocity. Upon saturation of the ioncyclotron wave, the ion velocity-distribution function is modified by three ionenergization mechanisms. The first mechanism corresponds to the observed
perpendicular heating through wave-particle interaction that, by itself, leads to a Gaussian
with elevated temperature. The second mechanism is related to FLR effects of ions that
are accelerated by the dc radial electric field and show up as higher-energy ions several
millimeters beyond the electric-field layer. The third mechanism corresponds to coherent
wave-particle interactions that create “ring-beam particles” [Stern et al., 1981; Strele,
1999] that appear as a subset of ions forming a modulated (at the ion-cyclotron wave
frequency) azimuthal beam outside the wave field. Note that the first and third
mechanisms are practically the same in that they are associated with a net gain in energy
through wave-particle cyclotron resonance. This gain in energy is associated with
damping of the wave in which wave energy is transferred to the ion population. The main
difference between the first and third mechanisms is the extent of velocity space over
which the mechanism operates. The geometry of the plasma, the localization of the wave
field, and the duration of the wave-particle resonance influence the observational
signatures of the first and third mechanisms. If the wave field existed everywhere in
infinite plasma, then the beam ions would not be observed.
Ion-cyclotron resonant energization can be understood by considering the
situation in Fig. 2.22 where the magnetic field is directed along the z-axis and an electric
field is oscillating at the local cyclotron frequency as E (t ) = E 0 cos(Ωt ) yˆ . Ions that start
at point “a” will be moving in the direction of the electric field and gain energy, will gain
no energy at point b, and will arrive at point c a half-wave-cycle later and gain more
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energy. Ions starting at point c will remain out of phase with the wave and lose energy.
Ions starting at point b or d will gain zero energy. The above statements are true for the
first cyclotron period. However, if we follow an ion for many cyclotron periods then ions
that were initially losing energy will eventually lose all their energy, come into phase
with the wave, and begin gaining energy. This is shown in Fig. 2.23 where ions were
followed for many cyclotron periods. The lower plot illustrates the net energy gain
possible for ions that initially lose energy while the upper plot shows the response of an
ion initially in phase with the wave field.
The heating of the bulk ion population is a resonant process during which
particles that resonantly gain energy from the wave field undergo randomization of the
phase between the ion-cyclotron motion and the wave-field oscillations. This phase
randomization results from a combination of ion-ion collisions and wave-field phase
decorrelation that is related to the spectral width of the wave-field fluctuations. The
wave-field decorrelation is understood by comparing a monochromatic wave to a broadspectrum wave. The phase can be predicted at all future times for a monochromatic wave
with a well-defined frequency. The frequency, and therefore the phase, of a broadspectrum wave become harder to predict as the spectral width increases. Thus, a wave
field with a spectrum defined by a spectral width on the order of a few percent of the
center frequency will interact coherently with some ions some of the time and, because of
finite spatial extent of the gyro motion, stochastically with some ions some of the time
leading to both ion heating and coherent acceleration evident in the ion-velocity
distribution function. The heating rate, shown in Eq. 2.11, is calculated based on quasilinear theory where the instability is assumed to saturate due to a balance between energy
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gain based on the calculated linear growth rate, including resonance broadening, and
energy loss to heating of the ions. The free energy driving the wave is associated with the
parallel electron drift velocity, and associated Landau growth. Thus, at any point in
configuration space, the free energy associated with electron drift velocity flows into the
wave field and from the coherent wave field into phase-mixed energization of the ions via
the cyclotron damping. This is illustrated in Fig 2.24 where the top figure shows the ion
perpendicular-velocity distribution as a function of radial position for the case without
waves and the middle figure shows the same plot in the presence of waves. Heating is
apparent as an increase in the width of the distribution function in velocity space.
The second energization mechanism is explained simply as ions falling through a
localized potential structure in the presence of a magnetic field. When the ion gyroradius
is on the order of the scale size of the potential structure the accelerated ions appear
beyond the potential structure as a shoulder on the distribution function as shown if Fig.
2.21b where the data were taken in the DIDE configuration for a case without waves so
that the only contribution is from FLR effects. This is not a resonant process and the
energy gain of an individual ion does not increase with each subsequent pass through the
electric-field structure. The resultant distribution function is modeled well by two
Gaussian ion populations with approximately the same temperature.
The third mechanism, which leads to ring-beam ions, is explained as a coherent
interaction between ions and the wave field where the ions are radially accelerated such
that they show up at radii beyond the localized wave field. These ions then repeatedly
return to their radial point of origin where they interact coherently with the wave field
and gain more energy. Strele [1999], who identified the shear region as the source of the
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coherent ring-beam ions, describes this situation in detail. This coherent interaction is
demonstrated in the lower plot in Fig 2.24 where the coherent response, measured with
LIF, is plotted (lower plot) for the ions as a function of position and azimuthal velocity.
Note that the “ring-beam” ions show up on both the middle plot (time-averaged ionvelocity distribution function) and lower plot (wave coherent part of the ion-velocity
distribution function) as expected in the presence of ion-cyclotron waves. Some of these
particles may be lost from this interaction through the randomization processes that lead
to bulk ion heating. However, there will always be some subset of the ion population that
maintains coherence with the wave field. For this resonant process, the energy gain of an
individual ion increases with each subsequent gyro cycle.
The efficiency of the ring-beam ion energization may be enhanced by the
symmetry-breaking mechanism investigated by Reitzel and Morales [1996] that depends
on a gradient in the wave-electric-field strength (i.e. localization of the wave field)
perpendicular to the magnetic field. In the sense that this gradient serves as a symmetrybreaking mechanism, like collisions, it may be responsible for thermalizing a distribution.
This is the case for our experiment, however, after evaluation of their parameters I came
to the following conclusions. Evaluation of Er (wave electric-field strength) in their paper
for barium at B=0.3T results in Er~180 V/m. This is two orders of magnitude larger than
our experimental observations where Er~1-2V/m. Also, ρi /σ r { Er } =4 in their analysis
which is also significantly larger than our values ρi /σ r { Er } <1 where now Er is the waveelectric-field. Since the increase in perpendicular kinetic energy is shown by Reitzel and
Morales [1996] to depend on Er squared, we would expect a very modest energy increase
for our conditions and an off-cyclotron-resonance wave.
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In summary, I believe that the idea of temporal-symmetry breaking does
contribute to our situation relative to the ring-beam ions. I think that cyclotron resonance
is the dominant factor in ion energization as described before, however, temporalsymmetry breaking could greatly enhance the transfer of energy from wave-field to ion.
Meanwhile ion-ion collisions and finite spectral bandwidth, both of which are nonnegligible in our IEDD instability experiments, lead to randomization of ion orbits and a
relaxation of the distribution toward a Gaussian. These randomizing processes, while not
negligible, operate on time scales longer than many gyro-periods and leave non-Gaussian
features, which develop over a few gyroperiods, intact.

II.F.2.ii Propagation characteristics of the IEDD instability
The wave spectrum associated with the equilibrium of Fig. 2.18 is shown in Fig
2.25(a) as measured at r=1.1 cm and is created from averaging 100 cross-correlation
FFT’s. The spectrum is fairly broad with Δω / ω = 0.12 and the frequency is peaked
about 8% above the cyclotron frequency. The azimuthal mode structure is obtained by
examining Fig. 2.25(b) where the same 100 time series pairs used in Fig. 2.25(a) are used
to plot the local azimuthal-wavenumber versus mode amplitude. Since this measurement
was taken at r=1.1 cm the mode is clearly propagating as an m=1 azimuthal mode. Thus,
the mode is propagating in the opposite direction relative to the E×B drift velocity. The
parallel wavenumber is obtained by plotting the relative phase between an axial probe
and a stationary reference probe as shown in Fig. 2.25(c) from which a value of

k z = 0.107cm −1 is obtained. Thus, the instability propagates in the direction of electron
drift velocity with a parallel wavelength about ¼ of the effective plasma-column length.
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The fact that the mode is propagating in the opposite direction of the E×B drift
velocity is interesting since this means that the Doppler shifted frequency in the ion frame
is up-shifted to ω1 = ω − kθ Vθ = 1.17ωci instead of down-shifted as observed in some other
cases for the IEDD instability [Carroll et al., 2003]. The importance of this Doppler shift,
in the local sense, is contained in the cyclotron damping term. For efficient wave-particle
resonance to occur, the Doppler-shifted frequency needs to be near one of the ioncyclotron harmonics. However, this theoretical treatment only considers a single value in
the frequency-wavenumber spectrum. As can be seen in Fig. 2.25(b), there is significant
broadness in both the frequency spectrum and in the azimuthal-wavenumber spectrum. If
we base the spread in frequency and wavenumber on the half-width at half-maximum
then the spread in frequency is 0.06ωci and the spread in wavenumber is 0.4 cm-1, which
leads to a range of Doppler-shifted frequencies ω1 = ω − kθ Vθ − k zVz = (1.06 → 1.27)ωci .
Thus, the broadness of the wave spectrum increases the efficiency of the wave-particle
interaction and associated ion heating. This is particularly true for past observations of
the IEDD instability for which the spread in frequency was as large as 50% of the ioncyclotron frequency [Koepke et al., 1999].

II.F.2.iii Non-linear evolution of the IEDD instability
As shown above, the onset of the IEDD instability modifies the ion-drift-velocity
profile by heating the ions via wave-particle interactions. Here we shall quantify this
interaction by measuring the time evolution of the ion-velocity distribution function, ion
density profile and plasma potential profile. This measurement is obtained by raising the
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potential applied to the plasma-source hotplate until the parallel electron-drift velocity is
reduced below threshold. A square-wave voltage is then applied to the hotplate such that
the electron drift velocity is repeatedly stepped above and below threshold and the time
evolution of the various equilibrium quantities is measured as described in the diagnostics
section of this dissertation.
An example for the time evolution of the LIF lineshape is shown in Fig. 2.26 by
comparing the lineshape at four points in time (t=0, 0.3, 0.6, 0.9 ms). This measurement
is taken at r=1.2 cm as are all subsequent ion-velocity distribution function, time
evolution measurements. The integration time required for one of these measurements
prohibited the measurement to be made at positions far from the radial edge of the core
plasma column. The full LIF lineshape is shown in Fig. 2.26 so what is plotted is actually
the distribution function that has been Zeeman split into two distinct lineshapes. It is
readily apparent that the ion-velocity distribution at t=2 ms is significantly broader, and
therefore the ions are hotter, than at t=0 ms. To quantify the rate and magnitude of this
heating, an appropriately split Gaussian distribution function is fit to the LIF lineshape
and the resultant ion temperature and velocity, plotted as a function of time, are shown in
Fig. 2.27(a&b). In these figures one can see that the ion-drift velocity reduces
concurrently with the increase in ion temperature. The reduction in E×B drift velocity can
be explained by increased FLR effects so long as the electric-field magnitude has not
been reduced by the action of the instability. The increase in perpendicular iontemperature is theoretically given by [Correll et al., 1977]

eφ k
dT dt
ω
2π
≅
T
3 ΩΓ1 (b) T
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2

γl ,

(2.11)

where γ l is the linear growth rate and φk is the amplitude of potential fluctuations
associated with the wave. Measurements show that φ k ≈ 0.5V ,

ω
2π
≈ 1 and
3 ΩΓ1 (b)

γ l = 0.3Ω for the case associated with the downward-pointing triangles in Fig. 2.27. This
gives dT dt ≈ 600eV / s consistent with the observed increase in temperature of 0.45 eV
in 1 ms which gives dT dt ≈ 450eV / s .
Time evolution of the electric-field and ion-density profiles are measured as
described in the diagnostics section. The technique is very similar to the LIF-lineshape
time-evolution measurements except that now the time evolution of the relevant
quantities is measured as a function of probe position. To minimize the time required to
acquire the time-evolution data, the measurement is made over the radial range from 0
cm to 2 cm. The time evolution of the ion-density profile is illustrated in Fig. 2.28(a)
where the density profile is plotted for t=0 ms and t=2 ms for the equilibrium associated
with a maximum electric-field magnitude of 130 V/m. It is apparent that the density
gradient relaxes due to the ion heating. This is expected since the maximum localization
of a density gradient must be limited by the size of the gyroradius. The time evolution of
the inverse density-gradient scale-length, as derived from the density profile, is shown in
Fig. 2.28(b). Here three of the cases from Fig. 2.27(a) have been used as indicated by
matching of the symbols.
Although some change in the electric-field magnitude, due to the change in the
ion-density profile, is expected due to polarization electric fields, there is no apparent
change in measurements of its time evolution. This is likely due to the electron-rich
nature of Q machine plasma where electrons tend to compensate for changes in the ion-
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density profile in order to maintain electric fields in the plasma. This is the same
argument for why electric fields are not canceled by polarization electric fields in Q
machine plasma. In both cases, a polarization electric field is expected to arise due to
perpendicular displacement of the ions and to cancel the applied field.
Now that the wave structure and response of the plasma equilibrium has been
presented, the dependence of the growth-rate and saturated amplitude of the mode will be
presented for various electric-field strengths. The growth-rate is measured as described in
the diagnostics section and is very similar to the time-evolution measurements in the way
that the mode is turned on and off using the hotplate bias. An example of a raw time
series for the wave being pulsed on for 1 ms is shown in Fig. 2.29(a) where the pulse,
created from stepping the hotplate bias, is evident at the beginning of the time series. The
time series is taken from the differential bias measured between two Langmuir-probe tips
separated by 7mm azimuthally. Thus, the signal represents the waves azimuthal electric
field. By turning the mode on and off during the recording period, both the growth and
decay rates of the instability can be measured.

Each measurement of growth rate

presented below is an average of 10 measurements. From the absolute value of each of
the ten time series, the ten-series average is plotted in Fig. 2.29(b) and an initial estimate
of the growth and decay rates is obtained from fitting an exponential function to the
curve. An example of the fit is shown in Fig. 2.29(c) where the absolute value of the time
series, after removing the pulse, is plotted.
The above measurements of normalized growth rate, along with the saturated
amplitude of density fluctuation normalized to the local density, were repeated for many
values of electric-field strength as shown in Fig. 2.30. The saturated values are an
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average over the button of the SDE based on the I-V curve, recorded fluctuation
amplitude and area of the SDE button. The growth rate and saturated amplitude increase
significantly with increasing electric-field magnitude. The electron current increases only
moderately from ~160 vth ,i to ~180 vth ,i . However, as shown above, there is also a
significant increase in ion-temperature anisotropy concurrent with the increase in mode
amplitude, as shown in Fig. 2.31, along with a decrease in the density gradient. The
implications of these factors on the growth rate of the IEDD instability will be
investigated theoretically in the following section.

II.F.2.iiii Comparison between measurement and theory
To begin this discussion, the equilibrium associated with Fig. 2.17 and Fig. 2.18
will be analyzed using numerical solutions to the non-local theory of the IEDD instability
of Ganguli modified to include the effects of ion-temperature anisotropy. For the case
associated with Fig. 2.17 the growth rate is calculated for an electron drift velocity of 40

v thi and 170 v thi consistent with the experimental cases with and without waves. The
code predicts a growth rate of − 0.001Ω for the first case and 0.02Ω for the second case.
Thus, by increasing the electron drift velocity the equilibrium goes from stable to
unstable. However, once the mode grows the equilibrium is modified to the case
associated with Fig. 2.18 that will be analyzed next. The values used in the model
are (k⊥ ρi ) 2 = 0.022 → 0.077 , u = 0.1 , T⊥ / T|| = 1 → 5 , vd ,e = 170vth ,i , Vθ ,max = 0.5vth ,i ,

ω * / ωci = 0.04 , ε r {Er } = 0.25cm and ε r {Vθ } = 0.4cm . Since the perpendicular iontemperature is varied, the ion gyroradius varies consistently with the change in
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temperature. The results from the numerical solution are plotted in Fig. 2.32. Note that
theory predicts a mode frequency below the cyclotron frequency with a negative growth
rate when ion-temperature anisotropy is not accounted for. However, when iontemperature anisotropy is included, the theory predicts an increase in growth rate and an
up-shift in mode frequency to above the cyclotron frequency. In fact, for a ratio of
T⊥/T||=3.5, as observed for the equilibrium in question, the predicted mode frequency is
close to the observed mode frequency. Thus, accounting for ion-temperature anisotropy is
very important when theoretically evaluating the stability of an equilibrium state
containing perpendicular-velocity shear.
The increase in perpendicular ion-temperature is expected to be slower than the
increase in wave amplitude so the measured growth rates are interpreted to correspond to
plasma with no ion-temperature anisotropy. Therefore, to explore the effect of iontemperature anisotropy on plasma stability, the damping rate was measured for many
values of ion temperature. For each damping rate measurement the only difference is the
ion temperature so any change in the damping rate is due to the change in temperature
anisotropy. This is illustrated in Fig. 2.33(b) where the damping rate is seen to decrease
with increasing ion-temperature anisotropy. This is consistent with theory as shown in
Fig. 2.33(a).

II.G Discussion
Nonlinear effects arise as the wave grows and the wave amplitude becomes nonnegligible. The experimental results concerning the non-linear evolution of the IEDD
instability can help in the interpretation of broadband extremely low frequency (BBELF)
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fluctuations observed in the auroral zone of the upper ionosphere. Thus far, theoretical
considerations have neglected ion-temperature anisotropy that is closely correlated with
observations of BBELF waves [Knudsen et al., 1998]. The significance of iontemperature anisotropy will be discussed with regards to two space papers that attempt to
identify waves observed in the presence of perpendicular-velocity shear.
The mechanism responsible for BBELF fluctuations observed by the Freja
satellite was investigated and the IEDD instability considered by Hamrin et al., 2001. In
their analysis they compared the observed values of field-aligned electron drift velocity
and velocity shear with theoretical predictions and experimental measurements of
electron-drift-velocity thresholds. Because no measurement was made of ion
perpendicular and parallel temperature components, their theoretical predictions did not
account for any possible ion-temperature anisotropy that is usually present
simultaneously with BBELF fluctuations. Also, comparison made in the literature
between theoretically predicted and experimentally measured electron-drift-velocity
thresholds also assumed zero ion-temperature anisotropy. This is natural because
electron-drift-velocity thresholds are measured for infinitesimal wave amplitude for
which ion heating by the wave, and thus ion-temperature anisotropy, is expected to be
very small. Thus the space observations may be explained as an unstable equilibrium that
subsequently, under the action of the instability, evolved into an equilibrium that is
theoretically unstable only when ion-temperature is included.
Also, as indicated in the above-mentioned paper, the magnitude of shear was
likely underestimated due to overestimates of the scale size of DC electric-field structures
from which the shear was inferred. This overestimate was due to the motion of the
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satellite that causes inhomogeneous electric fields to appear as time varying fields. Since
they were interested in fluctuations at the oxygen cyclotron frequency (26 Hz) the scale
size was assumed to be no smaller than 1.4 km as electric-field structures smaller than
this would appear as time-varying signals above 5 Hz. Although the possibility of
underestimating the shear is not likely to account for the more than an order of magnitude
difference in field-aligned electron drift velocity, the coupling of the anisotropy with this
underestimation could possibly account for the discrepancy.
To analyze the significance of possible larger shear and the existence of iontemperature anisotropy the dispersion relation will be solved for the threshold electron
drift velocity assuming typical parameter values observed in association with BBELF
waves [Hamrin et al., 2001] of k ⊥ ρ i = 0.35 , u = 0.1 . Most of the electron-drift velocity
data points in Hamrin’s paper are about an order of magnitude below the threshold
calculated based on isotropic theory. Solution of the anisotropic theory indicates that the
threshold electron drift velocity is reduced by a factor of four for T⊥i T||i = 5 . Increasing
the velocity shear by a factor of two reduces the threshold electron drift velocity by an
additional factor of 1.8. This reduction of the threshold electron drift velocity brings
many of the measured values of electron drift velocity of FREJA over the wave excitation
threshold but not all. The paper does not provide the information to determine how much
the shear was underestimated for any given data point in their analysis.
In the second paper [Earle et al., 1989] we will address focuses on two separate
shear cases with shears of 11 s-1 and 25 s-1, shown in Fig 2.34, where the cyclotron
frequency for oxygen ions is 26 Hz and the field-aligned electron drift velocity is 36 and
58 times the parallel ion-thermal speed respectively. For the two cases the width of the
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electric-field layer is 400m and 100m respectively. The oxygen gyroradius is ~10m at
this altitude (480 km) so FLR effects are not expected to play a large role. We will focus
on the smaller shear since the larger shear is expected to have a positive growth rate
without the need for ion-temperature anisotropy. For this analysis we will infer the
parameters on data given in the paper for which k ⊥ ρ i = 0.5 , u = 0.1 . For the case without
ion-temperature anisotropy the predicted growth rate is − 0.0012Ω while for T⊥i T||i = 2
the growth rate increases to 0.0077Ω . Although they did not report on the possible
existence of ion-temperature anisotropy, the existence of even a small amount of iontemperature anisotropy can explain the instability they observed. Theoretical analysis
shows that T⊥i T||i > 1.2 is enough to explain the observed instability as the
predominantly dissipative IEDD instability.
It is important that we address a recent paper [Mikhailenko and Mikhailenko,
2006] on the stability of plasma with inhomogeneous electric field such as discussed in
this chapter. In their paper, three posits are made that have significance to our use of the
theory of Ganguli et al. 1985. The first posit states that in plasma where the
perpendicular drift velocity varies linearly, such that the value of shear is everywhere
constant, the shear is not a source of instability. However, Mikhailenko’s theory uses a
local approximation and misses the flow of wave-energy, caused by inhomogeneous
velocity shear, into the fluctuations within the shear layer that is responsible for of the
IEDD instability. Ganguli et al. [1985] explain that the shear must be inhomogeneous for
both the reactive and the dissipative [Ganguli and Palmadesso, 1988] effects. Plasma
with uniform shear, as analyzed in the paper of Mikhailenko, would support a flow of
wave energy and uniform wave-energy density. The second posit states that Ganguli et
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al. did not match the solution to the zeroth-order Vlasov equation at the boundaries of the
drift-velocity layer. This argument only applies to the “sharp-boundary” model used by
Ganguli et al. [1985] and Gavrishchaka et al. [1995; 1996] in which equilibrium
distribution functions with different E × B drift velocity were used inside and outside the
drift-velocity layer. The E × B drift velocity for these distribution functions was
discontinuous across the drift-layer boundary. However, this model was only used in
order to illustrate the physics principles of the instability mechanism in the limit of zero
field-aligned current. The numerical solution used in this dissertation is based on a
smooth drift-velocity profile and the solution of the integro-differential equation, in the
dV

limit of small values of normalized shear

dx , associated with the zeroth-order Vlasov
Ωi

equation distribution function in the same limit with the proper dependence on position
along the Inhomogeneity axis. Though there may be validity to Mikhailenko’s second
posit, the “sharp-boundary” model worked well for predicting the observed phenomena
[Gavrishchaka et al., 1994; Gavrishchaka et al., 1996; Carroll, 1997; Koepke et al.,
1998] as compared to the model based on the smooth drift-velocity profile. The third
posit stated that in the experiments performed at WVU [Koepke et al., 1994] and NRL
[Amatucci et al., 1996] the trapping frequency ω tr = − 4eE r m i r of ions in the
potential well associated with the inward-directed electric field was larger than the local
ion-cyclotron frequency, by a factor of two and eight respectively, and, thus, Ganguli’s
theory was not applicable and the theory of Demyanov et al., 1989 should be used.
Demyanov’s theory is a nonlocal theory that treats the case for which the trapping
frequency is much larger than the local ion-cyclotron frequency. However, the concept of
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the trapping frequency applies to a particle that is introduced into an electric field in a
non-adiabatic way. This will be true for ions entering an electric field instantaneously or
entering a very large electric field such that the trapping frequency is very large relative
to the local ion-cyclotron frequency. However, for small trapping frequency (i.e. not
much larger than the local ion-cyclotron frequency), such as was the case for earlier
experiments in the WVUQ, an adiabatic increase in the electric-field strength will
increase the ion’s E×B speed without an increase in the ion’s oscillatory energy such that
the trapping frequency definition is no longer strictly valid. In the experiments presented
in this dissertation the electric field is directed radially outward and is closer to adiabatic
than non-adiabatic so the issue of trapping frequency does not arise.

II.H Conclusion
The original experimental work verifying the IEDD instability was performed at
WVU [Koepke et al., 1992; Koepke et al., 1994; Amatucci, 1994]. The same group
investigated the details of the instability [Carroll, 1997; Koepke et al., 1998; Carroll et

al., 2003] at the same university and at NRL [Amatucci et al., 1996; Walker et al., 1997].
This work was accompanied by a thorough theoretical investigation of this instability
[Gavrishchaka, 1996] based on the original theoretical work of Ganguli et al. 1985.
These experimental and theoretical works laid a solid foundation for the physics of the
IEDD instability.
In this dissertation, the non-linear evolution of the plasma equilibrium, upon onset
of the IEDD instability, is investigated. The instability is shown to alter both the density
gradient and the ion-E×B-drift-velocity profile via wave heating of the ions for situations
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where the scale-length of the ion-drift-velocity profile is only several ion-gyroradii wide.
In these situations, the plasma equilibrium, initially unstable, evolves into an equilibrium
that is considered stable to the IEDD instability without the inclusion of ion-temperature
anisotropy. With the inclusion of ion-temperature anisotropy, theoretical evaluation of the
dispersion relation indicates an unstable evolved equilibrium. This may be important to
space observations where ion-temperature anisotropy is not considered in the evaluation
of the stability of the local plasma equilibrium. The conditions that gave rise to the
instability may be different than the equilibrium condition at the time of observation i.e.
the plasma equilibrium may have started out unstable without ion-temperature anisotropy
and evolved such that the resulting ion-temperature anisotropy is necessary to sustain the
instability. Unfortunately, space observations of the initial plasma equilibrium, before the
onset of instability, and its evolution are unavailable.
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III Plasma equilibrium and stability in the presence of parallel-velocity
shear

III.A Scope
Electrostatic ion-cyclotron waves were observed to spontaneously arise in plasma
characterized by parallel electron-drift velocity and shear in the parallel ion-drift velocity.
For large values of shear, waves were shown appear at multiple harmonics of the ion
gyro-frequency. here, analysis of the harmonics shows them to be linearly independent
which shows that each harmonic is independently excited. For lower values of shear two
distinct spectral features are simultaneously excited near the first harmonic (ω ≅ Ω i ) .
One feature is observed above the local ion-cyclotron frequency while the other is
observed below the local ion-cyclotron frequency. These two modes are shown to have
equal but opposite values of azimuthal wavenumber consistent with counter-propagating
m=1 azimuthal modes. Comparison to theory [Gavrishchaka et al., 2000] shows that the
frequency and azimuthal wavenumber of each mode is such that ion-cyclotron damping
was reduced for each mode.
Electrostatic ion-acoustic waves are observed to arise spontaneously in the
presence of parallel electron-drift velocity and shear in the parallel ion-drift velocity.
These waves are observed for lower magnetic-field strength for which the previously
mentioned ion-cyclotron waves are not observed. The growth rate and propagation
characteristics of the ion-acoustic waves are measured and compared to theory [Spangler,
2002] in the presence of controllable density gradient and controllable ion-temperature
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anisotropy. The presence of a density gradient is shown to have a destabilizing influence
on the equilibrium and to cause the waves to propagate at a larger angle relative to the
magnetic-field direction. Increasing ion-temperature has the opposite effect and actually
decreases the growth rate of the ion-acoustic wave. The application of these results to
observations in the ionosphere, where density gradients and ion-temperature anisotropy
are often observed, is discussed.

III.B Previous experimental work
The first experiments in which control over the magnitude of parallel ion-drift
velocity was claimed were reported by D’Angelo and Von Goeler [1966]. The
experiments utilized a double-ended Q machine in which the two plasma sources were
located at opposite ends of a vacuum chamber. By placing a blocking disc in front of one
source and a blocking annulus in front of the other, centered on axis with the outerdiameter of the disc equal to the inner-diameter of the annulus, a plasma column was
produced with coaxial, counter-streaming ions. Because the parallel ion drift velocity did
not vary for either ion population, but the bulk flow varied at the coaxial interface, this
corresponds to the concept of fluid parallel-velocity shear without the presence of kinetic
shear. This description of shearless regions of counter-streaming ions was confirmed by

Koepke et al. [2002] from LIF measurements of the ion parallel-drift-velocity profile in
the same configuration as described above in which cold (~0.2 eV), coaxial, counterstreaming ion populations were observed to have equal, but opposite, spatially
homogeneous drift velocity. Neither ion population had measurable kinetic shear. In this
configuration, D’Angelo observed a purely growing mode, now referred to as the
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“D’Angelo” instability, that he was first to predict based on fluid theory [D’Angelo,
1965].
Another configuration used to produce inhomogeneous ion parallel-drift-velocity
profiles used a double-ended Q machine with a stepped magnetic field at one end
[Agrimson et al., 2001]. The source in the weaker magnetic-field region had a concentric,
biasable annular-electrode around it. The intention was to balance the relative ionizer
heating power and relative alkali metal vapor flux so that the net parallel ion-drift
velocity in the inner region that magnetically maps to the ionizer in the divergent
magnetic-field region could be adjusted to be zero. Consequently, the net ion drift
velocity in the outer region could be adjusted by biasing the annulus to collect or reflect
ions. In this way the parallel-velocity shear at the interface of the inner and outer plasma
regions might be adjustable. The drift velocity in the inner region of the plasma is zero
only because it is comprised of two, equal density, counter-streaming ion populations and
so the drift-velocity profile described in there work contains fluid shear. The presence of
kinetic shear is not documented since velocity-space-resolved ion-drift-velocity
measurements were not obtained. Nonetheless, ion-acoustic waves were reported and
interpreted to be induced by the fluid shear in agreement with the fluid theory of the
shear-modified ion-acoustic instability.
Two different experimental configurations were utilized in the WVUQ to study
the effects of parallel-velocity shear on ion-cyclotron waves and ion-acoustic waves. The
first experiment is performed in a double-ended Q machine with no electrodes. The sign
and magnitude of the parallel-velocity shear is controlled by adjusting the relative ionizer
bias, ionizer heating power and alkali-metal flux to the two ionizers. Parallel electron-
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drift velocity relative to the ion drift velocity can exist if one ionizer is biased negative
with respect to the other. For the parallel-velocity-shear experiments described here, the
measured value of relative electron drift velocity are much below that needed to excite
ion-acoustic waves in uniform plasma. Ion acoustic waves were observed in this plasma
[Gavrishchaka et al., 1998; Teodorescu et al., 2002] under conditions for which the shear
magnitude was large enough to be explained by the theory of the shear-modified ionacoustic instability. Experiments were also performed using a single ionizer and an
annular, positively-biased electrode. In this case, parallel-velocity shear and ion-cyclotron
waves with up to 11 harmonics were observed [Teodorescu et al., 2002]. The propagation
characteristics, along with the presence of so many harmonics, were consistent with
shear-modified ion-cyclotron instability description [Lakhina 1987; Gavrishchaka et al.,
2000]. Values of radially-localized radial electric-field exist at the inner and outer
electrode edges with peak magnitude as large as 75 V/m. However, the experiments were
performed in barium plasma at magnetic-field strengths for which only a small amount of
perpendicular-velocity shear is expected

dV
≈ 0.02Ω i due to FLR reduction and
dx

broadening of the drift-velocity profile.
Recently, a method for generating parallel-velocity shear using a radiallysegmented ionizer and a mesh in a double-ended Q machine has been introduced [Kaneko

et al., 2002]. The segmented ionizer produces both ions and electrons at one end of the
plasma column while an unsegmented electron source, at the other end of the chamber,
produces only electrons. A negatively biased mesh, inserted in front of the segmented
ionizer, repels electrons from both sources effectively separating the plasma potential in
the upstream (segmented ionizer side of mesh) and downstream (unsegmented ionizer
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side of the mesh) regions. A differential bias applied to the segmented ionizer’s segments
magnetically maps into the plasma, generating a radially-localized radial electric-field at
the coaxial interface of the segments. Meanwhile, the plasma potential in the downstream
region remains uniform. Ions, traveling through the mesh, experience an axial drop in
plasma potential that depends upon their radial location resulting in an inhomogeneous
parallel ion-drift-velocity profile in the downstream region. Laser-induced-fluorescence
measurements [Reynolds et al., 2005] of the parallel ion-drift velocity for this WVUQ
configuration documented kinetic parallel-velocity shear. Kaneko et al. 2003 used this
experimental configuration to study the drift-acoustic instability driven solely by the
combination of a density gradient and parallel-velocity shear since their configuration
was designed for zero net parallel electron drift velocity. Further work has been recently
reported on the excitation of the parallel-velocity-shear-modified drift wave in the
presence of heavy, negative ions (SF6) [Ichiki et al., 2009] using the same experimental
configuration as Kaneko et al., 2003.
The first direct measurements of parallel-velocity shear were made by Skiff et al.
[1993] using laser-induced-fluorescence. The experiment was performed in barium Qmachine plasma. Parallel-velocity shear was created by introducing neutral xenon into the
chamber. The observation was interpreted with the explanation that the otherwise
homogeneous ion parallel-drift-velocity profile was modified because the ions at large
radii were slowed down much more than ions at small radii. It is conjectured that the ions
exchange momentum with the neutral gas as the neutral atoms penetrate the plasma.
Thus, the neutral gas develops a parallel-drift-velocity profile that increases toward the
plasma center thus causing less drag on the ions at the center of the plasma column. The
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main conclusion of the experiments was to show enhanced, radially outward transport
induced by the parallel-velocity shear.

II.C Space observations
The relevance of parallel-ion-velocity shear to instabilities observed in the
ionosphere was first described in the early 1970’s [D’Angelo, 1973]. Observations of
low-frequency fluctuations in the polar-cusp boundary region, observed by the Ogo 5
satellite, were interpreted as parallel Kelvin-Helmholtz waves driven by shear in the
parallel ion-drift velocity. This interpretation was further supported by wave and particle
measurements made by the Heos 2 [D’Angelo et al., 1974] and AE-C [Potemra et al.,
1978] satellites that showed the shear correlated with the fluctuations. Further
observations of parallel-velocity shear, and associated waves, have been reported from
measurements taken by Cluster [Nykyri et al., 2003; Nakamura et al., 2004], Akebono
[Yoshioka et al., 2000] and FAST [McFadden et al., 1998; Ergun et al., 1998; Koepke et

al., 2003] satellites.
Parallel-velocity shear has been predicted to lower the electron drift velocity
necessary for the excitation of ion-acoustic waves [Gavrishchaka et al., 1998, 1999] even
for conditions where the ion temperature is greater than the electron temperature. These
results explain [Gavrishchaka et al., 1999] the ion-acoustic-like turbulence observed by
the Freja satellite [Wahlund et al., 1994; Knudsen and Wahlund, 1998] for the
inhomogeneous conditions where the field-aligned electron drift velocity was sub-critical
to the excitation of current-driven ion-acoustic waves in inhomogeneous plasma.
additional observations of low-frequency fluctuations by the Okebono satellite indicated
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that the ions were too hot, relative to the electrons, to support ion-acoustic waves in
inhomogeneous plasma. However, the possible effect of shear in the parallel ion velocity
was not considered in their work.
As mentioned earlier in this chapter, the influence of parallel-velocity shear on the
stability of ion-cyclotron waves has been shown both experimentally and theoretically to
increase the growth rate for the fundamental and higher-order harmonics. Evaluating the
amount of shear present for space conditions where there is wave activity in the broader
frequency range associated with ion-cyclotron harmonics. Both parallel-velocity shear
and multi-harmonic hydrogen ion-cyclotron waves where observed simultaneously by the
FAST satellite [Gavrishchaka et al., 2000; Koepke et al., 2003]. The shear-modified ioncyclotron wave was predicted theoretically to become more unstable by increased iontemperature anisotropy [Scime et al., 2003]. Since ion-temperature anisotropy has been
observed along with parallel-velocity shear and ion-cyclotron waves in the auroral
ionosphere [Kintner et al., 1992; Moore et al., 1996; Knudsen et al., 1998; Lund et al.,
1999], the shear-modified ion-cyclotron instability is a plausible candidate to explain
some observations of ion-cyclotron waves by satellites in the auroral zone.
The effect of ion-temperature anisotropy and density gradients has been
overlooked in most analyses of space plasma equilibria. If parallel-velocity shear and
density gradients coexist [Kaneko et al., 2003], the shear-modified ion-acoustic
instability may be enhanced by the density gradient. For instance, enhanced ion-acoustic
waves in a region with density gradients were observed with the Svalbard radar [Forme et

al. 2001]. However, the possible effect of sheared drifts was not considered in their work.
In the present work, the combined effect ion-temperature anisotropy, local density
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gradients, and parallel-velocity shear is evaluated for shear-modified ion-acoustic wave
stability. For the case of including ion-temperature anisotropy on shear-modified ioncyclotron wave stability already has been addressed theoretically [Spangler et al., 2002].
Additional comments and conclusions, regarding space and laboratory plasma, are
provided here.
Temporal and spatial derivatives in satellite data are difficult to distinguish in the
total time derivative that is composed of both an explicit time derivative and a convective
derivative. Gradients are calculated from space data by assuming the explicit time
derivative is very small i.e.

V
1 dE
<< sat where Vsat is the satellite velocity. The
E dt
σ {E}

Cluster flotilla of satellites overcomes this particular problem by acquiring simultaneous
measurements at four discrete points, thereby removing the spatial-temporal ambiguity.

III.D Theory
For the general case of nonzero density gradient, nonzero parallel-velocity shear,
ion-temperature anisotropy, and an arbitrary electron temperature, the local plasma
dispersion relation, is Q=0 where Q is given by equation 2.8, based on equations 2.6
through 2.10, the ion-temperature anisotropy parameter is not an obvious parameter for
expressing the dispersion relation. Taking certain limits removes the significance of iontemperature anisotropy from the parallel-velocity shear dispersion relation, and guides
the strategy for experimentally verifying the simplest dispersion relation that still
contains parallel-velocity shear. This simplified version of this dispersion relation are
derived below and the dominant physical effects are discussed.
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III.D.1 Shear-modified ion-cyclotron (SMIC) instability
In order to clarify what quantities in the dispersion relation (equation 2.8) are
most significant, it is useful to make some experimentally justifiable simplifications. The
simplification ω * << Ω is valid for the shear-modified ion-cyclotron waves studied here,
even at the largest values of shear in the parallel ion-drift velocity. The dispersion
relation given by equations 2.8-2.10 can be approximated using ω * = 0 , expanding the
electron plasma-dispersion function for small, real argument, and expanding the ion
plasma-dispersion function for larger than unity, real argument

ξi =

ω − nΩ i
2k||vth||i

, ξe =

ω − k||Vz , e ( x)
2k||vth||e

1

1
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ξi 2ξi
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(3.2)
Since the wave phase velocity and electron drift velocity can both be assumed to be much
smaller than the electron thermal speed, the last two electron terms are much smaller than
unity and can be neglected. With this assumption and some rearranging, the simplified
dispersion relation can be rewritten
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Equation (3.3) governs the real frequency of the shear-modified ion-cyclotron instability.
The critical electron-drift velocity necessary for the excitation of this instability is found
by expanding the plasma dispersion-function for imaginary argument and setting the
growth rate to zero i.e.
2

Z (ξ i ) ≈ π e −ξi , Z (ξ e ) ≈ π ,
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Equation 3.5 predicts the excitation of ion-cyclotron waves in the presence of
parallel-velocity shear [Gavrishchaka et al., 1998; 2000], in the presence of iontemperature anisotropy and in the presence of a combination of both [Spangler et al.,
2003]. The second term on the right side of equation 3.5 represents ion-cyclotron
damping. For the case with neither shear nor ion-temperature anisotropy, the term
1−

Vd' ⎛ nΩi ⎞ nΩi ⎛ Ti || ⎞
⎜1 −
⎟ is equal to unity and the critical drift velocity is the
⎜1 −
⎟−
Ωiu ⎝
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same as originally derived for CDEIC [Drummond and Rosenbluth, 1962]. The effects of
parallel-velocity shear and ion-temperature anisotropy are given by the second and third
factors of this term. Thus, for a shear-modified ion-cyclotron eigenmode (below) the ioncyclotron frequency the term

Vd'
must be positive (negative) to reduce ion-cyclotron
Ωiu
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damping. Ion-temperature anisotropy is predicted to reduce ion-cyclotron damping
[Scime et al. 2003] for wave frequency above or below Ω i if the perpendicular iontemperature exceeds the parallel ion-temperature. In the case that parallel ion-temperature
is greater than the perpendicular ion-temperature then ion-cyclotron damping will
increase with increasing anisotropy regardless of frequency or eigenmode direction.

II.D.2 Shear-modified ion-acoustic (SMIA) instability
The local dispersion relation in the ion frame governing stability for plasma
containing parallel-velocity shear, ion-temperature anisotropy, electron-temperature
anisotropy, a field aligned electron drift velocity and a density gradient was derived by
Spangler et al [2003]
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(3.6)

(3.7)

(3.8)

In order to elucidate the role of ion-temperature anisotropy in plasma stability, it is useful
to multiply equation 3.6 by

k 2 λ2Di|| + 1 + ∑ Fni' (ξ ) Γn (b) +
n

Ti||
Ti ⊥
T||i
T||e

and obtain

(1 + F0 e (ξ )) = 0 ,

(3.9)

where now
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(3.10)

and F0 e remains unchanged. In these equations, the perpendicular ion-temperature
appears in three places. It appears implicitly in b, implicitly in ω * and explicitly in the
term nΩ i (1 −

Ti||
Ti ⊥

) . For SMIA the value of b is observed to be small (<0.05) and, thus,

the small change in b associated with a change in the perpendicular ion-temperature has a
small effect on the roots of the dispersion relation. Also, the SMIA instability is observed
to excite low frequency ( ω < 0.5Ωi ) waves for which the n ≠ 0 terms in the summation
are negligible. Therefore, a change in the perpendicular ion-temperature has very little
effect on the low frequency SMIA instability when density gradients are absent. Since ω *
is proportional to the perpendicular ion-temperature, if density gradients help drive
instability, then an increase in the perpendicular ion-temperature is expected to make the
plasma increasingly unstable.
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Although the above dispersion relation contains parallel ion-temperature in every
term, its sensitivity to the parallel ion-temperature needs to be evaluated. Note that, one
must be careful when interpreting T||i sensitivity as ion-temperature anisotropy
dependence since varying both the perpendicular and parallel ion-temperatures together,
such that they remain equal, is shown below to have approximately the same effect as
changing only the parallel ion-temperature.
Once again, it is useful to make some experimentally justified approximations in
order to simplify the dispersion relation. Keep in mind that the following simplifications
are for highlighting the dominant physical mechanisms pertinent to the shear-modified
ion-acoustic instability. All comparisons to be made between theory and experiment use
the full dispersion relation as given by Eq. 3.6. The dispersion relation can be simplified
in the limit k 2 λ2Di|| << 1 (typically k 2 λ 2Di || ≤ 1 × 10 −3 in a Q machine) and in the limit n = 0
( ω << Ωi )to get
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(3.11)
Defining

ξi =

ω
2k || vth||i

,ξe =

ω − k ||V z ,e ( x)
2k || vth||e

, ξ i* =

ω i*
2k || vth||i

equation (3.11) can now be rewritten,
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, and ξ e* =

ω e*
2k || vth||e

,

(3.12)

(

)

Vd'
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Ωiu
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Next, the plasma dispersion function is expanded for small argument for the electron
terms and large argument for the ion terms and the real part used. The expansion goes as

Z (ξ i ) = −

1

−

1

ξ i 2ξ i3
Z (ξ e ) = −2ξ e + ...

+ ...

(3.14)

With the additional simplification Γ0 (b) = 1 due to the fact that b << 1 , the dispersion
relation can be rewritten
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Now reinserting the definitions given by equation (3.12) and multiplying through by ω 3
allows the dispersion relation to be written
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The last two terms are negligible compared to the others and
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experimental conditions), so equation (3.16) becomes
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(3.17)

For the case ω * = 0 this equation reduces to a quadratic equation that leads to the
previously reported dispersion relation for SMIA [Gavrishchaka et al., 1998]. For ω * ≠ 0
the equation represents the dispersion relation for SMIA in the presence of density
gradients and to find the roots one must solve the full cubic equation.
To get the critical drift velocity for the shear-modified ion-acoustic instability, we
proceed in the same way as we did to get equation 3.5 except now we set n=0 and retain
the density gradient. This leads to the following equation for the critical electron drift
velocity
Vd , crit =

ω + ωe*
k||

3

⎛ T||e ⎞ 2 ω − ωi* ⎛
2
V' ⎞
⎜⎜1 − d ⎟⎟ exp[− ω
+ μ⎜ ⎟
].
⎜T ⎟
2k||2vth2 ||i
k|| ⎝ Ωiu ⎠
⎝ ||i ⎠

(3.18)

III.D.2.i Dependence on relative ion and electron temperatures
For the case of the SMIA instability with no density gradient, the only dependence
on perpendicular ion-temperature is in b. Since b is small for this instability, and only
appears in the modified Bessel function, the effect of changing the perpendicular iontemperature is expected to be small. The parallel ion-temperature, perpendicular ion
temperature and parallel electron-temperature were each individually varied and the
resultant change in growth rate plotted in Fig 3.1. Other relevant parameters were
Vz,e=60vth||i, Vd’=-0.5Ω, u=0.1, b=0.0675 (note that where T⊥i is varied, b is varied
consistent with the change in gyroradius) and an ion mass of 16amu. These parameters
make the results relevant to previous theoretical work [Scime et al., 2002; Spangler et al.,
2002]. It is clear from this figure that ion-temperature anisotropy is not as important as
the ratio of parallel electron-temperature over parallel ion-temperature. Note that ion91

temperature anisotropy is stabilizing for T⊥i > T||i . Thus, an interpretation based strictly
on ion-temperature anisotropy alone should be avoided.
The result described in the previous paragraph is further illustrated in Fig 3.2
where the value of u associated with the largest growth rate is plotted as a function of
ion-temperature anisotropy and electron-to-ion parallel-temperature ratio. Based on this
figure, the interpretation that ion-temperature anisotropy is responsible for the increase in
the value of u observed in previous theoretical and experimental works [Scime et al.,
2002; Spangler et al., 2002; Teodorescu et al., 2003], should be revisited to emphasize
the contribution of Ti|| to the anisotropy and to demphasize the unqualified value of the
parameter Ti ⊥ Ti|| . Rather than anisotropy, it is the increase in the ratio of electron to ion
parallel-temperature that was present in both the before mentioned theoretical and
experimental works that was responsible for the enhanced instability and a smaller
propagation angle.

III.E Experimental approach
The WVUQ is designed to operate with two plasma sources, one at each end of
the chamber. Without additional electrodes, the configuration is referred to as the doubleionizer, no-electrode (DINE) configuration. In the case of both sources generating
plasma, the plasma in between the sources can consist of either a single ion population or
two counter-streaming ion populations. The case of two counter-streaming populations
occurs for small difference in the relative bias (i.e. ΔV<kTi/e) between the two ionizers.
For the case of large relative bias, the sheath of the relatively negative ionizer traps the
ions generated by contact ionization on that ionizer surface and only ions produced by the
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relatively positive ionizer are observed in the experimental region of the plasma column.
In this case, it does not matter that the relatively negative ionizer is producing ions (i.e.
the plasma conditions do not change if the flux of neutral barium atoms is turned off to
that ionizer).
The radial profile of magnetic-field-aligned (parallel) ion drift velocity is
observed to be sensitive to the precise alignment and relative bias of the two ionizers. In
the case of precise ionizer alignment, and large relative bias, the ion drift velocity is
cylindrically symmetric with relatively larger ion-drift velocity in the plasma center as
shown in Fig. 3.3b. For cases when the ionizers are misaligned, the parallel ion-driftvelocity profile loses its symmetry but still has inhomogeneous structure as shown in Fig.
3.3a. In all cases, a uniform parallel electron-drift velocity is present directed toward the
relatively positive ionizer. Thus, this experimental configuration is characterized by a
uniform parallel electron-drift velocity and a non-uniform parallel ion-drift velocity. The
magnitude of the shear in the parallel ion-drift velocity increases with increasing relative
bias between the ionizers while the magnitude of electron drift velocity is relatively
insensitive to this change. Thus, the effect of the parallel-velocity shear can be isolated
from other effects.

III.F Experimental results

III.F.1 Shear-modified ion-cyclotron instability
In this section, the SISE configuration presented in chapter two will be used to
generate parallel-velocity shear at relatively low magnetic-field strength (~2 kG). For the
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case of barium ions and lower magnetic-field strength, FLR effects wash out much of the
structure in the perpendicular ion-drift-velocity profile and, therefore, there is very little
perpendicular-velocity shear even though a localized electric field still exists at the radial
location of the electrode edge. Density gradients are also present but theoretically found
to have very small effect. The focus of this section is twofold; the excitation of multiple
harmonics of the ion-cyclotron instability in the presence of parallel-velocity shear and
the theoretically predicted and experimentally observed co-existence of counterpropagating azimuthal modes. A typical example of the equilibrium ion-drift-velocity
profiles is shown in Fig 3.4 where evaluation of perpendicular-velocity shear gives
dV||
dV⊥
< 0.01Ω i whereas evaluation of parallel-velocity shear gives
≈ 0.08Ω i . Even
dx
dx
in the case where the shear layer and density-gradient layer are not collocated, shear can
effect the drift waves and the density gradient can effect the shear-driven waves [Kaneko
et al., 2003]. Whether or not parallel-velocity shear effects dominate, perpendicularvelocity shear effects in plasma stability must be evaluated and interpreted
experimentally and theoretically.
For the equilibrium of Fig. 3.4, two ion-cyclotron modes are observed to
propagate simultaneously. The two modes are distinguished by their frequency and
direction of azimuthal propagation. Figure 3.5a shows the frequency spectrum where one
mode appears below the local ion-cyclotron frequency and the other above the local ioncyclotron frequency. For this case the magnetic field strength is 0.28 Tesla with 33V/19V
bias applied to the annulus/button on the segmented-disc electrode respectively. The
mode below the cyclotron frequency has a negative azimuthal wavenumber while the
other mode has a positive azimuthal wavenumber as illustrated in Fig 3.5b. Thus, since
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this measurement was taken at a radius of two cm, the two modes counter-propagate as
m=1 azimuthal modes. The underlying physics behind these counter-propagating modes
can be understood from equation 3.18. In order to have the parallel-velocity shear reduce
the ion-cyclotron damping the term containing shear ( V d' Ωu ) must remain positive as
indicated in the theory chapter, otherwise the ion-cyclotron damping will be enhanced by
the shear. Since the shear is positive and kz is positive for both modes (as shown in Fig.
3.6), kθ must be positive/negative for mode frequency above/below the local ioncyclotron frequency. Thus, the mode frequency and azimuthal propagation, shown in Fig.
3.5, are consistent with the theoretically predicted propagation characteristics associated
with an ion-cyclotron mode in the presence of parallel-velocity shear.
At higher values of electrode bias the mode above the cyclotron frequency
dominates the spectrum and multiple harmonics appear. This is shown in Fig. 3.7 where
the top panel shows the frequency spectrum for the present experimental configuration
and the lower panel shows the frequency spectrum for previous experiments using an
annular electrode. Linear theory predicts independent excitation of multiple harmonics
for shear-modified ion-cyclotron waves. The question arises as to whether the observed
harmonics are independent. If the harmonics are linearly dependent the frequency of each
harmonic will be an integer multiple of the fundamental. In Fig 3.8a (ω − Ω ci ) / Ω ci is
plotted for seven harmonics. The center line represents the expected trend if the
harmonics are linearly dependent with the outer lines representing the error bars
associated with the fundamental. Since all harmonics fall within the lines it is possible
that they are not independent. A second test of linear dependence uses the relative phase
difference between any two harmonics. If the harmonics are linearly dependent then there
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will be a constant phase relationship between any two harmonics. The phase difference
between the first and second harmonics is plotted in Fig 3.8b for 60 different time-series
pairs. The random scattering of the phase difference indicates that the harmonics are not
linearly dependent and, thus, independently excited.
The mode frequency is plotted versus normalized shear in Fig 3.9. The mode
frequency is observed to decrease toward the ion-cyclotron frequency as shear is
increased. A mode frequency above the ion-cyclotron frequency is consistent with theory
but theory does not predict such a large shift in frequency.

III.F.2 Shear-modified ion-acoustic (SMIA) instability
The drift-acoustic instability is studied using the DINE configuration described in
the diagnostics section. A described before, the parallel ion-drift-velocity profile becomes
sheared as the differential bias, applied between the two, apposing hotplates, is increased.
This is illustrated in Fig 3.10 where the parallel ion-drift velocity and normalized shear
are plotted as a function of radius. The associated density profile and inverse densitygradient scale length are plotted in Fig 3.11. The magnitude of the peak density gradient,
and its localization, remains unchanged as the shear is varied. From Fig 3.10 and Fig 3.11
it is apparent that the parallel-velocity shear peaks at r=3 cm while the inverse densitygradient scale length peaks at r=4 cm. Along with the parallel-velocity shear and density
gradient the plasma contains a parallel electron drift velocity, no perpendicular-velocity
shear, no localized electric-fields and no ion-temperature anisotropy with Ti=Te.

96

III.F.2.i Dependence on shear magnitude
In the plasma equilibrium described above an instability arises at ~2.5 kHz. In
order to identify the source of free energy driving this instability, the localization and
propagation of the instability is measured. The spectra and radial localization are
presented in Fig. 3.12 where we see that this wave is radially localized with peak
amplitude at r=~3 cm and very little amplitude in the region of largest density gradient.
Therefore, the instability is associated more with the parallel-velocity shear than the
density gradient.
The propagation characteristics of the instability are measured using the rotatable,
two-tipped Langmuir probe as described in the diagnostics section of chapter 1. The
results from using this probe are shown in Fig 3.13(a) for the case with small shear. The
values of kθ and kz obtained from this measurement is consistent with an m=1 azimuthal
mode with a parallel wavelength of 41 cm. For larger values of shear the azimuthal mode
number increases, in incremental steps, up to m=4 and the parallel wavelength increases
to 67 cm. This case is shown in Fig 3.13(b). The density profile remains constant as the
shear is increased so the change in propagation is attributed to the change in shear. Thus,
increasing the parallel-velocity shear causes the instability to propagate in an increasingly
perpendicular direction. The transitions to higher azimuthal mode-numbers are in contrast
to previous experiments where simultaneous azimuthal-modes were observed in the
presence of parallel-velocity shear and density gradients [Kaneko et al., 2005]. The main
difference between the experimental conditions was the absence of parallel electron-drift
velocity and the presence of significant ion-temperature anisotropy in the previous
experiments.
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In order to compare this instability to theory we need to measure the wave
frequency as a function of shear and Doppler shift into the ion frame of reference. The
Doppler-shifted mode frequency is plotted versus shear in Fig 3.14 where the Dopplershifted mode frequency is observed to increase from just over 2.4 kHz to 3.4 kHz. With
this additional information the instability will be compared to the theory presented
earlier. The equation given by Q = 0 is used to predict the value of kz based on the above
measured quantities. The comparison is shown in Fig 3.15 where the stars are the
measured values of kz and the circles are predictions based on solution to Q = 0 . The
predictions fall well within the error bars associated with the measured values of kz and
so the propagation characteristics of this instability are consistent with the given
dispersion relation.
The growth rate of the instability was measured by stepping the hotplate
differential bias from sub-threshold values to a variety of values associated with different
values of shear. The results are shown in Fig 3.16 as stars and compared to the growth
rates predicted by the dispersion relation and shown as circles. The error bars associated
with the growth rate predictions are based on the error bars associated with the measured
values of kz. The trend shows increasing growth rate for both the measurements and
predictions but the theory predicts much larger growth rates for the larger shear (larger
mode number) cases.

III.F.2.ii Dependence on density gradient
The dependence of this mode on the magnitude of the density gradient was also
investigated including the limit of zero density gradient. In this limit the connection to the
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SMIA instability in homogeneous plasma can be approximated. Theory indicates a
smoothas a nonzero density gradient is reduced to zero. An offset was applied to the
hotplate biases while keeping the differential bias constant. This offset resulted in a
modification to the radial profile of plasma density that, in turn, affected the magnitude of
the density gradient in the shear region. This is illustrated in Fig 3.17 where the inverse
density-gradient scale-length is plotted versus radius for three different bias offsets. Note
that the density gradient has its peak closer to the shear layer for this experimental setup.
In Fig 3.18 the mode frequency dependence on the magnitude of the density
gradient is shown. Mode frequency is seen to decrease toward 1.5 kHz as the density
gradient is decreased toward zero. This is consistent with the mode frequency observed in
past SMIA experiments [Teodorescu et al. 2001] for which there were no significant
density gradients. However, ion-temperature anisotropy was observed in the experiments
reported in Teodorescu et al., 2001, along with an elevated electron temperature. Though
theory does not predict much influence of ion-temperature anisotropy for homogeneousdensity SMIA it does predict a sensitivity to the electron temperature, for example when
it exceeds the parallel ion-temperature. In Fig 3.19 the measured (stars) and theoretically
predicted (circles) parallel wavenumbers are plotted versus inverse density-gradient
scale-length. The close agreement between theory and measurement give confidence in
the interpretation of the instability as the inhomogeneous-density SMIA instability.
Next, the dependence of the instability is investigated for the case of a small
inverse density-gradient scale-length (5 m-1), i.e., large density gradient, and varying
shear. The mode frequency is seen to increase with increasing shear as shown in Fig 3.20.
This is consistent with the idea that shear makes the mode more unstable by increasing
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the parallel phase velocity however Fig 3.21 shows that the parallel wavenumber also
increases with increasing shear. In Fig 3.22, the phase velocity is shown to decrease, in
the ion frame, with increasing shear. This counterintuitive but, energetically this makes
little difference since the growth of this mode depends on reduced ion-Landau damping
via an increase in phase velocity that is about 1400 m/s (wave propagation is antiparallel
to ion drift velocity) for the case associated with Figs 3.20-3.22. This phase velocity puts
the wave way out on the tail of the ion velocity-distribution function where ion-Landau
damping is negligible. Thus, the 160 m/s slowing of the parallel phase-velocity is not
expected to significantly change the ion-Landau damping.
A significant result from these measurements is the large angle of propagation
(60-80 degrees) relative to the magnetic-field direction. This is comparable to
measurements of SMIA propagation angles made at the University of Iowa (78-84
degrees) [Agrimson et al., 2001] where no density profile is reported and larger than
subsequent measurements at West Virginia University (25-65 degrees) [Teodorescu et
al., 2002] where the measured density gradient was zero near the shear layer and was
interpreted to be insignificant. The smaller angle of propagation observed in previous
experiments is explained in part by the elevated electron temperatures reported. This will
be addressed in the next section. These recent results show that SMIA can propagate at a
large range of angles depending on the magnitude of shear, magnitude of the density
gradient and the parallel component of the ratio of ion and electron temperatures.
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III.F.2.iii Dependence on ion-temperature anisotropy
A configuration different from the DINE configuration was used to study the
effect of ion-temperature anisotropy on the growth and propagation of the SMIA
instability. In this section, the WVUQ was operated single ended with a disc electrode
(OD = 5 cm) placed 1.7 m from the plasma source. An antenna was fabricated consisting
of an 8-cm inner-diameter by 10 cm long glass tube with 6 tantalum ribbons wrapped
around the tube spaced 1.5 cm apart. The tantalum ribbons were connected in a parallelcircuit configuration and the antenna was placed 40 cm from the plasma source,
concentric with the plasma column. The antenna was typically driven at 2.2 MHz and up
to 7 Watts. The frequency was chosen empirically to maximize ion heating.
Perpendicular ion-temperatures as high as 0.6 eV were obtained whereas the antenna had
an insignificant effect on the parallel ion-temperature. With the antenna in place but
without power, the ion temperature is 0.2 eV. It can be concluded that the antenna was
effective in generating ion-temperature anisotropy.
In the results presented in this section, the magnetic-field strength was kept at 1
kG. The electrode was biased in the range of 10 to 35 volts and the terminating plate,
located 2 m from the plasma source, was kept at 10 volts. Biasing the electrode to
voltages greater than the terminating plate resulted in the slowing of the field-aligned iondrift velocity along magnetic-field lines intersecting the electrode thereby generating a
shear layer in the vicinity of the electrode edge. The shear in the parallel ion-drift velocity
was adjustable up to values as large as 0.44Ω i . Thus, this configuration was
characterized by a parallel ion-drift velocity, parallel electron-drift velocity, sheared
parallel ion-drift velocity, and ion-temperature anisotropy. One important difference
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between this experiment and the one described in the previous sections is the relative
direction of the parallel electron-drift velocity. In the previous sections, the electrons
drifted in the opposite direction as ions while in this section the electrons and ions
traveled in the same direction. The main effect of this difference is on the observed (lab
frame) frequency of the instability.
To identify this instability, the mode frequency and propagation direction was
measured as a function of shear. The results of this measurement are shown in Fig 3.23
where the diamonds are the measured values of parallel wavenumber and the circles are
the corresponding values of shear. The value for the azimuthal wavenumber remained
constant at -0.42 cm-1 (measured at r=2.5 cm) throughout these measurements. The solid
line represents the theoretically predicted frequency based on the measured propagation
and shear. The close agreement between theory and measurement supports the
identification of this mode as the SMIA instability. The mode characteristics are
inconsistent with other instability mechanisms.
To investigate the dependence of the growth rate on ion-temperature anisotropy,
the electrode bias was stepped from an initial value of 10 volts, for which the SMIAwave growth rate is considered negative and evidence of the mode is absent, to a final
value of 35 volts for which the SMIA-wave growth rate is positive and the subsequent
growth of the instability was recorded. Twenty growth-rate measurements were recorded
for each value of antenna power ranging from 2 Watts to 5 Watts. The measured growth
rate is shown in figure 3.24 (circles) and compared to the theoretically predicted growth
rate (solid line). Theory predicts both a larger growth rate and a decrease in growth rate
consistent with measurement. Thus, it can be concluded that ion-temperature anisotropy

102

is not favorable for the growth of SMIA waves. It can also be concluded that the
observed decrease in growth rate is sufficiently large to quench the mode, for the range of
ion-temperature anisotropy investigated here.
Finally, the effect of ion-temperature anisotropy on the propagation direction
propagation was measured. As shown in figure 3.25, the magnitude of kz/kθ decreases
somewhat as the ion-temperature anisotropy increases. This is consistent with the results
plotted in Fig. 3.2. Thus, the instability tends to propagate at an increasingly larger angle
to the magnetic-field direction as ion-temperature anisotropy is increased.

II.G Discussion
The FAST satellite has observed multi-harmonic ion-cyclotron waves in the
auroral ionosphere and these observations have been interpreted in the context of the
SMIC instability [Koepke et al., 2003; Gavrishchaka et al., 2000]. Data from
Gavrishchaka et al. 2000 are shown in Fig. 2.27 where the drift velocity and related shear
are presented for hydrogen ions, as observed in the auroral ionosphere, in panels a and b,
respectively. Panels d, e and f show the resultant spectrum of hydrogen-cyclotron waves.
The fact that these multi-harmonic ion-cyclotron waves are largest in regions containing
large parallel-velocity shear is consistent with later experimental observations
[Teodorescu et al., 2002; Koepke et al., 2003] and the results reported here. In all cases,
the waves are interpreted as being driven unstable by the presence of parallel-velocity
shear.
Previous experiments have documented excitation of ion-acoustic waves in the
presence of both parallel-velocity shear and density gradients [Kaneko et al., 2005]. They
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referred to the observed instability as the shear-modified drift-acoustic instability where
we have simply categorized it as the SMIA instability with density gradients. The
dispersion relation of Gavrishchaka et al. [1998] is general enough to include both cases
while the work in this dissertation focused on the effect of ion-temperature anisotropy
and density gradients separately, the previous work of Kaneko et al. [2005] had
significant ion-temperature anisotropy (with the ratio T⊥i T||i as large as 4) and density
gradients simultaneously. Their situation was described as lacking net parallel electron
drift velocity due to the experimental configuration and no evidence to suggest otherwise
was reported. In their case, three eigenmodes appeared as m=1, m=2, and m=3 azimuthal
modes with frequencies at multiples of the first harmonic. While ion-temperature
anisotropy was shown in this dissertation to reduce the growth rate of SMIA waves in the
absence of significant density gradients, the previous work had an enhanced
perpendicular ion temperature, associated with the ion-temperature anisotropy, which
was interpreted to result in an increase in the diamagnetic-drift velocity frequency in spite
of finite-Larmor-radius effects. Thus, the smaller and larger anisotropy cases are
associated with opposite effects on the growth rate of the mode.
The SMIA results presented are a refinement of previous interpretations
[Teodorescu et al., 2003] regarding the effect of ion-temperature anisotropy. Figure 3.26
shows the previously measured growth rate (circles) versus ion-temperature anisotropy.
However, the previously measured electron temperature was observed to increase from
0.33 eV to 0.51 eV accompanied with an increase in the previously measured
perpendicular ion temperature. The theoretically predicted growth rate is plotted (up
triangle) using all measured quantities as input for the dispersion relation solver. For

104

comparison the theoretically predicted growth rate is shown (down triangles) using all
measured quantities as for the first (up triangles) growth rate but increasing the electron
temperature only. Note that the left-most triangles overlap and form a six-pointed star.
We see from these measured quantities that the model does not explain the observed
increase in growth rate because (1) the decrease in propagation angle is larger than
predicted by theory based on maximization of the growth rate over k z and (2) the
increase in ion-temperature anisotropy decreases the growth rate, in the absence of
density gradients, as shown in the theory section.
While we have interpreted some space observations in terms of a single ion
species plasma description in which there exists parallel-velocity shear, this is not the
only possible interpretation consistent with space observations of structured parallel ion
drift velocity. Observations of structured ion beams have been observed by the Akebono
satellite [Yoshioka et al., 2000] in which the evidence in the data sets indicates velocity
shear in the ion beams. For these situations, the analysis of Lakhina [1987] is more
appropriate for interpreting the satellite data. He treats the case of parallel KelvinHelmholtz waves and ion-cyclotron waves in the presence of a sheared ion beam directed
along the local magnetic field in stationary background plasma.
It is important here that we discuss the results of Sen [2003] where a 2-fluid
theory was developed and used for analyzing the importance, as related to sheared
parallel drift velocity, of the second derivative (drift-velocity-profile curvature) relative
to the first derivative (shear). His findings indicate that for the parallel velocity-shear
instability, positive (negative) shear-profile curvature decreases (increases) local stability
of the plasma. The analysis modeled the drift velocity using a Taylor expansion, out to
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the drift-velocity-profile’s second derivative, of the parallel drift velocity. To apply Sen’s
results to a situation relevant to our experimental conditions, a wave packet is considered
that extends across a parallel-velocity shear layer outside of which the velocity shear is
zero. A few comments can be made when considering the ion-velocity profile. First, driftvelocity curvature is zero at the location of maximum shear. Thus, the local energy
balance at the point of maximum shear is unaltered by drift-velocity curvature. Second,
the average drift-velocity curvature between arbitrary points x1 and x2, depends on the
difference between the velocity shear at points x1 and x2. Since the velocity shear is zero
outside the velocity-shear layer, the shear-layer-average drift-velocity curvature is zero
across the shear layer. From these results, the following conclusions can be made. First,
the overall stability of a mode that spans the velocity-shear layer should not depend on
the presence of drift-velocity curvature. Second, since the mode is more unstable in the
presence of positive drift-velocity curvature, the growth rate may be larger in regions
where drift-velocity curvature is positive. Thus, based on consideration of all points along
the velocity-shear profile, drift-velocity curvature would be expected to affect the modeamplitude profile without affecting the overall energy balance. Note that Sen’s analysis,
based on fluid theory, does not include the effects of Landau damping and ion-cyclotron
damping whereas both of these damping terms are considered important in the stability
analysis associated with the experimental conditions addressed in this chapter.

III.H Conclusions
The original theoretical work on the SMIC instability was based upon the local
solution to the dispersion relation derived in the dissertation of Gavrishchaka [1996].
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This work showed that parallel-velocity shear could reduce ion-cyclotron damping of not
only the first harmonic but also many of the higher order harmonics. This dispersion
relation was generalized in Spangler’s Masters thesis [2002] to include ion-temperature
anisotropy. It is seen that both the parallel-velocity shear and ion-temperature anisotropy
can work together to reduce the ion-cyclotron damping, specifically the k ⊥ ρ i dependence
of the ion-cyclotron damping, leading to the independent excitation of multiple
harmonics of the ion-cyclotron frequency.
The theory of the SMIC instability allows for roots both above and below the
local cyclotron frequency for positive and negative values of the perpendicular
wavenumber respectively for the case with positive parallel-velocity shear. These modes
are observed to be excited simultaneously in the experiment. The theoretical reason these
two modes exist simultaneously is, the ion-cyclotron damping is reduced by the presence
of the parallel-velocity shear for both modes so long as the mode above (below) the local
ion-cyclotron frequency corresponds with the positive (negative) azimuthal wavenumber,
with positive kz in both cases.
The original work on the SMIA instability was also based on the dispersion
relation derived in the dissertation of Gavrishchaka [1996] with the ion-temperature
anisotropy included in the Masters thesis of Spangler. In this dissertation the additional
effect of a local density gradient has been added to the effects of shear, anisotropy, and
parallel electron current in the dispersion relation. It is experimentally shown here that
the growth rate for the SMIA instability increases with increasing density gradient,
consistent with theoretical predictions.
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It is shown both theoretically and based on experiments performed at West
Virginia University that the SMIA instability can propagate at a large range of angles
(25-84 degrees) relative to the local magnetic-field direction. The propagation angle is
shown theoretically to be sensitive to the electron parallel-temperature relative to the ion
parallel-temperature similar to the homogeneous ion-acoustic wave theory. As the
parallel electron temperature is increased relative to the ion parallel-temperature, the
mode propagation angle decreases and the mode becomes more magnetic-field aligned.
This is consistent with previous reports where ion-temperature anisotropy was thought
responsible for the decrease in propagation angle and subsequent increase in growth rate
[Teodorescu et al., 2003], but here we recognize that the Ti|| component is primarily
responsible for the sensitivity to ion-temperature anisotropy. This discrepancy is due to
the fact that the ion-temperature anisotropy was previously increased by decreasing the
ion parallel-temperature while holding all other variables constant. This method of
varying the ion-temperature anisotropy had the effect of simultaneously changing the
electron parallel-temperature relative to the ion parallel-temperature. Although the
current-driven ion-acoustic instability is also expected to be sensitive to the relative
electron temperature, it is constrained to propagate parallel to the magnetic field. Thus,
parallel-velocity shear and ion-temperature anisotropy allows the ion-acoustic mode to
propagate at a non-zero angle relative to the magnetic field, including large angles near

π 2 radians and this freedom of propagation angle allows for enhanced growth rates.
Measurements of the growth rate and propagation angle showed that both decrease with
increasing ion-temperature anisotropy, in agreement with theory.
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IV Plasma equilibrium and stability in the presence of simultaneous
shear in both parallel velocity and perpendicular velocity

IV.A Scope
This chapter will briefly theoretically address the situation where both parallelvelocity and perpendicular-velocity shear coexist but one dominates the other. Space and
laboratory observations of relevance to this situation will be presented.

IV.B Theory
The stability of plasma containing shear in both the perpendicular and parallel iondrift velocity has been derived to include plasma-density gradients, ion-temperature
anisotropy and a magnetic-field-aligned electron current [Ganguli et al., 1988;
Gavrishchaka et al., 1996]. There are some experimental cases presented in this
dissertation where equilibrium dominated by shear in the parallel ion-drift velocity
contained a small amount of shear in the perpendicular ion-drift velocity and vice versa.
The effect this has on stability will be investigated below. The dispersion relation is given
by equations 2.6 through 2.10 where the non-local dispersion relation must be solved in
order to properly include the effects of the perpendicular-velocity shear on plasma
stability.
Experimentally, perpendicular-velocity shear is often accompanied by some
parallel-velocity shear and so its relative importance should be established. The
dispersion relation is solved as the parallel-velocity shear is varied and the results are
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shown in Fig 4.1. Both the mode frequency and growth rate are seen to vary
approximately linearly with parallel-velocity shear. Therefore, parallel-velocity shear can
have either a stabilizing or destabilizing effect on the stability of the perpendicularvelocity shear mode. In the actual experiments the relative magnitude of the parallelvelocity shear is usually smaller than the range shown in the figure so the effect of
parallel-velocity shear is expected to be insignificant. However, the sign of shear
observed in the experiments was positive so the effect, however small, would be to
increase the growth rate of the instability.
In some cases where shear in the parallel ion-drift velocity dominates there may
also be some shear in the perpendicular ion-drift velocity. The effect that shear in the
perpendicular ion-drift velocity has on an ion-cyclotron mode dominated by shear in the
parallel ion-drift velocity is shown in figure 4.2. Here we see that shear in the
perpendicular ion-drift velocity has a destabilizing influence.

IV.C Space observations
Interpretation of satellite data that contains evidence of sheared ion drifts have
thus far focused on either perpendicular-velocity or parallel-velocity shear exclusively.
Of course, when presenting their interpretations of space phenomena, most authors only
show the data of relevance to the interpretation. Thus, they leave any data showing the
structure, or lack thereof, in the other component of ion drift velocity. There are,
however, several papers that present data on both the perpendicular and parallel ion-driftvelocity structure. In all such cases, where there is perpendicular-velocity shear evident in
the data, there is also parallel-velocity shear simultaneously evident in the data as shown
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in Fig. 1.3. These observations of a combination of perpendicular-velocity and parallelvelocity shear are obvious in published data from the DE-2 [Heelis et al., 1984; Loranc et
al., 1991; Kivanc and Heelis, 1999; and Lu et al., 1992] and HILAT [Tsunoda et al.,
1989] satellites and from a sounding rocket expedition [Whalen et al., 1974]. In each of
these papers only one component of the shear was focused on. However, from these
published data, one is led to suspect that the combination of sheared ion-drifts in space
plasmas may be disproportionately underrepresented in the literature.

IV.D Experimental configuration for producing combined shear
To date, most shear experiments performed have focused on the dominance of
either parallel-velocity shear or perpendicular-velocity shear. The issue of a combination
of the two shears on plasma stability has not yet been extensively studied, with only a
couple publications addressing this issue and its relevance to space plasma [Ganguli et
al., 1989; Koepke et al., 2007] and a single paper addressing its relevance to the electron
drift-wave instability [Kaneko et al., 2007]. This section will present two experimental
configurations for which a combination of shears is generated. The first method described
is used at West Virginia University [Koepke and Reynolds, 2007] while the second
method to be described is being used at Tohoku University in Sendai, Japan [Kaneko et
al., 2007].
The experimental configuration used to produce a combination of parallel and
perpendicular ion-velocity shear utilizes the segmented source, shown in Fig. 4.3, design
of Tohoku University [Tsunoyama et al., 2003], Japan in a way similar to their method
for producing parallel-velocity shear in the ion drift velocity. In their configuration the
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ions are accelerated from a region of inhomogeneous plasma potential, generated by a
differential bias applied between the segments of a segmented ionizer, into a region of
homogeneous plasma potential. This results in the observed parallel-velocity shear
[Kaneko et al., 2002] without any perpendicular-velocity shear (except at the plasma
edge). The configuration described here introduces an experimental arrangement, shown
in Fig 4.4, in which the ions are accelerated from a region with a homogeneous plasmapotential profile into a region with an inhomogeneous plasma-potential profile. Thus, the
main difference in the present experimental arrangement is the existence of perpendicular
electric fields in the experimental region and thus a combination of parallel-velocity and
perpendicular-velocity shear. The details of the plasma drift velocity are measured using
the laser-induced-fluorescence (LIF) diagnostic. This method of measuring the ionvelocity distribution function has the advantage of being direct, high resolution, and nonperturbing to the ion drift velocity.
The method utilized at Tohoku University for generating a combination of shears
is similar to the method just described with one important difference. A second
segmented source is used in place of the unsegmented electron source described above. In
this configuration both segmented sources are aligned and control over the radial
potential profile is attained on both sides of the mesh. Through control over the potential
profile in the upstream region, greater control is obtained over the magnitude of parallelvelocity shear, as compared to the method used at West Virginia University. Kaneko et
al. 2007, describe results of this experimental configuration where the electron drift-wave
instability is excited by parallel-velocity shear and then shown to be suppressed by the
addition of perpendicular-velocity shear.
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The segmented source is divided into a 1.8-cm-diameter tungsten disk (labeled
E1) surrounded by two concentric tungsten annuli (labeled E2 and E3) with outer
diameter of 4.6 and 7.6 cm, respectively. For the experimental configuration shown in
Fig. 4.4, the segmented source is used as an electron-only source. Only the inner two
segments are heated by electron bombardment leaving the outer segment relatively cold,
thus only the inner two segments emit a significant number of electrons. The outer
segment is grounded while the inner two segments are differentially bias-able. The
plasma source is an 8.0 cm tungsten disk located 3 meters away from the segmented
source at the opposite end of a 4-meter vacuum chamber. The vacuum chamber is
centered in a set of solenoid magnetic field coils capable of producing a uniform
magnetic field up to 0.31 T. The plasma source is heated to ~2000 K and bombarded with
alkali metal vapor which contact ionizes on the disc surface resulting in the production of
both ions and electrons. The resultant plasma has Ti=Te~0.18 eV, where Ti and Te are the
ion and electron temperatures respectively, and density in the range (1-100)×1014 m-3.
A titanium mesh (8 wires/cm, 0.008 mm wire diameter) is inserted at z=30 cm (as
measured from the ion source) and biased sufficiently negative to repel electrons. Since it
is the electrons from each source that dominate the local plasma-potential profile, the
mesh effectively separates the plasma potential into an up-stream region (ion source side)
and a down-stream region (segmented source side). The plasma potential profile, as
measured with a floating emissive probe, in each region is dependent on magnetic
mapping of the potential of that regions source into the plasma. This results in a
homogeneous potential profile in the up-stream region and a homogeneous or
inhomogeneous plasma-potential profile in the down-stream region (depending on the
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differential bias applied to E1 and E2). Ions that transit through the mesh into the downstream region experience an axial change in potential that depends on radial position and
leads to parallel-velocity shear for non-zero differential bias between E1 and E2. Thus, if
the down-stream region has an inhomogeneous potential-profile there will be
simultaneously perpendicular-velocity and parallel-velocity shear in the ion drift velocity.
By applying a differential bias between E1 and E2, the electric-field strength at
the radial interface between the two segments can be controlled over a wide range as
shown in Fig. 4.5. The radial electric field Er is localized with its’ peak magnitude at
r=0.9 cm and a half-width-at-half-maximum σ r {Er } of 4 mm. In Fig. 4.5 the
corresponding plasma density profile measured from the ion-saturation current of a
translatable Langmuir probe is also shown. It is clear from inspecting the potential and
density profiles that there exists a density gradient localized to the same radial region as
the potential gradient. This feature is a consequence of finite-Larmor-radius (FLR) effects
for which the ion density is reduced in regions of relatively higher electric potential due
to ion trajectories in the presence of inhomogeneous electric fields. For the cases shown
here (barium plasma) the magnetic-field strength is 0.3T and the electric field is localized
with ρi /σ r {Er } ≈ 2.3 .
The negative potential applied to the mesh reflects electrons, implying negligible
magnetic-field-aligned electron drift velocity. The radial profile of electron-drift velocity
was verified to be no more than a few times the ion thermal speed by use of a singlesided Langmuir probe. The method used for this measurement is the ratio method where
the drift velocity is calculated from the ratio of electron-saturation current collected
facing in each direction along the magnetic field. The lack of magnetic-field-aligned
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electron drift velocity has implications for plasma stability since such electron drift
velocity can be an important free-energy source for low frequency instabilities. Thus, any
instability that arises in this configuration is interpreted to be driven solely by radial
inhomogeneity in the plasma density and electric-field profiles.
As seen in Fig. 4.5, the electric field at the interface between E1 and E2 can be
either positive or negative. Changing the sign of the electric field changes the sign of the
parallel-velocity shear and the direction of ion E×B drift velocity. For the case of a
negative electric field, the parallel and perpendicular ion-drift-velocity profiles are
plotted in Fig. 4.6 as solid circles. Neither of the drift-velocity profiles have the precise
structure associated with the electric-field profile. The departure of drift-velocity profiles
from the plasma-potential profile is explained by finite-Larmor-radius (FLR) effects due
to the relatively large gyroradius of the barium ions at the magnetic-field strengths used
in this experiment (0.3T for the profiles shown here). Note that there is shear in the
parallel ion drift velocity at the plasma edge. The fact that the ions are not drifting at the
full E×B drift velocity (and the electrons presumably are) means there is a net current in
the E×B direction. At lower magnetic field strengths this current is expected to increase
leading to equilibrium conducive to the electron-ion hybrid instability.
The more interesting case, with respect to generating large values of shear, is
obtained with an outward-directed electric field. The ion drifts for this case are shown in
Fig. 4.6 (stars). Note that the shear in both the perpendicular and parallel ion drift
velocity is larger for the outward-directed electric-field profile even though the electricfield strength is comparable to the inward-directed electric-field case. Note also that the
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parallel-velocity shear observed at the plasma edge for the inward-directed electric-field
case still exists for the outward-directed electric-field case.
One of the features of this experimental configuration is the relationship between
the perpendicular-velocity and parallel-velocity shear. As the electric field is increased,
both perpendicular-velocity and parallel-velocity shear are simultaneously increased. A
way to change the parallel-velocity shear without changing the perpendicular-velocity
shear involves a change in the bias applied to the unsegmented ion source [Tsunoyama et
al., 2003]. By increasing the ion source bias, the parallel energy gain of the ions, as they
transit through the mesh, is increased by a constant amount independent of radial
position. This leads to a smaller difference in the drift velocity of ions at different radii
because the increase in drift velocity depends on the square root of the energy gain.
Meanwhile, the potential structure in the down-stream region (and consequently the E×B
velocity) is unaffected. Thus, by changing the bias applied to the ion source, the ratio of
parallel-velocity to perpendicular-velocity shear is decreased.

IV.E Discussion and conclusions
The relative importance of perpendicular-velocity shear relative to parallelvelocity shear is related to the method by which the electric fields responsible for the
structured drifts are created. These electric fields are typically two dimensional and
associated with a “u-shape” potential structure that dips down to lower altitudes. At
higher altitudes the parallel-velocity shear decreases while the perpendicular-velocity
shear remains relatively constant [Gavrishchaka et al., 2000]. Thus, one should expect
parallel-velocity shear to play a larger role at lower altitudes while perpendicular-velocity
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shear should be expected to play the dominant role at higher latitudes. Generally, both
types of shear are observed simultaneously and there relative magnitude must be
measured in order to evaluate which one will dominate. When both shears are present but
one is dominant the relative sign of the parallel shear, relative to the perpendicular shear,
should also be evaluated as this will determine if the smaller shear will be stabilizing or
destabilizing.

117

References

Agrimson, E., N. D’Angelo and R. L. Merlino, Excitation of ion-acoustic-like waves
by subcritical currents in a plasma having equal electron and ion temperatures, Phys. Rev.
Lett. 86, 5282, 2001.
Agrimson, E., S. Kim, N. D’Angelo and R. L. Merlino, Effect of parallel velocity
shear on the electrostatic ion-cyclotron instability in filamentary current channels, Phys.
Plasmas, 10, 3850, 2003.
Amatucci, W. E., Experimental observation of ion-cyclotron turbulence in the
presence of transverse-velocity shear, Ph.D. Dissertation, West Virginia University,
1994.
Amatucci, W. E., D. N. walker, G. Ganguli, J. A. Antoniades, D. Duncan, J. H.
Bowles, V. Gavrishchaka and M. E. Koepke, Plasma response to strongly sheared flow,
Phys. Rev. Lett., 77, 1978, 1996.
Amatucci, W. E., D. N. Walker, G. Ganguli, J. Antoniades, J. H. Bowles, V.
Gavrishchaka and M. E. Koepke, Velocity-Shear-Driven Ion-Cyclotron Waves and
Associated Transverse Ion Heating, J. Geophys. Res., 103, 11711, 1998.
Amatucci, W. E., G. Ganguli, and D. N. Walker, Space chamber simulation of ion
heating in the low-altitude ionosphere: A comparison of wave and joule heating
mechanisms, Phys. Space Plasmas, 15, 435, 1998.
Andre’, M., P. Norqvist, L. Anderson, L. Eliasson, A. I. Eriksson, L. Blomberg, R.
E. Erlandson, and J. Waldemark, Ion energization mechanisms at 1700 km in the auroral
region, J. Geophys. Res., 103, 4199, 1998.

118

Bachet, G., F Skiff, M. Dingelegan, F. Doveil, R. A. Stern, Laser-Induced

Fluorescence Observation of Self-Organized Ion Structures Induced by
Electrostatic Perturbations, Phys. Rev. Lett., 80, 3260, 1998.
Basu, Sunanda, Santimay Basu, E. MacKanzie, P. F. Fougere, W. R. Coley, N. C.
Maynard, J. D. Winningham, M. Sugiura, W. B. Hanson, and W. R. Hoegy,
Simultaneous density and electric field fluctuation spectra associated with velocity shears
in the auroral oval, J. Geophys. Res., 93, 115, 1988.
Beall, J. M., Y. C. Kim and E. J. Powers, Estimation of wavenumber and frequency
spectra using fixed probe pairs, J. Appl. Phys., 53, 3933, 1982.
Bowles, J. R. McWilliams, N. Rynn, Direct measurement of velocity-space transport
in a fully ionized plasma, Phys. Rev. Lett., 68, 1144, 1992.
Burrell, K. H., E. J. Doyle, P. Gohil, R. J. Groebner, J. Kim, R. J. La Haye, L. L.
Lao, R. A. Moyer, T. H. Osborne, W. A. Peebles, C. L. Rettig, T. H. Rhodes, and D. M.
Thomas, Role of the radial electric field in the transition from L (low) mode to H (high)
mode to VH (very high) mode in the DIII-D tokamak, Phys. Plasmas, 1, 1536, 1994.
Cai, D., L. R. O. Storey, and T. Neubert, Kinetic equilibria of plasma shear layers,
Phys. Fluids B, 2, 75, 1990.
Carroll, J. J., M. E. Koepke, W. E. Amatucci, T. E. Sheridan and M. J. Alport, A
segmented disk electrode to produce and control parallel and transverse particle drifts in a
cylindrical plasma, Rev. Sci. Instrum., 65, 2991, 1994.
Carroll, J. J., PhD. Dissertation, Experimental investigation of the IEDD instability,
West Virginia University, 1997.

119

Carroll, J. J., M. E. Koepke, M. W. Zintl, and V. Gavrishchaka, Resonant-tononresonant transition in electrostatic ion-cyclotron phase velocity, Nonlinear Processes
in Geophysics 10, 131, 2003.
Chaston, C. C., J. W. Bonnell, C. W. Carlson, J. P. McFadden, R. E. Ergun, R. J.
Strangeway and E. J. Lund, Auroral ion acceleration in dispersive Alfven waves, J.
Geophys. Res., 109, A04205, 2004.
Chen, F. F., Introduction to Plasma Physics and Controlled Fusion, Plenum Press,
New York, 1984.
Correll, D. L., H. Bohmer, N. Rynn, and R. A. Stern, Temporal evolution of ion
temperatures in the presence of ion cyclotron instabilities, Phys. Fluids, 20, 822, 1977.
Correll, D. L., N. Rynn, and H. Bohmer, Onset, growth and saturation of the currentdriven ion cyclotron instability, Phys. Fluids, 18, 1800, 1975.
D’Angelo, N. and S. v. Goeler, Investigation of the Kelvin-Helmholtz instability in a
cesium plasma, Phys. Fluids 9, 309, 1966.
D’Angelo, N., Ultralow frequency fluctuations at the polar cusp boundaries, J.
Geophys. Res., 78, 1206, 1973.
D’Angelo, N., A. Bahnsen and H. Rosenbauer, Wave and particle measurements at
the polar cusp, J. Geophys. Res., 79, 3129, 1974.
Demyanov, V. G. Yu. N. Eliseev, Yu. A. Kirochkin, A. A. Luchaninov, V. I.
Panchenko, and K. N. Stepanov, Equilibrium and nonlocal ion cyclotron instability of a
plasma in a longitudinal magnetic field crossed with a strong radial electric field, Sov. J.
Plasma Phys., 494, 1989.

120

Drummond, W. E. and M. N. Rosenbluth, Anomalous diffusion arising from
microinstabilities in a plasma, Phys. Fluids, 5, 1507, 1962.
Earle, G. D., M. C. Kelley and G. Ganguli, Large velocity shears and associated
electrostatic waves and turbulence in the auroral F region, J. Geophys. Res., 94, 15321,
1989.
Ergun, R. E., C. W. Carlson, J. P. McFadden, F. S. Mozer, G. T. Delory, W. Peria, C.
C. Chaston, M. Temerin, R. Elphic, R. Strangeway, R. Pfaff, C. A. Cattell, D. Klumpar,
E. Shelley, W. Peterson, E. Moebius, and L. Kistler, Fast satellite observations of largeamplitude solitary structures, Geophys. Res. Lett., 25, 2025, 1998.
Ergun, R. E., L. Anderson, D. Main, Y.-J. Su, D. L. Newman, M. V. Goldman, C. W.
Carlson, A. J. Hull, J. P. McFadden and F. S. Mozer, Auroral particle acceleration by
strong double layers: The upward current region, J. Geophys. Res., 109, A12220, 2004.
Fasoli, A., F. Skiff, T. N. Good, P. J. Paris, Cross-field diffusion quenching by

neutral gas injection in a magnetized plasma, Phys. Rev. Lett., 68, 2925, 1992.
Forme, F. Y. Ogawa, and S. C. Buchert, Naturally enhanced ion acoustic fluctuations
seen at different wavelengths, J. Geophys. Res., 21503, 2001.
Ganguli, G., Y. C. Lee and P. Palmadesso, Electrostatic ion-cyclotron instability
caused by a nonuniform electric field perpendicular to the external magnetic field, Phys.
Fluids, 28, 761, 1985.
Ganguli, G. and P. J. Palmadesso, Electrostatic ion instabilities in the presence of
parallel currents and transverse electric fields, Geophys. Res. Lett., 15, 103, 1988.

121

Ganguli, G., Y. C. Lee, P. J. Palmadesso and S. L. Ossakow, D.C. electric field
stabilization of plasma fluctuations due to a velocity shear in the parallel ion flow,
Geophys. Res. Lett., 16, 735, 1989.
Gavrishchaka, V., Collective phenomena in a magnetized plasma with a field-aligned
drift and inhomogeneous transverse flow, Ph.D. Dissertation, West Virginia University,
1996.
Gavrishchaka, V. V., S. B. Ganguli and G. I. Ganguli, Origin of low-frequency
oscillations in the ionosphere, Phys. Rev. Lett., 80, 728, 1998.
Gavrishchaka, V., G. I. Ganguli, W. A. Scales, S. P. Slinker, C. C. Chaston, J. P.
McFadden, R. E. Ergun and C. W. Carlson, Multiscale coherent structures and

broadband waves due to parallel inhomogeneous flows, Phys. Rev. Lett., 85, 4285,
2000.
Gekelman, W and R. L. Stenzel, Ion sound turbulence in a magnetoplasma, Phys.
Fluids, 21, 2014, 1978.
Gekelman, W., H. Pfister, Z. Lucky, J. Bamber, D. Leneman, and J. Maggs, Design,
construction, and properties of the large plasma research device-The LAPD at UCLA,
Rev. Sci. Instrum., 62, 2875, 1991.
Hamrin, M., M. Andre, G. Ganguli, V. V. Gavrishchaka, M. E. Koepke, M. W. Zintl,
N. Ivchenko, T. Karllson, and J. H. Clemmons, Inhomogeneous transverse electric fields
and wave generation in the auroral region: A statistical study, J. Geophys. Res., 106,
10803, 2001.

122

Hatakeyama, R. and T. Kaneko, Sheared flow excitation and suppression of
electrostatic instabilities in laboratory collisionless magnetoplasmas, Physica Scripta,
T107, 200, 2004.
Heelis, R. A. and J. D. Winningham, Particle acceleration parallel and perpendicular
to the magnetic field observed by DE-2, J. Geophys. Res., 89, 3893, 1984.
Hill, D. N., S. Fornaca, M. G. Wickham, Single frequency scanning laser as a plasma
diagnostic, Rev. Sci. Instrum., 54, 309, 1983.
Hill, D. N., Wave-modified ion distributions and cross-field transport measurements
by laser-induced fluorescence, Ph.D. Dissertation, University of California, Irvine, 1983.
Ichiki, R., T. Kaneko, K. Hayashi, S. Tamura, and R. Hatakeyama, Parallel-velocityshear-modified drift wave in negative ion plasmas, Plasma Phys. And Controlled Fusion,
51, 035011, 2009.
Jassby, D. L., Evolution and large-electric-field suppression of the transverse KelvinHelmholtz instability, Phys. Rev. Lett., 25, 1567, 1970.
Jassby, D. L., Q-Machine cathode producing large radial electric fields, Rev. Sci.
Instrum., 42, 1355, 1971.
Jassby, D. L., Transverse velocity instabilities within a magnetically confined
plasma, Phys. Fluids, 15, 1590, 1972.
Kaneko, T., Y. Odaka, E. Tada and R. Hatakeyama, Generation and control of fieldaligned flow velocity shear in a fully ionized collisionless plasma, Rev. Sci. Instrum., 73,
4218, 2002.

123

Kaneko, T., H. Tsunoyama and R. Hatakeyama, Drift-wave instability excited by
field-aligned ion flow velocity shear in the absence of electron current, Phys. Rev. Lett.,
90, 069502-1, 2003.
Kaneko, T., E. W. Reynolds, R. Hatakeyama, and M. E. Koepke, Velocity-sheardriven drift waves with simultaneous azimuthal modes in a barium-ion Q-machine
plasma, Phys. Plasmas, 12, 102106, 2005.
Kaneko, T., K. Hayashi, R. Ichiki, and R. Hatakeyama, Drift-wave instability
modified by superimposed parallel and perpendicular plasma flow velocity shears,
Fusion Science and Technology, 51, 2T, 2007.
Kasahara, Y., T. Hosoda, T. Mukai, S. Watanabe, I. Kimura, H. Kojima, and R.
Niitsu, ELF/VLF waves correlated with transversely accelerated ions in the auroral
region observed by Akebono, J. Geophys. Res., 106, 21123, 2001.
Kelley, M. C. and C. W. Carlson, Observations of intense velocity shear and
associated electrostatic waves near an auroral arc, J. Geophys. Res., 82, 1977.
Kemp, R. F. and J. M. Sellen, Plasma potential measurements by electrons and
emissive probes, Rev. Sci. Instrum., 37, 455, 1966.
Kent, G. I., N. C. Jen and F. F. Chen, Transverse Kelvin-Helmholtz instability in a
rotating plasma, Phys. Fluids, 12, 2140, 1969.
Kintner, P. M., Observations of velocity shear driven plasma turbulence, J. Geophys.
Res., 81, 5114, 1976.
Kintner, P. M., M. C. Kelley, R. D. Sharp, A. G. Ghielmetti, M. Temerin, C. Cattell,
P. F. Mizera, and J. F. Fennell, J. Geophys. Res., 84, 7201, 1979.

124

Kintner, P. M., Plasma waves and transversely accelerated ions in the terrestrial
ionosphere, Phys. Fluids B, 4, 2264, 1992.
Kintner, P. M., P. W. Schuck, and J. R. Franz, Spaced measurements and progress in
understanding space plasma waves, Phys. Plasmas, 7, 2135, 2000.
Kivanc, O. and R. A. Heelis, On relationships between horizontal velocity structure
and thermal ion upwellings at high latitudes, Geophys. Res. Lett., 13, 1829, 1999.
Knudsen, D. J., J. H. Clemmons, and J. E. Wahlund, Correlation between core ion
energization, suprathermal electron bursts, and broadband ELF waves, J. Geophys. Res.,
103, 4171, 1998.
Koepke, M. E. and W. E. Amatucci, Electrostatic ion-cyclotron experiments in the
WVU Q machine, IEEE Trans. on Plasma Sci., 20, 631, 1992.
Knudsen, D. J., J. H. Clemmons, and J. Wahlund, Correlation between core ion
energization, suprathermal electron bursts, and broadband ELF plasma waves, J.
Geophys. Res, 103, 4171, 1998.
Koepke, M. E., W. E. Amatucci, J. J. Carroll and T. E. Sheridan, Experimental
verification of the inhomogeneous energy-density driven instability, Phys. Rev. Lett., 72,
3355, 1994.
Koepke, M. E., W. E. Amatucci, J. J. Carroll, V. Gavrishchaka, and G. Ganguli,
Velocity-shear-induced ion-cyclotron turbulence: Laboratory identification and space
applications, Phys. Plasmas, 2, 2523, 1995.
Koepke, M. E., J. J. Carroll III, M. W. Zintl, C. A. Selcher, and V. Gavrishchaka,
Simultaneous observations of multiple nonlocal eigenmodes of an inhomogeneity driven
plasma instability, Phys. Rev. Lett., 80, 1441, 1998.

125

Koepke, M. E., M. W. Zintl, C. Teodorescu, E. W. Reynolds, G. Wang, T. N. Good,
Inhomogeneous magnetic-field-aligned ion flow measured in a Q machine, Phys.
Plasmas, 9, 3225, 2002.
Koepke, M. E., C. Teodorescu, E. W. Reynolds, C. C. Chaston, C. W. Carlson, J. P.
McFadden and R. E. Ergun, Inverse ion-cyclotron damping: laboratory demonstration
and space ramifications, Phys Plasmas, 10, 1605, 2003.
Koepke, M. E., and E. W. Reynolds, Simultaneous, co-located parallel-flow shear
and perpendicular flow shear in low-temperature, ionospheric-plasma relevant laboratory
plasma, Plasma Phys. And Cont. Fusion, 49, A145, 2007.
Koslover, R., R. McWilliams, Measurement of multidimensional ion velocity
distributions by optical tomography, Rev. Sci. Instrum., 57, 2441, 1986.
Kustom, B., R. L. Merlino, and N. D’Angelo, Production of plasma with variable,
radial electric fields, Rev. Sci. Instrum., 55, 1243, 1984.
Lakhina, G. S., Low-frequency electrostatic noise due to velocity shear instabilities
in the regions of magnetospheric flow boundaries, J. Geophys. Res., 92, 12161, 1987.
Laul, V., N. Rynn, and H. Boehmer, Improved method for heating large tungsten
cathodes, Rev. Sci. Instrum., 48, 1499, 1977.
Lennartson, O. W., In situ POLAR observation of transverse cold-ion acceleration:
Evidence that electric field generation is a hot-ion finite gyroradaii effect, J. Geophys.
Res, 108, SMP 7-1, 2003.
Lennartson, O. W., Aurora hot-ion dynamo with finite gyroradaii, Phys. Plasmas, 13,
072901, 2006.

126

Loranc M., W. B. Hanson, R. A. Heelis and J.-P. St.-Maurice, A morphological
study of vertical ionospheric flows in the high-latitude F region, J. Geophys. Res., 96,
3627, 1991.
Lu, G., P. F. Reiff, T. E. Moore and R. A. Heelis, Upflowing ionospheric ions in the
auroral region, J. Geophys. Res., 97, 16855, 1992.
Marklund, G., L. Blomberg, C. G. Falthammer, and P. Lundquist, On intense
diverging electric fields associated with black aurora, Geophys. Res. Lett., 21, 1859,
1994.
McFadden, J. P., C. W. Carlson, R. E. Ergun, F. S. Mozer, M. Temerin, W. Peria, D.
M. Klumpar, E. G. Shelley, W. K. Peterson, E. Moebius, L. Kistler, R. Elphic, R.
Strangeway, C. Cattell and R. Pfaff, Spatial structure and gradients of ion beams
observed by FAST, Geophys. Res. Lett., 25, 2021, 1998.
McWilliams, R., D. Sheehen, Experimental measurements of phase space, Phys. Rev.
Lett., 56, 2485, 1986.
McWilliams, R., and R. Koslover, Laboratory observations of ion conics by velocityspace tomography of a plasma, Phys. Rev. Lett., 58, 37, 1987.
Mikhailenko, V. S., and V. V. Mikhailenko, Kinetic theory of the stability of the
inhomogeneous plasmas with transverse inhomogeneous electric field, Phys. Plasmas,
13, 012108, 2006.
Moore, T. E., M. O. Chandler, C. J. Pollock, D. L. reasoner, R. L. Arnoldy, B.
Austin, P. M. Kintner, and J. Bonnell, Plasma heating and flow in an auroral arc, J.
Geophys. Res., 101, 5279, 1996.

127

Motley, R. W., and N. D’Angelo, Excitation of electrostatic plasma oscillations near
the ion cyclotron frequency, Phys. Fuids, 6, 296, 1963.
Motley, R. W., Q Machines, Academic Press, 1975.
Nakamura, R., W. Bahmjohann, C. Mouikis, L. M. Kistler, A. Runov, M. Volwerk,
Y. Asano, Z. Voros, T. L. Zhang, B. Klecker, H. Reme and A. Balogh, Spatial scale of
high-speed flows in the plasma sheet observed by Cluster, Geophys. Res. Lett., 31,
L09804, 2004.
Nishikawa, K., G. Ganguli, Y. C. Lee and P. J. Palmadesso, Simulation of ioncyclotron-like modes in a magnetoplasma with transverse inhomogeneous electric field,
Phys. Fluids, 31, 1568, 1988.
Nishikawa, K., G. Ganguli, Y. C. Lee and P. J. Palmadesso, Simulation of ioncyclotron-like turbulence due to sheared flows parallel and transverse to the magnetic
field, J. Geophys. Res., 95, 1029, 1990.
Nykyri, K., P. J. Cargill, E. A. Lucek, T. S. Horbury, A. Balogh, B. Lavraud, I.
Dandouras, and H. Rème, Cluster observations of magnetic field fluctuations in the highaltitude cusp, Geophys. Res. Lett., 30, 2263, 2003.
Potemra, T. A., J. P. Doering, W. K. Peterson, C. O. Bostrom, R. A. Hoffman and L.
H. Brace, AE-C observations of low-energy particles and ionospheric temperatures in the
turbulent polar cusp: Evidence for the Kelvin-Helmholtz instability, J. Geophys. Res., 83,
3877, 1978.
Pritchett, P. L., Simulation of collisionless electrostatic velocity-shear-driven
instabilities Phys. Fluids B, 15, 3770, 1993.

128

Reitzel, K. J. and G. J. Morales, Perpendicular ion acceleration by localized high
frequency electric fields in magnetized plasmas, Phys. Plasmas, 3, 3251, 1996.
Reitzel, K. J. and G. J. Morales, Perpendicular ion acceleration in field-aligned
density striations, J. Geophys., Res., 101, 27177, 1996.
Reynolds, E. W., T. Kaneko, M. E. Koepke, and R. Hatakeyama, Inhomogeneity
scale lengths in a magnetized, low temperature, collisionless, Q-machine plasma column
containing perpendicular-velocity shear, Phys. Plasmas, 13, 052115, 2006.
Rynn, N., and N. D’Angelo, Device for generating a low temperature, highly ionized
cesium plasma, Rev. Sci. Instrum., 31, 1326, 1960.
Scime, E. E., A. M. Keesee, R. S. Spangler, M. E. Koepke, C. Teodorescu, and E. W.
Reynolds, Evidence for thermal anisotropy effects on shear modified ion acoustic
instabilities, Phys. Plasmas, 9, 4399, 2002.
Scime, E. E., R. Murphy, G. Ganguli, and E. Edlund, Electrostatic ion-cyclotron
waves in a currentless, anisotropic plasma with inhomogeneous flow, Phys. Plasmas, 10,
4609, 2003.
Sheridan, T. E. and J. Goree, Langmuir-probe characteristic in the presence of

drifting electrons, Phys. Rev. E, 50, 2991, 1994.
Skiff, F. and A. Fasoli, Rapid Cross-Field Ion Transport in a Plasma with Sheared
Parallel Flow, Phys. Lett. A, 184, 104, 1993.
Spangler, S. S., E. E. Scime, and G. Ganguli, Parallel inhomogeneous flows in a
thermally anisotropic plasma: The electrostatic ion-acoustic branch, Phys. Plasmas, 9,
2526, 2002.

129

Spangler, S. S., A kinetic treatment of a perpendicular gradient in field-aligned flow
in a thermally anisotropic plasma, Masters thesis, Physics Department, West Virginia
University, 2002.
Stasiewicz, K. and T. Potemra, Multiscale current structures observed by FREJA, J.
Geophys. Res., 103, 4315, 1998.
Stern, R. A., D. N. Hill, N. Rynn, Azimuthal coherent ion-ring-beam generation

in unstable magnetized plasmas, Phys. Rev. Lett., 47, 792, 1981.
Stern, R. A., Laser ion-beam diagnostics for potential and magnetic-field
measurements in plasmas, Rev. Sci. Instrum., 56, 1006, 1985.
Stix, T. H., Waves in Plasmas, A. I. P. Press, 1996.
Strele D., Ph.D. dissertation, physics department, University of Innsbruck, Germany,
Effect of C60 Anions on the potential relaxation instability and the ion heating by the
inhomogeneous energy density driven instability in a Q-Machine plasma, 1999.
Temerin, M., K. Cerny, W. Lotko and F. S. Mozer, Observations of double layers

and solitary waves in the auroral plasma, Phys. Rev. Lett., 48, 1175, 1982.
Teodorescu, C., E. W. Reynolds and M. E. Koepke, Experimental verification of the
shear-modified ion-acoustic instability, Phys. Rev. Lett., 88, 185003, 2002.
Teodorescu, C., E. W. Reynolds and M. E. Koepke, Observation of inverse ioncyclotron damping induced by parallel-velocity shear, Phys. Rev. Lett., 89, 105001, 2002.
Teodorescu, C., Ph.D. Dissertation, Physics Department, West Virginia University,
2003.

130

Teodorescu, C., M. E. Koepke, E. W. Reynolds, On the role of ion-temperature
anisotropy in the growth and propagation of ion-acoustic waves, J. Geophys. Res., 108,
SMP 25.1, 2003.
Tsunoda, R. T., R. C. Livingston, J. F. Vickrey, R. A. Heelis, W. B. Hanson, F. J.
Rich and P. F. Bythrow, Dayside observations of thermal ion upwellings at 800km
altitude: An ionospheric signature of the cleft ion fountain, J. Geophys. Res., 94, 15277,
1989.
Tsunoyama, H., T. Kaneko, E. Tada, R. Hatakeyama, M. Yoshinuma, A. Ando, M.
Inutake and N. Sato, Generation and control of perpendicular flow velocity shear in a
fully ionized collisionless plasma, Trans. of Fusion Sci. and Tech., 43, 186, 2003.
Whalen, B. A., D. W. Green and I. B. McDiarmid, Observations of ionospheric ion
flow and related convective electric fields in and near an auroral arc, J. Geophys. Res.,
79, 2835, 1974.
Yoshioka, R., W. Miyake, T. Makai and M. Ito, Field-aligned electron beams
observed simultaneously with upflowing ion beams in the auroral acceleration region, J.
Geophys. Res., 105, 7679, 2000.

131

Table 1 Physical parameters for space and lab
Parameter

E

F

WVUQ

ne (cm-3)
T||i
T⊥i
Te
nn
B (G)
vei (Hz)
ven (Hz)
ρi (cm)
ρe (cm)
λD (cm)
fpi/fci
fpe/fce
fci/vi
fpe/ve

102
0.05
0.05
0.05
1012
0.3
100
105
20
0.6
0.04
20
0.1
0.2
103

103
0.15
0.15
0.15
109
0.3
1000
50
30
1
0.2
60
0.4
1250
105

109
0.2
0.2—0.8
0.2
1010
1000—4000
50
900
0.1—0.5
0.001
0.2
10-80
0.1
1000
106

Table 2 Normalized wave parameters, related to the IEDD
instability for space and lab
Source

kz/ky

kyρi

shear

σ/ρi

WVUQ
Hamrin et al. 2001
Earle et al. 1989

0.02-0.1
0.1
0.1

0.05-0.7
0.35
0.5

0-0.3
0-0.02
0-1.0

1-20
1-29
1-15
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Figures

Fig. 1.1 This data shows an example of structured perpendicular ion-flow observed by the
AE-D satellite at an altitude of approximately 400 km as it passed through aurora. To put
the flow velocity in context, the thermal speed for 0.2 eV oxygen ions is ~1000 m/s so
the maximum velocity observed is about twice the thermal speed. (Reprinted from Basu
et al., 1984)

133

Fig 1.2 The top panel of this figure shows the parallel ion-energy as measured by the
FAST satellite at an altitude of approximately 4000 km. The lower panel shows the
normalized shear for hydrogen ions (left axis) and oxygen ions (right axis). (Reprinted
from Gavrishchaka et al., 2000)

134

Fig 1.3 The first and second panels show the parallel ion-drift velocity and perpendicular
ion-drift velocity, respectively, as observed by the DE 2 satellite. The structured flow
observed after about 19:56 is a clear example of the coexistence of shear in both the
parallel and perpendicular ion-flow. To put the flow velocity in context, the thermal
speed for 0.2 eV oxygen ions is ~1000 m/s so the maximum velocity observed is about
1.5 v thi for perpendicular drift and 0.5 v thi for parallel drift. (Reprinted from Kivanc et
al., 1999)
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Fig 1.4. Arrangement for collection/injection optics and associated translation staging for
perpendicular LIF.
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Fig 1.5 Top diagram shows Zeeman split Grotrian diagram. The bottom left (right) shows
Grotrian diagram as applied to the parallel (perpendicular) LIF measurements.
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Fig 1.6 (a) Parallel LIF line-shape with all six sigma transitions present. (b) Perpendicular
LIF line-shape with all four pi transitions present.
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Fig 1.7 Diagram of injection/translation optics for parallel LIF.
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Fig 1.8 Schematic of the LIF parallel injection optics mounted on the vacuum chamber
(not to scale)
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Fig. 1.9 The theoretically predicted Zeeman splitting (solid line) agrees well with the
experimentally-measured values (asterisk). (file 8-10-04_1-30; 8-11-04_1-13)
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Fig 2.1 Normalized ion-drift V y / V E , for ion starting at rest, as a function of normalized
time Ωt for an adiabatic increase in electric-field strength with polarization shift
E0/(BΩ)= σ x { Ex } . Four lines are plotted for ions starting at (a) x=0, (b) x = −σ x {E x } / 3 ,
(c) x = −2σ x {E x } / 3 , and (d) x = −σ x {E x } . Here ΩT=100 and (vy-<vy>)/(E/B)=0.008.
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Fig 2.2 Increase in normalized gyration speed v ⊥ / V E as a function of 1 (TΩ) where
adjustable parameter T governs the rate of increase in electric-field strength
as E = E 0 tanh(t / T ) . The electric-field profile is the same as in fig. 2.1 with initial
conditions x = 0 and v x = v y = 0 .

143

Fig 2.3 Radial profile of Vy from the test-particle simulation. The solid line is the ion-drift
profile calculated from the first moment of the velocity distribution function. The dashed
line is the ion-drift profile based on the sum of diamagnetic and E × B drifts (dashed
line) for a=0.2 cm, E0=100 V/m, B=0.2 Tesla, Ti=0.2 eV and x0=1.0 cm. The ion species
is, from top to bottom, Ba, Rb, K, Na and Li for which ρi / σ x { Ex } is 1.58, 1.24, 0.84,
0.65 and 0.36 respectively.
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Fig 2.4 Dependence on ρi / σ x { Ex } of (a) the ratio of the maximum ion drift speed from
simulation to the maximum ion drift speed calculated from homogeneous theory and (b)
the ratio σ x {Vy } / σ x { Ex } .
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Figure 2.5 Theory indicates that the mode frequency, as determined from the dispersion
relation, decreases due to increased “Doppler shifting” from the ion frame, and growth
rate increases, as the ion flow increases. For these figures u=0.11, b=0.09, Vz,e=140vth,i,
ρ i / σ r {E r } =0.25, VE×B=-0.5vth,i.
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Fig 2.6 Theory indicates that increasing the electron drift relative to the ion drift has a
small effect on the growth rate and much smaller effect on the mode frequency. For these
figures u=0.11, b=0.09, ρ i / σ r {E r } =0.25, VE×B=-0.5vth,i, Vθ,i=-0.25 vth,i, and
ρ i / σ r {Vθ } =0.5.
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Fig 2.7 The growth rate increases significantly as the ion-temperature anisotropy is
increased while the shift in mode frequency depends more than the growth rate on the
details of the flow profile. For these figures u=0.11, b=0.09, Vz,e=140vth,i,
ρ i / σ r {E r } =0.25, andVE×B=-0.5vth,i. The solid line corresponds to Vθ,i=-0.5 vth,i,

ρ i / σ r {Vθ } =0.25 while the dashed line corresponds to Vθ,i=-0.25 vth,i, ρ i / σ r {Vθ } =0.5.
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Fig. 2.8 Schematic diagram of the segmented disk electrode.
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Fig 2.9 Radial profile of density, calculated from the ion-saturation current of a Langmuir
probe, in Na plasma.
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Fig 2.10 Radial profile of inverse normalized density-gradient scale length ρi /Ln (upper
figure) as calculated from Fig 2.9 and electric-field amplitude (lower figure) showing
inhomogeneity scale length σ r { Er } .
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Fig 2.11 Magnetic-field dependence of σ r { Er } / ρi (closed diamonds) and l r {ni } / ρi
(closed circles) in Na plasma. Dotted (solid) line represents expected magnetic-field
dependence if σ r { Er } ( l r {ni } ) were held constant.
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Fig 2.12 Magnetic-field dependence of σ r { Er } / ρi (diamonds) and σ r {Vθ } / ρi (circles)
for electric field generation by a positively biased electrode in potassium plasma.
σ r {Vθ } / ρi is calculated from the ion-drift profile results obtained from the test-particle
simulation.
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Fig 2.13 Radial profiles of various azimuthal ion drifts in Ba plasma for (upper plot) low
electric field case (Emax=150 V/m) and (lower plot) high electric field case (Emax=670
V/m). Here is shown LIF-measured drift (closed circles), E×B drift (open diamonds),
pressure gradient drift (open squares) and the sum of E×B plus pressure gradient drift
velocity (closed triangles).
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Fig 2.14 Comparison between LIF-measured drift profile (circles) and simulation
calculated drift profile (solid line) for (upper plot) profile from upper plot of Fig. 2.13
and (lower plot) profile from lower plot of Fig. 2.13.
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Fig 2.15 Comparison between ion density obtained from the ion saturation current to a
Langmuir probe (solid line) and the ion density calculated from simulation for the case of
Fig 2.13 (upper plot).
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Fig. 2.16 Electric-field and density profiles for B=4.1 kG, Vb=5 V and Va=(10 V
(downward triangles), 15 V (stars), 20 V (upward triangles), 25 V (circles)) showing
control over the electric-field magnitude and associated FLR-induced density gradients.
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Fig. 2.17 Ion perpendicular-flow, perpendicular-temperature and parallel-flow profiles
from top to bottom respectively for case without waves. Here B=3.6 kG, Va=5 V, Vb=20
V and Vnhp=5 V. (file 12-21-06_16&17)
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Fig. 2.18 Ion perpendicular-flow, perpendicular temperature and mode amplitude radial
profile for case with waves localized to the shear layer. Here B=3.6 kG, Va=5 V, Vb=20
V and Vnhp=3 V. (file 12-21-06_10)
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Fig. 2.19 Ion perpendicular-flow, perpendicular temperature and mode amplitude radial
profile for case with waves localized to the entire current channel. Here B=3.6 kG, Va=5
V, Vb=20 V and Vnhp=0 V. (file 12-21-06_12)
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Fig 2.20 Comparison of the perpendicular shear for figure 2.18 (upper figure) and figure
2.19 (lower figure) showing the difference between the two cases. For Fig 2.18 the shear
is equal, and opposite, on each side of the electric-field layer while for Fig 2.19 the shear
is much smaller for r~0.6 cm due to the fact that the flow is ‘solid-body’ like. Thus, the
case associated with Fig. 2.18 can be treated as a true flow layer while the second cannot.
(file 12-21-06_10)
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Fig. 2.21 The ion perpendicular-velocity distribution-function associated with Fig. 2.19
(top figure) shows a pronounced asymmetry within and outside the region of large shear.
This tail on the distribution function is consistent with the combined of wave-resonant
ring particles and FLR effects. The lower figure showing the raw laser-induced lineshape
(dots), two Gaussian velocity distributions, (dotted line), and fitted lineshape (solid line)
(middle figure) demonstrates the formation of a second population associated with FLR
effects. (upper plot from file 12-21-06_12)
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Fig 2.22 Diagram showing geometry of gyro motion in a magnetic field directed along
the z-axis. Points a-d are initial starting points for analysis of ion-cyclotron motion in an
oscillating electric field E (t ) = E 0 cos(Ω i t ) yˆ .
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r
v (t = 0) = v0 xˆ

r
v (t = 0) = −v0 yˆ

Fig 2.23 Ion perpendicular velocity may initially increase or decrease, due to the ioncyclotron-resonant interaction, depending on the relative phase between the ion gyromotion and the wave. After many cyclotron periods all ions are gaining energy.
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Fig 2.24 The unenergized ion population (top) in the absence of waves, the energized ion
population (middle) in the presence of waves and the coherent (wave-phase-specific)
response of ion population as a function of x and vy (bottom). The bottom figure shows
the formation of a radially accelerated ion population for a radially-outward electric field.
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Fig. 2.25 The instability frequency-spectrum (upper figure), azimuthal-wavenumber
spectrum (middle figure) and parallel wavenumber (lower figure) are presented for the
case associated with Fig 2.18. The upper two plots were measured with a two-tipped
probe at r=1.1 cm with the middle plot indicating an azimuthal m=1 mode. (files 12-2206_13-17)
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Fig 2.26 Measurements for the time evolution of the LIF lineshape are shown for four
equally spaced temporal points for the case with B=4.1 kG, Va=5 V, Vb=20 V and
Vnhp=3 V. The measurement was taken at r=1.1 cm for the case with the wave localized
to the shear layer. (file 12-22-06_11)
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Fig 2.27 Time evolution of the ion temperature (top figure) and ion drift (lower figure)
for Va=5 V and Vb=(10 V (circles), 15 V (upward triangles), 20 V (stars), 25 V
(downward triangles). The reduction in ion drift is consistent with increased FLR effects
associated with the increase in ion temperature. (files 12-22-06_9-12)
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Fig 2.28 Here is plotted the ion-density profile (top figure) at t=0 (circles) and t=1 ms
(triangles) and the time evolution of the inverse density-gradient scale length (lower
figure) for B=4.1 kG, Va=5 V and Vb=(10 V (circles), 15 V (triangles), 20 V (stars).
(files 12-22-06_19-21)
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Fig 2.29 Here is plotted the time evolution of the differential signal between two
azimuthally separated probe tips (top figure) upon application of a stepped voltage to the
hotplate. Plotting the absolute value of this signal, after removal of the pulse artifact, and
after averaging the ten realizations produces the middle plot from which the growth and
damping rates can be obtained from an exponential fit to the data. The lower plot shows
an example of the exponential fit to the data.
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Fig 2.30 The normalized fluctuation amplitude (dn/n) and normalized growth rate are
plotted versus electric-field peak magnitude. (file 12-26-06_3-12)
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Fig 2.31 The perpendicular ion-temperature initially shows a quick increase with
normalized fluctuation amplitude which then increases more slowly as the fluctuation
amplitude is further increased. (file 12-22-06_2)
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Fig 2.32 The theory-predicted frequency (solid line) and growth rate (dotted line), plotted
versus the ratio T⊥ /T|| , both increase as the perpendicular ion-temperature is increased.
The value of b was also increased consistent with the temperature increase. These results
support the idea that ion-temperature anisotropy must be included in the theoretical
analysis of IEDDI.
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Fig 2.33 Comparison of measured damping-rate versus perpendicular ion-temperature
(lower plot) and theory predicted damping rate versus perpendicular ion-temperature
(upper plot). Note that the magnitude of the predicted damping is smaller than, in fact
negligible to, that measured. The discrepancy between measured and predicted values of
the damping rate is similar to that of the growth rate, however the trend of both measured
and predicted behavior match for the damping rate and the growth rate.
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Fig 2.34 These panels show the electric-field strength directed along magnetic north
(Meridinal E) and magnetic east (Zonal E). The upper panel has a maximum inferred
shear at ~276 s of 11 s-1 while the lower panel has a maximum inferred shear at ~336 s of
25 s-1. (Reprinted from Earl et al. 1989)
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Fig 3.1 This plot shows that variations in Ti|| and Te|| alter the dispersion relation in a
similar way that depends on their ratio with increasing growth rate as Te||/Ti|| increases. On
the other hand, as the Ti⊥ increases the growth rate decreases. The relevant parameters are
Vz,e=60vth||i, Vd’=-0.5Ω, u=0.1, b=0.0675 (except where T⊥i is varied) and an ion mass of
16amu.
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Fig 3.2 Theory indicates that it is the ratio of parallel electron temperature to parallel ion
temperature that is responsible for the increase in the value of u associated with the
largest growth rate. All parameters kept the same as in Fig. 2.8.
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Fig 3.3 The top figure shows asymmetry in the parallel ion-drift profile for the case
where the ionizers are misaligned by ~3mm while the lower figure shows a symmetric
drift profile for the case with the ionizers aligned.
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Fig. 3.4 Radial profiles of perpendicular ion-drift (upper figure) and parallel ion-drift
(lower panel) show a small amount of perpendicular shear (<0.01 Ω ) with a larger
parallel shear (~0.08 Ω ). For this figure B=2.8 kG, Va=10 V and Vb=20 V. (file 12-1406_2)
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Fig 3.5 The wave-frequency spectrum (upper figure) and azimuthal-wavenumber
spectrum (lower figure), measured at r=2cm, clearly show two azimuthally counterpropagating modes with negative/positive m=1 azimuthal wavenumber associated with
frequency below/above the local cyclotron frequency respectively. (file 9-29-06_5)
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Fig 3.6 Measurement of the parallel wavenumber shows wave propagation in the
direction of the magnetic-field-aligned electron flow with wavelength about twice the
effective length of the plasma column for both features. The circles/diamonds correspond
to the mode above/below the cyclotron frequency respectively. (file 12-14-06_2)
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Fig 3.7 For larger values of electrode bias multiple harmonics of the ion cyclotron
instability are excited simultaneously where the upper figure shows recent data and the
lower figure shows previous data associated with Fig 31 of Catalin Teodorescu’s
dissertation. Both data sets were obtained for B=2 kG. (upper plot from file 9-26-06_7;
Lower plot data are taken from same data set as for Fig. 38 in Catalin Teodorescu’s
dissertation.)
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Fig 3.8 An important question to ask is, are the harmonics independently excited modes
or a manifestation of some departure of the waveform from a sine wave. If the harmonics
are not independent then they will be multiples of the fundamental and there will be a
constant phase relationship between them. The upper plot shows the departure of each
harmonic from the associated multiple of the local cyclotron frequency as a function of
harmonic number. If all the points lie within the three lines then the harmonics may be
dependent. The lower plot shows the relative phase-difference between the first and
second harmonics for 60 samples. The random scatter of the phase difference indicates
that they are independent. Lower plot data are taken from same data set as for Fig. 38 in
Catalin Teodorescu’s dissertation.
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Fig 3.9 This plot shows the frequency of the fundamental as a function of parallel shear.
The theory of SMIC does predict a real frequency above the local ion-cyclotron
frequency but it does not predict such a large shift in mode frequency. Specifically, for
the measured quantities the frequency shift should be positive and less than 1% of the
local ion-cyclotron frequency. This figure is created from the same data set as Fig 37 in
Catalin Teodorescu’s dissertation. The data have been corrected for seasonal-temperature
effects on the WVUQ solenoidal electromagnet’s current that influence the magneticfield strength. (file 4-27-06)
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Fig 3.10 The radial profile of parallel ion-drift (upper plot) is sheared with maximum
shear dV|| dr observed at r=3 cm as shown in the lower plot. (file 4-21-06_6&8&10)
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Fig 3.11 The radial profile of ion density shown in the upper plot has maximum inverse
gradient-scale length at r=4.1 cm. (file 2-21-06_1)
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Fig 3.12 The frequency spectrum (upper plot) shows an instability at about 2.3 kHz and
the radial profile of fluctuation amplitude (lower plot) shows a peak magnitude at r~3 cm
consistent with a shear-driven wave. (file 4-21-06_3)
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Fig 3.13 Measurements of the wave-number in the z=theta plane at r=1 cm indicates
azimuthal propagation consistent with m=1 (upper plot) for small shear and m=4 (lower
plot) for larger shear. (file 4-24-06_8&16)
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Fig 3.14 Measurements of wave frequency, Doppler shifted into the ion frame, versus
shear indicated increasing frequency with increasing shear. (file 4-26-06_22)
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Fig 3.15 The measured parallel wave-number (stars) is compared to theoretical prediction
(circles) based on all other measured quantities. All theoretical predictions fall within the
error bars for the measurement. (file 4-26-06_8-13))
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Fig 3.16 Measured growth rate (stars) increase with increasing shear as does the predicted
growth rate (circles) but theory predicts a significantly larger increase. (file 4-27-06_1020)
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Fig 3.17 Inverse density gradient scale length versus radius for three different biases
applied to the north hotplate showing control over the local density ate r=3 cm (i.e.
region of largest shear). The south hotplate was biased –1 volt relative to the north
hotplate for all data. The magnetic-field magnitude is 1.2 kG for this and all subsequent
data. The most precise control over the magnitude of the density gradient occurs for VNHP
between 0 and –5 volts. (file 4-27-06_5&7&10)
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Fig 3.18 The mode frequency decreases with decreasing inverse gradient scale-length
magnitude. Note that, for small magnitude of density gradient, the mode frequency
approaches the frequency observed for SMIA in previous experiments of Catalin
Teodorescu. (file 4-26-06_2-6)
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Fig 3.19 The measured parallel wavenumber (stars) decreases as the density-gradient
scale-length is decreased in agreement with theory (circles). This is likely due to the need
for the wave to increase its phase velocity in order to reduce ion Landau-damping as the
free energy associated with the density gradient is reduced and as the free energy
associated with parallel-velocity shear is unchanged. Note that all theoretically predicted
values for parallel wavenumber are within the error bars associated with the measured
values. (file 4-26-06_2-6)
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Fig 3.20 The mode frequency increases with increasing shear amplitude. For this case the
local (within the shear layer at r=3 cm) inverse density-gradient scale-length is –5 m-1
which is sufficiently small to make the shear is the dominant free energy source. (file 427-06_2-7)
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Fig 3.21 The parallel wavelength becomes more negative as the magnitude of the shear is
increased. This data is associated the same equilibrium conditions as the figure 3.20. This
trend is a bit curious since we would expect the phase velocity to increase with increasing
shear. The phase velocity does decrease somewhat as shown in the next figure. (file 4-2706_2-7)
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Fig 3.22 The phase velocity does decrease with increasing shear but this is not very
important with regard to ion Landau-damping since the ions are drifting in the opposite
direction, relative to the wave propagation and electron drift, at about 600 m/s. This
amounts to a relative velocity of about 1400 m/s which is enough to have a significantly
reduced ion Landau-damping. The 160 m/s change in phase velocity is not expected to be
very significant for this case. (file 4-27-06_2-7)
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Fig 3.23 The measured parallel wavenumber (diamonds) increases with increasing
frequency and increasing shear (circles). The line represents the theoretically predicted
frequency based on the measured perpendicular and parallel wavenumber and shear. (file
4-26-06_2-6)
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Fig 3.24 The normalized growth-rate decreases with increasing ion-temperature
anisotropy. (file 10-10-07_1-7)
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Fig 3.25 As ion-temperature anisotropy increases kz/kθ decreases which means the mode
is propagating increasingly perpendicular to the local magnetic field. (file 10-10-07_914)
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Fig 3.26 Measured growth rate (circles) appears to increase with increasing iontemperature anisotropy. Upright triangles represent theoretically predicted growth rate
based on all measured quantities while the upside-down triangles represent theoretically
predicted growth rate if only electron temperature is varied.
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Fig. 3.27 The ion energy spectrum (a), the shear frequency in the ion drift (b), transverse
electric field (c), wave turbulence spectrum (d), time series of the parallel electric field
(e), and power spectrum from this time series (f) observed by FAST satellite. (reproduced
from Gavrishchaka et al. 2000)
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Fig 4.1 Shear in the parallel ion flow can have either a stabilizing or destabilizing effect
on the mode depending on the sign of the shear. Mode frequency is seen to vary linearly
with parallel shear. For these figures u=0.11, b=0.09, Vz,e=140vth,i, ρ i / σ r {E r } =0.5,
VE×B=-0.5vth,i, Vθ,i=-0.25 vth,i, and ρ i / σ r {Vθ } =0.25.
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Fig. 4.2 Shear in the perpendicular ion flow has a destabilizing effect on the mode. Mode
frequency is seen to vary linearly with perpendicular shear. For these figures u=0.11,
b=0.09, Vz,e=140vth,i, V z',i = 0.5Ω , ρ i / σ r {E r } =0.5, and ρ i / σ r {Vθ } =0.25.
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Fig. 4.3 Segmented ionizer consists of three concentric rhenium-coated, tungsten
segments supported at the end of a tantalum tube.
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Fig. 4.4 Plasma column is divided into a downstream region (segmented electron-source
side of the mesh) and an upstream region (unsegmented ionizer side of the mesh) by a
negatively biased mesh.
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Fig. 4.5 Electric-field profiles (top) as calculated from the plasma-potential profile
measured with a floating emissive probe for a differential bias (E1-E2) of 0.5 V (shortdash line) -0.1 V (long-dash line) and -0.7 V (solid line). The associated density profiles
are shown in the bottom plot.
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Fig. 4.6 Parallel ion-drift velocity profiles as measured with LIF (top) for the outwarddirected electric-field case associated with a differential bias of 0.5 V (stars) and for the
inward-directed electric-field case associated with a differential bias of -0.7 V (circles).
The error-bar is representative of all the data points. The bottom plot shows the
corresponding perpendicular ion-drift velocity profiles.
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Appendix 1. On the analysis of Langmuir-probe traces at the WVUQ
lab
Measurements of plasma parameters such as density and electron temperature are
most often made by analyzing the I-V characteristic of a swept-bias Langmuir probe. The
primary reason for using Langmuir probes is simplicity in the design and application.
However, theory for current collected by Langmuir probes is complicated. For example,
when plasma is confined by a magnetic field, subject to collisions, or the probe is larger
that a Debye length, then the mathematics describing the collection of ions and electrons
becomes unwieldy. These complications limit our ability to determine absolute plasma
density. Fortunately most instabilities of interest are at most weakly dependent on the
absolute density and depend more on the density-gradient scale length which we can
measure with better accuracy since normalizing to absolute density eliminates any error
in the measured value for density.
In the WVUQ plasma the probe size is larger than a Debye length and this
presents a complication. For probes smaller than a Debye length, Laframboise and Parker
(1973) have characterized the sheath expansion for cylindrical and spherical probes,
collecting ion current, based on orbit-limited theory. For our large-probe case, the sheath
expansion is qualitatively similar in that it depends on the probe bias, relative to the space
potential, to some power γ whose value lies between zero and one. This leads us to use a
generalized form of their model where γ is left unspecified.
In order to obtain the density and temperature from an I-V trace, one needs to
have a realistic model relating the collected current to the probe bias. In spite of
complications inherent in using large probes in a magnetized plasma, we adopt the
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commonly accepted, small-probe unmagnetized-plasma model of Laframboise and
Parker (1973) for the total ion plus electron current collection I up to the plasma potential
according to the following equation
− neA ⎛ kTi
⎜
I=
2π ⎜⎝ mi

⎞
⎟⎟
⎠

1

2

⎛ q (φ p − φ ) ⎞
neA ⎛ kTe
⎜
⎟⎟ +
⎜⎜
2π ⎜⎝ me
⎝ kTi ⎠
γ

⎛ e(φ − φ p ) ⎞
⎞ 2
⎟⎟ ,
⎟⎟ exp⎜⎜
⎝ kTe ⎠
⎠
1

(A.1.1)

where n is the plasma density, q is the elemental electron charge, A is the probe surface
area as projected along the magnetic-field direction, k is Boltzman’s constant, mi and me
are the ion and electron mass, Ti and Te are the ion and electron temperature, φ is the
probe bias and φp is the space potential. Interpreting our probe data with this model will
introduce significant error especially in determining the absolute value of density. The
above equation is derived from orbit-limited probe theory in unmagnetized plasma and
generalized with respect to the probe geometry. The power of γ that operates on the ion
collection bias dependence depends upon probe geometry. For a planar probe smaller
than a Debye length this factor is zero, for a cylindrical probe smaller than a Debye
length it is ½ and for a spherical probe smaller than a Debye length it is unity. For alkali
plasma with the halo and wire tip probes that are used, it is not clear which geometry is
applicable. Thus, we chose to keep it general for now and address the options later.
The method for analyzing a Langmuir-probe I-V trace begins with reduction of
the model to
⎛ e(φ − φ p ) ⎞
γ
⎟⎟
I = − A1 (φ p − φ ) + A2 exp⎜⎜
kT
e
⎠
⎝

(A.1.2)

for simplicity in the fitting routine. The first thing we need is a good estimate for the
plasma potential since it shows up in both terms. This is obtained by looking for the peak
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in the first derivative of the collected current, as shown in Fig. A.1.1, and assigning the
plasma potential to the value of the probe bias at that peak. We call this the inflectionpoint method. Next, we obtain an estimate of the electron temperature. This is done by
plotting the natural log of the collected current versus the probe bias and fitting a straight
line in the region between the floating potential and the plasma potential as shown in Fig.
A.1.2. The electron temperature can be easily obtained from this fit. The initial value for
A2 is obviously the value of the current at the plasma potential. Then we continue by
analyzing the ion-saturation current for (φ p − φ ) >> kTe such that there is no electroncurrent contribution and we are left with a two-parameter fit. We then fit a straight line to
the ion-saturation current for many values of gamma between zero and one. We choose
the gamma and A1 that gives us the best straight-line fit. The error in the fit is plotted
versus gamma in Fig. A.1.3 in which a clear minimum is observed. We let this algorithm
determine the effective geometry of the probe. It is found experimentally that this value
always lies between ½ and unity. One can interpret this observation to imply that the
probe is a mix of cylindrical and spherical geometries. We now have an initial value for
each of the five independent variables in equation (2).
The initial values found for the five variables in equation (2) are now used as
initial values in the iteration toward the final fit. The fitting routine begins with a MonteCarlo type algorithm that is chosen for its speed. About 10000 random points in the five
parameter space, representing our five variables, are selected based on a Gaussian
distribution that centers on each initial parameter-value with a user-defined width that is
smaller than the initial value. This method has proven efficient at bringing the initial
value close to the final solution. The final solution is then found by the method of
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steepest descent. Figure A.1.4 shows the final fit and the value obtained for the plasma
potential, density and electron temperature. Note that the plasma density is obtained from
A1 as related to equation (1) for which Ti must either be assumed or known from
measurements such as laser-induced fluorescence.
As demonstrated by the close fit shown in figure A.1.4, the simple orbit-limited
probe theory of Laframboise and Parker (1973) does a good job of representing the
Langmuir probe I-V characteristics in the WVU Q machine. The uncertainty in the
realistic probe geometry representation leads to the use of the generalized model where
the geometrical factor γ does not necessarily have to be 0, ½ or unity. The fact that the
fitted value of γ is always between ½ and unity can be interpreted to imply that the probe
geometry has a mix of cylindrical and spherical geometrical traits.
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Figure A.1.1 Taking the derivative of the probe current, with respect to the probe bias,
gives us an initial value of -2.67 V for the plasma potential.
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Figure A.1.2 Straight line fit to the log of the probe current between the floating potential
and the plasma potential gives an initial value of 0.256 eV for the electron temperature.
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Figure A.1.3 Plot of error in straight-line fit to ion-saturation current versus choice of
gamma. Minimum in error gives a value of 0.72 for gamma.
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Figure A.1.4 Langmuir probe trace (red circles) compared to fit (black line). Note how
close the final plasma potential is to the initial calculation.
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Appendix 4. Derivation of the dispersion relation
In this appendix we will derive the dispersion relation for magnetized plasma
including the effects of perpendicular-velocity shear, parallel-velocity shear, density
gradients, ion-temperature anisotropy, arbitrary electron temperature, and arbitrary
magnetic-field-aligned electron current. We will follow the same general steps as used by
Amatucci [1994] and Spangler [2002] except that we will include the effects of iontemperature anisotropy. The total time derivative of the ion velocity distribution function
is given by

r r
r
r
df (r , v , t ) ⎛ ∂ ∂r r ∂v r ⎞ r r
=⎜ +
•∇+
• ∇ v ⎟ f (r , v , t ) ,
dt
∂t
⎠
⎝ ∂t ∂t

(A.1)

and must be zero for conservation of particles in phase space. Here we have neglected the
influence of collisions. This is our starting equation for the derivation of the dispersion
relation governing waves in magnetized plasma. The distribution function f and the force

r
F are broken into time independent and time dependent parts
f = f 0 + f 1 (t ) ,

(A.2)

r r
r
F = F0 + F1 (t ) ,

(A.3)

where we have assumed that the zeroth-order equilibrium is already established. As
shown earlier in this dissertation the equilibrium can be time dependent for a short time
after onset of the wave but we are interested here in the saturated state for which the
equilibrium is no longer changing. Insertion of equations A.2 and A.3 into equation A.1
leads to the zeroth and first order equations
r
∂f 0 r r
F0 r
+ v • ∇f 0 +
• ∇v f 0 = 0 ,
∂t
m

(A.4)
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r
r
⎛ ∂f1 r r
F0 r ⎞ F1 r
⎜⎜
+ v • ∇f 1 +
• ∇ v f1 ⎟⎟ + • ∇ v f 0 = 0 .
m
⎠ m
⎝ ∂t

(A.5)

In order to solve equation A.5 we need to construct the equilibrium distribution function
that satisfies equation A.4. To do this we need the constants of motion for the equilibrium
of interest. Any distribution function based on the constants of motion will satisfy
equation A.4. The first constant of motion is found by using the equations of motion
dv y
dv x
= Ω(v y − v E ( x ) ),
= − Ωv x ,
dt
dt

(A.6)

and integrating the second equation from 0 to some time t to get the constant of motion
relating the y-component of velocity to the x position
x (t = 0) ≡

v y (t )
Ω

+ x (t ) .

(A.7)

Now take the time average of equation A.7 to get the guiding-center position

χg ≡

v y ( t ) − VE ( x )
Ω

+ x ( t = 0) .

(A.8)

The second constant of motion is the total energy given by
H = H⊥ + Hz ,

H ⊥ = v⊥2 +

Hz =

(A.9)

qα φ0 ( x)
,
mα

(A.10)

1
(vz − V0 ( x) )2 ,
2

(A.11)

where the total energy has been broken into perpendicular and parallel parts. We will
now solve Xg equation for vy and substitute into H to get the one-dimensional version of
the total energy
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v x2 Ω 2
( v z − V0 ( x )) 2 qα φ0 ( x ) v x2
2
(X g − x ) +
H=
+
+
=
+ U ( x) .
mα
2
2
2
2

(A.12)

The distribution function can now be constructed based upon the guiding center position
and the total energy as
f 0 (H ⊥ , H z , χ g ) = C (χ g )e

( )

− βzH z χg

e

( )

− β⊥ H ⊥ χ g

,

(A.13)

where

βz ≡

1
,
2
2vthz

(A.14)

β⊥ ≡

1
,
2vth2 ⊥

(A.15)

C (χ g ) ≡

n0 (χ g )

(2π )3 2 η (χ g )

1

β z 2 β ⊥e

⎛ qα φ 0 ( χ g ) V E2 ( χ g ) ⎞
⎟
+
⎜
⎟
mα
2
⎝
⎠

β⊥ ⎜

,

(A.16)

η (χ g ) = 1 +

VE' ( χ g )

The term

η ( χ g ) in the denominator of equation A.16 normalizes the exponential such

Ω

.

(A.17)

that density gradients only exist through the term n0 ( χ g ) . Now we expand C in terms of
x and neglect terms of order ε 3 to get
f 0 (H ⊥ , H z , χ g ) =

n (χ g )

η (χ g )

e

( )

− β z wz χ g

e

( )

− β ⊥ w⊥ χ g

,

(A.18)

where now
VE'' (χ g ) ⎛
u 3y ⎞
v x2
2
2
⎜
+ η (χ g )u y +
w⊥ =
u y u y − ⎟⎟ ,
2
3⎠
Ω 2 ⎜⎝
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(A.19)

and u y = v y − v y . This expansion limits the subsequent analysis to the case where the
shear layer is large relative to an ion gyroradius.
The term in brackets for the linearized Vlasov equation (equation A.5) is just the
total time derivative of the first order distribution function so if we assume the first order
correction is due to the interaction of the particles with the first-order perturbed electric
field i.e. electrostatic wave then the first-order distribution function can be written as
t
r r
q r r
f1 (r , v , t ) = − ∫ E1 • ∇ v f 0 dt ' .
m −∞

(A.20)

In order to calculate the first order distribution function we need to evaluate

r
∂f ∂H
∂f ∂H ⊥ ∂f 0 ∂χ g
∇ v f 0 (H ⊥ , H || , χ g ) = 0 r|| + 0
r +
r .
∂H || ∂v
∂H ⊥ ∂v
∂χ g ∂v

(A.21)

The individual derivatives in equation A.21 are as follows
∂f 0
= −2 β || f 0 ,
∂H ||

(A.22)

∂H ||
r = (v|| − V0 ( χ g ) ) ,
∂v

(A.23)

∂f 0
= −2 β ⊥ f 0 ,
∂H ⊥

(A.24)

∂H ⊥
r = (2v ⊥ − VE ( χ g ) ) ⊥ˆ ,
∂v

(A.25)

∂χ g
1
r = yˆ ,
∂v
Ω

(A.26)

from which we obtain

r
r
r
r
∇
φ • yˆ ∂f 0
∇φ1 • ∇ v f 0 (H ⊥ , H || , χ g ) = −2 f 0 ∇φ • β z (v z − V0 ( χ g ) )zˆ + β ⊥ v ⊥ ⊥ˆ +
. (A.27)
Ωη (χ g ) ∂χ g

(

)
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r
Add and subtract 2 f 0 β ⊥ v z ∇φ • zˆ to get

r
r
r
r ⎛ βz
r ⎞ ∇φ • yˆ ∂f 0
∇φ1 • ∇v f 0 (H ⊥ , H || , χ g ) = −2 f 0 β ⊥∇φ • ⎜⎜ (vz − V0 ( χ g ))zˆ − vz zˆ + v ⎟⎟ +
=
⎝ β⊥
⎠ Ωη (χ g ) ∂χ g
.(A.28)
r
r
r
⎛⎛ βz
⎞ ∇φ • yˆ ∂f 0
⎞
r
β
z
− 2 f 0 β ⊥∇φ • v − 2 f 0 β ⊥∇φ • zˆ⎜⎜ ⎜⎜
− 1⎟⎟vz − V0 ( χ g ) ⎟⎟ +
β
β⊥
⎝⎝ ⊥ ⎠
⎠ Ωη (χ g ) ∂χ g
The perturbed distribution function is then given by
f1 (H⊥ , H||, χ g ) =
r
t
⎛ ∂φ1 ∂φ1 ⎛ ⎛ βz ⎞
⎞
qα ⎡ r
∂f 0 ⎞⎟ ' ⎤ . (A.29)
β
φ • yˆ
∇
z
⎜ ⎜⎜ − 1⎟⎟vz − V0 ( χ g ) ⎟ +
− 2β⊥ f 0
+
⎢φ1 ( x, t) − ∫ ⎜
⎟ 2β f Ωη(χ ) ∂χ ⎟dt ⎥
⎜ ∂t ∂z ⎜ ⎝ β⊥ ⎠
β
mα ⎢
⎥⎦
g
g ⎠
⊥
⊥ 0
−
∞
⎠
⎝
⎝
⎣

r
r
Assume a plane wave solution such that E1 = −∇ϕ1 = ik ϕ1 and equation A.29 can be
written as

r r
f1 ( x , v , t ) =
− 2β ⊥ f 0

t
⎛
⎛⎛ β
⎞
ky
⎞
∂f 0 ⎞⎟ ' ⎤ .(A.30)
qα ⎡ r
β
dt
⎢φ1 ( x, t ) + i ∫ ⎜ω − k z ⎜⎜ ⎜⎜ z − 1⎟⎟vz − z V0 ( χ g ) ⎟⎟ −
⎜
⎟ ⎥⎥
(
)
Ω
∂
mα ⎢
β
β
2
β
f
η
χ
χ
g
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α
⊥
⊥
⊥
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⎠ ⎦
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Now we define
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Now use the above definition, divide equation A.30 by exp[i ( k y y + k z z − ωt )] and define

τ = t ' − t to write the first-order distribution function as
rr
f1(x, v, t) =
0
⎤
⎛
⎞
⎛⎛ β
⎞
⎞
qα ⎡ r
β
i[k ( y' −y)+kz ( z' −z)−ωτ .(A.32)
− 2β⊥ f0 ⎢φ1(x, t) + i ∫ dτ ⎜ω − kz ⎜⎜⎜⎜ z −1⎟⎟vz − z V0 (χg )⎟⎟ − kyVg (χg )⎟φ1(x' )e y
⎥
⎜
⎟
mα ⎢
β
β
⎥⎦
⊥
⊥
⎝
⎠
−
∞
⎝
⎠
⎝
⎠
⎣

[

]

Make the additional definitions A(x ' , y ' , z ' , t ) = exp i (k x' x ' + k y' ( y ' − y ) + k z' (z ' − z ) − ωτ )

[

]

and φ1 (x ' ) = ∫ dk x' exp ik x' x ' φk (k x' ) then we get
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rr
f1 (x, v, t ) =
− 2β⊥ f 0
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To evaluate this integral we must know the particle orbits. We will use the unperturbed
orbits as given in appendix A of Ganguli et al. [1988] that are given by
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space at τ = 0 . Using these equations and the identity e iR sinθ = ∑ J n (R )e inθ we can
−∞

rewrite the equation for f as
rr
f1 (x, v, t ) =
∞
⎡
⎤
β ⊥3 2 n0 (χ g )
β
'
exp[i(kx' − k x )χ g ]exp[− (w⊥2 + vz2 )]
⎢∫ dkx expikx x ∫ dχ gφk k x
⎥
32
2
(2π )
⎢
⎥
−∞
⎢
⎥ ,(A.34)
β|| 2 ⎛ k⊥ w⊥ ⎞
qα ⎢ ⎛
vz 2 ⎛ k⊥ w⊥ ⎞ ⎞⎥
*
'
⎜
− 2β ⊥ f 0
⎟
⎟⎟
k yV0 (χ g )ρα
(ω1 + ω2α − ωα − nΩα (1 − ) J n ⎜⎜
Jn ⎜
mα ⎢ ⎜
β ⊥ ⎝ Ωα ⎟⎠
vtα ⎜⎝ Ωα ⎟⎠ ⎟⎥
+∑
⎢× ⎜1 − ∑
⎟⎥
ω1 − ω2α − nΩα − kz vz
ω1 − ω2α − nΩα − kz vz ⎟⎥
n
n
⎢ ⎜
⎟⎥
⎢ ⎜
⎠⎦
⎣ ⎝

[

]

( )

where ω1 = ω − k yVE − k zV0 , ω 2α =

k yVE'' ρα2
2

, and ωα* = k y ε n Ωα ρα . The perturbed density

is found by integrating over velocity space [Spangler 2002] and is given by
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nα1(x) = ∫ fα1w⊥dw⊥dvz ≈
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the plasma dispersion function. We will assume quasineutrality of the plasma ne≈ni and
use Poisson’s equation which leads to the dispersion relation. We define
Ψ ( x ) = n0α φ ( x )∑ Fni ( x )Γn' (b ) , neglect terms of order (ρ e ρ i ) and retain only the n=0
2

n

terms for electrons (good for ω << Ω e ) to get the general eigenvalue condition
T
⎛
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(A.36)

for waves in magnetized plasma. Equation A.36 can be solved in two ways. This equation
can be solved in the non-local sense for which the solution must be found for all x or in
the local sense for which the numerator of the second term in the brackets is set to zero
and solved for a particular position x. In this dissertation, both types of solution will be
applied with the non-local solution used for cases with perpendicular-velocity shear and
the local solution used for cases with parallel-velocity shear.

251

Appendix 5. Q MACHINE SOURCE TECHNICAL MEMORANDUM

WEST VIRGINIA UNIVERSITY

PLASMA PHYSICS GROUP

INTERNAL REPORT PLQ MACHINE SOURCE TECHNICAL MEMORANDUM

Eric W. Reynolds, Mark Koepke, Mike Zintl

252

TABLE OF CONTENT
I

Components of the Q machine hotplate assembly
I.A

Cathode Description

I.B

Hot Plate Description

I.C

Filament Description

II

Assembly of the Gun

III

Operation of the Gun

IV

Internal Alkali Metal Vapor Source

V

External Alkali Metal Vapor Source

Appendix 1

Part Price and Vendor List

Appendix 2

Electrodeposition of Rhenium on Tungsten Hot-Plate

Appendix 3

Barium Storage, Preparation and Disposal: Information and Techniques

List of figures
Figure 1

Main Support Structure

Figure 2

Complete Assembly Minus Electrical Connections

Figure 3

Drawings for support structure accessories

Figure 4

Drawings for support structure

Figure 5

Drawings for Cathode Ceramic Spacer/Mount

Figure 6

Drawings for Placement of Hot-Plate Electrical Feed-through

Figure 7a-7e Drawings for Internal Alkali Metal Oven
Figure 8a-8d Drawings for External Alkali Metal Oven

253

WEST VIRGINIA UNIVERSITY Q-MACHINE PLASMA SOURCE

I

Components of the Q machine hotplate assembly

The gun is defined as the combination of the following key components and their
accompanying parts: the cathode, the hot plate, and the filament, as shown in figures 1

and 2.

I.A

Cathode description
The cathode is a tantalum cylindrical shell with a molybdenum disk e-beam

welded to one end and a type 316 STST support collar e-beam welded to the other end, as
shown in figure 3. The molybdenum disk has concentric circular grooves cut 0.08” deep
into its outward face into which we paint Lanthanum Hexaboride (LaB6) for enhanced
electron emissivity. The LaB6 is mixed with Amyl Acetate and spread evenly over the
face of the cathode. The LaB6 should be allowed to dry thoroughly in room air (i.e. 3-4
hours) before putting into the vacuum chamber. Putting it in an oven can expedite the
drying process.
The following parts are used to provide electrical connection and insulation for
the cathode: a small electrical feed-through welded to a 2.75” flange, a 4.625” to 2.75”
zero-length CF reducing flange welded on one end to a 2” OD STST tube and welded on
the other end to a cathode support piece (as shown in figure 5), a 0.1” OD, 6” long Cu
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wire, two small barrel connectors, a 0.020” OD tungsten wire, an alumina tube to fit over
the tungsten wire, a Macor standoff, and a boron-nitride cathode-insulating mount.

I.B

Hot Plate Description

The hot plate is a 3.1”-OD, 0.02”-wall tantalum cylinder e-beam welded on one
end to a 3.1” OD tungsten disk and a STST support flange attached to the other end by
four screws. The parts are shown in figure 4. The tungsten plate is electroplated with
rhenium using the method described by Paris (Rev. Sci. Instrum. August 1989, pp. 28024). This paper can be found in appendix 2.
The following components are used to provide electrical connection and
insulation for the hot plate: a 8”-to-4.625” zero-length CF reducing flange (as shown in

figure 5), a large electrical feed-through welded onto the aforementioned flange, a 3”-OD
7.5”-long STST tube welded on one end to the aforementioned flange (as shown in

figure 5), and welded on the other end to a STST hot plate support piece, a 0.1”-diameter
Cu wire, a small barrel connector, a 0.1”-diameter tungsten wire, small ceramic insulators
as shown in the misc. section of figure 2, and a cast ceramic ring of 3.5”-OD, 3”-ID and
1”-long, (as shown in figure 6), that serves as an insulating spacer between the hot plate
support piece and the hot plate. This ring is either purchased from the vendor in appendix
1 or made from castable ceramic found in the lab. To make this in the lab, make a
ceramic mix such that it flows easily. After spraying the mold with Replicast mold
release, pour this mixture into the rubber-casting mold (found in the lab), and allow to
dry many days. After 4-5 days, carefully remove the ceramic from the mold and put into
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the oven at ~200 Celsius. Leave the ceramic ring in the oven for as many days as
possible. The longer it stays in the oven, the stronger it becomes. Typically 1 week is
sufficient for our purposes

I.C

Filament Description

The filaments are a pair of thoriated tungsten spirals, eight loops each, wound
along the grooves of ¼”-28 threaded rod. The filaments are constructed according to the
following method:
Cut a length of thoriated tungsten (TT) and sand it shiny (it will be dull gray when
you start). A couple of pulls through sandpaper will clean the crud off the wire which
would otherwise burn off and contaminate the vacuum chamber the next time the Q
machine is run. Thread four or five ¼-28 nuts onto a fairly long (~ 2 feet) piece of
threaded rod. Wrap the TT around the rod and clamp it between two nuts about 4” from
the end of the rod. Bunch the other nuts along side the clamping nuts about 2” from the
rod end. Insert this end into a lathe and clamp the lathe’s chuck onto the nuts that are 2”
from the end. Place the other end of the threaded rod into the drill-bit chuck on the lathe
staging such that the threaded rod is snug but able to rotate freely. Have a second person
hold the TT taut during the entire procedure. If the tension in the wire relaxes, you might
have to start over. With a heat gun, heat the TT near the threaded rod and turn the lathe
by hand, wrapping the TT into the threads. Unheated TT is brittle and can break when
bent so be sure to pre-heat the TT with a heat gun as it is being wrapped. Move the heat
gun along the wire continuously focusing on the part that is about to be wrapped onto the
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threaded rod. When the TT is completely wrapped onto the rod, keep the TT taut and
thoroughly heat the wound length of TT. After it cools, you can release the tension. You
are done. Remove the TT from the threaded rod by slowly and carefully unthreading it
off the rod. The Q-machine source uses 2 filaments 8-10 windings long, which amounts
to ~8 inches of wire per filament. It is desirable to wind enough TT for ~10 filaments so
make sure you have at least 80 inches of TT and a threaded rod at least ~24 inches long
(although the wound TT will only take up ~4 inches of the rod length for 10 filaments).
The following parts are used to provide electrical connection and insulation for
the filaments: two large electrical feed-throughs on the 2.75” flange that has the cathode
electrical feed-through, four large berylium-copper barrel connectors, two 0.25”-OD,
10”-long Cu rods, a Macor stand-off that holds the Cu rods in place and out of contact
with other components, two 3mm-OD, ~7”-long rods of molybdenum, two, ~6”-long
pieces of alumina tubing that fit over the molybdenum rods (one tube per rod), and two
1.4” OD tantalum shield disks with 0.2” OD holes punched 1” apart so they fit on the two
alumina tubes. Part specifications not mentioned within the text can be found in appendix
1 along with associated vendors and prices.

II

Assembly of the gun

First we will assemble the electrical feeds for the filaments and cathode. Drill
holes ½” deep in one end of each ¼” Cu rod to accommodate the 3 mm molybdenum
rods. Cut ½” deep slots into the drilled end of each rod with a hacksaw. With two large
Be-Cu barrel connectors, attach the uncut ends of these rods to the vacuum side of the
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two large electrical feed-throughs on the 2.75” flange. Attach the 0.1” diameter Cu wire
to the smaller feed-through on the 2.75” flange. Insert the macor stand-off into the
cathode support tube through the rectangular window that is cut into the cathode support
tube. Attach the boron-nitride cathode support insulator to the end of the cathode support
tube using four ¼”-28 hex-head screws. Install the 2.75” flange onto the 4.625” teeflange of the cathode support tube with the small feed-through at the 12 o’clock position
(the tee should point toward 4:30 relative to the small feedthrough), making sure the
wires feed through the Macor standoff. Slide two large barrel connectors onto the drilled
end of the two 0.25” OD CU rods and tighten only the setscrew on the flange end of the
connectors with the barrel connectors flush with the end of the rod and the set screws
perpendicular to the slots. Drill two holes with a number 70 (0.028” OD) drill bit through
the molybdenum rod at points 0.1” and 0.4” from the rod end, respectively. Insert the
molybdenum rods through the cathode support insulator and into the holes in the end of
the ¼” Cu rods. Tighten the second setscrews on the large barrel connectors. Slide the
alumina tubing onto the molybdenum rods. Cut a piece of 0.01”-diameter tungsten wire
just long enough to go from the cathode electrical lead to 0.75” past the face of the
cathode support insulator. Slide the 0.1” tungsten wire through the cathode support
insulator and attach it with a barrel connector to the 0.1” Cu wire. Install the two
molybdenum disks onto the molybdenum rod alumina tubes and attach the two filaments,
keeping in mind that friction holds them in place. Carefully bend the 0.1” tungsten wire
so that it will end up sandwiched between the cathode and the cathode support insulator
(you should heat the wire with a heat gun as you bend it; otherwise it may break). Install
the cathode onto the cathode support insulator using four 2-56 screws. Ensure continuity
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between the atmosphere side of the electrical feed-through and the cathode before
continuing.
Once continuity has been confirmed, coat the cathode with LaB6 by mixing it with just
enough amyl acetate to make it spreadable and cover the cathode surface until it is
smooth and flat. This should be done with the cathode surface horizontal. When the LaB6
is dry, install the 8”-to-4.625” reducing flange with the hot plate support tube onto the
4.625” flange of the cathode support tube with the feed-through at 12 o’clock like the
small feed-through for the cathode. If coating of the hot plate with rhenium is desired, it
should be done (before applying LaB6) following the instructions found in appendix 2.
Install the hot plate insulator and hot plate onto the hot plate support tube using four 4-40
screws, washers, and the hot plate mounting insulators as shown in the misc. section of
figure 4. All screws, except for the one closest to the hot plate feed through, will be
insulated from the hot plate and all will be insulated from ground (for a total of seven
insulators). The screw without isolation from the hot plate is connected to the hot plate
electrical feed-through with a barrel connector and nuts (on the screw side). Check
continuity and then HYPOT the source as follows. A large voltage is applied with the
HYPOT device between hot plate and ground, hot plate and cathode, cathode and ground,
cathode and filament, filament and ground. There should be no arcing below 2000 volts
except for the hot plate to ground because large hot plate to ground voltages are not
applied during normal source operation. Ideally the source will have no arcing at all
during the HYPOT test. If arcing occurs, some disassembly of the gun is usually
necessary so that further HYPOT testing will allow you to visually identify where the
arcing is occurring. Once the arcs are seen, it should be obvious why they are occurring.
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III

Operation of the electron gun

The electron gun is designed to use the filaments only for bringing the
cathode/hot-plate emission current up to a self sustaining level. This is done by first
applying a filament-to-cathode bias of ~1000 volts (filament negative) and a cathode to
hot-plate bias of ~1500 volts (cathode negative). Turn on the magnetic field and increase
to about 0.5 kgauss. The current in the filament is then increased slowly, in current
control mode, until a filament to cathode current of ~0.4 amps is obtained (filament
current should be 22-28 amps at this point). This process should require no more than a
few minutes unless the source is dirty and outgassing. This filament-to-cathode current is
then maintained by adjustments to the filament current. As the cathode and hot-plate heat
up, a cathode to hot-plate emission current will increase, slowly at first, then faster as the
hot-plate temperature increases. The rate of current increase should not exceed ~ 0.02
amps/sec. To avoid exceeding this rate of current increase, slowly lower the filament
current as the hot-plate temperature rises. If lowering the filament current causes the
cathode-to-hot plate current to decrease then you lowered the filament current too much.
If the source is being started after a prolonged vacuum break, you may have to run the
filament with reduced filament-to-cathode and cathode-to-hot plate biases in order to
avoid arcing during out-gassing. Normal cathode-to-hot-plate self-sustained operating
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current is 1.6 amps and higher. If elevated neutral pressures are desirable for an
experiment, bring up the pressure slowly after the source is operating and has stopped
out-gassing. The source is able to operate at neutral pressures as high as 10 mTorr (and
sometimes higher) without arcing. This is only true if the pressure is not coming from
out-gassing since a reading of 1 mTorr at the gauge from out-gassing implies a much
larger pressure within the source.

IV

The internal alkali metal vapor source
The present design of the internal alkali metal vapor source (used only for

barium) is shown in figure 8a-8e and consists of two effuser halves with two tubes
welded to the half that faces away from the hot plate and the associated 2-mm thermocoax heating wire. The effuser halves are held together by six 2-56 screws and nuts.
Wrapping the heating wire onto the ovens requires two or three people depending upon
the method chosen. The two mandatory people are the person wrapping the wire around
the oven body and a person feeding the heating wire to the wrapper so the wire does not
get kinked or twisted. The third person wraps a small diameter tungsten wire around the
heating wire, as it is wound around the oven, in a shoelace (criss-cross) pattern. This
tungsten wire helps keep the heater wire from unraveling and this maintains good thermal
contact between the oven and heating wire. If the tungsten wire shoelace method is not
used, you must do as follows. When the heating wire is fully wrapped, (note that you
must keep tension on the wire the whole time or it will unwrap) bend the wire at the end
of the wrap and hook an old piece of thermo-coax to the heating wire and wrap it sparsely
(about 4 wraps) to the other end where you will hook it to the other end of the heating
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wire. To visualize how to attach this wire, think of a hook latched onto an eyebolt (or
hooking fingers together as in pinky promise). Electrical feed-throughs for this oven are
located on the cryo-panel’s 12” flange. To pack the oven tubes, you will need to cut the
barium into chunks that can fit through the oven tube opening and prepare the barium
according to appendix 3. The oven should be installed into vacuum soon (<30 minutes)
after packing in order to avoid excessive oxidation of the barium. Oxidation of the
barium creates an oxide layer which has a melting point ~1000 Co higher than the melting
point of pure barium. When heating the barium in vacuum, the barium will melt inside
this shell and eventually break free, but this lengthens the time it takes to make plasma.
Before installing the oven into vacuum, install a tantalum shroud to reduce the transport
of some of the heat radiating from the hot plate. This is done by cutting a rectangular
piece of tantalum about 5” wide and long enough to wrap around the circumference of
the effuser (~ 16 inches) with an inch overlap. Cut and bend tabs in the tantalum to make
it hold the cylindrical shape and secure onto the effuser by cutting and bending more tabs
such that they hold onto the effuser. This part is more of an art than a science. The
science is that the shroud will reach an equilibrium temperature much higher than the
cryopanel and thus reduce radiative loss, which is σ(T4hotplate-T4nearest wall). This also keeps
the effuser at a much higher temperature thus minimizing condensation of the barium
within the effuser. Without this shroud, Ba has been observed to condense in the effuser
allowing none of the vapor to reach the hot plate and, therefore, no plasma production.

V

External alkali metal vapor source
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The present design of the external alkali metal vapor source, shown in figures 9a9d, has been drastically simplified since old designs. It consists of a 0.25” OD by 5.5”
long STST tube welded to the end of a 3.25” long, 1.33” conflat extension flange, a 1.33”
conflat blank and a 4.625” to 1.33” conflat reducer with a 4 pin electrical feed-through
welded into it, and associated thermo-coax heating wire. Wrapping of this oven is the
same as for the internal oven with 1.5 mm diameter thermo-coax for wrapping the 0.25”
diameter tubing and 2 mm diameter thermo-coax for the oven body. To make the oven
operate more efficiently a tantalum shield should be fabricated as a shroud for the oven
body. For protection of the heating wire on the vacuum side of the oven from alkali metal
contamination, a cylindrical shroud should also be made to cover the wire bundle. This
oven can be packed with any of the alkali metals on hand except for barium (barium’s
melting point is beyond the capability of the side-oven design). Preparation of the other
alkali metals follows the same procedure as stated for barium in appendix 3 except for
potassium which cannot be put into methanol because the reaction (that removes the
oxidation layer from alkali metals) of methanol with potassium is vigorous and
exothermic and the potassium melts (within a second). Preparation of potassium uses
only toluene. Cutting of potassium should be done in the toluene, or some other oxygenfree environment, because it can ignite in air (pretty green flame). The only other point to
note is that lithium oxidizes fast and floats in both methanol and toluene so it must be
actively kept wet with toluene, packed wet and put into vacuum quickly.
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Fig. 1 This figure shows the main support tubes and associated flanges
for the cathode and hot plate. In use and currently up to date.

Fig. 2 This figure shows the completed assembly minus electrical connections. In use
and currently up to date.
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Fig. 3 Blowup picture of the source and all its components. In use and currently up to
date. Drawing in file c:\acad\source2
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Fig. 4 Drawings for how to make the cathode and hotplate support structures. In use and
currently up to date. Drawing in file c:\acad\cathcuts
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Fig. 5 Cathode support piece is made out of boron nitride. In use and currently up to date.
Drawing in file c:\acad\source
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Fig. 6 Here the placement of the electrical feed-through is described. In use and currently
up to date. Drawing in file c:\acad\drilhole
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Fig. 7a Description of internal-oven effuser back plate. In use and currently up to date.
This drawing, as well as figs 7b-7e, are found in file c:\acad\effuser.
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Fig 7b Description of internal oven tube. In use and currently up to date.
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Fig. 7c Description of internal-oven effuser front plate. In use and currently up to date.
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Fig 7d Description of oven tubing angular placement onto internal-oven front plate. In
use and currently up to date.
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Fig 7e Description of the orientation for welding the oven tubes onto the internal-oven
front plate. In use and currently up to date.
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Fig. 8a Description of the bending and welding of the side-oven tubing onto the oven. In
use and currently up to date. Drawings for figs 8a-8d found in file c:\acad\sideoven.
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Fig 8b Description of conflate parts used in construction of the side oven. Note that the
present design used in the WVUQ lab uses only the straight piece and that the length of
the straight piece can be longer if desired. In use and currently up to date.
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Fig 8c Description of the size and length of tubing used with the side oven. In use and
currently up to date.
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Fig 8d Description of the placement and welding of 4-pin electrical feed-through. In use
and currently up to date.
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Appendix 1
DESCRIPTION
12” TO 8” CONFLAT REDUCING
FLANGE FOR CRYO-PANEL
8” TO 4 5/8” CONFLAT REDUCING
FLANGE
4 5/8” TO 2 ¾” CONFLAT
REDUCING FLANGE
4 5/8” CONFLAT TEE
2 ¾” CONFLAT BLANK
2” OD TYPE 304 STST TUBING
FOR CATHODE SUPPORT TUBE
3” OD TYPE 304 STST TUBING
FOR HOT PLATE SUPPORT
10 KV 30 AMP FEEDTHROUGH
(CATHODE AND HOT PLATE)
5 KV 150 AMP ELECTRICAL
FEEDTHROUGH (FILAMENT)
3” OD BORON NITRIDE ROUND
FOR CATHODE SPACER,6” LONG
4” OD BY 3’ FT 304 STST ROUND
1.5mm BY 1 M LONG OD
MOLYBDENUM ROD FOR
FILAMENTS
TANTALUM 6” SQUARE
0.005” THICK FOR CATHODE
2.5” BY 6” MOLYBDENUM ROD
FOR MAKING CATHODES
0.125” Cu ROD FOR CATHODE
ELECTRICAL CONNECTION
0.25” Cu ROD FOR FILAMENT
ELECTRICAL CONNECTION
2.5”×0.25” TUNGSTEN DISCS FOR
HOT PLATES
LARGE BARREL CONNECTORS
Be-Cu 0.26” ID 1” LONG
SMALL BARREL CONNECTORS
Be-Cu 0.12” ID 0.56” LONG
HOT PLATE TUBING?

VENDOR AND PART NUMBER
VARIAN FR1200-0800-4

PRICE
$370

VARIAN FR0800-0462-4

$160

VARIAN FR0462-0275-4

$100

VARIAN FT-0300
VARIAN F0275-0000-NCE
LESKER SST-0200

$305
$14
$15/FT

LESKER SST-0300

$18/FT

ISI 9431113

$30

ISI 9451002

$47

SATTIOCORBORUNDUM

$800

MCMASTER-CARR 89535K82
GOODFELLOW MO007902

$475
$380/10PIECE

H. C. STARK

$500

LESKER ???????
MCMASTER-CARR 8965K41

$650
(OLD P.O.)
$6.32/6FT

MCMASTER-CARR 8965K42

$16.88/6FT

LESKER

$115 EACH

LESKER FTAIBC260

$55/10PACK

LESKER FTAIBC120

$93/10PACK
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Appendix 5. Barium storage, preparation and disposal: Information and techniques
for the laboratory

Michael W Zintl
Department of Physics, West Virginia University
April 2, 1996
Introduction
This document details the proper handling of barium metal for use in a Q machine
laboratory. Specifically, it covers storage techniques, preparation for use in the Q
machine, and cleaning of components affected by barium deposition, specifically, the
oven and the vacuum chamber.
Physical data
Molecular weight: 137.34
Density: 3.8 g/cm3
Melting point: 725oC
Boiling point: 1640oC
Typical form: 22mm dia. Cylindrical rod, shipped 10-15 cm long
MSDS Information
Chemical name: Barium rod, 2N5 (0.8%Sr)
Product number (Strem Chemical): 56-0080
Chemical symbol: Ba
CAS Registry number: 7440-39-3
For more information, consult the materials safety data sheet notebook located on top of the file cabinet
that contains old order forms.

Note: Strem Chemical provides the following emergency phone numbers on their
material safety data sheets:
CEMTREC: (800) 424-9300
Poison center: (800) 562-8236
Product manufacturer
Strem Chemicals, Inc
7 Mulliken Way
Newburyport, Ma 01950-4098
(508) 462-3191
Storage
Barium rods are shipped in a plastic container filled with mineral oil. All barium should
be stored in mineral oil to avoid the decay of the barium due to oxidation.
Preparation
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You will need:
Methanol
Toluene
Three stainless steel beakers, 600 ml
Barium rod
Large pair of anvil loppers (Craftsman brand, typically used for lopping branches
of trees and shrubs)
Wire cutters or sheet-metal cutters
Internal plasma oven
Tongs
Custom made (by Eric Reynolds), stainless-steel mesh with conical shape (located
near the chemical locker in room 131)
Note: Barium preparation involves the release of potentially explosive gases. Work
under a fume hood. Wear apron, gloves and goggles. Exercise caution at all times.
Read all instructions contained within this guide carefully before proceeding.
Anvil loppers and wire cutters should be dedicated equipment, that is, they should
not be used for any purpose other than cutting barium.
Fill two beakers halfway with toluene. Fill the third beaker ¾ full with methanol. Set in
fume hood from left to right: toluene, methanol, toluene.
Remove barium rod from the jar of mineral oil with tongs, cut many thin (~ ¼ inch)
circular wafers from barium rod like you were slicing French bread. The amount of
barium you cut will depend on whether you plan to fill one or two ovens. Do not be
afraid to cut too much as you can store any access in the jar of mineral oil for use next
time. Further cut the wafers into smaller pieces with the wire cutters, or sheet-metal
cutters, such that the pieces will fit through the holes for the internal-oven tubes.
Place pieces of barium into the first beaker of toluene (on left) as you cut them to final
size. Stir occasionally to assist in the removal of the mineral oil from the barium.
Removing the mineral oil from the barium is the purpose of the first beaker of toluene.
Place stainless-steel mesh onto the top of the beaker of methanol. The conically shaped
mesh should fit firmly onto the beaker and dip about one inch into the methanol. If
required, add more methanol. The purpose of the mesh is to assist in the removal of the
barium pieces from the methanol. Previous methods required you to fish the barium
pieces from the bottom of the beaker of methanol with tongs, which was difficult due to
the excessive bubbling associated with the chemical reaction. Remove several (6-10)
pieces of barium at a time from the toluene, using tongs, and place into the stainless-steel
mesh. All the pieces should be fully submerged in methanol. Wait about 20-30 seconds,
lift mesh out of beaker and dump the barium pieces into the second beaker of toluene (on
the right). These pieces of barium should be shiny before placing into the second beaker
of toluene. At this point the barium can be left in the toluene without further oxidation.
However, storage in the toluene should only be temporary until you are ready to pack the
ovens.
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Remove barium pieces from toluene with tongs and place them into the internal oven.
The pieces of barium will be wet with toluene in the oven. This will protect them during
the time it takes to install the ovens into the vacuum chamber. You should avoid packing
the ovens until you have everything else ready, to avoid an excessive amount of time
between packing the ovens and installing them into the vacuum chamber. The toluene
will eventually evaporate and the barium will begin to oxidize if the ovens are not under
vacuum within about an hour from the time of packing.
Additional notes:
It is recommended that leftover barium pieces be stored in the jar of mineral oil with the
barium rod. It is not a bad thing to have a bunch of leftover pieces since that will make
your job easier next time you pack the barium ovens.
Dispose of leftover methanol and toluene according to university guidelines for waste
disposal.
It is a good idea to preheat the barium ovens prior to starting the plasma source. Pockets
of toluene and gas remain inbetween metal fragments that, when brought up to higher
temperature, will escape and possibly increase the vacuum-chamber pressure beyond the
safety threshold for plasma gun arcing (typically around 1-2x10-4 Torr). A heating current
of about 2-2.5 Amps through the ovens will do. Maintain and monitor this heating current
until the vacuum-chamber pressure stabilizes.
Oven pre-cleaning and disposal
The process of pre-cleaning a barium oven requires a bit of care. Explosive gases are
created in the process of removing barium from the oven, and leftover oxides can do
serious eye and skin damage. Wear apron, gloves and goggles, and work under the fume
hood at all times.
You will need:
Oven with leftover barium
15% (vol) acetic acid solution in a nalgene spray bottle
Methanol
Remove oven cover or cap using whatever equipment you have available at your disposal
(wrench, ¼” drill, hammer, crowbar, plastic explosives, depleted uranium shells, etc).
Spray acetic acid solution (50% water, 50% acetic acid) liberally throughout oven both
internally and externally wherever there may be barium metal or oxide residual. The
acetic solution mixed in the barium residual yields barium acetate solution (and generates
hydrogen gas). This removes both the leftover metal and prevents clogging of the oven
with barium oxides. The rate of reaction is slow enough, and the temperature low enough,
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that there is little risk of explosion or ignition, as would be the case with potassium or
cesium.
Rinse the oven in Methanol and let dry. When dry, it is recommended that the oven be
placed in the green oven for a while to thoroughly evaporate any acetic-acid solution that
may be trapped in some part of the oven.
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Appendix 6. Data analysis code
function [A,vd,T]=perpgausfit(lif0,calib,Bamp,scanwidth)%raw lif data, index location of zero velocity,
%magnetic field current reading, scanwidth in GigaHertz
%This program is set up to analyze perpendicular lif data obtained with both the input polarizer
%and the collection optics polarizer aligned with the magnetic field
global liff sep v
s=size(lif0);
if s(1)>s(2)
lifres=s(1);%lif resolution
else lifres=s(2);lif0=lif0';end;
sep=1.7495*Bamp; %Zeeman splitting in units of m/s
m=137;
%mass in AMU
k=1.6e-19;amu=1.66e-27;
lambda=585.5301.*(1-scanwidth/512510/lifres.*[-calib+1:lifres-calib]');
v=[-calib+1:lifres-calib]'.*scanwidth*585.53/lifres;%velocity axis
A=max(lif0);maxA=A; %initial amplitude guess is set to the max in the lif lineshape
vd=sum(lif0.*v)/sum(lif0);%initial geuss for drift
T=0.2;
%initial temperature guess in eV
signal=gsn(A,vd+sep/2,v,T)+gsn(A,vd-sep/2,v,T);%first guess for lineshape
dx=.021;dx1=dx; %increment variables
chi(1)=sum((gsn(A,vd+sep/2,v,T)+gsn(A,vd-sep/2,v,T)-lif0).^2);i=1;
%three parameter fit (vd,T and A)
while (s>1e-9) & (i<1000);
dA=sum((gsn(A+dx*maxA,vd+sep/2,v,T)+gsn(A+dx*maxA,vd-sep/2,v,T)-lif0).^2)-sum((gsn(Adx*maxA,vd+sep/2,v,T)+gsn(A-dx*maxA,vd-sep/2,v,T)-lif0).^2);
A=A-dx*maxA*dA/abs(dA);
dvd=sum((gsn(A,vd+dx*1000+sep/2,v,T)+gsn(A,vd+dx*1000-sep/2,v,T)-lif0).^2)-sum((gsn(A,vddx*1000+sep/2,v,T)+gsn(A,vd-dx*1000-sep/2,v,T)-lif0).^2);
vd=vd-dx*1000*dvd/abs(dvd+eps);
dT=sum((gsn(A,vd+sep/2,v,T+dx)+gsn(A,vd-sep/2,v,T+dx)-lif0).^2)-sum((gsn(A,vd+sep/2,v,Tdx)+gsn(A,vd-sep/2,v,T-dx)-lif0).^2);
T=T-dx*dT/abs(dT);
if i>40
s1=polyfit([(i-20):i],chi((i-20):i),1);s2(i)=abs(s1(1));s=s2(i);
end
i=i+1;chi(i)=sum((gsn(A,vd+sep/2,v,T)+gsn(A,vd-sep/2,v,T)-lif0).^2);
dx=dx1*sqrt(chi(i)/chi(1));
end;
signal=gsn(A,vd+sep/2,v,T)+gsn(A,vd-sep/2,v,T);
figure(1)
subplot(2,1,1);plot(lambda,lif0,'.',lambda,signal);
title('FIT TO DATA');xlabel('WAVELENGTH (nm)');ylabel('SIGNAL AMPLITUDE (arb units)');
distr=A.*exp(-m.*(v-vd).^2./(2*9.58e7*T));
subplot(2,1,2);plot(v,distr);
title('THE BEST GAUSSIAN REPRESENTATION OF THE DATA');xlabel('VELOCITY
(M/S)');ylabel('SIGNAL AMPLITUDE (arb units)');
temp=sprintf('ION TEMP = %f eV',T);
vdrift=sprintf('ION DRIFT %f m/s',vd);
text(v(4),A*5/6,temp);text(v(4),A*4/6,vdrift);
normalizedeviation=std(gsn(A,vd+sep/2,v,T)+gsn(A,vd-sep/2,v,T)-lif0);
stdev=sprintf('std. dev. = %f',normalizedeviation);
text(v(4),A/2,stdev);data=[lambda,lif0,signal,v,distr];
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function [A,vd,vd2,T]=plifgausfit(lifd,calib,Bamp,scanwidth)%raw lif data, index of max in
calib.signal,
%magnetic field current reading in amps, scanwidth in GigaHertz respectively
%This fitting routine is for parallel LIF with only four sigma lines present with zeeman split
%and line ratios taken from experimental data in matlab workspace 01jul09a.mat
%positive velocity indicates drift along B (ie. in the south direction)
global liff sep v lineratio
s=size(lifd);
if s(1)>s(2)
lifres=s(1);%lif resolution
else lifres=s(2);lifd=lifd';end;
k=1.6e-19;amu=1.66e-27;m=137;%mass in AMU
sep=7.067*Bamp;
v=-[-calib+1:lifres-calib]'.*scanwidth*585.53/lifres;%velocity axis
lambda=585.5301.*(1-scanwidth/512510/lifres.*[-calib+1:lifres-calib]');%wavelength axis
lineratio=5/6;%amplitude ratio of inner to outer lines (assuming only the inner four sigma lines are present)
A=max(lifd)/2;maxA=A;%initial amplitude guess
vd2=sum(lifd.*v)/sum(lifd);vd=vd2;%initial guess for drift in m/s
T=.02;%initial temperature guess in eV
signal=plifsignal(A,vd,T);%first guess for LIF signal fitting function
dx=.01;dx1=dx;%increment variables
s=1e-6;i=1;%initialize s (s is a measure of convergence to fit) and i (which tracks the number of iterations)
chi(1)=sum((plifsignal(A,vd,T)-lifd).^2);
%three parameter fit (vd,T and A)
while (s>1e-7) & (i<1000);
dA=sum((plifsignal(A+dx*maxA,vd,T)-lifd).^2)-sum((plifsignal(A-dx*maxA,vd,T)-lifd).^2);
A=A-dx*maxA*dA/abs(dA+eps);
dvd=sum((plifsignal(A,vd+dx*1000,T)-lifd).^2)-sum((plifsignal(A,vd-dx*1000,T)-lifd).^2);
vd=vd-dx*1000*dvd/abs(dvd+eps);
dT=sum((plifsignal(A,vd,T+dx)-lifd).^2)-sum((plifsignal(A,vd,T-dx)-lifd).^2);
if T<0.8
T=T-dx*dT/abs(dT+eps);
end
if i>40
s1=polyfit([(i-20):i],chi((i-20):i),1);s2(i)=abs(s1(1));s=s2(i);
end
i=i+1;chi(i)=sum((plifsignal(A,vd,T)-lifd).^2)/sum(lifd);
dx=dx1*sqrt(chi(i)/chi(1));
end;i
figure(2);plot(chi);min(chi)
signal=plifsignal(A,vd,T);
distr=A.*exp(-m.*(v-vd).^2./(2*9.58e7*T));%this is the best gaussian fit to the ion distribution function
figure(1);
subplot(2,1,1);plot(lambda,lifd./A,'.',lambda,signal./A,'r');%plot of fit to actual data
axis([lambda(lifres) lambda(1) 0 max(lifd)*1.1/(A+eps)]);
xlabel('LASER WAVELENGTH (nm)');ylabel('SIGNAL AMPLITUDE (arb units)');
subplot(2,1,2);plot(v,distr./max(distr));%plot of ion distribution function
axis([v(lifres) v(1) 0 1.1]);
xlabel('VELOCITY (M/S)');ylabel('SIGNAL AMPLITUDE (arb units)');
temp=sprintf('ION TEMP = %f eV',T);
vdrift=sprintf('ION DRIFT %f m/s',vd);
text(v(lifres),5/6,temp);text(v(lifres),4/6,vdrift);
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function [power,angles,x1,y1,dx0]=sinefit(file,range)
%This function requires that the file have the raw time series from a double %probe, and the sub-array
(range) that you want processed
%%%%%%%%%user specified%%%%%%%%%%%%%%%
angles=[450:-18:108];%these are the probe orientation angles
samples=8192;%# of samples in time series
probesep=0.7;%probe tip seperation in cm
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
l=size(angles);numpoints=l(2);%numpoints = number of probe angles
fid=fopen(file);a=fscanf(fid,'%f');fclose(fid);%open and read file
s=size(a)./(2*samples);
for i=1:s(1)
s1=a([1:2:2*samples]+(i-1)*2*samples);s2=a([2:2:2*samples]+(i-1)*2*samples);%s1/s2 is time series
from channel 1/2
power(:,i)=abs(fft(s1).*conj(fft(s2)));%cross-power of two signals
phase(:,i)=angle(fft(s1).*conj(fft(s2)));%phase difference between signals
end
for i=1:numpoints;
%all measurements
[m,n]=max(power(range,i));
x0(i)=sum(power(range,i).*phase(range,i))/sum(power(range,i)); %weighted average phase
% x0(i)=phase(n,i); %phase at max amplitude
dx0(i)=sum(power(range,i).*abs(phase(range,i)-x0(i)))/sum(power(range,i))./100;%weighted standard
deviation
end
x=x0;dx=dx0;
%phase array and its' weighted standard deviation
d=mean(x);
%check for offset in phase
A=max(x)-d;
%starting amplitude
for i=1:numpoints;
if x(i)==max(x)
phi=angles(i);%starting guess for angle of propagation
end
end
theta=(angles-phi)./180.*pi;%array of angles shifted by phi
dv1=0.01;dv=dv1;i=1;%dv & dv1 represent the relative step size for fit
diffchi=1;maxdiffchi=5e-6;%stop fit when the iterative slope of chi is less than maxdiffchi
chi(i)=sum((A.*cos(theta)+d-x).^2);%the following fit minimizes chi
while diffchi>maxdiffchi&i<2000;%this is a chi squared fit
dA=sum(((A+dv*max(x-d)).*cos(theta)+d-x).^2)-sum(((A-dv*max(x-d)).*cos(theta)+d-x).^2);%follow
down slope of chi
A=A-dv*max(x-d)*dA/abs(dA+eps);
%increment A toward smaller
chi
dtheta=sum((A.*cos(theta+dv*pi)+d-x).^2)-sum((A.*cos(theta-dv*pi)+d-x).^2);
%follow down
slope of chi
theta=theta-dv*pi*dtheta/abs(dtheta+eps);
%increment theta toward smaller
chi
if i>50
dchi(i-50)=chi(i-1)-chi(i);diffchi=dchi(i-50);
%compute slope of chi vs iteration
number
end
i=i+1;
%track number of cycles
chi(i)=sum((A.*cos(theta)+d-x).^2);dv=dv1*chi(i)/chi(1);
%compute chi and decrease
step size as the
end
%fit becomes better
%figure(3);plot(chi); %plot chi to see it minimized
y=A.*cos(theta-0/180*pi)+d; %this is the final curve fit
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x1=x0-d;y1=y-d;
figure(1)
plot(angles,y-d,'k');hold;%final curve plotted against the data
errorbar(angles,x0-d,dx0,'b*');%add errorbars computed as weighted standard deviation
hold;
%axis([angles(l) 1.4*min(x-d) 1.4*max(x-d)]); %set plot axis range
xlabel('probe angle relative to z-axis (degrees)')
ylabel('probe tip phase difference (radians)')
phi=theta(1)*180/pi-angles(1); %this is the angle of propagation relative to z
k=[-A/probesep*sin(phi*pi/180) A/probesep*cos(phi*pi/180)]%this is the kvector [Ktheta Kz]
p=sprintf('angle of propagation relative to z is %3.1f degrees',-phi);%print propagation angle to screen
lam=sprintf('wavelength = %3.2f (cm)',2*pi*probesep/A);%this prints wavelength to the screen
kv=sprintf('Ktheta=%2.3f 1/cm Kz=%2.3f 1/cm',k(1),k(2));%prints kvector components
text(angles(l(2)/5),min(x-d)*1.2,p);text(angles(l(2)/5),min(x-d)*1.3,lam);
text(angles(l(2)/5),min(x-d)*1.1,kv);
figure(2);plot(power(1:samples/2,:),'.');%allows you to see the spectrum you analyzed
for i=1:200
sd1(i)=std(A.*(1+(i-101)/100).*cos(theta)+d-x);
sd2(i)=sum(sqrt((A.*cos(theta+phi*pi/180.*((i-101)/100))+d-x).^2)); %the rest of this computes chi as
a
ph1(i)=phi*((i-101)/100);
sd3(i)=sum(sqrt((A.*cos(theta)+d.*(1+(i-101)/100)-x).^2)); %function of the three parameters to give a
feel of the fit
end
[m,n]=min(abs(sd2(1:100)-1.25*min(sd2)));ang1=phi*pi/180.*((n-101)/100);ang1*180/pi
[m,n]=min(abs(sd2(101:200)-1.25*min(sd2)));ang2=phi*pi/180.*((n-1)/100);
%figure(2);plot(A.*[0:.1:1.9]./0.032,sd1);%these figures allow you to see how chi depends on each fit
parameter
%figure(3);plot(ph1,sd2);
%figure(4);plot(d.*(1+[-10:9]./100),sd3);
u=k(2)/k(1)%this prints u to the screen
d
%this is the average of the phase array (it should be small)
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function distr=zeemanarb(lif,calib,Bamp,scanwidth);
% This function extracts the distribution function from the raw perp-lif
assuming a functional form
s=size(lif);lif=lif./max(lif);
if s(1)>s(2)
lifres=s(1);%lif resolution
else lifres=s(2);lif=lif';end;
sep=1.7495*Bamp; %Zeeman splitting in units of m/s
nsep=sep/(585.5301*scanwidth/lifres);nj=2*floor(lifres/nsep);
v=[-calib+1:lifres-calib]'.*scanwidth*585.53/lifres-sep/2;%velocity axis

% lineshape without

lif0=[1:lifres*5].*0;lif0((2*lifres+1):3*lifres)=lif;distr=[1:lifres].*0;
i=(2*lifres+1):3*lifres;
for j=0:nj
distr=distr+(-1).^j*lif0(i+round(j*nsep));
end
distr2=distr;distr2(1:lifres-round(nsep))=distr2(1:lifres-round(nsep))+distr(round(nsep)+1:lifres);
vd=sum(distr'.*v)/sum(distr);
T=sum(distr'.*v.^2)/sum(distr);
figure(3);plot(v,lif,'*',v,distr2)
figure(4);plot(v,distr)
deviation=std(distr2'-lif)
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function distr=zeemanarb4(lif,calib,Bamp,scanwidth);
%this code assumes the data is parallel lif with four lines, calib is the array index location of v=0
%Bamp is the reading on the clamp-on ampmeter for the magnetic field current, scanwidth is the full lif
scan in GHz
%it is recomended that the data be smoothed before using this code
%the following routine is based on the paper RSI 57 (10), Oct 1986
s=size(lif);lif=lif./max(lif);%normalize data
if s(1)>s(2)
lifres=s(1);%lif resolution
else lifres=s(2);lif=lif';end;
sep=7.067*Bamp; %Zeeman splitting of outer lines in units of m/s
nsep=sep/(585.5301*scanwidth/lifres);%Zeeman splitting in terms of array index
v=[-calib+1:lifres-calib]'.*scanwidth*585.53/lifres;%velocity axis
ratio=0.806;A=[ratio ratio 1];nsep2=round([nsep/4 nsep*3/4 nsep]);%A is an array of relative magnitudes
of other three lines, nsep2 is array of associated seperation
lif0=[1:lifres*9].*0;lif0((4*lifres+1):5*lifres)=lif;distr=lif;%pad array with zeroes
order=6;
%this is the order of the expansion
i=(4*lifres+1):5*lifres;
for j=1:order
for n=0:j
for m=0:(j-n)
At=A(1).^n*A(2).^m*A(3).^(j-n-m);%
if (n*nsep2(1)+m*nsep2(2)+(j-n-m)*nsep2(3))>=4*lifres;vdsep=2*lifres;
else vdsep=n*nsep2(1)+m*nsep2(2)+(j-n-m)*nsep2(3);end; %this if statement truncates the drift
offset
C=factorial(j)/(factorial(n)*factorial(m)*factorial(j-n-m)); %weighting factor for number of
permutations
distr=distr+(-1).^j*C*At.*lif0(i-vdsep)';
end
end
end
m=[4*lifres+1:5*lifres];lif0(m)=distr;nsep2=round(nsep2);
distr2=lif0(m)+ratio*lif0(m-nsep2(1))+ratio*lif0(m-nsep2(2))+lif0(m-nsep2(3));%sum the resultant
distribution with proper weighting and splitting
figure(5);plot(v,lif,'*',v,distr2)
figure(6);plot(v+sep/2,distr)
deviation=std(distr2'-lif)
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Appendix 7. Test-particle simulation code
This program yields drift profile, density profile and temperature profile of an ensemble of single-particle
motions. Single particle motions are initiated with positions and velocities that are consistent with a
Maxwellian distribution and a homogeneous gyrocenter distribution.
PROGRAM LIF
! This program computes the Vy-x phase space density for an arbitrary
! x-directed electric field profile E(x) with constant B along z
! particle loading is controlled by matlab "LIFsim.m" but is modified here in accord with Ganguli et.al.
(1988)
implicit real*8(A-Z)
common/par1/m,B,T,Emax,width,a,numpoints,x,y,Vx,Vy
dimension
A1(1000),A2(1000),V(1000),matvy(601,151),matvx(601,151),test(1000),n4(151),vd4(151),T4(151),dumm
y(3,20000)
integer i,j,k,i9,i11,i12,i13,i5
open(5,FILE='LIFsim.par',STATUS='UNKNOWN',FORM='FORMATTED')!parameter file
open(6,FILE='LIFsimVx.par',STATUS='UNKNOWN',FORM='FORMATTED')!gaussian distribution of
randomly generated velocities
open(7,FILE='LIFsimVy.par',STATUS='UNKNOWN',FORM='FORMATTED')!gaussian distribution of
randomly generated velocities
open(8,file='LIFsim.dat',status='unknown',form='formatted')!output file
open(9,file='LIFsim2.dat',status='unknown',form='formatted')!output file
open(12,file='LIFsimrandx.par',status='unknown',form='formatted')
read(5,*) m
!ion mass
read(5,*) T
!ion temperature (eV)
read(5,*) B
!magnetic field strength (tesla)
read(5,*) Emax
!maximum electric field strength
read(5,*) width
!width of electric field profile
read(5,*) a
!location of electric field layer
read(5,*) numparticles
!number of particle orbits to calculate
read(5,*) numpoints
!average number of points to calculate for each orbit
read(5,*) y0
!location of edge electric field layer
read(5,*) Eedge
!maximum of edge electric field
read(5,*) profile !chooses which profile to use
read(5,*) Nd
!Nd is the number of cyclotron periods before arg=1 in Emax*tanh(arg)
close(5)
resVy=601
!number of points representing velocity axis Vy (must match array size of m
above)
amu=1.66e-27
!ataomic mass unit
q=1.602e-19
!elementary unit of charge (coulombs)
fci=1520.0*B*10000/m !cyclotron frequency (Hz)
dt=1/fci/numpoints
!time step (sec)
per=1/fci
!cyclotron period
qm=q/amu/m
!q/mi
A2=0.0
!initialize array values to 0
A1=0.0
!initialize array values to 0
matvx=0.0
!initialize array values to 0
matvy=0.0
!initialize array values to 0
V=0.0
!initialize array values to 0
dVy=2*(4*9790*sqrt(2*T/m)+abs(Emax/B))/resVy !resolution in velocity for phase space matrix (m/s)
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dx=2*y0/121
!spatial resolution for phase space matrix (cm)
dx2=2*y0/151
!spatial resolution for loading
i5=0
!initialize particle counter
dV=0
!initialize dV to zero
dummy=0
i11=int(3*Nd*per/dt)
i12=int(3*Nd*per/dt+1)
i13=int(3*Nd*per/dt+10)
n4(1)=0.0
do i1=1,151
!number of spatial points
do i2=1,int(numparticles/151)!number of particles per spatial point
i5=i5+1
!print *,i5
read(6,*) Vx
!get initial Vx
read(7,*) Vy
!get initial Vy
read(12,*) randx
x=real((i1-76))*dx2+randx*dx2!initial x position
if (i1.eq.75.and.i2.eq.1) then
Vx=0
Vy=0
endif
y=0
!initial y position
i9=0
i=0
!iteration tracker
stopit=0
!when stopit = 1 the present particle orbit calculation stops
!begin orbital calculation
32 if (stopit.eq.0) then
i=i+1
E=Emax*tanh(i*dt/per/Nd)
if (i1.eq.75.and.i2.eq.1) then
dummy(1,i)=x
dummy(2,i)=Vy
dummy(3,i)=E
endif
if (i.eq.i11) then
xinit=x
!initial x position
Vyinit=Vy
!initial Vy
endif
if (i.eq.i12) then
dV=Vy-Vyinit
!is Vy initially increasing or decreasing
endif
!profile selector
if (profile.eq.1) then
Ex=E*exp(-(x**2/width**2))
elseif (profile.eq.2) then
Ex=E*(tanh(x/width))
elseif (profile.eq.3) then
Ex=E*exp(-(x**2/width**2))*x
elseif (profile.eq.4) then
Ex=(E*exp(-((abs(x)-a)**2/width**2))+Eedge*exp(-((abs(x)-y0)**2/0.4**2)))*x/abs(x+0.00001)
elseif (profile.eq.5) then
Ex=(E*exp(-((abs(x)-a)**2/width**2))*(abs(x)-a)+Eedge*exp(-((abs(x)y0)**2/0.4**2)))*x/abs(x+0.00001)
endif
!particle tracking equations
Vx=Vx+qm*Ex*dt/2
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Vtx=Vx*cos(B*qm*dt)+Vy*sin(B*qm*dt)
Vty=Vy*cos(B*qm*dt)-Vx*sin(B*qm*dt)
Vx=Vtx+qm*Ex*dt/2
Vy=Vty
x=x+Vx*100*dt
y=y+Vy*100*dt
!...........................
if (int(76+x/dx).gt.151.or.int(76+x/dx).lt.1) then
stopit=1!ignore trajectories which pass outside of phase space
else
if (i.gt.3*Nd*per/dt) then
i9=i9+1
V(i9)=Vx
!array of Vx values for present orbit
A2(i9)=Vy
!array of Vy values for present orbit (could make this
Vx)
A1(i9)=x
!array of x positions for present orbit
endif
endif
test(i)=Vx
!the following stops calculations when one orbit is complete
if (i.gt.i13) then
if (dV.lt.0) then
if (A2(i9).lt.Vyinit.and.A2(i9-1).gt.Vyinit.and.abs(x-xinit).lt.0.1) then
stopit=1
endif
endif
if (dV.gt.0) then
if (A2(i9).gt.Vyinit.and.A2(i9-1).lt.Vyinit.and.abs(x-xinit).lt.0.1) then
stopit=1
endif
endif
endif
!...........................................................
if(stopit.eq.0.and.i9.lt.2*numpoints) goto 32
!everyone loves a goto statement
endif
if (i1.eq.75.and.i2.eq.1) then
open(20,file='dummy.dat',status='unknown',form='formatted')
write(20,*) dummy
close(20)
endif
!orbital calculation done
!now bin Vy,Vx,x positions in matrix (matvx&matvy) with normalization 1/real(i)
do j=1,i9
matvx(int(301+V(j)/dVy+0.5),int(76+A1(j)/dx+0.5))=matvx(int(301+V(j)/dVy+0.5),int(76+A1(j)/dx+0.5))
+1.0/real(i9)
matvy(int(301+A2(j)/dVy+0.5),int(76+A1(j)/dx+0.5))=matvy(int(301+A2(j)/dVy+0.5),int(76+A1(j)/dx+0.
5))+1.0/real(i9)
enddo
enddo
enddo
write(8,*) matvy
write(9,*) matvx
!print *,i
print *,int(i5)
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print *,' particles'
close(6)
close(7)
close(8)
close(9)
close(12)
!open(20,file='dummy.dat',status='unknown',form='formatted')
!write(20,*) dummy
!close(20)
END
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Appendix 8. Dispersion relation solving code
Zero collisionality,
PROGRAM KOEPKE
C
C
C IN THIS CODE(INT) WE USE A SHOOTING CODE(INT) TO SOLVE THE
C NONUNIFORM PERP ELEC FIELD EIGEN VALUE PROBLEM.
C THIS CODE CAN ADMIT SMOOTH VE AND VD PROFILES.
C FEB 20,1985:G.GANGULI.
C
C LINK DBESSI AND INT
C
C THIS CODE USES A USER DEFINED COMPLEX SQUARE ROOT PKG.
C THIS PKG IS CALLED SSQRT.
C
C THIS CODE INTEGRATES FROM 0 TO BIGL (HALF SPACE) IF KKMAX =1
C AND FROM -BIGL TO BIGL IF KKMAX = 2
C
C MODIFIED FOR KOEPKE: NOVEMBER 9, 1993
C
C
IMPLICIT REAL*8 (A-H,O-Z)
COMPLEX*16 OMEGA,W0,Z0,FOMEGA,W(9),XI(20005),G,VF,WVAL
COMPLEX*16 AA,Q,Q1,DISP,PHI(20000,2),PI(20000),SC
COMPLEX FI(20000),GG,VV(20000),WW0
CHARACTER*80 OUT,DATAOUT
REAL XX(20000),FIR(20000),FII(20000),FMIN,FMAX,XXMIN,XXMAX
1 ,GR(20000),GI(20000),VER(20000),VEI(20000)
1 ,FIR1(20000),FII1(20000),ENG(20000),ESQ(20000),ESQMAX
1 ,EDEN(20000),PIMAX,FFI(20000),ALP11,ALP
REAL*8 XINC1(11),XINC2(4),XINC3,xinc4
REAL*8 LSTACC,E0SQ(20000)
INTEGER INFER(9)
COMMON/PAR/ABS,H,MD,NMAX,PHI,SC,LSTACC,E0SQ,KKMAX,WKBPHS
COMMON/PAR1/B,T,AMU,V0,EPS,U,NM,DEL,WSTAR,XN0,TL
COMMON/PAR2/VZ0,ANUI,ANUE,ALP1,VDP,VD0,WEWPE
COMMON/DUMMY/FIR,FII,VER,VEI
COMMON/DUMMY1/GR,GI,FIR1,FII1
COMMON/PARVF/POT
c*********************************
COMMON /VAL/ itval
COMMON /CEPSN/ epsn
c**********************************
NAMELIST/PAR/W0,B,T,AMU,V0,EPS,U,DEL,H,BIGL,EPZ,ITMAX
1 ,NM,NSIG,NMAX,LSTACC,POT,EPSN,XN0,TL,KKMAX
1 ,VZ0,ANUI,ANUE,ALP1,WKBPHS,VDP,VD0,WEWPE
EQUIVALENCE (B,xinc1(1))
EQUIVALENCE (VZ0,xinc2(1))
EQUIVALENCE (EPSN,xinc3)
EXTERNAL FOMEGA,G,VF
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Z0=CMPLX(0.D0,1.D0)
open (5,FILE='vdp_ve.par',status='unknown',form='formatted')
READ(5,PAR)
CLOSE (5)
xdel=del
open (9,FILE='avdp_ve.par',status='unknown',form='formatted')
read (9,*) JJMAX
read (9,*) DVAL
read (9,*) itvmax
read (9,*) itvmin
read (9,*) DVALT
read (9,*) DDMAX
read (9,*) DDMIN
read (9,*) gammin
read (9,*) ipar
read (9,*) jpar
close (9)
open (8,file='vdp_ve.dat',status='unknown',form='formatted')
do 331 ii=1,10000
331 read(8,*,end=333) xxx
333 continue
FUNCTION G(X,OMEGA)
IMPLICIT REAL*8(A-H,O-Z)
COMPLEX*16 Q,Q1,Q10,A0,A1,Z0,W,W1,ZTI,ZTE,DISP,G
1 ,OMEGA,VF,VE,ZTE1,ZTI1,DP,DN,DPL,DNL,ZTINU,ZTENU,ZI,ZE,ZLI
1 A01,Q10E,Q20E,Q10I,Q20I,Q2,A2,A11,A22,Q11,Q22,ZTLI,ZTLI1
COMMON/PAR1/B,T,AMU,V0,EPS,U,NM,DEL,WSTAR,XN0,TL
COMMON/PAR2/VZ0,ANUI,ANUE,ALP1,VDP,VD0,WEWPE
COMMON/PARVF/POT
COMMON/CEPSN/epsn
external VF,VFP,DISP
DIMENSION GP(20),BI(20),GPL(20),BIL(20)
Z0=cmplx(0.,1.)
W=OMEGA
RK=DSQRT(B)
sq2=DSQRT(2.D0)
SQXN0=DSQRT(XN0)
VE=V0*VF(EPS,DEL,X)
ccc
FF=DREAL(Vf(eps,del,(x-anui)))
ccc
FFP=DREAL(VFP(eps,del,(x-anui)))
ccc
VZ00=VZ0*FF
VZ00=VZ0
ccc
VZ00P=ALP1*VZ0*FFP
VZ00P=VDP
C X00=1.D0/(2.D0*EPS)
C IF(DABS(X).GE.X00) VZ00=0.
W1=W-RK*VE
WS=WSTAR
cv************************

297

bxx=0.0
cv************************
CALL DBESSI((B+bxx),19,BI)
G0P=BI(2)-BI(1)
ccc
CALL DBESSI((B/XN0),19,BIL)
ccc
G0PL=BIL(2)-BIL(1)
ZTI=(W1+Z0*ANUI)/rk/U/sq2
ZTI1=(W1+Z0*ANUI-WS)/rk/U/sq2
ccc
ccc

ZTLI=(W)/rk/U/sq2/SQXN0
ZTLI1=(W-WS)/rk/U/sq2/SQXN0
ZTE=SQRT(T/AMU)*((W1+Z0*ANUE)/rk/U/sq2-VZ00/sq2)
ZTE1=SQRT(T/AMU)*((W1+Z0*ANUE+WS/T)/rk/U/sq2-VZ00/sq2)

ZTINU=Z0*ANUI/U/rk/sq2
ZTENU=DSQRT(T/AMU)*Z0*ANUE/U/rk/sq2
ZI=DISP(ZTI)
ccc
ZLI=DISP(ZTLI)
ZE=DISP(ZTE)
Q10E=1.D0+ZTE1*ZE
Q20E=1.+ZTENU*ZE
Q10I=(1.D0+BI(1)*(ZTI1*ZI-VZ00P/(U)
1 *(1.+ZTI*ZI)))
Q20I=1.D0+BI(1)*ZTINU*ZI
A0=-(G0P*(ZTI1*DISP(ZTI)-VZ00P/(U)
1 *(1.+ZTI*ZI)))
c
A01=G0P*ZTINU*ZI
Q1=0.D0
Q2=0.D0
A1=0.D0
A2=0.D0
IF(NM.EQ.0) GO TO 12
DO 1 N=1,NM
GP(N)=BI(N+2)+(N/B-1.)*BI(N+1)
ccc
GPL(N)=BIL(N+2)+(N/B*XN0-1.)*BIL(N+1)
DP=(ZTI+N/rk/U/sq2)
ccc
DPL=DISP(ZTLI+N/rk/U/sq2*SQXN0)
DN=(ZTI-N/rk/U/sq2)
ccc
DNL=DISP(ZTLI-N/rk/U/sq2*SQXN0)
Q1=Q1+BI(N+1)*(ZTI1*(DISP(DN)+DISP(DP))
1 -VZ00P/(U)*(2.+DN*DISP(DN) +
1 DP*DISP(DP)))
Q2=Q2+BI(N+1)*ZTINU*(DN+DP)
A1=A1+GP(N)*(ZTI1*(DISP(DN)+DISP(DP))1 VZ00P/(U)*(2.+DN*DISP(DN)
1 +DP*DISP(DP)))
A2=A2+ZTINU*GP(N)*(DN+DP)
1
CONTINUE
12 Q11=Q1+Q10I
Q22=Q2+Q20I
Q1=Q11*Q20E+T*Q22*Q10E
A11=A0-A1
A22=-(A01+A2)
A1=A11*Q20E+T*A22*Q10E
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G=(Q1+(WEWPE*WEWPE/AMU)*b*(1.+u*u))/A1
RETURN
END
c

c
c
c
c
c

FUNCTION VF(E,DEL,X)
IMPLICIT REAL*8 (A-H,O-Z)
COMPLEX*16 Z0,VF
COMMON/PARVF/POT
Z0=CMPLX(0.D0,1.D0)
X00=1./E
IF(POT.EQ.3.) GO TO 18
X1=X00**2/DEL
X2=X**2/DEL-X1
IF(X1.GT.35.) X1=35.
IF(DABS(X2).GT.35..AND.X2.GT.0.) X2=35.
IF(DABS(X2).GT.35..AND.X2.LT.0.) X2=-35.
X3=(X*E)
X77=(X-DEL)*E
IF(POT.EQ.2.)
1 VF=1.D0-(TANH(X3))**2
IF(POT.EQ.2.) GO TO 14
if(pot.eq.7.) then
if(abs(x).ge.del) VF=1.D0-(TANH(X77))**2
if(abs(x).lt.del) VF=1.D0
goto 14
else
end if

c
c

if (pot.eq.6.) then
VF=tanh(x77)
if(x3.lt.0.) VF=1.D0-(TANH(X3))**2
if(x3.ge.0.) VF=1.D0-(TANH(X3*DEL))**2
goto 14
else
end if
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Appendix 9. Characterization of an electron-emitting electrode
Eric W. Reynolds
Department of Physics, West Virginia University
Introduction
The use of electrodes for controlling electron flow and potential structure in a plasma
is of importance in most basic plasma physics research. It has been widely recognized
that surface contamination greatly reduces an electrode’s performance. In Q-machines the
alkali metal used to make the plasma coats everything, including any electrodes in the
plasma, resulting in diminished current to the electrode. For this reason people have come
up with schemes to heat electrodes and sublimate contaminants. Our group has come up
with many designs that use thermo-coax heating wire to accomplish this task. One of our
latest designs was able to reach temperatures that made the electrode emissive. This led
us to investigate the effect of an electron emissive electrode on plasma parameters.

Emissive Electrode
The WVU Q-machine group has built a conical electrode out of thermo-coax heating
wire as shown in figure (1). The inner conductor of the thermo-coax wire does all the
heating while the outer conductor serves as the electrode. This idea worked well for
keeping the electrode free of contamination. The reduction of contamination was
observed as an increase in collected current with an increase in heating. We soon noticed
that increasing the heating until the electrode glowed orange enhanced the influence of
negative biases, applied to hot electrode, on emissive-probe measurements of the plasma
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potential structure. This led to the conclusion that the electrode was becoming emissive.
Keep in mind that only the annular part of this electrode is made of heating wire and so it
is the only part of the electrode that ever became emissive. There is a heating wire
specifically heating the backside of the button for front-surface button cleaning, but this
was not enough to heat the button to electron emitting temperatures.
In figures (2-5) four emissive probe profiles are shown as a function of probe bias
with Va and Vb being the annulus and button voltages respectively. The heating to the
electrode for each of these cases was 50 watts and the magnetic field was 1.5 kgauss. The
profiles look like those of a clean, non-emissive electrode. The plasma density for all
cases cited in this memo is ~5×109 cm-3. In figures (4-5) the only thing we changed,
relative to Figs (2-3), was the polarity of the annulus and button biases such that the
button was now positive. Figure 6 shows the potential profile for the same configuration
as Fig 3 but now with 110 W of heating power. The electrode was glowing bright orange
at this point. This bias arrangement leads to a much larger effect on the emissive-probe
measurements of plasma potential. The interpretation of this is the emissive part of the
electrode is negative and repels the emitted electrons into the plasma, thereby forcing the
measurement of plasma potential negative. In figure 8 the dependence of the potential
dip on the electrode heating power is shown for Vb=0, Va=-20, and B=2 kgauss. The
control this method gives over the plasma potential is sensitive. The problem with this
electron-emitting electrode is in the fact that the total electron current emitted was small
(but unrecorded,) and so not useful for exciting any instabilities requiring substantial
parallel electron drift. It is speculated that this technique could destabalize perpendicular
velocity shear driven waves that can exist without significant field-aligned electron drift.
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The electrode described by this memo is good for current driven instability studies
for maximum heating of 10-30 watts, after which it starts becoming electron emissive and
its ability to collect current from the plasma is reduced. Also, some of the emitted
electrons from the emitting annulus are collected by the non-emitting button, due to the
lack of a radial gap between the electrode segments, creating uncertainty in the current
contribution from the plasma to the button. If this electrode is used in such a way that
there is enough electron drift to destabilize an instability of interest (i.e. current drawn to
the non-emitting button), the magnitude of the electron drift will have to be obtained with
a single-sided Langmuir probe instead of using the average current collected over the
button area. It is speculated that this can be avoided if there is a sufficient gap between
the button and annulus. As an emitting electrode we thought it would be useful for studies
where structuring of the plasma potential is desired for Vde << Vthe i.e., without creating
large electron drift. Note that the density profile in figure 7, associated with Fig 6 is
unstructured in contrast to structuring usually seen for potential profiles created by cold,
positively biased electrodes.
Recent measurements (Finnegan, 2008) contradict the interpretation of the
emitting electrode driving the plasma potential negative. A spiral electrode was
constructed and made emissive and it was found that negative bias applied to the
electrode resulted in an electron beam with energy proportional to the applied bias. This
supports the interpretation that the emissive-probe floating potential was being forced
negative by the electron beam in this appendix’s experiments on the emitting electrode.
Here, we consider the possibility that the original emitting electrode emitted more
electrons than Finnegan’s electrode due to the difference in work function between the
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stainless steel of the this appendix’s electrode and the tungsten of Finnegan’s electrode.
This could lead the original electrode to overcome the typical floating potential (usually
near the space potential) of the emissive probe and force it negative. The conical design is
good for creating a segmented electrode whose segments appear to have no gaps between
them as viewed along the axis of the cone. Gaps between the segments of a planar,
segmented electrode, will be visible, at high magnetic fields, as viewed along the axis.
Unless this gap is small the gap will appear in the potential structure.
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Fig. 1 Diagram of the ESDE showing the main overall dimensions.

FIGURE 2 Space-potential profile for the case of a non-emitting electrode with positive
(negative) bias applied to the annulus (button) , respectively.
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FIGURE 3 Space-potential profile for the case of a non-emitting electrode for same
configuration as Fig 2 but with a larger bias.

FIGURE 4 Space-potential profile for the case of a non-emitting electrode with negative
(positive) bias applied to the annulus (button) , (respectively).
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FIGURE 5 Space-potential profile for the case of a non-emitting electrode for same
configuration as Fig 4 but with a larger bias.

FIGURE 6 Space-potential profile for the same case as in Fig 3 but now the electrode is
emissive.
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FIGURE 7 Plasma density profile shows no density structure associated with the
potential structure shown in Fig 6.

10

9
)
S
T
L
O
V
(
L
L
E
W
L
AI
T
N
E
T
O
P
F
O
H
T
P
E
D

8

7

6

5

4

3
30

40

50
60
70
80
90
100
ELECTRODE HEATING POWER (WATTS)

110

120

FIGURE 8 The magnitude of the dip in the potential associated with Fig 6 increases with
increased electrode heating.
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