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Resumen
Los sistemas de comunicacio´n operando en canales (mo´viles) inala´mbricos de-
gradan considerablemente sus prestaciones (tasa de transmisio´n, consumo de po-
tencia o probabilidad de error) debido a los desvanecimientos que sufre el medio
inala´mbrico. Esta degradacio´n puede mitigarse aprovechando el conocimiento del
estado canal (CSI) en el receptor y en el transmisor. El CSI puede ser perfecto
si el error de estimacio´n del canal es despreciable o cuantificado si no se conoce
el valor exacto del canal sino u´nicamente la categor´ıa (regio´n) a la que el canal
pertenece.
La presente disertacio´n tiene como objetivo disen˜ar y utilizar de manera o´ptima
la cuantificacio´n del CSI a fin de minimizar la potencia transmitida satisfaciendo
requisitos de calidad de servicio en te´rminos tasa de transmisio´n y probabilidad
de error. El escenario ba´sico de aplicacio´n consiste en sistemas de comunicaciones
mo´viles con transmisores adaptativos en los que el receptor tiene conocimiento
perfecto del canal mientras que el transmisor, t´ıpicamente a trave´s de un canal
de control de retorno, u´nicamente conoce una versio´n cuantificada del mismo. Las
contribuciones de esta tesis cubren sistemas de comunicaciones de distinta com-
plejidad, operando sobre distintos tipos de canales, para uno o mu´ltiples usuarios.
Simulaciones nume´ricas validara´n las derivaciones anal´ıticas y mostrara´n el signi-
ficativo ahorro energe´tico cuando se implementan los esquemas propuestos.
Las principales contribuciones de esta tesis pueden resumirse como sigue: (i)
se derivan esquemas de cuantificacio´n y de adaptacio´n como la solucio´n de un
problema de minimizacio´n con ligaduras; (ii) se prueba que los esquemas de cuan-
tificacio´n de canal corresponden al menos a un o´ptimo local; (iii) se prueba que
los esquemas de adaptacio´n son globalmente o´ptimos; (iv) se demuestra que la
complejidad computacional por cada realizacio´n del canal requerida para imple-
mentar los esquemas adaptativos es moderada o despreciable; (v) se demuestra
que las necesidades de env´ıo de informacio´n de control del receptor al transmisor
son sorprendentemente pequen˜as y (vi) se muestra que la potencia consumida por
los esquemas adaptativos basados en CSI cuantificado es considerablemente menor
que la potencia consumida por sistemas no adaptativos y a su vez que la pe´rdida
de prestaciones de aquellos frente a los que hacen uso de CSI perfecto es pequen˜a.
Estas contribuciones motivan la implantacio´n pra´ctica de esquemas similares a los
propuestos en sistemas reales de comunicaciones que, con un incremento moderado
de la complejidad, obtienen significativas mejoras en sus prestaciones.

Abstract
Performance of wireless communication systems (quantified in terms of trans-
mission rate, power efficiency or error probability) degrades severely due to fading
effects introduced by the shared air-interface. This degradation can be mitigated if
channel state information (CSI) is available at the receiver and/or the transmitter
side. Full CSI can be assumed when sufficient training allows for essentially perfect
channel estimation, while quantized CSI can be used when only the class (cluster
or region) that the channel belongs to is known.
This dissertation aims at optimally designing and exploiting quantized CSI to
minimize transmit-power under rate and error probability constraints. The setup
comprises a wireless communication system with channel-adaptive modulation;
where the receiver has available perfect CSI while the transmitter has only quanti-
zed CSI. In this context, innovative claims from a high-level vantage point pertain
to novel schemes with variable complexity, under different channel types shared
by single or multiple users. Simulated numerical tests corroborate the analytical
claims and reveal that significant power savings result when implementing the
proposed schemes.
Specific contributions can be summarized as follows: (i) the quantization and
adaptive transmission parameters can be obtained as the solution of a judiciously
formulated constrained minimization problem; (ii) the channel quantization algo-
rithms developed attain at least a local optimum of the objective function; (iii)
the adaptive schemes reach the global optimum; (iv) the required computational
complexity per channel realization for the adaptive schemes ranks from moderate
to negligible; (v) the amount of feedback transmitters need from the receiver is
stunningly small; and (vi) power consumed by adaptive schemes based on quanti-
zed CSI is significantly less than that required by non-adaptive alternatives, and
closely approaches the power savings achieved by the benchmark perfect transmit-
CSI design.
These features encourage practical deployment of the proposed schemes that,
with moderate computational overhead, offer a significant performance improve-
ment.
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Loada sea la ignorancia, loado y necesario el conocimiento.
Tescraso (s. VI-V a.C.)
Loado sea el conocimiento, loada y necesaria la ignorancia.
Setarcos (s. IV-V d.C.)
Escrib´ıa yo, hace ahora cuatro an˜os, en el prefacio de mi proyecto fin de carrera
que aquel texto representaba el final formal de una aventura, pero tambie´n de una
experiencia vital, la educativa, que en ese momento conclu´ıa en su vertiente oficial.
La tozuda realidad se empen˜a siempre en demostrarnos que los seres humanos, al
menos el grupo unipersonal al que yo pertenezco, tiene la capacidad de equivocarse
todas las veces en las que es posible hacerlo, y, naturalmente, el prefacio de ese
proyecto fue un lugar ma´s en el que la realidad -vanidosa, adema´s de tozuda-
quedo´ satisfecha al demostrar cua´nto nos equivocamos.
Pero si pertenezco al grupo de seres humanos que se equivoca sin cesar, creo
pertenecer tambie´n al grupo de los que algo aprende, y, por consiguiente, no come-
tere´ en esta ocasio´n el mismo error, no se mantendra´ aqu´ı que la realizacio´n de
esta tesis y el doctorado que la ha precedido supone el principio o el final de nada,
tan so´lo se dira´ que han contribuido a un cambio. Creo que la reflexio´n, el ana´lisis
cr´ıtico, la distancia son cualidades del cient´ıfico, como tambie´n lo son el coraje y
la perseverancia, desconozco hasta que´ grado los que pasamos este umbral las po-
seemos, intuyo que en uno menor que el que deber´ıamos, pero tengo la certeza de
que durante estos an˜os, el contacto con la ciencia y con la investigacio´n nos ayuda
a incrementarlo. As´ı pues, por el trabajo que ha llevado asociado, por la ingente
cantidad de nuevos conceptos que he aprendido, por cua´nta de mi ignorancia ha
puesto de manifiesto, por incrementar mi tolerancia y mi entendimiento, por hasta
que´ punto mi percepcio´n de tantos conceptos ha cambiado, esta tesis sera´ algo de
lo que, cuando mire hacia atra´s y juzgue de forma serena estos an˜os, tengo por
seguro que me sentire´ satisfecho.
Finalizo pidiendo complicidad del lector, y si comence´ este prefacio reconocien-
do una equivocacio´n cometida hace cuatro an˜os, le ruego que me permita concluirlo
X Prefacio
con un acierto originado en el mismo tiempo, con la vigencia y reafirmacio´n de
una verdad tambie´n plasmada en aquellas lejanas l´ıneas: la conviccio´n de que la
necesidad de aprendizaje no acaba nunca, de que expira so´lo cuando expira nuestra
vida.
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Notacio´n
Letras en cursiva denotan valores escalares, letras minu´sculas en negrita denotan
vectores columna, letras mayu´sculas en negrita denotan matrices, letras con tipo
caligra´fico denotan conjuntos,
(·)† es el conjugado de un nu´mero, vector o matriz,
(·)T es la transpuesta de una matriz o vector,
(·)H es la transpuesta conjugada (hermı´tica) de una matriz
o vector,
[·]k,l es el (k, l)-e´simo elemento de una matriz,
[·]k es el k-e´simo elemento de un vector,
bxe es el redondeo al entero ma´s cercano a x,
bxc, (dxe) es el redondeo al entero ma´s cercano menor (mayor) que x,
|x| es el valor absoluto de un escalar x,
‖x‖ es la norma eucl´ıdea,
dch(x1,x2) es la distancia cordal entre dos vectores unitarios x1,x2:
dch(x1,x2) :=
(
1− |x1Tx2|2
) 1
2 ,
0 es una matriz de ceros,
FN es la matriz DFT normalizada de longitud N :
[FN ]k,l := N
−1/2exp(−j2pi(k − 1)(l − 1)/N),
fx(x) es la FDP de la VA x,
Fx(x) es la FPDA de la VA x,
x¯ es el valor medio de la VA x,
Ex[y(x)] es la esperanza matema´tica de y(x) respecto a la VA x,
CN (µ, σ2) es una VA compleja Gaussiana de media µ y varianza σ2,
X ⋃Y (X ⋂Y) es la unio´n (interseccio´n) de los conjuntos X y Y ,
|X | es la cardinalidad del conjunto X ,
⊆ es contenido en,
∅ es el conjunto vac´ıo,
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R+0
N
es el espacio de vectores de taman˜o N tales que todas
sus componentes son reales mayores o iguales que cero,
arg es argumento,
Re{·} ( Im{·}) es la parte real (imaginaria),
mı´n{·} (ma´x{·}) es el mı´nimo (ma´ximo) de un conjunto de valores,
s. a es sujeto a,
l´ım es el l´ımite de una funcio´n,
TF{·} (TF−1{·}) es la transformada directa (inversa) de Fourier,
DFT{·} (IDFT{·}) es la transformada discreta directa (inversa) de Fourier,
LHS(x) (RHS(x)) es la la igualdad izquierda (derecha) de la ecuacio´n (x),
∗ es el operador convolucio´n,
⊗N es el operador convolucio´n circular de longitud N ,
((x))N es el resto obtenido al dividir x por N ,
[x]+ es ma´x{x, 0},
I{x} es la funcio´n indicador: 1 si x es cierto, 0 en caso contrario,
sinc(x) es la funcio´n seno cardinal: sinc(x) = sin(pix)
pix
,
Γ(b, x) es la funcio´n Gamma incompleta: Γ(b, x) :=
∫∞
x
tb−1e−tdt,
Γ(b) es la funcio´n Gamma: Γ(b) := Γ(b, 0),
Q(·) es la funcio´n Q de Marcum:
Q(x) := 1/
√
2pi
∫∞
x
exp(−t2/2)dt.
1Cap´ıtulo 1
Introduccio´n
“Estiman algunos los libros por su corpulencia,
como si se escribiesen para ejercitar antes los brazos que los ingenios.
La extensio´n sola nunca pudo exceder de median´ıa,
y es plaga de hombres naturales por querer estar en todo no estar en nada.”
Baltasar Gracia´n – Ora´culo manual y arte de prudencia (s. XVI d.C.)
El objetivo principal de esta tesis consiste en la minimizacio´n de la potencia
trasmitida en sistemas que se comunican a trave´s de canales inala´mbricos con
desvanecimientos. Con esta finalidad se derivara´n esquemas o´ptimos de adaptacio´n
para los transmisores de forma que la potencia transmitida se minimice a la vez
que se satisfagan requisitos de tasa de transmisio´n mı´nima y probabilidad de error
ma´xima. La adaptacio´n de los transmisores consistira´ en el ajuste de para´metros
del nivel f´ısico (tasa de transmisio´n, modulacio´n utilizada y potencia transmitida)
y del nivel de enlace (seleccio´n de usuario) como funcio´n del CSI1. El mayor e´nfasis
investigador se ha dedicado a sistemas que disponen de un canal de realimentacio´n
(control) con tasa limitada a trave´s del cual el receptor env´ıa al transmisor(es)
1El acro´nimo CSI, cuyo uso esta´ extendido en la literatura y que puede traducirse del ingle´s
como informacio´n del estado del canal o conocimiento del estado del canal, se utilizara´ de forma
continuada a lo largo de esta disertacio´n. Cuando se le an˜ada una T para formar CSIT se
hara´ referencia al CSI en el transmisor o transmisores; de igual modo, cuando se le an˜ada una
R formando CSIR se referira´ al CSI en el receptor o receptores. Asimismo, cuando el acro´nimo
este´ precedido por una inicial seguida de un guio´n estara´ denotando un tipo espec´ıfico de CSI.
As´ı por ejemplo, P-CSI hara´ referencia al conocimiento perfecto del estado del canal (el uso de
P- se debe al te´rmino ingle´s perfect) y Q-CSIT hara´ referencia al conocimiento cuantificado del
estado del canal por parte de los transmisores (el uso de Q- se debe al te´rmino ingle´s quantized).
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CSI. La limitacio´n natural de la tasa del canal de realimentacio´n provoca que
el CSI tenga que ser descrito por un nu´mero finito de bits y que, por lo tanto,
los transmisores so´lo puedan adquirir CSI cuantificado (Q-). El presente cap´ıtulo
muestra de una parte las razones que motivan este trabajo, los objetivos a cubrir
por esta tesis as´ı como los antecedentes y trabajos previos relacionados con el
problema aqu´ı analizado. De otra parte, se describe la estructura de esta tesis y
sus principales contribuciones.
1.1. Motivacio´n, objetivos y estado del arte
Las ventajas en movilidad y rapidez de despliegue que ofrecen los sistemas de
comunicacio´n inala´mbrica han motivado una creciente demanda de estos servicios
en los u´ltimos an˜os. Especialmente, se ha impulsado la bu´squeda de tecnolog´ıas
que permitan enlaces de alta capacidad y fiabilidad manteniendo un bajo consumo
en diferentes tipos de escenarios [26, 85]. Aunque pertenecientes al a´mbito de las
comunicaciones digitales y por lo tanto usufructuarias de sus principios ba´sicos,
las comunicaciones (mo´viles) inala´mbricas presentan ciertas caracter´ısticas propias
entre las que destacan: la variabilidad aleatoria del canal debido a la movilidad
de los terminales y que se traduce en desvanecimientos de la sen˜al; la escasez del
espectro radioele´ctrico, en general compartido por diferentes usuarios y poten-
cialmente generador de interferencias, y las limitaciones de consumo, taman˜o o
coste del terminal. Estas particularidades motivan que al ana´lisis de este tipo de
sistemas se realice de forma propia y diferenciada del resto.
Las prestaciones de un sistema de comunicacio´n sobre el medio inala´mbrico
con desvanecimientos (ya sean medidas en te´rminos de tasa de transmisio´n, con-
sumo de potencia o probabilidad de error) mejoran si el sistema dispone de CSI.
As´ı por ejemplo, los demoduladores coherentes, que requieren CSIR, son los ma´s
extendidos debido a sus buenas prestaciones [72], y la capacidad ergo´dica del canal
(medida de la ma´xima tasa media de informacio´n que se puede transmitir de for-
ma fiable a trave´s de dicho canal) so´lo puede alcanzarse si existe CSIT [12,26,85].
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Si bien en la mayor´ıa de los sistemas de comunicaciones mo´viles es factible que
los terminales dispongan de CSIR perfecto (P-), factores como los errores de es-
timacio´n o los retardos de estimacio´n hacen que la existencia de P-CSIT no sea
pragma´ticamente viable [38, 63], motivando la utilizacio´n de otras alternativas.
Para sistemas en los que el CSI es adquirido por el receptor y enviado a los tras-
misores a trave´s de un canal de retorno con tasa limitada, la existencia de P-CSIT
no es siquiera posible; sin embargo, en estos sistemas los terminales s´ı pueden ad-
quirir Q-CSIT de manera sencilla (la limitacio´n de tasa no permite el env´ıo de los
valores analo´gicos del canal pero s´ı de versiones que se cuantifican mediante unos
pocos bits) y utilizarlo para mejorar las prestaciones del sistema [24, cap´ıtulo 13].
Esta tesis se enmarca en el a´mbito de las comunicaciones inala´mbricas sobre
medios con desvanecimientos en los que la configuracio´n de los transmisores puede
adaptarse en funcio´n de la realizacio´n del canal. El principal objetivo consiste en
obtener el esquema de adaptacio´n o´ptimo para los transmisores en base a Q-CSIT
que permita minimizar la potencia transmitida por el sistema satisfaciendo requi-
sitos de calidad de servicio (o quality of service –QoS–) en te´rminos de tasa de
transmisio´n mı´nima y tasa de error de bit (o bit error rate –BER–) ma´xima. La
minimizacio´n de la potencia transmitida permite la prolongacio´n del tiempo de
vida de los terminales al mismo tiempo que disminuye la potencial interferencia
para otros usuarios, aspectos estos cada vez ma´s relevantes en sistemas de comuni-
caciones mo´viles. A fin de llevar a cabo esa tarea dos son las preguntas principales
que deben contestarse: ¿cua´l es la cuantificacio´n o´ptima del canal?, ¿cua´les son
los esquemas de adaptacio´n o´ptimos basados en los valores cuantificados del ca-
nal? Las respuestas de cuestiones esta´n interrelacionadas y para llegar a ellas se
requiere la resolucio´n conjunta de ambos problemas.
Tanto la cuantificacio´n del canal como la adaptacio´n de los transmisores en fun-
cio´n de la misma dependera´ del sistema de comunicaciones considerado. El ana´li-
sis en esta tesis doctoral se centrara´ en: (i) sistemas transmitiendo un u´nico flujo
de informacio´n sobre canales mo´viles con mu´ltiples entradas (correspondientes a
mu´ltiples transmisores) y una u´nica salida o multi-input single-output (MISO); (ii)
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sistemas de un u´nico usuario transmitiendo sobre canales selectivos en tiempo y
frecuencia mediante el uso de orthogonal frequency division multiplexing (OFDM);
(iii) sistemas de mu´ltiples usuarios operando sobre canales selectivos en el tiempo
accediendo al medio compartido utilizando un mecanismo time division multiple
access (TDMA) y (iv) sistemas de mu´ltiples usuarios operando sobre canales se-
lectivos en el tiempo y frecuencia accediendo al medio compartido utilizando un
mecanismo orthogonal frequency division multiple access (OFDMA). En base a
te´cnicas de optimizacio´n no lineal, para cada uno de estos casos se derivara´ tanto
el cuantificador de canal que genere el Q-CSIT como los esquemas de adaptacio´n
de los transmisores que en base al Q-CSIT minimicen la potencia. En todos los
casos se hara´ referencia tambie´n a la complejidad del sistema y se analizara´n me-
canismos que permitan reducirla. Asimismo, para los casos en que no existan, el
estudio comenzara´ derivando los esquemas de adaptacio´n de los transmisores en
base a P-CSIT. Adema´s de su uso en sistemas donde el P-CSIT sea factible, la
caracterizacio´n de estos esquemas ayudara´ a comprender mejor el funcionamiento
de los sistemas adaptativos as´ı como a ponderar, mediante simulacio´n nume´rica,
la diferencia de prestaciones de los esquemas basados en Q-CSIT y P-CSIT.
Las aportaciones de esta tesis se encuentran relacionadas principalmente con
la investigacio´n realizada en dos a´mbitos que, si bien relacionados, han recibido
un tratamiento distinto.
De un lado el de la asignacio´n de recursos –tambie´n conocido como (t.c.c.)
adaptacio´n de los modos de transmisio´n– que trata de aprovechar el cono-
cimiento perfecto del canal para asignar recursos de forma eficiente. Los
trabajos en este a´mbito se han centrado masivamente en el uso de P-CSIT.
Los resultados obtenidos alcanzan los campos de la teor´ıa de la informacio´n
[18,29,40,41,84], fundamentos de sistemas de comunicaciones [27,30,69,79] e
incluso ma´s recientemente de redes y protocolos de comunicacio´n [39,48]. Los
objetivos espec´ıficos, aunque dependientes del escenario de aplicacio´n, han
estado t´ıpicamente relacionados con la maximizacio´n de la tasa de informa-
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cio´n (capacidad, tasa de transmisio´n o flujo de paquetes) y la minimizacio´n
de la BER. Respecto a la optimalidad de las soluciones y a la capacidad
de adaptacio´n de los transmisores, han sido en general variadas. Existen
resultados que representan o´ptimos globales en los que la adaptatividad es
total (se adapta tasa, potencia, codificacio´n y se hace para cualquiera de
la dimensiones –tiempo, frecuencia– en las que los canales var´ıen) y que se
relacionan con los escenarios ma´s teo´ricos (e.g., teor´ıa de la informacio´n)
donde la intencio´n principal suele ser a de encontrar l´ımites fundamenta-
les de prestaciones. Existen asimismo esquemas que perdiendo optimalidad,
esta´n orientados a escenarios pra´cticos de aplicacio´n (i.e., redes de paquetes),
donde de hecho no se pretende encontrar esquemas o´ptimos de adaptacio´n
sino simplemente esquemas eficientes de fa´cil implementacio´n y basados en
principios intuitivos) [3].
De otro lado, el disen˜o de sistemas Q-CSIT transmitiendo a trave´s de canales
con desvanecimientos, orientados principalmente al disen˜o de un cuantifica-
dor de canal. Los trabajos existentes en este a´mbito se centran primordial-
mente en sistemas de mu´ltiples entradas y mu´ltiples salidas (o multi-input
multi-output –MIMO–) en donde la existencia de P-CSIT es complicada
(e.g., para el caso de un sistema MIMO de 8 antenas transmisoras y 8 an-
tenas receptoras, la estimacio´n de la matriz de canal exigir´ıa la obtencio´n
de 64 valores analo´gicos complejos que deber´ıan ser conocidos por el trans-
misor). Para el disen˜o de sistemas MIMO los para´metros de transmisio´n
a adaptar han sido en general vectores de apuntamiento, matrices de pre-
codificacio´n lineal o co´digos espacio temporales, pero no modulacio´n o la
potencia (mas alla´ de la distribucio´n intr´ınseca que producen las propias
matrices de pre-codificacio´n). La ventaja de esta simplificacio´n es que per-
mite plantear problemas de cuantificacio´n relacionados con otros problemas
cla´sicos de compactacio´n y cuantificacio´n sin tener que pasar por la formu-
lacio´n de un Lagrangiano (que habitualmente impide la obtencio´n de una
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forma cerrada del cuantificador). Las prestaciones de comunicacio´n a op-
timizar en estos casos han sido t´ıpicamente la capacidad instanta´nea y la
relacio´n sen˜al a ruido (o signal-to-noise-ratio –SNR–) [44, 46, 66, 93], o la
BER [102,103]. Asimismo, existen tambie´n algunos resultados que s´ı adaptan
la tasa de transmisio´n [45,94] pero lo hacen en general de forma sub-o´ptima,
sin aprovechar la ergodicidad del canal y sin adaptar la potencia a lo largo
del tiempo.
Aunque existen algunos trabajos que intentan combinar ambos a´mbitos (ve´an-
se, e.g., [19,37,47]), ninguno lo ha hecho desde un planteamiento global, donde se
intente optimizar tanto el disen˜o de la cuantificacio´n del canal como de la propia
asignacio´n de recursos, ni ha considerado la influencia de estos disen˜os en el con-
sumo de potencia. Ese sera´ el objetivo principal de esta tesis que, utilizando un
planteamiento y una metodolog´ıa propios y novedosos, intentara´ tambie´n aprove-
char parte de los resultados de los trabajos previamente citados.
1.2. Estructura y publicaciones cient´ıficas aso-
ciadas a la tesis
La presente tesis se articula en torno a cinco cap´ıtulos. Tras concluir el que
ahora ocupa, en el cap´ıtulo 2 se realiza una revisio´n de conceptos del a´mbito
de las comunicaciones mo´viles inala´mbricas que resultan de especial relevancia
para este trabajo: las caracter´ısticas principales de la transmisio´n inala´mbrica,
la descripcio´n ba´sica de los modelos de canal utilizados, y el concepto de CSI,
haciendo hincapie´ en sus distintos tipos y en su uso en sistemas de comunicaciones
para la mejora de prestaciones. Las principales contribuciones de esta tesis se
detallan en los cap´ıtulos 3 y 4. Con el objetivo de minimizar la potencia transmitida
en base a la adaptacio´n del esquema de transmisio´n en funcio´n del CSI, el en el
primero de ellos se derivan esquemas de adaptacio´n del transmisor para sistemas
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en los que existe un u´nico flujo de informacio´n, mientras que en el segundo se
hace lo propio en sistemas de mu´ltiples usuarios que originan mu´ltiples flujos
de informacio´n independientes. Finalmente, el cap´ıtulo 5 cierra esta disertacio´n
sintetizando las contribuciones y resultados de esta tesis y reflexionando sobre
l´ıneas futuras de investigacio´n relacionadas con el trabajo aqu´ı desarrollado.
A continuacio´n se proporciona una panora´mica general de los cap´ıtulos 3-5 en
la que se detallan las publicaciones cient´ıficas asociadas a cada uno de ellos.
Cap´ıtulo 3
Este cap´ıtulo considera la obtencio´n de estrategias de adaptacio´n en el trans-
misor en base a CSI que permitan minimizacio´n de la potencia transmitida para
sistemas en los que existe un u´nico flujo de informacio´n. El cap´ıtulo comienza ana-
lizando el caso de una u´nica fuente de informacio´n cuyo flujo de datos se transmite
sobre canales mo´viles con mu´ltiples entradas y una u´nica salida o multiple-input
single-output (MISO). Este modelo se asocia a una red inala´mbrica de sensores o
wireless sensor network (WSN) con mu´ltiples transmisores y un u´nico receptor.
En la segunda seccio´n, para comunicaciones de un u´nico usuario sobre canales do-
blemente selectivos (i.e., canales selectivos en tiempo y en frecuencia), se analiza
la minimizacio´n de potencia de un sistema OFDM.
Las contribuciones ma´s relevantes de la primera seccio´n de este cap´ıtulo han
sido publicadas en un art´ıculo en revista y dos contribuciones a conferencias:
A. G. Marques, X. Wang y G. B. Giannakis, “Minimizing Transmit-Power
for Coherent Communications in Wireless Sensor Networks with Finite-Rate
Feedback”, IEEE Transactions on Signal Processing. (Enviado para publi-
cacio´n en septiembre de 2006; referencia [57].)
A. G. Marques, X. Wang y G. B. Giannakis, “Energy Efficient MISO Systems
Using Adaptive Modulation and Coding”, Proc. of 40th Asilomar Conf. on
Signals, Systems, and Computers, Pacific Grove, EE.UU., 29 octubre - 1
noviembre, 2006. (Art´ıculo invitado; referencia [58].)
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A. G. Marques, X. Wang y G. B. Giannakis, “Minimizing Transmit-Power
for Coherent Communications in Wireless Sensor Networks using Quantized
Channel State Information”, IEEE Proc. of Intl. Conf. on Acoustics, Speech
and Signal Processing, Honolulu, EE.UU., 16-20 abril , 2007. (Referencia
[61].)
Respecto a la minimizacio´n de potencia para comunicaciones de un u´nico usua-
rio en sistemas OFDM, parte de los resultados obtenidos han sido publicados en:
A. G. Marques, F. F. Digham y G. B. Giannakis, “Optimizing Power Effi-
ciency of OFDM Using Quantized Channel State Information”, IEEE Jour-
nal on Selected Areas in Communications, Vol. 24, No. 8, agosto 2006 pp.
1581 – 1592. (Nu´mero especial sobre Optimizacio´n no lineal de sistemas de
comunicaciones ; referencia [50].)
A. G. Marques, F. F. Digham y G. B. Giannakis, “Power-Efficient OFDM
via Quantized Channel State Information”, IEEE Proc. of Intl. Conf. on
Communications, Estambul, Turqu´ıa, 11-15 junio, 2006. (Referencia [51].)
A. G. Marques, F. F. Digham y G. B. Giannakis, “Power-Efficient OFDM
with Reduced Complexity and Feedback Overhead”, IEEE Proc. of Intl.
Conf. on Acoustics, Speech and Signal Processing, Toulouse, Francia, 16-20
mayo, 2006. (Referencia [52].)
Cap´ıtulo 4
Este cap´ıtulo se dedica al estudio de la minimizacio´n de la potencia transmitida
por sistemas de mu´ltiples usuarios transmitiendo flujos independientes de infor-
macio´n. En primer lugar se analizara´ la adaptacio´n o´ptima de los transmisores y
la cuantificacio´n de canal para un sistema TDMA. en el que cada usuario puede
trasmitir de acuerdo a un juego de modos de modulacio´n y codificacio´n adaptati-
va (adaptive modulation and coding –AMC–) predeterminado. En segundo lugar
se propondra´n esquemas o´ptimos (ma´s complejos) y sub-o´ptimos (ma´s sencillos)
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para la cuantificacio´n del canal por parte del receptor as´ı como la adaptacio´n de
los transmisores en sistemas OFDMA.
Parte de los resultados obtenidos para sistemas TDMA han sido publicados en
los art´ıculos:
X. Wang, A. G. Marques y G. B. Giannakis, “Power-Efficient Resource
Allocation and Quantization for TDMA Using Adaptive Transmission and
Limited-Rate Feedback”, IEEE Transactions on Signal Processing. (Enviado
para publicacio´n en mayo de 2006; referencia [89].)
A. G. Marques, X. Wang y G. B. Giannakis, “Optimizing Energy-Efficient of
TDMA with Finite Rate Feedback”, IEEE Proc. of Intl. Conf. on Acoustics,
Speech and Signal Processing, Honolulu, EE.UU., abril 16-20, 2007. (Refe-
rencia [59].)
A. G. Marques, X. Wang y G. B. Giannakis, “Energy-Efficient TDMA with
Quantized Channel State Information”, Proc. of MILCOM Conf., Washing-
ton, EE.UU., 23-25 octubre, 2006. (Galardonado con el premio a la mejor
presentacio´n –realizada por el tercer autor–; referencia [62].)
Mientras que los resultados correspondientes a la minimizacio´n de potencia en
sistemas OFDMA han sido publicados en los siguientes art´ıculos [53–55]:
A. G. Marques, F. F. Digham, G. B. Giannakis y F. J. Ramos, “Power Effi-
cient Wireless OFDMA using Limited-Rate Feedback”, IEEE Transactions
on Wireless Communications (Enviado para publicacio´n en agosto de 2006;
referencia [54]).
A. G. Marques, G. B. Giannakis, F. F. Digham y F. J. Ramos, “Minimi-
zing Power in Wireless OFDMA with Limited Rate Feedback,” IEEE Proc.
of Wireless and Communications and Networking Conf., Hong Kong, Hong
Kong, 11-15 marzo, 2007. (Referencia [55].)
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A. G. Marques, G. B. Giannakis, F. F. Digham, and F. J. Ramos, “Reduced-
Complexity Power-Efficient Wireless OFDMA using an Equally Probable
CSI Quantizer”, IEEE Proc. of Intl. Conf. on Communications, Glasgow,
Escocia, 24-28 junio, 2007. (Referencia [53].)
Cap´ıtulo 5: l´ıneas de investigacio´n relacionadas
A continuacio´n, se enumeran otros resultados que pese a no haberse incluido en
el cuerpo de esta tesis, presentan una clara relacio´n con los objetivos de la misma
y pueden considerarse un primer paso en distintas direcciones de futuro en las que
el trabajo expuesto puede extenderse.
La cuantificacio´n del CSI en el transmisor surge de forma natural a trave´s de
la suposicio´n de estimacio´n perfecta del canal en el receptor y de la transmisio´n de
este valor desde el receptor hasta el transmisor a trave´s de un canal de retorno con
tasa limitada. No obstante, existen otros escenarios en los que la cuantificacio´n
del CSI no se produce so´lo en los transmisores, sino tambie´n en los receptores. El
ana´lisis de este escenario para el caso de mu´ltiples usuarios, as´ı como la obtencio´n
de asignacio´n o´ptima de recursos se considera en:
A. G. Marque´s, G. B. Giannakis and F. J. Ramos, “Optimizing Multiple
Access in Wireless Communications Based on Quantized CSI,” IEEE Tran-
sactions on Communications. (En preparacio´n, fecha estimada de env´ıo en
marzo de 2007; referencia [56].)
En sistemas de mu´ltiples usuarios, la adaptacio´n o´ptima de para´metros del nivel
f´ısico (tasa, potencia o modulacio´n) y de enlace (usuario y canal asignado) requiere
la integracio´n sobre la funcio´n densidad de probabilidad del canal inala´mbrico [40,
55,62,84], lo que conlleva la realizacio´n de ca´lculos que en ocasiones pueden resultar
computacionalmente costosos. Sin embargo, trabajos existentes que contemplan
la asignacio´n de recursos a nivel de enlace muestran la posibilidad de utilizar
algoritmos estoca´sticos que para cada realizacio´n del canal calculan la asignacio´n
de recursos y actualizan la estimacio´n de los para´metros a largo plazo con un
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consumo computacional despreciable. La extensio´n de los esquemas de adaptacio´n
o´ptima de para´metros de los niveles f´ısico y de enlace obtenidos en esta disertacio´n
a algoritmos estoca´sticos que no necesiten conocer la descripcio´n probabil´ıstica
del canal resulta de tremendo intere´s. El marco teo´rico para atacar este problema
as´ı como resultados para el caso de optimizacio´n de sistemas TDMA para el enlace
ascendente y TDM (time division multiplexing) para el enlace descendente en base
a conocimiento perfecto y cuantificado del canal se ha publicado en [88]:
X. Wang, G. B. Giannakis y A. G. Marques, “A Unified Approach to QoS-
Guaranteed Scheduling for Channel-Adaptive Wireless Networks”, Procee-
dings of IEEE. (Enviado para publicacio´n en diciembre de 2006; referen-
cia [88].)
Recientes estudios muestran que las redes mo´viles de telecomunicacio´n actua-
les infrautilizan el uso del espectro radioele´ctrico [4, 31, 64]. A modo ilustrativo,
en redes en las que u´nicamente se permite el acceso a usuarios previamente re-
gistrados y se ofrecen garant´ıas de calidad de servicio para todos ellos, el uso del
espectro puede llegar a ser menor del 20%. Una posible alternativa para enfren-
tarse a estas circunstancias consiste en el desarrollo de algoritmos que consideren
varias categor´ıas de transmisores en funcio´n de sus garant´ıas acceso al canal y
de QoS (primarios, secundarios, oportunistas, ...) incrementando as´ı el nu´mero de
potenciales usuarios del canal. Resultados preliminares de algoritmos adaptativos
que asignan recursos de forma o´ptima y se ajustan al escenario descrito pueden
encontrarse en:
A. G. Marques, X. Wang y G. B. Giannakis, “Distributed Resource Allo-
cation for Cognitive Radios based on Limited-Rate Feedback,” IEEE Proc.
of XV European Signal Processing Conf., Poznan, Polonia, Septiembre 3-7,
2007. (Art´ıculo invitado; referencia [60].)
Un ana´lisis ma´s detallado de estas y otras l´ıneas de futuro de este trabajo se
proporcionara´ en el cap´ıtulo 5.
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Cap´ıtulo 2
El canal inala´mbrico con
desvanecimientos y el uso de la
informacio´n del estado del canal
Este cap´ıtulo se inicia con una revisio´n de las principales caracter´ısticas y mo-
delos de propagacio´n del canal inala´mbrico (en general mo´vil) con desvanecimien-
tos, feno´meno complejo caracterizado por diversos efectos (e.g. efectos Doppler y
multi-trayecto) cuyo modelado y caracterizacio´n ha captado considerables esfuer-
zos investigadores [33,74,77]. Posteriormente se realiza una revisio´n de para´metros
de transmisio´n ba´sicos de un sistema de comunicaciones, haciendo especial hin-
capie´ en la potencia transmitida y en su minimizacio´n a trave´s de te´cnicas de
optimizacio´n, por ser este un objetivo principal de esta tesis. La u´ltima parte del
cap´ıtulo se dedica al concepto de CSI. Tras su presentacio´n, se analizan distintas
categor´ıas y su correspondencia con escenarios de transmisio´n, poniendo especial
e´nfasis en el CSI cuantificado. Tras la revisio´n de estos conceptos se estara´ en
condiciones de abordar en los cap´ıtulos 3 y 4 la derivacio´n y el ana´lisis de los
resultados ma´s relevantes de esta disertacio´n.
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2.1. El canal inala´mbrico
*La intensidad de la onda electromagne´tica emitida por el transmisor se atenu´a
con la distancia elevada a un factor que oscila entre 2 para el medio libre y 4-6
en entornos urbanos o interiores [74]. A este hecho, ha de an˜adirse la posibilidad
de que la comunicacio´n no se encuentre en l´ınea directa de visio´n. En estos es-
cenarios, la frecuencia a la que se esta´ transmitiendo tiene un papel fundamental
para definir ı´ndices de penetracio´n, reflexiones o sombras electromagne´ticas sobre
los obsta´culos. En este sentido, los efectos ma´s perjudiciales para la propagacio´n
inala´mbrica son la difraccio´n, reflexio´n y dispersio´n de la sen˜al. Como resultado
se producen importantes desvanecimientos aleatorios de la sen˜al en el receptor.
El efecto denominado multi-trayecto aparece cuando en el receptor se obtienen
distintas versiones de la sen˜al que han llegado a trave´s de distintos trayectos, con
o sin l´ınea de visio´n directa. Como resultado, a la componente principal de la
sen˜al (la correspondiente, en caso de que exista, al rayo directo) se superponen
versiones retrasadas de la misma sen˜al causando interferencia entre s´ımbolos o
inter-symbol interference (ISI). Adema´s, las sen˜ales pueden llegar simulta´neamente
y pueden diferir en amplitud, fase o frecuencia, provocando sumas constructivas
o destructivas que atenu´an o amplifican aleatoriamente la sen˜al resultante en el
receptor. Si adema´s se supone que los terminales o el medio esta´n en movimiento,
la sen˜al recibida tambie´n var´ıa a lo largo del tiempo, constituyendo el denominado
efecto Doppler.
Los desvanecimientos aleatorios (conocidos como fading en la literatura en
lengua inglesa) del medio son una de las mayores diferencias de la transmisio´n
inala´mbrica con respecto a (c.r.a.) la transmisio´n por cable. En general, los efec-
tos del desvanecimiento del canal se clasifican en tres tipos [74]: (i) variaciones
a gran escala; (ii) variaciones a media escala modeladas como distribuciones log-
normales y (iii) variaciones a pequen˜a escala, t.c.c. desvanecimientos ra´pidos, con
distribuciones estad´ısticas Rice (suponiendo rayo directo), Rayleigh (suponiendo
*El autor agradece al Dr. D. Alfonso Cano Pleite su permiso para la reproduccio´n de parte
de los contenidos de [71] en la seccio´n 2.1.
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Figura 2.1: Canal AWGN (sin desvanecimientos) frente a canales con desvaneci-
mientos.
la ausencia rayo directo) o en general, Nakagami-m (que engloba las anteriores
como casos particulares [74,77]). Mientras que los efectos (i) y (ii) pueden mitigar-
se (resolverse) mediante el re-disen˜o del sistema a largo-medio plazo, este no es el
caso para los desvanecimientos ra´pidos en (iii). Este desafiante escenario, causan-
te adema´s de la degradacio´n ma´s severa de prestaciones en canales inala´mbricos
mo´viles, sera´ la principal ocupacio´n a lo largo de esta tesis.
Los para´metros ba´sicos que caracterizan la transmisio´n inala´mbrica sobre en-
tornos con variaciones a pequen˜a escala son la coherencia y la selectividad. La
coherencia describe la longitud del intervalo (espacial, temporal o frecuencial) en
el que el valor del canal se puede considerar aproximadamente constante. La se-
lectividad, por otro lado, mide la variabilidad del canal. La figura 2.1 muestra
un canal sin desvanecimientos con ruido modelado como average white gaussian
noise (AWGN) y otro selectivo en tiempo, frecuencia o espacio [74]. El eje verti-
cal representa la amplitud de la respuesta al impulso del canal h(t; τ) en escala
logar´ıtmica. A continuacio´n se repasan los para´metros que caracterizan h(t; τ): la
dispersio´n temporal que provoca selectividad en frecuencia y la selectividad en el
tiempo provocada por el efecto Doppler.
2.1.1. Dispersio´n temporal
Si se supone que la respuesta al impulso del canal h(t; τ) es invariante en
el tiempo, la respuesta al impulso se escribe h(t; τ) = h(τ) y se dice entonces
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que el canal es dispersivo en el tiempo [74]. La medida de esta dispersio´n, τd,
indica la longitud ma´xima del proceso φ(τ) = E{|h(τ)|2} que considera todas las
realizaciones posibles de h(τ) [74]. Para una duracio´n y periodo de s´ımbolo dados,
el valor de τd indica el grado de ISI.
Se puede igualmente apreciar el efecto de la dispersio´n temporal analizando la
respuesta en frecuencia del canal. La transformada de Fourier (TF) de φ(τ) define
la densidad espectral de potencia del canal, Φ(f). Sobre esta funcio´n, podra´ defi-
nirse el ancho de banda de coherencia, BWc, que indica el intervalo de frecuencias
en el que se supone la respuesta en frecuencia del canal se puede considerar apro-
ximadamente plana. BWc esta´ inversamente relacionado con τd, es decir
BWc ≈ 1
τd
. (2.1)
En general, los sistemas de comunicacio´n de banda ancha pueden superar BWc y
por tanto sufren selectividad en frecuencia.
2.1.2. El efecto Doppler y la dispersio´n en frecuencia
Supo´ngase que el canal inala´mbrico tiene una respuesta al impulso no dispersiva
pero variante en el tiempo h(t; τ) = h(t). Esta variabilidad viene normalmente
provocada por el efecto Doppler. Este tipo de canales se denominan multiplicativos,
pues la sen˜al en el receptor es la misma sen˜al de entrada multiplicada por el canal
h(t) para cada uno de los instantes de tiempo. Si se introduce un impulso en
la frecuencia, este canal esparce esta frecuencia a lo largo de mu´ltiples copias
con una ma´xima dispersio´n dictada por la frecuencia Doppler [74]. Definiendo
BWd como una medida de esta dispersio´n ma´xima, el tiempo de coherencia Tc
esta´ inversamente relacionado con BWd, o lo que es lo mismo
Tc ≈ 1
BWd
. (2.2)
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Pudiendo interpretarse este resultado como el dual del obtenido para los canales
dispersivos en el tiempo.
2.1.3. Canales selectivos en tiempo y frecuencia y modelo
discreto equivalente
Sea h(t; τ) la respuesta al impulso del canal. En un canal dispersivo en tiempo
y frecuencia, h(t; τ) es la superposicio´n retardada de mu´ltiples rayos
h(t; τ) =
∑
p
hp(t)δ(τ − τp(t)), (2.3)
en donde hp(t) es igualmente la suma de mu´ltiples sub-rayos con un mismo retardo
τp. Elm-e´simo sub-rayo dentro del p-e´simo rayo tiene amplitud ap,m(t), fase φp,m(t)
y desplazamiento en frecuencia fp,m(t) debido al efecto Doppler
1 y tiene la forma
hp(t) =
∑
m
ap,m(t)e
jφp,m(t)ej2pifp,m(t)t. (2.4)
El canal equivalente c(t; τ) se define como el resultado de convolucionar los
filtros en transmisio´n pT (t) y en recepcio´n pR(t) y se escribe como
c(t; τ) =
∫ ∞
−∞
∫ ∞
−∞
pT (τ − u− s)pR(s)h(t− s;u)dsdu. (2.5)
Suponiendo que h(t; τ) permanece invariante durante la duracio´n del filtro en
recepcio´n pR(t), la respuesta equivalente puede reescribirse como
c(t; τ) =
∫ ∞
−∞
h(t;u)
(∫ ∞
−∞
pT (τ − u− s)pR(s)ds
)
du. (2.6)
Si se define ϕ(t) = pT (t) ∗ pR(t), el modelo de canal en (2.6) se reduce a
c(t; τ) =
∫ ∞
−∞
h(t;u)ϕ(τ − u)du. (2.7)
1No´tese que este desplazamiento en frecuencia podr´ıa tambie´n deberse a desviaciones en los
osciladores del receptor.
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Por simplicidad, de aqu´ı en adelante se supondra´ que τp(t), fp,m(t) y ap,m(t)
permanecen invariantes durante la duracio´n de la transmisio´n2. La expresio´n (2.7)
se puede particularizar para canales u´nicamente selectivos en tiempo o frecuencia:
Canal selectivo en frecuencia: En este caso hp(t) en (2.4) es invariante en el
tiempo. Fijando hp(t) = hp, h(t; τ) en (2.7) se puede escribir como
c(t; τ) = c(τ) =
∑
p
hpϕ(τ − τp), (2.8)
que es el conocido perfil de retardo de los canales multi-trayecto [74].
Canal selectivo en el tiempo: En este caso, (2.4) tiene un u´nico rayo τ0. Si se
supone que ϕ(τ−τ0) = δ(τ−τ0) (es decir, se satisface el criterio de Nyquist),
(2.7) se puede escribir como:
c(t; τ) = c(t) =
∑
m
ame
jφmej2pifmt. (2.9)
Si se define βm(t) = [−pi, pi) como una variable aleatoria (VA) con distribu-
cio´n uniforme y se sustituye fm = fmax cos(βm), con fmax := vmaxfc/c, siendo
vmax la velocidad ma´xima, fc la frecuencia central y c la velocidad de la luz,
la expresio´n en (2.9) coincide con el modelo Jakes en [33].
Hasta este punto la sen˜al continua h(t; τ) ha representado la respuesta al im-
pulso del canal. No obstante, los sistemas de comunicaciones trabajan en base a
un tiempo de muestreo Ts, por esto resulta conveniente definir la sen˜al discreta
h(n; q) := h(t = nTs; τ = qTs), (2.10)
con q = 0, 1, . . . , Q], Q := dDma´x/Tse y Dma´x := ma´xp{τp}, que representara´ el
canal discreto equivalente y que engloba los efectos de los filtros de transmisio´n, re-
cepcio´n y muestreo en el receptor. No´tese que con la definicio´n en (2.10), para cada
2La variabilidad temporal de hp(t) viene ahora dada u´nicamente por el te´rmino ej2pifp,mt en
(2.4), es decir, las desviaciones en frecuencia.
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instante n el canal h(n; q) estara´ formado por Q+ 1 coeficientes correspondientes
a los distintos rayos recibidos.
2.2. Para´metros ba´sicos y minimizacio´n de la po-
tencia en los sistemas de comunicaciones
El primer paso para el ana´lisis de un sistema de comunicaciones, al igual que
para cualquier otro sistema de ingenier´ıa, consiste en seleccionar el modelo que
lo caracteriza y, en funcio´n de su nivel de abstraccio´n, el conjunto de para´metros
que describe su funcionamiento. As´ı pues, una vez expuesto el modelo de canal
considerado, resulta necesario aclarar cua´l es el grado de abstraccio´n con el que
se modelara´n los sistemas de comunicaciones que se analicen y, sobre todo, cua´les
sera´n los para´metros fundamentales que describan su comportamiento.
2.2.1. Para´metros ba´sicos
Se supondra´ que el transmisor utiliza distintos esquemas para codificar y mo-
dular la informacio´n a transmitir dando lugar, para el n-e´simo tiempo de muestreo,
al s´ımbolo x(n) que s.p.d.g. se asume unitario (i.e. |x(n)| = 1). Asimismo, se con-
sidera que el transmisor tiene capacidad de escalar este s´ımbolo por un factor λ(n)
a fin de modificar a potencia (energ´ıa) de transmisio´n. Si la informacio´n se trans-
mite por el canal en (2.10) que introduce adema´s un ruido AWGN con media nula
y densidad espectral de potencia N0/2 [watios/hertzio], la n-e´sima muestra en el
receptor, y(n), sera´ la superposicio´n de los s´ımbolos transmitidos afectados por el
canal doblemente selectivo h(n; q) y esta´ dada por
y(n) = Ts
Q∑
q=0
h(n; q)λ(n− q)x(n− q) + v(n), (2.11)
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donde v(n) representa el ruido, que tiene media nula y varianza N0Ts. En ocasiones
se prefiere la versio´n escalada de la ecuacio´n anterior y se escribe (ve´ase, e.g., [72])
y(n) =
√
Ts
Q∑
q=0
λ(n− q)x(n− q)h(n; q) + v(n), (2.12)
presentando en esta ocasio´n el ruido v(n) media nula y varianza N0.
Independientemente de la versio´n elegida, la potencia de transmisio´n p durante
la n-e´sima muestra puede calcularse como
p(n) = |λ(n)x(n)|2 = |λ(n)|2, (2.13)
mientras que la relacio´n sen˜al a ruido (SNR) recibida para el q-e´simo coeficiente
resulta
γ(n; q) =
p(n− q)Ts
N0
|h(n; q)|2. (2.14)
advie´rtase que h(n; q) es en general una VA y que, por lo tanto, la SNR tambie´n
lo sera´. En (2.12) es frecuente expresar el valor de la sen˜al recibida y(n) a trave´s
del para´metro
√
Es(n) := λ(n)
√
Ts de manera que Es(n) = |λ(n)|2Ts = p(n)Ts
puede ser ra´pidamente interpretado como la energ´ıa por s´ımbolo y la SNR alter-
nativamente expresada como
γ(n; q) =
Es(n− q)
N0
|h(n; q)|2 (2.15)
Advie´rtase que la SNR total asociada al s´ımbolo x(n) dependera´ del esquema
de deteccio´n utilizado y de la forma en que se combinen las contribuciones de
los distintos coeficientes h(n; q) q = 0, 1, . . . , Q (suma coherente, maximum ratio
combining, etc. ).
Teniendo en cuenta el modelo anterior, se considerara´n como las prestaciones
ba´sicas de la transmisio´n de datos:
La tasa binaria de transmisio´n r que, medida en te´rminos de bits por segundo
y para la muestra n, corresponde al nu´mero de bits codificados en x(n)
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dividido por el tiempo de s´ımbolo Ts. Puesto que el transmisor puede crear el
s´ımbolo x(n) de acuerdo a distintos esquemas de modulacio´n y codificacio´n,
la tasa transmitida en cada s´ımbolo puede ser diferente. As´ı por ejemplo, si
el transmisor construye x(n) a partir de una modulacio´n phase shift keying
(PSK) binaria a la que an˜ade un codificador convolucional de tasa 1/2, la
tasa de transmisio´n sera´ r(n) = log2(2)(1/2) = 0.5 bits por s´ımbolo (0.5/Ts
bits por segundo); mientras que si construye x(n) a partir de una modulacio´n
PSK cuaternaria y no utiliza ningu´n tipo de codificacio´n la tasa transmitida
sera´ r(n) = log2(4) = 2 bits por s´ımbolo (2/Ts bits por segundo).
La BER o tasa de error de bit ², que corresponde al nu´mero de bits erro´neos
dividido por el nu´mero de bits transmitidos. Pese a que la tasa de error de bit
puede calcularse de forma exacta para cada n, al ser una VA (no´tese que v(n)
lo es) suele ser ma´s conveniente considerar su valor esperado. La expresio´n
(funcio´n) del valor esperado de ² dependera´, de un lado, de los esquemas
de codificacio´n y modulacio´n utilizados y, de otro, de la tasa de transmisio´n
de bits y de la SNR recibida. Esta relacio´n entre la tasa de transmisio´n, la
potencia transmitida y el valor del canal a trave´s de la BER jugara´ un papel
fundamental en el disen˜o del sistema.
Por otro lado los transmisores se caracterizara´n adema´s de por la potencia
transmitida p, por la complejidad de los mismos. Ba´sicamente, la complejidad
describira´ la capacidad de adaptacio´n del transmisor recogiendo aspectos tales
como la variacio´n del para´metro λ o los esquemas de modulacio´n y codificacio´n
que es capaz de implementar.
Como se ha avanzado en la introduccio´n, en el modelo tambie´n se tendra´n
en cuenta la informacio´n de control enviada y el acceso al canal en sistemas de
mu´ltiples usuarios. Estos para´metros esta´n claramente relacionados y cualquier
disen˜o que optimice una determinada medida de prestaciones tendra´ que tener
en cuenta la existencia de una relacio´n de compromiso entre ellos (e.g., dado un
punto de operacio´n, el incremento de la tasa requerira´ un incremento en la potencia
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transmitida, en la complejidad del sistema o en la probabilidad de error).
Concluida la descripcio´n espec´ıfica de los para´metros ma´s relevantes del siste-
ma, debe cerrarse este apartado retomando la discusio´n respecto al nivel de abs-
traccio´n del modelo utilizado. As´ı, desde un punto de vista ma´s general y tomando
como referencia la jerarqu´ıa de protocolos de comunicacio´n OSI [80], la presente
tesis focalizara´ su atencio´n en el nivel f´ısico y analizara´ algu´n aspecto del nivel de
enlace (canal de control y acceso al medio en sistemas de mu´ltiples usuarios). Del
mismo modo, debe sen˜alarse que no sera´n objeto de disen˜o aspectos tales como
la implementacio´n f´ısica de los receptores y transmisores (circuitos y componentes
hardware), la sincronizacio´n o el descubrimiento de terminales; bien porque este´n
resueltos, bien porque su disen˜o puede desacoplarse del aqu´ı realizado y resolverse
de forma independiente.
2.2.2. Minimizacio´n de la potencia
En los disen˜os cla´sicos de sistemas de comunicaciones las prestaciones a optimi-
zar habitualmente han sido la tasa de transmisio´n o en su defecto la probabilidad
de error. Tradicionalmente se hab´ıa considerando que la SNR era suficientemente
elevada como para que con una potencia dada se pudiera establecer una comuni-
cacio´n satisfactoria (suficiente) y el objetivo entonces era incrementar al ma´ximo
la tasa de transmisio´n (se hablaba en este caso de sistemas limitados en tasa). En
esta tesis sin embargo se hace de la minimizacio´n de la potencia el objetivo prin-
cipal, tratando entonces con sistemas limitados en potencia asociados a reg´ımenes
de baja SNR (la SNR tiene un valor bajo que hace que deba transmitirse la po-
tencia suficiente para que al menos se satisfaga un requisito mı´nimo de tasa de
transmisio´n). De forma ma´s espec´ıfica, se considerara´ la minimizacio´n de la po-
tencia transmitida (o de una funcio´n de coste relacionada con esta), suponiendo
que la complejidad del trasmisor estara´ dada (variara´ en funcio´n del escenario
estudiado) y debiendo satisfacerse unos requisitos de tasa de transmisio´n mı´ni-
ma y probabilidad de error ma´xima. De esta forma se planteara´ un problema de
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optimizacio´n con ligaduras (t.c.c. restricciones) cuya solucio´n podra´ encontrarse
haciendo uso de un conjunto de te´cnicas solventes de optimizacio´n no lineal que
con anterioridad han mostrado su fiabilidad y utilidad en distintos problemas de
ingenier´ıa [9, 10, 13]. No´tese que en el a´mbito de las comunicaciones el avance de
las te´cnicas de optimizacio´n es uno de los factores fundamentales que esta´ influ-
yendo en el abandono gradual de las estrategias de disen˜o independiente por capas
y, como modestamente se hace en esta disertacio´n, en la utilizacio´n de te´cnicas
basadas en el principio de cross-layer design.
Para el caso de un u´nico usuario (con un u´nico flujo de informacio´n), si el vector
u contiene las variables sobre las que se optimiza (variables de disen˜o) y p(u), r(u)
y ²(u) expresan respectivamente la potencia transmitida, tasa transmitida y BER
recibida como funciones de u (cuya forma dependera´ naturalmente del sistema
espec´ıfico considerado), el problema de optimizacio´n gene´rico tendra´ la forma

mı´n
u
J(p(u))
s. a : C1. r(u) ≥ rˇ
C2. ²(u) ≤ ²ˇ
C3. t(u) ≤ tˇ,
(2.16)
donde J(p) es el coste objetivo que sera´ en general una funcio´n creciente (lineal o
convexa) c.r.a. la potencia transmitida, rˇ representa el requisito mı´nimo de tasa
transmitida, ²ˇ es el requisito ma´ximo de BER y t(u) ≤ tˇ representa las restriccio-
nes de disen˜o intr´ınsecas a las caracter´ısticas propias al sistema de comunicaciones
considerado. No´tese adema´s que para determinados casos no todas las restriccio-
nes C1-C3 tienen que escribirse de forma expl´ıcita en el problema de optimizacio´n
sino algunas de ellas se podra´n tener en cuenta a trave´s de otros mecanismos (e.g.,
variables auxiliares, restriccio´n del conjunto de bu´squeda, etc.). Por otro lado,
dependiendo del problema considerado p(u), r(u) y ²(u) podra´n representar can-
tidades promediadas o instanta´neas. Finalmente, u∗ constituira´ la solucio´n o´ptima
del problema que, satisfaciendo los requisitos de QoS (C1 y C2) y las restricciones
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naturales del problema (C3), minimiza el coste J .
Es conveniente asimismo sen˜alar que la minimizacio´n de la potencia transmiti-
da no resulta de intere´s u´nicamente en sistemas de baja SNR. La reduccio´n de la
energ´ıa radiada por un sistema de comunicacio´n inala´mbrico conlleva otros efectos
que resultan beneficiosos para el establecimiento de comunicaciones: en primer lu-
gar disminuye el consumo de la bater´ıa (prolongando as´ı el tiempo de vida de cada
terminal y, por ende, el de la red de comunicacio´n) y en segundo lugar reduce la
intensidad de la sen˜al radiada (disminuyendo la potencial interferencia para otros
usuarios que compartan el medio inala´mbrico). La relevancia cada vez mayor de
estos aspectos queda recogida en los esta´ndares de comunicaciones inala´mbricas
que han visto la luz en los u´ltimos an˜os. De esta forma algunas de estas nuevas
tecnolog´ıas, como las redes de sensores, consideran al ahorro energe´tico como uno
de los criterios fundamentales de disen˜o3 [2]; por otro lado, cada vez ma´s esta´nda-
res de comunicaciones contemplan redes auto-configurables (ad-hoc) que utilizan
un ancho de banda compartido y que incluso reconocen el espectro en bu´squeda
de frecuencias poco utilizadas [1, 4, 31].
2.3. Sistemas adaptativos: informacio´n del esta-
do del canal
El conocimiento del comportamiento del canal (forma alternativa de referirse
al CSI) por parte de un sistema de comunicaciones puede ser aprovechado para
mejorar las prestaciones del mismo. To´mese como ejemplo un canal mo´vil SISO
como el descrito en (2.12), con un u´nico coeficiente (Q = 0) y energ´ıa normalizada
(i.e.,
√
Es = λ
√
Ts = 1), entonces la relacio´n entrada-salida puede escribirse como
y(n) = h(n)x(n)+v(n) con x(n) representando el s´ımbolo transmitido en el instan-
3Para sistemas en los que el ahorro energe´tico sea el objetivo principal, debe tenerse en cuenta
que pueden implantarse mecanismos de reduccio´n de consumo en tareas distintas de la trans-
misio´n de informacio´n (e.g., encaminamiento, acceso al canal o descubrimiento de terminales).
Pese a ello, diversos estudios muestran que la potencia radiada as´ı como los efectos relacionados
de forma lineal con esta tienen un elevado impacto en el consumo del transmisor [81] y certifican
este criterio como uno de los ma´s importantes para prolongar el tiempo de vida del terminal.
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te n, h(n) la realizacio´n del canal y v(n) el ruido AWGN. Si el receptor desconoce
el valor del canal h(n) (demodulacio´n no coherente) para recuperar x(n) a partir
de y(n) dos sera´n las fuentes de incertidumbre: el valor del canal y la componente
de ruido; no obstante si el canal h(n) es conocido por el receptor (demodulacio´n
coherente), la recuperacio´n de x(n) a partir de la sen˜al y(n) se vuelve ma´s sencilla
y fiable, puesto que la u´nica fuente de incertidumbre se debe a la componente de
ruido en v(n). De esta forma la utilizacio´n del CSI por parte del receptor permite
una mejora considerable en las prestaciones (reduccio´n de la probabilidad de error)
de los sistemas inala´mbricos [72].
En vista de los potenciales beneficios, los sistemas de comunicaciones imple-
mentan mecanismos que permitan el conocimiento del canal. Las te´cnicas de obten-
cio´n del canal por parte del receptor son variadas (e.g., uso de pilotos o estimacio´n
ciega, etc.) y tambie´n lo son sus prestaciones (precisio´n, fiabilidad). Estas te´cnicas
han sido estudiadas extensamente (ve´anse, e.g., [26, 34] y referencias) y no son el
objeto de este trabajo, por lo que a lo largo de esta disertacio´n no se analizara´n
los efectos asociados a la obtencio´n del canal por parte del receptor y simplemente
se supondra´ que el receptor conoce el canal de forma perfecta.
Si los efectos positivos asociados al uso del CSI en el receptor son conocidos y
su utilizacio´n es generalizada, el uso del CSI por parte del transmisor aunque cono-
cido tambie´n hace largo tiempo (el trabajo pionero ma´s significativo del a´mbito
vio la luz en 1968 de la mano de J. Hayes [30]), esta´ menos extendido. La causa
principal de este hecho es que la adaptacio´n del transmisor(es) al CSI requiere
transmisores y receptores ma´s complejos. Una de las contribuciones de esta tesis
sera´ mostrar que pueden derivarse sencillos esquemas de adaptacio´n que sin pe´rdi-
da de optimalidad (s.p.d.o.) no requieren ni la utilizacio´n de transmisores con gran
complejidad hardware ni la presencia de grandes unidades de co´mputo en el recep-
tor, pudiendo mejorar as´ı de forma significativa las prestaciones de comunicacio´n
sobre canales con desvanecimientos de los sistemas inala´mbricos contempora´neos.
El procedimiento de adquisicio´n del CSI por parte del receptor es diferente del
requerido por el transmisor. Mientras el receptor tiene acceso a la sen˜al recibida
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Figura 2.2: Relacio´n entre los canales directo e inverso para sistemas FDD y TDD.
y(n) que de forma natural contiene el efecto del canal h(n), el transmisor no tiene
a priori una magnitud a trave´s de la que pueda estimar el canal. La obtencio´n de
CSI por parte del transmisor depende ba´sicamente de co´mo se separan los canales
directo (i.e., el canal entre el transmisor y el receptor) e inverso (i.e., el canal entre
el receptor y el transmisor). Para sistemas “duplexados” por divisio´n en frecuencia
(FDD) el canal directo e inverso utilizan distintas frecuencias portadoras mientras
que en sistemas “duplexados” por divisio´n en el tiempo (TDD) el canal directo e
inverso utilizan la misma frecuencia portadora compartiendo el medio alternando
su transmisio´n en el dominio del tiempo. Puesto que la separacio´n frecuencial
en sistemas FDD es significativamente mayor que BWc los desvanecimientos que
experimentan ambos canales esta´n incorrelados, por el contrario, t´ıpicamente la
separacio´n temporal en sistemas TDD es significativamente menor que Tc lo que
implica que los desvanecimientos que experimentan el canal directo e inverso son
semejantes (ver figura 2.2). Esto implica que en sistemas TDD el transmisor tenga
acceso perfecto al CSI del canal directo aprovechando la estimacio´n natural de su
canal inverso; sin embargo, para sistemas FDD la estimacio´n a trave´s del canal
inverso no es posible teniendo que ser el receptor el que env´ıe al transmisor el CSI
asociado al canal directo.
El env´ıo del CSI por parte del receptor al trasmisor requiere la existencia de
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Figura 2.3: Adquisicio´n del CSIT a trave´s de un canal de realimentacio´n.
un canal de realimentacio´n4. Los sistemas reales t´ıpicamente contemplan este tipo
de canales para el env´ıo de sen˜ales de control (ver figura 2.3). Habitualmente estos
canales presentan una baja tasa de transmisio´n y una alta fiabilidad (en la pra´ctica
pueden considerarse libres de error).
Puesto que la mayor´ıa de sistemas de comunicacio´n utilizan distintas frecuen-
cias de portadora para los canales directo e inverso, la adquisicio´n del CSI en
el transmisor estara´ ı´ntimamente relacionada con las caracter´ısticas del canal de
realimentacio´n.
2.3.1. Tipos de CSIT
Existen varios criterios para categorizar el CSIT. A efectos de fijar la estruc-
tura de adaptacio´n del transmisor pueden distinguirse tres tipos ba´sicos de CSIT
diferentes que se enumeran a continuacio´n:
4El uso de sistemas realimentados esta´ ampliamente extendido en sistemas electro´nicos, de
comunicaciones y de control.
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Figura 2.4: Generacio´n del Q-CSI en base a P-CSI para el caso de B = 4 bits de
realimentacio´n que describen N = 2B = 16 regiones de cuantificacio´n.
CSIT perfecto (P-CSIT). Este tipo de CSIT corresponde al caso en el que el
que el transmisor conoce de forma instanta´nea y con un error despreciable
cada realizacio´n del canal. Como se ha sen˜alado esta suposicio´n puede ser
realista para: (i) sistemas TDD o (ii) sistemas FDD en los que la variabilidad
temporal del canal sea tan lenta que permita que la limitacio´n de tasa del
canal de realimentacio´n no suponga un impedimento para enviar el valor
analo´gico del canal h(n).
CSIT cuantificado (Q-CSIT). Corresponde al caso en el que el que el trans-
misor actualiza de forma instanta´nea CSIT pero no tiene acceso al valor
exacto del canal h(n) sino so´lo a la regio´n a la que el canal pertenece. Este
categor´ıa se ajusta al caso de sistemas FDD. Para ilustrar la aplicabilidad de
este tipo de CSIT conside´rense el sistema FDD de la figura 2.3 en el que el
canal de control tiene una tasa de transmisio´n ma´xima de B bits por tiempo
de s´ımbolo, esta´ claro entonces que dividiendo el rango de variacio´n del canal
en N = 2B regiones diferentes, para cada s´ımbolo el receptor puede enviar
al transmisor el ı´ndice de la regio´n a la que la realizacio´n del canal pertenece
(ve´ase la figura 2.4). Se comprueba de esta manera co´mo la limitacio´n de ta-
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sa del canal de control conlleva de forma natural a la suposicio´n de Q-CSIT.
Por otro lado la instantaneidad del Q-CSIT se garantiza si el canal presenta
una variabilidad limitada, lo que en la pra´ctica se reduce a garantizar que
el canal se mantenga dentro de la misma regio´n de cuantificacio´n durante el
tiempo de transmisio´n de dos s´ımbolos consecutivos. Es conveniente sen˜alar
que debido a su cara´cter instanta´neo los disen˜os basados en Q-CSIT pueden
responder de forma efectiva a variaciones bruscas en el canal debido a efectos
inesperados al mismo tiempo que resultan robustos frente a imperfecciones
en la estimacio´n del canal por parte del receptor. Estas caracter´ısticas ha-
cen que la suposicio´n de Q-CSIT sea tambie´n apropiada para sistemas TDD
donde la estimacio´n del canal presente un error que no pueda despreciarse.
CSIT estad´ıstico (S-CSIT). Para canales cuya variabilidad temporal es com-
parable al tiempo de s´ımbolo, para transmisores con capacidad de adaptacio´n
muy limitada o para receptores para los que la estimacio´n del canal resul-
ta costosa –e.g., sistemas no coherentes o sistemas de mu´ltiples entradas
y mu´ltiples salidas (MIMO)–, la actualizacio´n instanta´nea del CSIT pue-
de no resultar factible. Incluso para estos escenarios, puede aprovecharse el
CSIT para la mejora de prestaciones del sistema mediante la utilizacio´n de
informacio´n estad´ıstica del canal inala´mbrico. Distintos disen˜os basados en
S-CSIT han capitalizado el conocimiento de los estad´ısticos de primer or-
den [101], de los estad´ısticos de segundo orden [100] o de la totalidad de
la funcio´n densidad de probabilidad (FDP) del canal [50]. La adaptacio´n en
base a S-CSIT precisa menos complejidad en los transmisores (las estad´ısti-
cas del sistema permanecen constantes a corto y medio plazo) y no requiere
necesariamente la realimentacio´n por parte del receptor (la caracterizacio´n
estad´ıstica de canal depende en muchas ocasiones de feno´menos f´ısicos tales
como la geometr´ıa o frecuencia de transmisio´n a los que el transmisor puede
acceder de forma natural).
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No´tese que aunque esta sea la clasificacio´n propuesta, en base a estas clases
ba´sicas, y dependiendo de la estructura del sistema en cuestio´n, pueden definirse
nuevos tipos de CSIT.
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Cap´ıtulo 3
Minimizacio´n de potencia en
sistemas de comunicaciones
adaptativos con una u´nica fuente
de informacio´n
Este cap´ıtulo considera el disen˜o de estrategias de adaptacio´n en el transmisor
en base a CSI que permitan minimizar la potencia transmitida por sistemas en
los que existe una u´nica fuente de informacio´n. La primera seccio´n del cap´ıtulo
se dedica al ana´lisis del caso de una u´nica fuente de informacio´n cuyo flujo de
datos se transmite sobre canales mo´viles con mu´ltiples entradas y una u´nica salida
(MISO), correspondiente a una red inala´mbrica de sensores (WSN) con mu´ltiples
transmisores y un u´nico receptor. En la segunda de las secciones se investigara´ la
minimizacio´n de potencia de un sistema OFDM para comunicaciones de un u´nico
usuario transmitiendo sobre canales doblemente (i.e., canales que debidos al multi-
trayecto son selectivos en la frecuencia y que tambie´n son selectivos en el tiempo).
Unos breves comentarios que reflexionan respecto a los resultados obtenidos y una
listado de demostraciones contenidas en los ape´ndices constituyen las secciones
que cierran este cap´ıtulo.
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3.1. Minimizacio´n de potencia en WSN con QoS
utilizando CSIT
Una WSN comprende un nu´mero considerable de dispositivos procesadores de
sen˜al distribuidos espacialmente (nodos sensores), cada uno de ellos con bater´ıas
no recargables (o de dif´ıcil recarga) y, por consiguiente, con limitaciones en sus
capacidades de computacio´n y comunicacio´n. Cuando se programan y se coordi-
nan de forma adecuada, los nodos en una WSN pueden cooperar para llevar a
cabo avanzadas tareas de procesado de sen˜al con una robustez y versatilidad sor-
prendentes. Esto hace de las WSN una atractiva tecnolog´ıa de bajo coste para un
amplio abanico de aplicaciones relacionadas con la estimacio´n y monitorizacio´n
remota [5]. Como ya se menciono´ en el cap´ıtulo introductorio, uno de los objetivos
principales en la investigacio´n actual en torno a las WSN es el disen˜o de disposi-
tivos y algoritmos que lleven a cabo diversas tareas del proceso de transmisio´n de
la informacio´n a lo largo de la red entran˜ando un bajo consumo energe´tico [11].
Distintos algoritmos eficientes desde el punto de vista energe´tico han sido pro-
puestos para aspectos tales como: cobertura de red, acceso a medio, estimacio´n
descentralizada y encaminamiento (ve´ase, e.g., [11], [98], [95] y [6]). La estructura
de la WSN en muchos de estos trabajos incluye un centro de fusio´n de informa-
cio´n o datos (CFI) con el que los sensores esta´n directamente conectados. Por su
versatilidad y la riqueza del modelo matema´tico que la describe [7], as´ı como por
estar ampliamente extendido su uso, esta sera´ tambie´n la estructura de WSN que
se analizara´ en esta seccio´n.
El escenario propuesto se modelara´ como un sistema de comunicaciones MI-
SO en el que las mu´ltiples entradas esta´n distribuidas espacialmente y donde las
sen˜ales transmitidas por los sensores llegan al CFI de forma coherente1 [7,8]. Uti-
lizando este modelo, se minimizara´ la potencia media transmitida por el conjunto
de sensores de manera que se satisfagan requisitos de QoS en te´rminos de BER y
1Para satisfacer los requisitos que la suposicio´n de recepcio´n coherente supone, la red puede
utilizar algoritmos de sincronizacio´n de baja complejidad como, e.g., el propuesto en [49].
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tasa media. Para ello se derivara´n esquemas de adaptacio´n de los sensores en base
a CSIT en tres situaciones diferentes:
(i) CSIT pleno (F-, debido al te´rmino ingle´s full), donde cada transmisor tiene
conocimiento perfecto de la realizacio´n del canal MISO (i.e., P-CSIT tanto
la realizacio´n propia como de la del resto de sensores);
(ii) Q-CSIT, donde los sensores u´nicamente disponen de conocimiento cuantifi-
cado sobre la realizacio´n del canal MISO; y
(iii) CSIT individual (I-), donde cada sensor tiene conocimiento perfecto de su
propio enlace con el CFI pero u´nicamente informacio´n cuantificada sobre las
realizaciones de los canales del resto de sensores.
En todos estos casos, se derivara´ las estrategias o´ptimas de adaptacio´n en te´rmi-
nos de modulacio´n y codificacio´n, asignacio´n de potencia y conformacio´n de haz
as´ı como cuantificadores de canal o´ptimos que permitan la presencia de Q-CSIT
en los sensores.
El resto de la seccio´n se organiza como sigue: tras comenzar detallando el
modelo del sistema y los supuestos de trabajo ma´s relevantes, se derivara´n los
esquemas de adaptacio´n o´ptimos basados en F-CSIT. Resuelto este aspecto se
pasara´ a la obtencio´n de los esquemas de adaptacio´n para los casos de Q-CSIT e
I-CSIT. La validacio´n de los resultados derivados y la comparacio´n de prestaciones
entre los diversos esquemas se realizara´ en base a simulaciones nume´ricas que junto
a la recopilacio´n de resultados ma´s significativos cerrara´n esta seccio´n.
3.1.1. Modelo y prea´mbulos
Se considerara´ una WSN dondeM sensores con ı´ndices m ∈ {1, . . . ,M} desean
enviar informacio´n compartida al CFI (e.g., el valor de una VA a la que hacen
seguimiento o datos provenientes de otra fuente que ellos reencaminan) conforme
a lo que se refleja en la figura 3.1. Se supondra´ que:
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Figura 3.1: Modelo del sistema WSN.
(sp1) la informacio´n compartida es comu´n (consistente) en todos los sensores y
se recibe de forma coherente en el CFI.
Con {hm}Mm=1 representando los coeficientes del canal entre los sensores y el
CFI, se supondra´ tambie´n que:
(sp2) {hm}Mm=1 son independientes 2 e ide´nticamente distribuidos (i.i.d.) de acuer-
do a una distribucio´n compleja gaussiana con media cero y varianza unitaria3, i.e.,
hm ∼ CN (0, 1); siendo el proceso aleatorio que describe hm ergo´dico;
(sp3) el CFI a trave´s de un canal de control env´ıa a los sensores B bits por ca-
da realizacio´n del canal describiendo el CSI. Esta informacio´n se recibe en los
transmisores libre de error y con un retardo despreciable4.
Dado un conjunto de modos de modulacio´n y codificacio´n adaptativa (AMC),
suponemos que cada sensor puede implementar un nu´mero finito de Lmodos AMC
2La extensio´n a canales correlados es posible pero sobrepasa los objetivos de esta disertacio´n.
3No´tese que esta suposicio´n significa que la amplitud de cada uno de los canales sigue una
distribucio´n Rayleigh.
4Estas suposiciones pueden ser fa´cilmente garantizadas debido a la tasa t´ıpicamente baja de
los canales de control y al uso de co´digos de control de error suficientemente robustos.
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indexados mediante l ∈ {1, . . . , L}, compactando cada modo una modulacio´n cuya
constelacio´n asociada tiene taman˜oM rl y una codificacio´n de tasa asociada rc dan-
do lugar a una tasa total de transmisio´n de rl := rc log2(M
r
l ). A fin de garantizar
QoS en la informacio´n transmitida, las tasas {rl}Ll=1 deben ser recibidas con una
BER menor que un nivel ²ˇ pre-establecido. Para mitigar los efectos debidos a los
desvanecimientos, los sensores adaptan la amplitud y fase del s´ımbolo a transmitir
adaptando as´ı la potencia y la direccio´n de apuntamiento (conformacio´n de haz)
del mismo. Puesto que un sistema MISO tiene ganancia de “multiplexacio´n” uno
(ve´ase, e.g., [24, pp. 48]), los sensores transmiten un u´nico s´ımbolo s por cada
uso del canal utilizando un modo AMC comu´n. Conforme a este modo AMC,
el m-e´simo sensor transmite s multiplicado por un peso complejo (coeficiente de
conformacio´n de haz) wm. Sea w := [w1, . . . , wM ]
T el vector que denota la con-
formacio´n distribuida de haz y el vector h := [h1, . . . , hM ]
T la representacio´n del
canal MISO. El s´ımbolo recibido por el CFI y puede expresarse como
y = wThs+ v := ‖w‖2uThs+ v (3.1)
donde u := w/‖w‖, y v denota el ruido (AWGN) con media cero y varianza N0.
Te´ngase en cuenta que, como ya se ha adelantado, a trave´s de la adaptacio´n de la
fase y el mo´dulo de w puede ajustarse no so´lo la direccio´n de apuntamiento del
haz de transmisio´n sino tambie´n la potencia transmitida para cada realizacio´n del
canal h. Si Es denota la energ´ıa media por s´ımbolo, la potencia transmitida y la
relacio´n sen˜al a ruido (SNR) recibida pueden escribirse como
p := ‖w‖2Es = ‖w‖2, (3.2)
γ := |wTh|2Es
N0
= p|uTh|2, (3.3)
donde para obtener la u´ltima igualdad en las expresiones (3.2) y (3.3) se ha su-
puesto sin pe´rdida de generalidad (s.p.d.g.) que Es = N0 = 1. Inspeccionando
(3.3) se comprueba co´mo una vez fijada la direccio´n de apuntamiento del haz, el
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canal vectorial MISO h en (3.1) queda completamente caracterizado por un canal
escalar SISO con ganancia5 g := |uTh|2. La SNR recibida por el sistema SISO
equivalente puede reescribirse entonces como γ = pg.
Sea c = c(h) la palabra (co´digo) de longitud B bits que representa el Q-CSIT
que el CFI realimenta a los sensores de acuerdo a lo expuesto en (sp3). Basa´ndose
en c(h), los sensores adaptan sus para´metros de transmisio´n a una de las posibles
N = 2B configuraciones pre-disen˜adas que especifican la tasa de transmisio´n (modo
AMC) r = r(c), la potencia transmitida p = p(c) y el vector de apuntamiento de
haz u = u(c).
El objetivo consiste en disen˜ar de forma o´ptima el cuantificador de canal que
genera el vector c(h) en base al cual se adaptan r = r(c), p = p(c), y u = u(c),
de manera que se minimice la potencia media transmitida por la totalidad de los
sensores satisfaciendo requisitos de BER y tasa de transmisio´n media. A fin de
llevar a cabo esta tarea, se comenzara´ encontrando la adaptacio´n o´ptima en base
a F-CSIT, situacio´n que corresponde a considerar B =∞ en (sp3).
3.1.2. Adaptacio´n o´ptima basada en F-CSIT
En este apartado, se derivara´n esquemas (pol´ıticas) o´ptimos de adaptacio´n por
parte de los trasmisores basados en F-CSIT con la finalidad de obtener intuicio´n
y niveles de referencia6 para el disen˜o de los esquemas de adaptacio´n basados
en Q-CSIT. De esta manera, dado h, se desea adaptar la potencia p(h), tasa
r(h) y el vector de apuntamiento de haz u(h) para minimizar la potencia media
transmitida sujeta a requisitos de BER ma´xima (²ˇ) y tasa de transmisio´n media
mı´nima (rˇ). Como se mostrara´ a continuacio´n, la adaptacio´n del apuntamiento de
haz puede realizarse de forma independiente a la adaptacio´n de la potencia y tasa
transmitida sin pe´rdida de optimalidad (s.p.d.o.). Esto permite dividir la resolucio´n
5Salvo que se indique expresamente lo contrario, a lo largo de esta tesis la ganancia de canal
se definira´ siempre en te´rminos de potencia (i.e. cuadra´ticos).
6El consumo de potencia cuando la adaptacio´n de los transmisores se realiza en base a F-
CSIT es claramente una cota inferior para la adaptacio´n en base a Q-CSIT, puesto que el Q-CSIT
tiende asinto´ticamente a F-CSIT si B tiende a infinito; i.e., c(h) = h si B =∞.
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del problema original en dos fases separadas: en primer lugar se derivara´ el esquema
o´ptimo para la adaptacio´n del apuntamiento de haz u∗(h); resuelto el primer
problema se introducira´ en el problema original la expresio´n obtenida para u∗(h)
y se derivara´n las expresiones para la adaptacio´n o´ptima de potencia p∗(h) y tasa
r∗(h) de transmisio´n.
Apuntamiento de haz distribuido
Observando (3.2) y (3.3) puede concluirse que la seleccio´n de u afecta a la ga-
nancia escalar g. Puesto que para cualquier modo AMC la potencia de transmisio´n
requerida p = p(h) es mono´tonamente decreciente c.r.a. g (para cualesquiera rˇ y
²ˇ), a fin de minimizar la potencia trasmitida, para cada realizacio´n del canal h, el
vector u = u(h) debe adaptarse de manera que g = |uT (h) h|2 sea ma´ximo. El
vector unitario de orientacio´n de haz que maximiza |uT (h) h|2 y por consiguiente
minimiza la potencia requerida, claramente es
u∗(h) = h†/‖h‖, (3.4)
que depende u´nicamente de la fase del canal MISO, i.e., u∗(h) = u∗(h/‖h‖).
Para poder atacar el problema de adaptacio´n o´ptima de potencia y tasa es
necesario primero caracterizar de forma estad´ıstica el comportamiento del canal en
(3.1) cuando el apuntamiento de haz se realiza segu´n (3.4). Si u∗(h) = h†/‖h‖, ∀h,
la ganancia escalar del canal SISO equivalente es
g = |uT (h) h|2 = ‖h‖2. (3.5)
Conforme a lo expresado en (sp2), g sigue entonces una distribucio´n chi-cuadrado
con FDP
fg(g) =
gM−1 exp(−g)
Γ(M)
(3.6)
donde Γ(b, x) :=
∫∞
x
tb−1e−tdt es la funcio´n Gamma incompleta y Γ(b) := Γ(b, 0).
La funcio´n de distribucio´n de probabilidad acumulada (FDPA) correspondiente
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resulta
Fg(g) =
Γ(M, g)
Γ(M)
. (3.7)
Dada su relevancia en el proceso de disen˜o, se incide una vez ma´s en que cuan-
do se implementa la adaptacio´n o´ptima de u∗(h) descrita en (3.4), el canal MISO
en (3.1) se puede caracterizar completamente por un canal SISO equivalente con
ganancia escalar g descrita en (3.5). Esto implica que s.p.d.o. encontrar los esque-
mas de adaptacio´n o´ptimos r∗(h) y p∗(h) es equivalente a encontrar los esquemas
de adaptacio´n o´ptimos r∗(g) y p∗(g). Te´ngase en cuenta que puesto que h (y con-
secuentemente g) var´ıa de una realizacio´n de canal a otra, la tasa de transmisio´n
(a trave´s del modo AMC) y la potencia transmitida sera´n adaptadas a lo largo del
tiempo con el objetivo de minimizar la potencia media transmitida satisfaciendo
requisitos de tasa de transmisio´n media rˇ (como se comprobara´ en el siguiente
apartado, el requisito ²ˇ relacionado con la BER sera´ tenido en cuenta de forma
automa´tica a trave´s de la relacio´n entre potencia y tasa transmitida).
Adaptacio´n de tasa y potencia de transmisio´n
Se comienza ordenando los modos AMC de modo que rl < rl+1 ∀l > 1 y
estableciendo que el primer modo represente una transmisio´n inactiva con potencia
y tasa de transmisio´n nulas (r1 = p1 = 0). Si ²(·) denota la funcio´n que calcula
de forma instanta´nea (i.e., para cada realizacio´n del canal) el valor esperado de
la BER, la mı´nima potencia transmitida que, utilizando el l-e´simo modo AMC,
satisface el requisito de BER ²ˇ puede ser calculada despejando c.r.a. pl la ecuacio´n
²(g, pl, rl) = ²ˇ. (3.8)
Para una amplia gama de modos de transmisio´n, la BER puede ser aproximada
de forma precisa como [27]
²(g, p, r) = κ1 exp (−κ2gp/(2r − 1)). (3.9)
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donde κ1 y κ2 son constantes dependientes de los esquemas de modulacio´n y
codificacio´n seleccionados.
Observacio´n 3.1 La expresio´n en (3.9) modela de forma precisa la BER en mo-
dulaciones de amplitud en cuadratura de M r niveles (M r-QAM) con κ1 = 0,2,
κ2 = 1,5 y sirve asimismo como una buena aproximacio´n para una amplia varie-
dad de esquemas puesto que acota de forma natural la funcio´n Q(x) de Marcum a
trave´s de la cota de Chernoff [76]. En lo que al esquema de codificacio´n se refiere,
el para´metro κ2 = 1,5 puede escalarse fa´cilmente de modo que se tenga en cuenta
la ganancia de codificacio´n del modo AMC considerado. Finalmente, la extensio´n
del trabajo realizado a otras funciones de BER es tambie´n posible.
Sustituyendo (3.9) en (3.8), la potencia requerida por el l-e´simo modo AMC
puede ser expresada como
pl(g, rl, ²ˇ) =
(2rl − 1)
g
ln(κ1/²ˇ)
κ2
. (3.10)
Si el F-CSIT esta´ disponible, (3.10) muestra que la especificacio´n del modo AMC
no so´lo fija la tasa de transmisio´n sino tambie´n la potencia a transmitir de manera
que se satisfaga la BER requerida ²ˇ. Adema´s, es sencillo comprobar co´mo para pl y
rl dados, el rango de variacio´n de g puede ser dividido en L intervalos consecutivos
[τl, τl+1) con τ1 = 0 y τL+1 = ∞, siendo el l-e´simo modo AMC seleccionado si
g ∈ [τl, τl+1). Rec´ıprocamente, esto significa que una vez los intervalos [τl, τl+1)
esta´n dados ∀l, la asignacio´n de tasa y potencia sera´
r(g) = rl; si g ∈ [τl, τl+1) (3.11)
p(g, ²ˇ) =
0, g ∈ [τ1, τ2)(2rl−1)
g
ln(κ1/²ˇ)
κ2
, g ∈ [τl, τl+1), l > 1.
(3.12)
Definiendo τ := [τ1, . . . , τL+1]
T , (3.11) y (3.12) establecen que para encontrar
la asignacio´n o´ptima de tasa y potencia, u´nicamente se necesita obtener los um-
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brales o´ptimos τ ∗ que son solucio´n del siguiente problema de minimizacio´n con
restricciones 
mı´n
τ
p¯, p¯ :=
L∑
l=1
∫ τl+1
τl
pl(g, rl, ²ˇ)fg(g)dg
s. a : C1.
L∑
l=1
∫ τl+1
τl
rlfg(g)dg ≥ rˇ
C2. τl ≤ τl+1 ∀l
(3.13)
donde la potencia media trasmitida p¯ en la funcio´n objetivo y la tasa de transmisio´n
media en la restriccio´n (ligadura) C1 se calculan como la esperanza de p(g) y r(g)
sobre todas las posibles realizaciones de g. No´tese que la introduccio´n del conjunto
de ligaduras en C2 asegura la consistencia de los intervalos [τl, τl+1).
Sea β el multiplicador de Lagrange (positivo o nulo) asociado con la restriccio´n
de tasa expresada en C1 y α := [α1, . . . , αL]
T los multiplicadores de Lagrange (po-
sitivos o nulos) asociados con las L ligaduras en C2. La funcio´n dual de Lagrange7
para (3.13) puede escribirse como
L(β,α, τ ) =
L∑
l=1
∫ τl+1
τl
pl(g, rl, ²ˇ)fg(g)dg
− β
(
L∑
l=1
∫ τl+1
τl
rlfg(g)dg − rˇ
)
+
L∑
l=1
αl(τl − τl+1). (3.14)
En el o´ptimo τ ∗l la condicio´n necesaria de Karush-Kuhn-Tucker (KKT) es [13]:
∂L(β∗,α∗, τ ∗)
∂τl
= [pl−1(τ ∗l , rl−1, ²ˇ)− β∗rl−1 − pl(τ ∗l , rl, ²ˇ) + β∗rl] fg(τ ∗l )
− α∗l−1 + α∗l = 0, (3.15)
que debido a la falta de convexidad de (3.13) es una condicio´n necesaria pero no su-
ficiente para garantizar un o´ptimo global (i.e., los umbrales puede que representen
7A lo largo de la disertacio´n se utilizara´n asimismo las expresiones funcio´n dual, funcio´n de
Lagrange o simplemente Lagrangiano para referirse a la funcio´n dual de Lagrange asociada a un
problema de optimizacio´n [13].
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un mı´nimo local).
Si todas las ligaduras en C2 son de´biles, i.e., τ ∗l < τ
∗
l+1, entonces α
∗
l = 0, ∀l.
En este caso, resolviendo (3.15) c.r.a. τ ∗l se obtiene para l ∈ {2, . . . , L} [cf. (3.10)]
que
τ ∗l =
(2rl − 2rl−1)
β∗(rl − rl−1)
ln(κ1/²ˇ)
κ2
. (3.16)
La ecuacio´n (3.16) expresa de forma anal´ıtica el umbral o´ptimo τ ∗l como funcio´n
del multiplicador de Lagrange β∗. Definiendo ahora f(x) := (2x) ln(κ1/²ˇ)/(β∗κ2),
la expresio´n (3.16) puede reescribirse como τ ∗l = [f(rl)−f(rl−1)]/(rl−rl−1). Puesto
que ∂f(x)/∂x = 2x/x3[ln2(2)x2 − 2 ln(2)x + 2] > 0, ∀x > 0, se comprueba fa´cil-
mente que τ ∗l < τ
∗
l+1. Por consiguiente, los umbrales solucio´n de (3.16) satisfacen
τ ∗l < τ
∗
l+1 de forma automa´tica y, por lo tanto, son solucio´n de (3.15).
Con τ ∗l fijado por (3.16), el valor de β
∗ puede obtenerse satisfaciendo C1 a
trave´s del siguiente algoritmo.
Algoritmo 3.1 Cuantificacio´n “off-line” (F-CSIT)
(S1.0) Sea ε un pequen˜o nivel de tolerancia e inicial´ıcese β como un pequen˜o nu´mero
positivo aleatorio.
(S1.1) Calcule {τl}Ll=2 v´ıa (3.16).
(S1.2) Utilizando (3.7), calcule la tasa media como r¯ =
∑L
l=1[Fg(τl+1)−Fg(τl)]rl, y
compruebe la satisfaccio´n de C1. Si |r¯− rˇ|/rˇ < ε entonces pare; en otro caso,
calcule 4β := (r¯ − rˇ)c, actualice el multiplicador en la forma β = β +4β,
y dir´ıjase al paso (S1.1). El para´metro c que interviene en el ca´lculo de 4β
es un para´metro de penalizacio´n adaptativo que puede ser ajustado (en cada
iteracio´n) en funcio´n de las necesidades de convergencia8.
8El me´todo de actualizacio´n de β aqu´ı propuesto simplemente realiza una bu´squeda por sub-
gradiente basada en el me´todo de los multiplicadores [9].
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Una vez que β∗ se ha obtenido utilizando el algoritmo 3.19, los valores o´ptimos
{τ ∗l }Ll=2 y, por consiguiente, la tasa y potencia o´ptimas quedan fijadas tras sustituir
(3.16) en (3.11) y (3.12).
Realimentacio´n y adaptacio´n de los transmisores en tiempo real
Obtenidos {τ ∗l }Ll=2, el siguiente algoritmo resume la asignacio´n de recursos
(adaptacio´n de los para´metros de transmisio´n) que la WSN tiene que ejecutar
“on-line” (en tiempo real) para cada realizacio´n del canal:
Algoritmo 3.2 Adaptacio´n “on-line” (F-CSIT)
Para cada realizacio´n del canal MISO h:
(S2.1) El CFI encuentra el ı´ndice l∗(h) = l∗(g) a partir del intervalo [τ ∗l , τ
∗
l+1)
al que la ganancia escalar g pertenece, y env´ıa a los sensores la palabra
c(h) = [l∗(h); h] que contiene el F-CSIT.
(S2.2) Obteniendo los valores de l∗(h) y h a trave´s de la palabra c, cada sensor m
transmite utilizando el l∗(h)-e´simo modo AMC y el coeficiente o´ptimo [cf.
(3.4) y (3.10)] w∗m =
√
pl∗(h)
(
g, rl∗(h), ²ˇ
)
h†m/‖h‖.
No´tese cada sensor podr´ıa calcular l∗(h) utilizando u´nicamente la parte de c((h))
correspondiente a h. Sin embargo, por robustez tambie´n se incluye l∗(h) en el
mensaje de control. De esta forma, la estructura propuesta para c(h) disminuye la
carga computacional en cada sensor y evita asimismo el env´ıo de τ ∗ a los sensores
durante la fase inicializacio´n (recue´rdese que se requiere el conocimiento de τ ∗
para poder determinar la seleccio´n o´ptima del modo AMC y de la asignacio´n
de potencia). Con la comprensio´n e intuicio´n obtenidas gracias al estudio de los
esquemas de adaptacio´n basados en F-CSIT, en el siguiente apartado se derivara´n
los esquemas o´ptimos de adaptacio´n y cuantificacio´n cuando los sensores disponen
u´nicamente de Q-CSIT.
9Recue´rdese que el algoritmo se ejecuta de forma “off-line”, i.e. se calcula en base al compor-
tamiento estad´ıstico del canal y no es necesario re-calcularlo en tiempo real para cada realizacio´n
del mismo.
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3.1.3. Adaptacio´n o´ptima basada en Q-CSIT
En este apartado se derivan esquemas de adaptacio´n y cuantificacio´n eficientes
energe´ticamente cuando el CFI env´ıa Q-CSIT a los sensores. Para cada realizacio´n
del canal, el CFI cuantifica h para obtener de forma separada el u o´ptimo de
acuerdo al cuantificador Qu(·), y el modo AMC y p o´ptimos de acuerdo a un
cuantificador diferente Ql(·). Si cu = Qu(h) es el ı´ndice del vector de apuntamiento
y cl = Ql(h) es el ı´ndice del modo de transmisio´n, el CFI enviara´ a los usuarios
el Q-CSIT a trave´s de la palabra de B bits c de manera que c = [cu; cl], donde
B = Bu + Bt, con Bu := length(cu) y Bt := length(cl). En base a la palabra c,
los sensores adaptan su modo de transmisio´n y coeficientes de conformacio´n para
minimizar la potencia media total transmitida.
Apuntamiento de haz distribuido
Con so´lo Bu bits disponibles, el vector de apuntamiento u se escoge de un
conjunto finito10 U := {ui}Nui=1, donde Nu = 2Bu . Al igual que para el caso de
F-CSIT, a find de minimizar la potencia transmitida media, el u ∈ U o´ptimo debe
maximizar la ganancia escalar del canal SISO equivalente en (3.3); i.e.,
u∗(h) = argma´x
u∈U
∣∣uTh∣∣2 . (3.17)
Para sistemas MISO empotrados (t.c.c. colocados y que son aquellos donde las
mu´ltiples entradas no corresponden a transmisores distribuidos sino a un u´nico
transmisor con mu´ltiples antenas) existen en la literatura distintos ejemplos de
optimizacio´n de constelaciones U con distintos objetivos [66], [46], [92]. Bajo dis-
tintos criterios, las constelaciones o´ptimas minimizan la correlacio´n ma´xima entre
las palabras que contienen. Utilizando un criterio grassmaniano de compactacio´n
de l´ıneas, [46] demuestra adema´s que la minimizacio´n de la correlacio´n ma´xima
equivale a la maximizacio´n de la distancia cordal mı´nima, distancia que para dos
10El conjunto finito de elementos que contenga el representante de todas y cada una de las
regiones de cuantificacio´n recibira´ el nombre de constelacio´n-co´digo.
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vectores complejos unitarios a y b se define como [15]
dch(a,b) :=
(
1− |aTb|2) 12 . (3.18)
Dada (3.18), la optimizacio´n en (3.17) puede expresarse como
u∗(h) = argmı´n
u∈U
dch
(
u,
h
‖h‖
)
, (3.19)
y la constelacio´n o´ptima U∗ como
U∗ = ma´x
{ui}Nui=1
mı´n
∀i6=j
dch(ui,uj). (3.20)
Para distintos valores (taman˜os) de M y Nu se encuentran disponibles soluciones
nume´ricas de (3.20) (consu´ltese, e.g., [43]). Con la constelacio´n o´ptima de vectores
U∗ disponible tanto en el CFI como en los sensores, el Q-CSI y el vector o´ptimo
de apuntamiento se calculan de la forma
cu = Qu(h) := argi mı´n
ui∈U∗
{
dch
(
ui,
h
‖h‖
)}
, (3.21)
u∗(h) = ucu . (3.22)
Observacio´n 3.2 El apuntamiento de haz especificado por (3.21) y (3.22) es o´pti-
mo si Nu ≥ M . Para un ana´lisis detallado de apuntamiento de haz adaptativo
basado en Q-CSIT cuando Nu < M , puede consultarse [92].
Trasla´dese ahora la atencio´n a la caracterizacio´n estad´ıstica de la ganancia del
canal SISO equivalente para el caso de Q-CSIT. Mientras que para el caso de F-
CSIT el apuntamiento de haz se realiza de acuerdo a (3.4) y la ganancia del canal
SISO equivalente resulta g = ‖h‖2, el apuntamiento de haz o´ptimo con Q-CSIT
se establece en (3.21)-(3.22), presentando entonces el canal SISO equivalente la
ganancia g˜ := g(1− z), donde
z := mı´n
u∈U∗
d2ch(u,h/‖h‖) = d2ch(u∗(h),h/‖h‖) (3.23)
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puede interpretarse como una reduccio´n de la ganancia debida a la cuantificacio´n.
Esta reduccio´n afecta a la SNR instanta´nea de forma ana´loga γ := pg˜.
En base a la cota de la unio´n, la FDPA de z se puede acotadar superiormente
(de forma ajustada) como [103]
Fz(z) ≤ F˜z(z) =
Nuz
M−1, 0 ≤ z ≤ zma´x
1, z ≥ zma´x
(3.24)
donde zma´x := N
−1/(M−1)
u . Puesto que g y z son independientes [cf. (sp2)], utili-
zando la aproximacio´n Fz(z) ' F˜z(z), la FDPA de g˜ puede obtenerse como
Fg˜(x) = Pr{g(1− z) < x} =
∫ x
1−zma´x
g=0
∫ zma´x
z=ma´x(0,1−x/g)
fz(z)dzfg(g)dg
=
∫ x
g=0
∫ zma´x
z=0
fz(z)dzfg(g)dg +
∫ x
1−zma´x
g=x
∫ zma´x
z=1−x/g
fz(z)dzfg(g)dg
=
∫ x
g=0
[F˜z(zma´x)− F˜z(0)]fg(g)dg +
∫ x
1−zma´x
g=x
[F˜z(zma´x)− F˜z(0)]fg(g)dg
= 1− Γ(M,x/(1− zma´x))
Γ(M)
−N exp(−x)
(
1− Γ(M,xzma´x/(1− zma´x))
Γ(M)
)
.
(3.25)
La FDP de g˜ puede obtenerse calculando ∂Fg˜(g˜)/∂g˜, resultando
fg˜(g˜) =
1
Γ(M)
{
exp
( −g˜
1− zma´x
)
g˜M−1
(1− zma´x)M (1−Nuz
M
ma´x)
+ Nu exp(−g˜)
[
Γ(M)− Γ(M, zma´xg˜/(1− zma´x))
]}
. (3.26)
La ganancia del canal SISO equivalente g˜ caracteriza por completo el canal MI-
SO cuando se adopta el apuntamiento de haz o´ptimo establecido en (3.21)-(3.22).
Tomando como base las expresiones cerradas (3.25) y (3.26), se seguira´ a con-
tinuacio´n un camino similar al seguido para el caso de F-CSIT a fin de derivar
anal´ıticamente los esquemas de adaptacio´n de potencia y tasa o´ptimos en base a
Q-CSIT.
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Adaptacio´n de tasa y potencia de transmisio´n
Cuando el canal de realimentacio´n (control) tiene tasa de transmisio´n limita-
da, el CFI tiene que cuantificar g˜ utilizando un nu´mero finito de regiones. Para
afrontar este disen˜o, un primer paso que surge de forma intuitiva para decidir la es-
tructura del cuantificador consiste en identificar cada regio´n de cuantificacio´n con
la seleccio´n (uso) de un u´nico modo AMC. As´ı pues, se considerara´n L regiones
de cuantificacio´n distintas {Rl := [τ˜l, τ˜l+1)}Ll=1, que, como en el caso de F-CSIT,
tendra´n asociadas un vector de umbrales τ˜ := [τ˜1, . . . , τ˜L+1]
T .
El l-e´simo modo de transmisio´n esta´ caracterizado por la pareja de tasa y
potencia de transmisio´n (rl, p˜l) para la regio´n de cuantificacio´nRl. Puesto que rl se
encuentra preestablecido por cada modo AMC, p˜l se seleccionara´ a fin de satisfacer
el requisito de BER. La BER esperada ²˜l para la regio´n Rl puede obtenerse de
forma sencilla como el nu´mero esperado de bits erro´neos dividido por el nu´mero
esperado de bits transmitido; i.e.,
²˜l(τ˜l, τ˜l+1, p˜l, rl) := Eg˜∈[τ˜l,τ˜l+1) [rl²(g˜, p˜l, rl)]/Eg˜∈[τ˜l,τ˜l+1) [rl]. (3.27)
Con el objetivo de satisfacer el nivel global de BER requerido ²ˇ, se fijara´
²˜l(τ˜l, τ˜l+1, p˜l, rl) = ²ˇ ∀l. (3.28)
Es fa´cil comprobar co´mo (3.28) tiende a (3.8) cuando L→∞ (F-CSIT). Adema´s,
la sustitucio´n de (3.27) en (3.28) produce
ϕ²(τ˜l, τ˜l+1, p˜l, rl, ²ˇ) :=
∫ τ˜l+1
τ˜l
²(g˜, p˜l, rl)fg˜(g˜)dg˜ − ²ˇ
∫ τ˜l+1
τ˜l
fg˜(g˜)dg˜ = 0. (3.29)
Utilizando la expresio´n anal´ıtica de ϕ² que se deriva en el ape´ndice 3.4.1, (3.29)
puede resolverse c.r.a. p˜l. La misma expresio´n de ϕ² puede utilizarse tambie´n para
obtener ²˜l en forma anal´ıtica y, por lo tanto, para cuantificar la BER media para
cualesquiera regiones {Rl}. La resolucio´n de (3.29) c.r.a. p˜l puede ser llevada a
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cabo fa´cilmente utilizando una bu´squeda uni-dimensional. Con p˜l(τ˜l, τ˜l+1, rl, ²ˇ) de-
notando ese valor, la asignacio´n de tasa y de potencia ∀g˜ puede expresarse como
[cf. (3.11) y (3.12)]
r˜(g˜) = rl; si g˜ ∈ [τ˜l, τ˜l+1) (3.30)
p˜(g˜, ²ˇ) =
0, g˜ ∈ [τ˜1, τ˜2)p˜l(τ˜l, τ˜l+1, rl, ²ˇ), g˜ ∈ [τ˜l, τ˜l+1), l > 1. (3.31)
Llegados a este punto, al igual que para el caso de F-CSIT, derivar la adaptacio´n
o´ptima de tasa y potencia se reduce a encontrar los umbrales o´ptimos τ˜ ∗. El
problema de optimizacio´n que, basado en Q-CSIT, calcula estos umbrales es:
mı´n
τ˜
p¯, p¯ :=
L∑
l=1
p˜l(τ˜l, τ˜l+1, rl, ²ˇ)
∫ τ˜l+1
τ˜l
fg˜(g˜)dg˜
s. a : C1.
L∑
l=1
rl
∫ τ˜l+1
τ˜l
fg˜(g˜)dg˜ ≥ rˇ
C2. τ˜l ≤ τ˜l+1 ∀l
(3.32)
donde tanto la potencia en la funcio´n objetivo como la tasa en C1 se promedian
sobre todas las regiones consideradas para la VA g˜ (estados de cuantificacio´n).
No´tese que, al contrario de lo que ocurr´ıa para el problema basado en F-CSIT
en (3.13), en este caso la potencia a transmitir no var´ıa segu´n la ganancia del
canal var´ıa, sino u´nicamente segu´n el ı´ndice de la regio´n var´ıa (i.e., la asignacio´n
de potencia es constante por modo AMC) y, por lo tanto la funcio´n potencia
puede escribirse fuera del operador integral. De esta forma,
∫ τ˜l+1
τ˜l
fg˜(g˜)dg˜ puede
ser fa´cilmente interpretado bien como la probabilidad de que el canal pertenezca a
la l-e´sima regio´n de cuantificacio´n o bien como la probabilidad de elegir el l-e´simo
modo AMC.
A continuacio´n se utilizara´n las condiciones KKT (de nuevo de cara´cter ne-
cesario, pero no suficiente, puesto que (3.32) no es convexo) para encontrar τ˜ ∗l .
Sea β˜ el multiplicador de Lagrange asociado con la restriccio´n de tasa en C1 y
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α˜ := [α˜2, . . . , α˜L]
T los multiplicadores de Lagrange correspondientes a C2; al igual
que en (3.16), con α˜ = 0, la condicio´n KKT para el valor o´ptimo τ˜ ∗l exige
∂L(β˜∗, τ˜ ∗)
∂τl
=
[
p˜l−1(τ˜ ∗l−1, τ˜
∗
l , rl−1, ²ˇ)− β˜∗rl−1 − p˜l(τ˜ ∗l , τ˜ ∗l+1, rl, ²ˇ) + β˜∗rl
]
fg˜(τ˜
∗
l )
+
∂p˜l−1
∂τ˜l
(τ˜ ∗l−1, τ˜
∗
l , rl−1, ²ˇ)
∫ τ˜∗l
τ˜∗l−1
fg˜(g˜)dg˜
+
∂p˜l
∂τ˜l
(τ˜ ∗l , τ˜
∗
l+1, rl, ²ˇ)
∫ τ˜∗l+1
τ˜∗l
fg˜(g˜)dg˜ = 0. (3.33)
No´tese que utilizando la FDP de (3.25) se tiene que
∫ τ˜∗l+1
τ˜∗l
fg˜(g˜)dg˜ = Fg˜(τ˜
∗
l+1) −
Fg˜(τ˜
∗
l ).
Puesto que p˜l(τ˜
∗
l−1, τ˜
∗
l , rl−1, ²ˇ) es una funcio´n impl´ıcita [cf. (3.29)], para calcular
∂p˜l/∂τl debe utilizarse el teorema de derivacio´n impl´ıcita: dϕ² =
∂ϕ²
∂x
dx+ ∂ϕ²
∂y
∂y
∂x
dx =
0, resultando ∂y
∂x
= −∂ϕ²/∂x
∂ϕ²/∂y
. Por lo tanto, ∀l ∈ {2, . . . , L} y ∀i ∈ {1, . . . , L} se tiene
∂p˜i
∂τ˜l
(τ˜i, τ˜i+1, ri, ²ˇ) =

− [−²(τ˜l,p˜i,rl)+²ˇ]fg˜(τ˜l)∫ τ˜i+1
τ˜i
[∂²(g˜,p˜i,rl)/∂p]fg˜(g˜)dg˜
, i = l;
[−²(τ˜l,p˜i,rl−1)+²ˇ]fg˜(τ˜l)∫ τ˜i+1
τ˜i
[∂²(g˜,p˜i,rl−1)/∂p]fg˜(g˜)dg˜
, i = l − 1;
0, en otro caso;
(3.34)
pudiendo expresarse de forma anal´ıtica los denominadores de los te´rminos racio-
nales presentes en (3.34) (consu´ltese el ape´ndice 3.4.2).
A diferencia del escenario para F-CSIT, en este caso no puede garantizarse
que los umbrales o´ptimos obtenidos mediante (3.33) satisfagan automa´ticamente
τ˜ ∗l < τ˜
∗
l+1, ∀l. Si al resolver (3.33) se obtuviese τ˜ ∗l ≥ τ˜ ∗l+1, C2 no ser´ıa de´bil, α˜∗l > 0
y (3.33) perder´ıa validez. Para este caso, puesto que las condiciones KKT tambie´n
exigen que α˜∗l (τ˜
∗
l − τ˜ ∗l+1) ≤ 0, la solucio´n o´ptima requerir´ıa que τ˜ ∗l = τ˜ ∗l+1, y por
consiguiente el modo l-e´simo deber´ıa eliminarse del conjunto de consideracio´n. Es-
to supone que cada vez que se utilice (3.33) habra´ que comprobar la validez de la
solucio´n obtenida. Si al resolver (3.33) se obtiene que τ˜ ∗l ≥ τ˜ ∗l+1 para un l determi-
nado, el l-e´simo modo se eliminara´ del conjunto de AMC activos y se reiniciara´ la
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resolucio´n (3.33) para los modos AMC restantes11. Te´ngase en cuenta que en este
caso el ca´lculo del τ˜ ∗l o´ptimo depende no so´lo de β˜
∗ sino tambie´n de los umbrales
anterior y ulterior (τ˜ ∗l−1 y τ˜
∗
l+1). Esta vicisitud hace que no sea posible obtener una
expresio´n cerrada para τ˜ ∗l . Pese a ello, puesto que s´ı existen expresiones cerradas
para todos los te´rminos envueltos en (3.33), τ˜ ∗l puede obtenerse a trave´s de una
bu´squeda nume´rica bi-dimensional con complejidad moderada.
Algoritmo 3.3 Cuantificacio´n “off-line” (Q-CSIT)
(S3.0) Sea ε un pequen˜o nivel de tolerancia, δ un taman˜o de paso pequen˜o y τ˜ma´xL > 0
el valor ma´ximo para el umbral de cuantificacio´n ma´s alto (e.g., un valor que
haga que la probabilidad de la regio´n ma´s alta sea cercana a 0).
(S3.1) Inicialice β˜ como un pequen˜o nu´mero positivo y fije τ˜L = τ˜
ma´x
L ; calcule en-
tonces {τ˜l}Ll=2 resolviendo (3.33). Si C2 no se satisface para algu´n τl, fije
τl = τl+1. Si la solucio´n obtenida es va´lida, dir´ıjase a (S3.2); en caso contra-
rio disminuya τ˜L = τ˜L − δ y repita (S3.1).
(S3.2) Basa´ndose en la fo´rmula anal´ıtica en (3.25), calcule la tasa de transmisio´n
media r¯ =
∑L
l=1[Fg˜(τ˜l+1) − Fg˜(τ˜l)]rl. Compruebe si se satisface C1 y en
caso de que |r¯ − rˇ|/rˇ < ε finalice; en otro caso, calcule 4β˜ := (r¯ − rˇ)c
utilizando una pequen˜a constante adaptativa positiva c, actualice el valor del
multiplicador β˜ = β˜ +4β˜, y vuelva a (S3.1).
No´tese que la mayor carga computacional en el algoritmo 3.3 se produce en
el paso (S3.1) cuando se calculan los umbrales o´ptimos a trave´s de una bu´squeda
bi-dimensional. Una vez que se han calculado los valores o´ptimos de β˜∗ y {τ˜ ∗l }Ll=2,
11El me´todo propuesto para resolver la violacio´n de la restriccio´n en C2 es va´lido para cualquier
tipo de problema. Por ello para el resto de escenarios a lo largo de esta disertacio´n en los que
se consideren umbrales de cuantificacio´n no se escribira´ expl´ıcitamente la restriccio´n C2 pero
debera´ tenerse en mente que si en algu´n caso τ˜∗l ≥ τ˜∗l+1, los representantes asociados a la regio´n
l-e´sima debera´n ser eliminados.
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el cuantificador o´ptimo Ql(·) queda definido como
cl = Ql(h) := arg
l
{
g
[
1−mı´n
u∈U
d2ch(u,h/‖h‖)
]
∈ [τ˜l, τ˜l+1)
}
. (3.35)
Dado el ı´ndice del modo AMC encapsulado en cl de acuerdo a (3.35), la adaptacio´n
o´ptima de la potencia y tasa de transmisio´n se obtienen a partir de (3.30) y (3.31).
Realimentacio´n y adaptacio´n de los transmisores en tiempo real
A fin de llevar a cabo las pol´ıticas (esquemas) de adaptacio´n o´ptimas derivadas
para el vector de apuntamiento, la tasa y la potencia, a continuacio´n se describe el
algoritmo que el CFI y los sensores tienen que ejecutar en tiempo real para cada
realizacio´n del canal.
Algoritmo 3.4 Adaptacio´n “on-line” (Q-CSIT)
Para cada realizacio´n del canal MISO h:
(S4.1) El CFI obtiene cu = Qu(h) y cl = Ql(h) utilizando respectivamente (3.21) y
(3.35) y env´ıa la agregacio´n de ambas c = [cu; cl] a los sensores.
(S4.2) Cada sensor m transmite utilizando la m-e´sima componente del vector o´pti-
mo de apuntamiento indexado por cu y con la potencia y tasa indexadas por
cl.
No´tese que para que este algoritmo pueda ejecutarse, la constelacio´n que con-
tiene los vectores de apuntamiento o´ptimos (U∗), debe esta disponible tanto en
el CFI como en los sensores. Asimismo, de acuerdo al algoritmo propuesto, en el
paso (S4.2) la potencia o´ptima p˜∗cl correspondiente al ı´ndice cl es calculada por
los sensores mediante la resolucio´n de (3.29). Esto supone que los sensores deben
conocer tambie´n los umbrales o´ptimos {τ˜ ∗l }Ll=2 (i.e., el CFI debe enviarlos durante
la fase preliminar de configuracio´n). A fin de reducir la carga computacional de los
sensores, una alternativa consiste en que sea el CFI el que calcule la constelacio´n
(conjunto) de potencias {p˜∗l }Ll=2 y env´ıe despue´s estos valores a los sensores durante
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la fase de configuracio´n. En este caso, para cada realizacio´n del canal, los sensores
simplemente recibir´ıan el ı´ndice cl e indexar´ıan el elemento correspondiente de la
constelacio´n {p˜∗l }Ll=2 almacenada localmente.
3.1.4. Adaptacio´n o´ptima basada en I-CSIT
Hasta este punto se han derivado los esquemas o´ptimos de adaptacio´n basados
en F-CSIT (donde los sensores conocen de forma perfecta la totalidad del canal
vectorial h) y basados en Q-CSIT (donde los sensores tienen acceso a una informa-
cio´n cuantificada del canal vectorial h). En ambos casos el CSIT debe obtenerse a
trave´s de la realimentacio´n proporcionada por el CFI. Sin embargo, de acuerdo a
lo analizado en la seccio´n 2.3 para sistemas TDD, el sensor m-e´simo puede obte-
ner hm de forma natural sin ayuda del CFI (a trave´s de la estimacio´n de su canal
inverso). Esta posibilidad motiva el ana´lisis de lo se ha llamado CSIT individual
(I-CSIT), donde cada sensor m posee conocimiento perfecto de su propio canal
escalar hm, pero so´lo tiene informacio´n cuantificada del canal vectorial h (puesto
que debe obtenerla a trave´s del CFI).
Apuntamiento de haz distribuido
Definiendo v := ‖h‖u y ρ := p/‖h‖2, puede escribirse w = √pu = √ρv.
Cuando los sensores disponen de F-CSIT, el vector de apuntamiento o´ptimo u∗(h)
esta´ dado por (3.4) y, por lo tanto, la m-e´sima componente del vector v∗(h) = h†
o´ptimo es v∗m(h) = h
†
m, que u´nicamente requiere I-CSIT. La SNR recibida tras
implementar la conformacio´n de haz o´ptima basada en I-CSIT es γ = ρg2 = pg,
donde g corresponde a la ganancia del canal SISO equivalente en (3.5), cuyas FDP
y FDPA esta´n dadas por (3.6) y (3.7), respectivamente.
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Adaptacio´n de tasa y potencia de transmisio´n
Dado I-CSIT, el vector o´ptimo de apuntamiento (escalado) es v∗(h). Para
construir el vector de pesos global w(h), los sensores deber´ıan conocer tambie´n la
potencia de transmisio´n (escalada) ρ(h) = p(h)/‖h‖2 que requerir´ıa CSI relacio-
nado con la totalidad del canal vectorial h (o de forma equivalente ρ(g) := p(g)/g).
Puesto que el canal de realimentacio´n tiene tasa limitada, el CFI tendra´ que vol-
ver a cuantificar la ganancia del canal g en base a un nu´mero finito de regiones.
Al igual que para el caso de Q-CSIT, el dominio de g se divide en L regiones de
cuantificacio´n distintas {Rl := [τ˜l, τ˜l+1)}Ll=1 de manera que los sensores seleccio-
nan el l-e´simo modo AMC cuando g ∈ Rl. A diferencia sin embargo del caso de
Q-CSIT, ahora el modo l-e´simo queda caracterizado por la pareja tasa-potencia
(rl, ρ˜l), donde ρ˜l se mantiene constante dentro de cada regio´n y debe ser elegido
para satisfacer el requisito de BER ²ˇ. Definiendo en este punto
ψ²(τ˜l, τ˜l+1, ρ˜l, rl, ²ˇ) :=
∫ τ˜l+1
τ˜l
²(g, ρ˜lg, rl)fg(g)dg − ²ˇ
∫ τ˜l+1
τ˜l
fg(g)dg (3.36)
y argumentando de forma similar que en (3.27)-(3.35), se deduce que el valor de ρ˜l
que satisface la BER requerida (que denotaremos como ρ˜l(τ˜l, τ˜l+1, rl, ²ˇ)) debe ser
solucio´n de la ecuacio´n ψ²(τ˜l, τ˜l+1, ρ˜l, rl, ²ˇ) = 0. A diferencia de lo que ocurr´ıa para
el caso de Q-CSIT en relacio´n a ϕ², no existe ahora una expresio´n anal´ıtica cerrada
para ψ². Sin embargo, aprovechando el hecho de que ²(g, ρ˜lg, rl) es mono´tonamente
decreciente c.r.a. ρ˜l, la ra´ız ρ˜l(τ˜l, τ˜l+1, rl, ²ˇ) puede todav´ıa obtenerse de manera
eficiente a trave´s de una bu´squeda nume´rica uni-dimensional basada, e.g., en el
me´todo de la biseccio´n [65].
De esta manera, puede procederse a formular a la optimizacio´n de la adaptacio´n
de los transmisores en base a I-CSIT. Dados ρ˜l(τ˜l, τ˜l+1, rl, ²ˇ) y la realizacio´n del
canal MISO h, la potencia transmitida cuando se elige el l-e´simo modo AMC
puede calcularse como p(h) = ‖h‖2ρ˜l(τ˜l, τ˜l+1, rl, ²ˇ) = gρ˜l(τ˜l, τ˜l+1, rl, ²ˇ) = p(g). A
fin de calcular los umbrales de cuantificacio´n τ˜ ∗ := [τ˜ ∗1 , . . . , τ˜
∗
L+1]
T que minimicen
3.1 Minimizacio´n de potencia en WSN con QoS utilizando CSIT 53
la potencia transmitida media, debera´ resolverse
mı´n
τ˜
p¯, p¯ :=
L∑
l=1
ρ˜l(τ˜l, τ˜l+1, rl, ²ˇ)
∫ τ˜l+1
τ˜l
g fg(g)dg
s. a : C1.
L∑
l=1
rl
∫ τ˜l+1
τ˜l
fg(g)dg ≥ rˇ
C2. τ˜l ≤ τ˜l+1 ∀l.
(3.37)
Si β˜ denota el multiplicador de Lagrange asociado con C1 y suponiendo que
todas las ligaduras en C2 se cumplen con desigualdad estricta, la condicio´n KKT
necesaria para el τ˜ ∗l o´ptimo establece
∂L(β˜∗, τ˜ ∗)
∂τl
=
[
τ˜ ∗l ρ˜l−1(τ˜
∗
l−1, τ˜
∗
l , rl−1, ²ˇ)− β˜∗rl−1 − τ˜ ∗l ρ˜l(τ˜ ∗l , τ˜ ∗l+1, rl, ²ˇ) + β˜∗rl
]
fg(τ˜
∗
l )
+
∂ρ˜l−1
∂τ˜l
(τ˜i, τ˜i+1, ri, ²ˇ)
∫ τ˜∗l
τ˜∗l−1
gfg(g)dg +
∂ρ˜l
∂τ˜l
(τ˜i, τ˜i+1, ri, ²ˇ)
∫ τ˜∗l+1
τ˜∗l
gfg(g)dg = 0(3.38)
donde
∫ b
a
gfg(g)dg = [Γ(M + 1, a)−Γ(M + 1, b)]/Γ(M); y ∂ρ˜i/∂τ˜l, ∀l ∈
{2, . . . , L}, ∀i ∈ {1, . . . , L}, puede obtenerse mediante derivacio´n impl´ıcita como
∂ρ˜i
∂τ˜l
(τ˜i, τ˜i+1, ri, ²ˇ) =

− [−²(τ˜l,τ˜lρ˜i,rl)+²ˇ]fg(τ˜l)∫ τ˜i+1
τ˜i
[∂²(g,gρ˜i,rl)/∂p]gfg(g)dg
, i = l
[−²(τ˜l,τ˜lρ˜i,rl−1)+²ˇ]fg(τ˜l)∫ τ˜i+1
τ˜i
[∂²(g,gρ˜i,rl−1)/∂p]gfg(g)dg
, i = l − 1
0, en otro caso.
(3.39)
Aprovechando la semejanza entre (3.38) y (3.33), podra´ derivarse un algoritmo
para el ca´lculo “off-line” de β˜∗ y τ˜ ∗ semejante al algoritmo 3.3.
Realimentacio´n y adaptacio´n de los transmisores en tiempo real
Una vez que se han obtenido los umbrales o´ptimos τ˜ ∗, las ρ˜l(τ˜ ∗l , τ˜
∗
l+1, rl, ²ˇ)
correspondientes pueden ser calculadas tanto por el CFI como por los sensores,
que tendra´n entonces que implementar, para cada realizacio´n del canal, el algorit-
mo de adaptacio´n siguiente:
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Algoritmo 3.5 Adaptacio´n “on-line” (I-CSIT)
Para cada realizacio´n del canal MISO h:
(S5.1) El CFI encuentra l∗(h) = l∗(g) = arg
l
{g ∈ [τ˜ ∗l , τ˜ ∗l+1)} y env´ıa c = [l∗(h)] a
todos los sensores.
(S5.2) Cada sensor m transmite el s´ımbolo comu´n s utilizando el l∗(h)-e´simo modo
AMC y el coeficiente o´ptimo w∗m =
√
ρl∗(h)
(
τ˜ ∗l∗(h), τ˜
∗
l∗(h)+1, rl∗(h), ²ˇ
)
h†m.
No´tese que puesto que el apuntamiento de haz basado en I-CSIT no precisa in-
formacio´n por parte del CFI, para implementar el algoritmo 3.5 u´nicamente se
necesitan B = log2(L) bits para realimentar el CSIT. Este nu´mero puede ser sig-
nificativamente menor que los B = log2(L +Nu) bits que se precisan para enviar
la informacio´n asociada a los esquemas de adaptacio´n en base a Q-CSIT de la
seccio´n 3.1.3, especialmente si se trabaja con elevados valores de Nu (que aparecen
t´ıpicamente asociados a elevados valores de M).
3.1.5. Simulaciones nume´ricas
En esta seccio´n, se presentan ejemplos nume´ricos que muestran el consumo de
potencia transmitida por los sensores cuando estos disponen de F-CSIT, Q-CSIT o
I-CSIT. S.p.d.g. la energ´ıa por s´ımbolo, el ancho de banda y la densidad espectral
de potencia del ruido AWGN se eligen para que Es/N0 = 1. Para realizar los
experimentos, se elige un sencillo escenario con cuatro sensores12 y enlaces con el
CFI de acuerdo a (sp1). A menos que se indique expl´ıcitamente lo contrario, se
supondra´ que cada sensor puede transmitir de acuerdo a tres modos activos que
implementan modulaciones M r-arias sin codificar: 2-QAM, 8-QAM y 32-QAM
ma´s un modo inactivo; i.e., las tasas de transmisio´n de los modos AMC son:
12Este es un razonable escenario de aplicacio´n para, e.g., una WSN jera´rquica estructurada en
grupos donde el papel de CFI es desempen˜ado por un cabeza de grupo y en el que para limitar
el consumo energe´tico u´nicamente se activan (despiertan) unos pocos sensores por grupo.
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Figura 3.2: Potencia media transmitida (p¯) frente a tasa media trasmitida para
diferentes tipos de CSIT (M = 4, L = 4, Nu = 16).
rl = 0, 1, 3, 5 bits/simbolo. En todas las simulaciones, se fijara´ el requisito de
BER en ²ˇ = 10−3 y, para aquellos experimentos en que se utilice, el taman˜o de la
constelacio´n de los vectores de apuntamiento es Nu = 16.
Caso de estudio 1 (Comparacio´n del consumo de potencia transmitida): Para
distintos requisitos de tasa de transmisio´n, la figura 3.2 muestra la potencia media
transmitida (medida en W –watios para la gra´fica superior– y en dBW –decibelios
c.r.a. 1 watio para la gra´fica inferior–) consumida por los esquemas o´ptimos de
adaptacio´n basados en: (i) F-CSIT, (ii) Q-CSIT, (iii) I-CSIT, y (iv) CSIT espacial
(E-CSIT). Este cuarto caso, E-CSIT, se considera con fines ilustrativos para com-
parar el consumo de sensores que, disponiendo de F-CSIT, u´nicamente apuntan
de forma o´ptima el haz de transmisio´n (i.e. sincronizan sus transmisiones para
maximizar la ganancia del canal) pero no adaptan su potencia y tasa a lo largo
del tiempo.
Observando la figura 3.2 puede concluirse que: (i) los dos esquemas de adap-
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Tabla 3.1: Potencia media transmitida (dBW ) para sistemas de lazo abierto y
sistemas de lazo cerrado segu´n rˇ var´ıa.
rˇ 1.75 2 2.25 2.5 2.75 3
Lazo cerrado (F-CSIT) 5.8 6.8 8.0 8.6 9.8 10.6
Lazo abierto 28.4 29.34 30.1 30.5 31.1 31.8
tacio´n basados en Q-CSIT e I-CSIT presentan un consumo de potencia cercano al
consumo o´ptimo representado por el esquema basado en F-CSIT; (ii) los esque-
mas basados en Q-CSIT y en I-CSIT se comportan de manera casi ide´ntica; (iii)
la distancia en te´rminos de consumo (medida en dB) entre los esquemas que cuan-
tifican la ganancia del sistema y el esquema o´ptimo basado en F-CSIT permanece
pra´cticamente constante para distintos requisitos de tasa de transmisio´n y (iv)
las estrategias basadas en Q-CSIT y I-CSIT superan claramente las prestaciones
del esquema de adaptacio´n basado en E-CSIT aun cuando este u´ltimo requiere
F-CSIT frente a los dos anteriores que u´nicamente necesitan la realimentacio´n de
unos pocos bits.
A fin de comprobar la relevancia de la realimentacio´n (o alternativamente de la
adaptacio´n de los transmisores) para el consumo de potencia, se compara el con-
sumo asociado al esquema de adaptacio´n basado en F-CSIT (como representante
o´ptimo de los sistemas realimentados –t.c.c. sistemas de lazo cerrado–) y el consu-
mo asociado a los sistemas sin realimentacio´n –t.c.c. sistemas de lazo abierto–. De
acuerdo a los resultados mostrados en la tabla 3.1, la potencia consumida por el
sistema de lazo abierto es 20 ∼ 25 dB ma´s elevada que la consumida por el sistema
en lazo cerrado (F-CSIT). Se comprueba as´ı co´mo, de acuerdo a lo esperado, la
existencia de CSIT disminuye de forma significativa las necesidades de potencia y,
por lo tanto, incrementa considerablemente el tiempo de vida de la WSN.
Caso de estudio 2 (Consumo de potencia transmitida en distintos escenarios):
La tabla 3.2 compara el comportamiento de los esquemas basados en F-CSIT, Q-
CSIT, I-CSIT y E-CSIT para un rango variado de para´metros. Las simulaciones
nume´ricas confirman: (i) que la adaptacio´n basada en Q-CSIT e I-CSIT son casi
o´ptimas y (ii) el uso de la adaptacio´n basada en E-CSIT se penaliza con un signi-
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Tabla 3.2: Potencia media transmitida (dBW ) para esquemas basados en (F, I, Q,
y S)-CSIT. (Caso de referencia: M = 4, rˇ = 2.5, ²ˇ = 10−3, L = 4, rl = [0, 1, 3, 5],
Nu = 16, Es/N0 = 1; para otros CASOS, se modifica un u´nico para´metro c.r.a.
caso de referencia.)
CASOS F-CSIT I-CSIT Q-CSIT E-CSIT
Referencia 8.6 10.2 10.7 13.8
M = 6 5.0 6.5 6.9 11.2
Es/N0 = 3 3.9 5.4 5.9 9.1
²ˇ = 10−4 10.1 11.9 12.1 16.7
L = 6 8.5 9.4 9.8 13.8
rl = [0, 1, 2,6, 4] 8.7 10.2 10.5 13.2
Tabla 3.3: Potencia media (dBW ) y tasa de transmisio´n por modo AMC (regio´n)
y umbrales de cuantificacio´n (M = 4, rˇ = 2.5, ²ˇ = 10−3, L = 4, rl = [0, 1, 3, 5],
Nu = 16).
F-CSIT I-CSIT Q-CSIT
Modo AMC l = 2 l = 3 l = 4 l = 2 l = 3 l = 4 l = 2 l = 3 l = 4
p¯l 4.96 9.57 11.75 4.40 10.64 14.62 7.02 11.45 13.54
rl 1 3 5 1 3 5 1 3 5
τl+1 0.8 2.4 9.7 1.7 3.0 5.8 0.6 1.6 5.1
Pr{l∗ = l} 0.22 0.75 0.01 0.26 0.48 0.17 0.25 0.68 0.05
ficativo incremento del consumo (c.r.a. la adaptacio´n basada en F-CSIT) debido
a que este esquema no aprovecha la diversidad temporal ofrecida por el canal.
Caso de estudio 3 (Caracterizacio´n de la solucio´n o´ptima): Para mejorar la
comprensio´n del problema, la tabla 3.3 especifica la cuantificacio´n y asignacio´n
de recursos o´ptimas para las tres categor´ıas de CSIT analizadas. Recue´rdese que
para las soluciones basadas en F-CSIT y I-CSIT los valores de los umbrales se
encuentran normalizados respecto al valor medio de la ganancia g mientras que en
el caso de Q-CSIT se refieren a g˜ < g.
De los resultados mostrados en la tabla puede deducirse que, para todos los
sistemas de lazo cerrado, menores tasas de transmisio´n requieren una menor poten-
cia media transmitida. Asimismo, se observa co´mo los esquemas derivados tratan
de homogeneizar la potencia por bit para todas las regiones de cuantificacio´n. Se
comprueba adema´s co´mo, para todos los casos, el modo que se selecciona con una
mayor probabilidad corresponde al ma´s cercano al requisito de tasa (l = 3 con
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r3 = 3, siendo rˇ = 2.5). Este comportamiento es si cabe ma´s pronunciado para el
caso de F-CSIT puesto que al permitir el esquema la adaptacio´n de potencia por
modo AMC, la necesidad de adaptar la tasa disminuye. Este patro´n homoge´neo
entre los distintos esquemas no se reproduce en el caso de los umbrales o´ptimos de
cuantificacio´n, ya que para los tres casos considerados, los valores resultan bastante
diferentes (recue´rdese que para juzgar justamente el caso de Q-CSIT, los umbrales
deber´ıan expresarse en te´rminos de g cuyos valores son ligeramente mayores que
para el caso de g˜, que es el que se muestra en la tabla 3.3). Estas discrepancias se
explican en te´rminos de la diferencia del comportamiento de la SNR recibida en
el CFI. Concretamente, la SNR recibida es: (i) constante para el caso de F-CSIT
donde γ = pl(g)g con pl(g) proporcional a 1/g; (ii) proporcional a g˜ para el caso
de Q-CSIT donde γ = p˜lg˜ con p˜l constante; y (iii) proporcional a g
2 para el caso
de I-CSIT donde γ = ρ˜lg
2 con ρ˜l constante. Este comportamiento tambie´n hace
que la solucio´n para I-CSIT sea muy sensible a pequen˜as ganancias de canal y, por
consiguiente, fije el umbral de la primera regio´n activa en un valor relativamente
alto.
Caso de estudio 4 (Efectos asociados a la variacio´n del nu´mero regiones): Hasta
ahora se ha comprobado co´mo para L = 4 (tres modos AMC activos) y Nu = 16,
los esquemas de adaptacio´n basados en Q-CSIT e I-CSIT presentan un consumo
de potencia cercano al consumo mı´nimo reflejado por la adaptacio´n en base a F-
CSIT. Esto ocurre utilizando dlog2(4) + log2(16)e = 6 y dlog2(4)e = 2 bits por
cada realizacio´n del canal para, respectivamente, los casos de Q-CSIT e I-CSIT. A
continuacio´n se analiza co´mo la variacio´n del nu´mero de bits reenviados modifica
el comportamiento del sistema.
En primer lugar se estudia el impacto de la variacio´n del nu´mero de modos
AMC que los sensores implementan. La tabla 3.4 muestra el coste total de potencia
para los casos de F-CSIT, I-CSIT y Q-CSIT considerando distintos valores de L.
Para L = 1, los sensores u´nicamente implementan un modo AMC por lo que no se
requiere realimentacio´n del CFI; mientras que para el resto de casos, los sensores
implementan L− 1 modos activos ma´s un modo inactivo adicional que requieren
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Tabla 3.4: Potencia media transmitida (dBW ) variando L.
L 1 2 4 6 8 ∞
F-CSIT 9.8 9.4 8.6 8.5 8.4 8.3
I-CSIT 13.9 11.5 10.2 9.4 8.9 8.3
Q-CSIT 14.2 11.7 10.7 9.8 9.3 8.9
dlog2(L)e bits de realimentacio´n. Recue´rdese que para el disen˜o basado en Q-CSIT,
se hab´ıa supuesto que se utilizar´ıan Nu = 16 vectores de apuntamiento diferentes.
Analizando los resultados obtenidos se observa que, segu´n L crece: (i) el consumo
de potencia disminuye para todos los casos, (ii) la diferencia de prestaciones entre
los esquemas basados en Q-CSIT y I-CSIT y el o´ptimo basado en F-CSIT tambie´n
disminuye y (iii) el primer y segundo incremento de L producen el mayor ahorro
de potencia. No´tese tambie´n que debido al hecho de que Nu < ∞ la potencia
consumida para el caso de Q-CSIT es siempre superior a la consumida para el
caso de F-CSIT incluso cuando L→∞.
En segundo lugar, se pondera el efecto de la variacio´n de Nu para el caso de
Q-CSIT. En la figura 3.3 se representa la potencia transmitida frente al nu´mero de
bits dedicados a identificar el vector de apuntamiento (log2(Nu)). Por propo´sitos
ilustrativos tambie´n se representa la potencia transmitida para los casos de I-
CSIT y F-CSIT. Al igual que en el caso anterior, se comprueba co´mo el consumo
de potencia disminuye segu´n Nu crece, mientras que la disminucio´n obtenida por
cada bit adicional decrece. No´tese que segu´n Nu →∞, g˜ → g y a efectos pra´cticos
u´nicamente se esta´ cuantificando g y la potencia transmitida. Asimismo, se observa
que cuandoNu alcanza unos valores elevados, el esquema basado en Q-CSIT mejora
al basado en I-CSIT. Como ya se ha mencionado, la divergencia entre ambas
soluciones se debe al hecho de que se esta´n cuantificando distintas variables (p
y ρ = p/‖h‖2) y, por lo tanto, los disen˜os o´ptimos no coinciden totalmente. De
forma intuitiva, la ventaja del caso Q-CSIT podr´ıa ser debida a que las variaciones
de la SNR recibida son menos pronunciadas en el caso de Q-CSIT (g frente a g2),
comportamiento ma´s cercano al del caso F-CSIT (o´ptimo global) donde la SNR
recibida permanece constante. Sin embargo, resulta conveniente reiterar que la
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Figura 3.3: Variacio´n del nu´mero de bits realimentados para la adaptacio´n basada
en Q-CSIT (M = 4, rˇ = 2,5, L = 4).
adaptacio´n basada en Q-CSIT requiere exige una mayor tasa de realimentacio´n
que la basada en I-CSIT, especialmente para los casos en que la adaptacio´n basada
en Q-CSIT mejora la basada en I-CSIT (i.e., para valores elevados de Nu).
Por u´ltimo, debe destacarse que, pese a que la teor´ıa efectivamente predec´ıa
que asinto´ticamente las soluciones basadas en Q-CSIT e I-CSIT deber´ıan tender a
la solucio´n basada en F-CSIT y, por lo tanto, la diferencia de prestaciones deber´ıa
desaparecer en el l´ımite (L,Nu → ∞), las simulaciones nume´ricas sugieren que
incluso con un nu´mero relativamente bajo de bits realimentados (e.g., L = 23 y
N = 25) la distancia es pra´cticamente nula.
3.1.6. S´ıntesis de resultados
Para una WSN en la que las comunicaciones se establecen de forma coheren-
te entre los sensores y un CFI, se ha minimizado la potencia media transmitida
garantizando requisitos de tasa de transmisio´n media y BER para escenarios en
los que los sensores dispon´ıan de CSIT: global (F-), cuantificado (Q-) e individual
(I-). A fin de derivar los esquemas de adaptacio´n o´ptimos, s.p.d.o. se ha separado
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el problema original en dos sub-problemas: (i) cuantificacio´n del canal MISO pa-
ra el apuntamiento de haz, y (ii) cuantificacio´n de la ganancia del canal para la
cuantificacio´n y asignacio´n de tasa y potencia. Aprovechando el paralelismo en-
tre el modelo de comunicaciones coherentes de la WSN y el de un sistema MISO
distribuido, se han utilizado te´cnicas de optimizacio´n (programacio´n) no lineal pa-
ra resolver de forma o´ptima (local o global) los problemas planteados derivando
as´ı los esquemas de cuantificacio´n y adaptacio´n que minimizan la potencia y de
complejidad computacional moderada. Los resultados nume´ricos han confirmado
que las soluciones obtenidas para los casos de Q-CSIT e I-CSIT presentan un con-
sumo energe´tico sorprendentemente cercano al presentado por el esquema o´ptimo
basado en F-CSIT, mejoran claramente el consumo de un esquema basado en E-
CSIT que u´nicamente aprovecha la diversidad espacial y que requiere F-CSIT y
ofrecen un ahorro de potencia muy significativo c.r.a. sistemas de lazo abierto que
no utilizan el CSIT.
3.2. Minimizacio´n de potencia en OFDM con
QoS instanta´nea utilizando CSIT
El multiplexado ortogonal por divisio´n en frecuencia (OFDM) es en la actua-
lidad la modulacio´n de referencia para canales selectivos en frecuencia (o canales
multi-camino) con limitaciones de ancho de banda. El hecho de que OFDM haya
sido la te´cnica de transmisio´n adoptada en las tecnolog´ıas digitales de bucle de
abonado (DSL), en los esta´ndares de difusio´n de audio y v´ıdeo digital (DAB/DVB)
y un multitud de redes de a´rea local, por nombrar algunos [36, 90], no hace sino
testimoniar la relevancia y los me´ritos de esta te´cnica. Es un hecho constatado que,
para estos sistemas, tanto la eficiencia espectral como la robustez frente a errores
mejoran de forma clara si existe informacio´n del estado del canal en los trans-
misores (CSIT). Debido a ello, las transmisiones OFDM sobre canales guiados o
sobre canales inala´mbricos que var´ıan lentamente en el tiempo tradicionalmente
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han considerado esquemas adaptativos que, dada una potencia ma´xima de trans-
misio´n, permitieran la maximizacio´n de tasa mediante el uso de CSIT de cara´cter
perfecto y determinista. Sin embargo, al igual que en las secciones anteriores, la
asimetr´ıa entre el canal de transmisio´n y de recepcio´n (la gran mayor´ıa de los
sistemas OFDM son sistemas FDD), los errores de estimacio´n del canal en el re-
ceptor y el retardo del canal de retorno hacen que para la mayor´ıa de sistemas
inala´mbricos resulte imposible que el transmisor disponga de P-CSIT de forma
pra´ctica. Este hecho ha motivado el desarrollo de esquemas OFDM adaptativos
basados en CSIT estad´ıstico (S-CSIT) o incluso cuantificado (Q-CSIT) donde la
descripcio´n de canal se hace en base a un nu´mero limitado de bits provenientes
del receptor (ve´ase, e.g., [20, 25, 47, 97] y referencias). No obstante, los anteriores
trabajos tratan con sistemas limitados por tasa de transmisio´n fiable, en donde el
objetivo principal consiste en maximizar la tasa de transmisio´n o en minimizar la
tasa de error de bit (BER).
Curiosamente, excepto por el caso de [70] donde se utiliza P-CSIT para dis-
minuir el consumo de potencia, no se han dedicado esfuerzos equivalentes para la
optimizacio´n de las prestaciones de sistemas OFDM de un u´nico usuario limitados
por potencia. Este es el tema que se analiza en esta seccio´n, cuyo objetivo prin-
cipal consiste en derivar esquemas y algoritmos de adaptacio´n para minimizar la
potencia instanta´nea sujeta a requisitos de BER y tasa de transmisio´n.
Las diferencias con respecto al escenario de la seccio´n anterior son variadas. En
primer lugar, desde el punto de vista f´ısico, el modelo de canal es distinto: mientras
en el caso anterior se analizaba un canal MISO selectivo en el tiempo y plano en
frecuencia, aqu´ı se analizara´ un canal SISO selectivo en tiempo y en frecuencia.
El uso de OFDM transformara´ el canal doblemente selectivo en un conjunto de
canales paralelos con respuesta en frecuencia plana, aumentando los grados de
libertad del sistema. En segundo lugar el propio esquema de adaptacio´n var´ıa:
mientras en el caso anterior la adaptacio´n de potencia y la tasa se realizaba de
manera conjunta relaciona´ndolas a trave´s del requisito de BER, aqu´ı la adaptacio´n
se hara´ de forma independiente y, por lo tanto, habra´ que an˜adir una ligadura que,
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de forma expl´ıcita, tenga en cuenta el requisito de BER. Finalmente, la tercera
diferencia reside en la forma de evaluar las prestaciones del sistema: si en la seccio´n
3.1 tanto la funcio´n objetivo (potencia) como la ligadura (tasa) representaban
medidas promediadas en el tiempo, en esta seccio´n la potencia, tasa y BER sera´n
promediadas u´nicamente a trave´s de sub-portadoras y por lo tanto instanta´neas en
el tiempo (i.e., se minimizara´ la potencia debiendo satisfacer, para cada s´ımbolo,
un requisito de tasa y BER). Se afronta pues un problema ma´s restrictivo que,
como se vera´, requiere una mayor complejidad para resolverlo.
La presente seccio´n se estructurara´ como sigue. Tras detallar el modelo y es-
cenario de trabajo, se derivara´n en los esquemas de adaptacio´n de potencia y
tasa basados en P-CSIT. La funcio´n principal de este esquema sera´ facilitar una
cota inferior con la que se puedan comparar las prestaciones del resto de esque-
mas adaptativos derivados. A continuacio´n se derivara´n los esquemas basados en
Q-CSIT, que son los ma´s relevantes desde el punto de vista pra´ctico. El disen˜o
basado en Q-CSIT se estructurara´ en dos fases: una fase “off-line” donde se es-
pecificara´ el formato del Q-CSIT a trave´s de la obtencio´n de los umbrales de
cuantificacio´n o´ptimos en base a las estad´ısticas del canal y una fase “on-line”
en la que, basa´ndose en el valor instanta´neo del Q-CSIT, se derivan los esque-
mas o´ptimos de adaptacio´n de tasa y potencia. A fin de aumentar la aplicabilidad
de las te´cnicas propuestas, el siguiente paso consistira´ en encontrar esquemas de
cuantificacio´n, adaptacio´n y realimentacio´n que permitan reducir la complejidad
global del sistema. Finalizado el ana´lisis para el caso de Q-CSIT, se presentara´n
los esquemas de adaptacio´n basados en S-CSIT. Finalmente, concluida la presen-
tacio´n de esquemas, las prestaciones de las distintas alternativas se comparara´n
trave´s de simulaciones nume´ricas, mientras que una s´ıntesis de resultados a modo
de conclusiones servira´ para cerrar la seccio´n.
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Figura 3.4: Diagrama de bloques del sistema OFDM.
3.2.1. Modelo y prea´mbulos
De acuerdo a lo representado en la figura 3.4, se considera un sistema de trans-
misio´n OFDM operando sobre K sub-portadoras (sub-canales) a trave´s un canal
selectivo en frecuencia cuya respuesta al impulso discreta equivalente en banda
base para un tiempo determinado esta´ compuesta por los rayos {hq}Qq=0, donde:
Q := bDma´xBW c denota el orden del canal, Dma´x el tiempo ma´ximo de dispersio´n
y BW el ancho de banda de transmisio´n. El flujo de datos proveniente de la fuente
de informacio´n sera´ entonces dividido en K flujos paralelos cada uno de los cua-
les (indexado mediante k ∈ {1, K}) se modula para obtener s´ımbolos complejos
{Ak}Kk=1 pertenecientes a una constelacio´n de taman˜o M rk y se multiplica por una
constante determinada a fin de transmitirlo con una potencia pk. A la aplicacio´n
de la inversa de la transformada discreta de Fourier (I-DFT) de K puntos a cada
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bloque de K s´ımbolos (cada uno de ellos perteneciente a un sub-flujo distinto) le
sigue la insercio´n de un prefijo c´ıclico de Q muestras, produciendo as´ı un bloque
de K+Q s´ımbolos discretos (t.c.c. s´ımbolo OFDM) que son convertidos en s´ımbo-
los analo´gicos y enviados secuencialmente para su transmisio´n. Estas operaciones
junto con su procesado inverso en el receptor (eliminacio´n del CP, ca´lculo de la
DFT, etc.) convierten al canal selectivo en frecuencia debido al multi-camino en
un conjunto de K canales planos paralelos con coeficiente complejo de transmisio´n
(consu´ltese e.g., [90]): Hk = (1/
√
K)
∑K
q=0 hqe
−j 2pi
K
kq, donde el valor de K se escoge
t´ıpicamente para que K À Q.
La estimacio´n del canal por parte del receptor se realiza en base a s´ımbolos de
entrenamiento (pilotos) que se insertan perio´dicamente (ve´ase, e.g., [67]). Una vez
adquirido el canal, el receptor tiene disponible un vector de ganancias de canal
normalizadas g := [g1, . . . , gK ]
T donde gk := |Hk|2/σ2k representa la ganancia (me-
dida en te´rminos de potencia) normalizada para la k-e´sima sub-portadora y σ2k es
la varianza del ruido AWGN presente en la misma que s.p.d.g. se supone unitaria.
Cada realizacio´n determinista de la VA gk constituye el P-CSI correspondiente a
la k-e´sima sub-portadora, mientras que la media estad´ıstica g¯k := Egk [gk] consti-
tuye el S-CSI correspondiente. Si bien gk debe ser conocido en el transmisor en
el caso de P-CSIT y g¯k debe ser conocido en el transmisor en el caso de S-CSIT,
en el apartado que describe los esquemas basados en Q-CSIT se mostrara´ que g¯k
juega tambie´n un papel importante en el disen˜o del cuantificador de canal que
generara´ el Q-CSIT y, por consiguiente, debera´ ser conocido en los dos extremos
de la cadena de comunicacio´n. En relacio´n a este u´ltimo punto, es necesario des-
tacar que en este trabajo se considerara´ un esquema que cuantifica todas y cada
una de las sub-portadoras. Esto implicara´ que, utilizando de nuevo la convexidad
de las funciones de BER, el disen˜o de las regiones de cuantificacio´n Rk,l (con l
indicando el ı´ndice de la regio´n para la sub-portadora k) correspondera´ con la
seleccio´n de los umbrales τk,l correspondientes (i.e., Rk,l = [τk,l, τk,l+1) ), umbrales
que definira´n el ı´ndice l del intervalo al que la ganancia de la realizacio´n de la
k-e´sima sub-portadora (gk) pertenece. En base a estas regiones, se podra´ definir el
66
3.2 Minimizacio´n de potencia en OFDM con QoS instanta´nea
utilizando CSIT
vector aleatorio de bits c := [c1, . . . , cK ]
T donde ck es la representacio´n binaria del
ı´ndice l para la sub-portadora k. De esta manera, c = c(g) constituira´ el Q-CSI
que, a trave´s del canal de realimentacio´n y para cada realizacio´n del canal, el re-
ceptor enviara´ al trasmisor a fin de que este pueda adaptar la distribucio´n de bits
y potencia a lo largo de las sub-portadoras disponibles.
El objetivo del disen˜o en esta seccio´n consistira´ en, basa´ndose en g (P-CSIT),
en su media g¯ (S-CSIT) o en la cuantificacio´n de las ganancias contenidas en el
vector de bits c (Q-CSIT), escoger vectores de potencia p := [p1 . . . pK ]
T y de
bits13 mr := [M r1 , . . . ,M
r
K ]
T de manera que se minimice la potencia p :=
∑K
k=1 pk
o su media p¯ cumpliendo requisitos de calidad de servicio consistentes en una
tasa de transmisio´n mı´nima (rˇ) y BER ma´xima (²ˇ) para cada uno de los s´ımbolos
OFDM transmitidos a := [A1 . . . AK ]
T (i.e., se satisfacen niveles de QoS de forma
instanta´nea). Asimismo, para el caso de Q-CSIT, se elegira´ de forma adecuada
el cuantificador de canal y se propondra´n esquemas flexibles de adaptacio´n de
potencia y tasa transmitida que, aunque posiblemente sub-o´ptimos en lo que a
consumo de potencia se refiere, permitan una implementacio´n con complejidad
reducida o despreciable.
La consecucio´n de los anteriores objetivos se realizara´ bajo las siguientes su-
posiciones:
(sp1) Los s´ımbolos Ak pertenecen a constelaciones QAM de taman˜o M
r
k ;
(sp2) Los sub-canales Hk permanecen invariantes al menos durante dos s´ımbolos
OFDM consecutivos, pueden presentar correlacio´n para distintos k y cada uno de
ellos sigue una distribucio´n compleja gaussiana; i.e., la ganancia de potencia de
cada sub-portadora, gk, tiene una FDP exponencial fgk(gk) = (1/g¯k) exp(−gk/g¯k);
(sp3) El canal de realimentacio´n esta´ libre de errores y presenta un retardo des-
preciable.
Las suposiciones (sp1)-(sp3) son compartidas por la mayor´ıa de disen˜os exis-
13No´tese que, a diferencia de la seccio´n anterior, aqu´ı no se considerara´ como variable de
adaptacio´n directamente la tasa de transmisio´n sino el taman˜o de la constelacio´n de s´ımbolos con
la que se transmite. Como se vera´ ma´s adelante, este cambio influira´ en la te´cnica de optimizacio´n
utilizada para resolver el problema.
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tentes [20, 25, 36, 47], y t´ıpicamente se satisfacen en la pra´ctica. En principio, los
resultados derivados aplican a cualquier tipo de FDP, pero (sp2) simplifica las
expresiones obtenidas. Como ya se ha comentado en anteriores ocasiones, la in-
variabilidad expresada en (sp2) hace que los disen˜os sean tolerantes a pequen˜os
retrasos en la informacio´n de realimentacio´n y, aunque en el l´ımite podr´ıa resultar
restrictiva para disen˜os basados en P-CSIT, es sin duda razonable para disen˜os
basados en Q-CSIT donde el canal en cada sub-portadora puede variar de un
s´ımbolo a otro con tal de que el intervalo de cuantificacio´n permanezca constante.
Por u´ltimo (sp3) es una suposicio´n t´ıpica para los canales de realimentacio´n donde
la tasa de informacio´n es baja y presentan una fuerte proteccio´n frente a errores.
Con r denotando la tasa de transmisio´n (nu´mero de bits por s´ımbolo –bloque–
OFDM que puede expresarse como r =
∑K
k=1 log2M
r
k ), la BER por s´ımbolo (nu´me-
ro esperado de bits erro´neos dividido por nu´mero de bits transmitido) es
²(g,p,mr) =
1
r
K∑
k=1
log2M
r
k²k(gk, pk,M
r
k ) (3.40)
donde ²k(gk, pk,M
r
k ) ' κ1 exp (−υkgkpk) y, para las constelaciones QAM recogidas
bajo (sp1), κ1 = 0,2, υk :=
κ2
Mrk−1
, κ2 = 1 siM
r
k = 2 y κ2 = 1,5 siM
r
k ≥ 4. Distintos
trabajos ( [21,28]) demuestran que la aproximacio´n de la BER para la k-e´sima sub-
portadora en base a ²k(·) es muy precisa y su uso para el disen˜o y caracterizacio´n
de sistemas OFDM esta´ ampliamente extendido. No´tese que para un determinado
valor de BER para la sub-portadora k-e´sima, a trave´s de la inversio´n de la funcio´n
²k(·), pk puede expresarse como funcio´n de gk y los valores de κ1 y υk de forma
similar a lo realizado en (3.10). Esta expresio´n junto con (3.40) aparecera´n de
forma expl´ıcita en el siguiente apartado, donde se optimiza la asignacio´n de bits
y potencia en base a P-CSIT.
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3.2.2. Adaptacio´n o´ptima basada en P-CSIT
En esta apartado, suponiendo que el vector g es conocido, se optimizara´ la
potencia transmitida por un sistema OFDM. Recue´rdese que si bien el esquema
de adaptacio´n que a continuacio´n se derivara´ es de utilidad para sistemas trans-
mitiendo a trave´s de canales inala´mbricos de variabilidad muy lenta o sistemas
cableados, al representar g el CSI ma´s completo (avanzado) posible, sirve sobre
todo para acotar el consumo de potencia de los disen˜os basados en CSIT par-
cial (bien sea cuantificado o estad´ıstico). Con M denotando el conjunto finito de
posibles valores para mr, el problema de optimizacio´n basado en P-CSIT puede
plantearse como sigue:
mı´nmr(g)∈M,p(g)≥0 J(p), J(p) :=
∑K
k=1 pk(g)
s. a : C1.
∑K
k=1
log2M
r
k
rˇ
²k(gk, pk,M
r
k ) ≤ ²ˇ
C2.
∑K
k=1 log2M
r
k ≥ rˇ .
(3.41)
Puesto que las componentes de p son valores continuos mientras que las de mr
son valores enteros, el problema de optimizacio´n pertenece al tipo de programa-
cio´n entera mixta (o mixed-integer programming –MIP–) para cuya resolucio´n se
propone proceder en dos fases. En primer lugar se resolvera´ (3.41) para un mr
determinado (i.e., se eliminara´ C2 y el valor o´ptimo de la asignacio´n de potencia p
obtenido quedara´ expresado en te´rminos de mr), resuelto este primer paso se se-
leccionara´ el o´ptimo global (p∗,mr∗) mediante bu´squeda exhaustiva14 entre todas
las combinaciones (finitas) de mr ∈ M. Sustituyendo (3.40) en (3.41), el primer
problema puede plantearse como: mı´np(g)≥0 J(p), J(p) =
∑K
k=1 pk(g)
s. a : C1.
∑K
k=1
log2M
r
k
rˇ
κ1 exp (−υkgkpk(g)) ≤ ²ˇ.
(3.42)
14Como se mostrara´ en breve cuando se presente el algoritmo de adaptacio´n, el taman˜o del
espacio de bu´squeda para mr se reducira´ dra´sticamente.
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Haciendo uso de las condiciones (necesarias) de optimalidad KKT [32, seccio´n
14.6], la solucio´n o´ptima expresada en te´rminos de p∗k(g) puede expresarse como:
p∗k(g) =
1
υkgk
[
ln
(
κ1υkgk log2M
r
k
rˇ
βD
)]+
, (3.43)
donde βD representa el valor del multiplicador de Lagrange cuyo valor se obtiene
tras la sustitucio´n de (3.43) en C1 y la satisfaccio´n estricta de la restriccio´n. Puesto
que J(p) y C1 son funciones convexas c.r.a. p, la solucio´n en (3.43) representa
un o´ptimo global. No´tese que para valores de ganancia muy bajos, la asignacio´n
o´ptima exige que se cargue potencia nula en la sub-portadora15. Sea Ka entonces
el conjunto de ı´ndices correspondiente a las Ka (≤ K) sub-portadoras activas (i.e.,
aquellas a las que se asigna una potencia distinta de cero). Sustituyendo (3.43) en
C1, se obtiene
β∗D =
1
²ˇ
∑
k∈Ka
1
υkgk
. (3.44)
Una vez resuelta la primera fase, en la segunda debe incorporarse la ligadura C2.
La resolucio´n del problema global junto con la reduccio´n de la bu´squeda exhaus-
tiva sobre mr se describe en el siguiente algoritmo:
Algoritmo 3.6 (P-CSIT)
(S6.1) Ordene las sub-portadoras de forma descendente en funcio´n de sus valores
de gk.
15Aunque el hecho de eliminar aquellas sub-portadoras que tengan una ganancia muy pequen˜a
resulte fa´cil de entender intuitivamente, la explicacio´n matema´tica de este comportamiento es
algo ma´s compleja. La justificacio´n reside en el hecho de que la solucio´n natural asociada a
la derivada del Lagrangiano de 3.42 admite valores negativos al mismo tiempo que existe una
ligadura impl´ıcita que exige p(g) ≥ 0. De forma similar a lo que ocurr´ıa en el problema (3.32)
para las ligaduras expl´ıcitas en C2, la violacio´n aqu´ı de la condicio´n impl´ıcita pk(g) ≥ 0 activa
inmediatamente el multiplicador de Lagrange impl´ıcito asociado (deno´tese por αk). Una vez que
α∗k no es nulo y puesto que las condiciones de debilidad complementaria exigen que α
∗
kp
∗
k(g) = 0,
se deduce inmediatamente que p∗k(g) = 0. El hecho de que resulte imposible que la solucio´n
o´ptima en (3.43) tome un valor negativo se refleja de forma compacta en el uso del operador [·]+.
En el siguiente cap´ıtulo se resolvera´n problemas de optimizacio´n que debera´n tener en cuenta de
forma expl´ıcita este tipo de ligaduras.
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(S6.2) Cree una tabla que contenga todos los vectores mr cuyas componentes ten-
gan valores decrecientes y que satisfagan de forma ajustada (i.e., como una
igualdad) la restriccio´n C2. Empareje esta tabla con la obtenida en el pa-
so (S6.1) para las ganancias de sub-portadoras (i.e., si gk1 ≥ gk2, entonces
M rk1 ≥M rk2).
(S6.3) Para cada mr de la tabla, evalu´e en base a (3.43) el vector p∗ y se-
leccione como solucio´n o´ptima la pareja (mr∗,p∗) que entran˜e un coste
J(p) =
∑K
k=1 pk mı´nimo.
El proceso de ordenacio´n en (S6.1) confina dra´sticamente la bu´squeda sobre M
(consu´ltese [70] para una demostracio´n matema´tica). La intuicio´n detra´s de esta
decisio´n consiste en que, a fin de minimizar J(p), los mayores valores de M rk
debera´n ser asignados a las sub-portadoras con mayores gk.
Comparando la adaptacio´n del esquema propuesto con el principio de “water-
filling” (que maximiza la capacidad sujeta a una restriccio´n de potencia [18] y que
dicta que potencia y tasa son valores crecientes c.r.a. la ganancia del canal) se
comprueba que para el algoritmo 3.6, aunque parecido, el comportamiento no es
ide´ntico puesto que: (i) M rk crece o se mantiene si gk crece (esto se debe a que
M rk es una variable entera y el crecimiento de su valor debe ser escalonado) y (ii)
para los casos en que el crecimiento de gk sea lo suficientemente grande como para
hacer crecer M rk , la potencia pk crecera´ tambie´n, pero para los casos en que gk
crece y M rk se mantenga constate, la potencia pk disminuira´ [cf. (3.43)].
Observacio´n 3.3 El algoritmo 3.6 presenta una complejidad moderada si K y
en especial rˇ toman valores medios-bajos, lo cual resulta razonable para sistemas
limitados en potencia donde los requisitos de tasa no suelen ser elevados. En caso
contrario, la tabla creada en el paso (S6.2) podr´ıa disparar su taman˜o y las nece-
sidades de co´mputo ser´ıan grandes. Aunque no se vayan a derivar en esta tesis,
s´ı conviene sen˜alar que en aquellos casos en los que la capacidad computacional
sea un factor limitador y la dimensionalidad del problema sea elevada, el espacio
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de bu´squeda sobre M puede confinarse todav´ıa ma´s mediante el uso de esquemas
de ordenacio´n –similares a los de los pasos (S6.1) y (S6.2)– que tengan en cuenta
no so´lo la descripcio´n (tendencia) de primer orden sino la estructura completa de
la funcio´n BER.
Observacio´n 3.4 Existen diversas te´cnicas de MIP que, a diferencia de la
aqu´ı propuesta, considerando simulta´neamente C1 y C2 podr´ıan utilizarse para
resolver el problema de optimizacio´n en (3.41). Sin embargo, la consideracio´n con-
junta de C1 y C2 incrementa la dimensionalidad del problema y la carga compu-
tacional. Como ejemplo puede tomarse el algoritmo “branch-and-bound with La-
grangian relaxation” [9] cuya aplicacio´n a distintos problemas de comunicaciones
es exitosa. La utilizacio´n de esta te´cnica para el problema en (3.41) requerir´ıa
la resolucio´n de un conjunto de sub-problemas que no son convexos, aumentado
considerablemente la complejidad c.r.a. la del algoritmo 3.6.
Observacio´n 3.5 A pesar de que la relacio´n de potencia de pico a potencia media
(PAPR) es un para´metro relevante para el consumo de sistemas OFDM, en los
problemas de optimizacio´n planteados no se han incluido restricciones relacionadas
con PAPR. Esto se debe al hecho de que, existen en la literatura esquemas de pre-
distorsio´n (tales como el algoritmo de “selected mapping” en [73]) que aplicados
a cada bloque de s´ımbolos a satisfacen requisitos de PAPR y que, por lo tanto, no
dependen de la asignacio´n posterior de bits y potencia por sub-portadora.
3.2.3. Adaptacio´n y cuantificacio´n o´ptimas basadas en Q-
CSIT
La minimizacio´n de la potencia transmitida por el sistema OFDM en este
apartado se realizara´ no basa´ndose en el vector g que contiene las realizaciones
del canal para las distintas sub-portadoras, sino el vector de bits c que para la
realizacio´n considerada contiene los ı´ndices de las regiones de cuantificacio´n a las
que las ganancias pertenece. En este contexto, se supondra´ que:
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(sp4) La palabra ck (k-e´sima componente de c) tiene longitud B ∀k; por consi-
guiente, c es un vector de taman˜o KB × 1 cuyos elementos toman el valor 0, 1.
EstosB bits por sub-portadora indexara´n 2B regiones diferentesRk,l := [τk,l, τk,l+1)
que, en forma de intervalos consecutivos, cubren el espacio de variacio´n de gk y que
por cada sub-portadora k ∈ {1, . . . , K} puede ser equivalentemente representadas
por los umbrales de cuantificacio´n [τk,1, . . . , τk,2B−1]T := τk. No´tese que el ı´ndice
l ∈ {0, . . . , 2B}, que τk,0 = 0 y τk,2B =∞ ∀k y que en general τk 6= τk′ .
La minimizacio´n de potencia en base a Q-CSIT se realizara´ en dos fases: (i)
obtencio´n de los umbrales de cuantificacio´n o´ptimos τ ∗ := {τ ∗k }Kk=1 que se basara´ y
se realizara´ durante la fase preliminar de establecimiento de la comunicacio´n (i.e.,
“off-line”); y (ii) derivacio´n de los vectores de adaptacio´n de potencia y tasa o´pti-
mos (p∗,mr∗), esta adaptacio´n se realizara´ en tiempo real para cada realizacio´n
del canal (i.e., “on-line”) y tomara´ como base el vector c que contendra´ el Q-CSI
generado de acuerdo al cuantificador obtenido en la fase (i).
Fase “off-line”: disen˜o del cuantificador
El objetivo de este apartado consiste en derivar umbrales de cuantificacio´n pa-
ra las VA gk. El co´mputo y valor final de los umbrales dependera´ de la medida
de distorsio´n utilizada. Siguiendo la metodolog´ıa propuesta en esta disertacio´n,
puesto que el objetivo final consiste en minimizar la potencia transmitida, una
posible forma de disen˜o consiste en plantear un problema de cuantificacio´n con
restricciones donde los umbrales se obtienen como la solucio´n de un problema de
minimizacio´n (como se vera´ de forma ma´s detallada en el siguiente cap´ıtulo la me-
dida de distorsio´n en ese caso la constituye la funcio´n dual de Lagrange asociada
al problema de optimizacio´n). No obstante, la funcio´n objetivo final que se desea
minimizar es una funcio´n instanta´nea mientras que el disen˜o de los umbrales de
cuantificacio´n requiere el uso de una medida ponderada en el espacio de la VA16, lo
que hace que no sea posible aplicar de manera directa el disen˜o propuesto (no´tese
16La ergodicidad del canal garantiza que el promedio realizado c.r.a. espacio de gk sea equiva-
lente al realizado c.r.a. tiempo.
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que si los umbrales pudieran calcularse para cada realizacio´n del canal la expre-
sio´n o´ptima de los mismos ser´ıa trivial τ ∗k,l = gk,∀l). Puesto que las prestaciones
del cuantificador deben medirse de forma promediada, el cuantificador de canal
sera´ disen˜ado con la finalidad de minimizar la potencia transmitida media
∑K
k=1 p¯k
sujeta a restricciones (tambie´n medias) de tasa y BER.
A fin de evaluar p¯k debe considerarse que pk dependera´ de la versio´n cuantifi-
cada de la VA continua gk que toma 2
B valores diferentes, de esta forma pk puede
entenderse como una VA discreta que puede tomar valores {pk,l}2B−1l=0 cada uno
de ellos con probabilidad Pr(pk = pk,l) = Pr(gk ∈ Rk,l) :=
∫ τk,l+1
τk,l
fgk(gk)dgk =
exp(−τk,l/g¯k)− exp(−τk,l+1/g¯k), donde la u´ltima igualdad viene del hecho de que,
de acuerdo a (sp2), gk se distribuye de forma exponencial. En este punto la po-
tencia media puede escribirse como p¯k =
∑2B−1
l=0 pk,lPr(pk = pk,l), expresio´n que
muestra claramente la dependencia de la potencia media c.r.a. los umbrales y la
FDP del canal y que, por lo tanto, constituye el primer paso para abordar el disen˜o
o´ptimo del cuantificador. Argumentando de forma similar y teniendo en cuenta que
gk es una VA continua y pk una VA discreta, la BER media por sub-portadora
puede escribirse como: ²k(τk, {pk,l},M rk ) =
∑2B−1
l=0
∫ τk,l+1
τk,l
²k(gk, pk,l,M
r
k )fgk(gk)dgk.
No´tese que para la regio´n correspondiente a l = 0 se tiene pk,0 = ²k = 1.
Utilizando la potencia media como funcio´n objetivo e incluyendo la tasa y BER
en las restricciones del problema, los umbrales de cuantificacio´n pueden obtenerse
como la solucio´n del siguiente problema de minimizacio´n con ligaduras:
mı´nτk,l(B,g¯)≥0 J(p¯), J(p¯) :=
∑K
k=1 p¯k(B, g¯)
s. a : C1.
∑K
k=1
log2M
r
k
rˇ
²k(τk, {pk,l},M rk ) ≤ ²ˇ
C2.
∑K
k=1 log2M
r
k ≥ rˇ .
(3.45)
Como en el caso de optimizacio´n basada en P-CSIT, se resolvera´ primero (3.45)
sin tener en cuenta la restriccio´n C2. Sustituyendo las expresiones de p¯k y ²k en
(3.45) y definiendo θk,l := υkpk,l+1/g¯k, la funcio´n objetivo y la restriccio´n de BER
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expresada en C1 para el problema simplificado pueden escribirse como:
J(p¯) =
K∑
k=1
2B−1∑
l=1
pk,l
(
e
− τk,l
gk − e−
τk,l+1
gk
)
. (3.46)
C1.
K∑
k=1
κ1 log2M
r
k
rˇgk
2B−1∑
l=1
e−θk,lτk,l−e−θk,lτk,l+1
θk,l
≤ ²ˇ. (3.47)
Observacio´n 3.6 Mientras que a efectos de optimalidad las condiciones KKT
son necesarias, el cara´cter de o´ptimo global requiere tambie´n la convexidad de la
funcio´n objetivo y de las ligaduras [32]. De las tres condiciones exigidas a J(p) =∑K
k=1
∑2B−1
l=0 pk,l
∫ τk,l+1
τk,l
fgk(gk)dgk para ser convexo c.r.a. pk,l y τk,l (a saber,
∂2P
∂p2k,l
≥
0, ∂
2P
∂τ2k,l
≥ 0, y ∂2P
∂p2k,l
∂2P
∂τ2k,l
−
[
∂P
∂pk,l∂τk,l
]2
≥ 0, [32, ape´ndice 1]), es sencillo comprobar
que ∂
2P
∂p2k,l
= 0 y, por lo tanto, la tercera condicio´n no se satisface. Esto hace que
J(p¯) no sea convexo y, por lo tanto, so´lo existen garant´ıas de que la solucio´n
“off-line” sea un o´ptimo local.
Enmarcando el problema de optimizacio´n de (3.45) dentro de la teor´ıa cla´si-
ca de cuantificacio´n, el comportamiento descrito es el t´ıpico para cuantificadores
vectoriales (consu´ltese, e.g., [23]) donde la optimalidad global puede u´nicamente
demostrarse para medidas de distorsio´n uni-modales [83]. No obstante, el com-
portamiento de los cuantificadores de cara´cter local es en general satisfactorio,
ejerciendo en ocasiones incluso de o´ptimo global (bien porque es u´nico, bien por-
que las prestaciones de distintos o´ptimos locales es semejante).
La funcio´n dual de Lagrange (o simplemente Lagrangiano) asociada a la mini-
mizacio´n de (3.46) sujeta a (3.47) puede escribirse como
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L(βQ) = . . .+ pk,l−1
∫ τk,l
τk,l−1
fgk(gk)dgk + pk,l
∫ τk,l+1
τk,l
fgk(gk)dgk + . . .
+ βQ
{∑
k
κ1 log2M
r
k
rˇ
[
. . .+
∫ τk,l
τk,l−1
e−υkgkpk,l−1fgk(gk)dgk
+
∫ τk,l+1
τk,l
e−υkgkpk,lfgk(gk)dgk + . . .
]
− ²ˇ
}
, (3.48)
τ donde βQ es el multiplicador de Lagrange asociado a la restriccio´n en C1. De-
finiendo ψ(θk,l, τk,l) := (1 + θk,lτk,l)e
−θk,lτk,l , las condiciones KKT correspondientes
a ∂L/∂τk,l = 0 y ∂L/∂pk,l = 0, dictan que (para k = 1, . . . K y l = 1, . . . 2B − 1)
pk,l−1 − pk,l + βQκ1
rˇ
log2 (M
r
k )
[
e−υkτk,lpk,l−1 − e−υkτk,lpk,l] = 0, (3.49)
e
− τk,l
gk − e−
τk,l+1
gk − βQκ1υk log2M
r
k
rˇgkθ
2
kj
[ψ(θk,l, τk,l)− ψ(θk,l, τk,l+1)] = 0. (3.50)
Este conjunto de 2(2BK) ecuaciones puede ser representado de forma compacta
a trave´s de funciones no lineales cuyos argumentos son las potencias y umbrales
de cuantificacio´n. De esta manera Z1(pk,l−1, pk,l, τ ∗k,l) = 0 representara´ la ecuacio´n
(3.49) y Z2(pk,l, τ ∗k,l, τ ∗k,l+1) = 0 hara´ lo propio con (3.50). Utilizando esta notacio´n,
los umbrales o´ptimos τ ∗k,l se obtendra´n como resultado de aplicar el siguiente al-
goritmo:
Algoritmo 3.7 (Q-CSIT)
(S7.1.) Ordene las sub-portadoras de forma decreciente en base a g¯k y genere una
tabla de vectores mr ordenados que satisfagan la restriccio´n de tasa de for-
ma ana´loga a lo realizado en los pasos (S6.1) y (S6.2) del algoritmo 3.6.
Finalizadas estas tareas, ejecute el paso (S7.2) para cada entrada mr.
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(S7.2.) Dado un valor de βQ;
• Para k = 1 : K
• Para τk,1 = 0 : τma´x, donde τma´x se calcula de manera que, e.g., Pr(gk >
τma´x) = 0,01;
Dado un valor de τk,1, resuelva nume´ricamente (3.49) (e.g., a trave´s de
una bu´squeda lineal basada en el me´todo de biseccio´n) y obtenga una ra´ız
pk,1 (recuerde que pk,0 = 0). En base al valor obtenido de pk,1, resuelva
(3.50) c.r.a. τk,2. De manera ana´loga, incrementando el ı´ndice l y alter-
nando entre (3.49) y (3.50) obtenga {pk,l} y {τk,l} para l = 1, . . . , 2B−1.
Puesto que los valores de potencia y umbrales se calcula sin hacer uso de
(3.50) para l = 2B − 1, utilice esta ecuacio´n para comprobar la viabili-
dad del valor inicial de τk,1 y, por consiguiente, de la solucio´n asociada
calculada.
• Fin del lazo en τk,1.
• Fin del lazo en k.
• En este punto se tiene una pareja de valores τ ,p que, para el valor de βQ
considerado, satisfacen las condiciones (3.49) y 3.50). Compruebe si la
solucio´n candidata satisfacer de forma ajustada la restriccio´n de BER en
(3.47); en caso de que lo haga repita almacene la solucio´n y repita el paso
(S7.2) para una nueva entrada mr; en caso de que no lo haga, mantenga
mr, elimine la solucio´n candidata y modifique el valor de βQ.
Fin del lazo en βQ.
(S7.3.) De entre todas las soluciones τ va´lidas, escoja como o´ptima aquella que tenga
asociado un coste (J(p¯) en (3.46)) mı´nimo.
En el paso (S7.1), cada seleccio´n de {M rk}Kak=1 satisface: (i) Ka ≤ K y (ii)
M rk1 ≥ M rk2 si g¯k1 ≥ g¯k2 . Esto significa que el algoritmo 3.7 genera de forma
directa umbrales u´nicamente para las Ka sub-portadoras que son “mejores en
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media”. Puesto que el cuantificador de canal se aplicara´ para un escenario de
adaptacio´n instanta´nea (por cada s´ımbolo), necesitara´ que los umbrales se definan
para todas las sub-portadoras. Los resultados obtenidos al aplicar del algoritmo 3.7
sobre un extenso grupo de casos de estudio, sugieren que para un mismo ı´ndice de
regio´n l la relacio´n τk,l/g¯k es pra´cticamente constante para cualquier ı´ndice de sub-
portadora k ∈ Ka. De esta forma un sencillo me´todo para extender la definicio´n
del cuantificador consiste en considerar los umbrales τk′,l = Ek∈Ka [τk,l/g¯k]g¯k′ para
aquellos k′ /∈ Ka . Esta interesante caracter´ıstica sera´ adema´s aprovechada en el
siguiente apartado para reducir la complejidad asociada al disen˜o del cuantificador.
En el paso (S7.2), dado un valor inicial de βQ, existen diversos me´todos que
pueden utilizarse para actualizar el valor del multiplicador βQ [9, cap´ıtulo 4].
Escogiendo, como ya se hizo en la seccio´n anterior, el me´todo de los multipli-
cadores, la actualizacio´n para cada iteracio´n en el paso (S7.2) se calcula como
β
(i+1)
Q = β
(i)
Q + c
(i)
[∑K
k=1
log2M
r
k
rˇ
²k(τk, {pk,l},M rk )− ²ˇ
]
donde i denota el ı´ndice de
iteracio´n y c es un para´metro de penalizacio´n que puede ser adaptado en funcio´n
de las necesidades de convergencia.
No´tese asimismo que aunque el problema inicial expresado en (3.49) y (3.50)
consist´ıa en resolver un sistema de 2(2BK) ecuaciones no lineales de forma nume´ri-
ca, el me´todo de resolucio´n propuesto en el algoritmo 3.7 reduce esta tarea a K
bu´squedas unidimensionales cada una de las cuales requiere la realizacio´n secuen-
cial de otras 2B+1 bu´squedas unidimensionales, lo que supone una disminucio´n
dra´stica de la complejidad computacional requerida.
Observacio´n 3.7 Adema´s de los umbrales, el algoritmo 3.7 genera como resul-
tado los para´metros (mr,Ka, βQ) que minimizan la potencia media satisfaciendo
requisitos de BER media. Los valores (mr,Ka, βQ) pueden utilizarse en algoritmos
que, aunque sub-o´ptimos, reduzcan considerablemente la complejidad asociada a los
esquemas de adaptacio´n “on-line”. Estos algoritmos sera´n analizados en el aparta-
do 3.2.4, no obstante, primero debera´ derivarse el esquema o´ptimo de adaptacio´n
“on-line” que, tomando como entrada la palabra c = c(g) construida de acuer-
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do a los umbrales aqu´ı derivados, genera los vectores de tasa y potencia (mr,p)
que minimizan la potencia a la par que satisfacen requisitos de QoS de forma
instanta´nea.
Fase “on-line”: adaptacio´n de tasa y potencia
Con los para´metros del cuantificador (umbrales y por consiguiente regiones)
dados, el receptor estima cada realizacio´n g y la cuantifica para obtener el vector
de bits c. Recibida c (Q-CSIT), el transmisor debera´ calcular de forma “on-line” la
pareja (mr,p) que, para el s´ımbolo considerado, minimiza la potencia satisfaciendo
restricciones de tasa y de lo que se llamara´ BER condicionada. Definiendo θk :=
υkpk + 1/g¯k, esta u´ltima podra´ expresarse como:
²k|c :=
∫ τk,l+1
τk,l
²k(pk, gk)fgk(gk)dgk
Pr(gk ∈ Rk,l) (3.51)
=
κ1
(
e−θkτk,l − e−θkτk,l+1)
g¯kθk(e−τk,l/g¯k − e−τk,l+1/g¯k) ; (3.52)
i.e., ²k|c corresponde al valor esperado de la BER para el s´ımbolo OFDM dado
el hecho de que (condicionado a que) la versio´n cuantificada del canal g es c (el
numerador de (3.51) promedia la BER sobre todas las posibles realizaciones del
canal que pertenecen a la regio´n Rk,l, mientras que el denominador no es ma´s que
la probabilidad de que la realizacio´n del canal pertenezca a Rk,l). En base a la
BER condicionada, el problema de optimizacio´n del que se derivan los esquemas
o´ptimos de adaptacio´n puede formularse como:
mı´nmr(c)∈M,p(c)≥0 J(p), J(p) :=
∑K
k=1 pk(c)
s. a : C1.
∑K
k=1
log2M
r
k
rˇ
²k|c(τk,l, τk,l+1, pk,M rk |c) ≤ ²ˇ
C2.
∑K
k=1 log2M
r
k ≥ rˇ .
(3.53)
Comparando (3.53) con (3.45), se deduce que, aparte del hecho de que el disen˜o del
cuantificador este´ dado, la estructura de ambos problemas es semejante. Puesto
que el valor escalar del denominador en (3.51) simplemente escala el valor del
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multiplicador βQ, una versio´n simplificada del algoritmo 3.7 que no necesita buscar
sobre el valor de los umbrales y que no tiene en cuenta (3.49) puede aplicarse
tambie´n para resolver (3.53). Por otro lado, debido a que el objetivo aqu´ı consiste
en encontrar los valores o´ptimos de (mr,p) para cada realizacio´n del canal (al igual
que en el algoritmo 3.6 y al contrario que en el algoritmo 3.7 cuyo objetivo era el
ca´lculo de umbrales) se mostrara´ que el problema es convexo y que, por lo tanto, las
condiciones KKT dan lugar a un o´ptimo global. A fin de probar convexidad, puesto
que no existe dependencia cruzada entre la potencia de distintas sub-portadoras,
basta con demostrar que ∂2J(p)/∂p2k ≥ 0 y ∂2²|c/∂p2k ≥ 0. La satisfaccio´n de la
primera condicio´n es trivial, mientras que la de la segunda se verifica de la forma:
∂2²|c
∂p2k
=
κ1 log2M
r
k
rˇ
(
e−τk,l/gk − e−τk,l+1/gk)
∫ τk,l+1
τk,l
(υkgk)
2e−θkgkdgk ≥ 0, (3.54)
donde la u´ltima desigualdad de debe al hecho de que τk,l < τk,l+1 y el integrando
sea mayor o igual que cero.
3.2.4. Reduccio´n de la complejidad de la optimizacio´n ba-
sada en Q-CSIT
Cuando se calcula el disen˜o o´ptimo del cuantificador, en cada iteracio´n del
algoritmo 3.7 (correspondiente a cada posible valor ordenado de mr y un valor
de βQ), debe encontrase el valor de 2
B − 1 umbrales τk,l y 2B − 1 niveles de
potencia pk,l por cada sub-portadora, lo que supone la bu´squeda de 2K(2
B − 1)
inco´gnitas para cada par (mr, βQ). A pesar de que, como ya se menciono´ tras la
presentacio´n del algoritmo 3.7, se pueda aprovechar la estructura de la solucio´n
para no recurrir a una bu´squeda exhaustiva, para valores elevados de K, B y rˇ la
complejidad computacional necesaria puede ser muy elevada. Este comportamiento
motiva el desarrollo en este apartado de te´cnicas que, si bien sub-o´ptimas, reducen
la complejidad asociada a los algoritmos de cuantificacio´n y adaptacio´n.
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Alternativas para la reduccio´n de la complejidad
Un aspecto clave para la reduccio´n de la complejidad computacional consiste en
disminuir el nu´mero de inco´gnitas. La idea para conseguir este objetivo consiste en
expresar los niveles de potencia pk,l en te´rminos de los umbrales de cuantificacio´n
τk,l (lo que, como primera consecuencia, reduce el nu´mero de inco´gnitas a la mitad).
Para obtener dicha relacio´n, se aprovechara´ la estructura de la asignacio´n o´ptima
de potencia p∗k(gk) para el caso de P-CSIT [cf., (3.43)] y se analizara´n cuatro
alternativas diferentes para la reduccio´n de la complejidad (RC):
RC1. Estimar la ganancia cuantificada mediante gˆk,l = (τk,l + τk,l+1)/2 y utilizar
(3.43) para obtener la potencia como pk,l = pk(gˆk,l).
RC2. Utilizar la FDP de para estimar la ganancia de la k-e´sima sub-portadora
como
gˆk,l = Egk [gˆk|l] = Egk [gˆk|τk,l < gk < τk,l+1] = 1e−θk,l/g¯k−e−θk,l+1/g¯k
× [τk,le−τk,l/g¯k − τk,l+1e−τk,l+1/g¯k g¯k (e−τk,l/g¯k − e−τk,l+1/g¯k)] , (3.55)
y emplear nuevamente (3.43) para obtener los niveles de la potencia pk,l =
pk(gˆk,l).
RC3. Evitar la estimacio´n del valor cuantificado de gk estimando directamente el
valor cuantificado de la potencia (ve´ase [19])
pk,l =
1
2
pk(gk)|gk=τk,l +
1
2
pk(gk)|gk=τk,l+1 . (3.56)
RC4. Utilizar, como en RC2, la FDP de la ganancia para estimar el valor cuanti-
ficado de la potencia de una forma ma´s precisa: pk,l = Egk [pk(gk)|τk,l < gk <
τk,l+1], que puede ser calculado empleando (3.43) e integracio´n nume´rica.
Entre estas cuatro alternativas, RC1 (punto medio de la regio´n de cuantificacio´n)
es la ma´s simple, pero como confirmara´n las simulaciones nume´ricas, tambie´n es
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la que conduce a los disen˜os de mayor consumo de potencia. Por otro lado, los di-
sen˜os basados en RC4 (potencia esperada) son ligeramente mejores desde el punto
de vista de consumo que los basados en RC2 y RC3 pero entran˜an una comple-
jidad considerablemente mayor y no tienen la ventaja an˜adida de presentar una
expresio´n anal´ıtica de pk,l en te´rminos de τk,l. Finalmente, la superioridad de RC3
(punto medio de la regio´n de potencia) frente a R2 (ganancia esperada) hace que
sea RC3 la alternativa ma´s prometedora cuando se tiene en cuenta conjuntamente
la complejidad y el consumo de potencia. Por esta causa, de ahora en adelante se
utilizara´ RC3 como alternativa por defecto para relacionar pk,l y τk,l. Sustituyendo
(3.43) en (3.56), pk,l = pk,l(τk,l, τk,+1) puede escribirse como
pk,l =
1
2υk
{
[ln (υkτk,l log2(M
r
k )β1)]
+
τk,l
+
[ln (υkτk,l+1 log2(M
r
k )β1)]
+
τk,l+1
}
, (3.57)
donde β1 es una constante (que estara´ relacionada con la satisfaccio´n de la res-
triccio´n de BER) que sustituye a βD y que, como se vera´ ma´s tarde, debera´ ser
calculada de forma conjunta con el multiplicador de Lagrange βQ correspondiente
al algoritmo original de optimizacio´n para Q-CSIT. Basa´ndose en (3.57), se sim-
plificara´ la fase “off-line” (optimimizando u´nicamente c.r.a. τk,l) as´ı como la fase
“on-line” (reduciendo el problema de optimizacio´n a una bu´squeda unidimensional
sobre β1).
Cuantificadores de complejidad reducida
En este punto se propondra´n dos cuantificadores de canal sub-o´ptimos que
reducira´n la complejidad de la fase asociada al disen˜o del cuantificador.
A) Umbrales Comunes (UC) para todas las sub-portadoras
En este punto, para simplificar el disen˜o del cuantificador, se elimina la depen-
dencia del umbral c.r.a. a la sub-portadora, es decir, se elimina el sub-´ındice k y
se utiliza τk,l = τl para todos los valores de k. Este disen˜o reduce la dimensionali-
dad del espacio de bu´squeda por un factor K (lo que hace que por cada iteracio´n
del algoritmo 3.7 se tengan que calcular u´nicamente 2B − 1 inco´gnitas). La apli-
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cacio´n directa de las condiciones KKT sobre el problema simplificado permite la
obtencio´n de los 2B − 1 umbrales comunes (UC) o´ptimos como la solucio´n de las
siguientes ecuaciones (para l = 1, . . . , 2B − 1):
K∑
k=1
ρ
(j)
k,l
(
e−τl/g¯k − e−τl+1/g¯k)− pk,l
g¯k
e−τl/g¯k + ρ(l)k,l−1
(
e−τl−1/g¯k − e−τl/g¯k)+ pk,l−1
g¯k
e−τl/g¯k
−βUC
rˇ
K∑
k=1
κ1 log2M
r
k
g¯k
{
ρ
(l)
k,lυk(e
θk,lτl − eθk,lτl+1)
θ2k,l
+
(θk,l − τlυkρ(l)k,l)eθk,lτl
θk,l
+
τl+1υkρ
(l)
k,le
θk,lτl+1
θk,l
+
ρ
(l)
k,l−1υk(e
θk,l−1τl−1 − eθk,l−1τl)
θ2k,l−1
−(θk,l−1 − τlυkρ
(l)
k,l−1)e
θk,l−1τl
θk,l−1
+
τl−1υkρ
(l)
k,l−1e
θk,l−1τl−1
θk,l−1
}
= 0, (3.58)
donde βUC es el multiplicador de Lagrange asociado al requisito de BER y ρ
(l)
k,i se
define como
ρ
(l)
k,i :=
∂pk,i
∂τl
=

1−ln(υkτl log2(Mrk )β1)
2υkτ
2
l
; si (i = l, l − 1) y (β1 > 1υk log2(Mrk )τk,l ),
0; en otro caso.
(3.59)
Las iteraciones se ejecutan de forma similar al algoritmo 3.7 con la u´nica excep-
cio´n de que se necesitan dos lazos de repeticio´n para la bu´squeda de βUC y β1
(al estar ambos para´metros relacionados con la satisfaccio´n del requisito de BER
existe tambie´n la posibilidad de realizar una bu´squeda conjunta). Tras encontrar
la solucio´n de los umbrales o´ptimos y del para´metro β1, los distintos pk,l pueden
obtenerse utilizando (3.57). A pesar de que el esquema UC-QCSIT es sencillo, pue-
de darse el caso de que no aproveche de forma eficiente la variabilidad estad´ıstica
de las ganancias de sub-portadora. En el punto siguiente se propondra´ un disen˜o
para el cuantificador que, siendo todav´ıa ma´s simple, s´ı es capaz de explotar la
diversidad estad´ıstica de las sub-portadoras.
B) Cuantificacio´n independiente por sub-portadora (CIS)
Tras finalizar la descripcio´n del algoritmo 3.7, se hab´ıa hecho mencio´n a que los
valores de umbrales o´ptimos para distintos casos de estudio satisfac´ıan la condicio´n
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heur´ıstica τk,l ' ϑlg¯k, done la constante ϑl depend´ıa del ı´ndice de la regio´n pero era
independiente de la sub-portadora considerada. El objetivo de esta seccio´n consis-
tira´ en proponer y caracterizar disen˜os de cuantificadores de canal que satisfagan
esta condicio´n, es decir que sigan un principio de cuantificacio´n independiente por
sub-portadora (CIS). Estos disen˜os presentan adema´s la ventaja an˜adida sobre el
cuantificador de UC de considerar de forma natural la diferencia estad´ıstica entre
sub-portadoras, puesto que portadoras con distintas ganancias medias producira´n
distintos umbrales de cuantificacio´n. Dos sera´n los disen˜os basados en el princi-
pio de CIS que se propondra´n: uno de ellos impondra´ regiones de cuantificacio´n
equi-probables (EP), mientras que el otro minimizara´ el error cuadra´tico medio (o
minimum mean square error –MMSE–) asociado a la cuantificacio´n bien de las ga-
nancias por sub-portadora (disen˜o al que se referira´ como cuantificador Lloyd-gk)
o bien de la potencia transmitida por sub-portadora (disen˜o al que se referira´ como
cuantificador Lloyd-pk).
(B.i) Cuantificador EP : En este caso, los umbrales τk,l se disen˜an de forma
que Pr(gk ∈ Rk,l) =
∫ τk,l+1
τk,l
fgk(gk)dgk = 1/2
B ∀k, l. Considerando la FDP de la
ganancia descrita en (sp2) esta condicio´n de disen˜o conduce a la siguiente expresio´n
anal´ıtica para los umbrales
τk,l = g¯k ln
(
2B
2B − l
)
(3.60)
que curiosamente, al igual que la solucio´n o´ptima, satisface la condicio´n τk,l ' ϑlg¯k
lo cual puede interpretarse como un indicador de la bondad del disen˜o propuesto17.
Asimismo, la expresio´n anal´ıtica de los umbrales en (3.60) disminuye tambie´n
la complejidad computacional durante la fase de adaptacio´n “on-line” ya que la
restriccio´n de BER en (3.53) puede escribirse como
²EP |c =
2Bκ1
rˇ
K∑
k=1
log2M
r
k
gkθk,l
[(
2B − l
2B
)g¯kθk
−
(
2B − l − 1
2B
)g¯kθk]
. (3.61)
17No´tese adema´s que el disen˜o EP es el que maximiza la entrop´ıa de la informacio´n ck enviada
a trave´s canal de realimentacio´n, puesto que hace que todas las posibles realizaciones de ck
tengan igual probabilidad [18].
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(B.ii) Cuantificador escalar de Lloyd : En este caso, se adopta una estrategia de
cuantificacio´n por sub-portadora basada en el algoritmo escalar de Lloyd [23, 42],
que para una VA x con FDP fx(x) utilizando 2
B niveles de cuantificacio´n genera
{xˆl}2B−1l=0 minimizando la medida de distorsio´n
E[(x− xˆl)2]. (3.62)
Los valores cuantificados xˆl as´ı como los umbrales de cuantificacio´n τl, se obtienen
resolviendo iterativamente de forma alternativa las ecuaciones:
τl =
1
2
(xˆl + xˆl+1) (3.63)
xˆl =
∫ τl+1
τl
xfx(x)dx∫ τl+1
τl
fx(x)dx
. (3.64)
Al igual que las te´cnicas de reduccio´n de la complejidad, el algoritmo de Lloyd
puede aplicarse bien sobre la variable x = gk o bien sobre la variable x = pk
(alternativas que sera´n comparadas en el apartado de simulaciones nume´ricas y a
las que se referira´ como cuantificadores Lloyd-gk o Lloyd-pk).
Observacio´n 3.8 El disen˜o de los cuantificadores basados en CIS se tiene en
cuenta durante la fase de adaptacio´n “on-line” que emplea (3.57) para obtener
(mr,p). Aunque los cuantificadores basados en CIS traten (consideren) a las sub-
portadoras de forma individualizada, el algoritmo de adaptacio´n “on-line” las tiene
en cuenta de forma conjunta a trave´s de las restricciones de tasa y BER, por lo que
durante esta fase s´ı se aprovecha la diversidad estad´ıstica (debido al multi-camino)
contenida en las sub-portadoras.
Reduccio´n de la complejidad de los esquemas de adaptacio´n
Como se menciono´ en la presentacio´n de las alternativas de reduccio´n de com-
plejidad, (3.57) puede utilizarse en la fase “on-line” para simplificar la bu´squeda
necesaria para satisfacer C1 en (3.53) para cada mr. En la versio´n o´ptima de
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la adaptacio´n “on-line” del algoritmo 3.7, para cada valor de βQ se realizan Ka
bu´squedas que, resolviendo (3.50), determinan la asignacio´n de potencia, debiendo
despue´s realizar una bu´squeda sobre el valor de βQ hasta que la restriccio´n C1 se
satisface de forma. Sin embargo, si se utiliza (3.57), dado u´nicamente debe reali-
zarse una bu´squeda unidimensional sobre el para´metro β1 para satisfacer C1, lo
que supone una reduccio´n dra´stica de la complejidad requerida.
Asimismo, como ya se mencio´n en la observacio´n 3.7, la versio´n “off-line” del
algoritmo 3.7 genera como resultado valores de (mr,Ka, βQ) sub-o´ptimos. Estos
valores pueden utilizarse tambie´n para reducir la complejidad computacional du-
rante la fase “on-line” de adaptacio´n. En base a ellos, el transmisor puede adoptar
unas estrategia de adaptacio´n basada en los siguientes modos (ordenados en or-
den decreciente de complejidad y, por lo tanto, en orden creciente en te´rminos de
consumo de potencia asociado):
Tx A : elegir de forma o´ptima el conjunto de sub-portadoras activas Ka, la asig-
nacio´n de tasa mr y el valor del multiplicador de Lagrange, βQ, obteniendo
as´ı el o´ptimo global p∗(c).
Tx B : elegir de forma o´ptima Ka y βQ, mientras que se utiliza un vector mr fijo
(i.e., no se adapta “on-line” la tasa de transmisio´n por sub-portadora sino
u´nicamente el conjunto Ka que contiene las mejores Ka sub-portadoras).
Tx C : elegir de forma o´ptima Ka, mientras que se utilizan valores fijos de mr y
βQ.
Tx D : elegir de forma o´ptima βQ, mientras que se utilizan valores fijos de m
r y
Ka (i.e., las sub-portadoras con mejores prestaciones medias).
La seleccio´n entre TxA-TxD sera´ decisio´n del disen˜ador del sistema en funcio´n de
las limitaciones espec´ıficas (consumo y complejidad) del mismo.
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Tabla 3.5: Nu´mero de iteraciones necesarias para los distintos disen˜os (me´todos)
propuestos.
Fase Me´todo Nu´mero de iteraciones Nu´mero de iteraciones
sin RCx con RCx
“Off-line” Alg. 3.7 (“off”) 2BKaNMIβNτ (IP + Iτ ) –
(Cuantif.) UC 2BKaNMIβNτ (IP +
Iτ
Ka
) 2BNMIβNτIτ
CIS-EP [2BKa, [2
BKa,
2BKa(NMIβIP + 1)] 2
BKa(NMIβ + 1)]
CIS-Lloyd [2BKaIL, [2
BKaNLl,
2BKa(NMIβIP + IL)] 2
BKa(NMIβ + IL)]
“On-line” Alg. 3.7 (“on”) KaNMIβIP –
(Adapt.) Tx A KaNMIβIP KaNMIβ
Tx B KaIβIP KaIβ
Tx C KaIP Ka
Tx D IβIP Iβ
Ana´lisis comparativo de complejidad
Sea NM el nu´mero de posibles candidatosm
r que satisfagan el requisito de tasa
de transmisio´n, Nτ el nu´mero de valores candidatos para el primer umbral en cada
sub-portadora, Iβ el nu´mero de iteraciones necesarias hasta encontrar el valor del
multiplicador de Lagrange que satisface de forma ajustada la restriccio´n de BER,
Iτ el nu´mero de iteraciones necesarias para realizar la bu´squeda uni-dimensional
que resuelve Z1 c.r.a. τk,l, IP el nu´mero de iteraciones necesarias para realizar la
bu´squeda uni-dimensional que resuelve Z2 c.r.a. pk,l e IL el nu´mero de iteraciones
necesarias para que el algoritmo de Lloyd converja [cf. (3.63) y (3.64)]. La tabla 3.5
resume la complejidad computacional asociada a los distintos disen˜os (me´todos)
propuestos, diferenciando expl´ıcitamente entre los que se ejecutan en tiempo real
(“on-line”) y lo que no (“off-line”) y enfatizando la reduccio´n potencial asociada al
uso de las alternativas RC propuestas. Como ejemplo ilustrativo, to´mese el caso de
UC implementando alternativas de RC (de entre las posibles RCx, concretamente
se implementa RC3), donde se comprueba co´mo la complejidad de la fase “off-line”
se reduce considerablemente. Para el caso de CIS, los umbrales pueden ser obteni-
dos en solitario o en conjuncio´n con (mr,Ka, βQ) (para poder utilizar despue´s estos
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valores en la fase “on-line” en caso de que se estime necesario), para contemplar
esta disyuntiva se ha introducido en la tabla 3.5 la notacio´n [x, y] representando
x el nu´mero de iteraciones cuando u´nicamente se esta´ interesado en el valor de los
umbrales de cuantificacio´n y representando y el nu´mero de iteraciones necesario
cuando quieren obtenerse tambie´n los valores promedio de (mr,p, βQ) para que un
transmisor operando en los modos Tx-B, Tx-C or Tx-D pueda utilizarlos duran-
te la fase de adaptacio´n “on-line”. Por u´ltimo, pero sin embargo probablemente
uno de los resultados ma´s significativos de este ana´lisis, la tabla 3.5 muestra que la
complejidad de la fase de adaptacio´n puede resultar tan simple como seleccionar el
conjunto de sub-portadoras activas o simplemente realizar una bu´squeda nume´rica
uni-dimensional sobre el para´metro β1.
Hasta este punto se han venido utilizando B bits de realimentacio´n por cada
sub-portadora, lo que hace que el canal de realimentacio´n deba soportar una tasa
de transmisio´n de KB bits por cada realizacio´n del canal. Este nu´mero puede
resultar prohibitivo, especialmente para grandes valores de K y canales con escaso
tiempo de coherencia (i.e., de alta variabilidad). Para poder manejar estos casos, en
el siguiente apartado, se aprovechara´ la dependencia estad´ıstica a lo largo de sub-
portadoras (especialmente marcada cuando K À Q, puesto que es Q la variable
que fija la riqueza estad´ıstica del canal) y se introducira´n te´cnicas de procesado
de sen˜al que permitira´n reducir la tasa de realimentacio´n del sistema.
3.2.5. Reduccio´n de la tasa de realimentacio´n para Q-CSIT
Puesto que los coeficientes de ca´lculo de la DFT son linealmente independien-
tes, se puede comprobar fa´cilmente que Q+1 valores complejos de la DFT pueden
identificar con exactitud Q+1 coeficientes complejos hq. Basado en este hecho, en
el ape´ndice 3.4.3 se muestra que:
Proposicio´n 3.1 (2Q+ 1)B bits son suficientes para cuantificar el vector de ga-
nancias de sub-portadora g.
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Figura 3.5: Interdependencia de los mo´dulos de computacio´n.
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Para K À Q (situacio´n habitual en los sistemas OFDM), el nu´mero de bits de
realimentacio´n se reduce considerablemente: desde KB hasta (2Q + 1)B. Puesto
que 2Q + 1 componentes de g son suficientes para identificar el vector g en su
conjunto, se utilizara´ S para denotar el conjunto de 2Q + 1 ı´ndices cuyos valores
de canal se muestrean (´ındices correspondientes al muestreo equi-espaciado de las
K sub-portadoras) y Sc su complemento. Dado ck, en primer lugar se estimara´ gˆk
para k ∈ S y despue´s se interpolara´n los valores de esta estimacio´n para encon-
trar gˆk para k ∈ Sc. No´tese que cualquiera de los disen˜os “off-line” descritos en
la seccio´n precedente puede utilizarse para cuantificar los valores gk para k ∈ S
y formar ck en el receptor. A continuacio´n, el transmisor debera´ ejecutar de ma-
nera “on-line” las mencionadas tareas de estimacio´n e interpolacio´n y, finalmente,
adaptara´ la tasa y potencia a transmitir en base a cualquiera de los algoritmos
“on-line” analizados en el apartado anterior. La figura 3.5 representa los diferentes
mo´dulos computacionales junto con sus interacciones. La primera tarea del mo´du-
lo de estimacio´n e interpolacio´n (la estimacio´n de la ganancia de sub-portadoras
muestreadas), puede llevarse a cabo utilizando cualquiera de las cuatro opciones
RC presentadas en el apartado anterior. En RC3 y RC4, se estima primero la
potencia a transmitir, que se utiliza a continuacio´n para estimar gk para k ∈ S.
Tomando RC3 como ejemplo, conociendo los umbrales de cuantificacio´n as´ı como
el valor “off-line” de los para´metros υk y β1 (que se obtienen al calcular el disen˜o
o´ptimo del cuantificador), la estimacio´n gˆk puede calcularse a trave´s de (3.57)
resolviendo
[ln (υkgˆk log2(M
r
k )β1)]
+
gˆk
=
[ln (υkτk,l log2(M
r
k )β1)]
+
2τk,l
+
[ln (υkτk,l+1 log2(M
r
k )β1)]
+
2τk,l+1
, k ∈ S. (3.65)
Las prestaciones de los diversos me´todos de estimacio´n sera´n comparadas en el
apartado 3.2.7.
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Dado gˆk para k ∈ S, el siguiente paso consiste en interpolar y estimar gk para
k ∈ Sc. Si bien el abanico de esquemas de interpolacio´n es amplio (e.g., MMSE o
LMMSE, consu´ltese [34] para un estudio ma´s detallado), ana´lisis exploratorios ba-
sados en simulaciones nume´ricas sugieren que, aunque con prestaciones parecidas,
el interpolador que conduce a un menor consumo de potencia es el que interpola
las muestras en base a funciones seno cardinal (de aqu´ı en adelante “interpolador
sinc”) cuyo uso esta´ ampliamente extendido en la recuperacio´n de sen˜ales de banda
limitada muestreadas perio´dicamente [68] y que ya se ha utilizado con anterioridad
para sistemas OFDM [67].
Definiendo el conjunto de sub-portadoras disponibles como S := {bK/(4Q +
1) + nK/(2Q + 1)c|n = 0, . . . , 2Q}, el “interpolador sinc” aplicado a las sub-
portadoras pertenecientes a Sc produce
gˆk =
∑
k′∈S
gˆk′sinc
(k − k′)(2Q+ 1)
K
, k ∈ Sc. (3.66)
Te´ngase en cuenta que, una vez estimados e interpolados, el transmisor conoce
los valores de gˆk ∀k. En base a esta informacio´n, el receptor podr´ıa suponer que
gk = gˆk y utilizar as´ı el esquema de adaptacio´n para el caso de P-CSIT (algoritmo
3.6), no obstante el algoritmo 3.6 no tiene en cuenta los errores presentes en gˆk
y la solucio´n obtenida no es capaz de satisfacer los requisitos de BER exigidos.
Sin embargo, si en lugar de suponer que gk = gˆk el transmisor cuantifica los
valores estimados de gˆk y utiliza el esquema de adaptacio´n para el caso de Q-CSIT
(algoritmo 3.7), como este esquema s´ı tiene en cuenta de forma inherente el error
cuantificacio´n18. los resultados obtenidos minimizan la potencia transmitida sin
violar los requisitos de QoS. Un esquema detallado que ilustra este procedimiento
y representa las diferencias de operacio´n entre la fase “off-line” y la fase “on-line”
se muestra en la figura 3.5.
18No´tese que la cuantificacio´n gˆk presenta una doble fuente de error incertidumbre: la asociada
al proceso de interpolacio´n y la asociada al proceso de cuantificacio´n. No obstante al ser el error
de interpolacio´n menor que el de cuantificacio´n el efecto preponderante se debe al segundo, que
esta´ recogido de forma o´ptima en el disen˜o del algoritmo 3.7
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Hasta este punto, se ha explorado la utilizacio´n de P-CSIT y Q-CSIT para
disminuir la potencia transmitida por un sistema OFDM. Para complementar este
ana´lisis, queda por investigar la utilizacio´n de esquemas de adaptacio´n basados en
CSIT estad´ıstico (S-CSIT). Sacrificando las prestaciones en te´rminos de consumo
de potencia, estos esquemas llevara´n asociada la menor complejidad de co´mputo
y necesitara´n menor informacio´n de realimentacio´n.
3.2.6. Adaptacio´n o´ptima basada en S-CSIT
Basa´ndose en la FDP del canal (que bajo (sp2) queda totalmente definida por
la ganancia media g¯k), el objetivo en esta seccio´n consiste en encontrar los vectores
(mr,p) tasa (modulacio´n) y potencia fijos (i.e., vectores que no var´ıan en el tiempo
a menos que las ganancias medias lo hagan) que satisfaciendo los requisitos de
QoS minimicen la potencia transmitida. Esta minimizacio´n se realizara´ para dos
escenarios diferentes: en el primero de ellos se resolvera´ el problema adaptando
tasa mr y potencia p), mientras que en el segundo caso se considerara´ que la
asignacio´n de potencia no var´ıa por sub-portadora y se optimizara´ u´nicamente la
tasa de transmisio´n mr.
Adaptacio´n de tasa y potencia
El problema de optimizacio´n que devuelve los esquemas de adaptacio´n de tasa
y potencia o´ptimos puede formularse como:
mı´nmr(g¯)∈M, p¯(g¯)≥0 J(p¯), J(p¯) =
∑K
k=1 pk(g¯)
s.a : C1.
∑K
k=1
log2M
r
k
rˇ
²k(p¯k,M
r
k , g¯k) ≤ ²ˇ
C2.
∑K
k=1 log2M
r
k ≥ rˇ.
(3.67)
donde tanto mr como p¯ dependen claramente de g¯ (i.e., S-CSIT). Al calcular el
promediado en C1 sobre todos los posibles valores de gk se obtiene: ²k(p¯k,M
r
k ) =∫∞
0
e−υkp¯kgkfgk(gk)dgk =
κ1
1+υkp¯k g¯k
. Relegando temporalmente C2 y al igual que
para los casos anteriores, aplicando las condiciones KKT al problema simplificado
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se obtiene
p∗k(g¯) =
[
βS
√
κ1 log2M
r
k
rˇυkg¯k
− 1
υkg¯k
]+
, (3.68)
donde βS =
1
²ˇ
∑K
k=1
√
κ1 log2M
r
k
rˇυk g¯k
. Es sencillo demostrar que ∂
2J
∂p¯2k
≥ 0 y ∂2C1
∂p¯2k
≥ 0, lo
que hace que el problema de optimizacio´n sea convexo y convierte a las condiciones
necesarias derivadas (i.e., (3.68) ∀k) en condiciones suficientes para que la solucio´n
obtenida constituya un mı´nimo global. De forma similar a lo realizado en las
secciones previas, (3.68) debe calcularse para todas las combinaciones ordenadas
de mr que satisfagan la restriccio´n de tasa rˇ, eligiendo como solucio´n final aquella
que requiera menos potencia.
Adaptacio´n de tasa con potencia uniforme
En u´ltimo lugar se estudia un esquema de adaptacio´n en base a S-CSIT en
el que la asignacio´n de potencia sobre las Ka sub-portadoras activas es unifor-
me y, por lo tanto, u´nicamente se adaptan el valor de dicha potencia p¯u > 0
y la asignacio´n de bits a trave´s de sub-portadoras. Utilizando la funcio´n indica-
dor I{·} se define el conjunto de posibles vectores de potencia transmitida como
P := {[p¯0 . . . p¯K ]T | p¯k = p¯u · I{k∈Ka}}, estando entonces el espacio de bu´squeda
de (3.67) restringido a mr ∈ M y p ∈ P . Puesto que no es posible obtener una
solucio´n anal´ıtica, el problema se optimiza para todos los valores ordenados de mr
que cumplan C2 en forma de igualdad, para a continuacio´n buscar nume´ricamente
el nivel de p¯u que satisfaga ajustadamente C1. Por u´ltimo, se elige el par o´ptimo
(mr,p) con el que se alcance la mı´nima p¯uKa. No´tese que puesto que p¯
u es constan-
te sobre las sub-portadoras, tambie´n podr´ıa haberse implementado un algoritmo
ma´s sofisticado para la la distribucio´n que considerara una asignacio´n avaricio-
sa de los bits siguiendo las l´ıneas de [17, cap´ıtulo 16], seguido de una bu´squeda
nume´rica para encontrar el valor de p¯u. (La idea ba´sica de este tipo de algorit-
mos consiste en asignar los bits de forma secuencial y de manera que cada uno de
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Tabla 3.6: Prestaciones de esquemas basados en SIT-QCSIT y Q-CSIT (K =
64, BER0 = 10
−3, rˇ = 20, B = 2).
Esquema Estrategias Potencia BER
de Adaptacio´n Transmitida [dBW ]
Q-CSIT Tx-A 14.2 1.20 10−3
Tx-B 14.6 1.10 10−3
EP-QCSIT Tx-A 14.5 1.15 10−3
Tx-B 14.9 1.15 10−3
Lloyd-gk Tx-A 14.8 1.05 10
−3
Tx-B 15.4 1.05 10−3
Lloyd-Pk Tx-A 15.0 1.00 10
−3
Tx-B 15.6 0.90 10−3
ellos quede asignado a la sub-portadora que minimice el coste an˜adido asociado a
su transmisio´n. Ejemplos de asignaciones avariciosas en el entorno multi-usuario
sera´n analizados en el siguiente cap´ıtulo).
3.2.7. Simulaciones nume´ricas
A fin de analizar de forma nume´rica los esquemas propuestos, se conside-
rara´ como caso de referencia un sistema OFDM adaptativo con K = 64 sub-
portadoras, B = 2 bits de realimentacio´n por sub-portadora (en los casos en que
se utilice Q-CSIT), transmitiendo sobre canales con desvanecimientos con ganan-
cias medias {g¯k}Kk=1 que var´ıan sobre un rango de 10 dB, satisfaciendo un nivel
ma´ximo de BER de ²ˇ = 10−3 y tasa mı´nima de rˇ = 20 bits por s´ımbolo OFDM.
Caso de estudio 1 (Estrategias de adaptacio´n y alternativas para Q-CSIT): En
la tabla 3.6 se comparan los cuantificadores de canal o´ptimos y los de complejidad
reducida, a saber, EP-QCSIT, esquemas Lloyd-gk y Lloyd-pk, en estrategias de
adaptacio´n Tx-A y Tx-B. Como era de esperar, Tx-A supera en todos los casos
a Tx-B. Menos esperado era el hecho de que todos los cuantificadores de com-
plejidad reducida sufren pe´rdidas mı´nimas (como mucho 1 dB) de eficiencia en
el consumo c.r.a. los o´ptimos. En particular, dentro de los cuantificadores sub-
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Tabla 3.7: Prestaciones de esquemas basados en P-CSIT y Q-CSIT (K =
64, BER0 = 10
−3, rˇ = 20, B = 2).
Esquema Estrategias Potencia BER
de Adaptacio´n Transmitida [dBW ]
P-CSIT – 12.6 1.01 10−3
Q-CSIT Tx-A 13.4 0.95 10−3
Tx-B 14.2 0.93 10−3
Tx-C 14.9 0.90 10−3
Tx-D 15.0 0.85 10−3
UC-QCSIT Tx-A 15.2 0.95 10−3
Tx-B 15.8 0.80 10−3
Tx-C 16.8 0.70 10−3
Tx-D 16.6 0.75 10−3
EP-QCSIT Tx-A 13.7 1.10 10−3
Tx-B 14.5 1.00 10−3
Tx-C 15.4 1.20 10−3
Tx-D 15.6 0.90 10−3
o´ptimos, EP-QCSIT es el que mejores prestaciones presenta (una diferencia algo
menor de 0.5 dB c.r.a. o´ptimo). Por esta razo´n, se tomara´ este cuantificador como
el representativo de esta clase de ahora en adelante.
Caso de estudio 2 (P-CSIT frente a Q-CSIT sub-portadoras con distintas ga-
nancias medias y sub-portadoras con ganancias medias homoge´neas): La tabla 3.7
lista el consumo an˜adido de potencia cuando se utilizan los esquemas basados en
Q-CSIT en lugar de los basados en P-CSIT. Para este estudio, se han analizado
tres situaciones distintas (Q-CSIT o´ptimo, UC-QCSIT, y EP-QCSIT) consideran-
do todas las diferentes opciones de adaptacio´n planteadas para el transmisor (TxA,
TxB, TxC y TxD). Como se puede observar, las prestaciones de las cuatro estra-
tegias TxA-D se distancian en no ma´s de 2 dB. Asimismo, EP-QCSIT muestra
una eficiencia de consumo cercana a la del o´ptimo (ligeramente superior a 1 dB
c.r.a. a la del P-CSIT) cuando se emplea un esquema de transmisio´n totalmen-
te adaptativo (i.e., Tx-A). Finalmente, respecto a las pequen˜as variaciones de la
BER alrededor del valor objetivo ²ˇ = 10−3, debe comentarse que se deben a que
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Tabla 3.8: Prestaciones de esquemas basados en P-CSIT y Q-CSIT para sub-
portadoras con ganancia media uniforme (K = 64, BER0 = 10
−3, rˇ = 20, B =
2, g¯k = 2).
Esquema Estrategias Potencia BER
de Adaptacio´n Transmitida [dBW ]
P-CSIT – 13.3 1.05 10−3
Q-CSIT Tx-A 14.2 1.05 10−3
Tx-B 14.2 1.02 10−3
Tx-C 16.8 1.02 10−3
Tx-D 17.1 0.90 10−3
UC-QCSIT Tx-A 14.1 1.10 10−3
Tx-B 14.1 1.15 10−3
Tx-C 16.9 1.15 10−3
Tx-D 17.0 0.85 10−3
EP-QCSIT Tx-A 14.6 1.01 10−3
Tx-B 14.7 1.01 10−3
Tx-C 17.1 1.01 10−3
Tx-D 17.1 0.95 10−3
las simulaciones han sido realizadas con un nu´mero finito de muestras y no a que
los esquemas propuestos no sean capaces de satisfacer con garant´ıas ²ˇ.
La tabla 3.8 es la homo´loga de la tabla 3.7 cuando el valor g¯k es el mismo
∀k. Como se pod´ıa suponer intuitivamente, en este caso el esquema o´ptimo Q-
CSIT presenta unas prestaciones ide´nticas a UC-QCSIT, si bien ambos algoritmos
utilizan umbrales distintos (recue´rdese que los me´todos de ca´lculo no eran los
mismos). Este resultado pone de manifiesto que la solucio´n o´ptima puede no ser
u´nica. Adema´s, la equivalencia pra´ctica de Tx-A y Tx-B certifica el funcionamiento
(casi)o´ptimo de una asignacio´n de tasa bit sobre las sub-portadoras no adaptativa
cuando estas son estad´ısticamente ide´nticas.
Caso de estudio 3 (Consumo de P-CSIT, Q-CSIT y S-CSIT para distintos
valores de BER): Para distintos requisitos de BER, en la parte superior de la
figura 3.6 se representa el consumo de potencia par los esquemas de S-CSIT y
PU-SCSIT. Se puede apreciar que, el disen˜o S-CSIT o´ptimo (que tiene la libertad
de asignar potencia distinta a lo largo de sub-portadoras) presenta una eficiencia
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Figura 3.6: Prestaciones de esquemas bajo distintas consideraciones de CSIT y
requisitos de BER (K = 64, rˇ = 25, B = 2).
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Figura 3.7: Prestaciones de esquemas basados en P-CSIT y Q-CSIT para distintos
requisitos de BER (K = 64, rˇ = 25, B = 2).
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Tabla 3.9: Prestaciones de distintos me´todos de estimacio´n con interpolacio´n basa-
da en funciones “sinc” para la reduccio´n de la tasa de realimentacio´n (K = 64, rˇ =
20, B = 2, L = 3,E[|h0|2] = 1,E[|h1|2] = 0.5,E[|h2|2] = 0.25,E[|h3|2] = 0.1).
Esquema Bits realimentados Potencia Media Total [dBW ] BER
P-CSIT ∞ 12.3 1.00 10−3
Q-CSIT KB 13.2 0.95 10−3
RC1 (2Q+ 1)B 13.4 1.35 10−3
RC2 (2Q+ 1)B 13.5 0.99 10−3
RC3 (2Q+ 1)B 14.1 0.55 10−3
RC4 (2Q+ 1)B 13.4 0.95 10−3
de consumo similar a la del disen˜o basado en PU-SCSIT lo que, debido a su mayor
sencillez, favorece la utilizacio´n de este u´ltimo en escenarios pra´cticos. Haciendo
ya referencia al resto de la figura 3.6, se observa asimismo co´mo el disen˜o basado
en Q-CSIT, comparado con los disen˜os S-CSIT, presenta un ahorro en la potencia
consumida de aproximadamente 8, 15, y 24 dB para ²ˇ = 10−2, 10−3, y 10−4,
respectivamente. Comparado con el caso en el que no existe CSIT, este ahorro
es significativamente mayor puesto que el propio esquema S-CSIT presenta una
ventaja c.r.a. a los sistemas no realimentados (sistemas de lazo abierto) de uno o
dos o´rdenes de magnitud (ente 15 y los 25 dB). Ampliando los resultados anteriores
–como efectivamente se hace en la figura 3.7– para los esquemas P-CSIT y Q-CSIT,
se comprueba co´mo el esquema o´ptimo Q-CSIT se acerca sorprendentemente (en
torno a 1 dB) al esquema P-CSIT. De hecho, el consumo asociado al esquema
EP-QCSIT se encuentra dentro del margen de 1 dB con respecto al consumo del
disen˜o o´ptimo basado en Q-CSIT. Debe destacarse tambie´n que el esquema UC-
QCSIT es el que presenta un mayor consumo, especialmente para valores de BER
muy pequen˜os.
Caso de estudio 4 (Reduccio´n de la tasa de realimentacio´n y alternativas para la
estimacio´n de canal): En este apartado se estudia la posible merma de prestaciones
asociada a la reduccio´n del nu´mero de bits realimentados mediante la implementa-
cio´n de los esquemas propuestos en el apartado 3.2.5 (recue´rdese que la idea ba´sica
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Tabla 3.10: Variacio´n del nu´mero de bits de realimentacio´n utilizando un esquema
basado en EP-QCSIT (K = 64, rˇ = 25).
B 1 2 3 4 ∞
Potencia
media total [dBW ] 14.2 13.3 12.8 12.7 12.0
BER 0.85 10−3 1.00 10−3 0.95 10−3 0.99 10−3 1.05 10−3
consist´ıa en disminuir el nu´mero de sub-portadoras cuyas ganancias se cuantifican
y obtener despue´s las ganancias restantes mediante interpolacio´n). En la tabla 3.9
se muestran la potencia y la BER obtenidas cuando el proceso de estimacio´n de las
sub-portadoras se realiza en base a las alternativas RC1-RC4 (la interpolacio´n se
realiza en base a funciones “sinc” de acuerdo a (3.66)) y compara´ndolas con aque-
llas obtenidas para los esquemas o´ptimos basados en P-CSIT y en Q-CSIT (este
u´ltimo sin que se reduzca la tasa de realimentacio´n). La precisio´n en los distintos
pasos de la estimacio´n e interpolacio´n correspondientes a las distintas alternativas
RC se manifiestan en las fluctuaciones de la BER alrededor de su valor nominal.
Gracias a su simplicidad y robustez frente a los errores de estimacio´n, el me´todo
RC2 con estimacio´n de la amplitud es preferible cuando la regio´n de cuantificacio´n
viene ya dada19. No´tese adema´s, la pe´rdida insignificante de 0.3 dB en la potencia
total media relativa a la realimentacio´n por sub-portadora Q-CSIT, y la pe´rdida
mı´nima de 1 dB en comparacio´n con el esquema P-CSIT.
Caso de estudio 5 (Nu´mero de regiones de cuantificacio´n): En este u´ltimo caso se
investiga los efectos asociados a la variacio´n del nu´mero de bits de realimentacio´n
en el esquema EP-QCSIT. Los resultados de la tabla 3.10 muestran que la ganancia
de potencia aumenta de forma perceptible cuando B aumenta de 1 a 2 bits, si bien
la ganancia relativa por cada incremento adicional en B disminuye. Tambie´n se
puede observar que B = 1 conlleva solamente una pe´rdida de potencia de 2 dB
comparado con el caso P-CSIT, el cual se corresponde con B =∞.
19No debe confundirse la ventaja del me´todo RC2 en el proceso de estimacio´n, interpolacio´n
y posterior cuantificacio´n con la ventaja del me´todo RC3 para llevar a cabo los esquemas de
complejidad reducida en el apartado 3.2.4.
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3.2.8. S´ıntesis de resultados
Bajo restricciones de tasa y probabilidad de error, se ha optimizado la poten-
cia transmitida por un sistema OFDM inala´mbrico con desvanecimientos median-
te varios esquemas de CSIT. Se ha prestado especial atencio´n al disen˜o Q-CSIT,
esquema con un alto potencial pra´ctico debido a que el receptor so´lo necesita
realimentar al transmisor un nu´mero limitado de bits que indexan la regio´n de
cuantificacio´n en la que el sub-canal subyacente se encuentra. Los transceptores
optimizados resultantes presentan un gran potencial puesto que ahorran 15 dB de
potencia con respecto a S-CSIT (el doble como mucho comparado con OFDM con
no-CSIT), y se encuentran dentro del margen de 1 dB del punto de referencia de
los disen˜os P-CSIT, si bien estos u´ltimos son ma´s adecuados para canales guiados
o para canales inala´mbricos de baja variabilidad. Para elegir una forma sensata de
Q-CSIT, se han disen˜ado cuantificadores de canal o´ptimos “off-line” que utilizando
la descripcio´n estad´ıstica del canal seleccionan los umbrales de cuantificacio´n de las
sub-portadoras. Se han propuesto, adema´s, cuantificadores de complejidad reduci-
da, siendo el ma´s prometedor (debido a su sencillez y a la cercan´ıa al consumo de
potencia o´ptimo) aquel para el que los umbrales se seleccionan independientemen-
te por sub-portadora y se calculan de manera se generen regiones de cuantificacio´n
equi-probables (EP) para cada una de ellas.
Una vez realizado el disen˜o del esquema Q-CSIT, se han desarrollado tambie´n
algoritmos o´ptimos (ma´s complejos) y algoritmos sub-o´ptimos (ma´s sencillos) para
la adaptacio´n “on-line” de potencia y asignacio´n de bits. La aplicacio´n de estos
me´todos a transmisores OFDM con grados variables de adaptacio´n (e.g., que so-
lamente dejen variar el conjunto de sub-portadoras activas o las modulaciones a
utilizar) permite alcanzar un compromiso flexible entre ahorro de potencia y fa-
cilidades en implementacio´n y funcionamiento “on-line” de complejidad limitada.
Para hacer aun ma´s atractivo el funcionamiento de los disen˜os basados en Q-CSIT,
se han empleado te´cnicas de interpolacio´n con el fin de obtener esquemas de rea-
limentacio´n de tasa reducida los cuales u´nicamente hacen uso de Q-CSIT en un
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nu´mero pequen˜o de sub-portadoras (tantas como el doble de la longitud del canal
discreto equivalente). Interesante hubiera sido asimismo la caracterizacio´n de las
prestaciones de sistemas que realimentaran un nu´mero de bits diferente por sub-
portadora. Finalmente, debe destacarse que en las simulaciones realizadas se ha
analizado el efecto asociado a variar el nu´mero de bits de realimentacio´n en las
prestaciones del sistema. Los resultados han puesto de manifiesto que cuantifica-
dores de baja complejidad (EP) con un bit de realimentacio´n por sub-portadora e
interpolacio´n no requieren para escenarios t´ıpicos de aplicacio´n ma´s de 7-11 bits
de realimentacio´n y no exceden los 2 dB de pe´rdidas en potencia c.r.a. consumo
de esquemas o´ptimos basados en P-CSIT.
3.3. Consideraciones finales
Este cap´ıtulo ha supuesto la primera toma de contacto con el disen˜o de sis-
temas de comunicaciones relativamente sofisticados que hacen uso de Q-CSIT.
Curiosamente, a pesar de tratarse de sistemas a priori muy distintos (una WSN
que comunica de forma coherente con un centro de fusio´n de datos y un siste-
ma OFDM), las soluciones obtenidas dan lugar a la reflexio´n respecto a distintos
aspectos comunes.
En los dos escenarios estudiados la alternativa de adaptacio´n en base a Q-CSIT
es de sencilla implementacio´n y ofrece prestaciones en te´rminos de consumo muy
cercanos a la adaptacio´n o´ptima basada en P-CSIT.
Tambie´n para los dos sistemas la mayor desventaja se encuentra en la com-
plejidad computacional necesaria para resolver el cuantificador de canal, que en
ambos casos presenta cara´cter de o´ptimo local. Asimismo debe mencionarse que
esta complejidad es sustancialmente mayor en el caso de la optimizacio´n del sis-
tema OFDM, en gran parte porque la garant´ıa de niveles instanta´neos de QoS
complica la resolucio´n del problema (tanto en la fase “on-line” como, especialmen-
te, en la “off-line”). Esto ha motivado el ana´lisis de cuantificadores sub-o´ptimos
de menor complejidad cuyas prestaciones han resultado ser cercanas a las de los
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disen˜os o´ptimos.
Asimismo, se ha comprobado tambie´n co´mo una adecuada formulacio´n del
problema puede simplificar la resolucio´n del mismo (una de las alternativas de
mayor intere´s a consistido en relacionar tasa y potencia de transmisio´n a partir de
la funcio´n de BER) y co´mo la estructura de adaptacio´n en base a P-CSIT ayuda
a decidir el disen˜o del cuantificador de canal para cada caso.
Finalmente debe destacarse que en ambos casos las necesidades de tasa de rea-
limentacio´n son extremadamente bajas y que, pese a que el disen˜o del cuantificador
de canal fuera considerablemente distinto, en las dos ocasiones la idoneidad de la
solucio´n propuesta se ha visto refrendada por la escasa diferencia de prestaciones
con respecto a la solucio´n o´ptima basada en P-CSIT.
3.4. Ape´ndices
3.4.1. Expresio´n anal´ıtica de la BER para el caso de Q-
CSIT en WSN
Encontrar una expresio´n anal´ıtica cerrada para ϕ²(τ˜l, τ˜l+1, p˜l, rl, ²ˇ) exige el
ca´lculo expl´ıcito de las dos integrales presentes en (3.29). Utilizando la FDA de
g, para la segunda de las integrales se tiene que
∫ τ˜l+1
τ˜l
fg˜(g˜)dg˜ = F˜g˜(τ˜l+1)− F˜g˜(τ˜l).
La primera integral en (3.29) requiere calcular de forma anal´ıtica Φ˜(p, r, x) :=∫
²(g˜, p, r)fg˜(g˜)dg˜
∣∣
g˜=x
. Apoya´ndose en (3.9) con b := κ2p/(2
r − 1), la expresio´n
anterior puede reescribirse como Φ˜(p, r, x) = κ1
∫
exp(b, g˜)fg˜(g˜)dg˜
∣∣
g˜=x
, que tras
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algunas tediosas manipulaciones matema´ticas queda [cf. (3.26)]
∫
exp(−bg˜)fg˜(g˜)dg˜
=
∫
1
Γ(M)
{
exp
(
−1 + b(1− zma´x)
1− zma´x g˜
)
g˜M−1
(1− zma´x)M (1−Nuz
M
ma´x)
+ Nu exp(−(1 + b)g˜)
[
Γ(M)− Γ(M, zma´xg˜/(1− zma´x))
]}
dg˜
=
−1
Γ(M)[1 + b]
{
(1 + b)(1−NuzMma´x) +NuzMma´x
[1 + b(1− zma´x)]M Γ
(
M, g˜
1 + b(1− zma´x)
1− zma´x
)
+
Nu exp(−(1 + b)g˜)
1 + b
[Γ(M)− Γ(M, g˜zma´x/(1− zma´x))]
}
. (3.69)
Basa´ndose en (3.69), puede escribirse (3.29) en forma cerrada como
ϕ²(τ˜l, τ˜l+1, p˜l, rl, ²ˇ) = Φ˜(p˜l, rl, τ˜l+1)− Φ˜(p˜l, rl, τ˜l)− ²ˇ[F˜g˜(τ˜l+1)− F˜g˜(τ˜l)]. (3.70)
Por u´ltimo, utilizando (3.28) y (3.70) se concluye que
²˜l(τ˜l, τ˜l+1, p˜l, rl) =
Φ˜(p˜l, rl, τ˜l+1)− Φ˜(p˜l, r, τ˜l)
F˜g˜(τ˜l+1)− F˜g˜(τ˜l)
, (3.71)
expresio´n que cuantifica de forma anal´ıtica el valor de la BER media cuando se
implementa el esquema de adaptacio´n y cuantificacio´n propuesto.
3.4.2. Expresio´n anal´ıtica de la derivada de la potencia
para el caso de Q-CSIT en WSN
Para la FPD de g˜ en (3.26), puede escribirse
∫ τ˜i+1
τ˜i
[∂²(g˜, p, r)/∂p]fg˜(g˜)dg˜ = ξ˜(p, r, τ˜i+1)− ξ˜(p, r, τ˜i). (3.72)
Derivando (3.9) c.r.a. p, (3.72) puede reescribirse como
ξ˜(p, r, x) :=
∫
[∂²(g˜, p, r)/∂p]fg˜(g˜)dg˜
∣∣∣∣
g˜=x
:=
−κ1κ2
2r − 1 I˜ξ
(
κ2p
2r − 1 , g˜
) ∣∣∣∣
g˜=x
(3.73)
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donde I˜ξ(b, g) puede expresarse de forma cerrada como
I˜ξ(b, g˜) :=
∫
g˜ exp(−bg˜)fg˜(g˜)dg˜
=
∫
1
Γ(M)
{
exp
(
−1 + b(1− zma´x)
1− zma´x g˜
)
g˜M
(1− zma´x)M (1−Nuz
M
ma´x)
+ Nu exp(−(1 + b)g˜)
[
Γ(M)− Γ(M, zma´xg˜/(1− zma´x))
]
g˜
}
dg˜
=
−1
Γ(M)
{
(1− zma´x) 1−Nuz
M
ma´x
[1 + b(1− zma´x)]M+1Γ
(
M + 1, g˜
1 + b(1− zma´x)
1− zma´x
)
+
Nu exp(−(1 + b)g˜)(1 + (1 + b)g˜)
(1 + b)2
[Γ(M)− Γ(M, g˜zma´x/(1− zma´x))]
+
Nuz
M
ma´x
(1 + b)2[1 + b(1− zma´x)]M+1
[
1 + b(1− zma´x)Γ
(
M, g˜
1 + b(1− zma´x)
1− zma´x
)
× (1 + b)(1− zma´x)Γ
(
M + 1, g˜
1 + b(1− zma´x)
1− zma´x
)]}
. (3.74)
3.4.3. Demostracio´n de la proposicio´n 3.1
La informacio´n digital enviada al transmisor es una versio´n cuantificada del
para´metro real gk. Sea DFTK la DFT de longitud K y δ[n] el impulso unitario
de tiempo discreto. Los valores de los coeficientes de canal y de las ganancias de
sub-portadora pueden representarse como secuencias de longitud K de manera que
h[k] =
∑K−1
u=0 huδ[k− u] y g[k] =
∑K−1
u=0 gu+1δ[k− u]. Recordando que σ2k = 1, g[k]
puede expresarse como
g[k] = |H[k]|2 = H[k]H†[k]
= DFTK
{
h[n]⊗K h†[((−n))K ]
}
= DFTK
{
K∑
q=0
h[q]h†[((n+ q))K ]
}
:= DFTK {φhh[n]} , (3.75)
donde ⊗N denota la convolucio´n circular de longitudK y ((x))N representa el resto
obtenido al dividir x por K (t.c.c. x mo´dulo K). La estructura de la correlacio´n
discreta φhh[n] es la siguiente (exceptuando el caso trivial de K < 2Q + 1 donde
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se retorna al caso de realimentacio´n por cada sub-portadora)
φhh[n] =
∑Q
q=0 |h[q]|2, n = 0;∑Q
q=0 h[q]h
†[n+ q], n = 1, . . . , Q;
φ†hh[K − n], n = K −Q, . . . ,K − 1;
0, en otro caso.
(3.76)
Utilizando la estructura de φhh[n] junto con (3.75) y definiendo las secuencias
φhh,R := Re{φhh[n]} y φhh,I := Im{φhh[n]}, cualquier ganancia gk puede expresarse
como
gk = φhh[0] + 2
Q∑
n=1
[
φhh,R[n] cos
2pi(k − 1)n
K
+ φhh,I [n] sin
2pi(k − 1)n
K
]
. (3.77)
Por lo tanto, 2Q + 1 gk coeficientes bastan para describir todas las muestras de
φhh[n]. Este resultado implica que todas las ganancias gk pueden calcularse si
2Q+1 de ellas son conocidas. Esto supone que, utilizando te´cnicas de estimacio´n,
interpolacio´n y cuantificacio´n, la realimentacio´n de (2Q + 1)B bits sea suficiente
para describir la totalidad del vector de cuantificacio´n c.
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Cap´ıtulo 4
Minimizacio´n de potencia en
sistemas de comunicaciones
adaptativos con mu´ltiples fuentes
de informacio´n
Este cap´ıtulo se dedica al estudio de la minimizacio´n de la potencia transmitida
por sistemas multi-usuario con flujos de informacio´n individuales garantizando
niveles de calidad de servicio.
La optimizacio´n de sistemas de mu´ltiples usuarios involucra no so´lo para´me-
tros del nivel f´ısico (tales como potencia, tasa, modulacio´n, BER), sino tambie´n
del nivel de enlace (prioridad entre usuarios, acceso al medio). Mientras el di-
sen˜o tradicional a trave´s de capas (niveles) obliga a encontrar los valores de estos
para´metros de forma independiente para cada capa, la consideracio´n de los nuevos
para´metros en problemas de optimizacio´n semejantes a los planteados en el cap´ıtu-
lo anterior, permite la resolucio´n conjunta de todos los para´metros y la obtencio´n
de soluciones o´ptimas de cara´cter global. Esta alternativa, que apenas presenta una
penalizacio´n en te´rminos de complejidad y alcanza prestaciones de cara´cter o´pti-
mo, proporciona adema´s de forma natural esquemas o´ptimos de acceso al medio
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que garantizan de forma estricta la equidad entre usuarios.
Como consecuencia de los motivos presentados, en este cap´ıtulo se analizan,
en primer lugar, la adaptacio´n o´ptima de los transmisores y la cuantificacio´n de
canal para un sistema TDMA (canales selectivos en el tiempo) en el que cada
usuario puede trasmitir de acuerdo a un juego de modos de modulacio´n y codifica-
cio´n adaptativa (AMC) predeterminado y, en segundo lugar, la cuantificacio´n del
canal por parte del receptor as´ı como la adaptacio´n por parte de los transmisores
(potencia, tasa y sub-portadoras) para un sistema OFDMA (canales selectivos en
tiempo y en frecuencia).
4.1. Minimizacio´n de potencia en sistemas TD-
MA con QoS utilizando CSIT
Con la eficiencia energe´tica emergiendo como un aspecto crucial en el disen˜o de
sistemas inala´mbricos comerciales y ta´cticos (militares, emergencia, etc.), la ges-
tio´n y adaptacio´n de recursos ha atra´ıdo una creciente atencio´n tanto en canales
aditivos gaussianos (AWGN) [35,86,99] como en canales con desvanecimientos con
acceso mu´ltiple por divisio´n en el tiempo (TDMA) [22,96]. La adaptacio´n o´ptima
de recursos para canales inala´mbricos mo´viles ha sido estudiada en [29,40,41,84],
mientras que esquemas de adaptacio´n eficientes energe´ticamente para sistemas TD-
MA han sido investigados desde la perspectiva de la teor´ıa de la informacio´n [87].
Los citados estudios trabajan bajo el supuesto de que tanto los transmisores como
los receptores conocen de forma perfecta el canal (P-CSI), ofreciendo as´ı l´ımi-
tes fundamentales (al trabajar con co´digos que alcanzan capacidad y utilizando
P-CSI) paras las prestaciones de cualesquiera otros sistemas.
El uso de te´cnicas FDD y de canales de control, as´ı como la existencia de errores
de estimacio´n del canal, de pequen˜as variabilidades en el retardo [38,63] o de limi-
tacio´n de tasa de realimentacio´n, no son ajenas a los sistemas TDMA que operan
sobre canales selectivos en el tiempo. Esto motiva que, al igual que en cap´ıtulos
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anteriores, se analice la gestio´n y adaptacio´n de recursos en sistemas TDMA en
base a conocimiento cuantificado del canal (Q-CSI) con desvanecimientos.
De acuerdo a lo anunciado en la introduccio´n, en esta seccio´n se analizan siste-
mas TDMA inala´mbricos limitados por potencia donde, explotando el Q-CSIT, los
usuarios transmiten hacia un punto de acceso (PA) a trave´s de una u´nica antena
utilizando modos de codificacio´n y modulacio´n adaptativa (AMC) que permiten
satisfacer niveles de BER y tasa individuales para cada usuario (los detalles del
modelo se describen en el apartado 4.1.1). En sinton´ıa con el modus operandis
de esta disertacio´n, en la fase de disen˜o se atacan dos problemas principales: la
cuantificacio´n de canal para formar el Q-CSIT y la adaptacio´n de los terminales
usuarios al Q-CSIT. El disen˜o se deriva de forma conjunta mediante la formulacio´n
de problemas de minimizacio´n de la potencia media transmitida con restricciones
de BER, tasa y acceso al canal. Adema´s de los propios algoritmos de cuantificacio´n
y adaptacio´n, se proporciona una visio´n del funcionamiento de este tipo de algo-
ritmos y de los l´ımites de prestaciones de sistemas TDMA limitados en potencia
con realimentacio´n cuantificada. El marco teo´rico propuesto incorpora prioridad
relativa entre usuarios con garant´ıas de justicia social1, el uso de modos AMC y
la adaptacio´n de potencia. Puesto que la separacio´n entre canales ascendente (de
los usuarios al PA) y descendente (del PA a los usuarios) basada en TDD no es
infrecuente en sistemas TDMA, el modelo teo´rico se aplica en profundidad para
caracterizar la solucio´n basada en P-CSIT (apartado 4.1.2). Este esquema se uti-
liza tambie´n para inicializar la solucio´n basada en Q-CSIT que se desarrolla en el
apartado 4.1.3, as´ı como para obtener un nivel asinto´tico de referencia para las
prestaciones del disen˜o de realimentacio´n limitada. Una vez que la constelacio´n
con los niveles cuantificados de potencia esta´ disen˜ada, la asignacio´n de acceso de
los usuarios y los esquemas de adaptacio´n de potencia y modo de transmisio´n se
resuelven de manera computacionalmente eficiente y con garant´ıas de convergencia
1El concepto de justicia social, te´rmino tomado de la literatura econo´mica, aparece asociado
a problemas de optimizacio´n en distintos a´mbitos –financiero, industrial, comunicaciones–, en los
que debe distribuirse una serie de recursos limitados de manera que maximizando (minimizando)
una funcio´n de utilidad (coste) global –t.c.c. utilidad social– se garantice a cada usuario unos
niveles mı´nimos de acceso al recurso.
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al o´ptimo global mediante algoritmos de optimizacio´n convexa.
El punto clave del apartado 4.1.3 (y por ende de la seccio´n) es el desarrollo de un
algoritmo iterativo (basado en el principio de descenso coordinado por bloques)
que resuelve de forma conjunta la cuantificacio´n y la adaptacio´n. La resolucio´n
conjunta se realizara´ de forma “off-line” y tendra´ las ventajas an˜adidas de generar
una adaptacio´n “on-line” de baja complejidad y de presentar unas necesidades (ta-
sas) de realimentacio´n sorprendentemente pequen˜as. Las simulaciones nume´ricas
del apartado 4.1.4 comparan las prestaciones del esquema Q-CSIT propuesto con
las de otros esquemas heur´ısticos existentes as´ı como con sus l´ımites asinto´ticos
representados por el esquema P-CSIT. La recopilacio´n de resultados que finaliza
esta seccio´n incide en la utilidad tanto pra´ctica (considerable ahorro de potencia,
tasa de realimentacio´n pequen˜a, complejidad computacional “off-line” acotada y
complejidad “on-line” despreciable) como teo´rica (otros esquemas de tasa de rea-
limentacio´n limitada que asignen recursos deber´ıan comparar sus prestaciones con
las del aqu´ı derivado) de los esquemas propuestos.
4.1.1. Modelo y prea´mbulos
Conside´rense M terminales transmisores (usuarios) comunica´ndose con un PA
a trave´s de canales inala´mbricos con desvanecimientos en un entorno TDMA (enla-
ce ascendente). El sistema trabajara´ bajo las siguientes condiciones de operacio´n:
(sp1) Cada usuario (indexado v´ıa m ∈ {1, . . . ,M}) transmite utilizando un con-
junto finito de modos AMC (indexados v´ıa l ∈ {1, . . . , Lm}) cada uno de ellos con
una tasa de transmisio´n asociada rm,l.
(sp2) Los coeficientes del canal {hm}Mm=1 son planos en frecuencia (i.e., esca-
lares para cada usuario m), permanecen constantes durante el tiempo de dura-
cio´n de un intervalo de transmisio´n Ti pero pueden variar de un intervalo a otro
(modelo de desvanecimiento por bloques). Compactando las ganancias del canal
(medidas en te´rminos de potencia) en un vector de taman˜o M × 1 se obtiene
g := [|h1|2, . . . , |hM |2]T , que es ergo´dico con FDPA Fg(g) supuesta conocida (si,
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Figura 4.1: Modelo del sistema TDMA considerado para M = 3 usuarios.
como se hizo en el cap´ıtulo anterior, se tomase el ejemplo de canales Rayleigh,
{hm}Mm=1 ser´ıan gaussianas complejas de media cero).
Todos los usuarios pueden transmitir (sin solaparse) durante un intervalo (blo-
que) utiliza´ndolo durante una fraccio´n de la duracio´n del mismo {wm(g)}Mm=1 (la
duracio´n absoluta del intervalo de transmisio´n Ti dependera´ de la duracio´n de
la realizacio´n del canal g; i.e., con el tiempo de coherencia Tc). Si se supone,
s.p.d.g., que cada intervalo de transmisio´n tiene duracio´n unitaria, claramente∑M
m=1wm(g) ∈ [0, 1]. No´tese que la condicio´n anterior permite a todos los usuarios,
o en el extremo opuesto a ningu´n usuario, transmitir durante un intervalo dado.
Adema´s, si rm(g) denota la tasa de transmisio´n (medida en bits/segundo/Hertzio),
la tasa transmitida por el m-e´simo usuario durante el intervalo considerado es
rm(g)wm(g); del modo semejante pm(g)wm(g) sera´ la potencia transmitida por el
usuario m durante dicho intervalo.
De acuerdo a (sp1) y del mismo modo que en la seccio´n 3.1, el usuario m
puede elegir en cada intervalo una modulacio´n con tasa r
(mod)
m,l (e.g., 16-QAM)
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junto con una codificacio´n de canal con tasa r
(cod)
m,l (e.g., un co´digo convolucional
de tasa 1/2) para transmitir conforme al l-e´simo modo AMC con tasa rm(g) =
rm,l := r
(mod)
m,l r
(cod)
m,l . Aparte de con las tasas pre-especificadas por los modos AMC
rm,l (que como se deduce por el uso del sub-´ındice m pueden ser diferentes para
cada usuario), es tambie´n posible para cada terminal transmitir con una tasa
resultante de una combinacio´n lineal de los valores pre-especificados a trave´s de la
fragmentacio´n de su propio intervalo de transmisio´n. As´ı por ejemplo, utilizando
el modo l durante una porcio´n θm,l de su propio intervalo wm y el modo l + 1
durante la porcio´n restante (1 − θm,l) del tiempo, el usuario m puede transmitir
durante un bloque con tasa rm(g)wm(g) = w˜m,l(g)rm,l + w˜m,l+1(g)rm,l+1, donde
w˜m,l(g) := θm,lwm(g) y w˜m,l+1(g) := (1 − θm,l)wm(g). En general, el usuario m
puede transmitir con tasa
rm(g)wm(g) =
Lm∑
l=0
w˜m,l(g)rm,l, (4.1)
haciendo notar que el primer modo (denotado en este caso con l = 0) corresponde
a una tasa de transmisio´n rm,0 = 0 (en cuyo caso el usuario renuncia a utilizar el
canal) y el u´ltimo modo (l = Lm) corresponde a la ma´xima tasa de transmisio´n
(rm,Lm) con la que el m-e´simo usuario puede transmitir.
A fin de satisfacer requisitos de QoS espec´ıficos para cada usuario, las comu-
nicaciones del sistema TDMA deben cumplir restricciones de tasa de transmisio´n
media y BER media. La tasa media del usuario m esta´ dada por
r¯m := Eg[rm(g)wm(g)] :=
∫
g
rm(g)wm(g)dFg(g) (4.2)
y su valor debe estar por encima del nivel promedio pre-especificado; i.e., r¯m ≥ rˇm
con rˇm ≤ rm,Lm ∀m.
Del mismo modo, el requisito de BER media debera´ satisfacer ²¯m ∈ [0, ²ˇm]
∀m = 1, . . . ,M , donde
²m = ²m(gmpm, rm) (4.3)
4.1 Minimizacio´n de potencia en sistemas TDMA con QoS utilizando
CSIT 111
representa la funcio´n de la BER instanta´nea de forma que depende de la tasa
transmitida rm y de la potencia recibida gmpm (al igual que en anteriores ocasiones
y s.p.d.g. se fija a uno el valor de la varianza del ruido AWGN en el receptor).
De forma general ²m sera´ una combinacio´n lineal de las BER instanta´neas ²m,l
asociadas a los distintos modos l utilizados para transmitir rm.
La relacio´n entre tasa transmitida, potencia transmitida y BER expresada en
(4.3) jugara´ un papel instrumental para lograr el objetivo de minimizacio´n de la
potencia media ponderada P¯ dados los requisitos {rˇm, ²ˇm}Mm=1 y la disponibilidad
del la informacio´n del estado del canal en los transmisores (CSIT). La ponderacio´n
se realizara´ considerando los pesos [µ1 · · ·µM ]T := µ que expresan la prioridad
relativa entre usuarios (e.g., si µ1/µ2 = 2, en el problema de minimizacio´n el
consumo de potencia del usuario 1 sera´ dos veces ma´s importante que el del usuario
2), resultando el objetivo a minimizar
P¯ =
M∑
m=1
µmp¯m :=
M∑
m=1
µmEg[pm(g)wm(g)] =
M∑
m=1
µm
∫
g
pm(g)wm(g)dFg(g). (4.4)
Las dos u´nicas formas de CSIT consideradas son perfecto y cuantificado. El
Q-CSIT llega al transmisor a trave´s del canal de realimentacio´n en forma de la
palabra c = c(g). Pese a que la descripcio´n precisa del cuantificador de canal y de
la formacio´n de la palabra c(g) se realiza en el apartado 4.1.3, a fin de cerrar la
descripcio´n del modelo del sistema deben adelantarse ciertos aspectos. Asumiendo
que cada usuario utilizara´ durante un periodo de transmisio´n un u´nico modo AMC,
si gm pertenece a la regio´n de cuantificacio´n Rm,l en la que el usuario m puede uti-
lizar el modo l, para describir (i.e., indexar) la regio´n de cuantificacio´n para todos
los usuarios la palabra c(g) deber´ıa contener al menos d∑Mm=1 log2 Lme bits (i.e.,∏M
m=1 Lm estados de cuantificacio´n). En apartados posteriores se comprobara´ que
la utilizacio´n de un u´nico modo AMC no penaliza el disen˜o del cuantificador y que
el nu´mero de bits de la palabra c(g) es considerablemente menor que el inicial-
mente esperado.
Puesto que la equidad (o alternativamente la justicia social) es un aspecto de
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gran relevancia en sistemas de comunicaciones con mu´ltiples usuarios, debe cerrar-
se este apartado remarcando que el planteamiento propuesto garantiza justicia en
la asignacio´n de recursos a trave´s de dos mecanismos diferentes: (i) el vector de
prioridades µ y (ii) las restricciones de tasa media mı´nima {rˇm}Mm=1 para cada
usuario.
4.1.2. Adaptacio´n o´ptima de recursos basada en P-CSIT
En este apartado se derivan esquemas de asignacio´n de recursos que minimizan
el coste de potencia para TDMA en base a AMC y P-CSIT. La motivacio´n de este
estudio es triple: (i) para el uso de los esquemas derivados en sistemas TDD que de
forma realista pueden adquirir P-CSIT; (ii) para orientar el disen˜o del esquema de
Q-CSIT apoya´ndose en la estructura de la solucio´n basada en P-CSIT y (iii) para
juzgar la calidad de prestaciones por parte del esquema de Q-CSIT compara´ndolo
con la cota inferior que representa el consumo del esquema de P-CSIT.
Dada la disponibilidad de P-CSIT (i.e., suponiendo g conocido), la tasa me-
dia del usuario m-e´simo puede expresarse en te´rminos de las tasas fijas asocia-
das a los modos AMC {rm,l} y a las fracciones desconocidas {w˜m,l} [cf. (4.1)
y (4.2)] r¯m = Eg[
∑Lm
l=0 w˜m,l(g)rm,l]. De la misma manera, dados gm y ²ˇm, pa-
ra cada tasa rm puede resolverse (4.3) c.r.a. la potencia transmitida para ob-
tener pm = (1/gm)²
−1
m (²ˇm, rm) (como ya se hizo en (3.10) bajo la premisa de
utilizar un u´nico modo de transmisio´n). Mas au´n, puesto que ²m es una fun-
cio´n convexa y mono´tona, cualquier tasa que, como en (4.1), se exprese a trave´s
una combinacio´n lineal de tasas {rm,l}, origina tambie´n la misma combinacio´n
lineal de las potencias transmitidas ({pm,l(gm)}) asociadas a cada uno de los
modos AMC que satisfacen el requisito de BER ²ˇm para una gm dada. Por
consiguiente, la potencia transmitida por el usuario m durante la realizacio´n
g puede expresarse en te´rminos de las potencias {pm,l(gm)} y de las fraccio-
nes desconocidas {w˜m,l} como pm(g) =
∑Lm
l=0 w˜m,l(g)pm,l(gm), teniendo entonces
p¯m = Eg[pm(g)] = Eg[
∑Lm
l=0 w˜m,l(g)pm,l(gm)].
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De acuerdo a lo anterior, tanto la potencia como la tasa transmitidas por
usuario pueden expresarse como una funcio´n de {w˜m,l(g)} y se encuentran aco-
pladas de forma que el requisito de BER esperada se satisface para cada reali-
zacio´n g. De este modo, el esquema de adaptacio´n que en base a P-CSIT (i.e.,
dado g) que minimiza la potencia transmitida satisfaciendo requisitos de QoS
se reduce a encontrar el vector w˜(g) que contiene las fracciones de transmisio´n
{w˜m,l(g), m = 1, . . . ,M, l = 1, . . . , Lm} como solucio´n del problema de optimi-
zacio´n con restricciones
mı´n
w˜(g)
P¯ , P¯ =
∑M
m=1 µmEg
[∑Lm
l=0 w˜m,l(g)pm,l(gm)
]
s. a: C1. Eg
[∑Lm
l=0 w˜m,l(g)rm,l
]
≥ rˇm, m = 1, . . . ,M,
C2. 0 ≤∑Mm=1 ∑Lml=0 w˜m,l(g) ≤ 1, ∀g.
(4.5)
Relegando de forma temporal la restriccio´n C2, la funcio´n dual Lagran-
giana del problema de optimizacio´n puede escribirse como LPw(βPw∗) =∑M
m=1
∑Lm
l=0 Eg
[
ϕPwm,l(g, β
Pw∗
m )w˜m,l(g)
]
, donde la funcio´n de coste instanta´neo
ϕPwm,l(g, β
Pw∗
m ) := µmpm,l(gm) − βPw∗m rm,l depende de la m-e´sima componente del
vector o´ptimo de multiplicadores de Lagrange βPw∗ := [βPw∗1 . . . β
Pw∗
M ]
T correspon-
diente a la m-e´sima restriccio´n de tasa en C2.2 Si se definen el ı´ndice de usuario y
el ı´ndice del modo para los que esta funcio´n de coste se minimiza como
(m∗, l∗m∗) := argmı´n
(m,l)
ϕPwm,l(g, β
Pw∗
m ) , ϕ
Pw
m,l(g, β
Pw∗
m ) := µmpm,l(gm)− βPw∗m rm,l ,
(4.6)
se deduce ra´pidamente que
∑M
m=1
∑Lm
l=0 ϕ
Pw
m,l(g, β
Pw
m )w˜m,l(g) ≥ ϕPwm∗,l∗
m∗
(g, βPw∗m )∑M
m=1
∑Lm
l=0 w˜m,l(g) ∀g. Pero para ϕPw∗m∗,l∗
m∗
(g, βPw∗m ) 6= 0 esta u´ltima cota inferior se
satisface como una igualdad si el intervalo de transmisio´n se asigna completamente
al usuariom∗ y este transmite con su l∗m∗-e´simo modo AMC. De esta forma, para la
2A lo largo de la seccio´n β (respectivamente χ) denotara´ el multiplicador de Lagrange asociado
a la ligadura de tasa media (BER). El super´ındice Pw∗ (tambie´n utilizado para las funciones de
coste ϕ) indicara´ que el valor corresponde a la solucio´n P -CSIT y se utiliza para obtener el valor
o´ptimo de w. Del mismo modo, se escribira´, e.g, βQp∗ cuando se compute la asignacio´n o´ptima
de potencia p en el caso Q-CSIT.
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asignacio´n o´ptima de fracciones de transmisio´n por realizacio´n g (i.e., adaptacio´n
o´ptima en base a P-CSIT) se tiene:
Si ϕPwm∗,lm∗ (g, β
Pw∗
m ) 6= 0, entonces w˜∗m∗,l∗
m∗
(g) = 1 y
w˜∗m,l(g) = 0 para (m, l) 6= (m∗, l∗m∗); (4.7)
o el caso extremo (de resolucio´n trivial) en el que todos los usuarios deben renunciar
a la transmisio´n:
Si ϕPwm∗,l∗
m∗
(g, βPw∗m ) = 0, entonces w˜
∗
m,l(g) = 0 ∀ m = 1, . . . ,M, l = 1, . . . , Lm .
(4.8)
La asignacio´n o´ptima en (4.7) claramente satisface
∑Lm
l=0 w˜m,l(g) = 1, del mismo
modo que la de (4.8) hace que esta suma sea 0. Puesto que bien una u otra son
o´ptimas para cada realizacio´n de g y satisfacen la restriccio´n C2, son la solucio´n
o´ptima de (4.5) siempre y cuando se obtenga un me´todo para calcular el valor
o´ptimo del vector de multiplicadores de Lagrange βPw∗ que satisfaga el conjunto
de restricciones en C1. No´tese que en general ϕPwm,l(g, β
Pw∗
m ) ≤ 0 ∀m puesto que en
caso contrario la asignacio´n extrema de renuncia global a la transmisio´n estar´ıa
continuamente activa. Con la asignacio´n o´ptima descrita en (4.7) el valor o´ptimo
de la tasa (potencia) media puede calcularse tras retener u´nicamente el sumando
rm∗,l∗
m∗ (respectivamente pm∗,l∗m∗ (gm)) en (4.5) e integrar despue´s sobre la FDP de
g.
La relacio´n convexa entre potencia y tasa en (4.5) hace que para encontrar
βPw∗m haya que satisfacer las ligaduras en C1 de forma ajustada (i.e., r¯m = rˇm).
Ma´s concretamente, si el argumento (i) denota el ı´ndice de iteracio´n y δβ > 0 un
taman˜o de paso, βPw∗m se encontrara´ al converger la siguiente recursio´n
βPwm (i+ 1) =
[
βPwm (i) + δβ(rˇm − Eg[rm(i;g)w˜m,l(i;g)])
]+
, (4.9)
donde [x]+ asegura que el multiplicador de Lagrange nunca sea negativo. La recur-
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sio´n en (4.9) representa una actualizacio´n por sub-gradiente [13], cuya convergencia
al u´nico o´ptimo global βPw∗m ∀m se produce de forma ra´pida y garantizada desde
cualquier punto inicial debido a la aludida convexidad de (4.5).
En la pra´ctica, si la integracio´n para resolver Eg en (4.9) resulta com-
plicada (anal´ıtica o nume´ricamente), su ca´lculo puede ser reemplazado por
N−1
∑N
n=1 rm(i;g
(n))w˜m,l(i;g
(n)), donde {g(n)}Nn=1 son realizaciones de g genera-
das de acuerdo a Fg(g), lo que resulta particularmente sencillo cuando los canales
de los distintos usuarios esta´n incorrelados (caso t´ıpico) o cuando {hm}Mm=1 aun
correlados, son gaussianas complejas, puesto que la asignacio´n o´ptima en (4.7)
o (4.8) establece que a lo sumo una pareja usuario-modo (m, l) sera´ distinta de
cero para cada muestra g(n). No´tese que el valor de βPwm (i− 1) se utiliza ahora en
(4.6) para calcular el usuario m∗(i;g(n)) y el modo l∗m∗(i;g
(n)) ganadores para la
realizacio´n g(n), basados en los cuales se encuentra rm(i;g
(n)) = rm∗(i;g(n)),l∗
m∗ (i;g
(n))
y w˜m,l(i;g
(n)) = 1 para m = m∗(i;g(n)) y l = l∗m∗(i;g
(n)), siendo cero en otro
caso. Como criterio de parada para las iteraciones en (4.9), se comprueba si la
diferencia |LPw(βPw(i+1))−LPw(βPw(i))|/|LPw(βPw(i+1))| medida en te´rminos
de la funcio´n dual (definida justo despue´s de (4.5)) cae por debajo de un nivel de
tolerancia preseleccionado, en cuyo caso se devuelve βPw∗m = β
Pw
m (i+ 1) ∀m.
Antes de resumir el funcionamiento del esquema de adaptacio´n de los usuarios
basado en P-CSIT, es conveniente prestar atencio´n a que´ para´metros y fases del
algoritmo deben ser ejecutadas “off-line” durante la fase de inicial del sistema y
que´ para´metros y co´mputos deben ejecutarse de forma “on-line” en tiempo real.
Uno de los puntos clave reside en el cara´cter estad´ıstico de las restricciones C1
en (4.9), que al estar expresadas en te´rminos de valor esperado, su satisfaccio´n
requiere u´nicamente conocimiento de la FDPA Fg(g), lo que hace que los valores
o´ptimos de los multiplicadores de Lagrange puedan ser calculados “off-line” uti-
lizando informacio´n estad´ıstica a largo plazo del canal inala´mbrico (e.g., media,
varianza) que permitan caracterizar su FDPA. Sorprendentemente, puesto que el
usuario m∗ conoce βPw∗m de la fase “off-line” y gm∗ a trave´s de la estimacio´n del
canal inverso, si el PA difundiese a los usuarios la palabra c(m∗) indexando el
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usuario o´ptimo (que calcula haciendo uso de βPw∗ y g) no habr´ıa necesidad de que
los usuarios conocieran la totalidad del vector g sino u´nicamente su propio canal
(situacio´n que corresponder´ıa al CSIT individual analizado en el apartado 3.1.4).
A continuacio´n el usuario ganador utilizara´ su modo o´ptimo l∗m∗ (cuyo ı´ndice bien
puede ser calculado por e´l mismo segu´n (4.6) o bien puede ser enviado tambie´n
por el PA, no habiendo entonces necesidad de que los usuarios conozcan el valor
βPw∗m lo que hace que sea una alternativa si cabe ma´s pra´ctica) para transmitir con
tasa rm∗,l∗
m∗ y potencia pm∗,l∗m∗ (gm) = (1/gm∗)²
−1
m (²ˇm, rm∗,l∗m∗ ). Esta necesidad mı´ni-
ma de tasa de realimentacio´n, as´ı como la sencillez en el esquema de adaptacio´n
se deben a la formulacio´n del problema con requisitos de tasa media (frente a la
formulacio´n con requisitos instanta´neos como, e.g., los considerados en la seccio´n
3.2). Asimismo, el uso de modos AMC permite que, estando disponible P-CSIT,
los requisitos para el valor esperado de la BER se satisfagan para cada realizacio´n
del canal (y por tanto tambie´n en forma promediada) no teniendo que incluirlos
as´ı de forma expl´ıcita en el problema de optimizacio´n. Finalmente, puesto que las
restricciones de tasa esta´n desacopladas entre usuarios, una vez que se determina
el usuario ganador este no necesita conocer el valor de g sino u´nicamente el de su
propia realizacio´n gm∗ .
3 En suma, se ha establecido que para el problema basado
en P-CSIT:
Proposicio´n 4.1 Bajo (sp1) y (sp2), la minimizacio´n de la potencia media pon-
derada transmitida satisfaciendo requisitos de BER y tasa media se reduce al pro-
blema de optimizacio´n con ligaduras presentado en (4.5) con variables de opti-
mizacio´n w˜m,l, problema que es convexo y tiene un u´nico mı´nimo global. La so-
lucio´n corresponde a una asignacio´n avariciosa [cf. (4.6) y (4.7) o (4.8)] donde
a lo sumo el usuario con mı´nimo coste m∗ transmitira´ durante toda la duracio´n
del intervalo (bloque) de acceso con el modo AMC de mı´nimo coste l∗m∗ y poten-
cia mı´nima que adaptada al P-CSIT gm∗ satisfaga el requisito de BER ²ˇm∗, i.e.,
pm∗,l∗
m∗ (gm∗ , ²ˇm∗). Los multiplicadores de Lagrange {βPw∗m }Mm=1 que se necesitan pa-
3Este comportamiento contrasta con el obtenido para la seccio´n 3.1 donde las prestaciones
basadas en CSIT pleno (g) y CSIT individual (gm y c(g)) eran diferentes.
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ra encontrar el usuario de mı´nimo coste pueden calcularse en el PA de forma
“off-line” utilizando la FDPA del canal; mientras que durante la fase “on-line” los
usuarios u´nicamente necesitan recibir desde el PA el mensaje de realimentacio´n
c(g) = [cT (m∗), cT (l∗m∗)]
T , en base al cual el m∗-e´simo usuario transmitira´ con la
tasa y potencia correspondientes mientras el resto de usuarios permanecera´ silente.
No´tese que pese a que el modelo propuesto permit´ıa a los usuarios compartir
el intervalo de transmisio´n y a que cada uno de ellos utilizase distintos modos
de transmisio´n, la asignacio´n o´ptima derivada es un esquema avaricioso (t.c.c.
oportunista) en el que el acceso al canal (recurso) lo realiza el usuario que para
esa realizacio´n entran˜a un menor coste, transmitiendo adema´s con u´nico modo
AMC. Respecto al coste ϕPwm,l(g, β
Pw∗
m ), puede interpretarse como un agregado de
costes (o coste neto) compuesto en este caso por dos te´rminos distintos: por un
lado la potencia transmitida ponderada por la prioridad del usuario (coste) y por
otro lado y de signo opuesto la tasa transmitida ponderada por el precio o´ptimo
de la tasa expresado en te´rminos de potencia y recogido por el multiplicador βPw∗m
(utilidad o beneficio). Si para una realizacio´n dada existieran mu´ltiples usuarios
que alcanzasen el mı´nimo, cualquier distribucio´n aleatoria del acceso entre los
mismos (renunciando obligatoriamente a la transmisio´n, claro esta´, aquellos que no
alcanzan el mı´nimo) ser´ıa o´ptima. Te´ngase tambie´n en cuenta que conforme mayor
es la realizacio´n del canal para el usuario ganador gm∗ mayor es la tasa transmitida
rm∗(gm∗) que puede tolerarse satisfaciendo ²ˇ. En el extremo opuesto, si todos los
usuarios experimentan un desvanecimiento severo (gm ≈ 0 ∀m) se tendra´ que l = 0
∀m y rm∗(gm∗) = 0 en cuyo caso todos los usuarios deben renunciar a acceder al
canal [cf. (4.8)]. Las anteriores observaciones muestran que la asignacio´n o´ptima
descrita por la proposicio´n 4.1 sigue el esp´ıritu de de la asignacio´n o´ptima dictada
por el “water-filling” en entornos multi-usuario.
Observacio´n 4.1 La asignacio´n basada en el principio de el ganador consigue
todo4 no es ajena ni a los problemas de distribucio´n de recursos entre usuarios en
4Expresio´n tambie´n comu´n para referirse al comportamiento oportunista o avaricioso.
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general ni a la gestio´n espec´ıfica de sistemas comunicacio´n (e.g., maximizacio´n de
la capacidad en sistemas multi-usuario de acceso ortogonal con co´digos de infinita
longitud y restricciones de potencia media [40]). Sin embargo, no resultaba sencillo
intuir (prever) que este fuera tambie´n el caso tambie´n para el problema aqu´ı formu-
lado. El hecho de que la optimizacio´n de sistemas TDMA con modos AMC tenga
una sencilla asignacio´n oportunista con una baja tasa de realimentacio´n respalda
la aplicacio´n pra´ctica de este tipo de sistemas.
4.1.3. Adaptacio´n de recursos y cuantificacio´n o´ptimas ba-
sadas en Q-CSIT
En esta seccio´n se analiza el problema de minimizacio´n de potencia con ga-
rant´ıas de QoS para un sistema TDMA en base a modos AMC y Q-CSIT, un
escenario particularmente adecuado para sistemas FDD limitados por potencia.
Cuando las regiones de cuantificacio´n R := {Rm,l, ∀(m, l)} esta´n disen˜adas a
priori, los esquemas en esta seccio´n encuentran la asignacio´n de usuario, modo y
potencia globalmente o´ptima. Asimismo, para el caso general en el que las regio-
nes son desconocidas, en este apartado se propone un algoritmo sistema´tico de
descenso coordinado por bloques que optimiza de forma conjunta la asignacio´n de
recursos (adaptacio´n de los transmisores) y la cuantificacio´n del canal definiendo
as´ı por completo el esquema Q-CSIT a utilizar.
Antes de plantear el problema, resulta instructivo sen˜alar las mayores diferen-
cias entre el sistema Q-CSIT a disen˜ar y el sistema P-CSIT ya analizado. Estas
diferencias aluden ba´sicamente a dos facetas diferentes:
(d1) Puesto que la palabra c(g) que describe el Q-CSIT contiene un nu´mero finito
B de bits, u´nicamente existe un nu´mero finito de configuraciones (espec´ıficamente
2B) a las que los terminales pueden adaptarse.
(d2) La ausencia del conocimiento de g hace que el sencillo acoplamiento de po-
tencia y tasa a trave´s del requisito de BER (a trave´s de (4.3)) ya no sea posible.
Este hecho tiene tres implicaciones fundamentales: (i) debe incorporarse al pro-
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blema de optimizacio´n un nuevo conjunto de variables p := [pT1 · · ·pTM ]T , donde
{pm := [pm,1 · · · pm,Lm ]T}Mm=1; (ii) deben tenerse en cuenta de forma expl´ıcita un
conjunto adicional de multiplicadores de Lagrange asociado a las restricciones de
BER esperada y (iii) no resulta posible expresar la potencia transmitida en te´rmi-
nos de las fracciones {w˜m,l(g)} que permit´ıan combinaciones lineales entre modos,
lo que implica que en esta seccio´n u´nicamente se utilizara´n la fracciones origi-
nales de acceso TDMA wm(g) por usuario m que formara´n el vector de acceso
w(g) := [w1(g) · · ·wM(g)]T .
Puesto que un cuantificador es esencialmente un clasificador, para definir el
Q-CSIT habra´ que especificar su entrada, salida, tipo y nu´mero de clases y su
relacio´n con el problema que se analiza. Esta caracterizacio´n puede sintetizarse
como sigue:
(sp3) Para cada terminal m se consideran Lm clases, tantas como modos AMC; la
entrada del cuantificador es g y la salida es la palabra c(l∗m;g) que indexa el modo
l∗m; si g ∈ Rm,l∗m y el terminal m es seleccionado por el esquema de asignacio´n
durante una fraccio´n 0 ≤ wm ≤ 1 transmitira´ con tasa rm = rm,l∗m y potencia pm =
pm,l∗m ambos supuestos constantes a lo largo de la regio´n Rm,l∗m. Si no se especifican
a priori, las regiones Rm,l sera´n tambie´n optimizadas. Al igual que en el caso de
P-CSIT se obtendra´ que la asignacio´n o´ptima del sistema es oportunista y, por
tanto, la palabra c(g) que representa el Q-CSIT de todo el sistema debera´ contener
el ı´ndice del terminal seleccionado c(m∗;g) y su modo de transmisio´n c(l∗m∗ ;g).
La principal caracter´ıstica del disen˜o del cuantificador propuesto en (sp3) con-
siste en acoplar cada modo AMC con una regio´n de cuantificacio´n y, por consi-
guiente, con una u´nica potencia de transmisio´n, esta decisio´n esta´ avalada por el
hecho de que la solucio´n basada en P-CSIT pese a permitirlo a priori selecciona
un u´nico modo AMC de transmisio´n. Este acoplamiento facilitara´ la formulacio´n
convexa del problema y reducira´ las necesidades de realimentacio´n del sistema,
haciendo que la palabra c(g) := [cT (m∗;g), cT (l∗m∗ ;g)]
T conteniendo el Q-CSIT
transporte u´nicamente B = dlog2M + log2(ma´xm Lm)e bits.
Tambie´n contribuye a la reduccio´n de la sobrecarga el hecho de que la cuanti-
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ficacio´n en (sp3) este´ desacoplada para un mismo usuario. En cierto modo podr´ıa
decirse que se tienen M problemas de cuantificacio´n cada uno de ellos involucran-
do Lm clases. Las regiones de cuantificacio´n por usuario no se solapan (intersecan)
entre distintos modos pero para un mismo modo s´ı se solapan entre usuarios; i.e.,
si ∩ (∪) denota la interseccio´n (unio´n) de conjuntos, se tiene Rm,l∩Rm,l′ = ∅ para
l 6= l′, pero Rm,l∩Rm′,l 6= ∅ para m 6= m′ y, claramente, ∪Lml=0Rm,l = G ⊆ R+0 M ∀m,
donde G denota el dominio de g que es el sub-espacio de vectores con componentes
reales positivas o nulas R+0
M
. Si las regiones de cuantificacio´n estuvieran acopladas
entre usuarios el problema de cuantificacio´n ser´ıa u´nico, con regiones que no se
solapan, pero con un nu´mero considerablemente mayor de clases (
∏M
m=1 Lm).
Habiendo descrito la forma del Q-CSIT, se procede a expresar la potencia,
tasa y BER medias as´ı como las variables envueltas en los problemas de opti-
mizacio´n que se analizara´n. Puesto que, de acuerdo a lo recalcado en (d1), el
nu´mero de configuraciones de transmisio´n para cada usuario es finito, la poten-
cia transmitida por el m-e´simo usuario pm(c(g)) por cada realizacio´n del canal
g es una VA discreta; mientras que 0 ≤ wm(g) ≤ 1 es una variable conti-
nua5. De esta manera, p¯m := Eg[pm(c(g))wm(g)] =
∫
pm(c(g))wm(g)dFg(g) =∑Lm
l=0
∫
Rm,l pm(c(g))wm(g)dFg(g), donde la u´ltima igualdad se debe a la separa-
cio´n de la integral a lo largo de regiones de cuantificacio´n que no se solapan (inter-
secan). No obstante, puesto que (sp3) establece que la potencia transmitida por
regio´n es constante y se tiene adema´s que pm,0 = 0, se llega a la expresio´n
p¯m =
Lm∑
l=1
pm,l
∫
Rm,l
wm(g)dFg(g) . (4.10)
Argumentando de forma semejante puede demostrarse fa´cilmente que la tasa media
5No´tese que si 0 < wm(g) < 1 o lo que es lo mismo, durante el intervalo considerado trans-
mitiera ma´s de un usuario, el sistema deber´ıa actualizar el Q-CSIT no al final del intervalo, sino
cuando la fraccio´n wm(g) activa concluyese y debiera transmitir el siguiente usuario.
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transmitida puede expresarse como
r¯m =
Lm∑
l=1
rm,l
∫
Rm,l
wm(g)dFg(g) ≥ rˇm, m = 1, . . . ,M (4.11)
donde el te´rmino integral puede interpretarse como la probabilidad de que el ter-
minal m utilice el modo l (i.e., rm tome el valor rm,l).
El hecho de que en sistemas adaptativos la tasa de transmisio´n para cada usua-
rio sea una VA impide que la BER pueda calcularse simplemente integrando (4.3)
sobre Fg(g), como se hace cuando la tasa rm es un valor constante determinista.
De esta forma, ²¯m debe calcularse como la razo´n entre el nu´mero promedio de
bits erro´neos y el nu´mero promedio de bits enviados [cf. (3.40)]. Procediendo de
forma ana´loga a lo que se hizo para (4.10) y (4.11), el numerador de esta razo´n
es
∑Lm
l=1 rm,l
∫
Rm,l wm(g)²m,l(gmpm,l)dFg(g), donde ²m,l es la BER instanta´nea del
usuario m utilizando su l-e´simo modo; mientras que el denominador simplemente
es la tasa media en (4.11). De esta manera, el requisito de valor medio de la BER
bajo (sp1)-(sp3) puede expresarse como
²¯m =
∑Lm
l=1 rm,l
∫
Rm,l wm(g)²m,l(gmpm,l)dFg(g)∑Lm
l=1 rm,l
∫
Rm,l wm(g)dFg(g)
≤ ²ˇm, m = 1, . . . ,M. (4.12)
No obstante, (4.12) puede simplificarse de forma sencilla sustituyendo el de-
nominador por el valor de rˇm en (4.11). Si el problema no fuera convexo c.r.a.
{rm} esta simplificacio´n podr´ıa dar lugar a una solucio´n ma´s conservadora, puesto
que podr´ıa darse el caso de que r¯m > rˇm. Tras esta sustitucio´n, el problema de
optimizacio´n que se pretende resolver puede formularse como:
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
mı´n
R,p,w(g)
P¯ , P¯ =
∑M
m=1 µm
∑Lm
l=1 pm,l
∫
Rm,l wm(g)dFg(g)
s.a C1.
∑Lm
l=1 rm,l
∫
Rm,l wm(g)dFg(g) ≥ rˇm, m = 1, . . . ,M ;
C2.
∑Lm
l=1 rm,l
∫
Rm,l wm(g)²m,l(gmpm,l)dFg(g)/rˇm ≤ ²ˇm, m = 1, . . . ,M ;
C3. 0 ≤∑Mm=1wm(g) ≤ 1, ∀g.
(4.13)
Claramente, si las regiones R esta´n dadas a priori (utilizando, e.g., cuantificado-
res uniformes, Lloyd o de ma´xima entrop´ıa por cada gm), entonces el conjunto de
variables se reduce del original (R,p,w(g)) al simplificado (p,w(g)). Puesto que
para este nuevo conjunto de variables tanto la funcio´n objetivo como las restric-
ciones son convexas respecto a p y w(g), el problema de asignacio´n de recursos
tiene un o´ptimo global u´nico.
En las pa´ginas siguientes, se resolvera´ en primer lugar (4.13) c.r.a.w(g) cuando
R y p esta´n dados (sub-problema 1). Parte de la solucio´n de este sub-problema
sera´ todo lo que se necesite para establecer la adaptacio´n “on-line” o´ptima basada
en Q-CSIT una vez que tanto la constelacio´n de valores o´ptimos de potencia p∗
como las regiones o´ptimas de cuantificacio´nR∗, ambas calculadas “off-line”, este´n
disponibles. La construccio´n de p∗ (sub-problema 2) y R∗ (sub-problema 3) se
apoyara´ tambie´n en la solucio´n del esquema o´ptimo de acceso al medio. Para su
optimizacio´n conjunta, se seguira´ un principio de descenso coordinado por bloques
[9] (t.c.c. descenso coordinado iterativo), en el que las variables de optimizacio´n se
dividen en tres grupos: (R(t−1)),p(t−1),w(g)(t−1)). Durante la (t)-e´sima iteracio´n
del bloque se considerara´n tres sub-problemas distintos, en cada uno de ellos dos
de los tres vectores (R(t−1)),p(t−1),w(g)(t−1)) se considerara´n dados (tomara´n el
valor que tuvieron en la (t − 1)-e´sima iteracio´n) y se utilizara´n para encontrar el
valor del tercero de forma o´ptima. El algoritmo se iterara´ hasta que la solucio´n
converja (los detalles y caracterizacio´n de este algoritmo se proporcionara´n despue´s
de haber resuelto cada uno de los sub-problemas).
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Sub-problema 1: acceso o´ptimo
En este punto se resuelve (4.13) para w(g) cuando R y p esta´n dadas. La
solucio´n resultante sera´ de utilidad en tres situaciones diferentes: (i) para asignar
(adaptar) los recursos de transmisio´n cuandoR = Rˇ y/o p = pˇ esta´n dados por el
propio disen˜o del sistema (e.g., las especificaciones de un esta´ndar determinado o
las caracter´ısticas de construccio´n de unos receptores que no permitan ajustar las
regiones de cuantificacio´n); (ii) para la fase “on-line” donde los valores R = R∗
y p = p∗ se han fijado de acuerdo a sus valores o´ptimos obtenidos durante la fase
“off-line” y (iii) para la fase “off-line” para obtener w(t)(g) cuando R = R(t−1)
y p = p(t−1) esta´n dados por el resultado de la iteracio´n previa del descenso
coordinado por bloques.
Puesto que R es conocido, para una realizacio´n dada g ∈ Rm,l el modo lm(g)
con tasa de transmisio´n rm,lm(g) y la potencia asociada pm,lm(g) que el usuario m
utilizara´ en caso de ser elegido son conocidos [cf. (sp3)]. Como en el apartado 4.1.2,
el Lagrangiano de este problema de optimizacio´n con restricciones puede escribir-
se como LQw(βQw∗,χQw∗) = ∑Mm=1∑Lml=1 ϕQwm (g, βQw∗m , χQw∗m ) ∫Rm,l wm(g)dFg(g),
donde la funcio´n instanta´nea de coste
ϕQwm (g, β
Qw∗
m , χ
Qw∗
m ) := µmpm,lm(g) − βQw∗m rm,lm(g)
+ χQw∗m rm,lm(g)²m,lm(g)
(
gmpm,lm(g)
)
/rˇm (4.14)
depende el multiplicador de Lagrange o´ptimo βQw∗m (χ
Qw∗
m ) correspondiente a la m-
e´sima restriccio´n de tasa (BER esperada) media. Definiendo el ı´ndice del usuario
que minimiza este coste como m∗ := argmı´nm ϕQwm (g, β
Qw∗
m , χ
Qw∗
m ) y replicando
los argumentos que se siguieron para derivar (4.7) y (4.8) se encuentra que, con
βQw∗ := [βQw∗1 . . . β
Qw∗
M ]
T y χQw∗ := [χQw∗1 . . . χ
Qw∗
M ]
T dados, la asignacio´n o´ptima
consiste en:
Si ϕQwm∗ (g, β
Qw∗
m , χ
Qw∗
m ) 6= 0, entonces w∗m∗(g) = 1 y w∗m(g) = 0 para m 6= m∗ ;
(4.15)
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o en el caso extremo en donde ningu´n usuario accede al canal
Si ϕQwm∗ (g, β
Qw∗
m , χ
Qw∗
m ) = 0, entonces w
∗
m(g) = 0 ∀ m = 1, . . . ,M. (4.16)
Las asignaciones de acceso al canal de (4.15) y (4.16) satisfacen claramente la
restriccio´n
∑M
m=1wm(g) ∈ [0, 1] y, puesto que una de ellas sera´ cierta para cualquier
g, minimizan tambie´n la potencia media transmitida en (4.13) suponiendo que los
valores o´ptimos de los multiplicadores de Lagrange βQw∗ y χQw∗ son conocidos.
En base a Fg(g), los multiplicadores buscados se calculan “off-line” para satis-
facer los requisitos de tasa y BER medias ∀m = 1, . . . ,M a trave´s de las siguientes
iteraciones por sub-gradiente [cf. (4.9)]
βQwm (i+ 1) =
[
βQwm (i) + δβ
(
rˇm −
Lm∑
l=1
rm,l
∫
Rm,l
w∗m(i;g)dFg(g)
)]+
(4.17)
χQwm (i+ 1) =
[
χQwm (i) + δχ
(
Lm∑
l=1
rm,l
∫
Rm,l
w∗m(i;g)²m,l(gmpm,l)dFg(g)/rˇm
²ˇm
)]+
. (4.18)
Como en el apartado 4.1.2, las recursiones (4.17) y (4.18) tienen convergencia
garantizada al par o´ptimo βQw∗, χQw∗ para cualquier condicio´n inicial puesto que
el problema en (4.13) es convexo en las variables {wm(g)}Mm=1.
De forma semejante a Eg en (4.9), las integrales en (4.17) y (4.18) pueden ser
reemplazadas en la pra´ctica por sumas sobre las realizaciones {g(n)}Nn=1. Durante la
iteracio´n (i), si g
(n)
m se encuentra en la regio´n l(i; g
(n)
m ) los multiplicadores βQwm (i−1)
y χQwm (i−1) se utilizan en (4.14) para calcular el usuario ganadorm∗(i;g(n)) que con
un valor de tasa r
m∗(i;g(n)),l(i;g∗(n)m )
contribuye al valor de la integral (ahora suma) en
(4.17) y con un valor de potencia p
m∗(i;g(n)),l(i;g∗(n)m )
contribuye a la integral (ahora
suma) en (4.18). No´tese que las dos actualizaciones por sub-gradiente por usuario
deben ser ejecutadas (y finalizadas) de forma conjunta. De nuevo, el criterio de
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parada para las actualizaciones consiste en comprobar la estabilizacio´n del valor
de la funcio´n dual (definida tras presentar (4.13)) comprobando si |LQw(βQw(i +
1),χQw(i+1))−LQw(βQw(i),χQw(i))|/|LQw(βQw(i+1),χQw(i+1))| cae por debajo
de un nivel de tolerancia pre-especificado, devolviendo βQw∗m = β
Qw
m (i+1) y χ
Qw∗
m =
χQwm (i+ 1) ∀m en caso afirmativo.
Con los multiplicadores {βQw∗m , χQw∗m }Mm=1 calculados “off-line” utilizando la FD-
PA de la ganancia del canal, durante la fase de operacio´n “on-line” para cada rea-
lizacio´n g el PA necesita: (i) seleccionar para cada usuario m, a partir del disen˜o
del cuantificador R y p, la regio´n Rm,l a la que gm pertenece y, por consiguiente,
la tasa rm,lm(g) y potencia pm,lm(g) asociadas y (ii) evaluar el coste en (4.14) para
todo m = 1, . . . ,M a fin de elegir el terminal ganador m∗ (mı´nimo coste) y rea-
limentar la palabra de control [cT (m∗;g), cT (lm∗ ;g)]T conteniendo el Q-CSIT de
manera que el usuario ganador transmita de acuerdo a la tasa y potencia inde-
xada (recue´rdese que cada usuario conoce su propia constelacio´n de potencias y
modos AMC) o todos los usuarios renuncien a la transmisio´n para el caso extremo
contemplado e (4.16). En suma, se ha probado que:
Proposicio´n 4.2 Bajo (sp1)-(sp3), si R y p esta´n dados, la asignacio´n o´ptima
de acceso al canal basada en Q-CSIT es globalmente o´ptima, se describe en (4.15) y
(4.16) y depende u´nicamente del funcional de coste ϕQwm∗ (g, β
Qw∗
m , χ
Qw∗
m ) en (4.14).
Los vectores βQw∗ y χQw∗ conteniendo los valores o´ptimos de los multiplicadores
de Lagrange se calculan de forma “off-line” en el PA utilizando la FDPA del canal,
mientras que durante la fase “on-line” de operacio´n se requiere la realimentacio´n a
los usuarios de la palabra c(g) = [cT (m∗), cT (lm∗)]T de dlog2M+log2(ma´xm Lm)e
bits desde el PA.
Aunque con distinta definicio´n de coste, debe sen˜alarse que cuando las regiones
de cuantificacio´n y la constelacio´n de potencias de transmisio´n esta´n especificadas,
la asignacio´n o´ptima de acceso al canal basada en Q-CSIT es, al igual que la
basada en P-CSIT, oportunista. El coste negativo (o nulo) ϕQwm (g, β
Qw∗
m , χ
Qw∗
m )
puede interpretarse como un indicador de la calidad del enlace para el usuario
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m (cuanto ma´s pequen˜o sea el indicador menor sera´ el coste y, por consiguiente,
mejor el enlace) basado en el cual a lo sumo un usuario (el de mı´nimo coste)
puede transmitir durante la duracio´n del intervalo. Si hubiera mu´ltiples usuarios
{m∗j}Jj=1, J ≤M que presentasen el coste mı´nimo ϕQw∗m∗ , cualquier distribucio´n del
acceso entre ellos (incluida la seleccio´n aleatoria de u´nicamente uno de ellos) ser´ıa
igualmente o´ptima. La dependencia del coste de los para´metros de transmisio´n
y de βQw∗m y χ
Qw∗
m refuerza la interpretacio´n de ϕ
Qw
m como un agregado de costes
(potencia –coste–, tasa –beneficio– y BER –coste–) ponderados por sus respectivos
multiplicadores (precios de equilibrio). Al igual que para el caso de P-CSIT donde
todos los usuarios renunciaban a la transmisio´n cuando g ≈ 0, la condicio´n de
desvanecimiento severo con Q-CSIT se corresponde con tener ϕQwm (g) ≥ 0, ∀m.
Puesto que el objetivo que se persigue es la minimizacio´n de potencia satisfaciendo
requisitos medios de tasa y BER, la decisio´n de permitir la transmisio´n durante
desvanecimientos profundos u´nicamente reportar´ıa el env´ıo de pequen˜a tasa de
informacio´n con grandes costes de potencia y BER. De esta forma se comprueba
co´mo la intuicio´n detra´s de la asignacio´n de la proposicio´n 4.2 consiste en reservar
la potencia a transmitir para mejores realizaciones de canal que entran˜an un menor
coste (mayor recompensa) favoreciendo as´ı la eficiencia en el consumo.
Observacio´n 4.2 La asignacio´n o´ptima de recursos para la solucio´n basada en Q-
CSIT (as´ı como a la basada en P-CSIT) es socialmente justa aun cuando para una
realizacio´n de canal dada el acceso se asigne a un u´nico usuario. La justicia en el
disen˜o del sistema se refleja en los para´metros {rˇm}Mm=1, {²ˇm}Mm=1 y {µm}Mm=1. Si la
potencia transmitida resulta especialmente cr´ıtica para un usuario m determinado,
basta con asignarle un µm ma´s pequen˜o de manera que la solucio´n o´ptima favorezca
la seleccio´n de este usuario. Por otro lado, si es la tasa de transmisio´n la que
resulta ma´s importante para el usuario m, simplemente debera´ elevar su exigencia
de tasa rˇm y de esta manera accedera´ en ma´s ocasiones al canal incluso si su enlace
presenta una peor ganancia. En suma, se comprueba de nuevo co´mo la formulacio´n
propuesta para el problema hace que la asignacio´n dictada por las proposiciones
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4.1 y 4.2, aunque oportunista para cada realizacio´n del canal, sea socialmente justa
cuando se promedia en el tiempo.
Sub-problema 2: disen˜o “off-line” o´ptimo de la cuantificacio´n de las
potencias de transmisio´n
En este punto, se considera que las regiones de cuantificacio´nR son conocidas
(bien porque este´n pre-especificadas por el sistemaR = Rˇ, bien porque se obten-
gan del anterior bloque de iteracio´n del algoritmo de descenso coordinado como
R = R(t−1)) y que el esquema de acceso al medio w(g) esta´ dado. El objetivo,
pues, es resolver de forma “off-line” (4.13) c.r.a. p de manera que se obtengan
el valor o´ptimo para la constelacio´n de las potencias de transmisio´n p∗, cuando
todas las otras variables han sido resueltas (objetivo que, desde el punto de vista
del algoritmo de descenso coordinado, servira´ para obtener el valor p(t) para la
siguiente iteracio´n).
Puesto que los niveles de transmisio´n de potencia para el caso de Q-CSIT se
optimizan independientemente de los modos de transmisio´n (que esta´n acoplados
con las regiones de cuantificacio´n [cf. (sp3)]), no es necesario considerar en este
problema las restricciones de tasa (i.e., la seleccio´n de los valores de potencia no
influye expl´ıcitamente en C1 [cf. (4.13)]). Lo mismo ocurre para las restricciones
de acceso al canal puesto que w(g) esta´ dado (i.e., la seleccio´n de los valores de
potencia no influye expl´ıcitamente en C3 [cf. (4.13)]). Por lo tanto, el problema de
disen˜o o´ptimo de potencias de transmisio´n se reduce a

mı´n
p
∑M
m=1 µm
∑Lm
l=1 pm,l
∫
Rm,l wm(g)dFg(g)
s.a C2.
∑Lm
l=1 rm,l
∫
Rm,l wm(g)²m,l(gmpm,l)dFg(g)/rˇm ≤ ²ˇm, m = 1, . . . ,M.
(4.19)
Debido a que ²ˇ ≥ 0 ∀m y pm,l puede incrementarse arbitrariamente para hacer
²m,l(gmpm,l) arbitrariamente pequen˜o, es posible satisfacer cualquier requisito de
BER pre-establecido y, por consiguiente, el problema de minimizacio´n (4.19) tiene
siempre solucio´n. An˜adido al hecho de que el problema es convexo (puesto que ²m,l
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es una funcio´n convexa c.r.a. la potencia transmitida), supone que la solucio´n de
(4.19) sera´ u´nica, de cara´cter global y podra´ obtenerse de forma eficiente.
Para resolver (4.19), se acude de nuevo a la funcio´n dual de Lagrange
L(pm,l, χQpm ) y se derivan las condiciones KKT (en este caso suficientes) c.r.a. p∗m,l
µm
∫
Rm,l
wm(g)dFg(g) + χ
Qp∗
m (rm,l/rˇm)
∫
Rm,l
wm(g)²
′
m,l(gmp
∗
m,l)dFg(g)− αQp∗m,l = 0
(4.20)
donde: ²′m,l denota la derivada de la funcio´n de BER c.r.a. pm,l; χ
Qp∗
m ≥ 0 denota el
multiplicador o´ptimo asociado con lam-e´sima restriccio´n de BER y α
Qp∗
m,l ≥ 0 deno-
ta el multiplicador asociado a la (m, l)-e´simo restriccio´n impl´ıcita pm,l ≥ 0. Como
ya se ha mencionado, puesto que (4.19) es convexo, la distancia del problema origi-
nal c.r.a. problema dual se hace cero y las condiciones KKT son suficientes y nece-
sarias para garantizar optimalidad global [13]. De forma interesante, cuando el con-
junto {wm(g)}Mm=1 esta´ dado, la optimizacio´n de la potencia a transmitir esta´ des-
acoplada entre usuarios. Por lo tanto, resolver (4.19) equivale a resolver M pe-
quen˜os problemas; i.e., ∀m, basta resolver: mı´npm µm
∑Lm
l=1 pm,l
∫
Rm,l wm(g)dFg(g)
sujeto a
∑Lm
l=1 rm,l
∫
Rm,l wm(g)²m,l(gmpm,l)dFg(g)/rˇm ≤ ²ˇm.
Se demuestra adema´s en el ape´ndice 4.4.1 que: (i) en el o´ptimo p∗m,l se tiene
χ
Qp∗
m > 0 ∀m, lo que implica que todas las restricciones de BER media se satisfacen
como igualdades estrictas; (ii) si
∫
Rm,l wm(g)dFg(g) > 0, entonces p
∗
m,l > 0 en cuyo
caso α
Qp∗
m = 0 y (iii) si
∫
Rm,l wm(g)dFg(g) = 0, la potencia o´ptima de transmisio´n
para la pareja (m, l) es p∗m,l = 0, en cuyo caso α
Qp∗
m > 0. El caso (iii) puede
tratarse simplemente a trave´s de la eliminacio´n de R de los posibles modos AMC
con potencia nula y reformulando (4.19) con un conjunto R reducido en el que
so´lo se encuentren los modos AMC activos. Con esta reduccio´n se garantiza que
α
Qp∗
m = 0 ∀m, pero puesto que χQp∗m > 0 ∀m, (4.20) puede simplificarse y p∗m,l se
obtiene como la ra´ız de la ecuacio´n no lineal
L′(pm,l, χQpm ) =
∫
Rm,l
wm(g)²
′
m,l(gmpm,l)dFg(g) +
µmrˇm
rm,lχ
Qp
m
∫
Rm,l
wm(g)dFg(g) = 0
(4.21)
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donde el segundo sumando es conocido si el valor del multiplicador χ
Qp
m > 0 tam-
bie´n lo es. El valor o´ptimo del multiplicador χ
Qp∗
m puede calcularse mediante la
satisfaccio´n ajustada de la restriccio´n de BER; i.e., para cada m debe encontrarse
la ra´ız de la ecuacio´n no lineal
f(pm,l(χ
Qp
m )) :=
Lm∑
l=1
rm,l
∫
Rm,l
wm(g)²m,l[gmpm,l(χ
Qp
m )]dFg(g)/rˇm − ²ˇm = 0 (4.22)
donde se ha escrito expl´ıcitamente pm,l(χ
Qp
m ) para remarcar la dependencia de pm,l
c.r.a. multiplicador χ
Qp
m en (4.21). Debido a que ²m,l y ²
′
m,l son funciones convexas y
mono´tonas c.r.a. pm,l para cualquier χ
Qp
m , tambie´n los son las funciones L′(pm,l, χQpm )
y f(pm,l(χ
Qp
m )). Esto implica que sus ra´ıces pueden encontrarse de forma eficiente
iterando bu´squedas unidimensionales por sub-gradiente, cuya convergencia al par
u´nico (p∗m,l, χ
Qp∗
m ) esta´ garantizada para cualquier inicializacio´n arbitraria.
De forma ma´s espec´ıfica, conside´rese la iteracio´n i-e´sima, sean δp y δχ pequen˜os
valores positivos y supo´ngase que χm(i) es conocido. Utilizando este valor en (4.21)
en lugar de χ
Qp∗
m , puede iterarse la recursio´n
pm,l(ji + 1) = [pm,l(ji) + δpL′(pm,l(ji), χm(i))]+ (4.23)
hasta que converja y fijar entonces pm,l(i) al valor de convergencia. En base a
pm,l(i), se actualiza el valor del multiplicador de manera que (4.22) se satisfaga de
forma ajustada como
χm(i+ 1) = [χm(i) + δχf(pm,l(χm(i))]
+ (4.24)
y retornar entonces a (4.23) con i+1 para encontrar pm,l(i+1) hasta que el proceso
converja.
El criterio de parada para estas dos recursiones anidadas es semejante a los
de apartados anteriores. Tambie´n como se ha comentado con anterioridad, las
integrales envueltas en (4.21) y (4.22) pueden ser reemplazadas en la pra´ctica
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por promedios sobre realizaciones nume´ricas del canal generadas a partir de la
FDPA Fg(g) (no´tese que puesto que este ca´lculo se realiza de forma “off-line”
puede ser tan preciso como el sistema lo requiera). Te´ngase en cuenta tambie´n
que, especialmente para el caso de la potencia o´ptima donde los distintos usuarios
esta´n desacoplados, para el ca´lculo de los valores o´ptimos de la solucio´n, en lugar
de realizar las actualizaciones por sub-gradiente en (4.23) y (4.24), pueden llevarse
a cabo sencillas bu´squedas uni-dimensionales, e.g. a trave´s del me´todo de biseccio´n,
que presentan una mayor velocidad de convergencia (geome´trica para el caso de
la biseccio´n) sin tener que elegir un valor adecuado para los para´metros (pasos) δp
y δχ.
Resumiendo los resultados derivados en este punto se tiene que:
Proposicio´n 4.3 Bajo (sp1)-(sp3), siR y w(g) son conocidos, los valores corres-
pondientes a la asignacio´n o´ptima de potencia basada en Q-CSIT esta´n dados por
el mı´nimo global de (4.19). La potencia cuantificada o´ptima p∗m,l para cada pareja
(m, l) es: bien p∗m,l = 0 o bien la u´nica ra´ız positiva de (4.21) que se calcula “off-
line” de forma eficiente (junto con el valor o´ptimo del multiplicador de Lagrange
asociado) utilizando dos bu´squedas uni-dimensionales anidadas.
Para cada usuario m, la proposicio´n 4.3 dicta lo que podr´ıa entenderse como
una asignacio´n de potencia en base a un principio de “water-filling” que en lugar
de considerar los valores de las ganancia tiene en cuenta los valores de los ı´ndices
de las regiones de cuantificacio´n {Rm,l}Lml=1. Una vez ma´s, debido a la convexidad
y monoton´ıa de ²m,l(gmpm,l), la asignacio´n o´ptima de potencia p
∗
m,l: (i) crece segu´n
rm,l aumenta [cf. (4.21)] y (ii) decrece segu´n ²ˇm aumenta [cf. (4.22)].
Sub-problema 3: disen˜o “off-line” del cuantificador de canal
En este sub-problema se consideran dados la asignacio´n de usuarios al ca-
nal w(g) y los niveles cuantificados de potencia p (calculados de acuerdo a las
proposiciones 4.2 y 4.3) y el objetivo consiste en minimizar (4.13) c.r.a. R. Evi-
dentemente, este paso no es necesario cuando las regiones de cuantificacio´n esta´n
4.1 Minimizacio´n de potencia en sistemas TDMA con QoS utilizando
CSIT 131
pre-especificadas (pre-disen˜adas) como R = Rˇ. Por lo tanto, este sub-problema
juega u´nicamente un papel en el algoritmo de descenso coordinado por bloques
para calcular R = R(t) cuando w(g) = w(t−1)(g) y p = p(t−1) son conocidos
como parte del resultado de la iteracio´n previa. Una vez alcanzada la convergencia
del algoritmo de descenso, la solucio´n (calculada “off-line”) de este sub-problema
generara´ las regiones de cuantificacio´n o´ptimas R∗ que se utilizara´n durante la
fase “on-line”.
Debido a que w(g) esta´ dado, las restricciones de acceso al canal de (4.13)
no aparecen en este problema. Por otro lado, puesto que (sp3) hace que los M
problemas de cuantificacio´n este´n desacoplados entre usuarios, el problema de
optimizacio´n correspondiente para cada usuario m es
mı´n
{Rm,l}Lml=1
µm
∑Lm
l=1 pm,l
∫
Rm,l wm(g)dFg(g)
s. a C1.
∑Lm
l=1 rm,l
∫
Rm,l wm(g)dFg(g) ≥ rˇm;
C2.
∑Lm
l=1 rm,l
∫
Rm,l wm(g)²m,l(gmpm,l)dFg(g)/rˇm ≤ ²ˇm.
(4.25)
No´tese que las regiones de cuantificacio´n definen regiones de integracio´n en (4.25).
Puesto que (4.25) es generalmente no convexo c.r.a. estos l´ımites de integracio´n, al
igual que en otros muchos problemas en los que disen˜a un cuantificador, garantizar
un disen˜o o´ptimo de cara´cter global no resulta en general posible y la obtencio´n
de este disen˜o a trave´s del uso de algoritmos eficientes es complicada.
Pese a ello como criterio de disen˜o se seguira´ el criterio cla´sico de for-
mulacio´n del problema dual a trave´s del Lagrangiano L(Rm,l, βQR∗m , χQR∗m ) =∑Lm
l=1 ϕ
QR
m,l (gm)
∫
Rm,l wm(g)dFg(g), donde β
QR∗
m y χ
QR∗
m denotan, respectivamen-
te, los valores o´ptimos de los multiplicadores de Lagrange correspondientes a las
restricciones de tasa y BER medias y la funcio´n instanta´nea de coste esta´ dada
por
ϕQRm,l (gm) := µmpm,l − βQR∗m rm,l + χQR∗m rm,l²m,l(gmpm,l)/rˇm for l = 1, . . . , Lm
(4.26)
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con ϕQRm,0(gm) := 0. Para encontrar las regiones que minimicen este coste, cada
realizacio´n g debe asignarse a R∗m,l si y so´lo si su m-e´sima componente satisface
ϕQRm,l (gm) ≤ ϕQRm,l′(gm) ∀l′ 6= l, l′ = 0, 1, . . . , Lm. Esta condicio´n genera de forma
automa´tica las regiones de cuantificacio´n para el usuario m que optimizan (4.25)
como
R∗m,l =
{
g : ϕQRm,l (gm) ≤ ϕQRm,l′(gm); ∀l′ 6= l, l′ ∈ {0, 1, . . . , Lm}
}
. (4.27)
Estas regiones pueden construirse tan pronto como los valores o´ptimos de los mul-
tiplicadores (βQR∗m , χ
QR∗
m ) involucrados en el coste sean conocidos. Para el caso
no trivial en el que βQR∗m > 0 y χ
QR∗
m > 0, las restricciones en el punto o´ptimo se
satisfacen de forma ajustada (i.e., como una igualdad) y los multiplicadores de La-
grange o´ptimos pueden obtenerse como las soluciones de las siguientes ecuaciones
no lineales6:
L′β(βQRm , χQRm ) =
Lm∑
l=1
rm,l
∫
Rm,l(βQRm ,χQRm )
wm(g)dFg(g)− rˇm = 0 (4.28)
L′χ(βQRm , χQRm ) =
Lm∑
l=1
rm,l
∫
Rm,l(βQRm ,χQRm )
wm(g)²m,l(gmpm,l)dFg(g)/rˇm
−²ˇm = 0 (4.29)
donde se ha indicado de forma expl´ıcita en los l´ımites de integracio´n la dependencia
de las regiones de cuantificacio´n de los valores de los multiplicadores de Lagrange.
Para resolver estas ecuaciones podr´ıan utilizarse bu´squedas anidadas por sub-
gradiente como se hizo en (4.23) y (4.24); sin embargo, puesto que en esta ocasio´n
las funciones no lineales no son convexas, las bu´squedas por sub-gradiente u´nica-
mente pueden garantizar la convergencia a un o´ptimo (posiblemente sin cara´cter
u´nico) local que adema´s podr´ıa depender del punto inicial.
6Por simplicidad en la notacio´n, para el ca´lculo de los valores de los multiplicadores se utili-
zara´ L′x para denotar la derivada parcial de L c.r.a. x.
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Por esta razo´n, resulta ma´s adecuado en esta ocasio´n encontrar los valores
o´ptimos de (4.28) y (4.29) mediante una bu´squeda exhaustiva sobre el espacio
bi-dimensional de (βQRm , χ
QR
m ) (para lo cual, para cada pareja de multiplicadores
candidata, debera´n evaluarse las integrales involucradas (4.28) y (4.29) de forma
anal´ıtica o de forma nume´rica segu´n el me´todo propuesto para los casos previos).
Aun cuando una bu´squeda bi-dimensional no sea tan eficiente como una bu´sque-
da por sub-gradiente o una bu´squeda uni-dimensional, resulta todav´ıa manejable
puesto que se realiza de forma “off-line” y genera una solucio´n o´ptima sin tener
que preocuparse de la inicializacio´n. Adema´s, tan pronto como se encuentran mul-
tiplicadores para los que |L′β| < ε y |L′χ| < ε para un nivel de tolerancia ε, la
bu´squeda se detiene. (Vale la pena destacar que, de forma inesperada, la imple-
mentacio´n pra´ctica de esta bu´squeda concluye t´ıpicamente en un nu´mero reducido
de iteraciones.) En este punto puede volverse la mirada atra´s, hacia (sp3) y refle-
xionar sobre la importancia de desacoplar el disen˜o de las regiones de optimizacio´n
entre usuarios. Si la optimizacio´n de Rm,l se hubiera realizado a lo largo de todos
los pares (m, l), para obtener los valores o´ptimos de los vectores conteniendo los
multiplicadores de Lagrange se hubiera necesitado una bu´squeda sobre un espacio
2M -dimensional, una tarea computacionalmente mucho ma´s costosa que las M
bu´squedas bi-dimensionales obtenidas con el auspicio de (sp3).
La recapitulacio´n de resultados ba´sicos de este punto se hace en la siguiente
proposicio´n:
Proposicio´n 4.4 Bajo (sp1)-(sp3), si w(g) y p son conocidos, las Lm regio-
nes de cuantificacio´n que optimizan (4.25) esta´n dadas por (4.27) para cada
usuario m = 1, . . . ,M . El co´mputo de los multiplicadores de Lagrange o´ptimos
(βQR∗m , χ
QR∗
m ) requeridos para describir las regiones o´ptimas exige la resolucio´n de
(4.28) y (4.29) para cada usuario, lo que implica la realizacio´n “off-line” de M
bu´squedas exhaustivas bi-dimensionales.
Pese a que en principio la expresio´n para las regiones era ma´s gene´rica, las
simulaciones nume´ricas muestran que en todos los casos analizados la forma de
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las regiones puede describirse en base a intervalos independientes y consecutivos;
i.e., en funcio´n de umbrales τm,l de forma que {g ∈ Rm,l ≡ gm ∈ [τm,l, τm,l+1)}Lml=0.
Tambie´n es interesante el hecho de que la proposicio´n 4.4 implemente el cuantifica-
dor del canal asignando cada valor de gm a la regio´n que minimiza el Lagrangiano
de (4.25). Intuitivamente, βQR∗m puede interpretarse como la utilidad de cada bit
transmitido, mientras que χQR∗m representar´ıa el coste de cada bit erro´neo recibido.
Con esta interpretacio´n, el cuantificador asigna gm a la regio´n Rm,l que presenta
una menor contribucio´n al coste (o agregado de costes) promedio cuyo valor para
la realizacio´n actual representa ϕQRm,l (gm). No´tese tambie´n que si g ∈ R∗m,0 el usua-
rio m-e´simo deber´ıa renunciar al acceso al canal puesto que el coste de asignar gm
a una regio´n activa (lm > 0) es mayor que el coste de asignarlo a la regio´n inactiva
lm = 0 que, evidentemente, incurre en un coste cero.
Asignacio´n de recursos y cuantificacio´n
A continuacio´n se combinan los resultados derivados en los puntos anteriores
(sub-problemas 1-3) para resolver el problema de asignacio´n de recursos y cuan-
tificacio´n conjunta (ARCC) presentado en (4.13). El algoritmo ARCC propuesto
utiliza una estrategia de descenso coordinado por bloques que minimiza la funcio´n
objetivo global J(w(g),p,R) := ∑Mm=1 µm∑Lml=1 pm,l ∫Rm,l wm(g)dFg(g). La idea
ba´sica consiste en dividir las variables en tres conjuntos diferentes (w(g),p,R),
estos tres conjuntos originan tres problemas de optimizacio´n diferentes (con el
mismo objetivo y restricciones que el original pero un nu´mero menor de variables
de optimizacio´n). Cada uno de los problemas debe resolverse c.r.a. conjunto de
variables que lo ha originado y suponiendo que los conjuntos de variables restan-
tes esta´n dados. Una vez que los tres problemas esta´n resueltos (proposiciones 4.2,
4.3 y 4.4), tan so´lo queda acoplar todas las soluciones a trave´s de una estrategia
iterativa de convergencia garantizada resumida a continuacio´n:
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Algoritmo 4.1 ARCC
(AR0.) Inicializacio´n: Genere regiones iniciales de cuantificacio´n R(0) y vectores
de potencia transmitida p(0) que satisfagan las restricciones en (4.13) (ayu´dese
para ello de Fg(g)). Seleccione un nivel de tolerancia ε > 0, inicialice el valor de
la funcio´n objetivo como J (0) =∞ y fije el ı´ndice de iteracio´n como t = 1.
(AR1.) Dados R(t−1) y p(t−1), obtenga w(t)(g) utilizando la proposicio´n 4.2.
(AR2.) Dados w(t−1)(g) y R(t−1), obtenga p(t) utilizando la proposicio´n 4.3.
(AR3.) Dados p(t−1) y w(t−1)(g), obtenga R(t) utilizando la proposicio´n 4.4.
(AR4.) Criterio de parada: Calcule el objetivo J (t) en base a R(t), p(t) y w(t)(g).
Si |(J (t) − J (t−1))/J (t)| < ε, devuelva la (t)-e´sima asignacio´n de recursos y
cuantificacio´n y finalice. En caso contrario, incremente t en una unidad y
vuelva a (J1).
Para cada uno de los cuatro pasos (AR1)-(AR4) se garantiza que el valor del
objetivo global J no aumenta, por lo que se comprueba fa´cilmente que el algoritmo
ARCC tiene convergencia asegurada en un nu´mero finito de iteraciones al menos
a un punto estacionario. Sin embargo, las proposiciones 4.2 y 4.4 muestran que en
cada iteracio´n encuentran anal´ıticamente (aunque no siempre en forma cerrada) el
mı´nimo global c.r.a. la variable que optimizan. Esto hace que cuando las regiones
de cuantificacio´n esta´n impuestas por el disen˜o del sistema, la iteracio´n coordinada
de los pasos (AR1) y (AR2) converge al o´ptimo global. La u´nica razo´n por la que
el descenso coordinado por bloques del algoritmo ARCC puede no alcanzar el
o´ptimo global7 se debe a que el problema en (4.13) es convexo c.r.a. w(g) y p
pero no lo es c.r.a. las regiones de cuantificacio´n R. Como ya se ha comentado en
secciones anteriores, la falta de convexidad es un rasgo asociado a la gran mayor´ıa
de esquemas de cuantificacio´n especialmente si la cuantificacio´n es vectorial y,
7El descenso coordinado por bloques converge de forma garantizada al o´ptimo global si el
problema inicial es convexo c.r.a. las variables implicadas [9].
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as´ı por ejemplo, el ampliamente utilizado –tambie´n en esta tesis, ve´ase (3.63) y
(3.64)– algoritmo de Lloyd [42] es otro cuantificador que comparte este rasgo8.
Sin embargo, certificando en parte el uso extendido de estas y similares (Lloyd)
te´cnicas de cuantificacio´n, las simulaciones nume´ricas confirmara´n que el consumo
de potencia asociado al esquema de Q-CSIT basado en el algoritmo ARCC es
muy cercano al asociado al esquema de P-CSIT y por ser este u´ltimo una cota
inferior para cualquier disen˜o basado en Q-CSIT, corrobora la hipo´tesis de la
(casi-)optimalidad del esquema propuesto.
Un aspecto clave para poder garantizar la (casi-)optimalidad del disen˜o pero
sobre todo para facilitar su velocidad de convergencia es la eleccio´n de las varia-
bles iniciales R(0) y p(0) necesarias para ejecutar por primera vez el paso (AR1).
Para juzgar la importancia de este aspecto, te´ngase en cuenta que si el algoritmo
ARCC se inicializa de forma arbitraria, no so´lo la velocidad de convergencia puede
verse afectada, sino que el algoritmo puede incluso ser incapaz de encontrar una
solucio´n factible que satisfaga las restricciones del problema. Reconocida pues la
importancia de inicializar el algoritmo ARCC con un conjunto de variables que
represente un punto factible de (4.13) (i.e., que, con independencia del consumo
de potencia asociado, satisfaga las restricciones), el me´todo propuesto consiste en
utilizar algunas de las variables de la solucio´n basada en P-CSIT para inicializar
el algoritmo. Pese a que en primera instancia esto pudiera parecer extran˜o puesto
que la solucio´n del caso P-CSIT utiliza el conocimiento de la realizacio´n g, que no
esta´ disponible para los usuarios en el caso de Q-CSIT, te´ngase en cuenta que la
mayor parte de la solucio´n dictada por la proposicio´n 4.1 se calcula “off-line” y,
por consiguiente, no se necesita conocer g sino u´nicamente su FDPA.
Las consideraciones anteriores motivan el reemplazo del coste ϕQRm,l (gm) en
(4.27) por el coste basado en P-CSIT ϕPwm,l(gm, β
Pw∗
m ) := µmpm,l(gm) − βPw∗m rm,l
en (4.6) e inicializar las regiones de cuantificacio´n por para cada usuario m utili-
8En la seccio´n siguiente se relacionara´ de forma anal´ıtica del algoritmo de Lloyd con los
problemas de cuantificacio´n con restricciones como los tratados en esta disertacio´n.
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zando
R(0)m,l =
{
g : ϕPwm,l(gm, β
Pw∗
m ) ≤ ϕPwm,l′(gm, βPw∗m ); ∀l′ 6= l, l′ = 0, 1, . . . , Lm
}
.
(4.30)
Como se ha comentado con anterioridad, el ca´lculo de βPw∗m requiere u´nicamente
conocimiento de la FDPA de la ganancia del canal; adema´s, el otro para´metro
que se necesita para la evaluacio´n de ϕPwm,l(gm, β
Pw∗
m ), la potencia transmitida para
cada para cada gm, se calcula simplemente invirtiendo (4.3) de la forma pm,l =
(1/gm)²
−1
m (²ˇm, rm,l), donde el valor rm,l del modo AMC es conocido.
Por otro lado, para inicializar el vector de niveles de potencia transmitida, se
toma un criterio conservador que garantice la sobre-satisfaccio´n del requisito de
BER calculando p
(0)
m,l ∀ m = 1, . . . ,M , l = 1, . . . , Lm como
p
(0)
m,l = ma´x
g∈R(0)m,l
(1/gm)²
−1
m (²ˇm, rm,l) . (4.31)
Puesto que todas las cantidades de la solucio´n basada en P-CSIT se han calculado
para satisfacer el requisito de tasa de transmisio´n y la asignacio´n en (4.31) cla-
ramente satisface el requisito de BER, la inicializacio´n basada en (4.30) y (4.31)
genera variables factibles.
Una vez clarificada la inicializacio´n en el paso (AR0), esta seccio´n se cerrara´ con
una serie de consideraciones pra´cticas respecto a la operacio´n “off-line” y “on-line”
del algoritmo ARCC propuesto. Para problemas con estructura parecida a los in-
volucrados en los pasos (AR1) y (AR2), los avances en optimizacio´n convexa han
permitido que puedan resolverse de forma sencilla y ra´pida9. Por lo que el u´nico
impedimento a una ra´pida convergencia se encuentra en el paso (AR3), no obstan-
te el esquema de cuantificacio´n propuesto reduce la carga computacional de este
paso a bu´squedas bi-dimensionales, por lo que la complejidad del mismo esta´ tam-
9De hecho, las herramientas de optimizacio´n desarrolladas permiten resolver problemas de una
dimensionalidad mucho mayor que la esperada en un sistema TDMA (ve´ase, e.g., [13, cap´ıtulo
1] donde se manejan problemas con ma´s de 100 variables con una complejidad moderada y
convergiendo en un nu´mero medio de entre 10−100 iteraciones –bu´squedas por sub-gradiente–).
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bie´n limitada. Esto hace que, como corroborara´n las simulaciones nume´ricas, la
complejidad computacional durante la fase “off-line” (so´lo habr´ıa que ejecutar de
nuevo el algoritmo cuando las estad´ısticas a largo plazo del canal variaran) no
suponga un problema para el funcionamiento del sistema.
Respecto a la operacio´n “on-line” (para cada realizacio´n del canal) del esquema,
recue´rdese que u´nicamente involucra a una parte de los ca´lculos asociados al paso
(AR1). De esta manera, conocidos los valores de R∗, p∗, βQw∗ y χQw∗ (todos
calculados “off-line”), el PA puede encontrar el modo y el usuario que transmitan
de forma ma´s eficiente a trave´s del canal y enviar (realimentar) a los usuarios la
palabra c(g) correspondiente, conteniendo u´nicamente dlog2M + log2(ma´xm Lm)e
bits por cada realizacio´n del canal [cf. proposicio´n 4.2]. Puesto que los usuarios
conocen los niveles de potencia cuantificada p∗, una vez que el PA designe al
usuario ganador (excepto para el caso de g ' 0), este podra´ transmitir de acuerdo
al ı´ndice indicado (potencia y modo AMC) durante todo el intervalo de transmisio´n
para el que la realizacio´n del canal se mantenga vigente.
Observacio´n 4.3 A fin de evaluar los me´ritos pra´cticos del algoritmo ARCC
conside´rese un ejemplo con M = 8 − 16 usuarios TDMA activos, cada uno de
ellos implementando Lm = 6 modos AMC diferentes, tal y como se contempla en
las especificaciones del sistema IEEE 802.16. De acuerdo al algoritmo presentado,
durante la operacio´n en tiempo real, el punto de acceso u´nicamente debe enviar
a los usuarios 7 bits por cada realizacio´n. La palabra de realimentacio´n se puede
incluir en el mensaje UL-MAP que se encapsula en un paquete que se env´ıa a los
usuarios con informacio´n relativa a la siguiente trama de transmisio´n; ve´ase [3,
seccio´n 6.2.7]. El funcionamiento de sistemas basados en Q-CSIT esta´ tambie´n
estandarizado en otras tecnolog´ıas, como por ejemplo, a trave´s del canal de control
de tasa de datos (DRC) en CDMA 2000 1xEV-DO o v´ıa el canal indicador de
calidad (CQI) en el modo HSUPA de UMTS [78]. En suma, las necesidades de
tasa de realimentacio´n por parte del algoritmo ARCC propuesto son ciertamente
admisibles en la mayor´ıa de los sistemas pra´cticos.
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4.1.4. Simulaciones nume´ricas
En esta seccio´n se evaluara´n las prestaciones del algoritmo ARCC en un escena-
rio con un canal TDMA, desvanecimiento plano Rayleigh y dos usuarios (M = 2).
Debe observarse que al tratarse TDMA de un esquema ortogonal, el nu´mero de
usuarios no es, desde un punto de vista anal´ıtico, un para´metro determinante en
el escenario que se plantea. Sin embargo, el paradigma de dos usuarios resulta de
gran intere´s puesto que posibilita la representacio´n gra´fica de: (i) la regio´n de po-
tencia [87] que muestra las limitaciones en te´rminos de consumo basada en Q-CSIT
(para el algoritmo ARCC) y (ii) las regiones de cuantificacio´n y la asignacio´n de
usuarios; ayudando as´ı a la mejor comprensio´n de los resultados obtenidos.
El sistema se caracteriza adema´s por un ancho de banda de BW y una den-
sidad bilateral de potencia N0 unitarias. Los coeficientes de desvanecimiento gm,
m = 1, 2, tienen media g¯m y se consideran completamente incorrelados. A menos
que se indique lo contrario, se supondra´ que los usuarios admiten tres modos de
modulacio´n de amplitud en cuadratura: 2-QAM, 8-QAM y 32-QAM; en conse-
cuencia, las tasas AMC son: rm,l = 1, 3, 5 bits por s´ımbolo (bpsb). En el caso
propuesto, la BER instanta´nea puede aproximarse por [cf. (3.9)]
²m,l(γ) = 0.2e
−γ/[1.5(2rm,l−1)]. (4.32)
con γ = pg. En todas las simulaciones realizadas, la BER media tiene un valor
establecido de ²ˇ1 = ²ˇ2 = 10
−3.
Caso de estudio 1 (Comparacio´n de consumo para los esquemas basados en
P-CSIT y Q-CSIT): Suponiendo la utilizacio´n de P-CSIT o Q-CSIT, y g¯m = 0 dB
para m = 1, 2, se probara´ el esquema de asignacio´n de recursos basado en P-CSIT
propuesto en el apartado 4.1.2 as´ı como la implementacio´n del algoritmo ARCC
basada en Q-CSIT y propuesta en el apartado 4.1.3. Para evaluar la influencia
de la cuantificacio´n y adaptacio´n o´ptima de potencia, se simulara´ tambie´n un es-
quema de cuantificacio´n y adaptacio´n heur´ıstico basado en Q-CSIT, en el que se
asignan ide´nticas fracciones de tiempo a los usuarios y en la que cada terminal
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transmite con potencia fija independientemente de la tasa AMC empleada. En
funcio´n de la potencia de transmisio´n espec´ıfica de cada usuario, el punto de ac-
ceso selecciona el modo AMC de forma independiente para cada usuario de modo
que la BER instanta´nea sea menor o igual que el umbral establecido. Esta cuan-
tificacio´n es claramente conservadora puesto que, salvo en el l´ımite inferior de las
regiones de cuantificacio´n, la BER siempre es menor que el nivel ma´ximo tolerado.
Con esta cuantificacio´n, se selecciona la potencia fija de transmisio´n de cada ter-
minal de modo que se satisfaga la tasa media requerida. Dada la simplicidad del
proceso descrito, el uso de la este esquema heur´ıstico de adaptacio´n y cuantifica-
cio´n esta´ ampliamente extendido en sistemas reales con transmisiones adaptativas
(e.g., CDMA2000 1xEVDO y HSUPA UMTS). En primer lugar se considerara´n
los requisitos de tasa media individual: rˇ1 = 1 bpsb y rˇ2 = 1 bpsb. Para distintos
niveles de prioridad entre usuarios, la parte superior de la figura 4.2 representa
el consumo total de potencia ponderada para los cuatro esquemas; mientras que
en la parte inferior de la figura 4.2, con el objetivo de medir el precio pagado al
limitar la tasa de realimentacio´n, se representa la pe´rdida de prestaciones de los
dos sistemas TDMA basados en Q-CSIT c.r.a. sistema basado en P-CSIT. Pue-
de observarse que: (i) el algoritmo ARCC supera al me´todo heur´ıstico basado en
Q-CSIT (ahorrando hasta 6 dB) y (ii) la diferencia entre las soluciones ARCC y P-
CSIT es muy pequen˜a. Puesto que la solucio´n P-CSIT acota inferiormente al resto
de las alternativas basadas en Q-CSIT, estos resultados certifican que el disen˜o de
descenso coordinado por bloques propuesto en esta seccio´n presenta unas presta-
ciones pro´ximas a las del o´ptimo P-CSIT y, por consiguiente, a efectos pra´cticos
puede representar un o´ptimo de facto para sistemas basados en Q-CSIT y modos
AMC.
Caso de estudio 2 (L´ımites en el consumo – regio´n de potencia): Tomando como
base la regio´n de capacidad derivada en estudios de teor´ıa de la informacio´n, en [87]
se define la regio´n de potencia suponiendo P-CSIT y esquemas que alcanzan ca-
pacidad. Aqu´ı se extendera´ este concepto al esquema propuesto y se utilizara´ para
ponderar de una forma ma´s completa la diferencia de prestaciones entre los esque-
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Figura 4.2: Consumo total de potencia para distintos esquemas de asignacio´n de
recursos variando la prioridad entre usuarios µ2/µ1 (con
∑2
m=1 µm = 1) cuando
²ˇ1 = ²ˇ2 = 10
−3, rˇ1 = rˇ2 = 1 bpsb, y g¯1 = g¯2 = 0 dB.
mas P-CSIT y Q-CSIT. De este modo, definiendo el vector de potencias medias de
transmisio´n por usuario como p¯ := [p¯1, . . . , p¯M ]
T y con F˜ denotando el conjunto
de todos los vectores (R,p,w(g)) que satisfacen las restricciones de tasa y BER
(4.11) y (4.12), la regio´n de potencia para el caso de Q-CSIT se define como
P¯(rˇ, ²ˇ) =
⋃
(R,p,τ (g))∈F˜
P¯TD(R,p, τ (g)), (4.33)
donde la regio´n de potencia media alcanzable para una tripleta espec´ıfica de re-
giones, potencia cuantificada y acceso (R,pi, τ (g)) esta´ dada por
P¯TD(R,p,w(g)) =
{
p¯ : p¯m ≥
Lm∑
m=1
pm,l
∫
Rm,l
wm(g)dFg(g), ∀m
}
. (4.34)
No´tese que dada una tripleta (R,p, τ (g)) ∈ F˜ factible (i.e., que no
viole restricciones del problema), los requisitos de tasa y BER (4.11) y
(4.12) pueden satisfacerse utilizando la media de potencias de transmisio´n
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∑Lm
l=1 pm,l
∫
Rm,l wm(g)dFg(g), ∀m. Claramente, si se utilizan potencias de trans-
misio´n p¯m ≥
∑Lm
l=1 pm,l
∫
Rm,l τm(g)dFg(g), ∀m, se satisfacen (posiblemente con
creces) los requisitos de tasa y BER y, por consiguiente, el vector de potencia
as´ı definido pertenecer´ıa a la regio´n definida en (4.34). Los l´ımites de la regio´n en
(4.33) (t.c.c. puntos de contorno o puntos de frontera) pueden obtenerse resolvien-
do (4.13) para todos los posibles valores µ ≥ 0. En el caso de M = 2 usuarios,
se han realizado experimentos para dos conjuntos diferentes de requisitos de tasa
media: i) rˇ1 = 1 bpsb, rˇ2 = 1 bpsb, y ii) rˇ1 = 1 bpsb, rˇ2 = 0.5 bpsb. En la figura 4.3
se muestran las regiones de potencia de los canales TDMA con desvanecimiento
Rayleigh obtenidas a trave´s de la solucio´n P-CSIT y de ARCC basada en Q-CSIT,
donde los ejes de abcisas y ordenadas corresponden a la potencia de transmisio´n
media para el primer y el segundo usuario (p¯1 y p¯2 respectivamente). Las “l´ıneas”
de la figura representan los l´ımites de las regiones de potencia, mientras que las
respectivas regiones son las a´reas situadas en la zona superior derecha c.r.a. sus
contornos asociados [cf. (4.34)]. No´tese que utilizando como potencias medias de
transmisio´n (p¯1, p¯2) la coordenadas de un punto que se encuentre dentro de la
regio´n de potencia, siempre podra´n satisfacerse los requisitos de tasa y BER uti-
lizando un determinado esquema de acceso (posiblemente sin necesidad de ser
o´ptimo). Claramente, cualquier solucio´n o´ptima que corresponda a la minimiza-
cio´n de la potencia ponderada constituira´ un punto de la frontera de la regio´n.
Obse´rvese asimismo que cuando los requisitos de tasa son ide´nticos, las regiones
de potencia son sime´tricas c.r.a. la bisectriz p¯1 = p¯2 (regiones III y IV); simetr´ıa
que desaparece para el caso rˇ2 = rˇ1/2. Como ya se ha comentado con anterio-
ridad el esquema P-CSIT puede interpretarse como el caso l´ımite del esquema
Q-CSIT cuando la tasa de realimentacio´n tiende a infinito (con ma´s informacio´n
disponible en los transmisores, estos pueden actuar de una manera ma´s inteligente
y, por consiguiente, utilizar de forma ma´s eficiente los recursos). Esto justifica el
hecho de que en la figura las regiones Q-CSIT este´n siempre contenidas por las
respectivas regiones P-CSIT (la regio´n I contiene a II y la regio´n III a la IV).
Debe recordarse adema´s que las regiones Q-CSIT de la figura 4.3 son en realidad
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Figura 4.3: Regiones de potencia para los esquemas basados en P-CSIT y en Q-
CSIT (ARCC) (²ˇ1 = ²ˇ2 = 10
−3, g¯1 = g¯2 = 0 dB).
estimaciones conservadoras (puesto que no se ha podido demostrar la optimalidad
global del algoritmo propuesto). En cualquier caso, se hace ver que las regiones
Q-CSIT esta´n muy pro´ximas a las regiones P-CSIT, reafirmando as´ı la eficiencia
en consumo del algoritmo ARCC propuesto.
Por otro lado, en la tabla I se recogen resultados nume´ricos que describen el
comportamiento del algoritmo ARCC en distintos casos. Desde el punto de vista de
consumo total, se muestra que para diferentes escenarios de simulacio´n el algoritmo
de descenso coordinado por bloques propuesto para resolver el problema basado en
Q-CSIT presenta siempre una eficiencia energe´tica pro´xima a la o´ptima conseguida
por el algoritmo basado en P-CSIT. Asimismo, los resultados testimonian que se
satisfacen de manera ajustada todas las restricciones, que variando los valores del
vector µ los usuarios con una mayor prioridad efectivamente se ven favorecidos y
que el incremento del nu´mero de usuarios no supone una diferencia significativa
en lo que al comportamiento general del algoritmo se refiere.
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Tabla 4.1: Prestaciones del algoritmo ARCC en distintos casos de prueba (en los
Casos II y IV se fijo´ una tasa objetivo de 0.5 bpsb para el usuario 2).
Caso Usuario (m) µm g¯m[dB] rˇm[bpsb] ²ˇm p¯m[dBw] P-CSIT P¯m[dBw]
I 1 1 0 0.99 10−3 8.75 8.21
2 1 0 1.00 10−3 8.80 8.21
II 1 1 0 1.00 10−3 8.13 7.75
2 1 0 0.50 10−3 4.15 3.80
III 1 1 3 1.00 10−3 6.60 6.03
2 1 0 1.00 10−3 8.58 8.03
IV 1 1 3 1.00 10−3 6.64 5.93
2 1 0 0.50 10−3 3.52 3.31
V 1 4/3 0 0.99 10−3 8.46 7.88
2 2/3 0 0.99 10−3 9.07 8.32
VI 1 4/3 0 1.00 10−3 9.26 8.64
2 4/3 0 0.49 10−3 5.27 4.74
3 2/3 0 0.99 10−3 10.25 9.71
4 2/3 0 0.50 10−3 6.47 5.95
Caso de estudio 3 (Caracterizacio´n de la solucio´n Q-CSIT): Para tener una mejor
perspectiva, se estudiara´ con ma´s detalle el algoritmo ARCC para rˇ1 = rˇ2 = 1 bpsb
y µ1/µ2 = 2. En la tabla 4.2 se listan los valores cuantificados para las asignaciones
de potencia y tasa, mientras que en la figura 4.4 se muestran las regiones de
cuantificacio´n y la asignacio´n de usuarios donde los distintos sombreados junto con
los s´ımbolos “•” y “×” representan la regio´n y el usuario seleccionado para acceder
al canal. A partir de la tabla 4.2 se deduce que pm,l1 > pm,l2 ∀l1 > l2, lo cual indica
que, conforme a lo anunciado tras presentar la proposicio´n 4.3, comportamientos de
primer orden presentes en la asignacio´n de recursos del principio cla´sico de “water-
filling” son compartidos con los esquemas de P-CSIT y Q-CSIT derivados en esta
seccio´n. A su vez, cuando el canal es ma´s fiable (mayor ganancia media), pueden
lograrse mayores tasas de transmisio´n con un menor coste de potencia. La figura
4.4 confirma que, al menos para el caso de estudio simulado, las regiones o´ptimas
de cuantificacio´n {R∗m,l}3l=1, m = 1, 2, en lo que a gm se refiere, corresponden
a intervalos consecutivos (no solapados) y, por lo tanto, pueden ser igualmente
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Figura 4.4: Asignacio´n o´ptima de acceso y regiones de cuantificacio´n obtenidas
con el algoritmo ARCC. La seleccio´n del usuario que accede al canal se indica
en la leyenda, las distintas regiones se representan con distintos sombreados y los
umbrales de cuantificacio´n sen˜alan con l´ıneas en negrita (µ1 = 2/3, µ2 = 1/3,
²ˇ1 = ²ˇ2 = 10
−3, rˇ1 = rˇ2 = 1 bpsb, g¯1 = g¯2 = 0 dB).
descritas por un conjunto de umbrales {τ ∗m,l} sen˜alados en la figura con l´ıneas
so´lidas. Esto implica que una cuantificacio´n ma´s sencilla basada en umbrales de
cuantificacio´n puede dar lugar a prestaciones muy cercanas (si no equivalentes) a
las aqu´ı obtenidas.
Caso de estudio 4 (Variacio´n de la tasa de realimentacio´n): Se ha visto que con
tres modos AMC, el algoritmo ARCC proporciona una eficiencia energe´tica pro´xi-
ma a la de la solucio´n o´ptima para el esquema P-CSIT. Para lograrlo, se necesitan
dlog2(2)+log2(4)e = 3 bits de Q-CSIT por intervalo de transmisio´n10. A continua-
cio´n se muestra co´mo afecta el nu´mero de bits de realimentacio´n al rendimiento
de ARCC. Para rˇ1 = rˇ2 = 1 bpsb y µ1/µ2 = 1, en la tabla 4.3 se recoge el coste
total de potencia de transmisio´n media para un canal TDMA con desvanecimiento
plano Rayleigh para un nu´mero variable de bits de realimentacio´n. En el caso de
10Como se vera´ en la seccio´n siguiente, este nu´mero puede reducirse ligeramente.
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Tabla 4.2: Asignacio´n de potencia y tasa transmitidas (pm,l y rm,l) por cada estado
de cuantificacio´n resultantes de la aplicacio´n del algoritmo ARCC (µ1 = 2/3,
µ2 = 1/3, ²ˇ1 = ²ˇ2 = 10
−3, rˇ1 = rˇ2 = 1 bpsb, g¯1 = g¯2 = 0 dB).
Usuario 1 Usuario 2
Regio´n de cuantificacio´n R1,1 R1,2 R1,3 R2,1 R2,2 R2,3
Potencia de transmisio´n pm,l [dBw] 8.56 13.23 15.60 8.99 13.84 16.29
Tasa rm,l [bits/sym] 1 3 5 1 3 5
Tabla 4.3: Potencia ponderada media consumida con ARCC variando el nu´mero de
bits de realimentacio´n (µ1 = µ2 = 1, ²ˇ1 = ²ˇ2 = 10
−3, rˇ1 = rˇ2 = 1 bpsb, g¯1 = g¯2 = 0
dB).
Algoritmo ARCC ARCC ARCC ARCC P-CSIT
# de bits 1 2 3 4 ∞
Potencia Media [dBw] 23.05 11.98 8.52 8.43 8.10
un solo bit, la informacio´n retroalimentada so´lo indica la seleccio´n de usuario; una
vez seleccionado el terminal, este transmite con independencia del valor de g. En
la figura 4.4 se ilustra que la regio´n en las dos componentes de g presentan un des-
vanecimiento profundo, ambos usuarios deben aplazar sus transmisiones. Aunque
la regio´n en este caso sea pequen˜a, se necesita mucha potencia (23.05 dBw) para
compensar estos “malos” canales. Al aumentar el nu´mero de bits realimentados,
tambie´n aumenta el nu´mero de modos AMC activos para cada usuario. Como se
puede ver en la tabla 4.3, sorprende el hecho de que con so´lo dos bits de reali-
mentacio´n (un usuario que dispone de dos modos activos y otro de so´lo uno), el
algoritmo ARCC proporciona un coste de potencia medio no muy distinto de la
solucio´n P-CSIT. Esto revela que el esquema de asignacio´n de usuario al canal
(i.e., de acceso al medio) juega un papel principal para la eficiencia del consumo
potencia. Los resultados nume´ricos revelan tambie´n que unos pocos (2-4) modos
AMC por usuario, y por lo tanto pocos bits de realimentacio´n, bastan para cercar
la distancia entre Q-CSIT y P-CSIT.
Caso de estudio 5 (Convergencia del algoritmo ARCC): En la figura 4.5 se
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muestra la convergencia de ARCC, con la potencia ponderada total media (coste
global) variando segu´n var´ıa el ı´ndice de iteracio´n referido a cada uno de los pasos
internos del algoritmo ARCC (se recuerda que para cada iteracio´n-bloque (t),
el algoritmo ARCC implementa tres pasos internos: (AR1), (AR2) y (AR3), de
esta manera el primer punto correspondera´ a al paso (AR1) para t = 1 y, e.g.,
el quinto a (AR2) para t = 2). Se observa que el algoritmo ARCC converge
tras un nu´mero pequen˜o de iteraciones (t = 5 iteraciones bloque que suponen
(5 × 3) = 15 pasos internos para un total de alrededor de 4000 iteraciones). Las
pequen˜as variaciones que se producen a lo largo de la curva se deben a la resolucio´n
finita de las integraciones nume´ricas involucradas. Otra observacio´n interesante es
que incluso el primer paso de iteracio´n interno devuelve una solucio´n aceptable,
lo que indica la calidad de la inicializac´ıo´n11 en el paso (AR0). A pesar de que el
algoritmo ARCC se ejecuta “off-line” basado en el comportamiento a largo plazo
del canal (i.e., si este no cambia no hay que volver a ejecutar el algoritmo), la
figura 4.5 demuestra adema´s que la convergencia del mismo se produce en un
pequen˜o nu´mero de iteraciones, por lo que la complejidad computacional asociada
es limitada.
4.1.5. S´ıntesis de resultados
En esta seccio´n se ha propuesto un marco teo´rico para minimizar la potencia
de transmisio´n media ponderada sujeta a restricciones de tasa media y BER en un
sistema TDMA, donde los transmisores disponen de un conjunto de modos AMC y
ajustan su configuracio´n de transmisio´n segu´n la realimentacio´n -de tasa limitada-
que reciben por parte del punto de acceso. Cuando se dispone de P-CSIT, los pro-
cedimientos de seleccio´n y asignacio´n de recursos han resultado ser oportunistas (a
lo sumo un usuario transmite por trama), caracter´ıstica compartida con sistemas
de acceso ortogonal que utilizan co´digos de longitud infinita alcanzando capaci-
dad. La incorporacio´n de restricciones de QoS de cara´cter promedio (en lugar de
11Aunque no presentados en esta disertacio´n, algoritmos que aprovechan esta caracter´ıstica
han sido propuestos en [59].
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Figura 4.5: Evolucio´n de la potencia ponderada media del algoritmo ARCC(µ1 =
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instanta´neo) en la formulacio´n del problema P-CSIT ha permitido la obtencio´n
“off-line” de eficientes algoritmos que convergen a la solucio´n o´ptima global, pre-
sentando unas necesidades mı´nimas de tasa de realimentacio´n y una complejidad
“on-line” despreciable.
Interesante es asimismo el hecho de que, cuando se derivan los esquemas de ac-
ceso al medio para el caso de sistemas basados en Q-CSIT, la pol´ıtica de acceso sea
tambie´n oportunista. Para el caso en el que las regiones de cuantificacio´n este´n pre-
especificadas por el disen˜o del sistema, se han formulado y resuelto anal´ıticamente
problemas de optimizacio´n convexa que son globalmente o´ptimos. Para el caso en
el que las regiones no esta´n disen˜adas a priori se ha propuesto un algoritmo de
asignacio´n de recursos y cuantificacio´n conjunta (ARCC) que de forma simulta´nea
resuelve la cuantificacio´n del canal y la adaptacio´n al CSIT. El disen˜o propuesto
ha acoplado las regiones de cuantificacio´n con los modos de transmisio´n de forma
individual para cada usuario, lo que ha contribuido a reducir la complejidad y la
necesidad de realimentacio´n proveniente del punto de acceso.
El problema de ARCC ha sido resuelto mediante el uso de una estrategia de
descenso iterativo coordinado por bloques que asegura la convergencia al menos a
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un o´ptimo local (recue´rdese que esto es lo mejor que se puede garantizar cuando
se trata con problemas no convexos de cuantificacio´n). Necesitando u´nicamente
recursiones en base a me´todos de gradiente y bu´squedas bi-dimensionales, todas
ellas realizadas “off-line”, el algoritmo propuesto tiene una complejidad abordable.
Ma´s relevante es el hecho de que la asignacio´n “on-line” (oportunista) de recursos
requiera un nu´mero extremadamente pequen˜o de bits por cada palabra de control
(del orden de 4−8 por cada realizacio´n del canal para sistemas TDMA con 32−64
usuarios, cada uno de ellos implementando 4− 8 modos AMC).
Finalmente se han realizado simulaciones para comparar la seleccio´n de usua-
rios, la asignacio´n de recursos, y los esquemas ARCC basados en Q-CSIT que
se han propuesto en esta seccio´n, frente a una alternativa heur´ıstica y frente al
nivel de referencia marcado por el esquema P-CSIT. Los resultados de las prue-
bas confirmaron lo anunciado por las soluciones anal´ıticas y demostraron un aho-
rro considerable en la potencia transmitida cuando se comparaban con me´todos
sub-o´ptimos existentes. Los resultados tambie´n sugieren que el algoritmo ARCC
basado en Q-CSIT tiene un gran potencial de desarrollo pra´ctico, puesto que se
adapta a las especificaciones de los esta´ndares de acceso actuales y con una fase
de operacio´n “on-line” de complejidad muy reducida puede alcanzar prestaciones
sorprendentemente cercanas a las del esquema o´ptimo basado en P-CSIT.
4.2. Minimizacio´n de potencia en sistemas OFD-
MA con QoS utilizando CSIT
Al igual que en el cap´ıtulo anterior, tras haber analizado la cuantificacio´n y
adaptacio´n de los transmisores en canales selectivos en el tiempo y planos en fre-
cuencia, en esta seccio´n se abordara´ el disen˜o o´ptimo de la cuantificacio´n de canal y
de los esquemas de adaptacio´n de los transmisores cuando mu´ltiples usuarios quie-
ren comunicarse con un punto de acceso a trave´s de un canal doblemente selectivo.
Como ya se menciono´ en la seccio´n 3.2, OFDM es una tecnolog´ıa de transmisio´n
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ido´nea cuando el canal presenta selectividad en frecuencia, puesto que de manera
sencilla y eficiente transforma el canal selectivo en un conjunto de canales planos
ortogonales. Asimismo, cuando se trabaja en escenarios con mu´ltiples usuarios,
OFDM presenta la ventaja an˜adida de dividir el canal inicial en distintos canales
independientes, facilitando as´ı la comparticio´n (acceso) del mismo entre distintos
usuarios. Cuando OFDM se utiliza no so´lo como modulacio´n de transmisio´n sino
tambie´n como me´todo de acceso para que puedan transmitir distintos usuarios se
habla de sistemas OFDMA.
De esta manera, de acuerdo a lo indicado en el t´ıtulo de la seccio´n, el objetivo
aqu´ı perseguido consiste en minimizar la potencia trasmitida por un sistema OFD-
MA cuanto existen requisitos individuales de tasa de transmisio´n y BER media.
La versatilidad de OFDM unida al gran despliegue de las redes de acceso
mu´ltiple ha provocado que OFDMA sea una de las tecnolog´ıas con mayor im-
plantacio´n y, por consiguiente, que ma´s atencio´n investigadora ha recibido en los
u´ltimos tiempos. La asignacio´n de recursos en OFMDA minimizando la poten-
cia y satisfaciendo requisitos de tasa y BER por s´ımbolo suponiendo P-CSIT fue
estudiada por primera vez en [91]. La metodolog´ıa de disen˜o propuesta por sus
autores ha dado origen a la publicacio´n de variaciones del algoritmo de [91] que,
utilizando P-CSIT, se aplican tanto a sistemas limitados en tasa (las ma´s) como
a sistemas limitados en potencia. Asimismo, durante los u´ltimos dos an˜os se han
venido realizando considerables esfuerzos en la obtencio´n de esquemas de adapta-
cio´n basados en P-CSIT que apliquen a escenarios de comunicacio´n OFDM donde
los usuarios que comparten el medio no pretenden comunicarse con un punto de
acceso (comunicaciones jera´rquicas) sino que quieren comunicarse arbitrariamente
entre cualesquiera de ellos (comunicaciones distribuidas). Prometedores resultados
se han obtenido en [75, 82], donde la aplicacio´n de algoritmos de “water-filling”
iterativo permiten alcanzar soluciones de cara´cter o´ptimo. La adaptacio´n en base
a Q-CSIT en sistemas OFDM tampoco ha sido ajena al esfuerzo investigador. La
optimizacio´n de tasa o de potencia por cada s´ımbolo en base a estructuras fijas de
cuantificacio´n ha sido analizada en [14], [37]. No obstante, los trabajos existentes
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utilizan criterios de disen˜o que, forzando a priori esquemas de cuantificacio´n o de
adaptacio´n aparentemente sencillos, sacrifican la optimalidad de la solucio´n obte-
nida. A diferencia de estos trabajos, en esta seccio´n se adapta de forma conjunta
potencia, tasa y asignacio´n de sub-portadoras en base a Q-CSIT para minimizar
la potencia media transmitida satisfaciendo requisitos de tasa y BER media. Se
realizara´ un especial esfuerzo en plantear problemas de optimizacio´n que, a poste-
riori, generen esquemas de asignacio´n de recursos con complejidad computacional
despreciable. Por u´ltimo, pero no menos importante, el disen˜o aqu´ı propuesto no
considera fijas las regiones de cuantificacio´n, optimizando tambie´n el cuantificador
de canal.
El resto de la seccio´n se organiza como sigue. Tras introducir el modelo y las
suposiciones de trabajo ba´sicas, se derivan esquemas de adaptacio´n al Q-CSIT de
cara´cter o´ptimo y sub-o´ptimo. Una vez caracterizados estos esquemas se procede
primero al disen˜o o´ptimo del cuantificador de canal, prestando a continuacio´n
especial intere´s a un sencillo esquema de cuantificacio´n que con una reducida
complejidad, presenta resultados semejantes al o´ptimo. Las simulaciones nume´ricas
comparando las prestaciones de los esquemas derivados y validando el ana´lisis
teo´rico realizado junto con la recopilacio´n de resultados cierran esta seccio´n.
4.2.1. Modelo y prea´mbulos
Se considera un sistema OFDMA como el representado en la figura 4.6) donde
M usuarios, indexados mediantem ∈ {1, . . . ,M}, compartiendoK sub-portadoras
(canales), indexadas mediante k ∈ {1, . . . , K} intentan comunicarse de forma indi-
vidual con un punto de acceso (PA). La potencia y tasa instanta´neas (por s´ımbolo)
que el usuario m transmite en la sub-portadora k se denotan como pk,m y rk,m.
Con estos valores como componentes, se forman las matrices P y R de taman˜o
K × M que contienen la potencia y tasa transmitida por cualquier usuario en
cualquier sub-portadora de manera que si [·]k,m denota el (k,m)-e´simo elemento
de una matriz, entonces [P]k,m := pk,m y [R]k,m := rk,m. Durante el tiempo de
152
4.2 Minimizacio´n de potencia en sistemas OFDMA con QoS utilizando
CSIT
 
 
 
 

	
	





	
	




	
	





	
	





	 
	 
  ff
fifl
ffi
fi 

! "
#
$% &'
()*
+
'
, -
fi
ffi
.
()*
+ " /
0 123
/4
153 67 089:
; <=>
/
6<=
/
0
?
>
/
0
/
0
?
; <>73
4
1
/
0
()*
+
@
8
/
3>1
A
1
4/4
153 B
/
0123
/4
153 67
=7
4
8=0<0
CD
EFG HI J
C
K
C
KLF
CM
HIN
L
C
K
C
N OPN
D
FQP
M
P
C
EFR
 
ST U
V
WW
V
X
Y
0>1Z
/4
153 67
4/
3
/[ \
]
7>7
44
153 67
0^Z9<
[
<0

	
	





	
	



_
3
A
< `
ab
cd
efg
hid
jj

	
	
j




j

j

	
	

j


k

_
3
A
< l
km
_
3
A
<n
ko
p
p
p
Figura 4.6: Modelo del sistema OFDMA.
duracio´n de una realizacio´n del canal se considera un mecanismo de comparticio´n
del acceso a cada sub-portadora mediante la distribucio´n del tiempo de la vigencia
de la realizacio´n12. Este me´todo de comparticio´n temporal de sub-portadoras se
describe mediante la matriz de acceso W de taman˜o K ×M cuyo (k,m)-e´simo
elemento wk,m representa la fraccio´n temporal durante la cual el m-e´simo usuario
utiliza la k-e´sima sub-portadora. Claramente, al igual que en la seccio´n anterior:
W ≥ 0 y ∑Mm=1wk,m ≤ 1, ∀k, mientras que la potencia y tasa efectiva trans-
mitidas durante el tiempo de coherencia del canal (o de forma equivalente, entre
dos actualizaciones consecutivas del CSIT) por el usuario m en la sub-portadora
k-e´sima del usuario m son respectivamente pk,mwk,m y rk,mwk,m .
La respuesta discreta equivalente en banda base del canal de cada usuario es
12La comparticio´n de la sub-portadora puede realizarse a trave´s de cualquier mecanismo de
cara´cter ortogonal. La seleccio´n espec´ıfica de un esquema de comparticio´n en base a divisio´n en
el tiempo se debe a la familiarizacio´n del lector con la variable w presentada en el apartado 4.1.1
y porque, en sinton´ıa con lo establecido en la proposicio´n 4.2, se comprobara´ ma´s adelante que
la asignacio´n o´ptima corresponde a un esquema oportunista en la que un u´nico usuario accede a
la totalidad de la sub-portadora y, por consiguiente, no existe necesidad de que se utilice.
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hm := [hm,0, . . . , hm,Qm ]
T , donde [cf. (2.10)]: Qm := bDm,ma´x/Tsc denota el orden
de canal (nu´mero de caminos adicionales),Dm,ma´x el retardo de dispersio´n ma´ximo,
Ts el tiempo de muestreo y Qma´x := ma´xm∈{1,M}Qm (recue´rdese que en OFDM
t´ıpicamente K À Qma´x). Para obtener una formulacio´n ma´s compacta, las M
respuestas al impulso vectoriales se apilara´n en la matriz H := [h1, . . . ,hM ] de
taman˜o K × M , donde la longitud de cada columna se ha incrementado hasta
alcanzar un valor K mediante la insercio´n del nu´mero correspondiente de ceros.
Con referencia al caso de un u´nico usuario (ve´ase la figura 3.4), cada transmi-
sor toma un bloque con K s´ımbolos a transmitir y tras colocarlos en un vector
columna los multiplica por la inversa de la matriz de la DFT de taman˜o K ×K
(FmathcalHK ) para insertar a continuacio´n de un prefijo c´ıclico de Q muestras y pro-
ducir as´ı un bloque de K + Q s´ımbolos discretos (t.c.c. s´ımbolo OFDM) que son
convertidos en s´ımbolos analo´gicos y enviados secuencialmente para su transmi-
sio´n13. Estas operaciones junto con su procesado inverso en el receptor (eliminacio´n
del CP, ca´lculo de la DFT, etc.) convierten al canal selectivo en frecuencia de cada
uno de los usuarios en un conjunto de K canales planos, cada uno de ellos con
coeficiente de desvanecimiento dado por la respuesta en frecuencia del canal del
usuario evaluado en la sub-portadora en cuestio´n. De esta manera, en base a la
matriz multi-usuario de canal (temporal) H podra´ definirse entonces la matriz
multi-usuario de canal (frecuencial) H˜ := (1/
√
K)FKH de taman˜o K ×M , cu-
ya columna m-e´sima contendra´ los coeficientes de canal correspondientes a las K
sub-portadoras del usuario m.
A trave´s de la matriz multi-usuario de canal H˜ (estimada a trave´s de pilotos),
el receptor conoce la matriz de ganancia (en te´rminos de potencia) G, donde
[G]k,m := |[H˜]k,m|2/σ2k,m, con σ2k,m denotando la varianza del ruido AWGN en el
receptor que, s.p.d.g., se supone unitaria. Se utilizara´ gk,m := [G]k,m para denotar el
valor instanta´neo de la ganancia de la k-e´sima sub-portadora del m-e´simo usuario;
de manera ana´loga, definiendo G¯ := EG[G], g¯k,m := [G¯]k,m denotara´ la ganancia
13No´tese que si el usuario no accede a todas las sub-portadoras –y por consiguiente transmite
un menor nu´mero de s´ımbolos– la simple puesta a cero de filas de la matriz FmathcalHK hace que
los puntos del s´ımbolo OFDM asociados a las sub-portadoras no utilizadas sean nulos.
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media de la k-e´sima sub-portadora del m-e´simo usuario. En base al conocimiento
de la realizacio´nG (P-CSI), el PA encontrara´ el acceso o´ptimo de los usuarios a las
distintas sub-portadoras y asignara´ las cargas adecuadas de tasa y potencia para
cada usuario en funcio´n de las regiones a las que las elementos de G pertenecen.
Utilizando los ı´ndices de estas regiones, el PA realimenta a los usuarios el vector
de bits c = c(G) (Q-CSI) en base al cual los usuarios adaptara´n sus modos
(configuracio´n) de transmisio´n (i.e., potencia, tasa y sub-portadoras) de acuerdo
a un conjunto finito de configuraciones.
Los objetivos principales para el sistema analizado son: (OB.1) disen˜ar un cuan-
tificador de canal que genere c y (OB.2) dado c, encontrar matrices de transmisio´n
P, R, y W que, satisfaciendo los requisitos promedio de QoS, minimicen la po-
tencia transmitida. Al igual que para el caso de TDMA, la solucio´n simulta´nea
del problema es dif´ıcil de manejar en te´rminos computacionales. Por esta razo´n el
disen˜o del sistema se abordara´ en dos etapas. En primer lugar se fijara´ (se consi-
derara´ dado) el disen˜o del cuantificador de canal y en funcio´n de su forma y la del
Q-CSIT que este genera, se disen˜ara´n modos (configuraciones) de transmisio´n y
esquemas de adaptacio´n para las matrices P, R, y W de manera que la potencia
media ponderada P¯ se minimiza bajo requisitos promedios de tasa de transmisio´n
de bit, rˇ := [rˇ1, . . . , rˇM ]
T , y BER , ²ˇ := [²ˇ1, . . . , ²ˇM ]
T , independientes para cada
usuario. Al igual que en la seccio´n anterior, la ponderacio´n se debera´ a la existencia
de distintos coeficientes de prioridad entre usuarios µ := [µ1, · · · , µM ]T en base a
los cuales se calcula P¯ :=
∑M
m=1
∑K
k=1 EG[pk,m(G)wk,m(G)]. En la segunda etapa,
se disen˜ara´ cuidadosamente el cuantificador de canal de manera que se obtenga
un compromiso entre la complejidad de implementacio´n, la tasa de realimentacio´n
exigida y la eficiencia de prestaciones. Estas tareas se realizara´n bajo la cobertura
de las siguientes suposiciones:
(sp1) Los canales de los distintos usuarios esta´n incorrelados; i.e., no existe corre-
lacio´n entre las columnas de G.
(sp2) Las sub-portadoras de un mismo usuario pueden estar correladas, y se su-
ponen distribuidas de acuerdo a una gaussiana compleja; i.e., gk,m sigue una dis-
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tribucio´n exponencial fgk,m(gk,m)= (1/g¯k,m)exp(−gk,m/g¯k,m).
(sp3) El estado de las sub-portadoras (regio´n de cuantificacio´n a la que pertene-
cen) se mantiene constante durante al menos dos s´ımbolos OFDM.
(sp4) El canal de realimentacio´n esta´ libre de errores y presenta un retardo des-
preciable.
(sp5) Los s´ımbolos transmitidos pertenecen a modulaciones cuya BER instanta´nea
puede aproximarse por
²(pk,m, gk,m, rk,m) ' κ1 exp (−pk,mκ2gk,m/(2rk,m − 1)). (4.35)
Puesto que los usuarios esta´n en general suficientemente separados (sp1) suele
ser cierta para la pra´ctica totalidad de los sistemas; como ya se ha comentado
(sp2) corresponde un modelo de desvanecimientos con amplitudes siguiendo dis-
tribuciones Rayleigh, caso t´ıpico de comunicaciones con ausencia de rayo directo
(generalizaciones a otras distribuciones de canal tambie´n son posibles), (sp3) y
(sp4) son suposiciones (condiciones de operacio´n) t´ıpicas para el trabajo con siste-
mas Q-CSIT, semejantes a las realizadas para resolver problemas previos y (sp5)
se ha supuesto teniendo en cuenta la versatilidad mostrada por parte de (4.35) en
secciones anteriores as´ı como su extendido uso en el disen˜o de sistemas OFDM.
No´tese que a diferencia del caso de asignacio´n TDMA analizado en la seccio´n an-
terior, en donde el marco teo´rico propuesto no padec´ıa las limitaciones impuestas
por (sp1), (sp2) y (sp5), aqu´ı se restringe la generalidad del modelo. No obstante,
como se vera´ ma´s adelante, estas tres suposiciones contribuira´n a una reduccio´n
significativa de la complejidad del sistema (especialmente la asociada a los co´mpu-
tos “off-line”, aspecto ciertamente relevante en sistemas OFDMA que grosso modo
incrementan en un factor K los co´mputos necesarios con respecto a los de un siste-
ma TDMA), sin, por otro lado, suponer un pe´rdida excesiva de generalidad, puesto
todas ellas son t´ıpicamente va´lidas en escenarios pra´cticos de aplicacio´n.
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4.2.2. Disen˜o de los modos de transmisio´n
Para el disen˜o de los modos de transmisio´n se supondra´ adema´s que: (sp6) Para
cada realizacio´n del canal, la ganancia gk,m pertenece a una de las Lk,m regiones
disjuntas {Rk,m|l}Lk,ml=1 .
De acuerdo a lo anunciado, en este apartado se considerara´ que el conjunto
{Rk,m|l}Lk,ml=1 es fijo y conocido. La seleccio´n de {Rk,m|l}Lk,ml=1 sera´ parte del problema
asociado al disen˜o del cuantificador que se abordara´ en el apartado 4.2.3. De
acuerdo a lo que ocurr´ıa en casos anteriores tanto el disen˜o del cuantificador de
canal como gran parte del disen˜o de los modos de transmisio´n requerira´ u´nicamente
de co´mputos “off-line” y se derivara´ de nuevo un simple algoritmo “on-line” que
de forma o´ptima resolvera´ la adaptacio´n de los transmisores a cada realizacio´n del
canal mediante la asignacio´n de las matrices P, R y W.
Formulacio´n del problema
Dado (sp6), sea Rk,m|l := {G : gk,m ∈ Rk,m|l} el conjunto de matrices G para
el que gk,m pertenece a la regio´n Rk,m|l. Asimismo, sean14 pk,m|l y rk,m|l la potencia
y tasa que el usuario m transmitira´ de forma instanta´nea en la sub-portadora k
cuando G ∈Rk,m|l. Recue´rdese que wk,m(G) ≤ 1 y, por lo tanto, el valor efectivo
(o promedio) potencia y tasa que el usuario m transmitira´ durante el tiempo de
duracio´n de la realizacio´n G sera´ pk,m|lwk,m(G) y rk,m|lwk,m(G).
El propo´sito del disen˜o es la minimizacio´n de la potencia media trans-
mitida EG[pk,m|l(G)wk,m(G)] a lo largo de todas las sub-portadoras y usua-
rios garantizando requisitos promedios de tasa y BER para cada usuario.
De forma expl´ıcita, se quiere que para usuario dado el promedio de la
de la suma de las tasas transmitidas por todas las sub-portadoras alcan-
ce un nivel mı´nimo pre-especificado, i.e.,
∑K
k=1 EG[rk,m|l(G)wk,m(G)] ≥ rˇm.
En lo que a la BER respecta, el nu´mero medio de bits erro´neos esperado∑K
k=1 EG[rk,m|l(G)wk,m(G)²(pk,m|l(G), gk,m, rk,m|l(G))] dividido por el nu´mero me-
14El sub-´ındice que aparece aqu´ı escrito como l se escribira´ de forma expl´ıcita como l(G) en
los lugares en donde esta dependencia deba ser enfatizada.
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dio de bits transmitidos
∑K
k=1 EG[rk,m|l(G)wk,m(G)] correspondientes al usuario
m debera´ mantenerse por debajo del nivel ma´ximo pre-especificado por ²ˇm. Sin
embargo puesto que esta ligadura acopla las variables pk,m|l(G) y rk,m|l(G) pa-
ra todas las
∑K
k=1 Lk,m regiones, resulta ma´s conveniente simplificar ligeramen-
te la formulacio´n del requisito de BER y, de forma similar a (3.27), limitar el
valor esperado de la BER para cada una de las regiones, estableciendo as´ı ²ˇm
como l´ımite superior para EG∈Rk,m|l [rk,m|l(G)wk,m(G)²(pk,m|l(G), gk,m, rk,m|l(G))]/
EG∈Rk,m|l [rk,m|l(G)wk,m(G)] ∀k,m, l.
En base a las anteriores expresiones, la minimizacio´n de la potencia media
ponderada que transmite el sistema garantizando calidad de servicio individual
queda:
mı´nP(G)≥0,R(G)≥0,W(G)≥0 P¯ , P¯ :=
∑M
m=1 µm
∑K
k=1 EG[pk,m|l(G)wk,m(G)]
s. a : C1.
∑K
k=1 EG[rk,m|l(G)wk,m(G)] ≥ rˇm, ∀m,
C2.
EG∈Rk,m|l
[
rk,m|l(G)wk,m(G)κ1 exp
(
−pk,m|l(G)κ2gk,m
2rk,m|l(G) − 1
)]
EG∈Rk,m|l [rk,m|l(G)wk,m(G)]
≤ ²ˇm, ∀k,m, l,
C3.
∑M
m=1wk,m(G) ≤ 1, ∀k,G,
(4.36)
donde para C2 se ha utilizado la expresio´n en (4.35) y a trave´s de la tercera
restriccio´n se fuerza a que el uso temporal de una sub-portadora por parte de los
usuarios no exceda de uno.
Para finalizar el manejo de (4.36) se definira´n las fracciones de acceso promedio
por regio´n w¯k,m|l :=
∫
G∈Rk,m|l wk,m(G)fG(G)dG, junto con las variables de poten-
cia y tasa asociadas p¯k,m|l :=
∫
G∈Rk,m|l pk,m|l(G)wk,m(G)fG(G)dG = pk,m|lw¯k,m|l y
r¯k,m|l := rk,m|lw¯k,m|l. Recue´rdese que pk,m|l y rk,m|l son regio´n-dependientes y que,
por lo tanto, representan magnitudes deterministas sobre la regio´n que indexan.
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Con este cambio de variables, (4.36) puede reescribirse como:

mı´np¯k,m|l,r¯k,m|l,wk,m(G) P¯ , P¯ :=
∑M
m=1 µm
∑K
k=1
∑Lk,m
l=1 p¯k,m|l
s. to : C1. −∑Kk=1∑Lk,ml=1 r¯k,m|l + rˇm ≤ 0, ∀m,
C2. EG∈Rk,m|l
[
wk,m(G)κ1 exp
(
−
p¯k,m|l(G)
w¯k,m|l
κ2gk,m
2
r¯k,m|l(G)
w¯k,m|l −1
)]
− ²ˇmw¯k,m|l ≤ 0, ∀k,m, l,
C3.
∑M
m=1wk,m(G)− 1 ≤ 0, ∀k,G C4. − p¯k,m|l ≤ 0, ∀k,m, l,
C5. − r¯k,m|l ≤ 0, ∀k,m, l, C6. − wk,m(G) ≤ 0, ∀k,m,G,
(4.37)
Pese a que no pueda garantizarse que la optimizacio´n conjunta en (4.37) sea conve-
xa c.r.a. a las variables p¯k,m|l, r¯k,m|l y wk,m, en el punto siguiente se propondra´ una
simplificacio´n que garantiza la convexidad del problema y que por consiguiente,
garantiza la convergencia al mı´nimo global de forma eficiente.
El objetivo en (4.37) es la minimizacio´n de la potencia ponderada media trans-
mitida sobre todas las posibles realizaciones del canal. Sin embargo, las ligaduras
tienen distinto cara´cter estad´ıstico (instanta´neo frente a promedio) e involucran
distintos tipos de CSI: C1 es un requisito promedio; C2 se refiere a un promedio
sobre una regio´n de cuantificacio´n; C3 deber ser satisfecho para cada realizacio´n
del canal y C4 − C6 toman como base distintos tipos de CSI en funcio´n de la
naturaleza de la variable cuyo valor restringen. En el siguiente punto se derivara´n
las condiciones KKT asociadas con (4.37). Estas no so´lo conducira´n a las expre-
siones que dicten la construccio´n de los modos de transmisio´n o´ptimos, sino que
tambie´n proveera´n entendimiento e intuicio´n de la estructura de los esquemas de
asignacio´n eficiente de recursos15.
Antes de cerrar este punto debe sen˜alarse que la observacio´n 3.5 relativa a la
utilizacio´n de esquemas de pre-distorsio´n para reducir el PAPR de cada uno de los
usuarios aplica tambie´n a sistemas OFDMA.
15El papel clave que desempen˜an en esta seccio´n las condiciones KKT es la causa por la que
en esta ocasio´n en (4.37) se han escrito en formato esta´ndar (C(x) ≤ 0 con C(x) denotando
la restriccio´n c.r.a. las variables de optimizacio´n x) y de forma expl´ıcita (C4-C6) todas las
restricciones del problema de optimizacio´n; ve´ase, e.g,. [13]
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Condiciones KKT: esquemas o´ptimos de adaptacio´n
Sean βrm, β
²
k,m|l, β
w
k , α
p
k,m|l, α
r
k,m|l, α
w
k,m los multiplicadores de Lagrange (positi-
vos o nulos) asociados respectivamente con las restricciones C1-C6. Si las derivadas
de la funcio´n dual de Lagrange de (4.37) c.r.a. p¯k,m|l y r¯k,m|l se igualan a cero en
el punto o´ptimo, se obtienen, tras la realizacio´n de algunas manipulaciones ma-
tema´ticas, la condicio´n KKT
∫
G∈Rk,m|l
w∗k,m(G)κ2gk,m
 βr∗m + αr∗k,m|l
(µm − αp∗k,m|l)
p¯∗
k,m|l
w¯k,m|l
ln(2)
− 1

×κ1 exp
−βr∗m + αr∗k,m|l − (µm − αp∗k,m|l) p¯
∗
k,m|l
w¯k,m|l
ln(2)
(µm − αp∗k,m|l) ln(2)
κ2gk,m
 fG(G)dG
=
µm − αp∗k,m|l
β²∗k,m|l
, (4.38)
proveniente de la derivada del Lagrangiano de (4.37) c.r.a. p¯k,m|l y su homo´loga
para el caso de r¯k,m|l
r¯∗k,m|l
w¯k,m|l
= log2
 βr∗m + αr∗k,m|l
βr∗m + α
r∗
k,m|l − (µm − αp∗k,m|l)
p¯∗
k,m|l
w¯k,m|l
ln(2)
 . (4.39)
Las condiciones KKT para C4 y C5 tambie´n establecen p¯∗k,m|lα
p∗
k,m|l = 0 y
r¯∗k,m|lα
r∗
k,m|l = 0 [9]. Estas ecuaciones implican que p¯
∗
k,m|l > 0 si y so´lo si (s.y.s.s.)
αp∗k,m|l = 0 y r¯
∗
k,m|l > 0 s.y.s.s. α
r∗
k,m|l = 0. Cuando α
p∗
k,m|l 6= 0 y/o αr∗k,m|l 6= 0, entonces
p¯∗k,m|l = r¯
∗
k,m|l = 0 y, por consiguiente, la regio´n Rk,m|l es inactiva en el sentido de
que no afecta a la asignacio´n de recursos. Por otro lado, haciendo αp∗k,m|l = α
r∗
k,m|l =
0 en (4.38) y (4.39), se tiene que p¯∗k,m|l/w¯k,m|l < β
r∗
m /(ln(2)µm) debe ser cierto para
que la regio´nRk,m|l este´ activa. Intuitivamente, si la ganancia del canal en la regio´n
Rk,m|l es tan pobre que para satisfacer el requisito de BER la potencia necesaria
excede el precio o´ptimo representado por βr∗m /(ln(2)µm), entonces la asignacio´n
o´ptima de potencia y tasa para esa regio´n es cero.
Suponiendo que Rk,m|l es activa y derivando el Lagrangiano de (4.37) c.r.a.
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wk,m(G), se obtiene para el o´ptimo queµmp¯
∗
k,m|l
w¯k,m|l
− βr∗m
r¯∗k,m|l
w¯k,m|l
+ β²∗k,m|l(G)
κ1 exp
− p¯
∗
k,m|l
w¯k,m|l
κ2gk,m
2
r˜∗
k,m|l
w¯k,m|l − 1
− ²ˇm
 fG(G)
+βw∗k (G)− αw∗k,m(G) = 0, (4.40)
donde se ha hecho la dependencia de βwk c.r.a. G expl´ıcita. (Recue´rdese que
βrm 6= βrm(G) puesto que βrm esta´ asociado con una una restriccio´n de un valor
promedio.) Recue´rdese tambie´n que si w¯k,m|l 6= 0, entonces p¯∗k,m|l/w¯k,m|l := p∗k,m|l y
r¯∗k,m|l/w¯k,m|l := r
∗
k,m|l en (4.38)-(4.40). Para valorar correctamente las implicaciones
de (4.40), def´ınase
ϕk,m(G) := µmp
∗
k,m|l(G)−βr∗m r∗k,m|l(G)+β²∗k,m|l(G)
[
κ1 exp
(
−p
∗
k,m|l(G)κ2gk,m
2r
∗
k,m|l(G) − 1
)
− ²ˇm
]
,
(4.41)
para representar el coste neto cuando el usuario m utiliza la sub-portadora k [cf.
(4.6) y (4.14)]. En base a esta definicio´n (4.40) puede reescribirse como
ϕk,m(G)fG(G) + β
w∗
k (G)− αw∗k,m(G) = 0, ∀G, ∀m ∈ {1, . . . ,M}. (4.42)
Es conveniente hacer notar de forma expresa que: (i) la parte izquierda de la igual-
dad en (4.42) (que se denotara´ como LHS(4.42)) no depende de forma expl´ıcita
de w∗k,m(G) sino u´nicamente de forma impl´ıcita a trave´s de los multiplicadores
βw∗k (G) y α
w∗
k,m(G); (ii) el multiplicador β
w∗
k (G) es comu´n ∀m y (iii) para una
misma sub-portadora k y una realizacio´n G dada, el coste neto ϕk,m(G) esta´ fijo
y, en general, es distinto para cada usuario m. Es tambie´n importante tener en
cuenta que, para cada k, la condicio´n KKT correspondiente a C6 establece
w∗k,m(G)α
w∗
k,m(G) = 0, ∀G, ∀m ∈ {1, . . . ,M}. (4.43)
Puesto que ϕk,m(G) es fijo para un G dado [cf. (4.41)], para cada sub-portadora k
(4.42) representa un sistema indeterminado deM ecuaciones conM+1 inco´gnitas,
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a saber, βw∗k (G) y {αw∗k,m(G)}Mm=1. Esto hace que con G y k fijos, αw∗k,m(G) = 0 para
no ma´s de un m, puesto que en otro caso el sistema de M ecuaciones se vuelve
sobre-determinando y (4.42) no tiene solucio´n (i.e., no se puede satisfacer para
todos y cada uno de los valores de m). Por otro lado, si αw∗k,m(G) 6= 0 ∀m, la
condicio´n (4.43) implica que w∗k,m(G) = 0 ∀m y la sub-portadora k se rechaza
∀m (ningu´n usuario transmite potencia a trave´s de ella). De esta manera, puesto
que la solucio´n exacta de (4.42) requiere a lo sumo un αw∗k,m nulo y al menos un
αw∗k,m nulo (para evitar la situacio´n no deseada de que α
w∗
k,m(G) 6= 0 ∀m), se deduce
que αw∗k,m(G) = 0 para exactamente un u´nico usuario m por sub-portadora k y
realizacio´n de canal G. En otras palabras, el esquema de acceso o´ptimo permite
u´nicamente a un usuario mk transmitir a trave´s de la k-e´sima sub-portadora.
Como βw∗k (G)[
∑M
m=1w
∗
k,m(G) − 1] = 0 y βw∗k (G) 6= 0, esto supone adema´s que
w∗k,mk(G) = 1 y w
∗
k,m(G) = 0 para m 6= mk, es decir que el usuario que trasmite
utiliza la sub-portadora en su totalidad (como se recordara´ este comportamiento
oportunista se hab´ıa encontrado tambie´n para el caso de TDMA). La siguiente
proposicio´n detalla el mecanismo por el cual se determina el usuario mk que de
forma o´ptima debe acceder a la sub-portadora k.
Proposicio´n 4.5 El usuario o´ptimo mk que debe acceder a la k-e´sima sub-
portadora es aquel cuyo coste neto para la sub-portadora sea mı´nimo, i.e., mk =
argmı´nm{ϕk,m(G)}Mm=1.
Demostracio´n: Supo´ngase que mk es el usuario candidato a utilizar la sub-
portadora k, i.e., aquel para el que w∗k,mk(G) = 1 y α
w∗
k,mk
(G) = 0. Para este
usuario, (4.42) implica que βw∗k (G) = −ϕk,mk(G)fG(G). Aplicando ahora (4.42)
para otro usuario m′k 6= mk se tiene que ϕk,m′k(G)fG(G) + βw∗k (G)− αw∗k,m′k(G) =
[ϕk,m′k(G)− ϕk,mk(G)]fG(G)− αw∗k,m′k(G) = 0. La satisfaccio´n de la condicio´n an-
terior exige ϕk,m′k(G) ≥ ϕk,mk(G), puesto que αw∗k,m′k(G) ≥ 0; es decir ϕk,mk(G) =
mı´nm ϕk,m(G).
No´tese que si ma´s de un usuario presenta el valor mı´nimo de {ϕk,m}Mm=1 cual-
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quier divisio´n arbitraria del acceso a la sub-portadora k entre estos usuarios es
o´ptima (al igual que se hizo en secciones anteriores, simplemente puede elegir-
se uno de ellos de forma aleatoria). Por u´ltimo, si existe una realizacio´n G tal
que ϕk,m(G) > 0 ∀m, entonces, puesto que βw∗k (G) ≥ 0 se deduce de (4.42) que
αw∗k,m(G) 6= 0, ∀m (la solucio´n o´ptima no asignara´ esta sub-portadora k a ningu´n
usuario). As´ı pues, introduciendo un usuario virtual (ficticio) representado por
m = 0 de manera que ϕk,0(G) = 0 ∀k,G, el valor de w∗k,m(G) puede expresarse
en forma compacta utilizando la funcio´n indicador como
w∗k,m(G) = I{m=argmı´nm′{ϕk,m′ (G)}Mm′=0}. (4.44)
Observacio´n 4.4 A partir de la inspeccio´n de (4.38), (4.39) y (4.44), puede de-
ducirse que: (i) el u´nico acoplamiento entre sub-portadoras es a trave´s del mul-
tiplicador βrm (i.e., dado β
r
m ∀m, la asignacio´n de tasa y potencia en cada sub-
portadora puede realizarse de forma independiente); (ii) dado βrm, la asignacio´n
o´ptima de tasa y potencia para el usuario m no depende de las asignaciones en
otras sub-portadoras y (iii) para una sub-portadora k, la asignacio´n o´ptima de
usuarios equivale a satisfacer conjuntamente (4.42) ∀m.
Al igual que para el caso de un sistema TDMA, el hecho de que el acceso o´pti-
mo sea oportunista para cada realizacio´n del canal no significa que en promedio
exista un acaparamiento de recursos por parte de un u´nico usuario. Por el contra-
rio, la formulacio´n del problema propuesta garantiza una distribucio´n equitativa
de recursos de acuerdo a lo expuesto en la observacio´n 4.2. Conviene asimismo
destacar que, a diferencia del sistema anterior, puesto que en un sistema OFD-
MA son varios los recursos (sub-portadoras) los que se comparten, durante una
misma realizacio´n del canal potencialmente sera´n varios los usuarios que env´ıen
simulta´neamente informacio´n a trave´s del mismo. (Argumentando en te´rminos
de diversidad, es sencillo comprobar co´mo cuanto menor sea la correlacio´n entre
distintas sub-portadoras, menor sera´ tambie´n la correlacio´n entre los valores de
ϕk,m(G) y mayor sera´ el nu´mero de usuarios que accedan al canal.)
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No´tese que tanto la asignacio´n de acceso oportunista, como la definicio´n de
un funcional de coste que indica el precio de acceso al canal por parte de cada
usuario (mediante la ponderacio´n simulta´nea de potencia y tasa transmitidas y
BER cometida) obtenidas en esta seccio´n para sistemas OFDMA estaban presen-
tes tambie´n en la seccio´n anterior cuando se trabajaba con sistemas TDMA. La
estructura de ambos problemas hace pensar adema´s que la asignacio´n oportunista
ser´ıa una caracter´ıstica comu´n de los sistema multi-usuario con acceso ortogonal
y con QoS y Q-CSIT adecuadamente disen˜ado. Por u´ltimo, debe resen˜arse que, si
bien de resultado semejante, el camino para llegar a este resultado ha sido diferente
en ambos casos. La causa principal se debe a que al incremento de dimensionalidad
del problema OFDMA (K canales simulta´neos y optimizacio´n simulta´nea sobre
potencia y tasa) hace por un lado que el me´todo de demostracio´n elegido en la
seccio´n anterior, aunque intuitivo, resulte de ma´s compleja aplicacio´n a este caso,
mientras que, por otro lado, la existencia de condiciones de optimizacio´n relacio-
nadas con la tasa de transmisio´n provoca que el tratamiento de las condiciones
KKT (me´todo utilizado en este caso para derivar el esquema de acceso) tenga que
ser en esta ocasio´n ma´s cauteloso y detallado.
Hasta este punto se han obtenido las condiciones que los modos de transmisio´n
y los esquemas de adaptacio´n o´ptimos deben satisfacer. A continuacio´n se realiza
la descripcio´n gene´rica de los pasos de un algoritmo que haciendo uso de estas con-
diciones y de las propiedades recogidas en la observacio´n 4.4 puede ser ejecutado
para obtener de forma sistema´tica los valores de la solucio´n o´ptima.
Algoritmo 4.2 Asignacio´n de recursos gene´rica
(S2.0) Sea δ un pequen˜o nu´mero positivo y βr el vector formado por {βrm}Mm=1.
Comience con un βr ≥ 0 arbitrario.
(S2.1) Para cada sub-portadora k:
(S2.1.1) Fije β²k,m|l ≥ 0 ∀m, l de forma arbitraria.
(S2.1.2) Inicialice pk,m|l = p¯k,m|l/w¯k,m de manera que 0 < pk,m|l <
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βrm/ ln(2), ∀m, l.
(S2.1.3) Para αpk,m|l = 0 y α
r
k,m|l = 0, utilice (4.39) para obtener rk,m|l =
r¯k,m|l/w¯k,m ∀m, l.
(S2.1.4) Calcule wk,m(G) ∀m de acuerdo a (4.44).
(S2.1.5) Verifique (4.38) ∀m, l. Si |LHS(4.38)−1/β²k,m|l| < δβ²k,m|l ∀m, l vaya
a (S2.1.6); en caso contrario aumente pk,m|l si (m, l) es tal que LHS(4.38) >
1/β²k,m|l; disminuya pk,m|l si (m, l) es tal que LHS(4.38) < 1/β
²
k,m|l, y vuelva
a (S2.1.3).
(S2.1.6) Verifique la restriccio´n C2 en (4.37) ∀m, l. Si |C2| < δ²ˇm ∀m, l,
cambie a la siguiente sub-portadora k+1 y vuelva a (S2.1); en caso contrario
aumente β²k,m|l si (m, l) es tal que C2 > 0; disminuya β
²
k,m|l si (m, l) es tal
que C2 < 0 y vuelva a (S2.1.3).
(S2.2) Verifique la restriccio´n C1 en (4.37) ∀m. Si |C1| < δrˇm ∀m entonces pare;
en caso contrario aumente βrm si m es tal que C1 > 0; disminuya β
r
m si m
es tal que C1 < 0, y vuelva a (S2.1).
La convergencia y la calidad de la solucio´n resultantes de este algoritmo depen-
dera´n claramente de co´mo se realicen las bu´squedas sobre las distintas variables
(e.g., que´ esquemas se utilizan para incrementar o disminuir pk,m|l, β²k,m|l y β
r
m en
los pasos (S2.1.5), (S2.1.6), y (S2.2), cua´les son los taman˜os de los pasos, cua´les
los niveles de tolerancia, etc.). Las razones fundamentales por las que no se ha
proporcionado un mayor nivel de detalle respecto a estas bu´squedas han sido: (i)
se pretend´ıa ilustrar que, adema´s de caracterizar la solucio´n o´ptima, en base a
las condiciones KKT pod´ıa resolverse adema´s el problema de optimizacio´n en su
totalidad y (ii) para una implementacio´n en sistemas reales se promueve el uso de
un algoritmo simplificado que se describira´ en el siguiente punto.
Observacio´n 4.5 A diferencia de lo realizado para el caso de un u´nico usuario
transmitiendo sobre OFDM, en lugar de utilizar tasas de transmisio´n discretas, la
optimizacio´n en esta seccio´n se ha realizado suponiendo que las tasas de transmi-
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sio´n pueden tomar valores continuos. La complejidad hardware para implementar
modulaciones de tasa continua (a trave´s de constelaciones no rectangulares y es-
quemas de codificacio´n) es ma´s elevada que la necesitada para modulaciones de
tasa discreta [28]. Por otro lado la consideracio´n de tasa continua permite una
formulacio´n ma´s clara y allana el camino para la obtencio´n de expresiones anal´ıti-
cas que facilitan el entendimiento del problema y proveen gu´ıas de disen˜o aplicables
a ambos (posiblemente tambie´n a otros) escenarios. Finalmente, debe tenerse en
cuenta que para prestaciones promediadas, los esquemas que, derivados suponiendo
tasa continua, se transforman de manera o´ptima para su utilizacio´n como esque-
mas de asignacio´n de tasas discretas (ve´ase, e.g., [36]), se comportan de forma
parecida.
Asignacio´n de recursos de complejidad reducida
En lugar de minimizar P¯ , en este punto se minimizara´ P¯+, una cota superior
de P¯ ∗. La minimizacio´n de una cota superior es una te´cnica comu´nmente utilizada
cuando la optimizacio´n directa sobre el objetivo original resulta compleja [9]. Para
este fin, denote ²−1P la funcio´n inversa involucrada cuando se resuelve (4.35) c.r.a.
pk,m y represente g
mı´n
k,m|l := mı´n{gk,m | gk,m ∈ Rk,m|l} la ganancia mı´nima (i.e.,
la peor) de la regio´n Rk,m|l. Se puede entonces acotar superiormente P¯ en (4.36)
utilizando P¯+ :=
∑M
m=1 µm
∑K
k=1 EG[p
+
k,m|l(G)wk,m(G)], donde
p+k,m|l(G) := ²
−1
P (rk,m|l(G), g
mı´n
k,m|l(G), ²ˇm). (4.45)
Los para´metros de disen˜o obtenidos utilizando esta te´cnica se identificara´n con el
uso del super-´ındice “+”. La cota superior en (4.45) ofrece las siguientes ventajas:
(i) la restriccio´n C2 se satisface automa´ticamente lo que hace que β²k,m|l = 0 y (ii)
se establece una relacio´n directa entre pk,m|l y rk,m|l a trave´s de ²−1P y por lo tanto,
so´lo existe necesidad de optimizar sobre una de las variables, reduciendo as´ı la
dimensionalidad del problema.
Eliminando las variables de potencia, el nuevo problema puede formularse
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como:
mı´nR+(G)≥0,W+(G)≥0 P¯+,
P¯+ :=
∑M
m=1 µm
∑K
k=1 EG[²
−1
P (r
+
k,m|l(G), g
mı´n
k,m|l(G), ²ˇm)w
+
k,m(G)]
s. a :
∑K
k=1 EG[r
+
k,m|l(G)w
+
k,m(G)] ≥ rˇm, ∀m;∑M
m=1w
+
k,m(G) ≤ 1, ∀k.
(4.46)
Utilizando r¯+k,m|l := EG[r
+
k,m|l(G)w
+
k,m(G)] y siguiendo pasos similares a aquellos
en [91, ecuacio´n (11)], la optimizacio´n en (4.46) puede demostrarse convexa.
Este disen˜o (basado en un principio de peor escenario posible para derivar
la cota de la funcio´n objetivo) obtendra´ w+∗k,m y r
+∗
k,m|l como solucio´n de (4.46).
Concretamente, definiendo κ3,m := µmκ
−1
2 ln(κ1/²ˇm) la resolucio´n de (4.46) da
lugar a
r+∗k,m|l(G) = log2
(
βr+∗m g
mı´n
k,m|l(G)
ln(2)κ3,m
)
, (4.47)
ϕ+k,m(G) =
(2r
+∗
k,m|l(G) − 1)κ3,m
gmı´nk,m|l(G)
− βr+∗m r+∗k,m|l(G), ϕ+k,0(G) = 0 (4.48)
w+∗k,m(G) = I{m=argmı´nm′{ϕ+k,m′ (G)}Mm′=0}
, (4.49)
donde la asignacio´n de acceso dada por (4.48) y (4.49) sigue el mismo principio
que el de la solucio´n o´ptima para el problema original en (4.41) y (4.44) y descrito
por la proposicio´n 4.5. Adema´s, debe hacerse notar que debido a la expresio´n
logar´ıtmica de ²−1P [cf. (4.35)], la asignacio´n de tasa evoca la asignacio´n cla´sica del
algoritmo de “water-filling”.
Sin embargo, una vez obtenidos R+∗(G) (o de forma precisa R+∗(c), puesto
que la variacio´n c.r.a. G se debe en (4.47) a l(G)) y W+∗(G) no hay necesidad
de sustituir estos valores en (4.45) para calcular la carga final de potencia P+∗(c)
en base a la cota superior utilizada, sino que, como alternativa, los valores finales
de R+∗(c) y W+∗(G) pueden utilizarse para satisfacer de forma ajustada los re-
quisitos de BER de la restriccio´n C2 en (4.37), lo cual claramente generara´ una
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potencia de transmisio´n menor que la basada en la cota superior. Sea P++∗(c)
la matriz que denota el valor exacto de potencia que se obtiene tras sustituir los
R+∗(c) yW+∗(G), obtenidos segu´n (4.47) y (4.49), en la restriccio´n C2 en (4.37).
La valor gene´rico p++∗k,m|l se calcula entonces como la solucio´n de
∫
G∈Rk,m|l
w+∗k,m(G)κ1e
−
p++∗
k,m|l(G)κ2gk,m
2
r+∗
k,m|l(G)−1 fG(G)dG = ²ˇmw¯
+
k,m|l. (4.50)
Aunque p++∗k,m|l en (4.50) no puede encontrarse en forma cerrada, la monoton´ıa de
la funcio´n exponencial permite obtener su valor a trave´s de una sencilla bu´squeda
uni-dimensional utilizando el me´todo de biseccio´n. La calidad del disen˜o de los
modos de transmisio´n y de los esquemas de adaptacio´n obtenidos con esta alter-
nativa de complejidad reducida sera´ evaluada a trave´s de simulaciones nume´ricas
en el apartado 4.2.4. El siguiente algoritmo resume los pasos principales para la
resolucio´n del conjunto de ecuaciones descrito por (4.47), (4.49) y (4.50).
Algoritmo 4.3 Asignacio´n de recursos simplificada
(S3.0) Fije un pequen˜o nu´mero positivo δ e inicialice el vector βr ≥ 0 de forma
arbitraria.
(S3.1) Para cada combinacio´n (k,m, l) por iteracio´n:
(S3.1.1) Utilice βrm para determinar r
+
k,m|l a trave´s de (4.47).
(S3.1.2) Utilice βrm para determinar w
+
k,m(G) a trave´s de (4.49).
(S3.2) Verifique la restriccio´n de tasa en (4.46) ∀m; si |∑Kk=1 EG[r+k,m|l(G)w+k,m(G)]
−rˇm| < δrˇm ∀m, entonces vaya (S3.3); en caso contrario, aumente βrm para
los usuarios m cuya tasa media sea menor que rˇm; disminuya β
r
m para los
usuarios m cuya tasa media sea mayor que rˇm; y vaya a (S3.1).
(S3.3) Una vez que se obtengan R+∗(c),βr+∗,W+∗(G), utilice (4.50) para calcular
la potencia finalmente asignada.
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La te´cnica para garantizar la convexidad del problema de optimizacio´n no so´lo
reduce la complejidad de la estructura de la solucio´n sino que tambie´n posibi-
lita el uso de me´todos eficientes para la bu´squeda de las variables involucradas
en el ca´lculo de la solucio´n. Especialmente amplio es el abanico para la bu´sque-
da sobre los multiplicadores de Lagrange βr (ve´ase, e.g., [9]). As´ı por ejemplo,
pueden inicializarse todas las componentes de βr como un pequen˜o nu´mero posi-
tivo y actualizar despue´s cada componente βrm de forma independiente ∀m fijando
[βr]m′ , ∀m′ 6= m al valor de la previa iteracio´n. La adaptacio´n de cada βrm puede
realizarse entonces usando una bu´squeda uni-dimensional hasta que la restriccio´n
de tasa para el m-e´simo usuario se satisface de forma ajustada. Este simple al-
goritmo tiene convergencia garantizada y facilita la computacio´n distribuida para
cada usuario.
Estructura de la palabra de realimentacio´n
Dado el disen˜o del cuantificador, se han derivado esquemas de asignacio´n de
recursos para la adaptacio´n de tasa, potencia y acceso a las sub-portadoras por
parte de los transmisores. De acuerdo a la figura 4.6, una vez que el cuantificador
y la estrategia de asignacio´n de recursos esta´n disen˜ados, para cada realizacio´n
G el PA cuantifica y realimenta a los usuarios una palabra (vector de bits) que
identifica el acceso de los usuarios a las distintas sub-portadoras as´ı como la regio´n
a la que los canales asociados pertenecen. A trave´s de esta forma de Q-CSIT, cada
usuario es informado sobre su propio subconjunto de sub-portadoras (en caso de
que acceda a alguna) y en base a los ı´ndices de regio´n notificados escoge los niveles
de potencia y tasa de transmisio´n de acuerdo a constelaciones (tablas) que se le
han hecho llegar a cada uno de los transmisores durante la fase de inicializacio´n del
sistema tras haberse ejecutado el algoritmo 4.3. La proposicio´n siguiente describe
la construccio´n (y por ende la estructura) de la palabra de realimentacio´n c∗(G).
Proposicio´n 4.6 Dado el disen˜o del cuantificador y el disen˜o de los modos de
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transmisio´n (P+∗(c), R+∗(c), W+∗(βr+∗)) generados por el algoritmo 4.3, el PA
realimenta a los usuarios la palabra c∗(G) = [c∗1(G), . . . , c
∗
K(G)] que indica la
asignacio´n o´ptima de recursos (adaptacio´n de los transmisores) para el estado
actual del canal, donde c∗k(G) = [m
∗
k(G), l
∗
k(G)]
T se construye ∀k de acuerdo a:
1. m∗k(G) = argmı´n
m
{ϕ+k,m(G,P+∗,R+∗,βr+∗)}Mm=1 (seleccione aleatoriamente
cualquier usuario m∗k cuando existan mu´ltiples mı´nimos) y
2. l∗k(G) = { l | G ∈Rk,m∗k(G),l, l = 1, . . . , Lk}.
No´tese que la proposicio´n 4.6 tambie´n rige para el algoritmo 1 sin ma´s que eliminar
el super-´ındice “+” de los para´metros de disen˜o correspondientes.
Observacio´n 4.6 La estructura de la palabra c∗(G) en la proposicio´n 4.6 codifi-
ca informacio´n asociada a cada sub-portadora (a saber, el usuario asignado y la
regio´n correspondiente) que el env´ıo de la informacio´n de transmisio´n asociada a
cada usuario independiente (i.e., el conjunto de sub-portadoras que puede utilizar
y los ı´ndices de la regio´n de pertenencia para cada una de ellas). Puesto que en
cada sub-portadora se consideran Lk − 1 regiones activas y una regio´n inactiva
(o de renuncia a la transmisio´n), puede reducirse el nu´mero de bits realimentados
codificando exclusivamente las regiones activas. U´nicamente cuando para una mis-
ma sub-portadora la ganancia de todos los usuarios pertenece a la regio´n inactiva
correspondiente, debera´ codificarse un mensaje de rechazo de la sub-portadora. Es-
to puede realizarse de manera sencilla mediante el indexado de un usuario virtual
(e.g., m = 0) con una u´nica regio´n. Considerando todos estos ı´ndices, la longitud
de la palabra de realimentacio´n c∗(G) sera´
⌈∑K
k=1 log2
(∑M
m=1(Lk,m − 1) +K
)⌉
bits.
No´tese que particularizando para K = 1 la estructura de la palabra c puede
aplicarse tambie´n para el esquema de Q-CSIT para sistemas TDMA analizado en
el apartado 4.1.3, lo que potencialmente puede contribuir a disminuir la tasa de
realimentacio´n requerida [cf. proposicio´n 4.2].
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Se concluye este apartado enfatizando que puesto que se ha formulado el pro-
blema de optimizacio´n de manera que las variables P(c) y R(c) en (4.36) y (4.46)
esta´n involucradas u´nicamente en expresiones promediadas en el tiempo, las so-
luciones o´ptimas P+∗(c) y R+∗(c) se calculan de forma “off-line” y u´nicamente
el acceso de los usuarios al canal (involucrado en restricciones instanta´neas) y
el ı´ndice de las regiones de cuantificacio´n de estas matrices deben ser calculados
(obtenidos) de forma “on-line”.
4.2.3. Disen˜o del cuantificador
En la seccio´n anterior se resolvio´ el objetivo (OB.2) derivando esquemas o´pti-
mos y sub-o´ptimos de asignacio´n de sub-portadoras, tasa y potencia suponiendo
unas regiones de cuantificacio´n Rk,m|l dadas. En esta seccio´n se abordara´ (OB.1)
derivando un esquema iterativo o´ptimo para la seleccio´n de R∗k,m|l, as´ı como un
esquema alternativo sub-o´ptimo que simplifica considerablemente el disen˜o del
cuantificador.
Cuantificacio´n o´ptima
Adema´s de P∗(c),R∗(c), y W ∗(G), en esta seccio´n se considerara´n
{R∗k,m|l}Lk,ml=1 como variables ∀(k,m) para la optimizacio´n de P¯ en (4.36). An-
tes de proceder con este problema de optimizacio´n conjunta, ha de recordarse
que: (i) la asignacio´n de recursos o´ptima del apartado 4.2.2 puede descomponerse
para cada usuario m y sub-portadora k; y (ii) Rk,m|l representa una regio´n de
cuantificacio´n de una u´nica variable gk,m. De hecho, {R∗k,m|l}Lk,ml=1 se puede repre-
sentar por un conjunto de umbrales equivalentes {τ ∗k,m|l}Lk,m+1l=1 , con τ ∗k,m|1 = 0 y
τ ∗k,m|Lk,m+1 = ∞ ∀(k,m). En otras palabras, gracias a (i) y (ii) el problema de
cuantificacio´n vectorial se reduce a KM problemas de cuantificacio´n escalar.
Para determinar {τ ∗k,m|l}Lk,ml=2 ∀k,m se comienza por la funcio´n dual de Lagrange
L de (4.36). Si se expresa esta u´ltima en te´rminos de los umbrales y si se define
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Gk,m{x, y} := {G : gk,m ∈ [x, y)}, se puede escribir
L := ∑Kk=1∑Mm=1∑Lk,ml=1 ∫
G∈Gk,m{τk,m|l,τk,m|l+1}
[
pk,m|l(G) − βrmrk,m|l(G)
+β²∗k,m|lκ1e
−
p
k,m|l(G)κ2gk,m
2
r
k,m|l(G)−1 − β²k,m|l²ˇm
]
wk,m(G)fG(G)dG,
(4.51)
en donde, por claridad, se han omitido las contribuciones de las ligaduras que no
dependen de {τk,m|l}Lk,m+1l=1 .
Las condiciones KKT necesarias despue´s de fijar ∂L/∂τ ∗k,m|l = 0, son
µmpk,m|l−1 − βrmrk,m|l−1 + β²k,m|l−1κ1e
−
p
k,m|l−1κ2τ
∗
k,m|l
2
r
k,m|l−1−1
= −µmpk,m|l + βrmrk,m|l − β²k,m|lκ1e
−
p
k,m|lκ2τ
∗
k,m|l
2
r
k,m|l−1 . (4.52)
y pueden resolverse para τ ∗k,m|l mediante bu´squeda uni-dimensional que encuentre
los umbrales deseados ∀(k,m).
Puesto que (4.52) contiene {τ ∗k,m|l}Lk,ml=2 , {p∗k,m|l}Lk,ml=1 y {r∗k,m|l}Lk,ml=1 , para cada
iteracio´n interna del paso (S.1.1) en el algoritmo 4.2, debera´ resolverse no so´lo
para {p∗k,m|l}Lk,ml=1 , {r∗k,m|l}Lk,ml=1 , y w∗k,m(G) ∀m (como hasta ahora), sino tambie´n
para {τ ∗k,m|l}Lk,ml=2 ∀m a trave´s de (4.52). Esto exige la modificacio´n de los pasos
(S2.1.1) y (S2.1.6) del algoritmo 4.2 e incorporar un paso adicional (S2.1.7) como
sigue:
(S2.1.1) Adema´s de β²k,m|l ∀m, l, inicialice tambie´n {τk,m|l}Lk,ml=2 ∀m.
(S2.1.6) Si se satisface C2 en lugar de ir a (S2.1), vaya al nuevo paso
(S2.1.7).
(S2.1.7) Dado {pk,m|l, rk,m|l, β²k,m|l}Lk,ml=1 , wk,m(G) y βrm ∀m en (S2.1.6),
actualice los valores de {τk,m|l}Lk,ml=2 ∀m como en (4.52). Si el cambio
c.r.a. los valores previos de {τk,m|l}Lk,ml=2 es menor que δ, entonces vuelva
a (S2.1); en caso contrario vuelva a (S2.1.3).
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Con esta ampliacio´n del algoritmo 4.2, los valores {p∗k,m|l}Lk,ml=1 , {r∗k,m|l}Lk,ml=1 y
w∗k,m(G), y {τ ∗k,m|l}Lk,ml=2 ∀m debera´n encontrarse iterativamente (para cada valor
de βr y sub-portadora k).
La condicio´n de optimalidad en (4.52) se refiere al problema de optimizacio´n en
(4.36). De forma ana´loga, para la asignacio´n de recursos simplificada, la optimiza-
cio´n en (4.46) puede llevarse incluyendo los umbrales en el conjunto de variables de
optimizacio´n. Las condiciones KKT asociadas a los valores o´ptimos de los umbrales
en este caso son
µm
2r
+
k,m|l − 1
τ ∗k,m|l−1
κ3,m − βr+m r+k,m|l = µm
2r
+
k,m|l+1 − 1
τ ∗k,m|l
κ3,m − βr+m r+k,m|l+1
+
2r
+
k,m|l+1 − 1
(τ ∗k,m|l)
2
κ3,mAk,m|l, (4.53)
en donde Ak,m|l :=
∫
G∈Gk,m{τ∗k,m|l,τ
∗
k,m|l+1}
wk,m(G)fG(G)dG∫
G∈Gk,m{τ∗k,m|l}
wk,m(G)fG(G)dG
, y Gk,m{x} := {G : gk,m =
x}.
No´tese que la diferencia principal entre (4.52) y (4.53) es que en (4.46) se
tiene gmı´nk,m|l = τk,m|l. Esto implica que p
+
k,m|l+1 es una funcio´n expl´ıcita de τk,m|l y
consecuentemente contribuye a la condicio´n de optimalidad a trave´s de Ak,m|l.
En el algoritmo 4.3, el paso (S3.0) ha de modificarse y el paso adicional (S3.1.3)
debe ser incluido:
(S3.0) Junto con δ y βr, inicialice tambie´n {τk,m|l}Lk,ml=2 ∀k,m.
(S3.1.3) Utilice {r+k,m|l}
Lk,m
l=1 , w
+
k,m(G) y β
r+
m ∀m, para actualizar los va-
lores de {τk,m|l}Lk,ml=2 ∀m como en (4.53). Si el cambio c.r.a. los valores
previos de {τk,m|l}Lk,ml=2 es menor que δ ∀m, l, vuelva a (S3.1); en caso
contrario, vuelva a (S3.1.1).
Aunque tanto (4.52) como (4.53) devuelven cuantificadores que alcanzan o´pti-
mos locales, no se puede garantizar optimalidad global debido a la falta de conve-
xidad c.r.a. {τk,m|l}. Por otro lado, es evidente que las versiones modificadas de los
algoritmos 4.2 y 4.3 son ma´s complejas que sus versiones iniciales. Por esta razo´n,
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en la siguiente seccio´n se presenta el disen˜o de un cuantificador no-iterativo que
da lugar a una cuantificacio´n del canal simple y efectiva. Antes de proceder a pre-
sentar dicho cuantificador, este apartado termina con una interesante observacio´n
que conecta la solucio´n propuesta con la teor´ıa cla´sica de cuantificacio´n.
Observacio´n 4.7 Puesto que se esta´ tratando con un problema de minimizacio´n
con ligaduras, el Lagrangiano en (4.51) se puede interpretar como la me´trica de
distorsio´n media asociada con el disen˜o del cuantificador disen˜ado [23]. En este
contexto, se pueden encontrar los umbrales de cuantificacio´n y palabras-codigo de
la constelacio´n minimizando el coste medio L a trave´s del algoritmo de Lloyd [42].
Como se vio en el apartado 3.2.4 para el caso cla´sico del error cuadra´tico me-
dio, dicho algoritmo minimiza una distorsio´n media iterando a trave´s de dos pasos
gene´ricos: (L1) dadas las regiones, encuentra las palabras-co´digo o´ptimas asociadas
(condicio´n del centroide) y (L2) dadas las palabras-co´digo actualizadas, encuen-
tra las regiones o´ptimas correspondientes (regla del vecino ma´s pro´ximo). No´tese
que desde el punto de vista de la optimizacio´n, (L1) equivale a fijar ∂L/∂pk,m|l,
∂L/∂rk,m|l, y ∂L/∂wk,m igual a cero (pk,m|l, rk,m|l, wk,m representa los centroides),
mientras que (L2) es equivalente a ∂L/∂τk,m|l = 0 (τk,m|l caracterizan las regiones).
Para lanzar el algoritmo de Lloyd solamente se necesita definir una me´trica para la
distorsio´n, dL, como una funcio´n de G. Si c es una palabra-co´digo que de la Pro-
posicio´n 2 (es decir, c indexa pk,m|l, rk,m|l, wk,m, ∀k,m), podemos eventualmente
expresar dL como
dL(G, c(G)) :=
M∑
m=1
K∑
k=1
(
µmpk,m|l(G)
− βr∗m rk,m|l(G) + β²∗k,m|lκ1e
−
p
k,m|l(G)κ2gk,m
2
r
k,m|l(G)−1
)
wk,m(G). (4.54)
Si se compara (4.54) con (4.52), se puede interpretar τ ∗k,m|l en (4.52) como la
solucio´n a la condicio´n KKT aplicada en (4.36), o como el punto cuya distancia
dL del centroide (pk,m|l, rk,m|l, wk,m) es igual a la distancia desde el centroide vecino
(pk,m|l−1, rk,m|l−1, wk,m).
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Al igual que el algoritmo ARCC propuesto en el apartado 4.1.3, el algoritmo
de Lloyd sigue un principio de descenso coordinado por bloques [9], converge a
un o´ptimo local y, para me´tricas de distorsio´n unimodales, genera el cuantificador
o´ptimo de cara´cter global [83].
Cuantificador de regio´n equi-probable
La me´trica (funcio´n de coste) para calcular τk,m|l en el punto anterior se basaba
la minimizacio´n restringida de P¯ . En este punto primero se resolvera´ el problema
de asignacio´n de recursos suponiendo la disponibilidad de CSI sin cuantificacio´n
(es decir, Lk,m →∞), y subsecuentemente se calcula τk,m|l para satisfacer∫ τk,m|l+1
τk,m|l
Pr(wk,m = 1, gk,m)dgk,m =
∫ τk,m|Lk,m
τk,m|1
Pr(wk,m = 1, gk,m)dgk,m/Lk,m,
(4.55)
con τk,m|1 = 0 y τk,m|Lk,m+1 = ∞. Si la expresio´n (o el co´mputo) de las pro-
babilidades conjuntas es conocida, la resolucio´n de (4.55) da lugar a umbrales
{τk,m|l}Lk.ml=1 por sub-portadora k y usuario m que dividen la probabilidad conjunta
Pr(wk,m = 1, gk,m) en regiones de igual a´rea; de ah´ı la denominacio´ncuantificador
de regio´n equi-probable. De forma intuitiva, este cuantificador intenta maximizar
la entrop´ıa de la informacio´n de realimentacio´n asociada a cada una de las sub-
portadoras.
Para evaluar Pr(wk,m = 1, gk,m) (expresio´n necesaria en (4.55)), se apli-
ca la regla de Bayes para reescribir la probabilidad conjunta como Pr(wk,m =
1|gk,m)fgk,m(gk,m), recordando que fgk,i(gk,m) se supone conocida en (sp2). Para
obtener Pr(wk,m = 1|gk,m), se necesitara´ resolver el problema de asignacio´n o´pti-
ma de recursos sin suponer cuantificacio´n. Para resolver este problema se aprove-
chara´n los resultados obtenidos para (4.46). De esta forma, es claro que cuando
Lk,m → ∞, se tiene que gmı´n → g en (4.48). Si ϕ∞k,m y βr∞∗m denotan, respectiva-
mente, el indicador del coste y el multiplicador de Lagrange cuando Lk,m → ∞,
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se puede obtener [cf. (4.48)]
ϕ∞k,m(gk,m) =
[
βr∞∗m
ln(2)
− κ3,m
gk,m
]+
− βr∞∗m
[
log2
(
gk,mβ
r∞∗
m
(κ3,m ln(2))
)]+
. (4.56)
Puesto que (4.49) establece que wk,m(G) = I{m=argmı´nm′{ϕ∞k,m′ (G)}Mm′=0}, si
ϕ∞k,m(gk,m) < ϕ
∞
k,0 = 0, entonces gk,m > ln(2)κ3,m/β
r∞∗
m es una condicio´n necesaria
para que el usuario m este´ activo. Teniendo tambie´n en cuenta que los canales de
usuarios distintos esta´n incorrelados, [cf. (sp1)],
Pr(wk,m = 1|gk,m) = I{gk,m> ln(2)κ3,mλr∗m }
M∏
ν=1,ν 6=m
Pr(ϕ∞k,m < ϕ
∞
k,ν |gk,m). (4.57)
Es interesante observar que para los usuarios activos se tiene ϕ∞k,m(gk,m) =
I{gk,m> ln(2)κ3,mβr∞∗m }
(
βr∞∗m
ln(2)
− κ3,m
gk,m
−βr∞∗m log2
(
gk,mβ
r∞∗
m
(ln(2)κ3,m)
))
, y por lo tanto
∂ϕ∞k,m(gk,m)
∂gk,m
=
I{gk,m> ln(2)κ3,mβr∞∗m }
(
κ3,m
gk,m
− βr∞∗m
ln(2)
)
κ3,m
gk,m
≤ 0, lo cual implica que ϕ∞k,m(gk,m) decrece
mono´tonamente. Por consiguiente, pueden encontrarse ganancias de canal u´nicas
γk,ν , ∀ν 6= m, tales que
ϕ∞k,m(gk,m) = ϕ
∞
k,ν(γk,ν). (4.58)
Claramente, ϕ∞k,m(gk,m) ≤ ϕ∞k,ν(gk,ν) si gk,ν ∈ [0, γk,ν ], y ϕ∞k,m(gk,m) > ϕ∞k,ν(gk,ν) si
gk,ν ∈ (γk,ν ,∞). Y en consecuencia, Pr(ϕ∞k,m < ϕ∞k,ν |gk,m) = Pr(gk,ν < γk,ν |gk,m).
Si se excluye ϕ∞k,m(gk,m) > 0, wk,m = 0 tal y como se discutio´ previamente.
Resolviendo (4.58) c.r.a. γk,ν da lugar a
γk,ν(gk,m) = − κ3,ν ln(2)/β
r∞∗
ν
fW
[
−2−
κ3,m
gk,mβ
r∞∗
ν e−1
(
e ln(2)κ3,m
gk,mβr∞∗m
)βr∞∗m
βr∞∗ν
] , (4.59)
en donde fW [x] = y es la funcio´n de Lambert real fW que resuelve la ecuacio´n
yey = x para −1 ≤ y ≤ 0 y −1/e ≤ x ≤ 0 [16].
Utilizando (4.57)-(4.59), la probabilidad Pr(wk,m = 1, gk,m) en (4.55) puede
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expresarse como
Pr(wk,m = 1, gk,m) = I{gk,m> ln(2)κ3,νβr∞∗m }
e−gk,m/g¯k,m
g¯k,m
M∏
ν=1,ν 6=m
(
1− e−γk,ν(gk,m)/g¯k,ν) .(4.60)
Puesto que (4.60) depende de {βr∞∗ν }Mν=1, para poder obtener los umbrales
habra´ que resolver la asignacio´n o´ptima de potencia cuando Lk,m → ∞. Los
umbrales {τk,m|l}Lk,ml=2 se obtienen despue´s resolviendo (4.55) mediante una sen-
cilla bu´squeda uni-dimensional. No´tese tambie´n que se puede tomar ventaja de la
condicio´n ϕ∞k,m(gk,m) < 0, estableciendo τk,m,2 ≥ κ3,m ln(2)/βr∞∗m .
En la figura 4.7 se ilustra un ejemplo del cuantificador propuesto. Para una
sub-portadora k dada, se muestran en tres gra´ficas distintas Pr(wk,m = 1|gk,m),
fgk,m(gk,m) y Pr(wk,m = 1, gk,m) frente a gk,m/g¯k,m para M = 6, Lk,m = 6 y g¯k,m)
y rˇm iguales ∀m. El primer gra´fico en esta figura, Pr(wk,m = 1|gk,m), revela que
cuanto mejor sea el canal, ma´s probable es que el usuario correspondiente sea se-
leccionado. Si esta observacio´n se considera conjuntamente con el comportamiento
exponencial de fgk,m(gk,m) plasmado en el segundo gra´fico, se obtiene de manera
natural la forma caracter´ıstica de campana de la FDP conjunta Pr(wk,m = 1, gk,m)
as´ı como los umbrales cuantificacio´n asociados calculados de acuerdo a (4.55) que
se muestran en el tercer gra´fico (tras multiplicacio´n punto a punto de las funciones
de los dos primeros gra´ficos).
La figura 4.8 representa Pr(wk,m = 1, gk,m) junto con las regiones de cuan-
tificacio´n para dos de los usuarios de un escenario con M=3, rˇ = [20, 40, 60]T
y µ = [1, 1, 1]T . En particular, se consideran los usuarios m = 1 y m = 3 con
g¯k,1 = g¯k,3 y rˇ1/rˇ3 = 1/3. De la observacio´n de la figura se puede comprobar co´mo
la probabilidad de elegir al usuario 3 es considerablemente mayor que la de elegir
al usuario 1, concordando con el hecho de que el usuario 3 tenga un requisito de
tasa mayor. Asimismo, los umbrales de cuantificacio´n para el usuario 3 son ma´s
pequen˜os que los del usuario 1, proporcionando as´ı al usuario 3 una ventaja para
acceder al canal incluso cuando este es ma´s pobre, mientras que el usuario 1 limita
su acceso a realizaciones de canal con ganancia ma´s favorable.
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Figura 4.7: Cuantificacio´n de las sub-portadoras basada en regiones equi-probables
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Para concluir esta apartado, se resumen los aspectos de complejidad que conlle-
van la asignacio´n de recursos, (OB.2); as´ı como el disen˜o del cuantificador, (OB.1).
Por un lado, las versiones modificadas de los algoritmos del apartado 4.2.2 que con-
sideran (4.52) y (4.53) resuelven los problemas (OB.2)/(OB.1) de forma iterativa.
Por otro lado, con el me´todo de disen˜o del cuantificador basado en (4.55), el ca´lculo
de τk,m|l debe llevarse a cabo u´nicamente una vez (resolviendo (OB.1)); con estos
umbrales disponibles, la asignacio´n de recursos puede obtenerse con facilidad a
trave´s de la versio´n inicial del algoritmo 4.3, de menor complejidad, descrito en el
apartado 4.2.2 (resolviendo (OB.2)). Los resultados nume´ricos mostrara´n que este
disen˜o, de menor complejidad y no iterativo, tiene un consumo de potencia similar
a aquel que exhibe el algoritmo o´ptimo, que resuelve conjunta e iterativamente el
problema de asignacio´n de recursos y cuantificacio´n.
4.2.4. Simulaciones nume´ricas
Para caracterizar de forma nume´rica la eficiencia en potencia de los disen˜os
aqu´ı propuestos, se considerara´ un sistema OFDMA adaptativo con M = 3 usua-
rios con prioridades semejantes (µm = 1 ∀m), K = 64 sub-portadoras, potencia
de ruido por usuario y sub-portadora de 0 dBW , Lk,m = 5 regiones (es decir, 4
regiones activas) por sub-portadora, ²ˇm = ²¯0 = 10
−3 ∀m y dos posibles requisitos
para la tasa: rˇ = [60, 60, 60]T y rˇ = [20, 40, 60]T . El canal simulado consistira´ en
tres rayos Rayleigh incorrelados para cada usuario con una relacio´n sen˜al a ruido
media (SNR) de 0 dB, los valores de las ganancias de los tres usuarios para cada
una de las sub-portadoras correspondientes a este escenario se representan en la
figura 4.9.
Caso de estudio 1 (Comparacio´n de los esquemas de asignacio´n): Para dis-
tintos valores de la SNR e igual valor para la restriccio´n sobre la tasa media de
los usuarios, la figura 4.10 compara la potencia media total de cuatro esquemas
de asignacio´n de potencia media en transmisio´n basados en: (i) el o´ptimo repre-
sentado por P-CSIT, (ii) el algoritmo 4.2 con cuantificacio´n o´ptima iterativa (que
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Figura 4.9: Ganancias de sub-portadora para distintos usuarios (K = 64, M = 3,
SNR = 0 dB).
se denotara´ como Q-CSIT1), (iii) el algoritmo 4.3 (usando P¯++) y regiones de
cuantificacio´n dadas por (4.55) (que se denotara´ como Q-CSIT2) y (iv) el algo-
ritmo 4.3 (empleando P¯+) y regiones de cuantificacio´n dadas por (4.55) (que se
denotara´ como Q-CSIT3). Se puede observar que las prestaciones de los esque-
mas Q-CSIT1, Q-CSIT2 y P-CSIT son similares y que la ganancia c.r.a. esquema
Q-CSIT3 es relativamente pequen˜a (menos de 2 dB). Para explicar la apenas per-
ceptible diferencia entre Q-CSIT1 y Q-CSIT2 debe repararse en que el pequen˜o
margen entre Q-CSIT2 y Q-CSIT3 significa que la cota superior de transmisio´n de
potencia en (4.45) es bastante ajustada. Esto implica que cuando la cota en (4.45)
se utiliza so´lo para asignacio´n de recursos, la asignacio´n resulta muy parecida a
la o´ptimo y, por lo tanto, al realizar la carga de potencia final de forma exac-
ta, el consumo de potencia resultante es similar. Adema´s, estos resultados sirven
tambie´n para validar el sencillo disen˜o del cuantificador basado en regiones equi-
probables para cada portadora (recue´rdese que los resultados en el apartado 3.2.7
ya apuntaron que para el caso de OFDM con un u´nico usuario un cuantificador
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Figura 4.10: Comparacio´n de la potencia media transmitida (total) para diferentes
esquemas de adaptacio´n (K = 64, M = 3, rˇ = [60, 60, 60]T ).
basado en el mismo principio presentaba prestaciones cercanas a las del o´ptimo).
En lo que a la complejidad se refiere, los esquemas Q-CSIT2 y Q-CSIT3 balancean
de forma o´ptima su complejidad y prestaciones c.r.a. las de sus competidores. En
concreto, Q-CSIT2 da lugar a prestaciones similares a las del esquema P-CSIT,
a pesar de que, de acuerdo a lo mostrado en (4.50), so´lo conlleva bu´squedas uni-
dimensionales. Por otro lado, Q-CSIT3 da lugar a expresiones cerradas y so´lo sufre
pe´rdidas de 2 dB en comparacio´n con el esquema P-CSIT. Debido a la simplicidad
y casi-optimalidad del consumo de potencia del esquema Q-CSIT2, e´ste sera´ el
esquema que analice en los siguientes casos de estudio.
Para el caso en el que los usuarios presentan distintos requisitos de tasa, la
figura 4.11 representa la potencia media transmitida por cada usuario como funcio´n
de la SNR recibida. Los resultados de la figura 4.11 validan y corroboran los ana´lisis
realizados en relacio´n a la figura 4.10.
Caso de estudio 2 (Comparacio´n de Q-CSIT2 con otros esquemas alternativos
basados en Q-CSIT): En este caso se comparan las prestaciones del esquema Q-
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Figura 4.11: Comparacio´n de la potencia media transmitida (por cada usuario)
para diferentes esquemas de adaptacio´n (K = 64, M = 3, rˇ = [20, 40, 60]T ).
CSIT2 con las de otros esquemas alternativos basados en Q-CSIT. Estos esquemas
incluyen: (i) asignacio´n de recursos o´ptima con umbrales de cuantificacio´n toma-
dos de forma arbitraria (que se denotara´ como Q-CSIT4), (ii) asignacio´n o´ptima
de tasa y potencia cuando las sub-portadoras se asignan de forma fija (que se de-
notara´ como Q-CSIT5) y (iii) Q-CSIT5 con un u´nico bit de realimentacio´n (que se
denotara´ como Q-CSIT6). La figura 4.12 muestra la pe´rdida relativa de potencia
de estos esquemas con respecto al esquema P-CSIT. Como se puede ver, mientras
que Q-CSIT2 alcanza prestaciones similares a P-CSIT, como se afirmo´ con anterio-
ridad, los esquemas Q-CSIT4-6 muestran, respectivamente, un consumo adicional
de potencia de ma´s de 4, 7 y 11 dB.
Caso de estudio 3 (Variaciones del escenario de simulacio´n): En la tabla 4.4 se
muestran valores nume´ricos que comparan las prestaciones de P-CSIT, Q-CSIT2
y Q-CSIT5 variando (uno por uno) los valores un amplio rango de para´metros.
La observacio´n ma´s relevante es que los resultados nume´ricos respaldan las con-
clusiones previas, a saber: (i) la casi-optimalidad de Q-CSIT2 y (ii) la pe´rdida de
182
4.2 Minimizacio´n de potencia en sistemas OFDMA con QoS utilizando
CSIT
0 2 4 6 8 10
0
2
4
6
8
10
12
14
16
18
SNR media [dB]
D
is
ta
n
ci
a
d
e
p
o
te
n
ci
a
c.
r.
a
.
P
-C
S
IT
[d
B
]
 
 
QCSIT6: P
QCSIT5: P
QCSIT4: P
QCSIT2: P
++
Figura 4.12: Diferencia de la potencia media transmitida (total) por los dife-
rentes esquemas c.r.a. la adaptacio´n basada en P-CSIT (K = 64, M = 3,
rˇ = [20, 40, 60]T ).
prestaciones que exhiben los ejemplos heur´ısticos como el Q-CSIT5.
Caso de estudio 4 (Nu´mero de regiones de cuantificacio´n): Finalmente, la figura
4.13 muestra la potencia media transmitida frente al nu´mero de regiones activas
por cada sub-portadora para tres usuarios con distintos requisitos en te´rminos de
tasa media. Se recuerda que el nu´mero de regiones activas es igual a Lk,m−1; e.g.,
Lk,m = 2 implica una u´nica regio´n activa y una regio´n en la que se renuncia a la
transmisio´n. Los resultados de la simulacio´n mostrados en esta figura demuestran
Tabla 4.4: Potencia total transmitida (dBW ) para los esquemas P-CSIT, Q-CSIT2
y Q-CSIT5. (Caso de referencia: K = 64, M = 3, rˇ = [60, 60, 60]T , SNR = 0 dB;
otros casos implica una u´nica variacio´n c.r.a. caso de referencia.)
Caso Q-CSIT5: P¯ Q-CSIT2:P¯++ P-CSIT:P¯
Caso de referencia 38.9 31.6 31.2
²ˇ = 10−4 40.8 33.3 32.8
rˇ = [30, 30, 30]T 31.4 26.7 26.3
K = 128 34.8 30.1 29.2
M = 6 46.8 39.9 39.2
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Figura 4.13: Variacio´n del nu´mero de regiones de cuantificacio´n (bits realimenta-
dos) por sub-portadora (K = 64, M = 3, rˇ = [20, 40, 60]T ).
que la optimizacio´n conjunta de asignacio´n de recursos y regiones de cuantificacio´n
da lugar a una pe´rdida de potencia no mayor a 3-5 dB con respecto al caso P-CSIT
(Lk,m =∞). Como es natural, la diferencia se reduce a medida que el nu´mero de
regiones aumenta (siendo la reduccio´n asociada al incremento de una nueva regio´n
cada vez menor), alcanzando una pe´rdida de potencia de aproximadamente so´lo
0.5 dB para el caso de cuatro regiones activas.
4.2.5. S´ıntesis de resultados
En esta seccio´n se han derivado esquemas de cuantificacio´n de canal y de adap-
tacio´n de los transmisores para sistemas OFDMA que, en base a Q-CSIT, mini-
mizan la potencia transmitida satisfaciendo requisitos individuales de tasa y BER
media. Adema´s de las soluciones o´ptimas, para impulsar su posible implementa-
cio´n pra´ctica, se han desarrollado disen˜os sub-o´ptimos de menor complejidad. La
versio´n ma´s compleja requiere la optimizacio´n conjunta de potencia, tasa y sub-
portadoras para cada usuario adema´s de las regiones de cuantificacio´n. La solucio´n
propuesta para reducir la complejidad se basa en separar la asignacio´n de recursos
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del disen˜o del cuantificador. Dado el disen˜o de un cuantificador, el problema de
asignacio´n de recursos se ha simplificado todav´ıa ma´s mediante la consideracio´n
de una cota superior para la potencia asignada. Mientras que esta cota superior
ha facilitado el proceso de optimizacio´n y la obtencio´n de esquemas de asignacio´n
de recursos en forma cerrada, los valores finales de potencia transmitida se han
calculado de forma exacta. El resultado de este proceso es un sencillo esquema
(protocolo) de asignacio´n de recursos en el que tanto los posibles valores de tasa
y potencia a transmitir por un usuario esta´n disponibles en el transmisor (y en el
punto de acceso) almacenadas en una tabla y so´lo la asignacio´n de sub-portadoras
y el ı´ndice que indexa los valores de la tabla a utilizar deben ser calculados de for-
ma “on-line”. Con respecto al disen˜o “off-line” del cuantificador, adema´s de haber
propuesto un disen˜o iterativo o´ptimo y de haberlo relacionado con el cuantifica-
dor de Lloyd, se ha derivado un esquema simple de cuantificacio´n que, en base a
la solucio´n P-CSIT, calcula los umbrales de cuantificacio´n de forma que para un
usuario y una sub-portadora dados genera regiones de cuantificacio´n que resultan
en un acceso al canal equi-probable para cada una de las regiones disen˜adas.
Finalmente, existen distintas direcciones de intere´s para expandir el trabajo
aqu´ı presentado, destacando la investigacio´n respecto a la reduccio´n de la cantidad
de informacio´n a realimentar aprovechando la correlacio´n entre sub-portadoras.
Dos posibles v´ıas para llevar a cabo esta reduccio´n de forma sencilla consistir´ıan
en agruparlas e indexar de forma comu´n cada uno de los grupos o mediante la
inclusio´n de te´cnicas de cuantificacio´n siguiendo la l´ınea de [37].
4.3. Consideraciones finales
Antes de cerrar este cap´ıtulo deben realizarse una serie de consideraciones que
ayudara´n a juzgar de forma ma´s adecuada los resultados obtenidos.
En primer lugar, se ha reafirmado el comportamiento de los sistemas de adap-
tacio´n en te´rminos de consumo observado en el cap´ıtulo anterior. Los esquemas
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propuestos basados en Q-CSIT presentan un consumo muy cercano al de la adap-
tacio´n o´ptima basada en P-CSIT y sustancialmente menor que el de otras alter-
nativas existentes.
Asimismo la formulacio´n del problema ha jugado un importante papel para
la obtencio´n de la solucio´n. Especialmente importantes han sido en esta ocasio´n
la consideracio´n de QoS promedio y la propuesta de esquemas de codificacio´n de
canal independiente por cada usuario.
Los mecanismos o´ptimos de adaptacio´n para los sistemas multi-usuario han
resultado ser sencillos esquemas de acceso oportunistas donde de forma intuitiva
se tiene en cuenta el coste neto del acceso de cada usuario al canal. Adema´s, por
construccio´n, la solucio´n o´ptima considera equidad y justicia social en la asignacio´n
de recursos, respetando las demandas individuales de cada uno de ellos as´ı como
las potenciales diferencias de prioridad.
Interesante resulta asimismo la vinculacio´n de los esquemas o´ptimos de cuanti-
ficacio´n con el algoritmo de Lloyd. Habie´ndose comprobado co´mo si se define como
funcio´n de distorsio´n el Lagrangiano del problema de minimizacio´n, el disen˜o del
cuantificador puede realizarse en base las reglas iterativas ba´sicas de condicio´n de
centroide y vecino ma´s pro´ximo.
Pese a que los estudios realizados se han centrado en el ana´lisis del env´ıo de
informacio´n desde los usuarios al punto de acceso (enlace ascendente o problema
de acceso), la extensio´n de los resultados al env´ıo de informacio´n desde el punto de
acceso a los usuarios (enlace descendente o problema de difusio´n) resulta tambie´n
de intere´s. Las diferencias principales residen en que: (i) en el problema de difusio´n
la restriccio´n de tasa suele una restriccio´n comu´n sobre la suma total de tasas
individuales (lo que implicar´ıa que el conjunto de M multiplicadores asociado a
las restricciones individuales de tasa se convirtiera en un u´nico multiplicador), (ii)
la cuantificacio´n del canal debe ser realizada en este caso por lo usuarios, que
u´nicamente conocen su canal, pero no el canal de sus vecinos (esto provocara´ que
en la evaluacio´n del coste neto no aparezca el canal sino el ı´ndice de la regio´n)
y (iii) la tasa de realimentacio´n requerida sera´ mayor, puesto que el punto de
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acceso precisara´ recopilar la informacio´n de todos los usuarios (una configuracio´n
alternativa que reducir´ıa la realimentacio´n necesaria, especialmente si los usuarios
esta´n pro´ximos entre s´ı pero lejos del punto de acceso podr´ıa consistir en que fueran
los propios usuarios los que, intercambiando informacio´n, realizasen la decisio´n
o´ptima de acceso y se la notificasen al punto de acceso). No obstante, teniendo
en cuenta las anteriores diferencias, la estructura de cuantificacio´n y adaptacio´n
ser´ıa por lo dema´s similar a la estudiada, obtenie´ndose una asignacio´n de recursos
ı´ntimamente relacionada con la dictada por el algoritmo 4.3.
4.4. Ape´ndice
4.4.1. Demostracio´n de las ecuaciones (4.21) y (4.22)
Primero se demostrara´ que χ
Qp∗
m 6= 0, ∀m. Para intentar llegar a una contra-
diccio´n, se supone que χ
Qp∗
m = 0 para un m dado y se deduce que [cf. (4.20)]
µm
∫
Rm,l
wm(h)dFg(g) = α
Qp∗
m,l , l ∈ {1, . . . , Lm}. (4.61)
Puesto que ∀l, ∫Rm,l wm(g)dFg(g) > 0, se tiene que ∀l, αQp∗m,l > 0. Utilizando la
propiedad de debilidad complementaria16 para α
Qp∗
m,l y la restriccio´n p
∗
m,l ≥ 0, se
tiene que p∗m,l = 0, ∀l. La BER media correspondiente al usuariom resulta entonces
0.5 lo que esta´ en clara contradiccio´n con la satisfaccio´n del requisito ²ˇm. Por lo
tanto, se tiene que χ
Qp∗
m > 0 ∀m. Dirigiendo ahora la atencio´n a (4.20) y utilizando
de nuevo la propiedad de debilidad complementaria, se tiene que bien p∗m,l = 0, o
bien, si p∗m,l > 0 (y por lo tanto α
Qp∗
m,l = 0),
µm
∫
Rm,l
wm(g)dFg(g) + χ
Qp∗
m rm,l/rˇm
∫
Rm,l
wm(g)²
′
m,l(gmp
∗
m,l)dFg(g) = 0, (4.62)
16El multiplicador de Lagrange asociado a una restriccio´n es mayor que cero si la restriccio´n
se satisface con igualdad y cero en caso contrario [13]
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que conduce directamente a (4.21). Puesto que χ
Qp∗
m > 0, ∀m, la debilidad com-
plementaria entre χ
Qp∗
m y las restricciones de BER implican que el valor medio
de BER satisface la restriccio´n de forma ajustada (i.e., como una igualdad) tal y
como se escribe en (4.22).
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Cap´ıtulo 5
Conclusiones y l´ıneas futuras de
investigacio´n
5.1. Conclusiones
Para sistemas de comunicaciones operando sobre canales inala´mbricos con des-
vanecimientos se han derivado esquemas de adaptacio´n de los transmisores que,
haciendo uso del conocimiento del estado del canal (CSI), minimizan la potencia
transmitida satisfaciendo requisitos de tasa de transmisio´n y probabilidad de error
recibida. El uso del CSI por parte del transmisor en cualquiera de sus vertientes
(perfecto, cuantificado, individual, estad´ıstico) mejora sustancialmente las presta-
ciones del sistema, la contribucio´n de esta tesis ha consistido en disen˜ar y utilizar
diversos tipos de CSI en distintos escenarios de comunicacio´n. El mayor e´nfasis
investigador se ha dedicado a sistemas que disponen de un canal de realimentacio´n
(control) con tasa limitada a trave´s del cual el receptor env´ıa a los transmisores
CSI. La limitacio´n natural de la tasa del canal de realimentacio´n provoca que el
CSI tenga que ser descrito por un nu´mero finito de bits y que, por lo tanto, los
transmisores so´lo puedan adquirir CSI cuantificado (Q-CSIT). El disen˜o y uso de
Q-CSIT en este escenario requiere la resolucio´n de dos problemas relacionados:
(i) disen˜ar un cuantificador de canal que para cada estado del canal codifique el
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Q-CSIT correspondiente y (ii) disen˜ar esquemas de adaptacio´n de los terminales
al Q-CSIT generado.
A lo largo de las secciones de esta tesis se ha abordado el disen˜o o´ptimo de
los esquemas de cuantificacio´n y adaptacio´n para distintos escenarios: (i) sistemas
de un u´nico usuario con canales selectivos en tiempo y en frecuencia, (ii) redes de
sensores donde los transmisores distribuidos se comunican de forma coherente con
un centro de fusio´n de datos, (iii) sistemas de acceso mu´ltiple donde los usuarios
transmiten a trave´s de canales selectivos en el tiempo y (iv) sistemas donde el ac-
ceso mu´ltiple se realiza por divisio´n ortogonal en frecuencia y se transmite a trave´s
de canales selectivos en tiempo y frecuencia. La amplia gama de escenarios analiza-
dos ha permitido que, dentro de un mismo marco teo´rico (el de la optimizacio´n de
sistemas en base a Q-CSIT) y con un mismo objetivo (la minimizacio´n de potencia
garantizando calidad de servicio –QoS–), se hayan planteado distintas formulacio-
nes del problema, analizado la relevancia de las suposiciones de trabajo ba´sicas y
sopesado las distintas alternativas de disen˜o, caracterizando siempre su comporta-
miento a trave´s del ana´lisis de las prestaciones obtenidas. La intencio´n perseguida
mediante esta metodolog´ıa era doble: por un lado se pretend´ıa proporcionar so-
luciones para problemas significativos (i.e., escenarios reales de comunicacio´n) de
manera que los disen˜os derivados tuvieran una aplicacio´n pra´ctica; por otro lado
se pretend´ıa adquirir una visio´n global sobre la utilidad, prestaciones y aspectos
clave del disen˜o de este tipo de sistemas.
El marco teo´rico utilizado para la derivacio´n de los esquemas de adaptacio´n
ha sido el de la optimizacio´n no lineal. En general se han formulado problemas
de minimizacio´n (convexa o no) con restricciones. En la fase inicial de ana´lisis se
ha procedido a caracterizar de forma anal´ıtica la solucio´n o´ptima y, alla´ donde el
ana´lisis matema´tico se deten´ıa, se pasaba a una segunda fase en la se aprovecha-
ban la caracterizacio´n de la solucio´n y las herramientas nume´ricas de optimizacio´n
para encontrar algoritmos eficientes que permitieran alcanzar el valor final de las
variables a optimizar. De esta manera no so´lo se ha facilitado la convergencia ma´s
ra´pida y eficiente de los algoritmos nume´ricos que generan los valores o´ptimos de
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los para´metros del sistema (uno de los objetivos principales), sino que tambie´n
se ha logrado adquirir entendimiento e intuicio´n anal´ıtica respecto a los princi-
pios subyacentes que rigen el comportamiento de estos sistemas. Finalmente, debe
sen˜alarse que los recientes y drama´ticos avances en el campo de la optimizacio´n
no lineal (especialmente en su vertiente convexa) han tenido tambie´n un reflejo
en esta tesis. De un lado en los me´todos de bu´squeda nume´rica de los para´metros
de disen˜o (sin olvidar que la exhaustividad en este campo no era ese el objetivo
de esta tesis); de otro en la propia formulacio´n de los problemas que, siguiendo
el principio de cross-layer design, se han planteado y resuelto sin simplificaciones
mayu´sculas en los que a su modelado teo´rico se refiere.
De acuerdo con la metodolog´ıa y objetivos propuestos, se recopilan a conti-
nuacio´n conclusiones relativas al disen˜o y uso de la cuantificacio´n del estado de
canal para la minimizacio´n de la potencia en sistemas con transmisores adaptativos
derivadas de la realizacio´n de esta tesis doctoral.
Respecto al modo de operacio´n
El hecho de que los esquemas de cuantificacio´n y adaptacio´n se obtengan como
la solucio´n de un problema de minimizacio´n con restricciones hace que el modo de
operacio´n del sistema quede determinado por la propia estructura de la solucio´n
del problema de minimizacio´n. De esta forma la operacio´n del sistema se divide
en dos fases:
Una fase “off-line” que se realiza durante la inicializacio´n del sistema y en
la que se calculan los para´metros esta´ticos que intervienen en la solucio´n
o´ptima (disen˜o del cuantificador de canal, valores o´ptimos de los para´metros
de transmisio´n para cada una de las regiones) en funcio´n de los requisitos de
QoS y el comportamiento estad´ıstico del canal. Esta fase no debe volver a
calcularse a menos que las estad´ısticas del canal (i.e. comportamiento a largo
plazo) o estructura del mismo (cambio de las restricciones del problema) se
modifiquen.
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Una fase “on-line”, que se lleva a cabo de forma simulta´nea al proceso de
comunicacio´n de la informacio´n, en la que para cada realizacio´n del canal se
decide la configuracio´n ba´sica que el transmisor debe utilizar (potencia, ta-
sa, codificacio´n, sub-portadora,...). Puesto que esta fase se realiza en tiempo
real, lleva asociada una carga computacional muy ligera que, dependiendo de
los casos, puede tratarse de la indexacio´n de unos valores predeterminados de
una tabla (juego de modos), la evaluacio´n sencilla de una funcio´n (determi-
nacio´n el usuario que accede de forma o´ptima al canal) o de algu´n algoritmo
de pequen˜a complejidad (asignacio´n de tasa y potencia en un sistema OFDM
con QoS instanta´nea).
Se ha comprobado tambie´n co´mo el disen˜o de ambas fases esta´ relacionado y
co´mo, aunque ejecutadas en tiempos (momentos) diferentes, el lugar de ejecucio´n
s´ı debe ser compartido. De forma ma´s espec´ıfica, la solucio´n de la fase “off-line”
tiene que ser en general conocida tanto por el receptor (que es el que cuantifica
el canal) como por el transmisor (que es el que adapta su comportamiento de
acuerdo a los valores cuantificados de potencia y tasa o bien los calcula en funcio´n
de la estructura del cuantificador). Desde un punto de vista pra´ctico, para los
escenarios estudiados, la alternativa ma´s factible es que sea el propio receptor el que
calcule la solucio´n y la notifique al transmisor(es) durante la fase de inicializacio´n.
No obstante, sobre el papel el algoritmo de optimizacio´n podr´ıa ejecutarse en
el transmisor y notificar este resultado al receptor, podr´ıa ejecutarse en ambos
transceptores, o podr´ıa ejecutarlo una tercer actor (e.g. centro de recogida de datos
de la red) y notificar despue´s la solucio´n al transmisor y al receptor. Por otro lado la
fase “on-line” debe ejecutarse en ambos extremos de la cadena de comunicacio´n:
el receptor, conociendo de forma perfecta el canal, debe generar el Q-CSIT de
acuerdo al esquema derivado, mientras que el transmisor, en funcio´n del Q-CSIT
recibido proveniente del receptor adaptara´ su configuracio´n de transmisio´n.
Finalmente, el ana´lisis de optimizacio´n realizado, tambie´n ha permitido lle-
gar a conclusiones relevantes con respecto a la (sub)optimalidad de los modos de
5.1 Conclusiones 193
operacio´n del sistema. Un primer hecho significativo es que en todos los escena-
rios de trabajo so´lo se ha podido garantizar optimalidad de cara´cter local para el
cuantificador. Este hecho se debe a que la definicio´n del cuantificador interviene
t´ıpicamente en la limitacio´n de regiones de integracio´n lo que en general da lugar
a problemas que no son convexos. Se ha relacionado adema´s la estructura de los
cuantificadores propuestos con la de los cuantificadores vectoriales en general y
con la cuantificacio´n vectorial con restricciones en particular y se ha destacado
que esta falta de convexidad es una caracter´ıstica compartida en la mayor´ıa de
problemas de cuantificacio´n. A diferencia del problema anterior, para todos los
casos analizados la asignacio´n o´ptima de recursos (o, equivalentemente, la adapta-
cio´n o´ptima del canal), que se calcula en base a para´metros de la fase “off-line” y a
la realizacio´n actual del canal, tiene cara´cter de o´ptimo global. Dos consecuencias
directas de estos hechos son que, para todos los casos: (i) no se ha podido garanti-
zar la optimalidad global del disen˜o conjunto del sistema y (ii) si el cuantificador
de canal esta´ dado o disen˜ado a priori, los esquemas de asignacio´n de recursos
presentan cara´cter o´ptimo.
Respecto a la complejidad
Algunos de los aspectos relacionados con la complejidad que han quedado de
manifiesto tras realizar esta tesis han sido ya objeto de comentario en esta seccio´n.
No obstante, dos son los aspectos que, aunque de forma breve, merecen un mayor
detalle:
La complejidad computacional se asocia principalmente a los algoritmos de
optimizacio´n y depende radicalmente de la fase de ejecucio´n considerada.
Se ha comprobado co´mo el disen˜o de los para´metros asociados a la fase
“off-line” (cuantificador) conlleva una complejidad computacional media-alta
(el nivel espec´ıfico depende del escenario en cuestio´n y de la sofisticacio´n
de las te´cnicas de optimizacio´n y bu´squeda nume´rica realizada), mientras
que los esquemas de adaptacio´n en el trasmisor y de asignacio´n de recursos
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tienen asociada una complejidad computacional despreciable. Asimismo, se
ha comprobado co´mo la formulacio´n del problema tiene un fuerte impacto en
la complejidad de la solucio´n final y co´mo, en general, la exigencia de niveles
de QoS en te´rminos promedio reduce la complejidad computacional requerida
con respecto a la satisfaccio´n de QoS en te´rminos instanta´neos. Finalmente,
para aquellos sistemas en los que la complejidad computacional sea un factor
limitador, se han desarrollado en varios casos alternativas de complejidad
computacional reducida tanto para la fase de asignacio´n de recursos como
especialmente para el disen˜o del cuantificador.
La complejidad hardware requerida para que los transceptores pueden imple-
mentar las te´cnicas propuestas, sin haber sido una variable a optimizar, ha
tenido una significativa influencia en las decisiones de disen˜o. De esta mane-
ra, con el objetivo de obtener unos esquemas de adaptacio´n de complejidad
moderada: (i) los mecanismos de adaptacio´n en los transmisores propues-
tos a priori son de sencilla implementacio´n (nu´mero finito de modos AMC,
modulaciones QAM), donde en general la potencia es el u´nico para´metro
del transmisor cuya adaptacio´n es libre; (ii) la implementacio´n f´ısica de los
cuantificadores propuestos, aunque sofisticada en su estructura, no es com-
plicada (por lo general cuantificacio´n escalar sobre las ganancias del canal)
y (iii) los esquemas de adaptacio´n derivados no requieren una complejidad
elevada (pequen˜as tasas de realimentacio´n, asignacio´n de usuarios oportunis-
ta). Todos estos aspectos contribuyen a facilitar la implantacio´n de este tipo
de te´cnicas en sistemas reales que t´ıpicamente no pueden tolerar los disen˜os
o´ptimos de otro tipo de esquemas (co´digos de longitud infinita para alcanzar
capacidad, decodificacio´n iterativa entre usuarios, etc.).
Respecto a las prestaciones
El objetivo nominal de esta tesis era la minimizacio´n de potencia satisfaciendo
niveles de QoS, por lo que al analizar sus prestaciones debera´n tenerse en cuenta
5.1 Conclusiones 195
dos aspectos: (i) si efectivamente se han satisfecho los niveles de QoS exigidos y (ii)
hasta que´ punto se ha podido reducir el nivel de potencia. La respuesta a la primera
de las cuestiones es sencilla, puesto que, al resolver el disen˜o a trave´s de te´cnicas
de optimizacio´n, para todos los casos el problema considerado ha sido factible y
las restricciones de QoS se han satisfecho de forma ajustada. La respuesta a la
segunda de las cuestiones debe realizarse comparando el consumo de potencia
obtenido para los esquemas propuestos con los obtenidos por otros esquemas.
Siguiendo esta metodolog´ıa puede afirmarse que de la realizacio´n de esta tesis
puede concluirse que el consumo de los esquemas de cuantificacio´n y adaptacio´n
al Q-CSIT propuestos:
Presenta una diferencia de consumo pequen˜a con respecto al consumo aso-
ciado a los esquemas en base a CSIT perfecto (P-CSIT).
Presenta una ventaja significativa con respecto a otros esquemas Q-CSIT
heur´ısticos que si bien cuantifican el canal, no abordan el problema de di-
sen˜o o´ptimo ni explotan adecuadamente las caracter´ısticas del canal con
desvanecimientos.
Presenta una diferencia de al menos un orden de magnitud con respecto a
esquemas que hacen uso de conocimiento estad´ıstico del canal (S-CSIT).
Presenta una diferencia de consumo de varios o´rdenes de magnitud con res-
pecto a sistemas que no aprovechan el CSIT. La causa fundamental de esta
diferencia se debe a la dificultad en explotar la diversidad del canal y, por
consiguiente, a la imposibilidad de reaccio´n frente a desvanecimientos seve-
ros.
Como es natural el valor concreto de la distancia entre unos y otros esquemas
dependera´ del escenario de aplicacio´n espec´ıfico, lo que hace que las diferencias
cuantitativas, si bien consistentes, deban tomarse con cierto nivel de precaucio´n.
Incluso as´ı, el hecho de que los comportamientos anteriores se observen de forma
reiterada s´ı permite concluir la presencia de una diferencia cualitativa entre las
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prestaciones de los esquemas basados en Q-CSIT propuestos y aquellos con los
que se compara.
Finalmente, pese a que no se haya podido demostrar la optimalidad global de
los disen˜os propuestos para el disen˜o y utilizacio´n del Q-CSIT (es decir, que no
se haya podido demostrar que los esquemas derivados sean los mejores esquemas
Q-CSIT posibles), el hecho de que el consumo de potencia obtenido se encuentre
tan pro´ximo al de los esquemas basados en P-CSIT (que claramente son una
cota inferior para el consumo de cualquier esquema basado en Q-CSIT), hace
que no pueda descartarse la posibilidad de que los esquemas propuestos sean de
facto o´ptimos (casi-)globales y, lo que es ma´s importante, certifica el valor de
la metodolog´ıa propuesta para la obtencio´n de los esquemas de cuantificacio´n y
adaptacio´n.
Respecto a las gu´ıas de disen˜o
El intere´s por conocer los principios que rigen el comportamiento de sistemas
adaptativos en base a Q-CSIT para utilizarlos en su disen˜o puede darse en dos
tipos de situaciones: (i) aquellas en la que, de forma similar a lo realizado en esta
disertacio´n, se quiera derivar de forma teo´rica esquemas de cuantificacio´n y adap-
tacio´n en base Q-CSIT para escenarios o aplicaciones distintas a las consideradas y
(ii) aquellas en las que el intere´s se focalice en el disen˜o f´ısico de sistemas que pue-
dan utilizar de forma pra´ctica este tipo de te´cnicas. A continuacio´n se sintetizan
los resultados principales que podr´ıan resultar de intere´s para estas situaciones.
La asignacio´n o´ptima de recursos basada en Q-CSIT sigue principios intuiti-
vos que pueden aprovecharse para su disen˜o. Los ejemplos que corroboran esta
afirmacio´n han sido variados: el uso de modos de transmisio´n nulos que permite
desechar aquellas realizaciones del canal que presentan un desvanecimiento pro-
fundo, la dependencia de los esquemas de adaptacio´n con respecto a los requisitos
espec´ıficos QoS (utilizara´ peores valores de ganancia si los requisitos de tasa son
elevados, desechara´ modos de transmisio´n de tasa elevada si el requisito de BER
es estricto) o la evaluacio´n ponderada de los distintos para´metros de transmisio´n
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(potencia, tasa y BER) en la asignacio´n de acceso de los usuarios al canal.
La formulacio´n adecuada de los problemas de optimizacio´n contribuye a la ob-
tencio´n de soluciones de mayor calidad. Especialmente adecuada para este proble-
ma es la formulacio´n con requisitos promedios de QoS que: permite adaptaciones
“on-line” de complejidad despreciable, facilita el disen˜o del cuantificador y presen-
ta un nivel de consumo de potencia menor que el de su contrapartida instanta´nea
(puesto que estos u´ltimos no tienen capacidad de explotar la diversidad temporal
ofertada por el canal). Igualmente importante es la eleccio´n del formato del cuan-
tificador, habie´ndose comprobado co´mo, por ejemplo, para los casos de mu´ltiples
usuarios con flujos de informacio´n individuales la eleccio´n de un cuantificador que
desacopla los usuarios simplifica de forma considerable no so´lo los valores o´ptimos
del propio cuantificador sino la propia asignacio´n de recursos.
La mayor complejidad computacional para el disen˜o del sistema se asocia a la
resolucio´n del codificador o´ptimo. No obstante, la aplicacio´n de disen˜os de cuan-
tificadores sub-o´ptimos razonables (i.e., que consideren la estructura interna del
problema y/o que optimicen prestaciones secundarias relacionadas con la funcio´n
objetivo), seguida de una adaptacio´n de recursos que tenga en cuenta la forma
espec´ıfica del cuantificador, reduce de forma contundente la complejidad compu-
tacional del disen˜o y supone una pe´rdida pequen˜a en te´rminos de consumo final
de potencia.
Las tasas de realimentacio´n requeridas para notificar el Q-CSIT no son por lo
general elevadas. Se ha comprobado adema´s como aun cuando la descripcio´n del
Q-CSIT no es precisa, las prestaciones del sistema no sufren en exceso, mientras
que cuando se utilizan otros tipos de CSIT que, si bien precisos, pierden su cara´cter
instanta´neo (i.e., no se actualizan por cada realizacio´n del canal) las prestaciones
del sistema s´ı se ven seriamente afectadas. Esto lleva a pensar que ante sistemas
con tasa de realimentacio´n fija, resulta preferible actualizar frecuentemente el Q-
CSIT aunque este sea de peor calidad que aumentar el tiempo entre actualizaciones
a fin de enviar una versio´n de Q-CSIT ma´s precisa.
Por otro lado, no se puede dejar de hacer mencio´n a ciertas particularidades
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negativas que dependiendo del escenario de aplicacio´n pueden estar asociadas al
uso Q-CSIT.
Desde un punto de vista de las prestaciones de consumo y de sus diferencias
con respecto a las de sistemas que utilizan otro tipo de CSIT, deben con-
siderarse dos aspectos principales. En primer lugar, respecto a las ventajas
de los sistemas de Q-CSIT frente a los basados en S-CSIT, debe remarcar-
se el hecho de que se han considerado canales con valores de SNR recibida
medios-bajos (que es en los que la minimizacio´n de la potencia esta´ ma´s jus-
tificada), sin embargo, segu´n se incrementa la SNR del sistema la asignacio´n
de recursos (especialmente de la potencia) tiende a ser ma´s uniforme y las
ventajas de la adaptacio´n instanta´nea frente a los esquemas que hacen uso
de conocimiento estad´ıstico se reducen (intuitivamente los desvanecimien-
tos profundos del canal tienden a desaparecer y lo que hace que la pe´rdida
de capacidad de reaccio´n frente a ellos no sea tan relevante). En segundo
lugar, podr´ıan encontrarse casos en los que la cercan´ıa del consumo entre
los esquemas P-CSIT y Q-CSIT no fuera tan significada. De forma intuitiva
este divergencia se justificar´ıa en el hecho de que aqu´ı el CSIT se ha utili-
zado para gestionar de forma ma´s eficiente los recursos, o alternativamente,
para el beneficio propio del transmisor, mientras que existen otros sistemas
de comunicacio´n (e.g., un sistema de acceso MIMO con mu´ltiples usuarios)
donde ma´s importante que la gestio´n del CSIT en beneficio propio es la
gestio´n el CSIT que evite el dan˜o ajeno (en el ejemplo mencionado, cada
transmisor no transmite en el sub-espacio que maximice su sen˜al sino que
debe transmitir en un sub-espacio de canal ortogonal a los sub-espacios del
resto de transmisores para evitar as´ı la interferencia). En este tipo de esce-
narios, pequen˜os errores en el P-CSIT s´ı pueden resultar en grave perjuicio
de las prestaciones teo´ricas del sistema.
Desde el punto de vista de la complejidad computacional de los esquemas
de cuantificacio´n, debe tenerse en cuenta que existen escenarios en los que
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una variabilidad excesiva de las condiciones de disen˜o del sistema (cambios
permanentes en los niveles de QoS, entrada y salida continua de nuevos
usuarios) podr´ıa requerir el ca´lculo de la fase “off-line” de forma continuada,
lo que desde el punto de vista de complejidad computacional puede resultar
una desventaja (no´tese que aunque esta variabilidad excesiva exija tambie´n
volver a calcular las asignaciones en base a P-CSIT o S-CSIT, la complejidad
computacional de sus soluciones es menor).
Finalmente, se cerrara´ esta seccio´n con una reflexio´n sobre el disen˜o y uso del
Q-CSIT en sistemas de comunicaciones. La´ncese la mirada atra´s y reto´mese el
ana´lisis de algunos de los escenarios estudiados. Para el caso de un u´nico usuario,
el valor del canal que se ha cuantificado no ha sido el del coeficiente complejo de
desvanecimiento, sino el de su ganancia de potencia (el cuadrado de su amplitud)
lo que se ha cuantificado. Para el caso de una red de sensores con mu´ltiples trans-
misores se ha comprobado co´mo en lugar de cuantificar cada uno de los coeficientes
individuales del canal o de las ganancias de los mismos resulta ma´s adecuado con-
siderar la realizacio´n conjunta del sistema como un vector para el que se cuantifica
de un lado su fase y de otro su mo´dulo. No obstante, para la misma configuracio´n
f´ısica del medio, cuando los usuarios tienen flujos de informacio´n independientes
(TDMA) la cuantificacio´n del canal escogida ha consistido en la cuantificacio´n
individual de cada una de las ganancias. Y si bien puede pensarse que en todos
los casos la estructura de cuantificacio´n ha sido fijada a priori (que no los valores
finales -umbrales, constelaciones-co´digo– que se resolv´ıan a trave´s del problema
de optimizacio´n), no es menos cierto que en todos los casos la mı´nima diferencia
de prestaciones con respecto a los esquemas sin cuantificacio´n han refrendado la
decisio´n tomada. Reto´mese ahora el caso del sistema TDMA, si bien es cierto que
el receptor potencialmente podr´ıa cuantificar todas y cada una de las ganancias
de todos los enlaces, no es esa la informacio´n que finalmente env´ıa a los usuarios y
no lo es porque, para acceder de forma o´ptima al medio los usuarios, no necesitan
conocer todas y cada una de las realizaciones de los otros usuarios sino u´nicamente
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si van a acceder al canal y, so´lo en el caso de que efectivamente lo hagan, cua´l es
la cuantificacio´n de su ganancia (no necesitan nunca saber la de los otros y en la
mayor parte de las ocasiones ni siquiera la suya).
Estos ejemplos ilustran el aspecto ma´s relevante cuando se trabaja con sistemas
adaptativos. Las prestaciones finales del sistema no dependen directamente del
canal, sino de variables relacionadas con el mismo, y en la identificacio´n de estas
variables (estado) la estructura del transmisor y su capacidad de adaptacio´n juegan
un papel esencial. La definicio´n en s´ı misma de lo que CSI significa en cada caso
es el aspecto fundamental cuando se trabaja con sistemas adaptativos, el elemento
en base al cual la formulacio´n se articula. No es lo relevante el canal, sino el uso
del estado del mismo. No es, pues, lo relevante la cuantificacio´n del canal, sino el
uso y la cuantificacio´n del estado del mismo.
5.2. L´ıneas futuras de investigacio´n
Como resultado del proceso de realizacio´n y de las conclusiones de esta tesis
doctoral surgen distintas l´ıneas de investigacio´n futuras que pueden extender el
trabajo aqu´ı iniciado. Como ya se puso de manifiesto en el cap´ıtulo introductorio
para algunas de estas l´ıneas que se mencionan a continuacio´n ya se han obtenido
resultados preliminares que avalan su viabilidad y su potencial intere´s.
La cuantificacio´n del CSI en el transmisor surge de forma natural a trave´s
de la suposicio´n de estimacio´n perfecta del canal en el receptor y de la trans-
misio´n de este valor desde el receptor hasta el transmisor a trave´s de un
canal de retorno con tasa limitada. No obstante, existen otros escenarios
en los que la cuantificacio´n del CSI no se produce so´lo en los transmisores,
sino tambie´n en los receptores (e.g., cuando los receptores esta´n distribuidos
y, por lo tanto, ninguno de ellos conoce la totalidad del canal o cuando la
unidad que resuelve el problema de asignacio´n de recursos y que genera la
palabra de control conteniendo el Q-CSI no es el receptor). El ana´lisis de este
nuevo paradigma ha sido una de las l´ıneas de crecimiento que se iniciaron
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de forma simulta´nea a la finalizacio´n de esta tesis y habie´ndose obtenido ya
resultados preliminares para la asignacio´n o´ptima en sistemas de mu´ltiples
usuarios que transmiten sobre un conjunto de canales ortogonales con desva-
necimientos [56]. La profundizacio´n en los resultados preliminares obtenidos
y su extensio´n a otros sistemas de comunicacio´n resulta de intere´s.
Puesto que el canal de realimentacio´n presentaba una tasa de transmisio´n
pequen˜a y se ha propuesto el uso de esquemas de codificacio´n para la protec-
cio´n frente a errores, todos los disen˜os derivados han supuesto la integridad
de los datos del canal de realimentacio´n o, equivalentemente, la adquisicio´n
de Q-CSIT sin existencia de errores. No obstante, la transmisio´n en entornos
especialmente adversos (grandes retardos de comunicacio´n, desvanecimientos
severos o fuertes interferencias) puede provocar que este principio de disen˜o
no se cumpla. La modificacio´n de la formulacio´n propuesta (primero) y de
los esquemas derivados (despue´s) para considerar Q-CSIT potencialmente
erro´nea resulta as´ı una leg´ıtima futura l´ınea de investigacio´n.
Como se menciono´ en la introduccio´n, la maximizacio´n de la tasa de trans-
misio´n en base a CSI es un objetivo que ha recibido notable atencio´n inves-
tigador, no obstante la adaptacio´n en base a Q-CSIT disen˜ando de forma
conjunta la cuantificacio´n del estado del canal y los esquemas de adaptacio´n
no esta´ todav´ıa resuelta. A este respecto, debe sen˜alarse que, pese a ser la
minimizacio´n de la potencia transmitida una motivacio´n fundamental de es-
te trabajo, la mayor parte de los resultados obtenidos son va´lidos tambie´n
si el problema a resolver es el de maximizacio´n de la tasa de transmisio´n.
La reformulacio´n de los problemas de optimizacio´n requerir´ıa u´nicamente el
intercambio de la funcio´n objetivo (hasta ahora potencia, en el futuro ta-
sa) con la restriccio´n de hasta ahora tasa, en el futuro potencia. Aplicando
adema´s los principios de dualidad la estructura de la solucio´n ser´ıa la misma,
si bien los algoritmos nume´ricos de resolucio´n deber´ıan incorporar algunos
cambios. Asimismo, habr´ıa que tener en cuenta que en la mayor´ıa de los
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sistemas analizados, la tasa no era una magnitud continua y la potencia s´ı lo
era. Esto podr´ıa implicar que para algu´n caso, dos valores distintos de po-
tencia generen una misma tasa de transmisio´n o´ptima, lo que implica que la
restriccio´n de potencia no tendr´ıa porque´ ser necesariamente ajustada.
En sistemas de mu´ltiples usuarios, la adaptacio´n o´ptima de para´metros del
nivel f´ısico (tasa, potencia o modulacio´n) y de enlace (usuario y canal asig-
nado) requiere la integracio´n sobre la funcio´n densidad de probabilidad del
canal inala´mbrico [40,54,84], lo que conlleva la realizacio´n de ca´lculos que en
ocasiones pueden resultar computacionalmente costosos. Sin embargo, traba-
jos que contemplan la asignacio´n de recursos en redes de paquetes muestran
la posibilidad de utilizar algoritmos estoca´sticos que calculan para cada rea-
lizacio´n del canal la asignacio´n de recursos con un consumo computacional
despreciable. La extensio´n de nuestros resultados de adaptacio´n o´ptima de
para´metros de los niveles f´ısico y de enlace a algoritmos estoca´sticos que no
necesiten conocer la descripcio´n probabil´ıstica del canal resulta de tremendo
intere´s. El marco teo´rico para abordar este problema as´ı como resultados
para el caso de optimizacio´n de sistemas TDMA (enlace ascendente) y TDM
(enlace descendente) en base a conocimiento perfecto y cuantificado del canal
se han propuesto en: [88].
Recientes estudios muestran que las redes mo´viles de telecomunicacio´n actua-
les infrautilizan el uso del espectro radioele´ctrico [31,64]. A modo ilustrativo,
en redes en las que u´nicamente se permite el acceso a usuarios previamente
registrados y se ofrecen garant´ıas de calidad de servicio para todos ellos, el
uso del espectro puede llegar a ser menor del 20%. En otras palabras, mi-
diendo el uso del canal en te´rminos temporales, el canal se encuentra libre
durante el 80% del tiempo. Una posible alternativa para enfrentarse a estas
circunstancias consiste en el desarrollo de algoritmos que consideren dos o
ma´s categor´ıas de usuarios. Un extremo estar´ıa representado por los usuarios
que bajo cualquier circunstancia acceden al canal con garant´ıas de servicio y
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el otro por usuarios oportunistas que so´lo pueden hacen uso del canal cuando
este se encuentra libre (el resto de categor´ıas podr´ıan representar situaciones
intermedias entre las dos anteriormente descritas). Resultados preliminares
de algoritmos adaptativos que asignan recursos de forma o´ptima y se ajustan
al escenario descrito pueden encontrarse en: [60]
En esta tesis la cuantificacio´n del estado del canal y de las variables de trans-
misio´n se ha realizado con el objeto de maximizar la calidad de las presta-
ciones de un sistema de comunicaciones adaptativo. No obstante, existen
escenarios de aplicacio´n con objetivos distintos a la transmisio´n de informa-
cio´n (e.g., estimacio´n o control) en donde la adaptacio´n de los dispositivos
a distintas variables resulta beneficiosa para el sistema. La cuantificacio´n de
las variables de estado y de disen˜o para este tipo de sistemas puede asimis-
mo resultar de intere´s (to´mense como ejemplos los casos donde los sensores
y actuadores este´n distribuidos o donde los dispositivos adaptativos pueda
u´nicamente adoptar un conjunto finito de modos). La extensio´n y adaptacio´n
de las te´cnicas de optimizacio´n y de los principios de disen˜o utilizados en esta
tesis a estos nuevos escenarios resulta una l´ınea de crecimiento a largo plazo
que, si bien ambiciosa, presenta gran intere´s.
Y esto, porque unos saben la causa y otros no.
Pues los expertos saben el que´, pero no el porque´.
Aquellos [los sabios], en cambio, conocen el porque´ y la causa.
Aristo´teles – Metaf´ısica (s. IV a.C.)
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