Abstract -Brain-computer interfaces (BCIs) carry great potential in the treatment of motor impairments. As a new motor output, BCIs interface with the native motor system, but acquisition of BCI proficiency requires a degree of learning to integrate this new function. In this review, we discuss how BCI designs often take advantage of the brain's motor system infrastructure as sources of command signals. We highlight a growing body of literature examining how this approach leads to changes in activity across cortex, including beyond motor regions, as a result of learning the new skill of BCI control. We discuss the previous research identifying patterns of neural activity associated with BCI skill acquisition and use that closely resembles those associated with learning traditional native motor tasks. We then discuss recent work in animals probing changes in connectivity of the BCI control site, which were linked to BCI skill acquisition, and use this as a foundation for our original work in humans. We present our novel work showing changes in resting state connectivity across cortex following the BCI learning process. We find substantial, heterogeneous changes in connectivity across regions and frequencies, including interactions that do not involve the BCI control site. We conclude from our review and original work that BCI skill acquisition may potentially lead to significant changes in evoked and resting state connectivity across multiple cortical regions. We recommend that future studies of BCIs look beyond motor regions to fully describe the cortical networks involved and long-term adaptations resulting from BCI skill acquisition.
processes and subsequently gains control of brain-computer interfaces (BCI). We emphasize and highlight three relevant fields: 1) a comparison of neural processes in procedural learning during motor tasks and in an electrocorticographybased BCI task, 2) long-term brain changes as a result of learning motor tasks generally and BCIs specifically and 3) the role of cortical networks in all of the above. Finally, we will discuss current work on changes in cortical networks following BCI use, and potential implications for future BCI design.
Brain-computer interfaces represent a promising clinical application for individuals who have been paralyzed and as part of prosthetic controls. While BCI designs have been refined to the point where they are reasonably accurate and reliable, the broad, long-term brain adaptations related to their use are not yet known. Within the domain of BCI design, we argue that it is not sufficient to study motor cortex alone, and we will review how studies of motor learning predicted, and prior studies of BCI learning found, that effects extend across the cortical surface.
We highlight cortical networks and connectivity, which have been less studied than evoked response patterns. Evoked changes in activity in the motor cortex, and other motor regions such as premotor cortex and basal ganglia, are well described for procedural skills, including BCIs [1] , [2] . For motor and BCI tasks, changes in activity across the whole brain are increasingly characterized [1] . In contrast, the patterns of connectivity, information flow, and long-term adaptation in the neural networks that support skill acquisition are not as well defined for BCI tasks. In particular, learning-related change in connectivity between regions other than the motor cortex over the course of development of BCI proficiency has been the subject of little examination. Modern tools of systems neuroscience, including MRI and functional MRI (fMRI), electroencephalography (EEG), electrocorticography (ECoG), and others have advanced contemporary views of brain organization centered on understanding the networked brain as a complex system of interacting units driven by functional connectivity, spanning from local "microcircuit" levels to macro-scale networks across large swaths of cortical area [3] . In light of this, we will discuss recent results demonstrating heterogeneous changes in connectivity during BCI use [4] .
Our review, and our current research, illustrates changes in connectivity resulting from using a BCI and acquiring BCI proficiency. Although a universally agreed-upon definition of functional connectivity in systems electrophysiology has yet to emerge, multiple studies have demonstrated statistical dependencies between disparate signals using classic measures of coherence, linear measures of phase and amplitude interactions, or non-linear metrics of cross-frequency coupling (reviewed in [5] and [6] ). For example, early applications of phase-amplitude coupling (PAC) indicated that bursts of high gamma (HG) band activity were preferentially entrained around the trough of the low-frequency (theta to beta range) phase cycles of local field potentials [7] . This signal model posits that the excitability cycles of local populations need to be synchronized to facilitate information transfer between disparate populations with no phase delay [8] . Single unit recordings in animals and humans demonstrated that the slower entraining oscillation provides a gating mechanism for high-frequency activities within local circuits or small-world networks. This provides a theoretical, orchestrating mechanism capable of coordinating local post-synaptic integration and spiking activity amongst different network elements [7] , [9] .
Starting from this broad definition, we find changes in connectivity across a wide area of cortex immediately after BCI skill acquisition. Increased connectivity within the frontal cortex, including motor cortex and prefrontal regions, is contrasted with uniform decreases in connectivity in parietal cortex. We observe frequency-dependent and connectivity measure-dependent variation in temporal cortex. The results we present here from our analyses clearly demonstrate broad changes in network connectivity directly as a result of BCI use that occur between sites other than the BCI control site. These results are consistent with the limited prior work in BCI learning and with work in other motor learning, and are the first examination of adaptive connectivity in BCI learning in humans outside of the BCI control site.
When considering impacts of BCI use on cortical networks, it is important to recall that while the BCI itself is controlled by only one (or occasionally, a few) cortical site, the broader extent of the brain is not disengaged from the task. Measuring the activity and connectivity across a wide region of cortex is necessary for a full understanding of BCI use and, critically, BCI learning. This is therefore by definition essential for the study of cortical networks, and specifically how various aspects of learning BCI shape interactions across relevant functional networks. It is well established that motor learning generally, and more recently BCI learning, does involve distributed cortical resources [2] . Accordingly, BCI studies that ignore cortex beyond the control site may not fully capture the dynamic state of the system. Understanding the adaptations and alterations in and across large cortical networks during BCI learning and subsequent to the development of BCI proficiency will be directly translatable to the long-term efficacy of BCI systems.
II. REVIEW OF CURRENT RESEARCH A. BCI Design and Capabilities
A wide variety of BCI design models have been developed; for a comprehensive review, see [10] , [11] . A popular and traditional design is to record from motor cortex or other motor-related regions such as premotor or parietal cortex. They use neuronal firing rates or variation in amplitude or power in a specific frequency range to control a cursor, robotic arm, or other assistive device. The BCIs used in this study employ such a power-based design. Other BCIs control schemes include connectivity [12] - [15] and eventrelated potentials [16] , [17] . Besides the direct applications in developing improved BCIs, these systems provide a unique opportunity to 1) study motor skill acquisition in the absence of actual motor movement, 2) enable significantly greater control over experimental parameters than in standard motor tasks, 3) guarantee complete novelty to the subject [18] .
In non-human primates, studies have employed various BCIs controlling, for example, a cursor [19] , robotic arm [20] , [21] , or the monkey's own arm [22] . Over the course of weeks to months of training, non-human primates are able to execute complex, dexterous tasks of the types necessary for BCIs to be a viable clinical option. In contrast to the studies of humans discussed below, non-human primate BCIs typically utilize single-units or small ensembles of <100 neurons [19] [20] [21] [22] as drivers of control signals. The benefits of single-unit and small ensemble recordings include, but are not limited to, the animal having very precise control over the signals generated, high spatial resolution, and the ability to match the desired BCI outcome to a specific pre-existing neural preference to aid learning [19] [20] [21] [22] .
In humans, invasive methods of acquiring control signals include penetrating electrodes such as microgrid arrays [23] , [24] and macroscale ECoG [1] , [4] , [25] , [26] . Penetrating electrodes (e.g. Utah arrays) have been used in paralyzed individuals who have volunteered for long-term studies specifically investigating BCIs such as [23] and [24] . Penetrating electrodes provide very high spatial resolution and have been shown to be very effective for fine control of a robot or cursor, but the spatial distribution of these studies remains limited to date [23] , [24] . Less invasive methods include EEG [13] , [14] and fMRI [12] , but suffer from an inability to reliably track signals over long periods of time. However, because it is noninvasive, provides superior temporal resolution relative to fMRI, and is readily usable in many patients, EEG in particular possessed distinct advantages in the BCI framework [25] , [27] [28] [29] [30] [31] [32] In contrast, ECoG can be used in experimental settings at various levels of moderate spatial resolution depending on grid type (typically 1-10mm) and provide high frequency resolution including up to 200Hz [1] , [4] , [25] , [26] . Additionally, these electrodes are rarely shifted after their initial placement, unlike EEG electrodes. This provides the capacity to track changes in connectivity from a consistent neural population over a long period.
ECoG studies are conducted most frequently in individuals with epilepsy undergoing monitoring for one week as part of surgical epilepsy treatment, with placement decided entirely by clinical needs. Like penetrating electrodes, ECoG is subject to limited spatial coverage and requires surgery for indwelling placement. Relative to penetrating electrode studies, surface-based ECoG studies are limited by short experimental time and access only to cortical surface, although limitations are changing [33] . However, these compromises enable access to a much larger area of brain, which when considering the role of networks and distributed cortical involvement in the BCI task, this spatial coverage is by definition necessary.
While penetrating electrodes record from relatively small numbers of neurons, similar to the electrodes used in nonhuman primate studies, macro-scale ECoG electrodes record from over 100,000 neurons at a time [34] . In BCIs that use ECoG, for example, the user must learn how to voluntarily modulate the signal amplitude generated by this large population collectively, which may contribute to impacts on other involved cortical regions and networks.
B. Motor Learning and BCIs as a Motor Skill
Motor, or procedural, learning is qualitatively different from other forms of memory, and depends on a distinct set of brain regions and neural processes relative to, for example, declarative memory. A learned motor skill can be divided into the selection of a movement from a pool of options, and the accurate execution of that movement [35] , [36] . These patterns were first observed in straightforward motor tasks such as sequence learning, but studies of BCI skill acquisition to date have observed the same patterns [4] , [37] . Execution of a BCI is more dependent on the execution of an abstract skill that cannot be specifically drawn from existing resources.
Nearly all, and the most clinically relevant, BCIs are motordriven with the BCI control site located in the motor cortex, often in the hand or tongue region. In both human and nonhuman primate studies, studies started from the essential motor basis of the BCI task. As we will review, this approach has demonstrated that BCI learning resembles other motor learning both at the motor cortex and across the brain and in both activity and cortical network patterns.
A disperse group of brain regions has been consistently linked to motor learning. Primary motor cortex (M1), and other association motor regions such as the premotor cortex that exhibit high levels of connectivity with M1, are the most obvious candidates. However, changes in electrophysiological power or fMRI BOLD signal are also consistently found in human and/or non-human primates in the left dorsolateral prefrontal cortex [1] , [35] , left [35] and right [38] ventrolateral PFC, bilateral anterior cingulate [35] , bilateral posterior parietal [1] , [35] , bilateral occipito-temporal junction [35] , inferior parietal [39] , parts of cerebellum [39] , and premotor cortex [1] , [36] . These regions are identified through changes in signal amplitude in one or more frequency bands, including beta (13-30Hz), which is commonly linked to motor activity, and HG (70-200Hz), generally believed to be a marker of local neural broadband population firing rate [40] . Each of these areas and frequencies are assumed to represent multiple functions (such as thalamic influence), including non-motor functions, and their involvement may depend on the complexity of specific task demands [41] .
Changes in evoked activity patterns across the learning cycle, as discussed above, reliably follow a set of principles: 1) activity generally decreases in non-M1 regions as proficiency increases, 2) the brain regions recruited are the same for any motor task and 3) a region that was not involved in the initial stages of learning will not become involved later [35] . Importantly, only new learning generates major alterations in functional activity, while execution of previously learned skills or random movements does not [42] . Changes in both behavior and neural activity emerge over the course of hours to days, which may be accelerated if the new skill is closely related to or an extension of a previously mastered skill, possibly as a result temporarily repurposing or restructuring existing architecture and then storing a modified alternate version [37] .
Notably, activity changes after BCI learning generally tends to mimic these rules in both humans and monkeys, and are concentrated in the same regions associated with learning of typical motor tasks [1] , [4] , [37] . The regions exhibiting the most notable activity decreases during task execution after proficiency is attained include, as predicted by the results listed above, prefrontal, premotor, and parietal cortex [1] . This work by Wander and colleagues is critical to understanding BCI learning in the context of networks, as it was the first study to establish in humans that development of BCI proficiency depends on a distributed set of cortical regions. Understanding the longitudinal activity changes related to BCI and other motor learning may aid in the development of permanent BCIs that are capable of compensating for such change, as current systems either assume that the neural signals to be decoded are roughly static or, more often, do not attempt to re-adjust the classifiers [23] , [24] .
Evoked activity is only one way to characterize dynamic functional neuroanatomy outside of the primary motor circuit during motor learning. We can also measure connectivity, which investigates how regions couple, synchronize and communicate with each other, and can include both connectivity of regions to the BCI control site (i.e., a seedpoint analysis) or of all regions to all other regions. In this work, we employ the phase locking value (PLV) [43] and simple correlation; in our other work, we have also used phase slope index (PSI) [44] , [45] . PLV uses only the phase of the signal and provides an estimate of synchrony between two signals [43] ; its principal advantage derives from not using amplitude to provide a cleaner estimate of synchrony specifically [6] , though it is not scaled to the different number of cycles at different frequencies. In contrast, correlation includes both phase and amplitude components, rendering it susceptible to effects from variations in amplitude between channels, but capturing a larger set of signal features. We avoided Granger causality due to its high number of assumptions and a priori conditions [6] , [46] . Although phase slope index does not measure true causality, restricted instead to pseudocausal or directional inferences, it does not require setting a model a priori [44] . Additional measures not employed in this work, such as phase-amplitude coupling (PAC), amplitudeamplitude cross-frequency coupling (amp-amp CFC), and short time-windowed covariance (STWC) describe temporally complex relationships between signals at differing frequencies (PAC, amp-amp CFC) or time scales (STWC) [7] , [47] . For further detail and additional connectivity measures, see [6] .
In other, non-BCI motor tasks, many studies have observed transient increases [4] followed by a substantial decreases in connectivity between the motor region executing the task and support regions that appear to only be involved in the acquisition phase [4] , [20] , [38] , [39] . However, some reports have indicated a distinction between increases in connectivity in some functional networks related to spatial and visual processing, and decreases specific to motor networks [48] [49] [50] [51] . These changes also usually correlate with behavioral performance [4] , [20] , [39] , [48] , [51] . In humans, training increases white matter fractional anisotropy in diffusion tensor imaging and grey matter density in and around the intraparietal sulcus, indicating that changes in functional connectivity may also be more than transient [52] .
Ultimately, however, the connectivity patterns associated with BCIs specifically have only begun to be investigated. Previous work from our lab has shown significant changes in short time-windowed covariance (STWC), a measure of within-frequency amplitude-amplitude connectivity [47] , [53] , of HG (70-200 Hz) band was restricted almost exclusively to connections between the BCI control electrode and motor, premotor, and prefrontal regions (Fig. 1, A-C) , and progressively decreased during the acquisition and use of a BCI (Fig. 1, D) [4] . It is important to note that this decrease is consistent with predictions based on other motor learning tasks, suggesting that not only activity patterns but also connectivity patterns of BCI learning and use follow those of motor tasks [54] . However, while pure amplitude-based STWC experienced decreases, nonlinear cross-frequency phase-phase connectivity as assessed by biphase locking (bPLV) [55] , [56] remained strikingly consistent throughout the period of task execution, and generally was observed between sites farther apart from each other than those with significant STWC [4] . The heterogeneity of connectivity changes across the brain, across frequency ranges, and between amplitude and phase measures require further investigation. Further, this work does not investigate the persistence of these changes beyond the short experimental ECoG windows of a week or less with the BCI, with each dataset described here collected within a single session in one day, or interactions besides those seeded to the BCI control electrode.
C. The Resting State: Window Into Consolidation?
There are two candidate experimental windows for assessing connectivity related to execution of BCI or any other task: while the subject is executing the task, and after the task in complete. Task-driven connectivity of M1 and other areas of the cortex during BCI use can be assessed like it would be during any other motor or procedural task, and research to date has indicated similarities between them [4] , [20] . This, however, still leaves open the questions of persistent connectivity changes to these networks beyond the task performance period.
Though it may seem counterintuitive as a tool for studying task-related changes, the resting state is ideal for studying connectivity in intrinsic networks. The resting state is defined as a behavioral state of relative inactivity and lack of directed engagement with an overt task. Prior studies of the resting state have revealed spontaneous clustering patterns that fall into consistent, intrinsic large-scale and small-world networks [3] . Such endogenous, stimulus-independent background activity is widespread and has been observed in nearly every vertebrate system examined to date [57] . Despite its spontaneous nature, resting state activity is postulated to reflect a ready state of diffuse attentiveness, internally self-directed thought, consolidation of learning, and more [58] , [59] . The resting state is particularly important for studying task-negative networks such as the default mode and frontal-parietal networks [60] , which are postulated to play a role in memory, skill consolidation [39] , self-directed thought, and response readiness [58] .
Resting state functional connectivity patterns undermine assumptions of relative stability in the brain. Changes in resting state connectivity occurring during the related learning process are related to consolidation [39] . These changes are persistent and consistent across individual humans and nonhuman primates in "traditional" motor tasks [35] , [37] , [39] , though the effects of BCIs specifically have not been previously studied. Additionally, by definition, data collected during post-task resting state windows allow measurement of changes that persist for minutes to hours after task performance has ended [39] . As any long-term clinical applications of BCI would in all likelihood target users with chronic needs and thus persistent neural adaptations cannot be ignored. In a chronically implanted BCI, understanding and compensating for long-term learning effects on the brain become highly relevant to maintaining consistent, low-maintenance use.
III. CURRENT RESEARCH
Considering the activity at the BCI control site and across the brain, connectivity both seeded to and independent of the BCI control site, and the resting state itself are all important to our goal of characterizing the dynamic relationship between BCI use and development of proficiency. Here, we present results illustrating changes in connectivity across cortex after four subjects were trained on a motor-based BCI. We find significant and spatially disparate disperse changes in connectivity immediately following a single session of BCI use.
In this ECoG-based BCI, the HG amplitude in hand motor region was used as the control signal. Of particular note, ECoG provides high sensitivity to the low-amplitude signals of the HG range, which is not easily accessible by surface electrodes. HG (70-200Hz) is considered the best proxy for local broadband neural activity [40] and has high temporal specificity, and thus is an optimal control signal for braincomputer interfaces [1] , [61] .
A. Data Collection
All data were collected with surgically implanted, subdural ECoG electrode arrays as previously described [1] , [62] . Three adults (ages 31, 33, 44) and one adolescent (age 13) successfully completed the SimulBCI task. In this BCI, subjects learn to control the vertical position of a cursor by volitional modulation of the amplitude of the HG signal in a selected area of motor cortex, while simultaneously controlling horizontal position with a keyboard with the hand corresponding to that motor cortex. They were asked to guide the cursor to one of eight targets arranged in a circle around a central starting point. In all of these individuals, the BCI was controlled by the signal from an electrode over the hand motor region. Before exposure to BCI, and immediately after the BCI session, we recorded data during an eight-minute resting state session. These two resting state data sets are used for all analyses. To visualize responses across the cortical surface, electrodes were registered first into native space on a pre-operative MRI scan, then into standardized space (the 152 MNI brain), from which Brodmann area labels were assigned to each electrode. Finally, all electrodes from all subjects were overlaid onto a single common MNI template brain (Fig. 2) .
Signal processing and statistics were also performed as previously described [1] , [62] . In brief, signals were first notch filtered, common average re-referenced, and manually screened for artifacts. Number of channels ranged from 64-82 across subjects. Instantaneous amplitude and phase were calculated for each frequency band of interest (delta: 0-4Hz; theta: 4-8Hz; alpha: 8-12Hz; beta: 13-30Hz; HG: 70-200Hz) using a Hilbert transform. Connectivity was calculated for each pair of electrodes in each frequency range for a given individual. This process was repeated for the pre-BCI and post-BCI resting state sessions, and the difference between the two was taken using paired t-tests. This process was repeated across subjects and served to normalize betweensubject differences.
There are a variety of methods to assess connectivity, generally focusing on various properties related to phase and amplitude components, ability to make causal inferences, linearity or non-linearity, and more [6] . Here, we show results from two connectivity measures: traditional Pearson's correlation and phase locking value (PLV), both estimated at zero phaselag. We employ both measures of connectivity as no single measure captures all of the temporal and frequency interplay of a large set of interacting signals; further measures could be added as well [6] , [43] , [62]-[64]. We highlight PLV, a solely Fig. 2 . Electrode placement in four subjects. Three subjects had leftsided electrode implants; none had bilateral implants. Electrode that was used to control BCI is colored black. All other electrodes were placed on the MNI152 template brain, labeled by Brodmann area and color-coded: blue, inferior frontal; red, sensorimotor; green: premotor; cyan: inferior temporal; magenta: superior temporal; purple: inferior parietal; orange: superior parietal.
phase-based measure, in order to assess synchrony between signals, including persistent high-frequency responses, though at the cost of excluding some signal features. In contrast, correlation is influenced by both phase and amplitude covariation between signals, but captures a wider set of signal features but at the cost of potentially washing out smaller but still significant variations. All differences are presented as t-scores of the post-BCI minus pre-BCI connectivity value.
Statistical significance was determined based on a permutation test; a null distribution of connectivity values was created by separating the signal into ten-second bins, separating the phase and amplitude components of the signal, and randomly permuting the phases from each electrode between all the time bins. We then recalculated the connectivity measure on the permuted time series as previously described, retaining the top 5% of maximum values, and this repeated 20 times. Values greater than the 95th percentile of this randomly generated null distribution, reflecting the maximum output values from each permutation, were retained and are shown in the Figures below. This null distribution represents a high level of random chance phase locking, and is therefore more conservative than a truly random distribution of phases. Because this method controls Values are organized into region-by-region pair as shown on the axes, with the mean t-score binned across all electrode pairs and all subjects shown for each box. Differences in t-score reflect post-BCI minus pre-BCI; red indicates an increase in connectivity, blue indicates a decrease. Gray boxes indicate a lack of statistically significant interactions between those pairs of regions. In both correlation and PLV results, increases in connectivity post-task (red boxes) appear in frontal regions, almost exclusively in or anterior to motor cortex. These increases appear in both the frequency band acting as the BCI control signal (HG, E and J) and in other bands (delta, A and F; beta, D and I). Connectivity to and within the parietal cortex notably and consistently decreased (A-J). The majority of PLVs did not significantly change, but those that did were distributed across the whole cortex. Connectivity values in other canonical bands were non-significant outside of a few sporadic regions.
for the maximum values across the entire set of electrodes, no further correction for multiple comparisons was required. We then pooled the comparisons across the four subjects and averaged all of the electrode pairs between pairs of regions (Fig. 2) .
B. Results
Behaviorally, all four subjects were able to successfully control the BCI device, which again had eight possible target zones for the cursor. After 20-30 minutes of practice, they successfully reached the target zone an average of 56.9% of their final session of 20 trials.
We found that connectivity results from correlation and PLV followed similar general patterns, though there were some notable differences between the two. In both measures, the overall trend was of increased connectivity between frontal regions and decreases between parietal regions, with more inconsistencies across frequencies and connectivity measures in temporal lobe interactions (Fig. 3) . In particular, correlation (Fig. 3, A-E) and PLV (Fig. 3, F-J) increased strongly within and between inferior frontal, premotor, and motor regions across almost all frequencies of interest in the post-BCI resting state session relative to the pre-BCI session, with the notable exception of theta (Fig. 3 , B and G), which showed little change in either measure. Parietal connectivity, in contrast, decreased strongly in beta and HG in both correlation (Fig. 3, D and E) and PLV (Fig. 3, I and J). The greatest magnitude of changes, both in increases and decreases, were in the lowest (delta, Fig. 3 , A and F) and highest (beta, Fig. 3 , D and I; high gamma, Fig. 3 , E and J) frequencies, while middle frequency bands (theta, Fig. 3 , B and G; alpha, Fig. 3 , C and H) had substantially fewer connections with change in connectivity across time.
The most notable disagreement between our current connectivity measures, and at first glance with our previously published results, is in temporal lobe connectivity. The disparities are strongest in beta (Fig. 3, D and I) and to a lesser extent in HG (Fig. 3, E and J) . Frontal-temporal PLV increased in both frequencies, while frontal-temporal correlation decreased. This may reflect similar underlying amplitude decoupling between regions driving the decrease in STWC, and maintenance in phase synchrony measured by bPLV, discussed above (Fig. 2) .
In addition to the specific interactions observed here, these results also clearly highlight the importance of assessing connectivity across the whole cortical surface as part of characterizing the effects of BCI learning and use. Expanding on prior work examining cortical interactions associated with BCI use [4] , we show here for the first time significant changes in connectivity in the post-task resting state period as a result of BCI use between sites not directly involved in BCI control.
IV. CONCLUSIONS
Changes in activity across cortex, in seed-point connectivity to motor cortex from across the rest of the brain, and to a lesser extent, in evoked connectivity all across the cortex have been amply demonstrated in the past in general motor task learning and execution [35] [36] [37] , [39] , [42] . As BCIs have emerged as a scientific tool and a viable clinical possibility, the activity patterns associated with their learning and use have been a staple of research, and indicated involvement of a variety of regions of cortex consistent with other motor skills [1] , [19] , [21] , [25] .
More recently, connectivity of the BCI control site to other areas of the brain has indicated that learning and execution of a BCI has heterogeneous impacts on interactions of different types and to different regions (Fig. 1) [4] , [20] . That BCI learning would be analogous to other motor and, more generally, procedural learning was strongly predicted, but not previously demonstrated.
Here, we demonstrate for the first time post-task changes in connectivity across cortex including, but not limited to, the BCI control site (Fig. 2, 3) . We find changes in connectivity that are regionally distinct, with primarily increases between frontal regions including motor cortex, primarily decreases between parietal regions, and inconsistent in temporal cortex depending on frequency band, connectivity measure, and subregion. Though increases in resting state functional connectivity may seem irregular at first glance, we note that these changes appear consistent with the amplitude-phase interaction differences previously observed [4] . However, as a mechanism driving all of these changes in interactions has not been thoroughly established, and because our experimental design cannot definitively attribute the entirety of the changes in connectivity to the BCI learning itself, further research into connectivity changes that encompasses the full array of interactions is recommended. We also recommend that further studies include multiple training sessions on the BCI to capture a larger proportion of the learning process, in order to begin probing long-term changes in connectivity as proficiency further increases and task novelty is lost. The brain's natural plasticity has already emerged as a design consideration for BCIs [18] , [64] . Plasticity from the cellular [42] to the macro-network [65] level in electrophysiology, and in fMRI [36] , [39] , [66] , has been consistently observed in studies of non-BCI motor learning. As studies of BCI learning at the macro-and meso-levels find changes in activity and connectivity consistent with those of traditional motor tasks [1] , [4] , [19] , we posit that BCI-linked changes in connectivity at smaller scales (e.g., entrainment efficiency of local micro-circuits) will eventually also prove similar to those seen with other motor tasks. Given the demonstrated involvement of spatially dispersed regions of cortex in learning and execution of motor tasks, and more recently of motordriven BCIs specifically, we hope that improved understanding of the role of networks in BCIs will expand to this trend to include more areas of the brain beyond motor cortex. We further anticipate expanded use of BCIs as a tool for basic research into cortical activity and connectivity in motor tasks, and eventual translation of this understanding into therapeutic applications of implanted BCIs in chronic rehabilitative medicine.
