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ABSTRACT
We formulate the large deviations for a class of two scale chemical ki-
netic processes motivated from biological applications. The result is suc-
cessfully applied to treat a genetic switching model with positive feed-
backs. The correspondingHamiltonian is convex with respect to themo-
mentumvariable as a by-product of the large deviation theory. This prop-
erty ensures its superiority in the rare event simulations compared with
the result obtained by formal WKB asymptotics. The result is of general
interest to understand the large deviations for multiscale problems.
1. INTRODUCTION
Wewill investigate the large deviations for a class of two scale chemical
kinetic processes with the slow variable zn ∈Nd/n satisfying
zn(t )= zn(0)+
S∑
i=1
1
n
Pi
(
n
∫t
0
λi (zn(s),ξn(s))ds
)
ui (1.1)
subject to some fixed initial state zn(0) = z0, where {Pi (t )}i=1,...,S are in-
dependent uni-rate Poisson processes, λi ∈ R+ is called the propensity
function which characterizes the reaction rate of the i th reaction and
ui ∈Zd is called the state change vector. The number n ∈N corresponds
to the system volume, thus zn has the meaning of concentration (num-
ber of molecules per volume) for the considered kinetic system. The fast
variable ξn ∈ ZD := {1,2, · · · ,D} is a simple jump process with the time
dependent rate nqi j (zn(t )) from state i to j at time t . With this math-
ematical setup, the processes zn(t ) and ξn(t ) are fully coupled to each
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2other and the infinitesimal generatorLn of this system has the form
Lnh(z , i )=n
S∑
l=1
λl (z , i )[h(z +ul/n, i )−h(z , i )]
+n
D∑
j=1
j 6=i
qi j (z)[h(z , j )−h(z , i )], (1.2)
where z ∈Nd/n , i ∈ZD and h is any compactly supported smooth func-
tion of z for each i . For more about the notations and the backgrounds
on the chemical kinetic processes, the readersmay be referred to [11, 13].
The above problem is motivated by our recent rare event study in the
biological applications [1, 19, 21]. In a cell, the reactions underlying gene
expression usually involve low copy number of molecules, such as DNA,
mRNAs and transcription factors, so the stochasticity in gene regulation
process is inevitable even under constant environmental conditions [10].
When the number of the molecules for all species goes to infinity and
the law of mass action holds for the propensity functions, one gets the
well-known large volume limit or Kurtz’s limit, which gives the determin-
istic reaction rate equations for the concentration of the species [17]. The
convergence result can be further refined to the large deviation type [26].
Recently, the following typical biological model with positive feedbacks
is utilized to investigate the robustness of the genetic switching system
[1, 4, 19, 21].
DNAin ; ;
G(Z2)↿⇂F (Z2) ↑ γ ↑ 1
DNAact
a
GGGGA mRNA (Z1)
γb
GGGGGA Protein (Z2)
This problem is a special case of our formulation shown at the beginning
of this paper for d = 2, D = 2 and S = 4. Denote n the system size and
z = (z1,z2) = (Z1,Z2)/n the slow variables after taking large volume scal-
ing, where Z1 and Z2 are the number ofmRNA and proteinmolecules, re-
spectively. Since there is only one molecule of DNA at active (DNAact) or
inactive state (DNAin), for better use of notation, we take the fast variable
ξ ∈ {0,1} instead of {1,2} to represent that the DNA is at inactive (ξ = 0)
or active state (ξ = 1), respectively. By taking into account the scaling of
parameters
a ∼ nb−1, F (Z2),G(Z2)∼O(n) if Z1,Z2 ∼O(n),
we further assume
F (Z2)= n f (z2), G(Z2)= ng (z2). (1.3)
3This assumption holds when we consider a Hill-function type jump rates
with Hill coefficient 2 and large volume scaling for equilibriumconstants
[1]. Thus, we have the rescaled jump rates for DNA
q01(z)= f (z2), q10(z)= g (z2), (1.4)
and the following list of reactions associatedwith slow variables as shown
in Table 1.
TABLE 1. Reaction schemes and parameters
Reaction scheme Propensity function State change vector
DNAact→mRNA λ1(z1,z2,ξ)= b−1ξ u1 = (1,0)
mRNA→; λ2(z1,z2,ξ)= γz1 u2 = (−1,0)
mRNA→ Protein λ3(z1,z2,ξ)= γbz1 u3 = (0,1)
Protein→; λ4(z1,z2,ξ)= z2 u4 = (0,−1)
The infinitesimal generator of this process has the form
Lnh(z , i )=n
4∑
l=1
λl (z , i )
(
h(z +n−1ul , i )−h(z , i )
)
+n
(
f (z2)[h(z ,1)−h(z ,0)]+ g (z2)[h(z ,0)−h(z ,1)]
)
(1.5)
for i = 0,1. One can obtain a mean field ODE system as
dz1
dt
= b
−1 f (z2)
f (z2)+ g (z2)
−γz1,
dz2
dt
= γbz1− z2 (1.6)
when n goes to infinity through the perturbation analysis for the infini-
tesimal generator [18, 21, 23]. With suitable choice of the functions F (Z2)
and G(Z2), the final mean field ODEs have two stable stationary points
and there are noise induced transitions between these two states when
n is finite. To understand the robustness of the genetic switching, the
biophysicists employed theWKB ansatz to the stationary distribution [1]
P (Z1,Z2)∼ exp[−nS(z1,z2)] (1.7)
and obtained a steady state Hamilton-Jacobi equation H(z1,z2,∇S) = 0.
Mathematically the function S resembles the role of the quasi-potential
of the stochastic dynamical system [12, 22, 32] but it is not sure whether
it is the case in the current stage. Another related physics approach to
study a similar switching system is to utilize the spin-boson path inte-
gral formalism in quantum field theory and then take the semiclassical
approximation and adiabatic limit [19, 31]. Both approaches are difficult
4to be rationalized in mathematical sense. So how to formulate this prob-
lem in a mathematically rigorous way? To resolve this issue, we have to
answer the following two fundamental questions.
(1) Question 1. What is the large deviation principle (LDP) associ-
ated with the system (1.2)? Presumably, we can obtain the La-
grangian from the large deviation analysis, then get the Hamil-
tonian H through the Legendre-Fenchel transform.
(2) Question 2. What is the relation between the rigorously obtained
Hamiltonian H in the above question and the Hamiltonian ob-
tained via WKB asymptotics?
The aimof this paper is tomake an explorationon these twoquestions.
To do this, we first note that the large volume limit no longer holds in the
current example. Although the mRNA and protein copy numbers scale
as V , we have only one DNA, which switches between the active and in-
active states. This fact excludes the direct applicability of the LDP results
in [26]. However, the fast switching between the two states of the DNA
ensures the averaging technique still valid as shown in (1.6) by taking the
quasi-equilibrium limit [8, 16, 21]. We will show that the LDP analysis
is also feasible by incorporating the Donsker-Varadhan type large devia-
tions. Indeed, similar situation has been nicely discussed by Liptser [20]
and Veretennikov [29, 30] for two-scale diffusions like
dXn(t )= A(Xn(t ),ξn(t ))dt +
1p
n
B(Xn(t ),ξn(t ))dWt , (1.8)
dξn(t )= nb(ξn(t ))dt +
p
nσ(ξn(t ))dVt . (1.9)
The main idea of this paper is to generalize the result in [20] to our two-
scale chemical kinetic processes. As we will see, although the framework
is similar, we have to deal with the technicalities brought by the jump
processes and the full coupling between the fast and slow variables (ξn is
independent of Xn in (1.9)).
To state the main results of this paper, let us introduce the occupation
measure νn on ([0,T ]×ZD ,B([0,T ])⊗B(ZD ) corresponding to ξn
νn(∆×Γ)=
∫T
0
1(t ∈∆,ξn ∈Γ)dt , ∆ ∈B([0,T ]),Γ ∈B(ZD ), (1.10)
where T is any fixed positive real number. DenoteDd [0,T ] the space of d-
dimensional vector functions on [0,T ] whose components are right con-
tinuous with left-hand limits,ML[0,T ] of finite measures ν = ν(dt , i ) on
([0,T ]×ZD ,B([0,T ])⊗B(ZD )) which are absolutely continuous with re-
spect to dt and have Lebesgue time marginals, i.e. we have ν(dt , i ) =
nν(t , i )dt , nν(t , i ) ≥ 0 and
∑D
i=1nν(t , i ) = 1. The νn we considered always
5belongs toML[0,T ]. Take themetricρ
(2) onML[0,T ] as the Lévy-Prohorov
metric and ρ(1) on Dd [0,T ] as the Skorohodmetric defined as
ρ(1)(r , r˜ )= inf
λ∈F
{
‖λ‖◦∨ sup
t∈[0,T ]
‖r (t )− r˜ (λ(t ))‖
}
, (1.11)
where ‖·‖ is the Euclidean norm in the corresponding space,F is the col-
lection of strictly increasing functions λ(t ) such that λ(0)= 0 and λ(T )=
T , and
‖λ‖◦ := sup
0≤s<t≤T
∣∣∣∣log λ(t )−λ(s)t − s
∣∣∣∣ .
Dd [0,T ] and ML[0,T ] are complete and separable spaces with ρ
(1) and
ρ(2), respectively [2]. Our task is to establish the LDP for the pair (zn ,νn)
in metric space (Dd [0,T ]×ML[0,T ],ρ(1)×ρ(2)).
This paper is organized as follows. In Section 2, we present the main
large deviation theorem and give the rate functional of the whole sys-
tem. By using the contraction principle and the Legendre-Fenchel trans-
form we get the Hamiltonian related to the slow variable zn . As a con-
crete application, we then study the genetic switching model and com-
pare the difference between the rigorously obtained Hamiltonian and
that obtained by WKB ansatz. In Sections 3 and 4, we give the proof of
themain theorem. Due to the technicalities to handle the non-negativity
constraint for r , we decompose the proof procedure into two steps. In
Section 3, we prove the LDT theorem by relaxing the bounded domain
condition to thewhole space case. The upper bound estimate is standard
in some sense. However, the proof of the lower bound is technical be-
cause of the full coupling between the fast and slow variables. The reso-
lution is based on the approximation and change-of-measure approach.
The central idea is tomake a piecewise linear approximation to any given
path and occupation measure (r ,ν) by (y ,π) at first, and then construct
suitable new processes (z¯n , ν¯n) such that P− limn→∞ρ(1)(z¯n , y) = 0 and
P−limn→∞ρ(2)(ν¯n ,π)= 0. This turns out to be technical and one key part
of thewhole paper. In Section 4, we strengthen the result to the half space
case. Some details are left in the Appendix.
This paper should be considered as the companionof [19, 21] for study-
ing the rare events in genetic switching system, and it is of general inter-
est to understand the large deviations for multiscale problems [7, 8].
2. MAIN RESULT AND ITS APPLICATION
2.1. Main theorem. Weneed the following technical assumptions for our
main result.
6Assumption 2.1. LetW :=Rd+. Assume the following regularity conditions
for the propensity functions and jump rates hold.
(1) (a) For each i ∈ {1,2, . . . ,S}, j ∈ ZD and all z ,x ∈W , the Lipschitz
condition holds
|λi (z , j )−λi (x , j )| ≤ L‖z −x‖. (2.1)
(b) For each i ∈ {1,2, . . . ,S}, j ∈ZD and all z ∈W ◦, λi (z , j )> 0.
(c) For each x ∈ ∂W and y ∈ C {u j |λ j (x) > 0}, we have x + sy ∈W
for some s ∈ (0,∞) , where C {u j } is the positive cone spanned by
the vectors {u j } defined as
C {u j } :=
{
v |there exist α j ≥ 0 such that v =
∑
j
α ju j
}
. (2.2)
(2) For each i , j ∈ZD , logqi j (z) are bounded and Lipschitz continuous
with respect to z ∈W .
These assumptions hold in our application example in Section 2.2.
Theorem 2.2. Under the Assumption 2.1, the family (zn ,νn) defined by
(1.1) and (1.10) obeys the LDP in (Dd [0,T ]×ML[0,T ],ρ(1) ×ρ(2)) with a
good rate functional I (r ,ν)= Is(r ,ν)+ I f (r ,ν), i.e.
(0) I (r ,ν) values in [0,+∞] and its level sets are compact in (Dd [0,T ]×
ML[0,T ],ρ
(1)×ρ(2)),
(1) for every closed set F ∈Dd [0,T ]×ML[0,T ],
limsup
n→∞
1
n
logP((zn ,νn) ∈ F )≤− inf
(r ,ν)∈F
I (r ,ν), (2.3)
(2) for every open set G ∈Dd [0,T ]×ML[0,T ],
liminf
n→∞
1
n
logP((zn ,νn) ∈G)≥− inf
(r ,ν)∈G
I (r ,ν), (2.4)
where the rate functional for the slow variables
Is(r ,ν)=
{ ∫T
0 Ls(r (t ), r˙ (t ),nν(t , ·))dt , dr (t )= r˙ (t )dt ,
∞, otherwise, (2.5)
Ls(z ,β,w )= sup
p∈Rd
(〈
p ,β
〉−Hs(z ,p ,w)) , (2.6)
Hs(z ,p ,w)=
S∑
i=1
D∑
j=1
λi (z , j )w j
(
e〈p,u i〉 −1
)
, (2.7)
and the rate functional for the fast variables
I f (r ,ν)=
∫T
0
S(r (t ),nν(t , ·))dt , (2.8)
7S(z ,w)= sup
σ∈RD
S(z ,w ,σ), (2.9)
S(z ,w ,σ)=−
D∑
i , j=1
wiqi j (z)
(
e〈σ,e i j 〉 −1
)
. (2.10)
Here we take the notation ν(dt , ·) = nν(t , ·)dt, thus nν(t , ·) is a probabilis-
tic vector (nν(t ,1),nν(t ,2), . . . ,nν(t ,D)). w = (w1,w2, . . . ,wD), and 〈·, ·〉
is the inner product in the Euclidean space. ei j = ei − e j and {ei }Di=1 are
canonical basis in Euclidean space RD . We take the convention that r (t )
is absolutely continuous with respect to time when we use the notation
dr (t ) = r˙ (t )dt, and S is a function of (z ,w ) (or (z ,w ,σ)) when we use
S(z ,w) (or S(z ,w ,σ)) by default.
The proof of Theorem 2.2 relies on first establishing a weaker state-
ment based on the following stronger assumption on the whole space.
Assumption 2.3. Regularity for the propensity functions and jump rates.
(1) For each i ∈ {1,2, . . . ,S}, j ∈ ZD , logλi (z , j ) is bounded and Lips-
chitz continuous with respect to z ∈Rd .
(2) For each i , j ∈ZD , logqi j (z) are bounded and Lipschitz continuous
with respect to z ∈Rd .
This covers Assumption 2.1. Mathematically we express (1) as
1
Λ
≤λi (z , j )≤Λ, Λ> 1 (2.11)
for any z ∈ Rd , i ∈ {1,2, . . . ,S} and j ∈ ZD . And in this stronger set-up we
simply denote the positive cone generated by {u j } as
C := {v |there exist α j ≥ 0 such that v =∑ jα ju j }. (2.12)
Theorem 2.4. The large deviation result in Theorem2.2holds for (zn ,νn) ∈
Dd [0,T ]×ML[0,T ] under the Assumption 2.3.
As a straightforward application of the contraction principle, we have
Corollary 2.5. The slow variables zn obeys the LDP in (D
d [0,T ],ρ(1))with
the rate functional
I (r )= inf
ν∈ML[0,T ]
(Is(r ,ν)+ I f (r ,ν)). (2.13)
Define the set of probabilistic transition kernels on ZD as ∆D = {w :
w1,w2, · · · ,wD ≥ 0,
∑D
i=1wi = 1} where w = (w1,w2, · · · ,wD). We also de-
fine the reduced Lagrangian as
L(z ,β)= inf
w∈∆D
{
Ls(z ,β,w )+S(z ,w )
}
. (2.14)
8For convenience,wewill abuse the notationnν∈ML[0,T ] andν∈ML[0,T ]
in later texts.
Lemma 2.6. For any r (·) which is absolutely continuous, we have
inf
nν∈ML[0,T ]
∫T
0
Ls(r (t ), r˙ (t ),nν(t , ·))+S(r (t ),nν(t , ·))dt
=
∫T
0
L(r (t ), r˙ (t ))dt . (2.15)
Proof. First let us show the measurability of the integrand on the right
hand side of Eq. (2.15). By LemmaA.2, Ls(z ,β,w )+S(z ,w ) is convex in w .
So Ls(z ,β,w )+S(z ,w) is continuouswith respect to w in the set∆◦D ⊂RD
and the interior of the low dimensional boundaries of ∆D . Choosing a
countable dense subset
{
w
k
}∞
k=1 in ∆D , we have
L(r (t ), r˙ (t ))= inf
k≥1
{
Ls(r (t ), r˙ (t ),w
k)+S(r (t ),wk)
}
(2.16)
for every r by the continuity condition. The measurability is a standard
result with this formulation.
It is straightforward to have that
inf
nν∈ML[0,T ]
∫T
0
Ls(r (t ), r˙ (t ),nν(t , ·))+S(r (t ),nν(t , ·))dt
≥
∫T
0
L(r (t ), r˙ (t ))dt .
Now let us show the converse part. For any given ǫ> 0, define the sets
Ak =
{
t ∈ [0,T ] : L(r (t ), r˙ (t ))−(
Ls(r (t ), r˙ (t ),w
k)+S(r (t ),wk)
)
≥−ǫ/T
}
for k ≥ 1. We have that Ak are measurable sets since Ls(r (t ), r˙ (t ),wk)+
S(r (t ),wk) and L(r (t ), r˙ (t )) are both measurable functions of t . Define
themeasurable functions
Fk(t )=
{
k, t ∈ Ak ,
+∞, otherwise
for every k ≥ 1 and
J (t )= inf
k≥1
Fk(t ). (2.17)
It is not difficult to find that J (t ) < +∞ for any t , J (t ) is measurable and
takes values in positive integers. With these definitions we have
L(r (t ), r˙ (t ))≥ Ls(r (t ), r˙ (t ),w J (t))+S(r (t ),w J (t))−ǫ/T. (2.18)
9With w J (t) := {w J (t)1 ,w J (t)2 , . . . ,w J (t)D }, define the occupationmeasure ν̂
ν̂(dt , i )=w J (t)
i
dt , i ∈ {1,2, · · · ,D}.
Then ν̂ ∈ML[0,T ], nν̂(t , i )=w J (t)i and∫T
0
L(r (t ), r˙ (t ))dt
≥
∫T
0
Ls(r (t ), r˙ (t ),nν̂(t , ·))+S(r (t ),nν̂(t , ·))dt −ǫ
≥ inf
nν∈ML[0,T ]
∫T
0
Ls(r (t ), r˙ (t ),nν(t , ·))+S(r (t ),nν(t , ·))dt −ǫ
The proof is completed. 
By Lemma 2.6, we have
I (r )= inf
ν∈ML[0,T ]
(Is(r ,ν)+ I f (r ,ν))
= inf
nν∈ML[0,T ]
∫T
0
Ls(r (t ), r˙ (t ),nν(t , ·))+S(r (t ),nν(t , ·))dt
=
∫T
0
L(r (t ), r˙ (t ))dt . (2.19)
Lemma 2.7. L(r ,β) is convex in β .
Proof. By Lemma A.3,
L(z ,β)= inf
w∈∆D
{
Ls(z ,β,w )+S(z ,w)
}
= inf
w∈∆D
sup
p∈Rd
(〈p ,β〉−Hs(z ,p ,w)+S(z ,w ))
= sup
p∈Rd
inf
w∈∆D
(〈p ,β〉−Hs(z ,p ,w)+S(z ,w )).
It is easy to see that infw∈∆D (〈p ,β〉 −Hs(z ,p ,w )+ S(z ,w )) is linear in β,
thus L(r ,β) is convex in β according to Lemma A.2. 
It is well-known that the Lagrangian Ls does not have a closed form for
the standard chemical reaction kinetic system, instead it is more conve-
nient to investigate its dual Hamiltonian Hs by Legendre-Fenchel trans-
form. The explicit form of theHamiltonian is important for the numerics
to study the rare events in systems biology [15]. With similar idea, we
10
have
H(z ,p)= sup
β∈Rd
(〈p ,β〉−L(z ,β))
= sup
β∈Rd
(
〈p ,β〉− inf
w∈∆D
{
Ls(z ,β,w )+S(z ,w )
})
= sup
β∈Rd
sup
w∈∆D
(
〈p,β〉−Ls(z ,β,w)−S(z ,w)
)
= sup
w∈∆D
sup
β∈Rd
(〈p,β〉−Ls(z ,β,w)−S(z ,w))
= sup
w∈∆D
(Hs(z ,p ,w )−S(z ,w )). (2.20)
A consequence about H from its definition is that H is convex with re-
spect to p from the convexity of L and the Legendre-Fenchel transform
[9]. Furthermore if the matrixQ = (qi j )D×D is symmetrizable, S(z ,w ) has
an explicit expression [3]
S(z ,w )= 1
2
∑
i
∑
j 6=i
[√
wiqi j (z)−
√
w j q j i (z)
]2
. (2.21)
2.2. Application to the genetic switching model. The formula (2.20) has
a nice application in the genetic switching model introduced before. In
this model, we have d = 2,D = 2 and S = 4. By parameters shown in (1.4)
and Table 1, we have
Hs(z ,p ,w)= b−1w1(ep1−1)+ A(z1,z2,p1,p2), (2.22)
where z = (z1,z2),p = (p1,p2),w = (w0,w1) (here we utilize the notation
w = (w0,w1) instead of w = (w1,w2) as mentioned in the introduction
since there is only onemolecule of DNA) and A(z1,z2,p1,p2)= γz1(e−p1−
1)+γbz1(ep2−1)+ z2(e−p2−1). We also have
S(z ,w )=
(√
w0 f (z2)−
√
w1g (z2)
)2
.
Applying (2.20) with the constraintsw0+w1 = 1 andw0,w1 ≥ 0, we obtain
the final Hamiltonian
H(z ,p)= b−1s(ep1−1)−
(√
(1− s) f (z2)−
√
sg (z2)
)2
+ A(z1,z2,p1,p2),
(2.23)
where
s = 1
2
+ s1
2
√
s21+4
, s1 =
b−1(ep1−1)+ f (z2)− g (z2)√
f (z2)g (z2)
.
11
It is instructive to compare this Hamiltonian with that obtained via
WKB asymptotics. In [1], another form of the Hamiltonian for this sys-
tem is given via WKB asymptotics:
H˜ (z ,p)= A+ g (z2)−1[A+b−1(ep1−1)][ f (z2)− A], (2.24)
where A = A(z1,z2,p1,p2). The relation between the Hamiltonian H˜ and
H is not clear so far. But one crucial difference is that H is convex with
respect to the momentum variable p from the form (2.20), while H˜ is
not. It turns out this property is crucial for the numerical computations,
especially for computing the transition path in geometric minimum ac-
tionmethod (gMAM) [15]. It is also interesting to observe that the quasi-
potential S(z1,z2) obtained from
H(z ,∇S)= 0 or H˜(z ,∇S)= 0
is the same even H and H˜ are so different [21]. It can be also verified
that H is not the convex hull of H˜ with respect to p . From the Hamilton-
Jacobin theory, one may speculate that these two Hamiltonians are con-
nected through some canonical transformation. But it is only a plausible
answer which is difficult to be verified even for this concrete example.
As the large deviation results give the sharpest characterization of the
considered two-scale chemical kinetic system, we can obtain the deter-
ministic mean field ODEs and the chemical Langevin approximation for
the system based on the large deviations [5], which corresponds to the
law of large numbers (LLN) and the central limit theorem (CLT) for the
process. Taking advantage of (2.23), we get
∂H
∂p1
∣∣∣
p=0
= b
−1 f (z2)
f (z2)+ g (z2)
−γz1,
∂H
∂p2
∣∣∣
p=0
= γbz1− z2. (2.25)
Themean field ODEs defined by
dz1
dt
= ∂H
∂p1
∣∣∣
p=0
and
dz2
dt
= ∂H
∂p2
∣∣∣
p=0
(2.26)
are exactly (1.6).
Furthermore, we have
∂2H
∂p21
∣∣∣
p=0
= b
−1 f (z2)
f (z2)+ g (z2)
+ 2b
−2 f (z2)g (z2)
( f (z2)+ g (z2))3
+γz1,
∂2H
∂p22
∣∣∣
p=0
= γbz1+ z2.
12
This naturally leads to the following chemical Langevin approximation
dz1
dt
=
[
b−1 f
f + g −γz1
]
dt + 1p
n
[√
b−1 f
f + g +
2b−2 f g
( f + g )3dB
1
t −
p
γz1dB
2
t
]
,
dz2
dt
= [γbz1− z2]dt + 1p
n
[√
γbz1dB
3
t −
p
z2dB
4
t
]
, (2.27)
where f ,g are abbreviations of functions f (z2) and g (z2), and B
i
t (i =
1,. . . ,4) are independent standard Brownian motions. It is instructive to
compare (2.27) with a granted formulation by naively transplanting the
Langevin approximation from the simple large volume limit [14], where
the equation for z1 reads
dz1
dt
=
[
b−1 f
f + g −γz1
]
dt + 1p
n
[√
b−1 f
f + g dB
1
t −
p
γz1dB
2
t
]
, (2.28)
and the equation for z2 is the same. It is remarkable that the Eq. (2.27) has
an additional term related to the noise dB1t . This additional fluctuation
is induced by the fast switching of DNA states. Similar situation will also
occur whenwe derive the chemical Langevin equations for enzymatic re-
actions, whereas we should take the fluctuation effect of the fast switch-
ing into consideration if the considered scaling is in our regime. However,
this point does not seem to be paidmuch attention in previous research.
Similar situation is further discussed in [19].
2.3. A useful property of the Hamiltonian H . The Hamiltonian H(z ,p)
has some nice properties which can be utilized to simplify the computa-
tions in many cases. Assuming that Q = (qi j )D×D is symmetrizable, ac-
cording to (2.20), we have
H(z ,p)= sup
w∈∆D
h(z ,p ,w ),
where
h(z ,p ,w)=Hs(z ,p ,w )−S(z ,w )
=
d∑
i=1
D∑
j=1
λi (z , j )w j (e
〈p ,ui 〉 −1)
− 1
2
∑
i
∑
j 6=i
[√
wiqi j (z)−
√
w j q j i (z)
]2
.
We will show that the supremum of h in ∆D can be only taken in the
interior ∆◦D of ∆D . To do this, we first note that h is continuous in ∆D
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and differentiable in ∆◦D . For any wb ∈ ∂(∆D ), define v = c0−wb where
c0 = (1,1, . . . ,1)/D is the center of ∆D . It is easy to check that
lim
t→0+
1
t
(
h(z ,p ,wb + tv)−h(z ,p ,wb)
)
=+∞. (2.29)
This means that the supremum of h can not be taken in ∂(∆D ). Further-
more, since h is strictly concave in w , there exists only one point w∗ in
∆
◦
D , such that
w
∗ = argsup
w∈∆D
h(z ,p ,w ).
An important consequence of this fact is that we can get the derivative
∂H(z ,p)
∂p
= dh(z ,p ,w
∗(p))
dp
= ∂h(z ,p ,w
∗)
∂p
+ ∂h
∂w
∣∣∣
w=w∗
∂w∗(p)
∂p
= ∂Hs(z ,p ,w
∗)
∂p
.
This is very useful to simplify the derivations when utilizing the gMAM
algorithm [15] to explore the transition paths.
3. PROOF OF THEOREM 2.4
Wewill mainly follow the framework in [20, 26] tomake the proof. First
we prove the upper bound and then the lower bound.
3.1. Upper Bound. The proof of upper bound (2.3) is standard in some
sense. It is difficult to estimate the probability of (zn ,νn) ∈ F directly. We
proceedwith the following steps. Firstly, we approximate zn by z˜n , where
z˜n is an absolutely continuous path. Secondly, for a given compact set,
we can get an upper bound for (z˜n ,νn). Thirdly, we prove that after ex-
cluding a set of exponentially small probability, z˜n and νn stay in com-
pact sets, which means that z˜n and νn are exponentially tight sequence.
And finally, we get the desired result by combing the previous steps with
further estimates.
Before proceeding to the proof, let us denote Cd [0,T ] the collection of
all continuous functions of t ∈ [0,T ] with values in Rd . Define the sup-
norm for any r , r˜ ∈Cd [0,T ]
ρ(1)c (r , r˜ ) := sup
0≤t≤T
‖r (t )− r˜ (t )‖.
We have that (Cd [0,T ],ρ(1)c ) is a Polish space. The metric ρ
(1)
c is stronger
than ρ(1) on Dd [0,T ]. As a consequence, every open set in (Dd [0,T ],ρ(1))
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is also open in (Dd [0,T ],ρ(1)c ). And if K is compact in (C
d [0,T ],ρ(1)c ), it is
also compact in (Dd [0,T ],ρ(1)c ) and in (D
d [0,T ],ρ(1)).
To construct the approximation of zn , we subdivide the time interval
[0,T ] inton pieces with nodes tn
j
= T j/n, j = 0,1, · · · ,n. Define the piece-
wise linear interpolation z˜n(t ) of zn(t ) as
z˜n(t )= (1−γ j (t ))zn(tnj )+γ j (t )zn(tnj+1), t ∈ [tnj , tnj+1], (3.1)
where γ j (t )= (t − t j )n/T ∈ [0,1].
We have the important characterization that z˜n is exponentially equiv-
alent to zn .
Lemma 3.1. For each δ> 0,
limsup
n→∞
1
n
logP(ρ(1)(zn , z˜n)> δ)=−∞. (3.2)
The proof of Lemma 3.1 is left in the Appendix.
For given compact sets inCd[0,T ], the following quasi-LDPupper bound
for (z˜n ,νn) holds.
Lemma 3.2. Fix step functions θ(t ) ∈Rd andα(t ) ∈RD . For any δ> 0 and
compact setsK ∈Cd [0,T ] and S ∈ML[0,T ], we have
limsup
n→∞
1
n
logP((z˜n ,νn) ∈K ×S )≤− inf
(r ,ν)∈K ×S
(
I δs (r ,ν,θ)+ I δf (r ,ν,α)
)
,
(3.3)
where
I δs (r ,ν,θ)=
{ ∫T
0 L
δ
s (r (t ), r˙ ,nν(t , ·),θ(t ))dt , dr (t )= r˙ (t )dt ,
∞, otherwise, (3.4)
Lδs (z ,β,w ,p)=
〈
β,p
〉−Hδs (z ,p ,w), (3.5)
Hδs (z ,p ,w)= sup
|x−z |<δ
Hs
(
x ,p ,w
)
, (3.6)
and
I δf (r ,ν,α)=
∫T
0
Sδ(r (t ),nν(t , ·),α(t ))dt , (3.7)
Sδ(z ,w ,σ)=− sup
|x−z |<δ
D∑
i , j=1
wiqi j (z)
(
e〈σ,e i j 〉 −1
)
. (3.8)
Before the proofwe remark thatHδs (z ,p ,w ) and L
δ
s (z ,β,w ,p) aremono-
tonically increasing anddecreasing functions ofδ, respectively. Sδ(z ,w ,σ)
is a monotonically decreasing function of δ. Correspondingly, I δs (r ,ν,θ)
and I δ
f
(r ,ν,α) are decreasing functionals of δ.
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Proof. We only need to consider absolutely continuous functions r on
the right hand side of Eq. (3.3) since I δs (r ,ν,θ)+I δf (r ,ν,α)=∞ otherwise.
For any r and ν, define the sum
Jn(r ,θ,ν,α)=
n−1∑
j=0
(〈
r (tnj+1)−r (tnj ),θ(tnj )
〉
−
∫tn
j+1
tn
j
Hδs
(
r (tnj ),θ(t
n
j ),nν(t , ·)
)
dt +
∫tn
j+1
tn
j
Sδ(r (tnj ),nν(t , ·),α(tnj ))dt
)
.
(3.9)
By Corollary A.8 in Appendix, we have
limsup
n→∞
1
n
logEexp(nJn(z˜n ,θ,νn ,α))≤ 0. (3.10)
For (z˜n ,νn) ∈K ×S , it is obvious that
Jn(z˜n ,θ,νn ,α)− inf
(r ,v)∈K ×S
Jn(r ,θ,ν,α)≥ 0. (3.11)
So we have
exp
(
Jn(z˜n ,θ,νn ,α)− inf
(r ,ν)∈K ×S
Jn(r ,θ,ν,α)
)
≥ 1
and
P((z˜n ,νn) ∈K ×S )
≤ Eexp
{
n
[
Jn(z˜n ,θ,νn ,α)− inf
(r ,ν)∈K ×S
Jn(r ,θ,ν,α)
]}
.
Combining this with (3.10), we get
limsup
n→∞
1
n
logP((z˜n ,νn) ∈K ×S )≤− liminf
n→∞
(
inf
(r ,ν)∈K ×S
Jn(r ,θ,ν,α)
)
.
(3.12)
We now represent the sum on the right hand side of (3.12) as an inte-
gral. SinceK is compact, the absolutely continuous functions r ∈K are
thus uniformly bounded. Let V be a compact set in Rd such that{
z : z = r (t ) for some r ∈K and t ∈ [0,T ]}⊂V.
For step function θ, let us investigate an interval in which θ takes con-
stant value θ0, say, the interval [0,τ] without loss of generality. Then
n−1∑
j=0
χ{tn
j+1Éτ}
〈
r (tnj+1)−r (tnj ),θ0
〉
=
∫τ
0
〈r˙ ,θ0〉dt +ǫn ,
where the error ǫn takes into account the fact that τmay not match any
of tn
j
. It goes to zero uniformly for r ∈K when n goes to infinity from the
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bound
|ǫn | ≤
2T
n
|θ0|sup
z∈V
|z |.
Now Hδs (z ,p ,w ) is continuous in z , p and w from the continuity of Hs
on x ,p and w and the boundedness of λi , θ and nν(t , ·) in the current
setting. So we have∣∣∣Hδs (r (tnj ),θ(tnj ),nν(t , ·))−Hδs (r (t ),θ(tnj ),nν(t , ·))∣∣∣ , tnj ≤ t ≤ tnj+1
goes to zero uniformly in j for r ∈ K and ν ∈ S by equi-continuity.
Therefore,
n−1∑
j=0
χ{tn
j+1Éτ}
∫tn
j+1
tn
j
Hδs
(
r (tnj ),θ(t
n
j ),nν(t , ·)
)
dt
=
∫τ
0
Hδs
(
r (t ),θ(tnj ),nν(t , ·)
)
dt +ǫn ,
with ǫn converging to zero uniformly in (r ,ν) ∈K ×S .
Similarly we can estimate for the part Sδ(r (tn
j
),nν(t , ·),α(tnj )) and re-
peat the argument on the finite number of intervals on which θ and α
are constants. Thanks to the uniformity in (r ,ν) ∈K ×S , we obtain
liminf
n→∞
(
inf
(r ,ν)∈K ×S
Jn(r ,θ,ν,α)
)
= inf
(r ,ν)∈K ×S
(I δs (r ,ν,θ)+ I δf (r ,ν,α)).
Together with (3.12), the proof is completed. 
Next we show the exponential tightness of the sequence (z˜n ,νn). De-
fine the modulus of continuity of a continuous function z as
Vδ(z)= sup
{‖z(t )− z(s)‖ : 0≤ s ≤ t ≤ T, |t − s| < δ} (3.13)
and the set
K (M)=
∞⋂
m=M
{
z ∈Cd [0,T ] : z(0)= z0,V2−m (z)≤
1
logm
}
(3.14)
for any fixedM ∈N.
Lemma 3.3 (Exponential tightness for z˜n). For each B > 0, there is a com-
pact set K ⊂Cd [0,T ] such that
limsup
n→∞
1
n
logP(z˜n ∉K )≤−B.
Proof. For any fixed M ∈ N, it is not difficult to see that the set K (M) is
closed and the functions in K (M) are equicontinuous. Thus K (M) is
compact by the Arzela-Ascoli theorem. If 2−m < T /n, we have
V2−m−1 (z˜n)=
1
2
V2−m (z˜n)
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since z˜n is piecewise linear. Therefore, to check whether z˜n is in K (M),
we only need to consider a finite intersection, for values ofm up to
M(n)=max
{
M ,
⌈
log(n/T )
log2
⌉}
.
Using Corollary A.6 in Appendix, we have for any n withM(n)>M ,
P(z˜n ∉K (M)) ≤
M(n)∑
m=M
P
(
V2−m (z˜n)>
1
logm
)
≤
M(n)∑
m=M
n−1∑
j=0
P
(
sup
0≤t≤2−m
|zn(tnj + t )− zn(tnj )| >
1
logM
)
≤ nM(n) ·2d exp
(
−n c1
logM
log
(
2Mc2
logM
))
for positive constants c1 and c2. Thus
limsup
n→∞
1
n
logP(z˜n ∉K (M))≤−c
M
logM
for some positive constant c whenM≫ 1. 
Lemma 3.4. Themeasure spaceML[0,T ] is compact.
Proof. Since [0,T ]×{1,2, . . . ,D} is compact,ML[0,T ] is tight. By Prohorov’s
theorem, ML[0,T ] is relatively compact. Let ν be the limit of any con-
verging sequence {νm} in ML[0,T ]. Since
∑D
i=1νm(dt , i ) = dt for all m,
we have
∑D
i=1ν(dt , i ) = dt and thus ν(dt , i )≪ dt . So ν also belongs to
ML[0,T ]. This proves thatML[0,T ] is compact. 
The straightforward consequence of Lemma 3.4 is that νn is also expo-
nentially tight.
Define the quasi-rate functionals for slowand fast variables correspond-
ing to Is and I f in Theorem 2.2
I δs (r ,ν)=
{ ∫T
0 L
δ
s (r (t ), r˙ (t ),nν(t , ·))dt , dr (t )= r˙ (t )dt ,
∞, otherwise, (3.15)
Lδs (z ,β,w )= sup
p∈Rd
Lδs (z ,β,w ,p), (3.16)
and
I δf (r ,ν)=
∫T
0
Sδ(r (t ),nν(t , ·))dt , (3.17)
Sδ(z ,w)= sup
σ∈RD
Sδ(z ,w ,σ). (3.18)
The definitions of Lδs (z ,β,w ,p) and S
δ(z ,w ,σ) are referred to (3.5) and
(3.8). We have the following approximation lemmas.
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Lemma 3.5. For any ǫ> 0, the absolutely continuous function r ∈Cd [0,T ]
and ν ∈ML[0,T ], there exists neighborhood Nr ,ν ∈ Cd [0,T ]×ML[0,T ] of
(r ,ν), step functions θrν ⊂Rd andαrν ⊂RD , such that for any q ∈Nr and
µ ∈Nν which are both absolutely continuous, we have
I δs (q ,µ,θrν)+ I δf (q ,µ,αrν)≥ I δs (r ,ν)+ I δf (r ,ν)−ǫ.
Lemma 3.6. For any pair (r ,ν) ∈Cd [0,T ]×ML[0,T ] and M0 > 0, if r is not
absolutely continuous, there exists neighborhoodNr ,ν ∈Cd [0,T ]×ML[0,T ]
of (r ,ν) and step functionsθrν ∈Rd andαrν ∈RD , such that for any (q ,µ) ∈
Nr ,ν, we have
I δs (q ,µ,θrν)+ I δf (q ,µ,αrν)≥M0.
The Lemmas 3.5 and 3.6 are direct consequences of Lemmas A.10 and
A.11 in the appendix.
Simply denote the product metric ρ(1) ×ρ(2) on Dd [0,T ]×ML[0,T ] as
d(·, ·) and define the sets
Φ(K )=
{
(r ,ν) ∈Dd [0,T ]×ML[0,T ] : Is(r ,ν)+ I f (r ,ν)≤K
}
(3.19)
and
Φ
δ(K )=
{
(r ,ν) ∈Dd [0,T ]×ML[0,T ] : I δs (r ,ν)+ I δf (r ,ν)≤K
}
. (3.20)
We have the following characterization forΦ(K ) andΦδ(K ).
Lemma 3.7. For any K > 0, the level setsΦ(K ) andΦδ(K ) defined in (3.19)
and (3.20) are compact sets.
Proof. By Lemma 3.4,ML[0,T ] is a compact set. By Lemma A.9, the func-
tions r ∈ Φ(K ) are equicontinuous. Combining with the fact that r (0) =
z
0, we have thatΦ(K ) is pre-compact. By LemmaA.10, Is(r ,ν)+I f (r ,ν) is
lower semicontinuous. Consequently, Φ(K ) is closed and thus compact.
The proof for Φδ(K ) is similar. 
Proposition 3.8. For each K > 0, δ> 0 and ǫ> 0,
limsup
n→∞
1
n
logP
(
d
(
(z˜n ,νn),Φ
δ(K )
)
> ǫ
)
≤−(K −ǫ).
Proof. From the exponential tightness, we can find a compact set K N ∈
Cd [0,T ] for each N > 0 such that
limsup
n→∞
1
n
logP(z˜n ∉K N )≤−N .
Define the set
K
N ,ǫ =
{
(r ,ν) ∈Cd [0,T ]×ML[0,T ] : d
(
(r ,ν),Φδ(K )
)
> ǫ
}
∩(K N×ML[0,T ]).
19
For any (r ,ν) ∈K N ,ǫ, we can find the neighborhood Nr ,ν either satisfy-
ing Lemma 3.5 if r is absolutely continuous, or satisfying Lemma 3.6 if
r is not absolutely continuous. This forms a covering of K N ,ǫ. By com-
pactness, we can choose a finite subcover {Nr i ,ν j }i , j for K
N ,ǫ. Define
Ki j =Nr i ,ν j ∩K N ,ǫ.
Applying Lemma 3.2, Lemma 3.5, Lemma 3.6 and letting M0 in Lemma
3.6 larger than K , we have for any i , j ,
limsup
n→∞
1
n
logP((z˜n ,νn) ∈Ki j )≤− (K −ǫ) .
Then we have
limsup
n→∞
1
n
logP
(
d
(
(z˜n ,νn),Φ
δ(K )
)
> ǫ
)
≤ limsup
n→∞
1
n
log
[
P(z˜n ∉K N )+
∑
i , j
P((z˜n ,νn) ∈Ki j )
]
≤−min{N ,K −ǫ} .
ChoosingN large enough, we complete the proof. 
We are now ready to establish the upper bound.
Lemma 3.9. Given K > 0 and ǫ> 0, there exist δ> 0 such that
Φ
δ(K −ǫ)⊂ {(r ,ν) : d((r ,ν),Φ(K ))≤ ǫ}.
Proof. Prove by contradiction. If the claim is false, we can choose
δi ↓ 0, (r i ,νi ) ∈Φδi (K −ǫ), i = 1,2, · · ·
such that
d((r i ,νi ),Φ(K ))≥ ǫ, ∀i . (3.21)
By definition of I δs (r ,ν) and I
δ
f
(r ,ν), we have themonotonicity I δs (r ,ν)≤
I δ
′
s (r ,ν) and I
δ
f
(r ,ν) ≤ I δ′
f
(r ,ν) when δ ≥ δ′ ≥ 0. Thus the sets Φδi (K − ǫ)
are monotonically decreasing as δi ↓ 0, and (r i ,νi ) are contained in the
set Φδ1(K − ǫ) which is compact by Lemma 3.7. So there exists a subse-
quence converging to (r 0,ν0). With LemmaA.10 in the Appendixwe have
for each j
I
δ j
s (r 0,ν0)+ I
δ j
f
(r 0,ν0) ≤ liminf
i→∞
(
I
δ j
s (r i ,νi )+ I
δ j
f
(r i ,νi )
)
≤ liminf
i→∞
(
I
δi
s (r i ,νi )+ I δif (r i ,νi )
)
≤ K −ǫ.
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Themonotone convergence theorem gives
Is(r 0,ν0)+ I f (r 0,ν0) = lim
j→∞
I
δ j
s (r 0,ν0)+ I
δ j
f
(r 0,ν0)
≤ K −ǫ.
So (r 0,ν0) ∈ Φ(K ). For sufficiently large i , d((r 0,ν0), (r i ,νi )) ≤ ǫ. This
contradicts with (3.21). 
Theorem 3.10. For each closed set F ⊂Dd [0,T ]×ML[0,T ],
limsup
n→∞
1
n
logP((zn ,νn) ∈ F )≤− inf
(r ,ν)∈F
(
Is(r ,ν)+ I f (r ,ν)
)
.
Proof. Suppose inf(r ,ν)∈F
(
Is(r ,ν)+ I f (r ,ν)
)=K <∞. Since F andΦ(K−ǫ)
are both closed sets, we assume the distance between them is η0 > 0. For
any η≤ η0,
P((zn ,νn) ∈ F )
≤ P
(
d ((z˜n ,νn),F )≤
η
2
)
+P
(
d(z˜n ,νn), (zn ,νn))≥
η
2
)
≤ P
(
d ((z˜n ,νn),Φ(K −ǫ))≥
η
2
)
+P
(
ρ(1)((z˜n ,zn)≥
η
2
)
(3.22)
By Lemma 3.9, we can choose δ and η small enough such that
d
(
(z˜n ,νn),Φ(K −ǫ)
)≥ η
2
implies d
(
(z˜n ,νn),Φ
δ(K −ǫ−η/4)
)
≥ η
4
.
From Proposition 3.8 we have
limsup
n→∞
1
n
logP
(
d ((z˜n ,νn),Φ(K −ǫ))≥
η
2
)
≤ limsup
n→∞
1
n
logP
(
d
(
(z˜n ,νn),Φ
δ(K −ǫ−η/4)
)
≥ η
4
)
≤ −(K −ǫ−η/2). (3.23)
Combining (3.22), (3.23) and Lemma 3.1 for δ= η/4, we obtain
limsup
n→∞
1
n
logP((zn ,νn) ∈ F )≤−(K −ǫ−η/2).
The case for
inf
(r ,ν)∈F
(
Is(r ,ν)+ I f (r ,ν)
)=∞
can be established similarly by choosing K arbitrarily large. 
21
3.2. Lower bound. The proof of the lower bound is based on the change
of measure formula. From [5], it suffices to prove that for any (r ,ν) ∈
Dd [0,T ]×ML[0,T ] and arbitrarily small ǫ> 0 we have
liminf
n→∞
1
n
logP (zn ∈Nǫ(r ),νn ∈Nǫ(ν))≥−
(
Is(r ,ν)+ I f (r ,ν)
)
, (3.24)
where Nǫ(r ) is the ǫ-neighborhood of r in D
d [0,T ] with metric ρ(1), and
Nǫ(ν) is the ǫ-neighborhood of ν in ML[0,T ] with metric ρ
(2). For given
r ∈ Dd [0,T ] and ν ∈ML[0,T ], if r is not absolutely continuous, Is(r ,ν)+
I f (r ,ν)=∞, thus nothing needs to be proved. Below we will exclude this
case. For convenience, we further assume that nν(t , i ) is continuous in t ,
and the case that nν(t , i ) is not continuous will be discussed in Theorem
3.17 in this section. To prove the lower bound, we perform the following
steps. Firstly, we approximate r by a piecewise linear path y , and the
occupation measure ν by π ∈ ML[0,T ] with nπ(t , ·) piecewise constant
in t . Secondly, we construct new processes z¯n and ξ¯n with occupation
measure ν¯n such that
P− lim
n→∞ρ
(1)
c (z¯n , y)= 0, P− limn→∞ρ
(2)(ν¯n ,π)= 0, (3.25)
where the notation P− limmeans the convergence in probability. More-
over, we ask z¯n and the jump rates of ξ¯n satisfy the conditions required
by Lemmas 3.11 and 3.12. Finally, based on the change of measure for-
mula related to (zn ,ξn) and (z¯n , ξ¯n), we get the limit and the proof is then
finished.
As promised in the above procedure, we approximate r by a path y
first. For a given J , define ∆ = T /J and let tm = m∆. On each interval
[tm , tm+1], define∆r m = r (tm+1)−r (tm). Takeµm = {µmi , i = 1, . . . ,S} so as
to satisfy
S∑
i=1
µmi ui =
∆r m
∆
and µmi ≥ 0. (3.26)
If ∆r m are in the positive cone generated by the {ui } for all m, such a
choice of µm is possible. If at least one of ∆r m is not in the positive
cone generated by the {ui } , it is easy to check that for all ν ∈ M[0,T ],
Is(r ,ν) =+∞ (see the Remark of Lemma 5.21 in [26]) and nothing needs
to be proved.
Now we construct the piecewise linear interpolation y of r such that
y(t0)= r (t0) and in each time interval [tm , tm+1]
d
dt
y(t )=
S∑
i=1
µmi ui . (3.27)
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Thus y(tm) = r (tm) for each m. For any ǫ > 0, we can choose J large
enough such that
ρ(1)c (y ,r )< ǫ/4.
Define the sets
S =
{
(η,ψ)
∣∣η= (ηi j )D×D , ηi j > 0; ψ ∈∆D ; D∑
i=1
ψi
D∑
j=1
ηi j e i j = 0
}
(3.28)
and
Kβ =
{
µ ∈RS :µi ≥ 0,
S∑
i=1
µiui =β
}
. (3.29)
We remark that the sets S and Kβ here have nothing to do with the def-
initions in the proof of upper bound.
Lemma 3.11. For any ǫ > 0 and large enough J, there exists a further
subdivision of time interval [tm , tm+1] for each m ∈ {0,1, · · · , J − 1} (i.e.,
tm = tm0 < tm1 < ·· · < tmKm = tm+1) and related (ηmk ,ψmk ) ∈ S (m =
0,1, · · · , J −1;k = 0,1, · · · ,Km−1), such that
J−1∑
m=0
Km−1∑
k=0
∫tm,k+1
tmk
D∑
i=1
ψmki
D∑
j=1
(
ηmki j log
ηmk
i j
qi j (y(t ))
+qi j (y(t ))−ηmki j
)
dt
≤ I f (r ,ν)+ǫ.
and
‖ψmk −nν(t , ·)‖ < ǫ/(4DT ) (3.30)
for all t ∈ [tmk , tm,k+1), k = 0,1, · · · ,Km −1 andm = 0,1, · · · , J −1.
The proof of Lemma 3.11 can be found in the Appendix.
We then define the measure π ∈ML[0,T ] such that π(dt , i )= nπ(t , i )dt
and
nπ(t , i ) :=ψmki , t ∈ [tmk , tm,k+1)
for m = 0,1, · · · , J − 1 and k = 0,1, · · · ,Km − 1. With this choice nπ(t , ·) is
piecewise constant and
ρ(2)(π,ν)< ǫ/4.
We take the frequently used notationλπ
i
in later text as the expectation
of λi with respect to the distribution nπ
λπi (y(s))=
D∑
j=1
λi (y(s), j )nπ(s, j ). (3.31)
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Lemma 3.12. For any ǫ> 0 and large enough J, define βm =∆rm/∆, then
there exists µm ∈Kβm such that
J−1∑
m=0
∫tm+1
tm
S∑
i=1
(
λπi (y(t ))−µmi +µmi log
µm
i
λπ
i
(y(t ))
)
dt
≤ Is(r ,ν)+ǫ.
The proof of Lemma 3.12 can be found in the Appendix.
With the constructedmatrices {ηmk } in Lemma3.11, we define the pro-
cess ξ¯n with jump rate nηi j (t ) where ηi j (t )= ηmki j , t ∈ [tmk , tm,k+1). Simi-
larly, we take µm constructed from Lemma 3.12 and define z¯n with jump
rate
nµi (t )
λi (z¯n(t ), ξ¯n(t ))
λπ
i
(y(t ))
for its i th component, where µi (t ) is piecewise constant and µi (t ) = µmi
for t ∈ [tm , tm+1).
We have the following convergence result for the constructed approxi-
mations for π and y .
Lemma 3.13. Convergence of the approximation ν¯n
P− lim
n→∞ρ
(2)(ν¯n ,π)= 0.
Lemma 3.14. Convergence of the approximation z¯n
P− lim
n→∞ρ
(1)
c (z¯
n , y)= 0.
The proof of Lemmas 3.13, 3.14 will be given in the Appendix.
As we have finished the construction of z¯n and ξ¯n , we now perform the
change ofmeasure. DenoteQn and Q¯n the distributions of (zn(t ),ξn(t ))t≤T
and (z¯n(t ), ξ¯n(t ))t≤T , respectively. We have
dQn
dQ¯n
(z¯n , ξ¯n)
= exp
{
−
∫T
0
n
d∑
i=1
(
λi (z¯n(t ), ξ¯n(t ))−µi (t )
λi (z¯n(t ), ξ¯n(t ))
λπ
i
(y(t ))
)
dt
−
∫T
0
∑
i
log
µi (t
−)
λπ
i
(y(t−))
dY it −
∫T
0
n
D∑
i , j=1
(
qi j (z¯n(t ))−ηi j (t )
)
dt
−
∫T
0
∑
i , j
log
ηi j (t
−)
qi j (z¯n(t−))
dM
i j
t
}
:= eB(z¯n ,ξ¯n ), (3.32)
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where Y it is the counting process induced by z¯n(t ) that will increase by
one each time when a jump occurs in the ui direction and M
i j
t is the
counting process induced by ξ¯n(t ) that will increase by one each time
when a jump occurs from state i to state j . The next lemma shows that
the expectation of B(z¯n , ξ¯n) in the exponent becomes simple in the limit
n→∞.
Lemma 3.15.
lim
n→∞EQ¯n
∫T
0
λi (z¯n(t ), ξ¯n(t ))−µi (t )
λi (z¯n(t ), ξ¯n(t ))
λπ
i
(y(t ))
dt
=
J−1∑
m=0
∫tm+1
tm
λπi (y(t ))−µmi dt . (3.33)
lim
n→∞
1
n
EQ¯n
∫T
0
∑
i
log
µi (t
−)
λπ
i
(y(t ))
dY it
=
J−1∑
m=0
∫tm+1
tm
S∑
i=1
µmi log
µm
i
λπ
i
(y(t ))
dt . (3.34)
lim
n→∞
1
n
EQ¯n
∫T
0
∑
i , j
log
ηi j (t
−)
qi j (z¯n(t−))
dM
i j
t
=
J−1∑
m=0
Km−1∑
k=0
∫tm,k+1
tmk
D∑
i=1
nπ(t , i )
D∑
j=1
ηmki j log
ηmk
i j
qi j (y(t ))
dt . (3.35)
The proof of Lemma 3.15 is based on the ideas in proving Lemma 5.52
and Lemma 8.70 in [26].
Proof. Since µi (t ) is a step function and constant in [tm , tm+1), to prove
(3.33), we just need to prove for eachm
lim
n→∞EQ¯n
∫tm+1
tm
λi (z¯n(t ), ξ¯n(t ))−µmi
λi (z¯n(t ), ξ¯n(t ))
λπ
i
(y(t ))
dt
=
∫tm+1
tm
λπi (y(t ))−µmi dt . (3.36)
Define
Nǫ(y) := {z ∈Dd [0,T ] : ρ(1)c (z , y)≤ ǫ}.
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We have
EQ¯n
∫tm+1
tm
λi (z¯n(t ), ξ¯n(t ))−µmi
λi (z¯n(t ), ξ¯n(t ))
λπ
i
(y(t ))
dt
=EQ¯nχ{z¯n∈Nǫ(y)}
∫tm+1
tm
λi (z¯n(t ), ξ¯n(t ))−µmi
λi (z¯n(t ), ξ¯n(t ))
λπ
i
(y(t ))
dt
+EQ¯nχ{z¯n∉Nǫ(y)}
∫tm+1
tm
λi (z¯n(t ), ξ¯n(t ))−µmi
λi (z¯n(t ), ξ¯n(t ))
λπ
i
(y(t ))
dt . (3.37)
By Lemma 3.14, the second term on the right hand side of (3.37) tends to
zero as n→∞. Next let us estimate the first term.
By Assumption 2.3, we have∣∣∣∣∣λi (x ′, j )λπ
i
(x)
− λi (z , j )
λπ
i
(z)
∣∣∣∣∣≤
∣∣∣∣∣λi (x ′, j )λπ
i
(x)
− λi (x
′, j )
λπ
i
(z)
∣∣∣∣∣+
∣∣∣∣∣λi (x ′, j )−λi (z , j )λπ
i
(z)
∣∣∣∣∣
≤Λ3L‖x− z‖+ΛL‖x ′− z‖ (3.38)
for any z ,x ,x ′ ∈Rd , i ∈ {1, . . . ,S} and j ∈ {1,2 . . . ,D}.
Now take an integer N and divide [tm , tm+1] into L pieces. Define τl =
tm+l (tm+1− tm)/N for l = 0, . . . ,N . Since y is continuous in [0,T ], we can
choose N large enough such that
sup
t∈[τl ,τl+1]
‖y(t )− y(τl )‖ ≤ ǫ for any l ∈ {0, · · · ,N −1}.
By (2.1) and (3.38), we have
χ{z¯n∈Nǫ(y )}
∫tm+1
tm
λi (z¯n(t ), ξ¯n(t ))−µmi
λi (z¯n(t ), ξ¯n(t ))
λπ
i
(y(t ))
dt
≤χ{z¯n∈Nǫ(y )}
N−1∑
l=0
∫τl+1
τl
λi (y(τl ), ξ¯n(t ))−µmi
λi (y(τl ), ξ¯n(t ))
λπ
i
(y(τl ))
+Cǫdt ,
whereC = (2+2Λ+Λ3)L. So we have
lim
n→∞EQ¯n
∫tm+1
tm
λi (z¯n(t ), ξ¯n(t ))−µmi
λi (z¯n(t ), ξ¯n(t ))
λπ
i
(y(t ))
dt
≤
N−1∑
l=0
∫τl+1
τl
D∑
j=1
λi (y(τl ), j )nπ(t , j )−µmi +Cǫdt
≤
N−1∑
l=0
∫τl+1
τl
D∑
j=1
λi (y(t ), j )nπ(t , j )−µmi +C1ǫdt
=
∫tm+1
tm
λπi (y(t ))−µmi dt +C1(tm+1− tm)ǫ
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by ergodicity of the process ξ¯n , where C1 = (3+2Λ+Λ3)L. Similarly, we
can also obtain
lim
n→∞EQ¯n
∫tm+1
tm
λi (z¯n(t ), ξ¯n(t ))−µmi
λi (z¯n(t ), ξ¯n(t ))
λπ
i
(y(t ))
dt
≥
∫tm+1
tm
λπi (y(t ))−µmi dt −C1(tm+1− tm)ǫ.
So we finish the proof for (3.33).
To prove (3.34), we first assume that λi (x) are constant functions. In
[tm , tm+1), the number of jumps z¯n makes in each direction ui/n are in-
dependent Poisson random variables withmean nµm
i
(tm+1− tm). So
lim
n→∞
1
n
EQ¯n
∫tm+1
tm
∑
i
log
µi (t
−)
λπ
i
(y(t ))
dY it
=
∫tm+1
tm
S∑
i=1
µmi log
µm
i
λπ
i
(y(t ))
dt . (3.39)
For general λi , we can use the technique for proving (3.33) by dividing
the interval [tm , tm+1] into small pieces and approximating (3.34) by Rie-
mann sums.
For (3.35), again we first assume that qi j (x) are constant functions. In
[tmk , tm,k+1], the number of jumps ξ¯n makes in each direction ei j are in-
dependent Poisson randomvariableswithmeann·nπ(tmk , i )ηmki j (tm,k+1−
tmk). So
lim
n→∞
1
n
EQ¯n
∫tm,k+1
tmk
∑
i , j
log
ηi j (t
−)
qi j (z¯n(t−))
dM
i j
t
=
∫tm,k+1
tmk
D∑
i=1
nπ(t , i )
D∑
j=1
ηmki j log
ηmk
i j
qi j (y(t ))
dt . (3.40)
For general qi j , we consider separate cases
{
z¯n ∈Nǫ(y)
}
and
{
z¯n ∉N cǫ (y)
}
as in (3.37). Similar as proving (3.33), we can get the limit (3.35). 
Lemma 3.16. For given r ∈ Dd [0,T ] and ν ∈ ML[0,T ], assume that r is
absolutely continuous and nν(t , ·) is continuous in t . Then for arbitrarily
small ǫ> 0we have
liminf
n→∞
1
n
logP (zn ∈Nǫ(r ),νn ∈Nǫ(ν))≥−
(
Is(r ,ν)+ I f (r ,ν)
)
.
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Proof. By Eq. (3.32) and Jensen’s inequality, for any ǫ> 0
P (zn ∈Nǫ(r ),νn ∈Nǫ(ν))
≥P(zn ∈Nǫ/2(y),νn ∈Nǫ/2(π))
=EQ¯n
[
dQn
dQ¯n
(z¯n(t ), ξ¯n(t ))χ{z¯n∈Nǫ/2(y),ν¯n∈Nǫ/2(π)}
]
=EQ¯n
[
eB(z¯n ,ξ¯n )χ{z¯n∈Nǫ/2(y),ν¯n∈Nǫ/2(π)}
]
≥EQ¯n
[
χ{z¯n∈Nǫ/2(y ),ν¯n∈Nǫ/2(π)}
]
exp
{
EQ¯n
[
χ{z¯n∈Nǫ/2(y),ν¯n∈Nǫ/2(π)}B(z¯n , ξ¯n)
]
EQ¯n
[
χ{z¯n∈Nǫ/2(y),ν¯n∈Nǫ/2(π)}
] } .
(3.41)
By Lemmas 3.13 and 3.14, we know that
lim
n→∞EQ¯n
[
χ{z¯n∈Nǫ/2(y),ν¯n∈Nǫ/2(π)}
]
= 1. (3.42)
Thus, according to Lemma 3.15, (3.41) and (3.42), we have
liminf
n→∞
1
n
logP (zn ∈Nǫ(r ),νn ∈Nǫ(ν))
≥ liminf
n→∞
1
n
EQ¯n
[
χ{z¯n∈Nǫ/2(y),ν¯n∈Nǫ/2(π)}B(z¯n , ξ¯n)
]
=−
( J−1∑
m=0
∫tm+1
tm
S∑
i=1
(
λπi (y(t ))−µmi
)
dt
+
J−1∑
m=0
∫tm+1
tm
S∑
i=1
µmi log
µm
i
λπ
i
(y(t ))
dt
+
J−1∑
m=0
Km−1∑
k=0
∫tm,k+1
tmk
D∑
i=1
nπ(t , i )
D∑
j=1
(
ηmki j log
ηmk
i j
qi j (y(t ))
+qi j (y(t ))−ηmki j
)
dt
)
.
(3.43)
Combining Lemma 3.11, Lemma 3.12 and (3.43), we finish the proof. 
In the final theorem, we remove the continuity assumption on nν(t , ·)
to get the desired lower bound estimation.
Theorem 3.17. For given r ∈ Dd [0,T ] and ν ∈ML[0,T ], assume that r is
absolutely continuous, we have
liminf
n→∞
1
n
logP (zn ∈Nǫ(r ),νn ∈Nǫ(ν))≥−
(
Is(r ,ν)+ I f (r ,ν)
)
.
Proof. We can construct a sequence of measures ν(k) (k ≥ 1) such for
any k, nν(k) is continuous in t and ρ
(2)(ν,ν(k))→ 0. From Lemma A.10,
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Is(r ,ν)+ I f (r ,ν) is lower semi-continuous in ν. Thus, we can choose k0
large enough such that for any δ> 0 and ǫ> 0,
Is(r ,ν
(k0))+ I f (r ,ν(k0)))≥ Is(r ,ν)+ I f (r ,ν)−δ
and
ρ(2)(ν,ν(k0))< ǫ/2.
Thanks to Lemma 3.16, we have
liminf
n→∞
1
n
logP (zn ∈Nǫ(r ),νn ∈Nǫ(ν))
≥ liminf
n→∞
1
n
logP
(
zn ∈Nǫ(r ),νn ∈Nǫ/2(ν(k0))
)
≥ −
(
Is(r ,ν
(k0))+ I f (r ,ν(k0))
)
≥ −(Is(r ,ν)+ I f (r ,ν))−δ.
The proof is completed. 
3.3. Goodness of the rate functional. The rate functional Is(r ,ν)+I f (r ,ν)
is lower semicontinuous by Lemma A.10. The goodness of the rate func-
tional is a direct consequence of Lemma 3.7.
4. PROOF OF THEOREM 2.2
Now we prove Theorem 2.2 under the consideration r ∈W = (R+)d in-
stead of the whole space. The main clue of the proof is the same as the
proof of Theorem 2.4 except some technicalities to understand the be-
havior of jumps near the boundary ofW . We will only focus on the key
parts which is different from the proof of Theorem 2.4.
The difficulty in the proof of lower bound is that we can not use the
change of measure formula directly, since some of the jump rates may
diminish on the boundary. Mainly following [27], We overcome this issue
by carefully analyzing the boundary behavior of the dynamics .
Let a d-dimensional unit vector v := (1,1, · · · ,1)/
p
d and define the
shifting r δ(t ) = r (t )+ δv with δ > 0 a sufficiently small number. With
similar approach in proving Lemma 5.1 in [27], we can show that
limsup
δ→0+
(
Is(r δ,ν)+ I f (r δ,ν)
)≤ Is(r ,ν)+ I f (r ,ν). (4.1)
Next we will prove
liminf
n→∞
1
n
logP (zn ∈Nδ(r ),νn ∈Nδ(ν))≥−
(
Is(r ,ν)+ I f (r ,ν)
)
.
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Denote byVa(r ) themodulus of continuity of r with size a, and set η(a)=
max{Va(r ),a} so that η
−1(a) ≤ a. Now, fix δ and set tδ = η−1(δ/3). Then,
tδ ≤ δ/3 and for t ≤ tδ,
sup
0≤t≤tδ
‖r (0)+ t ·v −r (t )‖ ≤ tδ · ‖v‖+η(tδ)≤ 2δ/3.
Therefore, for 0<α< 1/6,
P (zn ∈Nδ(r ),νn ∈Nδ(ν))≥P
(
‖zn(t )−r (0)− t ·v‖ ≤αδ on t ∈ [0, tδ],
zn ∈Nδ(r ; [tδ,T ]);νn ∈Nδ(ν)
)
,
where Nδ(r ; [tδ,T ]) is the δ-neighborhood of r restricted on t ∈ [tδ,T ].
Now, on this time interval
sup
tδ≤t≤T
‖r (t )−r tδ(t )‖ ≤ δ/3
and,moreover,d(r tδ(t ),∂G)≥ tδ/
p
d . Therefore, for any functionu on t ∈
[tδ,T ], ‖u−r tδ‖ ≤ tδ/2
p
d implies that ‖u−r ‖≤ 5δ/6 and d(r tδ(t ),∂G)≥
tδ/2
p
d . Nowdefine Aδ theαδ-neighborhood of r0+tδv , i.e. Aδ:=Bαδ(r 0+
tδv) and let r
y
tδ
be the shift of r tδ such that r
y
tδ
(tδ)= y . Then,
P (zn ∈Nδ(r ),νn ∈Nδ(ν))≥
P
(
‖zn(t )−r (0)− t ·v‖ ≤αδ on t ∈ [0, tδ];νn ∈Nδ(ν; [0, tδ])
)
× inf
y∈Aδ
Py
(
zn ∈N tδ
2
p
d
(r
y
tδ
; [tδ,T ]);νn ∈Nδ(ν; [tδ,T ])
)
.
The first term satisfies a large deviation lower bound
liminf
n→∞
1
n
logP
(
‖zn(t )−r (0)− t ·v‖ ≤αδ on t ∈ [0, tδ];νn ∈Nδ(ν; [0, tδ])
)
≥−Ctδ (4.2)
by estimating the probability of a specific path zn lying in theαδ-neighbor-
hood of the curve r (0)+ tv . Because the paths in N tδ
2
p
d
(r
y
tδ
; [tδ,T ]) are
bounded away from the boundary uniformly for y ∈ Aδ, by Theorem3.17,
we have
liminf
n→∞
1
n
log inf
y∈Aδ
Py
(
zn ∈N tδ
2
p
d
(r
y
tδ
; [tδ,T ]);νn ∈Nǫ(ν; [tδ,T ])
)
≥ −
(
I
[tδ,T ]
s (r tδ ,ν)+ I
[tδ,T ]
f
(r tδ ,ν)
)
≥ −
(
Is(r tδ ,ν)+ I f (r tδ ,ν)
)
, (4.3)
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where I
[tδ,T ]
s (r tδ ,ν) and I
[tδ,T ]
f
(r tδ ,ν) are rate functionals defined on the
integration interval [tδ,T ]. According to (4.1), (4.2) and (4.3), we proved
the lower bound.
Next let us consider the upper bound. At first we note that since the
rates λi (z , j ) satisfies the linear growth condition
λi (z , j )≤C (1+‖z‖),
it is easy to show that
lim
K→∞
limsup
n→∞
1
n
logP( sup
0≤t≤T
‖zn(t )‖ >K )=−∞
by simple moment estimates and Doob’s martingale inequality. Conse-
quently, it suffices to prove the large deviation estimates for bounded sets
and we can assume λi (z , j ) are bounded.
We only need to recheck Lemma 3.9 and Lemma A.11, since the other
lemmas in upper bound estimates can be verified easily under the as-
sumption that λi (z , j ) are bounded. Thanks to Corollary 4.2 and Lemma
4.6 in [27], we can obtain that Lemma 3.9 and Lemma A.11 are also cor-
rect under Assumption 2.1. Thus the upper bound is also established.
The goodness of the rate functional trivially holds under Assumption
2.1. So we complete the proof of Theorem 2.2.
APPENDIX
Lemma A.1. Let { fα} be a collection of lower semi-continuous functions
on ametric space. Then the function f define by f (x)= supα fα(x) is lower
semicontinuous.
Lemma A.2. Let { fα} be a collection of convex functions on ametric space.
Then the function f define by f (x)= supα fα(x) is convex.
Lemma A.3. Let K (x, y) be a real-valued function, continuous in (x, y) on
Rd ×RD , convex in x for each y, and concave in y for each x. Let two
non-empty closed convex sets U and V be given, at least one of which is
bounded. Then
inf
x∈U
sup
y∈V
K (x, y)= sup
y∈V
inf
x∈U
K (x, y).
The proof of Lemma A.3 may be referred to Corollary 37.3.2 of [24].
A.1. Part 1. Proof of lemmas related to the upper bound estimate.
Lemma A.4. Let z(t ) ∈ Rd be any measurable process for t ∈ [0,T ]. Sup-
pose there exist numbers a and δ such that for each p ∈Rd with ‖p‖ = 1,
P
(
sup
0≤t≤T
〈z(t ),p〉 ≥ a
)
≤ δ.
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Then
P
(
sup
0≤t≤T
‖z(t )‖ ≥ a
p
d
)
≤ 2dδ.
Proof. It is not difficult to find that
{
sup
0≤t≤T
‖z(t )‖ ≥ a
p
d
}
⊂
2d⋃
i=1
{
sup
0≤t≤T
〈z(t ),p i 〉 ≥ a
}
.
where p i := e i , p i+d :=−ei for i = 1, . . . ,d , and ei are chosen as the canon-
ical orthonormal basis in Euclidean space Rd . 
In later texts, we will take an abused notation ξn(t ) = ei ∈ RD when
ξn(t ) = i ∈ ZD . This will not bring confusion since ξn(t ) is considered as
a multidimensional vector only when we take inner product with other
vectors.
Lemma A.5. There exists a function K :R+→R+ with
lim
a→∞K (a)/a =+∞,
such that
P
(
sup
0≤t≤T
‖zn(t )− zn(0)‖≥ a
)
≤ 2d exp
(
−nTK
( a
T
))
. (4.4)
Proof. The inequality (4.4) holds trivially whenever K (a/T )= 0. It suffice
to prove the lemma when a is large. For p ∈ Rd , σ ∈ RD and any ρ > 0,
with the form of infinitesimal generator Ln (1.2), we define a mean one
exponential martingale
Mσt =exp
(〈
zn (t )− zn(0),ρp
〉−n∫t
0
S∑
i=1
λi (zn(s),ξn(s))(e
〈ρp ,ui /n〉 −1)ds
+ 〈ξn(t )−ξn(0),σ〉−n
∫t
0
D∑
i=1
χ{ξn (s)=i }
D∑
j=1
qi j (zn(s))(e
〈σ,e i j 〉−1)ds
)
.
DefineU =max1≤i≤S ‖ui‖. Fix ‖p‖ = 1, we have
n
∫t
0
S∑
i=1
λi (zn(s),ξn(s))(e
〈ρp,ui /n〉 −1)ds ≤ ntSΛeUρ/n =:R(t ,ρ)
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by Assumption 2.3. Hence we obtain
P
(
sup
0≤t≤T
〈
zn (t )− zn(0),p
〉
≥ a
)
=P
(
sup
0≤t≤T
exp
(
ρ
〈
zn (t )− zn(0),p
〉)≥ exp(ρa))
≤P
(
sup
0≤t≤T
Mσ=0t ≥ exp
(
ρa−R(T,ρ)
))
≤exp
(
nT
[
SΛeUρ/n− ρ
n
a
T
])
,
where the inequality follows fromDoob’s martingale inequality. Take
ρ = n
U
log
a
TSΛU
> 0.
Then it is not difficult to show that if we set
K˜ (a)= a
U
(
log
a
SΛU
−1
)
for a large and K (a)= 0 otherwise, then
P
(
sup
0≤t≤T
〈
zn (t )− zn(0),p
〉≥ a)≤ exp(−nT K˜ ( a
T
))
.
Define K (a)= K˜ (a/
p
d), we get the desired estimate by applying Lemma
A.4. 
Corollary A.6. There exist positive constants c1 and c2 independent of t
and τ, such that for any t ,τ ∈ [0,T ]with 0≤ t +τ≤ T ,
P
(
sup
t≤s≤t+τ
‖zn(s)− zn(t )‖ ≥ a
)
≤ 2d exp
(
−nac1 log
(ac2
τ
))
.
Proof of Lemma 3.1. Consider a typical interval [tn
j
, tn
j+1]. Since zn(t ) and
z˜n(t ) agree at the endpoints of this interval, it is obvious that
‖z˜n(tnj )− z˜n(tnj+1)‖ >
δ
2
implies ‖zn(tnj+1)− zn(tnj )‖ >
δ
2
.
On the other hand, we have
‖zn(t )− zn(tnj )‖ ≥ ‖zn(t )− z˜n(t )‖−‖z˜n(tnj+1)− z˜n(tnj )‖
since z˜n is piecewise linear and z˜n(t
n
j
) = zn(tnj ). Therefore if ‖zn(t )−
z˜n(t )‖ > δ for some t in the j th interval, we must have
sup
tn
j
≤t≤tn
j+1
‖zn(t )− zn(tnj )‖ ≥ δ/2.
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Applying Corollary A.6 with a = δ/2 and τ= T /n we obtain
P
 sup
tn
j
≤t≤tn
j+1
‖zn(t )− zn(tnj )‖ ≥ δ/2
≤ 2d exp(−nδc1
2
log
(nδc3
2
))
,
where c3 = c2/T . Thus,
P(ρ(1)(zn , z˜n)> δ)≤
n−1∑
j=0
P
 sup
tn
j
≤t≤tn
j+1
‖zn(t )− z˜n(t )‖ > δ

≤
n−1∑
j=0
P
 sup
tn
j
≤t≤tn
j+1
‖zn(t )− zn(tnj )‖ > δ/2

≤n ·2d exp
(
−nδc1
2
log
(nδc3
2
))
.
The result follows since c1 and c3 are positive constants. 
Lemma A.7. For any given bounded sets A1 ∈ Rd and A2 ∈ RD , we have
that
limsup
n→∞
Ex ,m exp
{
n
〈
z˜n
(
T
n
)
− z˜n(0),p
〉
−n
∫T /n
0
Hδs
(
x ,p ,nνn (t , ·)
)
dt
+
〈
ξn
(
T
n
)
−ξn(0),σ
〉
+n
∫T /n
0
Sδ(x ,nνn (t , ·),σ)dt
}
≤ 1.
holds uniformly in x ∈Rd , m ∈ {1,2, · · · ,D}, p ∈ A1 andσ ∈ A2, where Ex ,m
means the expectation with respect to the paths of (zn ,ξn) starting from
(x ,m) at t = 0.
Proof. For any p ∈ A1 and σ ∈ A2, define the mean one exponential mar-
tingale
Mt =exp
(
n
[〈
zn (t )− zn(0),p
〉−∫t
0
S∑
i=1
λi (zn(s),ξn(s))(e
〈p ,ui 〉 −1)ds
]
+ 〈ξn(t )−ξn(0),σ〉−n
∫t
0
D∑
i=1
χ{ξn (s)=i }
D∑
j=1
qi j (zn(s))(e
〈σ,e i j 〉 −1)ds
)
.
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Since z˜n(t
n
j
)= zn(tnj ), for any p ∈ A1 we have
1=Ex ,m exp
{
n
[〈
z˜n
(
T
n
)
− z˜n(0),p
〉
−
∫T /n
0
S∑
i=1
D∑
j=1
λi (zn(s), j )(e
〈p ,ui〉 −1)νn(ds, j )
]
+
〈
ξn
(
T
n
)
−ξn(0),σ
〉
−n
∫T /n
0
D∑
i , j=1
qi j (zn(s))(e
〈σ,e i j 〉 −1)νn(ds, i )
}
.
By definition, the term
S∑
i=1
D∑
j=1
λi (zn(s), j )(e
〈p ,ui 〉 −1)νn(ds, j )
can be written as Hs(zn(s),p,nνn (s, ·))ds and
−
D∑
i=1
D∑
j=1
qi j (zn(s))(e
〈σ,e i j〉 −1)νn(ds, i )
can be written as S(zn(s),nνn (s, ·),σ)ds.
Let
Sδ =
{
ω : sup
0≤t≤T /n
‖zn(t )−x‖ <
δ
2
}
,
we have
1 Ê Ex ,mχSδ exp
{(
n
〈
z˜n
(
T
n
)
− z˜n(0),p
〉
−n
∫T /n
0
Hδs
(
x ,p ,nνn (t , ·)
)
dt
)
+
〈
ξn
(
T
n
)
−ξn(0),σ
〉
+n
∫T /n
0
Sδ(x ,nνn (t , ·),σ)dt
}
= Ex ,m exp
{(
n
〈
z˜n
(
T
n
)
− z˜n(0),p
〉
−n
∫T /n
0
Hδs
(
x ,p ,nνn (t , ·)
)
dt
)
+
〈
ξn
(
T
n
)
−ξn(0),σ
〉
+n
∫T /n
0
Sδ(x ,nνn (t , ·),σ)dt
}
−Ex ,mχSc
δ
exp
{(
n
〈
z˜n
(
T
n
)
− z˜n(0),p
〉
−n
∫T /n
0
Hδs
(
x ,p ,nνn (t , ·)
)
dt
)
+
〈
ξn
(
T
n
)
−ξn(0),σ
〉
+n
∫T /n
0
Sδ(x ,nνn (t , ·),σ)dt
}
(4.5)
Since A1 and A2 are bounded sets, there exist B1 and B2 such that ‖p‖ ≤
B1 and ‖σ‖ ≤ B2. From the Assumption 2.3 and the boundedness of p
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andσ, we have
Ex ,mχSc
δ
exp
{(
n
〈
z˜n
(
T
n
)
− z˜n(0),p
〉
−n
∫T /n
0
Hδs
(
x ,p ,nνn (t , ·)
)
dt
)
+
〈
ξn
(
T
n
)
−ξn(0),σ
〉
+n
∫T /n
0
Sδ(zn(t ),nνn (t , ·),σ)dt
}
≤Ex ,m
(
χSc
δ
exp
(
n
〈
z˜n
(
T
n
)
− z˜n(0),p
〉
+3K
))
É
∞∑
k=1
exp
(
n(k+1)δ
2
|p|+3K
)
×P
(
kδ
2
É sup
0ÉtÉT /n
|zn(t )−x | É
(k+1)δ
2
)
É
∞∑
k=1
2d exp
(
n
(
(k+1)δ
2
B1−
kδc1
2
log
(
kδc2n
2T
)))
×e3K → 0 (4.6)
as n goes to infinity for all x ∈ Rd with ‖p‖ ≤ B1 and ‖σ‖ ≤ B2, where K
is a uniform bound depending on the bounds of Sδ(·, ·, ·) and Hδs (·, ·, ·) in
the whole space, B1, B2 and T . Combining (4.6) and (4.5), we complete
the proof. 
Corollary A.8. For any fixed step functions θ(t ) ∈Rd andα(t ) ∈ RD , there
exist constants C > 0 and n0 such that
Eexp{nJn(z˜n ,θ,νn ,α)}≤C
for all n > n0, where Jn is defined in (3.9).
Proof. By definition
exp{nJn(z˜n ,θ,νn ,α)}
= exp
{
n−1∑
j=0
(
n
〈
z˜n(t
n
j+1)− z˜n(tnj ),θ(tnj )
〉
−n
∫tn+1
j
tn
j
Hδs
(
z˜n(t
n
j ),θ(t
n
j ),nνn (t , ·)
)
dt
+ n
∫tn+1
j
tn
j
Sδ(z˜n(t
n
j ),nνn (t , ·),α(tnj ))dt
)}
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= exp
{
n−1∑
j=0
(
n
〈
z˜n(t
n
j+1)− z˜n(tnj ),θ(tnj )
〉
−n
∫tn+1
j
tn
j
Hδs
(
z˜n(t
n
j ),θ(t
n
j ),nνn (t , ·)
)
dt
+
〈
ξn(t
n
j+1)−ξn(tnj ),α(tnj )
〉
+n
∫tn+1
j
tn
j
Sδ(z˜n(t
n
j ),nνn (t , ·),α(tnj ))dt
)
−
n−1∑
j=0
〈
ξn(t
n
j+1)−ξn(tnj ),α(tnj )
〉}
. (4.7)
Now α is a step function, let us first consider α(t ) = α0 on the interval
t ∈ [0,τ]. We have
n−1∑
j=0
χ{tn
j+1≤τ}
〈
ξn(t
n
j+1)−ξn(tnj ),α0
〉
=
〈
ξn
(⌊nτ⌋
n
)
−ξn(0),α0
〉
where ⌊a⌋ is the largest integer smaller than a. Since ξn andαare bounded
in [0,T],
∣∣∣〈ξn ( ⌊nτ⌋n )−ξn(0),α0〉∣∣∣ is uniformly bounded. Repeating this
argument on the finite number of intervals on which α are constants,
we have that
∣∣∣∑n−1j=0 〈ξn(tnj+1)−ξn(tnj ),α(tnj )〉∣∣∣ is bounded. Thus by (4.7),
Lemma A.7 and theMarkov property of (zn ,ξn),
limsup
n→∞
Eexp{nJn(z˜n ,θ,νn ,α)}≤C
whereC is a positive constant. 
Lemma A.9. (Uniformly absolute continuity) Given r ∈ Dd [0,T ] and ν ∈
ML[0,T ]. Let Is(r ,ν)+ I f (r ,ν)≤K and fix some ǫ> 0. Then there is a δ> 0,
independent of r , such that for any collection of non-overlapping intervals
in [0,T ]with total length δ{
[t j , s j ], j = 1, · · · , J
}
with
J∑
j=1
(s j − t j )= δ,
we have
J∑
j=1
‖r (s j )−r (t j )‖ < ǫ.
We can also find a constant B depending only on ǫ and K so that∫T
0
χ{‖r˙ (t)‖≥B}dt ≤ ǫ.
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Proof. For any collection of non-overlapping intervals
{
[t j , s j ]
}
j , define
the function k(t ) to be equal to one if t is in some interval [t j , s j ] and zero
otherwise. Since Is(r ,ν)+ I f (r ,ν) ≤ K , r is absolutely continuous and
Is(r ,ν)≤K . For any a > 0,
J∑
j=1
‖r (s j )−r (t j )‖ ≤
∫T
0
‖r˙ (t )‖k(t )dt
≤
∫T
0
a ·χ{‖r˙ (t)‖≤a}k(t )dt
+
∫T
0
Ls(r (t ), r˙ (t ),nν(t , ·))
Ls(r (t ), r˙ (t ),nν(t , ·))/|r˙ (t )|
χ{‖r˙ (t)‖>a}k(t )dt
≤ a ·δ+ K
f (a)
where
f (a) := inf
z ,β,w∈∆D
{
Ls(z ,β,w )
‖β‖ : ‖β‖ ≥ a
}
.
Recalling the definition of Ls(z ,β,w ) in (2.6), we defineU :=maxi ‖ui‖.
For any w ∈∆D if we take p =β log‖β‖/(U‖β‖) in (2.6), we obtain
Ls(z ,β,w )≥ ‖β‖ log‖β‖/U −‖β‖SΛ.
This means that f (a)→∞ as a→∞. The choice a = 1/
p
δ and taking δ
sufficiently small establishes the uniformly absolute continuity.
Now we turn to the second statement. Since∫T
0
χ{‖r˙ (t)‖≥B}dt ≤
1
B
∫T
0
‖r˙ (t )‖χ{‖r˙ (t)‖≥B}dt
≤ 1
B
∫T
0
Ls(r (t ), r˙ (t ),nν(t , ·))
Ls(r (t ), r˙ (t ),nν(t , ·))/‖r˙ (t )‖
χ{‖r˙ (t)‖≥B}dt
≤ 1
B
Is(r ,ν)
f (B)
,
we complete the proof by choosing a sufficiently large B . 
Lemma A.10. The rate functionals are lower semicontinuous, i.e., if (r n ,νn)→
(r ,ν) as n→∞, then
liminf
n→∞ Is(r n ,νn)≥ Is(r ,ν), liminfn→∞ I f (r n ,νn)≥ I f (r ,ν), (4.8)
liminf
n→∞ I
δ
s (r n ,νn)≥ I δs (r ,ν), liminfn→∞ I
δ
f (r n ,νn)≥ I δf (r ,ν) (4.9)
and
liminf
n→∞ I
δ
s (r n ,νn ,θ)≥ I δs (r ,ν,θ), liminfn→∞ I f (r n ,νn ,α)≥ I
δ
f (r ,ν,α) (4.10)
for any fix step functions θ(t ) ∈Rd andα(t ) ∈RD .
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Proof. We only need to consider the sequences of r n which are abso-
lutely continuous since it will be trivial otherwise. Let (r n ,νn)→ (r ,ν) as
n→∞. We may assume that Is(r n ,νn)+ I f (r n ,νn) is bounded, say by a
constantK . By Lemma A.9, we know that r is also absolutely continuous.
Since r (t ) is absolutely continuous in [0,T ], given δ, we can partition
the interval [0,T ] into J intervals 0= t1 ≤ t2 ≤ ·· · ≤ tJ+1 = T each of length
∆ such that
max
j
sup
t j≤t≤t j+1
‖r n(t )−r n(t j )‖ < δ.
Denote Fn(t , i ) = νn([0, t ], i ) and F (t , i ) = ν([0, t ], i ). Recalling the defini-
tion of Lδs (z ,β,w ) in (3.5), we have that L
δ
s (z ,β,w)) is lower semicontinu-
ous in δ, z , β and w and convex inβ and w by Lemmas A.1 and A.2. Thus
for any ǫ> 0 and small enough∆, we have∫T
0
Ls(r n(t ), r˙ n(t ),nνn (t , ·))dt
≥
J∑
j=1
∫t j+1
t j
Lδs (r n(t j ), r˙ n(t ),nνn (t , ·))dt
≥
J∑
j=1
∆ ·Lδs
r n(t j ),
∫t j+1
t j
r˙ n(t )dt
∆
,
∫t j+1
t j
nνn (t , ·)dt
∆
dt
=
J∑
j=1
∆ ·Lδs
(
r n(t j ),
r n(t j+1)−r n(t j )
∆
,
Fn(t j+1, ·)−Fn(t j , ·)
∆
)
. (4.11)
Define the functions r J , FJ as
r J (t )= r (t j ), FJ (t , ·)= F (t j , ·) for t j ≤ t < t j+1, j = 1, · · · , J
and let
r
J (t ) := r J (t +∆), F J (t , ·) := FJ (t +∆, ·) for 0≤ t < T −∆.
By (4.11), we have
liminf
n→∞
∫T
0
Ls(r n(t ), r˙ n(t ),nνn (t , ·))dt
≥
J∑
j=1
∫t j+1
t j
liminf
n→∞ L
δ
s
(
r n(t j ),
r n(t j+1)−r n(t j )
∆
,
Fn(t j+1, ·)−Fn(t j , ·)
∆
)
dt
≥
J−1∑
j=1
∫t j+1
t j
Lδs
(
r J (t ),
r
J (t )−r J (t )
∆
,
F J (t , ·)−FJ (t , ·)
∆
)
dt
=
∫T−∆
0
Lδs
(
r J (t ),
r
J (t )−r J (t )
∆
,
F J (t , ·)−FJ (t , ·)
∆
)
dt .
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Now we use the nested partitions Jk = 2k , so that ∆k = T /2k and a corre-
sponding sequence δk that converges to zero. By Fatou’s Lemma,
liminf
k→∞
∫T−∆k
0
L
δk
s
(
r Jk (t ),
r
Jk (t )−r Jk (t , ·)
∆
,
F Jk (t , ·)−FJk (t , ·)
∆
)
dt
≥
∫T
0
liminf
k→∞
χ{t≤T−∆k }L
δk
s
(
r Jk (t ),
r
Jk (t )−r Jk (t , ·)
∆
,
F Jk (t , ·)−FJk (t , ·)
∆
)
dt
≥
∫T
0
Ls(r (t ), r˙ (t ),nν(t , ·))dt .
So we established the lower semicontinuity of Is(r ,ν).
The lower semicontinuity of I f (r ,ν) can be done similarly. Recall the
definition of Sδ(z ,w ) in (3.18), we have that Sδ(z ,w ) is lower semicontin-
uous in δ, z and w and convex in w by Lemmas A.1 and A.2. With exactly
similar procedure as proving the lower semicontinuity of Is(r ,ν), we can
establish
liminf
n→∞
∫T
0
S(r n(t ),nνn (t , ·))dt ≥
∫T−∆
0
Sδ
(
r J (t ),
F J (t , ·)−FJ (t , ·)
∆
)
dt
for a fine enough partition. Again we consider the sequence of nested
partition Jk = 2k and ∆k = T /2k . By Fatou’s Lemma and the lower semi-
continuity of S,
liminf
k→∞
∫T−∆k
0
Sδk
(
r Jk (t ),
F Jk (t , ·)−FJk (t , ·)
∆
)
dt
≥
∫T
0
liminf
k→∞
χ{t≤T−∆k }S
δk
(
r Jk (t ),
F Jk (t , ·)−FJk (t , ·)
∆
)
dt
≥
∫T
0
S(r (t ),nν(t , ·))dt .
Thus we obtain the lower semicontinuity of I f (r ,ν). The proof of (4.9)
and (4.10) are simlar. 
Lemma A.11. Given r ∈ Dd [0,T ], ν ∈ML[0,T ] and ǫ > 0, there exist step
functions θ(t ) ∈Rd andα(t ) ∈RD such that
Is(r ,ν,θ)≥ Is(r ,ν)−ǫ, (4.12)
I δs (r ,ν,θ)≥ I δs (r ,ν)−ǫ, (4.13)
and
I f (r ,ν,α)≥ I f (r ,ν)−ǫ, (4.14)
I δf (r ,ν,α)≥ I δf (r ,ν)−ǫ. (4.15)
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The proof of (4.12) and (4.13) can be referred to Lemma 5.43 in [26] and
the proof of (4.14) and (4.15) is similar. We will outline the main proce-
dure here.
Proof. If r is not absolutely continuous, I f (r ,ν,α) =∞ by definition, so
nothing needs to be proved. Now let us consider the case that r is abso-
lutely continuous. For convenience, let Ls(z ,β,w ,p) :=
〈
p ,β
〉−Hs(z ,p ,w).
Since by definition Ls(z ,β,w ,p) ≤ Ls(z ,β,w ) for any p , we have for B
large enough ∫T
0
χ{‖r˙ (t)‖≥B}Ls(r (t ), r˙ (t ),nν(t , ·),θ(t ))dt
≤
∫T
0
χ{‖r˙ (t)‖≥B}Ls(r (t ), r˙ (t ),nν(t , ·))dt
≤ ǫ/4
by Lemma A.9. Choose θ1(t )= 0 whenever ‖r˙ (t )‖ ≥ B or r˙ (t ) is not in C
as defined in (2.12). Let R := sup0≤t≤T ‖r (t )‖. Since r is continuous, R is
finite. Simply replacing λi by
∑D
j=1λi (z , j )w j in Lemma 5.23 of [26], we
have for B1 large enough,
sup
|p |≤B1
Ls(z ,β,w ,p)≥ Ls(z ,β,w )−
ǫ
8T
for all ‖z‖ ≤R , ‖β‖≤B inC and w in∆D . So for any (z ,β,w ) in bounded
set
A := {‖z‖ ≤R ,β ∈C ,‖β‖ ≤B ,w ∈∆D},
there exist a p
zβw with ‖p zβw‖ ≤B1 such that
Ls(z ,β,w ,p zβw )≥ Ls(z ,β,w )−
ǫ
4T
.
On the bounded set{
‖z‖ ≤R ,β ∈C ,‖β‖ ≤B ,w ∈∆D ,‖p‖ ≤B1
}
,
the function Ls(z ,β,w ,p) is uniformly continuous. What’smore, by Lem-
mas 5.22 and 5.33 in [26], Ls(z ,β,w ) is continuous in A. So given any
(z ,β,w) ∈ A, there exist a δzβw > 0 such that
Ls(z˜ , β˜, w˜ ,p zβw )≥ Ls(z˜ , β˜, w˜ )−
ǫ
2T
holds for any (z˜ , β˜, )˜ ∈Ozβw ∩ A, where Ozβw is the δzβw -neighborhood
of (z ,β,w ). By Heine-Borel theorem, we can choose finite number of
O
z iβ j wk to cover A. It means that
Ls(z ,β,w ,p z iβ j wk )≥ Ls(z ,β,w)−
ǫ
2T
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whenever ‖z − z i‖+‖β−β j ‖+‖w −wk‖ ≤ δ
z iβ j wk .
Define the function θ1(t )= p z iβ j wk whenever ‖r (t )−z i‖+‖r˙ (t )−β j ‖+
‖nν(t , ·)−wk‖ ≤ δz iβ j wk with some tie-breaking rule. The function θ1(t )
takes finite number of values. It may not be constant on intervals of time.
So we approximate θ1(t ) by a step function. Choose η small enough such
that ∫T
0
χ{t∈A}Ls(r (t ), r˙ (t ),nν(t , ·))dt ≤ ǫ/4
whenever the set A has measure less than η. Since θ1(t ) is a simple func-
tion, we can approximate it by a step function θ and it agrees with θ1
outside of a set of measure η (c.f. [25]).We finish the proof for (4.12) by
collecting all approximations above.
For the proof for (4.14), we take advantage of Lemma 5.23 in [26] again
by replacing λi with
∑D
j=1wiqi j . We have forC large enough
sup
‖σ‖≤C
S(z ,w ,σ)≥ S(z ,w )− ǫ
4T
.
On the bounded set {‖σ‖ ≤C ,‖z‖ ≤R ,w ∈∆D},
the function S(z ,w ,σ) is uniformly continuous. With the similar strategy
for Ls we can find the desired step functionα. So we finish the proof for
(4.14). The proof for I δs and I
δ
f
are similar. 
A.2. Part 2. Proof of lemmas related to the lower bound estimate.
Proof of Lemma 3.11. Since S(z ,w ) is bounded byQ :=∑Di , j=1 sup
z
qi j (z),
there exists (η(s),ψ(s))∈S for any s ∈ [tm , tm+1] such that
D∑
i=1
ψi (s)
D∑
j=1
(
ηi j (s) log
ηi j (s)
qi j (y(s))
+qi j (y(s))−ηi j (s)
)
≤S(y(s),nν(s, ·))+ǫ
and
|ψi (s)−nν(s, i )| < ǫ/(8DT )
by Lemma 8.61 in [26]. For each fixed s ∈ [tm , tm+1], there exists δs > 0
such that
D∑
i=1
ψi (s)
D∑
j=1
(
ηi j (s) log
ηi j (s)
qi j (y(s))
+qi j (y(s))−ηi j (s)
)
≤S(y(t ),nν(t , ·))+2ǫ
and
|ψi (s)−nν(t , i )| < ǫ/(4DT )
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hold for any t ∈Os = (s−δs , s+δs)∩ [tm , tm+1]. By Heine-Borel theorem,
we can choose finite number of Osk in {Os}s∈[tm ,tm+1] to cover [tm , tm+1].
It means that there exists a further subdivision of interval [tm , tm+1] (i.e.,
tm = tm0 < tm1 < ·· · < tmKm = tm+1) and related (ψm(sk),ηm(sk)) ∈S such
that for all t ∈ [tmk , tm,k+1]
D∑
i=1
ψmi (sk)
D∑
j=1
(
ηmi j (sk) log
ηm
i j
(sk)
qi j (y(t ))
+qi j (y(t ))−ηmi j (sk)
)
≤ S(y(t ),nν(t , ·))+2ǫ.
Since logqi j (z) are bounded and Lipschitz continuous in z , we can es-
tablish that S(z ,w ) is absolutely continuous in z , and this absolute con-
tinuity is uniform in w ∈ ∆D . To see this, we only need to show that the
function
f (x ,w ) := sup
σ∈RD
(
−
D∑
i , j=1
wi xi j
(
e〈σ,e i j 〉 −1
))
is absolutely continuous in x = (x11,x12, . . . ,xDD ) ∈ [1/Λ,Λ]D
2
(as defined
in (2.11)), uniformly in w ∈∆D . For any x ,x+∆x ∈ [1/Λ,Λ]D
2
with ‖∆x‖≤
1/4Λ, let h = 1/4Λ, r = ‖∆x‖/(h +‖∆x‖) and define q = x +∆x/r . With
this construction, we have q ∈ [1/2Λ,M +1/2Λ]D2 , f (x ,w ), f (x+∆x ,w ),
f (q ,w ) ∈ [0, (Λ+1/2Λ)D2] and x+∆x = (1−r )x+rq . From the convexity
of f (x ,w) in x , we have
f (x +∆x ,w )≤ (1− r ) f (x ,w)+ r f (q ,w )
and thus
f (x +∆x ,w )− f (x ,w)≤ r ( f (q ,w )− f (x ,w))≤ 4Λ
(
Λ+ 1
2Λ
)
D2‖∆x‖.
The absolute continuity in z and uniformity in w of S(z ,w ) ensures that
the estimate
S(y(t ),nν(t , ·))≤ S(r (t ),nν(t , ·))+ǫ
holds when J is large enough.
To simplify the notation, we will rewrite ηm(sk) as η
mk and ψm(sk) as
ψmk . So for eachm, we have
Km−1∑
k=0
∫tm,k+1
tmk
D∑
i=1
ψmki
D∑
j=1
(
ηmki j log
ηmk
i j
qi j (y(t ))
+qi j (y(t ))−ηmki j
)
dt
≤
∫tm+1
tm
S(r (t ),nν(t , ·))dt +3(tm+1− tm)ǫ.
The proof is completed. 
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Proof of Lemma 3.12. Define
f˜ (µ,λ(z , ·),w ) :=
S∑
i=1
( D∑
j=1
λi (z , j )w j −µi +µi log
µi∑D
j=1λi (z , j )w j
)
and
L˜s(z ,β,w )= inf
µ∈Kβ
f˜ (µ,λ(z , ·),w ).
Taking advantage of Theorem 5.26 of [26], we have
L˜s(z ,β,w )= Ls(z ,β,w ). (4.16)
We will show that for any B1, L˜s(z ,β,w ) is continuous in z and w , uni-
formly in β in
V := {β ∈C ,‖β‖ ≤B1},
where C is the cone defined in (2.12).
By Lemma 5.20 of [26], we can find a constant B2 such that for any
β ∈ V there exists aµ ∈Kβ with ‖µ‖ ≤B2. Therefore, for allβ ∈ V and any
µ ∈Kβ with ‖µ‖ ≤B2,
L˜s(z
′,β,w ′)− L˜s(z ,β,w )
≤ f˜ (µ,λ(z ′, ·),w ′)− L˜s(z ,β,w )
≤ f˜ (µ,λ(z , ·),w ′)− L˜s(z ,β,w)+C1‖z ′− z‖
≤ f˜ (µ,λ(z , ·),w )− L˜s(z ,β,w )+C1‖z ′− z‖+C2‖w ′−w‖
for somepositive constantsC1andC2. Nowchooseµ tominimize L˜s(z ,β,w )
to establish that
L˜s(z
′,β,w ′)− L˜s(z ,β,w )≤C1‖z ′− z‖+C2‖w ′−w‖. (4.17)
By Lemma5.17 and Lemma5.32 of [26] (replacingλi (x) with
∑D
j=1λi (x , j )w j ),
we know that there exist positive constants M1, M2 and B so that for all
β ∈C with ‖β‖ ≥B , all z ∈Rd and all w ∈∆D ,
M1‖β‖ log‖β‖ ≤ L˜s(z ,β,w)≤M2‖β‖ log‖β‖.
So for any q ∈Dd [0,T ] and any ν˜ ∈M[0,T ],∫T
0
χ{‖r˙ (t)‖≥B}L˜s(q(t ), r˙ (t ),nν˜(t , ·))dt
≤
∫T
0
χ{‖r˙ (t)‖≥B}M2‖r˙ (t )‖ log‖r˙ (t )‖dt
≤
∫T
0
χ{‖r˙ (t)‖≥B}
M2
M1
L˜s(r (t ), r˙ (t ),nν(t , ·))dt
:=ǫ(B) (4.18)
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By Lemma A.9, we have ǫ(B)→ 0 as B→∞. Combining (4.17) and (4.18),
we have for any ǫ> 0, there exist a δ> 0 such that
sup
0≤t≤T
‖q(t )−r (t )‖ < δ and sup
0≤t≤T
‖nν˜(t , ·)−nν(t , ·)‖ < δ
implies∣∣∣∣∫T
0
L˜s(r (t ), r˙ (t ),nν(t , ·))dt −
∫T
0
L˜s(q(t ), r˙ (t ),nν˜(t , ·))dt
∣∣∣∣≤ ǫ. (4.19)
With this continuity property, we have∫T
0
L˜s(r (t ), r˙ (t ),nν(t , ·))dt
=
J−1∑
m=0
∫tm+1
tm
L˜s(r (t ), r˙ (t ),nν(t , ·))dt
≥
J−1∑
m=0
∫tm+1
tm
L˜s(r (tm), r˙ (t ),nπ(tm , ·))dt −ǫ
≥
J−1∑
m=0
∆ · L˜s
(
r (tm),
r (tm+1)−r (tm)
∆
,nπ(tm , ·)
)
−ǫ.
By definition of L˜s , for eachm, we have µ
m ∈Kβm such that
L˜s
(
r (tm),
r (tm+1)−r (tm)
∆
,nπ(tm , ·)
)
≥
S∑
i=1
(
λπi (y(tm))−µmi +µmi log
µm
i
λπ
i
(y(tm))
)
−ǫ/T
and finally we have∫T
0
L˜s(r (t ), r˙ (t ),nν(t , ·))dt
≥
J−1∑
m=0
∆ ·
S∑
i=1
(
λπi (y(tm))−µmi +µmi log
µm
i
λπ
i
(y(tm))
)
−2ǫ
≥
∫T
0
S∑
i=1
(
λπi (y(t ))−µmi +µmi log
µm
i
λπ
i
(y(t ))
)
dt −3ǫ. (4.20)
Lemma 3.12 is proved by combing (4.16) and (4.20). 
Proof of Lemma 3.13. Weneed to prove that for any bounded continuous
function h(t ,z),
lim
n→∞
∫T
0
h(t , ξ¯n(t ))dt =
∫T
0
D∑
i=1
h(t , i )nπ(t , i )dt
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in probability. It suffices to prove that for each time interval [tmk , tm,k+1],
lim
n→∞
∫tm,k+1
tmk
h(t , ξ¯n(t ))dt =
∫tm,k+1
tmk
D∑
i=1
h(t , i )nπ(t , i )dt .
Since ξ¯n lives on only finite states, then for any ǫ > 0, there exists δ > 0
such that for |tk − t | < δ
|h(t , ξ¯n(t ))−h(tk , ξ¯n(t ))| < ǫ,
for all t ∈ [tmk , tm,k+1].
Take an integer L large enough and define δ˜= (tm,k+1− tmk)/L < δ. Let
τl = tmk + l δ˜ for l = 0,1, . . . ,L. We have
limsup
n→∞
∫tm,k+1
tmk
h(t , ξ¯n(t ))dt
= limsup
n→∞
N−1∑
l=0
∫τl+1
τl
h(t , ξ¯n(t ))dt
≤ limsup
n→∞
N−1∑
l=0
∫τl+1
τl
h(τl , ξ¯n(t ))dt +T ǫ
=
N−1∑
k=0
∫τl+1
τl
D∑
i=1
h(τl , i )nπ(t , i )dt +T ǫ (4.21)
≤
N−1∑
k=0
∫τl+1
τl
D∑
i=1
h(t , i )nπ(t , i )dt +2T ǫ
=
∫tm,k+1
tmk
D∑
i=1
h(t , i )nπ(t , i )dt +2T ǫ.
In (4.21)weutilized the ergodicity of the process ξ¯n on each interval [τl ,τl+1).
The convergence can be obtained in the almost sure and L1
P
-sense rather
than in probability [6]. Similarly, we can prove
liminf
n→∞
∫T
0
h(t , ξ¯n(t ))dt ≥
∫tm,k+1
tmk
D∑
i=1
h(t , i )nπ(t , i )dt −2T ǫ.
The proof is completed. 
Proof of Lemma 3.14. The goal is to prove that for any ǫ> 0,
lim
n→∞P
(
sup
0≤t≤T
‖z¯n(t )− y(t )‖ ≥ ǫ
)
= 0.
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For any p ∈Rd and ρ > 0, we have the martingale
Mt = exp
{〈
z¯n (t )− y(t ),ρp
〉
−
∫t
0
S∑
i=1
(
nµi (s)
λi (z¯n(s), ξ¯n(s))
λπ
i
(y(s))
(e〈ρp,ui /n〉 −1)
−µi (s)
〈
ρp ,ui
〉)
ds
}
= exp
{〈
z¯n (t )− y(t ),ρp
〉
−
∫t
0
S∑
i=1
(
µi (s)
λi (z¯n(s), ξ¯n(s))−λπi (y(s))
λπ
i
(y(s))
〈
ρp ,ui
〉
+µi (s)
λi (z¯n(s), ξ¯n(s))
λπ
i
(y(s))
(
n(e〈ρp,u i /n〉 −1)−
〈
ρp ,ui
〉))
ds
}
.
Recall the Assumption 2.3 and µi (t ) is piecewise constant and bounded,
we can perform similar estimate as in Lemma A.5 to obtain
P
(
sup
0≤t≤T
∥∥∥z¯n(t )− y(t )−∫t
0
S∑
i=1
µi (s)
λi (z¯n(s), ξ¯n(s))−λπi (y(s))
λπ
i
(y(s))
dsui
∥∥∥≥ ǫ)
≤ exp
(
−nǫc1 log(ǫc2)
)
, (4.22)
where c1 and c2 are positive constants. By Lemma 3.13, we have∫t
0
λi (z¯n(s), ξ¯n(s))ds−
∫t
0
λπi (y(s))ds
=
(∫t
0
λi (z¯n(s), ξ¯n(s))ds−
∫t
0
λi (y(s), ξ¯n(s))ds
)
+
(∫t
0
D∑
j=1
λi (y(s), j )nν¯n (s, j )ds−
∫t
0
λπi (y(s))ds
)
É K
∫t
0
‖z¯n(s)− y(s)‖ds+Bn , (4.23)
where
Bn = sup
t∈[0,T ]
∣∣∣∣∣ D∑
j=1
∫t
0
λi (y(s), j )
(
nν¯n (s, j )−nπ(s, j )
)
ds
∣∣∣∣∣→ 0 (4.24)
as n goes to infinity for t ≤ T .
Define C = dAUTΛ, where
A = max
t∈[0,T ]
max
i=1,...,S
µi (t ) and U = max
i=1,··· ,S
‖ui‖.
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Combining (4.22), (4.23) and (2.11), we have
P
(
sup
0≤t≤T
(∥∥z¯n(t )− y(t )∥∥−CK∫t
0
∥∥z¯n(s)− y(s)∥∥ds−CBn)≥ ǫ)
≤P
(
sup
0≤t≤T
∥∥∥z¯n(t )− y(t )−∫t
0
S∑
i=1
µi (t )
λi (z¯n(s), ξ¯n(s))−λπi (y(s))
λπ
i
(y(s))
dsui
∥∥∥≥ ǫ)
≤exp
(
−nǫc1 log(ǫc2)
)
. (4.25)
From (4.25) and Gronwall’s inequality, we obtain
P
(
sup
0ÉtÉT
‖z¯n(t )− y(t )‖ Ê (ǫ+CBn)eCKT
)
É P
(
sup
0ÉtÉT
(
‖z¯n(t )− y(t )‖−CK
∫t
0
‖z¯n(s)− y(s)‖ds
)
Ê ǫ
)
É exp
(
−nǫc1 log(ǫc2)
)
.
Combing the condition (4.24) and the inequality
P
(
sup
0ÉtÉT
‖z¯n(t )− y (t )‖ Ê 2ǫeCKT
)
≤ P
(
sup
0ÉtÉT
‖z¯n(t )− y (t )‖ Ê (ǫ+CBn)eCKT
)
+P
(
Bn Ê
ǫ
C
)
,
we finish the proof. 
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