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27
Glottal source analysis refers to the process of trying to 28 parameterise the important and salient aspects of the exci- involves making two key (and potentially over-reaching) 42 assumptions. 43 The first is that speech production can be represented as (Fant, 1960) . This representation is somewhat justi-47 fied when using short analysis frames, as the articulators 48 in the vocal tract are relatively slowly moving. However, 49 as outlined in several previous publications (see e.g., Lin 50 (1987), Fant and Lin (1987) and Fant et al. (1985b) (Gobl and Mahshie, 2013) . The presence of zeros in the 67 vocal tract spectrum may also be true for laterals. As a higher-pitched voices Alku and 74 Vilkman, 1994). 75 One should note that despite these shortcomings for 76 glottal source analysis and criticisms from the literature 77 (notably from Teager and Teager (1990) ) the use of glottal 78 source feature data has brought significant benefits to a 79 range of speech technology applications, including: 80 speaker recognition (Chan et al., 2007; Zheng et al., 81 2007; Murty and Yegnanarayana, 2006) , emotion classifi-82 cation (Cullen et al., 2013; Iliev et al., 2010; Lugger and 83 Yang, 2008), characterisation of speaking styles in expres-84 sive speech data (Kane et al., 2013a; Székely et al., 2012; 85 Campbell and Mokhtari, 2003) , etc. Furthermore, one of 86 the most natural sounding statistical parametric speech 87 synthesisers currently available (Raitio et al., 2011) 88 involves separate modelling of glottal source and vocal 89 tract components, and also allows greater flexibility of 90 voice characteristics compared to conventional methods 91 (Raitio et al., 2013 (Kane et al., 2013b (Siniscalchi and Lee, 2009; Launay et al., 2002 1 We interpret the term syllabic following Chomsky and Halle (1968) whereby the feature is used to differentiate vowels from other classes of sounds. Note that consonants (such as liquids and nasals) that under certain circumstances may be ½+syllabic are not labelled as syllabic in this study.
2 A note should be made here regarding the terminology. The classification problem addressed here, in fact, involves mapping from acoustic features to phonological labels. Indeed King and Taylor (2000) (and others) use the term phonological feature extraction which may appear more suitable. However, the use of binary phonological targets does not detract from the fact that phonetic variation within such phonological labels will inevitably affect the acoustic features and hence the classification output. Some authors have sought to circumvent this problem by using the term articulatory feature extraction (Tarek and Carson-Berndsen, 2003) , but this may conjure up connotations of physiological measurements. As a result we opt for the term phonetic feature extraction despite its acknowledged shortcomings. theorem (Hornik, 1991 A given GMM, k, has the probability density function:
296 296 297 where K is the number of multi-variate Gaussians, P k is the 298 prior probability of the kth Gaussian and each Gaussian 299 can be written as: to determine which classifier should be used for each types. We then use the iterative and adaptive inverse filter-544 ing (IAIF) algorithm (Alku, 1992) glottal source signal are included in the present study.
554
Their inclusion is partly due to their effectiveness at dis-555 criminating voice quality on a lax-tense dimension, as dem-556 onstrated in Airas and Alku (2007) . The first parameter is 557 the normalised amplitude quotient (NAQ, Alku et al., 558 2002), which is derived using: parameter (PSP, Alku et al., 1997 (Kane and Gobl, 2013a) . The method utilises a dynamic 590 programming algorithm, the weights for which are opti-591 mised using manually-obtained glottal source analysis. 
