The operational sea level forecasting system in Estonia, based on the HIROMB model forecasts and on 11 online sea level observation stations, is described and validated. The system is operational since 08.08.2005. Statistical analysis for the period 2006-2008 data is performed to investigate the properties of low-frequency sea level error and error estimation of high sea level events. A 7-day backwards moving average filter is the most appropriate for Estonian waters to correct the raw sea level forecast. For the time period 2006-2008 the forecast error of critically high sea level events is ± 25 cm within ± 3 h between the observed and forecasted maxima. Taylor skill assessment procedures are applied to the data, covering the period 2009-2011. The data is divided into three forecast sub-ranges (low, medium and high sea level), to investigate the possibilities of the online error estimation. Smaller errors are present for medium and low subrange and larger errors for the high sub-range. The necessities for further development are outlined.
INTRODUCTION
Sea level variations around the decadal mean values are of great importance for the coastal population. The eastern Baltic Sea has very weak tides but strong and quite often damaging storm surges, combined with other types of sea level variation. Variable isostatic Earth crust vertical motion pattern over the region [ 1 ] , combined with the global eustatic sea level change [ 2 ] results in longterm trends of observed sea level, yielding a maximum decrease -8.2 mm yr -1 in the northern part of the Bothnian Bay [ 3 ] , a slight decrease from -0.5 to -2.8 mm yr −1 in Estonia [ 4 ] and a slight increase in the southern part of the sea [ 5 ] . Due to the limited transport capacity of the Danish Straits, the variability of the Baltic sea level can be generally decomposed [ 6 ] into the external variations, due to the change in mean sea level of the basins, forced by the outside Kattegat sea level and the basins freshwater budget, and into the internal variations around the mean state, dominated by wind-driven long rotational gravity waves, influenced by the complex coastline and topography. The internal component has also smaller contributions from saline and freshwater pulses and variations in water density and air pressure. Although the external sea level component is in principle oscillatory (the "harbor" or semi-open bay mode [ 7 ] ), at time scales of forcing weather patterns (periods less than a month) the Baltic sea level response is damped and delayed [ 6 ] . Observed sea levels are well correlated along the coastline [ 8 ] . Stronger westerly winds and related larger inflows occur usually during autumn and winter. As an example, during the major inflow in January 1993 [ 9 ] , 310 km 3 of North Sea water entered the Baltic in 21 days, raising the mean sea level by 70 cm. Such rapid increases in the sea volume during the storms contribute also to the actual storm surges [ 10 ] . Internal sea level variations are influenced by semi-isolated seiche systems, Belt Sea-Baltic Proper-Gulf of Finland (passing the Gulf of Bothnia) and Belt Sea-Baltic Proper-Gulf of Bothnia, with self-oscillation periods about 25-27 h and 31-39 h [ 11 ] . However, due to the complicated multi-basin topography, the seiches do not have high contribution to the sea level power spectrum [ 12 ] . Jönsson et al. [ 13 ] have recently discussed that instead of full-basin seiches, the internal sea level variability is dominated by weakly coupled semi-open bay modes. For the Gulf of Riga, such open bay mode results in persistent 24-h current oscillations in the connecting Irbe Strait [ 14, 15 ] , while the internal (closed bay) seiche period is about 5 h [ 10 ]. Short-term prediction of the sea level in marginal seas and coastal areas is a continuous issue of oceanographic research and technological developments. Compared to the earlier semi-empirical forecast methods, a revolutionary approach, numerical modelling based on two-dimensional (2D) shallow water equations, was proposed for sea level modelling and forecasts in the 1950s [ 16, 17 ] . However, first realizations of numerical modelling in the everyday forecast services started only in the 1980s [ 18 ] . Following the experiences of operational numerical sea level forecasting, based on 2D shallow water equations, Germany's Federal Maritime and Hydrographic Agency (BSH) implemented a three-dimensional (3D) baroclinic forecast model BSHcmod at the beginning of 1990s [ 19 ] . That model became a core of the family of operational models, run in addition to BSH also at the Swedish Meteorological and Hydrological Institute (SMHI) and Danish Meteorological Institute (DMI). An overview of different model versions and set-up features has been recently given in [ 20 ] . The model developments are coordinated by the HIROMB (High-Resolution Operational Model for the Baltic Sea) consortium. A broader Baltic-wide cooperation frame in operational oceanography is provided by the BOOS (Baltic Operational Oceanographic System) [ 21 ] that takes care, among many other activities, of online exchange of observational and modelled data and dissemination of operational products. Further development of the Baltic marine forecasting is presently going on within the EU-funded MyOcean (Development and preoperational validation of upgraded GMES Marine Core Services and capabilities) project. It aims at the merging of the best features of different model versions into one harmonized operational model system HIROMB-BOOS, including assimilation of the real-time observational data and launching the forecast component for biochemical state variables.
Introduction of numerical sea level forecasts in Estonia was delayed in the official service level until the highest known storm surge occurred in January 2005 at the western coast of Estonia [ 22, 23 ] . Operational sea level gauge at Pärnu recorded highest sea level height of + 275 cm, the highest observed so far since the beginning of instrumental observations in 1923. The coastal towns Pärnu and Haapsalu were heavily flooded and considerable damages and economic loss occurred. The Estonian Ministry of Environment initiated an implementation of numerical ocean forecasting and related observational services in Estonia in cooperation with the Marine Systems Institute (MSI) at Tallinn University of Technology and the Estonian Meteorological and Hydrological Institute (EMHI). The primary goal was a considerable reduction of the errors in short-term forecasting of the extreme sea levels (both the high sea levels causing floods in the coastal areas, and low sea levels stopping the ship traffic between the Estonian mainland and the western larger islands). Numerical sea forecasts are needed also for many other practical problems like harmful algal blooms, drift of surface and subsurface substances and objects, or ice conditions. Therefore it was decided to implement an advanced 3D forecast system.
Among the Baltic-wide oceanographic service providers, SMHI was chosen as a core provider for Estonia, since their operational model HIROMB has the highest horizontal grid resolution (1 NM). The Estonian coastline is very fragmented, with numerous small bays, peninsulas and islands, therefore high horizontal resolution is very important for producing detailed information on sea level, currents, temperature, salinity and ice conditions. The numerical sea level forecasts started in autumn 2005 and the forecast system is presently in a quite mature state. Nevertheless, gradual developments towards the next-generation forecast system are progressing on the national, Baltic-wide and European levels.
The aim of the paper is to give an overview of the present Estonian sea level forecasting system, present the practice of applied forecast production methods and estimate the system performance and statistical accuracy. Following the forecast system description, specific aspects of the low-frequency error correction, examples of forecast performance during extreme sea levels and statistical evaluation of the forecast accuracy along the different coastal areas and sea level variation range are analysed in detail. Finally, conclusions and outlook of further investigations and developments are presented.
OPERATIONAL FORECASTING SYSTEM DESCRIPTION

The operational model
The operational oceanographic forecast models, belonging to the HIROMB consortium, have been running for the Baltic Sea since the 1990s with the primary purpose of giving short-term (up to 48 or 60 h) predictions of the sea conditions, in order to handle oil spills, storm surges, support navigation etc. The core of the model system is a 3D baroclinic eddy-resolving circulation model, based on the original BSHcmod [ 19 ] that calculates also currents, temperature, salinity and turbulence in the water column. The model contains also a sea ice module.
The SMHI version, HIROMB (or HIROMB-SMHI) has been running since 1995 in a pre-operational mode, and since 1999 the model is fully operational [ 24 ] . The model is forced mainly by the data from atmospheric circulation model SMHI-HIRLAM with a horizontal resolution of 22 km and with a 1 h time step. For the freshwater inflow, daily data from the river runoff model HBV is used. At the outer open ocean boundaries a storm surge model (NOAMOD) is used for the water levels together with tides, climatologic salinity and temperature data. The sea surface wind stress is calculated by the common quadratic formulation from the corresponding 10 m height wind speed components W λ and W ϕ as 10 15.11.2005 , was set up in three nested grids with horizontal resolution of 12, 3 and 1 NM, respectively. The model domain of highest resolution covers the whole Baltic Sea area with grid step 1′ along latitudes and 5/3′ along longitudes (Fig. 1a,b) . The model presented the Baltic Sea by 16 vertical layers, with 4 m thickness in the upper 12 m and increasing values towards the greater depths. The linear formulation was used to find the surface drag coefficient 3 10 (0.7 0.09 ) 10 .
The value of bottom friction coefficient r was 0.0028. In the course of the model development, improved descriptions were introduced for vertical turbulence and drag coefficients on the surface and on the bottom [ 20, [25] [26] [27] ]. Starting from the operational model version 3.3 (upgraded at 18.09.2007), the breaking surface waves, the water-ice roughness parameter and the variable surface drag coefficient were introduced. The surface drag formulation was changed to account for the atmospheric stability. Actually, the improved surface drag formulation was introduced already in model version 3.1, but this version never got operational and the new formulation was delivered to the users with version 3.3. To improve the representation of surface current velocities, the neutral surface drag was defined as in case of higher values of 10 . W The drag coefficient was then slightly modified, according to the stability of the atmosphere, as calculated from the air-water temperature difference. Other modifications in the model code were not relevant to the sea level. The bottom friction coefficient, grid resolution and forcing (i.e. atmospheric, open sea boundary, rivers) parameters remained unchanged.
Starting from 9.07.2008 the model run frequency was increased from 2 to 4 times per day, i.e. the model was re-run every 6th hour whereas all other model parameters remained unchanged. However, the forecasting system still used only the + 00 h forecast files until 17.12.2008 when the increased re-run frequency was introduced to the Estonian forecasting system.
With the introduction of version 4.0, upgraded officially on 08.12.2009, the vertical resolution of the model improved significantly and the coastline was also improved at some regions. Now the model presents the Baltic Sea by 50 vertical layers, with the layer's thickness of 4 m in the upper 80 m, and slowly increasing towards the greater depths. The 3 NM grid boundaries were extended to 65°53′30″N, 4°9′10″W, giving nearly the same coverage as the earlier 12 NM grid. The coverage of the 1 NM grid remained unchanged. The formulation of the surface drag coefficient was not changed, but the local bottom drag coefficient formulation was introduced to calculate the momentum transfer from water to bottom, now enabling the calculation of local drag coefficient ,bottom HIRLAM forcing was taken into use, the forecast length was increased from 48 to 60 h and the amount of data used in data assimilation has been increased.
Online coastal observations
The coastal observational network, run by MSI, has undergone a significant evolution since 2005 and presently consists of 11 on-line stations (Fig. 1c , Table 2 ). A typical configuration of the automatic sea level station contains a staff gauge as an installation platform and a submerged piezoresistive pressure sensor at zero level of the staff. We use high-precision pressure sensors from Keller Ltd series 36WX and 46X with measuring amplitude of 5 m. Automatic temperature (resolution 0.1 °C) and air pressure compensation ensure an accuracy of 1 cm in terms of water column above the sensor. The pressure sensor is connected via a RS485 interface with the data logging, processing and transmitting device, which calculates sea level as a 30 s average water column height, as well as the basic wave parameters locally at the station, and sends the data with 5 min interval over GPRS communication protocol to a ftp server at MSI. On the server side, on-line data transfer is handled by GPRS Gateway software. Messages, coming from a number of GPRS modems in the field are converted into ASCII files and transmitted to ftp server(s), and also to the ftp box at MSI, from where the international data exchange occurs. After the initial quality control (obvious outliers are removed), the data is automatically fed into the BOOS system. The data is further delivered also to the EU project MyOcean. Automatic sea level measurements are regularly checked by the readings of the staff gauge. It is a scale with 1 cm resolution for visual observations of the sea level (Fig. 2) . The staff gauge is connected with the geodetic height system by means of high precision leveling, which is repeated regularly, typically once per year. The purpose of the comparison of the data from two independent measurements is the analysis of the long term trends in sensor performance and monitoring of local geodetic peculiarities, coming from vertical movements of hydrotechnical constructions, which the sea level station is fixed to.
The sea level sensors work quite reliably, showing only 2%-3% missing data without taking the major failures as powering of the station or sensor breakdowns into account. The 97% up-time of the observation station is within the limits of the institutional goal but the procedures for major failures could be improved. Some stations are very old and should be replaced to decrease the amount of major failures. It would be ideal to replace at least the sensor of the station after a 5 years service. Though today, in case of a major failure of the 22.12.2010 ). In case of failures in the operational data transmission, the data is retrieved for climatological studies from the SD memory cards of on-site data loggers. The redundancy of the system is very much dependent on the sensors performance. In most of the stations there is only one sea level sensor and if it fails, no observation data is recorded. In some stations sensors are duplicated.
Initial system development, low-frequency error correction
Starting from 08.08.2005, the HIROMB data was downloaded daily, retrieving model results with 48 h forecast length. Shortly after this the first version of the forecasting system became operational with the forecast update interval 24 h L = and forecast length 48 h.
M =
The system was then continuously monitored and developed to improve its stability and reliability. After 17.12.2008, the forecast update interval was decreased to 6 h and the analysis was performed for the time period from 2006 to 2008.
A modelled sea level mod η has always a bias relative to a geodetic reference system. After some months of running the forecasting system, a comparison of the time series of the model output mod η and the observed sea level obs η revealed that the model error has a low-frequency part that varies from location to location and is changing slowly in time. As an example, in the PAR station the "zero drift" varied during the three first implementation months (from September to November 2005) up to 25 cm (it dropped from 55 to 30 cm in about a month). It is obvious, that such a distortion of the forecast is inacceptable. The initial system running period was too short for a comprehensive statistical analysis, therefore a simple method for backward moving average (not centered, since future observations are not known during the forecast) of the model errors over 7 days was applied for the correction of the low-frequency errors. The maximum difference between the centered and the backward moving average in PAR was 8 cm, which is still small compared to the sea level variation range (from -71 to 173 cm in [2006] [2007] [2008] ( , ) m n p are incrementing with a step L and can be found as
where the floor brackets denote the down-rounded integer operator and S n ≤ is the time span between the start time of the model calculations and the last observation taken into account. Note that due to the time, needed for the model calculations (first HIRLAM and then HIROMB) and data transfer, we have an approximately 7 h long time lag in the operational procedure between model calculations start times L n L ⋅   and the calculation of the forecast. Therefore the time, corresponding to the number of observations , N is usually not the same as model calculations start time ( ) N L n L ∉ ⋅  and we have more observations to use by the time the forecast is calculated. We have chosen to use 4 h S = for stability of the system (not 7, since sometimes the model data is received sooner and/or the observation data is delayed). The model results with the shortest lead time 1 p = (also called "best available forecast", the lead time from 1 to ) L together with the observations ( ), obs n
The analysis of an autocorrelation of ( ,1) d n time series over the 2 years period at the PAR station (Fig. 3) shows that the error properties are far from the ideal white noise. The correlations above 0.2 appear in a quite long (up to 4000 h) time lags indicating some systematic error component.
For finding the improved forecast ( , ), fc n p η we apply a correction ( , ) ( , ) ( , ),
where
is the low-frequency part of the model error (or dynamic bias), found using the backward moving average of the initial model error. The indices m should be found according to Eq. (1). In the operational procedure we use only the dynamic bias from the best available forecast ( 1,1) b N + to correct all the forecasts within the interval ( 1, ) . n N N M = + + For the performance optimization, it is necessary to choose the filter length K so that the forecast errors ( , ) e n p = ( , ) ( ) fc obs n p n η η − twould be minimized. The selected cost function is the least mean square error (MSE) estimate and we search for the best K that minimizes the expression
+ is the maximum filter length, chosen for the search (max( ) ) K N << and m can be found from Eq. (1). The method (1)- (4) is similar to the autoregressive moving average (ARMA) method, but differs from it by the non-unit increments L and .
M Instead of the determination of K from the autocorrelation functions, we used numerical evaluation of Eq. (4) for 1, ,960 K = K with 24 L = . Both at the PAR and the TAL stations, the value of E has a minimum in the band of moving average filter lengths from about 50 to 200 h. Therefore, considering possible data gaps, 168, K = adopted during the system start-up period, is a good choice, decreasing the RMSE by about twice compared to the raw forecast ( 0). K = As a result, the autocorrelation of the forecast error ( ) e n drops rapidly close to zero (Fig. 3 ) and is much closer to the white noise properties than the autocorrelation of the raw forecast error ( ).
d n
The low-frequency error correction method, described above (and used in the forecasting system), is designed to minimize the errors of the sea level forecast for the operational purposes only. The method is purely statistical, giving a temporary solution until the actual model physics, numerical implementation and forcing data are improved. Regarding more comprehensive correction techniques, there are some test studies for the sea level data assimilation in the North and Baltic Sea region [ 28 ] , but such assimilation is not yet implemented in the operational practice.
There have been several discussions during the last decade concerning the low-frequency forecast errors of the sea level. The origin of such a dynamic bias is still not clear; there could be several reasons like distortions in the boundary conditions provided by the "outer" storm surge model NOAMOD, density inaccuracies in the model response, inaccurate volume changes in the Baltic Sea and its sub-basins due to the errors in volume transports in the straits, errors in the freshwater budget, etc. Although the analysis of these reasons is out of the scope of this paper, an attempt was made to find the relationship between the dynamic bias and the Baltic Sea volume change during the optimization of the low-frequency error calculation method. The Baltic-wide mean sea level time series were found and compared with the dynamic sea level bias time series in different stations (Fig. 5) . Although several variations of ( , 1) b n and horizontally mean sea level occur at the same time, their phases vary significantly and the statistical correlation is practically absent. Therefore it was found that the forecast of the horizontally mean sea level cannot be used for the prediction of ( ,1). b n The low-frequency error variations at PAL station during a later period (03.2009-03.2011) are presented later. There were two model upgrades during this period, which can be distinguished from the dynamic bias curve. Although the version 4.2 did not introduce any changes, affecting directly sea level, the variability range of the dynamic bias seemingly increased, a feature that requires further investigation.
Forecast production
Results from the HIROMB-SMHI model with 1 NM resolution (grid BS01) are used in the production of the sea level forecasts for the Estonian coast. The forecasting system is operationally run 4 times per day with cron scheduler in Linux cluster. The system has 4 main steps, all covered with error handling procedures: 1) download the model data; 2) download the observational data; 3) process the model and observation data; 4) publish the forecast and archive the data.
The model data is downloaded from the SMHI ftp server, saved and unzipped. The data is provided in GRIB format, having separate file for each time step and resulting in M model files. Each file is downloaded and checked separately. The system automatically assesses the quality of the file and either re-downloads the file or starts downloading the next file. The re-download is repeated maximum 5 times per file after which the error message is sent to the administrator. The downloading state is the most time consuming and fragile step in the forecasting system due to the size of the 3D files and network stability. However, there has been significant progress in the network stability and speed. Although the file sizes were approximately twice smaller in 2006, the download took about 2 h, while today it completes usually within 10 to 20 min.
The crucial element for the operational forecasting is the sea level observations. New observation is available every 5 min, as described in Section 2.2. The forecasting system, however, only downloads the data with a 1 h interval, assembling separate 1 h interval observations data file, which is not always with the same quality as the data in observational system itself. Similarly with the model data, in case of errors in the observational data the re-download is performed maximum 5 times, after which the data is defined missing for the forecasting system. For example, if the data is too late in the observational ftp, then this data is defined as missing, although files of this data exists in observational system archive. For the offline analysis, the differences between the observational and the forecasting system's data archive could be decreased by creating a direct link between the subsystems, but this has not been implemented yet.
In the data processing step the model data is first extracted from the 3D model data files and appended to the model extractions time series files ( , ) mod n p η for each station. After constructing the model extractions and the observation data, a simple automated quality control is performed: the unreasonable high or low values and data gaps are flagged. However, the manual revision of the data during the current study showed the need for some improvement of this quality control, although only 0.7% of data was considered "bad" during manual revision. Before adding more sophisticated quality controls to the operational forecasting system, these controls have to be well calibrated and validated, to avoid filtering out actual rapid sea level changes, which naturally happen mostly in the areas and periods of high flooding risk.
After the bad quality data has been flagged and removed from further calculations, the low-frequency error ( 1,1) b N + (from Eq. (3)) and the corrected forecasts are calculated as ( , ) 2)). Although it is possible to use Eq. (4) operationally for finding the best filter length K for each forecast separately, in order to ensure stability of the long-term statistics the recalculation procedure is not implemented operationally. The processing step continues with gathering the forecasts of all lead times and stations into one forecast file. Due to up to 7 h time span between the start times of the model and the forecast calculations (see also the explanation of Eq. (1)), only the forecast lead times greater than 5 h are written into forecast file, which unfortunately means that only the 6th hour forecast from the "best available" forecast reaches the users.
The data gaps are usually the most problematic in the operational systems. The forecasting system has some simpler redundancy functions in case the model or observation data is missing. In case the model data is missing for some reason, the data from the previous forecast is used to produce the forecast; so in principle the first L records are deleted from the previous forecast file and used as the new forecast file. This means that the replacement ( , ) (
fc fc n p n p η η = + is performed and, of course, the forecast length M is decreased by .
L If the model data is missing also during the next forecasting system run time, the replacement ( , ) (
fc fc n p n p η η = + is performed etc., until the model data has been missing for 48 h M = in a row. After that period the forecast will be provided with missing value codes and an alert message will be sent to the administrator. Another source for missing forecast is gaps in observations. In case there are less than 48 acceptable observation-forecast pairs in the last 7 days or the observation data has been missing for the last 48 h, the forecast will be again provided with missing value codes.
In connection with the forecast production, an automated high/low sea level checking is done for each forecast. Critical values for every coastal station are defined (Table 3 ) and when the forecast is out of the defined limits, an automated high/low sea level warning message is sent to the users. The skill of the high and low sea level forecast and warning system was evaluated by comparing the number of high/low sea level events forecasted and observed (Table 3) . In general the amount of high sea levels within the period from 2009 to 2011 was low and no coastal flood was observed, but there were several low sea level events which actually influenced the ship traffic between small islands and mainland. Most of the occurred high/low sea level events were alerted properly, but still 18% of high/low events were underestimated by the forecast and the warning message was not sent. The reason behind the missed warning messages was that the sea levels were slightly below the warning limits. Thus it can be concluded that no really important high/low sea level event was missed by the forecasting system. The users can choose how often they want to get the warning message. By default, the maximum warning message frequency is once in 24 h. Without this option the system could send out up to 8 messages for the same high/low sea level event. Only one warning per one high/low sea level event is recommended for a typical end-user. As a final step of the forecasting system, all the data is archived and the forecast is published to the users (via ftp and web). Both the measurements of the sea level along the Estonian coast and the forecasts are presented in an open access webpage Sea Level Information System http://on-line.msi.ttu.ee/kaart.php?en . In normal situation, when the sea level is around 0 cm, the number of clicks in the system per day is about 1000, but during storms it increases 1000 and even 10 000 times, resulting in 10 million clicks per day. The users of the system are mainly the people living in the coastal areas, but also larger institutions like Estonian Rescue Service. This system has been used for issuing warnings about high sea level in the Estonian coastal sea, and by national and local authorities for decision-making. The company that operates ferries between the Estonian mainland and islands relies on the forecasts of critically low sea level.
Analysis methods
Standard statistical methods were used to study the archived operational results of the observations and forecasts. An analysis was made for two different time periods: 01. The RMSE minimizing algorithms described above and the autocorrelation function technique were used mainly for the time period 2006-2008 data to find the optimal algorithm for low-frequency error calculations. Storm surge events were analysed to investigate the skill of the forecasting system for predicting the high sea level events. The events were handled separately to find the forecast error with respect to observations. Also the temporal errors of the storm peaks (time span between the maximal sea level in the forecast and in the observations) were found and recorded manually.
Starting from 17.12.2008, the forecasting system was improved to use model data and produce forecast 4 times per day, i.e., after each 6 h. Also the observation network was extended to 11 stations. For the analysis period from 2009 to 2011, different statistics were calculated, mainly for the forecasts with lead time + 01 h to + 06 h. The time percentage analysis was done to evaluate the forecasting system up-time and different sources of the forecasting system failures. For statistical calculations all data was revised, gaps and corrupted data were removed and the data time series (model, forecast and observation) were trimmed to the same length for each station separately. For example, if the observation data for certain time was missing, then both the forecast and the model data were excluded from the analysis, although one of those could have been quality data. This trimming procedure was essential to find comparable statistics.
Mean absolute error (MAE) was calculated by taking arithmetic mean of the absolute deviations between each observation and forecast and monthly mean absolute error (MMAE), describing seasonal variation of the forecast error, was found as the arithmetic mean of MAE over the one month period. The root mean square difference (RMSD), standard deviation (STD) and correlation (CORR) were found between forecast and observed data to describe the forecast error, amplitude and phase respectively. Mean error (ME), describing the conformity of the error distribution to the normal distribution, was found as arithmetic mean over the deviations between the observation and the forecast. To evaluate the accuracy of the forecasting system in greater detail, the whole range of sea level variations was divided into three sub-ranges at each station: high, medium and low. The forecasted sea levels were rounded to the nearest integer and sorted with corresponding forecast errors in ascending order. Then MAE was calculated for each forecasted sea level and the sea level sub-ranges were found. Both the whole range and the sub-range statistical characteristics were analysed. Taylor  diagram [ 29 ] was chosen to summarize the statistical results.
RESULTS AND DISCUSSION
Forecasting high sea levels in 2006-2008
The period 2006-2008 included several storm surges with high sea levels, observed and forecast in many coastal areas. Since these cases were extensively reported in mass media and published partly in [ 30, 31 ] , only a short note is given here. The purpose of including this period here is that the second (2009-2011) dataset does not contain significant storm surges. Figure 6 presents examples of high sea level events observed during January 2007 at PAR and TAL station. The sea level can increase over 40 cm within an hour (see PAR), which could lead to large instantaneous errors, if there is a time lag between the model and the observations. In case of flood risk, the end-users are interested in maximum sea levels during the risk period, normally about half a day.
High sea levels were found for two stations, PAR and TAL, for the time period 10.2006-03.2008 . The criteria for a high sea level event were chosen 130 cm in PAR station and 90 cm in TAL station, with at least a 24 h time span between different high sea level events. There were 5 and 6 such events at PAR and TAL stations, respectively ( Table 4 ). The forecast error was lower than ± 25 cm for all these events and the time shift between observed and forecasted sea level maximum was within ± 3 h.
Statistical analysis of sea level forecasts in 2009-2011
Statistical analysis for 11 coastal stations (Table 2) was performed for sea level forecasts within time period 1.03.2009-1.03.2011, although different time periods were available for different stations. A sample plot of forecasts and observations of the whole time period at PAL station is given in Fig. 7 . Notice that the forecast is the output of the forecasting system, which is related to the model through the low-frequency error correction (see Eq. (2)). The percentage of missing data (Table 5) shows the data amount that was actually used in statistical calculations. Notice that the amount of data, actually used in calculations, was lower than the amount of actual forecasts, delivered to the users. The difference comes from the system's ability to forecast sea level even if observation data is not available for a short time. Statistical analysis used needs the data without any gaps, which means that the percentage of missing data amount, not used in the calculations, is higher by short-time (below 48 h) missing observation data.
The data gaps and the up-time of the forecasting system
The data gaps for the best available (forecast lead times from 1 to 6 h) forecast were analysed in greater detail. Three reasons for the forecasting system failures were identified and the amount of these failures was calculated. First, and the most obvious, is that the forecasting system can not run in case of hardware failures (cluster down, no electrical power, etc). This kind of error was found 1% of the time. Secondly, if the model results are missing then the forecasting system fails, which was the case in 2.6% of time. This failure appears mainly due to the network errors. It is also possible that the network is working, but the model data is uploaded to ftp-box too late (for example, the model calculations take too much time in case of heavy ice conditions), but the forecasting system has to send out the forecast. The percentages in time of the first two failures were obviously equal for every station. The third reason for the failures is long-term missing observations (Table 5 ). As explained above, the forecast is defined missing in case there are less than 24 successful observations present within the last three days (72 h). At most of the stations this failure was below 3% of time, while at three stations (SOR, TAL, TRI) it was higher. The reason was breakdown of the observation station or very long network error between the forecasting system and the observation station. The analysis was made intentionally with the data stored by the forecasting system, to evaluate the performance of the actual forecast that has been delivered to the end-user. To summarize the best available forecast data gaps analysis, the general down-time was about 6%. The down-time of the forecasting system itself would have been about 4%. The missing observation data was divided into two categories. A missing observation was defined as long-term in case there was less than 24 h notmissing data within the 72 h period, preceding the missing observation under evaluation. All other missing data was defined as short-term. The sub-category of long-term missing data was major data gaps, i.e., the data was missing over 2 weeks in a row. The observation was missing on average 7% of time, of that 4% long-term and 3% short-term.
Due to the forecasting system's ability to restore a forecast from previous forecasts, the up-time of the forecasting system for the end-user is higher than the best available forecast up-time. In case the model data is missing, the forecasting system uses data from the previous model run and delivers 6 h shorter forecast to the end-user. If the model data has been missing for 48 h or more, the forecasting system is "down" for the end-user. The percentage of down-time for end-user is given in Table 5 for every station. Mean down-time of all stations is 4%. If the major data gaps from SOR, TAL, TRI stations are excluded, the mean up-time of the forecasting system for the end-user would be 98%.
The institutional goal for the end-user up-time is to keep it higher than 96% while the forecasting system can not be down longer than 48 h in a row. As described above, the first part of this goal is fulfilled, but there are major data gaps in the observations that should be avoided. The network link from the observation stations to the forecasting system can be improved by software changes (multiple download attempts, other transfer protocols like 3G or satellite communication, etc). The second part needs improved observation stations maintenance routines, which could prevent the breakdown and more effective removing of the failures.
Statistics for the whole dataset
In order to evaluate the dependence of the performance of the forecasting system on the forecast update interval , L the statistics for forecasts, made with 6 L = (used operationally since about 2009) and 24 L = (used operationally until about 2009) were calculated and compared. The best available forecasts for both update intervals for the period 2009-2011 were used to obtain comparable results, i.e., the 6 L = data was obtained from the operational runs and the 24 L = data was simulated with 2009-2011 data. The improvement was calculated as the decrease in the mean RMSD and increase in the mean correlation with regards to the increase in the forecast frequency. The mean improvements were found 8% and 0.5% for RMSD and correlations, respectively. Correlation improvement percentage for high and low sea level sub-ranges (see below) was 3.1% and 4.3%, respectively.
As described before, a 7 day filter was used in the forecasting system to correct the low-frequency error. The mean dynamic bias (Table 5) , shows a range from 32 to 46 cm. Most of the stations have the mean dynamic bias over 40 cm, the lowest mean dynamic bias is at SIL station, which can be explained by the geographical distance from other stations and closeness to the Neva and Narva rivers, discharging fresh water into that region. Unexpectedly, low values of mean dynamic biases were found also at LEH and TRI stations, which can point to bathymetry inaccuracies in the model domain. The mean forecast errors are near zero at all stations, which shows a rather good performance of the dynamic bias correction algorithm.
Monthly mean absolute errors at different stations are presented in Fig. 8 . In general there is no seasonal difference in MMAEs. The MMAE at station PAR is higher than for the other stations, reaching 6.1 cm in April 2010, while MMAE of the LEH station distinguishes with high variability of MMAE. There is a significant increase in MMAEs, starting from 09.2010, which is the same time as upgrade to HIROMB v. 4.2 (released on 15.09.2010), although there were no changes introduced in v. 4.2, which should influence the sea level. The sea level had also high variance in spring 2010 (Fig. 7) , which amplified the increase in MMAEs. Previous upgrade to the model version 4.0 on 10.12.2009 is not so clearly visible, although the MMAEs are slightly increased in that period.
The RMSD is one of the most important statistics for describing the performance and accuracy of the forecasting system. While it combines standard deviation of forecasts and correlation between observations and forecasts, it also has clear statistical meaning. Considering that RMSD is equivalent to a standard deviation of the forecast error (in case of normal distribution), it can be interpreted as the absolute error level within the 68% probability level. The RMSDs of the best available sea level forecasts, varied from 3 cm (PAL) to 7 cm (PAR), giving evidence of rather accurate forecasts.
To summarize the performance of investigated sea level forecasts, RMSD vs. correlation plot (Fig. 9a ) was used instead of the commonly used normalized Taylor diagram. The reason is the high similarity of statistics between different stations (notice the scales of Fig. 9a ) which would lead to a poorly readable Taylor diagram. Nevertheless, from the values of STDs, normalized with STDs of observations (Table 6 ) it is concluded that forecasts tend to underestimate the variance of the sea level. The best general performance in the means of RMSD/CORR rate is at PAL station with 98.2% correlation. Correlation is high (over 97%) at all stations, which points to small overall phase errors of the forecasting system. To investigate the forecast accuracy dependence on the forecast length, the RMSD was calculated for each forecast lead time range (from ( 1) 1 p L − + to ) pL and for each station (Fig. 9b) . The minimal boundary is from the station PAL and the maximal boundary from the station PAR as could be expected from Fig. 9a . The mean accuracy of the forecast decreases only up to 2 cm for the 48 h forecast length and the error for the 48 h forecast is up to 2.5 cm higher than the best available forecast error, which is mostly presented in this paper.
As an illustration of the forecast precision, the persistency forecasts were carried out, using available observational data, and compared to the results of the operational forecast. The persistency forecast is one of the most primitive forecast methods and it is based on the assumption that the last observed situation will continue over the forecast period. For example, in 1-6 h persistency forecast it is assumed that the most recent observed sea level is constant over the next 6 h. The accuracy of the persistency forecast (Fig. 9b) is close to the accuracy of the forecasting system forecast up to 6 h, but in longer lead times, up to 48 h, the advantage of the forecast system is clearly evident. 
Statistics of sub-ranges
Due to the broad range of temporal scales of the sea level variations it is obvious that the statistics of sea level time series greatly depends on the length of the time series and the presence of high/low sea level events. The statistics for mostly medium range sea level fluctuations does not describe extreme events like high and low sea levels sufficiently and can be even misleading, if used in the wrong context. For the end-users, the accuracy of sea level forecast is always much more important during the extreme events than in "normal situations", therefore evaluation of statistics especially for such events has a great practical relevance.
The relationships between mean absolute errors and the forecast sea levels were found (Fig. 10) , to find the statistics, describing in greater detail the extreme events of sea level. Three different sub-ranges were found for every station: low, medium and high sea level sub-ranges (the limits of these sub-ranges should not be confused with high/low sea level warning limits). Limits defining these sub- Table 6 . Continued ranges were found for every station (Table 6 ). These sub-ranges were different from station to station, although an attempt was made to use more general common sub-range limits.The limits were rounded to the nearest 5 cm. Two values for the low sub-range limit were found: -50 cm for 6 stations and -60 cm for 5 stations. The limits of high sub-range varied from + 15 to + 50 cm. The graphical presentation of the mean deviation of 10 following data points was used to identify the boundaries of different sub-ranges (not shown here). These three sub-ranges were clearly visible for all stations, indicating a relationship between the forecast sea level and error, and making it possible to estimate forecast error while the forecast value is known. While most of the data fall in the medium sub-range and have the lowest errors, the high and low sub-ranges had less data and errors were higher than medium sub-range sea level forecasts. Also, since most of the data was in the medium sub-range, the statistics of this subrange was very similar to that of the whole range of data.
The forecasting system has a tendency to show an uneven error distribution in case of low and high sea level sub-ranges, while in the medium sub-range the mean errors were near zero, indicating the conformity to normal distribution and adequate low-frequency error correction. Low sub-range error is shifted to the positive side (low sea levels are predicted higher) and high sub-range to the negative side (high sea levels are predicted lower), which should be taken into account when interpreting RMSD values for corresponding sub-ranges. Such a distortion of low and high sea level forecasts was noted also for the northern coast of the Gulf of Finland [ 20 ] .
From Fig. 10 it could be expected that RMSD of medium sub-range forecasts are significantly lower than in other sub-ranges. Nevertheless, the RMSDs of medium and low sub-ranges are comparable (which is probably the effect of uneven error distribution), while high sub-range forecasts have a higher RMSDs, as expected. The correlations of low and high sub-range forecasts were lower than in the medium sub-range, indicating certain phasing errors in these subranges. The low sub-range had considerably lower STDs, compared to other subranges.
The mean high sub-range forecast error dependence on the forecast length is presented in Fig. 9b . The high sub-range forecast depends slightly more on the forecast lead time than the mean accuracy of the whole dataset. The 48 h forecast accuracy is up to 5 cm worse than the RMSD of the best available forecast, but on average the 6 h forecast is 3 cm more accurate than the 48 h forecast. It could also be noted that the accuracy of the high sub-range forecast is still better than the accuracy of the persistency forecast.
Normalized Taylor diagrams of high and low sub-range sea level forecasts are presented in Fig. 11 . The RMSDs and STDs are normalized with the STD of the observations. To illustrate the differences between medium and high/low forecast sub-ranges, the medium sub-range statistics are presented in the same diagram as the high sub-range statistics. Compared to the medium sub-range (and also to the whole data statistics) the correlations and RMSDs are considerably lower. The distribution of STDs is sparser, although the forecast at most stations underestimates the variance of the sea level, following the same trend as general statistics. 
CONCLUSIONS AND OUTLOOK
The performance of the Estonian sea level forecast system was analysed within two time periods using different statistical methods. The HIROMB BS01 grid model and data from sea level observation stations was used to produce sea level forecast for the Estonian coast. Using the RMSD minimizing algorithms, a 7 day moving average filter was found to be the most accurate for the correction of low-frequency error. Correlation of this error (dynamic bias) with the Baltic Sea volume change was not found. High sea level analysis within the time period of 2006-2008 showed ± 25 cm accuracy of storm surge forecasts, taking into account the ± 3 h time shift between the observation and forecast.
Today the update frequency of the sea level forecast is 4 times a day (+ 00, + 06, + 12 and + 18), which gives on average 8% more accurate forecast compared to 24 h update interval with respect to the RMSD. The accuracy of the forecast is slightly related to the forecast length, resulting in up to 2.5 cm higher RMSD for 48 h forecast than the best available forecast (6 h). Although an input data quality control algorithm is applied to the forecasting system, which can remove obvious outliers, there is still a need for further calibration of online quality control to increase the reliability of the system. Statistical analysis of the whole period 2009-2011 revealed a RMSD less than 7 cm and correlations above 97% at all stations.
The data was divided into three sub-ranges (low, medium and high), which were analysed separately. The limits of sub-ranges and statistics were found for every station, which showed the differences especially in the high sub-range, where the maximum RMSD was found up to 13 cm and a correlation down to 63%. This method for estimating forecast errors revealed the possibility of implementation of an automatic on-line error estimation system.
As an improvement for the forecasting system it is planned to use more observational stations, especially the stations operated by EMHI. The work is already in progress. Also the implementation of MyOcean products could improve the forecasting system, enabling the possibility for ensemble forecasts of the sea level, which provides more information and better online error estimates for the forecast and therefore is becoming more and more popular around the Baltic Sea. There are 9 new sea level stations recently installed by EMHI, which will be merged into the system soon after the test period. The coverage of the Estonian coastal sea with sea level measurement sites increases remarkably, when new stations are added. Nevertheless, more efforts are needed in order to harmonize the measurement methods. The current forecast system has already showed good performance. With the improved on-line measurement station network, the accuracy of the system should improve even more towards better representation of local peculiarities and features, which in turn are very important in certain storm cases at certain locations of the coast.
Today, at 6 on-line stations out of 11, basic wave parameters are estimated, based on the pressure data, and broadcast to the Sea Level Information System (http://on-line.msi.ttu.ee/kaart.php?en) already for a period of 1.5 year. The wave data are used as background information for high resolution sea level measure-ments. As indicated by the analysis of extreme storm surges, the occurrence of critical and above critical sea levels is the weakest point in the forecast system. The role of waves in forming of extreme sea levels is quite obvious and some statistics is already available, based on the existing time series. The HIROMB models do not include a wave module. Thus, taking into account the local wave pattern in actual wind conditions could improve the performance of the forecast system for extreme sea levels. prognoosisüsteemi põhirakenduseks. Uuring näitab, et 7-päevane tagasiulatuva liikuva keskmisega filter on Eesti rannikul sobivaimaks meetodiks, et prognoosimudeli väljundandmetest madalsageduslikku viga välja filtreerida. Ekstreemsete (üle kriitilise taseme) veetasemete prognoosi täpsus on ± 25 cm ja ajaline maksimaalse meretaseme saabumise täpsus ± 3 tundi. Värskemate, 2009.-2011. aasta meretaseme prognooside hindamiseks kasutatakse Taylori täpsushindamise meetodit. Reaalajas prognoosivea arvutamise võimalikkuse uurimiseks jagatakse meretaseme prognoosid kolme alamrühma (madal, keskmine ja kõrge). On leitud, et madalamate ja keskmiste veetasemete prognoosid on täpsemad kui kõrgemate veetasemete omad. On vaadeldud prognoosisüsteemi edasiarendamise võimalusi ja põhjendatud vajadust parendada reaalajas toimivat mõõteandmete kvaliteedikontrolli.
