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Abstract
In [Adv. Math. 140 (1998) 323–366], Van Daele introduced the notion of an algebraic quantum
group. We proved in [Internat. J. Math. 8 (8) (1997) 1067–1139] that such algebraic quantum groups
give rise to reduced C∗-algebraic quantum groups in the sense of [J. Kustermans, S. Vaes, Ann. Sci.
École Norm. Sup. (4) 33 (2000) 837–934]. After introducing the universal C∗-algebraic quantum
group associated to an algebraic one, we will pull down the analytic structure of this C∗-algebraic
quantum group to the algebraic quantum group. The multiplier algebra of the dual quantum group
will be realized as a space of linear functionals on the original algebra. We also identify the analytic
structure of the dual quantum group in terms of the analytic structure of the original algebraic
quantum group.
 2003 Elsevier Science (USA). All rights reserved.
Introduction
A. Van Daele introduced the notion of an algebraic quantum group in [11]. It is
essentially a multiplier Hopf ∗-algebra with a non-zero left-invariant functional on it. He
proved that these algebraic quantum groups form a well-behaved category:
• the left- and right-invariant functionals are unique up to a scalar;
• the left- and right-invariant functionals are faithful;
• each algebraic quantum group gives rise to a dual algebraic quantum group;
• the dual of the dual is isomorphic to the original algebraic quantum group.
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This category of algebraic quantum groups contains the compact and discrete quantum
groups. It is also closed under the double construction of Drinfel’d so it contains also
non-compact non-discrete quantum groups. Most of the groups and quantum groups will
however not belong to this category.
It is nevertheless worth while to study these algebraic quantum groups, mainly because:
• The category contains interesting examples.
• The theoretical framework is not technically complicated. In a sense, you have only to
worry about essential quantum group problems. Not over C∗-algebraic complications.
It is by now also clear that this category of algebraic quantum groups has a well-behaved
corepresentation theory [4,13], that it allows a rich theory of actions on quantum spaces
(see [4]) and also gives rise to Galois theory (see [14]).
In [9], S. Vaes and the author developed a definition for locally compact quantum groups
in the C∗-algebra setting (see [10] for an overview) and showed that these C∗-algebraic
quantum groups have a rich analytical structure. Nowadays this definition is considered to
be the de facto definition for locally compact quantum groups. We proved in [5] that an
algebraic quantum group with a positive left-invariant functional gives rise to a reduced
C∗-algebraic quantum group. In this paper, we will also associate a universal C∗-algebraic
quantum group (in the sense of [8]) to any algebraic quantum group.
In this paper we will pull down this analytic structure from the C∗-algebra level
to the algebra level. It shows that such algebraic quantum groups are truly algebraic
versions of C∗-algebraic quantum groups. It also allows to get a very good insight into
the theory of quantum groups in the operator algebra setting without having to bother with
the technical complications of the operator algebra approach. We have to introduce the
universal C∗-algebraic quantum group, as opposed to the reduced one, because the proof
that the analytic structure can be pulled down from the C∗-algebraic to the algebraic world
needs the presence of a bounded counit defined on the whole C∗-algebra. This holds for the
universal versions but not necessarily for the reduced versions of locally compact quantum
groups.
As a consequence, the first two section will revolve around the connection between the
C∗-algebraic and algebraic approach, but this paper is mainly intended for readers which
are interested in the algebraic approach to quantum groups.
Recently, the necessity of this analytic structure in the algebraic framework became
apparent by the publication of [1] and especially [2]. In these papers, A. Connes and
H. Moscovici develop a cyclic cohomology theory for Hopf algebras that have modular
pairs in involution. Then they connect this Hopf algebra cyclic cohomology to the ordinary
cyclic cohomology of algebras, acted upon by such a Hopf algebra in the proper way.
As a special example of this theory they construct in [2] a so-called modular square
for a Hopf algebra. They first provide a canonical modular pair on the dual of the Hopf
algebra under consideration and let this dual Hopf algebra act on the original Hopf
algebra. However, their construction is only completely rigorous for finite-dimensional
Hopf algebras because of this duality aspect. It serves only as a model for a still to
be developed theory of modular squares for more general quantum groups and locally
compact quantum groups in particular.
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It is however rather straightforward to generalize the construction of this modular
square within the category of algebraic quantum groups, so that, for instance, the modular
square construction in [2] becomes completely rigorous for compact quantum groups. It is
moreover clear from [2] that the analytic structure of algebraic quantum groups, provided
in the present paper, is necessary to generate the modular square.
The results in this paper where already known to the author in 1997 (in the preprints
[funct-an/9707010] and [funct-an/9704004] on http://arXiv.org) but because of
the developments in the operator algebraic approach (mainly [8]) a more elegant exposition
arose.
In the first section, we quickly repeat the definition of an algebraic quantum group and
give an overview of objects associated to such an algebraic quantum group (see [11]). We
will also associate a reduced C∗-algebraic quantum group to such an algebraic quantum
group. In the second section we look at the associated universal C∗-algebraic quantum
group. The third and fourth section are intended to assure that an obvious theory of analytic
one-parameter groups of automorphisms or unitary multipliers works fine on this algebra
level.
The most important results of this paper can be found in Section 5 where we prove that
the analytic objects of the C∗-algebraic quantum groups are of an algebraic nature. The
sixth section is devoted to a characterization of the multiplier algebra of the dual algebraic
quantum group as a space of linear functionals on the algebra involved. In the last section,
we connect the analytic objects of the dual to the analytic objects of the original algebraic
quantum group.
We end this introduction with some conventions and notations.
Every algebra in this paper is an associative algebra over the complex numbers
(not necessarily unital). A homomorphism between algebras is by definition a linear
multiplicative mapping. A ∗-homomorphism between ∗-algebras is a homomorphism
which preserves the ∗-operation. The identity map on any set X will be denoted by ιX
or ι in short. If V,W are two vector spaces, V W denotes the algebraic tensor product.
The flip from V W to W  V will be denoted by χ . We will also use the symbol  to
denote the algebraic tensor product of two linear mappings.
We will always use the minimal tensor product between two C∗-algebras and we will
use the symbol ⊗ for it. This symbol will also be used to denote the completed tensor
product of two mappings which are sufficiently continuous. For any Hilbert space H , we
denote the space of bounded operators on H by B(H), the space of compact operators by
B0(H).
If z is a complex number, then S(z) will denote the following horizontal strip in the
complex plane: S(z)= {y ∈C | Imy ∈ [0, Imz]}.
1. Algebraic quantum groups
In this first section, we will introduce the notion of an algebraic quantum group as can be
found in [11]. Moreover, we will give an overview of the objects associate to this algebraic
quantum group. The main properties of these objects can be found in the same paper [11].
In a last part we associate a reduced C∗-algebraic quantum group to the algebraic one.
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We will first introduce some terminology. We call a ∗-algebra A non-degenerate if and
only if we have for every a ∈A that (∀b ∈A: ab= 0)⇒ a = 0.
For a non-degenerate ∗-algebra A, you can define the multiplier algebra M(A). This
is a unital ∗-algebra in which A sits as a self-adjoint ideal (see the appendix of [12] for
a definition).
If you have two non-degenerate ∗-algebras A,B and a multiplicative linear mapping
π from A to M(B), we call π non-degenerate if and only if the vector spaces π(A)B
and Bπ(A) are equal to B . Such a non-degenerate multiplicative linear map has a unique
multiplicative linear extension π¯ :M(A)→M(B). For a ∈M(A), we set π(a)= π¯(a).
If we have a third non-degenerate ∗-algebra C and a non-degenerate homomor-
phism θ :B →M(C), we define the non-degenerate homomorphism θπ :A→M(C) as
θπ = θ¯π .
Of course, we have similar definitions and results for anti-multiplicative mappings. If
we work in an algebraic setting, we will always use this form of non-degeneracy as opposed
to the non-degeneracy of ∗-homomorphisms between C∗-algebras!
For a linear functional ω on a non-degenerate ∗-algebra A and any a ∈M(A) we define
the linear functional ωa and aω on A such that (aω)(x)= ω(xa) and (ωa)(x)= ω(ax)
for every x ∈A.
You can find more information about non-degenerate algebras in the appendix of [12].
Let ω be a linear functional on a ∗-algebra A; then
1. ω is called positive if and only if ω(a∗a) 0 for every a ∈A.
2. If ω is positive, then ω is called faithful if and only if for every a ∈ A, we have that
ω(a∗a)= 0⇒ a = 0.
Consider a positive linear functional ω on a ∗-algebra A. Let H be a Hilbert-space and
Λ a linear mapping from A into H such that
• Λ(A) is dense in H .
• We have for all a, b ∈A that ω(b∗a)= 〈Λ(a),Λ(b)〉.
Then we call (H,Λ) a GNS-pair for ω. Such a GNS-pair always exist and it is unique up
to a unitary.
We have now gathered the necessary information to understand the following definition.
Definition 1.1. Consider a non-degenerate ∗-algebra A and a non-degenerate ∗-homomor-
phism ∆ from A into M(AA) such that
(1) (∆ ι)∆= (ι∆)∆.
(2) The linear mappings T1, T2 from AA into M(AA) such that
T1(a ⊗ b)=∆(a)(b⊗ 1) and T2(a ⊗ b)=∆(a)(1⊗ b)
for all a, b ∈A, are bijections from AA to AA.
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Then we call (A,∆) a multiplier Hopf ∗-algebra.
Consider a multiplier Hopf algebra (A,∆). Let ω be a linear functional on A an a an
element in A. We define the element (ω ι)∆(a) in M(A) such that
(ω ι)(∆(a))b = (ω ι)(∆(a)(1⊗ b)) and b(ω ι)(∆(a))= (ω ι)((1⊗ b)∆(a))
for every b ∈A. In a similar way, the multiplier (ιω)∆(a) is defined.
Let ω be a linear functional on A. We call ω left-invariant (with respect to (A,∆)), if
and only if (ι ω)∆(a)= ω(a)1 for every a ∈A. Right invariance is defined in a similar
way.
By now we have the necessary terminology to state the next definition.
Definition 1.2. Consider a multiplier Hopf ∗-algebra (A,∆) such that there exists a non-
zero positive linear functional ϕ on A which is left-invariant. Then we call (A,∆) an
algebraic quantum group.
It should be mentioned that this terminology is restricted only to this paper (other people
may use a different terminology).
For the rest of this paper, we will fix an algebraic quantum group (A,∆) together with
a non-zero left-invariant positive linear functional ϕ on it. In the next part we give an
overview of the most important objects associated to (A,∆).
In [12], A. Van Daele proves the existence of a unique non-zero ∗-homomorphism ε
from A to C such that (ε ι)∆= (ι ε)∆= ι. The map ε is called the counit of (A,∆).
Furthermore, he proves the existence of a unique anti-automorphism S on A such that
m(S  ι)(∆(a)(1⊗ b))= ε(a)b and m(ι S)((b⊗ 1)∆(a))= ε(a)b
for every a, b ∈A (here, m denotes the multiplication map from AA to A). The map S
is called the antipode of (A,∆). It should be noted that these results only require (A,∆)
to be a multiplier Hopf ∗-algebra.
An important feature of such an algebraic quantum group is the faithfulness and
uniqueness of left-invariant functionals. A first application of this uniqueness result
concerns the antipode: there exists a unique complex number µ, such that ϕS2 = µϕ
(in [3], our µ is denoted by τ !). It is not so difficult to prove in an algebraic way that
|µ| = 1.
Set ψ = ϕS. Then ψ is a non-zero right-invariant linear functional on A. However,
in general, ψ need not be positive. In [5], we use the C∗-algebra approach to prove the
existence of a non-zero positive right-invariant linear functional on A.
Another non-trivial property about ϕ is the existence of a unique automorphism ρ on A
such that ϕ(ab)= ϕ(bρ(a)) for every a, b ∈A. We call this the weak KMS-property of ϕ
(in [11], our mapping ρ is denoted by σ !).
As usual, there exists a similar object ρ′ for the right-invariant functional ψ ; i.e. ρ′ is
an automorphism on A such that ψ(ab)=ψ(bρ′(a)) for every a, b ∈A.
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It is also possible to introduce the modular function of our algebraic quantum group.
This is an invertible element δ in M(A) such that (ϕ  ι)∆(a)= ϕ(a)δ for every a ∈ A.
As in the classical case, we can relate the left-invariant functional to our right-invariant
functional via the modular element: we have for every a ∈A that ψ(a)= ϕ(aδ)= µϕ(δa).
It is now time to bring in the C∗-algebra approach. For this, we will fix a GNS-pair
(H,Λ) of (A,∆) throughout the paper. We state some results which have been proven
in [5].
There exists a unique ∗-homomorphism πr :A→ B(H) such that πr(a)Λ(b)=Λ(ab)
for all a, b ∈ A. We define Ar to be the closure of πr(A) in B(H). Next, there exists a
unique non-degenerate ∗-homomorphism ∆r :Ar →M(Ar ⊗Ar) such that
∆r
(
πr(a)
)
(πr  πr)(x) = (πr  πr)
(
∆(a)x
)
and
(πr  πr)(x)∆r
(
πr(a)
) = (πr  πr)(x∆(a))
for all a ∈ A and x ∈ A  A. Then the pair (Ar,∆r) is a reduced locally compact
quantum group in the sense of [9, Definition 4.1]. There exists a left-invariant KMS-
weight ϕr on (Ar,∆r) with GNS-construction (H, ι,Λr) such that πr(A) is a core for
Λr and Λr(π(a)) = Λ(a) for all a ∈ A. Of course, this implies that πr(A) ⊆Mϕr and
ϕr(πr(a))= ϕ(a) for all a ∈A.
We denote the antipode of (Ar,∆r) by Sr, the scaling group by τ r and the unitary
antipode by Rr. The modular group of ϕr by σ r and the canonical modular group of ϕrRr
by σr. We denote the modular element of (Ar,∆r) by δr. The scaling constant of (Ar,∆r)
is denoted by ν. Recall that ϕrτ rt = ν−t ϕr for all t ∈ R. [5, Corollary 8.19] implies that
µ= νi .
Define the unitary W on H ⊗H such that W∗(Λ(a)⊗Λ(b))= (ΛΛ)(∆(b)(a⊗ 1))
for all a, b ∈ A. Then W is the multiplicative unitary of (Ar,∆r) in the GNS-construction
(H, ι,Λr).
The coefficient ∗-algebra Ar of (Ar,∆r) is a dense sub-∗-algebra of Ar defined as fol-
lows. Define the dense subalgebraBr of Ar as Br = {(ι⊗ω)(W∗) | ω ∈ B0(H)∗}. By defini-
tion, we have thatAr = Br∩B∗r . By [5, Lemma 2.3], we know that (ι⊗ ωΛ(a),Λ(b))(W∗)=
πr((ιϕ)((1⊗b∗)∆(a))) for all a, b ∈A. This implies that πr(A)⊆ Br. Thus πr(A)⊆Ar.
2. The universal enveloping C∗-algebraic quantum group of (A,∆)
In [8] we associated to any reduced C∗-algebraic quantum group a universal enveloping
C∗-algebraic quantum group. Let us apply this construction to our reduced C∗-algebraic
quantum group (Ar,∆r).
Let Au be a universal enveloping C∗-algebra of Ar through a ∗-homomorphism
φ :Ar → Au. Define π to be the unique surjective ∗-homomorphism π :Au → Ar such
that π(φ(a))= a for all a ∈Ar. Define the injective ∗-homomorphism πu :A→ Au such
that πu(a)= φ(πr(a)) for all a ∈A. Then ππu = πr.
Referring to [8, Proposition 5.1], we define V ∈M(Au⊗B0(H)) to be the universal left
regular corepresentation of (Ar,∆r) with respect to (Au,πu) and (H,πr,Λr).
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Lemma 2.1. Let a, b ∈A. Then (ι⊗ωΛ(a)Λ(b))(V)= πu((ι ϕ)(∆(b∗)(1⊗ a))).
Proof. We have that
πu
(
(ι⊗ ϕ)(∆(b∗)(1⊗ a))) = φ(πr((ι⊗ ϕ)(∆(b∗)(1⊗ a))))
= φ((ι⊗ ωΛ(a),Λ(b))(W))= (ι⊗ωΛ(a),Λ(b))(W),
where we used [8, Proposition 5.1] in the last step. ✷
Notice that this implies that πu(A) = 〈(ι ⊗ ωΛ(a),Λ(b))(V) | a, b ∈ A〉. Therefore [8,
Eq. 5.2] implies that πu(A) is dense in Au.
Lemma 2.2. We have for all a, b ∈A and ω ∈A∗u that
(1) (πu(b)ω⊗ ι)(V∗)Λ(a)=Λ((ωπu  ι)(∆(a)(b⊗ 1)));
(2) V(πu Λ)(∆(b)(a⊗ 1))= πu(a)⊗Λ(b).
Proof. (1) By the previous lemma, we have for all p ∈A that
〈
(πu(b)ω⊗ ι)(V∗)Λ(a),Λ(p)
〉
= ω((ι⊗ωΛ(a),Λ(p))(V∗)πu(b))= ω(πu((ι ϕ)((1⊗ p∗)∆(a))b))
= ϕ(p∗(ωπu  ι)(∆(a)(b⊗ 1)))= 〈Λ((ωπu  ι)(∆(a)(b⊗ 1))),Λ(p)〉,
implying that (πu(b)ω⊗ ι)(V∗)Λ(a)=Λ((ωπu  ι)(∆(a)(b⊗ 1))).
(2) We get for all c, d ∈A that
〈V∗(πu(a)⊗Λ(b)),πu(c)⊗Λ(d)〉
= πu(c)∗(ι⊗ωΛ(b),Λ(d))(V∗)πu(a)= πu(c)∗πu
(
(ι ϕ)((1⊗ d∗)∆(b)))πu(a)
= (πu  ϕ)
(
(c∗ ⊗ d∗)∆(b)(a⊗ 1))= 〈(πu Λ)(∆(b)(a⊗ 1)),πu(c)⊗Λ(d)〉,
from which it follows that V∗(πu(a)⊗Λ(b))= (πu Λ)(∆(b)(a⊗ 1)). ✷
In the next proposition we show that the comultiplication ∆u on Au (as introduced in
[8, Proposition 6.1]) is determined by the comultiplication ∆ on A.
Proposition 2.3. Consider a ∈A and x ∈AA. Then
∆u
(
πu(a)
)
(πu  πu)(x) = (πu  πu)
(
∆(a)x
)
and
(πu  πu)(x)∆u
(
πu(a)
) = (πu  πu)(x∆(a)).
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Proof. Choose b, c, d ∈A and put a = (ι ϕ)(∆(c∗)(1⊗ b)). Take ω ∈A∗u. Then
(
ωπu(d)⊗ ι
)
∆u
(
πu(a)
)
= (ωπu(d)⊗ ι)∆u((ι⊗ ωΛ(b),Λ(c))(V))= (ωπu(d)⊗ ι⊗ωΛ(b),Λ(c))(V13V23)
= (ι⊗ ωΛ(b),Λ(c))
((
1⊗ (ωπu(d)⊗ ι)(V))V)= (ι⊗ ωΛ(b),(πu(d∗)ω¯⊗ι)(V∗)Λ(c))(V)
(∗)= (ι⊗ωΛ(b),Λ((ω¯πuι)(∆(c)(d∗⊗1)))(V)
= πu
(
(ι ϕ)(∆((ωπu  ι)((d ⊗ 1)∆(c∗)))(1⊗ b)))
= πu
(
(ι ϕ)((ωπu  ι ι)((ι∆)((d ⊗ 1)∆(c∗))(1⊗ 1⊗ b))))
= πu
(
(ι ϕ)((ωπu  ι ι)((d ⊗ 1⊗ 1)(∆ ι)(∆(c∗)(1⊗ b)))))
= πu
(
(ωπu  ι)
(
(ι ι ϕ)((d ⊗ 1⊗ 1)(∆ ι)(∆(c∗)(1⊗ b)))))
= πu
(
(ωπu  ι)
(
(d ⊗ 1)∆((ι ϕ)(∆(c∗)(1⊗ b)))))
= πu
(
(ωπu  ι)
(
(d ⊗ 1)∆(a)))= (ω ι)((πu  πu)((d ⊗ 1)∆(a))),
where we used the previous lemma in equality (∗). From this we conclude that
(
πu(d)⊗ 1
)
∆u
(
πu(a)
)= (πu  πu)((d ⊗ 1)∆u(a)).
Now the result follows easily. ✷
By definition, Au is the universal enveloping C∗-algebra of the coefficient algebra Ar
through φ. So, not to our big surprise, we obtain the following.
Proposition 2.4. Au is the universal enveloping C∗-algebra of A through the ∗-homomor-
phism πu.
Proof. We let (Âr, ∆̂r) denote the dual reduced C∗-algebraic quantum group as defined in
[9, Definition 8.1]. Choose a Hilbert space K and a ∗-homomorphism θ :A→ B(K) such
that θ(A)K =K . For v ∈K we define the linear map θv :A→K such that θv(a)= θ(a)v
for all a ∈ A. Thanks to the left invariance of ϕ, we can define a unitary element U on
K ⊗H such that U∗(θ(a)v⊗Λ(b))= (θv Λ)(∆(b)(a⊗ 1)) for all a, b ∈A. Using the
definition of W , we get for all a, b, c ∈A and v ∈K that
W∗23U∗13U∗12
(
θ(a)v⊗Λ(b)⊗Λ(c))= (θv ΛΛ)((ι∆)(∆(c))∆(b)12(a⊗ 1⊗ 1))
and
U∗12W∗23
(
θ(a)v⊗Λ(b)⊗Λ(c))= (θv ΛΛ)((∆ ι)(∆(c)(b⊗ 1))(a⊗ 1⊗ 1)),
which by the coassociativity of ∆ implies that
W∗23U∗13U∗12
(
θ(a)v⊗Λ(b)⊗Λ(c))= U∗12W∗23
(
θ(a)v⊗Λ(b)⊗Λ(c)).
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We conclude that W∗23U∗13U∗12 = U∗12W∗23. Thus U13 = U∗12W23U12W∗23 which, since W ∈
M(B0(H)⊗ Âr)), implies that U13 ∈M(B0(K)⊗B0(H)⊗ Âr), thus U ∈M(B0(K)⊗ Âr).
Moreover, (ι⊗ ∆̂r)(U) = (ι⊗ χ)(W23U12W∗23) = U13U12. Therefore [8, Proposition 6.5]
implies the existence of a non-degenerate ∗-homomorphism θ¯ from Au to B(K) such that
(θ¯ ⊗ ι)(V)= U .
Choose a, b ∈A and put c= (ιϕ)((1⊗b∗)∆(a)). Then we have for d ∈A and v ∈K
that
θ¯
(
πu(c)
)
θ(d)v = θ¯((ι⊗ωΛ(a),Λ(b))(V∗))θ(d)v = (ι⊗ ωΛ(a),Λ(b))(U∗)θ(d)v
= (θv  ϕ)
(
(1⊗ b∗)∆(a)(d ⊗ 1))= θ((ι ϕ)((1⊗ b∗)∆(a))d)v
= θ(c)θ(d)v,
from which it follows that θ¯ (πu(c))= θ(c). By linearity, we get that θ¯πu = θ . ✷
From the last two propositions we conclude that the universal C∗-algebraic quantum
group (Au,∆u) is completely determined (up to an isomorphism of course) by the algebraic
quantum group (A,∆).
In [8] we gradually introduced all the relevant objects associated to the universal
C∗-algebraic quantum group (Au,∆u) and formalized everything at the end of Section 11
of the same paper.
Let ϕu denote the left Haar weight on (Au,∆u) with GNS-construction (H,π,Λu)
defined in such a way that ϕuπ = ϕr and Λuπ = Λr. It is clear that ϕu(πu(a)) = ϕ(a)
and Λu(πu(a))=Λ(a) for all for all a ∈A. In the same way as in [5, Theorem 6.12], one
can show that πu(A) is a core for Λu.
We denote the antipode of (Au,∆u) by Su, the counit by εu, the scaling group by τ u and
the unitary antipode by Ru. The canonical modular group of ϕu by σ u and the canonical
modular group of ϕuRu by σu. We denote the modular element of (Au,∆u) by δu.
First we connect the Hopf-algebra structure of A to the structure of Au.
Proposition 2.5. The following properties hold:
1. We have that εuπu = ε.
2. Let a ∈A. Then πu(a) ∈D(Su) and Su(πu(a))= πu(S(a)).
3. Let a ∈A. Then πu(a) is analytic with respect to τ u and τ uni(πu(a))= πu(S−2n(a)).
Proof. By Proposition 2.3, εuπu satisfies the equation (εuπu  ι)∆= ι. So the uniqueness
of the counit implies that εuπu = ε. Take c, d ∈ A and put p = (ι  ϕ)(∆(d∗)(1 ⊗ c)).
Proposition 2.3 guarantees that πu(p) = (ι ⊗ ϕu)(∆u(πu(d)∗)(1 ⊗ πu(c)). Therefore the
left-invariant version of Proposition 9.5 implies that πu(p) ∈D(Su) and
Su
(
πu(p)
) = (ι⊗ ϕu)((1⊗ πu(d)∗)∆u(πu(c)))= πu((ι ϕ)((1⊗ d∗)∆(c)))
= πu
(
S(p)
)
,
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where we used the equation on the top of [11, p. 337] in the last step. Statement 2 now
follows by linearity. Since τ u−i = S2u , the third statement is an easy consequence of the
second one. ✷
In the next results, we prove properties for σ u, σu and δu, similar to the last statement
of the previous result.
Proposition 2.6. Consider a ∈A. Then πu(a) is analytic with respect to σu.
Proof. Since ϕrτ rt = ν−t ϕr and ϕrσrt = νtϕr for all t ∈ R, there exist strictly positive
injective operators P and Q on H such that P itΛr(x) = νt/2Λr(τ rt (x)) and QitΛr(x) =
ν−t/2Λr(σrt (x)) for all x ∈Nϕr and t ∈R.
Choose b ∈ A. Then πr(b) belongs to Nϕr . We also know that πr(b) belongs to D(τ r−i)
and τ r−i(πr(b))= πr(S2(b)) (see [5, Proposition 5.5]). So we get that τ r−i(πr(b)) belongs
to Nϕr .
Because Λr(τ rt (x)) = ν−t/2P itΛr(x) for every x ∈ Nϕr , this implies that Λr(πr(b))
belongs to D(P) and
ν−i/2PΛr
(
πr(b)
)=Λr(τ r−i
(
πr(b)
))=Λr(πr(S2(b))).
Since Λrπr = Λ, we see that Λ(b) belongs to D(P) and PΛ(b) = ν−i/2Λ(S2(b)).
By induction we get that Λ(b) is analytic with respect to P and that PnΛ(b) =
ν−ni/2Λ(S2n(b)) for all n ∈N.
By [5, Proposition 3.22], we know that πr(b) belongs to D(σ r−i) and that σ r−i(πr(b))=
πr(ρ(b)). Define a norm-continuous one-parameter group of automorphisms κ on Ar
such that κt (x) = δitr xδ−itr for all t ∈ R and x ∈ Ar. Proposition 8.9 of [5] guarantees
that πr(ρ(b)) belongs to D(κ−i) and that κ−i(πr(ρ(b))) = πr(δρ(b)δ−1). Since σrt (x) =
κt (σ
r
t (x)) for all x ∈Ar and t ∈R. This implies that πr(b) ∈D(σr−i) and that σr−i(πr(b))=
πr(δρ(b)δ
−1)= πr(ρ′(b)). Hence, arguing in the same way as in the first part of the proof,
we conclude that Λ(b) is analytic with respect to Q and that QnΛ(b)= νni/2Λ((ρ′)n(b))
for all n ∈N.
Take c, d ∈ A and put p = (ϕ  ι)(∆(d∗)(c⊗ 1)). Then πu(p) = (ι⊗ ωΛ(c),Λ(d))(V),
so [8, Proposition 8.6] implies that
σut
(
πu(p)
)= (ι⊗ ωP−itΛ(c),QitΛ(d))(V)
for all t ∈ R. So the previous discussions imply that πu(p) is analytic with respect to σu
and for n ∈ Z,
σuni
(
πu(p)
) = (ι⊗ωPnΛ(c),QnΛ(d))(V)= (ι⊗ ων−ni/2Λ(S2n(c)),νni/2Λ((ρ′)n(d)))(V)
= ν−niπu
(
(ι ϕ)(∆((ρ′)n(d)∗)(1⊗ S2n(c))))
= ν−niπu
(
(ι ϕ)(∆((ρ′)−n(d∗))(1⊗ S2n(c)))).
Therefore [11, Proposition 3.14] and the fact that ϕS2 = µϕ = νiϕ imply that
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σuni
(
πu(p)
) = ν−niπu((ι ϕ)(((ρ′)−n  S2n)(∆(d∗)(1⊗ c))))
= πu
(
(ρ′)−n
(
(ι ϕ)(∆(d∗)(1⊗ c))))= πu((ρ′)−n(p)).
By linearity, we get that πu(a) is analytic with respect to σu and σuni(πu(a)) =
πu((ρ
′)−n(a)) for all a ∈A. ✷
Lemma 2.7. Consider a ∈ A. Then πu(a) belongs to D(δzu) for all z ∈ C and δzuπu(a) ∈
πu(A). Moreover, δnuπu(a)= πu(δna) for all n ∈N.
Proof. Choose z ∈ C. Take c, d ∈ A and put b = (ι ϕ)((1 ⊗ d∗)∆(c)). Then πu(b) =
(ι ⊗ ωΛ(c),Λ(d))(V∗). By [8, Proposition 8.1], we get for every t ∈ R that δitu πu(b) =
(ι ⊗ ωδitr Λ(c),δitr Λ(d))(V∗). Therefore [5, Lemma 8.8] implies that πu(b) ∈ D(δzu) and
δzuπu(b)= (ι⊗ωδzr Λ(c),δ−z¯r Λ(d))(V∗).
Proposition 8.12 of [5] implies the existence of e, f ∈ A such that δzrΛ(c)=Λ(e) and
δ−z¯r Λ(d)=Λ(f ). Hence
δzuπu(b)= (ι⊗ωΛ(e),Λ(f ))(V∗)= πu
(
(ι ϕ)((1⊗ f ∗)∆(e))) ∈ πu(A).
If z ∈Z, then [5, Lemma 8.7] tells us that e= δzc and f = δ−zd , implying that
δzuπu(b) = πu
(
(ι ϕ)((1⊗ d∗δ−z)∆(δzc)))= πu((ι ϕ)((δz ⊗ 1)∆(d∗)(1⊗ c)))
= πu(δzb),
where we used the formula ∆(δ)= δ⊗ δ in the last equality. ✷
Since σ ut (x)= δitu σut (x)δ−itu for all t ∈ R and x ∈ Au (see [8, Proposition 10.2]), these
two results imply immediately the following one.
Corollary 2.8. Consider a ∈A. Then πu(a) is analytic with respect to σ u and σ uni(πu(a))=
πu(ρ
−n(a)) for n ∈ Z.
In the next sections we will improve these results by showing that πu(A) is a core for
all these unbounded operators.
3. Analytic one-parameter groups of automorphisms
In this section, we introduce the notion of an analytic one-parameter group of
automorphisms on an algebraic quantum group. It is an obvious variant of the well-known
concept of a one-parameter group of automorphisms on a C∗-algebra. We decided to
include this section because it might be not a so well-known concept to people working in
an algebraic setting and because the exposition in this algebraic framework does not need
the whole technical apparatus of C∗-algebraic one-parameter groups of automorphisms.
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These analytic one-parameter groups of automorphisms will be essential in a later
section in order to describe the polar decomposition of the antipode and the modular
properties of the Haar functional on the ∗-algebra level in a way intrinsic to the algebraic
quantum group.
First define the subspace Â of the algebraic dual A′ as Â= {aϕ | a ∈A} = {ϕa | a ∈A}
(see [11, Notation 4.1] and the remarks thereafter).
Let us start of with the definition of an analytic one-parameter group of automorphisms
on (A,∆).
Definition 3.1. Consider a function α from C into the set of homomorphisms from A into
A such that the following properties hold:
(1) We have for every t ∈R that αt is a ∗-automorphism on A.
(2) We have for every s, t ∈R that αs+t = αsαt .
(3) We have for every t ∈R that αt is relatively invariant under ϕ.
(4) Consider a ∈A and ω ∈ Â. Then the function C→C: z → ω(αz(a)) is analytic.
Then we call α an analytic one-parameter group of automorphisms on (A,∆).
Except for the last proposition in this section, we will fix an analytic one-parameter
group of automorphisms α on (A,∆). We start of by providing some basic properties of
such one-parameter groups of automorphisms.
Lemma 3.2. The following properties hold:
(1) Consider z ∈C. Then αz(a)∗ = αz¯(a∗) for a ∈A.
(2) αy+z = αyαz for all y, z ∈C.
(3) Consider z ∈C. Then αz is an automorphism on A and (αz)−1 = α−z .
Proof. (1) Choose a ∈ A. Take b ∈ A. Then we have two analytic functions C→C:
u → ϕ(αu¯(a∗)b∗) and C→ C: u → ϕ(bαu(a)) that are equal on R: ϕ(αt (a∗)b∗) =
ϕ(αt (a∗)b∗) = ϕ(bαt (a)) for all t ∈ R. So these functions must be equal on the whole
complex plane.
We have in particular that ϕ(αz¯(a∗)b∗) = ϕ(bαz(a)), implying that ϕ(bαz¯(a∗)∗) =
ϕ(bαz(a)). So the faithfulness of ϕ implies that αz¯(a∗)∗ = αz(a).
(2) Choose a ∈ A. Take b ∈ A. Fix s ∈ R for the moment. Then there exists by
assumption a strictly positive number M such that ϕαs = Mϕ. We have two analytic
functions C→ C: u →Mϕ(α−s(b)αu(a)) and C→ C: u → ϕ(bαs+u(a)) that are equal
on R: Mϕ(α−s (b)αt (a)) = ϕ(αs(α−s (b)αt(a))) = ϕ(bαs(αt (a))) = ϕ(bαs+t (a)) for all
t ∈R. So these two functions must be equal on the whole complex plane.
In particular, Mϕ(α−s(b)αz(a))= ϕ(bαs+z(a)). Therefore, we get that
ϕ
(
bαs+z(a)
)=Mϕ(α−s (b)αz(a))= ϕ(αs(α−s (b)αz(a)))= ϕ(bαs(αz(a))). (∗)
Again, we have two analytic functions C→ C: u → ϕ(bαu(αz(a))) and C→ C: u →
ϕ(bαu+z(a)) which by (∗) are equal on the real axis. So they must be equal on the
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whole complex plane. Hence, ϕ(bαy+z(a)) = ϕ(bαy(αz(a))). Consequently, αy+z(a) =
αy(αz(a)).
(3) follows from (2). ✷
We want to use α to define a positive injective operator in the GNS-space H of ϕ. In
order to do so, we will need the following result on relative invariance.
Lemma 3.3. There exists a unique strictly positive number λ such that ϕαz = λzϕ for
z ∈C.
Proof. By assumption, there exists for every t ∈R a strictly positive element λt such that
ϕαt = λtϕ. It is then clear that λ0 = 1 and that λsλt = λs+t for every s, t ∈R.
There exist a, b ∈ A such that ϕ(ba) = 0. The function R→ C: t → ϕ(α−t (b)a) is
continuous and non-zero in 0. So there exist a number t0 > 0 such that ϕ(α−t (b)a) = 0
for t ∈ [−t0, t0]. Hence, we get for every t ∈ [−t0, t0] that ϕ(bαt(a))= ϕ(αt (α−t (b)a))=
λtϕ(α−t (b)a), implying that
λt = ϕ(bαt (a))
ϕ(α−t (b)a)
.
Therefore the function [−t0, t0] → R+0 : t → λt is continuous, implying that the function
R→ R+0 : t → λt is continuous. From this all, we get the existence of a number λ > 0
satisfying λt = λt for t ∈R. Consequently, ϕαt = λtϕ for t ∈R.
Choose a, b ∈A. Then we have two analytic functionsC→C: u → λuϕ(aα−u(b)) and
C→C: u → ϕ(αu(a)b) that are equal on the real line: λtϕ(aα−t (b))= ϕ(αt (aα−t (b)))=
ϕ(αt (a)b) for all t ∈R. So they must be equal on the whole complex plane.
In particular, ϕ(αz(a)b) = λzϕ(aα−z(b)), hence ϕ(αz(aα−z(b))) = λzϕ(aα−z(b)).
Because A=Aα−z(A), we infer from this that ϕαz = λzϕ. ✷
Now we can define a natural positive injective operator in H .
Proposition 3.4. There exists a unique injective positive operator P in H such that
P itΛ(a)= λ−t/2Λ(αt (a)) for a ∈A and t ∈R.
Proof. Define a unitary group representation u from R on H such that utΛ(a) =
λ−t/2Λ(αt (a)) for every t ∈R and a ∈A.
Choose a, b ∈ A. Then 〈utΛ(a),Λ(b)〉 = λ−t/2〈Λ(αt (a)),Λ(b)〉 = λ−t/2ϕ(b∗αt (a))
for every t ∈R. This implies that the function R→C: t → 〈utΛ(a),Λ(b)〉 is continuous.
Because u is bounded and Λ(A) is dense in H , we conclude that the function R→ C:
t → 〈utv,w〉 is continuous for every v,w ∈ H . So we see that u is weakly and hence
strongly continuous. Hence, by the Stone theorem, we get the existence of a unique
injective positive operator P in H such that P it = ut for every t ∈R. ✷
We want to show that every P iz is defined on Λ(A) and that the formula in the above
definition has its obvious generalization to P iz. First we will need a lemma for this.
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Lemma 3.5. Consider a ∈ A. Then the function C→ C: z → λ−Re zϕ(αz(a)∗αz(a)) is
bounded on horizontal strips.
Proof. Take r ∈ R. We will prove that the function above is bounded on the horizontal
strip S(ri). We have for every t ∈ R that ϕ(αt i(a)∗αt i(a)) = ϕ(α−t i(a∗)αt i(a)) =
λ−itϕ(a∗α2t i(a)) which implies that the function R → R+: t → ϕ(αt i(a)∗αt i(a)) is
continuous. So there exists M ∈ R+ such that ϕ(αt i(a)∗αt i(a))M for t ∈ [0, r]. Hence
we get for every z ∈C that
λ−Re zϕ
(
αz(a)
∗αz(a)
) = λ−Re zϕ(αRe z(αi Imz(a))∗αRe z(αi Im z(a)))
= ϕ(αi Im z(a)∗αi Imz(a))M. ✷
Lemma 3.6. Consider z ∈C. Then Λ(A) is a core for P iz and P izΛ(a)= λ−z/2Λ(αz(a))
for a ∈A.
Proof. Take v ∈ H and define the function f from C into C such that f (u) =
〈λ−u/2Λ(αu(a)), v〉 for u ∈ C. Define also for every b ∈ A the function fb :C→ C
such that fb(u)= 〈λ−u/2Λ(αu(a)),Λ(b)〉 for u ∈C. Since fb(u)= λ−u/2ϕ(b∗αu(a)) for
u ∈C, the function fb , is analytic.
Choose y ∈C and consider the open unit ball B in C around y . By the previous lemma,
we get the existence of a positive number M such that λ−Reuϕ(αu(a)∗αu(a)) M2 for
u ∈ B . This implies that ‖λ−u/2Λ(αu(a))‖M for u ∈ B .
Now there exists a sequence (bn)∞n=1 in A such that (Λ(bn))∞n=1 converges to v. We
have for every u ∈ B and n ∈ N that |fbn(u) − f (u)| = |〈λ−u/2Λ(αu(a)),Λ(bn)〉 −
〈λ−u/2Λ(αu(a)), v〉|M‖Λ(bn)− v‖.
Therefore the net (fbn)∞n=1 converges uniformly to f on B , so f is analytic on B .
So we see that f is analytic on C. It is also clear that f (t)= 〈P itΛ(a), v〉 for t ∈R. We
conclude from this that Λ(a) ∈D(P iz) and that P izΛ(a)= λ−z/2Λ(αz(a)).
Since Λ(A) is a dense subspace of D(P iz) and P itΛ(A) ⊆ Λ(A) for t ∈ R, the set
Λ(A) is a core for P iz (see, e.g., [7, Corollary 1.22]). ✷
In the last proposition of this section, we prove that analytic one-parameter groups of
automorphisms are determined by their value in i.
Proposition 3.7. Consider analytic one-parameter groups of automorphisms α,β on
(A,∆). If αi = βi, then α = β .
Proof. It is clear that also α−i = β−i. There exist strictly positive numbers λ and µ, such
that ϕαt = λtϕ and ϕβt = µtϕ for t ∈ R. Define the positive injective operators P and Q
in H such that P itΛ(a) = λ−t/2Λ(αt (a)) and QitΛ(a) = µ−t/2Λ(βt(a)) for t ∈ R and
a ∈A.
We know that Λ(A) is a core for both P and Q. We have moreover, for every
a ∈ A, that µi/2PΛ(a) = µi/2λi/2Λ(α−i(a)) = λi/2µi/2Λ(β−i(a)) = λi/2QΛ(a). So we
get that µi/2P = λi/2Q. It is clear that µi/2/λi/2 is a positive number. Because is also
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has modulus 1, it must be equal to 1. So P = Q. Thus for a ∈ A and z ∈ C, we have
λ−z/2Λ(αz(a))= µ−z/2Λ(βz(a)) which by the faithfulness of ϕ implies that λ−z/2αz(a)=
µ−z/2βz(a).
Hence, (µ/λ)α2 = β2, so (µ/λ)α2 is multiplicative. Because α2 is also multiplicative,
we must have that µ/λ= 1. Thus α = β . ✷
4. Analytic one-parameter groups of unitary multipliers
This section contains the same basic ideas as the previous one. We only apply them in
a different situation. We will use the results in this section to introduce complex powers of
the modular function of an algebraic quantum group. Let us start of with a definition.
Definition 4.1. Consider a function u from C into M(A) such that the following properties
hold:
(1) We have for every t ∈R that ut is unitary in M(A).
(2) We have for every s, t ∈R that us+t = usut .
(3) Consider ω ∈ Â. Then the function C→C: z → ω(uz) is analytic.
Then we call u an analytic one-parameter group of unitary multipliers on A.
Except for the last result of this section, we will fix an analytic one-parameter group of
unitary multipliers u on A. Let us first list some basic properties of u.
Lemma 4.2. The following properties hold:
(1) u∗z = u−z¯ for all z ∈C.
(2) Consider y, z ∈C. Then uy+z = uyuz.
(3) Consider z ∈C. Then uz is invertible in M(A) and (uz)−1 = u−z.
Proof. (1) Take a ∈ A. We have two analytic functions C→ C: y → ϕ(u−y¯a∗) and
C→ C: y → ϕ(auy) that are equal on R: ϕ(u−t¯ a∗) = ϕ(u−t a∗) = ϕ(au∗−t ) = ϕ(aut )
for all t ∈ R. So they must be equal on the whole complex plane. We have in particular
that ϕ(u−z¯a∗)= ϕ(auz) which implies that ϕ(au∗−z¯)= ϕ(auz). Hence the faithfulness of
ϕ implies that u∗−z¯ = uz.
(2) Choose a ∈A. Fix s ∈ R for the moment. We have two analytic functions: C→C:
c → ϕ((aus)uc) and C→C: c → ϕ(aus+c) that are equal on R. So they must be equal on
the whole complex plane. Thus,
ϕ(ausuz)= ϕ(aus+z). (∗)
Now we have again two analytic functions C → C: c → ϕ(aucuz) and C → C:
c → ϕ(auc+z) which by (∗) are equal on the real axis. So they must be equal on the whole
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complex plane. Hence, ϕ(auyuz)= ϕ(auy+z). Therefore the faithfulness of ϕ implies that
uy+z = uyuz.
(3) follows from (2). ✷
Next we use u to define a positive injective operator in the GNS-space H of ϕ. The
proof of the next proposition is completely the same as the proof of Proposition 3.4.
Proposition 4.3. There exists a unique injective positive operator P in H such that
P itΛ(a)=Λ(uta) for a ∈A and t ∈R.
Again, every P iz is defined on Λ(A) and the formula in the above definition has its
obvious generalization to P iz. We will need a lemma for this.
Lemma 4.4. Consider a ∈A. Then the function C→ C: z → ϕ((uza)∗(uza)) is bounded
on horizontal strips.
Proof. Take r ∈ R. We will prove that the function above is bounded on the horizontal
strip S(ri). We have for every t ∈ R that ϕ((ut ia)∗(ut ia)) = ϕ(a∗ut iut ia) = ϕ(a∗u2t ia),
implying that the function R→ R+: t → ϕ((ut ia)∗(ut ia)) is continuous. So there exists
M ∈R+ such that ϕ((ut ia)∗(ut ia))M for t ∈ [0, r]. Hence we get for every z ∈C that
ϕ
(
(uza)
∗(uza)
) = ϕ((uRezui Imza)∗uRe zui Imza)= ϕ((ui Imza)∗u∗Re zuRe z(ui Imza))
= ϕ((ui Imza)∗(ui Imza))M. ✷
With this lemma at hand the proof of the next proposition is completely the same as the
proof of Proposition 3.6.
Proposition 4.5. Consider z ∈C. Then Λ(A) is a core for P iz and P izΛ(a)=Λ(uza) for
a ∈A.
As in the previous section, this result will imply that analytic one-parameter groups of
unitary multipliers are determined by their value in i. Again, the proof is analogous to the
proof of Proposition 3.7.
Proposition 4.6. Consider analytic one-parameter groups of unitary multipliers u,v on A.
If ui = vi, then u= v.
5. The analytic structure of an algebraic quantum group
In paper [5] and Section 2 of this paper, we proved that every algebraic quantum group
gives rise to a reduced and universal C∗-algebraic quantum group. These C∗-algebraic
quantum groups have a very rich analytic structure. We show in this section that this
analytic structure can be completely pulled down to the algebraic level.
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The presence of a bounded counit is the only reason to prefer the universal C∗-algebraic
quantum group over the reduced one in this section.
The first object that we will pull down to the algebra level is the modular function δu
of the C∗-algebraic quantum group. We will use Lemma 2.7 to define any complex power
of δ on the algebra level. The definition that we introduce in this paper is much better than
the ad hoc definitions in [5] because we work here completely within the framework of the
algebraic quantum group (A,∆).
Proposition 5.1. There exist a unique analytic one-parameter group of unitary multipliers
w on A such that w−i = δ. We define δz =w−iz for z ∈C.
Proof. By Lemma 2.7 we know that δiyu πu(A) ⊆ πu(A) for y ∈ C. It is then not very
difficult to prove the existence of a mapping w from C into M(A) such that πu(wya) =
δ
iy
u πu(a) for y ∈ C and a ∈ A and such that w∗y = w−y¯ for y ∈ C. Clearly, w0 = 1 and
ws+t =wswt for all s, t ∈R. This guarantees, first of all, that wt is unitary for all t ∈R.
Take ω ∈ Â. Then there exist a, b, c ∈ A such that ω = abϕc∗. We know that πu(a)
is analytic with respect to δu. This means that the mapping C→ Au: y → δiyu πu(a) is
analytic, implying that the mapping C→ C: y → ϕu(πu(c)∗[δiyu πu(a)]πu(b)) is analytic.
But we have for every y ∈ C that ϕu(πu(c)∗(δiyu πu(a))πu(b))= ϕu(c∗wyab)= ω(wy), so
the function C →C: y → ω(wy) is analytic.
By definition, we get that w is an analytic one-parameter group of unitary multipliers
on A. Lemma 2.7 tells us that w−i = δ. ✷
Notice that we have the following characterization for powers of δ: πu(δza)= δzuπu(a)
for every z ∈C and a ∈A.
We will quickly recall the basic calculation rules for powers of δ (which are immediate
consequences of the results of the previous section).
Proposition 5.2. The following calculation rules hold:
(1) δ0 = 1 and δ1 = δ.
(2) We have for y, z ∈C that δy+z = δyδz.
(3) We have for z ∈C that (δz)∗ = δz¯.
(4) Consider z ∈C. Then δz is invertible in M(A) and (δz)−1 = δ−z.
(5) Consider t ∈R. Then δit is a unitary element in M(A) and δt is a self-adjoint element
in M(A).
Remember also that the function C→C: z→ ω(δz) is analytic for every ω ∈ Â.
Let t be a real number. Notice that δt is positive in the sense that δt = δt/2δt/2 where
δt/2 is self-adjoint.
In the next part of this section, we are going to pull down the other objects σu, σ ′u, τu,
and Ru to the algebra level.
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Proposition 5.3. Consider t ∈R. Then we have the following equalities:
σ ut
(
πu(A)
)= πu(A), σut
(
πu(A)
)= πu(A), τ ut
(
πu(A)
)= πu(A).
Proof. By [8, Proposition 10.2.4], we get for every t ∈R that
σut
(
πu(A)
)= σ ut (δitu πu(A)δ−itu )= σ ut (πu(δitAδ−it))= σ ut (πu(A)).
Take s ∈ R. Choose a ∈ A. Because εu = 0, we get that εuσ us = 0. Hence the density of
πu(A) in Au implies the existence of b ∈A such that εu(σ us (πu(b)))= 1.
There exist p1, . . . , pn, q1, . . . , qn ∈A such that ∆(a)(1⊗ b)=∑ni=1 pi ⊗ qi . Then
∆u
(
πu(a)
)(
1⊗ πu(b)
)=
n∑
i=1
πu(pi)⊗ πu(qi). (∗)
By [8, Proposition 9.2.2], we know that (τ us ⊗ σ us )∆u =∆uσ us . So if we apply τ us ⊗ σ us to
the equation above, we find that
∆u
(
σ us
(
πu(a)
))(
1⊗ σ us
(
πu(b)
))=
n∑
i=1
τ us
(
πu(pi)
)⊗ σ us (πu(qi)).
If we apply ι⊗ εu to the equation above and use the fact that (ι⊗ εu)∆u = ι, we see that
σ us
(
πu(a)
)=
n∑
i=1
τ us
(
πu(pi)
)
εu
(
σ us
(
πu(qi)
))
,
which implies that
(
τ u−sσ us
)(
πu(a)
)=
n∑
i=1
πu(pi)εu
(
σ us
(
πu(qi)
))
.
Therefore we conclude that
(
τ u−sσ us
)(
πu(A)
)⊆ πu(A). (a)
We have also the equality (σus ⊗ τ u−s)∆u = ∆uσus [8, Proposition 9.2.2]. This gives us
in a similar way that (τ us σus )(πu(A))⊆ πu(A). So, by the remarks in the beginning of this
proof, we get that (τ us σ us )(πu(A))⊆ πu(A) which, by [8, Proposition 7.3.1], implies that
(
σ us τ
u
s
)(
πu(A)
)⊆ πu(A). (b)
Therefore (a) and (b) imply that σ u2s(πu(A))= (σ us τ us τ u−sσ us )(πu(A))⊆ πu(A).
As a consequence, we have for every r ∈ R that σ ur (πu(A)) ⊆ πu(A). Hence
σ ur (πu(A)) = πu(A) for every r ∈ R. Combining this with equality (a), we get that
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τ ur (πu(A))⊆ πu(A) for r ∈R. The equality established in the beginning of the proof now
also guarantees that σur (πu(A))= πu(A) for r ∈R. ✷
We want now to prove a generalization of this result for complex parameters. The idea
behind this proof is completely the same but we have to be a little bit careful in this
unbounded case. Recall from Section 2 that every element of πu(A) is analytic with respect
to σ u, σu, and τ u.
Lemma 5.4. Consider z ∈C. Then σ uz (πu(A)) is dense in Au.
Proof. Choose ω ∈A∗u such that ω = 0 on σ uz (πu(A)).
Take x ∈ πu(A). Define the analytic function f from C into C such that f (c) =
ω(σ uc (x)) for c ∈ C. We have by the previous proposition for every t ∈ R that σ ut (x)
belongs to πu(A), which implies that ω(σ uz (σ ut (x)))= 0. Hence f (z+ t)= ω(σ uz+t (x))=
ω(σ uz (σ
u
t (x)))= 0 for t ∈ R. This implies that f = 0. In particular, ω(x)= f (0)= 0. So
the density of πu(A) in Au implies that ω= 0.
Therefore Hahn–Banach implies that σ uz (πu(A)) is dense in Au. ✷
Lemma 5.5. Consider z ∈C. Then σ uz (πu(A))= σuz(πu(A)).
Proof. We will prove that σuz(πu(a)) = σ uz (πu(δizaδ−iz)) for all a ∈ A. This will
immediately imply the lemma. Define the one-parameter representations L,R,κ on Au
such that
Lt(x)= δitu x, Rt (x)= xδ−itu , κt (x)= δitu xδ−itu
for x ∈Au and t ∈ R. Then L and R commute and κt = LtRt for t ∈ R. This implies that
LzRz ⊆ κz (see, e.g., [7, Proposition 3.9]).
We know that π(a) ∈ D(Rz) and that Rz(πu(a)) = πu(aδ−iz). This implies that
Rz(πu(a)) ∈D(Lz) and that Lz(Rz(πu(a)))= πu(δizaδ−iz). So we get that πu(a) ∈D(κz)
and that κz(πu(a))= πu(δizaδ−iz).
We have moreover that σ u and κ commute and that σut = σ ut κt for all t ∈R. This implies
again that σ uz κz ⊆ σuz . Therefore σuz(πu(a))= σ uz (κz(πu(a)))= σ uz (πu(δizaδ−iz)). ✷
Now we are in a position to prove the desired generalization of Proposition 5.3.
Proposition 5.6. Consider z ∈C. Then we have the equalities
σ uz
(
πu(A)
)= πu(A), σuz(πu(A))= πu(A), τ uz (πu(A))= πu(A).
Proof. Take y ∈C. Consider elements a1, . . . , am, b1, . . . , bm ∈A and p1, . . . , pn, q1, . . . ,
qn ∈A such that the equality ∑mi=1 ∆(ai)(1⊗ bi)=∑ni=1 pj ⊗ qj holds. Then
m∑
i=1
∆u
(
πu(ai)
)(
1⊗ πu(bi)
)=
n∑
j=1
πu(pj )⊗ πu(qj ).
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We have now the following two analytic functions:
C→Au ⊗Au: c →
m∑
i=1
∆u
(
σ uc
(
πu(ai)
))(
1⊗ σ uc
(
πu(bi)
))
and
C→Au ⊗Au: c →
n∑
j=1
τ uc
(
πu(pj )
)⊗ σ uc (πu(qj )).
These two functions are equal on the real line: we have for every t ∈R that
m∑
i=1
∆u
(
σ ut
(
πu(ai)
))(
1⊗ σ ut
(
πu(bi)
))
=
m∑
i=1
(
τ ut ⊗ σ ut
)(
∆u
(
πu(ai)
))(
1⊗ σ ut
(
πu(bi)
))
=
m∑
i=1
(
τ ut ⊗ σ ut
)(
∆u
(
πu(ai)
)(
1⊗ πu(bi)
))=
n∑
j=1
τ ut
(
πu(pj )
)⊗ σ ut (πu(qj )).
So these functions are equal on the whole complex plane. Hence,
m∑
i=1
∆u
(
σ uy
(
πu(ai)
))(
1⊗ σ uy
(
πu(bi)
))=
n∑
j=1
τ uy
(
πu(pj )
)⊗ σ uy (πu(qj )).
Applying ι⊗ εu to this equation and using the fact that (ι⊗ εu)∆u = ι gives us now that
m∑
i=1
σ uy
(
πu(ai)
)
εu
(
σ uy
(
πu(bi)
))=
n∑
j=1
τ uy
(
πu(pj )
)
εu
(
σ uy
(
πu(qj )
))
. (∗)
Because σ uy (πu(A)) is dense in Au (Lemma 5.4) and εu = 0, we get the existence of e ∈A
such that εu(σ uy (πu(e)))= 1. Combining this with the fact that ∆(A)(1⊗A)=AA and
Eq. (∗), it is not very difficult to see that
σ uy
(
πu(A)
)= τ uy (πu(A)). (a)
Using the equation (σut ⊗ τ u−t )∆u =∆uσut for every t ∈ R, we get in a similar way that
σu−y(πu(A)) = τ uy (πu(A)) which implies that σ u−y(πu(A)) = τ uy (πu(A)) by the previous
lemma.
From (a) and this last equality, we get that σ uy (πu(A))= σ u−y(πu(A)).
Take v ∈ πu(A). By the previous equality, there exists an element w ∈ πu(A) such
that σ uy (v) = σ u−y(w). Because σ u−y = (σ uy )−1, this implies that σ uy (v) ∈ D(σ uy ) and
σ uy (σ
u
y (v))=w. Hence σ u2y(v)=w ∈ πu(A). Consequently, σ u2y(πu(A))⊆ πu(A).
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So we get that σ uz (πu(A)) ⊆ πu(A). Combining this with (a), we get moreover that
τ uz (πu(A))⊆ πu(A). The previous lemma also guarantees that σuz(πu(A))⊆ πu(A). ✷
Corollary 5.7. We have that Ru(πu(A))= πu(A).
Proof. We know by [8, Proposition 9.4] and Proposition 2.5 that Ru(τ u−i/2(πu(a))) =
Su(πu(a)) = πu(S(a)) for every a ∈ A. Therefore the previous proposition implies that
Ru(πu(A))= πu(A). ✷
These results imply easily that all the objects associated to the universal C∗-algebraic
quantum group (Au,∆u) can be pulled down to the algebraic level. The first result is
contained in the next proposition.
Proposition 5.8. There exists a unique analytic one-parameter group of automorphisms σ
on A such that σ−i = ρ. We call σ the modular group of ϕ. We have moreover that ϕσz = ϕ
and πu(σz(a))= σ uz (πu(a)) for every a ∈A and z ∈C.
Proof. By Proposition 5.6, we know that σ uz (πu(A))= πu(A) for every z ∈C.
This implies that we can define a mapping σ from C into the set of mappings from
A into A such that πu(σz(a)) = σ uz (πu(a)) for every a ∈ A and z ∈ C. Then we get
immediately that
(1) We have for every z ∈C that αz is a homomorphism on A.
(2) We have for every t ∈R that αt is a ∗-automorphism on A.
(3) We have for every s, t ∈R that αs+t = αsαt .
Choose z ∈ C and a ∈ A. Then πu(a) ∈ D(σ uz ) ∩Mϕu and σ uz (πu(a)) = πu(σz(a)) ∈
Mϕu . Because ϕu is invariant under σ u, this implies by [6, Proposition 2.14] that
ϕu(πu(a))= ϕu(σ uz (πu(a)))= ϕu(πu(σz(a))), hence ϕ(a)= ϕ(σz(a)).
Take a ∈ A and ω ∈ Â. Then there exist b, c ∈ A such that ω = cϕb∗. Since πu(a) is
analytic with respect to σu, we see that the function C→ Au: z → σ uz (πu(a)) is analytic.
Hence the function C→ C: z → ϕu(πu(b)∗σ uz (πu(a))πu(c)) is analytic. But we have for
every z ∈ C that ϕu(πu(b)∗σ uz (πu(a))πu(c)) = ϕ(b∗σz(a)c)= ω(σz(a)). So the function
C→C: z → ω(σz(a)) is analytic.
By definition, we get that σ is an analytic one-parameter group of automorphisms on A.
Corollary 2.8 guarantees that σ−i = ρ. ✷
Let z ∈ C. Since πu(A) is a dense subspace of Au such that πu(A) ⊆ D(σ uz ) and
σ uz (πu(A))⊆ πu(A), we get that πu(A) is a core for σ uz (see, e.g., [7, Corollary 1.22]).
Since σ rt π = πσ ut for all t ∈R, we have that πσ uz ⊆ σ rzπ . This implies that σ rz(πr(a))=
πr(σz(a)) for all a ∈ A. Similar remarks apply to the other one-parameter groups of
automorphisms that we will introduce.
Denote the modular operator of ϕu by ∇ and the modular conjugation of ϕu by J ,
both with respect to the GNS-construction (H,π,Λu). Then these objects are completely
characterized by the next lemma.
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Lemma 5.9. The following properties hold:
(1) Consider z ∈C. Then Λ(A) is a core for ∇ iz and ∇ izΛ(a)=Λ(σz(a)) for ever a ∈A.
(2) We have for every a ∈A that JΛ(a)=Λ(σi/2(a)∗).
Proof. We have for every t ∈R and a ∈A that
∇ itΛ(a)=∇ itΛu
(
πu(a)
)=Λu(σ ut (πu(a)))=Λu(πu(σt (a)))=Λ(σt (a)),
and the first statement now follows from Lemma 3.6. Since Λ(A) is a dense subspace of
D(∇ iz) that is left-invariant by ∇ iz, the space Λ(A) is a core for ∇ iz. The second statement
follows from the equation JΛu(x)=Λu(σ ui/2(x)∗) for all x ∈Nϕu ∩D(σ ui/2). ✷
These results show that the functional ϕ has all the KMS-properties and KMS-objects
associated to it (on the algebra level!) as a n.s.f. weight on a von Neumann algebra has.
Completely similar to Proposition 5.8, we have the next results. Recall that [8,
Proposition 9.2.3] tells us that ϕuτ ut = ν−t ϕu and ϕuσut = νtϕu for t ∈R.
Proposition 5.10. There exists a unique analytic one-parameter group of automorphisms
σ ′ on A such that σ ′−i = ρ′. We call σ ′ the modular group of the right Haar functional. We
have moreover that ϕσ ′z = νzϕ and πu(σ ′z(a))= σuz(πu(a)) for every a ∈A and z ∈C.
In the next part, we pull down the polar decomposition of the antipode to the
algebra level. The proof of the next proposition is completely similar to the proof of
Proposition 5.8.
Proposition 5.11. There exists a unique analytic one-parameter group of automorphisms
τ on A such that τ−i = S2 . We call τ the scaling group of (A,∆). We have moreover that
ϕτz = ν−zϕ and πu(τz(a))= τ uz (πu(a)) for every a ∈A and z ∈C.
Now it is the turn of the unitary antipode Ru to be pulled down. This is possible thanks
to Corollary 5.7.
Definition 5.12. We define the mapping R from A into A such that πu(R(a))=Ru(πu(a))
for a ∈A. Then R is a anti-∗-automorphism on A such that R2 = ι. We call R the unitary
antipode of (A,∆).
In the rest of this section, we will list the most basic relations between the objects
introduced in this section. In most cases, the proofs consist of pulling down the
corresponding relations on the C∗-algebra level.
First we describe the polar decomposition of the antipode.
Proposition 5.13. (1) Rτz = τzR for every z ∈C.
(2) We have that S =Rτ−i/2.
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These are immediate consequences of Proposition 2.5 and [8, Result 9.1 and Proposi-
tion 9.4]. Notice that these two conditions and the fact that R2 = ι, completely determine
the pair in terms of the antipode S.
Corollary 5.14. We have the following commutation relations:
(1) τzS = Sτz for every z ∈C.
(2) RS = SR.
By [8, Proposition 9.2.1], we know that σ us τ ut = τ ut σ us for s, t ∈ R. This will be used to
prove the next proposition.
Proposition 5.15. We have for every y, z ∈C that
τyσz = σzτy, τyσz = σzτy, σyσz = σzσy .
Proof. We only prove the first commutation. The other ones, are proven in the same way.
The remarks before this proposition imply easily that σtτs = τsσt for s, t ∈R.
Take a, b ∈A. Fix t ∈R for the moment. Then we have two analytic functions C→C:
u → ϕ(σ−t (b)τu(a)) and C→C: u → ν−uϕ(τ−u(b)σt (a)) that are equal on the real line:
ϕ(σ−t (b)τs(a)) = ϕ(bσt (τs(a))) = ϕ(bτs(σt (a)))= ν−sϕ(τ−s (b)σt (a)) for all s ∈ R. So
these functions must be equal on C. In particular,
ϕ
(
σ−t (b)τy(a)
)= ν−yϕ(τ−y(b)σt (a)). (∗)
Again, we have two analytic functions C→ C: u → ϕ(σ−u(b)τy(a)) and C→ C:
u → ν−yϕ(τ−y(b)σu(a)) which by (∗) are equal on the real line. So they must be equal on
the whole complex plane. Thus, ϕ(σ−z(b)τy(a))= ν−yϕ(τ−y(b)σz(a)). This gives us that
ϕ
(
bτy
(
σz(a)
))= ν−yϕ(τ−y(b)σz(a))= ϕ(σ−z(b)τy(a))= ϕ(bσz(τy(a))).
Hence the faithfulness of ϕ implies that σyτz = τzσy . ✷
Now we prove some relations in connection with the comultiplication.
Proposition 5.16. Consider z ∈C. Then we have the following equalities:
(τz  τz)∆=∆τz, (τz  σz)∆=∆σz,
(σ ′z  τ−z)∆=∆σ ′z, (σz  σ ′−z)∆=∆τz.
Proof. We only prove the first equality. The others are proven in the same way. Choose
a ∈A. Take b ∈A. Using [8, Proposition 9.2.2], one easily deduces that
∆
(
τt (a)
)(
τt (b)⊗ 1
)= (τt  τt )(∆(a)(b⊗ 1)) for all t ∈R. (∗)
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Choose p,q ∈A. Then we have two functions
C → C: y → (ϕ  ϕ)((1⊗ p)∆(q)∆(τy(a))(τy(b)⊗ 1)) and
C → C: y → (ϕ  ϕ)((1⊗ p)∆(q)(τy  τy)(∆(a)(b⊗ 1))).
We see immediately that the second function is analytic. Because
(ϕ  ϕ)((1⊗ p)∆(q)∆(τy(a))(τy(b)⊗ 1))= ϕ(pτy(b))ϕ(qτy(a)) for y ∈A,
also the first function is analytic.
We know by (∗) that both functions are equal on the real axis, so they must be equal
on the whole complex plane. In particular, (ϕ  ϕ)((1 ⊗ p)∆(q)∆(τz(a))(τz(b)⊗ 1))=
(ϕϕ)((1⊗p)∆(q)(τz τz)(∆(a)(b⊗1))). Hence the faithfulness of ϕϕ implies that
∆
(
τz(a)
)(
τz(b)⊗ 1
)= (τz  τz)(∆(a)(b⊗ 1))= (τz  τz)(∆(a))(τz(b)⊗ 1).
So we see that ∆(τz(a))= (τz  τz)(∆(a)). ✷
The next equality follows from the previous proposition and the fact that R = Sτi/2.
Proposition 5.17. We have that ∆R = χ(RR)∆.
By the above equalities and the uniqueness of the counit on (A,∆), we get the following
results:
1. Consider z ∈C. Then ετz = ε.
2. We have that εR = ε.
In the next part of this section, we look at some formulas involving the modular function
δ. The first one says that every δz is a one-dimensional corepresentations of (A,∆).
Proposition 5.18. We have for every z ∈C that ∆(δz)= δz ⊗ δz.
Proof. Take a, b ∈A. Using [8, Proposition 10.1], one easily gets for every t ∈R that
∆
(
δit
)
∆(a)(b⊗ 1)= (δit ⊗ δit)∆(a)(b⊗ 1). (∗)
Consider maps C→ C: u → (ϕ  ϕ)(∆(δiu)∆(a)(b ⊗ 1)) and C→ C: u → (ϕ 
ϕ)((δiu ⊗ δiu)∆(a)(b ⊗ 1)). The second function is clearly analytic. Because (ϕ 
ϕ)(∆(δiu)∆(a)(b⊗1))= ϕ(δiua)ϕ(b) for u ∈A, also the second is analytic. Furthermore,
(∗) implies that both functions are equal on the real line. So they must be equal on the
whole complex plane.
In particular, (ϕϕ)(∆(δz)∆(a)(b⊗ 1))= (ϕϕ)((δz⊗ δz)∆(a)(b⊗ 1)). Hence the
faithfulness of ϕϕ implies that ∆(δz)∆(a)(b⊗1)= (δz⊗ δz)∆(a)(b⊗1). We conclude
that ∆(δz)= δz ⊗ δz. ✷
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Proposition 5.19. Consider y, z ∈C. Then σz(δy)= νyzδy and τz(δz)= δyz.
Proof. Choose a ∈A. Take ω ∈ Â.
Fix s ∈ R for the moment. By [8, Proposition 10.2.3], we have for every t ∈ R that
σ ut (δ
is
u )= νistδisu , which as usual implies that
σt
(
δisa
)= νist δisσt (a). (∗)
We have two analytic functionsC→C: c → ω(σc(δisa)) andC→C: c → νiscω(δisσc(a))
which by (∗) are equal on the real line. So they must be equal on the whole complex plane.
In particular,
ω
(
σz
(
δisa
))= νiszω(δisσz(a)). (∗∗)
Since ωσz is again an element of Â, we now have two analytic functions C→ C: u →
ω(σz(δ
iua)) and C→ C: u → νiuzω(δiuσz(a)) which by (∗∗) are equal on the real axis.
So these functions agree everywhere, so also in −iy , thus ω(σz(δya))= νyzω(δyσz(a)).
Hence, σz(δy)σz(a)= νyzδyσz(a). From this all, we conclude that σz(δy)= νyzδy .
The equality concerning τ is proven in the same way. ✷
Since ∆(δz) = δz ⊗ δz, we get immediately that ε(δz) = 1 and S(δz) = δ−z for all
z ∈ C. Combining the result concerning τ with the fact that S(δz) = δ−z guarantees by
Proposition 5.13 that R(δz)= δ−z.
Let us give some formulas relating σ and σ. Definition 8.1 of [8] implies that σuz =
Ruσ
u−zRu. This implies the first equality in the first statement of the next proposition.
The second statement follows from the equality stated in the beginning of the proof of
Lemma 5.5.
Proposition 5.20. Consider z ∈C. Then
(1) σ ′z =Rσ−zR = Sσ−zS−1 = S−1σ−zS.
(2) We have for a ∈A that σ ′z(a)= δizσz(a)δ−iz.
We end this section with some remarks concerning the right Haar functional on (A,∆).
Recall that we have a right Haar functional ψ = ϕS on (A,∆) but we do not know (yet)
whether ψ is positive. By the formula χ(RR)∆=∆R, we have however the following
proposition.
Theorem 5.21. The functional ϕR is a positive right Haar functional on (A,∆).
Because S = τ−i/2R, we have moreover that ψ = νi/2ϕR. Since ψ = δϕ, we have also
that ϕ(R(a))= ϕ(δ1/2aδ1/2) for a ∈A.
6. Implementing the multiplier algebra of the dual as a space of linear functionals
The space Â was introduced in the beginning of Section 3 as a subset of A′. It
is a non-degenerate ∗-algebra under the multiplication and ∗-operation defined in [11,
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Propositions 4.2 and 4.3]. In this section we will show that M(Â) can also be implemented
as a subset of A′.
In [11, Definition 4.4], A. Van Daele defines on Â a non-degenerate ∗-homomorphism
∆̂ : Â→M(Â Â) such that (Â, ∆̂) is again an algebraic quantum group. It should be
mentioned that this comultiplication ∆̂ corresponds to the opposite of the comultiplication
defined in [9] but we will stick to the convention in [11].
The non-zero linear functional ϕˆ on Â is defined in [11, Proposition 4.8] such that
ϕˆ(ψa) = ε(a) for every a ∈ A. This same [11, Proposition 4.8] tells us that ϕˆ is left-
invariant. The functional ϕˆ might not be positive but is certainly proportional to positive
left Haar functionals.
Definition 6.1. We define left and right actions of Â on A′ as follows. Consider ω ∈ Â
and η ∈ A′. Then we define ωη and ηω in A′ such that (ωη)(x) = η((ω  ι)∆(x)) and
(ηω)(x)= η((ι ω)∆(x)) for every x ∈A.
If η belongs to Â, these definitions of ωη and ηω correspond to the multiplication in Â.
The associativity of the product on Â will be essential in the proof of the following
lemma.
Lemma 6.2. Consider ω1,ω2 ∈ Â and η ∈A′. Then
(ω1ω2)η= ω1(ω2η), η(ω1ω2)= (ηω1)ω2, (ω1η)ω2 = ω1(ηω2).
Proof. Choose x ∈A. We have for every ω ∈ Â that
ω
(
(ω1ω2  ι)∆(x)
) = ((ω1ω2)ω)(x)= (ω1(ω2ω))(x)
= (ω2ω)
(
(ω1  ι)∆(x)
)= ω((ω2  ι)∆((ω1  ι)∆(x))).
Because Â separates A, this implies that (ω1ω2  ι)∆(x) = (ω2  ι)∆((ω1  ι)∆(x)).
Applying η to this equation gives in a similar way as above that ((ω1ω2)η)(x) =
(ω1(ω2η))(x). So we see that (ω1ω2)η = ω1(ω2η). The other equalities are proven in an
analogous way. ✷
Lemma 6.3. Consider η ∈A′ such that ηω= 0 for every ω ∈ Â. Then η= 0.
This follows easily because we can write every element of A as a sum of elements of
the form (ι ϕa)∆(b) with a, b ∈A. Of course, a similar separation result applies for left
multiplication with elements of Â.
We will use the temporary notation
A˜= {η ∈A′ ∣∣ for every ω ∈ Â both ωη and ηω belong to Â}.
It is clear that Â is a subset of A˜.
For the purpose of clarity, we will use the notations ϕ[a] = ϕa and [a]ψ = aψ for all
a ∈A.
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Lemma 6.4. Consider a ∈A and η ∈A′. Then the following equalities hold:
η(ϕa)= ϕ[S−1((ι η)∆(S(a)))], η(aϕ)= ϕ[S((ι η)∆(S−1(a)))],
(ψa)η=ψ[S((η ι)∆(S−1(a)))], (aψ)η= [S−1((η ι)∆(S(a)))]ψ.
Proof. We have for every x ∈A that
(
η(ϕa)
)
(x) = η((ι ϕa)∆(x))= η((ι ϕ)((1⊗ a)∆(x)))
(∗)= η(S((ι ϕ)(∆(a)(1⊗ x))))= ϕ((ηS  ι)(∆(a)(1⊗ x)))
= ϕ((ηS  ι)(∆(a))(x),
where we used the equation on the top of p. 337 of [11] in (∗). So η(ϕa) = ϕ[(ηS 
ι)∆(a)] = ϕ[S−1((ι η)∆(S(a)))], where we used the equality (S  S)∆= χ∆S in the
last equation. The other equalities are proven in a similar way. ✷
Lemma 6.5. Let η be a linear functional on A. Then η belongs to A˜⇔ we have for every
x ∈A that (η ι)∆(x) and (ι η)∆(x) belong to A.
Proof. (⇒) Choose a ∈A. By assumption, there exists b ∈A such that η(ϕa)= ϕb. This
implies by the previous lemma that ϕ[S−1((ι η)∆(S(a)))] = ϕb. So the faithfulness of
ϕ implies that S−1((ι η)∆(S(a)))= b, so (ι η)∆(S(a))= S(b) which belongs to A.
Using ψ instead of ϕ, we prove in a similar way that (η ι)∆(S(a)) belongs to A.
(⇐) Choose a ∈A. We have by assumption that S−1((ιη)∆(S(a))) belongs to A. By
the previous lemma, we get that η(ϕa)= ϕ[S−1((ι η)∆(S(a)))] which belongs to Â.
Similarly, we get that (ψa)η belongs to Â. ✷
Because of Lemma 6.2, we can define a linear mapping F from A˜ into M(Â) such that
we have for every η ∈ A˜ and ω ∈A that F(η)ω= ηω and ωF(η)= ωη. Then we have that
F(η)= η for every η ∈ Â.
Lemma 6.3 implies that F is injective. We will prove that F is also surjective.
Lemma 6.6. Consider a ∈A and η ∈A′. Then ε((ι η)∆(a))= ε((η ι)∆(a))= η(a).
Proof. There exist c ∈A such that ε(c)= 1. Then
ε
(
(ι η)∆(a)) = ε((ι η)∆(a))ε(c)= ε((ι η)(∆(a))c)
= ε((ι η)(∆(a)(c⊗ 1)))= η((ε ι)(∆(a)(c⊗ 1)))
= η(ε(c)a)= η(a).
The other equality is proven in a similar way. ✷
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Lemma 6.7. Consider a ∈A and ω ∈ A˜. Then ϕˆ((ψa)ω)= ω(S−1(a)).
Proof. By Lemmas 6.4 and 6.5, we know that (ψa)ω =ψ[S((ω ι)∆(S−1(a)))] and that
S((ω  ι)∆(S−1(a))) belongs to A. Therefore ϕˆ((ψa)ω) = ε(S((ω  ι)∆(S−1(a)))) =
ε((ω ι)∆(S−1(a))) which by the previous lemma equals ω(S−1(a)). ✷
This lemma suggests a solution for the proof of the surjectivity of F . First, we need
some other lemmas.
Lemma 6.8. Consider b ∈A and ω ∈ Â. Then ϕˆ((ψδS2(b))ω)= ϕˆ(ω(ψb)).
Proof. Take a ∈A such that ω=ψa. By the previous lemma we have that
ϕˆ
((
ψδS2(b)
)
(ψa)
) = (ψa)(S−1(δS2(b)))= (ψa)(S(b)δ−1)
= ψ(aS(b)δ−1)= ϕ(aS(b))=ψ(bS−1(a))
= (ψb)(S−1(a))= ϕˆ((ψa)(ψb)),
where we used the previous lemma for a second time in the last equality. ✷
Lemma 6.9. Consider b, x ∈A. Then ψ[S((ιψb)∆(x))] = (ψδS2(b))(ψS(x)).
Proof. By Lemma 6.4, we know that
(
ψδS2(b)
)(
ψS(x)
) = ψ[S((ψS(x) ι)∆(S−1(δS2(b))))]
= ψ[S((ψS(x) ι)∆(S(b)δ−1))].
But we have that
S
((
ψS(x) ι)∆(S(b)δ−1))
= S((ψ  ι)((S(x)⊗ 1)∆(S(b)δ−1)))
(∗)= (ψ  ι)(∆(S(x))(S(b)δ−1 ⊗ 1))= (δ−1ψ  ι)(∆(S(x))(S(b)⊗ 1))
= (ϕ  ι)(χ(S  S)((1⊗ b)∆(x)))= S((ι ϕS)((1⊗ b)∆(x)))
= S((ιψ)((1⊗ b)∆(x)))= S((ιψb)∆(x)),
where we used the right-invariant version of the equation on the top of p. 337 of [11] in
equality (∗). Combining these two results, the lemma follows. ✷
Now we get a proposition of which the proof is rather straightforward.
Proposition 6.10. The mapping F is a isomorphism of vector spaces from A˜ to M(Â).
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Proof. Choose T ∈M(Â). Define the element η ∈ A′ such that η(x)= ϕˆ((ψS(x))T ) for
every x ∈A (this is suggested by Lemma 6.7). Choose b ∈A.
1. First we prove that (ψb)η= (ψb)T . Choose x ∈A. Using Definition 6.1, we get that
(
(ψb)η
)
(x)= η((ψb ι)∆(x))= ϕˆ((ψ[S((ψb ι)∆(x))])T ).
By Lemma 6.4, we have that ψ[S((ψb  ι)∆(x))] = (ψS(x))(ψb). Therefore, the
associativity of the product in M(Â) and Lemma 6.7 imply that
(
(ψb)η
)
(x)= ϕˆ([(ψS(x))(ψb)]T )= ϕˆ((ψS(x))[(ψb)T ])= ((ψb)T )(x).
So we see that (ψb)η= (ψb)T .
2. Next we prove that η(ψb)= T (ψb). Choose x ∈A. Then Definition 6.1 implies that
(
η(ψb)
)
(x)= η((ιψb)∆(x))= ϕˆ((ψ[S((ιψb)∆(x))])T ).
The previous lemma implies that ψ[S((ιψb)∆(x))] = (ψδS2(b))(ψS(x)).
So we see that
(
η(ψb)
)
(x)= ϕˆ([(ψδS2(b))(ψS(x))]T )= ϕˆ((ψδS2(b))[(ψS(x))T ]).
Using Lemmas 6.8 and 6.7, this equation implies that
(
η(ψb)
)
(x)= ϕˆ([(ψS(x))T ](ψb))= ϕˆ((ψS(x))[T (ψb)])= (T (ψb))(x).
So we arrive at the conclusion that η(ψb)= T (ψb).
Looking at the definition of A˜ and F , we get easily from these two equations that η
belongs to A˜ and that F(η)= T . ✷
We define on A˜ a product operation such that F(η1η2) = F(η1)F (η2) for every
η1, η2 ∈ A˜.
Proposition 6.11. We have for every η1, η2 ∈ A˜ and x ∈ A that (η1η2)(x) = η1((ι 
η2)∆(x))= η2((η1  ι)∆(x)).
Proof. Choose a ∈A. Using Lemma 6.4 twice, we get that
F(η1η2)(ϕa) =
(
F(η1)F (η2)
)
(ϕa)= F(η1)
(
F(η2)(ϕa)
)
= F(η1)
(
η2(ϕa)
)= F(η1)ϕ[S−1((ι η2)∆(S(a)))]
= η1ϕ
[
S−1
(
(ι η2)∆
(
S(a)
))]
= ϕ[S−1((ι η1)∆((ι η2)∆(S(a))))].
444 J. Kustermans / Journal of Algebra 259 (2003) 415–450
On the other hand, Lemma 6.4 implies also that F(η1η2)(ϕa)= (η1η2)(ϕa)= ϕ[S−1((ι
η1η2)∆(S(a)))]. Comparing these two different expressions for F(η1η2)(ϕa) and re-
membering that ϕ is faithful, we get that S−1((ι  η1)∆((ι η2)∆(S(a)))) = S−1((ι 
η1η2)∆(S(a))), which implies that (ι  η1)∆((ι  η2)∆(S(a))) = (ι  η1η2)∆(S(a)).
Applying ε to this equation and using Lemma 6.6, we see that η1((ι  η2)∆(S(a))) =
(η1η2)(S(a)). The other equality is proven in a similar way. ✷
Until now, we used M(Â) as an abstract object. From now on, we will use A˜ as
a concrete realization of M(Â) and forget about the mapping F . This will be formulated
in the next theorem.
Theorem 6.12. As a vector space, M(Â) is equal to
{
η ∈A′ ∣∣ for every a ∈A both (η ι)∆(a) and (ι η)∆(a) belong to A}.
The product operation on M(Â) is defined in such a way that (η1η2)(a) = η1((ι 
η2)∆(a))= η2((η1  ι)∆(a)) for every η1, η2 ∈M(Â) and a ∈ A. Furthermore, ε is the
unit of M(Â).
The last statement of the proposition is easy to check. The others have been proven in
the previous part of the section. Remember that we have also the following characterization
of M(Â). Consider η ∈A′. Then η belongs to M(Â)⇔ we have for every ω ∈ Â that ηω
and ωη belong to Â.
Consider a ∈A and ω ∈A. Using the previous theorem, it is easy to check that ωa and
aω belong to M(Â).
This concrete realization of the multiplier algebra of the dual can be used to give a
rigorous meaning to some formulas that are well known in the Hopf algebra setting. Notice
that AA carries a natural comultiplication∆= (ιχ ι)(∆∆) such that (AA,∆)
is again an algebraic quantum group.
Under the inclusion Â Â⊆ A′ A′ ⊆ (AA)′, one gets that Â Â= ÂA. This
implies, by the previous theorem, that M(Â  Â) can be realized as a space of linear
functionals on A  A. It is then not so hard to prove that ∆̂(ω)(x ⊗ y) = ω(xy) for all
ω ∈M(Â) and x, y ∈A.
7. The analytic structure of the dual
In this section, we will connect the analytic objects associated to the dual of an algebraic
quantum groups to the analytic objects of these algebraic quantum groups.
The objects on the dual quantum group (Â, ∆̂) will denoted by adding a hat to the
symbol of the corresponding object on A, e.g., σˆ will denote the modular group of the left
Haar functional on (Â, ∆̂).
We start of by finding a characterization of the modular group of the dual quantum
group (Â, ∆̂). Let us introduce a temporary notation. Consider ω ∈M(Â). Then we define
ωz ∈A′ such that ωz(a)= ω(τz(a)δ−iz) for a ∈A.
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Lemma 7.1. Consider z ∈C. Then we have the following properties.
(1) ωz ∈M(Â) for every ω ∈M(Â).
(2) Consider ω,η ∈M(Â). Then (ωη)z = ωzηz.
Proof. Consider z ∈C and a ∈A. Take b ∈A. Then we have that
[
(ωz  ι)∆(a)
]
b = (ωz  ι)
(
∆(a)(1⊗ b))
= (ω ι)((τz  ι)(∆(a)(1⊗ b))(δ−iz ⊗ 1)). (∗)
Using Propositions 5.16, 5.18, and 5.19, we see that
(τz  ι)
(
∆(a)(1⊗ b))(δ−iz ⊗ 1)
= (ι τ−z)
(
∆(τz(a)
)(
δ−iz ⊗ τz(b)
))= (ι τ−z)(∆(τz(a)δ−iz)(1⊗ δizτz(b)))
= (ι τ−z)
(
∆
(
τz(a)δ
−iz)(1⊗ τz(δizb))).
So, by applying ω ι to this equation and using (∗), we get that
[
(ωz  ι)∆(a)
]
b
= τ−z
(
(ω ι)(∆(τz(a)δ−iz)(1⊗ τz(δizb))))= τ−z([(ω ι)∆(τz(a)δ−iz)]τz(δizb))
= τ−z
([
(ω ι)∆(τz(a)δ−iz)]δizτz(b))= τ−z([(ω ι)∆(τz(a)δ−iz)]δiz)b,
where we used Proposition 5.19 in the second last equality. Consequently, we have
the equality (ωz  ι)∆(a) = τ−z([(ω  ι)∆(τz(a)δ−iz)]δiz), which implies that (ωz 
ι)∆(a) belongs to A. In the same way, one proves that (ι  ωz)∆(a) = τ−z([(ι 
ω)∆(τz(a)δ
−iz)]δiz), which also belongs to A.
Therefore Theorem 6.12 implies that ωz ∈A. By this same theorem we have moreover
for all a ∈A that
(ωzηz)(a)= ηz
(
(ωz ⊗ ι)∆(a)
)= η((ω⊗ ι)∆(τz(a)δ−iz))= (ωη)z(a). ✷
Lemma 7.2. Consider z ∈C and ω ∈ Â. Then ωz belongs to Â and ϕˆ(ωz)= ϕˆ(ω).
Proof. There exist a ∈A such that ω=ψa. Proposition 5.6 and Corollary 5.14 imply that
ψτz = ν−zψ . Propositions 5.19 and 5.20 imply that σ ′i (δ−iz) = νzδ−iz. So we have for
every x ∈A that
ωz(x) = (ψa)
(
τz(x)δ
−iz)=ψ(aτz(x)δ−iz)=ψ(τz(τ−z(a)xδ−iz))
= ν−zψ(τ−z(a)xδ−iz)=ψ(δ−izτ−z(a)x).
So we see ωz =ψδ−izτ−z(a). This implies that ωz ∈ Â and that ϕˆ(ωz)= ε(δ−izτ−z(a))=
ε(a)= ϕˆ(ω). ✷
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Now we can prove the result we were aiming at.
Proposition 7.3. We have for every ω ∈ Â, a ∈A and z ∈C that σˆz(ω)(a)= ω(τz(a)δ−iz).
Proof. Define the function β from C into the set of homomorphism on Â such that
βz(ω) = ωz for z ∈ C and ω ∈ Â (here we used Lemmas 7.1 and 7.2). Then we have
the following properties.
1. It is clear that β0 = ι. Choose s, t ∈ R. Take ω ∈ Â. Then we have for every a ∈ A
that
[
βs
(
βt(ω)
)]
(a) = [βt (ω)](τs(a)δ−is)= ω(τt(τs(a)δ−is)δ−it)
= ω(τt(τs(a))δ−isδ−it)= ω(τs+t (a)δ−i(s+t ))= [βs+t (ω)](a),
implying that βs(βt (ω))= βs+t (ω). So we have proven that βsβt = βs+t .
2. Choose t ∈R. Take ω ∈ Â. Then we have for every a ∈A that
[
βt(ω)
]∗
(a) = [βt(ω)](S(a)∗)= ω
(
τt (S(a)∗)δ−it
)= ω((δit τt (S(a)))∗)
= ω((δit S(τt (a)))∗)= ω(S(τt (a)δ−it ))∗)= ω∗(τt (a)δ−it)= [βt(ω∗)](a),
implying that [βt(ω)]∗ = βt (ω∗). So we have proven that βt preserves the ∗-operation.
3. Lemma 7.2 implies that ϕˆ is invariant under βt for every t ∈R.
4. Choose e ∈ Â and ω ∈ Â. Then there exist a ∈A such that e(η)= η(a) for η ∈ Â. So
we have for every z ∈C that e(βz(ω))= βz(ω)(a)= ωz(a).
There exist b, c, d ∈ A such that ω = bcϕd∗. We know that πu(a) is analytic
with respect to τ u and that πu(b) is analytic with respect to δu. This implies that
the function C→ Au: z → τ uz (πu(a))δ−izu πu(b) is analytic. So the function C→ Au:
z → ϕu(πu(d)∗τ uz (πu(a))δ−izu πu(b)πu(c)) is analytic. But we have for every z ∈ C
that ϕu(πu(d)∗τ uz (πu(a))δ−izu πu(b)πu(c)) = ϕ(d∗τz(a)δ−izbc) = ω(αz(a)) = e(βz(ω)),
implying that the function C→C: z → e(βz(ω)) is analytic.
So we can conclude from this all that βz is an analytic one-parameter group of
automorphisms on Â.
Choose a ∈ A. Lemma 6.8 implies that σˆi(ψa) = ψδS2(a). We know by the proof of
Lemma 7.2 that (ψa)i =ψδS2(a). So we see that σˆi(ψa)= βi(ψa). Hence σˆi = βi which
by Proposition 3.7 implies that σˆ = β . ✷
The next result follows now immediately from Lemma 7.1.
Corollary 7.4. We have for every ω ∈ M(Â), a ∈ A, and z ∈ C that σˆz(ω)(a) =
ω(τz(a)δ
−iz).
The proof of the next result is completely similar (an easier) to the proof of the previous
proposition. It is a consequence of the fact that Ŝ 2(ω)= ωS2 for ω ∈ Â.
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Proposition 7.5. We have for every ω ∈M(Â), a ∈A, and z ∈C that τˆz(ω)= ωτz.
Combining this with the fact that R̂ = Ŝτˆ−i/2, we get easily the following one.
Corollary 7.6. We have for every ω ∈M(Â) that R̂(ω)= ωR.
Remembering that σˆ ′z = R̂σˆ−zR̂, it is now easy to check the next equality.
Corollary 7.7. We have for every a ∈ A, ω ∈ M(Â), and z ∈ C that σˆ ′z(ω)(a) =
ω(δ−izτ−z(a))).
In the last part of this section, we look a little bit further into the modular function δˆ of
the dual and connect it with the modular group σ and the antipode ε.
Lemma 7.8. We have that εσz = εσ ′z for z ∈C.
This follows from the fact that σ ′z(a) = δizσz(a)δ−iz for a ∈ A and the fact that
ε(δiz)= 1.
Lemma 7.9. Consider z ∈C. Then εσz belongs to M(Â).
Proof. Choose a ∈ A. Using Proposition 5.16, we see that (ι  εσz)∆(a) = (τ−z 
ε)∆(σz(a))= τ−z(σz(a)). So we get that (ι εσz)∆(a) ∈A. Using the fact that εσz = εσ ′z
and Proposition 5.16 once again, we get in a similar way that (εσz  ι)∆(a) belongs to A.
Hence Theorem 6.12 implies that εσz ∈M(Â). ✷
Proposition 7.10. We have for every z ∈C that δˆiz = εσ−z.
Proof. Define the mapping u from C into M(Â) such that uz = εσ−z for every z ∈ C.
Recall from the proof of the previous lemma that (ιuz)∆(a)= τz(σ−z(a)) for z ∈C and
a ∈A.
First we prove that u is an analytic one-parameter group of unitary multipliers on Â.
1. It is clear that u0 = 1. Choose s, t ∈ A. Take a ∈ A. We know that (ι ut )∆(a)=
τt (σ−t (a)). This implies by Theorem 6.12 that
(usut )(a) = us
(
(ι ut )∆(a)
)= ε(σ−s(τt(σ−t (a))))
= ε(τt(σ−s(σ−t (a))))= ε(σ−(s+t )(a))= us+t (a).
So we see that us+t = usut .
2. Choose t ∈R. Take a ∈A. Then
u∗t (a)= ut (S(a)∗)= ε(σ−t (S(a)∗))= ε
(
σ−t
(
S(a)
))= ε(S(σ ′t (a)))= ε(σ ′t (a))= u−t (a).
So we get that u∗t = u−t .
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3. Choose a ∈ Â. We know there exists ω ∈ Â such that a = ωa. We know also that their
exists b ∈ A such that a(η)= η(b) for every η ∈ Â. Define c = (ι⊗ ω)∆(b) ∈ A. Recall
that πu(c) is analytic with respect to σ u. We have moreover, for every z ∈C, that
a(uz)= a(uzω)= (uzω)(b)= uz
(
(ι⊗ ω)∆(b))= uz(c)= εu(σ u−z(πu(c))),
which implies that the function C→C: z → a(uz) is analytic.
In a next step, we show that u−i = δˆ. Take η ∈ Â. Then there exist a ∈ A such that
η=ψa. So we have for every x ∈A that
(
ηSρ−1
)
(x) = ψ(aS(ρ−1(x)))=ψ(aρ′(S(x)))=ψ(S(x)a)= ϕ(S(x)aδ)
= ϕ(S(δ−1S−1(a)x))=ψ(δ−1S−1(a)x).
Hence ηSρ−1 =ψδ−1S−1(a), which implies that
ϕˆ
(
ηSρ−1
)= ε(δ−1S−1(a))= ε(a)= ϕˆ(η). (∗)
Choose ω ∈A. Then we have for every x ∈A that
(ωu−i)(x)= ω
(
(ι u−i)∆(x)
)= ω(τ−i(σi(x)))= ω(S2(ρ−1(x))),
so we get that ωu−i = ωS2ρ−1 = (ωS)Sρ−1. Therefore Eq. (∗) guarantees that ϕˆ(ωu−i)=
ϕˆ((ωS)Sρ−1)= ϕˆ(ωS)= ϕˆ(Ŝ(ω)). This implies that u−i = δˆ.
The proposition follows from Proposition 5.1. ✷
In the last part of this paper, we will prove a connection between δˆ and the modular
functional introduced by Woronowicz in [15]. First we prove a necessary lemma.
Lemma 7.11. Consider a ∈A and z ∈C.
(εσz  ι εσ−z)∆(2)(a)= δizτ2z(a)δ−iz and (εσz  ι εσz)∆(2)(a)= δizσ2z(a)δ−iz.
Proof. In this proof, we will make use of Proposition 5.16. We have that
(εσz  ι εσ−z)∆(2)(a) = (εσz  ι εσ−z)
(
(ι∆)∆(a))= (εσz  τzσ−z)∆(a)
= δiz(εσz  τzσ ′−z)∆(a)δ−iz = δizτ2z(a)δ−iz
and, similarly,
(εσz  ι εσz)∆(2)(a) = (εσz  ι εσz)
(
(ι∆)∆(a))= (εσz  τ−zσz)∆(a)
= (εσ ′z  σzτ−z)∆(a)= σz(σ ′z(a))= δizσ2z(a)δ−iz. ✷
Let (B,φ) be a compact quantum group in the sense of [16, Definition 1.1]. Define A
to be the set of all linear combinations of matrix elements of all finite-dimensional unitary
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corepresentations of (B,φ) defined in [16, Theorem 1.2]. Put ∆= φA. Then (A,∆) is a
unital algebraic quantum group. We will use the results in [15] (of which the proofs can be
easily generalized to this more general setting).
In [15, Theorem 5.6], Woronowicz introduced the linear functionals fz ∈ A′ for every
complex number z. The above lemma guarantees that they are connected with the modular
function δˆ.
Proposition 7.12. We have for every z ∈C that δˆz = f−2z.
Proof. Recall that δ = 1 in this case. Because A has a unit, Theorem 6.12 implies
immediately that M(Â)= A′. So we get for every z ∈C that fz belongs to M(Â). Define
the function v from C into M(Â) such that vz = f−2iz for z ∈ C. Then [15, Theorem 5.6]
implies immediately that v satisfies the following properties:
(1) v0 = 1 and vs+t = vsvt for every s, t ∈C.
(2) We have for every t ∈R that v∗t = v−t .
(3) Consider ω ∈ Â. Then the function C→ C: z→ ω(vz) is analytic (remember that
Â=A).
So v is an analytic one-parameter group of unitary multipliers on Â. Theorem 5.6 of
[15] implies also that f1 is invertible in M(Â) and that (f1)−1 = f−1.
Choose ω ∈ Â. Take a ∈ A. Then [15, Theorem 5.6, item 5] and the previous lemma
imply that
(f1  ι f−1)∆(2)(a)= S2(a)= τ−i(a)=
(
δˆ−1/2  ι δˆ1/2)∆(2)(a).
So, by applying ω to this equality, we get that (f1ωf−1)(a) = (δˆ−1/2ωδˆ1/2)(a). Hence
f1ωf−1 = δˆ−1/2ωδˆ1/2, which implies that
δˆ1/2f1ω = ωδˆ1/2f1. (a)
Item 6 of Theorem 5.6 of [15] implies that f1 ∗ a ∗ f1 = ρ(a) for a ∈ A. Combining
this with the previous lemma, we get in a similar way that f1ωf1 = δˆ−1/2ωδˆ−1/2 which
implies that
δˆ1/2f1ω= ωδˆ−1/2f−1. (b)
Combining (a) and (b), we get that ωδˆ1/2f1 = ωδˆ−1/2f−1. So we see that δˆ1/2f1 =
δˆ−1/2f−1, which implies that δˆ = f−2. Consequently, v−i = δˆ.
Therefore Proposition 5.1 implies for every z ∈C that δˆz = v−iz = f−2z. ✷
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