Abstract. It is well known that the least squares estimator is the best linear unbiased estimator of the parameter vector in a classical linear model. But, it is 'too long' as a vector and unreliable, con…dence intervals are broad for some components especially in the case of multicollinearity. Shrinkage (contraction) type estimators are e¢ cient remedial tools in order to solve problems caused by multicollinearity. In this study, we consider a class of componentwise shrunken estimators with typical members: Mayer and Willke's contraction estimator, Marquardt's principal component estimator, Hoerl and Kennard's ridge estimator, Liu's linear uni…ed estimator and a discrete shrunken estimator. All estimators considered are "shorter" than the least squares estimator with respect to the Euclidean norm, biased, but insensitive to multicollinearity and admissible within the set of linear estimators with respect to unweighted squared error risk. Some behaviors of these estimators are illustrated geometrically by tracing their trajectories as functions of shrinkage factors in a twodimensional parameter space.
Introduction
Consider the classical linear model
where the nx1 vector y is an observable random response vector, is a p 1 vector of unknown coe¢ cients, X is a non-stochastic n p matrix of the explanatory variables (observed or designed) with full column rank, and " is a non-observable n 1 random vector satisfying the assumptions E(") = 0,Cov(") = 2 I n . Remind that individual parameters have their own special meanings in the constructed model. Let 2 be a nuisance parameter and let our primary interest be the estimation of the parameter vector in the parameter space R p ( 2 R p ). As is well known, (column space of X), where the projection matrix is P [X] = X(X 0 X) 1 X 0 : On the other side, arg min
is the so called Least Squares (LS) estimator of , denoted by^ LS . Additionally, when " is normally distributed the LS estimator is the Maximum Likelihood estimator, which is the Uniformly Minimum Variance Unbiased estimator of . This estimator performs poorly in the presence of multicollinearity. When X 0 X is ill conditioned, that is, when the condition number k = max = min is large with a small min than the risk of^ LS ::: p = min > 0 are the eigenvalues of X 0 X having the spectral decomposition X 0 X = U U 0 ; = diag( 1 ; 2 ; :::; p );
M SE(^ LS
Being optimal, i.e. minimum variance in the class of linear unbiased estimators, the^ OLS may fall far away from , sometimes with wrong sign for an individual component. Also, the expected Euclidean norm of^ OLS is greater than the norm The LS estimator^ OLS is 'too long'for . On the other hand, the LS estimator can uniformly be outperformed with respect to some other criterion. For example, the James-Stein's estimator (James and Stein, 1961) 
REVIVING SO M E G EOM ETRIC ASPECTS OF SHRINKAG E ESTIM
is a uniformly better estimator than the LS estimator with respect to weighted mean squared error criterion
for normally distributed errors and p 3 (Gross, 2003) . Note that, the JamesStein's estimator is a non-linear biased estimator of .
In this study the estimation criterion is the Mean Squared Error (MSE) criterion, where
is the risk with respect to scalar unweighted squared error loss. By suitable reparametrization, the original model (1.1) can be reduced to an orthonormal form. The reparametrized model
is in orthogonal form, V 0 V = I. The LS estimator
FIKRI AKDENIZ AND FIKRI ÖZTÜRK can uniformly be outperformed by the James-Stein's estimator
with respect to mean squared error criterion M SE(^ ; ) = E (^ ) 0 (^ ) . Under certain conditions the LS estimator is inadmissible with respect to MSE criterion. There are better estimators.
In the following section we consider some shrinkage estimators obtained by componentwise shrinking of the LS estimator. All estimators considered are biased with a small total variance then the LS estimator and are admissible in the set of linear estimators. In section 3 the geometry of these estimators is illustrated in the parameter space. Last section contains the concluding remarks.
Some Shrunken Estimators
The parameter set of the vector of unknown coe¢ cients in the linear model (1.1) is the p-dimensional Euclidian space R p ( 2 R p ). Let us consider the family of componentwise shrunken estimators
For example, in the 2-dimensional case, the estimates lie in the rectangle de…ned by the origin and the LS estimate, as opposite corners. All of the estimators are biased, except the^
with a minimum at 
where, Z 0 Z = . This is another reparameterized model. The LS estimator for is^
Consider the family of componentwise shrunken estimators 
with minimum at
; i = 1; 2; :::; p:
The optimal MSE estimator in CS(^ ) is^ CS (B opt ), where
Let us notice that the estimation spaces for the models (1.1), (2.2-below) and (2.1) are the same. As a result, the "blue response"ŷ (BLU estimator of the response mean E(y) = X )ŷ
is invariant under these reparametrizations. Note also the following correspondency between linear models (1.1) and (2.1).
Estimators in CS(^ ) and CS(^ ) have smaller total variance then the LS estimator. It is necessary to provide some assurance that the bene…t of reduced total variance is not likely to be o¤set by a large squared bias. The MSE's depend not only on shrinkage factors and the eigenvalues of X 0 X, but also on the unknown parameters of the model, so the optimal estimators cannot be used in practice. The shrinkage factors can be treated as parametric functions, also called shrinkage parameters or biasing (tuning) paremeters. To make the estimators operational some estimates of the shrinkage parameters can be used. It seems reasonable to use plug-in estimates using^ LS ,^ LS and^ 2 , wherê
2.1. Meyer and Wilke' s (MW) Estimator. Meyer and Wilke (1973) proposed the following contraction estimator.
A necessary and su¢ cient condition for^ CS (cI)to have a smaller MSE than^ LS is that the following inequality
is satis…ed. The optimal value for M SE ^ CS (cI) is obtained at
The simplest shrinkage estimator in
2.2. Principal Component (PC) Estimator. As is known, the principal component (PC) analysis is a widely used dimension reduction technique, with some information being lost. The PC estimation procedure is a dimension reduction for the "cloud of LS estimates"in the parameter space R p by projecting them orthogonally on the space spanned by the eigenvectors corresponding to the …rst largest r (r < p) eigenvalues of X 0 X. The PC estimator remove the information which is responsible for the increase of impreciseness in LS estimation.
Let 
The orthogonal projection matrix on the column space
It can be shown that the PC estimator is the restricted LS estimator under the restriction U 0 2 = 0. A necessary and su¢ cient condition for^ P C (r) to have a smaller MSE than^ LS is that the inequality 0 U 2 2 U 0 2 2 is satis…ed. When applying the PC estimator, one is faced with the problem of choosing an appropriate r value. In the normal case a pretest estimation procedure can be used.
The PC estimator has a very simple interpretation in the reparametrized model with canonical form.^
PC estimator^ P C (r) cancel some components of^ LS having large variances. This is a kind of variable selection, but not the original variables.^ P C (r) is a componentwise shrunken estimator
where the shrinkage factors are equal to either zero or one.
A su¢ cient condition for^ P C (r) to have a smaller MSE than^ LS is that the
The PC estimator takes values in (Marquardt, 1970, Marquardt and Snee, 1975 
where k is some nonnegative scalar constant. The generalized ridge estimator (GR) is
0 ; i = 1; 2; :::; p. The general ridge estimator is de…ned as^
where G is a symmetric nonnegative de…nite matrix.
The generalized ridge estimator in the reparameterized model (2.1)
is a componentwise shrunken estimator, where
; :::;
and the OR estimator is also a componentwise shrunken estimator
The correspondency of ridge estimators between the models (1.1) and (2.1) is as follows.^
The optimal componentwise shrunken estimator of in the model (2.1) is the generalized ridge estimator^ GR (K), for K = diag(k 1 ; k 2 ; :::; k p ) , k i = ; i = 1; 2; :::; p.
All ridge estimators are admissible in the class of linear estimators with respect to MSE criterion. Kennard (1970a, 1970b) proved that there exist always positive values of k such that
Theobald (1974) has shown that a su¢ cient condition for^ OR (k) to be a smaller MSE estimator than^ LS is that k satisfy 0 < k < 2 2 = 0 and a necessary condition is that k satisfy
For the general ridge estimator^ GR (G) the mentioned su¢ cient condition is
2 (Gross, 2003) . For the special case G = kI the inequality becomes 0 ( Gross, 2003) . So, under the prior information (0; 2 G 1 ) the LB estimator is equal to GR estimator. Under the prior information (0;
M SE
Although being formally the same, these estimators are conceptionally di¤erent. A statistician employing the Bayes estimator uses the sample information with an extra prior information. A statistician employing the ridge estimator only uses the sample information and has to estimate the shrinkage parameters in order to make the estimator operational. The resulting estimator is a nonlinear function of the sample.
The OR estimator^ OR (k) is the shortest estimator in an equivalence class of estimators with the same residual sum of squares. In the case of normally distributed errors,^ OR (k)is the shortest vector for given likelihood. The OR estimator^ R (k) has a minimum residual sum of squares in an equivalence class of estimators of the same length. In the case of normally distributed errors,^ R (k) is the most-likely vector of the same length (Hoerl and Kennard, 1970a) .
The family of OR estimatorŝ
traces a curved path through the parameter space from^ R (0) =^ LS to 0(origin), as k increases from zero to in…nity, in such a way that ^ R (k) < ^ LS for k 2 (0; 1). Hoerl and Kennard (1970a) proved that the expected distance between R (k) and must initially decrease as k increases (illustrated in Section 3). The name of ridge regression comes from ridge analysis developed by Hoerl (1959) for examining higher-dimensional quadratic response surfaces used in experimental design. Hoerl (1962) noted that the residual sum of squares in regression could be written as a quadratic function of the coe¢ cients. So, ridge analysis, used in the maximization of the response function, could be used to calculate the coe¢ cients as one moved along the minimum ridge of the residual sum of squares from the overall minimum (least squares) to some more stable solution closer to the origin (Hoerl, 1985) .
Ridge regression is a popular technique to deal with multicollinearity. The properties, optimality conditions and problems associated with Ridge estimators have been investigated in hundreds of papers. An old list, including small abstracts are the Hoerl and Kennard's (1979, 1981) works, for the early years publications about ridge regression. In the last years there appeared a lot of papers on combining the Ridge and LS estimators, under the name (r-k) class estimator. (Liu, 1993) proposed the following estimator.^
Linear Uni…ed Estimator. Kejian Liu
This estimator is a linear combination of the ridge estimator with ridge parameter k=1 and the least squares estimator. It is also a linear transformation of^ LS .
This estimator is named as Linear Uni…ed (abbreviated as Liu) estimator by Akdeniz and Kaç¬ranlar (1995) and was accepted by the related community. Liu (2003) mention that, when there exists severe collinearity, the shrinkage parameter selected by existing methods for ridge regression may not fully address the ill conditioning problem. In order to solve this problem, he proposes a new two-parameter estimator and shows, using both theoretical results and simulation study, that the proposed estimator has two advantages over ridge regression. First, the estimator has less MSE, second, the estimator can better address the ill-conditioning problem. The Liu-type estimation procedure is a popular technique in the last two decade. The new fashion is combining PC, Ridge and Liu estimators. You can make (r-d) or ((r-k)-d) combinations (see for example Alheety and Kibria (2013)). The two parameter Liu (2003) estimator is the (k-d) combination. Liu (1993) showed that the estimator^ Liu (d), given above (2.6), is superior to the^ LS in the MSE sense. The optimal value for d is dopt = 1
The estimator^ Liu (d)is not operational. The plug-in estimator of dopt iŝ
In Section-3 we used, o is a discrete family of n. A suitable element in the set can be taken as an estimator of . Based on this idea the estimator,
is de…ned (Öztürk, 1984) . The corresponding estimator of
A su¢ cient condition for^ DS (h; n) to have a smaller MSE than^ LS is that the inequality
is satis…ed. The discrete shrunken estimator DS (h; n) is similar to the estimator de…ned by Trenkler (1978). Trenkler's motivation is based on a serial expansion for the Moore-Penrose generalized inverse of X.
Let us mention that we can look at the normal equation X 0 X = X 0 y as an inversion problem. Then we encounter the problem of ill-conditioning for bad coef…cient matrix X 0 X. The problem of ill-conditioning is a widely investigated topic in applied mathematics since 1960. Some of the solution methods are regularization method, selection method and replacement method. It is very interesting that generalized ridge estimation mimics the regularization method, principal component estimation mimic the selection method and ordinary ridge estimation mimic the replacement method (Öztürk and Akdeniz, 2000).
Geometrical Visualization of Estimation Traces in the Parameter Space
When the design matrix X has nearly collinear columns, then the LS estimator is unstable in the sense that di¤erent samples can produce dramatically di¤erent estimates. This is the problem of multicollinearity.
Consider the following simulation framework (Case II) from (Swindel, 1974) . and LS estimates for the simulated samples are as below. Estimates for the individual components of are unstable, even having di¤erent signs for di¤erent samples. Swindel (1974) illustrates this situation geometrically in the estimation space spanned by the columns of X = [x 1 x 2 ] (Figure-1) . Imagine the coe¢ cients in the linear combination c 1 x 1 +c 2 x 2 represented by the 10 points for simulated 10 data sets. They are the LS estimates of . Do the same imagination for Case I. Do you feel that they have less variation than in Case II? They are more "stable". They do not su¤er from the problem of multicollinearity. Indeed, the estimates are just below (Swindel, 1974) : The true parameter is = 1 1 . The estimates seem to be far away. This is because of the relatively big variance of the simulated error term in the model. Thanks to Swindel, to be not afraid of big variance, otherwise the de…ciency of LS could not be exhibited so well. Let us also mention that, when the explanatory variables individually obey small variation, the parameter estimates become unstable, have big variances, like in the situation of near collinearity. Near collinearity, geometrically means a small area of the parallelogram de…ned by x 1 and x 2 (volume for p>2). Swindel defeated the small variation in the explanatory variables by taking them normalized. In reality this is not possible, except in design of experiments. For example, A-optimality in design of experiments means optimal total variance, design with smallest tr(X 0 X). Now, imagine the unknown "truth", the point with coordinates (1,1) in the booth (CaseI and CaseII) coordinate systems with basis vectors x 1 and x 2 (the point X 1 1 = x 1 + x 2 ). All ten points, randomly fallen on the estimation space want to be close to the "truth". Do you also feel that the shrinking of the vectors represented by the points (vectors beginning from the origin of the coordinate systems and ending at the LS points) will move the points a bit towards the "truth", but not for all of them. This is the direct (Stein-type) shrinking, as the Meyer and Wilke's estimator does in the parameter space. The planes in Figure-1 and Figure-2 represent the estimation space, not the parameter space as in the other …gures below. Notice that the scatters are the same for both CaseI and CaseII. The "randomness" is the same. Simulated errors are the same. Swindel (1981) also illustrates the geometry of Ridge traces (Figure-2 ). The advantages of the OR estimator are easily seen. There are some "good" points on the curves, that is, there are some points closer to the point 1x 1 + 1x 2 identi…ed by an asterisk, rather than the LS estimates. Using the Swindel's simulated data, we illustrate the behavior of LS, MW, OR, Liu, PC and DS estimators (de…ned in Section 2) geometrically in the parameter space, instead of the estimation space as in Swindel's works. In all of the …gures below, the true value of is shown as a red colored star, LS estimates are red pentagrams; optimal estimates are circles, operational estimates are squares and MW estimates are colored magenta, PC estimates are colored cyan, OR estimates are colored blue, Liu estimates are colored green, DS estimates are colored black.
In the …fth repetition of the simulation study All of the estimators give better estimates then LS estimator, except MW, according to Euclidean distance. The situation can also be seen easily on the graph. We evaluate the estimates according to their distance to the true parameter (unknown, "big red star"). In Figure- Observe that the Ridge-trace (blue) is a continuous curved path through the parameter space from^ LS to the origin, as k increases from zero to in…nity, initially converging to . Liu estimator traces a straight line (green) from^ LS to^ OR (1). The DS-trace (black) is a discrete curved path from the origin to the^ LS .
The OR, Liu and DS traces for all the simulated 10 samples are as in Figure-4 . Observe that there are better estimates lying on the traces than the LS estimates. The ingenuity is to choose a "good point"on the trace when "the star isn't shining". The statistical problem here is the estimation of the shrinking (biasing) parameter. It is a serious problem, because the LS estimates (small stars) are far away in the sense of Euclidean distance.
In Figure-5 the performance of MW, PC, R, Liu estimators are compared to the performance of the LS estimator. As is seen, the optimal shrinkage estimators give estimates, which are almost covering the true . But, it's not possible in reality. For the operational estimators, there is a spread around the unknown parameter vector .
In Figure-6 the performance of the Ridge estimator is illustrated versus MW, PC, PCM, Liu and DS estimators.
In Figure-7 the performances of Ridge and Liu estimators are illustrated for both of optimal and operational estimates. Optimal estimators are better then operational ones. But, it's di¢ cult to decide which works better, Ridge or Liu. 
Conclusions
Once more we tried to elaborate upon the geometrical aspect of linear models, specially of shrunken estimators. The algebra we used, indeed, is a geometrical speech. Besides the statistical theory, Linear Model teaching needs matrix algebra in a high level. But intuition comes up easily when geometry is used. Once again listen to the Swindel's words.
"I have found that students of statistics do not readily appreciate the foregoing ideas given only the algebraic justi…cation of them prevalent in the current literature. But, they respond enthusiastically to a geometrical explanation. . . " (Swindel, 1974) .
". . . The …gures also show that other shrunken estimators may perform better or worse, depending on the parameters and design matrix; and they illustrate the problem of choosing a shrinkage parameter or stopping rule. Thus, the …gures help motivate results previously established algebraically." (Swindel, 1981) .
Let us end by saying that the primary aim of this study was to call to remember some old works, not to make work. Every new generation must learn and rediscover the knowledge of old generations.
