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I. INTRODUCTION 
In this thesis, the problem of estimating the parameters 
of a univariate population from what are called censored 
observations is considered. The case of a sample subjected to 
a single point of censorship (on the right) is well known and 
may be described as follows: A sample X2, Xj^ is drawn 
from a population with density function f(x; 02^,02> ••• ®rn^ * 
Not all the n values of the sample are observed, however, since 
any x^ - x* is censored -- i.e., unknown in values — while 
those with x^ - x* are known. If r of the observations x^ are 
smaller than x* and n-r larger than x*, the number, n-r, of 
the latter observations is known. This knowledge of the number 
of censored observations n-r distinguishes the notion of a 
censored sample from that of a truncated sample in which for 
a sample of unknown overall size, all - x* are observed. 
A slightly different version of censorship arises when, 
in a sample of known size n, the r smallest values x^ (i.e., 
the first to the r-th order statistic) are observed while the 
values of the higher order statistics are unknown. Censored 
observations of this type are found in many situations where 
the observed quantity is time and some of the observed 
individuals have a reaction time longer than the period of 
observation. 
This situation often is met in the life testing of machine 
parts. Consider, for example, the case of n electron tubes 
whose life is tested simultaneously and the time is noted when 
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the first, second, r-th tube fails at which time, with 
n-r survivors still functioning, the test must be abandoned. 
In an application of this nature, certain more general 
situations of multiple censoring sometimes arise. The most 
general situation of these may be described as follows: A 
sample of n tubes is tested; when the first one fails at 
time X]_, a random sample of is withdrawn from the n-1 tubes 
still in test; and the remaining tubes are observed until the 
second tube fails at time X2, when k2 tubes are withdrawn; 
and the process of withdrawing a prescribed number at the 
time Xj_ when the i-th failure occurs continues until the r-th 
failure occurs at time Xp when the remainder of the tubes, 
r-i 
kj, = n- ^  withdrawn. The above case of simple 
j= I 
censoring can be regarded as a special case 
when kj^ = k2 = . . . = = 0. 
A problem of this kind is encountered when studying the 
life of components in guided missiles. It is possible to 
obtain information on the components in each missile until the 
first failure. How can this information from a number of 
missiles fireid on targets at various distances be pooled? 
In life test situations, such as life of electron tubes, ball 
bearings, guided missiles, or life after treatment, the 
observations will naturally occur in an ordered manner. 
In addition to the ordering of the observations, there are 
numerous occasions during the experiment when observation units 
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are withdrawn for reasons independent of their experimental 
characteristics or performance. 
It is this phase of the estimation problem in censored 
sampling which will be considered in this paper. The fact 
that observations are censored at various times during the 
experiment has led to the term "multi-censorship." 
To formulate this problem, consider the problem of life 
testing where n items are placed under observation. The 
parameters of interest are the parameters of the probability 
distribution f(x; ©2, ..., ©m) for the time-to-failure, x, 
where all n items are from the same population. At the i-th 
failure, of those that have not failed are removed from the 
test for i = 1, 2, ..., r. The test is then terminated at 
the r-th failure. The joint probability distribution of a 
sample of r failures is given by 
(1) f{x^b ••• x^; ©2, ... ©jjj) =n{"i f(xi) [l-F(xi)] 
1 , 
, W " 
where n;j^ = (n- ^ kj-i+1), k. = 0, x^ = 0, kj. = (n- ^ kj-r), 
r j«l ^ js| 
n-r ~ / f(x)dx. 
If the sample is partitioned into random groups of (k+1) 
and each group is observed only to the time of the first 
failure within the group, then the joint distribution of the r 
ordered failures is given by 
' r k 
(2) f(xi, X2,...,Xr; QL,... = rJ ff {(k+DfCxi) [l-F(xi) ] 
is I 
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Such situations arise when life testing of parts is performed 
in guided missiles, in "potted" circuits, or in a type of 
"throwaway" unit which is becoming popular in the design of 
large complex electronic systems. In such cases, the failure 
of an item necessitates the removal of a group of items. 
It should be noted that (1) applies to a situation in 
which a prescribed number of items, kj_, is withdrawn with the 
i-th failure. This equation, therefore, is not applicable to 
the situation in which, at the beginning of the test, the 
items are partitioned into groups of size k^+1 since it will 
not be known which of the variable size groups will be the 
first to have an item fail, which will be the second, etc. 
If, however, = k for all i in (1), then it is clear that 
the two likelihood functions (1) and (2) are the same. 
While the need for improvement in reliability has now 
been recognized almost universally, the search for methods of 
improving and testing for reliability continues. Up until now, 
the method of developing most systems, and particularly 
electronic systems, has been to "grow" them -- the old "cut-
and-try" method that originated when development of systems 
was an art rather than a science. One of the principal reasons 
for the tardy development of reliability in military systems 
has been the slowness with which information on system 
performance is fed back to designers. Recently, due to 
military emphasis on reliability, some manufacturers have 
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instigated intensive laboratory-testing programs, as an 
alternative to waiting for information from field experience. 
Such laboratory testing is a necessity for the development of 
an earth satellite or an intercontinental ballistic missile. 
However, until fairly recently, the probabilistic approach 
and the statistical design of experiments have not been 
employed. In the past, an engineer would run a test, interpret 
results as best he could, make a few qualitative comparisons, 
and that was all that was done. Test programs in which times-
to-failure are actually measured, are a fairly recent 
development. Even more recent are attempts to estimate the 
theoretical survival function. 
Cost is a major factor affecting some of the problems 
confronting an engineer who is responsible for the development 
of a system and who therefore requires some means of,life 
testing the system or sub-system. To establish a bench test 
to life test one system, or for that matter, one part, such as 
gyroscope or a magnetron, is expensive in terms of equipment, 
space, power, personnel, and calendar time, even without 
consideration of the cost of the system or part itself. Life 
testing is destructive, and it is not unusual for a gyroscope 
to cost $2,000 and a system to cost many multiples of this sum, 
A test setup makes a tremendous drain on power, space, 
and personnel resources. Moreover, any loss in calendar time 
is expensive, because after a shutdown a stabilization period 
is usually required before the setup is restored to the 
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experiment. Therefore, once such a setup has been established 
and put into operation, it is ordinarily used on a round-the-
clock basis, and shut down only for emergencies. 
With these costs draining the project engineer's 
allocated funds, many schemes are used to reduce the number 
of individual test installations and the length of time that 
any one type of part or system ties up the test facilities of 
the organization. With the extreme pressure placed upon the 
engineer, various means are used to reduce the costs of 
testing. The method of censoring an experiment, as discussed 
in the previous sections furnishes a simple way to affect 
considerable savings by planning the experiment to take 
advantage of the theory presented here. There are many more 
aspects of the censorship problem which should be investigated 
in order to furnish industry with a more nearly complete 
outline of the ways that such savings can be accomplished. 
In many laboratory evaluations, there are attempts to 
study the factors which contribute to either the reliability 
or the unreliability of the parts or systems under study, as 
well as to estimate the reliability of the items. To evaluate 
these auxiliary or subsidiary problems of reliability, it is 
sometimes necessary to disassemble the item, or to subject it 
to measurements which either are destructive or change the 
part in such a manner as to change its life expectance. 
In certain field evaluations, systems are removed from 
the experimental setup in order to measure certain electrical 
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characteristics. It is well known that there exists 
considerable interaction between the human operator and the 
system. To evaluate the exact effect of the human operator 
on the effectiveness of the system requires withdrawal of 
systems from the experiment. 
During reliability evaluation of production prototype 
systems, the addition of engineering modifications also 
necessitates the use of multiple points of censorship analyses. 
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II. HISTORICAL BACKGROUND 
The problem of estimation from censored samples, like the 
related problem of estimation from truncated samples, is not 
new. The initial introduction to the problem was through 
truncated samples where the point of truncation was known. 
Sir Francis Galton [lo] was the first to publish work on this 
phase of the estimation when he was studying the distribution 
of time for American trotting horses to run a measured course. 
The data available included the time of the horses that 
qualified. To qualify, it was necessary for a horse to cover 
the course in less than 150 seconds. Since no records were 
available on the number of horses that did not qualify or 
their time for the course, the problem of truncation on the 
right was first encountered. Galton assumed his distributions 
to be normal and used the models and quartiles for estimation 
purposes. Karl Pearson [2I ] outlined a procedure for 
estimating parameters by fitting least-square parabolas to 
logarithms of the truncated sample frequencies. In 1908, 
Pearson and Lee |^22j used the method of moments to obtain 
estimates of the parameters of a normal population from a 
sample truncated on the left at a known terminus. In 1931, 
R. A. Fisher j^9j presented results obtained by the method of 
maximum likelihood. Fisher considered samples truncated on 
the left from a normal population. He demonstrated that for 
the singly truncated normal case, the method of maximum 
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likelihood gave estimates identical to those obtained by the 
method of moments. He also gave asymptotic variances and 
covariances of the estimators. 
The first paper dealing specifically with the problem 
of censorship was published by Stevens [sij in 1937. He 
published maximum likelihood estimating equations for normal 
population samples which were singly and doubly censored with 
known terminals. He obtained asymptotic variances and 
covariances of his estimates from the likelihood variance-
covariance matrix. 
Since 1937 when Stevens' article appeared, there has been 
a gradual increase in activity in tackling the censored data 
problems, e.g.: Cohen ][ 2, 3, 4 ] ,  Epstein and Sobel [6, 7 ] .  
Particularly since World War II, the occurrence of these 
problems has increased, as efforts were expanded in the fields 
of target analysis, life testing, dosage mortality response, 
and others. 
Recently Johnson and David [16] have considered the 
problem of estimation for single censorship on the right. 
Their work indicated the possibility of estimation by equating 
the cumulative distribution F(xi) with its expectation, where 
Xj^ is the i-th ordered observation and the solution of this 
equation would give the estimate of the parameter. Their work 
has primarily been confined to the testing of hypotheses 
concerning location parameters, but the method utilized here 
has indicated an approach which has been fruitful when 
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considering many points of censorship. 
A. E. Sarhan [28, 29, 3o] more recently has considered 
the case of single censorship on the right. Sarhan considered 
estimates which are linear functions of the observations 
selected to minimize the variance of the estimate; however, he 
investigated only those distributions in which the expected 
values of the observed random variables were linear functions 
of unknown parameters. One of the results of the present 
thesis is that the problem imposed by the equal withdrawals 
can be considered as an extreme-value problem in which the 
method of Lieblein [17] is applicable if the moments of the 
ordered sample statistics are known. 
In the literature to date, the methods of moments, maximum 
likelihood and least-squares have been employed in estimating 
the parameters of populations from censored samples. However, 
each of the numerous authors considers only the situation where 
censorship occurs at a single point, but not where repeated 
censorship occurs at many points on the right as discussed 
earlier. 
The estimation of the parameters of a normal distribution 
from a multi-censored sample has been studied by Sampford [27j. 
However, Sampford made an assumption that has not been 
necessary in this thesis. The assumption made by Sampford was 
that the withdrawals are independent of the survival curve. 
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A. The Type and Choice of Distributions 
The choice of the distribution for the variable time-to-
failure is sometimes very difficult, because the amount of 
historical information is very limited. However, the choice 
of the distributions discussed in this paper can be 
rationalized in many testing situations. The choice of the 
exponential distribution in preference to the log-normal 
distribution is sometimes difficult to rationalize; however, 
Irwin I15j has shown that for the same median time-to-failure, 
the difference between the exponential and log-normal can 
scarcely be detected, and can usually be regarded as negligible. 
If the mechanism is complex or there is large variability among 
the parts, the failure rate of the items will appear to be 
independent of time; therefore, the exponential distribution 
characterized by a constant failure rate will give a reasonable 
fit. Electronic systems, gyroscopes, magnetrons and klystrons 
have exponential failure times. 
It is not too difficult to rationalize the choice of the 
normal distribution to describe the failure times for certain 
electronic parts. Although the time-to-failure cannot be 
negative (as is required for double infinite range like 
normally distributed variables), if the mechanism is simple or 
is well controlled during production, it is conceivable that 
deterioration mechanisms will dominate the cause of failures, 
that the failures will occur at times well removed from zero, 
and that the mean time-to-failure will be large relative to 
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the standard deviation. Therefore, truncation of the 
distribution at zero will have no measurable effect on the 
fit. Lamp bulbs, receiving-type electron tubes, motors, and 
timers have normally distributed failure times. 
The rationale associated with the choice of a uniform 
distribution for failure times of a system is quite unique, and 
is satisfactory only under some very special conditions. When 
the operating conditions are highly critical of system 
performance and peak output is required constantly (the system 
becomes unsatisfactory when the performance characteristics 
have deteriorated only a small percentage of their initial 
value) and the probability of the systemIjeing unsatisfactory 
is proportional to the incremental changes in the performance 
characteristics, then it is logical to utilize the uniform 
distribution as the distribution of the time-to-failure. 
In any reliability study, there can be a problem of 
dependence among failures, due to engineering design of the 
testing vehicle. If the study encompasses the evaluation of 
electronic parts in a system, there is considerable possibility 
that a dependence exists among the failures of the parts. 
An example of such internal dependence is presented in a 
transceiver in common use throughout the services today — 
the AN/ARC-27. In this equipment, the heaters for parallel-
connected 6.3 volt electron tubes are further connected in 
series across a supply voltage of 27.5 volts. In such 
applications, a heater failure of any one tube in the parallel 
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group will cause the failure of all tubes in the group. 
Another type of dependence may be due to the result of 
external environmental stresses. This type of dependence may 
affect systems, as well as parts; and in any field evaluation 
where the testing conditions are not controlled, care should 
be taken to monitor the conditions as closely as possible. 
When testing in the laboratory, control of the external 
environmental stress may be possible; however, the dependence 
due to the electrical connections must be investigated. 
The methods provided here do not cover the case in which the 
independence of the failures of the items is violated. 
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III. THE ESTIMATION OF THE PARAMETERS 
BY THE METHOD OF MAXIMUM LIKELIHOOD 
The solution of the maximum likelihood equations when 
censorship occurs in the sample are not readily soluble for 
many useful distributions (Cohen j^2, 3, 4j , Des Raj ^ 23, 24, 
25j, Fisher [9], Den Breeder [ £>], Hald [l2j, and Gupta ^llj). 
The hazard rates, f(x)/l-F(x), enter the maximum likelihood 
equations in such a manner as to require iteration procedures. 
An exception to this is the special case of the exponential 
distribution where the hazard rate is constant and equal to 
the reciprocal of the unknown parameter. For the exponential 
distribution, the maximum likelihood equation yields an unique 
solution. 
A. Exponential Distribution 
If the underlying distribution is an exponential 
distribution of the form 
-(x/0) 
f(X;0) - (1/0)e , X - 0 
where x is the time-to-failure, then from (1) 
(3) f(x]^, X2, ... Xj.;©) = © I I'Pi ® I 
and 
L =-r log 0 + Z/log n| - Z rii( x^-x,-_ i )/© 
isi isi 
where i-l 
n^ = n - ^  k.-i+l j»i J 
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Therefore, 
© = (1/r) Z (n - Z kj-i+1) (x.-x. ,) i-l js| 1 1-i 
(4) Q = (1/r) 
The exact variance of this estimate as shown below is 
*. q2 
V(0) = 
It is of interest to note that, as a special case where = 0 
for all i < r and 1^= n-r, the Epstein-Sobel estimate [6, ?] 
for the single censorship case is obtained and is given by 
(5) ® ~ r • 
If the following transformation is made 
Yl = 
yi = Xi - 2 ^  i r 
then , 
(6) fCyj^, Y2> •••' = H [l ® ] 
Therefore, the random variables y^ are mutually independent. 
What is more, for each i the expression (n - Zk^-i+l)yis 
/ i=' 
distributed with common density (l/0)e"^i'''^® while y^ can 
be considered as a random variable which is the smallest value 
in a random sample of size (n - ^k^-i+l) drawn from the parent 
probability distribution and 0 is the mean of the V^'s. 
Since the characteristic function of the exponential 
probability distribution is 
-1 
jZf(t) = (l-ite) , 
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it follows that 
0Ai) = 4' .(t/r) 
Q f, 'l"l 
(7) ~ 
From the uniqueness theorem for characteristic functions, it 
A 
follows that, on inversion, the probability distribution of 0 
is given by ^ 
(8) f(Q) = L(r-l).'J [Q/T\ Q e , 0<O, 0<O 
= 0 elsewhere 
From this, it follows that 2r0/0 is distributed as chi-square 
with 2r degrees of freedom which also follows from the fact that 
r0 = 
i=l 
If the situation of sub-samples exists as presented 
by (2), then 
TT Tb-j-i ~(k+l)xj/0 -1 
(9) f(x2, X2, ... Xj,;0) = rj |  e J 
and 
r 
L = log rJ + r log (k+1) - r log 0 - (k+1) X x^/0 
therefore, A 
, . » (k+1) A xi (10) 0  = 
It can be shown also that 2r0/0 is distributed as a chi-square 
with 2r degrees of freedom. As expected, the estimate is the 
same for both situations when the k's are equal as seen 
from (4) and (10). 
By using the method similar to Epstein and Sobel [^j, it 
can be shown that these generalized estimates of 0 are best, in 
the sense that they are maximum likelihood, unbiased, minimum 
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variance, efficient, and sufficient. Also, it can be shown 
that those tests given by Epstein and Tsao [sj may be applied 
directly to the generalized estimates given above. 
In studies conducted for the Military Services and the 
Commercial Airlines, Herd and Hedetniemi j^l4j have ascertained 
that for electronic systems the exponential distribution gives 
a reasonable fit to the time-between-failures. Three examples 
follow for which the exponential distribution for the time-
between-f ailures holds. 
1. Example 1 
In order to evaluate the reliability of early pilot-
production navigational equipment, 38 systems were installed 
in operating squadrons at a Naval Air Station. This electronic 
system is the airborne portion of a navigation system, and is 
designed to supply azimuth and distance indications to the 
cockpit instruments by interpreting the signals obtained from 
a ground station. This airborne system depends upon the 
operator only for switching on or off, and for selecting the 
channel corresponding to the ground beacon to be interrogated. 
All of its other functions are fully automatic, in the sense 
that operator judgment is not involved. The indicators are 
either in search condition or are indicating the azimuth and 
distance data obtained by the system. In case of power 
failure, the indicators stop, and a flag appears on the 
distance indicator. In order to display data continuously, 
as required in tactical operation, the transmitter and receiver 
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portions of the system must be operating continuously. During 
the evaluation, the 38 systems under surveillance were employed 
in fighter-type aircraft which were used for pilot training. 
These aircraft were utilized in simulated carrier-landing 
practice, in tactical operation, and in routine flights. The 
system was turned on at the beginning of each flight and was 
kept on for the duration of the flight. However, time on the 
system was measured during the pre-flight checkup, as well as 
during the actual flight, so that the system time accumulated 
was slightly greater than the flight time. If a malfunction 
occurred, the pilot turned in a comprehensive report which 
included the time on the system at the first evidence of the 
malfunction. The mean duration of the flights was 1.4 hours. 
During each flight, the pilot monitored the system continuously 
by observing the control panel indicators. The results of 
this surveillance are presented in Table 1 which indicates 
the time-to-first-failure of each system. The estimate of the 
parameter 0 is 82.6 with an estimated standard error of 13.4. 
2. Example 2 
In a field study of magnetrons in a ground based portion 
of a ground-to-air missile system, two magnetrons of a single 
type were employed. (The magnetron is a microwave type of 
electron tube which performs the function of high-power pulse 
generation.) The application of these magnetrons was 
identical; however, the tactical usage was different. Each was 
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Table 1 
Time-to-first-Failure 
Expressed in Hours of Operation for 
38 Navigational Equipment in Airborne Environments 
(No Withdrawals) 
Hours hours 
1 65 
2 73 
5 78 
9 78 
12 82 
13 88 
14 94 
15 101 
20 117 
21 118 
23 125 
24 133 
33 157 
34 170 
36 203 
40 235 
42 268 
52 310 
53 
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installed in a separate cabinet, although the information from 
each chassis was fed into a central nerve center of the system. 
The failure of one magnetron would not affect the performance 
of the other; however, it was necessary for both magnetrons to 
perform satisfactorily in order for the ground based system to 
function satisfactorily. The evaluation was conducted on the 
battalion location where similar environmental conditions were 
imposed on every system. During operation, the systems were 
monitored continuously to detect system malfunction, 
particularly when missile control could be lost. Experienced 
engineers were employed to isolate the trouble, so that when 
a magnetron was classed as a "failure," it was implied that 
replacement of the magnetron was required to restore the system 
to satisfactory performance. The time-to-failure was recorded 
at the time at which the malfunction was observed. Because of 
the history of this type of electron tube, the maintenance 
practice was to remove the good magnetron as a precautionary 
measure when one of the two was found defective. The results 
of the evaluation furnished the data presented in Table 2. 
The estimate of the parameter 0 is 67.7 with an estimated 
standard error of 13.8. 
3. Example 3 
The gyro is a very critical component, in that the success 
of an entire aircraft mission may depend not only upon its 
continued operation, but also upon its continued precise 
adherence to the specified tolerance ranges of performance. 
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Table 2 
Time-to-Failure Expressed in Hours of High Voltage Operation 
for 24 Magnetrons and the Number Withdrawn from Service 
for Precautionary Purposes at Each Failure 
Hours 
Number of 
Failures 
Quantity Withdrawn for 
Precautionary Purposes 
2 
3 
9 
10 
11 
12 
13 
16 
17 
18 
19 
27 
28 
32 
35 
40 
43 
45 
51 
56 
65 
77 
86 
97 
Total 24 24 
The gyro may serve as a sensing organ to enable the aircraft 
guidance system to realize its spatial attitude, and in 
combination with other equipment, to ascertain its geographical 
location at any instant. These data are vital to precision 
blind-flying of an aircraft and to bombing of designated 
targets. An application of the gyro under evaluation was to 
provide a stabilized platform with constant reference to the 
center of the earth, as the aircraft or missile maneuvered in 
the course of its flight over great distances around the 
slightly flattened spherical earth. 
,To life test gyros adequately, it is necessary to have a 
gyro-stabilized platform with three degrees of freedom which 
represents the aircraft/missile system. This vehicle must then 
simulate the plane's roll, pitch and yaw. When the plane's 
attitude or heading changes, the gyro signals cause servo 
system motors to move the platform to a horizontal position, 
aligned in azimuth. For this experiment, a scorsby table was 
used to supply roll, pitch and yaw of 1^ degrees amplitude with 
a period of 8 to 12 seconds. A special unit, powered from a 
source of 3 phase, 400 cycles, 115 volts a-c, was used to 
supply the necessary electrical connections to the gyro. A 
second set of equipments was used to measure the gyro-output 
signals. These signals were monitored visually on an 
oscilloscope to determine the performance of the gyro. 
This particular gyro was required to perform 
satisfactorily in its airframe for only a short period of time. 
23 
However, during this short, critical time period, it was 
essential that the gyro perform satisfactorily. A number of 
basic type gyros were available and the experiment was 
instigated to select the gyro to be used. Because of the 
number of different types of gyros, the test engineer decided 
upon a sampling plan which he felt was best suited to his test 
capabilities. On the first type of gyro tested, he decided to 
operate all eleven test setups, and at the time of the first 
failure, to withdraw an additional three setups; at the second 
and again at the third failure, he withdrew two setups, while 
the remaining set was allowed to go to failure. The results 
of this experiment are given in Table 3. 
Table 3 
Time-to-Failure of Gyroscopes 
Expressed in Hours of Operation under Laboratory Conditions 
and the Number Withdrawn from Test at Each Failure 
Number of Number Withdrawn 
Hours Failures at Each Failure 
34 1 3 
113 1 2 
169 1 2 
237 1 0 
Total 4 7 
The estimate of the parameter 0 is 305, with an estimated 
standard error of 152.5. 
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B. Normal Distribution 
If the underlying distribution is a normal distribution 
of the form o o 
_-l -(x-/i)V2a 
(11) f(x) = (av/2ir) e 
where x is the time-to-failure, then from (1) we have 
2 f (Xj^, x^, . . . X^:;i, cr ) = 
T T f ' ,  - 1  - ( x i - , t ) V 2 o 2 r  r ®  - 1  - ( t - M ) V 2 o ^  
!.| \n. (o-y2Tr) e [ J { c - / 2 i r )  e  dt J J 
Xi 
where n| = (n - ^  k.-i+l) 
i=i ^ 
and 
L = y log (n- X k -i+1) - -i log 2 7r - r log O" -
^ V ^ C® t2 
T- (Xi- /* ) , V r 1 r b" '2 dt 
- Z 5" +11^1 log J 
i=l 2 O" 
cr 
The likelihood equations are 
f f Z(yi) 
IVi + Z - r = 0 
is| i  = l  
where 
Yi = (Xi" M )/cr 
and Z/R is the reciprocal of Mill's ratio at the time of the 
i-th failure. 
The standard method of solving equations of this kind is 
an iterative procedure employing a Taylor expansion about 
"provisional values" which is linear in corrections A/x 
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and Ao" . Instead of the standard procedure, a method has been 
devised which is considerably simpler. This simplified 
approach yields equally good results and does not require the 
aid of elaborate tables to assist in the iteration. Consider 
a linear approximation for the function Z/R in the likelihood 
equations (12) and (13) rather than the standard procedure of 
expanding the complete equation. A linear expansion for Z/R 
suggests the representation 
(14) = A + By, + A. 
where 
A = = 80 
^ R(0) 
0 =  
A 2:(y.) 
A. = -tA - -80 - .64 y. 
^ R(yi) ^ 
and is tabulated in Appendix A for various values of 
y. = — = -3.00 (0.01) 3.00 
The A^'s will furnish corrections in the iteration process. 
Making the substitutions (14) in (12) and (13), the 
likelihood equations become 
r r 
(15) Zvi + (A + By + A.) = 0 
jr| is| 1 1 
(16) Z Z '^i y± (A + By. + A.) - r = 0 
i=l is| ^ -L 
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These equations may be written as 
r r 
(17) Z(1 + Bki) y. + Zk. (A + A J = 0 
:=i J. I x i=l 
r 
(18) + Bk.) y.^ (A + A . )  y. ~ r = 0 
With some manipulation, these equations appear as 
r 
, , n "5 A(n-r)+ Z ki A . 
19 - J£_ x_ —_JsJ—  ^ i 
a a r+Btn-rj 
r r 
(20) —i- X(l"''Bki)(xi-x) +—1 J]k.(A+ A.)(x.-x) - r = 0 /T* ^  i-l r r i ^ i  XX 
where 
0-2 ir| cr i:| 
- - f(l^Bki)xi , I? Z I'l"! 
^(1+Bk^) r+B(n-r) 
Turning'"now to the iterative procedure of solving the 
equations (19) and (20), example 5 will be used to illustrate 
the procedure for which the work is given in detail in Table 6. 
A first approximation of /Xj^ and a-^ is obtained by 
choosing = 0 for all i and solving equations (19) and (20). 
With = 0 for all i, these equations become 
(21) - Jtl = - _L - A(n-r) 
0*2 0"]^ r+B (n- r) 
(22) ^ y (1+Bk.) (x.-x)^ + A Y j  ki(x.-x) - r = 0 
CR^ ^ o"l isi 
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For example 5, the solution of (21) and (22) yields 
= 3808 and = 1277. Using the and the A^'s 
may be obtained from Appendix A and from these A^'s one 
determines a second approximation. Inserting the new A^^'s 
in equations (19) and (20), the solutions of the equations 
yield ~ 3818 and o*2 = 1098. This process may be continued 
until the approximate estimates are as close to the solutions 
as desired. The nature of the convergence is shown in the 
work sheet given in Table 6 where the final solution 
gives /i= 3815 and 0*= 1001. 
The standard iteration procedure more commonly used, yet 
requiring more tabled values and tedious work, is to let 
a = /x/(j and b = 1/cr so that (12) and (13) become 
(23) 
f, , f Z(bx,-a) 
2(bx,-a) + Ik, ^ ^ = 0 
isi ^ is| ^ R(bxi-a) 
r o r 7 f hx. - a ^ 
(24) Z (bxi-a) + ^ ki(bxi-a) = 0 
respectively. 
By the application of a Taylor expansion 
G(a,b) = G(ao,b„) + 
-""ab 
3o^O "0^0 
(b-b„) = 0 
H(a,b) - HCaQ^b^) + '^-='0' •'-III = 0 
^o'^o ®0^0 
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where G(a,b) corresponds to (23) and H(a,b) corresponds 
to (24) and 
— i {(bx,-a) ' } 
da ^ 1 1 ' R(bxi-a) '-R(bxi-a) ^ 
i f r . Z(bx-a) rz(bx-a) 1 2 
Tb' kiXi{ (bx,-a) 
Z(bXi-a) - Lk. R(bxi-a} 
r J. Z(bXj^-a) rZ(bx4-a) "i^-^ 
+ Z ki (bxi-a) |(bxi-a) -[R(bx,-a) J } 
DN \ ^ , Z{bx£-a) 
lb = 2 jL Xi (bXi-a) + ^  kiXi 
A f Z(bXi-a) rZ(bx,-a)1 2 1 
- Z/ k,*x,- (bx^-a) •< (bx.-a) r - —; r f R ^ ^  ^ I 1 R(bx-a) LR(bXi-a)J J 
The approximations to (23) and (24) respectively 
where y^ = (b^Xj^-a^) are given by 
(25) Z Yi + Z (ZVr^^' 
i3| is I is I 
+ {h-h^){ y Xi- l^kiXiCi) = 0 
M isl 
(26) t Yi + E kiB^-r + (a-a^) ( J Yi) 
is| is I is I jsl 
+ (b-b ) ( 2  5] x^y^- ZkiXiDi) =  0  
is I is I 
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where 
Z(yi) 
i " rTTTT 
R Hiil 
i R(yi) 
z(yi) rzfyi)-]^ 
RCvi) • L R(yi) . 
f Z(yj^) rz(yj^) -|\ Z(y^) 
R ( y j )  L R ( y j ^ )  J  J  R ( y i ^ )  
and the values of A^, Bj^, Cj^, and are tabulated in 
Appendix B for values of = -3.00 (0.01) 3.00 while the 
i iy± z ^i^i determined from the sample 
i=l is| i=l 
where y^ includes an estimate of a and b. 
The work of Sampford's [27j yields similar resulting 
equations for maximum likelihood solution; however, the 
assumptions are not the same. In Sampford's work, it is 
assumed that the withdrawal distribution is independent of the 
life curve while in the situation discussed in this thesis the 
withdrawals are not independent of survival. It has recently 
been brought to the attention of the author that these values 
tabulated in Appendix B were also tabulated by Sampford. 
The method of Probit Analysis on dosage-response data 
where the time of censorship (dosage) is fixed in advance, and 
the method of analysis for the censorship dealt with in this 
paper are asymptotically equivalent. The advantage of the 
method presented herein is that in industrial testing it is 
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possible through the techniques presented here to utilize small 
samples and also to have assurance of a certain number of 
complete "life-times" from which to make estimates even where 
no prior knowledge exists on the "life-times" of the items 
tested other than the distributional form. 
The variances and covariances of the maximum-likelihood 
estimates are approximated by calculating the expected values 
of the following quantities 
D^L ^  ^  
S "i LRTTITJ -
1 rf . 1 ZCy^) •, 
- -21^ ''iVi rttu ; 
d^L 1 f„ ^  2 . „ , ^'yi' 
d o"2 
= + 
r A V ^^Vi^ ^ a Z(yi)j ^ 
51' S " • = SSRA * S'"' .W7D I 
is| 
The exact expected values of these quantities cannot 
easily be evaluated in small samples; hence, large sample 
approximations have been obtained in the limit when 
n—•(!) , R(yj^)'s being fixed. As n —00 , y tends to t where t 
is the solution of the equation 
>00 
n(x;0,l)dx = R(y) /: 
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Furthermore 
E(v 1 /"' xZ(x)dx _ Z(t,.,)-Z(t,) 
E( 2^ _ x^Z(x)dx ^ t._^Z(t,.,).t,Z(t,) 
•R(ti) R(ti_i)-R(ti) 
Upon substitution 
2pf "1 _ „ . ^iZCti) 
+ 
i= 
kiZ(ti) [ Z(ti)R(ti.i)-Z(ti_i)R(ti)] 
R(ti)2[R(^T_l).R(ti) J ' 
A^E 
f a^L 1 _ 2r f [3R(ti)^kiZ(ti)] [ti„iZ(t^.i)-t Z{t^)] 
^ ^ i=i R(ti) [R(ti.i)-R(t^)J 
r k.Z(t.) [R(t..;L^-^^''^i^'^2.{z(ti_j_)-Z(ti)}] 
+ ^  R(ti) [R(ti_i)-R(ti)J 
+ 
f kiZ(ti)^ [z(ti-i)-z(t^)] 
R(ti)2 [R{ti_i)-R(ti)] 
R(ti)^ [R(^i-l)-^(^^i)] 
cr^E Id^d  ^ Ir 
+ 
^ k.Z(t^)R(t.) [(ti.i)Z(ti.;^)-tiZ(t.)] 
R(ti)2[R(ti.i)-R(ti)] 
where Z(tQ) = 0 and R(t^) = 1. 
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The variances and the covariances of jU and u are 
v( A ) = 
a^L 
DIJ-
D 
, V( a ) = dcr^ Gov { /I ,a ) 
D 
dfidcr 
D 
where D is the determinant 
D = i!k 
DFJI^ 
ijL. 
DFIDA-
D^L 
djjida-
A second procedure which has given good results not 
requiring tabulated values is based upon the least squares 
quadratic solution for the regression of on y. The 
R(y) 
regression of | on y suggests the approximation 
(27) = .8 + .6y 4. . ly' 
and gives an approximation within the range -3 - y - 3. 
Substituting this approximation in the likelihood equations (12) 
and (13), it follows that 
r r r r 
(28) Svi + .8 2 +.6 5] k.y. +.1 2 = 0 
i»l isi ^ i!| |t|  1 1 
f f f f 
(29) +.8 JkiYi +.6 Tk Y 2 +.1 - r = 0 
is| |s| M i»l 
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The equations are now functions of known values from the 
sample and two unknowns a and b 
(30) .1 "*2 Xk,*x^ab .l(n-r)a^ - [r +.6(n-r) 1 a 
i l l  i=i •' 
•^[Z Z ^ +.8(n-r) = 0 
i=l i=l 
(31) .1 Y, kiX.^b^ + 1"]^ +.6 +.6(n-r) 1 a^ 
i=l '•i  = l  i=| J I- J 
-[. l(n-r) ] a^-[2^Xj^+ '^i'^i] 
- .3 y k.x.^ab^ + .3 y k.x.a^b - ,8(n-r) a-r = 0 
u X ± i—* X X 
i=l i=l 
An iterative procedure may be used here also. Again 
employing the Taylor expansion, the following equations are 
obtained 
(32) - .1 Z'^i'^i^'^o^ -.l(n-r)aQ^ "'"•2 Z k^x^apb^ + .8(n-r) 
i=l i=l 
+ a [.2 (n-r) - .2 J -.6(n-r) ] 
i= I  
- f r r r 
+ b [.2 ZkiX.^b -.2 Z^iXiS + +.6 Z'^iXi]= 0 
is| " |s| |S| ^ is| ^ 
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and 
(33) -.2 f; ''l*i^] ''o^ +.2(n-r)ajj® 
- [r +.5(n-r) ] + [ 2 * 1-2 E Vi ] ^o^'o 
+ .6 - .6 - r 
+ a^2 r +.6(n-r) - .3(n-r)a|j^ -.3 Z 
-{ 2  I j x .  +  i . 2 | : k i x j b ^  -  . 3  Ij^ iXiV 
+ .6 Ijk.xj^a^b^ - .8(n-r) j 
+ ''[.a IkiXi\^ + 2{ |;x.2 +.b Ijk.x.^Jb;, 
-{•2 t^i + 1-2 lllt.x^a^ - .6 
i:| 1 = 1 i:| 
+ .3 + .8 Xl^iXiJ = 0 
i=l i=l 
These equations usually give adequate results with two 
iterations and can be handled on most desk calculators if 
r 
the ^  are not too large. 
It has been reported by Herd [l3j that the normal 
distribution is the underlying distribution for the length 
of life of electron tubes. Under environmental conditions 
specified by military specifications, it is well known that 
life times can be described by the normal distribution. Two 
examples follow for which the normal distribution for the 
length of life holds. 
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1. Example 4 
A life test evaluation on a particular type of electron 
tube was conducted in an engineering laboratory for two 
purposes: 
(i) to estimate the reliability function for these 
tubes, and 
(ii) to determine the rate of growth of interface. 
In order to study the growth of interface, it was necessary to 
measure the resistance due to interface at various points in 
time. Interface is the formation of a semi-conducting 
material due to the reaction between the impurities in the 
cathode base metal and the oxide-emissive coating of the 
cathode. The measurement of its resistance will, in many 
cases, change the resistance of the formation, so that the 
measurement itself may result in extending the life of the 
tube. 
The environmental conditions were the standard conditions, 
as specified by current military specifications (MIL-Std-105). 
The life test rack was built so that the failure of any one 
tube would not change the inputs to any other tube, in order 
to obviate the possibility of failure dependence. The main 
power source was a regulated 110 volt, 60 cycle supply, and 
the d-c supply was also regulated. The tubes were monitored 
by individual lights which indicated when a tube did not 
furnish the correct (within specific tolerances) outputs. 
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In order to evaluate the interface growth, it was 
necessary to remove tubes from the experiment. The method of 
sampling employed for the interface evaluation was to abandon 
the life testing after the r-th failure. The results of this 
experiment are presented in Table 4 where the estimate of the 
parameters are p. = 4117 and ^ = 943. 
2. Example 5 
A life test evaluation similar to Example 4 was conducted 
under identical conditions except that the sampling method 
employed was to select a small sample at each failure in order 
to evaluate the interface growth. The results of this 
experiment are presented in Table 5 where the estimates of 
the parameters are p, = 3815 and O" = 1001. 
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Table 4 
Time-to-Failure of Electron Tubes 
Expressed in Hours of Operation 
under Standard Life Test Conditions 
and the Number Withdrawn from Test at Each Failure 
Hours Number of 
Failures Number Withdrawn 
1692 
1758 
2048 
2255 
2289 
2441 
2505 
2598 
2787 
3157 
3160 
3226 
3486 
3508 
3531 
3572 
3572 
3719 
3725 
3748 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
30 
T otal 20 30 
/LL = 4117 
o- = 943 
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Table 5 
Time-to-Failure of Electron Tubes Expressed in Hours 
of Operation under Standard Life Test Conditions 
and the Number Withdrawn from Test at Each Failure 
Hours of Number of Quantity Withdrawn 
Operation Failures from Test 
1300 1 4 
1692 1 3 
2243 1 4 
2278 1 3 
2832 1 3 
2862 1 3 
2931 1 4 
3212 1 4 
3256 1 4 
3410 1 4 
3651 1 3 
Total 11 39 
Maximum likelihood estimates (iteration) 
= 3815 
a = 1001 
'7  ^/ \ 
Estimates using quadratic approximation for (iteration) 
p, = 3820 
a = 1028 
\ 
Table 6 
A Worksheet for the Computation of the Maxinium Likelihood Estimates Based on the Data 
from Example 5 and the Method Discussed on Page 26 
*i kiXi (x^ -x) Vi Ai Aiki Aiki(xi-x) Vi i^ A^ ki i^ lci(x -x) Vi Ai Aiki Aiki(xi-x) 
1300 4 5200 -1400 -1.96 .5143 2.0572 -2880.08 
-2.29 .6949 2.7796 3891.44 -2.42 .7703 3.0812 -4313.68 
1692 3 5076 -1008 -1.66 .3681 1.1043 -1113.13 -1.94 .5040 1.5120 1524.10 -2.04 .5565 1.6695 1682,86 
2243 4 8972 - 457 -1.23 .1974 .7896 - 360.74 -1.43 .2706 1.0824 
-
494.66 -1.51 .3029 1.2116 
-
553.70 
2278 3 6834 - 422 -1.20 .1874 .5622 - 237.25 -1.40 .2589 .7767 
-
327.77 -1.48 .2906 .8718 
-
367.90 
2832 3 8496 + 132 - .76 .0714 .2142 + 28.27 - .90 .1021 .3063 + 40.43 - .95 .1145 .3435 + 45,34 
2862 3 8586 + 162 - .74 .0674 .2022 + 32.76 - .87 .0950 .2850 + 46.17 - .92 .1070 .3210 + 52,00 
2931 4 11724 + 231 - .69 .0581 .2324 + 53.68 - .81 .0817 .3268 + 75.49 - .85 .0905 .3620 + 83,62 
3212 4 12848 + 512 - .47 .0255 .1020 + 52.22 - .55 .0358 .1432 + 73.32 - .58 .0401 .1604 + 82.12 
3256 4 13024 + 556 - .43 .0210 .0840 + 46.70 
- .51 .0304 .1216 + 67.61 - .54 .0344 .1376 + 76,51 
3410 4 13640 + 710 - .31 .0100 .0400 + 28.40 - .37 .0150 .0600 + 42.60 - .39 .0169 .0676 + 48.00 
3651 3 10953 + 951 -- .12 -.0001 -.0003 .29 - .15 .0009 .0027 + 2.57 - .16 .0013 .0039 + 3.71 
29667 39 105353 5.3878 -4349.46 7.3963 _ 5889.78 8.2301 -5526.84 
•_ 29667 + ,64 (105353) 
= 2700 l (^l+Bk i) (xi-" 
2 
= 17,994 694 35.96 
' A 
M = 2700 + (.868 
Ik Aj . « 
96 ' |^ ki(x i-x) = + 53 
. 11 
A2 
<T (42.4 + 
f 
Z k. A 1=1 i i (xj-x) a- - 17, 994,694 = 0 
1st Approximation: 
( A j_=0 for all i) 
2nd Approximation: 3rd Approximation: 4th Approximation: 
tki 
<^ 1 
= 3808 
= 1277 
ktr, = 3818 
0-2 = 1098 
A 
o'3 = 
3817 
1040 
W4 = 3817 
0-4 = 1018 
Maximum Likelihood Estimates; A = 3815 
a- = 1001 
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C. Gamma Distribution 
The joint distribution of r ordered observations from 
sample in which observations are censored at each of the 
complete observations is given by (1) and if the underlying 
distribution is the gamma distribution where 
, a-1 -x/0 
(34) f(x) = —r X e 
r(a) /3 
then 
-r - otr 
f ( x 2 _ , X 2 j  • • • >  )  r C  Q  )  / 3  •  
i=i i=i J 1 L •'xi r(a)yS° 
The likelihood function is 
(35) L = - r log Ha) + (log /3) ra 
A A 
+ Z log (n- Xk^-i+1) + ( a -1) Z log x. 
is| js| J i»1 ^ 
- /3 A + Z ki log J — dt 
^ i=l •'Xj Ha) yS 
The likelihood equations for estimating a and become 
(36) -n— ^ yS + log x. 
Ha) 
+ Vic. f (log y)y °^"^e"ydy =q 
^ J Z*® « 1 
' "i /y®-le-Vdy 
_ V z(xi/;Q) 
(37) -ra^ ^ ^ R(x,/y8) = ° 
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where Z(x^/^) is the ordinate of the density, — 
evaluated at ~ and accordingly 
X e 
a-1 -X 
-co 
For a complete sample, = 0, the solution of (32) and (33) 
involve the use of the Digamma function which has been 
likelihood estimates (based on an iterative method) for various 
types of truncated and censored samples under the assumption 
that the third standard moment is known. Recently, Chapman |^lj 
has suggested a new method of estimation for truncated samples 
based upon a least-squares procedure. However, none of these 
procedures cover the general problem of multi-censored samples. 
The general case of maximum likelihood equations (36) and (37) 
involve the derivatives of R(xj^;0l,/3) with respect to CL 
and jS respectively; a double-entry table would be necessary to 
obtain the maximum likelihood estimates of CX and j3 and even 
this would involve double inverse interpolation. 
If the shaping parameter a is known, then the solution 
of (37) would give the maximum likelihood estimate of |3 . 
From the previous sections, it is clear that an iterative 
procedure may be used. For a first approximation, choose 
tabulated by Pairman [20j. Des Raj [24j gives maximum 
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where Z{2x^/^ ) and R{2x^/^ ) refer to the ordinate and right 
tail area of a chi-square distribution with 2 a degrees of 
freedom respectively, then 
= x/OL where x = ^ Xj^/r 
is I 
A 
From determine a and the second approximation yields 
This process may be repeated until one gets as close to the 
maximum likelihood estimate as desired. 
D. Withdrawals at Random Times and in Random Quantities 
Occasionally, in the life-testing of systems, there are 
accidents which cause the withdrawal of items from observation 
at random points during the period of observation. Moreover, 
in field surveillance, systems can be removed from the study 
at random for reasons entirely independent of the failure of 
the systems. In such situations, the problem of estimation 
is different from the one considered in the other chapters of 
this thesis. 
Consider the "accidental death" model given by 
Sampford [27] where the withdrawals and the failures are 
assumed to be independent. This assumption may be clearer if 
one considers the basic idea underlying it. The n items in 
the test are supposed to be afflicted by two events each; 
one may be called failure, the other event may be called the 
withdrawal, and both events occur irrespective of whether 
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failure or withdrawal occur first. In other words, every item 
has two lives so to speak where the distribution of withdrawal 
times is f2(x)dx, and the distribution of failure times 
is fj^(x)dx. Thus, the probability of a failure at time x 
is [i-F2(x )] f2_(x), and the probability of a withdrawal at 
time X is f2(x). The joint distribution of the times 
of n events of which r are failures and n-r are withdrawals is 
i3| 
n-r 
T[l-Fl(Xj)] f2(xj) 
where the subscript merely identifies the various test unit 
times and does not indicate order. It should be noted that 
the joint distribution given by (38) is correct only under the 
above assumption; however, this is not the case with (1) 
and (2) which were derived by a completely independent argument 
using conditional distributions. 
The likelihood function is 
(39) L= |;iog [l-F,(xi)] + ^ log f,(Xi) 
1»1 /•! ^ 
r » 1 ' 
+ X log [l-Fj_(xj)J + A log 
To estimate the parameters of the distribution of the time 
to failures, the likelihood function may be considered as 
t n-r 
(40) L = ^1+^2+ £109 ^ 1^*1^ "*• ] • 
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It is possible to identify a similarity of the likelihood 
function for (1) with the corresponding likelihood function (40) 
by constructing an artificial withdrawal distribution which 
are to be made in advance of sampling, and the withdrawal 
distribution becomes a step function with steps occurring at 
pre-specified times and not at the times when failures happen 
to occur. The similarity in these formulae is, therefore, 
completely artificial because of the difference in the 
assumption concerning the failures and the withdrawals. The 
similarity between the two likelihood functions does, of 
course, resulr in a similar method of maximum likelihood 
solution and also in similar tables supporting this. 
1. Exponential Distribution 
When the distribution is the exponential, then 
generates the factors (n- ^  k^-i+1) in (1). It is necessary, 
i=i , 
however, to pre-specify the times Xj at which k^ withdrawals 
and 
n-r 
and the estimate of Q becomes 
0^ e isi j«i 
(41) 
r 
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It seems worthwhile to indicate that if f(x) is the 
Weibull distribution with (3 known, where the cumulative 
distribution is 
- "T 
F(x) = e 
then 0 is given by (41) when x^ is substituted for x in 
these equations. 
2. Normal Distribution 
When the distribution is the normal, then 
2 
(x) = e 1 2 a2 
and from (40) the likelihood function becomes 
. ( X * "• l i ) 
L = + C2 - r log - r log <r- ^ ^ 
+ Y. log R(x!) i=i J 
2 
ill 2 a 2 
The estimates of fx and a involve the solution of the 
equations —^ = 0 and = 0, which are 
d cr 
r r (x.-;/)^ !^f(x'.-/x) z(xj) 
(42) - — +y— r ,  y  J  o  ^  =  0  
<r Irt 0-3 0-2 Fl(xj) 
^ (xr A^) ^ 1 Z(xj) 
(43) 2. r ^ ^ _ 0 
i=i <T R(xj) 
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Although the approach to the estimation has been from 
different assumptions, there is a striking similarity between 
the likelihood equations (12), (13) and (42), (43); and, hence, 
to the curious fact that Sampford has produced Appendix B 
independently. However, the A method of iteration presented 
in the previous section is vastly superior to the standard 
procedure and it may also be employed to an advantage in the 
solution of (42) and (43). 
3. Gamma Distribution 
When the distribution is the gamma, then 
, a-1 - x/j8 
( 4 4 )  "  r(a) B' " ^ 
and from (40) the likelihood function is given by 
L = + C2 - r log Ha) - r a log |3 
r  (X. -1 X 
+ Z log Xi - Z 
V 1 1-1 -t/p 
+ Llog J, a ^ ® j=l Xj 1(0) jS 
When a is known, then the estimate of j3 is the solution of 
the equation ^ 
-JL = . £2^ + t "1 ^  "j/^' , 0 
d /3 iS jS i=i /3 R(xj/j3) 
f w , z( x './/3 ) 
(45) = - ra^ + Z Xi + Zxj 
and the method of solution given previously is applicable. 
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IV. THE USE OF QUANTILES FOR THE ESTIMATION OF 
THE PARAMETERS OF THE DISTRIBUTION 
It is apparent from the earlier sections of this paper 
that when multiple points of censorship occur in any sampling 
method, the method of maximum likelihood estimation may not 
yield equations which are readily soluble. Therefore, a 
method is needed which will yield reasonable results for 
multi-censorship sampling when the method of maximum likelihood 
cannot be used, and which will be reasonably efficient when 
compared with the maximum likelihood estimates when these are 
available for comparison. 
A. The Method of Quantiles 
Since, in life testing, the observations come in ordered 
fashion, it would seem reasonable to consider a general 
estimation procedure which takes into consideration the 
sequential aspects of the data itself. It would, therefore, 
seem reasonable to consider the order statistics of the 
distribution and to base the estimates of the parameters upon 
these order statistics or the associated quantiles. Such a 
procedure would yield an estimating equation for each ordered 
observation as ^ 
/CO 
f(t; Qi, ©2. ••• ©m) 
where x^ is the time to the i-th observed failure, and, hence, 
the E [R(xi)] will depend upon the sample size and the amount 
of censoring that occurred prior to the i-th failure and not 
upon the underlying distribution f(x; ©]_, ... 0^). 
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If only one parameter is to be estimated, an estimate may 
be obtained from each ordered observation as follows; If the 
lower limit of integration in (46) is taken at the time 
when the i-th failure was observed and if the integral is 
equated to the distribution-free value of E[R(x^)][see (58)] 
this will result in an equation 
-CO 
(47) E. S E[R(Xi)] = f(t;0)dt 
for the unknown parameter 0 the result of which is denoted by 
0j_ and provides an estimate of 0 based on the i-th failure. 
If two parameters are to be estimated, every combination of 
two observations will yield estimates. Since many estimates 
are available, the best estimate should be a pooled estimate 
based upon all or some combination of the observations 
available. It is proposed that the pooled estimate be obtained 
by considering a linear sum of the individual estimates 
r 
(48) 0 = Z ai0i 
and that' the Oj^'s be so determined as to minimize the variance 
of 0, subject to the restriction that 
r 
(49) E(ei )  = e 
* « / . 
Since 0^^ is a function, say 0(x£), of the i-th ordered 
observation for a single parameter case, the 
f T 
(50) V(0) flj Cov [0(Xi), ^ (Xj)j 
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A 
and the are selected to minimize the variance of 0 when 
the basic moments of ©(x^) can be determined from knowledge of 
the basic moments of the ordered observations. This procedure 
is equivalent to minimizing the quadratic form 
r r 
(51) Z Z Cij [0(x.; E^) - e][^(xj; ) - ©] 
where @(x^; Ej^) is the inverse solution for 0 obtained 
from (47) and are the elements of the inverse of the 
A . • . 
variance-covariance matrix of the 0(Xj^; E^j's. 
It can be shown that the value which minimizes the 
quadratic form (51) is 
r 
(52) ® = If ("^i'/C..) e(x^; E.) 
r r r 
where Z C,* 4 = C.. and Z Z Cj j = C,. fiT J-J 1 Pi j:| ij 
A 
In the one parameter case when the basic moments of 0(xj_) 
cannot be determined exactly, large sample approximations may 
be employed. It can be shown by large sample theory that 
(53) v(ei) = V[R(xi)]{|||| = eJ 
(54) Cov(%, Ij) = Cov[R(x^), R(Xj)]{^| Rl = Rj = Ejj. 
and may be employed in the minimization of (50), 
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B, The Expectation of R(xj^) = l-F(x^) 
It is clear that the E|^R(xjL)j will depend upon the amount 
of censoring that occurred prior to the i-th failure. 
Consider, therefore, the case where there are r points of 
censorship. At the i-th failure, there are survivors which 
are to be withdrawn. If n items were initially started in the 
test, the joint distribution of the R(xi)'s is 
(55) 9[R(X]:), Rlxj) ••• R(>tr)] = C .. R(Xj,) 
where R(xi-) = / f(t)dt and x,- is the time-to-failure of the 
'Xi 
i-th ordered failure, f(t) is the probability distribution of 
the time-to-failure of the items in the population, 
ki. = n- ^ k.-r, and js| J 
1 
(56) C = n(n-k]_-l) ... (n- Vk^-r+l). 
Then , „ 
^ MI «"r-i jjj r 
E[R(xi)] =C J ...J [R(xj^)] g[R(xj^)R(x2) ... R(xj.)] dR(x^) 
0 0 l»l 
= _D_ "" 
n+m * n+m-k.j^-1 * * *n+m-kj-i+1 
Jil Ln+m- ^k^-j+lJ j,| Lnj+mJ 
hB| 
and in particular for m = 1 ^ ^ 
h»l 
• < • L-, " LJ 
^ ^ ms| j ms| 
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These results agree with the analogous results obtained by 
Meier ^isj who does not consider the case of multiple 
censorship at failures but arspecified times. 
IV-I h-l 
E R(xi). R(xj) = TTL H-L  k J FTL 
hsi "-n- ^k^-h+3 h*i+l^i- ^k„-h+2-' 
n[^i !l[^J 
where n^ is the number surviving and under observation during 
the interval between (i-l)st and the i-th failure. If no 
censorship occurs prior to the r-th failure (58) simplifies to 
(59) E[R(x^)]=i!^ 
If censorship occurs only at a selected few of the total 
observed failures, say p, the joint distribution of the R(xj|^)'s 
for the p failures where withdrawals occurred is 
r 1 '''^1 (60) glR(xrjR(xr ) ... R(x^ )J = C* . R(xr ) ^ 
1 2 p 1 
K 
p(xp^)-R(Xj.^| ^(*r2^ 
rR(Xj .  ) -R(Xi ,  j f ' '  R(Xi ,  )  ^  f ldR(x-  )  
where 
n: (n-kr -r ).' ... (n- ^k^ -r , ).' 
C* = = 1 • la I—>2— 
(r-l); (n-r): ... (rp-rp_ j^-1).» (n-k^ .-rp).' 
i«i ^ 
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Then 
E[R(xr^) f = C* [R(xr^rg[R(xri)...R(xrp)] "ftdRlxr.) 
(61) = C*B(r2_, n+m-r]_+l) B(r2-rj_, n+m-kj.]_-r2+l) ... 
t - i  
B(r.-r+ T, n+m- Z k_ -r^+l). 
t l-X j-| Xj L 
where C* is the constant in (60), B(a,b) = f x^(l-x)'^ dx, 
•'o 
and 1 - t - p. 
Some interesting and useful relationships may be derived 
from (57) such as 
E[R(xi)] ^kl-h+2-l m 
m=l.  
(63) Gov 
e[r(X * ) ]  [r(xi), r(xj)] = -±—^ v[r(xi)] 
E[R(xi)] 
n- X km-h+li r"- Xk^j^-h+li 
i< J 
2 
,e4) V[R(.,,] = tl (I, rt 
hi |  Ln- Vk,_-h+3J h»l Ln- v >i - ^ j j ,  »i  - ykfn-h+2 
m^l nfPl 
From (52), it can be seen that the elements of the inverse 
of the variance-covariance matrix, (Cj^j), of the R(xj^)'s are 
useful in the estimation procedure. To simplify the 
computations for v[r(xj^)] , Gov [R(xi), R(xj)] and e [r(xj^)] 
values of loQg (1-1/n) and logg (1-2/n) for n = 2 to n = 100 
are tabulated in Appendix C. 
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From (58), (63) and (64), the variance-covariance matrix can 
be shown to be 
V = 
(65) 
• E2 ^3 Er 
Vl Vl. E^ ^ 1' ^1' 
•• "^1 
E2 
El 
Vl, V2, 
E3 
^ V2, 
E2 
Ep 
• • •— 
E2 
V2 
E3 
El 
Vl. ^3 V ^2' V3 
Er 
V3 
Er 
El ^ 1' -R ^ 3' E3 ^ 
Where E^ = E[R(xi)] and = V [R(xi)]. 
Then 
C = V"^ 
^11 •^12 0 " .. 0 0 0 
1—1 <N 
0
 C
M CM 
0
 • • C
O CM 
0
 . 0 0 0 
0 Cs
l CO 0 
^33 • • . 0 0 0 
V. 
0 0 0 
•• ^r-2,r-2 '^r-2,r-l° 
0 0 0 
•• ^r-l,r-2 "^r-l.r- I'^r-l.r 
0 0 0 .. 0 C , C r,r-l r,r 
54 
where o n 
Cj^j[ - ^ ^ Q Q » 1-2,3, ..., r-1 
(E?. iVi-EjVi. 1) (EfVi+1-E^+iVi) 
= (E?.iV..E2V,.,) ' •••' " 
-EiEi+i 
^ii+1 ~ / o \ • •••» r—1 
(EfVi+l-E?+lVi) 
Additional useful relationships may be derived, such as 
Ei(EIV2-E2VI) 
•^1. ^ 
Ci. = 
'•' Vj^(E|V2-E|V^) 
E?-l-ElEi.l 
l-l (EiiVi-E?Vi.i) 
Cr. = T'^ RI 
^i+r^i^i+1 
(EfVi^l-Ef^lV.) 
E|-l-ErEr.l 
1< i <r 
H (E2 ,V -E^V ,) 
' ^ r-1 r r r-1' 
c..  = L L c 
2 
i-M-l Vi(e2V2-e2V;^) (E?Vj^l)-(E?^iV.) 
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1. Special Case Where kj^ = k for all i 
Consider the special case where all kj^ = k and the total 
sample size is n = r(k+l). Then, from (1) it follows that 
f(X2^,X2,... ,Xp) = |T •|r-i+l)(k+l)f (x^) [i-FCx^) ] } 
(66) = rj ]"[ |(k+l)f(xj^) [L-F(xj^) ] |
is I  t  J 
If g(x) = (k+l)f(x) [l-F(x) ] , it may be seen that 
(67) f (xj^,x2,... ,Xp) = r.' g(xi), g(x2), g(x^) 
which is the joint distribution of r ordered random 
observations from a population with distribution g(x). It 
should be noted that g(x) could be considered the distribution 
of the smallest observation of a sample of size (k+1) and 
would follow from (2). 
I»CD 
It is known that G(xj^) = g(x)dx is a quantile and 
therefore has the Beta distribution B [G(xj^); r-i+l,i] for a 
sample of size r. Since 
/•CO 
J (k+l)f(xj^) [l-F(x^)] dx^ = [l-F(xi)] 
k+1 
(68) G(x.) = 
k+1 
it follows that [l-F(x£)] is distributed as a Beta variate 
with parameters r-i+1 and i. Now, the moments of l-F(xj^) can 
be determined as 
(69) E[l-F(xi)] - B(.-i.l.l) 
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Obviously, from (67) the most efficient method of estimation 
of the parameters involved in g(x), and therefore f(x), is the 
maximum likelihood method. In many cases, however, the maximum 
likelihood equations are not readily soluble. 
C. The Joint Distribution of the Log R(x^) 
It can be shown by means of the characteristic function 
that the joint distribution of the log R(xj^)'s is 
asymptotically multivariate normal. This will be shown in 
the following manner: since r is fixed, without loss of 
generality, consider r to be 3, then 
(70) gp(x2^)R(x2)R(x3)j = n(n-k]^-l) (n-kj^-k2-2) . 
k k k -li 
R(xi) R(X2) Rtxj) ^  rfdRCxi^) 
-co 
where R(x^) = J f(t)dt and k^ are censored at each failure. 
Xi 
The characteristic function is , 
r itilog Ri ki 
0(tj^,t2,t3) = n(n-kj_-l) (n-kjL-k2-2) J e R^ 
0 
/*"' ko itilog R2 ko itolog Ro 
JR2 E 2 ^ j R3 3 e ^ ^ dR.dR dR . 
00
/•' ki + iti k«+itn /""a ko+ito 
= K J J R2 J H DR3DR2DRJ^ 
0 0 0  
r--iD 
<—1 
+ 
CO 
Jit! 
+ 
CO 
+J 
•H 
rH 
+ 
CO 
+CM 
J<S 
CM + 
1 
CM 
00 
—- 4-> 
CM •tH 
+ 
1 1 CM CM 
-P 
1 
c 
1 •H 
•—) 
•'—-
1 CO 
»—1 c 
1 
1—! 
'—' + 
^—- CM 
1—t 
1 
c 
1 + 
»—1 1—1 
c 1 + 
c CO 
II ^ +J 
c •iH 
+ 
II CM 
+J 
-— •H 
CO + 
H-> »—1 
+J 
•k •H 
CM L —' 1 
CO 
-H 
•H 
ICM 
I 
CM 
1^ 
I—i 
I 
C 
1 
CO 
• 
+> rH 
*H 1 
+ r—l 
CM CM 1 +J 1 
2
 
i
 
c 
I 
c 
CO 
I 
CO 
4-" 
•H 
+ 
CM 
+J 
•H 
+ 
•—I 
•H 
0) 
H 0) 
x; 
5 
+J 
o x> 
c fO 
II 
I—I 
h-
CM 
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It therefore follows that the joint distribution of 
(log Rj_, log R2, log R3) is asymptotically a multivariate 
normal with the expectations, variances and covariances given 
as coefficients above. Similarly, then, the joint 
distribution of log R(xj^)'s is a multivariate normal with 
M .1 
Vh+i: 
h=l m=l 
h-l -2 
vLlog R(xi)j (n- ^  lc„-h+i: 
( V 3 )  h = l  
r ^ i h-l . 
Gov [log R(xj^), log R(xj)J=J](n- X 
1 
E[log R(xj^)] = - Z (n- Z 
^> 1
r  -1 i ' 
[ =X Z
1 < J 
= V [log R(xj^)] 
The variance-covariance matrix may be written as 
( 7 4 )  V = Vl. Vl. Vl. . . .  
CM 
>
 V2, ... V2 
^1' 
0 
Vj. 
• 
^3-
• 
... V3 
• 
• 
« 
^1. 
4 
• 
Vj, 0
0 
•
 
•
 
>
 
• 
V 
r 
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and the inverse is 
(75) C = 
where 
*^11 •^12 0 .. 0 0 0 
f—1 CM O C
M CM O •
 
CO CM O .. 0 0 0 
0 0
0 CM U •
 
00 C\1 o .. 0 0 0 
0 0 0 
'^r-2,r-2 ^ r-2,r-1 0 
0 0 0 
'^r-l,r-2 ^ r-l,r-l ^ r-l,r 
0 0 0 0 
^r,r-l ^rr 
V. 
'11 
^rr 
Vi(V2-Vi) 
1 
VVr-1 
Cii = 
(Vi+l-Vi.i) 
(Vi-Vi.i)(Vi^l-Vi) 
1 
i = 2,3 r-1 
Ci,i-1 - i - 1 - 2,3, r 
1-1 
This is easily verified by direct multiplication. 
It is known that R(x) = l-F(x) and for most density 
-g(x) 
functions F(x) may be transformed to 1 - e so that R(xj 
may be expressed as 
(76) R(x) 
-q(x) 
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Earlier, it was shown that the joint distribution of the 
log R(x^)'s were asymptotically multivariate normal so it is 
clear that the minimization of the quadratic form 
(77) t ZCiJg(xi) + E(log R.)] [g(x.) + E(log R )] 
i = l j:| J J 
where C.. are the elements of the inverse of the variance-ij 
covariance matrix of the log R(x£)'s in (75), is asymptotically 
equivalent to the method of maximum likelihood for estimating 
the parameters of g(x). 
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V. THE METHOD OF QUANTILES TESTED 
ON THE EXPONENTIAL DISTRIBUTION 
When the underlying distribution is the exponential, 
, -x/0 
^ e , with unknown parameter Q, each ordered observation of 
a sample of size r yields an estimate which is the solution 
of (47), so j., 
-''i/e , n ["' 
- H H n- ^k^-j+2 
h-i 
where k, are censored at each failure. 
1 
/ \ ' * 
®i = trtin 
Where Lj^(k) is the natural logarithms of the right hand size 
of (78). 
A pooled estimate may be obtained 
(80) e = = t 7^7^ 
i=i isi Li(k) 
I ^ 
where the as must be determined so that 0 has minimum 
variance, subject to the restriction that 
^ a.E(xi) 
(81) I  = 0 
i=l L^(k) 
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A. A Complete Random Sample of Size r 
When no censorship occurs, = 0, and the estimator 
for 0 from a sample of size r becomes 
0 = > —^ 
6 Li(0) 
where L.(0) = log 1 r-i+1 
In order to determine th6 a's minimize 
G = 
' ou2 r f f a.E(x^) 1 
= V(Xi)+2 Cov(x^x,)-2X| £_L_i_ - e| 
^i^j ^ ^ i--i Li 
(82)  AC, o.V(x.) —. — + Cov(x X ) = X E(x ), i=l,2, . 
Li j*i Lj 1 J i 
These r equations plus the restriction furnish r+1 equations 
and r+1 unknowns. Making the substitutions, 
- 1  
_ (r-h+i; 
h:| E(xi) = 0 l)
V(xi) = 0^ ^ (r-h+l) 
Ml 
9 X -2 
Cov(x.x.) = 0 V(r-h+l) 
^ h=i 
i< j 
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it follows that 
3 1 T2 2 3 r r ^  
r r r 
(83) 
Q2 2 
—P Bj_ + ... +0 
r 
6_ 
^2 'Hi' 
.1 ••• ^ « [|^] B^ = © M, J-1 
Now the difference between the (r-j+l)th equation and 
the (r-j)th equation may be considered 
"72®r-h+ ij~ ~  Q" » •••» 
Hence, Bj, = B2 = ... = = Bp ~ 
From the last equation, note that 
(84) ®i ~ r ^ 
so 
(85) ®i = -^ ^ or all i 
which results in the maximum likelihood estimate for a random 
sample of size r, therefore 
® = 7 Z ^^i = "^ 
^ i=l  
and 
Vie) = ©Vr. 
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B. Single Point of Censorship on the Right 
When no periodic or fixed censorship occurs in a sample 
of size n prior to a certain observation, say the r-th, but 
at the r-th observation everything remaining is censored, 
then the estimator is given by 
(86)  & = 
i-l 
where Lj|_ is the natural logarithm of (n+l)/(n-i+l). The o's 
are determined from (r+1) equations similar to those of the 
previous section. These equations are 
^ 6^ n I n • J. 6 • _ Q \ 
n  ^ l ^ r r ^ 2 ^ * * ' ^ n  ® r  n ' ^  
Bi + .. . + ©2 [^ + = q[1 - X 
(87) 
^ El + ... + ©2 [ ^ 1 ^ 
n^ h=i(n-h-l)^ h^m-h+l 
i Si + e [-i + 7^]B2 = e 
RS I 
when the previous notation is again applicable. 
Now the difference between the (r-j+l)th equation and 
the (r-j)th equation may be considered 
1 Vo _ _ X 1 _ 1 o 
~ ^ ^  "r-h+1 "5 •••» (n-r+j hit ^ n-r+j 
so 
Br = •! (n-r+1) 
B ^  =  0 < i < r  
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From the r+1 equation, one obtains 
= 1/r, i < r 
= (n-r+l)/r 
or in terms of the a's one has 
(88) = L^/r, i< r 
(89) Oj. = (n-r+l)L3;./r 
resulting in the maximum likelihood estimated obtained by 
Epstein and Sobel [&] . 
r  
(90) S = 
and 
V(e) = ©2/r 
C. Multiple Points of Equal Censorship 
By (66) and (67), it was shown that censoring k 
observations at each failure was equivalent to taking an 
ordered random sample of = r observations from a population 
k 
with distribution g(x) = (k+l)f(x) [l-F(x) ] . This 
simplifies to 
(k+l)x 
(91) g(x) = e « 
when f(x) is the exponential distribution. 
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It follows from the preceding sections that the maximum 
likelihood estimates are obtained. The estimate when all r 
observations are observed is given by 
r 
= EUiihy = (k+i) 3; (92) e - w J, 
with 
V(Q) = oVr 
and the estimate when only p of the r are observed is given by 
(93) . [ I, xiMr-p)Xp] 
P 
and 
V(©) = 02/p 
D. Multiple Points of Unequal Censorship 
By (58), it was shown that, with observations censored 
at the i-th failure from a sample o.f n, then 
1 - 1  
rn-I 
E 
i. 
which results in the i-th estimate 
Q -
~ "q 
where 
= log 
E[R(xi)] 
The estimate for 0 becomes 
9 = |s| Li 
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In order to determine the a's, minimize 
>(1 ^ Ct:! 
y; V(xi)+ 2. TT Cov(xiXj) = X E{xi), i = 1,2, ..., r 
oa, J-i j^i t,j J 
These r equations and the restriction equation 
f aiE(xi) 
Im Li - ® 
furnish r+1 equations and r+1 unknowns. It can be shown that 
i h-l _ 
E(xi) =0 Yj (n- Zk -h+1) 
h¥l, ms| ni 
v(xi) = e^t (n- jk„-h+i)'^ 
hi I m»l 
O '*•' -2 
Gov (x^xj) = e Z 
hsj ms| 
i< j 
By making these substitutions in the (r+1) equations, it can 
be shown by the method employed previously that 
i r 
Hence, the estimate of Q is 
(,4) e = I; 
i=l ^ 
which again is the maximum likelihood estimate derived in 
Chapter III and 
V(Q) = eVr. 
For the exponential distribution, the method of quantiles is 
seen to be identical with the maximum likelihood method. 
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VI. THE METHOD OF QUANTILES TESTED 
ON THE UNIFORM DISTRIBUTION 
When the underlying distribution is uniform, 
f(x) = 1/B, 0 - X - B with unknown parameter B each ordered 
observation from a sample of size r yields an estimate which 
is the solution of the equation, derived from combining (46) 
and (58) j 
B-X4 "tip r"" ^  
(96) _ = jj [„. i = 1. 2, 3 r 
where are censored at*" each failure. From (95) the estimator 
for B using the i-th ordered observation is 
(96) B^ 
A XJ 
1-Ei 
where Ej^ is the right side of (95). 
A pooled estimate may b@ obtained 
(97) B= "iBi = 1 |i| Ia| ^ '^i 
It 
where the a's must be determined so that B has minimum 
variance subject to the restriction that 
^ a.E(xJ 
(98) ^ S 
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A. The Sample Is Complete 
When no censorship occurs (k^ is automatically zero), 
then the estimator for B for a sample of size r becomes 
, . V «*i(r+l)x. 
(99) B = I i—5 i 
is| ^ 
In order to determine the a's, it is necessary to 
minimize 
G = 
a|L2(r+l)2 a.(r+l)2 
^ V(xi)+2 Z ^=—4-. Cov (x.x.) jj^i IJ 1 J 
a G a,- Oi X ) 
( 100) -ji V(x^)+ Cov(xixj) = , i=l,2 r 
The r equations and the restriction equation (98) furnish r+1 
equations involving r+1 unknowns. By making the substitution 
in (100) and (98) of 
E(xi) = 
v(x.) = 
(r+2)(r+l)2 
Cov(XjX.) = i<j 
^ ^  (r+2){r+l)2 
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the set of equations becomes 
1 + ^ Otn 
(101)  '  
+ + _ Uj, 
* * * r 
(r-l) a.. + (r-1) ^ Or = 
X(r+2) 
B 
2 X(r+2) 
B 
+ 
Oi + 
0 2 
CI2 + . . . + 
a-^ = r X(r+2) 
B 
= 1 
From the r-th and the (r+l)th equations 
x = B 
r(r+2) 
By making the substitution and considering the difference of 
the,r-th and (r-l)st equations, it follows that ct^=l and it 
can be demonstrated that a^=0 for i/r. Therefore, the 
estimator is 
(102) 
r r 
This is the best unbiased estimate of B as shown by Rao [26j 
and is in agreement with the maximum likelihood estimate. 
The variance of the estimate is 
V(B) = B2/r(r+2). 
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B. Single Point of Censorship on The Right 
When there is no periodic censorship in a sample of 
size n but at the r-th observation, the remaining n-r items 
are censored, then the estimator is 
(103) 
A 
B 
The a's are determined from the r+1 equations similar to 
those of the previous section. These equations are 
(104) 
n + (n-1) n-r+1 ^ X (n-H2) 
(n-1) 0-2 + ... + = 2 X U+2) 
(n-r+1) a2 + ... + ^ i_X(^ 
ai + 0^2 a = 1 r 
From the r-th and (r+l)st equations 
» _ B ( n- r+1) 
^ r(n+2) 
By making the substitution and considering the difference of 
the r-th and (r-l)st equations, it may be seen that aj,=l and 
it can be demonstrated that ctj^=0, i/r. The estimator thus 
becomes 
(105) 
A 
B (n+1) 
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which is the same best linear unbiased estimator obtained by 
Sarhan [21]. The variance of B is given by 
V(B) = B2 
r(n+2) 
C. Multiple Points of Censorship 
It was shown that with observations censored at the 
i-th failure from a sample of n, then the estimate of B 
from (93) is 
/ \ * OLt X •? 
(106) ® = g i:tr 
i. ^ tti 
In order to determine the the results given by (52) can 
be employed so aj_ = C^,/C.. where the matrix (Cj^j) is the 
A X • 
inverse of the variance-covariance matrix of the B^ = ^ , so 
A A C. 
(107) B = X -RH j-1 C• # 1— 
and 
&Lc?.(l-Ei) Ll-Ei E. L jft i.Ej JJ J 
In the general case of multiple points of censorship, the 
method of quantiles is not the same as the method of maximum 
likelihood. 
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In this situation, the matrix is 
Cj_]^ C]_2 0 0 C = (Cij) = 
where 
C 11 
Cii 
^12 *^22 ^23 ° 
0. 
*"23 ^33 • * • ^ 
0 
0 
0 
0 
0 
0 
0 0 
0 0 
0 0 
• • • Cr-2,r-2 Cr-2,r-l ° 
• * * *^r-1, r- 2 ^ r-1, r-1 "^r-1, r 
.  . .  0  
^r, r-1 C. rr 
E^Vgd-El)^ 
Vi(E'^V2-E|7;T 
E?(1-E.)2(E2.iV^^ 1-E?^^V..^) 
(EilVi-E?Vi.i)(E2v.^l-E2^^V.) 
, i=l,2, . . . , r-1 
C. i, i-1 
^rr 
C. , . 1-1,1 
-EjEl-ld-ElXl-El-l) 
(E?.iVi-E2Vi.i) 
f 1 2j3j » 0 0 f x* 
Eg-l(l-Er)2 
(E?-lVE?Vl) 
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and 
/--I 
Ei(1-EI)[EI(1-EI)V2-E2(1-E2)VJ 
p2y  _p2y  
1 ^ 1^2 ^ 2^1 
Ci. - VCn4 -
E?Vo-E2V 
Ei.i(l-Ei)(Ei.i-Ei) Ei+i(l-Ei)(Ei+i-Ei) 
C.. = > C, . = -o :— + 
-i- 
1 < i < r 
^r- = ^ Crj 
E^,l(l-E^)(Er,i-E^) 
(e2 ,V -E^V 1 ) 
v^r-1 r r r-l'' 
' ' E^d-EjXEi-Eg) - (E^-E.^j^)^ 
c." = I Z Cij = Ci.+ —^.-^—-5- +I 
f t t p t  e 2 v 2 - e 2 V j _  "  (Ef V i ^ ^ - E f ^ ^ V . )  
1. Example 6 
In an experiment conducted at a radio station, three types 
of maintenance procedures were employed at three separate 
installations of relay receivers. Due to the complexity of 
the network of which they were a part, and to the high priority 
associated with the messages which were processed, considerable 
effort was exerted to minimize emergency maintenance. A 
different maintenance procedure was established at each 
installation. At one, each receiver was allowed to operate 
until it failed, at which time it was removed for emergency 
maintenance. At the second, all receivers were operated until 
one failed, at which time the failed set was removed for 
emergency maintenance and three additional sets, chosen at 
random, were removed for preventive maintenance. At the third 
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installation, the procedure was similar to that at the second 
installation, except that, in order to ease the maintenance 
load, the number of sets removed for preventive maintenance 
was alternated between two and three. 
From a study of past records on these receivers, it was 
shown that a rectangular distribution could be used to describe 
their time-between-failures. Under these circumstances, all 
analyses were based upon the assumption that the relay 
receivers' life times would be uniformly distributed. 
The critical characteristic in these relay receivers was 
receiver noise. When the receivers were initially put into 
operation, noise in each of them was required to be near 
thermal noise level. When the noise level, due to 
deterioration of tubes became too high, the signals transmitted 
to the teletype failed to print the correct characters. The 
receivers at each location were monitored continuously by 
visual observation of the incoming messages. 
Table 7 presents the times-to-failure for the 60 receivers 
at Location "A" which were allowed to operate to failure. 
Using the results of this chapter, the best estimate of the 
parameter B is 2587, with an estimated standard error of 42. 
If the experiment had been terminated at: 
(i) the 30-th observation, then B = 2340 with 
standard error of 302. 
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A 
(ii) the 40-th observation, then B = 2492 with 
standard error of 229. 
A 
(iii) the 50-th observation, then B = 2579 with 
standard error of 154. 
Table 8 presents the data for those symptoms which were 
under surveillance at Location "B" where at every failure, 
three additional sets selected at random were removed for 
A 
general overhaul. The best estimate of parameter B is 2608, 
with an estimated standard error of 739. 
Table 9 presents the data for those systems which were 
under surveillance at Location "C". Again, a number of sets 
were removed for general overhaul at each emergency failure, 
to spread the workload. In this location, three sets were 
removed, then two, then three, alternately, at the failures. 
A 
The best estimate of the parameter B is 2410, with an estimated 
standard error of 776. 
1 
16 
120 
131 
192 
217 
240 
264 
330 
384 
414 
456 
504 
529 
552 
1871 
1946 
2018 
2070 
2114 
2120 
2159 
2186 
2294 
2307 
2330 
2344 
2401 
2446 
2544 
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Table 7 
Time-To-Failure Expressed in Hours 
of Operation for 60 Relay Receivers 
575 1202 
600 1298 
672 1322 
741 1370 
794 1391 
818 1449 
882 1478 
890 1493 
895 1562 
993 1634 
1010 1658 
1037 1722 
1070 1799 
1082 1829 
1151 1850 
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Table 8 
Time-to-Failure Expressed in Hours of Operation 
for 15 Relay Receivers and the Number Withdrawn from Service 
for Overhaul at Each Failure 
Hours of Operation Quantity Withdrawn 
at Failure tor 
Precautionary Overhaul 
24 3 
69 3 
96 3 
144 3 
216 3 
380 3 
387 3 
455 3 
529 3 
696 3 
767 3 
840 3 
888 3 
912 3 
1608 3 
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Table 9 
Time-to-Failure Expressed in Hours of Operation 
for 17 Relay Receivers and the Number Withdrawn from Service 
for Overhaul at Each Failure 
Hours of Operation Quantity Withdrawn 
at Failure „ 4. • u i Precautionary Overhaul 
7 3 
84 2 
143 3 
168 2 
310 3 
312 2 
336 3 
342 2 
384 3 
505 2 
529 3 
576 2 
743 3 
821 2 
1044 3 
1127 2 
1584 3 
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VII. THE METHOD OF QUANTILES 
TESTED ON THE NORMAL DISTRIBUTION 
When the underlying distribution is normal, 
-
(108) f(x) = ® ^ ' ' 00<x<00 
with unknown parameters fx and or ( <r <0 ) each ordered 
observation from a sample of r yields an estimating equation, 
Hi 
derived from conbining (46) and (58), j., 
(109) J J e dt = n , f-'l' . • 
(n- ykh-j+2) 
h=l 
i = 1, 2, ..., r 
The simplified method employed in the single parameter case 
of the previous sections is not applicable because the 
observations, cannot be expressed as a simple function 
of the parameters; however, if the proportion of the items 
expected to survive the time of the i-th ordered failure is 
converted into an equivalent normal deviate, then the 
assumption of normality for life times is equivalent to 
stating that the life times are linearly related to the 
equivalent normal deviates, which may be written as 
Xi = /A + o* y^. 
It is easily shown that 
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where Z{x^) is the ordinate of the normal curve. The variance-
covariance matrix of R(xj^) is given in (65), R(x£) being the 
proportion of survivors at time x^, so it follows that the 
variance of Xj^ is given by 
V(xi) = v[R(xi3/Z(xi)^ 
and the covariance is 
Cov(xj^xj) = Gov [r(x^) ,R(Xj )]/Z(x^)Z(xj ) 
which in general vary along the line. Therefore, the problem of 
fitting a regression line with dependent observations can be 
interpreted as a problem of estimating the parameters yu and <r . 
It follows that the method of estimation is to minimize the 
quadratic form 
(110) 
t t 
Z  Z  ( x i - M - o - y i )  { x y f x - a y . )  
where C is the inverse of the variance-covariance matrix of 
the Xj^'s and is given by 
C = (Cij) = 
(111) 
^11 
O
 
IV
) 0 0 0 0 
Ci2 C
M
 C
vl O
 C
O
 CM 
o
 0 0 0 
0 CO CM 
O
 
^ 3 3  * '  
. .0 0 0 
0 
0 
0 
0 0 
0 0 
0 0 
• • •S-2,r-2 ^ r-2,r-l ° 
•••'^r-l,r-2 ^ r-l,r-l '^r-l,r 
. .  . 0  
^r,r-l rr 
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where 
Efzfv2 ^ E?>iZ? 
" Vi(EfV2-E|Vi) ' ' E2.j^ V^-E2V .^1 
=1,1-1 = C,.i , . 1 = 2, 3. ... r 
_ EfzitEjlVn-l-EjlVl-l) 
" (E?-iVi-EiVi-i)(EiVi+rEinVi) ' ^ ^ 
and = E[R(xj[)] , = v[R(xj^)] and is ordinate of the 
normal curve corresponding to E[R(xj^)]. The use of the 
ordinate corresponding to E[R(xj^)] is justified by large sample 
approximations when n-»OD and E^R(x£)j is considered fixed. 
As n—00, Ej^ being fixed, tends to Uj^ where u;is the 
solution of the equation 
( 1 1 2 )  J — e  2  t r  2  d x  =  E j .  
"i ar^zv 
The estimates which result from the minimization of the 
quadratic form are given by the solution of the equations 
(113) A = I (Ci./C..) X. - o- X (Ci./C.Jy^^ 
i=i i-i 
-1 
I _ _ i=l j = l (114) [Z Zcijyiyj]' [iZc^x.Yj] 
- [ 11 ^ijyii'j] ^  [A t ci-yi] 
"• i:| i:| J u ,s| 
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where 
C.. - X *^1-1 C.. - X X 
^ i=i ^ i=i j=i ^ 
It is clear that these estimators are asymptotically 
equivalent to the maximum-likelihood estimates obtained 
earlier. Furthermore, the technique of estimation is 
asymptotically equivalent to the methods of probit analysis 
when correlation exists among the observed p's. However, 
one does not need to worry about p = 0,1 as in probit 
analysis since this cannot happen when the p's are fixed 
in advance. Employing this method of estimation to the data 
in Example 5, the estimates obtained are p.= 3997 and a = 908. 
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VIII. SUMMARY 
The specific problems in this thesis were the estimation 
of parameters of univariate populations from samples where 
multiple-points of censorship occur. The case of a sample 
subjected to multiple points of censorship (on the right) 
may be described as follows: A sample of n items is tested; 
when the first one fails at time x^, a random sample of is 
withdrawn from the n-1 items still in test; the remaining 
items are observed until the second item fails at time X2, 
when k2 items are withdrawn; and the process of withdrawing 
a prescribed number kj^ at the time when the i-th failure 
occurs continues until the r-th failure occurs at time x^, 
at which time the remainder of the items are withdrawn. 
The method of maximum likelihood is employed to estimate 
the parameters for the exponential, the normal, and the gamma 
distributions. These estimates are, in certain cases, 
difficult to obtain. They require iteration; therefore, 
certain practical limitations exist for their use. A new 
method of solving the likelihood equations for the normal 
distribution is introduced, and a A function is tabulated to 
facilitate the solution. An extension of the censorship 
procedure to another general type is considered for estimation 
by the method of maximum likelihood. 
The non-parametric estimate of the probability of 
surviving (quantiles) is obtained, and a general method of 
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estimation based on the quantiles is presented, which will 
yield reasonable results when the method of maximum likelihood 
cannot be used, and which will be reasonably efficient in 
comparison to the maximum likelihood estimates when these 
are available for comparison. It is shown that the method of 
estimation from the quantiles yields the maximum-likelihood 
estimate for the exponential distribution for all rules of 
censorship and the uniform distribution for a random sample. 
The quantile method is asymptotically equivalent to the methods 
of maximum likelihood for the parameters of the normal 
distribution. The method yields a simple result (best linear 
unbiased estimate) for the uniform distribution with single 
or multi-censorship. This is an advantage over the maximum-
likelihood method, which does not furnish a simple result. 
The above results are illustrated by a number of examples 
taken from industrial experiments. It is possible, through 
the techniques presented, to utilize small samples such as 
exist in industry, and also, although curtailment exists, to 
have assurance of a certain number of complete "life times" 
from which to make estimates even where no prior knowledge --
other than the distributional form -- exists on the "life 
times" of the items tested. 
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X. APPENDIX 
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TABLE 10 
THE VALUE OF THE REMAINDER TERM ( A ) IN THE TAYLOR EXPANSION OF Z(Y)/R(Y) 
AROUO THE POINT Y = 0 FOR VARIOUS VALUES OF Y, WHERE A = - .80 - .64Y 
Y A Y A Y A V A Y A 
-3.00 1.1244 -2.40 .7586 -1,80 .4339 -1.20 .1874 -,60 .0431 
-2.99 1.1182 -2.39 .7527 -1.79 .4290 -1.19 .1842 -,59 .0416 
-2.98 1.1119 -2.38 .7469 -1.78 .4242 -1,18 .1809 -.58 .0401 
-2.97 1.1057 -2.37 .7411 -1.77 .4194 -1.17 .1777 -.57 .0387 
-2.96 1.0994 -2.36 .7353 -1.76 .4146 -1.16 .1745 -.56 .0372 
-2.95 1.0932 -2.35 .7295 -1.75 .4099 -1.15 .1714 -.55 .0358 
-2.94 1.0869 -2.34 .7237 -1.74 .4051 -1.14 .1683 -.54 .0344 
-2.93 1.0807 -2.33 .7179 -1.73 .4004 -1.13 .1652 -.53 .0331 
-2.92 1.0744 -2.32 .7121 -1.72 .3957 -1.12 .1621 -.52 .0317 
-2.91 1.0682 -2.31 .7064 -1.71 .3911 -1.11 .1591 -.51 .0304 
-2.90 1.0620 -2.30 .7006 -1.70 .3864 -1.10 .1560 -.50 .0292 
-2.89 1.0557 -2.29 .6949 -1.69 .3818 -1.09 .1531 -.49 .0279 
-2.88 1.0495 -2.28 .6892 -1.68 .3772 -1.08 .1501 -.48 .0267 
-2.87 1.0433 -2.27 .6835 -1.67 .3727 -1.07 .1472 -.47 .0255 
-2.86 1.0371 -2.26 .6778 -1.66 .3681 -1.06 .1443 -.46 .0243 
-2.85 1.0309 -2.25 .6721 -1.65 .3636 -1.05 .1415 -.45 .0232 
-2.84 1.0247 -2.24 .6665 -1,64 .3591 -1.04 .1386 -.44 .0221 
-2,83 1.0185 -2,23 .6608 -1.63 .3546 -1.03 .1358 -.43 .0210 
-2.82 1.0123 -2.22 .6552 -1.62 .3502 -1.02 .1331 -.42 .0199 
-2.81 1.0061 -2.21 .6496 -1.61 .3457 -1.01 .1303 -.41 .0189 
-2.80 .9999 -2.20 .6440 -1.60 .3414 -1.00 .1276 -.40 .0179 
-2.79 .9938 -2.19 .6384 -1.59 .3370 - .99 .1249 -.39 .0169 
-2.78 .9876 -2.18 ,6328 -1.58 .3326 - .98 .1223 -.38 .0159 
-2.77 .9814 -2.17 .6273 -1,57 .3283 - .97 .1196 -.37 .0150 
-2.76 .9753 -2.16 .6217 -1.56 .3240 - .96 .1170 -.36 .0141 
-2.75 .9691 -2.15 .6162 -1,55 .3197 - .95 .1145 -.35 .0132 
-2.74 .9630 -2.14 .6107 -1,54 .3155 - .94 .1120 -.34 .0124 
-2.73 .9568 -2.13 .6052 -1,53 .3113 - .93 .1094 -.33 .0116 
-2.72 .9507 -2.12 .5997 -1.52 .3071 - .92 .1070 -.32 .0107 
-2.71 .9446 -2.11 .5942 -1.51 .3029 - .91 .1045 -.31 .0100 
-2,70 ,9385 -2.10 .5888 -1.50 .2988 - .90 .1021 -,30 .0092 
-2,69 ,9323 -2.09 .5834 -1.49 .2947 - .89 .0997 -,29 .0085 
-2.68 ,9262 -2.08 .5779 -1.48 .2906 - .88 .0974 -,28 .0078 
-2.67 ,9201 -2.07 .5725 -1.47 .2865 - .87 .0950 -,27 .0071 
-2.66 ,9140 -2.06 .5672 -1.46 .2825 - .86 .0927 -,26 .0065 
-2.65 .9080 -2.05 .5618 -1.45 .2785 - .85 .0905 -,25 .0058 
-2.64 .9019 -2.04 .5565 -1.44 .2747 - .84 .0882 -,24 .0052 
-2.63 .8958 -2.03 .5511 -1.43 .2706 - .83 .0860 -,23 .0047 
-2,62 .8897 -2.02 .5458 -1.42 .2666 - .82 ,0838 -,22 .0041 
-2.61 .8837 -2.01 .5405 -1.41 .2627 - .81 .0817 -.21 .0036 
-2.60 .8776 -2.00 .5352 -1.40 .2589 - .80 .0796 -.20 .0031 
-2,59 .8716 -1.99 .5300 -1.39 .2550 - .79 .0775 -.19 .0026 
-2,58 .8656 -1.98 .5248 -1,38 .2512 - .78 .0754 -.18 ,0021 
-2,57 .8596 -1.97 .5195 -1.37 .2474 - .77 .0734 -.17 ,0017 
-2,56 .8535 -1.96 .5143 -1.36 .2437 - .76 .0714 -.16 .0013 
-2,55 ,8475 -1.95 .5092 
-1.35 .2400 - .75 .0694 -,15 .0009 
-2,54 ,8415 -1.94 ,5040 -1,34 .2363 - .74 .0674 -.14 .0005 
-2.53 ,8355 -1,93 .4989 -1,33 .2326 - .73 .0655 -.13 +,0002 
-2.52 .8296 -1.92 .4937 -1,32 .2289 - .72 .0636 -.12 -,0001 
-2.51 .8236 -1,91 .4886 -1,31 .2253 - .71 .0618 -.11 -,0004 
-2.50 .8176 -1,90 .4836 -1,30 .2217 - .70 .0599 -,10 -,0007 
-2.49 .8117 -1.89 .4785 -1,29 .2182 - .69 .0581 -,09 -,0009 
-2.48 .8057 -1.88 .4735 -1,28 .2146 - .68 .0563 -,08 -,0011 
-2.47 .7998 -1.87 ,4684 -1.27 .2111 - .67 .0546 -.07 -.0013 
-2,46 .7939 -1.86 ,4634 -1,26 .2077 - .66 .0529 -.06 -,0015 
-2,45 .7880 -1.85 ,4585 -1,25 .2042 - .65 .0512 -.05 -,0017 
-2,44 .7821 -1.84 .4535 -1,24 .2008 - .64 .0495 -.04 -.0018 
-2,43 ,7762 -1.83 ,4486 -1.23 .1974 - .63 .0479 -.03 -.0019 
-2,42 ,7703 -1.82 ,4437 -1.22 .1941 - .62 .0463 - .02 -.0020 
-2,41 ,7644 -1.81 .4388 -1,21 ,1907 - .61 ,0447 -.01 -.0021 
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TABLE 10 (CONTINUED) 
Y A Y A Y A Y A Y A 
.00 -.0021 .60 .0310 1.20 .1196 1,80 .24 53 2.40 .3959 
+ .01 -.0021 .61 .0321 1.21 ,1214 1,81 .2476 2.41 .3985 
.02 -.0021 .62 .0332 1.22 .1232 1.82 .2500 2.42 .4012 
.03 -.0021 .63 .0343 1.23 .1251 1.83 .2524 2.43 .4039 
.04 -.0021 .64 .0354 1.24 .1269 1.84 .2547 2.44 .4066 
.05 -.0020 .65 .0366 1.25 .1288 1.85 .2570 2.45 ,4092 
.06 -.0019 .66 .0377 1.26 .1307 1.86 .2594 2.46 .4120 
.07 -.0018 .67 .0389 1.27 .1326 1.87 .2618 2.47 .4146 
.08 -.0017 .68 .0401 1.28 .1345 1.88 .2641 2.48 .4173 
.09 -.0016 .69 .0413 1.29 .1364 1.89 .2665 2.49 .4201 
.10 -.0014 .70 .0425 1,30 .1383 1.90 .2689 2.50 .4227 
.11 -.0012 .71 .0437 1.31 .1403 1.91 .2713 2.51 .4254 
.12 -.0010 .72 .0450 1,32 .1422 1.92 .2738 2.52 .4282 
.13 -.0008 .73 ,0462 1,33 ,1442 1.93 .2761 2.53 .4309 
.14 -,0005 .74 .0475 1.34 .1461 1.94 .2786 2.54 ,4336 
.15 -.0002 .75 .0488 1.35 .1481 1.95 .2810 2.55 .4364 
.16 +.0001 .76 .0501 1.36 .1501 1.96 .2834 2.56 .4390 
.17 +.0005 .77 .0514 1.37 .1521 1.97 .2858 2.57 .4418 
.18 +.0007 .78 .0527 1.38 .1540 1.98 .2883 2.58 .4446 
.19 +.0010 .79 .0541 1.39 .1560 1.99 .2907 2.59 .4473 
.20 +.0014 .80 .0554 1.40 .1580 2.00 .2932 2.60 .4501 
.21 .0018 .81 .0568 1.41 .1601 2.01 .2957 2.61 .4528 
.22 .0022 .82 .0582 1.42 .1621 2.02 .2981 2.62 .4556 
.23 .0026 .83 .0595 1.43 .1641 2.03 .3006 2.63 .4583 
.24 .0031 .84 .0609 1.44 .1662 2.04 .3031 2.64 .4611 
.25 .0036 .85 ,0624 1,45 .1683 2,05 ,3056 2.65 .4639 
.26 .0040 .86 .0638 1,46 .1703 2.06 .3081 2,66 .4666 
.27 .0045 .87 ,0652 1,47 .1724 2.07 ,3105 2.67 .4694 
.28 .0051 .88 ,0667 1,48 .1745 . 2.08 ,3131 2.68 ,4722 
.29 .0056 ,89 .0682 1,49 ,1766 2.09 .3155 2.69 ,4750 
.30 .0062 .90 .0697 1.50 .1787 2.10 ,3181 2.70 ,4778 
.31 .0067 ,91 ,0711 1.51 .1808 2.11 ,3206 2.71 .4806 
.32 .0073 .92 .0727 1.52 ,1829 2.12 ,3231 2.72 ,4834 
.33 .0079 .93 .0742 1.53 .1850 2.13 .3257 2.73 ,4861 
.34 .0086 .94 .0757 1.54 .1872 2.14 .3282 2.74 ,4890 
.35 .0092 .95 .0772 1.55 .1893 2.15 .3307 2.75 .4918 
.36 .0099 .96 .0788 1.56 .1915 2.16 ,3333 2.76 .4946 
.37 .0106 .97 .0804 1.57 .1936 2.17 .3358 2.77 .4974 
.38 .0113 .98 .0819 1.58 .1958 2.18 .3384 2.78 .5002 
.39 .0120 .99 .0835 1,59 .1980 2.19 .3409 2.79 .5030 
.40 .0128 1.00 .0851 1.60 .2001 2.20 .3435 2.80 .5059 
.41 .0135 1.01 .0868 1.61 .2023 2.21 .3461 2.81 .5087 
.42 .0143 1.02 .0884 1.62 .2045 2,22 .3486 2.82 .5115 
.43 .0151 1.03 .0900 1.63 .2067 2.23 .3512 2.83 .5144 
.44 .0159 1.04 .0917 1.64 .2089 2.24 .3538 2.84 .5172 
.45 .0167 1.05 .0933 1.65 .2111 2.25 .3564 2,85 .5201 
.46 ,0176 1.06 .0950 1.66 .2134 2.26 .3590 2.86 .5229 
.47 .0184 1.07 .0967 1.67 .2156 2.27 .3616 2.87 .5258 
.48 .0193 1.08 .0984 1.68 .2179 2.28 .3642 . 2.88 .5286 
.49 ,0202 1.09 .1001 1.69 .2201 2.29 .3668 2.89 .5315 
.50 .0211 1.10 .1018 1.70 .2224 2.30 .3694 2.90 .5343 
.51 .0220 1.11 .1035 1.71 .2246 2.31 .3721 2.91 .5372 
.52 .0229 1.12 .1052 1.72 .2269 2.32 .3747 2.92 .5400 
.53 .0239 1.13 .1070 1.73 .2292 2.33 .3773 2.93 .5429 
.54 .0249 1.14 .1088 1.74 .2314 2.34 .3799 2.94 .5458 
.55 .0259 1.15 .1106 1.75 .2337 2.35 .3826 2.95 .5487 
.56 .0269 1.16 .1123 1.76 .2360 2.36 .3852 2.96 .5515 
.57 .0279 1.17 .1141 1.77 .2384 2.37 .3879 2.97 .5544 
,58 .0289 1.18 .1159 1.78 .2407 2.38 .3905 2.98 .5574 
.59 .0300 1.19 .1177 1.79 .2430 2.39 .3932 2.99 .5603 
3.00 .5631 
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TABLE II 
THE RATIO OF THE ORDINATE Z(Y) AND THE INTEGRAL R(Y) IN TERMS OF THE STANDARDIZED DEVIATE Y 
FOR THE NORMAL PROBABILITY FUNCTION AND ASSOCIATED TERMS 
R(Y) = l-F(Y) = /{2trr^exp(-i^dt and Z(Y) MZirr^ e*p{-j } 
Y Z/R YlZ/R) Y(Z/R)-(Z/R)2 Y[Y(Z/R)-(Z/R)2]-Z/R r Z/R y(z/R) Y:Z/R)-(Z/R)2 Y[Y(Z/R)^ 2/R)^ ]-Z/R 
-3.00 .0044 -.0132 -.0132 .0352 -2.45 .0200 -.0490 -.0494 .1010 
-2.99 .0046 -.0138 -.0138 .0368 -2.44 .0205 -.0500 -.0504 .1025 
-2.98 .0047 -.0140 -.0140 .0370 -2.43 .0210 -.0510 -.0514 .1039 
-2.97 .0049 -.0146 -.0146 .0385 -2.42 .0215 -.0520 -.0525 .1056 
-2.96 .0050 -.0148 -.0148 .0388 -2.41 .0220 -.0530 -.0535 .1069 
-2.95 .0052 -.0153 -.0153 .0399 -2.40 .0226 -.0542 -.0547 .1087 
-2.94 .0053 -.0156 -.0156 .0406 -2.39 .0231 -.0552 -.0557 .1100 
-2.93 .0055 -.0161 -.0161 .0417 -2.38 .0237 -.0564 -.0570 .1120 
-2.92 .0056 -.0164 -.0164 .0423 -2.37 .0243 -.0576 -.0582 .1136 
-2.91 .0058 -.0169 -.0169 .0434 
-2.36 .0249 -.0588 -.0594 . 1153 
-2.90 .0060 -.0174 -.0174 .0445 -2.35 .0255 -.0599 -.0606 .1169 
-2.89 .0061 -.0176 -.0176 .0448 -2.34 .0261 -.0611 -.0618 .1185 
-2.88 .0063 -.0181 -.0181 .0458 -2.33 .0267 -.0622 -.0629 ,1199. 
-2.87 .0065 -.0187 -.0187 .0472 -2.32 .0273 -.0633 -.0640 .1212 
-2.86 .0067 -.0192 -.0192 .0482 -2.31 .0280 -.0647 -.0655 .1233 
-2.85 ,0069 -.0197 -.0197 .0492 -2.30 .0286 -.0658 -.0666 .1246 
-2.84 ,0071 -.0202 -.0203 .0506 -2.29 .0293 -.0671 -.0680 .1264 
-2.83 ,0073 -.0207 -.0208 .0516 -2.28 .0300 -.0684 -.0693 .1280 
-2,82 .0075 -.0212 -.0213 .0526 -2.27 .0307 -.0697 -.0706 .1296 
-2.81 ,0077 -.0216 -.0217 .0533 -2.26 ,0314 -.0710 -.0720 .1313 
-2,80 .0079 -.0221 -.0222 .0543 -2.25 .0321 -.0722 -.0732 .1326 
-2.79 .0082 -.0229 -.0230 .0560 -2.24 .0329 -.0737 -.0748 .1347 
-2.78 .0084 -.0234 -,0235 .0569 -2.23 .0336 -.0749 -,0760 .1359 
-2.77 .0086 -,0238 -.0239 .0576 -2.22 .0344 -.0764 -.0776 .1379 
-2,76 ,0089 -.0246 -.0247 .0593 -2.21 .0352 -.0778 -.0790 .1394 
-2.75 .0091 -.0250 -.0251 .0599 -2.20 .0360 -.0792 -.0805 ,1411 
-2,74 ,0094 -.0258 -,0259 ,0616 -2.19 .0368 -.0806 -.0820 .1428 
-2.73 .0096 -.0262 -.0263 .0622 -2,18 .0376 -.0820 -,0834 ,1442 
-2.72 .0099 -.0269 -.0270 .0635 -2,17 ,0385 -.0835 -,0850 .1460 
-2.71 .0102 -.0276 -.0277 .0649 -2.16 ,0393 -.0849 -,0864 .1473 
-2,70 .0105 -.0284 -,0285 ,0665 -2.15 .0402 -.0864 -,0880 .1490 
-2.69 .0107 -.0288 -,0289 .0670 -2.14 .0411 -.0880 -.0897 ,1509 
-2,68 .0110 -.0295 -.0295 .0681 -2.13 ,0420 -.0895 -.0913 .1525 
-2.67 .0113 -.0302 -.0303 .0696 -2.12 .0429 -.0909 -.0927 .1536 
-2.66 .0116 -.0309 -.0310 .0709 -2.11 .0438 -.0924 -.0943 .1552 
-2.65 ,0120 -.0318 -.0319 ,0725 -2.10 .0448 -.0941 -.0961 .1570 
-2.64 .0123 -.0325 -.0327 .0740 -2.09 .0458 -.0957 -.0978 .1586 
-2.63 .0126 -.0331 -.0333 .0750 -2.08 .0467 -.0971 -.0993 .1598 
-2.62 .0129 -.0338 -.0340 .0762 -2.07 .0477 -.0987 -.1010 ,1614 
-2,61 ,0133 -,0347 -,0349 .0778 -2,06 .0488 -.1005 -.1029 ,1632 
-2,60 .0136 -.0354 -,0356 .0790 -2,05 .0498 -.1021 -.1046 .1646 
-2,59 .0140 -.0363 -.0365 .0805 -2,04 ,0509 -.1038 -.1064 ,1662 
-2,58 ,0144 -.0372 -.0374 ,0821 -2,03 ,0519 -.1054 -.1081 .1675 
-2,57 ,0148 -,0380 -,0382 .0834 -2,02 ,0530 -.1071 -.1099 .1690 
-2.56 .0151 -,0387 -,0389 .0845 -2,01 ,0541 -.1087 -.1116 ,1702 
-2,55 .0155 -,0395 -,0397 .0857 -2.00 ,0552 -.1104 -.1134 ,1716 
-2,54 .0159 -,0404 -.0407 .0875 -1.99 ,0564 -.1123 -.1155 ,1734 
-2,53 .0163 -,0412 -.0415 .0887 -1.98 ,0576 -.1140 -.1173 ,1747 
-2,52 .0168 -,0423 -.0426 .0906 -1.97 ,0587 -.1156 -.1190 .1757 
-2,51 .0172 -,0432 -.0435 .0920 -1.96 .0599 -.1174 -.1210 .1773 
-2,50 .0176 -,0440 -.0443 .0932 -1.95 .0612 -.1193 -.1230 .1787 
-2,49 .0181 -,0451 -.0454 .0949 -1.94 .0624 -.1211 -.1250 .1801 
-2,48 ,0185 -,0459 -.0462 .0961 -1.93 .0637 -.1229 -.1270 .1814 
-2,47 ,0190 -.0469 -.0473 ,0978 -1.92 .0649 -.1246 -.1288 .1824 
-2,46 ,0195 -.0480 -.0484 .0996 -1.91 .0662 -.1264 -,1308 .1836 
92 
TABLE 11 (CONTINUED) 
Y Z/R Y(Z/R) Y(Z/R)-(Z/R)2 Y[Y(Z/R)-(Z/R)^ ]-Z/R Y Z/R Y{Z/R) Y(Z/R)-(Z/R)2 Y[Y(Z/R)^ Z/R)^ ]-Z/R 
-1.90 .0676 -.1284 -,1330 .1851 -1.25 .2042 -.2553 -.2970 .1671 
-1.89 .0689 -.1302 -,1349 .1861 -1.24 .2072 -.2569 -.2998 .1646 
-1.88 .0703 -.1322 -.1371 .1874 -1.23 .2102 -.2585 -.3027 .1621 
-1.87 .0716 -.1339 -.1390 .1883 -1.22 .2133 -.2602 -.3057 .1597 
-1.86 ,0730 -.1358 -.1411 .1894 -1.21 ,2163 -.2617 -.3085 .1570 
-1.85 ,0745 -.1378 -.1434 .1908 -1.20 .2194 -.2633 -.3114 .1543 
-1.84 ,0759 -.1397 -.1455 .1918 -1.19 .2226 -.2649 -.3145 ,1517 
-1.83 .0774 -.1416 -.1476 .1927 -1.18 .2257 -.2663 -.3172 .1486 
-1.82 ,0789 -.1436 -.1498 .1937 -1.17 .2289 -.2678 -.3202 ,1457 
-1.81 ,0804 -.1455 -.1520 .1947 -1.16 .2321 -.2692 -.3231 . 1427 
-1.80 ,0819 -.1474 -,1541 .1955 -1.15 .2354 -.2707 -.3261 .1396 
-1.79 ,0834 -.1493 -.1563 .1964 -1.14 .2387 -.2721 -.3291 ,1365 
-1.78 .0850 -.1513 -,1585 .1971 -1.13 .2420 -.2735 -.3321 ,1333 
-1.77 .0866 -.1533 -.1608 .1980 -1.12 .2453 -.2747 -.3349 .1298 , 
-1.76 .0882 -.1552 -,1630 .1987 -1.11 .2487 -.2761 -.3380 .1265 
-1.75 .0899 -.1573 -,1654 .1996 -1.10 .2520 -.2772 -.3407 .1228 
-1,74 .0915 -.1592 -.1676 .2001 -1.09 .2555 -.2785 -.3438 .1192 
-1.73 ,0932 -,1612 -.1699 .2007 -1.08 .2589 -.2796 -.3466 ,1154 
-1.72 ,0949 • -.1632 -.1722 .2013 -1.07 .2624 -.2808 -.3497 .1118 
-1.71 .0967 -.1654 -.1748 .2022 -1.06 .2659 -.2819 -.3526 .1079 
-1.70 .9884' -.1673 -.1770 .2025 -1.05 .2695 -.2830 -.3556 .1039 
-1.69 .1002 -.1693 -.1793 .2028 -1.04 .2730 -.2839 -.3584 .0997 
-1.68 ,1020 -.1714 -.1818 .2034 -1.03 .2766 -.2849 -.3614 .0956 
-1.67 .1039 -.1735 -.1843 .2039 -1.02 .2803 -.2859 -.3645 .0915 
-1.66 .1057 -.1755 -.1867 .2042 -1.01 ,2839 -.2867 -.3673 ,0871 
-1.65 .1076 -.1775 -.1891 .2044 -1.00 ,2876 -.2876 -.3703 ,0827 
-1.64 ,1095 -.1796 -.1916 .2047 - .99 .2913 -.2884 -.3733 ,0783 
-1.63 ,1114 -.1816 -.1940 ,2048 - ,98 ,2951 -.2892 -.3763 ,0737 
-1.62 ,1134 -.1837 -.1966 .2051 - .97 ,2988 -.2898 -.3791 .0689 
-1.61 .1153 -.1856 -.1989 .2049 - .96 .3026 -.2905 -.3821 .0642 
-1.60 ,1174 -,1878 -.2016 .2052 - .95 .3065 -.2912 -.3851 .0593 
-1.59 .1194 -,1898 -.2041 .2051 - .94 .3104 -.2918 -.3881 ,0544 
-1.58 ,1214 -.1918 -.2065 .2049 - .93 .3142 -.2922 -.3909 ,0493 
-1.57 ,1235 -.1939 -,2092 .2049 - ,92 ,3182 -,2927 -.3940 ,0443 
-1.56 .1256 -.1959 -,2117 .2047 - .91 .3221 -.2931 -.3968 ,0390 
-1,55 .1277 -.1979 -.2142 .2043 - .90 .3261 -.2935 -.3998 ,0337 
-1,54 ,1299 -.2000 -.2169 .2041 - ,89 ,3301 -.2938 -.4028 ,0284 
-1,53 .1321 -,2021 -.2196 ,2039 - .88 .3342 -.2941 -.4058 ,0229 
-1,52 .1343 -,2041 -.2221 .2033 - ,87 .3382 -.2942 -.4086 ,0173 
-1,51 .1365 -,2061 -.2247 .2028 - ,86 .3423 -.2944 -.4116 ,0117 
-1,50 ,1388 -,2082 -.2275 .2025 - ,85 .3465 -.2945 -,4146 ,0059 
-1,49 .1411 -.2102 -.2301 .2017 - ,84 .3506 -.2945 -,4174 ,0000 
-1.48 ,1434 -.2122, -.2328 .2011 - .83 .3548 -.2945 -,4204 -,0059 
-1.47 ,1457 -,2142 -.2354 .2003 - .82 .3590 -.2944 -.4233 -.0119 
-1.46 .1481 -,2162 -.2381 .1995 - .81 ,3633 -.2943 -.4263 -,0180 
-1.45 .1505 -.2182 -.2409 .1988 - .80 .3676 -.2941 -.4292 -,0242 
-1,44 .1531 -.2205 -.2439 . .1981 - .79 .3719 -.2938 -,4321 -,0305 
-1.43 .1554 -.2222 -.2463 .1968 . - .78 .3762 -.2934 -.4349 -,0370 
-1.42 .1578 -.2241 -.2490 .1958 - .77 .3806 -.2931 -.4380 -.0433 
-1.41 ,1603 -.2260 -.2517 .1946 - .76 .3850 -.2926 -.4408 -.0500 
-1,40 ,1629 -.2281 -.2546 .1935 - .75 .3894 -.2921 -.4437 -.0566 
-1.39 ,1654 -.2299 -.2573 .1922 - .74 .3938 -.2914 -.4465 -.0634 
-1.38 ,1680 -.2318 -.2600 ,1908 - ,73 .3983 -.2908 . -.4494 -.0702 
-1.37 ,1706 -.2337 -.2628 ,1894 - ,72 ,4028 -.2900 -.4522 -.0772 
-1.36 ,1733 -.2357 -.2657 ,1881 - .71 ,4074 -.2893 -.4553 -,0841 
-1.35 .1760 -.2376 -.2686 ,1866 - ,70 .4119 -.2883 -.4580 -.0913 
-1.34 .1787 -.2395 -.2714 ,1850 - .69 .4165 -,2874 -.4609 -.0985 
-1,33 .1814 -.2413 -.2742 ,1833 - .68 ,4211 -.2863 -.463 -,1059 
-1.32 .1841 -.2430 -.2769 .1814 - .67 ,4258 -.2853 -.4666 -.1132 
-1.31 ,1869 -.2448 -.2797 .1795 - .66 ,4305 -.2841 -.4694 -,1207 
-1.30 ,1897 -.24 6 -,2826 .1777 - .65 .4352 -.2829 -.4723 -,1282 
-1.29 .1926 -,2485 -.2856 ,1758 - .64 .4399 -.2815 -.4750 -.1359 
-1.28 ,1954 -.2501 -.2883 ,1736 - ,63 .4447 -.2802 -.4778 -.1437 
-1.27 ,1983 -.2518 -.2911 .1714 - ,62 ,4495 -.2787 -.4808 -.1514 
-1.26 .2013 -.2536 -.2941 .1693 - ,61 .4543 -.2771 -.4835 -.1594 
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TABLE II (CONTINUED) 
Y Z/R Y(2/R) Y(Z/R)-(Z/R)^  Y [I'(Z/R)-(Z/R)2]-Z/R Y Z/R Y(Z/R) Y(Z/R)-(Z/R)2 Y[Y(Z/R)-CZ/R)'']-Z/R 
- .60 .4591 -.2755 -.4863 -.1673 .05 .8300 .0415 -.6474 - .8624 
- .59 .4640 -.2738 -.4891 -.1754 .06 .8365 .0502 -.6495 - .8755 
- .58 .4689 -.2720 -.4919 -.1836 .07 .8430 .0590 -.6516 - .8886 
- .57 .4739 -.2701 -.4947 -.1919 .08 .8495 .0680 -.6537 - .9018 
- .56 .4788 -.2681 -.4973 -.2003 .09 .8560 .0770 -.6557 - .9150 
- .55 ,4838 -.2661 -.5002 -.2087 .10 .8626 .0863 -.6578 - .9284 
- .54 .4888 -.2640 -.5029 -.2172 .11 .8692 .0956 -.6599 - .9418 
- ,53 .4939 -.2618 -.5057 -.2259 .12 .8758 .1051 -.6619 - .9552 
- .52 .4989 -.2594 -.5083 -.2346 .13 .8824 .1147 -.6639 - .9687 
- .51 .5040 -.2570 -.5110 -.2434 .14 .8891 .1245 -.6660 - .9823 
- .50 .5092 -.2546 -.5139 -.2522 .15 .8958 .1344 -.6681 - .9960 
- .49 .5143 -.2520 -.5165 -.2612 .16 .9025 .1444 -.6707 -1.0097 
- .48 .5195 -.2494 -.5193 -.2702 .17 .9092 .1546 -.6720 -1.0234 
- .47 .5247 -.2466 -.5219 -.2794 .18 .9159 .1649 -.6740 -1.0372 
- .46 .5299 -.2438 -.5246 -.2886 .19 .9226 .1753 -.6759 -1.0510 
- .45 .5352 -.2408 -.5272 -.2980 .20 .9294 .1859 -.6779 -1.0650 
- .44 .5405 -.2378 -.5299 -.3073 .21 .9360 .1966 -.6795 -1.0787 
- .43 .5458 -.2347 -.5326 -.3168 .22 .9430 .2075 -.6817 -1.0929 
- .42 .5511 -.2315 -.5352 -.3263 .23 .9498 .2185 -.6836 -1.1070 
- .41 .5565 -.2282 -.5379 -.3360 .24 .9567 .2296 -.6857 -1.1212 
- .40 ,5619 -.2248 -.5405 -.3457 .25 .9636 .2409 -.6876 -1.1355 
- .39 .5673 -.2212 -.5430 -.3555 .26 .9704 .2523 -.6894 -1.1496 
- .38 .5727 -.2176 -.5456 -.3654 .27 .9773 .2639 -.6912 -1.1639 
- .37 .5782 -.2139 -.5482 -.3754 .28 .9843 .2756 -.6932 -1.1784 
- .36 .5837 -.2101 -.5508 -.3854 .29 .9912 .2874 -.6951 -1.1928 
- .35 .5892 -.2062 -.5534 -.3955 .30 .9982 .2995 -.6969 -1.2073 
- .34 .5948 -.2022 -.5560 -.4058 .31 1.0051 .3116 -.6986 -1.2216 
- .33 .6004 
-.1981 -.5586 -.4161 .32 1.0121 .3239 -.7004 -1.2362 
- .32 .6059 -.1939 -.5610 -.4264 .33 1.0191 .3363 -.7023 -1.2508 
- .31 .6116 -.1896 -.5637 -.4369 .34 1.0262 .3489 -.7042 -1.2656 
- .30 .6172 -.1852 -.5661 -.4474 .35 1.0332 .3616 -.7059 -1.2803 
- .29 .6229 -.1806 -.5686 -.4580 .36 1.0403 .3745 -.7077 -1.2951 
- .28 .6286 -.1760 -.5711 -.4687 .37 1.0474 .3875 -.7095 -1.3099 
- .27 .6343 -.1713 -.5736 -.4794 .38 1.0545 .4007 -.7113 -1.3248 
- .26 .6401 -.1664 -.5761 -.4903 .39 1.0616 .4140 -.7130 -1.3397 
- .25 .6458 -.1615 -.5786 -.5011 .40 1.0688 .4275 -.7148 -1.3547 
- .24 .6516 -.1564 -.5810 -.5122 .41 1.0759 .4411 -.7165 -1.3697 
- .23 .6575 -.1512 -.5835 -.5233 .42 1.0831 .4549 -.7182 -1,3847 
- .22 .6633 -.1459 -.5859 -.5344 .43 1.0903 .4688 -.7200 -1.3999 
- .21 .6692 -.1405 -.5883 -.5457 .44 1.0975 .4829 -.7216 -1.4150 
- .20 .6751 -.1350 -.5908 -.5569 .45 1.1047 .4971 -.7233 -1.4302 
- .19 .6810 -.1294 -.5932 -.5683 .46 1.1120 .5115 -.7250 -1.4455 
- .18 .6869 -.1236 -.5954 -.5797 .47 1.1192 .5260 -.7266 . -1,4607 
- .17 .6929 •-.1178 -.5979 -.5913 .48 1.1265 .5407 -.7283 -1.4761 
- .16 .6989 -.1118 -.6003 -.6029 .49 1.1338 .5556 -.7299 -1.4914 
- .15 .7049 -.1057 -.6026 -.6145 .50 1.1411 .5706 -.7315 -1.5068 
- .14 .7109 -.0995 -.6049 -.6262 .51 1.1484 .5857 -.7331 -1.5223 
- .13 .7170 -.0932 -.6073 -.6381 .52 1.1557 .6010 -.7346 -1.5377 
- .12 .7231 -.0868 -.6097 -.6499 .53 1.1631 .6164 -.7364 -1.5534 
- .11 .7292 -.0802 -.6119 -.6619 .54 1.1705 .6321 -.7380 -1.5690 
- .10 .7353 -.0735 -.6142 -.6739 .55 1.1779 .6478 -.7396 -1.5847 
- .09 .7415 -.0667 -.6165 -.6860 .56 1.1853 .6638 -.7411 -1.6003 
- .08 .7477 -.0598 -.6189 -.6982 .57 1.1927 .6798 -.7427 -1.6160 
- .07 .7539 -.0528 -.6212 -.7104 .58 1.2001 .6961 -.7441 -1.6317 
- .06 .7601 -.0456 -.6234 -.7227 .59 1.2076 .7125 -.7458 -1.6476 
- .05 .7663 -.0383 -.6255 -.7350 .60 1.2150 .7290 -.7472 -1.6633 
- .04 .7726 -.0309 -.6278 -.7475 .61 1.2225 .7457 -.7488 -1.6793 
- ,03 .7789 -.0234 -.6301 -.7600 .62 1.2300 .7626 -.7503 -1.6952 
- .02 .7852 -.0157 -.6322 -.7726 .63 1.2375 .7796 -.7518 -1.7111 
- .01 .7915 -.0079 -.6344 -.7852 .64 1.2450 .7968 -.7532 -1.7270 
.00 .7979 -.0000 -.6366 -.7979 .65 1.2526 .8142 -.7548 -1.7432 
.01 .8043 .0080 -.6389 -.8107 .66 1.2601 .8317 -.7562 -1.7592 
.02 .8107 .0162 -.6411 -.8235 .67 1.2677 .8494 -.7577 -1.7753 
.03 .8171 .0245 -.6432 -.8364 .68 1.2753 .8672 -.7592 -1.7915 
.04 .8235 .0329 -,6453 -.8493 .69 1.2829 .8852 -.7606 -1.8077 
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TABLE 11 (CONTINUED) 
V Z/R Y(Z/R) Y(Z/R)-(Z/R)^ Y[Y(Z/R)-(Z/R)^j-Z/R Y Z/R Y(Z/R) Y(Z/R)-(Z/R)2 Y[Y(Z/R)-(Z/R)®]-Z/R 
.70 1.2905 .9034 -.7620 -1.8239 1.35 1.8121 2.4463 -.8374 -2.9426 
.71 1.2981 .9217 -.7634 -1.8401 1.36 1.8205 2.4759 -.8383 -2.9606 
.72 1.3058 .9402 -.7649 -1.8565 1.37 1,8289 2.5056 -.8393 -2.9787 
.73 1.3134 .9588 -.7662 -1.8727 1.38 1.8372 2.5353 -.8400 -2.9964 
.74 1.3211 .9776 -,7677 -1.8892 1.39 1,8456 2.5654 -.8408 -3.0143 
.75 1.3288 .9966 -,7691 -1.9056 1.40 1.8540 2.5956 -.8417 -3.0324 
.76 1.3365 1.0157 -.7705 -1.9221 1.41 1.8625 2.6261 -.8428 -3.0508 
.77 1.3442 1.0350 -.7719 -1.9386 1.42 1.8709 2.6567 -.8436 -3.0688 
.78 1.3519 1.0545 -.7731 -1.9549 1.43 1.8793 2.6874 -.8444 -3.0868 
.79 1.3597 1.0742 -.7746 -1.9716 1.44 1.8878 2.7184 -.8454 -3.1052 
.80 1.3674 1.0939 -.7759 -1.9881 1.45 1.8963 2.7496 -.8464 -3.1236 
.81 1.3752 1.1139 -.7773 -2.0048 1.46 1.9047 2.7809 -.8470 -3.1413 
.82 1.3830 1.1341 -.7786 -2.0214 1.47 1.9132 2.8124 -.8479 -3.1596 
.83 1.3907 1.1543 -.7797 -2.0378 1.48 1.9217 2.8441 -.8488 -3.1779 
.84 1.3985 1.1747 -.7811 -2.0546 1.49 1.9302 2.8760 -.8497 -3.1962 
.85 1.4064 1.1954 -.7826 -2.0716 1.50 1.9387 2.9081 -.8505 -3.2144 
.86 1.4142 1.2162 -.7838 -2.0883 1.51 1.9472 2.9403 -.8513 -3.2327 
.87 1.4220 1.2371 -.7850 -2.1049 1.52 1.9557 2.9727 -.8521 -3.2509 
.88 1.4299 1.2583 -.7863 -2.1218 1.53 1.9642 3.0052 -.8529 -3.2691 
.89 1.4378 1.2796 -,7877 -2.1388 1.54 1.9728 3.0381 -,8538 -3.2876 
.90 1.4457 1.3011 -,7889 -2.1557 1.55 1.9813 3.0710 -.8545 -3.3058 
.91 1,4535 1.3227 -.7900 -2,1724 1.56 1.9899 3.1042 -.8555 -3,3245 
.92 1.4615 1.3446 -,7914 -2.1896 1.57 1.9984 3.1375 -.8561 -3.3425 
.93 1.4694 1.3665 -,7926 -2.2065 1.58 2.0070 3.1711 -.8569 -3,3609 
.94 1.4774 1.3887 -,7937 -2.2234 1.59 2.0156 3.2048 -.8558 -3.3763 
.95 1.4852 1.4109 -,7949 -2.2404 1.60 2.0241 3.2386 -.8584 -3.3975 
.96 1.4932 1.4335 -,7961 -2.2575 1.61 2.0327 3.2726 -.8593 -3.4162 
.97 1.5012 1.4562 -,7974 -2.2747 1.62 2.0413 3.3069 -.8600 -3.4345 
.98 1.5091 1.4789 -.7985 -2.2916 1.63 2.0499 3.3413 -.8608 -3.4530 
.99 1.5171 1.5019 -.7997 -2.3088 1.64 2.0585 3.3759 -.8615 -3.4714 
1.00 1.5251 1.5251 -.8008 -2.3259 1.65 2.0671 3.4107 -.8622 -3.4897 
1.01 1.5332 1.5485 -.8022 -2.3434 1.66 2.0758 3.4458 -.8631 -3.5085 
1.02 1.5412 1.5720 -.8033 -2.3606 1.67 2.0844 3.4809 -.8638 -3.5269 
1.03 1.5492 1.5957 -.8043 -2.3776 1.68 2.0931 3.5164 -.8647 -3.5458 
1.04 1.5573 1.6196 -.8056 -2.3951 1.69 2.1017 3.5519 -.8652 -3.5639 
1.05 1.5653 1.6436 -.8066 -2.4122 1.70 2.1104 3.5877 -.8661 -3.5828 
1.06 1.5734 1.6678 -.8078 -2.4297 1.71 2.1190 3.6235 -.8667 -3.6010 
1.07 1.5815 1.6922 -.8089 -2.4470 1.72 2.1277 3.6596 -.8675 -3.6198 
1,08 1,5896 1.7168 -.8100 -2.4644 1.73 2.1364 3.6960 -.8682 -3.6384 
1.09 1.5977 1.7415 -,8111 -2.4818 1.74 2.1450 3.7323 -.8687 -3,6565 
1.10 1.6058 1.7664 -,8122 -2.4992 1.75 2.1537 3.7690 -.8694 -3,6751 
1.11 1.6139 1.7914 -,8133 -2.5167 1.76 2.1624 3.8058 -.8702 -3,6939 
1.12 1.6220 1.8166 -,8143 -2.5340 1.77 2.1712 3..8430 -.8711 -3,7130 
1.13 1.6302 1.8421 -.8155 -2.5517 1.78 2.1799 3.8802 -.8718 -3,7317 
1.14 1.6384 1.8678 -.8166 -2.5693 1.79 2.1886 3.9176 . -.8724 -3,7502 
1.15 1.6466 1.8936 -.8177 -2.5869 1.80 2.1973 3,9551 -.8730 -3,7687 
1.16 1.6547 1.9195 -.8185 -2.6042 1.81 2.2060 3,9929 -.8735 -3,7870 
1.17 1.6629 1,9456 -.8196 -2.6218 1.82 2.2148 4.0309 -.8744 -3,8062 
1.18 1.6711 1.9719 -.8207 -2.6395 1,83 2.2236 4.0692 -.8752 -3,8252 
1.19 1.6793 1,9984 -.8216 -2.6570 1.84 2.2323 4.1074 -.8758 -3,8438 
1.20 1.6876 2,0251 -.8229 -2.6751 1.85 2.2410 4.1459 -.8762 -3,8620 
1.21 1.6958 2,0519 -.8238 -2.6926 1.86 2.2498 4.1846 -.8770 -3,8810 
1.22 1.7040 2,0789 -.8247 -2.7101 1.87 2.2586 4.2236 -.8777 -3,8999 
1.23 1.7123 2,1061 -.8259 -2.7281 1.88 2.2673 4.2625 -.8781 -3,9181 
1.24 1.7205 2,1334 -.8267 -2.7456 1.89 2.2761 4.3018 -.8788 -3,9371 
1.25 1.7288 2,1610 -.8277 -2.7634 1.90 2.2849 4.3413 -.8795 -3,9559 
1.26 1.7371 2,1887 -.8288 -2.7814 1.91 2.2937 4.3810 -.8801 -3,9747 
1.27 1.7454 2,2167 -.8297 -2.7991 1.92 2.3026 4.4210 -.8810 -3,9941 
1.28 1.7537 2,2447 -.8308 -2.8171 1.93 2.3113 4.4608 -.8813 -4,0122 
1.29 1.7620 2.2730 -.8316 -2,8348 1.94 2.3202 4.5012 -.8821 -4,0315 
1.30 1.7703 2.3014 -.8326 -2.8527 1.95 2.3290 4,5416 -.8826 -4.0501 
1.31 1.7787 2.3301 -.8337 -2.8708 1.96 2.3378 4.5821 -.8832 -4.0689 
1.32 1.7870 2.3588 -.8346 -2.8887 1.97 2.3466 4.6228 -.8837 -4.0874 
1.33 1.7954 2.3879 -.8356 -2.9067 1.98 2.3555 4,6639 -.8845 -4.1068 
1.34 1.8037 2,4170 -.8363 -2.9243 1.99 2.3643 4.7050 -.8849 -4.1252 
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TABLE 11 (continued) 
Y Z/R Y(Z/R) y(Z/R)-(Z/R)® Y[Y(Z/R)-(Z/R)^]-Z/R Y Z/R Y(Z/R) Y(Z/R)-(Z/R)2 Y[Y(Z/R)-(Z/R)']-Z/R 
2.00 2.3732 4.7464 -.8857 -4.1446 2.50 2.8227 7.0568 -.9108 -5.0997 
2.01 2.3821 4.7880 -.8864 -4.1638 2.51 2.8318 7.1078 -.9113 -5.1192 
2.02 2.3909 4.8296 -.8868 -4.1822 2.52 2.8410 7.1593 -.9120 -5.1392 
2.03 2.3998 4.8716 -.8874 -4.2012 2.53 2.8501 7.2108 -.9123 -5.1582 
2.04 2.4087 4.9137 -.8881 -4.2204 2.54 2.8592 7.2624 -.9126 -5.1772 
2.05 2.4176 4.9561 -.8887 -4.2394 2.55 2.8684 7.3144 -.9133 -5.1973 
2.06 2.4265 4.9986 -.8893 -4.2584 2,56 2,8774 7,3661 -.9133 -5.2154 
2 . 0 1  2.4353 5.0411 -.8896 -4.2768 2.57 2,8866 7.4186 -.9139 -5.2353 
2.08 2.4443 5.0841 -.8905 -4.2965 2.58 2.8958 7.4712 -.9145 -5.2552 
2.09 2.4531 5.1270 -.8907 -4.3147 2.59 2.9047 7.5237 -.9147 -5.2740 
2.10 2.4621 5.1704 -.8915 -4 . 3342 2.60 2.9141 7.5767 -.9153 -5.2939 
2.11 2.4710 5.2138 -.8920 -4.3531 2.61 2,9232 7.6296 -.9155 -5,3127 
2.12 2.4799 5.2574 -.8925 -4.3720 2.62 2.9324 7.6829 -.9161 -5.3326 
2.13 2.4889 5.3014 -.8932 -4.3914 2.63 2.9415 7.7361 -.9163 -5,3514 
2.14 2.4978 5.3453 -.8937 -4.4103 2.64 2,9507 7.7898 -.9168 -5.3711 
2.15 2.5067 5.3894 -.8941 -4.4290 2.65 2,9599 7.8437 -.9173 -5.3907 
2.16 2.5157 5.4339 -.8948 -4.4485 2.66 2,9690 7.8975 -.9175 -5.4096 
2.17 2.5246 5.4784 -.8952 -4.4671 2.67 2,9782 7.9518 -.9179 -5,4290 
2.18 2.5336 5.5232 -.8959 -4.4867 2.68 2,9874 8.0062 -.9184 -5,4487 
2.19 2.5425 5.5681 -.8962 -4.5052 2.69 2.9966 8.0609 -.9187 -5,4679 
2.20 2.5515 5.6133 -.8969 -4.5247 2.70 3.0058 8.1157 -.9191 -5,4874 
2.21 2.5605 5.6587 -.8975 -4.5440 2.71 3.0150 8.1707 -.9195 -5.5068 
2.22 2.5694 5.7041 -.8977 -4.5623 2.72 3.0242 8.2258 -.9200 -5.5266 
2.23 2.5784 5.7498 -.8983 -4.5816 2.73 3.0333 8.2809 -.9200 -5.5449 
2.24 2.5874 5.7958 -.8988 -4.6007 2.74 3.0426 8.3367 -.9207 -5.5653 
2.25 2.5964 5.8419 -.8994 -4,6200 2.75 3,0518 8.3925 -.9209 -5.5843 
2.26 2.6054 5.8882 -.8999 -4.6392 2.76 3,0610 8.4484 -.9213 -5.6038 
2.27 2.6144 5.9347 -.9004 -4.6583 2.77 3,0702 8.5045 -.9216 -5.6230 
2.28 2.6234 5.9814 -.9008 -4.6772 2.78 3,0794 8.5607 -.9220 -5.6426 
2.29 2.6324 6.0282 -.9013 -4.6964 2.79 3,0886 8.6172 -.9222 -5.6615 
2.30 2.6414 6.0752 -.9018 -4.7155 2.80 3,0979 8.6741 -,9229 -5.6820 
2.31 2.6505 6.1227 -.9025 -4.7353 2.81 3,1071 8.7310 -.9231 -5.7010 
2.32 2.6595 6.1700 -.9029 -4.7542 2.82 3,1163 8.7880 -.9233 -5.7200 
2.33 2.6685 6.2176 -.9033 -4.7732 2.83 3,1256 8.8454 -.9240 -5.7405 
2.34 2.6775 6.2654 -.9036 -4.7919 2.84 3,1348 8.9028 -.9242 -5.7595 
2.35 2.6866 6.3135 -.9043 -4.8117 2.85 3,1441 8.9607 -.9247 -5.7795 
2.36 2.6956 6.3616 -.9047 -4.8307 2,86 3.1533 9.0184 -.9249 -5.7985 
2.37 2.7047 6.4101 -.9053 -4.8502 2,87 3.1626 9.0767 -.9253 -5.8182 
2.38 2.7137 6.4586 -.9056 -4.8690 2.88 3.1718 9.1348 -.9255 -5.8372 
2.39 2.7228 6.5075 -.9061 -4.8884 2.89 3.1811 9.1934 -.9260 -5.8572 
2.40 2.7319 6.5566 -.9067 -4.9080 2.90 3.1903 9.2519 -.9261 -5.8760 
2..41 2.7409 6.6056 -.9069 -4.9265 2.91 3.1996 9.3108 -.9266 -5.8960 
2.42 2.7500 6.6550 -.9075 -4.9462 2.92 3.2088 9.3697 -.9267 -5.9148 
2.43 2.7591 6.7046 -.9080 -4.9655 2.93 3.2181 9.4290 -.9272 -5.9348 
2.44 2.7682 6.7544 -.9085 -4.9849 2.94 3.2274 9.4886 -.9275 -5.9543 
2.45 2.7772 6.8041 -.9087 -5.0035 2.95 3.2367 9.5483 -.9279 -5.9740 
2.46 2.7864 6.8545 -.9095 -5.0238 2.96 3.2459 9.6079 -.9280 -5.9928 
2.47 2.7954 6.9046 -.9097 -5.0424 2.97 3.2552 9.6679 -.9284 -6.0125 
2.48 2.8045 6.9552 -.9100 -5.0631 2.98 3.2646 9.7285 -.9291 -6.0333 
2.49 2.8137 7.0061 -.9108 -5.0816 2.99 3.2739 9.7890 -.9294 -6.0528 
3.00 3.2831 9.8493 -.9294 -6.0713 
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TABLE 12 
NATURAL LOGARITHMS OF (1-1/N) AND (1-2/N) 
FOR INTEGERS RANGING FROM 3 TO 100 
N Loge (1-1/N) Loge (1-2/N) N Loge (1-1/N) Loge (1-2/N) 
3 -0.4054151 -1.0987123 52 -0,0193867 -0,0392607 
4 -0.2876821 -0.6931472 53 -0.0190809 -0,0384290 
54 -0,0186733 -0,0377019 
5 -0.2231436 -0.5108256 
6 -0.1823616 -0.4054151 55 -0.0183677 -0.0370790 
7 -0.1542007 -0.3364522 56 -0.0180621 -0.0363528 
8 -0.1335314 -0.2876821 57 -0.0176549 -0.0357308 
9 -0.1177705 -0.2512859 58 -0.0173496 -0.0351092 
59 -0.0170444 -0.0344879 
10 -0.1053605 -0.2231436 
11 -0.0953002 -0.2006485 60 -0.0168410 -0.0338671 
12 -0.0869750 -0.1823616 61 -0.0165360 -0.0333500 
13 -0.0800177 -0.1669995 62 -0.0162310 -0.0328332 
14 -0.0740772 -0.1542007 63 -0.0160278 -0,0322133 
64 -0.0157230 -0.0316971 
15 -0.0690286 -0.1430624 
16 -0.0645385 -0.1335314 65 -0.0155198 -0.0312843 
17 -0.0605996 -0.1251098 66 -0.0153167 -0.0307685 
18 -0.0572055 -0.1177705 67 -0.0150121 -0.0303561 
19 -0.0540339 -0.1112668 68 -0.0148091 -0.0298408 
69 -0.0146062 -0.0294288 
20 -0.0512933 -0.1053605 
21 -0.0487702 -0.1000414 70 -0.0144032 -0.0290169 
22 -0.0465676 -0.0953002 71 -0.0142003 -0.0286053 
23 -0.0444745 
-0.0910194 72 -0.0139975 -0.0281937 
24 -0.0425944 -0.0869750 73 -0.0137947 -0.0277824 
74 -0,0135920 -0.0273712 
25 -0.0408220 -0.0833816 
26 -0.0392607 -0.080C177 75 -0.0133892 -0.0270629 
27 -0.0377019 -0.0769890 76 -0.0132879 -0.0266520 
28 -0.0363528 
-0.0740772 77 -0.0130852 -0.0263440 
29 -0.0351092 -0.0714960 78 -0,0128826 -0.0259334 
79 -0,0127813 -0.0256255 
30 -0.0338671 -0.0690286 
31 -0.0328332 -0.0666741 80 -0,0125788 -0.0253178 
32 -0.0318003 
-0.0645385 81 -0,0123763 -0.0250102 
33 -0.0307685 
-0.0625139 82 -0,0122750 
-0.0247026 
34 -0.0298408 -0.0605996 83 -0,0120726 -0.0243952 
84 
-0.0119714 -0.0240878 
35 
-0.0290169 -0.0587950 
36 
-0.0281937 -0.0572055 85 -0.0118702 -0.0237805 
37 -0.0273712 -0.0556184 86 -0.0116678 -0.0235757 
38 -0.0266520 -0.0540339 87 -0.0115666 -0.0232686 
39 -0.0259334 -0.0526627 88 -0.0114655 -0,0229616 
89 -0.0112632 -0.0227570 
40 -0.0253178 -0.0512933 
41 -0.0247026 -0.0500309 90 -0.0111621 -0.0224501 
42 -0.0240878 -0.0487702 91 -0.0110609 -0.0222456 
43 -0.0235757 
-0.0476159 92 -0.0109598 -0.0219389 
44 -0.0229616 -0.0465676 93 -0.0108587 -0.0217345 
94 -0.0106566 -0.0215301 
45 -0.0224501 
-0.0454159 
46 -0.0219389 -0.0444745 95 -0.0105555 -0,0213258 
47 -0.0215301 -0.0435340 96 -0,0104545 -0.0210194 
48 -0.0210194 -0.0425944 97 -0,0103534 -0.0208151 
49 -0.0206110 -0.0416557 98 -0.0102524 -0.0206110 
99 -0.0101514 -0.0204068 
50 -0.0202027 
-0.0408220 
51 -0.0197946 -0.0399890 100 -0.0100503 -0.0202027 
