ABSTRACT
INTRODUCTION
The problem tackled in this paper was clearly described by Myers (1995) :
Similarity searches over the ever-enlarging sequence databases are now routine, but the databases are growing so large that the time to conduct such searches is becoming problematic. A recently emerging theme to improve efficiency is to develop filter algorithms that eliminate a hopefully large percentage of the database that cannot contain a good match to a query sequence, and so leave one with a small subset upon which greater computational effort can be applied. * To whom correspondence should be addressed.
A filter algorithm cuts down a database before running a second algorithm on the remainder of the database. The second algorithm, which Myers (1999) calls the verification-capable algorithm, is a more rigorous and time-consuming algorithm, such as the alignment algorithm of Smith and Waterman (1981) . The filter algorithm must be faster than and as sensitive as the verificationcapable algorithm, but not necessarily as selective. In bioinformatics two types of filtration are in use: l-tuple filtration and filtration by composition. The method of l-tuple filtration locates regions containing l-tuples (short exact matches) shared by a query sequence and a database sequence; the remainder of the database sequence is discarded (Dumas and Ninio, 1982; Pearson and Lipman, 1988; Pevzner and Waterman, 1995) . Filtration by composition involves eliminating database sequence regions very different from the query in their one-tuple (Sibbald et al., 1991 ), two-tuple (van Heel, 1991 Petrilli, 1993) or l-tuple composition (Blaisdell, 1989) , or even in the mass spectrometry fingerprints of their enzymatic digestion products (James et al., 1993) .
We propose that a filtration method could be based on the dynamic programming optimization algorithm of Smith and Waterman (1981) ; what is new is that amino acids would be represented by five-bit or three-bit patterns, rather than by ASCII characters. We wish to emphasize that the aim of our work is not to speed up the dynamic programming algorithm, a problem that is not trivial (Green, 1996; Wozniak, 1997) ; but rather to represent amino acids in a new way, with possible implications for speeding up filter algorithms (or combinations of filter and verification-capable algorithms). At no point should this paper imply that we have the filtration algorithm. Instead it concentrates on the representation that would be needed for such an algorithm.
There are twenty amino acids, so five bits are needed for each to have a unique bit-pattern. However, three dimensions are enough to capture the basic mutational tendencies of residues (Taylor and Jones, 1993; Tomii and Kanehisa, 1996) , so a three-bit representation of amino acids is also feasible.
Compared to previous filtration methods, ours would have four advantages. First, it would make full use of the wordsize of the computer, by packing five-bit or three-bit data into n-bit words, where n is commonly 32, 64 or 128. A three-bit representation of amino acids can be realised by assigning identical three-bit patterns abc to the most closely related residues. Thus, on computers with a 32-bit wordsize, ten amino acids can fit into one word:
A scoring function that specifies the cost of substituting amino acid i for amino acid j is related to the XOR (⊕) of the bit-patterns representing residues i and j (Buttimore and Mac Dónaill, 1996) . The XOR results for bits a, b and c can be weighted by factors α, β and γ respectively, so that the cost of substituting amino acid i by amino acid j is:
Hence, by computing the XOR of two words, each of which represents ten amino acids, ten pairs of residues can be compared in one machine cycle. This may speed up calculation of the dynamic programming matrix central to the Smith-Waterman algorithm (1981) , since previous Smith-Waterman versions compared just one pair of amino acids per machine cycle; this remains to be tested.
Second, the weighted XOR scoring function distinguishes between conservative and non-conservative amino acid substitutions. In contrast, l-tuple filtration and filtration by composition algorithms do not support conservative substitutions, simply scoring mismatches as 0 and matches as 1.
Third, an advantage of basing such a filter algorithm on the Smith-Waterman algorithm (1981) is that (like Smith-Waterman) it would allow for deletions and insertions, which would boost its sensitivity for detecting homologues. Both l-tuple filtration and filtration by composition algorithms search for short ungapped matches (l-tuples) so neither allow for insertions or deletions, except outside l-tuples (Pevzner and Waterman, 1995) .
Fourth, our idea could be implemented as a cascade of progressively more stringent (and hence time-expensive) filters, as has been proposed for l-tuple filtration steps (Pevzner and Waterman, 1995) . In the first step amino acids would be represented by three-bit patterns, and in the second step by five-bit patterns (Buttimore and Mac Dónaill, 1996) . In other words, each amino acid sequence would be preprocessed to form a bit-vector of the three most highly weighted bits:
and a bit-vector of the other two bits:
Representing each amino acid by three bits necessarily requires that some closely related amino acids be regarded as equivalent. A disadvantage of this approach could be a loss in sensitivity for detecting homologues. This tradeoff will allow faster initial comparisons. Moreover, we should note that since the XOR scoring function is restricted to taking a discrete set of values, the distances between 2 n n-bit patterns, it can only be an imperfect approximation of BLOSUM45.
Despite the speed advantage of comparing several pairs of residues in a single machine cycle, because the envisaged filter algorithm would be based on the timeexpensive Smith-Waterman algorithm (1981) , it would be slower than some other filters. That is not necessarily a disadvantage. For example, Pevzner and Waterman (1995) achieved an exponential reduction in the run-time of a verification-capable algorithm at the cost of linearly increased run-time of a filter algorithm. Hence, since verification-capable algorithms are more time-expensive than filter algorithms, it is worthwhile having a filter algorithm that is slower, but leaves a smaller subset of the database on which to run the verification-capable algorithm (that is, a filter that is more selective). Since the envisaged filter algorithm would allow for conservative substitutions, insertions, and deletions, it would be more selective than filters which do not, so the filter might compete well with others in terms of the combined runtime of the filter and verification-capable algorithms. That is, the extra cost in the filtration step may be offset by an overall saving in run-time.
The crux of the method would be that amino acids be assigned bit-patterns such that the similarity between bitpatterns is correlated with residues' mutational tendencies. There are approximately 5.5 × 10 26 ways that five-bit patterns can be assigned to twenty amino acids, so this is a knotty problem. Indeed, if it took 0.001 s to assess each solution, checking all would take approximately 10 16 years, or a million times the age of the Universe. Clearly we could not assess all binary representations of amino acids; rather we started with a reasonable mapping and began to optimize. This paper describes how we searched for the best bit-pattern to amino acid mapping, using an optimization algorithm.
The next section describes the optimization method employed. The third section explains how the optimization method was adapted to our problem. In the last section the best solution is tested and future steps to be taken are discussed.
METHODS
Simulated annealing was chosen as the optimization algorithm because it is easily implemented and can give good solutions in a short time (Tiourine et al., 1995) . This method is based on an analogy between the physical process of annealing solids and the task of solving large combinatorial optimization problems. The developers of simulated annealing (Kirkpatrick et al., 1983) were inspired by the Metropolis algorithm, which simulates the evolution of a solid in a heat bath to thermal equilibrium (Metropolis et al., 1953) . In the Metropolis algorithm, whenever a choice must be made between several configurations, the probability of changing from the present configuration having energy E 1 to a new one of higher energy E 2 is:
where T , the temperature, is a constant (Press et al., 1992) . If E 2 < E 1 the system changes to the new configuration. In other words, increases in energy are occasionally accepted (with probability p), while decreases in energy are always accepted.
Thus, the Metropolis algorithm involves assessing N new configurations, using a constant value of the parameter T . Simulated annealing involves the Metropolis algorithm being run again and again, where each run involves assessing N new configurations. The value of T is constant during each such run, but at the start of each run T is decreased and so the probability ( p) of accepting an increase in energy reduces.
To implement simulated annealing, one needs (Press et al., 1992) :
(1) A description of possible configurations, i.e. bitpattern to amino acid mappings.
(2) A way of generating random changes in configuration; the new configurations generated are assessed and either accepted or rejected.
(3) An objective function, E, which is analogous to energy. The aim of the optimization algorithm is to to minimize E.
(4) A control parameter, T , which is analogous to temperature, and an annealing schedule that specifies how many configuration changes to assess before T is reduced (that is, it specifies N ), and by how much to reduce T .
A configuration was defined by three sets of parameters (for example, see Table 1 ):
(1) Five floating-point weighting factors (α, β, γ , δ, ), one for each of the five bits representing an amino acid (bits a, b, c, d, e) .
(2) An arrangement of the thirty-two possible five-bit patterns in twenty sets.
(3) The assignment of a bit-pattern set to each amino acid.
If a five-bit pattern b 4 b 3 b 2 b 1 b 0 is interpreted as a binary number, then bits b 4 , b 3 , b 2 , b 1 and b 0 must have weightings α = 2 4 , β = 2 3 , γ = 2 2 , δ = 2 1 , and = 2 0 , respectively. In contrast, we propose that the bitpatterns that represent amino acids are not restricted to being binary numbers. That is, α, β, γ , δ, and can take any values, not just powers of two.
As the initial configuration we used the bit-pattern to amino acid mapping previously proposed (Buttimore and Mac Dónaill, 1996 ; Table 1 ). This mapping was chosen assuming that the bits would be ordered with relative importance:
For convenience, we set the initial weightings according to a binary interpretation of bit-patterns: α = 2 4 , β = 2 3 , γ = 2 2 , δ = 2 1 , and = 2 0 .
IMPLEMENTATION OF ANNEALING
Simulated annealing uses the principle of local search; starting from the initial configuration it iteratively performs small random changes to the configuration, in an attempt to minimize the objective function.
The optimization algorithm had three subroutines (x, y, z), one to optimize each set of parameters (see Section 2): the weightings were optimized in subroutine x, the arrangement of bit-patterns into sets was optimized in subroutine y, and the bit-pattern set to amino acid assignments were optimized in subroutine z. While optimizing each of the three sets of parameters, the other two parameter set assignments were frozen. Subroutine x involved optimizing five continuous variables using a one-dimensional gradient method. In contrast, subroutines y and z involved combinatorial problems which were optimized by simulated annealing.
Each subroutine was called in turn, first subroutine z, then subroutine y, then subroutine x, optimizing and repeating the z-y-x cycle until self-consistency. This multiple annealing strategy, where the final solution from one optimization attempt was the starting configuration for the following attempt, is useful if there are many local minima near the global minimum (Pham and Karaboga, 2000) .
Code to implement this algorithm was written in C and was partly based on published code (Press et al., 1992) .
3.0.1 Changing weighting factors. Subroutine x was used to search for the optimal values of weightings α, β, γ , δ, and . Each weighting was optimized using a onedimensional gradient method. First α was optimized, then β, γ , δ, , then α, β, . . . , and so on. A new configuration corresponded to a new value for the weighting being optimized. For example, when optimizing α, the initial weighting was α = 16. A new one could be α = 16 + x. If this change would cause the objective function (E) to decrease, it was accepted and α = 16 + 2x was assessed. Table 1 . The bit-pattern set to amino acid mapping used as the initial configuration. The thirty-two bit-patterns were divided into twenty sets; one bit-pattern was then selected from each set to find the twenty patterns that minimized the objective function
However, if the change meant that E would increase, α = 16 + x was rejected and α = 16 − x was assessed. When the situation was reached where either adding or subtracting x would cause E to increase, E could not be minimized further by optimizing α, so then β was optimized, then γ, . . . , and so on.
Changing bit-pattern sets.
There are 32 C 20 , or approximately 2.3 × 10 8 , ways that twenty patterns can be chosen from the thirty-two possible five-bit patterns. The aim of subroutine y was to search for the optimal choice of twenty bit-patterns. A new configuration corresponded to a different arrangement of the thirty-two patterns in twenty sets; one bit-pattern was then selected from each set to find the combination of twenty patterns that minimized E (Table 1) . That is, for a particular arrangement of the thirty-two patterns into twenty sets, the objective function value was taken to be the minimum found when the objective function was evaluated for every possible selection of twenty patterns (one from each set). Bit-pattern sets were constrained to contain patterns that were adjacent in the initial configuration (Table 1) Subroutine z was used to search for the best way. A new configuration corresponded to a new bit-pattern set to amino acid mapping, obtained by swapping the bitpatterns assigned to a pair of amino acids, for one or more pairs of amino acids. For example, in the initial configuration amino acids M and V were represented by (10110) and (10100), respectively, while in a new configuration these could be swapped.
Objective function
To derive the objective function, a matrix A of dissimilarities between bit-patterns was calculated, using the weighted XOR distance between patterns as a measure of their dissimilarity. A matrix D of mutational distances between residues was calculated, estimating mutational distance from the BLOSUM45 mutation matrix (Henikoff and Henikoff, 1992) . The purpose of the optimization algorithm was to maximize the correlation of the mutational distances between amino acids, estimated by D, and the corresponding bit-patterns' dissimilarities, calculated as A. The objective function (E) was the square of the Euclidean distance between matrices A and D; the optimization algorithm minimized this A-D distance.
The BLOSUM45 matrix was chosen as the mutation matrix for the following reason. The quality of the solution from simulated annealing depends on having a starting configuration near the global optimum. Hence, we wanted to force our initial configuration, which was chosen such that chemically similar amino acids were given similar bit-patterns (Table 1) , to be near the global optimum. Chemical differences between amino acids are reflected in mutation matrices built from highly divergent sequences (Tomii and Kanehisa, 1996) . The BLOSUM45 mutation matrix, the construction of which involves weighting divergent sequences much more than similar sequences, was an appropriate matrix (Henikoff and Henikoff, 1992) .
Distance matrix D.
The distance matrix D was derived from the BLOSUM45 mutation matrix using the inter-row distance method (Taylor and Jones, 1993) . This method treats the rows of BLOSUM45, which represent amino acids, as vectors defining points in a twentydimensional space. To define D the Euclidean distance between the points was calculated:
Dissimilarity matrix A.
To derive matrix A, the distance between two bit-patterns was calculated as the weighted XOR of the bits. For example, if the weightings were α = 16, β = 8, γ = 4, δ = 2, and = 1, then the distance between (10100) and (00110) would be:
We calculated A i j to be the average of the weighted XORs of the bit-patterns in the set representing amino acid i and the bit-patterns in the set representing amino acid j. To save time, the objective function was evaluated by calculating A in this way in subroutines x and z, while in subroutine y the objective function was evaluated by the more thorough and time-consuming method of taking the minimum objective function value for all possible choices of one bit-pattern from each set (Section 3.0.2). This was feasible because less configurations were assessed in subroutine y than x or z.
Calculating distance between A and D.
When comparing matrices the following steps must be taken (Risler et al., 1988; Zintzaras and Kowald, 1999) :
(1) The matrices A and D had to have comparable sizes, so were scaled to have the same sum over all elements. We defined D sum as:
and A sum as:
Matrix A was then scaled to create A : 
which can be rewritten as:
That is:
where M 2 0 is the residual distance between A and D after translation so that their centroids are at the origin, and 20 j=1 (Ā j −D j ) 2 is the square of the Euclidean distance between their centroids.
The objective function (E) was defined as E = M 2 0 , where M 2 0 was the square of the Euclidean distance between A and D after they had been expressed relative to their centroids.
The annealing schedule
In this preliminary study, the annealing schedule employed was determined heuristically, by examining the performance of each subroutine.
Optimizing weightings.
In subroutine x weightings α, β, γ , δ, and were optimized in turn, and until selfconsistency. For each step (for example, a step optimizing δ), new configurations were tested until convergence was reached, subject to at least 420 new configurations having been accepted. A new configuration corresponded to Press et al. (1992) advise choosing a starting value for the parameter T which is considerably larger than the largest E normally encountered, so in subroutine y the initial T value was set to 80. Each time T was changed, it was reduced by 1%. Before each change in T occurred, T was kept constant while 100 new configurations were assessed. Each new configuration corresponded to a different arrangement of the thirty-two five-bit patterns in twenty sets. If the number of new configurations that had been accepted surpassed 70 for a particular value of T , T was reduced. The best solution so far was saved and was adopted as the starting configuration each time that T was changed. In this preliminary study we assumed that the initial bitpattern sets were reasonable, so bit-pattern sets were constrained to contain patterns that were adjacent in the initial configuration. However, future calculations could constrain sets to have bit-patterns with the same most highly weighted bits. In practice, we found that the objective function was not very sensitive to changes in the arrangement of bit-patterns into sets, so it was only necessary to change T twice.
Optimizing bit-pattern sets.

Optimizing pattern set to residue map.
In subroutine z the value of T was changed 1000 times. The initial T , T 0 , was 40, near the largest decrease in E found. Each time T was changed, it was reduced by 10%. Before each change in T occurred, T was kept constant while 100 000 new configurations were assessed. A new configuration corresponded to a new bit-pattern set to amino acid mapping. If the number of new configurations that had been accepted surpassed 70 000 for a particular value of T , T was reduced. To avoid being trapped in local minimum, a kickstart was programmed after every 500 accepted configurations: T was set to 1000 until ten more configuration changes had been accepted. The pre-kickstart configuration was stored and was readopted if a better solution was not reached by the time fifteen more configuration changes had been accepted. Subroutine z ran until T had been changed 1000 times; or until 100 000 configurations had been assessed without accepting even one, for a particular value of T . On average T was changed 29 times. The best solution so far during subroutine z was saved and used as the starting configuration for subroutine y.
After 70 000 configurations had been assessed and T was due to be decreased for the first time, E was still oscillating. If T is changed before assessing enough configurations, simulated annealing can converge to a local rather than the global minimum. To check whether the oscillations were between similar or different solutions, every 150th configuration accepted while T was equal to T 0 was sampled, taking nine samples. For each of these nine samples the weightings and bit-pattern sets were the same as in the initial configuration (Table 1) , while the bit-pattern set to amino acid assignments were different. The distance between these configurations was calculated as that between the corresponding matrices A (the distance M 2 0 ), after scaling the matrices relative to BLOSUM45. Using the program neighbor (Felsenstein, 1993) , a neighbourjoining tree was drawn to compare the samples to 200 random configurations. Compared to the random configurations, the samples were clustered.
The nine samples were then compared to four configurations (C1-C4) generated from the initial configuration. Configuration C1 was generated by swapping the bitpattern sets for A and P, while C2 was generated by swapping those for P and G; both changes involved similar residues. In contrast, configuration C3 was generated by swapping the bit-pattern sets for P and R, while C4 was generated by swapping those for A and C; here both changes involved dissimilar residues. The nine configurations sampled during annealing were as similar to each other as C1, C2 and the initial configuration were to each other. Thus subroutine z was cycling between similar solutions.
To find out whether the space searched by subroutine z had hundreds of local minima or just a few, random initial configurations were generated, subroutine z was run, and the solutions compared. If there were a unique global minimum, random startpoints would converge to the same solution. A quenching version of subroutine z was also run. The quenching version had T = 0, so it rejected all configurations having higher E, thereby increasing the likelihood of being trapped in a local minimum. A tree of the initial and final configurations was drawn using the program neighbor (Felsenstein, 1993;  Figure 1 ). For both annealing and quenching, random startpoints converged to closely related solutions. Hence, there was either one globally optimum bit-pattern set to amino acid mapping with many nearby local optima, or a cluster of several equally good global optima.
RESULTS AND DISCUSSION
Significance of the bit weightings
When subroutine x was run until convergence, keeping the arrangement of bit-patterns in sets and the bit-pattern set to amino acid mapping as in the initial configuration, the solution found was α ≈ 7.64, β = 6.16, γ = 5.07, δ = 5.15, and = 8.71. However this solution was not the best attainable, since the arrangement of bit-patterns in sets and the bit-pattern set to amino acid mapping had not been optimized.
Expressed as a fraction of (α + β + γ + δ + ), ( + α) was 50%, and ( + α + β) was 69%. Thus three bits may be enough to capture the basic interrelationships of the amino acids, as expressed in the BLOSUM45 matrix. This agrees with Taylor and Jones' (1993) that three dimensions at the least are needed to explain mutational exchanges. Tomii and Kanehisa (1996) found that the main trends in the BLOSUM45 matrix are largely explained by two orthogonal factors; the third most important factor has a small effect. If each amino acid was to be represented by three bits, the three bits with the highest weightings would be taken: eab in this case. Buttimore and Mac Dónaill (1996) assigned bits an order of importance a > b > c > d > e, and gave residues of similar hydrophobicity the same a and of similar volume the same b ( Table 1 ), assuming that hydrophobicity and volume are the major properties influencing amino acid substitution during evolution. This assumption seems correct, because after optimization the weightings were ordered in size: > α > β > δ > γ , where α and β are the weightings for bits a and b, respectively. This indicated that hydrophobicity and volume are two of the physicochemical properties reflected most in BLOSUM45, as has been shown (Tomii and Kanehisa, 1996) .
What does the result > α > β mean? We wanted that the weighted XOR distances between the bit-patterns assigned to, for example, F, Y and W, would be proportional to the amino acids' dissimilarity according to BLO-SUM45. For this to be true, the bits that distinguish F, Y, and W, which are bits d and e, must carry a high weight; a large δ or is necessary. This is because if bits d and e were ignored, and amino acids were partitioned according to just bits a and b, then V, I, M and L would be indistinguishable, as would F, Y, and W (Table 1) . However, the distances within the V-I-M-L and F-Y-W clusters in BLOSUM45 are nearly as large as the distance between the clusters. For this relationship to be captured, the weighting on bit e had to be large. Clearly, the significance of bit e was underestimated in the initial guess.
Fully optimized mapping
The entire optimization algorithm comprising subroutines x, y, and z was run until convergence. Simulated annealing does not guarantee to find the optimum solution, so running the optimization algorithm for longer could have found a marginally better solution. However, for preliminary exploration of the envisaged filter algorithm a nearoptimal solution is enough. The time of convergence of the simulated annealing algorithm was at most one day when run on a LINUX platform with Pentium II processors (400 MHz). Therefore, bit pattern representations corresponding to different substitution matrices can be calculated relatively quickly (a calculation that only needs to be done once for each substitution matrix).
This best solution (Table 2a) can be crudely approximated as the weighted XOR distance between them calculated by setting all the weightings to one, that is, as the Hamming distance between them. When the weightings were optimized α was roughly twice as big as the other weightings; hence, the distance between the five-bit patterns is better approximated by the Hamming distance between the six-bit patterns so that the bit weighted by α, namely b 4 , is counted twice. Using this Hamming distance as a scoring function would allow us to make use of integer arithmetic, which is much faster than floating-point arithmetic on typical computers.
When similarity between amino acids was estimated from BLOSUM62, the default matrix in the commonly used BLAST algorithm (Altschul et al., 1997) , the weightings were different from the BLOSUM45 result (α = 11.28, β = 7.05, γ = 6.47, δ = 5.74 and = 6.45), as was the best bit-pattern to amino acid mapping found (Table 2b ). The BLOSUM45 matrix was chosen so that the initial configuration would be close to the global optimum (see Section 3.1); if BLOSUM62 had been used, it would have been further away.
Application: comparing porins
To illustrate the behaviour of the envisaged filter algorithm, two porins, the bacteriophage PA2 LC precursor (SWISSPROT P07238) and the Escherichia coli PhoE precursor (SWISSPROT P02932), were compared to each other using the Smith-Waterman algorithm (1981) . Three different alignments were calculated, each with a different scoring function: with the BLOSUM45 matrix; with the matrix A 5bit calculated from the best five-bit representation of amino acids found; and with the matrix A 3bit calculated from the best three-bit representation of amino acids found, using the three most highly weighted bits a, d, and e (Figure 2) . A 5bit and A 3bit were calculated as in Section 3.1.2. The three alignments were nearly the same, except that the positions where gaps were placed differed by two or three amino acids between alignments. This confirms the potential of a three-bit per amino acid filtration approach. If bits a, b, and c were used instead of a, d, and e, the alignments differed only slightly. This suggested that bits b, c, d and e are roughly equally important, and so the idea of a Hamming distance scoring function is not infeasible as long as bit a is counted twice.
Conclusion
This paper describes how we searched for the optimal bitpattern to amino acid mapping, or equivalently for the optimal weighted XOR scoring function. We considered this to be an important step in developing a filter algorithm that would represent amino acids with bit-patterns, because the sensitivity and selectivity of any filter algorithm depends largely on the accuracy of the function it employs for scoring substitutions (Johnson and Overington, 1993; Pearson, 1995; Vogt et al., 1995) . The best way to implement the filter algorithm will be the focus of future work; for example, we need to work out the most efficient way to preprocess amino acid sequences into bit patterns on-the-fly, to introduce insertions and deletions during the Smith-Waterman algorithm when several residues are stored in one machine word, and to estimate gap penalties. We also plan to compare the filtration strategy, using bit-patterns corresponding to different substitution matrices, with other filter algorithms in terms of its sensitivity and selectivity for detecting homologues at different evolutionary distances, and its speed. 
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PhoE: 199 GSDFAISGAYTNSDRTNEQ-----NLQS-RGTGKRAEAWATGLKYDANNIYLATFYSETR 252 Fig. 2 . Three alignments of the N-termini of bacteriophage PA2 LC precursor and E.coli PhoE precursor. These were calculated using the BLOSUM45 scoring matrix, using a five-bit representation of amino acids, and using a three-bit representation of amino acids, respectively. The Smith-Waterman algorithm (1981) was used to calculate the alignments, using a gap opening penalty of −14 and a gap extension penalty of −2. Differences between the three alignments are highlighted in bold. Alignments are not shown for residues 26-84 of the LC precursor (24-82 of the PhoE precursor); the three alignments are identical in this region. The LC precursor is 366 amino acids long and the PhoE precursor is 352 amino acids long.
