In this paper, we present the steps required for the construction of a praxicon, a structured lexicon of human actions, through the learning of grammar systems for human actions. The discovery of a Human Activity Language involves learning the syntax of human motion which requires the construction of this praxicon. The morphology inference process assumes that a non-arbitrary symbolic representation of the human movement is given. Thus, to analyze the morphology of a particular action, we are given a symbolic representation for the motion of each actuator associated with several repeated performances of this action. As a formal model, we propose a new Parallel Synchronous Grammar System where each component grammar corresponds to an actuator. We present a novel parallel learning algorithm to induce this grammar system. Our representation explicitly contains the set of joints (degrees of freedom) actually responsible for achieving the goal aimed by the activity, the motion performed by each participating actuator, and the synchronization rules modeling coordination among these actuators. We evaluated our inference approach with synthetic data and real human motion data. The algorithm manages to induce the correct grammar system even when the input contains noise. Therefore, our approach was successful in both representational and learning aspects, and may serve as a tool to parse movement, learn patterns, and to generate actions.
Introduction
Human movement is a natural phenomenon where a human uses a number of independent actuators to move its body around the world. These actuators are articulated body parts connected by joints into a single structure: a skeleton. Considering its configuration in 3D space, each articulated joint has a number of degrees of freedom corresponding to joint angles. This way, the actuators that control a human body are usually represented as joint angles.
Although independent, the actuators coordinate their actions to achieve a specific common purpose. As an example, the parts of an upper limb are coordinated during a reach action. Hand, forearm, and arm are coordinated into the goal of reaching for a specific target location. For each different action (e.g., walk, run, throw, kick, grasp), there is a specific set of actuators that is determinant (i.e., necessary and sufficient) to perform such motion. This set of determinant actuators is named here the set of essential actuators.
Currently in the human motion modeling literature, the set of essential actuators involved in a specific action usually consists of a fixed set. In other words, the set of essential actuators used to perform any action is the same for all actions in a motion vocabulary. In general, the set of essential actuators represents either total body or a single joint angle. A total body approach always considers the whole body as the set of essential actuators for any action. This assumption neglects the independent behavior of actuators over different activities. On the other hand, an approach that treats each joint angle individually does not consider the collaboration between them to achieve a common goal.
In this paper, we propose an approach where each different action is associated with its own (possibly different) set of essential actuators. This approach models explicitly the variability of the set of actuators according to the action. This is more robust with regards to occlusion and field of view limitations in the observation process. If an occluded subject is performing an action such that some of the essential actuators are still visible (but not the whole body) then a surveillance system may be able to recognize this action only with the image of the non-occluded body parts given that the action representation is based on the essential actuators and not on the whole body.
The different strategies of parallel and synchronous interaction among actuators play an important role in human movement. Therefore, a movement representation for a specific human activity should include: the set of essential actuators involved in the activity, the motion patterns associated with each participating actuator, and their coordination in terms of the synchronization rules among these actuators. This representation is a motion morpheme associated with a single action. In the context of human actions, morphology concerns the study and representation of motion morphemes. A more important structure is the set of morphemes for a whole vocabulary of actions. This structure is necessary to learn a motor alphabet for the vocabulary, to find common patterns in different actions, and to discover ways to compose single morphemes into more complex motion. Here, we present the steps required for the construction of a praxicon, a structured lexicon of human actions, through the learning of grammar systems for human actions. Hence, the praxicon is a motion vocabulary that consists of a number of actions such as walk, reach, and grasp. This praxicon is essential for the learning of motion syntax, the rules that govern the compositionality of motion morphemes into motion sentences. For example, syntax concerns the concatenation of actions such as a sequential transition from walk to run. However, the construction of a praxicon assumes the existence of a kinetological system to discover motor primitives and to associate them with symbols.
We assume that a non-arbitrary symbolic representation of the human movement is given to the process of morphology inference. Thus, to analyze the morphology of a particular action, we are given a symbolic representation for the motion of each actuator associated with several repeated performances of this action. This symbolic representation originates from the kinetological process.
1 Movement signals, obtained from a motion capture system, are divided into consecutive segments according to velocity and acceleration of joint angles. The segments are then transformed into a string of symbols, denoted here as kinetemes. In fact, symbolization amounts to classifying motion segments such that each class contains variations of the same primitive motion. A symbolic representation for the motion signal of a single action is an actiongram. An actiongram consists of a set of n sequences A i of symbols for each actuator i in a set of n actuators. The symbols in the strings of an actiongram are associated with the motor primitives present in the movement when a specific activity is performed (possibly several times). Although the input concerns a specific action performed several times, we model any general activity, not restricted only to repetitive or cyclical movement. The repeated performance of the same action is needed only for learning purposes. Once representations are inferred, they may be used to generate and analyze any motion. Hence, all results in this paper consider general actions that are not constrained to any motion domain, to repetitive actions, or cyclical motion.
Given an actiongram, the problem addressed in this paper is to identify the set I of essential actuators responsible for the specific goal achieved with this activity, to learn the motion patterns (sequence of kinetemes) for all actuators in I, and the synchronization among these actuators. A praxicon is built by solving this problem for all actions in a large lexicon of verbs associated with observable meaningful human movement. 2 We pose this problem as the grammatical inference of a grammar system modeling human activity. As a formal model, we propose a new Parallel Synchronous Grammar System where each component grammar corresponds to an actuator. We present a novel parallel learning algorithm to induce this grammar system. Our algorithm does not assume knowledge of either the number of components or the language components of the grammar system being inferred. The input is a single symbolic stream (a string) per actuator without any marks or annotation. We evaluated our inference approach with synthetic data and real human motion data. We created synthetic actiongrams with ground truth and tested our method with increasing levels of noise. The algorithm achieved 100% success with a noise level up to 7%. This paper addresses the representation of human actions as morphemes that are part of a powerful structure: a language for human motion. The relevance of this work remains in the novelty of the problem (the inference of the set of essential actuators for human actions), in the originality of our approach, and in the impact on areas that consider the synthesis and analysis of human movement. In Humanoid Robotics for instance, adequate movement models are detailed domain knowledge of the solution for complex nonlinear dynamics problems related to motor coordination. The motion representations make these problems highly structured and suited for path planning of motor control towards skill acquisition in humanoid robots. A human activity language is a representation that includes the morphology for a whole praxicon. This representation will assist humanoid robots to generalize the planning and control of motor activities while using a whole vocabulary of human actions.
The rest of this paper is organized as follows. In Section 2, we discuss related work to human action representation, grammatical inference, and grammar systems. Section 3 presents morphology as a grammatical inference process. In Section 4, we identify common structures shared by different actions. Conclusions are presented in Section 5.
Related Work
The work discussed in this paper is based on research developed in three main areas: human action representation, grammatical inference, and grammar systems. We use the formalization of grammar systems and present a parallel learning algorithm for the induction of human activity. This way, we present in this section a brief introduction to grammar systems with a review of some relevant work. This review is important to situate our novel grammar system model in this scope.
Human activity representation
Stuart and Bradley 3 found interpolation sequences between pairs of body postures using A* search in a set of transition graphs built from corpora of human movement. These graphs capture the progressions of a single joint in the corpus.
Hidden Markov Models (HMM) are vastly used to characterize movement sequences. 4 Alon et al. 5 estimated a finite mixture of HMMs using an Expectation Maximization formulation. In this approach, each HMM corresponds to a cluster of motion segments. Motion segments corresponding to the same movement should be assigned to the same cluster. However, the finite mixture method partially assigns each motion segment to all clusters. Brand and Hertzmann 6 extended HMM with a multidimensional style variable used to vary its parameters. They learned motion patterns from a set of motion sequences. HMMs are essentially probabilistic finite state automata. In this sense, a stochastic context-free grammar (SCFG) is a generalized model, which relaxes some structural limitations. Ivanov and Bobick 7 used a single SCFG to parse activities and interactions between multiple agents.
Sidenbladh et al. 8 constructed a low dimensional linear model of the human motion.
They used Principal Component Analysis (PCA) to reduce the dimensionality of the time series of joint angles. The movement data was structured into a binary tree using the coefficients with larger variance in higher levels of the tree. Jenkins and Matarić 9 used dimensionality reduction to extract motion primitives (spatio-temporal structure) with an extension of the Isomap algorithm. They performed eigenvalue decomposition on a similarity matrix computed as a geodesic distance between each data pair.
Wang et al. 10 presented a segmentation which used the local minima of velocity and local maxima of change in direction. The motion segments were hierarchically clustered into classes associated with symbols. A small lexicon was inferred from the symbolic sequence through a language acquisition approach. The lexicon was induced for a single movement stream/string and, consequently, the induction involved only sequential learning.
Mörchen et al. 11 presented a framework to discover movement patterns from EMG and kinematic measurements represented as multivariate time series. The kinematic time series were reduced to primitive patterns by manual clustering with Emergent SelfOrganizing Maps and no time information. The same consecutive primitives were merged into intervals corresponding to symbolic states. They assumed all actuators were participating equally in the action. While they considered all aspects of movement at the same time (total body movement) to find coincident intervals, our approach automatically identifies the relevant actuators involved in the movement and considers actuators independently. Furthermore, in their approach, the discovered pattern events were sparse and could not be used for the reconstruction of the movement.
To the best of our knowledge, no approach modeling human motion learns the set of actuators involved in an action. Usually, they consider a fixed set of actuators while our method induces the appropriate actuator set for each action.
Grammatical inference
Grammatical inference concerns the induction of the syntax (or the grammar) of a language from a set of labeled sentences. The grammar inference consists in learning a set of rules for generating and recognizing the valid strings that belong to the language. The target grammar is usually modeled as grammars that belong to the Chomsky hierarchy of formal grammars. The literature is vast on methods for learning regular grammars, context free grammars, and stochastic variations. 12 Regular grammars and context free grammars cannot be induced only from positive examples. 13 However, several heuristic techniques learned approximations to the target grammar. The SNPR algorithm 14 learned syntagmatic elements (sequences) and paradigmatic elements (sets) from minimal elements which are perceptual primitives (e.g. letters or phonemes). Each element corresponded to a rule in the learned grammar. The learning involved the concatenation of the most frequent pair of contiguous elements.
Sequitur 15 was an algorithm that inferred a hierarchical structure from a sequence of discrete symbols. Sequitur inferred a grammar, where each repeated subsequence gave rise to a rule and was replaced by a non-terminal symbol. The algorithm constrained the grammar with two properties: digram uniqueness and rule utility.
Grammar systems
Variants of the classical models in Formal Language Theory were used to specify nondeterminism in computing devices with notions such as distribution, parallelism, concurrency, and communication. A grammar system consists of several grammars (components) that work together generating a common symbolic state represented by a finite set of strings. The components of the system change the state through rewriting and communication.
We use grammar systems as a formal model to learn the morphological structure of human actions. The most important models of grammar systems were cooperating and parallel grammars. Cooperating Distributed Grammar Systems (CDGS) had components working sequentially. 16, 17 Only one component was active at any moment. Therefore, the components took turns in rewriting a common sentential form according to a certain cooperation protocol. Colonies were a simplification of CDGS where the components were regular grammars generating finite languages. Sosík and Štýbnar 18 trained a Neural Pushdown Deterministic Automaton (NPDA) with sequential access to a set of positive and negative sequences in some language. The NPDA model required preliminary information about the expected size of the inferred grammar, since the topology of the NPDA did not change during the training. They extracted a colony from the trained NPDA with a heuristic algorithm after a hierarchical clustering in the space of neuron states.
A Parallel Communicating Grammar System (PCGS) consisted of several grammar components working simultaneously in a synchronized manner. 19 The component grammars rewrote their own sentential forms in parallel. They communicated by exchanging their current sentential forms among each other. The requested string became part of the sentential form of the receiving grammar. In a returning mode, after sending their partial solutions to others, the components were reset to their axioms and started a new computation. The language generated by the system was the language generated by a distinguished component of the system (master grammar) with the help of the others. The assumption that communication took a single step and components continued computation without waiting for the end of communication was not reasonable. Fernau 20 discussed a variant of PCGS with terminal transmission and right-linear components. In this model, the communication was constrained only to the transmission of terminal strings. Therefore, queried components had only terminal strings as sentential forms by definition. An inference algorithm for this model was proposed which used additional structural information about communication (sentences with query symbols) and the component languages were learned separately with special care for the master component.
Morpho-Kinetology
Morphology is concerned with the structure of words, the constituting parts, and how these parts are aggregated. In the context of a Human Activity Language, morphology involves the structure of each action and the organization of a praxicon in terms of common subparts. Our methodology consists in determining the morphology of each action in a praxicon (morpho-kinetology) and then in finding the organization of the praxicon (morho-syntax).
We define a human action morpheme as the set of essential actuators intrinsically involved in the action, the corresponding motion patterns in terms of kinetemes, and the synchronization among these actuators. The morphemes are the essential parts of human actions. Since the derived motion patterns are sequences of kinetemes (i.e., motor primitives), the inference of morphemes is called morpho-kinetology. This part of morphology aims to select a subset of the motion which projects the whole action only into the essential actuators and their motion patterns, as illustrated in Fig. 1 .
The essential actuators are the ones actually responsible for the achievement of the intended result of an action. They are strongly constrained and, consequently, only these "meaningful" actuators will have consistent motion patterns in different performances of the same action. To learn the morphology of a human action, an actiongram associated with several repeated performances of this action is given as input.
Given such an actiongram A as input, we aim to automatically learn the morpheme of the corresponding action. Formally, the morpheme consists of a set I representing the essential actuators for the action; for each i ∈ I, a substring p i corresponding to the motion pattern that the actuator i performs during the action; and a set of tuples corresponding to synchronized rules between kinetemes in different strings. Since our input is a set of concurrent strings, we pose this problem as the grammatical inference of a grammar system modeling the human activity such that each component grammar of the grammar system corresponds to an actuator.
Parallel synchronous grammar system
In human movement, we are interested only in the simultaneous synchronized work of the component grammars. The communication feature is unnecessary because it is implicit in motion coordination. We propose a novel grammar system, a Parallel Synchronous Grammar System (PSGS), where strings generated by components are not shared through communication steps. The formal model suggested here is based on a PCGS with rule synchronization 21 and no query symbols. The synchronization among rules in different components is modeled as a set of tuples of rules (possibly one rule for each component), where rules in a tuple are derived simultaneously. We specify the definitions related to our adapted PCGS model below. We assume the reader is familiar with the fundamentals of formal language theory. For further information on formal language theory, the reader is directed to the book of Hopcroft and Ullman. 
A PSGS with n ≥ 1 components is an (n+3)-tuple Γ = (N, T, G 1 , G 2 , …, G n , M) , where N is a set of non-terminals and T is a terminal alphabet (N and T are mutually disjoint); G i = (N, T, P i , S i ), 1 ≤ i ≤ n, are Chomsky grammars with a finite set of production rules P i over (N ∪ T) and a start symbol (axiom) S i ∈ N; and M is a subset of (P 1 ∪ {#}) × … × (P n ∪ {#}), where # ∉ (N ∪ T) is an additional symbol. A simple example of a PSGS with four components {G 1 , G 2 , G 3 , G 4 } is Γ = ({S 1 , S 2 , S 3 , S 4 , N 1 , …, N 23 }, {a, b, c, d}, G 1 , G 2 , G 3 , G 4 , M) , where N 1 → bc, N 14 → N 1 a, N 15 → N 14 d, N 16 →N 15 a, N 17 → N 16 N 1 , 
Parallel learning
The execution of a human action involves the achievement of some goal and, therefore, requires consistency in a single string (sequential grammar) and coordination among different strings (parallel grammar). This way, sequential grammar learning and parallel grammar learning are combined here to infer the morphology of a human action.
We propose parallel learning to concurrently infer a grammar system as the structure of all strings A 1 , …, A n in the actiongram A. Our Parallel Learning (PAL) algorithm is shown in Fig. 3 Each new non-terminal N c is checked for possible synchronized rules with existing non-terminals in the CFGs of other strings (i ≠ q), as shown in Fig. 4 . Synchronization between two non-terminals (N c and N k ) in different CFGs requires each occurrence of these non-terminals (obtained with procedure FindOccurrences) to have intersecting time intervals (E c (u) ∩ E k (v)) in the different strings generated by their respective CFGs. Synchronization relating two non-terminals in different CFGs is issued if there is a oneto-one mapping (one-to-one(I)) of their occurrences in the associated strings. Further, any two mapped occurrences must correspond to intersecting time periods. The function SynchronizedRules performs this search for synchronization and incrementally creates a relation R, where each pair in this relation represents two synchronized rules in different component grammars. The synchronous tuples in the subset M of the grammar system are recovered from R. We show an execution of our parallel algorithm below. For two iterations, we show the set of strings A = {A 1 , A 2 , A 3 , A 4 , A 5 }, the sets of production rules P i , and the relation R with the synchronized rules. The strings in the input set A are derived from the previous example Γ of a PSGS (see Subsection 3.1) with an additional spurious string: A 4 . The initial strings in the input set are:
(abcdbcadabcdbcadabcdbcad)}. A = {(a-5d-5ada-5d-5ada-5d-5ad),
(a-6d-6ada-6d-6ada-6d-6ad)}, P1 = {5 -> bc}, P2 = {1 -> bc}, P3 = {2 -> cd, 3 -> 2a, 4 -> 3b, 7 -> 44}, P4 = {}, P5 = {6 -> bc}, R = { (2, 1), (3, 1), (4, 1) , (5, 1), (5, 2), (5, 3), (5, 4) , (6, 1), (6, 2), (6, 3), (6, 4), (6, 5)}.
In practice, synchronization is difficult to be detected for low-level non-terminals (closer to the leaves of the grammar tree forest). These non-terminals have a high frequency and some atom occurrences are spurious. However, high-level non-terminals are more robust and synchronization is reliably detected for them. To overcome this problem, the algorithm could be adapted with a re-check for synchronization. When synchronization is issued for a pair of non-terminals A and B, their descendents in the respective grammar trees are re-checked for synchronized rules. This time, we consider only instances of their descendent non-terminals which are concurrent with A and B.
Besides formally specifying the relations between CFGs, the synchronized rules are effective in identifying the maximum level of generalization for an action as demonstrated with the non-terminal 7 above. Further, the set of strings related by synchronized rules corresponds to the actual grammar components. The basic idea is to eliminate non-terminals with no associated synchronization and the resulting grammars are the true components of the learned PSGS. The grammar associated with string A 4 above will end up with three non-synchronized rules (P4 = {8 -> ad, 28 -> ca, 29 -> bb}), which correctly identifies it as the spurious string not belonging to the grammar system inferred.
To identify the essential actuators and the corresponding motion patterns, the nonterminals associated with no synchronization rules are discarded from the component CFGs. The set I of essential actuators is identified according to the set of CFGs with a considerable amount of synchronized rules. For each actuator i ∈ I, the associated motion pattern p i is generated by the non-terminal in G i whose occurrences cover the most time of the duration of the motion.
Using the synchronized rules, we prune spurious production rules in the component grammars. Consequently, the remaining rules serve to identify the subset of true components related to the action. The resulting component grammars correspond to the actuators coordinated for the achievement of a common purpose embedded in the action. The highest-level in each grammar component delimits the motion pattern associated with the action. (c) Ground truth for the synthetic actiongram above. Each synthetic actiongram contains four strings generated according to pattern templates. The remaining strings are randomly generated. 
Evaluation
We evaluated our parallel algorithm with synthetic data and real human motion data. Synthetic actiongrams were created with 20 synchronous strings, each one containing 100 segments with a uniform time length. Each segment is associated with a symbol extracted from an alphabet of 20 characters. Each segment is depicted in Figure 6 as a colored rectangle associated with a character in the alphabet (the superimposed letters). Four synchronous strings in the actiongram are created according to a pattern chosen among one of eight different templates, as shown in Fig. 6a . These templates are repeated 10 times along the patterned string (separated by two random characters) to represent a consistent movement performed several times. Different templates are applied to the four patterned strings synchronously. The remaining strings are generated with random symbols from the alphabet to simulate spurious movement, shown in Fig. 6b .
The ground truth for our problem is available for a synthetic actiongram, as shown in Fig. 6c . We compare the output of our algorithm with this ground truth to define the following evaluation criterion: If the output matches the ground truth, i.e., all four pattern strings are identified and the corresponding templates are extracted, we claim that the algorithm was successful.
For a more realistic evaluation, we inserted noise in the synthetic data. The four patterned strings have a number of symbols replaced by noisy random characters in the alphabet. We tested our algorithm 100 times for an increasing level of noise and computed the overall success rate for each noise level, as shown in Fig. 7 . The algorithm achieves 100% success rate up to 7% of noise inserted in the patterned strings. The algorithm is robust even at 10% of noise level when the success rate was 96%. 
Morphology inference of real human actions
Given an actiongram of a real human activity, parallel learning selects a subset of the actiongram which projects the whole action only into the intrinsic joint angles and motion patterns of the action. The whole grammatical inference process is data driven. We validated our approach with a large scale motion capture database. This process of morpheme learning was performed in each action of our motion database. Our database consists of about 200 actions associated with English verbs related to observable voluntary meaningful movement. Our database does not consist of actions in any specific domain; instead it contains general activities covering locomotion, nonlocomotion, manipulative, and interactive actions. The subset of induced grammar components is associated with joint angles concerned intrinsically with the action. The resulting grammars represent the morphological structure of the action being induced. We automatically identified the morphemes in our database, i.e., the essential actuators participating in each action, the associated motion patterns described as sequences of kinetemes, and their synchronization with movement in other joints. In Figs. 8 and 9 , we show the inferred morphemes associated with four human actions: grip, chop, kick, and climb. Each morpheme is depicted as a polygon where each side of the polygon corresponds to an essential actuator. From a number of degrees of freedom, only the inferred essential actuators are depicted. For each essential actuator, we show the motion pattern and its structure. The motion pattern is the sequence of kinetemes (i.e., motor primitives depicted as colored rectangles) and its structure is a binary tree, where leaf nodes represent the most frequent digrams in the actiongram.
As we can see from the examples illustrated in Figures 8 and 9 , our grammatical method for the inference of essential actuators (i.e., the morphology of human actions) performs well on real data. The grip action is a manipulation activity that involves (right) hand actuators to grasp something with strength. Our method infers 12 essential actuators for this action. These actuators consist of the x-axis rotation (flexion-extension) for the three phalanxes (A, B, and C) of fingers (index, middle, ring, and little) and the y-axis rotation of the thumb. The chop action consists of a repetitive motion (up and down) where a knife is used to cut some vegetable with the (right) arm and hand. Our method automatically infers a total of 7 essential actuators for this non-locomotion activity. In this case, the actuators are associated with all joint angles for shoulder and elbow and with the y-axis rotation for the hand palm.
Another non-locomotion action we present here to further validate our techniques with real data is the kick action. In this action, the subject kicks a wall at a moderate height and in front of him/her with the right leg and foot. Our method detects 11 essential actuators. These actuators are the hips orientation in the x-axis and z-axis, the left hip and left ankle flexion-extension (due to a change of stance to support the body with the left leg), and the right hip, right knee, and right ankle involved in the kick itself, each one with 2 or 3 actuators/DOFs. We also discuss here a locomotion action: climb upstairs. In this motion, the subject climbs the stairs in such a way that both feet stay at one step for some time. Our algorithm identifies 11 essential actuators. This time, the set of essential actuators includes the hips orientation in the x-axis and y-axis, and symmetrical actuators in both legs (hips, knees, and ankles). The symmetrical actuators are mostly the flexionextension (x-axis rotation) and some additional actuators for the ankles. In all cases above, the inferred set of essential actuators is consistent with the action performed and its intrinsic goal. Therefore, validation with real data is accomplished at certain point. Further validation with real data is obtained next from the detection of common structure in different actions.
Motion patterns of different actions for a particular actuator may have a common structure. Some motion patterns share the same kineteme. This way, the morphological grammars become even more compact with just a few kinetemes required to represent all motions.
Morpho-Syntax
Once morphemes are inferred for each action in a praxicon, we may learn further structure for these morphemes. This structure arises from the ordering, intersection, and repeated occurrences of kinetemes in motion patterns for the same actuator but in different actions. We refer to this additional structure as morpho-syntax.
Our method to infer morpho-syntax considers a single actuator i at a time. We denote p i a as the motion pattern for actuator i and action a, such that i ∈ I a , where I a is the set of essential actuators for action a. All motion patterns p i a for actuator i in different actions are described as sequences of kinetemes. These kinetemes are obtained through segmentation and symbolization in the kinetological process. We refer to these kinetemes as original kinetemes. The sequences of original kinemes altogether (for all actions and a single actuator) can be generated by a single context-free grammar that represents a more compact and efficient structure: a morphological grammar.
Initially, the symbolization process is performed considering the segments associated with kinetemes in motion patterns p i a for all actions. This way, segments of different actions may become associated with the same symbol. In other words, the same kineteme or motor primitive may be found in different actions. With regards to actuator i, this symbolization results in a set of symbols that represents a unified alphabet of kinetemes for all actions in the praxicon. The motion patterns for actuator i in all actions are rewritten according to this unified alphabet. In our experiments, for a total of 30 actuators evaluated, the maximum size of such an alphabet was 31 kinetemes and the median size was 17 kinetemes to describe the whole praxicon of about 200 actions. Overlapping kinetemes in joint angle space are considered different units without taking their angular intersection in consideration. To overcome this lack of structure, we subdivide the original kinetemes according to their intersections with other kinetemes in joint angle space. In this space, a kineteme ranges from an initial angle to a final angle. In Fig. 10 , each kineteme is represented by a rectangle where the left side is at the initial angle and the right side is at the final angle. These angles are displayed as vertical lines.
The border angles correspond to points where the kinetemes are subdivided. Therefore, the intervals delimited by these angles correspond to new kinetemes (shown as red symbols in Fig. 10 ).
The number of new kinetemes is at most twice the number of original kinetemes. The new kinetemes are used to represent subparts of the original kinetemes in the motion patterns. An example from Fig. 10 is the original kineteme S that becomes the sequence of subparts bcd. This way, every instance of S in a motion pattern is replaced by the sequence bcd. The attributes of the new kinetemes are retrieved from the original kinetemes they belong to. This way, an original kineteme becomes its sequence of subparts and every instance of an original kineteme symbol in a motion pattern is replaced by its sequence of subpart symbols.
The inference of the CFG that generates motion patterns for actuator i in all actions involves the application of sequential learning to a string that is the concatenation of all these motion patterns: 〈p i a1 p i a2 … p i ak 〉, where 〈〉 denotes the concatenation operation and k is the number of actions a such that actuator i ∈ I a . However, the counting of occurrences of digrams does not consider digrams with symbols at the borders of two different consecutive patterns. For example, a set of two motion patterns BAC and DACD is concatenated as BACDACD, but the first occurrence of digram CD is not considered. This way, the ordering of concatenation of motion patterns does not affect the inferred grammar. The morphological grammar induced for a single actuator is an additional structure that compactly represents all possible motion patterns for this actuator, as Fig. 11 shows. The grammar is able to generate any movement in the praxicon and to aid the analysis of an unknown (possibly novel) movement. Further, based on the new kinetemes, the grammar explicitly considers the intersections between original kinetemes. This leads to an important aspect of morpho-syntax that is the discovery of common motions in different actions. The morpho-syntactic process is applied to obtain morphological grammars for each actuator in the articulated human body model.
Conclusion
In this paper, we discussed the morphological part of a linguistic framework for the modeling and learning of human activity representations. In this part, we associate each action with a novel formal grammar system. Our parallel algorithm infers a grammar system without any structural information about the components or component languages.
This grammar system is a human movement representation that considers the variability in the set of active joints for different activities. Our representation explicitly contains the set of joints (degrees of freedom) actually responsible for achieving the goal aimed by the activity, the motion performed by each participating actuator, and the synchronization rules modeling coordination among these actuators.
We presented the steps required for the construction of a human praxicon. A praxicon is the kinematic analogy to a lexicon in spoken language. We learned a large praxicon through the inference of the grammar systems corresponding to a large set of actions. The learned templates of human action allow the mining of strategies of movement. This leads to the syntax of human activity, another part of our linguistic framework, with implications in the parsing (synthesis and analysis) of human action.
Another important issue concerning the non-arbitrary mapping of motion data to concrete concepts (associated with human action) is the grounding of symbolic reasoning systems. A logic-based conceptual system would be grounded in sensory-motor information through this mapping. Therefore, a linguistic framework is another way to organize human motion and, consequently, to attach meaning to a conceptual reasoning system. Our framework was able to infer movement patterns that closely model the original movement. The patterns provide high-level and explicit information about the meaning of each human activity. Therefore, our approach was successful in both representational and learning aspects, and may serve as a tool to parse movement, learn patterns, and to generate actions.
