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Abstract: A method for the visualisation of
excited-state electron correlation is introduced and
shown to address two notorious problems in excited-
state electronic structure theory, the analysis of ex-
citonic correlation and the distinction between cova-
lent and ionic wavefunction character. The method
operates by representing the excited state in terms
of electron and hole quasiparticles, fixing the hole on
a fragment of the system and observing the result-
ing conditional electron density in real space. The
application of this approach to oligothiophene, an
exemplary conjugated polymer, illuminates excitonic
correlation effects of its excited states in unprece-
dented clarity and detail. A study of naphthalene
shows that the distinction between the ionic and co-
valent states of this molecule, which has so far only
been achieved using elaborate valence-bond theory
protocols, arises naturally in terms of electron-hole
avoidance and enhanced overlap, respectively. More
generally, the method is relevant for any excited state
that cannot be described by a single electronic con-
figuration.
Electronically excited states of molecules form the
underpinnings of a wide range of processes of utmost
scientific interest, such as light-driven natural pro-
cesses [1, 2] photochemical reactions [3], signalling
and sensing [4], and the operation of organoelectronic
materials [5, 6]. Computational photochemistry has
become an indispensable part of scientific investiga-
tions in these areas through two main tasks, the in-
terpretation of experimental results and the predic-
tion of unknown photophysical properties. Indeed,
the predictive power of computational photochem-
istry has steadily increased over the recent years due
to the tremendous effort spent in the development of
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new methods as well as rapid progress in computer
technology [7, 8, 9, 10, 11, 12]. However, the interpre-
tation of this wealth of computational data can act
as a significant impediment in practical work. There-
fore, a number of analysis tools have been developed
to quantify excited-state properties [13, 14, 15, 16, 17]
and to visualise the molecular orbitals (MOs) in-
volved and their location in space in a compact and
rigorous way [18, 19, 20, 21, 22, 23].
However, the above-mentioned visualisation tools
— and the MO picture itself — break down if the
information of interest does not lie in the MOs them-
selves but in the interaction of different quaside-
generate electronic configurations. Such cases are
widespread and two notorious failures of the MO pic-
ture relate to excitons in extended systems [24, 25, 26]
and to ionic/covalent wavefunction character in al-
ternant hydrocarbons [27, 28]. The first case is re-
lated to the emergence of band structure in large
systems, which leads to excited states formed as a
superposition of many different electronic configura-
tions whose description requires moving from the MO
picture to a representation in terms of correlated elec-
tron and hole quasiparticles [29, 26, 30, 31]. Previous
attempts of visualising the ensuing correlated elec-
tron-hole distribution have relied on coarse-grained
correlation plots [32, 33, 34, 35, 36, 37, 38] and other
abstract visualisation techniques [39, 40] but the goal
of visualising correlated wavefunctions in real space
has remained elusive. The second case derives from
quasidegeneracies induced by approximate symme-
tries [41] and plays a role even for common smaller
molecules such as butadiene, benzene, and naphtha-
lene [27, 28]. These molecules possess two distinct
classes of states, denoted “+” and “−” [41], which
are understood as ionic and covalent states within
valence bond (VB) theory [42, 27]. This distinction
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has existed since the early days of molecular quan-
tum mechanics [41] but the quantification of covalent
and ionic character is still quite cumbersome requir-
ing specialised VB protocols [43] and has remained an
active research topic [28]. This is particularly trou-
blesome as it has been mentioned repeatedly that the
ionic/covalent character has a strong but hard-to-pin-
down impact on commonly used electronic structure
methods such as multiconfigurational self-consistent
field [44, 45, 46, 47] and time-dependent density func-
tional theory (TDDFT) [48, 49, 50, 51].
It is the purpose of this Communication to intro-
duce a generally applicable and intuitive method for
the analysis of excited-state correlation effects and to
exemplify its power in the above-mentioned cases of
exciton correlation and ionic/covalent wavefunction
character. As a first step, high-level excited-state
computations are performed using either TDDFT
or wavefunction-based ab initio approaches. Subse-
quently, the involved states are represented in the
more compact form of two-body electron-hole dis-
tributions. The central quantity, here, is the one-
electron transition density matrix (1TDM) [34, 52,
22, 53], which in coordinate space is given as
γ0I(rh, re) =
∑
pq
〈
Ψ0|aˆ†paˆq|ΨI
〉
φ∗p(rh)φq(re). (1)
Ψ0 and ΨI are the many-body wavefunctions of the
ground and excited states, φp and φq are molecular
orbitals, and aˆ†p and aˆq are the associated creation
and annihilation operators. The coordinates rh and
re refer to the spatial positions of the excitation hole
and the excited electron, respectively, and γ0I(rh, re)
can be viewed as the wavefunction of the electron-hole
pair. The essential property of γ0I(rh, re) is that, as
a two-body function, it represents a middle ground
between the original many-body wavefunctions and
the uncorrelated description in terms of MOs (i.e.
one-body functions).
As a first option, it is possible to use the 1TDM to
construct the overall densities of the excited electron
ρe and the excitation hole ρh by integrating out either
the hole or the electron coordinate [22], i.e.
ρe(re) =
∫
|γ0I(rh, re)|2 drh (2)
ρh(rh) =
∫
|γ0I(rh, re)|2 dre (3)
These densities can be intuitively represented in real
space showing the overall distribution of the excita-
tion over the molecule but do not provide any in-
formation about correlation effects. An entirely dif-
ferent representation is given by the charge-transfer
numbers [52, 37], which are formally obtained by a
partial integral of the form [22]
ΩAB =
∫
A
∫
B
|γ0I(rh, re)|2 dredrh (4)
where A and B are two fragments of the system.
Here, ΩAB represents the probability that the hole
is on fragment A while the electron is on fragment
B. The charge-transfer numbers go beyond the static
description provided by ρe and ρh through encod-
ing correlation effects between the electron and hole.
However, they do so only in a very abstract way (see
below).
Using the applied notation, the method proposed
within this Communication can be written as a com-
bination of Eqs (2) and (4) and we define the condi-
tional electron density as
ρh:Ae (re) =
∫
A
∣∣γ0I(rh, re)∣∣2 drh . (5)
ρh:Ae represents the probability distribution of the ex-
cited electron under the condition that the probe hole
is located on fragment A. We will show below that
this is an immensely powerful tool that provides in-
tuitive insight into intricate excited-state correlation
effects. To the best of our knowledge such a strategy
has never been used for excited state analysis. How-
ever, it should be noted for completeness that the
domain-averaged Fermi hole [54], used for analysing
exchange effects and chemical bonding in the ground
state, and a recently proposed analysis of spin corre-
lation densities [55] follow similar ideas. Practically,
ΩAB and ρ
h:A
e are evaluated in the spirit of a Lo¨wdin
population analysis [56, 57, 58], see Section S1 of the
Supporting Information (SI) for details.1
1See Supporting Information for matrix form of the em-
ployed equations (S1); frontier orbitals/transitions and further
2
To illustrate the challenges present when analysing
excited-states with previously available tools, we
want to start with the example of oligothiophene,
a widely studied system due to its importance as a
building block for organoelectronic materials [59, 5,
60, 61, 62, 63]. Computations were performed on
the oligomer containing six thiophene units (OT6)
using TDDFT in the Tamm-Dancoff approxima-
tion [64, 65, 66] with the CAM-B3LYP functional
[67, 68, 69] and Ahlrichs’ SV(P) basis set [70]. The
symmetry labels and excitation energies of the lowest
five states are presented in the left column of Fig-
ure 1. The lowest state is of Bu symmetry, followed
by two states of Ag symmetry and to more Bu states.
In an attempt to learn more about these states, we
first compute the electron and hole densities, as de-
fined in Eqs (2) and (3) and plot them as isosurfaces
[71, 72]. An inspection of these densities, shown in
the center column of Figure 1, reveals that all states
possess about the same degree of delocalization and
that similar nodal planes are present on the individ-
ual thiophene units. However, it is difficult to discern
any differences between these plots and even more
to find a physical explanation of these differences.
Apparently, the description in terms of independent
electron and hole densities is insufficient and we have
to proceed to an analysis of correlation effects.
In order to get a glimpse into the involved corre-
lation effects, we compute the charge-transfer num-
bers as defined in Eq. (4), where every thiophene
monomer in OT6 represents one fragment (A or B).
The charge-transfer numbers cannot be directly vi-
sualised in real space but one can represent them in
terms of a pseudocolor matrix plot [34, 37, 30] as
shown on the right-hand side of Figure 1. Here, ev-
ery box corresponds to one pair of fragments A and
B and its shade represents the ΩAB value. The main
diagonal — going from lower left to upper right —
represents the cases where the electron and hole are
on the same fragment while the off-diagonal elements
correspond to charge transfer contributions. In this
representation the different structure of the different
discussion for OT6 (S2); domain-based natural transition or-
bitals for OT6 (S3); frontier orbitals/transitions for naphtha-
lene (S4). Molecular geometries, input and output files (Q-
Chem and TheoDORE) of the computations (zip).
11Bu
2.92 eV
21Ag
3.77 eV
31Ag
4.12 eV
21Bu
4.44 eV
31Bu
4.73 eV
Figure 1: Analysis of the first five excited states of
oligothiophene. Left: Symmetry label and excita-
tion energy. Center: Densities of the excited electron
(dark blue) and excitation hole (light red); the sur-
faces plotted encompass 75% of the total densities.
Right: electron-hole correlation plots; the electron
position is plotted from bottom to top, the hole from
left to right.
states becomes much more apparent. 11Bu, 2
1Ag,
and 21Bu belong to one exciton band where the main
contributions are on the diagonal, which means that
a strongly bound exciton is present. 31Ag and 3
1Bu
form a different band with enhanced dynamic charge
transfer character. If the exciton quasi-particle is rep-
resented as a hydrogen atom in a box [26], then the
first type of band corresponds to an s-orbital and
the second band to a p-orbital of the hydrogen atom
[30]. These will be denoted S - and P -excitons in the
following. In summary, the charge-transfer numbers
provided a completely new way to classify the excited
states of OT6, which was not apparent using either
the electron and hole densities or the MOs (Table S2)
but it did so only in a very abstract way.
As a final step, we compute the newly introduced
conditional electron densities defined by Eq. (5). The
probe hole was located on the three symmetry-unique
thiophene units and the appropriate conditional elec-
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Figure 2: Conditional electron densities (dark blue) determined for the probe hole (light red) localised on
different thiophene units computed for oligothiophene at the TDDFT/CAM-B3LYP level of theory. The
surfaces plotted encompass 75% of the total electron densities.
tron density was plotted in real space, see Figure 2.
Each of these plots corresponds to one column of the
correlation plots in Figure 1. At first sight, the rich
structure of these excited states becomes apparent.
The uniform distributions in Figure 1 turn into a mix
of different shapes. In the first column the densities
are presented for the probe hole located on the right-
most thiophene. It is observed that in the case of the
S -excitons (11Bu, 2
1Ag, 2
1Bu) the electron is pulled
to the right toward the hole and that this attraction
becomes stronger for the higher states. By contrast,
the electron is effectively pushed away from the hole
for the P -excitons (31Ag, 3
1Bu). Moving to the sec-
ond and third columns in Figure 2 corresponds to
moving the hole to the second and third thiophene
unit from the right and observing how the condi-
tional electron density adjusts to the new position.
Whereas these adjustments are comparatively small
for the first two states (11Bu and 2
1Ag), a more in-
tricate pattern is observed for the 31Ag state as the
conditional electron density always avoids and sur-
rounds the hole as the hole is moved through the
system, and a nodal plane going through the sulphur
atom is observed. The two following states, 21Bu and
31Bu, have a somewhat more complicated structure
as reflected by the enhanced number of nodal planes
in the correlation plots of Figure 1. As detailed in
the discussion below Table S2, the presented analysis
provides a consistent description with our previously
defined more abstract statistical descriptors, such as
the exciton size [53], the electron-hole correlation co-
efficient [16, 31], and electron-hole entanglement [73]
but offers insight into the underlying causes of the
trends observed. Rather than plotting the condi-
tional electron densities as a whole, it is also pos-
sible to compute the individual eigenfunctions of the
respective density matrices in analogy to Ref. [74].
The resulting “domain-based natural transition or-
bitals” are shown in Figure S3 providing a similar
albeit less compact description
As a second example, we consider the naphtha-
lene molecule and compute its lowest eight singlet
excited states using the algebraic diagrammic con-
struction method ADC(2) [75, 76, 77, 65]. The con-
ditional electron densities, determined for the probe
hole located on two different atoms, are presented
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in Figure 3. Again, a rich structure and symmetry
breaking effects are observed, notwithstanding the
fact that the canonical orbitals involved (see Table
S4) all obey the D2h symmetry of the overall system.
More specifically, two different cases are observed as
the conditional electron density could either move to-
ward or avoid the hole. The first case corresponds
to enhanced overlap rendering the red hole barely
visible in Figure 3 while the second means that the
hole is unobstructed. The crucial observation is that
the “−” states consistently correspond to electron-
hole avoidance whereas the “+” states correspond to
strong electron-hole overlap. This observation opens
an entirely new and unexpected viewpoint on the
problem of ionic vs. covalent states: Rather than
going through the involved framework of VB theory,
they can be directly distinguished using the two-body
electron-hole distribution.
ρh:2e /ρ
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h ρ
h:1
e /ρ
h:1
h ρ
h:2
e /ρ
h:2
h ρ
h:1
e /ρ
h:1
h
11B−3u, 4.49 eV 1
1B+3u, 6.37 eV
Vanishing
11B+2u, 5.01 eV 2
1B+2u, 6.67 eV
11A−g , 6.34 eV 2
1A−g , 7.49 eV
Vanishing Vanishing
11B−1g, 6.42 eV 1
1B+1g, 7.00 eV
Figure 3: Conditional electron densities (ρh:Ae , dark
blue) for the eight lowest singlet excited states of
napthalene determined for the probe hole (ρh:Ah , light
red) localised on two different atoms. The surfaces
plotted encompass 75% of the total electron densi-
ties. Cases with vanishing Lo¨wdin-populations of the
hole on the probe atom (< 0.05e) are not shown.
Aside from the general distinction between ionic
and covalent states, also more detailed statements
can be made about the excited states presented in
Figure 3. The simplest case are the B2u states (sec-
ond row), which are both dominated by only a single
electronic transition (HOMO→LUMO and HOMO-
1→LUMO+1, respectively). As a consequence, cor-
relation effects do not play a significant role and
the conditional electron densities retain the overall
symmetric shape of the total electron densities. For
the B3u states (first row) stronger correlations are
observed but the effect is restricted to individual
C atoms. The main depletion of conditional elec-
tron density always occurs for C atoms on opposing
sides of the molecule. In the case of the B1g states,
on the other hand, the conditional electron density
is completely restricted to one side of the molecule
leaving the other side empty. This behaviour can
be rationalised by considering that linear combina-
tions of the involved orbitals (HOMO/HOMO-2 and
LUMO/LUMO+2) will yield orbitals that are lo-
calised on either side of the molecule, cf. Ref [78].
Finally, the 1A−g states show a somewhat more com-
plicated pattern.
To understand the relation between the presented
analysis and VB theory, it is first worth realising that
a covalent structure in VB theory corresponds to two
singlet-coupled open-shell electrons on neighbouring
atoms [45, 78]. In this work, the open-shell elec-
trons are represented as the electron and hole quasi-
particles, and these correctly occupy different loca-
tions in the covalent “−” states. Conversely, ionic
states mean the presence of closed-shell electrons in
localised orbitals on neighbouring atoms, which can
also be represented as open-shell electrons present in
overlapping delocalised orbitals [78]. This leads to
the enhanced electron-hole overlap seen in Figure 3.
To rationalise the energetics of the states involved,
it is worth realising that a singlet-coupled electron-
hole pair experiences exchange repulsion as well as
Coulomb attraction [24, 29, 31]. For the small naph-
thalene molecule exchange dominates and the lowest
state is of repulsive nature. By contrast, in the larger
OT6 system (Figure 2) the Coulomb attraction be-
comes more important and the lowest state is a bound
exciton.
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In summary, a method for visualising excited-state
correlation was presented and shown to provide de-
tailed insight into two quite distinct effects, excitonic
correlation and ionic/covalent wavefunction charac-
ter. More generally, the method is relevant for any
excited state that cannot be represented by a single
electronic configuration or, more precisely, when the
entanglement entropy between electron and hole [73]
is non-vanishing. The described functionalities were
implemented in the TheoDORE [79] program package,
which operates by post-processing excited-state cal-
culations and provides interfaces to a wide range of
electronic structure methods and program packages.
The evaluation of conditional electron densities is
computationally cheap, easily applied and works for
any electronic structure method supplying transition
density matrices. Therefore, we believe that it will be
a powerful addition to the computational photochem-
istry toolbox serving for a variety of tasks, such as re-
vealing the properties of newly discovered or designed
conjugated polymers [80, 81], studying the influence
of structural and environmental effects on their ex-
cited states [82], and elucidating exciplex formation
between biochromophores [83]. Whereas the present
analysis focusses on a time-independent description
of electron correlation, it would also be interesting
to extend the concept to the description of attosec-
ond dynamics [84, 85]. The method can also be ex-
tended to the analysis of more general strong corre-
lation phenomena [86] by substituting the two-body
density matrix for the electron-hole distribution.
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