In this paper, a time series based detection algorithm is proposed utilizing the Gaussian
Introduction
Structural health monitoring ͑SHM͒ has received increasing attention in the research community ͓1͔. Recent research has also demonstrated that wireless sensing networks can be successfully used for structural health monitoring ͓2,3͔. Low cost microeletromechanical ͑MEMS͒ sensors and wireless solutions have been fabricated for structural measurement and this allows for a dense network of sensors to be deployed in structures. A key requirement in these networks is a low data transmission rate. To achieve low transmission rates, computational processing capabilities are being incorporated at the sensing nodes to enable local data interrogation and analysis. Thus, results of the data analysis are only transmitted resulting in significant data compression.
Damage detection is based on the premise that damage in the structure will cause changes in vibration data. Vibration based methods are divided into model based and nonmodel based methods ͓4͔. Model based methods give a quantitative assessment of damage. However, these are computationally expensive and require a finite element model, which has to be suitably updated at each stage of damage. Nonmodel based methods are not as computational intensive, but do not give a quantitative assessment. Most currently available damage detection methods are global in nature, i.e., the dynamic properties ͑natural frequencies and mode shapes͒ are obtained for the entire structure from the input-output data using a global structural analysis ͓4͔. However, global damage measures are not sensitive to minor damage and local damage.
Recent trends in SHM are towards the application of statistical signal processing techniques to diagnose damage ͓5,6͔. Such methods rely on the signatures obtained from the recorded vibration, strain or other data to extract features that change with the onset of damage. These features can then be discriminated in a pattern classification framework. A pattern classification algorithm involves the following steps: ͑i͒ the evaluation of a structure's operational environment, ͑ii͒ the acquisition of structural response measurements and data processing, ͑iii͒ the extraction of features that are sensitive to damage, and ͑iv͒ the development of statistical models for feature discrimination. These methods may serve as a technique for data reduction that will minimize the amount of data needed to be transmitted by the radio of the wireless monitoring node.
Structural health monitoring involves the following steps: ͑a͒ diagnosis, which includes damage identification, damage localization, and damage extent and ͑b͒ prognosis, which includes structure's residual capacity estimation and residual life forecasting ͓7͔. In this paper, the damage detection and quantification components of damage diagnosis are investigated in a pattern classification framework. The feature vectors are modeled using Gaussian mixture models ͑GMM͒ using the Expectation-Maximization Algorithm ͓8͔. Damage is detected using the Gap statistic ͓9͔, which ascertains the optimal number of mixtures in a particular dataset. The Mahalanobis distance ͓10͔ between the mixture in question and the baseline ͑undamaged͒ mixture is observed to be a good indicator of damage extent. The algorithm is tested on several data sets from the ASCE Benchmark Structure ͓11,12͔.
The paper first summarizes the time series modeling aspects of the vibration signals. Gaussian Mixture Modeling of the feature vectors and its classification are explained, following which damage extent calculations using the Mahalanobis distance are discussed. Finally, the results obtained from testing the algorithm on the simulated data of the ASCE Benchmark Structure are presented.
based on time series analysis of the vibration signals measured from the predamaged and postdamaged states of the structure. The main premise in the proposed algorithm is that there is a migration of mixture centers of the feature vectors ͑autoregressive coefficients͒ with damage. This is illustrated in Fig. 1 for various damage patterns in the ASCE Benchmark structure.
The proposed algorithm is as follows:
1. Model the time series data ͑vibration and strain if available͒ from each sensor as described in Nair et al. ͓6͔. Extract the damage sensitive features from the signals that define the feature vectors. In this algorithm, the first three AR coefficients of the signals are used to define the feature vectors. It should be noted that we use the signals obtained at each sensor and local signal processing is performed at that sensor before and after damage. 2. Model the feature vectors extracted as GMMs and obtain the parameters of the GMM using the ExpectationMaximization ͑EM͒ algorithm. Using the gap statistic, obtain the optimal number of mixtures. If the number of mixtures is greater than one, then some degree of damage has taken place. If, however, the centers of the mixtures are very close based on statistical significance testing, then it is assumed that there is no damage. Such a mixture would serve as the baseline case. 3. With the baseline GMM defined, extract the feature vectors from subsequent measurements as described in step 2. 4. Use the Gap statistic to determine if the distance between consecutive feature vectors is significant. If more than one mixture with significant distance between them is found then damage has occurred. 5. Compute the covariance matrices using the EM algorithm and calculate the Mahalanobis distance for the mixture under question and the baseline mixture.
6. Repeat steps 2-5 with the baseline data and the subsequent signals identifying damage and quantifying damage according to steps 4 and 5.
Modeling of Vibration Signals
Before fitting the ARMA models to the sensor data, it is important to perform standardization ͑or normalization͒ in order to compare acceleration time histories ͑at a sensor location͒ that may have occurred due to different loading ͑e.g, different magnitudes and directions of loads͒ and/or environmental conditions ͑e.g. temperature and humidity͒. After normalization the features extracted from the signals from undamaged cases would have similar statistical characteristics and can be compared.
Let x acc,i ͑t͒ be the acceleration data from sensor i. This sensor data are then partitioned into different streams x acc,ij ͑t͒, where i denotes the sensor number and j denotes the jth stream of data from the sensor i. Then, the normalized signal x acc,ij ͑t͒ is obtained as follows:
where, acc,ij and acc,ij are the mean and standard deviation of the jth stream of sensor i, respectively. For notational convenience, x acc,ij ͑t͒ will be used instead of x acc,ij ͑t͒. The total duration of the record x acc,i ͑t͒ is 480 s. The record is divided into 80 segments, denoted by x acc,ij ͑t͒, j =1,2, . . . ,80, each having 6 s duration sampled at 1000 Hz resulting in 6000 data points per segment. The ARMA coefficients are computed for each six second segment of the acceleration data and the first three AR coefficients are used in a feature vector that has a size of 80 by 3. To determine the sensitivity of the coefficients to the number of data points in the signal, analyses were performed in the range of 1000-6000 points in increments of 1000. The AR coefficients were found to reach stable values at about 3000 points; however, 6000 points were used in the analysis presented in this study. The stability of the first AR coefficients with the number of data points is presented in Table 1 . Both the mean and standard deviation of the coefficients are listed in that table. Only the first three AR coefficients are used in the feature vector for the GMM because it was observed that the values for coefficients larger than 3 are orders of magnitude smaller than the values of the first three coefficients. As a result the feature vectors can be distorted and the information is diffused. The result is less reliable discrimination of damage for various damage states. The next step is to check for trends and stationarity in the data ͓13͔. This can be done by observing the autocorrelation function ͑ACF͒. For detrending the data, three methods are used: ͑i͒ harmonic regression, ͑ii͒ simple average window, and ͑iii͒ moving average window. It is observed that harmonic regression could not remove the trends and thus a combination of the simple average window and the moving average window is used. The window sizes are chosen so that the residuals obtained from this process are stationary. A review of the autocorrelation plot or the LjungBox statistic provides a further test that this condition is preserved.
Once the initial data preprocessing is complete, the optimal ARMA model order and its coefficients are estimated. The ARMA model is given by
where, x acc,ij ͑t͒ is the normalized acceleration signal, ␣ k and ␤ k are the kth AR and MA coefficient, respectively, p and q are the model orders of the AR and MA processes, respectively, and ij ͑t͒ is the residual term. The Innovations algorithm is used for estimating the coefficients of the ARMA process ͓13͔. The optimal model order is obtained using the Akaike Information Criteria ͑AIC͒. The AIC consists of two terms: the first is a log-likelihood function and the second is a penalty function for the number of terms in the ARMA model. It is observed that an AR model order of 5-8 and MA model order of 2-4 is appropriate for the analysis ͓6͔. Also, a cross validation analysis is carried out to check the accuracy of the results. For a particular data stream, the data set is split in two; one is used for the analysis and the other is used for forecasting. In the analysis part, the coefficients of the ARMA model are ascertained. Using these coefficients, the values of the acceleration data are predicted. The minimum error between the predicted and recorded values is estimated using the above model orders. Also, the residuals between the predicted and recorded data are tested to determine if they are normal, independent and identically distributed ͑i.i.d.͒. A more detailed explanation of the time series modeling aspects of the vibration signals is provided in Nair et al. ͓6͔.
Gaussian Mixture Modeling
Gaussian mixture models ͑GMM͒ are frequently used as clustering algorithms in pattern classification ͓8͔. A Gaussian mixture model with M classes ͑or mixtures͒ has the following form:
where, X is the collection of N feature vectors, i ϳ N͑ i , ͚ i ͒ is a Gaussian vector with mean vector i and covariance matrix ⌺ i and i is the non-negative mixture weight for each class. The unknown parameters of the GMM ⌰ = ͕ i , ⌺ i , i i =1,2, . . . , M͖ can be estimated using the maximum likelihood principle. The direct maximization of the likelihood function is quite difficult and analytically intractable. For this purpose, the expectation maximization ͑EM͒ algorithm is used. The derivation of the EM algorithm and its working is given in the Appendix. Define a random variable I i ͑i =1, . . . ,N͒ whose realization is an M dimensional indicator row vector, whose i , j component is 1 ͑i.e., I ij ϭ1͒ if x i corresponds to the jth mixture. 1 The EM algorithm in the context of the GMM is as follows:
1. Initialize the values of E͑I ij ͒, the mixture weights, the means and covariance matrices of the classes of the GMM. 2. The update equation are as follows:
Equations ͑4a͒-͑4c͒ constitute the maximization ͑M-step͒ and Eq. ͑4d͒ constitutes the expectation ͑E-step͒ of the algorithm. Also
where d is the dimension of the feature vector x i . 3. Calculate the log-likelihood function given by Eq. ͑A1͒ at the ͑t +1͒th and tth time step. At the end of each step, test for convergence using
where is assumed to be 0.001.
As discussed earlier, in step 1 of the EM algorithm, some initial guesses of the parameters has to be made. This can be made using the K-means algorithm ͓8͔. A nonprobabilistic method of fitting Gaussian mixtures is by the K-means algorithm. This is as follows:
• Initialize the centers to M randomly chosen points ͑since there are M mixtures͒; • For each cluster mean, j , find the data points such that this mixture j is the nearest cluster. Denote these set of points as M j and the number of points as n j ;
• Iterate the above two steps until convergence is obtained.
To start the EM algorithm, the estimates from the K-means algorithm is used as the initial guess. From the results obtained, a faster convergence ͑according to Eq. ͑5͒͒ is obtained. Figure 2 illustrates the variation of the log-likelihood with the number of mixtures. As expected, as the number of mixtures increase, and the log-likelihood increases.
Damage Diagnosis Using GMM's
The main premise in the proposed algorithm is that there is a migration of clouds of feature vectors as damage is incurred to the structure. Damage is identified using the number of mixtures in a particular dataset. If there is more than one mixture in a dataset, then there is a high likelihood of damage. Then, damage extent is obtained using the Mahalanobis distance between the centroid of the mixture distribution under question with respect to the base-line mixture. The formulations required for estimating the number of mixtures and the Mahalanobis distance between mixtures is described in the following sections. Figure 1 illustrates the migration of the feature vector clouds for the damage patterns considered in the ASCE Benchmark structure. Thus, to discriminate between damage and no damage in a given dataset, the number of clusters or mixtures has to be ascertained. To determine the number of mixtures for a particular dataset, the gap statistic is used ͓9͔.
Damage Identification Using the Gap Statistic.
As before, we consider that there are M clusters, C 1 ,C 2 , . . . ,C M . Let the number of observations in the rth cluster be denoted by n r . Then the within cluster sum of squared distance of cluster r as D r is given as
where d ij is the sum of squared distance between the ith and jth observation. In most situations, the Euclidean distance between observations is used. This is illustrated in Fig. 3 . The dispersion measure is denoted as W k and is defined by
The gap statistic is then given as follows:
where E n denotes the expectation with respect to some reference distribution. In this study, the uniform distribution for the range of the observed values for that feature is used, as proposed by Tibshirani et al. ͓9͔. The estimate of k which maximizes the value of Gap n ͑k͒ is the optimal number of clusters in the dataset. Thus for the computation of the gap statistic, the following algorithm is used ͓9͔:
• Cluster the observed data, varying the number of clusters and for each of these cases, calculate W k : k =1, . . . , M.
• Generate B reference datasets according to the uniform distribution and calculate the dispersion measure W kb for all b =1, . . . ,B, and k =1, . . . , M.
• Compute the mean and the standard deviation as follows:
and choose the number of clusters by using the following rule:
Damage Extent Using the Mahalanobis Distance.
The Mahalanobis distance is a metric frequently used in multivariate analysis to determine the separation of two distributions ͓10͔. The Mahalanobis distance between two vectors y and z with a covariance matrix ⌺ is defined as follows:
Thus, in the present study, the Mahalanobis distance is used to define a measure of the damage extent. More specifically, the metric used is defined as the ratio of ⌬͑ undamaged , damaged ; ⌺ undamaged ͒ to ͑ undamaged , 0 ; ⌺ undamaged ͒ where ⌺ undamaged is the covariance matrix of the undamaged dataset, undamaged and damaged , are the means of the undamaged and damaged dataset, respectively. These values are obtained after modeling the feature vectors as a GMM. Mathematically, the metric DM may be defined as
Application
In order to test the validity of the algorithm, results from the numerical simulation of the ASCE Benchmark Structure are used ͓12͔. The structure is a four story, two-bay by two-bay steel braced frame, illustrated in Fig. 4͑a͒ ͓11͔. There are 16 sensors ͑measuring acceleration͒ in the building, and their placement and direction of the measured acceleration are shown in Fig. 4͑b͒ . Damage is simulated by removing braces in various combinations, resulting in a loss of stiffness. Damage patterns ͑DP͒ include Damage patterns 1 and 2 are major damage patterns, whereas damage patterns 3 and 6 are minor damage patterns. In this study, results from the numerical simulation of the ASCE Benchmark are used. Two finite element models were used to generate the simulated response data: a 12 degree of freedom ͑DOF͒ shear-building model that constrains all motion except two horizontal translations and one rotation per floor and the second is a 120-DOF model that requires that floor nodes have the same horizontal translation and in-plane rotation. The columns and floor beams are modeled as Euler-Bernoulli beams and the braces have no flexural stiffness. There are two loading conditions on the ASCE Benchmark. The first excitation is a series of independent filtered Gaussian white noise loads generated using a sixth-order low-pass Butterworth filter with a 100 Hz cutoff and applied at each story of the structure. This load is intended to model wind or ambient vibration forces. The second loading is a random excitation generated by a shaker on the roof-top of the center column. Figures 5͑a͒, 5͑b͒, 6͑a͒, 6͑b͒, 7͑a͒ , 7͑b͒, illustrate the migration of the clouds of feature vectors composed of the first three AR coefficients with minor, moderate, and major amounts of damage, respectively. Thus, the migration of centers for each pair of data would give an indication of damage. The gap statistic provides a means for tracking the number and migration of data centers. If two or more centers are identified through this statistic, then there is a high likelihood of damage occurrence.
Damage Detection.
Damage pattern 0 represents the undamaged state and data from that feature vector is taken as the baseline state. Feature vectors from progressively increasing damage are compared to the baseline in order to identify the onset and increase in damage. The first damage pattern considered for the comparison is damage pattern 6 because it is the smallest damage imposed on the structure. Using the gap statistic, the number of mixtures obtained is 2. This is illustrated in Fig. 5͑a͒ . Applying the algorithm, all damage patterns 1-6 have been identified. However, while the algorithm identifies the reduction in stiffness, it is not able to distinguish between the reduction in stiffness and loosening of a bolt. This observation is based on the results obtained for damage pattern 4 which corresponds to the removal of braces and damage pattern 5 which has a bolt loosened in addition to damage pattern 4. The feature vectors from damage patterns 4 and 5 are identical and their distances are identical. Further investigation in this regard is being conducted by the authors. Table 2 shows the output of the EM algorithm, which gives us the weights, means, and autocorrelation matrices of the dataset that is being examined. It is observed that the weights associated with each mixture is between 0.4-0.5 for the presence of two mixtures and can be used as a simple rule of thumb for the existence of more than one mixture.
Damage Extent.
The damage extent is calculated using Eq. ͑13͒ and the results are shown in Fig. 8 . As can be observed from this figure, the Mahalanobis distance ͑DM͒ increases for damage patterns 6, 3, 4, 5, 1, and 2, which corresponds to a progressive increase in damage. Also, DM varies from 0.0667 ͑corresponding to damage pattern 6͒ to 0.9939 ͑corresponding to damage pattern 2͒.
Effect of Noise on the Damage Diagnosis.
In this section, the effect of mean zero additive Gaussian white noise on the damage detection algorithm is studied. The ratio of the root mean square ͑rms͒ value of the noise to the rms value of the signal is defined as the noise to signal ratio, and is denoted as NSR. The NSR is varied from 0.05 to 0.15 and the centroids of the damaged and undamaged data sets for various damage patterns are given in Table 3 . A similar comparison of the damage extent metric DM with noise is shown in Table 4 . Some of the observations that can be made from Tables 3 and 4 are as follows:
• For minor damage patterns, particularly damage pattern 6, the gap statistic estimates that there is only one mixture because there is a large overlap of the normal distribution of the two mixtures.
• For major and moderate damage patterns, the damage decision is robust since there is a large distance between the damaged and undamaged feature vector clouds. • DM's are directly affected by the centroidal distances. The DM's obtained for all the NSR values indicate a similar pattern of increasing damage for each progressively increasing damage pattern ͑from 6, 3, 4, 5, 1, and 2͒. The values of DM for NSR of 0.10 and 0.15 corresponding to damage pattern 6, however, cannot be calculated since the gap statistic estimates that there is only one mixture.
Conclusions
In this paper, a time series based detection algorithm is proposed utilizing the Gaussian Mixture Models. Two critical aspects of damage diagnosis that are investigated are detection and extent. The vibration signals obtained from the structure are modeled as auto-regressive moving average ͑ARMA͒ processes. The feature vector used consists of the first three autoregressive coefficients obtained from the modeling of the vibration signals. Damage is detected by observing a migration of the extracted AR coefficients with damage. A Gaussian Mixture Model ͑GMM͒ is used to model the feature vector. Damage is detected using the gap statis- tic, which ascertains the optimal number of mixtures in a particular dataset. The Mahalanobis distance between the mixture in question and the baseline ͑undamaged͒ mixture is shown to be a good indicator of damage extent. Simulated data from the ASCE Benchmark Structure have been used to test the efficacy of the algorithm. These measures have also been tested for various noise levels that are introduced to the simulated data.
The proposed GMM-based algorithm is shown to be very effective in detecting damage. Application of the algorithm to the ASCE Benchmark simulation experiment demonstrate that the algorithm is able to detect minor, moderate, and major damage patterns, respectively, corresponding to removal of two-thirds of the cross-sectional area of a brace, removal of a brace on two floors, and removal of all the braces on two floors. However, loosening of bolts cannot be distinguished when it occurs in conjunction with damage pattern 4. No data were available for bolt loosening by itself, thus we could not test such a damage pattern.
The magnitude of the DM metric based on the Mahalanobis distance appears to be highly correlated to the damage extent even under the presence of noise. It is demonstrated that the magnitude of the DM metric increases with increasing damage.
The limitations of the algorithm are identified as follows: this algorithm is valid for linear stationary signals; the initial measurement is assumed to be the undamaged state and changes are identified relative to that state. Thus, if measurements commence after damage has occurred, then only additional damage would be identified unless a method for determining the current state of the structure is also implemented. Also, damage to the structure is assumed to be related primarily with decrease in stiffness. Thus, for structures that may exhibit increase in stiffness, the method will predict damage where in fact additional damage may not have taken place. Thus, knowledge of the material properties of the structure and its behavior under dynamic loading conditions is absolutely necessary before the method can be used reliably.
These results are encouraging, but represent initial testing of the algorithm and further investigations will be needed to test the validity of the damage detection method with other data and feature vectors. This approach provides a useful framework for data fusion, where different measurements such as strains, temperature, and humidity could be used for a more robust damage decision. 
Appendix
This appendix shows how the EM algorithm is used to obtain the parameters of the Gaussian mixture model ͓14͔. Instead of maximizing the log-likelihood function of the observed data L͑X ; ⌰͒, the log-likelihood function of X and I = ͕I i ; i =1, . . . , M͖, L͑X , I ; ⌰͒, is maximized,
where
Since the I i are not known ͑hidden͒, the expectation of Eq. ͑A1͒ with respect to the random variable I i is used,
The M step takes the expected value of the log-likelihood function as defined in Eq. ͑A2͒ and maximizes it with respect to the unknown parameters, i , ⌺ i , and i . It can be shown that ͓10͔
Thus,
Similarly differentiating Eq. ͑A1͒ with respect to the inverse of ⌺ j , we get using the fact that
In order to maximize the expected value of the log-likelihood function with respect to i , the constraint ͚ i=1 M i = 1 has to be used. Thus, we use the Lagrange multiplier to obtain a new log-likelihood function which is given as
Differentiate Eq. ͑A5͒ with respect to i , we get the following: The E-step is now explained. It should be ensured that maximizing the log-likelihood function L 1 ͑X , I ; ⌰͒ is equivalent to maximizing the log-likelihood function of the observed data, L͑X ; ⌰͒. This can be ensured by taking the expectation of I ij with respect to the posterior probability density function of I, p͑I ͉ X ; ⌰͒ ͓14͔, 
͑A9͒
The second term in Eq. ͑A9͒ does not depend on ⌰, and thus it suffices to maximizing L 1 ͑X , I ; ⌰͒, which is what is done in the M-step. As in the E-step, use f͑I͒ = p͑I ͉ X ; ⌰͒, Thus, the lower bound in Eq. ͑A9͒ becomes an equality and thus validates both the E and M steps.
