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Zusammenfassung
Invarianz der Erkennungsmethode gegen

uber Transformationen spielt eine groe Rolle in der Ob-
jekterkennung, da shon kleine Ver

anderungen eines Bildes wesentlihen Einuss auf die Klassi-
kation haben k

onnen. Die vorliegende Arbeit fasst die Diplomarbeit des Autors auf diesem Gebiet
zusammen und geht insbesondere auf die so genannte Tangentendistanz im Zusammenhang mit sta-
tistishen Klassikatoren ein. Die durhgef

uhrten Experimente zeigen, dass der gew

ahlte Ansatz die
Erkennungsleistung signikant verbessert.
1 Einleitung
In der Mustererkennung besh

aftigt man sih mit der Entwiklung von Klassikatoren, die Entshei-
dungsfunktionen implementieren: x 2 IR
D
7 ! r(x) = k 2 f1; : : : ;Kg. Im Spezialfall der Objekterken-
nung in Bildern besteht dabei der Merkmalsvektor x 2 IR
IJ
aus einem zweidimensionalen, diskreten
Intensit

atsmuster, das einer der vorgegebenen Klassen 1; : : : ;K zugeordnet werden soll. Hierbei be-
sitzt man oft a-priori Wissen

uber Transformationen, die die Klassenzugeh

origkeit der Objekte niht
ver

andern. So stellt beispielsweise ein gedrehtes Bild eines Objektes in den meisten F

allen immer noh
dasselbe Objekt dar. Dieses Wissen m

ohte man ausnutzen, um die Entsheidung des Klassikators
zu verbessern, indem man Invarianz von r bzgl. der betrahteten Transformationen anstrebt. Hierzu
existieren vershiedene Ans

atze, die auf zahlreihen Datensammlungen evaluiert werden k

onnen. Als
G

utema dient dabei die (empirishe) Fehlerrate, d.h. das Verh

altnis der Klassikationsfehler zur
Gesamtzahl der Klassikationen.
2 Invariante Objekterkennung
Statistishe Mustererkennung. Die gew

ahlte Entsheidungsfunktion basiert h

aug auf einer Dis-
kriminantenfunktion g(x; k) in der Art, dass der Klassikator diejenige Klasse k zu gegebenem x
ausw

ahlt, die die Diskriminante maximiert. Dabei werden f

ur g z.B. k

unstlihe neuronale Net-
ze oder polynomielle Funktionen benutzt. In der statistishen Mustererkennung wird g(x; k) 2
fp(kjx); p(k)p(xjk); log[p(k)p(xjk)℄g verwendet (Bayes'she Entsheidungsregel, beweisbar optimal
f

ur bekannte Verteilungen und das Ziel minimale Fehlerrate). Dabei m

ussen passende Modelle f

ur die
Wahrsheinlihkeitsdihten gew

ahlt werden, deren Parameter an Hand der gegebenen Trainingsdaten
bestimmt werden. W

ahlt man z.B. Gau'she Kernel Densities zur Modellierung der klassenbedingten
Wahrsheinlihkeiten p(xjk), so ergibt sih die Entsheidungsfunktion unter geeigneten Annahmen als
Funktion der Euklidishen Distanzen kx   x
nk
k, wobei x
nk
das Trainingsdatum n aus Klasse k be-
zeihnet. Eine M

oglihkeit, Invarianz zu erreihen, besteht daher in der Verwendung von invarianten
Distanzmaen, die die Euklidishe Distanz ersetzen k

onnen.
Ans

atze zur Invarianz. Unter der Voraussetzung, dass die Transformationen bekannt sind (et-
wa aÆne, projektive, Strihdike, Helligkeit ...) k

onnen vershiedenen Ans

atze zur Invarianz verfolgt
werden. Eine triviale, aber selten handhabbare Methode besteht darin, alle Transformationen der
zu vergleihenden Daten zu erzeugen und die minimale Distanz zu betrahten. Andere M

oglihkei-
ten beinhalten Normalisierung (alle Daten werden in ein kanonishes Format gebraht, z.B. auf eine
bestimmte Gr

oe skaliert), Extraktion invarianter Merkmale, Datenvervielf

altigung (Hinzuf

ugen von
transformierten Daten zu den Trainingsdaten bzw. kombinierte Entsheidung an Hand von transfor-
mierten Testdaten [1℄) und die shon erw

ahnten invarianten Distanzmae, auf die im Folgenden kurz
eingegangen werden soll.
Abbildung 1: Beispiele zur Tangentenapproximation (aÆne Transformationen und Strihdike)
Invariante Distanzmae. Zu den invarianten Distanzmaen geh

ort die von Simard 1993 eingef

uhr-
te Tangentendistanz [8℄. Betrahtet man alle von einer Menge von Transformationen und einem Datum
erzeugten Daten, so bilden diese eine Mannigfaltigkeit (vorzustellen als Ober

ahe) im hohdimen-
sionalen Merkmalsraum. Eine ideal invariante Distanz zwishen zwei Merkmalsvektoren kann dann
deniert werden als minimale Distanz zwishen den von ihnen erzeugten Mannigfaltigkeiten, wel-
he im Allgemeinen allerdings shwer zu bestimmen ist. Daher kann man sih auf die Tangenten an
die Mannigfaltigkeiten beshr

anken, die von den partiellen Ableitungen der Transformationen nah
den Parametern in den gegebenen Punkten aufgespannt werden. Diese lineare N

aherung erlaubt die
eÆziente Bestimmung der minimalen Distanz und erreiht f

ur kleine Transformationen eine gute Be-
shreibung, wie in Abbildung 1 gezeigt (Originalbild links). Genauere N

aherungen sind z.B. durh
Methoden

ahnlih dem Newton-Verfahren m

oglih, bringen jedoh einen h

oheren Aufwand mit sih.
W

ahrend die Tangentendistanz globale Transformationen des Bildes ber

uksihtigt (das ganze Bild
wird z.B. gedreht), k

onnen auh lokale Transformationen eine Rolle spielen. Eine M

oglihkeit, Invari-
anz gegen

uber lokalen Transformation zu erreihen besteht in der Verwendung des Image Distortion
Model, auh bekannt als Hausdor-Distanz oder lokale Perturbation. Dabei wird in der Berehnung
des lokalen, pixelweisen Distanzanteils der am besten passende Pixel des Referenzbildes in einer lo-
kalen Umgebung gesuht und die Gesamtdistanz ergibt sih durh Summation.
Diese Methode erlaubt, genau wie die Tangentendistanz, zahlreihe Erweiterungen und eine Kombina-
tion der beiden Methoden ist eÆzient zu erreihen, indem bei einer Distanzberehnung zun

ahst der
Tangentenansatz zur Registrierung verwendet wird und dann das Distortion Model angewendet wird
[5℄. Die theoretishe Betrahtung der Distanzmae im probabilistishen Kontext erlaubt R

ukshl

usse
auf die Eigenshaften der zu Grunde liegenden Verteilungen und andererseits ist eine Herleitung der
Tangentendistanz aus der Annahme von Variation in den Daten m

oglih [4, 2℄. Weiterhin lassen sih
die beiden Ans

atze als Spezialf

alle eines generishen beshreiben.
3 Experimente
Datensammlungen. Der Groteil der Experimente wurde auf der US Postal Servie Datensamm-
lung durhgef

uhrt, die Bilder handgeshriebener, segmentierter und normalisierter Ziern von US
Briefumshl

agen enth

alt (1616 Pixel, 256 Graustufen, 7.291 Trainingsbilder, 2.007 Testbilder). Ein
Vorteil dieser Sammlung ist, dass viele publizierte Ergebnisse vershiedener Forshergruppen exi-
stieren, was einen fairen Vergleih der Verfahren erm

ogliht. Tabelle 1 zeigt einen

Uberblik

uber
die erzielten Erkennungsleistungen auf USPS. Weitere Experimente wurden mit der

ahnlihen, aber
gr

oeren NIST Datensammlung und auf einer Datenbank mit 1.617 R

ontgenbildern des IRMA Pro-
jektes der RWTH Aahen (Image Retrieval in Medial Appliations [3℄) durhgef

uhrt.
Ergebnisse. In den Experimenten zeigte sih, dass die Verwendung der Tangentendistanz, die Verviel-
fahung der Daten und die Benutzung von Kernel Densities die Fehlerrate erheblih senken konnten.
Da vershiedenen Klassikatoren entwikelt wurden, konnten deren Ergebnisse zu einer gemeinsamen
Entsheidung kombiniert werden (
"
Bagging\), was die Fehlerrate weiter auf das sehr gute Ergebnis
Tabelle 1: Stand der Tehnik USPS

: Trainingsdaten um 2.400 mashinengedrukte Ziern erweitert
Methode Fehlerrate USPS [%℄
Menshlihe Fehlerrate (Simard'93 [8, 7℄) 2.5
Neuronales Netz (LeNet1, LeCun'90 [7℄) 4.2
Invariante Support Vektoren (Sh

olkopf'98 [6℄) 3.0
Tangentendistanz (Simard'93 [8℄)

2.5
Boosting (Druker'93 [7℄)

2.6
Diese Arbeit: 1-NN, Euklidishe Distanz 5.6
TD, 1-NN 3.3
TD, Erweiterungen 2.4
TD, Erweiterungen, Bagging 2.2
von 2.2% senkte. Das Image Distortion Model brahte keine Verbesserungen bei der Ziernerkennung,
jedoh deutlihe bei der Klassiaktion von R

ontgenbildern, wo jedoh die Datenvervielfahung keine
Verbesserungen erzielte. Dieses Beispiel illustriert, dass die Wahl der Methode zur Klassikation im
Allgemeinen stark von den Datenharakteristiken abh

angt.
4 Zusammenfassung und Ausblik
Invariante Distanzmae wie Tangentendistanz und Image Distortion Model stellen einen eektiven
Ansatz zur invarianten Objekerkennung dar. Dies zeigt sih in den guten erzielten Erkennungsergeb-
nissen auf vershiedenen Datensammlungen. Die probabilistishe Interpretation der Invarianz erlaubt
eine theoretishe Beshreibung und Gewinnung von Einsihten, z.B. zur Sh

atzung von Tangenten-
vektoren. Der Erfolg der vershiedenen Methoden h

angt stark von den zu erkennenden Daten ab und
ein wihtiger Tradeo besteht bei der St

arke der erlaubten Transformationen zwishen zugelassenen
Ann

aherungen an die
"
rihtigen\ und an die
"
falshen\ Referenzdaten.
Als Themen zuk

unftiger Arbeit lassen sih z.B. die Verwendung diskriminativer Verfahren und die

Ubertragung der Methoden auf Bildindizierung, bewegte Bilder und Spraherkennung anf

uhren. Auh
eine eventuelle exakte Beshreibung der Mannigfaltigkeiten und die Betrahtung anderer Invarianzmo-
delle, wie z.B. Warping-Modelle, bieten weitere Ansatzpunkte. Ein weiteres Thema ist die Verfolgung
eines holistishen Ansatzes in der Erkennung von Objekten unbekannter Lage in Bildern.
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