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Úvod
Generativní soutěživé sítě jsou speciálním typem umělých neuronových sítí, které
v posledních letech dosahují nečekaně skvělých výsledků při generování syntetických
obrazů. V medicínské oblasti se setkáváme s chronickým nedostatkem vyvážených
a anotovaných souborů dat obsahujících dostatečné množství diagnostických snímků,
jež by umožňovaly trénování přesných umělých neuronových sítí. Přístup k datům je
často omezen pro zachování soukromí pacientů a snímky pozitivních případů vzác-
ných patologií jsou v klinických databázích zastoupeny jen v malém množství. Ge-
nerativní soutěživé sítě poskytují možné řešení tohoto problému a zároveň nacházejí
uplatnění i v jiných oblastech analýzy medicínských obrazů jako jsou rekonstrukce,
klasifikace, segmentace a detekce.
Teoretická část práce se v úvodu věnuje problematice umělých neuronových sítí,
konkrétně jejich architektuře, učení neuronových sítí a podrobnějšímu rozboru kon-
volučních neuronových sítí. Je představen model generativních soutěživých sítí a je
popsána jeho základní architektura, způsob trénování a nejvýznamnější modifikace.
Dále je zpracována rešerše na možnosti využití generativních soutěživých sítí v ob-
lasti medicíny a jsou prezentovány vybrané medicínské publikace na toto téma.
Praktická část práce je věnována návrhu, implementaci a testování několika mo-
delů generativních soutěživých sítí. Prvním modelem je hluboce konvoluční genera-
tivní soutěživá síť aplikovaná na generování syntetických obrazů kožních lézí. Imple-
mentací tohoto modelu je zkoumána schopnost generativních soutěživých sítí synte-
tizovat medicínské obrazy pouze na základě vstupního vektoru šumu. Pro generování
medicínských obrazů s vyšší kvalitou a klinickým významem je navržena modifikace
generativní soutěživé sítě označovaná jako „pix2pix“. Tento model umožňuje gene-
rovat obrazy na základě informací zadaných formou vstupního obrazu a v praktické
části je implementován pro tři různé aplikace. Cílem první aplikace je generování
realistických obrazů kožních lézí na základě binární masky a porovnání výsledků
s modelem hluboce konvoluční generativní soutěživé sítě. Pro další zkoumání pod-
míněné syntézy pomocí generativních soutěživých sítí je model „pix2pix“ aplikován
s cílem generování syntetických CT obrazů páteře v axiální a sagitální rovině na
základě binárních masek páteře.
V práci jsou podrobně popsány využité sady medicínských dat, návrh jednot-
livých modelů a jejich implementace v programovém prostředí Python. Výsledky
syntézy medicínských dat pomocí vybraných modelů jsou na závěr vyhodnoceny
a diskutovány.
1
1 Umělé neuronové sítě
Umělé neuronové sítě jsou výpočetní sítě simulující rozhodovací proces, který po-
zorujeme v sítích nervových buněk (neuronů) biologického centrálního nervového
systému.
1.1 Biologický neuron
Základní stavební a funkční jednotkou biologické nervové sítě zpracovávající infor-
mace je neuron, jehož struktura je ilustrována na obrázku 1.1.
Jádro neuronu je uloženo v buněčném těle (soma), k němuž jsou asociovány
aferentní vlákna (dendrity), přijímající signály od sousedních neuronů a jedno dlouhé
eferentní vlákno (axon), šířící signál směrem od těla k synapsím dalších neuronů.
K přenosu informací ve formě akčního potenciálu dochází při překročení prahového
napětí. [1]
Obr. 1.1: Ilustrace struktury fyziologického neuronu. Upraveno z [2].
1.2 Výpočetní model neuronu
Autoři McCulloch a Pitts navrhli v roce 1943 binární prahovou jednotku jako zjed-
nodušený výpočetní model pro umělý neuron. Tento matematický neuron počítá
vážený součet svých vstupních aktivačních nebo inhibičních signálů a generuje vý-
stup 1, pokud tento součet překročí určitou prahovou hodnotou. Pokud se součet
nachází pod prahovou hodnotou, výsledným výstupem je 0. [3]
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McCulloch-Pittsův model byl zobecněn a na jeho základě vyvinul na konci 50. let
Frank Rosenblatt první algoritmus pro učení jednoduchých sítí, skládajících se z po-
dobných modelů neuronu, tzv. perceptronů. Perceptron zachovává základní struk-
turu nervové buňky znázorněnou na 1.1 a lze ho rozdělit na několik částí [4]:
• synapse zatížené vahami 𝑤, modelující synaptické spojení, přijímající vstupní
signály 𝑥 a vedoucí je do těla neuronu,
• tělo neuronu, v němž je sumací získáván vnitřní potenciál neuronu 𝜉,
• blok aktivační přenosové funkce 𝜙,
• výstupy neuronu 𝑦 navazující na další perceptrony.
Do perceptronu vstupuje vektor vstupních hodnot 𝑥 o 𝑛 prvcích, vektor vah 𝑤
také o 𝑛 prvcích a práh ℎ, často modelovaný jako jeden ze vstupů. Každý prvek
vektoru hodnot je vynásoben příslušnou váhou, která vyjadřuje významnost jednot-
livých vstupů. V těle neuronu proběhne sumace hodnot pro všech 𝑛 prvků vstupního
vektoru a od výsledné hodnoty je odečten práh ℎ. Takto získaný vnitřní potenciál
neuronu je nelineární aktivační funkcí transformován na výstupní hodnotu 𝑦.
Matematické chování neuronu je popsáno rovnicí 1.1 a model umělého neuronu
znázorněn na obrázku 1.2.
𝑦 = 𝑓 [
𝑁∑︁
𝑖=1
𝑤𝑖𝑥𝑖 − ℎ] = 𝑓 [
𝑁∑︁
𝑖=0
𝑤𝑖𝑥𝑖]; 𝑥0 = 1 𝑎 𝑤0 = −ℎ (1.1)
Obr. 1.2: Schématické zobrazení umělého neuronu s 𝑛 vstupy 𝑥 (jimž přísluší váhy
𝑤), prahem citlivosti neuronu ℎ, aktivační přenosovou funkcí 𝜙 a jedním výstupem
𝑦. Převzato z [5].
Aktivační přenosová funkce je obecně nelineární funkcí transformující hodnotu
vnitřního potenciálu neuronu. Základní aktivační funkce používané v dopředných
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neuronových sítích jsou znázorněny a popsány na obrázku 1.3. Výběr funkce záleží
na konkrétní aplikaci a požadavcích modelu.
Obr. 1.3: Přehled základních aktivačních funkcí. Převzato z [5].
Perceptron nebo jednovrstvý perceptron lze použít na řešení jednoduchých pro-
blémů. Pro řešení složitějších úloh využíváme vícevrstvé perceptrony označované
jako neuronové sítě.
1.3 Vícevrstvé neuronové sítě
Umělé neuronové sítě můžeme považovat za orientované grafy, v nichž mají neurony
roli uzlů a orientované hrany hodnocené vahami jsou spojením mezi neuronovými
výstupy a neuronovými vstupy reprezentujícím tok signálu [6]. Výkonné prvky více-
vrstvé neuronové sítě (neurony) jsou uspořádány do minimálně tří vrstev: vstupní
vrstvy, minimálně jedné skryté vrstvy a výstupní vrstvy. Příklad architektury více-
vrstvé neuronové sítě je na obrázku 1.4.
Každý neuron vstupní vrstvy přijímá právě jeden vstupní signál, nepodílí se na
výpočtu a pouze ho přivádí k dalším prvkům sítě. Neurony skrytých vrstev přená-
šejí a transformují signál přijatý vstupní vrstvou. Výstup každého z neuronů v dané
vrstvě je přiváděn na vstupy všech neuronů ve vrstvě následující, přičemž neurony
ve stejné vrstvě nejsou navzájem propojeny. Výsledkem výpočtu sítě, naposled zpra-
covaným výstupní vrstvou, je vektor výstupních hodnot výstupních neuronů. [8]
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Obr. 1.4: Příklad architektury vícevrstvé neuronové sítě se vstupní vrstvou, třemi
skrytými plně propojenými vrstvami a výstupní vrstvou. Upraveno z [7].
Spojení mezi neurony má vždy svůj směr a podle architektury dělíme neuronové
sítě na dvě kategorie. Dopředné sítě neobsahují smyčky a obecně jsou statické, tj.
produkují pouze jednu sadu výstupních hodnot místo sekvence hodnot z daného
vstupu. Jejich odpověď na vstup je nezávislá na předchozích stavech sítě. Oproti
tomu zpětnovazebné sítě obsahující smyčky jsou dynamickým systémem, v němž
je výstup neuronu přepočítán s každým novým výstupem. Díky zpětné vazbě je
s každým výstupem síť modifikována, což vede k novému stavu. Pro různé typy
architektur je třeba zvolit vhodné učící algoritmy. [3]
1.4 Učení neuronové sítě
Cílem učení neuronové sítě je nalézt takovou konfiguraci (hodnoty vah), aby síť co
nejpřesněji realizovala transformaci zadanou tréninkovou množinou. Trénování neu-
ronu probíhá iterativně ve várkách vzorků označovaných jako „mini-batch“ a inter-
val, během kterého dojde k předložení všech vzorků z trénovací množiny, nazýváme
epochou učení. K naučení sítě může být dle komplexnosti problému zapotřebí de-
sítky až tisíce epoch. Učení může probíhat dvěma způsoby, a to s učitelem nebo bez
učitele.
Při učení s učitelem je tréninková množina uspořádána na vektor vstupních hod-
not sítě a na vektor požadovaných výstupních hodnot a je využita zpětná vazba.
Během učení jsou odpovídající hodnoty z těchto dvou vektorů porovnávány a syna-
ptické váhy sítě jsou upraveny na základě kriteriální funkce. Při učení bez učitele
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nemá optimalizační algoritmus k dispozici vektor na ověření správnosti transformace
vstupních dat. Na základě poskytnutých vstupních dat a jejich společných elementů
provádí shlukování do tříd. Učení bez učitele je vhodné využít pro dynamické sítě, jež
na základě nového vzorku upravují současně i parametry sítě. Kombinací učení s uči-
telem a bez učitele je učení s částečným dohledem, při němž je k trénování modelu
využita kombinace malého množství označených a velkého množství neoznačených
dat.
Na počátku učícího procesu jsou inicializovány váhy (často náhodně) a pro vý-
počet jejich optimálních hodnot je využit optimalizační algoritmus. Pojem optima-
lizace vyjadřuje cíl minimalizovat nebo maximalizovat zvolenou kriteriální funkci,
jíž v případě minimalizace můžeme označit také jako chybovou funkci sítě [9]. Volba
kriteriální funkce musí odpovídat řešenému problému a konfiguraci výstupní vrstvy.
Při učení s učitelem může být použita například střední kvadratická odchylka, kterou
lze vypočítat podle vzorce:




(𝑦𝑖 − ̂︀𝑦𝑖)2, (1.2)
kde ̂︀𝑦𝑖 je předpokládaný výstup sítě, 𝑦𝑖 je skutečný výstup a 𝑚 je počet vstupů.
Pro optimalizaci neuronových sítí jsou nejčastěji využívány algoritmy založené
na gradientu.
1.4.1 Gradientní sestup
Základní gradientní metodou je metoda gradientního sestupu. Gradient, jenž je hod-
notou derivace funkce v určitém bodě, určuje směr nejstrmějšího růstu kriteriální
funkce a pohybem proti gradientu malými kroky (definovanými jako učící krok 𝜖)
jsme schopni kriteriální funkci minimalizovat [9]. Tímto způsobem jsou upraveny
váhy sítě dle vzorce:




kde 𝑤𝑖+1 jsou aktualizované váhy, 𝑤𝑖 jsou původní váhy, 𝜖 je učící krok a 𝐿 je
gradient kriteriální funkce.
Pro rekurzivní výpočet gradientů skrytých vrstev vybraným optimalizačním al-
goritmem je využito zpětné šíření chyby (angl. „backpropagation“). Zpětné šíření
chyby umožňuje aktualizovat všechny váhy současně během jednoho dopředného
a zpětného průchodu sítí místo nutnosti opakovat proces pro každý jeden parametr.
K úpravě vah dochází směrem od výstupní vrstvy k vrstvě vstupní, a tedy obráceným
směrem, než kterým probíhá výpočet sítě v aktivním režimu. [8, 10]
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Kriteriální funkce konverguje k lokálnímu nebo globálnímu minimu a proces se
opakuje, dokud není dosažena jedna z podmínek ukončení učení. Základní metoda
gradientního sestupu je však u nekonvexních funkcí náchylná k nežádoucímu uvíznutí
v lokálním minimu a při učení sítě na velké datové sadě je také výpočetně náročná
[9]. Proto jsou v praxi využívány její modifikace, jako je metoda stochastického
gradientního sestupu.
1.4.2 Stochastický gradientní sestup
Metoda stochastického gradientního sestupu využívá pro optimalizaci vah průměrný
gradient mini-batch namísto gradientu každého vzorku. U této metody je pro zajiš-
tění konvergence nutné postupně snižovat rychlost učení definovanou učícím krokem
𝜖. Důležitou vlastností stochastického gradientního sestupu je skutečnost, že doba
potřebná pro aktualizaci parametrů v jedné iteraci neroste v závislosti na počtu
vzorků v mini-batch, což umožňuje konvergenci i pro velmi velkou datovou sadu.
U obsáhlých datových sad převažují rychlé počáteční výpočty gradientu tohoto algo-
ritmu jeho pomalou asymptotickou konvergenci, čímž algoritmus umožňuje zrychlení
učícího procesu. [9]
Tato metoda má mnoho dalších modifikací, řada z nichž se zaměřuje na adaptivní
nastavení učícího kroku, který významně ovlivňuje výkon modelu.
1.4.3 Metoda adaptivního odhadu momentu
Jedním z rozšíření stochastické metody gradientního sestupu je metoda adaptivního
odhadu momentu (Adam). Hlavní výhodou metody Adam je schopnost adaptivních
změn učícího kroku v průběhu trénování sítě. Úprava parametrů sítě pomocí me-
tody Adam je definována učícím krokem 𝛼 a mírou exponenciálního zapomínání pro
odhady momentů 𝛽1, 𝛽2. [11]
1.5 Konvoluční neuronové sítě
Vysoce efektivním modelem pro zpracování obrazových dat jsou konvoluční neuro-
nové sítě (CNN), jež dosahují výborných výsledků v rozpoznávání vzorů například
při klasifikaci obsáhlých datových sad, počítačovém vidění nebo také při počítačo-
vém zpracování přirozeného jazyka. CNN jsou schopny se automaticky a adaptivně
učit hierarchie příznaků, a to pomocí metody zpětného šíření chyby a za využití
několika základních stavebních bloků, jako jsou konvoluční vrstvy, podvzorkovací
vrstvy a plně propojené vrstvy.
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1.6 Architektura CNN
CNN lze rozdělit na síť provádějící extrakci příznaků a na klasifikační nebo regresní
síť, která tyto příznaky vyhodnocuje a generuje výstup. Příklad architektury CNN je
na obrázku 1.5. První část sítě je tvořena opakujícími se bloky konvolučních a pod-
vzorkovacích vrstev a zodpovídá za extrakci příznaků z obrazových dat. Se stoupa-
jícím počtem bloků jsou zachyceny detailnější příznaky a vzniklé příznakové mapy
jsou v druhé části sítě zpracovány plně propojenými vrstvami, které provádí klasifi-
kaci nebo regresi. V následujících podkapitolách jsou popsány základní vrstvy CNN
a další vrstvy CNN využívané v architektuře generativních soutěživých sítí.
Obr. 1.5: Příklad architektury sítě typu CNN. Vstupní vrstva je následována třemi
bloky obsahujícími: konvoluční vrstvu, aktivační funkci typu „Rectifier Linear Unit“
(ReLU) a podvzorkovací vrstvu „max pooling“. Na poslední blok navazuje plně pro-
pojená vrstva a výstupní vrstva. Upraveno z [12].
1.6.1 Konvoluční vrstva
Konvoluční vrstvy, které jsou typicky tvořeny kombinací lineárních operací, získá-
vají pomocí konvolučních filtrů lokální informace o vstupním obrazu ve formátu
příznakových map. Konvoluční filtry (nebo také konvoluční masky) jsou dvojroz-
měrné matice o relativně malém rozměru (velikosti jádra), většinou 3 × 3 nebo 5 × 5
a jejich hodnoty jsou optimalizovány během procesu učení. Tento proces je obdobný
jako aktualizace vah u běžné umělé neuronové sítě. Při průchodu konvoluční vrstvou
je provedena konvoluce daného filtru se vstupní maticí, jak je zobrazeno na obrázku
1.6. Tento proces se opakuje pro každý filtr a vytvářejí se příznakové mapy reprezen-
tující různé charakteristiky vstupní matice, u obrazových dat například hrany, čáry
a detailnější vizuální prvky. Různé konvoluční filtry mohou tedy být považovány za
extraktory různých příznaků a jejich počet určuje počet výstupních příznakových
map, a tím hloubku vrstvy [14].
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Obr. 1.6: Princip výpočtu konvoluce konvolučním filtrem s velikostí jádra (3,3). Vý-
stupní obrazová matice je vyjádřením příznakové mapy. Upraveno z [13].
Během validní konvoluce dochází ke zmenšení rozměrů vstupní matice. Pro ře-
šení tohoto problému se používá metoda označovaná jako „zero padding“, při níž
jsou na každou stranu vstupu přidány řady a sloupce nul a díky tomu je zacho-
ván původní rozměr matice. Dalším způsobem, jak definovat konvoluční operaci, je
nastavení hyperparametru stride, který vyjadřuje vzdálenost mezi dvěma po sobě
následujícími pozicemi recepčního pole. Nastavením stride na hodnotu větší než
1 lze snížit překryv a docílit podvzorkování příznakové mapy, které je jinak běžně
prováděno podvzorkovací vrstvou. Další klíčovou vlastností konvolučních vrstev je
sdílení vah. Konvoluční filtry, jež jsou přikládány na vstup, jsou charakterizované
těmito vahami a jsou neměnné na všech pozicích vstupu. Díky sdílení vah je značně
omezen počet parametrů sítě, což zvyšuje její efektivitu a lokální propojenost umož-
ňuje síti detekovat a rozpoznávat prvky bez ohledu na jejich polohu v obraze. [14]
Konvoluční vrstva je většinou následována vrstvou zavádějící do systému neli-
nearitu a modelujcí vygenerovaný výstup. V současnosti je pro tuto aplikaci nejpo-
užívanější aktivační funkcí „Rectifier Linear Unit“ (ReLU), která záporné hodnoty
transformuje na hodnotu 0 a nezáporné ponechá beze změny. Jednou z modifikací
této funkce je aktivační funkce „Leaky Rectifier Linear Unit“ (lReLU), jež nenuluje
záporné vstupy, ale násobí je konstantním gradientem 𝛼. Průběh obou funkcí je na
obrázku 1.7.
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Obr. 1.7: Aktivační funkce ReLU a lReLU. Převzato z [15].
1.6.2 Podvzorkovací vrstva
Úlohou podvzorkovacích vrstev (z angl. „pooling“) v konvoluční síti je progresivní
snižování komplexity vrstev, a tím množství parametrů sítě. Vrstva provádí pod-
vzorkovací operaci, během níž jsou sloučeny sousedící pixely určité oblasti do jedné
reprezentativní hodnoty. Tato hodnota je většinou vypočítána jako maximum („max
pooling“) nebo průměr („average pooling“) vybraných pixelů. [16]
V praxi je pro podvzorkování běžně používána maska o velikosti 2×2 s hodnotou
stride 2, což vede ke zmenšení prostorové dimenze (rozlišení) na polovinu [17].
Příklad podvzorkování metodami „max pooling“ a „average pooling“ je na obrázku
1.8.
1.6.3 Plně propojená vrstva
Příznakové mapy získané sítí provádějící extrakci příznaků jsou dále zpracovány dru-
hou sítí s plně propojenými vrstvami. Výstup posledního bloku konvoluční a pod-
vzorkovací vrstvy je transformován do vektoru hodnot a přiveden k jedné nebo více
plně propojeným vrstvám. Každý neuron v plně propojené vrstvě je váhovaným spo-
jením přímo spojen s každým neuronem v předchozí i následující vrstvě a konečným
výstupem této sítě pro klasifikační úlohy jsou pravděpodobnosti příslušnosti do jed-
notlivých tříd. Poslední plně propojená vrstva má obvykle stejný počet neuronů jako
je počet tříd a v závislosti na řešené úloze je vybrána vhodná aktivační funkce. Pro
klasifikační úlohu do více tříd je vhodnou aktivační funkcí např. funkce „softmax“,
jež normalizuje výstupy tak, aby jejich celkový součet byl 1. [14]
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Obr. 1.8: Ukázka podvzorkovacích metod „max pooling“ a „average pooling“ za po-
užití masky 2 × 2 a nastavení hyperparametru stride = 2. Upraveno z [18].
1.6.4 Vrstva transponované konvoluce
Některé aplikace CNN, jako je sémantická segmentace nebo generativní soutěživé
sítě, vyžadují nadvzorkování obrazové matice, během nějž je zvětšena její prosto-
rová dimenze. Nejčastěji je pro tyto účely využita vrstva transponované konvoluce,
jež provádí inverzní konvoluční operaci. Vrstva vstup smysluplně transformuje a při
správném nastavení hyperparametru stride zvyšuje rozlišení obrazu. Nastavením
stride na hodnotu 2 u konvoluční vrstvy dosáhneme podvzorkování vstupu a zmen-
šení prostorové dimenze na polovinu, naopak u vrstvy transponované konvoluce in-
verzně ke zvětšení této dimenze ve stejné míře. Parametry této vrstvy, jež jsou
využity při rekonstrukci původních vstupů, jsou během tréninku optimalizovány
společně s parametry konvolučních vrstev. [19]
1.6.5 Regularizační vrstvy
Jako opatření proti přeučení sítě (angl. „overfitting”) a při regularizaci tréninkového
procesu je možné využít vrstvy „Batch Normalization” a „Dropout”.
Vrstva Batch Normalization normalizuje hodnoty každé mini-batch tak, aby měly
průměr 0 a směrodatnou odchylku 1. V praxi Batch Normalization nejčastěji nor-
malizuje výstupy konvoluční vrstvy a je následována aktivační vrstvou. Působí jako
zdroj šumu a zároveň umožňuje využití vyššího učícího kroku při trénování sítě.
Během tréninkové fáze ukládá tato vrstva statistiky o svých vstupech, jež jsou poté
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využity během testování. [20]
Vrstva Dropout implementuje stejnojmennou metodu založenou na dočasném
vypnutí části neuronů, ilustrovanou na obrázku 1.9. Během tréninku jsou náhodně
vybrané neurony dočasně odstraněny ze sítě s předem danou pravděpodobností.
Tato pravděpodobnost je určena parametrem 𝑝, jež je běžně nastaven na hodnotu
0, 5 odpovídající 50% pravděpodobnosti vypnutí neuronu. Pomocí této metody je
předcházeno přeučení sítě a je snížen počet parametrů modelu. [21]
Obr. 1.9: Srovnání běžné sítě s plně propojenými vrstvami (a) a sítě, u níž je na
skrytou vrstvu aplikován Dropout (b). Upraveno z [22].
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2 Generativní soutěživé sítě
Generativní soutěživé sítě (GAN) jsou speciálním typem neuronových sítí, v nichž
jsou trénovány dvě sítě současně, přičemž jedna je zaměřena na generování obrazu
a druhá na diskriminaci.
Architektura GAN byla poprvé popsána v roce 2014 ve článku Iana Goodfellowa
et al. s názvem „Generative Adversarial Networks” [23] a zahrnuje dva soutěžící mo-
dely: model generátoru pro generování syntetických vzorků a model diskriminátoru,
který klasifikuje vzorky jako reálné (z množiny tréninkových dat) nebo syntetické
(vytvořené generátorem). Schéma základního modelu GAN je na obrázku 2.1.
Generativní model generuje z prostoru s Gaussovou distribucí náhodný vektor
a využívá ho pro započetí generativního procesu. Tento vektorový prostor, ozna-
čovaný také jako „latentní prostor“, je složen z latentních proměnných, jež nelze
přímo pozorovat. Latentní prostor se trénováním modelu stává projekcí trénovacích
dat a poskytuje informace o jejich distribuci, na základě nichž je model generá-
toru schopen tvořit různé výstupy s podobnými charakteristikami, jako mají tato
data. Model GAN může být tvořen neuronovou sítí s libovolnou strukturou za před-
pokladu, že rozměry vstupu a výstupu odpovídají rozměrům latentního prostoru
a tréninkových dat. Diskriminativní model je binárním klasifikátorem, jenž zpraco-
vává vzorky z množiny tréninkových a vygenerovaných dat a předpovídá, do které
třídy vzorek patří. [25, 26]
Obr. 2.1: Blokové schéma základního modelu GAN. Upraveno z [24].
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2.1 Trénování GAN
Model generátoru 𝐺 využívá náhodnou realizaci šumu 𝑧 („latentní vektor”), po-
cházející z distribuce 𝑝(𝑧) jako vstup. Tento latentní vektor je prostřednictvím 𝐺
transformován na vzorek 𝑥𝑔, u nějž předpokládáme vizuální podobnost s reálným
vzorkem 𝑥𝑟 z distribuce reálných dat 𝑝𝑟(𝑥). Primárním cílem 𝐺 je optimalizovat
mapování z latentního prostoru tak, aby se distribuce generovaných dat 𝑝𝑔(𝑥) co
nejvíce podobala distribuci reálných dat 𝑝𝑟(𝑥) a po úspěšném tréninku mohla být
považována za její aproximaci. K dosažení tohoto cíle slouží model diskriminátoru
𝐷, který klasifikuje mezi reálnými a syntetickými daty. Výstupem 𝐷 je pravděpo-
dobnost, s níž vzorek pochází z reálné distribuce dat 𝑝𝑟(𝑥), spíše než z distribuce
syntetických dat 𝑝𝑔(𝑥). [23, 27]





𝑉 (𝐷, 𝐺) = E𝑥∼𝑝𝑟(𝑥)[𝑙𝑜𝑔𝐷(𝑥)] + E𝑧∼𝑝𝑧(𝑧)[𝑙𝑜𝑔(1 − 𝐷(𝐺(𝑧)))], (2.1)
kde 𝐷(𝑥) je výstup diskriminátoru, 𝐺(𝑧) výstup generátoru, 𝑝𝑟(𝑥) reálná distri-
buce dat a 𝑝𝑧(𝑧) distribuce latentního prostoru [23]. Model diskriminátoru a model
generátoru jsou střídavě trénovány, procesem označovaným jako „minimax hra”,
během nějž se snažíme dosáhnout rovnováhy mezi oběma modely. Cílem 𝐷 je ma-
ximalizoval pravděpodobnost, že správně klasifikuje vzorky z distribuce 𝑝𝑟(𝑥) jako
reálné a vzorky z distribuce 𝑝𝑔(𝑥) jako syntetické. Naopak 𝐺 se snaží minimalizovat
pravděpodobnost, že diskriminátor klasifikuje jeho výstupy jako syntetické.
Kriteriální funkci diskriminátoru lze matematicky definovat vzorcem 2.2 a krite-
riální funkci generátoru vzorcem 2.3 [27].
ℒ𝒢𝒜𝒩𝒟 = −E𝑥∼𝑝𝑟(𝑥)[𝑙𝑜𝑔𝐷(𝑥)] − E𝑧∼𝑝𝑧(𝑧)[𝑙𝑜𝑔(1 − 𝐷(𝐺(𝑧)))] (2.2)
ℒ𝒢𝒜𝒩𝒢 = E𝑧∼𝑝𝑧(𝑧)[𝑙𝑜𝑔(1 − 𝐷(𝐺(𝑧)))] (2.3)
Modely 𝐺 a 𝐷 jsou v praxi střídavě trénovány metodou stochastického gradi-
entního sestupu. Proces tréninku každé ze sítí je jiný a trénink celého modelu GAN
probíhá ve střídajících se periodách. Během jedné periody probíhá 𝑘 kroků opti-
malizace 𝐷 a jeden krok optimalizace 𝐺. Diskriminátor je penalizován za špatnou
klasifikaci vzorků a generátor za vytvoření vzorku, který 𝐷 klasifikoval jako syn-
tetický. Požadovaným výsledkem trénování GAN je, aby vzorky 𝑥𝑔 generované 𝐺
aproximovaly reálnou distribuci dat 𝑝𝑟(𝑥). V takovéto fázi je možné 𝐺 využít pro
úspěšné generování nových vzorků. [23, 28]
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Během trénování GAN ovšem narážíme na několik komplikací. Při střídavém
trénování 𝐺 a 𝐷 nelze zaručit rovnováhu a jedna ze sítí, převážně 𝐷, se hned z po-
čátku tréninku stává „silnější“ než síť druhá. Pokud dokáže 𝐷 příliš snadno rozeznat
generované vzorky od skutečných, dochází k tzv. saturaci kriteriální funkce, kdy se
gradienty 𝐷 blíží nule a neumožňují další trénink 𝐺. Pro trénink generátoru byla
proto navržena upravená forma kriteriální funkce 2.3, jež se místo trénování gene-
rátoru s cílem minimalizace 𝑙𝑜𝑔(1 − 𝐷(𝐺(𝑧))) snaží maximalizovat 𝑙𝑜𝑔(𝐷(𝐺(𝑧))).
Jinými slovy se generátor snaží maximalizovat pravděpodobnost, že diskriminátor
špatně klasifikuje ním vytvořené vzorky. Tato úprava nijak nemění dynamiku diskri-
minátoru a generátoru, předchází však saturaci 𝑙𝑜𝑔(1 − 𝐷(𝐺(𝑧))) tím, že z počátku
tréninku poskytuje silnější gradienty pro úpravu parametrů generátoru. [23]
Dalším problémem, k němuž dochází při trénování modelu GAN, je tzv. kolaps
režimu generátoru („mode collapse“), během nějž se distribuce 𝑝𝑔(𝑥) vytvořená 𝐺 za-
měřuje pouze na několik omezených režimů distribuce dat 𝑝𝑟(𝑥) [29]. Místo vytváření
různorodých obrazů generuje 𝐺 jen omezenou sadu vzorků a modely nekonvergují.
S cílem stabilizovat trénink a také zabránit kolapsu režimu generátoru byly na-
vrženy různé modifikace původního modelu GAN. Některé z těchto modifikací jsou
popsány v následující kapitole.
2.2 Modifikace GAN
V počátečním nastavení byly v GAN používány plně propojené vrstvy a generování
dat nebylo omezeno. Později byla však tato struktura nahrazena plně konvoluč-
ními vrstvami a poskytnutí pomocných informací generátoru umožnilo získání ob-
razů s požadovanými vlastnostmi. Pro splnění požadovaného výstupu bylo navrženo
mnoho různých variant modelu GAN, některé z nich jsou popsány níže. [30]
Hluboce konvoluční GAN (DCGAN) [31], v jehož architektuře jsou plně propo-
jené vrstvy nahrazeny plně konvolučními vrstvami, vykazuje lepší výsledky a větší
stabilitu během trénovacího procesu. Konvoluční vrstva je v tomto modelu násle-
dována vrstvou Batch Normalization, jež normalizuje výstup z konvoluční vrstvy,
čímž zabraňuje zhroucení režimu generátoru a aktivační funkcí typu lReLU. Akti-
vační funkce tohoto typu zlepšuje kvalitu obrazového výstupu a umožňuje generovat
obrazy s vyšším rozlišením. [29]
V původním modelu GAN není možné ovlivňovat samotné generování dat, proto
byl navržen model podmíněného GAN (cGAN) [32], jenž umožňuje řízení genera-
tivního procesu pomocí dalších vstupů. Cílem generátoru je vygenerovat obrazy,
které jsou realistické a zároveň odpovídají zadanému kontextu. Jako vstup, na jehož
základě cGAN generuje a rozlišuje obrazy, lze použít například diskrétní značky,
text nebo obraz. Pokud je namísto náhodného šumu jako vstup generátoru cGAN
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použit obraz, označujeme síť jako „pix2pix“ [33]. Model pix2pix lze využít pro trans-
formaci obrazu na obraz („image-to-image“ transformace) a tím generování obrazů
s vysokým rozlišením. Dalším podmíněným modelem GAN je InfoGAN [34], který
se učí bez učitele a místo použití jediného nestrukturovaného šumového vektoru je
v InfoGAN vektor šumu rozdělen na dvě části: šum a latentní kód zaměřující se na
významné rysy tréninkových dat.
Velmi efektivním se při generování obrazů s vysokým rozlišením prokázalo také
využití progresivních modelů jako jsou „Laplacian GAN“ (LAPGAN) [35], „Stac-
ked GAN“ (StackGAN) [36] a „Progressive Growing GAN“ (PGAN) [37]. Model
LAPGAN obsahuje několik na sebe navazujících modelů cGAN, z nichž každý při-
dává do generovaného obrazu podrobnosti o vyšší frekvenci. Kaskádu sítí GAN vy-
užívá ve své architektuře také StackGAN, jenž je rozložením generativního procesu
na menší části schopen z textu generovat obrazy s vysokým rozlišením. V modelu
PGAN progresivně rostou sítě generátoru a diskriminátoru tím, že je v průběhu tré-
nování zvyšován počet jejich vrstev, díky čemuž jsou v obraze generovány detailnější
struktury.
2.3 Využití GAN v medicíně
V medicíně se v současnosti GAN uplatňují dvěma způsoby. První se zaměřuje na
generativní aspekt GAN, který pomáhá zkoumat a objevovat základní strukturu tré-
ninkových dat a učí se generovat nové obrazy. Druhý využívá diskriminativní část
tohoto modelu, kdy je diskriminátor naučen rozpoznávat „normální“ snímky a může
být využit jako detektor abnormalit a klasifikátor. Metody založené na GAN byly
použity pro úpravu snímků z celé řady lékařských zobrazovacích metod, jako je
magnetická rezonance (MRI), výpočetní tomografie (CT), optická koherenční to-
mografie, rentgen (RTG), dermatoskopie, ultrazvuk, pozitronová emisní tomografie
(PET) nebo mikroskopie [28].
2.3.1 Syntéza
Modely GAN jsou široce využívány pro syntézu medicínských obrazů, čímž pomá-
hají překonat problémy s ochranou osobních údajů související s diagnostickými lé-
kařskými obrazovými daty a nedostatek snímků pozitivních případů vzácných pato-
logií. Poskytují v porovnání s tradičních metodami (změna měřítka, rotace, translace
a deformace) sofistikovanější řešení a byly použity v mnoha publikacích pro rozší-
ření souborů tréninkových snímků se slibnými výsledky. Původní GAN modely byly
navrženy pro nekontrolované generování syntetického obrazu z latentního prostoru,
avšak s příchodem cGAN se úspěšně vyvinuly do generativního modelu učícího se
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s učitelem, který dokáže generovat data podle zadaných informací. Syntézu obrazu
pomocí GAN tak můžeme rozdělit na dvě kategorie: nepodmíněná syntéza obrazu
a podmíněná syntéza obrazu.
Pomocí modelů DCGAN [38, 39], PGAN [40] a LAPGAN [41], jež dokážou ne-
podmíněně syntetizovat data, lze řešit problémy jako je nedostatek dat nebo nevy-
váženost anotovaných tříd dat. Takováto syntéza pomáhá také získat hlubší vhled
do podstaty distribuce dat a jejich latentní struktury.
Naopak modely pro podmíněnou syntézu umožňují syntetizovat umělé lékařské
obrazy, jež mohou být podmíněny dalším vstupním obrazem, segmentačními ma-
pami nebo textem. Lze tak syntetizovat například uzliny dotýkající se hranice plic
pro efektivnější automatickou segmentaci patologií na plicních CT snímcích [42], ba-
revný obraz sítnice ze syntetického cévního stromu [43] nebo realistické RTG snímky
s různými charakteristickými onemocněními [44]. Speciálním druhem podmíněné
syntézy je pak intermodální syntéza poskytující uměle generované obrazy cílové mo-
dality z dostupné modality se zachováním anatomické struktury a vlastností bez
nutnosti samostatného získávání obou lékařských snímků. Lze syntetizovat snímky
MRI na základě vstupních CT snímků [45] a naopak CT snímky na základě snímků
MRI, čehož může být využito při plánování radioterapie [47]. Je možné generovat
také snímky PET na základě CT snímků [48] a MRI snímků [49].
2.3.2 Rekonstrukce
Kvůli překážkám v klinickém prostředí, jako je dávka záření a pohodlí pacienta,
může být diagnostická kvalita získaných lékařských snímků omezena nízkým pro-
storovým rozlišením, výskytem artefaktů nebo kontaminací šumem. Množství šumu
v CT snímcích je možné redukovat například pomocí cGAN, jenž dokáže reprodu-
kovat CT snímky pořízené s rutinní dávkou ionizační energie („routine-dose“) na
základě snímků pořízených s nízkou dávkou („low-dose“) [50]. Další využití nachá-
zejí modifikace GAN při rekonstrukci MRI snímků. Například „Wasserstein GAN“
(WGAN) byl úspěšně využit pro trénování víceúrovňové hustě propojené sítě se su-
per rozlišením [51]. Navržená metoda dokáže obnovit místní textury a detaily MRI
snímku s nízkým rozlišením na úroveň snímku s vysokým rozlišením. Modifikovaným
GAN, nazvaným „3D-cGAN“, lze zlepšit kvalitu snímků PET, a tím snížit radiační
zátěž při zachování vysoké kvality těchto snímků [52].
2.3.3 Klasifikace
Pro řešení klasifikace využívají lékařské zobrazovací studie obvykle konvoluční neu-
ronové sítě učící se s učitelem, které ovšem k dosažení dobrých výsledků vyžadují
velké datové sady anotované odborníky. Pro řešení klasifikačních problémů však
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mohou být využity i GAN. Části generátoru a diskriminátoru mohou být využity
jako extraktor příznaků nebo přímo diskriminativní síť jako klasifikátor, jenž kaž-
dému obrazu přiřadí třídu [29]. Hu et al. [53] představili metodu učení bez učitele
inspirovanou WGAN a InfoGAN, jež je schopna klasifikovat buněčné složky kostní
dřeně podle jejich nejvýznamnějších rysů. Modely GAN byly dále využity například
pro klasifikaci abnormalit ze snímků sítnicové fundoskopie [54], detekci a klasifikaci
melanomu z dermatoskopických snímků [55] a pro klasifikaci srdečních abnormalit
z RTG snímků hrudníku [56].
2.3.4 Další využití
Diskriminační část modelu GAN lze využít pro segmentaci a detekci abnormalit.
Diskriminátor může být v tomto případě považována za regulátor tvaru a je scho-
pen segmentovat dostatečně kompaktní objekty, jako jsou srdce, plíce nebo játra.
Například pro automatickou segmentaci jater z CT a MRI snímků byl navržen pří-
stup pracující se soutěživou „image-to-image“ sítí inspirovanou GAN [57]. Učením
se distribuce tréninkových dat zobrazujících fyziologické snímky je diskriminátor
schopen detekovat obrazy, které do této distribuce nepatří a které lze považovat
za abnormální. Schlegl et al. [58] ve své studii prokázali úspěšné využití hluboce
konvolučního GAN („AnoGAN“) pro detekci anomálií sítnice ze snímků optické ko-
herentní tomografie a Styner et al. [59] použili model GAN pro detekci mozkových
lézí na MRI snímcích.
Dále byly modely GAN použity pro modelování specifické distribuce pohybu
pacienta na základě předoperačního obrazu [60], zbarvení endoskopických video dat
[61] nebo plánování léčby v radioterapii předpovědí distribuce dávky z CT obrazu
[62].
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3 Generování medicínských obrazů
Výkonnost modelů pro rozpoznávání lékařských snímků velmi závisí na reprezenta-
tivnosti a dostatečné četnosti tréninkových vzorků. Vysoké náklady na sběr velkého
množství praktických lékařských obrazů vedou k poptávce po syntéze obrazových
vzorků např. za využití GAN. Model GAN byl navržen k překonání nevýhod ji-
ných generativních algoritmů, jejichž příklady a srovnání s GAN lze nalézt v této
publikaci [63].
3.1 Databáze pro generativní soutěživé sítě
V současnosti probíhají snahy o vytváření velkých otevřených databází jako např.
Biobank, The National Biomedical Imaging Archive, The Cancer Imaging Archive
and Radiologist Society of North America, ovšem nedostatek vhodných tréninkových
dat zůstává nadále komplikací ve výzkumu a aplikaci GAN. [29]
3.2 Publikované medicínské aplikace
Generování medicínských obrazů pomocí GAN lze rozdělit do dvou hlavních katego-
rií: nepodmíněné a podmíněné syntézy. Kategorie podmíněné syntézy zahrnuje ještě
speciální skupinu, a to intermodální syntézu. Z řady publikovaných vědeckých prací
byly v práci popsány tři studie, každá spadající do jedné ze tří kategorií.
Práce týmu Baur et al. [64] na syntéze obrazů kožních lézí byla motivována
nedostatkem anotovaných dat a zkresleným zastoupením sedmi kategorií lézí v do-
stupných datech. Takováto data neumožnují trénování robustních modelů schopných
úspěšné klasifikace a segmentace lézí, a proto bylo jako řešení navrženo použití GAN,
konkrétně jeho progresivní modifikace PGAN. Jako zdrojová data byly použity der-
matoskopické snímky1 benigních a maligních kožních lézí poskytnuté v rámci výzvy
ISIC2018 [66], na jejichž základě byl PGAN schopen vygenerovat velmi realistické
syntetické obrazy v rozlišení 256×256 pixelů. Tyto obrazy byly odbornými dermato-
logy během vizuálního Turingova testu jen obtížně odlišitelné od reálných. Ve studii
byly dále srovnány obrazy syntetizované PGAN srovnány s výstupy modelů DC-
GAN a LAPGAN, které se osvědčily při syntéze vysoce kvalitního obrazu ze šumu,
avšak při nízkém rozlišení. Pro kvantitativní posouzení reálnosti obrazů byla po-
užita metrika „Sliced Wasserstein Distance“ (SWD), posuzující distribuci obrazu.
1Dermatoskopie je neinvazivní diagnostická technika sloužící zejména k vyšetřování pigmento-
vých kožních lézí. Použití dermoskopu, ručního optického zařízení složeného ze zvětšovací čočky
a světelného zdroje, eliminuje odraz na povrchu pokožky a zlepšuje vizualizaci jejích hlubších
úrovní. [65]
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Na základě vizuálního Turingova testu a SWD lze konstatovat, že se Baur et al.
úspěšně podařilo za pomoci progresivně rostoucího GAN syntetizovat vysoce rea-
listické dermatoskopické obrazy kožních lézí. Ukázka těchto snímků je na obrázku
3.1.
Obr. 3.1: Ukázka syntetických obrazů kožních lézí vygenerovaných modelem PGAN
v publikaci [64].
Příkladem publikace zaměřené na podmíněnou syntézu medicínských obrazů je
článek Galbusera et al. [67] zabývající se syntézou radiologických snímků páteře pro
využití během in silico testování2 nových medicínských technologií. Hlavním cílem
práce bylo generovat syntetické RTG snímky na základě upravených sagitálních RTG
snímků bederní páteře. Na snímcích byly manuálně vyznačeny čtyři rohy těl obratlů
mezi L1 a L5 a čtyři body popisující horní část křížové kosti a na základě těchto
souřadnic byly snímky transformovány na obraz, v němž jsou obratle reprezentovány
barevně rozlišenými konvexními čtyřúhelníky. Na základě těchto snímků, zobrazu-
jících přibližný tvar bederních obratlů a křížové destičky vygeneroval model GAN
určený pro „image-to-image“ transformaci syntetické RTG obrazy páteře. Ukázka
vstupního a výstupního obrazu je na obrázku 3.2.
V publikaci Nie et al. [69] bylo představeno využití „3D-GAN“ pro generování
CT obrazů, jež jsou důležité například při plánování radiační léčby nebo korekci
útlumu v MRI nebo PET skeneru. Během pořizování CT snímku je pacient vysta-
ven radiaci, která může poškodit zdravé buňky a zvýšit riziko rakoviny. Oproti tomu
pořizování MRI snímků je bezpečnou zobrazovací technikou a pro snížení rizika pro
2Avicenna Alliance definuje in silico testování jako: „Použití individualizované počítačové si-
mulace při vývoji nebo regulačním hodnocení léčivého přípravku, zdravotnického prostředku nebo
lékařského zásahu [68].“
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Obr. 3.2: Vstupní obraz s barevně vyznačenými obratli L1-L5 a horní částí křížové
kosti byl transformován na výstupní obraz páteře. Pro srovnání lze využít skutečný
RTG snímek páteře. Upraveno z [67].
pacienta je tedy žádoucí odhadovat CT snímky z MRI snímků. Navržená metoda
je založena na „3D-GAN“, v němž je jako generátor použita plně konvoluční neu-
ronová síť soutěžící s diskriminátorem. Kriteriální funkce generátoru je rozšířena
o výraz pro rozdíl gradientu a obrazu „Gradient Difference Loss“ s cílem zachovat
ostrost generovaného CT obrazu a je využit „Auto-Contex Model“ pro zpřesnění vý-
stupu generátoru. Hodnocení na dvou skutečných souborech CT/MRI dat ukázalo,
že tato metoda dokáže efektivně transformovat MRI snímky na CT obrazy a svými
výsledky metoda překonala tři nejmodernější metody, s nimiž byla porovnávána.
Ukázka vstupního, výstupního a srovnávacího obrazu je na obrázku 3.3.
Obr. 3.3: Vstupní MRI snímek byl modelem 3D GAN transformován na syntetický
CT snímek a porovnán s reálným CT snímkem. Upraveno z [69].
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4 Experimentální data
V praktické části práce bylo využito několik datových sad, jež jsou popsány v ná-
sledujících podkapitolách.
4.1 Dermatoskopické snímky kožních lézí
Pro generování obrazů kožních lézí byla použita data z „ISIC 2020 Challenge Da-
taset“ [70] a „ISIC 2017 Challenge Dataset“ [71], volně dostupná na portálu „ISIC
Challenge“.
4.1.1 ISIC 2020 Challenge Dataset
Popis databáze
Datová sada „ISIC 2020 Challenge Dataset“ obsahuje 33 126 dermatoskopických
tréninkových snímků benigních a maligních kožních lézí od více než 2 000 pacientů.
Část těchto snímků byla využita pro trénování nepodmíněného modelu DCGAN,
jehož vstupem je kromě vektoru šumu pouze sada reálných snímků.
Předzpracování dat
Z datové sady bylo vybráno prvních 10 000 snímků formátu JPEG (z angl. „Joint
Photographic Experts Group“), které byly v rámci předzpracování načteny jako tří-
kanálové obrázky datového typu „UInt8“ o rozměrech 64×64×3. Ukázka předzpra-
covaných snímků je na obrázku 4.2. Po zpracování všech souborů byly obrázky převe-
deny do datové struktury zvané pole („array“) a uloženy v komprimovaném formátu
„NPZ“. Výsledný soubor obsahuje multidimenzionální pole s rozměry 10000 × 64 ×
64 × 3. Rozměry pole jsou definovány ve formátu 𝐵 × 𝐻 × 𝑊 × 𝐶, kde písmeno
𝐵 udává počet snímků v datové sadě, 𝐻 udává výšku snímků, 𝑊 šířku a 𝐶 počet
kanálů.
Obr. 4.1: Ukázka předzpracovaných snímků z „ISIC 2020 Challenge Dataset“.
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Stejným způsobem byla vytvořena také datová sada s rozlišením 128 × 128
a 256 × 256 pixelů. Před trénováním a testováním modelu byla vybraná datová
sada načtena, dále byly hodnoty převedeny do běžně využívaného formátu „float32“
a normalizovány na interval ⟨−1, 1⟩. V průběhu trénování modelu DCGAN byla
využita augmentace snímků, konkrétně vertikálním a/nebo horizontálním otočením
obrazu vždy s pravděpodobností 0.2.
4.1.2 ISIC 2017 Challenge Dataset
Popis databáze
Datová sada „ISIC 2017 Challenge Dataset“ obsahuje trénovací, validační a testo-
vací sadu dermatoskopických snímků benigních a maligních kožních lézí. Pro každý
dermatoskopický snímek je zveřejněna také odpovídající binární maska vyznaču-
jící hranice léze a anotace dokumentující dermatoskopické rysy a klasifikaci léze.
Binární masky byly vytvořeny odborným lékařem pomocí poloautomatického nebo
manuálního procesu a spolu s dermatoskopickými snímky byly použity pro trénování
a testování podmíněného modelu pix2pix.
Trénovací sada obsahuje 2 000 snímků, konkrétně 375 snímků melanomu, 254
snímků seboroické keratózy a 1 372 snímků benigních név. Testovací sada zahr-
nuje 600 snímků lézí těchto tříd, ovšem bez známého podílu zastoupení. V dato-
vých sadách jsou dva typy souborů, a to dermatoskopické snímky ve formátu JPEG
a odpovídající binární masky ve formátu jednokanálového 8bitového PNG (z angl.
„Portable Network Graphics“). Maska je tedy tvořena pixely hodnot 0 nebo 255, kde
pixely s hodnotou 0 reprezentují oblast mimo lézi a pixely s hodnotou 255 oblast
uvnitř léze.
Předzpracování dat
Předpracování proběhlo obdobným způsobem jako u první datové sady. Soubory
byly načteny jako tříkanálové obrázky datového typu „UInt8“ a velikosti 256 ×
256 × 3. Ukázka předzpracovaných snímků a masek je na obrázku 4.2. Výsledný
soubor pro trénovací sadu obsahuje dvě multidimenzionální pole. První pole obsahuje
předzpracované snímky a druhé předzpracované binární masky, přičemž obě pole
mají rozměry 2000×256×256×3. Soubor pro trénovací sadu obsahuje dvě obdobné
pole, ovšem s rozměry 600 × 256 × 256 × 3.
Před trénováním a testováním modelu byly datové sady opět načteny a norma-
lizovány na interval ⟨−1, 1⟩.
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Obr. 4.2: Ukázka předzpracovaných snímků a masek z „ISIC 2017 Challenge Data-
set“.
4.2 Snímky CT páteře
4.2.1 Popis databáze
Dále byly v praktické části využity CT snímky páteře 12 anonymních pacientů, po-
skytnuté vedoucím práce. U 10 pacientů se jednalo o abdominální snímky zachycující
celou páteř a u zbylých 2 pacientů o snímky pouze lumbálně–sakrální části páteře.
U pacientů se vyskytují různé patologické stavy páteře a obratlů včetně osteoporézy,
zborcení obratle, osteolytických a osteoblastických lézí a dalších.
Ke každému pacientovi se vztahují 2 soubory formátu NIfTI (z angl. „Neuroima-
ging Informatics Technology Initiative“). První soubor obsahuje CT data uložena
v 32bitových hodnotách vyjadřujících Hounsfieldovy jednotky (HU) bez nutnosti
lineární transformace. V druhém souboru je uložena binární maska vyznačující seg-
mentaci páteře v těchto datech. Pro účely této práce byly vytvořeny sady axiálních
a sagitálních řezů, které byly dále předzpracovány.
4.2.2 Předzpracování dat
Prvním krokem předzpracování snímků byla jejich normalizace. Hodnoty CT snímku
v užitečném rozsahu −1024 – 1976 HU byly přičtením hodnoty 1024 převedeny do
kladných hodnot a bylo provedeno prahování se spodním prahem 0 HU a horním
prahem 3000 HU. Hodnoty byly dále převedeny na datový typ „float32“ a normali-
zovány na interval ⟨0, 1⟩. V dalším kroku byla binární maska násobením aplikována
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na CT snímek a z výsledného snímku byl vyříznut čtyřúhelník obsahující oblast
nenulových hodnot.
V tomto bodě se mírně rozchází předzpracování axiálních a sagitálních snímků.
V případně axiálních snímků byly z datové sady automaticky vyřazeny všechny
řezy obsahující pouze nulové hodnoty a při ořezu byla vždy ponechána celá oblast
nenulových hodnot. Při zpracování sagitálních snímků byly řezy vybrány manuálně
a ořezána byla pouze oblast lumbální páteře, snímaná u všech pacientů. Axiální
snímky byly poté přidáním nulových hodnot na okraje vyplněny na velikost 128×128
pixelů a sagitální na velikost 256 × 256 pixelů. Stejný proces ořezu a vyplnění byl
proveden i s maskami a všechny snímky byly rotovány o 90 stupňů. Ukázka CT
snímků a binárních masek před a po předzpracování je na obrázku 4.3.
Obr. 4.3: Ukázka axiálního (a) a sagitálního (b) řezu před předzpracováním. Axiální
(c) a sagitální (d) snímek a maska po předzpracování.
Takto předzpracované snímky byly rozděleny v poměru 3:1 do tréninkové a tes-
tovací sady. Testovací sada obsahuje snímky 3 pacientů vybraných tak, aby se mezi
testovacími snímky nacházely fyziologické i patologické tvary obratlů zajímavé pro
analýzu a diskuzi. Výsledné tréninkové datové sady mají rozměry 3330×128×128×1
pro axiální snímky a 389 × 256 × 256 × 1 pro sagitální snímky. Tyto datové sady
jsou uloženy a načítány stejným způsobem jako sady snímků kožních lézí.
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5 Navržené modely pro generování medicín-
ských obrazů
V teoretickém úvodu byla představena celá řada modelů GAN schopných syntézy
kvalitních medicínských obrazů. Dvěma základními úlohami v této oblasti jsou ne-
podmíněná a podmíněná syntéza obrazu, jež jsou předmětem praktické části této
práce.
Pro zkoumání nepodmíněného generování medicínských obrazů byl vybrán hlu-
boce konvoluční GAN schopný syntézy obrazu pouze na základě vstupního vektoru
šumu. DCGAN byl trénován na datové sadě dermatoskopických snímků z „ISIC
2020 Challenge Dataset“, popsané v 4.1.1, s cílem generovat realistické obrazy kož-
ních lézí. Pro splnění tohoto cíle byl navržen také model pix2pix, který na rozdíl od
předchozího modelu syntetizuje obraz na základě obrazového vstupu, čímž provádí
podmíněnou syntézu. Pro tuto aplikaci byl model trénován a testován na datových
sadách pocházejících z „ISIC 2017 Challenge Dataset“, popsaných v 4.1.2.
Další aplikací modelu pix2pix umožňující zkoumání podmíněné syntézy je gene-
rování obrazů páteře na základě binární masky. Pro trénování a testování modelu
jsou použity datové sady popsané v kapitole 4.2, které obsahují axiální a sagitální
CT snímky páteře spolu s binárními maskami.
V následujících kapitolách je blíže popsána architektura a proces učení těchto
modelů.
5.1 Hluboce konvoluční GAN
Hluboce konvoluční GAN, poprvé popsaný v publikaci Radford et al. [31], byl prv-
ním významným krokem ke stabilizaci učícího procesu GAN. Rozsáhlým zkoumáním
modelu byla identifikována architektura umožňující stabilní trénink generativních
modelů s vyšším rozlišením a hlubokými vrstvami [31], kterou lze využít pro gene-
rování jednoduchých medicínským obrazů. Model DCGAN se skládá ze dvou hlu-
boce konvolučních neuronových sítí, jedné zastávající roli generátoru a druhé v roli
diskriminátoru.
5.1.1 Generativní síť
Vstupem generátoru je vektor náhodných hodnot šumu z normální distribuce dat.
Tento vektor je vrstvou „Reshape“ transformován na matici, jež je sérií bloků nadvzor-
kována až na výstupní rozměry. Základem každého bloku je vrstva transponované
konvoluce provádějící inverzní konvoluční operaci, během níž dochází k transformaci
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hrubých charakteristických rysů na detailnější výstup. Výstup vrstvy je normali-
zován vrstvou Batch Normalization (kromě výstupu poslední vrstvy) a aktivován
funkcí lReLU. Hyperparametry vrstev jsou zvoleny tak, aby při průchodu blokem do-
šlo ke dvojnásobnému zvětšení výšky 𝐻 a šířky 𝑊 matice a zároveň byl progresivně
snižován počet kanálů obrazu 𝐶. Počet filtrů poslední konvoluční vrstvy definuje
počet kanálů ve výstupním obraze. Schéma sítě generátoru je na obrázku 5.1.
Obr. 5.1: Schéma architektury generativní sítě. Vstupem je vektor šumu s rozměry
1×1×100, jež je 6 bloky transponované konvoluce transformován na výstupní obraz
s rozměry 256 × 256 × 3.
5.1.2 Diskriminativní síť
Vstupem diskriminativní sítě je obraz vygenerovaný generativní sítí nebo snímek
z množiny tréninkových dat. Z obrazové matice jsou sériově spojenými konvoluč-
ními bloky extrahovány příznaky. Konvoluční vrstvy zároveň provádí i podvzorko-
vání matice, čímž nahrazují klasickou podvzorkovací vrstvu. Výstupy konvolučních
vrstev jsou normalizovány (kromě první), aktivovány funkcí lReLU a některé hod-
noty jsou náhodně vynulovány vrstvou Dropout. Díky vynechání Batch Normali-
zation vrstvy u poslední vrstvy generátoru a první vrstvy diskriminátoru jsou sítě
schopny naučit se střední hodnotu a rozptyl distribuce dat. V síti diskriminátoru
jsou progresivně zvyšovány počty příznakových map, které jsou na závěr zpracovány
poslední plně propojenou vrstvou se sigmoidální aktivací. Výstupem diskriminátoru
je jedna hodnota představující pravděpodobnost, že daný vstup náleží do množiny
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tréninkových dat. Tato hodnota slouží pro výpočet kriteriální funkce a optimalizaci
modelu. Schéma diskriminativní sítě je znázorněno na obrázku 5.2.
Obr. 5.2: Schéma architektury diskriminativní sítě, jež ze vstupu o rozměrech 256 ×
256×3 extrahuje 7 konvolučními bloky příznaky a na závěr vyhodnocuje příslušnost
vstupu do množiny tréninkových dat.
5.1.3 Učení a optimalizace modelu
Cíl učícího procesu DCGAN je matematicky vyjádřen vzorcem 2.1. Ověřeným postu-
pem při učení modelů GAN je vytvoření samostatných mini-batch reálných snímků
a generovaných snímků, jež jsou diskriminátorem klasifikovány zvlášť. Reálným
snímkům je přiřazena cílová hodnota 1, syntetickým snímkům hodnota 0 a jako
kriteriální funkce je využita binární křížová entropie (BCE), vhodná pro binární
klasifikaci. Matematický vzorec pro výpočet BCE mini-batch je:




[𝑦 𝑙𝑜𝑔(𝑦𝑖) + (1 − 𝑦) 𝑙𝑜𝑔(1 − 𝑦𝑖)], (5.1)
kde 𝑦 je cílová hodnota („ground truth“), 𝑦𝑛 je predikovaná hodnota a 𝑁 vyja-
dřuje počet snímků v mini-batch [72].
Optimalizace modelu probíhá metodou adaptivního odhadu momentu (Adam).
I navzdory stabilizačním prvkům mohou drobné změny architektury a hyperpa-
rametrů vést k selhání modelu. Při odchýlení od publikované architektury je proto




Návrh modelu pix2pix vychází ze studie publikované Isola et al. [33], v níž byla
tato modifikace podmíněného modelu cGAN poprvé představena. Od té doby byl
pix2pix úspěšně aplikován na řadu zadání z oblasti medicíny zahrnujících „Image-to-
image“ transformaci. Model využívá generativní síť založenou na architektuře „U-
Net“, diskriminativní síť typu „PatchGAN“ a způsob optimalizace podobný modelu
cGAN.
5.2.1 Generativní síť typu „U-Net“
Generátorem modelu pix2pix je konvoluční síť s architekturou „U-Net“, původně na-
vrženou pro segmentaci biomedicínských dat [73]. První část generátoru je typická
konvoluční síť extrahující příznaky obrazu konvolučními filtry a redukující prosto-
rové rozměry obrazové matice pomocí podvzorkování. Vrstva, v níž jsou příznakové
mapy zredukovány až na velikost 1×1, se označuje jako „bottleneck“. Na ni navazuje
expanzivní část sítě, kombinující příznaky procházející bottleneck vrstvou s informa-
cemi z vrstev extrakční části. Spojení dekódující a kódující části sítě, ilustrované na
obrázku 5.3, umožňuje lepší šíření kontextových informací do vrstev s vyšším rozli-
šením. Takovýto generátor je schopen na základě masky generovat vysoce kvalitní
medicínské obrazy s vysokým rozlišením.
Obr. 5.3: Vstupem generátoru je binární maska, z níž jsou dekódující částí sítě ex-
trahovány příznaky. V druhé části sítě jsou příznaky a informace z dekódující části
zakomponovány do nově vzniklého obrazu.
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5.2.2 Diskriminativní síť typu „PatchGAN“
Diskriminátor „PatchGAN“ vychází z architektury hluboce konvolučních sítí. Vstu-
pem této sítě je binární maska spojená vrstvou „Concatenate“ s obrazovým výstu-
pem generátoru. Reálnost obrazu je na rozdíl od diskriminátoru použitého v modelu
DCGAN klasifikována na základě lokálních oblastí (angl. „patch“). Reálnost pře-
krývajících se oblastí je konvolučními vrstvami klasifikována samostatně a výsledná
matice hodnot pravděpodobnosti je při trénování modelu porovnána s očekávaným
výstupem. Diskriminativní síť je ilustrována na obrázku 5.4.
Obr. 5.4: První vrstva diskriminativní sítě spojuje binární masku s reálným sním-
kem nebo výstupem generátoru, z nichž jsou sérií konvolučních vrstev extrahovány
příznaky. Každé lokální oblasti obrazu je poslední konvoluční vrstvou se sigmoidální
aktivací určena míra pravděpodobnosti, že náleží do reálné distribuce dat.
5.2.3 Učení a optimalizace modelu
Základní učící cíle modelu pix2pix zůstávají stejné jako u ostatních modelů GAN.
Generátor se snaží generovat výstupy, jež diskriminátor nedokáže rozlišit od reálných
dat, zatímco diskriminátor je trénován v rozpoznávání syntetických obrazů. Tento
cíl je vyjádřen kriteriální funkcí podmíněného modelu cGAN, popsanou vzorcem:
ℒ𝑐𝐺𝐴𝑁(𝐺, 𝐷) = E𝑥,𝑦[𝑙𝑜𝑔𝐷(𝑥, 𝑦)] + E𝑥,𝑧[𝑙𝑜𝑔(1 − 𝐷(𝑥, 𝐺(𝑥, 𝑧)))], (5.2)
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kde 𝑥 představuje vstup, na kterém zakládáme generativní proces (v tomto mo-
delu binární masku), 𝑧 značí šum a 𝑦 předpokládaný výstup (reálný snímek). Výraz
𝐷(𝑥, 𝑦) pak vyjadřuje výstup diskriminátoru pro binární masku a reálný snímek.
Výstup diskriminátoru pro binární masku a syntetický snímek 𝐺(𝑥, 𝑧) je ve vzorci
reprezentovaný výrazem 𝐷(𝑥, 𝐺(𝑥, 𝑧)). Diskriminátor se snaží tuto funkci maxima-
lizovat, zatímco generátor je trénován, aby ji minimalizoval.
V případě tohoto modelu však nestačí, aby generátor generoval dostatečně kva-
litní obrazy, které diskriminátor klasifikuje jako reálné. Dalším cílem generátoru je,
aby byly obrazy totožné s odpovídajícími reálnými snímky, což vyjadřuje funkce
označovaná jako „nejmenší absolutní odchylky“ (angl. „Least Absolute Deviations“)
nebo také „L1 vzdálenost“. Tato kriteriální funkce, popsaná vzorcem 5.3, hodnotí
sumu absolutních rozdílů mezi předpokládaným výstupem generátoru 𝑦 a jeho sku-
tečným výstupem 𝐺(𝑥, 𝑧).
ℒ𝐿1(𝐺) = E𝑥,𝑦,𝑧[ ‖ 𝑦 − 𝐺(𝑥, 𝑧) ‖ 1] (5.3)
Celý učící proces modelu lze vyjádřit vzorcem 5.4, jenž zahrnuje obě kriteri-
ální funkce definované výše. Jedná se o váhovaný součet těchto funkcí, přičemž „L1
vzdálenost“ je násobena koeficientem 𝜆.




ℒ𝑐𝐺𝐴𝑁(𝐺, 𝐷) + 𝜆ℒ𝐿1(𝐺) (5.4)
Vzorce vycházejí z publikace Isola et al. [33].
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6 Implementace algoritmů
Veškeré programové řešení bylo implementováno v programovacím jazyce Python,
konkrétně ve verzi Python 3.8.5. Pro tvorbu generativních soutěživých sítí byla vyu-
žita knihovna pro hluboké učení Tensorflow s pomocí vysokoúrovňového aplikačního
rozhraní (API) Keras. Keras je volně dostupná knihovna navržená pro experimenty
s hlubokými neuronovými sítěmi, jež umožňuje uživatelsky přívětivé a efektivní vy-
užití Tensorflow. Vzhledem k výpočetní náročnosti algoritmů probíhala optimalizace
prostřednictvím grafické procesorové jednotky NVIDIA GeForce GTX 1060 6GB.
6.1 Hluboce konvoluční GAN
Implementace hluboce konvolučního GAN probíhala po částech. V první řadě byl
v programovém prostředí realizován model pro generování výstupů s rozměry 64 ×
64 × 3, vycházející z publikace Radford et al. [31]. Po změnách architektury a hy-
perparametrů bylo dosaženo uspokojivých výsledků, tj. natrénovaný generátor ge-
neroval barevné obrazy s rozlišením 64 × 64 s uspokojivou kvalitou. Dalším krokem
byl přechod na rozlišení 128 × 128, jež vyžadoval přidání bloků do architektury ge-
nerátoru a diskriminátoru a drobné změny vybraných hyperparametrů. Při návrhu
sítě s větším rozlišením výstupů bylo důležité zejména využití prvků oslabujících síť
diskriminátoru tak, aby mohl probíhat stabilní trénink modelu. Stejným způsobem
byl proveden ještě jeden přechod na vyšší rozlišení a výsledkem implementace je
hluboce konvoluční GAN generující barevné obrazy s rozlišením 256 × 256, popsaný
v následujících podkapitolách.
6.1.1 Generativní síť
Do první plně propojené Dense vrstvy generátoru s 4096 neurony vstupuje vek-
tor 100 náhodných hodnot z Gaussovy distribuce dat. Následuje aktivační vrstva
LeakyReLU a vektor je vrstvou Reshape tvarován na matici s rozměry 4 × 4 × 256.
Matice je bloky generátoru nadvzorkována na výstupní obraz s rozměry 256×256×3.
Pro zvýšení rozlišení matice se nabízejí dva postupy. Jednoduchým řešením je pou-
žití vrstvy UpSampling2D, jež ve výstupu opakuje řádky a sloupce poskytnuté jako
vstup. Samotná vrstva UpSampling2D však není schopna doplnit do výstupní obra-
zové matice užitečné informace a musí být následována vrstvou Conv2D, která se učí
tento výstup smysluplně interpretovat. Kombinaci těchto dvou vrstev lze nahradit
vrstvou transponované konvoluce Conv2DTranspose, jež provádí inverzní konvoluční
operaci, čímž zvyšuje rozlišení obrazu a zároveň vstup smysluplně transformuje. Lep-
ších výsledků bylo dosaženo při použití vrstvy Conv2DTranspose s hyperparametrem
32
stride = (2, 2), díky čemuž byly tyto vrstvy použity jako hlavní prvky generátoru.
Počet konvolučních filtrů 𝑔𝑓 progresivně roste z 32 na 256. Po průchodu sérií bloků
transponované konvoluce, jež jsou popsány na obrázku 6.1, je poslední konvoluční
vrstvou Conv2D snížen počet kanálů na 3 a hodnoty výstupní obrazové matice jsou
aktivační funkcí tanh normalizovány na interval ⟨−1, 1⟩. Tímto způsobem je vyge-
nerován syntetický obraz, který v tréninkové fázi slouží jako vstup diskriminátoru.
Obr. 6.1: Blok transponované konvoluce využitý v generátoru modelu DCGAN. Ge-
nerátor implementované sítě obsahuje 6 takovýchto bloků. Jediným měnícím se hy-
perparametrem je počet konvolučních filtrů, definovaný pomocnou proměnnou 𝑔𝑓 .
6.1.2 Diskriminativní síť
Do diskriminátoru vstupuje reálný snímek z „ISIC 2020 Challenge Dataset“ nebo
výstup generátoru, vždy ve formě matice s rozměry 256×256×3. Konvoluční vrstvy
Conv2D mají obdobné hyperparametry jako vrstvy transponované konvoluce v gene-
rátoru, počet jejich konvolučních filtrů však progresivně klesá z 256 na 32. S výjim-
kou první konvoluční vrstvy jsou následovány vrstvou Batch Normalization. Další
prvky bloků diskriminátoru jsou popsaných na obrázku 6.2.
Obr. 6.2: Konvoluční blok využitý v diskriminátoru modelu DCGAN. V diskrimi-
nátoru implementovaného modelu se tento blok opakuje 7krát, s různým počtem
konvolučních filtrů 𝑑𝑓 .
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Na sérii konvolučních bloků navazuje klasifikační část diskriminátoru. Výstup
poslední konvoluční vrstvy (matice s rozměry 4×4×256) je vrstvou Flatten trans-
formován na vektor 4096 hodnot. Následně je aplikována vrstva Dropout a plně
propojenou vrstvou Dense s 1 neuronem a aktivační funkcí sigmoid je vyhodnocena
pravděpodobnost, s níž vstup náleží do tréninkové sady dat.
6.1.3 Učení a optimalizace modelu
Parametry vrstev jsou na počátku tréninku nastaveny na malé náhodné hodnoty
z Gaussovy distribuce. Inicializace je implementována vrstvou RandomNormal s prů-
měrem 0 a směrodatnou odchylkou 0, 02 a váhy jsou během tréninku optimalizovány
metodou Adam s parametry: 𝛼 = 0, 0002, 𝛽1 = 0, 5 a 𝛽2 = 0, 999.
V každé iteraci tréninku je z datové sady náhodně vybrána mini-batch 16 reál-
ných snímků, generátorem je vytvořena mini-batch 16 syntetických obrazů a zvlášť
jsou klasifikovány diskriminátorem. Pro klasifikaci do dvou tříd (1 pro reálná a 0
pro syntetická data) je použita kriteriální funkce BinaryCrossentropy. Pro oslabení
diskriminátoru je navíc hyperparametr label smoothing nastaven na hodnotu 0, 1.
Diskriminátor tudíž u reálných snímků očekává hodnotu 0, 9 místo 1 a u syntetic-
kých 0, 1 místo 0, čímž je snížena jeho klasifikační schopnost a podpořena stabilita
tréninku.
6.2 Model „pix2pix“
Model pix2pix byl v praktické části aplikován na 3 různé datové sady. Každá datová
sada obsahuje vzorky jiných rozměrů, čemuž musí být přizpůsobena i architektura
sítí. I přes to však implementace jednotlivých modelů obsahují společné prvky.
6.2.1 Generativní síť
Vstupem generátoru je binární maska, jež je průchodem sítí transformována na
výstupní syntetický obraz. Dekódující část generátoru se skládá z několika séri-
ově navazujících bloků. Každý blok začíná konvoluční vrstvou Conv2D extrahující
příznaky a zároveň sloužící i k podvzorkování obrazové matice pomocí parametru
stride. Ve všech blocích kromě prvního jsou výstupy konvoluční vrstvy normalizo-
vány BatchNormalization a každý blok je zakončen aktivační vrstvou LeakyReLU.
Vrstva bottleneck je implementována jako konvoluční vrstva Conv2D s aktivační
vrstvou ReLU a hyperparametry kernel size = (4, 4), strides = (2, 2) a padding
= ’same’.
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Bloky tvořící kódující část obsahují vrstvy Conv2DTranspose, jejichž výstupy
jsou normalizovány vrstvami BatchNormalization. Další vrstvou je aktivace typu
ReLU v prvních několika blocích následovaná vrstvou Dropout. Vrstvy Dropout jsou
hlavním zdrojem stochasticity v tomto modelu a nahrazují tak roli vektoru šumu,
který je vstupem nepodmíněných modelů jako je DCGAN. Kódující blok je zakončen
vrstvou Concatenate, jež spojuje výstup bloku s výstupem příslušného dekódujícího
bloku přes všechny kanály. Hyperparametry a sled jednotlivých vrstev je naznačen
na obrázku 6.4.
Obr. 6.3: Ukázka vrstev dekódujícího a kódujícího bloku s proměnným počtem kon-
volučních filtrů 𝑔𝑓 .
Počet filtrů v konvolučních vrstvách dekódující části je postupně zvyšován až
po bottleneck, od nějž se stejným způsobem počet filtrů ve vrstvách transpono-
vané konvoluce snižuje. Vrstvou Concatenate jsou spolu vždy spojeny vrstvy se
stejným počtem filtrů a stejnými rozměry výstupu. Výstupem posledního vrstvy
Conv2DTranspose s aktivací tanh je obrazová matice s hodnotami v intervalu ⟨−1, 1⟩
a stejnými rozměry jako vstupní maska.
6.2.2 Diskriminativní síť
Implementace „PatchGAN“ se od diskriminátoru modelu DCGAN liší jen drobnými
změnami. Před vstupem do prvního konvolučního bloku je vrstvou Concatenate
spojena binární maska a k ní odpovídající reálný snímek nebo syntetický obraz.
Poté jsou z obrazové matice konvolučními bloky extrahovány příznaky jako v běž-
ném diskriminátoru. Rozdíl nastává při klasifikaci výstupů, kterou v případě „Patch-
GAN“ provádí poslední Conv2D vrstva se sigmoidální aktivací. Výstupem této vrstvy
je dvourozměrná matice hodnot pravděpodobnosti pro jednotlivé oblasti vstupního
obrazu, jež je využita pro optimalizaci modelu.
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Obr. 6.4: Ukázka bloku diskriminátoru, v němž je počet konvolučních filtrů defino-
vaný pomocnou proměnnou 𝑑𝑓 .
6.2.3 Učení a optimalizace modelu
Optimalizace modelu je opět započata inicializací vah vrstvou RandomNormal a op-
timalizace dále pokračuje metodou Adam s parametry: 𝛼 = 0, 0002, 𝛽1 = 0, 5
a 𝛽2 = 0, 999.
Trénink modelů pix2pix probíhal po mini-batch velikosti 4, čili v každé tréninkové
iteraci byly na základě masky vygenerovány 4 syntetické obrazy a z množiny trénin-
kových dat byly náhodně vybrány 4 reálné snímky. Malé trénovací mini-batch vná-
šejí do učícího procesu další šum a mají tak regularizační efekt. Model byl testován
s různými velikostmi mini-batch. Při zvolení velikosti 1, jak je navrhováno v původní
publikaci, byly výsledky srovnatelné, naopak při použití větších mini-batch se kva-
lita výstupů snižovala. Kvůli urychlení tréninku byla tedy u všech modelů zvolena
velikost mini-batch 4.
Základní kriteriální funkce modelu pix2pix, definovaná vzorcem 5.2, byla im-
plementována funkcí BinaryCrossentropy a jako druhá kriteriální funkce generá-
toru byla využita funkce MEA (angl. „Mean Absolute Error“) váhovaná koeficien-
tem 𝜆 = 100. Byla též testována kombinace kriteriálních funkcí MSE (angl. „Mean
Squared Error“) a MEA, jež však dosahovala horších výsledků, a tudíž byla pou-
žita BinaryCrossentropy. Během trénování diskriminativní sítě je využita pouze
BinaryCrossentropy a efekt této kriteriální funkce je váhováním hodnotou 0, 5
oslaben na polovinu, čímž je podpořen trénink generátoru a celková stabilita učícího
procesu.
Ani u modelu pix2pix však kriteriální funkce nijak nevypovídají o kvalitě výstupů
modelu, a je proto náročné objektivně posoudit v jaké fázi je třeba ukončit trénink
modelu. Pro sledování tréninku se tedy využívá subjektivní hodnocení výstupních
obrazů a na základě kvalitativního vyhodnocení je zvolena verze modelu s nejlepšími
výsledky.
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6.2.4 Model „pix2pix“ pro generování obrazů kožních lézí
Specifikem implementace modelu „pix2pix“ pro generování obrazů kožních lézí jsou
rozměry vstupní binární masky a reálných snímků. U tohoto modelu pracujeme se
vzorky s rozměry 256 × 256 × 3, čemuž musí odpovídat také architektura sítí gene-
rátoru a diskriminátoru. Dekódující část generátorů je složena ze 7 bloků, u nichž
stoupá počet konvolučních filtrů z 64 na 512. Rozměry matice při výstupu z vrstvy
bottleneck jsou 1 × 1 × 512. V kódující části u 7 kódujících bloků ekvivalentně počty
konvolučních filtrů klesají z 512 na 64 v posledním bloku. Poslední blok je následován
vrstvou Convolution2DTranspose, která matici transformuje na výstupní rozměry
256 × 256 × 3. Síť diskriminátoru je implementována 5 konvolučními bloky opět
se stoupajícím počtem filtrů z 64 na 512. Výstupem této sítě je matice s rozměry
16×16×1, jež je při tréninku porovnána s předpokládanými hodnotami a na základě
rozdílu mezi maticemi jsou upraveny váhy modelu.
Takto definovaný model je trénován způsobem popsaným v předchozí podka-
pitole. Na obrázku 6.5 je naznačen pokrok generátoru během učícího procesu. Na
počátku generuje pouze obecné tvary bez ostrých hran, po 50 epochách učení již mů-
žeme na obraze rozeznat kožní lézi a v průběhu dalších 150 epoch se generátor učí
detailnější charakteristiky léze. Zhruba od učící epochy 200 začal trénink stagnovat
a během dalších 100 epoch se u modelu neprojevilo zlepšení.
Obr. 6.5: Pokrok generátoru během tréninkové fáze.
6.2.5 Model „pix2pix“ pro generování snímků páteře
Pro generování obrazů páteře byly využity dvě datové sady, každá o jiných rozmě-
rech. Nejdříve bude popsána implementace modelu pro generování axiálních snímků.
Vstupní data tohoto modelu mají rozměry 128 × 128 × 1 a bylo tak nutné model
mírně modifikovat. Počet kanálů vstupních a výstupních vrstev generátoru a diskri-
minátoru je závislý na rozměrech vstupních dat a není tedy třeba manuálně měnit
hyperparametry sítí. Hlavními změnami v modelu je tím pádem snížení počtu bloků
generátoru o 1, zbytek implementace je totožný.
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Do generátoru vstupuje obrazová matice s rozměry 128 × 128 × 1, jež je 6 dekó-
dujícími bloky podvzorkována až na výstupní rozměry vrstvy bottleneck 1 × 1 × 512.
Poté je proces obrácen a 6 kódujícími bloky je obrazová matice transformována zpět
na rozměry 128 × 128 × 1. Tento výstup je vrstvou Concatenate spojen s binární
maskou a vstupuje do diskriminátoru. Výstupem diskriminátoru je matice s rozměry
8 × 8 × 1, jež reprezentuje pravděpodobnosti pro lokální oblasti vstupního obrazu.
Výstupy generátoru v průběhu tréninku jsou srovnány na obrázku 6.6. S postu-
pem učícího procesu je generátor schopen generovat detailnější výstupní obraz.
Obr. 6.6: Tréninkový proces modelu pro generování axiálních snímků páteře.
Implementace modelu pro generování axiálních snímků s rozměry 256 × 256 × 1
je obdobná jako u modelu pro generování obrazů kožních lézí, pouze s rozdílným
počtem kanálů. Učící proces tohoto modelu je zaznamenán na obrázku 6.7.
Obr. 6.7: Tréninkový proces modelu pro generování sagitálních snímků páteře.
38
7 Diskuze dosažených výsledků
V následující části práce jsou prezentovány a diskutovány výsledky generování me-
dicínských obrazů pomocí modelů GAN. Modely GAN lze hodnotit kvalitativními
i kvantitativními metodami založenými na hodnocení kvality a rozmanitosti gene-
rovaných obrazů. Během kvalitativního hodnocení jsou generované obrazy subjek-
tivně hodnoceny pozorovatelem, často ve srovnání s reálnými daty. Kvantitativní
hodnocení GAN, jež je nejběžněji realizováno klasifikační neuronovou sítí [76], je
již nad rámec této práce. Vizuální hodnocení výstupů hrálo důležitou roli i při tré-
nování modelů. Během tréninkové fáze byly aktuální parametry modelu generátoru
ve zvolených intervalech ukládány a následně byla pro každý model vybrána verze
generátoru s nejvyšší kvalitou výstupního obrazu, jež byla použita pro testování.
7.1 Hluboce konvoluční GAN
Prvním modelem implementovaným v praktické části je hluboce konvoluční GAN
aplikovaný na datovou sadu dermatoskopických snímků kožních lézí. Po uplynutí
645 epoch učení byla generativní síť modelu DCGAN využita pro generování synte-
tických obrazů s rozměry 256 × 256 × 3 z vektoru šumu.
Obr. 7.1: Ukázka syntetických obrazů kožních lézí vygenerovaných modelem DC-
GAN.
Obrazy kožních lézí generované tímto modelem kopírují základní rysy derma-
toskopických snímků. Z ukázky na obrázku 7.1 lze usoudit, že model generuje ob-
razy kožních lézí s charakteristickými barvami, siluetou a pozicí v rámci obrazu.
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Kožní léze jsou morfologicky různorodé, tj. můžeme pozorovat léze tvarově symet-
rické i asymetrické, barevně homogenní i nehomogenní, s abruptivními i pozvolnými
okraji. Pokud jde o barvu lézí, soustředí se model na generování převážně světlehně-
dých, tmavohnědých a občas červených lézí, které tvoří pouze 3 z 6 kategorií barev
lézí podle algoritmu ABCD dle Stolze (dalšími jsou bílá, modrošedá a černá)[77].
Hlavním nedostatkem modelu je absence složitějších morfologických struktur a de-
tailů, jež mají pro diagnostiku zásadní význam. Při hodnocení věrohodnosti obrazu
je možné poukázat také na neschopnost modelu syntetizovat prvky přirozené pro
okolí léze, jako je například ochlupení.
Kvalita vygenerovaných obrazů je různá a pro srovnání s realistickými výstupy
na obrázku 7.1 jsou na obrázku 7.2 ukázány méně zdařilé obrazy. Takto výrazně
vyčnívající vzorky jsou v poměru s ostatními generovány v poměru asi 1 : 30.
Obr. 7.2: Ukázka nerealistických obrazů kožních lézí generovaných modelem DC-
GAN. Některé obrazy obsahují léze s nejasnými obrysy (a), bílé skvrny (b) nebo
výrazně rušivé barvy (c).
Pro srovnání lze výstupy porovnat s obrazy kožních lézí prezentovanými v rámci
publikace Baur et al. [64]. Přestože byl každý model trénován na jiných experimen-
tálních datech, jedná se o data pocházející ze stejného zdroje (archiv „ISIC Challenge
Datasets“ [78]) a v obou případech byla pro generování obrazů použita síť typu DC-
GAN. Z obrázku 7.3 lze usoudit, že kvalita vygenerovaných vzorků je srovnatelná.
Použitím konvolučních filtrů s velikostí jádra, jež je mocninou stride (tj. filter
size = (4,4) a stride = (2,2)), se navíc podařilo potlačit šachovnicové architekty
typické pro model GAN, na něž bylo v publikaci Baur et al. poukazováno.
Z těchto výsledků lze vyvodit závěr, že model DCGAN je schopen generovat
jednoduché medicínské obrazy s omezeným rozlišením a úrovní detailu. Právě detaily
struktur zachycených na snímku jsou však při využití dermatoskopických snímků
v diagnostice stěžejní a model DCGAN je proto v těchto ohledech nedostačující.
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Obr. 7.3: Ukázka syntetických obrazů vygenerovaných modelem sítě typu DCGAN
implementovaným v této práci (a) a v rámci publikace Baur et al. (b)) [64].
Dostatečně kvalitní syntetické obrazy kožních lézí lze využít např. pro rozšíření
datových sad zobrazujících nedostatečně zastoupené třídy. Pro cílené generovaní lézí
určitých tříd a charakteristik je však třeba generátoru poskytnout další vstupní in-
formace, což vyžaduje použití modelů schopných podmíněné syntézy. Z podmíněných
modelů se velmi efektivním ukázal model pix2pix [79], jež prokázal schopnost gene-
rovat obrazy kožních lézí s vysokým rozlišením (1024 × 512 pixelů), které kvalitou
předčí obrazy generované ostatními modely GAN.
7.2 Model „pix2pix“ pro generování obrazů kožních
lézí
Vlastní implementace modelu pix2pix pro generování obrazů kožních lézí byla po-
psána v podkapitole 6.2.4. Po úspěšném tréninku byl tento model testován na datové
sadě binárních masek kožních lézí. Poskytnutím doplňujících informací modelu byly
překonány hlavní nedostatky modelu DCGAN a výsledkem jsou syntetické obrazy
kožních lézí výrazně lépe napodobující dermatoskopické snímky. Ukázka těchto vý-
stupů je na obrázku 7.4.
Dalším pokrokem oproti modelu DCGAN je syntéza prvků v okolí kožní léze.
Na obrázku 7.5 je příklad výstupů, u nichž se model pokoušel o generování ochlu-
pení a měřítka využívaného při dermatoskopii. U některých obrazů se opět objevují
barevné artefakty, jež se nepodařilo zcela potlačit ani v tomto modelu.
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Obr. 7.4: Ukázka syntetických obrazů vygenerovaných modelem pix2pix. Kožní léze
mají realistické zbarvení a detailní strukturu.
Obr. 7.5: Pokusy generátoru zakomponovat do obrazu ochlupení (a) a měřítko vyu-
žívané při dermatoskopii (b). Příklad obrazu zatíženého artefakty (c).
Dalším cílem modelu pix2pix je na základě binární masky generovat obrazy iden-
tické s reálnými snímky. I v tomto ohledu dosahuje model uspokojivých výsledků,
avšak pouze při generování určitých typů lézí. Na obrázku 7.6 je porovnán výstup
generátoru se skutečným snímkem pro dva případy. Generování kožní léze se světle-
hnědým zbarvením proběhlo úspěšně, lézi bez pigmentu však model nebyl schopen
realisticky syntetizovat.
Model se obecně zaměřuje na syntézu lézí s benigními znaky a není schopen vy-
tvořit složitější struktury, jež se vyskytují převážně u maligních lézí, jako je např. pig-
mentová síť, radiální proužky, hnědé globule, černé tečky, bělavý závoj a šedomodré
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plošky [77]. Neschopnost modelu tyto struktury syntetizovat může být zapříčiněna
malým zastoupením různých maligních tříd lézí v tréninkových datech.
Obr. 7.6: Porovnání výstupu modelu pix2pix při generování léze světlehnědé barvy
(a) a léze bez pigmentového zbarvení (b).
Lepších výsledků s modelem pix2pix by kromě změn architektury a hyperparame-
trů sítě mohlo být dosaženo také modifikací vstupních informací. Proces podmíněné
syntézy lze v případě modelu pix2pix regulovat pomocí vstupních binárních masek.
Binární masky mohou být vybrány z testovací sady podle požadovaných parametrů
nebo mohou být uměle vytvořeny. Pro ukázku tohoto přístupu byl navržen expe-
riment, jež propojuje nepodmíněný model DCGAN a podmíněný model pix2pix.
Výsledky tohoto experimentu jsou popsány v podkapitole 7.2.1. Binární maska de-
finující tvar léze však zůstává jediným vstupem modelu.
Pro generování obrazů realistických kožních lézí, jež zároveň nesou charakteris-
tiky určité třídy je třeba generátoru poskytnout další informace. Například v již
citované publikaci Bissoto et al. [79] byly generovány obrazy kožních lézí s klinic-
kým významem na základě sémantických anotovaných map (obrázků, v nichž každá
hodnota pixelu představuje třídu) a tzv. „instančních map“ (obrázků, v nichž jsou
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v pixelech zakódovány informace o třídě a instanci objektu). Takovýto přístup ovšem
vyžaduje využití značně modifikovaného modelu pix2pix („pix2pix HD“) a náročnou
přípravu vstupních dat.
Dalším obdobným příkladem je modifikace modelu pix2pix pojmenovaná „Der-
mGAN“ [80], jež generuje vysoce kvalitní snímky kožních lézí na základě sémantické
mapy. Vstupní sémantická mapa obsahuje informace o barvě kůže, diagnóze kožního
stavu a jeho lokaci na snímku.
I přes některé nedostatky se však pix2pix GAN osvědčil při generování medicín-
ských obrazů a v další části práce byl aplikován na komplexnější medicínská data.
7.2.1 Experiment se syntetickými maskami
Model DCGAN, implementovaný podle 6.1, byl trénován po dobu 10 učících epoch
na datové sadě 2000 binárních masek kožních lézí popsané v 4.1.2. Natrénovaný
model byl poté využit ke generování syntetických masek s rozměry 256 × 256 × 3.
Výstupy modelu DCGAN byly upraveny tak, aby jejich formát přesně odpovídal
reálným binárním maskám a byly použity jako vstup modelu pix2pix, popsaného
v podkapitole 6.2.4.
Ukázka výsledků experimentu je na obrázku 7.7. Modelem DCGAN se již po
krátkém tréninku podařilo generovat binární masky vizuálně neodlišitelné od reál-
ných a model pix2pix dokázal na základě těchto masek syntetizovat realistické obrazy
kožních lézí. Tímto způsobem je možné rozšířit testovací sadu binárních masek pro
model pix2pix, jenž je na těchto vstupech závislý.
Obr. 7.7: V prvním řádku je ukázka syntetických masek vygenerovaných modelem
DCGAN a v druhém řádku k nim odpovídající obrazy kožních lézí vygenerované
modelem pix2pix.
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7.3 Model „pix2pix“ pro generování obrazů páteře
Další zkoumanou aplikací modelu pix2pix bylo generování obrazů páteře. Pro tento
účel byly trénovány a testovány dva samostatné modely, první pro generování obrazů
z axiální roviny a druhý z roviny sagitální. Způsob rozdělení dat do trénovacích
a testovacích sad je popsán v 4.2 a detaily implementace modelů a tréninkové procesy
v 6.2.
Každý z modelů byl trénován po dobu 200 učících epoch a následně byl použit
pro generování obrazů na základě masek z testovací datové sady. Výstupy generátoru
byly pro účely vyhodnocení zobrazeny ve dvou různých radiologických oknech. První
radiologické okno se středem 400 HU a šířkou okna 1000 HU zvýrazňuje v obraze
kostní tkáň, zatímco druhé okno se středem 50 HU a šířkou okna 250 HU zvýrazňuje
měkkou tkáň. Pokud není uvedeno jinak, na obrázcích je použito radiologické okno
pro kost.
7.3.1 Generování axiálních řezů páteře
Prvním kritériem, jímž lze hodnotit modely pix2pix, je jejich schopnost aproximovat
na základě masky reálný snímek. Na CT snímcích se výrazně projevují patologické
stavy páteře, jimiž jsou pacienti postihnuti. Patologické stavy je pro model s takto
omezenou datovou sadou obtížné předpovědět. Na obrázku 7.8 je příklad vygenero-
vaného obrazu bederního obratle ve srovnání s reálným snímkem. Přestože se ob-
razy zcela neshodují, můžeme na vygenerovaném obraze pozorovat charakteristickou
strukturu kosti obratle, blíže popsanou na obrázku 7.9. Generátor správně vyplnil
tělo obratle homogenní spongiózní kostní tkání, obratel ohraničil vrstvou kortikální
kosti a v oblasti oblouku obratle vygeneroval kost s nejvyšší hustotou. Tyto skuteč-
nosti prokazují, že se generativní síť naučila charakteristické rysy axiálního snímku
obratle a je schopna je reprodukovat.
Schopnost modelu generovat na základě vstupu realistický výstup, jež je dru-
hým kritériem hodnocení, byla dále zkoumána za použití různých vstupních masek.
Testovací datové sady axiálních snímků od 3 různých pacientů obsahují jak masky
fyziologického, tak i patologického tvaru. Předpokladem pro úspěšný model je, aby
byl schopen rozpoznat druh masky a na základě této informace generoval obraz
obratle s odpovídajícími charakteristikami.
Výsledky testování modelu generujícího axiální řezy potvrdily, že generátor im-
plementovaného modelu tyto předpoklady z velké části opravdu splňuje. Na obrázku
7.10 a 7.11 je ukázka syntetických axiálních snímků, které toto tvrzení podporují.
Obrazy obratlů vygenerované na základě masky s fyziologickým tvarem vykazují
znaky zdravých obratlů. Tělo obratle je tvořeno homogenní spongiózní tkání nízké
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Obr. 7.8: Srovnání vygenerovaného a reálného snímku bederního obratle. V prvním
sloupci jsou snímky zobrazeny v plném rozsahu hodnot, v druhém pouze radiologické
okno pro kost a ve třetím radiologické okno pro měkkou tkáň.
Obr. 7.9: Vygenerovaný obraz bederního obratle zobrazený v radiologickém okně
pro kost. Můžeme pozorovat spongiózní kostní tkáň (zelená šipka), kortikální kostní
tkáň (modrá šipka) a výrazný oblouk obratle (žlutá šipka).
hustoty s nižšími pixelovými hodnotami než zbytek obratle, díky čemuž se na snímku
jeví tmavší. Spongiózní část obratle je pokryta tenkou kortikální kostní tkání, jež
je na snímku viditelná jako světlá tenká linie lemující obratel. U všech tří obratlů
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můžeme pozorovat větší hustotu kosti v oblasti zúžené ploténky, která dorzálním
směrem pokračuje v oblouk obratle, taktéž s vysokou hustotou kosti. Světle zobra-
zená kortikální tkáň se dále nachází v okolí výběžků obratle, které jsou na snímcích
vyznačeny u bederních obratlů.
Obr. 7.10: Ukázka obratlů vygenerovaných na základě masky s fyziologickým tva-
rem. (a) hrudní obratel s vyznačeným zúžením ploténky, (b) bederní obratel s trno-
vým výběžkem, (c) bederní obratel s vyznačeným kloubním výběžkem.
Za masky s patologickým tvarem jsou považovány masky s nekompaktním tvarem
a výraznými erozemi, značícími patologický stav obratle. Model v těchto případech
správně generuje nehomogenní spongiózní tkáň, ve níž je porušena trabekulární
struktura. Zvýšená hustota kosti se na snímku projevuje světlou barvou a je patrná
ve všech ukázkových obrazech.
Obr. 7.11: Ukázka obratlů vygenerovaných na základě masky s patologickým tvarem.
V některých případech se modelu nepodařilo správně vyhodnotit vstupní masku.
Na obrázku 7.12 lze vidět selhání modelu, kdy generoval bederní obratel s fyziologic-
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kou maskou jako patologický a naopak obratel s patologickou maskou jako obratel
bez výraznějších patologií.
Obr. 7.12: Ukázka výstupů generátoru s chybnými charakteristikami.
K selhání modelu však během testování došlo pouze v několika případech a lze
tedy usoudit, že generátor modelu pix2pix je schopen generovat realistické obrazy
axiálních CT řezů páteře.
7.3.2 Generování sagitálních řezů páteře
Jako další byl hodnocen model pix2pix pro generování sagitálních řezů páteře. Testo-
vání tohoto modelu probíhalo na datové sadě zahrnující sagitální CT snímky bederní
páteře 3 pacientů. Pro porovnání syntetických a reálných snímků je na obrázku 7.13
přiblížen jeden z výstupů generátoru a odpovídající reálný snímek.
Obdobně jako u axiálních řezů i u generovaných sagitálních řezů můžeme pozo-
rovat základní charakteristiky snímků obratlů. Každý z obratlů je lemován tenkou
vrstvou světlé kortikální kosti. Vyšší pixelové hodnoty má v obraze zúžení mezi tě-
lem a obloukem obratle a oblast trnových výběžků, což značí vyšší hustotu kosti
v těchto místech. Vygenerované obrazy však vykazují i viditelné nedostatky. Model
nedokázal syntetizovat trabekulární strukturu spongiózní tkáně obratlů, kterou lze
vidět u reálného snímku a jeden ze zborcených obratlů byl modelem interpretován
jako fyziologický.
Přestože architektura a tréninkový proces obou modelů pro generování obrazů
páteře jsou obdobné, pozorujeme výrazně jinou kvalitu výstupů. Zásadním rozdílem
mezi modely je velikost a rozmanitost tréninkových dat. Tréninková datová sada
sagitálních snímků zahrnuje pouze 389 vzorků, což se pro naučení modelu ukázalo
jako nedostačující. Model však i přes takto omezené množství vstupních dat demon-
stroval schopnost reprodukovat základní charakteristiky reálných snímků, což může
být považováno za alespoň dílčí úspěch.
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Obr. 7.13: Srovnání vygenerovaného a reálného snímku bederního páteře. V prvním
sloupci jsou snímky zobrazeny v plném rozsahu hodnot, v druhém pouze radiologické
okno pro kost a ve třetím radiologické okno pro měkkou tkáň. Zelenou šipkou je
označen nesprávně generovaný zborcený obratel.
7.4 Diskuze na téma generování medicínských obrazů
modely GAN
Obsahem této kapitoly je shrnutí poznatků o generování medicínských obrazů po-
mocí modelů GAN.
7.4.1 Nepodmíněná syntéza medicínských obrazů
První zkoumanou aplikací GAN byla nepodmíněná syntéza medicínských obrazů na
základě vstupního vektoru šumu. Model DCGAN byl schopen syntetizovat obrazy
kožních lézí s rozlišením 256 × 256, a přestože by dalšími experimenty se sítí bylo
jistě možné ještě zvýšit kvalitu výstupního obrazu, možnosti tohoto modelu jsou
značně omezené. Model DCGAN je vhodný pro seznámení se s modely GAN, prvky
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využívanými v jejich architektuře a faktory ovlivňujícími stabilitu tréninku. Pro
nepodmíněnou syntézu se však nabízejí vhodnější modifikace.
První z nich je model Wasserstein GAN, jež je možné implementovat několika
úpravami modelu DCGAN. Zásadní modifikací je využití alternativní kriteriální
funkce, konkrétně Wassersteinovy vzdálenosti. Pro modely s touto kriteriální funkcí
se snáze určují hyperparametry, modely vykazují větší stabilitu během tréninku, je
eliminován kolaps režimu generátoru a pomocí kriteriální funkce je zároveň možné
i objektivní hodnocení kvality vygenerovaných snímků [81]. Hodnoty vah diskrimi-
nátoru modelu WGAN jsou omezeny na fixní interval (často ⟨−0.01, 0.01⟩), který
musí být pečlivě zvolen, aby trénink modelu konvergoval. Alternativou tohoto mo-
delu je WGAN s penalizací gradientu (z angl. „Wasserstein GAN Gradient Penalty“,
WGAN-GP), jenž místo prostého prahování hodnot vah model penalizuje v případě,
že se normy gradientů příliš odchýlí od hodnoty 1 [82]. Modelem WGAN a jeho mo-
difikací WGAN-GP lze generovat vysoce kvalitní medicínské obrazy s klinickým
významem [83, 84] a zároveň mají oproti dále uvedeným progresivním modelům vý-
razně jednodušší implementaci. Wassersteinova vzdálenost a Wassersteinova vzdá-
lenost s penalizací gradientu mohou být též využity jako kriteriální funkce dalších
modifikací modelu GAN s cílem stabilizace tréninku [85].
Další modely vhodné pro přímou syntézu snímků ze šumu jsou již zmíněné pro-
gresivní modely LAPGAN a PGAN. Model LAPGAN je omezen na generování rea-
listických obrazů pouze s nízkým rozlišením, jež bude obdobně jako u DCGAN pro
většinu medicínských aplikací nedostačující. Naopak model PGAN prokázal schop-
nost generovat medicínské snímky s rozlišením až 1024 × 1024 [40, 64]. Syntetické
obrazy vygenerované modelem PGAN mohou usnadnit trénování klasifikačních hlu-
bokých neuronových sítí na malých datových sadách medicínských snímků, a tím
zlepšit výsledky klasifikace [86].
7.4.2 Podmíněná syntéza medicínských obrazů
Podmíněná syntéza medicínských obrazů byla zkoumána pomocí modelu pix2pix,
jenž generuje výstup na základě vstupního obrazu. „Image-to-image“ transformace
je hlavním předmětem podmíněné syntézy medicínských obrazů a většina publi-
kací na toto téma používá pro takovou syntézu modifikace právě tohoto modelu.
S dostatečně velkou tréninkovou datovou sadou je základní model pix2pix schopen
generovat vysoce realistické medicínské obrazy. V některých publikacích je disku-
tován vznik šachovnicového artefaktu ve výstupním obraze jako důsledek použití
vrstev transponované konvoluce v architektuře sítě [80]. Kvůli nízkému rozlišení vý-
stupních obrazů v této práci nebyl tento artefakt nijak výrazný a proto mu nebyla
věnována větší pozornost. Při generování obrazů s vyšším rozlišením je možné vrstvu
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transponované konvoluce nahradit nadvzorkovací vrstvou Upsampling2D následova-
nou konvoluční vrstvou Conv2D, jak je vysvětleno v kapitole popisující implementaci
modelu DCGAN.
Implementovaný model by mohl dosahovat dobrých výsledků v oblasti intermo-
dální syntézy obrazu, kdy je vstupem sítě např. MRI snímek a na jeho základě je
vygenerován odpovídající snímek CT. V tomto případě není síti třeba poskytovat
další vstupní informace. Naopak pro ostatní typy „Image-to-image“ transformace
vyžaduje architektura a učící proces modelu pix2pix výraznější modifikace navržené
s ohledem na konkrétní aplikaci.
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Závěr
Bakalářská práce se zaměřuje na problematiku generování syntetických obrazů s vy-
užitím strojového učení se zaměřením na generativní soutěživé sítě. Hlavním cílem
teoretické části bylo seznámení se s problematikou generativně soutěživých sítí a vy-
pracování rešerše na publikované metody a využití těchto sítí v medicíně. Cílem
praktické části bylo dle rešerše navrhnout využití generativních soutěživých sítí pro
medicínské účely a implementovat řešení ve vhodném programovém prostředí. Vý-
sledky generování medicínských obrazů za použití implementovaných modelů bylo
dále nutno zhodnotit a diskutovat.
V teoretickém úvodu byly obecně popsány umělé neuronové sítě se zaměřením
na konvoluční neuronové sítě a především na generativní soutěživé sítě. Konkrétně
druhá kapitola se věnuje popisu generativně soutěživých sítí, jejich mnoha modifika-
cím a využití těchto sítí v medicíně. Jsou vybrány tři publikace na téma generování
medicínských obrazů s využitím těchto sítí a tyto aplikace jsou ve třetí kapitole
blíže popsány. Čtvrtá kapitola se věnuje popisu a předzpracování použitých medi-
cínských datových sad, mezi něž patří dvě sady dermatoskopických snímků a CT
snímky páteře 12 anonymních pacientů. Další kapitoly se zabývají návrhem modelu
hluboce konvoluční generativní soutěživé sítě a modelu „pix2pix“ pro generování me-
dicínských obrazů a implementací těchto modelů v programovém prostředí Python
s využitím knihoven Tensorflow a Keras.
V sedmé kapitole jsou výsledky generování medicínských obrazů modely gene-
rativních soutěživých sítí vyhodnoceny na základě subjektivního vizuálního dojmu.
Model hluboce konvoluční generativně soutěživé sítě byl schopen generovat obrazy
kožních lézí srovnatelné s výsledky vybrané vědecké publikace, ovšem stále s omeze-
ným rozlišením a úrovní detailu obrazu. Řada nedostatků hluboce konvolučního
modelu byla překonána modelem pix2pix, jenž na základě binární masky doká-
zal syntetizovat obrazy kožních lézí s realistickým zbarvením, detailní strukturou
a v omezené kvalitě také ochlupením v okolí léze. Obrazy kožních lézí syntetizované
v této práci však postrádají složitější struktury stěžejní pro diagnostický význam
těchto obrazů, na základě čehož je doporučeno rozšíření modelu. Model pix2pix dále
prokázal schopnost generovat na základě binární masky realistické obrazy axiálních
CT řezů páteře a s mírnými nedostatky taktéž obrazy sagitálních CT řezů páteře.
V případě komplexních medicínských dat, jako jsou CT snímky, je nutné poskytnout
modelu dostatečné množství tréninkových dat.
Využití generativních soutěživých sítí pro generování medicínských obrazů má
velký potenciál. Modifikace těchto modelů dosahují skvělých výsledků při syntéze
vysoce kvalitních medicínských obrazů, díky čemuž mohou být využity pro mnoho
aplikací v oblasti medicíny.
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CNN Convolutional Neural Network
ReLU Rectifier Linear Unit
lReLU Leaky Rectifier Linear Unit
GAN Generative Adversarial Network
DCGAN Deep Convolutional Generative Adversarial Network
cGAN Conditional Generative Adversarial Network
LAPGAN Laplacian Generative Adversarial Network
StackGAN Stacked Generative Adversarial Network
PGAN Progressive Growing Generative Adversarial Network
WGAN Wasserstein Generative Adversarial Network
WGAN-GP Wasserstein Generative Adversarial Network Gradient Penalty
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A Obsah elektronických příloh
Součástí práce jsou elektronické přílohy, jež obsahují následující složky a soubory.
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DCGAN_preprocess.py...................skript využitý k předzpracování dat
testing_demo..............složka se soubory potřebnými k testování modelu
DCGAN_model_645.h5.............natrénovaný generátor modelu DCGAN
DCGAN_testing_demo.py.......skript určený k testování modelu DCGAN
demo_output........................složka pro uložení výstupů testování
training ................... ukázkové skripty pro trénování modelu DCGAN
DCGAN_data_loader.py ................... pomocné funkce - načítání dat
DCGAN_models_256.py ........ pomocné funkce - definice modelu DCGAN
DCGAN.py....................hlavní skript pro trénování modelu DCGAN
other_models ................ složka s dalšími modely neprezentovanými v práci
DCGAN_models_64.py...........definice modelu DCGAN s rozlišením 64 × 64
DCGAN_models_128.py.......definice modelu DCGAN s rozlišením 128 × 128
PGAN.py.................................skript pro trénování modelu PGAN
WGAN.py................................skript pro trénování modelu WGAN
pix2pix_melanoma.......složka souborů náležících k modelu pix2pix - kožní léze
pix2pix_melanoma_preprocess.py...... skript využitý k předzpracování dat
testing_demo..............složka se soubory potřebnými k testování modelu
DCGAN_melanoma_model_010.h5 .. natrénovaný generátor modelu DCGAN
demo_output........................složka pro uložení výstupů testování
pix2pix_melanoma_model_200.h5 . natrénovaný generátor modelu pix2pix
pix2pix_testing_demo.py......skript určený k testování modelu pix2pix
training .................... ukázkové skripty pro trénování modelu pix2pix
pix2pix_melanoma_data_loader.py.......pomocné funkce - načítání dat
pix2pix_melanoma_models.py..pomocné funkce - definice modelu pix2pix
pix2pix_melanoma.py.........hlavní skript pro trénování modelu pix2pix
pix2pix_spine...............složka souborů náležících k modelu pix2pix - páteř
nifti_preprocess.py...................skript využitý k předzpracování dat
pix2pix_axial.py..složka souborů náležících k modelu pix2pix - axiální řezy
testing_demo...........složka se soubory potřebnými k testování modelu
demo_output.....................složka pro uložení výstupů testování
model_axial_200.h5...........natrénovaný generátor modelu pix2pix
pix2pix_axial_input_demo.npz..soubor se vstupy pro model pix2pix
pix2pix_testing_demo.py...skript určený k testování modelu pix2pix
training................. ukázkové skripty pro trénování modelu pix2pix
pix2pix_axial_data_loader.py.......pomocné funkce - načítání dat
pix2pix_axial_models.py..pomocné funkce - definice modelu pix2pix
pix2pix_axial.py.........hlavní skript pro trénování modelu pix2pix
pix2pix_sagital.py...složka souborů náležících k modelu pix2pix - sagitální
řezy
testing_demo...........složka se soubory potřebnými k testování modelu
demo_output.....................složka pro uložení výstupů testování
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model_sagital_200.h5 ........ natrénovaný generátor modelu pix2pix
pix2pix_sagital_input_demo.npzsoubor se vstupy pro model pix2pix
pix2pix_testing_demo.py...skript určený k testování modelu pix2pix
training................. ukázkové skripty pro trénování modelu pix2pix
pix2pix_sagital_data_loader.py.....pomocné funkce - načítání dat
pix2pix_sagital_models.pypomocné funkce - definice modelu pix2pix
pix2pix_sagital.py ...... hlavní skript pro trénování modelu pix2pix
README.txt...........................pokyny k používání elektronických příloh
requirements.txt........................požadavky na knihovny a jejich verze
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