The new era knowledge of optimization algorithm is massively boosted recently. Among several optimization models, multiswarm approach has been proposed most recently for balancing the exploration and exploitation capability through the Particle Swarm Optimization (PSO) algorithm. The proposed multi-swarm model which is called Meeting Room Approach (MRA), is tested and evaluated based on solving normal and large-scale problems. In the current research, the feasibility of the proposed Multi-Swarm Particle Swarm Optimization (MPSO) is adopted to simulate mechanical engineering problem namely pressure vessel design (PVD). The results indicated the potential of the proposed MPSO model on simulating the PVD problem with optimum solution over the standalone PSO. Further, the current study results authenticated against other famous meta-heuristics models. Overall, MPSO reported an excellent optimization solution with fast convergence learning process.
INTRODUCTION
Optimization is a branch of computational science which focuses on the ways of achieving the best possible solutions to any given problem [1] , [2] . Based on the nature of a problem, the number of available solutions to any problem can be presented in terms of numerical values. Hence, optimization is mainly aimed at the selection of the best possible solution from the host of solutions to any given problem. Recently, computational science has been massively advanced in numerous engineering and scientific fields such as in optimal petroleum refining, aircrafts designs with minimum weight, optimal missile trajectories, profitable business activities, biological sciences, physical sciences, chemical sciences, economics, engineering, management, and architecture [3] - [5] . Optimization problems can be solved using several available algorithms or techniques [6] - [9] .
Nature accounts for all forms of life, including the planetary, galactic, and stellar systems. One major attribute of nature is its ability to maintains equilibrium through both known and unknown means. This equilibrium state can be simply illustrated by the concept of seeking optimum in nature. Optimum is sought in all aspects of life [10] - [13] ; while seeking optimum, there are certain goals that must be met and there are certain constraints that must be satisfied on the way to the optimum [14] - [18] . The process of seeking optimum can be represented as an optimization problem [19] - [21] ; that is, it can be reduced to finding the optimum solution based on a performance matrix often referred to as an OF (problem specific) in most engineering and computing applications [22] - [24] .
Heuristic optimization algorithms have drawn a lot of concern in recent times in terms of their potentials and advantages [25] . They are developed to simulate natural real-world occurrences and learn a collective process of a population. Over the years, several types of promising metaheuristics have been developed and used for solving engineering design problems. Such metaheuristics include Cuckoo Search Algorithm (CSA) [26] , Harmony Search Algorithm (HSA) [27] , Fruit Fly Optimization Algorithm (FFO) [28] , and Firefly Algorithm (FA) [29] . The Particle Swarm Optimization (PSO) algorithm is a nature-inspired swarm intelligence framework which was inspired by the hunting or living styles of birds and fish and has been used in solving complex optimization problems.
The PSO was first developed [30] , [31] and since its first introduction, has been severally modified, resulting in several PSO variants which are aimed at finding better ways of solving specific optimization problems. To strike a balance between exploration and exploitation in PSO, the "Meeting Room Approach (MRA), a multi-swarm approach, has been proposed by [32] , [33] . The proposed algorithm was called Multi-Swarm Particle Swarm Optimization (MPSO) whose performance has been evaluated on both normal and large-scale problems.
The current research is devoted on the investigation of the MPSO feasibility as newly optimization model to simulate pressure vessel design problem (a constrained optimization problem). The PVD is one of the famous hydraulic engineering, in which its optimization design aims to determine the lowest cost of operation. At the design Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. phase, the handling of the discrete variables is often a problem; most of the conventional optimization algorithms are not reliable in solving discontinuous and non-differentiable problems. Hence, attention has been shifted to the metaheuristics to address these problems [34] [35] . Hence, to the best knowledge if the authors, this study provides a robust and reliable intelligent system for fluid and hydraulic engineering scope where PDV problem has been attempted to solved.
PROBLEM DESCRIPTION
An expression of the Pressure Vessel Design (PVD) is as follows: both ends of a cylindrical vessel are capped by hemispherical heads (Figure 1 ). Four design process factors were considered: the thickness _s of the shell ( ), the thickness , of the head ( ), the inner radius R ( ), and the vessels' cylindrical section length, excluding the head ( ). and are the integer multiples of 0.0625 inch; they are the current thickness of the rolled steel plates while and are continuous. The PVD considered in this study is of 2 different versions which are available in the existing literature. Following the exact notation provided by the literature, the first version of the PVD can be generally formulated as follows:
THE PROPOSED METHODOLOGY 3.1 Particle Swarm Optimization (PSO)
The PSO is a nature-inspired metaheuristic developed by the inspiration from the flocking behaviour of birds. The flock of birds in the PSO is assumed to be randomly distributed in an area with a common piece of food ( Figure 2 ). The available food piece is depicted as a dot on the tree, and its position is unknown to each bird despite having a known distance from the birds. The bird with the shortest distance to the piece of food can signal the other birds to flock towards the piece of food. As such, the piece of food is considered as the optimal value while each bird is taken as a particle. The value of the OF represents the distance each bird and the piece of food. Therefore, the birds' flocking behaviour can be expressed as a function optimization process. In Figure 1 , represents the nearest bird (particle) to the food (goal), and as such, is the current global optimal particle whose distance from the goal is given as Nbesti [31] , [36] - [39] . The concept of the PSO is based on the idea that each particle has a specified velocity and position while exploiting for the optimal solution to an NP-hard problem. The updating of the particles' positions is iteratively done based on their respective local and global optima so far achieved. Each particles' updated position (e.g., particle ) is expressed as:
where = current (temporal) status, = post-update status, (t+1) = new particles' velocity. Note: The time difference ( ) is a time unit. The velocity of particle is expressed as:
where ( ) = current particles' velocity, = local best position of the particle, = global best position of the particle at the swarm level, and , , and = constants that determines the importance of each velocity component, and = random values in the range of [0, 1].
Figure 2: A depiction of the PSO
Regardless of the numerous modifications of the PSO, it still has several problems which demand attention; problems such as its premature convergence (it keeps searching for best solutions earlier achieved, especially in multimodal functions); its convergence speed (gets trapped at the local minima despite achieving the best solution earlier on); low solution quality due to its inherent complexity, discontinuity, and multimodality problems; the uncertainty of its solutions (its stochastic nature makes it difficult to achieve different solutions in different runs); its solution update strategy is simple (making it difficult to achieve better solutions in complex situations).
Multi-Swarm PSO (MPSO)
The major concept of a multi-swarm is the inter-group collaboration between the groups during a solution search. Several researchers have proposed numerous multi-swarm techniques, with each idea drawing inspiration from natural processes. In this paper, a novel cooperative multi-swarm technique with inspiration from the human social behaviour was presented. This multi-swarm was inspired by the interaction between human groups (Clans) and their leaders. In this scheme, there are several clans, each with a host of solutions (clan members). The best clan member from each clan is selected as the leader of that clan and he controls the activities of the other clan members in terms their movement or migration and settlement [22] , [26] .
In every generation, the clan leaders periodically meet in a room for the overall best leader selection. The positional information of the overall best is transmitted to the other clan leaders using equations 3, 4, and 5 for them to update their positions. This strategy of disseminating the positional information of the overall best leader ensures a trade-off between the exploration and exploitation stages of the PSO. The model of the proposed multiswarm scheme called Meeting Room Approach (MRA) is depicted in Figure 3 . As shown in this figure, each clan is allowed to execute only one PSO search (including velocity and positional updating) to generate a new local population. The clan leaders are selected after the generation of new populations and sent to the meeting room where the overall best leader is selected. The position and the inertia weight for each normal leader in the meeting room are updated based on the information of the best leader, as follows:
where = normal leaders, = overall best leader, = normal leaders' position, = normal leaders' velocity, and = best and normal leaders' inertia weight, respectively.
Due to the changes associated with the updating of the clan leaders position after each population generation, a new leader is selected for each clan and delegated to the meeting room. The new inertia equation in the meeting room governs the exploration capability of PSO. The MPSOs' pseudo-code is shown in Figure 3 .
The performance evaluation of the MPSO demonstrated its capability in solving several numerical problems. Meanwhile, its initialization step is based on uniform distribution equations which may initiate from inappropriate positions, making the particles explore wrong areas in the solution space and raising the chances of being trapped in local optima. The major contribution of this study is that the particles in the MPSO are initialized using a well-known chaotic map (logistic map) in each swarm to enhance their starting positions and improve the algorithmic convergence capability.
RESULTS
The pressure vessel design problem is a complex constrained problem where there is an obstacle to attain a balanced formulation between the main objective function and its related constrains. Hence, the main motivation of the current study was to find an appropriate computational solution. The study adopts the penalty function method to handle constrained pressure vessel design problem. A multi-swarm particle optimization is developed to solve the forgoing hydraulic engineering problem. Based on the attained modeling solution, the optimum control parameters of the MPSO are (
). The number of swarms are equal to 5, while the size of each swarm is equal to 10. The values of previous mentioned parameters are default, because there are no optimal values known for them. From the engineering perspective, it is worth to validate the new propose intelligent optimization model with other reliable published researches. Fortunately, the problem has been solved in the literature using different optimization algorithms. Thus, this gave the author to authenticate the current research study with reliable benchmark. The proposed MPSO algorithm is validated against three algorithms, which are co-evolutionary PSO [41] , Firefly algorithm [42] , and Hybrid Invasive weed optimization with firefly algorithm HIWFO [43] . Each algorithm has been executed 30 run time. Table 1 presents the results of all parameters, best, worst, mean, and standard deviation of MPSO and the other algorithms. In accordance to the tabulated statistics, the proposed meta-heuristic and the comparable ones, it can be observed that MPSO results was superior to the benchmark models. In addition, Table 1 evidences the reliability of the MPSO over the other models in term of the mean and standard deviation, which proof the stability of the algorithm over 30 run times. The convergence curves of all algorithm are illustrated in figure 4 . The convergence curves showed that MPSO is faster than the other algorithms due to the balancing mechanism between the swarms. In addition, MPSO required less number of function evaluation for solving the pressure vessel design problem. Overall, the proposed MPSO showed a Meeting Room promising and valid modeling strategy where it is contributing to the field of hydraulic engineering. 
CONCLUSION
The current study attempts to explore new optimization technique based on multi-swarm particle optimization to solve pressure vessel design problem. The performance of the applied MPSO validated with several metaheuristic models called from the literature namely co-evolutionary PSO, Firefly algorithm, and Hybrid Invasive weed optimization with firefly algorithm HIWFO. MPSO performed a realistic optimization solution with more accurate results and faster convergence learning process.
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