Abstract Privacy is one of the pressing issues of the digital age. New technologies and surveillance practices continuously present new privacy threats. This paper reports an exploratory qualitative study on non-experts' metaphors for privacy in future society using focus group material from three countries: Finland, Germany and Israel. Using thematic analysis, four metaphorical frames for privacy are constructed: 'dodo', 'hemline', 'savings' and 'foundations of our home'. The frames are analysed using the causal layered analysis method to uncover their systemic and worldview components. Taken together, the metaphorical frames highlight two key concerns of individuals: their struggle for control over a dominating future, on the one hand, and the problem of trust in collective means of privacy protection, on the other hand. The article concludes that the views of non-experts need to be included in broad societal discussion about a desirable future society and the role of privacy in that society. This discussion needs to seriously consider systemic interconnections that challenge privacy as well as the whole ecosystem of metaphorical frames for privacy.
Introduction
Privacy is one of the pressing issues of the digital age. Privacy topics are discussed in the media every day, often in connection with new and emerging technologies. Current privacy threats include ubiquitous computing, radio-frequency identification, Big Data and behaviour in online social networks [1-5: 1] . Edward Snowden's revelations of NSA surveillance, in turn, have amplified the debate about the limits of governmental data collection [6] . While privacy may seem like a lost cause, there are also efforts to ensure privacy protection in the new technological landscape. Particularly in Europe, privacy issues are high on the agenda: the data protection reform process has culminated in the General Data Protection Regulation which was adopted on 27 April 2016.
Privacy has been studied extensively in recent decades [7, 8] , and previous research projects have also studied possible futures of privacy in the context of emerging technologies [3, 9] . The stream of privacy literature has demonstrated that privacy fulfills the criteria of a wicked problem: it is multifaceted, there are many actors and possible solutions, and solutions are likely to create novel problems [10] .
Privacy is also a deeply personal issue which influences the everyday life of ordinary citizens [11] . Therefore, the futures of privacy cannot be governed top-down and only discussed in specialist debates on data protection. We must consider the views of citizens in addition to experts and technology developers. In particular, citizens need to be empowered to consider preferred futures themselves. In foresight and anticipatory governance of emerging technologies, there is a growing trend towards citizen participation [12] [13] [14] . Even though participation brings new challenges, ordinary citizens need to take part in anticipatory discussions which touch on their everyday lives. By using a relatively long future time horizon, individuals can freely express their hopes and fears regarding privacy.
The views of non-experts can act as a reference when reforming privacy governance and designing information systems.
This article presents an explorative qualitative study on citizens' thinking on long-term futures of privacy. The intention is to map ordinary citizens' privacy conceptions and futures thinking rather than to uncover new knowledge about probable technological development or envision desirable futures. Causal layered analysis is used to study material from three focus groups conducted in 2012 in Finland, Germany and Israel. The future time horizon is 2050, although the exact year is not critical because anticipatory ideas are unlikely to be coded by year in individuals' thinking. In contrast to forecasting possible futures, the long-term future is used as a methodological tool to map citizens' thinking. In our searches, we have not been able to find literature that deals with citizens' anticipation of long-term privacy futures.
The article is structured as follows. In the first two sections, we will discuss the key concepts of the study, privacy conceptions and metaphorical futures thinking. Then, we will introduce the empirical data and the analysis methods. In the analysis section, we will present the results of the analysis followed by a discussion of the implications.
The qualitative analysis revealed four metaphorical frames for privacy in the future: privacy as the dodo, as the hemline, as savings and as foundations of our home. Privacy was conceptualised either in individualistic or collective terms. For the individualistic framing, the key concern is individual control. For the collective framing, in turn, the central question is trust in collective means of protecting privacy. The lessons from this study for societal debate are twofold. Firstly, broad societal debate is needed on a desirable society and the role of privacy in that society, taking into account systemic interconnections and possible system traps. Secondly, the discussion needs to consider the whole ecosystem of different privacy conceptions, worldviews and framing metaphors.
Theoretical background Privacy conceptions
During several decades of privacy scholarship, defining privacy has proven to be difficult. Privacy is a complex phenomenon that is discussed in many fields including political science, computer science, legal theory and information systems [5: 67] . Privacy is also a controversial, normatively loaded and dynamically evolving concept [15: 11, 16: 132, 5: 67] . In contemporary research, privacy is generally defined as a multi-dimensional construct, encompassing physical space, social relations, psychological and decisional interference, and control over personal information [16: 135-144, 17: 12-13, 18] .
The relational and contextual nature of privacy has also been emphasised in privacy scholarship. Privacy is a societal value [19: 220-231] , and a contextual phenomenon that concerns different norms at home, in the workplace, in the online environment and in leisure activities [5, 15, 20] . Likewise, privacy violations are contextual, including surveillance, intrusion and illegitimate data aggregation [17: 40-49, 104] . Following Nissenbaum [5: 140] , privacy can be defined briefly as sets of norms which govern acceptable data flows in different contexts.
However, for this paper, individual conceptions of privacy are more important than general definitions. Because individuals are the targets of privacy violations, discussions of privacy need to take into account how privacy is experienced by individuals [11: 47-48] . Privacy conceptions refer to the subjective ways in which individuals frame privacy: their perceived vulnerabilities and specific issues of concern. In particular, privacy conceptions refer to the cognitive aspects of privacy attitudes, as opposed to the affective aspects [18] .
Privacy concerns are an established topic in the information systems literature, for instance in studies of privacyrelated behaviour [21, 22] . However, privacy conceptions are more fundamental because the conception defines what an individual is concerned about [18] . Nevertheless, individual differences in privacy conceptions have thus far received little analytical attention [18] .
In this article, we connect privacy conceptions to metaphorical frames of privacy in future society using focus group material. Miltgen and Peyrat-Guillard [23] have previously utilised focus groups in an extensive study of privacy concerns, but their focus was on understanding current privacy behaviour, disclosure and protection, rather than examining subjective privacy conceptions in the context of the longterm future.
Cultural frames and metaphors for imagining futures
This article studies the cultural frames that ordinary citizens use when imagining futures of privacy. The long-term future is used as a tool to investigate these frames. Cultural frames are important because they shape expectations and discussions regarding the future [24] . Futures thinking is influenced by individuals' beliefs about the past, and about causes and effects as well as their broader cultural worldview [25, 26] . In futures research, the image of the future, an imagined future that influences action, is a closely related concept [25, 27, 28] . Recent psychological research has also examined futures thinking under the term prospection, which includes developing mental representations of a general or abstract state of the world ('semantic simulation') [29, 30] . In this article, the cultural frame is understood as the perspectivising lens that influences the perceived key issue or issues concerning futures of privacy.
Because cultural frames are complex, we have chosen to investigate them using metaphors. We understand metaphors in Lakoff and Johnson's sense, as conceptual mappings between different domains -something abstract understood in terms of something more concrete [31, 32] . In particular, we focus on understanding the role of privacy in future society through different metaphors. The assumption is that frames for imagining futures are largely metaphorical, but this claim is not studied in depth in this paper. Instead, we utilise metaphors as tools for communicating the essential aspects of a cultural frame.
Metaphors are a growing area of study within futures research [33] . To a large extent, the existing literature has focused on utilising metaphors for effective scenario building and successfully communicating scenarios [34, 35] . In contrast, in this paper we focus on metaphorical thinking of ordinary citizens outside explicit foresight processes. Existing images of the future influence individuals' behaviour and thus partly shape the emergent future [25: 32-33, 27: 1, 28: 82] . More importantly, it is necessary to become aware of existing frames as a first step towards discussing and shaping desirable futures.
Privacy conceptions, discussed in the previous chapter, constitute one part of the frames for understanding privacy futures. However, the broader frame also includes many other dimensions such as worldviews and ideologies. Causal layered analysis, introduced in the methodology section, is used as the framework for operationalising these concepts [36] [37] [38] . In the subsequent sections, we will first introduce the empirical data and then explain our approach to identifying and analysing metaphorical frames using thematic analysis and causal layered analysis.
Empirical data and analysis methods
As empirical material, this article uses focus groups conducted in 2012. 1 Three focus group discussions were held: one in Finland, Germany and Israel. 2 Focus groups are a suitable data collection method for studying complex topics because they allow participants to explore issues using their own words [39] . Focus groups have been utilised to study privacy concerns in the context of new technologies [23, 40] , but to our knowledge focus groups have not been used to study individuals' thinking on the future of privacy.
In total there were 28 participants in the three focus groups. The participants answered four rounds of open questions. The questions were prepared by one of the institutions in the PRACTIS consortium (see Appendix 1). The gender and age distributions of the participants are presented in Tables 1 and 2 below. We analyse the frames using the causal layered analysis (CLA) method. Causal layered analysis is a qualitative futures research method that facilitates the indepth study of beliefs about the future by dividing future-related texts into four layers: litany, system, worldview and metaphor [36] [37] [38] . In causal layered analysis, long-term futures are used as a methodological tool for examining present beliefs rather attempting to forecast possible futures. Analytical attention is drawn to futures thinking in the present, in this case the futures thinking of ordinary citizens.
Four layers of depth are identified in causal layered analysis. The litany level is the surface-level description of an issue or development. The system level explores assumptions regarding social, technological and other causes and systemic interrelations. The worldview level discusses the ideologies and paradigms which frame our understanding of issues. The final metaphor level includes the shared metaphorical interpretations which summarise the characteristics of the issue or development, and to which individuals are deeply committed [37: 11-15] . The layers of CLA are assumed to be connected to one another: metaphors and worldviews frame problems on the litany level [37: 3] . The layers are illustrated below in Fig. 1 .
CLA is a versatile method and the layers can be interpreted in different ways. In this study, the goal is to investigate metaphorical frames for the future of privacy. Therefore the material needs to be divided according to core metaphors. We chose to divide the material according to clusters of participants, assuming that each individual has certain systemic beliefs, a certain worldview and core metaphor when considering futures of privacy, and that similar individuals can be grouped into clusters. We acknowledge that this is a simplification and individuals may simultaneously hold several conflicting views. Our interpretation of the layers is given below. 1 The focus group sessions were held before the discussion initiated by Edward Snowden's disclosures, and thus they represent a snapshot of the debate at that time. 2 In addition, focus group sessions were held in Belgium and Poland. However, the transcripts of these sessions did not allow distinctions between individual participants. Therefore they were unsuitable for our analysis focusing on individuals' metaphorical frames. The worldview layer is understood through Mary Douglas's cultural theory which identifies four ways of perceiving social relations (four 'ways of life'): individualism, hierarchy, egalitarianism and fatalism [10, 45, 46] . In cultural theory, two dimensions are used for distinguishing between the different worldviews: the level of group pressure and the level of hierarchy. In this study, the four worldviews are used in a heuristic manner without extensive analysis.
The fourth layer, metaphor, is interpreted through Lakoff and Johnson's theory of metaphors as conceptual mappings between different fields [31, 32] . In this case, the abstract phenomenon of privacy is understood through some other phenomenon, which influences how the future role of privacy in envisioned. Thus metaphors take the form 'privacy as something'. Moreover, we assume that metaphors are generally not directly mentioned in the discussions, and thus finding metaphors requires close reading and interpretation.
The six sub-questions on the system layer were used as the criteria for clustering the focus group participants.
3 First, the focus group discussions were coded in the Dedoose web application based on the themes listed above. 4 Then, each individual's comments were investigated separately. We clustered the participants into four groups based on similar views on these themes. Quantitative clustering based on usage of words was deemed unreliable due to the complexity of privacy conceptions. Thus the clustering was done in a qualitative manner, relying on researchers' judgments. This process is inevitably somewhat subjective since the questions listed above were not asked directly in the focus groups. Instead, views on these themes are derived from conversations which are complex social situations.
The clustering process began with identifying participants whose views clearly differed from each other and placing these participants in different clusters. Then participants that were similar to these initial 'cluster centres' were placed into the respective clusters. Ultimately, a relatively coherent clustering was achieved. In the next section, we present the four metaphorical frames that we identified.
Four metaphorical frames for privacy in the coming digital society
In this section, each metaphorical frame is discussed and summarised in a table. The four frames are constructed as ideal types: hypothetical characterisations of a phenomenon in its purest form, aimed at capturing its essential features [47, 48: 18-22] . The composition of the clusters according to age, gender, and focus group is presented in Appendix 2.
Privacy as the dodo
The first frame considers privacy as the dodo, that is, a species made extinct largely through human actions (Table 3 ). The 3 The questions and differing views represent the 'horizontal' breadth of causal layered analysis [37] . 4 http://www.dedoose.com. Fig. 1 The causal layered analysis pyramid [41] Companies and governments are seen as active agents and threats to privacy. Privacy protection is seen as the responsibility of individuals who are hedonistic consumers with little control over their privacy. In the Finnish focus group, one participant expressed the threat of shifting standards: Bthe threat is that we begin to consider control as self-evident and even compatible with our own interest^(male, 21-30 years). Another Finnish participant spoke of a numbing effect that continuous data collection has on people (female, 31-40 years). One Israeli participant claimed that Byoung people are willing to expose themselves completely and they don't mind^(female, 61+ years).
In systems thinking, drift to low performance has been identified as one system trap. Drift to low performance means a situation where standards gradually fall because sub-average performance is assessed as the standard level and goals are set lower [49] . The mechanism of the drift to low privacy is illustrated in Fig. 2 . The drift to low privacy is a systemic phenomenon, like the extinction of species.
Decreasing expectations of privacy lead to a decreasing overall level of privacy and vice versa. There is a negative feedback loop with no balancing loop to stop the drift [49] . Companies establish services and practices which diminish privacy norms, which in turn creates more demand for such services. The drift to low privacy is viewed as a path-dependent process where future options are dramatically reduced: BWe can't divert from the path we walk on this regard^(male, 51-60 years, Israel). Already today it is difficult for individuals to discard services such as Facebook and Google because they have become part of the normal lifestyle.
The worldview is fatalistic. Individuals tragically lose their autonomy to act against powerful actors and trends which determine the future. In Douglas's cultural theory, the fatalistic worldview is the worldview of prisoners and servants, and more generally of culturally isolated and strictly supervised groups, which fits the image of lost privacy and autonomy [46] .
Privacy as the hemline
In the second frame, privacy is both a shared value and a personal preference which is continuously negotiated and weighed against other interests including security, attractive services and effective healthcare. Privacy is thus the hemline: a fashion trend that emerges from the everyday choices of individuals, like clothing choices (Table 4) . We choose our clothes based on our Fig. 2 Drift to low privacy preferences and our assessment of a particular situation, and generally our clothing choices do not have serious consequnces. According to this frame, then, privacy is one value to be balanced in everyday situations.
On the system level, the future of privacy is characterised by continuity and relatively slow evolution compared to the present situation. Like fashion trends, privacy continuously evolves -in a certain period, the fashionable hemline is low and some years later it is higher before again returning to a low hemline. The perception of privacy will be different in the future due to new communications technologies, but privacy as an institution is not in great danger. Privacy will remain important and in the most fundamental aspects of life it will remain similar. Awareness of possible threats will lead to people holding on to privacy more tightly.
Traditional cultural and institutional methods of privacy protection such as consent and professional confidentiality and personal coping tactics are viewed as sufficient. Privacy is therefore in a state of relative equilibrium and there are no radical systemic challenges to current privacy norms. The main threats are seen to come from criminals engaging in identity theft, for example. In general, individuals are considered as active in controlling their privacy. The evolution of privacy occurs through pragmatic and contextual negotiation, weighing the benefits and risks. As one participant put it, Bwe shouldn't get hysterical^(male, 51-60 years, Finland). On the one hand, there are concerns over one's profile being in many places but on the other hand, one can also benefit from improved services by giving information (male, 51-60 years, Finland).
The worldview is individualistic. Although privacy is viewed as a shared value, individuals are continuously engaging in negotiation with their privacy. If the benefits are attractive, privacy can be flexibly negotiated. When negotiating privacy, we need to pragmatically consider the threats related to revealing aspects of ourselves in each context.
Privacy as savings
In the third frame, privacy is seen as savings, that is, assets that some can afford to have while others must use most of their personal information as currency (Table 5 ). According to this frame, personal information is a commodity and it is the property of an individual, which means that individuals are free to trade with it. Privacy, then, is a type of restriction on the free flow of personal information. The argument is that there will be significant changes in lifestyle by 2050, and technological progress is the central driving force behind these changes. Privacy will exist in highly individualised and unequal forms. Those who have skills and money have a high level of privacy, while others have little privacy. Technological progress changes lifestyles, and privacy will have to be adapted to the new technological surroundings. Legislation will always lag years behind technological developments. Because of the rapidity of the change, the future is uncertain and it is difficult to know much about the changes that are to come. From the system perspective, privacy is seen as highly individualised. It is the responsibility of individuals as consumers to protect their own privacy. The free market of personal information is seen as the natural state, and privacy regulation introduces restrictions and market distortion. In the privacy literature, some commentators have argued that giving individuals a property interest in their personal information would lead to individuals having more control over their information, since they can bargain with it and exchange it for other goods in the market [16: 134]. However, others criticise this development because it privatises the social phenomenon of privacy and neglects the public and collective value of privacy [50] . In addition, if individuals must cope alone, there is little protection for those who are incapable of protecting their own privacy.
The worldview is individualistic. In principle, each individual has equal opportunities to protect their privacy and to trade with it. However, because individuals are concerned with private benefit, concentration of wealth and power mean that egalitarian ideals are not reached [46] . In general, privacy is intimately connected to individual freedom. From the individualistic perspective, privacy means the freedom to pursue happiness in one's own way as long as no harm is done to others. A liberal individualist discourse is prominent within privacy theorising, and it has been argued that historically privacy emerged together with individualism [15: 113-114] . The view of privacy as protection of freedom is especially prominent in the United States [51] .
Privacy as foundations of our home
The fourth metaphorical frame presents privacy as foundations of our home, a crucial element for maintaining our personal identity and our democratic society (Table 6 ). Privacy is a sacred value which is inviolable and must be protected. Sacred values may not be traded off against secular ones such as money [52] . Therefore the flow of personal data needs to be strictly regulated and citizens need to be protected against inequality and discrimination. This is in contrast to the 'hemline' and 'savings' frames, where privacy may be negotiated and traded. The sacred value framing presents a 'challenge and response' development narrative [53: 144-147] where the community continually faces challenges relating to privacy protection, but these challenges are tackled by the democratic political process. Ensuring privacy protection requires continuous collective efforts. There is a parallel to current discussions on climate change and the necessary transition to sustainable energy. Maintaining a desirable level of privacy in the future may require societal transitions similar to those in energy policy. Ultimately the attitude regarding the future is optimistic: the future can be controlled, like in Jim Dator's archetypical 'disciplined society' image [54] .
On the system level, this participant cluster emphasises the social importance of privacy and the moral obligation to protect privacy. The future depends on the model that current generations set for future generations, and therefore we must act responsibly. One participant (male, 31-40 years, Germany) argued that privacy is a cultural value that is connected to the Enlightenment, and also a political value as Bpart of the protection of citizens which is one of the main tasks of society and the state^. This is seen as important for maintaining democracy.
This framing presents a virtuous cycle which maintains privacy. Privacy as a shared value enables the maintenance of the democratic public, which then protects privacy by regulating exposure and trade of information. This in turn maintains privacy as a shared value. In accordance with the communitarian discourse on positive rights, privacy is not only seen as the right to be let alone but also the right to autonomy and to shape society. In this discourse, the freedom of humans is not challenged by the government, because the individual and society are not seen as conflicting forces but rather society has an active role in shaping individuals [55] .
The worldview is egalitarian. An Israeli participant (female, 21-30 years) stated that privacy means protection from inequality. They continued: BPrivacy must be uniform: everybody must be exposed or concealed in the same amount^. Without privacy, everybody would have a different 'colour' and could be treated differently. Because privacy is a collective value, the downgrading of privacy by some will cause loss of privacy for all. This expresses the ideal of a strongly bonded group with few ranking or grading rules between its members [46] . Table 7 below illustrates the frames based on these frameworks. 5 Using de Jouvenel's [58] typology, 'dodo' is a primary forecast: this is the undesirable 'business-as-usual' future, which becomes real if nothing is done. It should be read as a cautionary tale that is intended as a prompt for action to protect privacy. The 'foundations of our home' frame is similar to a secondary forecast: it indicates that we must collectively uphold privacy as a value. The 'hemline' and 'savings' frames, in turn, can be understood as historical forecasts, trying to imagine what could happen in the complex interplay of different actors. From this perspective, imagining slow evolution or uncertainty are understandable reactions to considering the future.
Moreover, the underlying conceptions of privacy are different in the different frames. This is crucial because the conceptions of privacy determine the focus for imagining the future of privacy. In other words, they answer the question BThe future of what?^and indicate how important this question is considered to be. Due to differing privacy conceptions, then, the central question about the future of privacy is different. For the individualistic privacy conception, the question is about optimism or pessimism regarding individual control. For the collective privacy conception, the central question is maintaining privacy as a shared value through collective means. Table 8 below illustrates the privacy conceptions and key issues.
We argue that these frames in fact constitute an ecosystem of frames rather than mutually incompatible alternatives. Douglas [46] states that all worldviews (individualism, fatalism, hierarchy, egalitarianism) are needed, and governance solutions that impose one organising principle will fail. Rather than constituting alternatives, all of these frames are needed, and the diversity of cultural frames is a key factor in shaping a resilient future. If the frames are seen as an ecosystem, the crucial question is whether the ecosystem is diverse enough and whether these frames adequately represent different worldviews.
Whether the frames are adequate for representing the different worldviews needs more empirical research, but some preliminary remarks can be made. The 'savings' frame presents both the benefits and drawbacks of individualism. Arguably it is more plausible than the 'hemline' frame which presumes continuity in an era of rapid change. The 'dodo' frame, in turn, begs the question why some individuals are able to see grave threats to privacy while others are blissfully ignorant. Finally, the 'foundations of our home' frame is an attractive description of a desirable future, but the shared value basis that it presumes may be problematic in a multicultural society. From this ecosystem perspective, it is undesirable to search for one ultimate metaphor of privacy. Instead, it is desirable to diversify futures thinking and to consider emergent novelty rather than repeating conventional discourses [60] .
Implications for policy, research and public discussion
Considering policy implications, some limitations need to be taken into account. Firstly, the intention of these metaphorical frames is not to contribute directly to policy-making by providing desirable visions. Instead, they raise important themes in the privacy debate. Secondly, the current study is exploratory with a limited set of participants. Thirdly, the focus group design (see Appendix 1) focused on current threats and the section on futures was relatively short. Finally, most of the discussion was negatively framed, lacking discussions of privacy-enhancing technologies (PETs) or beneficial market mechanisms. 6 The metaphorical frames highlight two key themes in the privacy debate: individual control and trust in collective privacy protection. 7 The first theme is the individual's struggle for control and agency in a future consisting largely of dominating elements. There is a clear danger to individuals' autonomy if they are given only illusory control regarding their personal information. The 'dodo' and 'savings' frames express similar privacy threats but the agency of individuals is viewed differently. The former frame emphasises lack of control while the latter suggests that control is possible but unequally distributed. For most of the focus group participants, the future of privacy is something that emerges beyond their control. This tendency was clearest for those expressing the 'dodo' frame. This feeling of helplessness is problematic for privacy policy-making, particularly in Europe. One of the stated aims of the EU data protection reform is to empower citizens [61] . At the time of writing, it is too early to tell whether the process is successful, but Blume [62] argues that the General Data Protection Regulation does not empower citizens and this is actually not its goal. The theme of control actually includes two issues: whether citizens feel that they have control over their personal data, and whether they feel they can influence the debate on privacy protection. If there are widespread feelings of powerlessness, corrective measures such as increasing awareness are urgently needed.
The second theme is trust in collective privacy protection mechanisms such as privacy legislation. There is an ongoing debate whether binding privacy legislation or market-based solutions are preferable for 'futureproofing' privacy protection. The 'dodo' and 'savings' frames express skepticism about the effectiveness of privacy legislation, while the 'hemline' and 'foundations of our home' frames express more optimism and trust. If complex privacy legislation is drafted without public understanding or trust, the risk is that citizens become alienated from the privacy debate. It is important that in a democratic society citizens understand the reasoning behind privacy protection rules and that they are able to use the means of privacy protection available to them. This is particularly important as the participatory governance has been a central aim within the European Union in recent years [63] .
Both nation states and EU institutions need to work on establishing trust in privacy legislation, because if privacy protection is left to individuals, privacy is likely to become unequally distributed. This is already the case with technological tools such as public key encryption and virtual private networks which are difficult to utilise for most citizens. Similarly, technical debates about data protection principles are unlikely to make citizens feel empowered and trustful. Establishing trust in EU institutions is particularly challenging in the current atmosphere of uncertainty regarding the future of the EU.
The question about privacy should be put into broader societal context. The key question is what kind of future society we want to live in and what role privacy has in this society, given current trends towards digitalisation and increasing surveillance. Privacy conceptions and metaphorical frames form an ecosystem where diversity is important rather than categorising conceptions as correct or mistaken. Therefore policymaking on privacy should not be made in a technocratic manner without public engagement. This means that the discussion should not be dominated by one frame such as liberal individualism, administrative efficiency or the fight against terrorism. Instead, transparent and inclusive debate is the prerequisite for seeking desirable futures of privacy. The debate should include the whole spectrum of worldviews and the whole cast of privacyrelated actors including citizens, policy-makers, technology developers and companies [43] .
The final implication of these metaphorical frames is that a broad systemic view is needed in privacy research and public discussion. We need to move beyond enumerating individual privacy threats and identify and analyse potential system traps such as the drift to low privacy. These traps can be analysed in similar ways as social-ecological system traps [64] . The interests which drive privacy actors' choices need to be part of the discussion because these are crucial in systemically producing privacy threats. Knowledge is also needed on cross-sectoral interrelations, that is, how privacy is influenced by decision-making in other fields such as security and traffic policy. Climate researchers discuss the water-energy-food nexus, highlighting the close linkages between these areas [65] . This raises the question what kind of 'nexus' is formed by privacy and other policy fields. In addition, the systemic concepts of system traps and nexus raise the question of systemic transition. Where is the privacy system currently heading and do we need path creation or 'mindful deviation' to reach a more desirable future [66] ? There are some indications at present of this broad discussion about desirable futures and the role of privacy. The EU data protection reform is seeking to tackle trust issues by establishing credible and effective general privacy rules. The recent documentary Democracy tracks the reform, suggesting that central players within the EU institutions were active in promoting data protection in Europe [67] . However, the General Data Protection Regulation has also been described as a Bmonster text^because of the difficulty of interpreting its layered meanings [62] .
The MyData concept, in turn, aims to give control to consumers while also ensuring that organisations can make use of data collection [68, 69] . Similarly, the Privacy by Design concept harnesses engineering and product design to protect privacy [70] . Privacy impact assessments aim to track the systemic privacy impacts of decisions [71] . These developments suggest that is possible to retain a sense of agency on the road to the unknown future.
Conclusion
This article investigated metaphorical frames for the future of privacy using focus group data and causal layered analysis. The aim was to map citizens' thinking on futures of privacy using metaphorical frames. Thematic analysis was used to cluster focus group participants into four groups with distinct views on the conception of privacy, on privacy threats and solutions, on the responsibility for protecting privacy and on control over privacy.
Four metaphorical frames for privacy futures were constructed: 'dodo', 'hemline', 'savings' and 'foundations of our home'. The systemic drivers and worldviews behind these frames were examined using causal layered analysis. The privacy conceptions expressed in the frames differed along two key axes: individualistic or collective framing of privacy and privacy viewed as a highly important or relatively mundane issue. The analysis highlighted two key themes: individuals' struggle for control over a dominating future and trust in the effectiveness of privacy legislation. Rather than alternative futures, the frames can be interpreted as different types of projections: primary (what will happen if nothing is done), secondary (what should be done) and historical (what could happen). Therefore they relate to human agency in different ways.
The study was exploratory but nonetheless the results have significant research and policy implications. Further studies could elaborate on the metaphorical frames that were constructed in this study, and perhaps modify or refute them. One interesting area for subsequent research is cultural differences. Would the frames be radically different if a similar study was conducted in China or in Nigeria? In which cultures is the question of the future of privacy even relevant, and should it be relevant? Another area of study is the influence of media on these frames. Does recent media coverage or social media discussion of privacy issues significantly impact the expressed views of non-experts, or are their views relatively stable?
Privacy protection is one of the key concerns in the ongoing digital transformation. The debate about privacy needs to be part of a broad and inclusive debate about the desirable future direction for society. The whole ecosystem of metaphorical frames and cast of privacy actors, including citizens, need to be part of the debate. In addition, potential system traps and systemic interconnections need to be studied further. In order to avoid traps and to find a path towards a desirable future, policy-makers, companies and researchers need to take individuals' conceptions of privacy and its future seriously.
Could you consider personal data as something that belongs to the person, as a personal property that each of us can engage to get some advantages?
Round 2 -Privacy as a matter of concern (30 min) Do you consider that privacy matters and why do you think so?
Is privacy a psychological issue related to the development of self or a political one related to the development of a democratic society? Do you think that the protection of privacy is an individual issue or a collective one? To protect you against misuse of your personal data, and hence to protect your privacy, the law obliges the data controllers/collectors to get your consent (specific informed indication) by which you signify your agreement to personal data relating to you being processed. It obliges them also to be transparent about the processing and, if you request it, to provide you with intelligible information regarding the performed processing of your data. Do you consider this consent as sufficient and efficient to protect your privacy? Do you consider this transparency and information obligation as sufficient and efficient to protect your privacy?
Round 4 -Recommendation for privacy (30 min)
Do you think that privacy will still matter at horizon 2050? Or do you consider it as a misleading or as an outdated or obsolete concept?
If you consider that privacy will still matter, what would you recommend to guarantee its protection?
Appendix 2: composition of clusters
The following tables present the composition of the participant clusters according to gender, focus group and age. Note that the group of participants is not a representative sample but a small group selected to include diverse participants. Therefore the numbers are only indicative. Percentage shares are not used because they are easily misleading for such small numbers. 
