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である量子色力学 (QCD)によって説明される (NC = 3)。QCDにおける基本的な物理量の 1つとして、QCDポ
テンシャル V (r)が挙げられる。QCDポテンシャルはWilsonループの期待値から












〈0 | Tr1 | 0〉
と定義され、静的カラー対が距離 rだけ離れて存在する系のエネルギーを表す 。ただし、T はゲージ場の表現行
列であり、Pは path orderingを表す。これは QEDにおける Coulombポテンシャルに対応するものである。電
荷をもつ e− と pの束縛状態である水素原子の物理は Coulombポテンシャルを用いて説明されるが、そのアナロ
ジーとして、カラー荷をもつ重いクォーク同士の束縛状態であるクォーコニウムの記述をするために用いられる
量である。
QCDポテンシャルは定性的には「Coulomb」+「線形」の 2つの部分からなると考えられている。短距離 (r 




論的な手法で計算される。格子 QCD計算 [1, 2, 3]や string理論に基づくモデル計算などである。
QCDポテンシャルを求めることでどのような物理が分かるのであろうか。それには例えば次のようなものが挙
げられる。
• 重いクォーコニウムの物理 [4, 5, 6, 7, 8, 9]
ボトモニウムやチャーモニウムなどの重いクォーコニウムを扱うためのQCDの有効理論として、NRQCD(Non-
Relativistic QCD)や pNRQCD(potential Non-Relativistic QCD)がある。質量 mの重いクォークが非相





















と展開される。さらに qq̄対の相対距離 ~rが小さいときには ~rで展開を行う。soft scaleも integrate outする
ことで ultrasoft scaleのグルーオンの自由度のみが残る。このとき soft scaleに対応する空間的に非局所的
































は qq の singlet および octet 状態を表す。NRQCD とは






















で関係づけられる。ここで Φ はWilson ライン、Ta はゲージ場の基本表現の生成元、Z は繰り込み定数。
















図 1.1: Wilsonループの経路 l
T
r = + + · · ·
NRQCD pNRQCD
S SO
図 1.2: NRQCDと pNRQCDのマッチング。NRQCDでWilsonループから計算した値と、pNRQCDの多重極
展開から得られた値が等しくなるように係数を調節する。




させるのである (図 1.2)。そのmatchingに QCDポテンシャルが使われる。
ボトムクォークやチャームクォークの質量mb, mcはクォーコニウムの理論計算と実験値の比較から精度良






















ている。1ループの補正が計算されたのは 70年代後半である。まず [23, 24]で、masslessクォークによるループ
補正が、[25]でmassiveクォークによるループ補正が計算された。次の 2ループの計算が行われるのは 90年代後
半である。[26, 27, 28]でmasslessクォークによる補正が、[29, 30, 31, 17]でmassiveクォークによる補正が求め

















と定義し、スケール µで繰り込んだMS-schemeの結合定数 αS と αV (q)との関係を















, Pnは (n− 1)次多項式
)
と表した際の、Pn の定数項に当たる部分が an である。
続く 3ループ補正も数値的には近年計算が完了した。まず、3ループ以上の QCDポテンシャルには赤外発散
[23]があり、次元正則化 (D = 4− 2ε)では an (n ≥ 3)に εの極が現われることが知られていた。これが [11, 33]
で計算された:










ただし CA = 3はカラー因子、q は外場のクォークの運動量、µは繰り込みスケールである。また、a3 は lnµq に
依らない定数。2008年には Fermionループを含んだ部分の 3ループのポテンシャルの計算 [34]が完了した。最
後まで残っていた pure gluonicな部分の計算は我々のグループと別のグループが独立に行い、2009年に終了した






本論文では QCDポテンシャルの 3ループの輻射補正に関連する 2つの解析を行う。まず、a3 には Casimirス
ケーリングの破れと呼ばれる現象が見られることを示す。Casimirスケーリングは主に格子 QCDで成り立って
いる経験則である [38, 39, 40, 41, 42, 43, 44, 45, 46, 47]。通常の QCDのクォークは SU (3)の基本表現であるか
ら、(1.1)式には基本表現の 2次の Casimir演算子 CFが overallにかかっている。今、heavyクォークに対応する
Wilsonループの表現を一般の Rとしたとき、この式で変更を受けるのは CF → CRとなることのみであるという
のが Casimirスケーリングである。つまり、αV (q)の補正は Rによらないことになる。しかし、Casimirスケー
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するダイヤグラムを、それら同士に成り立つ関係 [49]を用いて少数の積分 (マスター積分)に簡約化する [50, 51]、
(ii)各マスター積分を評価する、という流れで行われる。[35]で行った簡約化の結果 40個のマスター積分が得られ
たが、この段階では 17個のみが解析的に評価されていた。そこで、ほかの積分を解析的に評価したい。解析的評価
の方法はいくつか考えられるが、そのうち 1つはMellin-Barnes積分表示を用いた方法である [52, 53]。この方法
では最終的に積分がガンマ関数の積を含む多重無限和に帰着される。一般には次元正則化のパラメータ ε = 4−D2
を含んだ ∑
k1,...kn
Γ (a1 · k + c1 + e1ε) Γ (a2 · k + c2 + e2ε) · · ·Γ (ap · k + cp + epε)
Γ (b1 · k + d1 + f1ε) Γ (b2 · k + d2 + f2ε) · · ·Γ (bq · k + dq + fqε)
xk11 · · ·xknn
の形で表される。ここで、k = (k1, . . . , kn) , ai = (ai,1, . . . , ai,n) , bi = (bi,1, . . . , bi,n)である。ただし ai,j , bi,j , ci,j ,








Γ (1 + k +m)

















































2 · · ·xknn∏
p fp (w, k1, . . . , kn)
rp (1.2)(
ai (w, k1, . . . , ki−1) , bi (w, k1, . . . , ki−1)は、w, k1, . . . , ki−1の整数係数の一次式
fi (w, k1, . . . , kn)は、w, k1, . . . , knの有理数数の一次式
)
• 特定の形のガンマ関数を含む 2重和








Γ (k + ap)









Γ (k +m+ er)




ai = ai +O (ε) , bi = bi +O (ε) , · · · , fi = f i +O (ε)であり、ai, · · · , f i ∈ Z/2





な計算に登場する [54, 55, 56, 57]。従ってこのような和に対する研究も以前から活発に行われている。このアル
ゴリズムの目的は、一般の複雑な多重和を性質がよく知られた簡単な和や積分に帰着させることである。例えば
1.1. 本論文の構成 11
Harmonic Sum、Harmonic Polylogarithm、Multiple Polylogarithmなどである [58, 59, 60, 61, 62, 63, 64, 65]。
これらは一般にネストされた多重和、すなわち∑
N≥k1>···>kn≥1
f1 (k1) f2 (k2) · · · fn (kn) (N ∈ N ∪ {∞})
の特殊な場合である。それら同士には shuffle代数をはじめとする様々な関係が成り立ち [66, 64, 67, 68, 69, 70]、
少数の baseで表されることが分かっている。また、多重和の評価や Harmonic Polylogarithmに関係した研究も
[71, 72, 73, 74, 62, 60, 75, 76, 77, 78, 79, 80]など多数ある。
以下では、これらの先行研究と本研究の関係について述べる。[75]の方法は本論文で述べるアルゴリズム 1に類













アルゴリズム 2は [86, 87, 88, 73, 89, 90]の特定の場合の拡張にあたる。これらの論文では (1.3)式のような半
整数まわりの引数をもつガンマ関数を含んだ和の評価が行われている。また、xkym の形の因子を含んでいても
評価できる。ただし εでの展開後にガンマ関数が 1ペアだけ残る場合を扱っている。一方で、アルゴリズム 2は
k, m, k+mをそれぞれ引数に含むガンマ関数のペアを各々 1つずつ含む和を扱えるが、現時点では x = y = 1の
場合に限る。
Casimirスケーリングの破れについては [91]で発表した。ā3 の解析的評価法については [92]で発表した。
1.1 本論文の構成
本論文の構成は次の通りである。
• 第 2章 – 摂動 QCDポテンシャルの review
QCDポテンシャルの定義と標準的な計算手法について述べる。また、40個のマスター積分を数値的或いは
解析的に評価することで得られた ā3 の値を一般の表現の場合について与える。
• 第 3章 – Casimirスケーリングの破れの考察
Feynmanダイヤグラムのうちカラー因子に対応する部分のみを抜き出したカラーダイヤグラムの分類を通
し、一般表現の ā3 に現れる Casimirスケーリングを破る項の由来、2ループまでで Casimirスケーリング
が成り立っていることの理由などを調べる。また、格子 QCDでの予言値と比較する。
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• 第 7章、第 8章 – Mathematica 8での実装


























qf i 6Dqf + iψ†D0ψ + iχ†D̄0χ (2.1)
とする。ただし F, qf はそれぞれグルーオンの場の強さおよび質量 0のクォーク場である。共変微分は、Dµ =



























k · v + iε
µ





























1(2.2) 式において、π = δL
δψ̇
= iψ† より [ψ (~x, t) , π (~y, t)] = i
[
ψ (~x, t) , ψ† (~y, t)
]
= iδ (~x− ~y)
14 第 2章 摂動 QCDにおける 3ループ摂動 QCDポテンシャルの計算

















〈0 | TrR1 | 0〉
(2.3)
















で定義される。だたし、qは heavyクォークの運動量、γE = 0.577216 · · · は Euler-Mascheloni定数である。また、






場合、各積分の分母は以下のD1, · · · , D21 の 21種類の因子で表現できる3：
{Di} =
{ k · v, p · v, κ · v, (k + p) · v, (k + κ) · v, (p+ κ) · v, (k + p+ κ) · v,
k2, p2, κ2, (k + p)
2













, (k + p+ q)
2
, (k + κ+ q)
2
, (p+ κ+ q)
2
, (k + p+ κ+ q)
2 }
それぞれのDi の次数を引数として表した

















を標準形の積分と呼ぶことにする。以降、次元D = 4− 2εとして次元正則化を用いる。
J をLaportaアルゴリズムで簡約化する
各 J の間には以下のような関係が成り立つ [49]：
ループ運動量の平行移動 : k → k + p, k → k + q, k → k + p+ κなど
ループ及び外線運動量の符号反転 : k → −k, p→ −p, κ→ −κ, q → −q








(a = k, p, κ, b = k, p, κ, q, v)
これらから得られる関係式を用い、Laportaアルゴリズム [50, 51]を用いて簡約化する。各積分に対し、
2ダイヤグラムの生成には qgraf[93]および GRACE[94]を用い、同等のダイヤグラムが生成されることを確認した。3ループでは、trivial
に 0 となるダイヤグラムを除いて 4631 個のダイヤグラムが生成された。
3外線の運動量 q への依存は次元解析から容易に決定できるため、q2 = −1 として計算を行うこととする。
2.2. 輻射補正の計算 15
1. 以下で定義される (Np, N+, N−, Nm)に辞書式順序を導入し、積分の複雑さを定量的に定める：
(a) 分母に現れるDi の総数、すなわち J の引数のうち正のものの個数：Np
(b) 分母に現れるDi の次数の合計、すなわち J の引数のうち正のものの総和：N+
(c) 分子に現れるDi の次数の合計、すなわち J の引数のうち負のものの総和の-1倍：N−








2. 発散のキャンセルから成り立つ関係を用いた変換および Glue and Cut法 [49]
3. Genenbauer多項式を用いた座標空間での計算 [95]
4. 積分に含まれるスケールに対する微分方程式を用いた計算 [51, 96]
5. 高精度の数値計算を用いた数値実験 (PSLQ)による推定法 [97, 98]
などの方法およびその組み合わせで求められる。詳細は第 4章で述べる。
MS-Schemeでの繰り込み
スケール µ で繰り込んだ MS Scheme での結合定数 αS (µ) と、外線運動量 q における V-scheme の結合定数
αV (q)の間の関係は
















と表される。ただし Pn は n − 1次多項式である。紫外発散に由来する lnの係数は繰り込み群方程式より決定さ
れ、βn などで表される。βn は n+ 1ループにおける beta関数の展開係数である。一方、定数項に当たるものが
an である。まず、(2.5)式で µ = qとすると






















































































P0 (l) = a0
P1 (l) = a1 + 2a0β0l















が求まる。ただし 3ループ以降では anに赤外発散にから生じる εの極および対応する ln項が含まれる。3ループ
においては







+ 6 ln q
µ
)
と表され、ā3が定数の有限部分である。実際にはこの赤外発散はグルーオンの ultrasoft補正 [11, 33]とキャンセ
ルする見掛け上の発散である。実際、ultrasoftな補正を含めたとき、










, (L := ln (µr) + γE)
と表すと、
P̃0 (l) = a0
P̃1 (l) = a1 + 2a0β0L


























































































































ただし CR は表現 R における 2 次の Casimir 演算子であり、R = A は随伴表現を表す。 また、ζn = ζ (n) は
Riemannゼータ関数の特殊値である。ci は数値的にのみ知られている数であり、
c1 =− 354.859, c2 =− 56.83(1)
c3 =502.22(12), c4 =− 136.8(14)
である [34, 35, 36]。Wilsonループを計算するにあたり、外線に現れるゲージ群の生成元にトレースが作用する。








と dynamicalな部分 (xa1a2... と表記する)の積に由来
する。例えば、次のようになる：
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δad












































































































































































Casimirスケーリングは、格子QCDにおける経験則である [38, 39, 40, 41, 42, 43, 44, 45, 46, 47]。Wilsonルー
プの表現を R1 としたとき、(2.4)式において R1 に依存するのは overallに掛かる因子 が CR1 のみであることを





すなわち、頂点に対して生成元 (T a)ij または構造定数 f
abcを、内線に対して δab(グルーオン及びゴースト)また
は δij(クォーク)を割り当てればよい。 今、交差するグルーオンが繋がっている (いない)ものとみなした上で、
外線を取り除いたときの各部分を web(connected web)と呼ぶことにする。web wのカラー因子を C (w)と表す。
ただし、対応するWilsonループに現れるカラー因子とはファクターNC だけ異なる:
(Feynman diagram) = NCC [(color diagram)]
˙
dp1 · · ·
このとき、2PI(2 particle irreducible)のグラフのみがポテンシャルに寄与する。ただし 2PIとは、staticクォー








と αS で Taylor展開したとすると、Wilsonループの期待値は
〈l〉 = e−iTVQCD(R,T )















α3S + · · ·
a ab c d
c d b
= T aT bT aT cT d ⊗ T cT dT b
図 3.1: カラーダイヤグラム










図 3.3: カラーダイヤグラムの変形。3つの connected web(赤、青、緑)を含むダイヤグラムが 2PRのグラフ 2つ






の項の 12 (−iT )
2









ダイヤグラム C̃ (D) を考える。ただし、繰り返しを除いたことを ∼ をつけて表すことにする。[99] によると、
WilsonループDのカラー因子は繰り返しの除去によって次のように変更される。
C (D) → C̃ (D) = C (D)−
∑
d∈Dec′(D)






ダイヤグラムDは各 webに分割することができるが、その分割全体をDec (D)で表す。また、Dec′ (D)はそのう







T aT b =
[
T a, T b
]
+ T bT a = ifabcT c + T bT a (3.1)
を用いてカラーダイヤグラムを変形し、0とならない部分のみを取り出せばよい [99, 100] 。Wilsonループ上の 2
の vertexを図 3.2のように入れ替えたとすると、カラーダイヤグラムは 2つのダイヤグラムの和として表される。
この操作を繰り返すと、任意のグラフは 2PRのグラフ及び connected webを 1つだけ含むグラフの和で表され
る。後者は非自明な分割は存在しないので繰り返しの項は存在しない。従って前者を 0とすれば繰り返しが取り
除かれたことになる1。(3.1)式の適用による繰り返しの除去の過程で、fabcを含む項は 2つの webが 1つになり、





ケーリングを破るかどうか見てみる。Wilsonループに vertexを n個もつカラーダイヤグラム C (D)に (3.1)式を
















































と表す。ここで Xi,k はWilsonループ以外の因子を含むので、R1 には依存しない。NR, TR は付録 Bで定義さ
れるカラー因子。また、NR1 は QCDポテンシャルの定義 (2.3)の分母の 〈0 | TrR11 | 0〉 = NR1 とキャンセルし、



































となって Casimirスケーリングが成り立つ。一方 k > 2のとき、一般に Casimirスケーリングを破る項が現れる。
以下、3ループまでのダイヤグラムについて Xi,k を調べていく。ただし、以下 iは省略する。また、nはもと









































24 第 3章 Casimirスケーリングの破れ
(a) (b) (c) (d) (e)
図 3.4: Treeおよび 1loopのカラーダイヤグラム
3.2.1 Treeおよび 1-loop
カラーダイヤグラムは図 3.4の通り。treeでは n = j = 2である。1ループ場合、n = 4のもの ((e)など)は 2
つの conneted webを含んでおり、(3.1)式により j = 3以下のものの和に帰着される。従って、j = 2, 3の場合を
考えれば十分である。
1. treeは j = 2だから (3.2)式により CR1 に比例する (a)。
2. 1ループのうち j = 2のものは、(b),(c)のいずれかであるが、いずれの場合も (3.3),(3.4)式により (a)に帰
着する。
3. 1ループのうち j = 3のものは (d)のようにグルーオンの 3点 vertexを含む pure gluonicなグラフとなる2。
Xabc3 の項は (3.5)式により 0であり、CR1 に比例するXaa2 の項のみ残る。
従って、Casimirスケーリングは成立する。
3.2.2 2-loop
カラーダイヤグラムの例を図 3.5に載せる。n = 5, 6の場合 ((k),(l))、2つ以上の connected webを含んでおり、
(3.1)式により j ≤ 4のものの和に帰着される。従って j ≤ 4の場合のみを考えれば良い。
1. j = 2の場合、(3.2)式によりに Casimirスケーリングは成立する ((a)-(d))。
2. j = 3で Fermionを含まない場合、(3.5)式により CR1 に比例する項のみ残る ((e),(f))。
3. j = 3で Fermionを含む場合、Fermionのループに含まれる vertexは 2〜3個となる。
• vertexが 2個の場合、(3.3)式により 1ループの場合に比例する ((g))。







































2Feynmanゲージの場合、Lorentzの添字を持つ項が δ0µδ0νδ0ρ [gµν (k − p)ρ + gνρ (p− κ)µ + gρµ (κ− k)ν ] = 0の形になるため、そ



































4. j = 4の場合、Fermionは含まれず pure gluonicとなる。(j)のように 3点 vertexを 2つ含むか、あるいは 4
点 vertexを 1つ含み、Xabcd4 はいずれも fabef cde, facef bde, fadef bceに比例する項の線形結合で表される。
dabcdR1 との縮約を考えると、
dabcdR1 f
abef cde = dbacdR1 f
abef cde = dabcdR1 f
baef cde = −dabcdR1 f
abef cde
dabcdR1 f
acef bde = dcbadR1 f
acef bde = dabcdR1 f
caef bde = −dabcdR1 f
acef bde
dabcdR1 f
adef bce = ddbcaR1 f
adef bce = dabcdR1 f
daef bce = −dabcdR1 f
adef bce




カラーダイヤグラムの例を図 3.6に載せる。n = 6, 7, 8の場合 ((v)-(x))、(3.1)式により j = 5のものの和に帰
着される。
1. j = 2の場合、前述のように Casimirスケーリングは成立する ((a),(b))。
2. j = 3で Fermionを含まない場合、(3.5)式により CR1 に比例する項のみ残る ((c)-(e))。
3. j = 3で Fermionを含む場合、Fermionのループに含まれる vertexは 2〜5個となる。
• vertexが 2つのときは (3.3)式により、2ループ以下の場合に比例する ((f))。
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となり、(k)と (l)の和では fegh が奇数個となる項すなわち dabcR1 の項はキャンセルする。
• vertexが 5つのものは (m)のように同じループに直接グルーオンが飛ぶもののみ存在する。これも 2
ループの場合に帰着する。













A の形で Casimirスケーリングを破る項が現れる ((n),(o))。Xabc3 の項は (3.5)式より 0である。
5. j = 4で Fermionを含む場合、Fermionのループに含まれる vertexは 2〜4個となる。
• vertexが 2つのときは (3.3)式により、2ループ以下の場合に比例する ((p))。















を破る ((s),(t))。この場合も dabcR1 に比例する項はキャンセルする。





3 の形の項は (3.5)式により 0となる。
従って、Casimirスケーリングを破る項は以下の通り：









• (3.5)式により dabcA の項が自動的に 0となること




の項が現れるためには、図 3.6 (s),(t)のような、ゲージ場の添字が全て異なる 4つの vertex
を持つグラフが必要となる。これは 3ループで初めて現れる。
3.2. Casimirスケーリングを破るダイヤグラム 27
(a) (b) (c) (d) (e) (f)
(g) (h) (i) (j) (k) (l)
図 3.5: 2loopのカラーダイヤグラムの例
(a) (b) (c) (d) (e) (f)
(g) (h) (i) (j) (k) (l)
(m) (n) (o) (p) (q) (r)
(s) (t) (u) (v) (w) (x)
図 3.6: 3loopのカラーダイヤグラムの例










リングが成り立つ場合 V ′R1 ∝ CR1 であるから、この値は常に 0となる。












に含まれる項のうち Casimirスケーリングを破る項は P̃3 (L)の定数項である ā3 のみだから



























































































































(VR1 (r)− VR1 (r1))CF







これらの値はより大きい群、大きい表現で顕著になることが分かる。SU (N)および SO (N)の場合のカラー因
子は表 3.1のようになるが、Casimirスケーリングの破れ (3.7)式は R = Aのときぞれぞれ N, N2 に比例する。
また、SU (2)および SU (3)の各表現でのカラー因子の値および nl = 0とした場合の破れの大きさを表 3.2、表 3.3
に載せた3。
この表から、Wilsonループが SU (3)の随伴表現の場合、0.1 . rr0 . 0.5での破れの効果は 0.03− 0.13%と小さ
いことが分かる。一方、格子 QCDでの値は 0.3 . rr0 . 0.5で破れは 5%以下であるから [41]、両者は consistent
である。














含んだポテンシャルの値が 0.1 . r
r0




= 0.574± 0.042 とした [22]。表 3.3 での破れは µ をこのように選んだ場合の値である。
3.3. Casimirスケーリングの破れの大きさ 29
SU (N) SO (N)
NF N N
NA N






















N4 − 6N2 + 18
48N2





















































2 − 17N + 42
32
表 3.1: TF = 12 としたときの SU (N)及び SO (N)でのカラー因子の値









1 2 3/4 1/2 5/96 5/6
2 3 2 2 5/24 10/3
3 4 15/4 5 41/96 41/6
4 5 6 10 17/24 34/3
5 6 35/4 35/2 101/96 101/6
k k + 1
k (k + 2)
4
k (k + 1) (k + 2)
12
3k2 + 6k − 4
96
3k2 + 6k − 4
6
表 3.2: SU(2)の各表現でのカラー因子の値



























































































































































































































































































































表 3.3: SU(3)の各表現でのカラー因子の値と Casimirスケーリングの破れ。ただし r := (p−q)
2














dz Γ (λ+ z) Γ (−z) A
z
Bλ+z
で定義される変換である。ただし、積分路 lは図 4.1の通り−i∞から i∞で、Γ (z + λ)の極の右側および Γ (−z)
の極の左側を通る。
0 1 2 3 ℜ(z)
ℑ(z)










































1. 適当な運動量変数 pi について、プロパゲータを Feynmanパラメータ xn を用いてまとめる。
2. pi でD次元積分する
3. 必要に応じてMellin-Barnes積分を用い、和を積に変換する。





p + κ + q









˚ [dDk] [dDp] [dDκ]


















(κ+ k)2(κ+ p+ q)2
=
¨ [dDk] [dDp]





[x(κ+ k)2 + (1− x) (κ+ p+ q)2]2
=
¨ [dDk] [dDp]







































k2p2(k · v)(p · v)
[


























































































































dy iΓ (4−D) 4
4−D (1 + y)
4− 3D2





) [x2 − 4x (p · v)− 4y (p+ q)2 − iε]−4+D


























, A2 = −x2+4x [(p · v) + iε]として、[













































































− w,w + 1
)












4 [(p · v) + iε]x
[
1− x
4 [(p · v) + iε]
]}−4+D−w





16 [(p · v) + iε]2 x (1− x)
}−4+D−w
(x→ 4x [(p · v) + iε])


























dw Γ (w + 4−D) Γ (−w) 4−7+2D−we−iπ(D−w)










− w,w + 1
)




)44− 32Dπ−D2 e− iπ2 D ˆ dp [dDp]
p2(p · v)
[






)π−1−D2 ˆ dw 2−7+D−2we− iπ2 (3D−2w)B (7− 2D + 2w,−3 +D − w)B(−5 + 3D
2
− w,w + 1
)



























Γ (9− 2D + w)













x (p · v) + yp2 + z (p+ q)2
]9−2D+w
=
Γ (9− 2D + w)










x (p · v) + yp2 + (p+ q)2
]9−2D+w
=
Γ (9− 2D + w)














[x2 + 4y] + iε
}9−2D+w
= − Γ (9− 2D + w)























9− 52D + w
)
49−3D+w
Γ (8− 2D + 2w) Γ (−w)
π−
D






dy x7−2D+2w (1 + y)9−3D+w
[
−x2 − 4y + iε









































2D e iπ2 (5D−2w)
ˆ ∞
0










D, 4−D + w
)



















) ˆ dw 2−7+D−2we− iπ2 (3D−2w)B (7− 2D + 2w,−3 +D − w)B(−5 + 3D
2
− w,w + 1
)
× Γ (w + 4−D) Γ (−w)× i
Γ
(
9− 52D + w
)
Γ (8− 2D + 2w) Γ (−w)
49−3D+wπ−
D






)2−2Dπ−1−De iπ2 D ˆ dwB (7− 2D + 2w,−3 +D − w)B(−5 + 3D
2
− w,w + 1
)
















9− 52D + w
)














































Γ (w + 4−D) Γ
(
8− 52D + w
)
Γ (7− 2D + 2w)
= −Γ (1− ε)
2
Γ (−1 + 3ε)
84−2επ7−3εΓ (2− 2ε)
ˆ
dwΓ (1 + w) Γ (1− w − 3ε)
2
Γ (1− w − 2ε) Γ (w + 2ε) Γ (−1 + 2w + 4ε)
Γ (3− w − 6ε) Γ (2w + 4ε)
= −Γ (1− ε)
2




Γ (1 + w) Γ (1− w − 3ε)2 Γ (1− w − 2ε) Γ
(
− 12 + w + 2ε
)
Γ (w + 2ε)
Γ (3− w − 6ε) Γ
(
1




















− w,w + 1
)
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p p
k, a
k + p, b
∝
p p








































a+ b+ c− D2 + w
)
Γ (a) Γ (b) Γ (c)
× B
(





































]− a2−b−c+D2 Γ (a+ b+ c− D2 )





















































図 4.4: M7 における各運動量での積分。色をつけたプロパゲータに対して積分が可能である。ただしプロパゲー
タの冪が 1以外の場合、()の中に冪を示した。また、J は (4.5)式で定義される。
4.2 Mellin-Barnes積分の評価
(4.4)式の積分路を左半平面で閉じると、Γ (1 + w) , Γ
(
− 12 + w + 2ε
)




2 + w + 2ε
)
の因子があるので、極の場所は
1. w = −2ε+ 1
2
2. w = −1, −2, ,−3, · · ·
3. w = −2ε, −2ε− 1, −2ε− 2, · · ·
のいずれかとなる。また、無限遠で |w|−2 より速く 0になるため、積分の値は留数の和で表される。
J (w) := −Γ (1− ε)
2
Γ (−1 + 3ε)
213−6επ7−3εΓ (2− 2ε)
Γ (1 + w) Γ (1− w − 3ε)2 Γ (1− w − 2ε) Γ
(
− 12 + w + 2ε
)
Γ (w + 2ε)
Γ (3− w − 6ε) Γ
(
1
2 + w + 2ε
) (4.5)
とおくと、それぞれの場合の留数は、
1. w = −2ε+ 12 のとき、
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2. w = −1− n (n ∈ N)のとき、
























































+ · · ·
3. w = −2ε− n (n ∈ N)のとき、同様に
























































+ · · ·
となる。
S2 および S3 にはおよそ 10































































































˚ [dDk] [dDp] [dDκ]


















































































˚ [dDk] [dDp] [dDκ]












































































˚ [dDk] [dDp] [dDκ]






















































































˚ [dDk] [dDp] [dDκ]














































































˚ [dDk] [dDp] [dDκ]























































































































































˚ [dDk] [dDp] [dDκ]




































































˚ [dDk] [dDp] [dDκ]


































































˚ [dDk] [dDp] [dDκ]













































− 32ζ(3) log4(2) + 372ζ(5) log2(2) + 32π2ζ(3) log2(2)
− 480
7
















π4 log2(2) + 2549
315



























π2 log4(2) + 28
3
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M25 =
˚ [dDk] [dDp] [dDκ]
































































π4 log2(2) + 3079
315


























π2 log4(2) + 20
3



















˚ [dDk] [dDp] [dDκ]













+ 4π4 + 8π2 log4(2) + 10π4 log2(2) + 12π4 log(2)
)
ε
+93ζ(5)− 28π2ζ(3) + π
4
ε





˚ [dDk] [dDp] [dDκ]












+ 4π4 + 4π2 log4(2) + 14π4 log2(2) + 12π4 log(2)
)
ε
−93ζ(5)− 14π2ζ(3) + π
4
ε





ζ (3) = 1.2020569031595942854 · · ·












= 0.50840057924226870746 · · ·
4.4. その他の解析的評価法 43
また、si はそれ以上簡約化できない S-sumであり1、以下で定義される:







= 0.9874414264032997137 · · ·









= −0.9529600757562986034 · · ·





















˚ [dDk] [dDp] [dDκ]
(k · v) (p · v) k2p2 (k + q)2 (p+ q)2 κ2 (κ+ k)2 (κ+ p)2 (κ− q)2
のようにループ運動量をとると、qを含まないプロパゲータはmasslessが 5本、heavyが 2本なので次数は 12で

















































図 4.5: M41 のダイヤグラム


















る p · kを掛けることにする。このとき発散は全てキャンセルし、簡約化の結果は
M ′41 =
˚ [dDk] [dDp] [dDκ] (p · v)
































2例えば (k + p+ q)2 = (k + p)2 + (k + q)2 + (p+ q)2 − k2 − p2 +1をかけた場合、展開の最後の項からM41 が現れ、その他の項はよ












2 = −λ+ 2x2λ (1 + λ)
C
(λ)
3 = −2xλ (1 + λ) +
4
3
x3λ (1 + λ) (2 + λ)
...
これは Legendre多項式の拡張であり、λ = 12 のとき Legendre多項式となる。また、単位球面上での積分においてˆ







































e2ip·x = Γ (λ)
∞∑
n=0














dx̂2 · · ·
]







の項 20ζ (5)はこの方法で評価できる [95]。






































2 · · ·xknn∏
p fp (w, k1, . . . , kn)
rp






t などであり、ai (w,k) , bi (w,k) , fi (w,k)







f (k) (a ≤ b)




























せる。また、summandに PolyGamma関数 ψ(n) (k)や一般化された Z-sum Z (k,α,β,γ (k))が入っている場合
1
n · · · −3 −2 −1 0 1 2 3 · · ·
n∑′
k=1
f (k) · · · −f (2)− f (1)− f (0) −f (1)− f (0) −f (0) 0 f (1) f (1) + f (2) f (1) + f (2) + f (3) · · ·






とすると、F (n) = H 1
2
+n + ln4 が任意
の整数 n に対して成立する。
50 第 5章 ガンマ関数を含まない多重和の評価法
も、これらの関数も級数表示することで多重和の一部とみなすことができる。このアルゴリズムは、一般的な多
























































(k +m+ c− 1)2
= −1
6


























は Catalan数、γE = 0.577216 · · · は Euler-Mascheloni定数、ζ (n)は Riemannゼータ
関数である。
このアルゴリズムの流れは以下のようになっている：
1. 多重和の summandに正則化パラメータ δを導入した上で、部分分数分解を行う。
2. 各多重和に対して適切な indexの shiftを行い、最も外側の和に対する階差を求める。
3. 階差を足し上げて元の和を表す。外部パラメータ wは最も外側の和の上端にのみ現れる
4. 2,3と同様の手順を 1つ内側の和に対して行う。この場合、一つ外側の和の indexを wとみなして行う。
5. 最も内側の和まで順番に 2,3を繰り返す。結果、全てネストした形の多重和が得られる。
6. ネストした多重和の形を整理する。indexを shiftすることにより、summandから δ → 0で発散する項を取
り除いた上で、Z-sumまたはMultiple Zeta Valueに帰着させる。






S (w)を kn, kn−1, . . . , k1, wの順で繰り返し部分分数分解すると、
f̄m,0 : wの一次式
3、k1, . . . knを含まない
f̄m,1 : w, k1の一次式、k2, . . . knを含まない
...
...
f̄m,n−1 : w, k1, . . . , kn−1の一次式、knを含まない



















































p=1 f̄m,p (w,kp, δ)
r̄m,p
(5.1)
と表される。一般には特定の kp で発散する場合があるので、必要に応じて k → k + δとし、最後に δ → 0の極
限をとることとする。
以下、各 S̄m を計算するが、特に断らない限りmを省略する。また、f̄m,p (w,kp, δ)の kp の係数は cm に吸収
させることで 1としても一般性を失わないので、
f̄0 (w, δ) : = w + d0
f̄p (w,kp, δ) : = kp +Ap,p−1 (kp−1 + δp−1) + · · ·+Ap,1 (k1 + δ1) + Cpw + dp
= (Ak)p + (Bδ)p + Cpw + dp
と定義する。ここで
A = B =






. . . . . . 0
Ap,1 · · · Ap,p−1 1or0
 ∈ Qp×p, C,d ∈ Qp, d0 ∈ Q (5.2)
である。もし、Aの対角成分 Ai,i = 0であれば
4、Aの第 i行および第 i列は全て 0となり5、












+ C ′p′w + d
′
p′ Ai,i 6= 0
1 Ai,i = 0




1 0 0 0 0 0
A2,1 1 0 0 0 0
0 0 0 0 0 0
A4,1 A4,2 0 1 0 0
0 0 0 0 0 0











3w を含まない (w に対して 0 次式) の場合を含む。以下同様
4初めの多重和の index を適当に組み替えることで、このようなことが起きないようにすることもできる。この点は 5.4.1 節で詳しく述
べる。
5例えば A2,2 6= 0のとき、A2,1 6= 0とすると f̄2 = A2,1k1 となるから、 1f̄1r̄1 f̄2r̄2 が k で部分分数分解できる。つまり、初めに完全に部
分分数分解を行っておけば、このような項は現れない。












1 0 0 0
A′2,1 = A2,1 1 0 0
A′3,1 = A4,1 A
′
3,2 = A4,2 1 0
A′4,1 = A6,1 A
′
4,2 = A6,2 A
′
4,3 = A6,4 1









まず、次の条件を満たす整数∆0,∆ = (∆1, . . . ∆n)を見つける。
1. 全ての fp>1 に対し、
f̄p (w +∆0,kp +∆p, δ) = f̄p (w,kp, δ)
2. 全ての ai, bi,に対し、
αi = ai (w +∆0,ki−1 +∆i−1)− ai (w,ki−1)
βi = bi (w +∆0,ki−1 +∆i−1)− bi (w,ki−1)
が整数
3. ∆0 6= 0
実際、∆から Ai,i = 0となる成分 iを取り除いた∆
′ を用いると、det∆′ = 1だから、







+ C ′p′∆0 Ai,i 6= 0
0 Ai,i = 0
より
∆′ = −A′−1C ′∆0




































p=1 f̄p (w,kp, δ)
rp
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であるから、∆0 だけ離れた S̄ との差分を、
∆S̄ (w, δ)

















































p=1 f̄p (w,kp, δ)
rp (5.3)










F (k1, · · · kn)の項はキャンセルする。









































• 同様にして、(· · · )から選ぶ
bi∑
ki=ai
の数によって、1重和から n− 2重和も現れる。例えば 2重和は、任意の




















































































































































ai (w,k) , bi (w,k) , f̄m,p (w,kp, δ)から定まる一次式、x̃は v,mv のみによって定まる数である。
階差の和としてもとの級数を表す
次に、





∈ {1, · · · ,∆0}
を定義する。ただし bxcは xを越えない最大の整数である。
S̄ (w, δ) =
[




S̄ (w −∆0, δ)− x∆nn S̄ (w − 2∆0, δ)
]







































∆0 S̄ (w0, δ)
となる。図 5.1の上図は、∆0 = 1すなわち w0 = 1の場合であり、確かに











に対応していることが分かる。一方、図 5.1の下図は∆0 = 3のときであり、w0 = 1, 2, 3のそれぞれの場合を表
している。まず w0 = 1のとき、∆0 = 1の場合と異なるのは階差が 3とびになっている点のみであり、3で割っ
た余りが 1となる引数の∆S を足し上げればよい。 従って











S̄(1) S̄(2) S̄(3) S̄(4)
∆S̄(1) ∆S̄(2) ∆S̄(3) ∆S̄(w − 1)
S̄(w)S̄(5) S̄(6) S̄(w − 2)
∆S̄(4) ∆S̄(5) ∆S̄(6) ∆S̄(w − 3)





















































3 S̄ (1, δ)
と表される。1行目は 3とびで加えたもので、2行目は不要な項を P3で 0にしていると解釈できる。これは Z-sum
の引数を整数倍する公式と同様の手法である。同様に w0 = 2のとき、























3 S̄ (1, δ)
w0 = 3のとき、























3 S̄ (3, δ)
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である。これらは更にプロジェクターを使ってまとめられる。すなわち、
S̄ (w, δ) =

S̄a (w, δ) if w0 = 1
S̄b (w, δ) if w0 = 2
S̄c (w, δ) if w0 = 3















3 S̄ (j, δ)
である。これを一般の∆0 で考えると、
S̄ (w, δ) =
∆0∑
j=1





























∆0 S̄ (j, δ)
]
















∆0 S̄ (j, δ)
]
(5.5)
と書ける。[· · · ]内第 1項が階差数列の総和、第 2項が初項となっていることが分かる。この式で∆0 は特定の整
数であるから、jの和および P∆0 (x)は具体的に実行できる。[· · · ]内の各項を見てみると、∆S̄ (i, δ)は (5.4)式で















j, t, ǩp, δ
)
= fp+1 (j, (t,kp) , δ)
r̂v,mv,p = r̃v,mv,p řp = rp+1








∆0 , x̃ (v,mv)
)
x̌ = (x̌1, . . . , x̌n−1) = (x2, . . . , xn)
















f1 (j, t, δ)
r1





























































































































































































































































































































の形となる。これを初めの S̄ (w, δ)の定義 (5.1)と比較すると、wが最も外側にある iでの和の上端にのみ含まれ




























f ′n (in, δ)
r′n
と書ける。ただし fs (is, δ)は is, δの有理数係数の一次式、x’は定数である。より低次の項も同様にして、










































(c2i2 + d2 +A2iδi)




(cviv + dv +Aviδi)
rv
を考える。ただし、cv ∈ N, dv ∈ Z, xv ∈ C, Avi ∈ Rである。これは Z-sumの定義と比較して、
• iv の係数が 1ではない
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• 分母に offset di が存在する
• δi → 0で発散する項が存在する
という特徴がある。これを次のようにして解消する。
indexの係数を 1にする
適切なプロジェクターを導入することで、offsetを整数に保ったまま index係数を 1にできる。各 indexを











(c2i2 + d2 +A2iδi)




















l i2 + d2 +A2iδi























(i2 + d′2 +A
′
2iδ2i)

























となる。このとき offset d′s は整数である。
offsetを除去する
d′s の分だけ indexを shiftすると、
I = C ′
lw−l+d′1∑
i1=l+d′1











r2 · · ·
iv−1−l∑
iv−1=l+d′v
































 Pl (i2 − d′2)xi22
(i2 +A′2iδ2i)










 Pl (iv − d′v)xivv(iv +A′viδvi)rv
となる。波線を引いた項は具体的な整数個の和で書けるから、これは v − 1重和以下になる。一方 v 重和の項は
δ → 0で有限の値を持っており、プロジェクターを展開すると Z-sumの形になる。この作業を繰り返すことで、





































































































































































































































k (k + w + 2)
+
1





























































































































































































































































































































































































































































































































































































































































































=Z (2w; 1, 2; 1, 1) + Z (2w; 1, 2; 1,−1) + Z (2w; 1, 2;−1, 1) + Z (2w; 1, 2;−1,−1)





Z (2w; 1; 1)− 3
2
Z (2w; 1;−1) + Z (2w; 1, 2; 1, 1) + Z (2w; 1, 2; 1,−1) + Z (2w; 1, 2;−1, 1)
+ Z (2w; 1, 2;−1,−1) + Z (2w; 1, 1, 1; 1, 1, 1) + Z (2w; 1, 1, 1; 1, 1,−1) + Z (2w; 1, 1, 1; 1,−1, 1)
+ Z (2w; 1, 1, 1; 1,−1,−1)














Z (w; 3; 1) + 3Z (2w; 1, 2; 1, 1) + 3Z (2w; 2, 1; 1, 1)




[γE + ln (w)] +
2
3


















2 · · ·xknn∏t
p=1 fp (w = k0, k1, . . . , kn)
rp










































分解の前後で係数行列の rankは変わらない。従って R < nの場合、部分分数分解を繰り返すことで係数行列が





で発散する。一方、n = Rのときは高々 O (lnnN)程度である。計算の途中で冪発散が起こ
ると特に表面項の扱いが困難になるため、なるべくこの様な発散を避けることでアルゴリズムが簡単になる。
















































2 · · ·xknn∏






2 · · ·xknn∏















i+1 · · ·xknn∏
























k + n+ 1
)












f (j)− b−1f (j − 1)
]



































となる。これは、N1 とN2 の大小によって値が変わる。N1 = N, N2 = N
2 とすると、






































→ 0 (N → ∞)
である一方、N1 = N2 = N, a = b = 1のときはN を変数と見てアルゴリズム 1を適用することにより、



































2 · · ·xknn∏t
p=1 fp (w = k0, k1, . . . , kn)
rp
(|xi| = 1)
64 第 5章 ガンマ関数を含まない多重和の評価法








































p=s fp (ks−1, . . . , kp)
rp














































































































 ≤ O (Ns−j lnn−s−1N)→ 0 (N → ∞)















2 · · ·xknn∏t
p=1 fp (w = k0, k1, . . . , kn)
rp
(|xi| ≤ 1)




i が含まれるが、∆i < 0になるこ
ともあるため x∆ii を含む項は指数的に発散するおそれがある。従ってこのような和の評価結果は一般に収束性の
確認が難しい。










Γ (k + a) Γ (m+ c) Γ (k +m+ e) Γ (k +m+ f)
Γ (k + b) Γ (m+ d) Γ (k +m+ g) Γ (k +m+ h)
(6.1)
およびその展開係数の計算に用いられる効率の良いアルゴリズムを説明する。ここで引数 a, · · · , hは半整数+O (ε)
とする。その後、より一般的な和








Γ (k + ap)









Γ (k +m+ er)




• ai = ai +O (ε) , bi = bi +O (ε) , · · · , fi = f i +O (ε)であり、ai, · · · , f i ∈ Z/2





2F1 (a, b; c; z) : =
Γ (c)
Γ (a) Γ (b)
∞∑
k=0
Γ (k + a) Γ (k + b)




Γ (b) Γ (c− b)
ˆ 1
0
tb−1 (1− t)c−b−1 (1− tz)−a dt
の、a, b, c ∈ Z/2における微分係数をHarmonic Polylogarithmで表す方法を述べる。(6.3)式で、a = n1+ δ2, b =
n2 + δ2, c = n3 + δ3 とすると、kでの和は、










Γ (k + n1 + δ1) Γ (k + n2 + δ2)





Γ (k + n1) Γ (k + n2)
Γ (k + 1)Γ (k + n3)
[






ψ (k + n1)




ψ (k + n2)
m2 + · · ·+ψ(m2−1) (k + n2)
] [
ψ (k + n3)
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6.1.1 n1, n2, n3 ∈ Zのとき
(6.4)式において、
Γ (k + n1) Γ (k + n2)
Γ (k + 1)Γ (k + n3)





















Z (∞;α1, . . . ; z, 1, . . .)
(C.2)−−−→ H
(

























Γ (k + 1)
2
zk
Γ (k + 1)Γ (k + 2 + x)
∣∣∣∣∣
x→0
= ψ (2 + x)
∞∑
k=0
Γ (k + 1) zk




Γ (k + 1) zk
Γ (k + 2 + x)












































ln (1− z) + 1
2
ln (1− z)2 + Li2 (z)
]
となる。
6.1.2 n1 ∈ Zかつ n2, n3 ∈ Z/2 \ Zのとき
この場合、(6.6)式と同様にガンマ関数はキャンセルする。また、半整数引数の ψは






− 2 ln 2













6.1.3 n1 ∈ Z/2 \ Zかつ n2, n3 ∈ Zのとき
この場合、(6.6)式のようなガンマ関数のキャンセルは起こらず、一部キャンセルせずに残る。そこで、以下の
変換を考える:
2F1 (a, b; c; z) =
Γ (b− a) Γ (c)
















1, · · · , 1
)




6.1.4 n1, n2 ∈ Zかつ n3 ∈ Z/2 \ Zのとき、または n1, n2, n3 ∈ Z/2 \ Zのとき












− z1−z ; a
′
1, · · · , 1
)






6.1.5 n1, n2 ∈ Z/2 \ Zかつ n3 ∈ Zのとき
一般にはMultiple Zeta Valueに帰着不可能である。実際、微分しない場合でも 2F1 (Z/2 \ Z,Z/2 \ Z;Z; z)は


















6.1節の方法で超幾何関数 2F1 およびその微分を Harmonic Polylogarithmに変換すると、積分
I (α, β; a1, b1, c1; . . . ; ak, bk, ck) =
ˆ 1
0
dy yα (1− y)β
k∏
i=1

















































α, β, ai, bi, ci が整数または半整数の点で考えるということ。以降同じ意味で使う。
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まず、 2F1およびその微分を (6.1)節に従ってMultiple Polylogarithmに変換する。また、y, 1− yの微分から
ln y, ln (1− y)が現れるが、これもH (y; 0) , H (y; 1)で表される。結果、
Type A : H (y;a)
Type B : H (√y;a)












のいずれかの形のMultiple Polylogと yα (1− y)β が被積分関数に含まれることになる。
以下では Type B, Type C, Type DのMultiple Polylogarithmが 2種類以上含む場合は考えない。つまり、
(a) : (ai, bi, ci) ∈ Z3
(b) : (ai, bi, ci) ∈ [Z× (Z/2 \ Z)× (Z/2 \ Z)] ∪ [(Z/2 \ Z)× Z× (Z/2 \ Z)] ∪ Z3
(c) : (ai, bi, ci) ∈ [(Z/2 \ Z)× Z× Z] ∪ [Z× (Z/2 \ Z)× Z] ∪ Z3




2F1 はH (y;a)および yの有理式で表される。従って α, β に応じて次の変換を行えばよい：
(i) (α, β) ∈ Z2のとき
id : y → y, 1− y → 1− y, dy → dy
(ii) (α, β) ∈ (Z/2 \ Z)× Zのとき
Z1 : y → y2, 1− y → (1− y) (1 + y) , dy → 2y dy
(iii) (α, β) ∈ Z× (Z/2 \ Z)のとき
Z2 : y → (1− y) (1 + y) , 1− y → y2, dy → −2y dy
(iv) (α, β) ∈ (Z/2 \ Z)2のとき
Z3 : y → (1+y)
2(1−y)2
(1+iy)2(1−iy)2 , 1− y →
4y2
(1+iy)2(1−iy)2 , dy → −
8y(1+y)(1−y)
(1+iy)3(1−iy)3 dy
この変換後に (C.6)式を適用すると、被積分関数は H (y;a)と y, (1 + y) , (1− y) , (1 + iy) , (1− iy)の有理








yの有理式で表されるから、β ∈ Zのとき Z1、β ∈ Z/2 \ Zのとき Z3 を適用す
ればよい。
• (c)のとき











S : y → 4y
(1 + y)







→ 1 + y
1− y




























T : y → (1 + y)
2
4y







→ 1 + y
1− y























Γ (k + a) Γ (m+ c)
Γ (k + b) Γ (m+ d)
B (k +m+ e, g − e)
Γ (g − e)







Γ (k + a) Γ (m+ c)












Γ (a) Γ (c)







dz ye−1 (1− y)g−e−1
































dy ye−1 2F1 (1, a; b; y) 2F1 (1, c; d; y)
×
[
Γ (f − e) Γ (h− f)
Γ (h− e) 2F1
(e− g + 1, e− h+ 1; e− f + 1; y)
+yf−e
Γ (e− f) Γ (g − e)
Γ (g − f) 2F1





Γ (a) Γ (c) Γ (f − e)





2F1 (1, a; b; y) 2F1 (1, c; d; y) 2F1 (e− g + 1, e− h+ 1; e− f + 1; y)+
Γ (a) Γ (c) Γ (e− f)





2F1 (1, a; b; y) 2F1 (1, c; d; y) 2F1 (f − g + 1, f − h+ 1; f − e+ 1; y)
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を得る。この式およびその微分を、6.2節に従ってMultiple Polylogarithmに帰着させる。これが可能な場合は、






















Γ(k +m+ ε+ 2)
Γ
(



















































































































k = 11−x を用いて実行する。





4. 各積分に正則化パラメータ δi を導入する。





(b) xの冪が半整数であれば x→ x2 の変換を行って整数冪にする。











(e) 積分を和に変換しアルゴリズム 1を用いて整理すると、Harmonic Polylogarithmで表される。
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引数
変換
a b c d e f g h
Z ∪ F Z ∪ F Z ∪ F Z ∪ F Z Z F F 不可能
Z ∪ F Z ∪ F Z ∪ F Z ∪ F F F Z Z 不可能
Z (F) F (Z) F (Z) Z (F) Z ∪ F Z ∪ F Z ∪ F Z ∪ F 不可能
F Z (F) F F (Z) Z ∪ F Z ∪ F Z ∪ F Z ∪ F 不可能
Z (F) F F (Z) F Z ∪ F Z ∪ F Z ∪ F Z ∪ F 不可能
Z Z Z Z Z Z Z Z id
Z Z Z Z Z Z Z (F) F (Z) S
Z Z Z Z Z (F) F (Z) Z Z T
Z Z Z Z Z (F,Z,F) F (Z,F,Z) Z (F,F,Z) F (Z,Z,F) Z1
Z Z Z Z Z (F) F (Z) F F T
Z Z Z Z F F Z (F) F (Z) S ◦ Z1
Z Z Z Z F F F F Z1
Z Z (F,F) Z F (Z,F) Z Z Z Z T
Z Z (F,F) Z F (Z,F) Z Z Z (F) F (Z) 不可能
Z Z (F,F) Z F (Z,F) Z (F) F (Z) Z Z T
Z Z (F,F) Z F (Z,F) Z (F,Z,F) F (Z,F,Z) Z (F,F,Z) F (Z,Z,F) 不可能
Z Z (F,F) Z F (Z,F) Z (F) F (Z) F F T
Z Z (F,F) Z F (Z,F) F F Z (F) F (Z) 不可能
Z Z (F,F) Z F (Z,F) F F F F 不可能
Z (F,F) Z F (Z,F) Z Z Z Z Z S
Z (F,F) Z F (Z,F) Z Z Z Z (F) F (Z) S
Z (F,F) Z F (Z,F) Z Z (F) F (Z) Z Z 不可能
Z (F,F) Z F (Z,F) Z Z (F,Z,F) F (Z,F,Z) Z (F,F,Z) F (Z,Z,F) 不可能
Z (F,F) Z F (Z,F) Z Z (F) F (Z) F F 不可能
Z (F,F) Z F (Z,F) Z F F Z (F) F (Z) S ◦ Z1
Z (F,F) Z F (Z,F) Z F F F F 不可能
Z (F,F) Z (F,F) F (Z,F) F (Z,F) Z Z Z Z Z1
Z (F,F) Z (F,F) F (Z,F) F (Z,F) Z Z Z (F) F (Z) 不可能
Z (F,F) Z (F,F) F (Z,F) F (Z,F) Z (F) F (Z) Z Z 不可能
Z (F,F) Z (F,F) F (Z,F) F (Z,F) Z (F,Z,F) F (Z,F,Z) Z (F,F,Z) F (Z,Z,F) Z1
Z (F,F) Z (F,F) F (Z,F) F (Z,F) Z (F) F (Z) F F 不可能
Z (F,F) Z (F,F) F (Z,F) F (Z,F) F F Z (F) F (Z) 不可能
Z (F,F) Z (F,F) F (Z,F) F (Z,F) F F F F Z1
表 6.1: 6.3節の方法で評価が可能なK の引数の組み合わせ。ただし F = Z/2 \ Zである。
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8. 手順 5.の操作を外側の積分に向かって繰り返す。最終的にMultiple Zeta Valueに帰着される。








B (k + a, b− a)
Γ (b− a)
B (m+ c, d− c)
Γ (d− c)
B (k +m+ e, g − e)
Γ (g − e)












































a−1 (1− w)b−a−1 xc−1 (1− x)d−c−1 ye−1 (1− y)g−e−1 zf−1 (1− z)h−f−1
(1− wyz) (1− xyz)
=
Γ (a) Γ (c)












dxwb−2 (1− w)a−b xd−2 (1− x)c−d
× y1+e−b−d (1− y)g−e−1 z1+f−b−d (1− z)h−f−1 (1− yz)b+d−a−c−2 (∵ (6.15))
=
Γ (a) Γ (c)































dx1 · · ·
ˆ 1
0
dxs xk+a1−11 (1− x1)






dy1 · · ·
ˆ 1
0
dyt ym+c1−11 (1− y1)






dz1 · · ·
ˆ 1
0
dzu zk+m+e1−11 (1− z1)














































(1− x1 · · ·xsz1 · · · zu) (1− y1 · · ·xtz1 · · · zu)
と書ける。ただし、引数によっては積分が収束せず、well-definedになっていないことがある。そこで、現時点で
は特定の引数を考える代わりに ai, · · · , fi を一般の変数と考えておく。
積分変数変換




















































× (1− x1 · · ·xs−1z1 · · · zu)bs−as−1 (1− y1 · · · yt−1z1 · · · zu)dt−ct−1
を得る。
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2. u > 1であれば zu−1 → zu−1zu , zu−2 →
zu−2
zu−1




























































× (1− x1 · · ·xs−1z1)bs−as−1 (1− y1 · · · yt−1z1)dt−ct−1
となる。
3. s, t > 2であれば、xs → X1, xs−1 → Xsz1 , xs−2 →
Xs−1
Xs
, · · · , x1 → X2X3 と変数変換する。yi に対しても同
様の変換をする。ただし、s = 2(または t = 2)のときの x(または y)に対する変換は x2 → X1, x1 → X2z1 (ま
たは y2 → Y1, y1 → Y2z1 )であり、s = 1(または t = 1)のときは x(または y)に対する変換は x1 → X1(また
は y1 → Y1)である。
その後、A1 = as, Ai = ai−1, B1 = bs, Bi = bi−1, C1 = ct, Ci = ci−1, D1 = dt, Di = di−1 (2 ≤ i ≤ s)と






















































dYt−1 · · ·
ˆ Y2
0
dY1Y D1−21 (1− Y1)

















































dYt−1 · · ·
ˆ Y2
0
dY1Y D1−21 (1− Y1)
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dY1Y D1−21 (1− Y1)
C1−D1 (1− z1)D1−C1−1


































各因子の冪に正則化パラメータ δを導入する。Ai, Bi, Ci, Di, ei, fiは初めの級数表示における ai, bi, ci, di, ei, fi
と 1対 1に対応しているため、級数表示の引数に各 δを導入し
Ai → Ai + δA1 + · · ·+ δAi Bi → Bi + δA1 + · · ·+ δAi + δBi
Ci → Ci + δC1 + · · ·+ δCi Di → Di + δC1 + · · ·+ δCi + δDi
ei → ei + δA1 + · · ·+ δAs + δC1 + · · ·+ δCt + δe1 + · · ·+ δei
fi → fi + δA1 + · · ·+ δAs + δC1 + · · ·+ δCt + δe1 + · · ·+ δei + δfi
となるようすることができる。以降Ai, Bi, Ci, Di, ei, fiは特定の整数または半整数としても、正則化パラメータ
δ を適当に選べば積分は収束する3。すなわち、ある δ の領域でもとの級数が積分形としても well-definedになっ
ている。従って、6.4.2節で述べる方法で解析接続を行うことで δ → 0での積分の値を定義できる。この正則化は
Ai −Ai−1 → Ai −Ai−1 + δAi Bi −Ai → Bi −Ai + δBi
Ci − Ci−1 → Ci − Ci−1 + δCi Di − Ci → Di − Ci + δDi
ei − ei−1 → ei + ei−1 + δei fi − ei → fi − ei + δei
e1 −As−Ct → e1 −As − Ct + δe1
を満たすため、ほとんどの因子の冪には正則化パラメータが各々 1つだけ必ず現れることになる。実際、次のよ
うになる。
3例えば、δB1 = A1 −B1 +
1
2
, δD1 = C1 −D1 +
1
2
, それ以外のδ  0 とすればよい。
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X ↔ Y, A↔ C, B ↔ D, s↔ t
 · · ·
 · · ·
 (6.10)
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 · · ·
 · · ·

(6.11)










































となる。最後の行では、δe1 → δe1 + δB1 , δf1 → δf1 − δB1 とした
3. s ≥ 2, t = 1のときも同様。
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 · · ·
 · · ·
 (6.12)
























































となる。最後の行では、δe1 → δe1 + δB1 + δB1 , δf1 → δf1 − δB1 − δD1 とした。
半整数冪の除去
1. 必要に応じて全ての積分変数に対し S変換 (6.7)を施す4。例えば変数 t, vに対する変換では、
t→ 4t
(1 + t)
















4T変換 (6.8)でも可能だが、その場合積分区間に −1や ±iが含まれ得ること、0での発散を取り扱わなければならないことなどの問題に
対処しなければならない。
6.4. 積分表示を用いた 2重和の評価 (2) 81











Γ (k +m+ ej3)
Γ (k +m+ fj3)
が評価できるためには
Γ (k +A1) Γ (m+ C1) Γ (k +m+ eu)
Γ (k +B1) Γ (m+D1) Γ (k +m+ fu)
以外の部分は ε で展開した際、全ての Γ がキャンセルして有理式となっている必要がある。このとき被
積分関数には 1 ± t, 1 − tv , t − tv の整数冪、tの整数冪または半整数冪が現れる。εの高次では、さらに



















の形の多重積分となる。ただし α1 (0, 0) ∈ Z/2, α2 (0, 0) , α3 (0, 0) , α4 (0, 0) , α5 (0, 0) ∈ Zである。
Harmonic Polylogarithmへの変換
次のようにすると最も内側の積分が Harmonic Polylogarithmで表される：
1. (6.10),(6.11),(6.12)式の Ai, · · · , fi に特定の値を代入し、εで展開する。
2. 最も内側の積分を 6.4.2節に従って解析接続する。
3. tに半整数冪が残っている場合はさらに Z1 変換を施して、被積分関数に現れる因子を




, ln (1± tv)の整数冪にする。











, ln (1± tv)の多項式
]
となる。この積分は付録 C.4の応用 3の方法で Harmonic Polylogarithmに変換できる。
5. 手順 3に戻り、次の積分に対してそれ以降の作業を繰り返す。以降は被積分関数にH (v; · · · )が含まれるが、
lnを展開して出てくるMultiple Polylogarithmと shuffle代数でまとめられるので、同様の手順を実行でき
る。積分の数だけこの作業を繰り返すと、最終的にK がH (1; · · · )の形に帰着される。
積分範囲を図にすると図 6.1のようになる。まず Xi, Yi 積分を z1 に向かって順に行い、次いで zi 積分を行って
いる。ただし灰色で囲んだ積分は同時に正則化しなければならず、また必ず可能である。
6.4.2 積分の解析接続
(6.13)式の積分は、一般に δa, δb → 0で発散する。この発散は部分積分で各因子の冪 αiを上昇させることで解



















H (t; · · · )
(
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6.4. 積分表示を用いた 2重和の評価 (2) 83
1. α1 ≺ 0, α2 ≺ 1または α1 ≺ 1, α2 ≺ 0のとき5、被積分関数に 1 = t + (1− t)を掛ける。結果、α1 または
α2 の冪が一つ上がる。
2. α1 ≺ 0, α3 ≺ 1または α1 ≺ 1, α3 ≺ 0などのときも同様に、1 = −t+ (1 + t) = 12 (1− t) +
1
2 (1 + t) = · · ·
を掛けることで、どれか 1つの冪 αi を一つ上げる。
3. α1 ≺ 0かつ
(
i 6= 1に対しαi = 0 ∨ αi % 1
)
のとき、tα1 を積分することで部分積分を行う。その際、表面項
は 0とする6。結果、α1 の冪は一つ上昇し、i 6= 1に対して αi % 0となる。
4. α2 ≺ 0かつ
(
i 6= 2に対しαi = 0 ∨ αi % 1
)
, · · · , α5 ≺ 0かつ
(
i 6= 5に対しαi = 0 ∨ αi % 1
)
のときも同様に、
(1− t)α2 , · · · , (1− tv)α5 を積分することで部分積分を行う。
の手順を繰り返せばよい。手順 1,2で
∑
i αi を 1ずつ増やすことで、負の冪を持つ因子は必ず最多で 1つにまで
減らせる。その後、手順 3,4である αiと他の αj 6=iの間で tの冪 1つ分をやりとりしている。ただし、実際には積















dt t−1+ε (1− t)−2+ε (1 + t)2ε












dt tε (1− t)−2+ε (1 + t)2ε +
ˆ 1
0




dt tε (1− t)−2+ε (1 + t)2ε [t+ (1− t)] +
ˆ 1
0




dt t1+ε (1− t)−2+ε (1 + t)2ε + 2
ˆ 1
0
dt tε (1− t)−1+ε (1 + t)2ε +
ˆ 1
0




dt t1+ε (1− t)−2+ε (1 + t)2ε
[






dt tε (1− t)−1+ε (1 + t)2ε [t+ (1− t)] +
ˆ 1
0
dt t−1+ε (1− t)ε (1 + t)2ε [t+ (1− t)]
5以下では微小パラメータを除いた部分、すなわち αi (0, 0)に対する等号、不等号として≈,≺などを用いる。例えば、α1 ≺ 0は α1 (0, 0) < 0
の意味である。












(1+t)2(1−t) は 0 ≤ a < 1 で収束する。




























dt t1+ε (1− t)−1+ε (1 + t)2ε
[











































(1 + ε) tε (1 + t)
1+2ε



















































(1 + ε) tε (1 + t)
1+2ε














dt t1+ε (1− t)−1+ε (1 + t)2ε
[




























































(1 + ε) tε (1 + t)
1+2ε












dt t1+ε (1− t)ε (1 + t)2ε
+








dt t1+ε (1− t)ε (1 + t)2ε












dt t−1+ε (1− t)1+ε (1 + t)2ε [−t+ (1 + t)]










































dt tε (1− t)1+ε (1 + t)2ε








dt tε (1− t)ε (1 + t)1+2ε







I2 + I3 + 3
ˆ 1
0


















































2 + ε− 2
4ε (1− ε)
t1+ε (1− t)ε (1 + t)2ε −
ˆ 1
0
dt 1 + 3ε
ε




dt 3 (1 + ε) (2− 5ε)
4ε (1− ε)
tε (1− t)ε (1 + t)1+2ε + 3
ˆ 1
0


















ln (t) + 1
2










































(x− y) + 1
y
x
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であり、この式によって a1 + a2 + a3を上昇させることは不可能であることによる。しかし、(6.10),(6.11),(6.12)
式には 1− yx に相当する項が存在しないため、この種の問題は生じない。
6.4.3 Kummerの公式
Kummerの公式
2F1 (a, b; c; z) =
Γ (c)
Γ (b) Γ (c− b)
ˆ 1
0
xb−1 (1− x)c−b−1 (1− zx)−a dx
=
Γ (c)
Γ (b) Γ (c− b)
ˆ 1
0
(1− x)b−1 xc−b−1 (1− z (1− x))−a dx
=
Γ (c)































Γ (a+ 1)Γ (b+ 1)
Γ (a+ b+ 2)
2F1 (b+ 1, c; a+ b+ 2; z)
=
Γ (a+ 1)Γ (b+ 1)












Γ (a+ 1)Γ (b+ 1)














Γ (a+ 1)Γ (b+ 1)











dx (x→ 1− x)
=
Γ (a+ 1)Γ (b+ 1)




















dx = Γ (a+ 1)Γ (b+ 1)








Γ (k + α)




















第 5章および第 6章で述べたアルゴリズムに従って多重和を評価するためのプログラムをMathematica 8上で
実装した。このプログラムは、以下のファイルを含んでいる。
• multipleZeta.m


























でパッケージが読み込まれる。また、このパッケージには Z-sumや Harmonic Polylogarithmに関するいくつか
の有用な関数が含まれており、アルゴリズム 1、2で内部的にも用いられている。また、multipleZeta_mzv.datに
はMultiple Zeta Valueを shuffle代数などを用いて簡約化した結果が含まれている。
7.1 表記
このパッケージで使われる表記の例を示す。
• offsetを含む Z-sum、S-Sumを hplZC、hplSCで表す：









a1 (k2 + c2)
b2 (k3 + c3)
b3









a1 (k2 + c2)
b2 (k3 + c3)
b3
• 一般化された Harmonic Polylogarithmを hplHCで表す：

































projω [a, b, c] [x] :=
cx x ≡ b (mod a)0 otherwise
• プロジェクターを含む hplZCの例：
hplZC [{a1, a2, a3} , N, {b1, projω [2, 1, r] , b3} , {c1, c2, c3}] =
∑
N≥k1>k2>k3≥1




a1 (k2 + c2)












a1 (k2 + c2)
b2 (k3 + c3)
b3
• ∞に対する cutoffを hplN、無限小のパラメータを hplδとする。
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7.2 多重和の評価
アルゴリズム 1に従って多重和を評価するには、hplSumを用いる。ここで最後の引数 hplNは評価すべき和が






k2m2 (k + m)









k (k + m)2
(
m + 12
) , {k, 1,∞} , {m, k + 1,∞} , hplN]
Out[3] =−4 + π
2
2





(1 + n + k)2 (1 + m + n + k) (m + n + 1)
, {k, 1,∞} , {m, 1,∞} , {n, 1,∞} , hplN
]










(1 + n + k + p)2 (1 + m + n + k + p) (m + n + p + 1) (k + p + 1)
,















(m + k + 1)









(m + k + 1)
, {k, 1,∞} , {m, 1,∞} , hplN
]
Out[7] =1 − 2hplSinf − 2hplN hplZC [{1} , 2hplN, {−1} , {0}] + 2Log[2]
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(m + k + 1)
, {k, 1,∞} , {m, 1, k} , hplN
]








k + m + 12
) , {k, 1,∞} , {m, 1,∞} , hplN]



























k + m + 12
) , {k, 1,∞} , {m, 1,∞} , hplN]
Out[10] =−128 + 4π2 + 7π
4
20


























− 4Catalan Log[2] + 5
24



























(k + c)2 (n + k)










− hplZC [{2} , c, {1} , {0}]
c
+
EulerGamma hplZC [{2} , c, {1} , {0}]− hplZC [{2, 1} , c, {1, 1} , {0, 0}]−




π2PolyGamma[0, 1 + c]+
hplZC [{2} , c, {1} , {0}] PolyGamma[0, 1 + c] + Zeta[3]


















(k + c)2 (n + k)









π2hplZC [{1} , c, {1} , {0}]− hplZC [{2} , c, {1} , {0}]
c
+





k2 (n + k)
, {k, 1, c} , {n, 1, k} , c, Expand → False
]
Out[15] =hplZC [{2} , c, {1} , {0}]− 4hplZC [{2} , 2c, {projω [2, 0, 1]} , {0}]−
−1
2
hplZC [{3} , c, {1} , {0}]− 1
2
hplZC [{2, 1} , c, {1, 1} , {0, 0}] +




k2 (n + k)
, {k, 1, c} , {n, 1, k} , c, Expand → True
]
Out[16] =hplZC [{2} , c, {1} , {0}]− 2hplZC [{2} , 2c, {−1} , {0}]− 2hplZC [{2} , 2c, {1} , {0}]−
1
2
hplZC [{3} , c, {1} , {0}]− 1
2
hplZC [{2, 1} , c, {1, 1} , {0, 0}]−
hplZC [{2, 1} , 2c, {−1,−1} , {0, 0}] + hplZC [{2, 1} , 2c, {−1, 1} , {0, 0}]−
hplZC [{2, 1} , 2c, {1,−1} , {0, 0}] + hplZC [{2, 1} , 2c, {1, 1} , {0, 0}]
7.3 hplZC,hplHCに対する計算
















(k + 3) m2













, {3, 0} , WorkingPrecision → 20
]
Out[4] =−0.1658651265359

























{1,−1, 1, 0, 1} , 1
2






In[2] :=hplZC [{2} , k, {1} , {0}] hplZC [{1} , k, {−1} , {0}] // hplShuffleAll
Out[2] =hplZC [{3} , k, {−1} , {0}] + hplZC [{1, 2} , k, {−1, 1} , {0, 0}] + hplZC [{2, 1} , k, {1,−1} , {0, 0}]
In[2] :=hplHC [{1} , x, {0}] hplHC [{−1} , x, {0}]3 // hplShuffleAll
Out[2] =6hplHC [{−1,−1,−1, 1} , x, {0, 0, 0, 0}]− 6hplHC [{1,−1, 1,−1} , x, {0, 0, 0, 0}] +
6hplHC [{−1, 1,−1,−1} , x, {0, 0, 0, 0}] + 6hplHC [{1,−1,−1,−1} , x, {0, 0, 0, 0}]




In[2] :=hplZC [{1, 2, 3} , k, {1,−1, i} , {0, 0, 0}] // hplRepS
Out[2] =hplSC [{6} , k, {−i} , {0}]− hplSC [{1, 5} , k, {1,−i} , {0, 0}]
−hplSC [{3, 3} , k, {−1, i} , {0, 0}] + hplSC [{1, 2, 3} , k, {1,−1, i} , {0, 0, 0}]
In[3] :=％ // hplRepZ
Out[3] :=hplZC [{1, 2, 3} , k, {1,−1, i} , {0, 0, 0}]
また、hplZ2Sおよび hplS2Zは offsetを利用することで、最小の項で表す。
In[4] :=hplZC [{1, 2, 3} , k, {1,−1, i} , {0, 0, 0}] // hplZ2S
Out[4] =−hplSC [{1, 2, 3} ,−2 + k, {1,−1,−i} , {2, 1, 0}]
In[5] :=％ // hplZ2S
Out[5] :=hplZC [{1, 2, 3} , k, {1,−1, i} , {0, 0, 0}]
hplProjExpandは、hplZCの第三引数にある projωを展開する。
In[6] :=hplZC [{1, 2} , k, {1, projω [4, 1, 1]} , {0, 0}] // hplExpandProjector
Out[6] =−1
4
hplZC [{1, 2} , k, {1,−1} , {0, 0}] + 1
4
i hplZC [{1, 2} , k, {1,−i} , {0, 0}]−
1
4
i hplZC [{1, 2} , k, {1, i} , {0, 0}] + 1
4
hplZC [{1, 2} , k, {1, 1} , {0, 0}]
hplZSumToMPLにより、Z-sumの上限を offsetに移すことができる。これにより Z-sumをMultiple Zeta Value
の差として表すことができる (ただし、正則化なしで可能な場合に限る)。
In[7] :=hplZC [{1, 2} , k, {−1, 1} , {0, 0}] // hplZSumToMPL
Out[7] =−(−1)khplZC [{1} ,∞, {−1} , {k}] hplZC [{2} ,∞, {1} , {0}] +
(−1)khplZC [{1} ,∞, {−1} , {k}] hplZC [{2} ,∞, {1} , {k}] +
hplZC [{1, 2} ,∞, {−1, 1} , {0, 0}]− (−1)khplZC [{1, 2} ,∞, {−1, 1} , {k, k}]
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hplZSumの第一引数にある 0および負の整数は、hplEliminateNonPositiveIntegersで取り除ける。
In[8] :=hplZC [{1, 0, 2} , k, {−1, 1, 1} , {0, 0, 0}] // hplEliminateNonPositiveIntegers
Out[8] =−1
2
hplZC [{2} , k, {−1} , {0}]− 1
2
(−1)1+khplZC [{2} , k, {1} , {0}]−
hplZC [{1, 1} , k, {−1, 1} , {0, 0}]− hplZC [{1, 2} , k, {−1, 1} , {0, 0}]
多重積分からは Log発散を hplLogExtractで取り出せる。第二引数に指定した定数 (指定しなかった場合は 0)
のまわりでの発散が、
hplHC[{1, . . . , 1}︸ ︷︷ ︸
p





hplHC [{1} , k, {0}]p = ln (1− k)
p
p!
hplHC[{0, . . . , 0}︸ ︷︷ ︸
p





hplHC [{0} , k, {0}]p = ln (k)
p
p!
の形で表される。例えば k ∼ 0のとき、ln (k)の発散は hplHCの第一引数の最後の連続する 0に、ln (1− k)の
発散は最初の連続する 1に由来するため、shuffle代数の関係を用いるとどちらも explicitに取り出せる。また、
hplLogToHPLおよび hplHPLToLogで logと HPLの表示を変換できる。
In[9] :=hplLogExtract [hplZC [{1, 0, 2} , k, {−1, 1, 1} , {0, 0, 0}] , 0]
Out[9] =hplHC [{0} , k, {0}] hplHC [{1,−1} , k, {0, 0}]−
hplHC [{0, 1,−1} , k, {0, 0, 0}]− hplHC [{1, 0,−1} , k, {0, 0, 0}]
In[10] :=％ // hplHPLToLog
Out[10] =−hplHC [{0, 1,−1} , k, {0, 0, 0}]−





Out[11] =hplHC [{1} , k, {0}] hplHC [{0, 1} , k, {0, 0}] + hplHC [{0,−1, 1} , k, {0, 0, 0}] +
hplHC [{−1} , k, {0}] hplHC [{1} , k, {0}] Log[k]− hplHC [{−1, 1} , k, {0, 0}] Log[k]
In[12] :=％ // hplHPLToLog
Out[12] =hplHC [{0,−1, 1} , k, {0, 0, 0}]− hplHC [{0, 1} , k, {0, 0}] Log[1 − k]−
hplHC [{−1, 1} , k, {0, 0}] Log[k] + Log[1 − k]Log[k]Log[1 + k]
In[13] :=hplLogToHPL [{Log[1 − x], Log[x], Log[1 + x]} , x]
Out[13] ={hplHC [{1} , x, {0}] , hplHC [{0} , x, {0}] , hplHC [{−1} , x, {0}]}
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同様に、hplZHNExtractは shuffle代数を用いて Z-sumから発散部分を調和数として取り出す。




HarmonicNumber[c]2hplZC [{2} , c, {1} , {0}]− 1
2
hplZC [{2} , c, {1} , {0}]2 −
HarmonicNumber[c]hplZC [{3} , c, {1} , {0}] + hplZC [{4} , c, {1} , {0}]−
HamonicNumber[c]hplZC [{2, 1} , c, {1, 1} , {0, 0}] + hplZC [{2, 2} , c, {1, 1} , {0, 0}] +
hplZC [{3, 1} , c, {1, 1} , {0, 0}] + hplZC [{2, 1, 1} , c, {1, 1, 1} , {0, 0, 0}]
hplSumToInt、hplIntToSumは、無限多重和と多重積分の間の変換を行う。引数にパラメータが入っていると
きは、オプション VerifyConvergence → Falseが必要。
In[15] :=hplZC [{1, 1, 2} , k, {−1, 1, 1} , {0, 0, 0}] // hplSumToInt
Out[15] =−hplHC [{−1,−1, 0,−1} , 1, {0, 0, 0, 0}]
In[16] :=％ // hplIntToSum
Out[16] :=hplZC [{1, 1, 2} , k, {−1, 1, 1} , {0, 0, 0}]
In[17] :=hplSumToInt [hplZSumToMPL [hplZC [{1, 2} , k, {−1, 1} , {0, 0}]] , VerifyConvergence → False]
Out[17] =(−1)khplHC [{−1} , 1, {k}] hplHC [{0, 1} , 1, {0, 0}] +
(−1)khplHC [{−1} , 1, {k}] hplHC [{0, 1} , 1, {0, k}] +





In[2] :=hplMultiply [hplZC [{2, 1} , k, {1, 1} , {0, 0}] , 2, "useProjector" → False]
Out[2] =2hplZC [{2, 1} , 2k, {−1, 1} , {0, 0}] + 2hplZC [{2, 1} , 2k, {−1, 1} , {0, 0}] +
2hplZC [{2, 1} , 2k, {1,−1} , {0, 0}] + 2hplZC [{2, 1} , 2k, {1, 1} , {0, 0}]
In[3] :=hplMultiply [hplZC [{2, 1} , k, {1, 1} , {0, 0}] , 2, "useProjector" → True]
Out[3] =8hplZC [{2, 1} , 2k, {projω [2, 0, 1] , projω [2, 0, 1]} , {0, 0}]
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In[4] :=hplZC [{2, 1} , k, {1, 1} , {0, 0}] // hplNegate
Out[4] =
hplZC [{1} ,−k, {1} , {k}]
(1 + k)2
+ hplZC [{1, 2} ,−k, {1, 1} , {k, 1 + k}]
引数の shitは hplShiftで行う。また、shift量が変数の場合やオプション "useOffset" → Trueを指定した場
合は offsetを導入し、多項式の分母が現れない形にする。
In[5] :=hplShift [hplZC [{2, 1} , k, {1, 1} , {0, 0}] , 3]
Out[5] =
hplZC [{1} ,−3 + k, {1} , {0}]
(−2 + k)2
+
hplZC [{1} ,−2 + k, {1} , {0}]
(−1 + k)2
+
hplZC [{1} ,−1 + k, {1} , {0}]
k2
+ hplZC [{2, 1} ,−3 + k, {1, 1} , {0, 0}]
In[6] :=hplShift [hplZC [{2, 1} , k, {1, 1} , {0, 0}] , n]
Out[6] =hplZC [{1} , n, {1} , {0}] hplZC [{2} , k − n, {1} , {0}] +
hplZC [{2, 1} , k − n, {1, 1} , {n, n}] + hplZC [{2, 1} , n, {1, 1} , {0, 0}]







hplZC [{2} ,−3 + k, {1} , {3}] + hplZC [{2, 1} ,−3 + k, {1, 1} , {3, 3}]
7.3.5 Harmonic Polylogarithmの展開
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7.3.6 完全系での展開
Multiple Zeta Value hplZC [α,∞, β, {0, · · · }]に対し hplMZVSimplifyを適用すると、それを完全系で展開する。
このパッケージには、β ∈ {±1}のものは Level 9まで、β ∈ {±1, ±i}のものは Level 7までの関係式を含む。ま
た、Z-sumに対しても同様。
In[1] :=<< multipleZeta`
























In[4] :=hplZC [{1, 1} ,∞, {−i, i} , {0, 0}] // hplMZVSimplify






i π Log[2] + Log[2]
2
8



























+ EulerGamma PolyGamma[0, 1 + k]+
1
2
PolyGamma[0, 1 + k]2 +
1
2
PolyGamma[1, 1 + k]
また、式に cutoff hplN含まれる場合、Log発散についても正しく扱う。
In[7] :=Table [hplZC [{1} , i hplN, {1} , {0}] , {i, 3}] // hplMZVSimplify
Out[7] ={hplSinf, hplSinf + Log[2], hplSinf + Log[3]}
In[8] :=Table [hplZC [{1} , i hplN, {1} , {0}] , {i, 3}] // hplZC → hplZSum
































k (j + M)













hplZC [{1} , M, {1} , {0}]− hplZC [{1} , M, {1} , {0}]
1 + M
−
hplZC [{1} , 2M, {projω [2, 0, 1]} , {0}] + 2hplZC [{2} , 2M, {projω [2, 0, 1]} , {0}]





6.1節では 2F1 の展開係数を用いたが、この部分は hplD2F1で計算される。これは [78, 79]で既に確立してい
る手法の別の実装である。

































− z1−z , {0, 0}
]








− z1−z , {0, 0}
]








− z1−z , {0, 0}
]








− z1−z , {0, 0}
]





























































Out[2] :=hplHC [{−1, 1, 0, 1} , x, {0, 0, 0, 0}]
In[3] :=D[％, x]
Out[3] :=











hplHC [{−1, 1,−1} , x, {0, 0, 0}] + 1
2
hplHC [{1, 1,−1} , x, {0, 0, 0}]
In[5] :=hplIntegrate
[







i hplHC [{−1,−i, 1} , x, {0, 0, 0}]− 1
2
i hplHC [{−1, i, 1} , x, {0, 0, 0}] +
1
2
i hplHC [{−1, 1,−i} , x, {0, 0, 0}]− 1
2









+ hplHC [{−1} , 1, {0}]− hplHC [{−1, 1,−1} , 1, {0, 0, 0}]





































x (x − 1)
hplHC[{1,−1, 1} , x, {0, 0, 0} , {x, 0, 1 − δ}
]
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7.6 Harmonic Polylogarithmの変数変換
hplArgTransform [α, n, k]は、hplHC [α, kn, {0, · · · }]を hplHC [· · · , k, {0, · · · }]に変換する。また、
hplArgTransform [α, {a, b, c, d} , k, k0]は、hplHC
[
α, ck+dak+b , {0, · · · }
]
を hplHC [· · · , k, {0, · · · }]および
hplHC [· · · , k0, {0, · · · }]に変換し、k = k0 で正しい式を返す。k0 は ck0+dak0+b = 0, ±1, ±iなどとなるように選べば
よい。また、全てのパラメータ領域で正しい結果が得られるわけではないことに注意。この部分は [76, 77]を 1の
冪乗根を含む Harmonic Polylogarithmにも適用できるように拡張したものである。




{−1,−1} , x2, {0, 0}
]




In[3] :=hplArgTransform [{−1,−1} , 2, k]
Out[3] =hplHC [{−i,−i} , x, {0, 0}] + hplHC [{−i, i} , x, {0, 0}] +
hplHC [{i,−i} , x, {0, 0}] + hplHC [{i, i} , x, {0, 0}]






{1,−1} , x2, {0, 0}
]
;
In[6] :=％ /. x → 1
2
/. hplHC → hplHNIntegrate
Out[6] =−0.034821
In[7] :=％％ /. x → 1
3
/. hplHC → hplHNIntegrate
Out[7] =−0.00643546
In[8] :=hplArgTransform [{1,−1} , 2, x]
Out[8] =hplHC [{−1,−i} , x, {0, 0}] + hplHC [{−1, i} , x, {0, 0}] +
hplHC [{1,−i} , x, {0, 0}] + hplHC [{1, i} , x, {0, 0}]
In[9] :=％ /. x → 1
2
/. hplHC → hplHNIntegrate
Out[9] =−0.034821 + 0.i
In[10] :=％％ /. x → 1
3
/. hplHC → hplHNIntegrate
Out[10] =−0.00643546 + 0.i
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7.6.2 x → 1− x
In[1] :=<< multipleZeta`
In[2] :=i1 = hplHC [{1,−1, 1} , 1 − x, {0, 0, 0}] ;
In[3] :=hplArgTransform [{1,−1, 1} , {0, 1,−1, 1} , {x, 1}] ;
In[4] :=i2 =％ /.x : hplHC [_,_?NumericQ,_] :→ hplHIntegrate@@x //
hplLogExtract // FunctionExpand // PowerExpand // Expand












In[5] :=i1 − i2 /. hplHC[x__] :→ hplHIntegrate [a, Assumptions → Im[x] 6= 0||0 < x < 1] // Expand
Out[5] =0
In[6] :=i3 = hplHC [{1,−1, i} , 1 − x, {0, 0, 0}] ;
In[7] :=hplArgTransform [{1,−1, i} , {0, 1,−1, 1} , {x, 1}] ;
In[8] :=i4 =％ /.x : hplHC [_,_?NumericQ,_] :→ hplHIntegrate@@x //










i π hplHC [{0, 2} , x, {0, 0}] + hplHC [{0, 2, 1 − i} , x, {0, 0, 0}]−
1
2




























































Out[10] ={0, 0.518927 + 0.825456i}
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2番目の例では、1 + 110 − 2iで関係式のが正しくないことが確認できる。これは branchの選び方が異なってい
るためである。hplHC [{a1, a2, · · · }]の branch cutは各 aiに対し [ai, ai∞)となる。ただし、ai = 0では [0,−∞)
である。
変換前、hplHC [{1,−1, i} , t, {0, 0, 0}] の branch cut は図 7.1 左の緑線にようになる。図中に t = 1 − x =
1−
(
1 + 110 − 2i
)
= − 110 +2iのときの積分経路を示した。一方、変換後の式にある hplHC [{0, 2, 1 − i} , t, {0, 0, 0}]
の branch cutは図 7.1右の青線で表される。また、変換前の branch cut に対応する半直線を緑の破線で表した。
x = 1+ 110 − 2iにおいて経路 c1で積分した場合、Riemann面は変換前後で変わらず、正しい答えを得る。しかし
hplHCの積分経路は c2のようになり、xが図の水色の領域にあるときは関係式が正しくない。この点は、6.2節に
おいて変数の変換を行う際に問題となりうる。
一般に、ai ∈ {0, 1}のときhplHC [{a1, · · · , an} , 1 − x, {0, · · · }]はhplHC [{b1, · · · , bm} , x, {0, · · · }]形のHarmonic
Polylogarithmの和で表される。ここで bi ∈ {0, 1}であり、cutの方向は変換前後で変わらないため cutの直上を
除いて全ての点で正しい結果が得られる。
7.6.3 x → 1
x
この例では、k0 = 1で見掛けの発散が生じるため、極限操作を組み合わせている。また、そのとりかたによっ
て結果が異なることが分かる。ただし δ > 0である。i2, i3 は [76]の 2.6節において δ = −1, δ = 1とした場合に
対応する。
一般に、ai ∈ {0, 1,−1} のとき hplHC
[
{a1, · · · , an} , 1x , {0, · · · }
]
は hplHC [{b1, · · · , bm} , x, {0, · · · }] 形の Har-
monic Polylogarithmの和で表される。ここで bi ∈ {0, 1,−1}であり、変換後の式は = (x)の値によって使い分け
る必要がある。i2 は = (x) > 0で、i3 は = (x) < 0で正しい式である。
In[1] :=<< multipleZeta`
In[2] :=i1 = hplHC
[
{0,−1, 1} , 1
x
, {0, 0, 0}
]
;
In[3] :=i2 = hplLimit [hplArgTransform [{0,−1, 1} , {1, 0, 0, 1} , {x, 1 + iδ}] , δ → 0]
Out[3] =hplHC [{0, 0, 1} , x, {0, 0, 0}]− 2hplHC [{0, 0, 1} , x, {0, 0, 0}]−










In[4] :=i3 = hplLimit [hplArgTransform [{0,−1, 1} , {1, 0, 0, 1} , {x, 1 − iδ}] , δ → 0]
Out[4] =hplHC [{0, 0, 1} , x, {0, 0, 0}]− 2hplHC [{0, 0, 1} , x, {0, 0, 0}]−
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greL[{{a1, . . .} , {b1, . . .} , {} , w} , {{c1, . . .} , {d1, . . .} , {} , x} ,







Γ (a1) · · ·
Γ (b1) · · ·
] [
Γ (k + c1) · · ·
Γ (k + d1) · · ·
] [
Γ (m+ e1) · · ·
Γ (m+ f1) · · ·
] [
Γ (k +m+ g1) · · ·
Γ (k +m+ h1) · · ·
]
xkymzk+m
ただし、このパッケージで扱う和は w = x = y = z = 1に限る。また、その展開係数を
greSC [greL [· · · ] , {r1, s1, d1} , {r2, s2, d2} , · · · ] =
1









































































































{{} , {} , {} , 1} ,
{




















, {3} , {} , 1
}]





















greLに greLToSumを作用させると、summandが得られる。このとき greX[i]が indexとなり、それぞれ [0,∞)
で和をとることに対応する。greLToIntを作用させると、対応する積分表示の被積分関数が得られる。このとき




























, {3} , {} , x
}]]
Out[2] =
xgreX[1]+greX[2]Gamma [1 + greX[1]] Gamma [1 + greX[2]] Gamma
[ 1



















































Gamma [1 + greX[1]] Gamma [1 + greX[2]] Gamma
[ 1






































4 (1 − greX[3, 1])3/2
(
1 − 18 greX[1, 1]greX[3, 1]
)−1 (1 − 112 greX[2, 1]greX[3, 1])−1
3π3/2
√
1 − greX[1, 1]
√
1 − greX[2, 1]
√
1 − greX[3, 1]
In[5] :=NIntegrate
[




greGPGSumToDL で、Γ および ψ を含む summand から greL およびその微分を得られる。また、その結果に
greToDまたは greToSCを作用させ、D [· · · ]または SeriesCoefficient [· · · ]に対応する表式を得られる。
In[6] :=
Gamma [1 + greX[1]] Gamma [1 + greX[2]] Gamma
[ 1





































, {3} , {} , 1
}]
In[7] :=
Gamma [1 + greX[1]] Gamma [1 + greX[2]] Gamma
[ 1



















PolyGamma [3 + greX[1] + greX[2]] // greGPGSumToDL
Out[7] :=−greL({{},{},{},0},{{0,1},{0,1},{},0},{{0},{0},{},0},{{0},{1},{},0})
[







































































































, {3 + r[2]} , {}
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, {3 + r[3]} , {}
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, {3 + r[2]} , {}
}]






































, {3 + r[3]} , {}
}]








％9 /. greSC → SeriesCoefficient
)
Out[10] =True













1. 一般の表現での 3ループ輻射補正の計算と Casimirスケーリングの破れ – 第 2章、第 3章
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で定められる。3.3節で見たように、このオーダーでは rによらない。Wilsonループが SU (3)の随伴表現
の場合、0.1 . rr0 . 0.5での破れの効果は 0.03− 0.13%と小さい (r0は Sommerスケール [102]である)。格
子 QCDでの値 (0.3 . rr0 . 0.5で破れは 5%以下)と consistentである。
ことが分かる。











2 · · ·xknn∏
p fp (w, k1, . . . , kn)
rp(
ai (w, k1, . . . , ki−1) , bi (w, k1, . . . , ki−1)は、w, k1, . . . , ki−1の整数係数の一次式
fi (w, k1, . . . , kn)は、w, k1, . . . , knの有理数係数の一次式、ωは整数
)
を計算するアルゴリズムを開発した。和の多重度は原理的には任意であり、結果は、1および xiの冪乗根を






• βi に変数 b の冪が複数個含まれている Multiple Zeta Value Z (∞;α1, . . . cn;β1, . . . βn) を Harmonic
Polylogarithmに変換する。
• Multiple Zeta Valueの簡約化に用いられる、non-trivialな関係の導出。(付録 C.4参照)
• 変数を 1つ含む、ネストしていない多重積分を、ネストした形すなわち Harmonic Polylogarithmに変
換する。
このアルゴリズムはMathematica 8のパッケージとして実装してある。詳細は第 7章で説明した。
3. ガンマ関数を含む 2重和の展開係数の評価 ：アルゴリズム 2 – 第 6章、第 8章
第 6章では特定の形のガンマ関数を含む 2重和








Γ (k + ap)









Γ (k +m+ er)
Γ (k +m+ fr)
]
(
ai = ai +O (ε) , bi = bi +O (ε) , · · · , fi = f i +O (ε)であり、ai, · · · , f i ∈ Z/2
i ≥ 2のとき、ai − bi, ci − di, ei − f i ∈ N
)
の評価法を考案した。結果は 1の冪乗根を含む一般化されたMultiple Zeta Valueで表される。一部のマス
ター積分の評価では εの展開係数がガンマ関数を含む多重和となるため、アルゴリズム 1では評価できない。
そのうちの一部がこのアルゴリズムで評価可能となる。










例えばM33 の計算にはアルゴリズム 2（p = q = 1かつ r = 1, 2の場合）で評価できる和がおよそ 1000個






















Γ (m+ 1)Γ (k +m+ 2)








Γ (m+ a) Γ (n+ b) Γ (k +m+ c) Γ (k +m+ n+ d) · · ·






また、高次輻射補正を含めた QCDポテンシャルの値を用いることで、摂動 QCDと格子 QCDシミュレー
ションの overlap領域は広がってきている。この領域において結合定数 αS の高精度決定などの応用が考え
られる。
さらに、Multiple Zeta ValueやHarmonic Polylogarithmの性質、Feynmanダイヤグラムとの関係など、多
重和の計算はより数学的な観点での研究にも関連している。
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• PH (p)−1 を含むもの
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q q
p




















M17 =M17a +M17b (7, 7, 1, 1) M17a M17b
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M30 =M30a +M30b (8, 8, 1, 1) M30a M30b
• PML (p)−1 あるいは PML (p)2 を含むもの
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˚ [dDk] [dDp] [dDκ]
[k · v + iε] [k2 + iε] [p · v + iε] [p2 + iε] [κ2 + iε]
[






˚ [dDk] [dDp] [dDκ]











˚ [dDk] [dDp] [dDκ]
[k · v + iε] [k2 + iε] [p · v + iε] [p2 + iε] [κ2 + iε]
[
(−k + p+ κ+ q)2 + iε
] (κ→ κ− k)
=
˚ [dDk] [dDp] [dDκ]
[−k · v + iε] [k2 + iε] [p · v + iε] [p2 + iε] [κ2 + iε]
[
(k + p+ κ+ q)
2
+ iε
] (k → −k)
の和の考えると、heavyクォークプロパゲータに対し、
1
k · v + iε
− 1
k · v − iε
= −2πi δ (k · v) = −2πi δ (k0)
が成立することから、
M6 +M7 =
˚ [dDk] [dDp] [dDκ]
[k2 + iε] [p · v + iε] [p2 + iε] [κ2 + iε]
[
(k + p+ κ+ q)
2
+ iε
] [−2πi δ (k0)]
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を得る。さらに、
M6 +M7 =
˚ [dDk] [dDp] [dDκ]
[k2 + iε] [p · v + iε] [p2 + iε]
[
(κ− p− k − q)2 + iε
]
[κ2 + iε]
[−2πi δ (k0)] (κ→ κ− k − p− q)
=
˚ [dDk] [dDp] [dDκ]
[k2 + iε] [−p · v + iε] [p2 + iε]
[













˚ [dDk] [dDp] [dDκ]
[k2 + iε] [p2 + iε]
[





[−2πi δ (k0)] [−2πi δ (p0)]
=
˚ [dD−1~k] [dD−1~p] [dDκ]
[k2 + iε] [p2 + iε]
[






k0 = p0 = 0と解釈する。以下同様。
)
=











[κ20 − ~κ2 + iε]
となる。このように、特定のダイヤグラムの線型結合において第 0成分の積分が可能になることがあり、実質的
に分母の因子を減らすことができる。同様の方法が使えるマスター積分またはその組を、付録A.1.3において線で
囲って表した。このとき D次元積分と D − 1次元積分が混在することに注意。以下では D次元のプロパゲータ























κ− ~k − ~p− ~q
κ− ~p
G3 = 2GP3 = 2 (M8 +M9) G4 = 2GP4 = 4M12
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−~q −~q
κ− ~k − ~p− ~q
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−~p κ
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G7 = 2GP7 =M20 + 2M22 G8 = 2GP8 = 2 (M24 +M25)
−~q −~q




κ− ~k − ~p
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G9 = 2GP9 G10 = 2GP10 = 2 (M32 +M33)
−~q −~q









k + p + κ + qk + p + q
q
k + κ
k + p + κ
G11 = 2GP11 = 2 (M34 +M35) G12 = 2GP12 = 2M37 +M38





































































˚ [dD−1~k] [dD−1~p] [dDκ]
κ2k2p2(κ+ k + p+ q)2
=












































































˚ [dD−1~k] [dD−1~p] [dDκ]
κ2k2(κ+ p)2(κ+ k + p+ q)2
=−




































































˚ [dD−1~k] [dD−1~p] [dDκ]




























































˚ [dDk] [dDp] [dDκ]





































































˚ [dDk] [dDp] [dDκ]
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M3 =
˚ [dDk] [dDp] [dDκ]
κ2k2p2(κ+ k + p)2(k + p+ q)2
=
























− 702ζ(5) + 29824
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κ2p2(k + p)2(k · v)(κ+ p+ q)2
=
i26ε−13π3ε−6Γ(3− 3ε)Γ(1− ε)3Γ(ε− 1)Γ(2ε− 1)Γ(3ε− 2)
Γ(5− 5ε)Γ(2ε− 2)
− i2
6ε−13π3ε−6Γ(3− 3ε)Γ(2− 2ε)Γ(1− ε)2Γ(2− ε)Γ(ε− 1)Γ(2ε− 1)Γ(3ε− 2)

































































































κ2p2(k · v)(p+ q)2(κ+ k + p)2
=− i8




























































































˚ [dDk] [dDp] [dDκ]
κ2(κ+ k)2(k · v)(κ+ p)2(p · v)(κ+ q)2
=− i2




























































































˚ [dDk] [dDp] [dDκ]
κ2(κ+ k)2(k · v)(κ+ p)2(p · v)(κ+ k + q)2
=− i2



















































































˚ [dDk] [dDp] [dDκ]

























































134 付録 A マスター積分と対応するダイヤグラム
M17b =
˚








κ2p2(κ+ k)2(k + p)2(k · v)(p+ q)2
=
i82ε−4π3ε−6Γ(2− 3ε)Γ(2− 2ε)Γ(1− ε)3Γ(2− ε)Γ(2ε− 1)Γ(3ε− 1)




































κ2p2(k + p)2(k · v)(p+ q)2(κ+ q)2
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˚ [dDk] [dDp] [dDκ]










































˚ [dDk] [dDp] [dDκ]






















































˚ [dDk] [dDp] [dDκ]















































˚ [dDk] [dDp] [dDκ]





















+ 8π4 ln2(2) + 8π4 log(2)
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˚ (κ+ k + p+ q)2 [dD−1~k] [dD−1~p] [dDκ]


























































































˚ [dDk] [dDp] [dDκ]




























π2 log4(2) + 736
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˚ [dDk] [dDp] [dDκ]

































































˚ [dDk] [dDp] [dDκ]























































































































































































































































































































































































































































˚ [dDk] [dDp] [dDκ]
κ2k2p2(k + p)2(k + q)2(κ+ p)2(κ+ q)2(κ+ k + p+ q)2
=− i64ε−2e−3γEεπ3ε−6
[(









˚ [dDk] [dDp] [dDκ]
κ2k2p2(κ+ k)2(k · v)(p · v)(κ+ k + p)2(k + p+ q)2(κ+ k + p+ q)2
















˚ [dDk] [dDp] [dDκ]
κ2k2p2(κ+ k)2(k · v)(p · v)(k + p+ q)2(κ+ k + q)2(κ+ k + p+ q)2
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A.4 一部の係数が数値的にしか求まっていないもの
G11 =2 (M34 +M35)
=
˚ [dD−1~k] [dD−1~p] [dDκ]



































































































































































































˚ [dDk] [dDp] [dDκ]






















˚ [dDk] [dDp] [dDκ]





















˚ [dDk] [dDp] [dDκ]


















このうち実際に a3 の計算のために必要となるのは、M40, M41, G11 − 18G13 の O (ε)項である。









































とする。ただしSn は n次の対称群である。R = Aとすると、(T aA)
T



































• CA = TA = NC = 3
142 付録 B カラー因子の表記法及び関係式























































































• CA = TA =
NC − 2
2





































2 · · ·βknn
kα11 k
α2






















2 · · ·βknn
kα11 k
α2

















ただし、αi は正の整数とする。また、w = ∞のときは Z (∞;α;β) = Z (α;β)と略記することがある。また、
Z-sumの一般化として





2 · · ·βknn
(k1 + γ1)
α1 (k2 + γ2)
α2 · · · (kn + γn)αn





2 · · ·βknn
(k1 + γ1)
α1 (k2 + γ2)
α2 · · · (kn + γn)αn
を定義する。ここで、γi 6= i−n−1, i−n−2, . . .である。これらの多重和において、nを depth、
∑n
k=1 αnを level
と呼ぶ。|βi| = 1, w → ∞としたとき、α1 6= 1または β1 6= 1であれば Z (w;α1, . . . , αn;β1, . . . , βn; γ1, . . . , γn)は
収束する。それ以外のときは、














Z (∞;αs, . . . αn;βs, . . . , βn, 0, . . . , 0)︸ ︷︷ ︸
有限
(s := min (k,m))
となる。




















図 C.1: depth 2,3の Z-sumにおいて、総和をとる格子点
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Z-sumの特殊な場合には、以下がある。
• w = ∞, γ = 0のとき Goncharov Multiple Polylogarithm
Z (∞;α1, α2, . . . , αn;β1, β2, . . . , βn; 0, . . . , 0) = Liαn,...,α1 (βn, . . . , β1)
• βi = ±1, γ = 0のとき、Euler-Zagier Sum
Z (w;α1, α2, . . . , αn;β1, β2, . . . , βn; 0, . . . , 0) = Zα1β1,...,αnβn (w)
• w = ∞, βi = ±1(乃至 |βi| = 1), γ = 0のとき、(一般化された)Multiple Zeta Value
Z (∞;α1, α2, . . . , αn;β1, β2, . . . , βn; 0, . . . , 0) = Zα1β1,...,αnβn (∞) = ζα1β1,...,αnβn
• w = ∞, β1 = x, β2 = · · · = βn = ±1, γ = 0のとき、RemeddiおよびVermaserenのHarmonic Polylogarithm
Z (∞;α1, α2, . . . , αn;x, β1, . . . , βn; 0, . . . , 0) = β1 · · ·βnHα1β1,...,αnβn (x) (C.1)
• w = ∞, α1 = m+1, α2 = · · · = αp = 1, β1 = x, β2 = · · · = βp = 1, γ = 0のとき、NielsenのPolylogarithm
Z(∞;m+ 1, 1, . . . , 1︸ ︷︷ ︸
p−1
;x, 1, . . . , 1︸ ︷︷ ︸
p−1
; 0, . . . , 0) = Li1,...,1,m+1(1, . . . 1︸ ︷︷ ︸
p−1
, x) = Sm,p (x)
• w = ∞, α = m, β = x, γ = 0のとき、Polylogarithm
Z (∞;m;x; 0) = Lim(x)
• w = ∞, α = m > 1, β = 1, γ = z − 1のとき、PolyGamma関数
(−1)m (m− 1)!Z (∞;m; 1; z − 1) = ψ(m) (z)
• w = m, α = r, β = 1, γ = 0のとき、調和数
Z (m; r; 1; 0) = H(r)m
• w = ∞, α = r, β = 1, γ = 0のとき、ζ関数






, f±1 (x) =
1
x∓ 1
とする1。このとき Level 1の Harmonic Polylogarithm H (x; a1)を
1通常 f±1 (x) =
1
1∓x と定義するが、後に一般の fpを考える都合上このように定義する。従って、以下で定義するHarmonic Polylogarithm
は (C.1) 式とは符号が異なることに注意。
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H (x; 0) := ln (x)
H (x; 1) :=
ˆ x
0




f−1 (t)dt = ln (1 + x)
と定義する。このとき











fa1 (t)H (t; a2, . . . , an)dt
で定義されるH を Level nのHarmonic Polylogarithm と呼び、0以外の aiの個数を depthと呼ぶ。また、x = 1
のとき
H (1; a1, . . . , an) = H (a1, . . . , an)
と略記する。さらに、一般に




H(x; a1, . . . , ak
6=
0
, 0, . . . , 0︸ ︷︷ ︸
n−k

























とする。k = n, bi = 0のとき、Goncharov Multiple Polylogarithmとなる。Multiple Polylogarithmの特殊な場
合には、以下がある。
• a1 = · · · = am = 0, am+1 = · · · = am+p = 1, b = 0のとき、Nielsenの Polylogarithm
(−1)pH(x; 0, . . . , 0︸ ︷︷ ︸
m
, 1, . . . , 1︸ ︷︷ ︸; 0, . . . , 0p) = Sm,p (x)
• a1 = a2 = · · · = an−1 = 0, an = 1, b = 0のとき、Polylogarithm
−H(x; 0, . . . , 0︸ ︷︷ ︸
n−1
, 1; 0, . . . , 0) = Lin (x)
• x = 1, a1 = z, a2 = a3 = · · · = an = 1, b = 0のとき、Polylogarithmの 11−z における値
(−1)n−1H(1; z, 1, . . . , 1︸ ︷︷ ︸
n−1





• x = 1, a1 = · · · = an−1 = 0, an = 1, b1 = · · · = bn−1 = 0, bn = z − 1のとき、Polygamma関数
(−1)n−1 (n− 1)!H(1; 0, . . . , 0︸ ︷︷ ︸
n−1
, 1; 0, . . . , 0︸ ︷︷ ︸
n−1
, z − 1) = ψ(n) (z) (n > 1)
H (1; 1; z − 1) = γE +ψ (z) = H (z − 1)
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• x = 1, a1 = · · · = an−1 = 0, an = 1, b = 0 または x = 1, a1 = 1, a2 = · · · = an = 0, b = 0のとき、ζ関数
−H(1; 0, . . . , 0︸ ︷︷ ︸
n−1
, 1; 0, . . . , 0) = (−1)nH(1; 1, 0, . . . , 0︸ ︷︷ ︸
n−1
; 0, . . . , 0) = ζ (n)
• x = 1− z, a1 = · · · = an = 1, b = 0のとき、PowerLog
H(1− z; 1, . . . , 1︸ ︷︷ ︸
n





付録C.1で定義した、一般化されたMultiple Zeta Valueは、以下のようにして引数 1のMultiple Polylogarithm
として表される。






2 · · ·βknn
(k1 + γ1)
α1 (k2 + γ2)






























(kn−1 + kn + γn−1)
















(kn−1 + kn + γn−1)































































































]αn [ (β1β2 · · ·βn) (t1t2 · · · tn)
1− (β1β2 · · ·βn) (t1t2 · · · tn)


























































































, . . . , αn−10,
1
β1 · · ·βn







H (x; p10, a1,
p20, a2, . . . ,
pn0, an;
p10, b1,











, . . . ,
an−1
an
; b1 + b2 + · · ·+ bn, b2 + · · ·+ bn, . . . , bn
)




































































































= 2Z (2, 2; 1, 1) + Z (4; 1)

















である。特にMultiple Zeta Valueに対しては、級数表示と積分表示 (引数 1のMultiple Polylogarithm)両方の関
係が成立するため、多くのものが既知の関数の特定の値で表現できる。実際、level7以下のMultiple Zeta Value
を簡約化すると、最後に残る独立なものは表 C.1のようになる (独立な値の選び方は任意性があり、これは一例)。
注意点として、Z (1, 1; 1, 1)のように発散しているMultiple Zeta Valueに対しては、積分表示と級数表示の変
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Level βi = 1のとき βi ∈ {±1}のとき (左のもの以外) βi ∈ {±1,±i}のとき (左のもの以外)
1 ζ−1 ln 2 iπ


































































, ζ−1,6i, ζ−i,6i, ζ−1,−1,−5i, ζ−1,−i,−5,
ζ−i,−i,−5, ζ−1,−2,−4i, ζ−1,−1,−1,−4i, ζ−1,−1,−i,4i,
ζ−1,−1,−i,4, ζ−1,−i,−1,−4, ζ−1,−i,−i,−4i,
ζ−1,−1,−1,−i,−3, ζ−1,−1,−i,−i,−3



























= 2Z (1, 1; a, 1)




は一般の |a| ≤ 1 ∧ a 6= 1で正しいが、この式で単純に a = 1としてはならない。
C.3.2 積分の変数変換で成り立つ関係
積分変数の変換から、いくつかの関係式が成立する。
• x→ 1− x
1 + x









































































































































となることから分かるように、これは a′i ∈ {0,±1,±i}とした引数 1のMultiple Polylogarithm H (a′)の線
型結合、すなわちMultiple Zeta Valueの線型結合で表される。例えば、
ζi,2i = H (−i, 0,−1)
= (−1)3 [−H (−1,−1,−1) +H (−1,−1, i) +H (−1, 1,−1)−H (−1, 1, i)]

































































A ⊂ {1, . . . , n} , p ∈ A














































































































を満たすように整数 riを定める。次に、この級数の indexを適当に組み換え、βpの冪が 1つの indexのみで表さ
れるようにする。


















−αp × (βi, . . . , βpの冪)(





b ∈ C, |b| ≤ 1
を満たす bを含むMultiple Zeta Value






A = {1, 2} , p = 2
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とすると、






















































(k1 + k2 − 1)2 (k2 − k1)
= −3Z (3; b)− 3Z (3;−b)− 2Z (1, 2; b,−1)− Z (1, 2; b, 1) + Z (2, 1; b, 1) (C.5)
の関係式を得る。この方法には、以下のような応用がある。
1. βi に変数 bの冪が複数個含まれているMultiple Zeta Valueを Harmonic Polylogarithmに変換する。
(C.5)式を Harmonic Polylogarithmに変換することで
Z (2, 1; b, b) = 3H (b; 0, 0, 1) + 3H (b; 0, 0,−1) +H (b; 0, 1, 1)−H (b; 1, 0, 1)− 2H (b; 1, 0,−1)
の関係が得られる。
2. Multiple Zeta Valueの簡約化に用いる。
level7以下のMultiple Zeta Value において、βi ∈ {1,−1}のときは shuffle代数で、βi ∈ {1, i,−1,−i}のと





























, ln (1± tv)の多項式
]
H (t; · · · )
を考えてみる。まず lnを
ln (t+ c) = H (t;−c) (c = 0, ±1, ±i)







1, . . . , 1;
n−1︷ ︸︸ ︷

















Z (k1 − 1; · · · ; · · · ) · · ·











1, . . . , 1;
n−1︷ ︸︸ ︷
1, . . . , 1)
k
dk = (−1)n n!Z(∞;
n︷ ︸︸ ︷
1, . . . , 1; d,
n−1︷ ︸︸ ︷
1, . . . , 1) = n!H(d;
n︷ ︸︸ ︷
1, . . . , 1) = ln (1− d)n
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となる。ただし cは含まれている ln (1− d)の形に応じて決まる数で、k1, . . . , kmの線形結合となっている。
積分を実行する。被積分関数に含まれるのは tの有理式と H (t; · · · )であるから、付録 C.7に従えばよい。






Z (k1 − 1; · · · ; · · · ) · · ·






Z (j − 1; · · · ; · · · )















































(m+ 2) (m+ 1)
+








































kiH (x;βi) (ki = const.) (C.6)
のように変換できる。
(i)まず、α = 0のとき、








− · · · − arg (an)
2π
⌋


















































































































d = 0 ∧ b, c, 6= 0
が成立する。ただし、|a| = ∞のときH (x; a) = 0と解釈することとする。xが sの近くでは b· · · c → b· · · c |x→s
としても値は変わらない4ので、その範囲ではHの引数にのみ xが含まれていると考えてよい。参照。従って (C.6)
式が成立する。
4例えば、|x| が十分大きいとき、x = 2s で成立する。
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となり、level = n− 1でも成立する。


























−H (x; 0) s > 0またはs /∈ Rのとき2πi −H (x; 0) s < 0のとき
となる。H (x; 0) := ln (x)であるから、それぞれの場合にこの式が成立する xの範囲は、
s > 0またはs /∈ Rのとき x > 0またはx /∈ R





















+H (x; 1)−H (s; 1)−H (x; 0) +H (s; 0)
=






















0 x > 0またはx /∈ Rのとき
2πi x < 0のとき
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となる6。それぞれの場合にこの式が成立する xの範囲は、
= (s) > 0のとき = (x) > 0





















+H (x; 0)−H (i; 0)−H (x; 1) +H (i, 1)
= ln (1− i) +H (x; 0)− ln (i)−H (x; 1) + ln (1− i)














+ (−πi + ln 2) [−H (x; 1) +H (i; 1)]







+ (πi − ln 2) ln (1− x) + 1
2







+ (πi − ln 2) ln (1− x) + 1
2







+ [πi − ln (2x)] ln (1− x) + 1
2
ln (1− x)2 − Li2 (x)
を得る。
C.6 その他の公式
Z (n;α;β;γ) = Z (n;α1, . . . , αs;β1, . . . , βs; γ1, . . . , γs) , k ∈ Nとしたとき、





α1 Z (n+ i− 1;α2, . . . ;β2, . . . ; γ2, . . .)








Z (nk;α;β j1k1 , . . . , β jsks ; kγ1, . . . , kγs)
• Z (n;α;β;γ) = (−1)s βn1 βn2 βn3 · · ·βns S (−n;αs, . . . , α1;βs, . . . , β1; γs + n, . . . , γ1 + n)






[Z (n;α1, . . . , αm, αm − 1, αm+1, . . . , αs;β;γ)− γmZ (n;α;β;γ)]
• ∂
∂γm
Z (n;α;β;γ) = −αmZ (n;α1, . . . , αm, αm − 1, αm+1, . . . , αs;β;γ)
• Z (n;α;β;γ)∗ = Z (n;α;β∗;γ∗) (α ∈ Ns)




y−1 = −πi + ln (x− 1) なので具体的に分かる。
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H (x;a; b) = H (x; a1, . . . , as−1, as 6= 0; b1, . . . , bs)としたとき、
• H (x;a; b) = k−b1−b2−···−bsH (kx; ka1, . . . , kas; b)








H (x 1k ; a j1k1 , . . . , a jsks , kb1, . . . , kbs)
• ∂
∂x
H (x;a; b) =
xb1
x− a1
H (x; a2, . . . , as; b2, . . . , bs)



























































































(αx+ β)1−n xm−1H (x; a1, . . . ; b1, . . .) + (αx+ β)1−n xm+b1
x+ a1
::::::::::::::::
H (x; a2, . . . ; b2, . . .)







H (x; · · · )dx
の形に帰着され (∵ n ∈ N)、level が 1 大きい Multiple Polylogarithm で表される。一方、第二項は波線部を部




















dw Γ (a1 + w) Γ (a2 + w) Γ (a3 − w) Γ (a4 − w) =
Γ (a1 + a3) Γ (a1 + a4) Γ (a2 + a3) Γ (a2 + a4)
Γ (a1 + a2 + a3 + a4)
証明. ai > 0のとき、積分路は −i∞から i∞である。
Γ (a) Γ (b)
Γ (a+ b)





































2πiΓ (a2 + a4)
ˆ −a4+i∞
−a4−i∞




w の積分路は Γ (a2 + a4 + w)の極の右、Γ (−w)の極の左を通るので、[· · · ]内はMellin-Barnes積分の形となり










Γ (a1 + a3) Γ (a2 + a4) Γ (a1 + a4) Γ (a2 + a3)










dwΓ (a1 + w) Γ (a2 + w) Γ (a3 + w) Γ (a4 − w) Γ (a5 − w)
Γ (a1 + a2 + a3 + a4 + a5 + w)
=
Γ (a1 + a4) Γ (a2 + a4) Γ (a3 + a4) Γ (a1 + a5) Γ (a2 + a5) Γ (a3 + a5)
Γ (a1 + a2 + a4 + a5) Γ (a1 + a3 + a4 + a5) Γ (a2 + a3 + a4 + a5)










dwΓ (a3 + w) Γ (a5 − w) Γ (a1 + a4)







dy ya1+a3+a4+a5−1 (1− y)a2+w−1
=
Γ (a1 + a4) Γ (a3 + a5)






dy ya1+a3+a4+a5−1 (1− y)a2+a5−1
× 1
2πiΓ (a3 + a5)
ˆ i∞
−i∞




Γ (a1 + a4) Γ (a3 + a5)







dy ya1+a3+a4+a5−1 (1− y)a2+a5−1 (1− xy)−a3−a5
超幾何関数の積分表示 2F1 (a, b; c; z) = Γ(c)Γ(b)Γ(c−b)
´ 1
0
dt tb−1 (1− t)c−b−1 (1− tz)−a より
=
Γ (a1 + a4) Γ (a3 + a5)
Γ (a1 + a3 + a4 + a5)
ˆ 1
0
dxxa1+a5−1 (1− x)a3+a4−1 Γ (a1 + a3 + a4 + a5) Γ (a2 + a5)
Γ (a1 + a2 + a3 + a4 + 2a5)
× 2F1 (a3 + a5, a1 + a3 + a4 + a5; a1 + a2 + a3 + a4 + 2a5;x)
=
Γ (a1 + a4) Γ (a3 + a5) Γ (a2 + a5)




× 2F1 (a3 + a5, a1 + a3 + a4 + a5; a1 + a2 + a3 + a4 + 2a5;x)





(1− t)bq−ap−1 p−1Fq−1 (a1, . . . , ap−1; b1, . . . , bq−1; zt)より
=
Γ (a1 + a4) Γ (a3 + a5) Γ (a2 + a5)
Γ (a1 + a2 + a3 + a4 + 2a5)
Γ (a1 + a5) Γ (a3 + a4)







a1 + a3 + a4 + a5, a1 + a5; a1 + a2 + a3 + a4 + 2a5,(((
((((
(
a1 + a3 + a4 + a5; 1
)
=
Γ (a1 + a4) Γ (a3 + a5) Γ (a2 + a5)
Γ (a1 + a2 + a3 + a4 + 2a5)
Γ (a1 + a5) Γ (a3 + a4)
Γ (a1 + a3 + a4 + a5)
× 2F1 (a3 + a5, a1 + a5; a1 + a2 + a3 + a4 + 2a5; 1)
2F1 (a, b; c; 1) = Γ(c)Γ(c−a−b)Γ(c−a)Γ(c−b) より
=
Γ (a1 + a4) Γ (a3 + a5) Γ (a2 + a5)
Γ (a1 + a2 + a3 + a4 + 2a5)
Γ (a1 + a5) Γ (a3 + a4)
Γ (a1 + a3 + a4 + a5)
Γ (a1 + a2 + a3 + a4 + 2a5) Γ (a2 + a4)
Γ (a1 + a2 + a4 + a5) Γ (a2 + a3 + a4 + a5)
=
Γ (a1 + a4) Γ (a3 + a5) Γ (a2 + a5) Γ (a1 + a5) Γ (a3 + a4) Γ (a2 + a4)


























2 +w1+w2 [r2 + iε]−w1
[
(p− r)2 + iε
]−w2 −ie−iπD222+Dπ2+D2
×
Γ (−w1) Γ (−w2) Γ
(
a+ b+ c− D2 + w1 + w2
)






































(p− s)2 + iε
]w4 [




2 +w1+w2+w3+w4+w5 [r2 + iε]−w1
[
(p− r)2 + iε
]−w2
×
e−iπD2 Γ (−w1) Γ (−w2) Γ (−w3) Γ (−w4) Γ (−w5) Γ
(




2 Γ (a) Γ (b) Γ (c) Γ (d)
× B
(
−a− c− d+ D
2
− w1 − w3 − w5,−b− c+
D
2




−b− c− d+ D
2
− w2 − w4 − w5, d+ w3 + w4 + w5
)
× B (c+ w1 + w2 + w5,−a− b− 2c− d+D − w1 − w2 − w5)
D.2.2 heavyクォークプロパゲータを 1つ含む場合
ˆ [dDk]

















Γ (−w1) Γ (−w2) Γ
(
a+ b+ c− D2 + w1 + w2
)
Γ (a) Γ (b) Γ (c)
B
(





× B (−a− b− 2c+D − w1 − w2, c+ w1 + w2)
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ˆ [dDk]


















a+ b+ c− D2 + w
)
Γ (a) Γ (b) Γ (c)
B
(




B (a+ w, c+ w)
ˆ [dDk]


















a+ b+ c− D2 + w
)
Γ (a) Γ (b) Γ (c)
B
(




× B (−2a− b− c+D − w, a+ w)
ˆ [dDk]















(r − s)2 + iε
]w3
[(p− r) · v + iε]w4 [(p− s) · v + iε]w5
[p · v + iε]2a+b+2c+2d−
D






Γ (−w1) Γ (−w2) Γ (−w3) Γ (−w4) Γ (−w5)
Γ (a) Γ (b) Γ (c) Γ (d)
× Γ
(
a+ b+ c+ d− D
2
+ w1 + w2 + w3 + w4 + w5
)
× B (−a− b− 2c− 2d+D − w1 − w2 − 2w3 − w4 − w5, d+ w2 + w3 + w5)
× B (−a− b− 2c− d+D − w1 − w3 − w4, c+ w1 + w3 + w4)
× B
(
2a+ b+ 2c+ 2d−D + 2w1 + 2w2 + 2w3 + w4 + w5,−a− c− d+
D
2
− w1 − w2 − w3
)
ˆ [dDk]















(q − s)2 + iε
]w3
[(p− s) · v + iε]w4
[p · v + iε]a+b+c+d−
D






Γ (−w1) Γ (−w2) Γ (−w3) Γ (−w4)
Γ (a) Γ (b) Γ (c) Γ (d)
× Γ
(
a+ b+ c+ d− D
2
+ w1 + w2 + w3 + w4
)
B (a+ w1 + w2, c+ w1 + w3)
× B (−a− b− c− 2d+D − w2 − w3 − w4, d+ w2 + w3 + w4)
× B
(
2a+ b+ 2c+ 2d−D + 2w1 + 2w2 + 2w3 + w4,−a− c− d+
D
2





















[−s · v + iε]w4
[−r · v + iε]2a+b+2c+2d−D+2w1+2w2+2w3+w4
[








Γ (−w1) Γ (−w2) Γ (−w3) Γ (−w4)
Γ (a) Γ (b) Γ (c) Γ (d)
× Γ
(
a+ b+ c+ d− D
2
+ w1 + w2 + w3 + w4
)
× B (−a− b− c− 2d+D − w1 − w3 − w4, d+ w1 + w3 + w4)
× B (−2a− b− c− 2d+D − w1 − w2 − 2w3 − w4, a+ w2 + w3)
× B
(
2a+ b+ 2c+ 2d−D + 2w1 + 2w2 + 2w3 + w4,−a− c− d+
D
2
− w1 − w2 − w3
)
ˆ [dDk]

















[−r · v + iε]2a+b+2c+2d−D+2w1+2w2+2w3
[








Γ (−w1) Γ (−w2) Γ (−w3) Γ
(
a+ b+ c+ d− D2 + w1 + w2 + w3
)
Γ (a) Γ (b) Γ (c) Γ (d)
× B (−a− b− c− 2d+D − w1 − w3, d+ w1 + w3)
× B (−2a− b− c− 2d+D − w1 − w2 − 2w3, a+ w2 + w3)
× B
(
2a+ b+ 2c+ 2d−D + 2w1 + 2w2 + 2w3,−a− c− d+
D
2














[p · v + iε]w3 [(p− s) · v + iε]w4






Γ (−w1) Γ (−w2) Γ (−w3) Γ (−w4) Γ
(
a+ b+ c+ d− D2 + w1 + w2 + w3 + w4
)
Γ (a) Γ (b) Γ (c) Γ (d)
× B (−a− b− c− 2d+D − w1 − w2 − w4, d+ w1 + w2 + w4)
× B (−2a− b− 2d+D − 2w1 − w3 − w4, b+ w3 + w4)
× B
(
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ˆ [dDk]

















Γ (−w1) Γ (−w2) Γ
(
a+ b+ c+ d− D2 + w1 + w2
)
Γ (a) Γ (b) Γ (c) Γ (d)
× B (a+ w1, d+ w1)B (−2a− b− 2d+D − 2w1 − w2, b+ w2)
× B
(
















[−s · v + iε]w3






Γ (−w1) Γ (−w2) Γ (−w3) Γ
(
a+ b+ c+ d− D2 + w1 + w2 + w3
)
Γ (a) Γ (b) Γ (c) Γ (d)
× B (−2a− b− c− d+D − w1 − w2, a+ w1 + w2)B (−2a− b− 2d+D − 2w1 − w3, b+ w3)
× B
(























Γ (−w1) Γ (−w2) Γ
(
a+ b+ c+ d− D2 + w1 + w2
)
Γ (a) Γ (b) Γ (c) Γ (d)
× B (−2a− b− c− d+D − w1 − w2, a+ w1 + w2)B (−2a− c− 2d+D − 2w1 − w2, c+ w2)
× B
(























a+ b+ c+ d− D2 + w
)
Γ (a) Γ (b) Γ (c) Γ (d)
× B (a+ w, d+ w)B (−2a− b− 2d+D − 2w, b)B
(




ただし、p, q, r, sはD次元空間における運動量であり、q · v = 0を満たすとする。
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