] to all odd primes p on the modular equations of the Ramanujan-Göllnitz-Gordon continued fraction v(τ ) by computing the affine models of modular curves X(Γ ) with Γ = Γ 1 (8) ∩ Γ 0 (16p). We then deduce the Kronecker congruence relations for these modular equations. Further, by showing that v(τ ) is a modular unit over Z we give a new proof of the fact that the singular values of v(τ ) are units at all imaginary quadratic arguments and obtain that they generate ray class fields modulo 8 over imaginary quadratic fields.
) can be exactly found whenever n is any positive rational quantity. However, the existence of radical expressions is nowadays clear by the class field theory. Precisely speaking, since r(τ ) becomes a modular function as a Hauptmodul for the principal congruence subgroup Γ (5) [6] , any singular value of r(τ ) at imaginary quadratic argument is contained in some ray class field over an imaginary quadratic field, and so the splitting field of its minimal polynomial is abelian, namely its Galois group is solvable. And the minimal polynomial is solvable by radicals. Thus, one may consider the problem of finding such radical expressions explicitly. Gee and Honsbeek [6] recently treated and settled this problem by using the Shimura reciprocity law, and asserted that their method can be applied to other similar problems.
Besides, one of the other important subjects is the one about modular equations. Since the modular function field of level 5 has genus 0, there should be certain polynomials giving the relations between r(τ ) and r(nτ ) for all positive integers n. These are what we call the modular equations. Most of the following were originally stated by Ramanujan and later on proved by several people. Rogers (1920) Recently, the modular equations of the Rogers-Ramanujan continued fraction are deeply studied and settled by Cais and Conrad [2] , whose arguments rely on the theory of arithmetic models of modular curves. They further found the Kronecker congruence relations for the modular equations which is similar to the one of the elliptic modular function j(τ ). We will consider the same problem with the Ramanujan-Göllnitz-Gordon continued fraction defined below, but unlike Cais and Conrad's approach, we establish our result by finding affine models of some modular curves from the standard theory of algebraic functions (see [8] ). Now the Ramanujan-Göllnitz-Gordon continued fraction v(τ ) is defined by v(τ ) = V (q) = (1 − q 8n−5 )(1 − q 8n−3 ) .
The singular values of v(τ ) at some imaginary quadratic arguments in terms of radicals were studied by Chan and Huang [3] , but Gee and Honsbeek's method can also be applied to this situation. Therefore we will not go into this direction any further.
On the other hand there are some modular equations with v := v(τ ) and w := v(nτ ) on a caseby-case basis as follows. Moreover for the case n = 7 we see that
One of our results is to show that these Kroneckerian models can be formulated as follows: for any odd prime p
We first extend in Section 3 the above known results systematically by providing an algorithm to all odd primes p (, namely w = v(pτ )) on the modular equations of the Ramanujan-Göllnitz-Gordon continued fraction and then as remarked above we give an analytic proof of the Kronecker congruence relations for these modular equations (Theorem 10 is a modular function, its singular values may generate some class fields. To be more precise, now
, we obtain in Theorem 15 that with some conditions on an imaginary quadratic argument the singular value of v(τ ) generates the ray class field modulo 8 over arbitrary imaginary quadratic field. Our methods can also be applied to the RogersRamanujan continued fraction r(τ ) as will be remarked at the end of Section 4. In Section 2 we present some basic and necessary preliminaries about modular functions and Klein forms, and give several lemmas about the cusps of a congruence subgroup which will be used in Section 3.
Preliminaries
Let H = {τ ∈ C | Im τ > 0} be the complex upper half plane, 
Further let A 0 (Γ ) be the field of all modular functions with respect to Γ and A 0 (Γ, Q) be the field of all modular functions f (τ ) with respect to Γ such that the Fourier expansion of f (τ ) has rational coefficients.
From now on we briefly recall the Klein forms, which is mainly used in this paper. We refer to [9] for more details. For any lattice L ⊂ C and z ∈ C, we define the Weierstrass σ -function by
which is holomorphic with only simple zeros at all points z ∈ L. We further define the Weierstrass ζ -function by the logarithmic derivative of the Weierstrass σ -function, i.e.,
which is meromorphic with only simple poles at all points z ∈ L. It is easy to see that the Weierstrass σ -function (respectively, the Weierstrass ζ -function) is homogeneous of degree 1 (respectively,
is the Weierstrass ℘-function. Since the Weierstrass ℘-function is an elliptic function, namely
Then it is easy to see that the Weierstrass η-function η(z; L) is well-defined, in other words it does not depend on the choice of the basis {ω 1 
for any r ∈ R. Note that since the Weierstrass ζ -function is homogeneous of degree −1, so is the Weierstrass η-function. We now define the Klein form by
Let a = (a 1 a 2 ) ∈ R 2 and τ ∈ H. We further define which is also called the Klein form by abuse of terminology. Here we observe that K a (τ ) is holomorphic and nonvanishing on H if a ∈ R 2 − Z 2 and that the Klein form is homogeneous of degree 1, i.e.,
The Klein form satisfies the following well-known properties (see [9] )
, we have that
where ε(a, b) = (−1)
and γ ∈ Γ (N) with an integer N > 1, we obtain that
where ε a (γ ) = −(−1)
and ord q K a (τ ) = 
For later use we now consider the set of all inequivalent cusps of some congruence subgroup Γ which can be achieved from the standard methods in [10] .
Let N, m be positive integers and
} is a set of all cusps of Γ which satisfies that γ i (∞) and γ j (∞) are not
Further, let
which is a subgroup of (Z/mNZ) × . We define an equivalence relation ∼ on M as follows:
Then ∼ is indeed an equivalence relation. And we further define a map
Here the map φ is well-defined and bijective, and so we get the following lemma. 
Since ad − bc = a d − b c = 1, the last statement is equivalent to the first one of the followings. Note that ∃s ∈ Δ,n ∈ Z/mNZ s.t. c =sc, 
Lemma 2. With the notations as above, let
it is enough to prove that the natural map of S into M / ∼ is a bijection. We first prove the injectivity. 
))a c, j for some j. We further claim that
It suffices to show that there existss ∈ Δ such that
which is equivalent to prove the following isomorphisms . This completes the proof. 2
The above lemma gives us a set of all the inequivalent cusps of Γ 1 (N) ∩ Γ 0 (mN). And we can figure out the width of each cusp by the following lemma.
Then the width h of the cusp
otherwise.
Proof. First, we consider the case where N does not divide 4. We take
Observe that the width of the cusp a c
in Γ \H * is the smallest positive integer h such that
, then by taking the trace we have 2 ≡ −2 mod N, which is a contradiction. So we have
Z. For the cases N = 1, 2, 4, we can verify the statement in a similar fashion. 2
Now we remark that arbitrary intersection
is conjugate to the above form
where And we can take S Γ 1 (N) to be the set 
and the width of any cusp in Γ (M)\H * is M. To prove (3), we first observe that
. Thus we con-
Observe that we have 
therefore we establish the assertion (3). This completes the proof. 2
Modular equations and Kronecker's congruences
By definition, a Hauptmodul for some congruence subgroup Γ of genus zero is a modular function f (τ ) with respect to Γ such that A 0 (Γ ) = C( f (τ )). First, we note that 
Since v(τ ) clearly has rational Fourier coefficients, the above theorem implies that Q(v(τ ))
And, from the following proposition we can further see the existence of an affine plane model defined over Q, which is called in our case the modular equation.
Proposition 6. Let n be a positive integer. Then we have
, and let γ be any matrix in Γ . Since v(τ ) and v(nτ ) are invariant under γ by the remark in the beginning of the proof, we establish that γ ∈ Γ and βγ β −1 ∈ Γ , which implies γ ∈ Γ ∩ β −1 Γ β. This completes the proof because it means that
In general, if we let C( f 1 (τ ), f 2 (τ )) be the field of all modular functions with respect to some congruence subgroup where
is irreducible both as a polynomial in X over C(Y ) and as a polynomial in Y over C(X), for every positive integer n.
i.e., 2 0 0 1
Since it is rather easier to handle with Γ , we are going to concentrate on the modular equation of v(2τ ) and v(2nτ ), which is also the modular equation of v(τ ) and v(nτ ). Now that it is more convenient to work with a Hauptmodul having the pole at ∞, we let f (τ ) = 1/v(2τ ) and consider the modular equation
Hereafter, we fix d 1 (respectively, d n ) to be the total degree of poles of the modular function f (τ ) (respectively, f (nτ )) with respect to Γ = Γ 1 (8) ∩ Γ 0 (16n). Then we may let In what follows, we fix the notation by 
Proof.
It is enough to show (1) and (3), because (2) and (4) are the immediate consequences of (1) and ( So we get the assertion (1). In a similar way we have the assertion (3) by observing that f (τ ) has a simple zero at 3/16. This completes the proof. 2
We now introduce a method of finding modular equations by computing ∈ Γ , we conclude that ord 1/16 f (τ ) = −1. Hence the total degree d 1 of poles of f (τ ) is 2. Next we will compute d 2 . In like manner, by Lemmas 7 and 2 we should consider S 32 and A 32 , which are already obtained as S 32 = {1}, A 32 = {1, 3}. Thus all the cusps of Γ at which f (2τ ) has poles is 1/32 by (2) in the above lemma, where 1/32 is equivalent to ∞ by Lemma 1. Meanwhile, we see that all the cusps of Γ at which f (2τ ) has zeros is 3/32 by (4) of Lemma 7. As estimated in the above the width of ∞ in Γ \H * is 1. Since f (2τ ) = q −2 + O (q −1 ), we have that ord ∞ f (2τ ) = −2. So the total degree d 2 of poles of f (2τ ) is 2. Therefore we have
In order to determine F 2 (X, Y ) precisely, we are going to use the following theorem due to Ishida and Ishii [7] which can be derived from the standard theory of algebraic functions. 
Let S Γ be a set of all the inequivalent cusps of Γ and let
Here we assume that a (respectively, b) is 0 if S 1,∞ ∩ S 2,0 (respectively, S 1,0 ∩ S 2,0 ) is empty. Then we obtain the following assertions:
If we interchange the roles of f 1 (τ ) and f 2 (τ ), then we may have further properties similar to (1)-(4).
Suppose further that there exist r ∈ R and N, n 1 , n 2 ∈ Z with N > 0 such that
for k = 1, 2, where ζ N = e 2π i/N . Then we get the following assertion:
Now we are ready to apply the above theorem to our situation. If we let f 1 (τ ) = f (τ ) and f 2 (τ ) = f (2τ ) in the above, then we achieve
So we have
Here we may determine all the coefficients of F 2 (X, Y ) by inserting Fourier expansions of f (τ ) and f (2τ ). Since v(τ ) is given by the q-product in Section 1 and f (τ ) = 1 v(2τ ) , we obtain the Fourier expansions of f (τ ) and f (2τ ) by expanding each corresponding q-product as a series. Since C 2,0 = 0, we may let C 2,0 = 1 and by inserting enough terms of the Fourier expansions of f (τ ) and f (2τ ) we conclude that C 2,1 = −1, C 0,2 = 1, C 0,1 = 1, and hence
from which we induce the relation
Note that this relation coincides with one of Chan and Huang's results.
Next, we consider the cases of all odd primes n = p which also cover the results of Chan-Huang [3] and Vasuki-Srivatsa Kumar [11] .
Theorem 9. With the notations as above, let p be an odd prime. Then F p (X,
satisfies the following conditions:
Proof. The congruence subgroup which we should consider is Γ = Γ 1 (8) ∩ Γ 0 (16p), and hence 
Thus all the inequivalent cusps under consideration are at which the widths are p, p, 1 and 1, respectively by Lemma 3, and ∈ Γ , we derive that ord ∞ f (τ ) = −1 and
Thus the Fourier expansion of f (pτ ) at a/16 can be derived from
by (K1) and (K2). By (K4) we see that the above is of the form 
Since S 1,∞ ∩ S 2,0 is empty (respectively, { 1 16
, we claim that a = 0 (respectively, a = p); and hence C p+1,0 = 0 (respectively, C p+1,p = 0). Similarly, by Theorem 8 we derive all the other assertions. For example, by observing f (τ +
From now on, in order to find the Kronecker congruence relations for the modular equations of 
It follows from the transformation formulas (K0)-(K2) that
for such a, b. We now consider the following polynomial
). Since all the coefficients of Ψ n (X, τ ) are the elementary symmetric functions of the f • α a,b , they are invariant under Γ , i.e., Ψ n (X, τ ) ∈ C( f (τ )) [X] , and we may write Ψ n (X, f (τ )) instead of Ψ n (X, τ ).
With the notations as in Theorem 8, we let
Theorem 10. With the notations as above, for a positive integer n with (n, 2) = 1 we define
with the nonnegative integer
Here we assume that r n = 0 if S 1,∞ ∩ S 2,0 is empty. Then we obtain the following assertions:
is irreducible both as a polynomial in X over C(Y ) and as a polynomial in Y over C(X). 
If p ≡ ±3 mod 8, then . Then
, and so all the coefficients
Also, observe that for any α a,b there exists γ a,b ∈ Γ such that
With the notations as in Theorem 8, if we let
and F n (X, Y ) is a polynomial in X and Y which is irreducible both as a polynomial in X over C(Y ) and as a polynomial in Y over C(X).
and all the Fourier coefficients of the coefficients of Ψ n (X, f (τ )) are algebraic integers, we conclude that
We first consider the case n ≡ ±1 mod 8.
by the Gauss lemma on the irreducibility of polynomials. Thus
Therefore we have
Next, we consider the case n ≡ ±3 mod 8. Since
again by the Gauss lemma. Note that
and so g( X, Y ) is a constant and 
For convenience, we denote the above products by , in other words, the first product runs over 
Now we consider the case where n is not a square. Then
Therefore the coefficient of the lowest degree in F n ( f (τ ), f (τ )) is a unit. Since it must be an integer, F n (X, X) is a polynomial of degree >1 with leading coefficient ±1.
Let p be an odd prime. For any
we have that K · F (z) in the following theorem we mean the field generated over K by all the values h(z), where h ∈ F is defined and finite at z. And, let F N stand for the field of all modular functions of level N rational over Q(ζ N ). Here we will make use of the following lemma to show that the units mentioned in Theorem 12 really generate some ray class fields over imaginary quadratic fields. By the same arguments in this section we are able to obtain similar results for the RogersRamanujan continued fraction r(τ ) which is a Hauptmodul for Γ (5) with rational Fourier coefficients [6] . More precisely, r(τ ) becomes a modular unit over Z so that its singular value r(τ ) at any imaginary quadratic argument τ is a unit. Further, with the notations as in Theorem 15, K (r(τ )) is the ray class field modulo 5 over K if (5, a) = 1.
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