In this article, we study a small random perturbation of a linear recurrence equation. It is well known that if all the roots of its corresponding characteristic equation have modulus strictly less than one, then the random linear recurrence goes exponentially fast to its equilibrium in the total variation distance as time increases. Under some mild assumptions, we prove that this convergence happens as a switch-type in a constant time window around the cut-off time. Actually, this is known as a cut-off phenomenon in the context of random processes.
Introduction
Linear recurrence equations have been used in several areas of applied mathematics. They can be used to model the future of a process that depends linearly on a finite string, for instance: in Population Dynamics to model population size and structure [ [2] , [11] , [22] ]; in Economics to model the interest rate, the amortization of a loan and price fluctuations [ [13] , [14] , [16] ]; in Computer Science for analysis of algorithms [ [7] , [20] ]; in Statistics for the autoregressive linear model [ [1] , [8] ].
One of the most important problems in dynamical systems is the study of the limit behavior of its evolution for forward times. When we collect data, many uncertainties can be happened and we assume that those uncertainties can be modeled by independent and identically distributed random variables with finite second moment. After normalization, by the Central Limit Theorem the total contribution of those uncertainties can be modeled as the standard Gaussian distribution. We consider a random linear recurrence that arises from a linear recurrence with a control sequence given by independent and identically distributed Gaussian random variables of small standard deviation ǫ > 0.
Under general conditions that we will state below, when the length of the control ǫ is fixed, as the time goes by, the random linear recurrence goes to a limit distribution in the total variation distance. We show that this convergence is actually abrupt in the following sense: the total variation distance between the distribution of the random linear recurrence and its limit distribution drops abruptly over a negligible time (time window) around a threshold time (cut-off time) from near Key words and phrases. Characteristic Polynomial, Linear Recurrences, Gaussian Distribution, Total Variation Distance.
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The second author was supported by a grant from University of Alberta, Department of Mathematical and Statistical Science. one to near zero. It means that if we run the random linear recurrence before a time window around the cut-off time the process is not well mixed and after a time window around the cut-off time becomes essentially redundant. This fact is known as a cut-off phenomenon in the context of Markov chains.
The cut-off phenomenon was extensively studied in the eighties to describe the phenomenon of abrupt convergence that appears in the models of cards' shuffling, Ehrenfests' urn and random transpositions, see for instance [10] . In general, it is a challenge problem prove that an specific model exhibits a cut-off phenomenon. It requires a complete understanding of the dynamics of the specific random process. For an introduction to this concept, we recommend Chapter 18 of [17] for discrete Markov chains in a finite state, [19] for discrete Markov chains with infinite countable state space and [ [3] , [4] , [5] ] for Stochastic Differential Equations in a continuous state space.
This paper is organized as follows: In Section 1 we state the model, the main result and its consequences. In Section 2 we give the proof of the Theorem 1.1, which is the main result of this paper. Also, we appoint conditions to verify the hypothesis of Theorem 1.1. In Section 3 we provide a complete understanding how to verify the conditions of Theorem 1.1 when the degree of the recurrence is 2. Lastly, to do the the article more fluid, we provide Appendix A with some results about the distribution of the random linear recurrence and its limit behavior, and Appendix B which provides some properties about the total variation distance between Gaussian distributions.
Model and Main Theorem
We consider a random dynamics that arises from a linear homogeneous recurrence equation with control term given by independent and identically distributed random variables with Gaussian distribution. To be precisely, given p ∈ N, φ 1 , φ 2 , . . . , φ p ∈ R with φ p = 0, we define the linear homogeneous recurrence of degree p as follows:
where N 0 denotes the set of non-negative integers. To single out a unique solution of (1.1) one should assign initial conditions x 0 , x 1 , . . . , x p−1 ∈ R. Recurrence (1.1) is called a recurrence with p-history since it only depends on a p-number of earlier values. We consider a small perturbation of (1.1) by adding Gaussian noise as follows: given ǫ > 0 fixed, consider the random dynamics
is a sequence of independent and identically distributed random variables with Gaussian distribution with zero mean and variance one. Denote by (Ω, F , P) the probability space where (ξ t : t ≥ p) is defined, then the random dynamics (1.2) can be defined as a stochastic process in the probability space (Ω, F , P).
Notice that ǫ > 0 is parameter that controls the magnitude of the noise. When ǫ = 0 the deterministic model (1.1) recovers from the stochastic model (1.2). Therefore the stochastic model (1.2) could be understood as a small random perturbation of the deterministic model (1.1). When p = 2, this random process was originally used by G. Yule in 1927 to modeled the behavior of a simple pendulum [24] .
To the linear recurrence (1.1) we can associate a characteristic polynomial
It is not hard to see that under the assumption that all the roots of (1.3) have modulus strictly less than one, for any string of initial values x 0 , . . . , x p−1 ∈ R, x t goes exponentially fast to zero as t goes to infinity. For more details see Theorem 1 in [18] . In the stochastic model (1.2), the latter is necessary and sufficient in order that the process (X (ǫ) t , t ∈ N 0 ) be ergodic, i.e., for any initial data x 0 , . . . , x p−1 , the random recurrence X (ǫ) t converges in distribution as t goes to infinity to a random variable X (ǫ) ∞ . Given m ∈ R and σ 2 ∈ (0, +∞), denote by N (m, σ 2 ) the Gaussian distribution with mean m and variance σ 2 . Latter on, we will see that for t ≥ p the random variable X
, where x t is given by (1.1) and σ 2 t ∈ (0, +∞). Moreover, the random variable X
Since the distribution of X (ǫ) t for t ≥ p and its limit distribution X (ǫ)
∞ are absolutely continuous with respect to the Lebesgue measure on R, a natural way to measure its discrepancy is by the total variation distance. Given two probability measures P 1 and P 2 on the measure space (Ω, F ), the total variation distance between the probabilities P 1 and P 2 is given by
When X, Y are random variables defined in the probability space (Ω, F , P) we write d TV (X, Y ) instead of d TV (P(X ∈ ·), P(Y ∈ ·)), where P(X ∈ ·) and P(Y ∈ ·) denote the distribution of X and Y under P, respectively. Therefore,
Notice that the above distance depends on the initial conditions x 0 , . . . , x p−1 ∈ R.
To do the notation more fluid, we avoid its dependence from the notation. For a complete understanding of the total variation distance between two arbitrary probabilities with densities, we recommend Section 3.3 in [21] and Section 2.2 in [9] .
Recall that for any z ∈ R, ⌊z⌋ denotes the greatest integer less than or equal to z. Consider the family of stochastic processes (X (ǫ) := (X (ǫ) t : t ∈ N 0 ) : ǫ > 0). According to [6] , the cut-off phenomenon can be expressed in three increasingly sharp levels as follows: The family (X (ǫ) : ǫ > 0) has i) cut-off at (t (ǫ) : ǫ > 0) with cut-off time t (ǫ) if t (ǫ) goes to infinity as ǫ goes to zero and
ii) window cut-off at ((t (ǫ) , w (ǫ) ) : ǫ > 0) with cut-off time t (ǫ) and time cut-off w (ǫ) if t (ǫ) goes to infinity as ǫ goes to zero, w (ǫ) = o(t (ǫ) ) and
Bearing all this in mind, we can analyze how this convergence happens which is exactly the statement of the following theorem. Theorem 1.1 (Main Theorem). Suppose that all the roots of the characteristic polynomial (1.3) have modulus strictly less than one. For a given initial data
Then the family of random linear recurrences (X (ǫ) := (X (ǫ) (t) : t ∈ N 0 ) : ǫ > 0) has windows cut-off as ǫ goes to zero with cut-off time
where C is any positive constant and lim Before give some consequences of Theorem 1.1 we introduce the definition of maximal set. We say that a set A ⊂ R p is a maximal set that satisfies the property P if and only if any set B ⊂ R d that satisfies the property P is a subset of A. Corollary 1.4. Suppose that all the roots of the characteristic polynomial (1.3) have modulus strictly less than one. If in addition all the roots of the characteristic polynomial (1.3) are real numbers then there exists a maximal set C ⊂ R p of full Lebesgue measure on R p such that any x = (x 0 , . . . , x p−1 ) ∈ C fulfilled the assumptions of Theorem 1.1.
Proof
Since the random recurrence (1.2) is linear on the inputs which are independent Gaussian random variables, the time distribution of the random dynamics for t ≥ p is Gaussian as it is stated the following lemma.
has Gaussian distribution with mean x t and variance ǫ 2 σ 2 t ∈ [ǫ 2 , +∞). The following lemma asserts that the random dynamics (1.2) is ergodic when all the roots of the characteristic polynomial (1.3) have modulus strictly less than one.
Suppose that all the roots of the characteristic polynomial (1.3) have modulus strictly less than one. As t goes to infinity, X (ǫ) t converges in the total variation distance to a random variable X (ǫ) ∞ that has Gaussian distribution with zero mean and variance ǫ 2 σ 2 ∞ ∈ [ǫ 2 , +∞). For the sake of brevity, the proofs of Lemma 2.1 and Lemma 2.2 are given in the Appendix A. Now, we have all the tools to prove the Main Theorem 1.1.
Proof of Theorem (1.1). Recall that for any ǫ > 0 and t ≥ p
and
). Notice that the terms d (ǫ) (t) and D (ǫ) (t) depend on the parameter ǫ and the initial data x 0 , x 1 , . . . , x p−1 . Nevertheless, the term R(t) does not depend on ǫ and on the initial data x 0 , x 1 , . . . , x p−1 . Therefore by the triangle inequality we have
. By item i) and item ii) of Lemma B.1 we have
On the other hand, by item ii) of Lemma B.1 we have
. Then by the triangle inequality we have
Switch Convergence
Again, by item i) and item ii) of Lemma B.1 we have
By Lemma 2.2 and Lemma B.3 we have lim t→+∞ R(t) = 0. In order to analyze D (ǫ) (t)
we observe that
where l ∈ {1, . . . , p}, r ∈ (0, 1), and v t are given by Condition i). It is not hard to see that
where M = sup t≥0 |v t |. By Condition ii) we know M < +∞. Then
From relation (2.2), together with relation (2.3) and inequality (2.4) we get lim sup
Using item i) of Lemma B.4 we have lim sup
for any b ∈ R. Since r ∈ (0, 1), then by Lemma B.3 we have In order to analyze a lower bound for |q ⌊t (ǫ) +bw (ǫ) ⌋ |, note 
From item ii) of Lemma B.4 we have
for any b ∈ R. Since r ∈ (0, 1), then by item iii) Lemma B.2 we have 2.1. Fulfilling the conditions of Theorem 1.1. Now, we will provide a precise estimate of the rate of the convergence to zero of (1.1). Let us recall some well know facts about p-linear recurrences. By the celebrated Fundamental Theorem of Algebra we have at most p roots in the complex numbers for the characteristic polynomial (1.3). Denote by λ 1 , . . . , λ q ∈ C the different roots of (1.3) with multiplicity m 1 , . . . , m q respectively, where 1 ≤ q ≤ p. Then
c q,jq t jq −1 λ t q for any t ∈ N 0 , where the coefficients c 1,1 , . . . , c 1,m1 , . . . , c q,1 , . . . , c q,mq are uniquely obtained from the initial data x 0 , . . . , x p−1 . For more details see Theorem 1 in [18] . Moreover, for any initial data (x 0 , . . . , x p−1 ) ∈ R p \ {0 p }, its corresponding coefficients (c 1,1 , . . . , c 1,m1 , . . . , c q,1 , . . . , c q,mq ) ∈ C p \ {0 p }.
Notice that the right-side of (2.8) may have complex numbers. When all the roots of the characteristic polynomial (1.3) are real we can establish the precise exponential behavior of x t as t goes by. 
Proof . Recall that the constants c 1,1 , . . . , c 1,m1 , . . . , c q,1 , . . . , c q,mq in the representation (2.8) depend on the initial data (x 0 , x 1 , . . . , x p−1 ). In order to avoid technicalities, without of generality we can assume that for each 1 ≤ j ≤ q there exists at least one 1 ≤ k ≤ m j such that c j,j k = 0. If the last assumption is not true, then the root λ j does not appear in the representation (2.8) for an specific initial data (x 0 , x 1 , . . . , x p−1 ), then we can remove from the representation (2.8) and apply the method described below.
Denote by r = max 1≤j≤q |λ j | > 0. Since the all the roots of the characteristic polynomial (1.3) are real then after multiplicity at most two roots of (1.3) have the same absolute value. The function sign(·) is defined over the domain R \ {0} by sign(x) = x /|x|. Only one of the following cases can be occurred. i) There exists a unique 1 ≤ j ≤ q such that |λ j | = r. Let
Then lim t→+∞ x t t l−1 r t − c j,l (sign(λ j )) t = 0. In this case C = R p \ {0 p }. ii) There exist 1 ≤ j < k ≤ q such that |λ j | = |λ k | = r. Without loss of generality, we can assume 0 < λ k = −λ j . Let l j = max{1 ≤ s ≤ m j : c j,s = 0} and l k = max{1 ≤ s ≤ m k : c k,s = 0}. If l j < l k or l k < l j then by taking l = max{l j , l k } we have lim t→+∞ In the general case, the following lemma provides a fine estimate about the behavior of (1.1) as t goes by. Lemma 2.5 (General Case). For any x = (x 0 , . . . , x p−1 ) ∈ R p \ {0 p } there exist r := r(x) > 0, l := l(x) ∈ {1, . . . , p} and v t :
with (α j , β j ) := (α j (x), β j (x)) ∈ R 2 \ {(0, 0)}, m := m(x) ∈ {1, . . . , p}, and θ j := θ(x) ∈ [0, 1) for any j ∈ {1, . . . , m}. Moreover, sup t≥0 |v t | < +∞.
Proof. From (2.8) we have
Without loss of generality we assume for any k ∈ {1, . . . , q} there exists j ∈ {1, . . . , m k } such that c k,j = 0. Let l k := max{1 ≤ j ≤ m k : c k,j = 0}. Then x t can be rewritten as
where c k,l k = 0 for each k. For each k let r k := λ k be its complex modulus. Without loss of generality we assume:
• r 1 ≤ · · · ≤ r q ,
• there exists an integerh such that rh = · · · = r q , • lh ≤ · · · ≤ l q , • there exists an integer h ≥h such that l h = · · · = l q . Let r := r q and l := l q . By taking v t = r −t (c h,l λ t h + · · · + c q,l λ t q ) we have lim t→+∞ x t t l−1 r t − v t = 0, where λ h , . . . , λ q have the same modulus r, but they have different arguments θ j ∈ [0, 1). Then v t = q j=h (α j cos(2πθ j t) + β j sin(2πθ j t)) .
Since c k,l k = 0 for each h ≤ k ≤ q, then α j and β j are not both zero for any h ≤ j ≤ q. After relabeling we have the desired result.
Remark 2.6. Under no further conditions on Lemma 2.5, we cannot guarantee that lim inf t→+∞ |v t | > 0. For instance, the following corollary provides sufficient conditions for which lim inf t→+∞ |v t | = 0.
Following [23] , we define that the numbers ϑ 1 , . . . , ϑ m are rationally independent if the linear combination k 1 ϑ 1 + . . . + k m ϑ m / ∈ Z for any (k 1 , . . . , k m ) ∈ Z m \ {0 m }. Proof. For any j ∈ {1, . . . , m} notice that d j := α 2 j + β 2 j > 0, and let cos(γ j ) = αj /dj and sin(γ j ) = βj /dj. Then v t can be rewritten as v t = m j=1 d j cos(2πθ j t − γ j ).
Let γ = −( γ1 2π , . . . , γm 2π ) be in the m-dimensional torus (R/Z) m . Then the set {(γ + (θ 1 t, . . . , θ m t)) ∈ (R/Z) m , t ∈ N} is dense in (R/Z) m , for more details see 
Examples
In this section, we analize as far as possible when we fulfilled the hypothesis of Theorem 1.1 when p = 2. To do that, we will precise r, l, v t and C which appear in Lemma 2.3 Since p = 2 then characteristic polynomial is λ 2 − φ 1 λ − φ 2 . Let λ 1 and λ 2 be its roots. Denote r 1 = ||λ 1 || and r 2 = ||λ 2 ||. We assume that (x 0 , x 1 ) = (0, 0). We will analize all the possible cases. i) Real roots with different absolute values. λ 1 and λ 2 are real and r 1 = r 2 . In this case,
where c 1 and c 2 are unique real constants given by initial data x 0 , x 1 . Since (x 0 , x 1 ) = (0, 0) then (c 1 , c 2 ) = (0, 0). Without loss of generality assume that r 1 > r 2 . i.1) If c 1 = 0 then lim t→+∞ x t r t 1 − c 1 (sign(λ 1 )) t = 0. i.2) If c 1 = 0 then c 2 = 0. Therefore lim t→+∞ x t r t 2 − c 2 (sign(λ 2 )) t = 0.
Consequently, C = R 2 \ {(0, 0)}. ii) Real roots with the same absolute value. λ 1 and λ 2 are real and r := r 1 = r 2 . ii.1) If λ 1 = λ 2 = rsign(λ 1 ) then
where c 1 and c 2 are unique real constants given by initial data x 0 , x 1 .
Since (x 0 , x 1 ) = (0, 0) then (c 1 , c 2 ) = (0, 0). Then ii.1.1) If c 2 = 0 then lim t→+∞ x t tr t − c 2 (sign(λ 1 )) t = 0. ii.1.2) If c 2 = 0 then c 1 = 0. Therefore lim t→+∞ x t r t − c 1 (sign(λ 1 )) t = 0.
where c 1 and c 2 are unique real constants given by initial data x 0 , x 1 . Therefore
={(x 0 , x 1 ) ∈ R 2 : x 0 = 0 and x 1 = 0}.
iii) Complex conjugate roots. Since the coefficients of the characteristic polynomial are real if λ is a root of the polynomial, then conjugate λ is also a root. We can assume that λ 1 = re i2πθ and λ 2 = re −i2πθ with r ∈ (0, 1) and θ ∈ (0, 1) \ { 1 /2}. In this setting
where c 1 and c 2 are unique real constants given by initial data x 0 , x 1 . Thus lim t→+∞ x t r t − (c 1 cos(2πθt) + c 2 sin(2πθt)) = 0.
Since (x 0 , It is not hard to see that for any t ≥ p the random variable X (ǫ) t has Gaussian distribution, whose expectation is x t . The following Lemma provides a representation of its variance under the assumption that all the roots of the characteristic equation has Gaussian distribution with mean x t and variance ǫ 2 σ 2 t , where
where λ 1 , . . . , λ p are the roots of characteristic equation (1.3).
Proof. By the superposition principle, the solution of the non-homogeneous linear recurrence (1.2) can be written as the general solution of the homogeneous linear recurrence (1.1) plus a particular solution of the non-homogeneous linear recurrence (1.2) as follows: X solves the homogeneous linear recurrence (1.1) but possible both solutions do not fit the prescribed initial conditions. The initial conditions are fitting after adding themselves. For more details see Section 2.4 of [12] .
To find a particular solution, we introduce the Lag operator L which acting as follows: x t−1 = L • x t . For more details about the Lag operator we recomend Chapter 2 of [15] . Notice that the random linear recurrence (1.2) can be written as
where λ 1 , . . . , λ p are the roots of the characteristic equation (1.3). Since the modules of the roots of the characteristic equation (1.3) are strictly less than one then X (par,ǫ) t = (1 + λ 1 L + λ 2 1 L 2 + · · · ) · · · (1 + λ p L + λ 2 p L 2 + · · · ) • ǫξ t for any t ≥ p. Due to ξ t is only defined for t ≥ p, then X (par,ǫ) t =   1 + ki=1 λ k1 1 · · · λ kp p L + · · · + ki=t−p λ k1 1 · · · λ kp p L t−p   • ǫξ t .
Consequently,
for t ≥ p, where x gen t satisfies (1.1). After fitting the initial conditions, we see that (x gen t : t ∈ N 0 ) is the solution of (1.1) with initial data x 0 , . . . , x p−1 . Therefore x gen t = x t for any t ∈ N 0 . Since (ξ t : t ≥ p) are independently and identically distributed Gaussian random variables with zero mean and unit variance then for t ≥ p, X (ǫ) t is a Gaussian distribution. Therefore it is characterized for its mean and variance. Since the expectation of X 
