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Linear stability of the Linet - Tian solution with positive
cosmological constant.
Reinaldo J. Gleiser∗
Instituto de F´ısica Enrique Gaviola and FAMAF,
Universidad Nacional de Co´rdoba, Ciudad Universitaria, (5000) Co´rdoba, Argentina
The Linet - Tian metrics are solutions of the Einstein equations with a cosmological
constant, Λ, that can be positive or negative. In the limit of vanishing Λ they reduce
to a form of the Levi - Civita metric, and, therefore, they can be considered as
generalizations of the former to include a cosmological constant. The gravitational
instability of both the Levi - Civita metric, and of the Linet - Tian solution with Λ <
0, was recently established, and the purpose of this paper is to extend those results to
the case Λ > 0. A fundamental difference brought about by a positive cosmological
constant, already known in the literature, is in the structure of the resulting space
time. Associated with each of the two commuting Killing vectors ∂φ, and ∂z, there is a
curvature singularity that has the same characteristics as that associated to ∂φ in the
Levi - Civita metric, and we show that there is an isometry relating these singularities
that reduces the effective parameter space of the metrics. In attempting to set up
and solve the linearized perturbation equations we are confronted with the problem
of a gauge ambiguity that leads to the introduction of a gauge invariant function,
W1, that is shown to be also a master function, that satisfies a second order ODE,
and in terms of which one can express all the perturbation functions. Unfortunately,
the equation satisfied by W1 contains singular coefficients, and, although one can
show that all its solutions are regular, because of the presence of these singularities
one cannot, as in the case of negative Λ, set up an associated self adjoint problem
that provides a complete set of solutions for W1. We are thus restricted to solving
numerically the perturbation equations, and using those solutions for constructing
W1, for particular values of the parameters. In all the cases analyzed we find unstable
modes, which strongly suggests that all the Linet - Tian space times with Λ > 0 are
linearly unstable under gravitational perturbations. The problem of determining the
time evolution of arbitrary initial data in terms of the W1, or something equivalent,
remains open.
PACS numbers: 04.20.Jb
I. INTRODUCTION
The Linet - Tian metrics [1], [2], are static solutions of the Einstein equations with a
cosmological constant, Λ, that can be positive or negative, that posses also two commuting
Killing vectors: ∂φ, and ∂z . They are characterized by two constants: one is κ, associated
to the singularities of the metrics, and the other is the cosmological constant Λ. In the limit
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2of vanishing cosmological constant they reduce to a form of the Levi - Civita metric [3], and,
therefore, they can be considered as generalizations of the former to include a cosmological
constant. Both the Levi - Civita metric, and the Linet - Tian solution with negative cosmo-
logical constant, have been found to be gravitationally unstable, as was recently established
in [4] and [5]. The purpose of this paper is to extend those results to the case of positive
cosmological constant. A fundamental difference brought about by a positive cosmological
constant, already known in the literature,[6], [7], is in the structure of the resulting space
time. While for both the Levi-Civita and Linet-Tian metric with negative cosmological
constant it is natural to assign to the space time a cylindrical symmetry, associated to the
Killing vector ∂φ, with ∂z corresponding to translations along the axis of cylindrical sym-
metry, in the case of a positive Λ, one finds that associated with each one of ∂φ, and ∂z,
there is a curvature singularity that has the same characteristics as that associated to ∂φ
in the Levi - Civita metric [6], and, therefore, as indicated in [7], there is no natural way
to consider the resulting space time as cylindrically symmetric. Moreover, we find that, up
to all diverging terms, the singularities associated to ∂φ, and ∂z are independent of Λ, and
are characterized by the same Kretschmann invariant as for the Levi-Civita metric. These
features are analyzed in detail in Section II where we show that there is an isometry relating
these singularities, that reduces the effective parameter space of the metrics.
In Section III we introduce a form of the Linet-Tian metric with a positive cosmological
constant, that aims at simplifying the analysis of its linear stability, by introducing a new
“radial” coordinate y, with a range 0 ≤ y ≤ 1, with y = 0 the singularity associated to ∂φ,
and y = 1 to that associated to ∂z. In Section IV we consider a general linear perturbation
of the metric, but independent of φ, in agreement with the above mentioned isometry.
We include a detailed analysis of the resulting gauge dependence and ambiguities of the
perturbations, and show that the perturbations separate into two groups that transform
independently under coordinate transformations. This is also in agreement with the form of
the perturbation equations, that show the same separation into the two independent groups.
The present analysis concentrates on one of these groups, which we call the “diagonal” case,
and the other is left for a separate study. In Section V we consider the diagonal case, and
display the corresponding Einstein equations, which in this case reduce to a system of three
linear, first order ODE for three functions describing the perturbations. We analyze the
possible independent solutions by obtaining their behaviour either as y → 0, or y → 1. We
show that the system admits three independent solutions: one is a pure gauge solution that
can be given as an exact solution using the results of Section IV. The other two can be
separated into one that approaches a finite limit either as y → 0, or y → 1, while the other
diverges as ln(y), as y → 0, or as ln(1− y) when y → 1. Unfortunately, as discussed in the
text, because of the already mentioned gauge ambiguities it contains, the system as such is
not adequate for an analysis of the possible unstable modes of the perturbations. To solve
this problem we introduce in Section VI a gauge invariant function, W1(y), that approaches
finite limits for either y → 0, or y → 1, when the corresponding gauge independent part of the
system approaches similar limits. Moreover, we show that W1(y) is also a master function,
in terms of which we can express all the perturbation functions. The gauge dependence
of these functions can easily be seen in those expressions. We show that W1(y) satisfies a
second order linear ODE. Imposing boundary values on the solutions of this ODE we look
for the possible spectrum of unstable modes. A first approach: changing to a new variable
r = r(y) and function W˜1(r), that satisfies (one dimensional) Schroedinger like equation, to
determine the spectrum, unfortunately fails, because the resulting “potential” is singular.
3This singularity can be traced to the fact that the ODE that W1 satisfies has also singular
coefficients, although one can show that all the solutions are regular in 0 < y < 1. In view
of these difficulties we recapitulate in Section VII on the nature of the problem we want
to solve, and give the reasons for considering directly a numerical analysis of the system of
ODE’s satisfied by the perturbation functions. This analysis is carried out in Section VIII,
for two particular choices of parameters, after imposing appropriate boundary conditions,
which are explicitly given, at either y = 0, or y = 1. The numerically computed functions
are then used to compute the gauge invariant function W1(y), and a “shooting” approach
is applied to obtain the two lowest eigenvalues. We find that, in both cases, the lowest
eigenvalue corresponds to an unstable mode, while the next to lowest eigenvalue corresponds
to a stable one. The special cases κ = 0, and κ = 1 are analyzed in Section IX. Finally, in
Section X we give a brief description of the main results of the paper, and discuss several
issues not covered here, that will be considered in a separate paper.
II. SOME PROPERTIES OF THE LINET - TIAN METRIC WITH A POSITIVE
COSMOLOGICAL CONSTANT.
In the case Λ > 0 (positive cosmological constant), the Linet - Tian metric can be locally
written in the form,
ds2 = Q2/3
(−P p1dt2 + P p2dz2 + P p3dφ2)+ dρ2 (1)
where:
Q(ρ) =
1√
3Λ
sin
(√
3Λρ
)
P (ρ) =
2√
3Λ
tan
(√
3Λ
2
ρ
)
(2)
and the parameters pi satisfy,
p1 + p2 + p3 = 0
p1
2 + p2
2 + p3
2 =
8
3
(3)
They may be parameterized as [9],
p1 = −
2(1− 2κ− 2κ2)
3(1 + κ + κ2)
p2 = −2(1 + 4κ+ κ
2)
3(1 + κ + κ2)
(4)
p3 =
2(2 + 2κ− κ2)
3(1 + κ+ κ2)
It is clear from (1,2) that both ∂/∂φ, and ∂/∂z, are Killing vectors. In a cylindrically
symmetric metric one usually identifies ∂/∂φ as a “rotational” Killing vector, assuming for
4φ a finite range, say 0 ≤ φ ≤ 2π, with the ends identified, and identifies ∂/∂z with a
“translational” Killing vector, allowing for z the range −∞ < z < +∞. This situation
appears natural in the case Λ < 0, as, for instance, in [4]. On the other hand, for Λ > 0,
this identification is far more delicate. Consider again (2). This may be written in the form,
Q(ρ) =
1
2
√
3Λ
sin
(√
3Λ ρ/2
)
cos
(√
3Λ ρ/2
)
P (ρ) =
2√
3Λ
sin
(√
3Λ ρ/2
)
cos
(√
3Λ ρ/2
) (5)
and, therefore, (after some constant rescalings of (t, z, φ)), and using (4) explicitly, (1) may
be written in the form,
ds2 = − sin
(√
3Λ ρ/2
) 2κ(1+κ)
1+κ+κ2
cos
(√
3Λ ρ/2
)
−
2(κ+2)(κ−1)
3(1+κ+κ2)
dt2
+dρ2 (6)
+ sin
(√
3Λ ρ/2
) −2κ
1+κ+κ2
cos
(√
3Λ ρ/2
) 2(κ+2)(2κ+1)
3(1+κ+κ2)
dz2
+ sin
(√
3Λ ρ/2
) 2(1+κ)
1+κ+κ2
cos
(√
3Λ ρ/2
) 2(2κ+1)(κ−1)
3(1+κ+κ2)
dφ2
But, if we now introduce a new coordinate r as follows,
ρ =
π√
3Λ
− r (7)
and a new parameter η such that,
κ =
1− η
2η + 1
(8)
we find that (6) takes the form,
ds2 = − sin
(√
3Λ r/2
) 2η(1+η)
1+η+η2
cos
(√
3Λ r/2
)
−
2(η+2)(η−1)
3(1+η+η2)
dt2
+dr2 (9)
+ sin
(√
3Λ r/2
) −2η
1+η+η2
cos
(√
3Λ r/2
) 2(η+2)(2η+1)
3(1+η+η2)
dφ
+ sin
(√
3Λ r/2
) 2(1+η)
1+η+η2
cos
(√
3Λ r/2
) 2(2η+1)(η−1)
3(1+η+η2)
dz2
which is the same as that of (6), with the replacement of κ by η and an exchange of the roles
of z and φ. In other words, any Linet-Tian metric with positive Λ, and parameter κ is locally
isometric to a Linet - Tian metric with the same Λ, and parameter η related to κ through
(8), but with the roles of z and φ interchanged. This indicates that there is no intrinsic
geometric difference between the Killing vectors ∂/∂z, and ∂/∂φ. In fact both represent
“rotations” about a symmetry axis. ∂/∂φ corresponds to rotations about the axis at ρ = 0,
and ∂/∂z to rotations about the axis at ρ = π/
√
3Λ. We may, on this account, “naturally”
assume a finite range for both z and φ, with the ends identified, so that the integral curves
5of both Killing vectors are generally of finite length. But even with this assumption this
length may diverge as ρ approaches either 0 or π/
√
3Λ. The particular behaviour depends
on κ. In accordance with (6), as ρ→ 0 we have,
∂
∂φ
· ∂
∂φ
∼ ρ
2(1+κ)
1+κ+κ2
∂
∂z
· ∂
∂z
∼ ρ −2κ1+κ+κ2 (10)
and, therefore, for fixed t, the length of any segment corresponding to a finite interval in
z with constant φ, and ρ diverges as we approach ρ = 0. In particular, one would have to
assign infinite length to any segment of the “line source” at ρ = 0. On the other hand, as
ρ→ π/
√
3Λ, or, using (7), as r → 0, we have,
∂
∂φ
· ∂
∂φ
∼ r
2(2κ+1)(κ−1)
3(1+κ+κ2)
∂
∂z
· ∂
∂z
∼ r
2(κ+2)(2κ+1)
3(1+κ+κ2) (11)
and in this case the length of any segment corresponding to a finite interval of φ, with
constant ρ and z, (assuming κ ≥ 0), diverges as ρ→ π/
√
3Λ, only if κ < 1. Thus, the “line
source” at ρ = π/
√
3Λ, has infinite length only for the range 0 ≤ κ ≤ 1.
We can gain some more insights into the physical meaning of the singularities in the
Linet - Tian metric by noticing that, generally, in the limit Λ = 0 the Linet - Tian solution
reduces to a form of the Levi - Civita metric:
ds2 = −ρ
2κ(1+κ)
1+κ+κ2 dt2 + ρ
−2κ
1+κ+κ2 dz2 + ρ
2(1+κ)
1+κ+κ2 dφ2 + dρ2 (12)
But we can also check that (to leading order), (12) corresponds to the limit ρ→ 0, for fixed
Λ, so that the singularity for ρ→ 0 of the Linet - Tian metric has the same nature as that
of the Levi - Civita metric. For this latter metric, in the range 0 ≤ κ < +∞, κ is related to
the mass per unit length of a possible regular material source that replaces the singularity,
and makes the metric regular for ρ = 0. For this reason we might consider restricting κ to
that range. But we must recall here the equivalent roles played by ∂/∂φ, and ∂/∂z, given
by the map κ→ η, and its inverse. In accordance with (8), η ≥ 0 only if κ ≤ 1. Since η ≥ 0
is required to interpret it in terms of a mass per unit length, in what follows we shall restrict
to the range,
0 ≤ κ ≤ 1 (13)
It is clear from (3) that in all cases at least one of the pi < 0. This, on account of
(2), implies that at least one of the metric coefficients diverges either for ρ → 0, or ρ →
π/
√
3Λ. It is instructive to compute the Kretschmann scalar K, given by K = RαβµνRαβµν
corresponding to (1), to see the effect these divergences have on the structure of the space
time. It is given by,
K =
16Λ2
3 sin4(
√
3Λρ)
[
4 cos4
(√
3Λρ
2
)[
1 + 2 sin4
(√
3Λρ
2
)]
−(κ− 1)
2(2κ+ 1)2(κ+ 2)2
(1 + κ+ κ2)3
cos
(√
3Λρ
)]
(14)
6Near ρ = 0 this admits the expansion,
K =
16κ2(1 + κ)2
(1 + κ+ κ2)3
ρ−4 +
8Λκ2(1 + κ)2
(1 + κ + κ2)3
ρ−2
+
2Λ2(36κ3 + 43κ2 + 43κ4 + 30κ5 + 30κ+ 10 + 10κ6
5(1 + κ+ κ2)3
+O (ρ2) , (15)
and, therefore, the leading divergence is independent of Λ and coincides, as expected from
the above discussion on the limit of the Linet - Tian metric as ρ→ 0, with the corresponding
singularity for the Levi - Civita metric.
On the other hand, in the limit ρ = π/
√
3Λ, setting again ρ = π/
√
3Λ− r, near r = 0 we
have,
K =
16(κ− 1)2(2κ+ 1)2(κ + 2)2
27(1 + κ+ κ2)3
r−4 +
8Λ(κ− 1)2(2κ+ 1)2(κ+ 2)2
27(1 + κ + κ2)3
r−2
+
2Λ2(202κ6 + 606κ5 + 1671κ4 + 2332κ3 + 1671κ2 + 606κ+ 202
135(1 + κ + κ2)3
+O (r2) . (16)
or, in terms of η,
K =
16η2(1 + η)2
(1 + η + η2)3
r−4 +
8Λη2(1 + η)2
(1 + η + η2)3
r−2
+
2Λ2(36η3 + 43η2 + 43η4 + 30η5 + 30η + 10 + 10η6
5(1 + η + η2)3
+O (r2) , (17)
which is identical to (15), but with ρ replaced by r and κ by η, and, therefore, we find the
same structure of the singularities (in K), at both ρ = 0 and ρ = π/
√
3Λ. This is of course
in complete agreement with the properties of the Linet - Tian metric analyzed above.
The fact that the singularity for ρ = π/
√
3Λ of the Linet - Tian metric with positive
Λ has this special character [6], was already noticed by Griffiths and Podolsky. [7]. In
their words, they considered this case of the Linet - Tian metric as “apparently cylindrical”.
This is because, as already indicated, as we approach the limit ρ = π/
√
3Λ, we find again
a Levi - Civita metric, but this time with the roles of ∂/∂φ, and ∂/∂z interchanged, and
the metric corresponds to the space time of a line source extended in the φ direction, with
∂/∂z the rotational Killing vector around the line source. The resulting space time has,
for 0 < ρ < π/
√
3Λ, a “toroidal” symmetry, where the orbits of ∂/∂φ, and ∂/∂z, are
orthogonal and of finite length. This feature of the Linet - Tian metric with Λ > 0 was used
in [7] to construct extensions of the metric by matching it to an appropriate Einstein space.
Here we shall be interested in the (linear) stability of the Linet - Tian metric metric under
gravitational perturbations, restricting κ to the range 0 ≤ κ ≤ 1, (and therefore we also
have 1 ≥ η ≥ 0), where we have a simpler physical interpretation for both singularities.
III. A NEW FORM OF THE METRIC.
It will be convenient, for the analysis of the linear perturbations of the Linet - Tian
metric, to change the coordinate ρ to a new coordinate y, such that,
y = sin2
(√
3Λ ρ/2
)
(18)
7We then have,
P (ρ) =
2
√
y√
3Λ
√
1− y
Q(ρ) =
2
√
y
√
1− y√
3Λ
(19)
and (after some constant rescaling of t, z, and φ), the metric takes the form,
ds2 = −y1/3+p1/2(1− y)1/3−p1/2dt2 + 1
3Λy(1− y)dy
2
+y1/3+p2/2(1− y)1/3−p2/2dz2 + y1/3+p3/2(1− y)1/3−p3/2dφ2 (20)
where y is restricted to the range 0 ≤ y ≤ 1. This is the form that will be used as the
unperturbed metric in the rest of the paper.
IV. GAUGE AMBIGUITIES.
We may write the general linear perturbation of the Linet - Tian metric in the form,
gµν(t, y, z, φ) = g
(0)
µν (y) + ǫhµν(t, y, z, φ) (21)
where g
(0)
µν (y) is the (unperturbed) Linet-Tian metric (20), and ǫ is an auxiliary parameter,
that will be used to keep track of the linearity of the perturbations. hµν represent the most
general perturbation. We notice, however, that since ∂t, ∂z, and ∂φ are Killing vectors of
g
(0)
µν , we may restrict to perturbations of the form,
hµν(t, y, z, φ) = e
i(Ωt−kz−ℓφ)fµν(y) (22)
In this paper, however, and because of the indicated relations between ∂z, and ∂φ, an also
for simplicity, we will consider only the case ℓ = 0, so that the perturbations will depend
only on (t, x, z). The resulting general perturbed metric, however, is still subject to gauge
ambiguities, resulting from the fact that we can change coordinates in such a way that the
form of the metric is maintained. More explicitly, consider new coordinates (T, Y, Z,Φ),
such that,
t = T + ǫ ei(ΩT−kZ)QT (Y )
y = Y + ǫ ei(ΩT−kZ)QX(Y )
z = Z + ǫ ei(ΩT−kZ)QZ(Y )
φ = Φ + ǫ ei(ΩT−kZ)QΦ(Y ) (23)
where the QA are arbitrary functions. Then if we write the general perturbed metric in the
form,
ds2 = − y
1/3+p1/2
(1 − y)p1/2−1/3
(
1 + ǫei(Ωt−kz)F1(1)
)
dt2 +
1
3Λy(1− y)
(
1 + ǫei(Ωt−kz)F2(y)
)
dy2
+
y1/3+p2/2
(1− y)p2/2−1/3
(
1 + ǫei(Ωt−kz)F3(y)
)
dz2 +
y1/3+p3/2
(1− y)p3/2−1/3
(
1 + ǫei(Ωt−kz)F4(y)
)
dφ2
+2ǫei(Ωt−kz)F5(y)dtdy + 2ǫe
i(Ωt−kz)F6(y)dtdz + 2ǫe
i(Ωt−kz)F7(y)dzdy
+2ǫei(Ωt−kz)F8(y)dtdφ+ 2ǫe
i(Ωt−kz)F9(y)dydφ+ 2ǫe
i(Ωt−kz)F10(y)dzdφ , (24)
8we find that under the transformation (23), again to linear order in ǫ, we get a new metric
of the same form as (24), but with new functions F˜i, related to the old Fi by,
F˜1(Y ) = F1(Y ) + 2iΩQT (Y )− (4Y − 2− 3p1)QY (Y )
6Y (1− Y )
F˜2(Y ) = F2(Y ) +
(2Y − 1)QY (Y )
Y (1− Y ) + 2
dQY
dY
F˜3(Y ) = F3(Y ) +
(3p2 − 4Y + 2)QY (Y )
6Y (1− Y ) − 2ikQZ(Y )
F˜4(Y ) = F4(Y ) +
(2 + 3p3 − 4Y )QY (Y )
6Y (1− Y )
F˜5(Y ) = F5(Y ) +
iΩQY (Y )
3ΛY (1− Y ) − Y
1/3+p1/2(1− Y )1/3−p1/2dQT
dY
F˜6(Y ) = F6(Y ) + iΩY
1/3+p2/2(1− Y )1/3−p2/2QZ(Y )
+ikY 1/3+p1/2(1− Y )1/3−p1/2QT (Y )
F˜7(Y ) = F7(Y )−
ikQY (Y )
3ΛY (1− Y ) + Y
p2/2+1/3(1− Y )1/3−p2/2dQZ
dY
F˜8(Y ) = F8(Y ) + iΩY
1/3+p3/2(1− Y )1/3−p3/2QΦ(Y )
F˜9(Y ) = F9(Y ) + Y
1/3+p3/2(1− Y )1/3−p3/2dQΦ
dY
F˜10(Y ) = F10(Y )− ikY 1/3+p3/2(1− Y )1/3−p3/2QΦ(Y ) (25)
Notice that (25) actually separates into two groups. The first contains F˜i, (i = 1..7),
and QT , QY , and QZ , while the other contains F˜i, (i = 8, 9, 10), and only QΦ. The two
groups transform independently. This is in correspondence with the fact that the linearized
Einstein equations for the perturbed metric split into two sets, one that couples the Fi,
with i = 1..7 with each other, and a separate one that couples only F8, F9, and F10 with
each other. For reasons to be discussed below, we shall call the latter the “non diagonal”
case, and the former the “diagonal case”. In this paper we will concentrate in the “diagonal
case”. The “non diagonal case”, together with several other interesting properties of the
linear perturbations of the Linet - Tian metric will be considered in a separate paper.
V. THE DIAGONAL CASE.
As we have already indicated, the Einstein equations couple only F1 ,F2, F3, F4, F5, F6,
and F7 to each other, but leave as a separate set F8, F9, and F10. Going back to (25), it is
clear that we can always choose QY , QT , and QZ such that F˜5 = 0, F˜6 = 0, and F˜7 = 0.
(Notice that at this stage we may replace Y → y, T → t, and Z → z without any ambiguity).
This implies that without loss of generality we may restrict to the “diagonal” case where
only F1, F2, F3, and F4 are non vanishing. This choice is consistent with the equations of
motion but it is not free from gauge ambiguities. This is because, in accordance with (25),
9a coordinate transformation with the Qi of the form,
Qt(y) = y
p2/4−p1/4(1− y)p1/4−p2/4ΩQ0
Qy(y) =
3i
4
y1/3−p3/2(1− y)1/3+p3/4ΛQ0 (26)
Qz(y) = y
p1/4−p2/4(1− y)p2/4−p1/4kQ0
where, Q0 is an arbitrary constant, leaves the diagonal form invariant. This, as shown
below, has some important consequences that will be relevant in the analysis of the resulting
equations of motion.
We must remark at this point that there are other choices of gauge, that is, of the
non vanishing Fi, that are essentially free of gauge ambiguities. The problem with those
choices is that they lead to equations that are considerably more complicated and difficult
to handle than the “diagonal” choice made for our analysis, and for this reason they were
not considered here.
Consider now the linearized Einstein equations. These can be written in the form,
F2(y) = −F4(y), (27)
dF1
dy
+
dF4
dy
+
p1 − p2
4y(1− y)F1 −
8y + 9p2 − 4 + 3p1
12y(1− y) F4 = 0, (28)
dF3
dy
+
dF4
dy
− p1 − p2
4y(1− y)F3 −
8y + 9p1 − 4 + 3p2
12y(1− y) F4 = 0, (29)
and,
dF4
dy
=
Ω2 (1− y)p1/2−1/3 (F3 + F4)
2Λ y1/3+p1/2 (2− 4y + 3p3)
− k
2 (1− y)p2/2−1/3 (F1 + F4)
2Λyp2/2+1/3 (2− 4y + 3p3)
+
(p1 − p2) (− (8 y − 4 + 3p1)F1 + F3 (8y − 4 + 3p2))
8 (−1 + y) y (2− 4y + 3p3)
+
(32y2 − (32 + 120p3) y + 60p3 + 45p1p2 + 44)F4
24 (4y − 2− 3p3) y (1− y)
(30)
Clearly, this system can also be written in the form dFi/dy = fi(y, F1, F3, F4), where the
functions fi are linear in the Fi. Since 4y − 3p3 − 2 = 4y − 6(κ + 1)/(1 + κ + κ2) < 0 in
0 < y < 1, the y-dependent coefficients of the Fi are regular in 0 < y < 1, but singular,
in general, for both y = 0 and y = 1. This result implies that the general solution of
the system (28,29,30) can be written as a linear combination of three appropriately chosen
linearly independent solutions, which are regular, i.e., non singular, in 0 < y < 1, but may
be singular at either or both y = 0, and y = 1. One of these solutions can be obtained
immediately replacing the Fi by their purely gauge dependent part, given by (25), with the
10
Qi(y) given by (26), and setting the Fi = 0 on the right hand side of (26). Namely, the set,
F1(y) =
(3p1 + 2− 4y)yp1/4+p2/4−1/3(p1 − p2)ΛQ0
(1− y)p1/4+p2/4+2/3 +
16yp1/4−p2/4Ω2Q0
(1− y)p1/4−p2/4
F3(y) =
(3p2 + 2− 4y)yp1/4+p2/4−1/3(p1 − p2)ΛQ0
(1− y)p1/4+p2/4+2/3 +
16yp2/4−p1/4k2Q0
(1− y)p2/4−p1/4
F4(y) =
(2− 4y + 3p3)(p1 − p2)Λ
y2/3+p3/4(1− y)2/3−p3/4 Q0 (31)
where Q0 is a constant, is a pure gauge solution of the system (28,29,30), that can always be
removed by an appropriate coordinate transformation. Notice that this solution is regular
for 0 < y < 1, as indicated, but it is divergent both for y → 0 and y → 1.
If we consider the system in more detail, we find that, besides (31), we have two other
independent solutions, one of which, near y = 0, behaves as,
F1(y) ≃ −2 + 4κ+ κ
2
κ(2 + κ)
c0 + a1y
1
1+κ+κ2
F3(y) ≃ − κ
2 − 2
κ(2 + κ)
c0 + b1y
1
1+κ+κ2
F4(y) ≃ c0 + c1y
1
1+κ+κ2 (32)
plus higher order terms, where c0 is an arbitrary constant, and
a1 =
(2 + κ)(κ2 − 2 + 2κ)(1 + κ+ κ2)2Ω2c0
3κ(κ2 + 2κ+ 4)Λ
b1 =
(κ− 2)(κ2 + 2 + 2κ)(1 + κ+ κ2)2Ω2c0
3κ(κ2 + 2κ+ 4)Λ
c1 =
(2− 2κ− κ2)(κ2 + 2 + 2κ)(1 + κ+ κ2)2Ω2c0
3(2 + κ)(κ2 + 2κ+ 4)Λ
(33)
and, therefore, the Fi approach a finite limit as y → 0, but with divergent derivatives in
that limit, because (1 + κ + κ2)−1 < 1, for κ > 0.
For the other solution, near y = 0, we have,
F1(y) ≃ −2 + 4κ+ κ
2
κ(2 + κ)
c2 ln(y) +
66κ+ 80κ2 + 47κ3 + 13κ4 + 20 + 2κ5
κ3(2 + κ)2
c2
F3(y) ≃ 2− κ
2
κ(2 + κ)
c2 ln(y) +
34κ+ 16κ2 − 3κ3 − 5κ4 + 20− 2κ5
κ3(2 + κ)2
c2
F4(y) ≃ c2 ln(y) + 2κ
2 + 5κ+ 5
κ2
c2 (34)
where c2 is an arbitrary constant, plus terms that vanish as y → 0, and, therefore, the Fi
diverge as ln(y).
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Similarly, near y = 1, we have a solution that behaves as,
F1(y) ≃ κ
2 − 8κ− 2
3κ(2 + κ)
c3 + a4
k2
Λ
c3(1− y)
(1−κ)2
3(1+κ+κ2)
F3(y) ≃
2− 7κ2 − 4κ
3κ(2 + κ)
c3 + b4
k2
Λ
c3(1− y)
(1−κ)2
3(1+κ+κ2)
F4(y) ≃ c3 + c4
k2
Λ
c3(1− y)
(1−κ)2
3(1+κ+κ2) (35)
plus higher order terms, c3 is an arbitrary constant, and a4, b4, and c4 are constants that
depend only on κ. For the other independent solution F1, F3 and F4 diverge as ln(1− y) as
y → 1, but we shall not display their leading behaviour for simplicity. Thus, we see that the
system has solutions that are well behaved, i.e., do not diverge, at either y = 0 or y = 1.
What this means is that if we consider a solution that behaves as (32) near y = 0,
then, in general, as we approach y = 1, it will behave as a linear combination of the three
linearly independent solutions characterized by their behaviour near y = 1, and, therefore,
it will diverge for y → 1. As discussed, for instance in [4] or [5], we should, in principle,
consider only as appropriate those solutions of the perturbation equations such that the Fi
do not diverge either at y = 0 or y = 1. Since solutions of the system can only be obtained
numerically, one might then try to impose this condition at say y = 0, and, for fixed κ
and k, look for possible values of Ω, such that the solution is also finite as we approach
y = 1. Unfortunately, because of the gauge ambiguities contained in the system, this simple
“shooting” procedure fails to provide the required solutions. What is required here is a gauge
invariant function that carries the physical properties of the perturbations, and satisfies the
finiteness requirements, while the Fi themselves may still contain gauge dependent divergent
components. This problem is considered in the next Section.
VI. GAUGE INVARIANT FORMULATION.
Gauge invariant functions may be constructed in general as a linear combinations of the
Fi(y). Let us call F
g
i (y) the solutions given by (31), then, a suitable example, is the function,
W (y) = K(y) [F g3 (y)F4(y)− F g4 (y)F3(y)] (36)
where K is an arbitrary function of y. If we choose,
K(y) = CK
y2/3+p3/4
(1− y)p3/4−2/3 , (37)
after adjusting the constant CK , we get,
W1 (y) = −Λ (2− 4y + 3p3) (p1 − p2)F3
+
(
Λ (2− 4y + 3p2) (p1 − p2) + 16 (1− y)2/3+p2/2 yp2/2+2/3k2
)
F4 (38)
Notice that, since,
y2/3−p2/2(1− y)2/3+p2/2 = y
(1+κ)2
1+κ+κ2 (1− y)
(1−κ)2
3(1+κ+κ2) , (39)
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the coefficients of F3, and F4 are finite both for y → 0 and y → 1. In particular, near y = 0,
for the solution (32) we have,
W1(y) ≃ 72(1 + κ)(2 + 2κ+ κ
2)
(1 + κ+ κ2)3
Λc0 − 24(1 + κ)(2 + 2κ+ κ
2)
(1 + κ + κ2)
Ω2c0y
1
1+κ+κ2 , (40)
and, near y = 1, for the solution (35),
W1(y) ≃
8(1− κ)(5κ2 + 2κ+ 2)(2κ+ 1)3
3(1 + κ+ κ2)3
Λc3 + d4c3k
2(1− y)
(1−κ)2
3(1+κ+κ2) (41)
plus higher order terms, and where d4 is a constant that depends only on κ. Thus, W1 is
well defined and finite for data that satisfies the finite boundary conditions (32), (35).
But a crucial property of W1 is that it is not only gauge invariant, but it is also a master
variable, in the sense that the full perturbation can be reconstructed from W1. This can be
seen as follows. First, we solve(38) for F3 in terms of W1, and, F4,
F3(x) =
KF g3F4 −W1
KF g4
(42)
Replacing (42) in (29), using the fact that the F gi are solutions of (29), and rearranging
terms we find,
d
dy
(
F4
F g4
)
=
W1 (p2 − p1)
4F g4K (F g3 + F g4 ) y (1− y)
+
1
F g3 + F
g
4
d
dy
(
W1
F g4K
)
, (43)
which implies,
F4(y) = F
g
4
∫ y
0
[
(p2 − p1)W1
4F g4K (F g3 + F g4 ) y (1− y)
+
1
(F g3 + F
g
4 )
d
dy
(
W1
F g4K
)]
dy
+CF g4 (y), (44)
where C is an arbitrary constant, and, therefore, we can express F4 entirely in terms of W1,
and the already known pure gauge solutions.
Using the expressions for F3, and F4 we may also obtain an expression for F1(y), in terms
of W1(y), but it turned out to be more useful for the derivations to solve (30) for F1(y).
This is given by,
F1 =
16µΛy (1− y) (2µy − 3− 3κ)
A1
dF4
dy
+
4A4 F4
3A1
+4
4 (1− y) (2 κ+1)
2
3µ yµ
−1
µ2Ω2 − κ (κ + 2) (4µ y − 3 (1 + κ)2)Λ
A1
F3 (45)
where µ = 1 + κ+ κ2,
A1(y) = 16µ
2 (1− y) (κ−1)
2
3µ y
(1+κ)2
µ k2 − 4 κ (κ+ 2) (4µ y − 3)Λ (46)
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and,
A4(y) = 12 (1− y)
(2κ+1)2
3µ y
1
µµ2Ω2 − 12µ2 (1− y) (κ−1)
2
3µ y
(1+κ)2
µ k2
− (8y2µ2 + 12µ (κ2 − 4κ− 4) y + 72κ− 9κ4 + 36− 18κ3 + 18κ2)Λ (47)
Thus, as indicated, we have succeeded in expressing the full diagonal perturbation in
terms of the master function W1. The resulting expressions, nevertheless, still contain the
gauge ambiguities. In fact, going back to (44), we can see as expected, that F4 reduces to
F g4 when W1(y) = 0, the pure gauge situation. But, suppose now that we insert in (44)
an appropriate non trivial W1(y), satisfying the boundary conditions (40,41). It is easy to
check that if we also set C = 0, the resulting F4(y) satisfies (32) near y = 0. But, we can
also check that near y = 1, since the integral is finite, F4(y) approaches in general F
g
4 (y).
There is no contradiction here, it simply means that we cannot choose a simple gauge where
F4 is free of F
g
4 (y) “contamination”. This suggests that we look directly for the equation
that W1(y) should satisfy, when the Fi satisfy their corresponding equations. This can be
achieved going back (43), and taking a new y-derivative. Solving for d2W1/dy
2, and after
several replacements, using the evolution equations for the Fi, we finally get the following
equation for W1(y),
−d
2W1
dy2
+
4A2
3y (y − 1)A1
dW1
dy
− 4A3
3y (y − 1)2 ΛA1
W1 =
Ω2
Λy
2µ−1
µ (1− y) 2µ+33µ
W1 (48)
where µ = 1 + κ+ κ2,
A2(y) = 4 (1− y)
(κ−1)2
3µ y
(1+κ)2
µ µ
(
2µy − 3κ2 − 9κ− 3) k2
+3κ (κ + 2)
(
3 +
(−2 + 4κ+ 4κ2) y)Λ (49)
and,
A3(y) = −4 y
1+3κ+κ2
µ (1− y) 2(κ−1)
2
3µ µ2k4
+y
κ
µ (1− y) (κ−1)
2
3µ
[
8y2µ2 − 4µ (2 + 8κ+ 5 κ2) y
+3κ (2κ+ 3) (2κ+ 1) (κ+ 2)] Λk2 + 6κ (κ+ 2) (2µ− 3) (y − 1)Λ2. (50)
We notice now that (48) has the general form,
−d
2W1
dy2
+Q1(y)
dW1
dy
+Q2(y)W1 =
4
3Λ(1− y) 2µ+33µ y 2µ−1µ
Ω2W1 (51)
This may be put in a Schrodinger - like form introducing a new coordinate r = r(y), and
two new functions, K(y), and W˜1(r), such that,
W1(y) = K(y)W˜1 (r(y)) (52)
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Replacing in (51) we get,
−d
2W˜1
dr2
−
(
2
(
dK
dy
)
dr
dy
+K
d2r
dy2
−Q1Kdr
dy
)
K
(
dr
dy
)2 dW˜dr −
(
d2K
dy2
−Q1dK
dy
−Q2K
)
K
(
dr
dy
)2 W˜1
=
4 (1− y)− 2µ+33µ y 1−2µµ Ω2
3Λ
(
dr
dy
)2 W˜1 (53)
If we impose now that r(y) be a solution of,
dr
dy
=
2
√
3 (1− y) 2µ+36µ y 2µ−12µ
, (54)
and also that K(y) is a solution of,
2
dr
dy
dK
dy
+
(
d2r
dy2
−Q1 dr
dy
)
K = 0, (55)
replacing in (51), we find that W˜1 satisfies the Schro¨dinger - like equation,
− d
2W˜
dr2
+VW˜1 =
Ω2
Λ
W˜1, (56)
where the “potential” V is given by,
V =
2
dr
dy
d3r
dy3
− 3
(
d2r
dy2
)2
+
(
dr
dy
)2(
Q1
2 − 2dQ1
dy
+ 4Q2
)
4
(
dr
dy
)4 (57)
and, therefore, it is explicitly given as a function of y, through (54), even if we do not have
explicit solutions for either (54) or (55). Actually, in our case we do have the general solution
of (54),
r (y) =
2µy
1
µ
√
3
2F1(
1
2µ
,
3 + 2µ
6µ
;
1 + 2µ
2µ
; y2) + C, (58)
where 2F1(a, b; c; x
2) is a hypergeometric function, with C an arbitrary constant, that we
may set equal to zero. We may use now (58) to construct a parametric representation of
V(y). This would in principle allow us, as in similar quantum mechanical problems, to carry
out a qualitative analysis of the possible spectrum of allowed values of the “eigenvalues”
Ω2/Λ, and therefore obtain information on the existence of solutions with Ω2 < 0, signalling
unstable solutions of the evolution equations. Unfortunately, in our case, that is, Eq. (48),
the functions Q1, and Q2 have vanishing denominators at some point 0 < y0 < 1. This
is because irrespective of the value of k, the function A1 is continuous in 0 < y < 1, and
we have A1(0) = −3κ(κ + 2) < 0 and A1(1) = κ(κ + 2)µ > 0. This vanishing of the
denominators introduces single poles as functions of y in (48), but, as can be checked, it
implies that V(y) has a double pole at the corresponding value of y, and, therefore, (56)
cannot be made self adjoint, and the analysis fails. On this account we need to go back to
system (28,29,30), and analyze it as it stands.
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VII. SETTING UP THE PROBLEM.
Let us go back to (22). The idea there is that solving the equations for the fµν , for fixed
Ω, k, and ℓ, we should get a complete set, in the sense that one should be able to express
the evolution of an arbitrary perturbation in the form,
hµν(t, y, z, φ) =
∑
k
∑
ℓ
∑
Ω
Ck,ℓ,Ω ei(Ωt−kz−ℓφ)fµν(y,Ω, k, ℓ) (59)
where the coefficients Ck,ℓ,Ω are determined by the initial data, and, therefore, the central
problem is constructing appropriate sets of functions fµν .
In the previous sections we found that for the diagonal perturbations W1(y) is a not only
gauge invariant, but it is also a master function, in terms of which we can express all the
metric coefficients involved in that class of perturbations. By imposing that W1(y) must
satisfy appropriate boundary conditions both at y = 0 and y = 1, we transform (48) in
a boundary value problem that determines the acceptable solutions W1(y), and associated
values of Ω. As we have shown, these solutions are all finite, in spite of the fact that the
coefficients in (48) are singular. Although our argument is based on its definition in terms
of the Fi, it is easy to check that if the singularity is at y = y0, where y0 is the solution of,
k2 =
κΛ (κ+ 2) (4 y0 µ− 3)
(1− y0 ) (κ−1)
2
3µ y0
(1+κ)2
µ µ2
(60)
then, in the neighbourhood of y = y0, the general solution of (48), admits a regular expansion
of the form,
W1 = a0 +
a0 (2 y0 µ− κ− 2) (−3µ+ 3 + 2 y0 µ) (y − y0)
2 (−3 − 3 κ+ 2 y0 µ) (y0 − 1) y0 µ
+a0
(
(1− y0)−
2µ+3
3µ Ω2
Λy0
2µ−1
µ
− κ (κ+ 2) (2µ(y0 − 3) + 9 + 3κ) (4y0µ− 3)
24y02 (−3− 3κ+ 2y0µ) (y0 − 1)2 µ2
)
(y − y0)2
+a3 (y − y0)3 + a4 (y − y0)4 + . . . (61)
where a0, and a3 are arbitrary constants, a4 is determined in terms of a0 and a3, and dots
indicate higher order terms, also completely determined in terms of a0, and a3. Notice that,
since k2 > 0, we must have 1/4 ≤ 3/(4µ) ≤ y0 < 1.
Since the interval 0 ≤ y ≤ 1 is finite, regularity ofW1(y) in the interval, plus a “shooting”
type argument for the behaviour at y = 1, starting with, for instance, the boundary condi-
tions at y = 0, indicates that the spectrum of allowed values of Ω must be discrete. We may
then label the solutions with a discrete index λ as,
{
W
(λ)
1 ,Ω(λ)
}
, but, unfortunately, using
only (48), it is not at all clear how to obtain other properties of the set of solutions, such
as completeness, or whether the spectrum is bounded from below. The main problem, as
we have seen, is that the simple attempt to put (48) in a self - adjoint form, using W˜1, that
provided the answer to those questions in other cases, for instance in [5], fails here because
the “potential” has a second order pole. But this is precisely the situation considered in
[8], where it was shown that one can solve the problem by considering a supersymmetric
pair of (56). The explicit construction there was in part made possible by the availability
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of appropriate exact solutions, which, in the present situation we do not have. Neverthe-
less, because of the formal similarity of both problems, and their physical nature, it seems
reasonable to assume that a construction similar to that in [8] can also be carried out here.
This will be analyzed in a separate study. Here, in the following sections, we will consider
a numerical analysis, based on the system of equations satisfied by F1(y), F3(y), and F4(y)
that indicates both the existence of unstable modes and a lower bound in the spectrum of
Ω2.
VIII. NUMERICAL ANALYSIS.
There are, in principle, different manners of handling the problem of a numerical inte-
gration of the set (28,29,30). Since, as indicated, our main question is, given appropriate
boundary conditions at y = 0 and y = 1, are there non trivial, gauge invariant solutions
corresponding to Ω2 < 0? We may look for an answer to this question for given values of
κ and k by imposing the regular boundary conditions at either y = 0 or y = 1, on the set
(28,29,30), and then analyzing the solutions that result as we change the values of Ω.
A. κ = 1/4.
The general case, that is, finding appropriate expressions for a numerical treatment for
general κ, turns out to be too complicated, because of the presence of exponents of both
y, and (1 − y) that are not simple functions of κ. To make the discussion more definite,
we consider first the case κ = 1/4 in some detail, and then give several results for the case
κ = 1/3. The special cases κ = 0 and, κ = 1 are considered in the next Section. For κ = 1/4,
the set (28,29,30), can be written as,
dF1
dy
= −dF4
dy
− 3F1
14 (1− y) y −
(7− 4y)F4
6 (1− y) y , (62)
dF3
dy
= −dF4
dy
− 3F3
14 (1− y) y −
(31− 28y)F4
42 (1− y) y , (63)
and,
dF4
dy
= − 7 (F3 + F4) Ω
2
2y5/21 (1− y)3/7 (7 y − 10) Λ
+
7y4/21 (F1 + F4) k
2
2 (1− y)6/7 Λ (7 y − 10)
+
(144− 252y)F1 + (252y − 225)F3 + (392y2 − 2212y + 1559)F4
168 (1− y) y (7 y − 10) (64)
The first problem in constructing a numerical solution is that we cannot impose the
boundary condition at either y = 0 or y = 1 because the coefficients of the equations are
singular there. In this case we may use, if possible, an expansion in appropriate powers
of either y or (1 − y) that expresses the required boundary condition. Consider first the
boundary y = 0. We notice that, besides integer powers of y we have integer powers of y1/21.
We therefore look for an expansion in terms of integer powers of y1/21, which, in this case,
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takes the form,
F1(y) = a0 +
5589Ω2a0
18688Λ
y16/21 − 54a0
581
y +
12177k2a0
56875Λ
y25/21 + . . .
F3(y) = −31
49
a0 +
7749Ω2a0
18688Λ
y16/21 − 594a0
4067
y +
14337k2a0
56875Λ
y25/21 + . . .
F4(y) = − 9
49
a0 − 2829Ω
2a0
18688Λ
y16/21 − 18a0
4067
y − 7257k
2a0
56875Λ
y25/21 + . . . (65)
Actually, for the numerical procedure we carried out the expansion up to and including the
terms in y2, which, as we show below, provides enough precision. Notice, also, that although
the Fi approach finite values, their first derivatives diverge for y = 0.
Similarly, for y = 1 we have integer powers of (1− y)1/7
F1(y) = a0 +
25
3
k2a0(1− y)1/7
Λ
+
1715
108
k4a0 (1− y)2/7
Λ2
+
84035
10692
k6a0 (1− y)3/7
Λ3
− 7
606528
a0 (588245 k
8 + 10692Ω2Λ3) (1− y)4/7
Λ4
+ . . .
F3(y) = −1
7
a0 +
k2a0(1− y)1/7
3Λ
− 245
108
k4a0 (1− y)2/7
Λ2
− 420175
32076
k6a0 (1− y)3/7
Λ3
− 245
6671808
a0 (588245 k
8 + 10692Ω2Λ3) (1− y)4/7
Λ4
+ . . .
F4(y) = −
3
7
a0 −
5k2a0(1− y)1/7
3Λ
+
1715
324
k4a0 (1− y)2/7
Λ2
+
84035
3564
k6a0 (1− y)3/7
Λ3
+
35
606528
a0 (588245 k
8 + 10692Ω2Λ3) (1− y)4/7
Λ4
+ . . . (66)
and, again, for the numerical computation we carried out the expansions up to and including
terms of order (1−y)11/7. For the numerical integration we used a Runge - Kutta method, and
(65), or (66) to specify initial values close to the corresponding boundary. As first check, we
compared the numerical integrations, enforcing the boundary conditions at either y = 0.0001
or y = 0.999, and found a good agreement between the resulting numerical integrations and
the expansions (65), or (66), sufficiently close to the corresponding boundary as shown in
Figures 1 and 2.
The numerically integrated values of the Fi were then used to compute and plot W1(y),
as a function of y. The computations were carried out separately imposing the regular
boundary conditions at either y = 0,or y = 1, keeping fixed k = 0.1, and Λ = 1, and
changing the value of Ω2, until a we found a solution that was regular (by construction) at
the end where the regular initial data was imposed, and such that it would start to diverge
in opposite directions, as we made Ω2 slightly larger, or smaller than a certain critical value.
This is shown in Figure 3, where the solid line corresponds W1 for the critical value, which
we identify with the eigenvalue, and we have also indicated with dotted lines the curves
obtained by slightly increasing or decreasing Ω2. The solid curve is actually two plots, one
where the regular boundary condition is imposed at y = 0, and the other where this is done
at y = 1, both corresponding to Ω2 = −0.0484.... To the accuracy of the plot, they are
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FIG. 1: The solid curves correspond to the numerical integration of the Fi(y), as functions of y,
enforcing the boundary conditions (65) at y = 0.0001. (The upper curve corresponds to F1, center
to F4, and lower to F3). The dotted curves correspond to the expansions (65). Notice the good
agreement for values of y close to y = 0, up to y ∼ 0.2.
identical, showing the consistency of the “shooting method” used to identify the required
solutions. This was the lowest value we found for Ω2. For values lower that this one, the
curves diverge faster and faster as we try lower values for Ω2.
An interesting feature of the numerical integration is the behaviour of the resulting Fi.
As indicated, and in accordance with (44), even if impose the regular boundary condition
at, say, y = 0, and find the appropriate value value of Ω2, so that W1(y) is also regular at
y = 1, as in the example of Figure 3, the behaviour of the Fi at y = 1 will be dominated
by the pure gauge solution. This is illustrated in Figure 4, where the regular boundary
condition was imposed at y = 0, and the Fi depicted correspond to the regular solution of
Figure 3, but, nevertheless, the diverging behaviour corresponding to the dominance of the
pure gauge part of the solution is clearly seen near y = 1.
We also looked for critical values larger than the lowest. Figure 5 is plot of W1, for
κ = 1/2, k = 0.1, and Λ = 1, corresponding to Ω2 = 1.030. As in Figure 3, the plot is a
superposition of the integrations imposing the regular boundary condition at either y = 0
or y = 1, and they coincide within the accuracy of the plot. Larger values of Ω2 can be
obtained by the same procedure.
It is important to remark, before closing this subsection, that the unperturbed metric for
κ = 1/2 is isometric to that with κ = 1/4, and, therefore, an instability for κ = 1/4 implies
also an instability for κ = 1/2.
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FIG. 2: The solid curves correspond to the numerical integration of the Fi(y), as functions of y,
enforcing the boundary conditions (66) at y = 0.999. (The upper curve to F1, center to F4, and
lower to F3). The dotted curves correspond to the expansions (66). There is the good agreement
for values of y close y = 1, up to y ∼ 0.9.
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FIG. 3: The solid curve corresponds to W1(y), as computed using the numerical integration of the
Fi(y), as functions of y, for κ = 1/4, k = 0.1, and Λ = 1. The plot corresponds to Ω
2 = −0.0484.
(See the text for more details).
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FIG. 4: The curves correspond to the numerical integration of the Fi(y), as functions of y, for
κ = 1/4, k = 0.1, Λ = 1, and Ω2 = −0.0484, enforcing the boundary conditions (66) at y = 0..
(The upper curve to F1, center to F4, and lower to F3). Notice that the behaviour of the Fi is
completely dominated by the gauge “contamination” as y → 1.
.
B. κ = 1/3.
We also analyzed the case κ = 1/3. In this case near y = 0 we have the expansions,
F1 (y) = a0 +
91091
323919
a0Ω
2
Λ
y
9
13 − 490
4743
a0y +
29575
150784
a0k
2
Λ
y
16
13 − 1387350575
19205805348
a0Ω
4
Λ2
y
18
13 + . . .
F3 (y) = −17
31
a0 +
147875
323919
a0Ω
2
Λ
y
9
13 − 98
527
a0y +
107653
452352
a0k
2
Λ
y
16
13 − 37843325
446646636
a0Ω
4
Λ2
y
18
13 + . . .
F4 (y) = −
7
31
a0 −
46475
323919
a0Ω
2
Λ
y
9
13 − 14
1581
a0y −
54925
452352
a0k
2
Λ
y
16
13
+
20706725
446646636
a0Ω
4
Λ2
y
18
13 + . . . (67)
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FIG. 5: W1(y), as function of y, for κ = 1/4, k = 0.1, Λ = 1, and Ω
2 = 1.030.
where dots indicate higher order terms. (The expansions were carried out to order y29/13 for
the actual numerical integrations.)
Similarly, for y = 1 we have,
F1 (y) = a0 +
485199
24272
k2a0
Λ
η4 +
4141345
41984
k4a0
Λ2
η8 +
7138850511
35602432
k6a0
Λ3
η12
+
1916151463629
10489954304
k8a0
Λ4
η16 +
35981066372589
1582091468800
k10a0
Λ5
η20 + . . .
F3 (y) =
1
41
a0 +
59319
24272
k2a0
Λ
η4 +
14080573
1553408
k4a0
Λ2
η8 − 699887305
35602432
k6a0
Λ3
η12
−77284775699703
555967578112
k8a0
Λ4
η16 − 683640261079191
2353843404800
k10a0
Λ5
η20 + . . .
F4 (y) = −21
41
a0 − 191139
24272
k2a0
Λ
η4 − 828269
41984
k4a0
Λ2
η8 +
1259797149
35602432
k6a0
Λ3
η12
+
2341962899991
10489954304
k8a0
Λ4
η16 +
683640261079191
1582091468800
k10a0
Λ5
η20 + . . . (68)
where η = (1 − y)1/39, and dots indicate higher order terms. (For the actual computations
the expansion was carried out to order (1− y)40/39)
We found that for k = 0.1, and Λ = 1, the lowest eigenvalue is Ω2 = −0.078..., and the
next is Ω2 = 1.22.... The plots of the corresponding functions W1 are qualitatively similar
to those for κ = 1/2, and, therefore are not shown here for simplicity. We have therefore
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found that the Linet-Tian space time for κ = 1/3 is unstable, and, because of the isometry
with κ = 2/5, that those space times are also unstable.
In the next section we consider the special cases κ = 0, and κ = 1.
IX. THE SPECIAL CASES κ = 0 AND κ = 1.
In this section we consider the particular cases κ = 0, and κ = 1. Although they are
isometric, since we are considering only perturbations that do not depend on φ, for κ = 0,
we have a regular axis at y = 0, while for κ = 1 the axis at y = 0 is singular and the metric
is regular for 0 < y ≤ 1, i.e., including y = 1.
Let us consider first κ = 0. In this case (48) reduces to,
− d
2W1
dy2
+
(3− 2 y)
(1− y) y
dW1
dy
+
(
k2 + 2Λ (1− y)2/3
)
3y (1− y)5/3 Λ
W1 =
Ω2
3y (1− y)5/3 Λ
W1 (69)
If we introduce now a new function W˜2(r), such that,
W1(y) = K0(y)W˜2(r(y)) (70)
where r(y) is a solution of,
dr
dy
=
1√
3y1/2(1− y)5/6 , (71)
and,
K0(y) = y3/4(1− y)1/4, (72)
we find that if W1 is a solution of (48), then W˜2(r) is a solution of,
− d
2W˜2
dr2
+ V0(r)W˜2 = Ω
2
Λ
W˜2 (73)
where,
V0(r) = 16(1− y)
1/3yk2 + 5(9− 8y)Λ
16y(1− y)1/3Λ (74)
and it is understood that y = y(r), through the inverse of (71). We notice that (73) has the
form of the Schro¨dinger equation for a particle of massm = 2, moving in the one dimensional
potential V0(r). Since V0(r) > 0 for 0 ≤ y ≤ 1, and therefore, for the corresponding range of
r, then, for any acceptable boundary condition that makes (73) self - adjoint, we must have
Ω2 > 0, and, as one would expect, given that the axis y = 0 is regular, in this case there are
no unstable modes corresponding to perturbations along that axis, but, as we shall see, the
space time is still unstable regarding other modes.
In the case κ = 1, on the other hand, we have that the axis y = 0 is singular, and the
equation for W1 takes the form,
− d
2W1
dy2
−
(
4 y4/3 (2 y − 5) k2 + (3 + 6 y)Λ)
3 (1− y) y (4 y4/3k2 − 4Λ y + Λ)
dW1
dy
+
(
4 y5/3k4 + y1/3 (20 y − 15− 8 y2) Λ k2 + 6 (1− y)Λ2)
3y (1− y)2 Λ (4 y4/3k2 − 4Λ y + Λ) W1
=
Ω2
3Λ y5/3 (1− y)W1 (75)
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We introduce again a new function W˜3(r), such that,
W1(y) = K1(y)W˜3(r(y)) (76)
where now r(y) is a solution of,
dr
dy
=
1√
3y5/6(1− y)1/2 , (77)
which we take as,
r(y) = 2
√
3y1/62F1(1/6, 1/2; 7/6; y), (78)
where 2F1(a, b; c; x
2) is a hypergeometric function. This gives for r(y) the (finite) range,
0 ≤ r(y) ≤ r0 (79)
with r(0) = 0, and r(1) = r0 = 4.206....
The function K1(y) is given by,
K1(y) = 4y
4/3k2 + (1− 4y)Λ
y1/12(1− y)1/4 , (80)
and we find that if W1 is a solution of (48), then W˜3(r) is a solution of the Schro¨dinger like
equation,
− d
2W˜3
dr2
+ V1(r)W˜3 = Ω
2
Λ
W˜3 (81)
where,
V1(r) =
[
768y4k6 + 48y8/3 (29− 56y) Λk4 + 24y4/3 (68y + 32 y2 − 73)Λ2k2
+
(
512y4 − 528y2 − 896y3 + 832y − 1)Λ3]
×
[
48
(
4y4/3k2 + (1− 4y)Λ)2 (1− y) y1/3Λ]−1 (82)
and it is understood that y = y(r). We notice immediately that for k2 < 3/4Λ the “poten-
tial” V1(r) has a double pole, but, for k2 > 3/4Λ it is regular for 0 < y < 1, and, therefore,
in the corresponding range of r. The regular case is important, because it allows for a self
adjoint extensions of (81). To analyze this point we need the behaviour of V1(r) at the
boundaries r = 0, and r = r0. From (77), to leading order near y = 0, we find,
y(r) =
1
1728
r6 − 1
6967296
r12 + . . . (83)
and, therefore,
V1(r) = −
1
4r2
+
5
42
r4 + . . . (84)
This implies that for the general solution of (81), near r = 0, we would have,
W˜3(r) ≃
√
r [C1 + C2 ln(r)] , (85)
24
–4
–2
0
2
4
6
V1
1 1.5 2 2.5 3 3.5
r
FIG. 6: V1(r), as function of r. Notice the negative region near r = 3 . As indicated in the text,
V1(r) diverges at both r = 0, and r = r0. (Not shown in the plot).
where C1, and C2 are constants. This corresponds, as in [4] and [5], to the circle limit
boundary condition. For the same reasons as in [4] and [5], we shall consider here only the
restricted case C2 = 0.
Using again (77), near r = r0, we find,
y(r) = 1− 3
4
(r0 − r)2 + 5
16
(r0 − r)4 + . . . (86)
and, then, near r = r0,
V1(r) =
16k2 − 3Λ
12Λ(r0 − r)2
+
4(k2 − 3Λ)
9Λ
+ . . . (87)
which implies that, in general, near r = r0,
W˜3(r) ≃
√
r0 − r
[
C1(r0 − r)
2k√
3Λ + C2(r0 − r)−
2k√
3Λ
]
, (88)
and, in this case we must set C2 = 0, to have normalizable solutions.
As an example, let us take k = 1, Λ = 1. Using (78), and (82), we may easily obtain
a plot of V1(r) as a function of r. This is shown in Figure 6, where we notice the negative
region near r = 3. This strongly suggests that there should be at least one solution with
Ω2 < 0. Since we do not have an explicit expression for V1(r) as a function of r, to explore
this possibility it is simpler to go back to (75), find the solutions there, and then use (76)
to construct the solutions W3(r). The boundary condition (85), near r = 0 translates to,
W1(y) = a0 − a0Ω
2y1/3
3Λ
+
9Ω4a0y
2/3
4Λ2
+
a0 (8Λ
3 − 3Ω6) y
4Λ3
− 9a0 (20k
2Λ3 − Ω8) y4/3
64Λ4
+
3a0Ω
2 (−9Ω8 − 960Ω2Λ3 + 1012 k2Λ3) y5/3
1600Λ5
+ . . . (89)
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FIG. 7: W3(r) as a function of r, for the lowest level with Λ = 1, k = 1, and Ω
2 = −1.073. (Not
normalized).
near y = 0, and, near y = 1, (88) translates to,
W1(y) = a1 (1− y)
k√
3Λ
1−
(
−2 k2 + 5
√
3Λk + 3Ω2 + 6Λ
)√
3 (1− y)
9
(
2 k +
√
3Λ
)√
Λ
−
(
10
√
3Λk3 − 4k4 + 12Ω2k2 + 54Λk2 + 18√3Λ3/2k − 9Ω4 − 36Ω2Λ
)
(1− y)2
108
(
2 k2 + 3
√
3Λk + 3Λ
)
Λ
+ . . . ) (90)
In these expressions a0, and a1 are arbitrary constants that are eventually fixed when the
solutions are normalized. Since the coefficients in (75) are now regular functions, it is
straightforward to apply a “shooting” procedure, using either the boundary condition at
y = 0 or at y = 1. We applied this procedure, setting k = 1, and Λ = 1, looking for solutions
from either boundary, until we obtained coincidence, within a reasonable numerical accuracy.
The first result corresponds to the lowest “eigenvalue”, Ω2 = −1.073.... The corresponding
“eigenfunction”, W3(r), is shown in Figure 7. We also computed the first solution above the
lowest, with Ω2 = 1.075..., and W3(r) as shown in Figure 8.
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FIG. 8: W3(r) as a function of r, for the first level above the lowest, with Λ = 1, k = 1, and
Ω2 = 1.075. (Not normalized).
X. FINAL COMMENTS.
In this paper we considered the Linet-Tian metrics with a positive cosmological constant,
with the purpose of extending the linear stability analysis of [5] to the case Λ > 0. An
important difference with the case of Λ < 0 is in the structure of the resulting space time,
since in the present case we have a remarkable toroidal type symmetry, that has as a result
an isometry between metrics, with the same Λ, but where if the other parameter is κ in
one, then it is (1− κ)/(2κ+ 1) in the other, with the roles of the Killing vectors ∂φ, and ∂z
interchanged.
For the stability analysis we introduced a new form of the metric, and, after defining
the form of the perturbations to be studied, we gave a detailed description of their gauge
dependence and related ambiguities. The analysis of the perturbations was restricted to what
we call the “diagonal” case. This is characterized by four functions, (F1, F2, F3, F4), that
satisfy the linearized Einstein equations on the background of the Linet-Tian metric. These
equations can be reduced to a set of three linear first order ordinary differential equations
for F1, F3, and F4, but the system is not free of gauge ambiguities. On this account we
introduced a gauge invariant function, W1, which was shown to be also a “master function”,
in terms of which one could express all the diagonal metric perturbations. This function
satisfies a linear second order ODE, which is also linear in Ω2, where Ω is the frequency of
perturbation modes, and Ω2 < 0 indicates an unstable mode. These modes are specified by
imposing appropriate boundary conditions which transform this equation in an eigenvalue
- eigenfunction problem. Unfortunately, although one can show that all solutions W1 are
regular in 0 < y < 1, the coefficients of the equation contain a singular point in that
interval, where they are divergent. As a result, it was not possible to put the equation in a
self adjoint form that would have provided with a lower bound on the spectrum of Ω2, and
an explicit form for the solution of the initial value problem. Nevertheless, by numerically
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solving the system of equations for F1, F3, and F4, after imposing appropriate boundary
conditions at either y = 0, or y = 1, we could obtain values for Ω2 that show the existence
of unstable modes for the particular values analyzed. Since the solutions, and therefore
Ω2 should depend continuously on the parameters of the background metric, these results
strongly suggest that there should be unstable modes for the whole range 0 ≤ κ ≤ 1, and,
therefore, that all Linet - Tian space times with κ in the range 0 ≤ κ ≤ 1, are linearly
unstable. The problem of determining the time evolution of arbitrary initial data in terms
of the W1, or something equivalent, remains open, but we expect to be able to solve it along
the lines of [8]. This will be considered elsewhere.
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