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Abstract
Many point sources that are of interest, particularly for stellar evolution, emit in-excess at the
Hα emission line of the hydrogen Balmer series. However, finding Hα emitters spectroscopically
is very expensive, in terms of both time and cost, and therefore unfeasible on a scale similar
to photometric surveys. Therefore, large photometric surveys with a narrow band Hα filter
can be used to find new potential Hα emission line objects in an efficient manner, as done by
Witham et al. (2008) [66] using the INT/WFC Photometric Hα Survey of the Northern Galactic
Plane (IPHAS). Combining such a survey with a large photometric survey that includes parallax
measurements and therefore distance and absolute magnitude, such as Gaia, allows selection of
emitters that would otherwise be missed due to reddening. In this study density-based clustering
was applied to the GAIA/IPHAS value added catalogue of Scaringi et al. (2018) [51], to identify
potential emitter sources. These were then further scored against their local neighbourhood in
the CMD diagram, and sources exceeding the specified thresholds were selected as Hα emitters.
The selected emitters were validated manually, against LAMOST, SIMBAD and the Witham et
al. (2008) [66] Hα emitter catalogue, which showed overall good accuracy, with a low number of
incorrectly selected sources. Many of the selected Hα emitters are not in SIMBAD or Witham et
al.’s (2008) [66] catalogue, indicating that these are most likely newly found Hα emitters. This
catalogue provides a good start point for spectroscopical follow-up observations, and combined
with Gaia distances and proper motions can be used to identify possible new young open clusters
and regions of Hα emitter over-densities.
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Chapter 1
Introduction
Stellar evolution covers how stars form and change and is an area of active research in astronomy.
Much is known about how stars form and evolve, however there are still significant gaps in our
knowledge. Identifying more systems and stars is an important step to further improve and
validate our current models. Young stellar objects such as T Tauri and Herbig Ae/Be stars
are relevant to further improve our understanding of star formation regions and what triggers
it. Objects such as accreting compact binaries allow further study of what happens to stellar
remnants. Finding more of these type of objects, allows further study of these objects and stellar
evolution, in addition to gaining a better understanding of their populations and distributions.
Many of these objects are not easy to find, but a large number of these produce excess emission
at the Hα hydrogen emission line; some of these Hα emitting sources are discussed in section
1.2. Hα is transition of the hydrogen atom, producing a spectral line at a wavelength of 656 nm;
the transition corresponds to an electron dropping from the third to the second energy level.
The spectral line is one of the six named spectral line emissions designated as Balmer series. The
main relevant sources of Hα emission are from accretion disks, covered in more detail in section
1.1.1, and ionised hydrogen, section 1.1.2. In addition to some of the point sources listed above,
Hα emission also occurs in HII regions, which are often associated with active star formation
regions as the ionisation source often is a O or B type star. These type of stars only live for a
short amount of time with respect to later spectral type stars, and hence were most likely born
within the cloud.
1.1 What Causes Hα Emission
Hα emission is primarily caused by two phenomena; accretion disks and ionisation of hydrogen.
1
1.1.1 Accretion Disks
Accretion disks form when matter falls towards a massive central object, such as a star or black
hole. As the in-falling matter has angular momentum it does not fall directly onto/into the
central object but instead forms an accretion disk around the object due to conservation of
angular momentum. Particles move in an approximate circular orbit around the massive central
object, while slowly losing kinetic energy and angular momentum due to viscous interaction with
particles of adjacent radii. Viscosity is an internal friction that converts the kinetic energy of
particles into random thermal motion, causing the gas to heat up during its descent towards the
central object. [29, p. 101] [12, p. 661] This loss in energy results in the particles slowly drifting
to smaller and smaller radii until they reach the surface or get channeled to the surface by the
magnetic field of the central object. Neglecting the gravitational self-binding energy of the disk
and assuming the disk radiates as a black body, the temperature of the disk at different radii, r







where G is the gravitational constant, M the mass of the central massive object and Ṁ the
accretion rate of matter onto the disk and σ is the Stefan-Boltzman constant. The derivation of
this equation can be found in Maoz (2016) [29, pp. 101–102]. In a steady-state disk, Ṁ is not
a function of r and is equal to the amount of matter reaching the surface of the central object.
Therefore T ∝ r−3/4, which shows that the gas of the disk gets hotter as it circles inwards and
the inner regions are the hottest, producing the largest proportion of luminosity of the disk.
For an interacting binary system, with a white dwarf accreting matter from a main sequence
star through the first Lagrange point L1, known as a cataclysmic variable, the luminosity of
the disk is dominated by the inner radius. A typical white dwarf of mass 1 M, radius 10
4 km
and accretion rate 10−9 M yr
−1 produces a temperature of 5× 104K at an inner radius of 109
cm using equation 1.1. This means that the blackbody spectrum peak occurs in the UV. For
young stellar objects the thermal spectrum peaks in the infrared and for black holes in the X-ray
part of the spectrum. For more details on accretion disks see Maoz (2016) [29, pp. 99–108] and
Carroll & Ostlie (2007) [12, pp. 661–668].
Both young stellar objects and cataclysmic variable stars with accretion disks have been ob-
served to have strong emission from the Balmer series, which includes Hα. If the central star
has a weak magnetic field and the accretion disk reaches the surface, Hα emission may be caused
by the optically thin (i.e. large radius) part or the irradiated parts of the accretion disk by the
central star and companion. [65, 64]
2
1.1.2 Ionised Hydrogen
Ionised hydrogen, referred to as HII in astronomy, occurs when a photon of sufficient energy
(> 13.6 eV, i.e. in the UV and X-ray spectrum of light) collides with a neutral hydrogen atom
(HI) and the electron is lost. In the recombination process, an electron recombines with an
ionised hydrogen to either the ground state or an excited state. If recombination occurs to an
excited state the electron will generally decay to the ground state by various intermediate decay
steps and each of these will emit an emission line corresponding to the change in energy of
the states. The probability of the different transitions in energy states can be calculated using
quantum mechanics; with the most dominant transition being the Hα transition from energy
level n = 3 to n = 2. [12, pp. 431–432]
Star formation regions are often associated with HII regions, as these form around young massive
(O and B type) stars emitting at high enough energy to ionise the hydrogen in its remaining
molecular cloud. The ionisation occurs in an approximate sphere, defined by the Strömgren
radius, around the excitation source, in which all photons of energy > 13.6 eV ionise hydrogen.
In an equilibrium state, the volume of the ionisation region is constant, as the rate of ionisation
and recombination must be equal each other. Only photons of energies greater than 13.6 eV
will ionise hydrogen, for all other photons the ionised gas is largely transparent. The energy
of the HII region, received from the central star, is mainly radiated away at the discrete tran-
sition wavelengths of hydrogen. A recombining hydrogen atom will recombine either into the
ground state or into an excited state with the excess energy (Ek −En) emitted as a photon. As
discussed above, the electron will then decay to the ground state either directly or via interme-
diate energy levels, with the photons from intermediate transitions, such as Balmer or Paschen
series, escaping the gas. The photons emitted from the transition to the ground state, called
Lyman photons, will be re-absorbed by one of the neutral hydrogens and then the process will
repeat; resulting in the initial excitation energy from recombination being degraded into many
lower energy transitions. The Lyman photons will escape the HII region via a random walk of
absorption and reemission. For more details see Maoz (2016) [29, pp. 122–132] and Caroll &
Ostlie (2007) [12, pp. 431–432].
3
1.2 Sources of Hα
There are many objects that emit excess Hα emission, this section aims to provide a brief
overview of the main types of sources.
1.2.1 Accreting Compact Binaries
This is a large group of stellar remnants that accrete matter from a companion star, generally
via an accretion disk that forms due to the angular momentum of the in-falling matter.
Cataclysmic Variables
Cataclysmic variables are interacting binary systems with a white dwarf as the primary compo-
nent accreting matter from a secondary star, usually a G or later type main-sequence star. In
these systems the secondary star fills its Roche Lobe and mass is transferred to the white dwarf.
Depending on the strength of the magnetic field, the matter is either transferred completely via
an accretion disk; a partial accretion disc on the outside and then channelled by the magnetic
field; or if the field is very strong, no accretion disk is formed and the matter is channelled di-
rectly to the magnetic poles of the white dwarf. Cataclysmic variables go through long periods
of low brightness, called quiescent, followed by short periods of large outbursts in brightness,
with the increase in brightness depending on the type of cataclysmic variable. The main types
are:
• Dwarf Novae: The outburst of a dwarf nova is due to a brightening of the accretion
disk surrounding the white dwarf, increasing in brightness between 2 and 6 magnitudes.
As brightened visible wavelengths precedes the UV, it is thought that the outburst starts
in the cooler (i.e. blackbody, larger wavelength), outer parts and proceeds to the inner
regions of the accretion disk, and is caused by a sudden increase in mass flowing through
the accretion disk. Outbursts usually last between 5-20 days followed by a quiescent period
of 30-300 days. The source of the increase in the mass transfer is thought to either be an
instability in the transfer rate from the secondary star to the primary, or an instability in
the accretion disk [12, pp. 675–680].
• Classical Novae are characterised by higher accretion rates than dwarf novae, outbursts
take a few decades to return to quiescent brightness levels (on average Mv = 4.5) and
during outbursts the average brightness increases by ∼10-12 magnitudes. The accepted
theory for the outbursts of classical novae is that the white dwarf accretes matter at a rate
of 10−8 to 10−9 M yr
−1, with the gas accumulating on the white dwarfs surface. When
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enough of the hydrogen-rich gas has accumulated on the white dwarf (10−4 to 10−5 M),
a runaway thermonuclear reaction occurs, during which luminosities exceed the Edding-
ton limit, resulting in radiation pressure expelling some of the accreted matter into space.
This is followed by a period of a few months to a year of hydrostatic burning, at the end
of which the last of the accreted matter is ejected and the white dwarf starts cooling and
slowly returns to quiescent levels. [12, pp. 680–686]
• Type Ia Supernovae reach an average maximum visible brightness of −19.3 magnitudes
and have a well defined rate of decline, allowing calculation of the peak luminosity using
the observed rate of decline in luminosity. As the peak luminosity does not vary greatly,
about 0.3 magnitudes between different type Ia supernovae, these are used as “standard
candles” (sources for which their absolute brightness can be determined based on the type
of object). In other words, as the absolute magnitude of type Ia supernovae has little
spread, the distance can be determined using the apparent magnitude and the distance
modulus, therefore serving as important distance markers for distant galaxies. [12, pp. 680–
686]
The exact mechanism that causes a type Ia supernova is still unclear, but it is thought
that these are caused by the destruction of white dwarfs in a close binary system. If, in
such system, the white dwarf accretes enough matter from its companion so that its mass
reaches or gets close to the Chandrasekhar limit (the maximum mass a white dwarf can
reach before the relativistic degeneracy pressure fails to balance gravity), a thermonuclear
ignition of the carbon core occurs resulting in a catastrophic explosion. Unlike dwarf and
classical novae, a type Ia supernova is thought to destroy the white dwarf and leave no
stellar remnants [12, pp. 686–689] [29, pp. 87, 104].
Cataclysmic variables produce their Hα emission lines via their accretion disk discussed in
section 1.1.1.
Symbiotic Binaries
Symbiotic binaries are similar to cataclysmic variables in that the accreting component is often
a white dwarf. However, in a symbiotic binary the companion star is a red giant and does not
lose matter due to an overflowing Roche lobe; instead matter is lost due to its stellar wind. This
matter then accretes onto the primary component via an accretion disk, which produces the Hα
emission lines, as for CVs. [60][12, p. 673].
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X-ray Binaries
In these systems the accreting component is either a neutron star or black hole, accreting matter
from a non-degenerate companion star. For low-mass X-ray binary system the companion star
is a late type main-sequence star, as in CVs. A a high-mass binary has a red giant as its
companion, same as in a symbiotic binary. These systems have been observed with luminosities
close to the Eddington limit, which can be used to determine the temperature of the in-falling
matter at the surface/event horizon of the accreting object. This temperature, about 2× 107K,
corresponds to where blackbody radiation peaks in the X-ray, hence explaining the large X-ray
emission of these systems. As with other binary systems, the matter is accreted via an accretion
disk which produces the observed Hα emission. [12, p. 672][15, pp. 145–149]
1.2.2 Young Stellar Objects
Young stellar objects are stars in their early stages of evolution with no hydrogen burning. The
earliest evolution stage of a star is the protostar, which occurs after cloud collapse and fragmen-
tation when the increase in density makes the gas opaque. As a result the radiation inside the
cloud core is trapped, resulting in an increase in temperature and therefore gas pressure, with
the cloud core coming into hydrostatic equilibrium.
This is followed by a period of spherical accretion, with an accretion disk forming in the later
stages of accretion due to the angular momentum of the in-falling matter. The accretion disk
emits mostly at the far-infrared and sub-mm wavelength; and produces more luminosity than
the central protostar. Once an accretion disk is formed jets or bipolar outflows, are also com-
monly observed and these are called Herbig-Haro objects. Depending on the mass of the of the
protostar it then either emerges on the pre-main sequence as a classical T Tauri star (TTS)
(< 2M) or a Herbig Ae/Be star (2−10M). T Tauri stars (TTS) can be split into two groups,
classical TTS and weak-line TTS. Classical TTS are in an early stage of pre-main sequence evo-
lution and still have an optically thick accretion disk, which produces excess emission at the IR
wavelengths. These also often exhibit strong hydrogen (Balmer series), Ca II and iron emission.
Weak TTS are further along the pre-main sequence and are characterised by an optically thin
accretion disk with much weaker emission lines. Herbig Ae/Be stars are the analogy of TTS for
more massive protostars, exhibiting many of the same characteristics as TTS such as emission
at the Balmer lines and excess infrared radiation. However unlike TTSS, this IR radiation is
due to generally being surrounded by some remaining dust and gas. Herbig Ae/Be stars have
not been studied as well as TTS, mainly due to their much shorter lifetime on the pre-main
sequence and hence smaller known sample. [44, pp. 123–134] [12, pp. 433–441].
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1.2.3 M Dwarfs or Red Dwarfs
M dwarfs or red dwarfs are main sequence stars of spectral type M. They are some of the
coolest and least massive stars, residing in the bottom right of the main sequence on a colour-
magnitude diagram. They are also the most numerous stars in our Galaxy. A subgroup of these
exhibit chromospheric Hα emission, which has been shown to be coupled with the rotation of
the star [36, 49].
1.2.4 Be Stars
Be stars are rapidly rotating O, B and A-type stars with luminosity classes V-III, which at some
point exhibited emission at one or more of the Balmer series. Their emission lines are thought to
be from their equatorial, circumstellar disks fed by gas ejected from the surface of the star due
to their large rotation rate. These emission lines are not always observed and there is currently
no comprehensive explanation for the on/off switch of the excess emission and it is currently
not known how a B star becomes a Be star [17].
1.3 Photometric Surveys
Photometry measures the photon count for a specific pass band filter (or no filter), which only
lets through photons of a certain wavelength range while blocking all others. This then gives
the photon count for the different wavelength filters used; for large scale surveys this is applied
to fields of view to get observations for a large number of objects at once, providing an effective
way to get colour and apparent magnitude observations for many objects. Photometric surveys
that include the parallax (i.e. distance), such as Gaia, give a colour-magnitude diagram (CMD).
This can then be used to get a general idea about an object of interest based on its position
on the CMD. However, in order to get a more complete picture, the spectrum has to observed
using spectroscopy, which splits the incident light using a prism or diffraction grating; this is far
more expensive and time intensive than photometry.
As covered above, a large number of pre- and post-main sequence type objects exhibit excess Hα
emission; many of these object types are of particular interest to the astronomical community,
as they help to confirm and improve models of formation and evolution of these systems. Some
of these only have a limited number of confirmed sources, hence large scale photometric Hα
surveys are important to expand the sample of potential sources. A large-scale photometric Hα
survey, using a narrow band Hα filters, such as the Hα Survey of the Northern Galactic Plane
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(IPHAS, section 3.1), provides the opportunity to find many Hα emitting sources at once; these
can then be followed up spectroscopically for sources of interest to identify the exact type and
undertake further studies.
Combining a large scale photometric survey, that includes the absolute magnitude (and therefore
allows accurate placements of the sources on a CMD), with a large scale Hα survey can then be
used to efficiently find Hα-emitting sources. The advantage of combining an Hα survey, such
as IPHAS, with a survey such as Gaia, is that it gives the absolute magnitude; this combination
can be used to identify Hα emitters that would otherwise not be identifiable due to reddening.
For the Witham et al. (2008) [66] Hα emitter catalogue, discussed in more detail in section
1.4, emitters were selected using colour-colour plots of r-i and r-Hα. However, using only
these two dimensions means that r-Hα emitters that sit in the lower reddened main-sequence
and giant branch are missed, as they show up as non-emission line objects in the unreddened
main-sequence branch. A colour-colour plot is shown in in the lower part of figure 3.2 with the
unreddened main-sequence branch at the top and the reddened main-sequence and giant branch
below.
This report describes the steps and results of producing a catalogue of Hα emitters and poten-
tial emitters using a crossmatched Gaia/IPHAS catalogue and unsupervised machine learning
techniques. Chapter 2 gives a brief introduction to machine learning and its uses in astronomy
and astrophysics, followed by a more detailed explanation of the clustering algorithms used.
Methods and data used are covered in chapter 3, with the selection of Hα emitters discussed in
chapter 4. To ensure that the results are accurate, several approaches of validation are covered
in chapter 5, followed by results and discussion in chapter 6.
1.4 Similar Work - Witham et al. Catalogue
The IPHAS catalogue of Hα emission line sources in the northern galactic plane produced by
Witham et al. (2008) [66] is a catalog of 4853 point sources with a high likelihood of being
Hα emitters; identified from the initial data release of the IPHAS survey. The main differences
between the Witham et al. (2008) [66] catalogue compared to the one presented here is
• it uses a different approach to identify Hα emitters, briefly explained in section 1.4.1, or
for full details see Witham et al. (2006; 2008) [65, 66].
• it uses the full initial IPHAS dataset [21], whereas this catalogue is based upon a cross-
match between Gaia DR2 and IPHAS DR2. It is also worth noting that some of the values
in the initial IPHAS data release were re-calibrated in DR2. [6]
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A comparison between the Witham et al. and this catalogue is done in section 5.4.
1.4.1 Selection Algorithm
This is a brief summary of the selection algorithm used by Witham et al. (2008) [66] to create
their Hα emitter catalogue; the full description can be found in [65].
Initial data cuts were applied to the IPHAS fields based on the seeing in each band and the
average stellar ellipticity. Further cuts were also applied to individual sources, covered in section
3.1 of Witham et al. (2008) [66].
The following selection algorithm was then applied to the remaining 12959 IPHAS fields. The
sources were split into four magnitude bins; and for each field and magnitude bin combination,
r-Hα and r-i plots were created. On each of these plots an initial straight line least-squares fit
is performed as an initial attempt to fit the main stellar locus. This works well for low density
fields. However, in fields with a higher density, the stellar locus is often split due to different
stellar loci and different reddening, which results in the upper locus often being above the fit.
In this scenario, using the initial fit to identify Hα emitters would result in incorrect selection,
therefore four iterations of σ-clipping are performed to force the fit to follow the upper boundary
of the main stellar locus. In some cases the final fit is not appropriate, such as in fields where
the stellar locus is not split. In those cases the initial fit is used for the selection of Hα emitters;
otherwise the final fit is used. With the appropriate fit determined, objects significantly above
the fit were identified as Hα emitters. Figure 1.1 shows the colour-colour plots for the four
magnitude bins for IPHAS field 2373 along with the fits and selection cuts.
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Figure 1.1: The solid red line is the initial least-squares fit, with the solid blue line representing
the final fit to the upper locus from the iterative σ-clipping. The dashed line is the actual cut
used to select Hα emitters, shown in red if the initial fit is used, otherwise blue. However, these
cuts are only approximate, as actual selection also considers the errors on individual objects.





The large increases in data collection in the last ∼10 years has changed our everyday life dra-
matically. This effect can also be seen in astronomy and astrophysics, with the amount of
data collected increasing at an unprecedented rate. Some examples include the Hubble Space
Telescope, producing ∼3 GB of data per day; its newer replacement, the James Webb Space
Telescope, expected to produce ∼57.5 GB per day [7]; and on the extreme end of the scale, the
Square Kilometre Array is set to produce 160 TB of data per second, which is 14 × 109 GB
per day. A more recently released dataset, Gaia DR2, contained the magnitudes of 1.69 billion
sources, with parallaxes and proper motion for ∼ 1.3 billion of those, which is an increase in the
number of sources by a factor of ∼700 compared to its predecessor mission Hipparcos.
Analysing and processing this amount of data using traditional approaches is becoming more
and more difficult, requiring more automated approaches to group, structure and classify the
data. This is where the recent improvements in machine learning, made possible by advances in
computer processing power, provides an opportunity to make new discoveries and analyse more
data at a larger scale.
Machine learning offers powerful classification algorithms that allow classifying data based on
models that were trained on past labelled data (supervised machine learning). Labelled data is
data that has already been classified and is used to “teach” the model using a training algorithm.
However, in order to train a model that generalises well a large amount of high quality training
data is required, with the amount depending the complexity of the task. Creating a suitable
training dataset is often only achievable by extensive manual work; projects such as Galaxy Zoo,
a citizen science project for morphological classification of 304,122 galaxies (Galaxy Zoo 2) [63],
are a good way to achieve this. It does, however, require several years to complete and the
participation of the public. Another example of a citizen science project is Gravity Spy, which
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involves classifying instrumental and environmental sources of noise to allow the training of a
model that can then detect these glitches in much larger datasets and therefore improve LIGO’s
sensitivity. [68]
Unsupervised machine learning on the other hand, does not require a model to be trained on ex-
isting labelled data. Instead it is used to identify structures, groups and patterns in unprocessed
and unstructured data to either make future analysis easier, identify new features or discover
new relationships in the data. In addition it is also commonly used for dimensionality reduction
of high dimensionality datasets.
2.1.1 So what is Machine Learning?
Machine learning (ML) is a subfield of Artificial Intelligence concerned with algorithms that
allow computers to learn from data. The two common definitions of ML below further specify
this concept. The earliest definition of machine learning is from Arthur Samual in 1959, who
defined it as “the field of study that gives computers the abilities to learn without being explic-
itly programmed” [50]. A more formal definition was given by Tom M. Mitchell - “A computer
is said to learn from experience E with respect to some class of task T and performance measure
P if its performance at tasks in T, as measured by P, improves with experience E” [33].
A simple example of ML in most peoples everyday life is an email spam filter. As a human
determining whether an email is spam or not is a simple task, done by a briefly viewing the
email and looking for common spam patterns. Machine learning allows training of a model that
is able to identify these patterns from a large amount emails that have already been classified
as either spam or non-spam emails. This model can then be used to classify future emails as
either spam or non-spam. Other common examples of machine learning are web search engines
such as Google, targeted advertisement, the movie/show recommendation system by providers
such as Netflix, and many others.
Machine learning is often split into three different types: supervised machine learning; unsuper-
vised machine learning; and reinforcement learning. More details for the first two is given in
sections 2.2 and 2.3 respectively. Reinforcement learning is concerned with training a system
(or agent) that improves its performance based on interaction with the environment. This is not
overly relevant for most applications in astronomy and astrophysics, a more detailed explanation
of this is therefore not included here. It is also worth pointing out that these are just rough
categories and there are many other ways in which to differentiate machine learning algorithms,
such as whether or not they can learn incrementally on the fly (online vs batch learning), or
whether they make predictions by comparing the data to the training data or instead build a
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predictive model from the training data (instance-based versus model-based learning).
2.2 Supervised Machine Learning
As already briefly discussed above, supervised machine learning is used to predict or estimate
a target variable from input data. Input data is made up of the features used to predict the
target variable; for a simple example such as predicting house prices, the features used as input
data could be the size of the house, number of bedrooms and bathrooms, age of the house and
anything else that might affect the house price. It is important to note that the input data for
training and for making predictions/estimations has to consist of the same features.
Figure 2.1 schematically shows how a model is trained using a machine learning algorithm and
labelled data; the trained model can then be used to make predictions of the target variable.
Labelled data consists of the input data (i.e. the features) and their associated “true” values
of the target variable. Sometimes the labelled data is also called training data, but this can
be misleading as the labelled data is often split for the training and testing of the model. In
this case the data used for training and testing are called training and testing data respectively,
although both are labelled data. Supervised machine learning is often split into two types:
regression and classification. Regression is the prediction of a continuous output variable, such
as house prices, whereas classification is concerned with output variables that are discrete, for
example an e-mail spam filter.
A classic introductory classification example is the Iris dataset, containing the measurements
Figure 2.1: Schematic visualisation of how a supervised machine learning model is trained and
used for estimation/prediction. Figure from [45]
of three different species (Setosa, Versicolor and Virginica) of the iris flower. Figure 2.2 shows
three samples of the dataset, one for each of the species, i.e. the target variable in this case.
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The decision boundary, for two of the four features, of a support vector machine (SVM) model
Figure 2.2: Table showing three labelled data entries of the Iris dataset, one for each of the
possible classifications. Each entry is made up of the values for each of the four features and its
assigned label (i.e. value of the target variable). Figure from [45].
trained on the Iris dataset is shown in figure 2.3. The plot visualises how the model splits the
feature space into the different classes of the target variable; the values of labelled data and
their “true” classification are also shown, providing a visualisation of how well the model is
performing. In this instance the model performs very well, as there are only a small number of
misclassifications at the green and blue boundary.
2.3 Unsupervised Machine Learning
Unsupervised machine learning is not used to predict a target variable; instead it is used to
identify structures, patterns and groups in the data. Hence it does not require labelled data,
as there is no target variable. A common application of unsupervised machine learning is the
clustering of data, i.e. grouping data points based on their spatial locations in the feature space.
An example of clustering algorithms is k-means, illustrated in figure 2.4. K-means clustering
groups n samples into k partitions, where the number of partitions, k, is a parameter of the
algorithm and has to be known beforehand or determined by trial and error. However, as k-
14
Figure 2.3: The decision boundary of a SVM model trained on the Iris dataset to predict the
different species. Points with a circle around them were not used for the training of the model
and are commonly referred to as the test set. This decision boundary shows two of the four
features of the dataset and therefore does not give a complete picture, but still shows quite clearly
that the model is performing well, and there are only a very small number of misclassifications
at the blue-green boundary. Figure from [45].
.
means clustering works based on distances to the central points of the cluster, called centroid
points, the shape of the clusters is defined by the distance function used (e.g. spherical for
euclidean distance) and hence does not support arbitrary shaped clusters.
K-means is an example of a partitioning algorithm. A different type of clustering is called
density-based clustering, which uses the density of data points to identify the clusters. Some
algorithms are able to identify clusters of different densities and others form clusters based on
density specified by parameters. An example of the latter is the DBSCAN algorithm, which
stands for “Density-based spatial clustering of applications with noise”. One of the advantages
of this algorithm compared to k-means is that it is able to identify clusters of arbitrary shape
and differentiate between noise and cluster points; in k-means every data point is assigned to a
cluster. The DBSCAN algorithm is explained in more detail in section 2.6.2.
2.4 Semi-Supervised Learning
Supervised and unsupervised learning are the two traditional main types of machine learning,
with semi-supervised machine learning sitting between the two. In supervised machine learning,
only data that has associated labels for the target variable can be used, which is often expensive
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Figure 2.4: K-means applied to an example dataset consisting of data points drawn from three
different normal distributions. Worth highlighting are the spherical shape of the clusters and
the fact that all points are assigned to a cluster even if they are in much lower density regions
and would not necessarily be considered as part of a cluster by a human.
in terms of both cost and time to acquire, unlabelled data, on the other hand, is generally much
easier to acquire, but cannot be used for supervised learning.
The standard setting of semi-supervised machine learning is a supervised machine learning ap-
proach, with the unlabelled data used to provide additional information on the distribution of
the features. In other words, the performance of a supervised machine learning model can often
be improved by using unlabelled data to provide extra information on the feature space, that
is not captured by the, often limited, labelled data. In this setting the dataset is split into two
parts, the samples Xl for which labels Yl are available and the samples Xu for which no labels
are available.
Another approach is to view semi-supervised learning as unsupervised learning guided by con-
straints from the labelled data. For more details on semi-supervised machine learning see
Chapelle (2006) [13].
Semi-supervised machine learning is of specific interest for areas in which large quantities of
unlabelled data exists, and only limited amounts of labelled data; such as astronomy and astro-
physics. Labelled data exists for many problems in databases such as SIMBAD [58]. However,
with the amount of data collected increasing rapidly due to large scale surveys such as Gaia (1.6
billion sources), semi-supervised learning can provide a way to use these large quantities of new
data with much less manual effort. An example of semi-supervised machine learning applied to
supernova classification is briefly covered in section 2.5.
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2.5 Machine Learning Examples in Astronomy
This section introduces some interesting applications of machine learning in the area of astro-
physics.
2.5.1 Semi-supervised learning for photometric supernova classification
This paper/study [48] uses semi-supervised machine learning for supernovae type classification.
All of the available data (i.e. unlabelled and labelled) is used to create a lower dimensional
representation and, using this, a standard supervised machine-learning classifier is trained on
high-quality training data (labelled data).
The advantage of this approach, compared to using only the labelled data to train a supervised
machine learning model, is that it utilises all of the available data to create a more complete low
dimensional representation of the feature space. This meant that the authors did not have to
estimate parameters such as redshift, stretch or reddening, as the variations appear as gradual
variations in the low-dimensional space; this works as the observed data is collected at high
resolution over the variations of these parameters.
Reducing the data to a lower-dimensional feature space was done using a diffusion map, which
is a non-linear reduction technique giving a lower dimensional space in which the Euclidean
distance between any two points approximates the diffusion distance; a distance measure that
captures the intrinsic geometry of the data set [47, 48]. A random forest (an averaged ensemble of
randomly varied decision trees) is then used to train a classifier in the low-dimensional feature
space to classify the supernovae. The resulting classification model was entered in the SN
Classification Challenge, showing that it is competitive with the other entrants. However, due
to the limited training set this classifier can only be used for redshifts that are available in the
labelled training data. To further improve this, larger/deeper labelled training sets are required.
For the full details see Richards et al. (2009; 2011) [47, 48].
2.5.2 Generative Adversarial Networks recover features in astrophysical im-
ages of galaxies beyond the deconvolution limit
Images taken from a ground telescope are limited by various sources of noise, such as the de-
tector, atmosphere, and the sky background. The blurring introduced by the combination of
telescope and atmosphere is described by the point spread function (PSF). The convolution of
the true light distribution with the PSF (plus other sources of noise) gives the image taken by the
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telescope. The reverse process, deconvolution, to remove the effects of the PSF, and retrieve the
true image is limited by the Shannon-Nyquist sampling theorem [56, 40]. A standard approach
for an inverse problem such as this, is using knowledge (priors) from forward modelling to allow
the algorithm to make a more informative decision when choosing from the possible solutions.
This paper [52] shows that machine learning techniques can go beyond the deconvolution limit
by building effective priors from high-quality training data. Generative Adversarial Networks
(GANs) introduced by Ian Goodfellow et al. (2014) [22] use two competing networks: one to
estimate the underlying distribution (the Generator); and a competing network (the Discrimi-
nator) that estimates the probability of the sample coming from the training data rather than
the Generator. In this paper, GANs are used for image-to-image translation and are schemat-
ically shown in figure 2.5. Artificial noise is added to the original image, and is feed through
the Generator, which attempts to recover the original image. Only in the training phase does
the Discriminator try to distinguish the recovered image from the original image. These two
networks are then trained together by competing against each other.
It is worth pointing out that the Discriminator network is only used in the training phase, not
during testing or actual prediction/estimation. The results were evaluated quantitatively using
the Peak Signal Noise Ratio, which is the ratio between the maximum possible power of a signal
(original image) and the power of the noise (difference between recovered and original image).
Qualitative assessment was done by comparing the original image, the degraded image, the re-
covered imaged and the deconvolved image.
This comparison showed that this approach far exceeds traditional deconvolution techniques, but
is limited by the training set, as the conditions of the training data (redshift, camera etc.) and
the actual data have to be in similar conditions. For full details see Schawinski et al. (2017) [52].
Some further works using machine learning are Machine Learning Classification of Gaia Data
Release 2 [5] and A Deep Learning Approach to Galaxy Cluster X-ray Masses [39], which con-
structs and tests a convolutional neural network (commonly used for image recognition), to
estimate mass values of galaxy clusters using X-ray mock observations. There are many other
applications of machine learning in astronomy and astrophysics.
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Figure 2.5: A schematic visualisation of the generative adversarial networks used in galaxy image
deconvolution, discussed in section 2.5. Image from [52].
2.6 Relevant Machine Learning Algorithms in Detail
2.6.1 k-Nearest-Neighbours
The k-nearest-neighbours (k-NN, kNN or NN) algorithm is an instance based classification or
regression machine learning technique. Instead of fitting a model to the training data, this
algorithm selects the k-nearest-neighbours (of the labelled data) for a given input sample, and
then performs a majority vote using the labels of the k-nearest-neighbours. For classification,
the most common class among the k-nearest-neighbours is then assigned to the new input sample
and, for regression, the output is the average (of the k-nearest-neighbours). The only parameter
of this algorithm is the number of nearest neighbours to use, k. Figure 2.6 shows an example of
kNN classification for different values of k.
2.6.2 DBSCAN
As DBSCAN is the clustering algorithm used as part of the Hα emitters selection process, this
section gives a brief summary of the DBSCAN algorithm. For the full details of the algorithm,
see the original paper by Martin Ester et al. (1996) [19].
The key idea of the DBSCAN algorithm is that the neighbourhood of each cluster contains
at least a minimum number of points, denoted MinPts. The neighbourhood, Nε, of a point is
defined as all points within a certain radius, ε. The distance function, dist(p, q), for two points p
and q, determines the shape of the neighbourhood. For example the Euclidean distance gives a
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Figure 2.6: kNN classification for different k values. The solid circle shows kNN for k = 3,
which results in the new point in question to be classified as a red triangle. A value of k = 5,
represented by a dashed circle, results in the new point being classified as a blue square. Image
credit to [10].
spherical neighbourhood in 2D space, whereas the Manhattan distance (the sum of the absolute
differences of the Cartesian coordinates) gives a rectangular neighbourhood. The remainder of
this section will assume use of the Euclidean distance function, although other distance functions
are also completely valid.
The DBSCAN algorithm differentiates between two types of cluster points: points inside the
cluster, called core points; and points on the edges of the cluster, called border points. This
makes sense as cluster will generally have a lower density on their borders/edges compared to
their innermost parts. Therefore border points will in general have considerably less points in
their neighbourhood compared to core points. Hence a lower MinPts value (than for the core
part of the cluster) would be required to include the complete cluster. However, this may lead
to the inclusion of noise points as part of the cluster. By differentiating between these two types
of cluster points, the DBSCAN algorithm is able handle the different criteria without requiring
an extra parameter.
A core point satisfies the core-point condition, |Nε| ≥MinPts, whereas a border point does not
satisfy the core-point condition, but is considered a cluster point as it is in the neighbourhood
of a core point [19]. In other words, if point p is a core point (meets the core condition) and its
neighbourhood, Nε, contains the point q, which does not meet the core condition, then point q
is considered a border point and is part of the same cluster as point p.
In order to define a cluster, the concepts of directly density reachable, density reachable and
density connected have to be defined.
A point p is directly density reachable from a point q if q is a core point and p is in the neigh-
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Figure 2.7: Example of DBSCAN clustering. Noteworthy are DBSCANs ability to determine
the number of clusters on its own (i.e. number of clusters is not a parameter that has to be
specified) and identifying clusters of arbitrary shape; compared to an algorithm like k-means
which requires the number of clusters as a parameter and selects clusters in a spherical shape.
Image from [11].
bourhood of q, as shown in figure 2.8.
Density reachable is the canonical extension of directly density reachable, shown in figure 2.9.
A point p is density connected to a point q if there is a point o such that both p and q are density
reachable from o, shown in figure 2.10.
A cluster, C for a dataset, D, can then be defined as:
• ∀p, q : if p ∈ C and q is density reachable from p (Maximality)
• ∀p, q ∈ C : p is density connected to q (Connectivity)
In other words a cluster is defined as all core points that are density reachable plus all points
that are within the neighbourhood of one these core points.
Identifying a cluster can be done in a step-by-step approach:
1. Select an arbitrary point, p in the database.
2. Retrieve all points that are density reachable from this seed point.
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Figure 2.8: Plot of example data with the concept of directly density reachable shown for the
two points q and p, where q is the core point and p is in the neighbourhood of q.
3. If p is a core point (i.e. meets the core point condition), then this results in a cluster.
4. If p is a border point, no points are density reachable from p and the next point in the
dataset is visited.
5. Clusters with a minimum distance (dist(S1, S2) = mindist(p, q)|p ∈ S1, q ∈ S2) apart are
merged.
The steps are then repeated over the whole dataset. It is worth noting that border points can
be taken from one cluster and transferred to a new cluster, i.e. if a cluster is being created and
a point, p, is a border point of an existing cluster, then if p is directly density reachable from
one of the core points in the new cluster, it is “transferred” to the new cluster.
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Figure 2.9: Plot of example data with the concept of density reachable shown for the points q
and p. Point p is density reachable from q as it is directly density reachable from a point that is
directly density reachable from point q. This can be chained over many points.
Figure 2.10: Plot of example data with the concept of density connected shown. Point o is a





The catalogue of Hα emitters presented here is based on the Gaia/IPHAS value added catalogue
(VAC) produced by Simone Scaringi et al. (2018) [51]. This section gives a brief overview of the
Gaia/IPHAS catalogue, but for the full details on the catalog, see Scaringi et al. (2018) [51].
The second data release of the Gaia mission provides G-band photometry for approximately
1.7 billion sources; and GBP (330-680 nm) and GRP (630-1050 nm) band photometry and
parallax measurements for 1.3 billion sources, which allows calculation of distances and absolute
magnitudes [9]. It is worth noting that the absolute magnitude in the the Gaia/IPHAS VAC
are not corrected for extinction and are therefore upper limits.
The Isaac Newton Telescope (INT) Photometric Hα Survey of the Northern Galactic Plane
(IPHAS) is a large-scale survey of the northern Milky Way over the latitude and longitude
ranges −5◦ < b < +5◦ and 30◦ < l < 215◦, respectively. The data is collected in the r and i
broad-band filters, along with the Hα narrow-band filter using the Wide Field Camera (WFC)
on the 2.5m Isaac Newton Telescope in La Palma. Full details can be found in Drew et al.
(2005) [18] and Barentsen et al. (2014) [6].
To produce the Gaia/IPHAS VAC the following cuts were performed on the Gaia and IPHAS
catalogue before crossmatching. For IPHAS DR2, objects had to meet the following criteria:
• measurements in all three bands (r, i, Hα);
• did not exceed the saturation limit in any of the bands (r > 13, i > 12, Hα > 12.5);
• photometric errors <= 0.1 in all bands; and
• not flagged as blended or affected by bright neighbours in any band.
and for Gaia DR2
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• G-band flux S/N (phot g mean flux over error) > 5;
• parallax S/N (parallax over error) > 5; and
• within the area 20◦ < l < 220◦ and −6◦ < b < 6◦ (slightly larger than the IPHAS area).
The crossmatching of the catalogues also took into account that all Gaia DR2 sources use epoch
2015.5, whereas IPHAS DR2 uses the epoch of observation, i.e. anytime between 2003 and 2012.
This was done by winding back the proper motions of the Gaia DR2 objects to match the epochs
of IPHAS DR2, ensuring high proper motion objects were correctly cross-matched. For the full
details on the cross-matching method see Scaringi et al. (2018) [51] section 2.
The resulting catalog contains 7,927,224 sources and defines the two quality parameters fc and
fFP , which were added to clean the Gaia/IPHAS VAC from sources with unreliable parallax
measurements.
The fc parameter is a measure of how good or bad the astronomic fit of a specific source is
compared to other sources within a similar apparent magnitude bin. To calculate fc all sources
were binned in mG with a bin width of 0.1 and each source was then assigned a percentile based
on the its reduced χ2v value. As this parameter allows us to remove the fraction of sources with
a bad astrometric fit, it is called the “completeness fraction”, fc.
Gaia DR 2 contains some spurious parallax measurements (either very large or negative) as
discussed in Lindegren et al. (2018) [27]; these are expected to be removed in future data
releases from Gaia. Scaringi et al. (2018) [51] create a “mirror sample” of Gaia sources that are
known to have bad parallax measurements and perform the same crossmatch as with the actual
catalogue. This provides a dataset with a confirmed bad astrometric fit, while still retaining the
statistical properties of the actual catalogue. All sources, including the mirror sample, are again
binned into 0.1 mG bins; each bin is then sorted in increasing order by χ
2
v and binned further into
blocks of 1000 sources. Each source is then assigned a false-positive fraction, fFP , with respect
to its block; in other words, for a given source fFP =
Nneg
Npos+Nneg
, where Nneg is the number of
“mirror sample” sources in the block and Npos the number of sources from the actual catalogue.
The assumption made for this quality parameter is that the Gaia DR2 processing produces some
spurious astrometry, resulting in positive or negative parallaxes. This assumption is tested by
calculating the absolute G-band magnitude for the “mirror sample” using the absolute value
of the parallax and plotting this on the CMD, which showed that this “mirror sample” sits
remarkably well in the region corresponding to unreliable targets. For full details on these two
quality parameters along with suggested cuts for clean CMD data see section 3 in Scaringi et
al. (2018) [51].
The following data cuts were used: fc < 0.98 and FP < 0.02, as per the suggestion in the paper.
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Additional saturation cuts were also performed, dropping all sources with r < 13.5, i < 12.5 and
Hα < 13. These cuts were altered from the initial cuts, r < 13, i < 12 and Hα < 12.5 based on
Barentsen et al. [6], after it was discovered that a large number of the brightest sources selected
as Hα emitters, were actually not emitters when checked against their respective LAMOST
spectrum. For more details see section 5.2. This left 7,373,236 sources, with the differences
between the cleaned and original data shown in figure 3.1.
From the available colours and magnitudes, the two colours, r-i (IPHAS) and r-Hα from
Figure 3.1: The upper plot shows the original data in a colour-magnitude log density plot, whilst
the lower plot shows the data with the cuts applied. Noteworthy are the removed sources sitting
between the main-sequence and the white dwarf population. There is no known population that
sits in this region and these were most likely due to the spurious parallax measurements in Gaia.
Removing these gives a much cleaner colour-magnitude plot.
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IPHAS were used along with the absolute magnitude, MG, from Gaia. Figure 3.2 shows the
sources on a colour-magnitude and colour-colour plot.
Figure 3.2: Log density plot of the cleaned data. The upper plot shows the colour-magnitude
plane of the three dimensional space used. The lower is a colour-colour plot, with the upper
branch containing the unreddened main-sequence, the lower branch contains the giants and
reddened main-sequence; with the white dwarf population visible as a low density blob on the
left side where both branches converge.
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Figure 3.3: Visualisation of the main steps of the selection algorithm
3.2 Overview of Selection Algorithm
The diagram in figure 3.3 visualises the general steps of the selection algorithm, with the sec-
tions below providing more details for each step. Once the DBSCAN clustering, has been run
and the labels (i.e. which group a particular source belongs to) have been applied to the full
dataset, the actual selection of the emitters is performed, which is covered in detail in section 3.7.
3.3 Gridding
As figure 3.2 shows, the density variations in the three dimensional space are significant. There
are two main clusters: one consisting of the pre-main sequence, the main sequence and giants;
and the other consisting of the white dwarf population.
As explained in section 2.6.2, DBSCAN does not work well with clusters of varying density;
therefore the density variations are flattened. Reducing the number of sources from ∼7.3 mil-
lion to 267,237 also makes working with the data much easier (load times, manipulation, etc.).
Removing the large density variations was done by splitting the 3D space into cells and checking
the number of data points in each cell against a threshold value; if below the threshold, all points
in the cell are kept, otherwise the threshold number of points are selected randomly from the
cell. The two parameters required for this step are: threshold value for the number of sources;
and the number of cells along each dimension.
It is important to note that with a high enough resolution (i.e. number of cells per dimen-
sion), no “information” is lost when identifying Hα emitters; only regions of the largest density
(such as the main sequence and giants branches) are affected. As long as the density variations
between high density regions and low density regions are maintained, and only a reduction in
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density the variation between the regions is achieved, no relevant “information” is lost.
Determining the parameters for this step was done by evaluating a large number of parameter
combinations and comparing and evaluating these using plots such as shown in figure 3.4. These
were evaluated by looking for a similar density between the main sequence/giants region and
the white dwarf population, while still maintaining the high and low density boundaries.
This reduction in number of sources allowed for fast and easy running of DBSCAN on a normal
desktop machine, allowing evaluation of many DBSCAN parameter combinations. The full de-
tails of the DBSCAN parameter selection is covered in section 3.5. For gridding, the parameters
used were 150 cells per dimension for each of the three dimensions, with a threshold of ten
sources per cell. This parameter combination gives an upper limit of 1503 × 10 = 33.75 × 106
data points, given a uniform dataset with a density exceeding the threshold per cell. For this
dataset, the total number of sources selected with these parameters is 267,237.
3.4 Min/Max Scaling
As DBSCAN defines the neighbourhood using a distance parameter/threshold ε, it is important
that all dimensions span the same range. Otherwise the neighbourhood in a 2D case is no longer
a circle but instead becomes elliptical if the dimensions span different data ranges; the same
applies for higher dimensional spaces. In order to prevent this, the data is min/max scaled using
the MinMaxScaler from the scikit-learn library [54]. The min/max scaling equation to give a
range of (0, 1) is
Xscaled = (X −Xmin)/(Xmax −Xmin) (3.1)
As shown in figure 3.3 the min/max scaling is initially only done on the subset that is used for
DBSCAN, and, before the labels are applied to the full dataset via k-nearest neighbour, the full
dataset is min/max scaled with the parameters (Xmax and Xmin) from the subset. Note: All
figures, except of figure 5.9, from here on, are in terms of the scaled dimensions instead of their
unscaled values.
3.5 DBSCAN
The density-based clustering algorithm DBSCAN, described in detail in section 2.6.2, identifies
clusters that meet a density threshold defined by the two parameters MinPts and ε. All data
points that are not identified as part of a cluster are labelled as noise points. The “noise” points
can be thought of as outliers with respect to their local neighbourhood. Given that the aim is
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Figure 3.4: Results of gridding using 150 cells in each dimension with a threshold of ten sources
per cell.
to identify excess Hα sources, which can also be thought of as outliers in the Hα dimension
with respect to their local neighbourhood (in the CMD plane), the DBSCAN is used to find all
local and global outliers, which are then the base set for selecting Hα emitters. This reduces the
number of potential excess Hα sources dramatically, which in turns allows running the selection
algorithm described in section 3.7 on all of these sources.
The DBSCAN algorithm requires a way to find sources that are close to a given point to identify
its neighbourhood. This can either be done by using a distance matrix or a structure, such
as k-d tree [8]. A distance matrix for n number of points and d dimensions has nd number of
entries, in other words memory requirements are O(nd), compared to a k-d tree’s memory usage,
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which scales as O(n). Therefore it is advisable to use structures such as a k-d tree. However, the
DBSCAN implementation by scikit-learn [53] only supports a distance matrix stored in memory,




of memory when using single floating point precision (32 bytes). One of the other limitation
of DBSCAN is that the original algorithm is limited to a single process and does not scale
to multi-processing, due to sequential access limitations. This means that the processing of a
large datasets takes a significant amount of time and having a multi-core computer to run it
on does not help. Running DBSCAN on the full dataset was attempted. However, after 2 days
of running the process was stopped. Modifications of DBSCAN exist that allow parallelisation,
such as PDSDBSCAN [42] and [3]. However, reducing the dataset via gridding and running
the original DBSCAN algorithm on a standard Linux desktop using the implementation from
the PyClustering library [38], which uses a k-d tree by default, was sufficient and simple and
therefore used. PyClustering is a python library, but it also allows running of the DBSCAN
algorithm using a C++ core, which offers significant performance improvements. Running on
a standard ubuntu desktop (Intel Xeon CPU E3-1240 v3 @ 3.40 GHz × 8, 16 GB of memory)
on a reduced dataset of 267,237 data points, the run time was less than 5 minutes using the
PyClustering library.
The behaviour of the DBSCAN algorithm strongly depends on the value of the two parameters,
hence finding suitable values for these is important. The original DBSCAN paper [19] specifies
a method of identifying these by looking for the first valley in a sorted k-dist graph, a sorted
graph of the distance of each point to its k-th neighbour, but in this case there was no clear
first valley; this is most likely due to the large number of sources. Therefore a large number
of parameter combinations were evaluated by-eye using plots such as shown in figure 3.5. It is
also worth pointing out that there is no absolute correct parameter combination, as changing
the parameters merely changes how aggressive or conservative the clustering is, and the correct
parameters might vary depending on whether completeness or accurate selection is more impor-
tant.
The main problem in finding a good parameter combination was the differences in density
between the main sequence and giants cluster, and the white dwarf population. While the
gridding, discussed in section 3.3, reduced this density difference significantly, it was unable to
eliminate it entirely. Hence when trying to select a conservative parameter combination for the
main sequence cluster, most of the white dwarf population would be labelled as “noise”. One
approach to solve this problem is to flatten the density surface more aggressively. However, this
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Figure 3.5: The combined results from running DBSCAN with the two different parameter
combinations (MinPtsWD = 20, εWD = 0.011 and MinPtsMS = 20, ε = 0.007) to allow for the
density variation between the white dwarf and main sequence population.
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reduces the number of data points drastically, resulting in a less well-defined main sequence and
giants cluster. Another problem is that some potential points of interest might be removed by
this aggressive gridding. To avoid this DBSCAN is run twice with different parameters, once for
identifying the main sequence and giant cluster, and once for the white dwarf cluster. The result-
ing two different sets of labels are trivial to combine as the clusters do not overlap. This results
in a well-defined main sequence cluster without marking most of the white dwarf population as
“noise”. The resulting clusters and “noise” sources, for the used parameters (MinPtsWD = 20,
εWD = 0.011 and MinPtsMS = 20, ε = 0.007), are shown in figure 3.5. This gives a main se-
quence and giant cluster of size 243, 517, a white dwarf cluster of size 2342, and 21, 378 “noise”
sources.
3.6 Nearest Neighbour
Applying the clustering results from DBSCAN to the full dataset was done using the the k-
nearest neighbour (kNN) algorithm; a brief explanation of the algorithm is given in section
2.6.1. With k = 1, the algorithm classifies the sources from the full dataset by assigning the la-
bel of the closest neighbouring source from the reduced dataset, with the label being the cluster
membership or “noise” point classification. It is worth pointing out that kNN in this case is not
used for instance based supervised machine learning; it is purely used to apply the DBSCAN
results to the full dataset.
A k-value of 1 was used as larger values would mean considering more neighbours when clas-
sifying a point. This could lead to data points being incorrectly classified as cluster points at
the boundary of the clusters due to the much higher number of cluster sources compared to
“noise” sources. It also worth noting that applying the DBSCAN clustering results to the full
dataset only results in a very minor change in the number of “noise” sources, from 21, 378 to
21, 381. The number of sources in the white dwarf cluster, changes from 2, 342 to 2, 346. This
shows that reducing the number of sources, as explained in section 3.3, almost purely removed
sources from the main sequence and giants cluster; explaining the small changes in the number
of “noise” and white dwarf cluster points.
The full dataset was also min/max scaled before running kNN, as otherwise the sources would
have been in a different data range, producing incorrect results. To ensure that the full dataset
was scaled in the same way as the reduced dataset, the same instance of the min/max scaler
was used (which saves the parameters Xmin and Xmax).
As the aim of this step is to apply the clustering from the reduced dataset to the full dataset, it
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is important to check that the transferred clustering does not overextend itself. In other words,
the result should be very similar to running the DBSCAN on the full dataset. To verify this, the
nearest neighbour sorted distance graphs for both clusters (for the full dataset) were produced,
as shown in figure 3.6, and were compared to their respective DBSCAN ε parameter.
The graphs show that none of the cluster points exceed their respective cluster’s ε param-
Figure 3.6: Sorted nearest neighbour distance graph for the main-sequence/giant cluster (top)
and the white dwarf cluster (bottom). Each plot shows nearest neighbour distance for the first
1000 cluster sources, when sorted by the nearest neighbour distance. For both clusters the
maximum nearest neighbour distance is below their respective DBSCAN ε parameter (ε = 0.007
for the main-sequence/giant cluster and ε = 0.011 for the white dwarf cluster). This indicates
that applying the DBSCAN clusters to the full datasets using nearest neighbour did not result
in the clusters overextending themselves.
eter. However, this does not mean that this is equivalent of running DBSCAN on the full
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dataset, as this does not take into account the differentiation of core points and border points
in a cluster. The results however, are expected to be very similar to running DBSCAN on the
full dataset and given that the DBSCAN parameters were chosen to be conservative, i.e. lots
of “noise” sources, the risk of missing a source of interest (with respect to excess Hα) is minimal.
3.7 Selection Process
Selection of the Hα emitters from the set of “noise” sources is done with respect to a “selec-
tion neighbourhood”, which is the “local neighbourhood” of a given “noise” point modified to
include a proportion of the closest locus on the colour-magnitude plot. This section covers the
two techniques used to choose the selection neighbourhood for a given “noise” point, which is
subsequently referred to as a source of interest (SoI).
Figure 3.7: Shows the two different techniques used to determine the selection neighbourhood
for a SoI. For the SoI in the upper left, highlighted by the blue star, it is found using tunnelling,
as covered in section 3.7.1. For the SoI in the lower left, slicing in both dimensions of the CMD
is used to find it; slicing is covered in section 3.7.2. Note: This colour-magnitude diagram does
not show any “noise” sources, apart from the ones in a slice.
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3.7.1 Tunnelling
Tunnelling for a SoI is done by selecting all sources that are within a rectangular area of the
SoI in the CMD plane; in other words if the SoI has position (SoIr-i, SoIMG) then all sources
that are within the rectangle defined by (SoIr-i − w) < r-i < (SoIr-i + w) and (SoIMG − h) <
MG < (SoIMG + h) make up the selection neighbourhood, where h and w are the height and
width of the rectangle in the scaled dimensions. It is important to note that the r-Hα dimension
is unconstrained. The height and width used was 0.04 in the scaled dimensions. An example
is shown in figure 3.7, with the SoI highlighted as a blue star in the top left of the CMD.
The selected sources, or selection neighbourhood, are shown in yellow, with the constraints
highlighted by the blue rectangle. The associated histogram and r-i vs. r-Hα plots are shown
in figure 3.8, from which it is easy to see that this SoI is most likely an Hα emitter. The
automatic selection of Hα emitters based on the selection neighbourhoods is covered in chapter
4.
In order to perform a statistically meaningful selection of Hα emitters using their respective
selection neighbourhoods, these have to contain a large enough number of sources. However, for
sources that are not above/below or close to a dense region in the CMD plane, this method will
not result in a meaningful selection neighbourhood. So while tunnelling was run for every SoI,
it was only used to get the selection neighbourhood for SoIs that are considered “on cluster”.
For a source to be considered “on cluster” the following conditions had to be meet:
• Number of sources in tunnel >= 200
• Number of cluster sources >= 100
The second condition was added to ensure that the selection neighbourhood contains a core
part of the closest locus in the CMD plane, as the boundary regions of the main-sequence/giant
cluster can contain enough sources for some SoIs to reach the required tunnel count without
containing any cluster sources.
The single parameter of this method, the width and height of the rectangle, determines the
neighbourhood in the CMD plane considered when classifying a SoI. The width/height parame-
ter used was 0.04/0.04 as this provided a good neighbourhood selection while also allowing the
inclusions of boundary sources that meet the cluster count condition.
3.7.2 Slicing
As mentioned in 3.7.1 some SoI will not meet the required conditions to get a selection neigh-
bourhood from tunnelling; these are SoIs that sit in low density regions or at the edges of a
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Figure 3.8: Selection neighbourhood plots for the SoI in the top left of the CMD in figure 3.7.
(Top) The selection neighbourhood’s r-Hα distribution on a log scale as this SoI is in a very
dense region of the CMD. (Centre): colour-colour plot with the cluster sources in the selection
neighbourhood shown in cyan and the “noise” sources in black. All other sources are shown as
a density plot to show the loci. (Bottom): Same plot as in the middle but zoomed in on the
SoI, showing, more clearly how it sits above the locus in the r-Hα dimension.
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locus in the CMD. For these SoIs slicing is used.
Slicing is done in the CMD plane (i.e. the r-Hα dimension is unconstrained) by selecting all
sources along the slice dimension, either r-i or MG, that meet the constrains on the other
dimension. For example, slicing along the MG dimensions for a SoI positioned at (SoIrmi,
SoIMG) is done by selecting all sources that meet the conditions (SoIrmi− slice width) < xrmi <
(SoIrmi + slice width). An example of slicing along the dimensions r − i and MG is shown in
figure 3.7, where the SoI is shown as a blue star in the bottom right of the CMD and the selected
sources are in yellow. The top plots in figure 3.9 show the scatter plots for the slices, with the
slice dimension on the x-axis and r-Hα on the y-axis. These plots give a good indication of
whether a SoI is an emitter or not. However, in order to select an Hα emitter automatically, the
selection neighbourhood has to be determined. If one were to determine if a SoI is an emitter
based on the top two plots in figure 3.9 and the CMD in 3.7, one would most likely find the
slice that contains the closest population and then view the respective slice dimension vs r-Hα
plot and compare the SoI against the a portion of the closest locus. Therefore, this is how the
selection neighbourhood is determined for SoIs that don’t meet the tunnelling conditions. The
important point to note is that the selection neighbourhood needs to include a core part of the
closest locus.
The first step to determining the selection neighbourhood is to choose the correct slice to use,
which is done using the following steps:
1. For each slice:
(a) Check that number of points in the slice > 200;
(b) Calculate the distance of each point with respect to the SoI;
(c) Find the closest cluster, for which there are at least 100 cluster points in the slice;
and
(d) Return the label and distance of the closest cluster (1c) point.
2. Select the slice with the closest valid cluster point.
With the correct slice selected, the next step is to identify the ”local” neighbourhood that
encompasses a large enough core portion of the closest locus (i.e. cluster) from the selected
slice. This selection of points has to meet the following conditions:
• Number of data points in the selection > 200; and
• Number of cluster points (from the cluster in 1c above) > 100.
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Figure 3.9: Slicing plots for the SoI in the bottom right of the CMD on figure 3.7. (Top) Scatter
colour-colour plot of the sources in the r-i slice. In this case the relevant slice is MG as it
intersects with the closest locus on the CMD. (Centre) Colour-colour scatter plot of the MG
slice, with the selection neighbourhood highlighted in yellow. (Bottom) Histogram showing the
r-Hα distribution of the selection neighbourhood in the centre plot. From this, and the centre
plot, it is apparent that this source is most likely not an Hα emission line source.
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For the example in figure 3.9 the selection neighbourhood points are shown in yellow in the
middle plot. With these selected points it is then possible to score (covered in section 3.7.4) this
SoI the same way as tunnel points.
3.7.3 Manual Reference Point
For a very small subset of SoIs (∼200) neither slicing nor tunnelling provides a sufficient selection
neighbourhood, as these SoIs are not in a dense region of the CMD and the slices do not intersect
with their respective closest clusters. These SoIs are shown in figure 3.10 and found using the
selection areas shown by the blue lines. For each of the three groups a reference source (magenta
stars) was determined, and the tunnel sources from the three reference sources were then used as
the selection neighbourhoods for the different areas. The tunnelling area was slightly increased
for two reference points, as they are in low density regions. With the selection neighbourhoods
determined, these points can be scored and Hα emitters selected the same way as for all other
SoIs.
Figure 3.10: CMD plot with the SoIs that require manual reference points shown in yellow and
selection criteria shown as blue lines. The selection neighbourhood sources for these SoIs are
shown in blue, with the reference point shown as a magenta star. These SoIs require a manually
selected reference point as they do not meet the tunnelling count conditions and their slices do




Qualitatively it is reasonably easy to see if an SoI is an outlier in the r-Hα dimension with
respect to the selection neighbourhood using a histogram such as the ones shown in figure 3.8
and 3.9. To reiterate from the previous sections, the selection neighbourhood for a given SoI
consists of the sources against which it is scored, and is determined by either tunnelling, slicing
or manual reference point depending on where it sits in the CMD, as discussed in sections 3.7.1,
3.7.2 and 3.7.3. With the selection neighbourhood it is then possible to quantitatively describe
to what degree a SoI is an outlier in the r-Hα dimension. The following sections give some
details on the different methods of scoring that were considered, along with the two that were
used in the end. It is important to note that all scores use the selection neighbourhood of a
SoI to score it and which approach was used to determine the selection matter does not affect
the score; therefore the following section is in terms of the r-Hα dimension for the selection
neighbourhood of the SoI in question.
Median/IQR
If the distribution of points in the selection neighbourhoods along the r-Hα dimension followed
a normal distribution, the first choice would be to use the mean and standard deviation to
describe it and use a σ-cutoff to select emitters. However, as the plots in figure 3.11 show, the
distributions do not follow a normal distribution. Therefore, for the SoI in question the median






was then attempted to be used for selection of Hα emitters.
However, due to large variations in the shape of the distributions, as shown in figure 3.11, this
scoring method was unsuitable for selection of Hα emitters. Figures 3.12 and 3.13 illustrate the
shortcomings: both SoIs have a Median/IQR score of 6.1 − 6.2, but the SoI in figure 3.12 is
considerably less of an outlier in the r-Hα dimension compared to the SoI in 3.13. In addition
the IQR factor results in SoIs with a similar degree of outlier-ness, having vastly different scores
due the IQR varying greatly. In Figure 3.14 the r-Hα distance of the closest cluster source
to the SoI is plotted against the Median/IQR for every SoI. Taking the closest cluster source
distance as a proxy for r-Hα outlier-ness, one can see that the score varies greatly for a constant
distance, such as 0.05. Therefore it was concluded that the combination of median and IQR is
not able to describe the different r-Hα distributions of selection neighbourhoods in a consistent
41
Figure 3.11: Some r-Hα selection neighbourhood distribution plots for different SoIs. The
Q-Q plots on the right are shown for comparison with a normal distribution, represented by
the red line with the actual distribution shown in blue. Of note are the large differences in
the distribution shapes and sizes. Top/Center-Top Both are SoIs situated above the lower main
sequence, with the shape of the distributions varying significantly. The histogram also shows that
the top and Center selection neighbourhood contains two well defined loci, whereas the center-
top one has only a single well defined locus. Center/Center-Bottom Two SoI on the border of the
main-sequence/giant cluster; unlike SoIs sitting directly above a cluster, in the r-Hα dimension,
like the one in the bottom plot, these have a much smaller number of sources in their selection
neighbourhood with the ”noise” sources making up a significantly larger proportion.
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Figure 3.12: Example of a SoI which sits well above the locus from its selection neighbourhood.
The median/IQR score is shown in the top left to allow comparison of two SoIs that have a very
similar score but very different Hα values with respect to their selection neighbourhood. The
other SoI is shown in figure 3.13
manner, resulting in scores that are unsuitable for the selection of emitters.
Empirical probability score
For a given SoI the empirical probability (EP) score is the proportion of selection neighbourhood
sources which have a smaller or equal r-Hα value. It gives a measure of how extreme a SoI’s
r-Hα value is with respect to the selection neighbourhood sources. Defined as
EPSoI = P (X ≤ SoIr-Hα), (3.3)
it is the value of the cumulative distribution function for the selection neighbourhood points
at SoIr-Hα. However, it is important to note that this is only with respect to the selection
neighbourhood. Thus, if the proportion of locus points is very large, or the range of r-Hα values
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Figure 3.13: Example of SoI which sits much closer to the locus in its selection neighbourhood
compared to the one shown in figure 3.12; yet its median/IQR score is almost exactly the same.
is very limited, any point that is on the tail end of the distribution (which could still be part of
the locus), will have a EP value close to 1.0. This can be seen in figure 3.15. The SoI is on the
outer edge of the locus and could potentially be considered as an emitter, but visually comparing
it to the other sources in the selection neighbourhood, it is obvious that there are many other
sources with more extreme r-Hα values, yet the SoI has an EP score of 1.0 (rounded). On the
other hand, if the number of selection neighbourhood points is low then the EP score might be
low even if an SoI has an extreme r-Hα value. This effect is due to the extreme variations in the
number of sources in the selection neighbourhoods. Some of the SoIs in the dense region of the
CMD have selection neighbourhoods on the order of 106 sources, whereas in less dense regions,
or on the edges of the populations, some only have the minimum of 200. This means that this
score is unsuitable for selection of Hα emitters without addressing these large differences in
selection neighbourhoods.
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Figure 3.14: Plot of SoI’s Hα distance to the nearest cluster source in their respective selection
neighbourhood versus the median/IQR score, with the colours visualising their selection neigh-
bourhoods IQR value. Of note is the large spread of the median/IQR score at a constant cluster
points distance, for example at a cluster distance of 0.05 the score varies from ∼1-15.
Weighted empirical score
The main limitation of the previously discussed EP score is the large differences in the number of
sources in the selection neighbourhoods. The weighted empirical score (WEP) is a modification
to the EP score that addresses this issue. An example of this problem is shown in figures 3.15
and 3.16 where there is a difference in the number of sources of four orders of magnitude. This
has a large effect on the EP score. The SoI in figure 3.15 has an EP score of 1.0, whereas the
SoI in figure 3.16 has a score of 0.96, even though the plots clearly show that the SoI in figure
3.16 is much more likely to be an emitter.
These large differences in the number of sources are caused by the extreme differences in density
on the CMD, and as sources in dense regions are cluster points, the weighted EP score adds
weights to the r-Hα values of cluster sources if the number of cluster points in the selection
neighbourhood exceeds a threshold. The weighted EP score is calculated in the same way as




Ci,r-Hα, if “noise”w × Ci,r-Hα, if cluster, (3.4)
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Figure 3.15: Plots for a SoI with a high density selection neighbourhood. (Top) The r-Hα
distribution of the selection neighbourhood. (Center) The same distribution on a log scale.
(Bottom) Zoomed in colour-colour plot of the selection neighbourhood sources, with the SoIs
associated EP score shown in the top left. Of note is the reasonably small distance between
the SoI and the locus, making this a possible emitter, but its Hα value is certainly not extreme
with respect to its selection neighbourhood, yet its EP score is 1. Comparing this to the SoI in
figure 3.16 shows the problem with the EP score.
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Figure 3.16: r-Hα distribution and colour-colour plot for a SoI in a much lower density region
in the CMD. The SoI is almost certainly an Hα emitter, yet its EP score does not reflect that
accordingly, especially when compared to the SoI in figure 3.15.
where w is the weights for the cluster points defined as w = thresholdnumber of cluster points (in neighbourhood) ,
i.e. effectively reducing the effect of the cluster sources to a maximum combined total of threshold
number of sources. The difference in the CDF due to the weights can be seen in figure 3.17. The
top plot is without weights and the full probability range is completely dominated by the cluster
sources, with ”noise“ sources at the tails making up virtually none of the probability range;
hence defeating the purpose of the EP score. The main issue is not that there is a difference
in the number of cluster sources, but that these difference are several orders of magnitude, thus
reducing the differences to be less than an order of magnitude results in a score that is able
to capture the degree of r-Hα deviation of SoIs with respect to their selection neighbourhood
sources in a much more consistent manner. The effect of adding weights is shown in the bottom
CDF plot in figure 3.17, with the cluster points only covering a portion of the probability range.
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Figure 3.17: CDF plots for the SoI shown in figure 3.15, (top) without weights, standard EP;
and (bottom) with weights and a threshold of 1000, weighted EP. Without weights all “noise”
sources sit at either an EP score of 0.0 or 1.0, which means that variations, even large ones, in
r-Hα values are not represented by the EP score. Adding weights reduces this and variations
are captured in the score with more extreme values having a score closer to 0.0 or 1.0.
Nearest cluster neighbour score/distance
The EP and its weighted variation, discussed previously, determine the r-Hα deviation of a SoI
with respect to the locus in its selection neighbourhood, but, this does not necessarily mean that
an outlier based on the EP or WEP criteria is an actual emitter. Cases where the r-Hα range
of the selection neighbourhood could be limited to a small range close to the population or in
the case of the standard EP, the large difference between number of cluster and “noise” sources
would yield outliers that are most likely not Hα emitters. To prevent this incorrect selection of
emitters, the nearest cluster neighbour (NCN) score was considered, to be used in combination
with the EP or WEP score. The NCN score is the euclidean distance from the SoI to the nearest
cluster point.
Given the large number of data points, brute force calculation for this is not an option; there-
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fore the kd-tree implemention from SciPy [55] was used to compute these values for all SoIs.
The NCN score, by itself, is not suitable to select emitters as it does not take into account the
distribution of the selection neighbourhood and is based upon arbitrary results of the clustering
algorithm. The aim of the NCN is to ensure that all sources selected as emitters based on the EP
or WEP score have a minimum distance from the closest locus. This does make the assumption
that cluster sources, to some degree represent the closest locus, but given that the clustering is
done based on density, this is an acceptable assumption to make.
k-Nearest cluster neighbour r-Hα distance
The NCN score works well for all points that are directly above a locus (in the r-Hα dimension),
as the main contribution to the distance of the closest cluster source will come from the r-Hα
dimension. However, for other sources such as the one shown in figure 3.18, the distance is
dominated by the r-i dimension; this results in inconsistent r-Hα distances from the closest
locus. Additionally, using only a single point to calculate this score can result in smaller than
expected score values, as border points of the cluster might not be representative of where the
cluster starts. To address these problems the NCN score was modified to the k-nearest cluster
neighbour (kNCN) score, which is determined by finding the k nearest cluster neighbours (based
on the euclidean distance) in the full three dimensional space and then calculating the mean
r-Hα distance.
For SoIs with their selection neighbourhood determined via slicing, section 3.7.2 a slight modi-
fication was done; the k-nearest cluster neighbour sources are determined based on a shifted r-i
and MG position. As the actual r-i, MG position can be quite far next to the cluster, as for the
SoI in figure 3.18, the selection of the k-nearest cluster sources does not necessarily represent
the largest cluster r-Hα values of the selection neighbourhood. Therefore the median r-i and
MG values of the cluster sources (in the selection neighbourhood) are used with the actual SoI’s
r-Hα value to determine the kNCN score.
Increasing the number of neighbours considered should also increase the consistency and smooth-
ness of this score, resulting in an improvement in the selection of the Hα emitters. A value of
k = 5 was used.
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Figure 3.18: An SoI along on the edge of the main-sequence cluster is shown. The last plot
indicates the SoI’s position with respect to the selection neighbourhood and shows the NCN
score is an unsuitable measure, in this case, for ensuring that potential emitter SoIs have a





The diagram in figure 4.1 shows the full Hα emitter selection process for all SoIs, i.e. all sources
classified as noise by the DBSCAN (and NN) algorithms. A quick overview of the selection
process is given here, with more details on the thresholds and type of SoIs given in the following
sections of this chapter.
Tunnelling was performed for all sources that were classified as “noise” by the DBSCAN (and
NN) algorithm. The next step was to determine whether or not the selection neighbourhood for
a given SoI meets the “on cluster” condition covered in section 3.7.1 and represented by condi-
tions B-D in figure 4.1, with sources reaching condition E in figure 4.1 having the “on cluster”
flag set in the catalogue. Condition E then checks that the SoI has a greater r-Hα value than
all cluster sources in the selection neighbourhood, at which point the SoI is considered “above
cluster”. The scores discussed in section 3.7.4 are then calculated for all SoIs considered “above
cluster” in step 4.
All SoIs not meeting conditions A-D were therefore considered “beside cluster” and the selection
neighbourhood was determined using slicing (step 2, section 3.7.2), with scoring for these SoIs
done in step 3. SoIs not meeting condition A, of which there are only about 200, were scored
(step 1) using the selection neighbourhood of the closest reference point.
With scores calculated for all SoIs, emitters are then selected at condition F using the score
thresholds defined in the following section 4.2. This is then followed by a brief discussion of the
classification of the different type of SoIs.
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Figure 4.1: Classification diagram
4.2 Score Thresholds
The scores used for the selection were the WEP and kNCN scores discussed in section 3.7.4. Ini-
tially the EP and NCN scores were used to identify emitters. However, once their shortcomings
(discussed in section 3.7.4) became apparent, these were modified to WEP and kNCN which
were subsequently used for the selection of Hα emitters.
Initially, constant thresholds were used for selection of emitters, such as kNCN > 0.01 and
WEP ≥ 0.97, as shown in figure 4.2. However, this resulted in missing emitters that were not
in the top x-percentile of their selection neighbourhood. This effect is much larger for low-count
selection neighbourhoods as the number of sources that can be in the top x-percentile is smaller.
This can result in missing emitters, such as the one in figure 4.3. However, just decreasing the
WEP threshold results in the pollution of the emitters with many points from the edge of the
population meeting the kNCN threshold, especially for an SoI with a large selection neighbour-
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Figure 4.2: Shown are all SoI sources with the kNCN score along the x-axis and the WEP score
along the y-axis. The red dashed lines represent an example of using constant thresholds to
identify emitters. This method will miss a considerable number of emitters, assuming the WEP
thresholds is set reasonably high to prevent the inclusion of non-emitters, as there will be SoIs
that are not in the top x-percentile of their selection neighbourhood, as some CMD region have
a larger amount of emission line objects. The emitters selected using a lower constant WEP
threshold, and a WEP score dependent kNCN threshold are shown in yellow.
hood count, even when using the weighted EP score.
To account for this, the kNCN threshold was determined as a function of the WEP score, with
the kNCN threshold increasing as the WEP score decreases as shown in figure 4.4. This ap-
proach allows reducing WEP threshold without the inclusion of SoIs that are most likely not
emitters, therefore allowing the selection of SoIs with a lower WEP score but a large kNCN,




where the constants a and b are determined using trial and error using visual inspection of
sources included/removed. The resulting thresholds are then scaled to the appropriate range
using:




× (thmax − thmin) + thmin
(4.2)
where thmin and thmax are the user defined min/max thresholds. These determine the kNCN
thresholds at the WEP extremes, i.e. at WEP = 1.0 the corresponding kNCN threshold is
thmin and at WEP = 0.92 the kNCN threshold is thmax. The WEP threshold used was 0.92
with the used kNCN threshold shown in figure 4.4.
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Figure 4.3: This is an example of an SoI which is most likely an Hα emitter, but would have
been missed if a constant kNCN threshold had been used. Using a constant kNCN threshold
requires a higher WEP threshold to prevent selection of sources that are likely not emitters.
4.3 Selection for Different SoIs Types
4.3.1 On Cluster
Out of the 21,381 SoIs, 15,523 are considered “on cluster” as defined in section 3.7.1 or as deter-
mined according to the diagram in figure 4.1. These points can be found using the “on cluster”
flag in the catalogue. In order to qualify as “above cluster”, a SoI has to have a r-Hα value
greater than all cluster sources in its selection neighbourhood, represented by condition E in
the diagram. It is worth noting that to be “on cluster”, the SoI itself does not actually have
to be directly on the cluster, rather the tunnel has to contain the required number of cluster
points and overall sources, and given that the tunnel has a certain width/height in the CMD
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Figure 4.4: Shown are all SoIs with WEP ≥ 0.92 and the kNCN threshold as a function of
WEP.
plane SoIs close to a cluster can also be classified as “on cluster” given that all the conditions
are meet. However, in general, SoIs meeting the conditions B-E are generally “on cluster” in
the CMD plane, hence the naming. Sources that are not actually directly above a cluster are
discussed further in section 4.3.3.
Only a small number of SoIs above the white dwarf population are considered to be “on cluster”,
which is due to its low density and hence the count and cluster count thresholds (section 3.7.1)
not being met. Modifying the thresholds to allow inclusion of more SoIs as “on cluster” for the
white dwarf population would result in reduction of sources in a selection neighbourhood, which
would lead to an increased incorrect selection of SoIs as emitters. Therefore most points on the
white dwarf population are processed using the beside cluster approach, covered in section 4.3.4
and 3.7.2; also shown in the left branch of the diagram in figure 4.1.
4.3.2 Above/Below Cluster
Out of the 12,523 “on cluster” SoIs, 4,847 are considered above cluster, i.e. meeting conditions
B-E in the diagram in figure 4.1. These conditions ensure that the tunnel area is above a cluster
in the CMD plane and contains enough points in its selection neighbourhood to allow selection
of Hα emitters using the WEP score. Selection of Hα emitters from this group of SoIs is done by
calculating the WEP and kNCN score with respect to their respective selection neighbourhoods;
these scores are then checked against the thresholds defined in section 4.2. Out of the 4,847 SoIs
considered “above cluster”, 3097 were selected as Hα emitters.
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4.3.3 Border Points
This is a small subgroup of the SoIs considered “above” cluster and are not scored or treated
any different. These are SoIs which are not actually directly above or on a cluster in the CMD,
but instead sit on the border of a cluster, and their tunnels include enough of the cluster sources
to meet the required conditions to be considered above a cluster, which means that the tunnel
is used as the selection neighbourhood. Since the cluster is defined by arbitrary parameters and
only represents the local population to a certain degree, including these sources makes sense.
The main difference is that these SoIs have a much smaller number of sources in their selection
neighbourhoods compared to non-border points considered “above cluster” and the proportion
of other “noise” sources is much larger. This can be seen by in figure 3.11, where the Center
and Center-Bottom plot show the selection neighbourhoods r-Hα distribution of two border
points and the Bottom plot shows a “above cluster” non-border point. However, this makes no
difference as the whole idea is to select emitters with respect to the selection neighbourhood
which is part of the local locus, so the cluster count condition purely exists to ensure that a core
“part” of the locus is included. The “noise” sources that are included in the tunnel of a border
point are as much part of the locus as the cluster points; hence the main difference is the lower
number of sources and the distribution looks different in terms of cluster to “noise” proportion.
This only really applies to the main sequence and giant cluster; as the white dwarf locus has
a much lower density, hence all points considered “above” the white dwarf cluster are actually
directly above the cluster.
4.3.4 Beside Cluster
All SoIs (with the exception of the small number of manually classified SoIs covered in section
4.3.5) not considered “on cluster” are denoted “beside cluster” and can be found using the “be-
side cluster” flag in the catalogue, of which there are 5,629.
For these SoIs, tunnelling did not produce a suitable selection neighbourhood as not all condi-
tions were met (as discussed in section 3.7.1, or shown in the digram in figure 4.1 as conditions
B-E). To further explain why tunnelling is unsuitable, figure 4.5 shows all SoIs that are con-
sidered “beside cluster”. This figure shows nicely that these sources are all in very low density
regions of the CMD. This means that using tunnelling for these SoIs would result in almost empty
selection neighbourhoods, making selection of Hα emitters inaccurate. In addition, the selec-
tion neighbourhoods would most likely not include the population the SoI belongs to. Therefore
slicing (explained in section 3.7.2 and shown as step 2 in the diagram) is used.
As with all other SoIs, the scores are calculated and compared against the thresholds covered
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in section 4.2 and Hα emitters are selected accordingly.
Using slicing to determine the selection neighbourhood allows the scoring and selection to be
done in the same manner as for SoIs in dense regions, which keeps it consistent. However, it
is worth noting that this also means that SoIs beside a cluster are only ever compared against
the edges of the population along with the “noise” sources close to the border. Additionally, for
some SoIs, neither of the two slices intersects with their closest population, as shown in figure
3.10. These SoIs are further discussed in section 4.3.5.
Figure 4.5: All sources considered “beside cluster” are shown in black on a colour-magnitude
diagram.
4.3.5 Manual Classification
Slicing is not suitable for all “noise” sources that are considered beside a cluster, as in some
cases neither of the two slices intersects with the closest locus. These sources are shown in figure
3.10 in yellow. One approach to fixing this problem would be to add more slices, or use the
closest sources instead of slices to determine the selection neighbourhood. However, given that
most SoIs are either above or below a cluster and hence do not require slicing, and the number
of SoIs for which slicing or tunnelling is not an option is very small (∼200), this approach was
used to avoid having to add more complexity. These sources are selected by the blue lines as
shown in figure 3.10 which displays all SoIs that required manual classification. The selection
neighbourhood is then determined from a close manually-selected reference point by tunnelling
57
with manually configured width/height for each manual classification area. With the selection
neighbourhood determined, the scores are then calculated and, as with the other types of SoIs,




In order to determine how well the selection algorithm covered in the previous sections performs;
validation is done manually with plots, comparison with the Witham et al. (2008) [66] Hα
emitters catalogue and crossmatching with SIMBAD and LAMOST.
5.1 Manual Validation
Manual validation was done by gridding the dataset with a much lower number of cells. From
each cell an emitter and non-emitter SoI was selected. For each of the selected sources, plots
were created depending on how their selection neighbourhood was determined, i.e. either slicing
or tunnelling. The plots, along with the SoIs score, were then examined manually to identify
any issues with the selection algorithm and gauge its accuracy based on the three dimensional
data available. To completely confirm that a specific SoI is an Hα emitter, spectroscopic follow
up observations have to be done, but this was not done as part of this work.
Examples of the plots used are shown in figures 5.1 and 5.2. Both of the two different plot types
show the SoI’s position on the CMD, along with a histogram of the r-Hα values of the selection
neighbourhood sources, which were used to score the SoI.
Manual validation showed that overall the selection algorithm works well. Investigating about
200 SoIs using these type of plots (figures 5.1 and 5.2), showed that only a very small fraction
of selected Hα emitters were selected incorrectly. However, without spectroscopic follow-up
observations it is difficult to be certain if they are actualHα emitters or not. Manually inspecting
these plots also showed that the thresholds used are missing some Hα emitters. However, given
that a clean sample of Hα emitters was prioritised over a more complete sample, this is to be
expected. Furthermore some limitations in the selection algorithm also became apparent. These












































































































































































The Large sky Area Multi-Object fibre Spectroscopic Telescope (LAMOST) is conducting a spec-
tral survey in the northern sky [69]. Crossmatching the identified emitters with the LAMOST
DR4 using the Vizier website [62] gives access to the spectra of the sources that were matched.
This allows further validation for how well the selection algorithm performs. As downloading
the spectra was not straightforward, the validation was done by manually inspecting the spectra
on Vizier.
During this process it was identified that some of the selected Hα emitters were not actually
emitters and the large Hα is due to saturation. Therefore the selection algorithm was run again,
with the initial saturation cuts r > 13, i > 12 and Ha > 12.5, as suggested by IPHAS [6] (Table
1), adjusted to r > 13.5, i > 12.5 and Ha > 13. Rerunning the selection algorithm with the new
cuts, resulted in the removal of 433 sources classified as emitters, of which 407 were removed
directly due to the new cuts. Overall the new cuts removed ∼100,000 sources, which most likely
explains the 26 previously-selected emitters no longer being selected as emitters. Checking the
407 sources that exceed the initial saturation limits against known SIMBAD sources, shows that
22 classified as Be stars (Be*) and 23 as Emission line stars (Em*). Crossmatching the 407
removed sources with the LAMOST DR4 using Vizier and a radius of 2 arc seconds resulted in
126 matches. The spectrum of every fourth star was manually viewed and classed as either an
emitter or non-emitter based on the spectrum; a reasonably straightforward process as the ex-
ample spectrum in figure 5.3 shows. Out of the 32 spectra viewed, 21 did not show any emission
at the Hα wavelength while 10 did. Given that all of these sources were classified as emitters
by the selection algorithm, this highlights that there is a problem with the bright sources, when
compared to the LAMOST validation groups which have a much higher proportion of LAMOST
spectroscopically-confirmed emitters.
The selected emitters were split into six different groups based on their WEP and kNCN scores,
and for each group ∼30-40 spectra were manually viewed, unless the number of crossmatches
was lower in which case all available spectra were viewed. The crossmatching was performed
with a radius of 2 arc-seconds. The six different groups used were:
A) WEP ≥ 0.98 and kNCN ≥ 0.05
B) WEP ≥ 0.98 and kNCN ≤ 0.05
C) 0.98 ≥WEP ≥ 0.94 and kNCN ≥ 0.05
D) 0.98 ≥WEP ≥ 0.94 and kNCN ≤ 0.05
E) 0.94 ≥WEP ≥ 0.92 and kNCN ≥ 0.05
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Figure 5.3: Example LAMOST spectrum of a selected Hα emitter.
F) 0.94 ≥WEP ≥ 0.92 and kNCN ≤ 0.05
The emitters were split into the groups to see how the ratio of correctly-selected emitters versus
selected non-emitter sources depends on the WEP and kNCN scores. Some matched sources
had more than one spectrum, but these agreed in all cases and were counted as one match. If a
source matched with more than one target entry from LAMOST, both were viewed and if one of
them was an emitter then this was counted as an emitter match; this case only occurred once.
Table 5.2 shows, that while the number of matches is limited with LAMOST, the accuracy of
the selection algorithm is good, with an accuracy of ∼90%. There is an increase in the number
of incorrect selections in the lower score groups, but this is to be expected and is a further
validation that the WEP and kNCN score is a good combination for the selection of emitters.
The second to last row in table 5.2 shows the effect of saturation on the selection algorithm, with
21 incorrect emitter selections to the ten correct ones. That corresponds to a mis-classification
rate of 48%, clearly indicating that there is an issue with the sources between the new and
original saturation cuts. To further highlight the increase in the of number incorrect selections
as the thresholds are decreased, the last row in table 5.2 shows the number of incorrect selections
for the additional selected emitters if the thresholds were modified as shown in figure 5.4. The
number of misclassifications goes from ∼ 9% to ∼ 33% based on the LAMOST validation. This
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Catalogue LAMOST
Group Entries Matches viewed Emitters Non-Emitter
A 576 19 19 0
B 1519 36 34 2
C 59 2 2 0
D 1236 37 31 6
E 0 - - -
F 57 2 1 1
Totals 3447 96 87 9
Other
Emitters removed 407 32 10 21
by adjusted cuts
Modified thresholds 1737 45 30 15
as per figure 5.4
Table 5.1: Table showing the results of LAMOST validation by splitting the selected emitters
into groups and crossmatching with LAMOST DR4 using a radius of 2 arc-seconds. The last row
shows the validation results for the bright emitters that were removed by the adjusted saturation
cuts. The last row in the table shows the effect of reducing the threshold (as shown in figure
5.4) on the number of non-emitters polluting the selected emitters.
also highlights that the selected emitters in this catalogue are clearly not a complete or near
complete set of Hα emitters; there are many other Hα emitters present in this dataset. However,
given that the main aim of this catalogue is to assist with target selection for spectroscopic follow-
up observations it was deemed more important to have a clean set of emitters versus a more
complete one.
5.3 Simbad
SIMBAD (Set of Identifications, Measurements and Bibliography for Astronomical Data) is
an astronomical database containing information on about 4,500,000 stars and 3,500,000 non-
stellar objects (galaxies, planetary nebulae, clusters, novae etc.) with basic information such
coordinates, proper motion, redshifts etc. for each object. The purpose of SIMBAD is to provide
information on astronomical objects that have been studied in past scientific articles. In addition
to the basic information, it also stores the type of each astronomical object as identified in a past
study. Each object has a primary object type and a number of additional types, e.g. a studied
Be star will have a primary type of Be* and the additional types Em* (emission line star) and *
(star). A list of the different object types can be found here [59], along with general information
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Figure 5.4: All SoIs with WEP score above 0.88, with the used kNCN threshold shown in red
and the modified one, to show the effect of reducing it, shown in black.
on SIMBAD here [58]. Additionally this dataset of studied objects is also crossmatched with a
large number of other catalogues and sources allowing easy lookup of information.
Gaia DR2 is a catalogue that has been crossmatched with SIMBAD, allowing simple lookup
of SoIs using their respective Gaia DR2 identifier. Out of the 21,381 SoIs, 1,437 matches were
found in the SIMBAD database, providing a good dataset for validation and analysis of the Hα
selection algorithm.
Table 5.3 shows the primary object type counts, additional object type counts and how many
of those are classified as an emission line star. The number in front is always the number
of selected emitters (by the selection algorithm described here) for the type in question. (To
prevent confusion, sources classified as emitters by SIMBAD will be referred to as emission line
objects, whereas the sources selected by the selection algorithm presented here will be referred
to as emitters or Hα emitters.) Out of the 1,437 matches with SIMBAD, 402 had the emission
line star object type, which is just another word for Hα emitter. This provides a direct measure
of how well the selection algorithm worked. Out of the 407 SIMBAD emission line objects, 270
were correctly identified as Hα emitters, i.e. 66%. This is a rather low percentage and further
indicates that the completeness of the set of selected emitters has room for improvement. To get
a better understanding of why the selection algorithm missed such a large number of emission
line objects, manual validation plots (as discussed in section 5.1) were produced for these sources
and then investigated manually.
Manually investigating these missed emitters, showed several situations in which the selection
algorithm (with the threshold specified in section 4.2) is unable to successfully identify Hα
emitters. The main reason, explaining roughly 65 of the 135 missed SIMBAD emitters, is due
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SIMBAD object Primary Total number with Number of
type count object class Em* objects
Emission-line Star (Em*) 148/201 270/405 270/405
Young Stellar Object (Y*O) 172/438 276/591 96/146
Young Stellar Object Candidate (Y*?) 43/83 171/277 56/74
T Tau-type Star (TT*) 109/206 109/206 71/129
T Tau star Candidate (TT?) 1/1 60/67 58/65
Variable Star (V*) 5/7 105/164 64/88
Be Star (Be*) 43/68 43/68 11/11
Variable Star of Orion Type (Or*) 16/18 48/64 41/50
Star in Cluster (*iC) 4/42 107/255 62/124
Table 5.2: The first column is the SIMBAD object type in question. The second column shows
the number of objects that have this type as their primary type with the number in front
showing how many of those have been selected as Hα emitters by the selection algorithm. The
third column shows the total number of the matched sources that have this object type and
the number of selected emitters. The last columns shows how many of those objects are also
classified as emission line star (Em*) by SIMBAD, where the number in front is the number of
these emission line objects that were also selected as emitters by the selection algorithm. Note:
not all object types of the matched sources are shown, only the ones with a reasonably large
number of occurrences.
to the conservative selection thresholds used. An example is shown in figure 5.8. Modifying the
thresholds, as shown in figure 5.4, allows an extra 55 of the 135 missed SIMBAD emitters to be
selected by the selection algorithm. However, as table 5.2 shows, this also significantly increases
the number of incorrectly identified emitters.
The second situation are emission line objects that are below their respective neighbourhood
population on a colour-colour plot, most likely due to incorrect IPHAS values. An example is
shown in the second panel of figure 5.8. These points are not identifiable as emitters with the
dataset used, manually or with an algorithm.
The last scenario in which the selection algorithm fails to identify Hα emitters correctly is when
the selection neighbourhood contains cluster sources from more than one locus, an example of
this is shown in the lower two panels of figure 5.8. The emitter in the “Dual population 1” panel
of figure 5.8 was missed from an algorithm standpoint due to the few cluster points (cyan) to
the left of the source of interest, resulting in a small kNCN value, meaning that the source will
not be selected as an emitter. The SoI most likely belongs to the population in the lower, main
locus of the selection neighbourhood, which would make it an obvious Hα emitter. However,
the small number of, most likely unreddened, cluster sources to the left of the SoI prevent the
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Figure 5.5: Colour-magnitude and colour-colour plot of all emission line star objects, with the
colouring showing which ones the selection algorithm identified (blue). The missed emitters
(purple) appear to be generally clustered in the tail end of the main sequence and none are
obvious emitters that can be identified by just examinig the colour-colour plot.
selection algorithm from finding this Hα emitter. As discussed in section 1.3 one of the aims
of this project was to be able to identify these types of sources, as the absolute magnitude
allows reasonably accurate (not adjusted for reddening or extinction) placement of sources on
the CMD. However, while this worked to some degree (see results section 6.2) there are clearly
scenarios in which the selection algorithm is not good enough to identify these emitters. There
is also a similar of this scenario in which the selection algorithm is unable to identify the Hα
emitter, which is shown in the bottom panel of figure 5.8. The emitter most likely belongs to
the red giants/reddened main-sequence locus. However, in this region, the two branches are
only starting to diverge and some unreddened main-sequences sources are also in the selection
neighbourhood, preventing the algorithm from finding this emitter.
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Figure 5.6: Colour-magnitude and colour-colour plot of the SIMBAD objects, except YSOs,
with the colour indicating if it has been selected by the selection algorithm (blue) or missed
(green).
5.4 Witham Comparison
Crossmatching the Gaia/IPHAS VAC with the Witham et al. (2008) catalog [66] using a 2
arc-second radius resulted in 1,232 matches; the number of matches is quite low given that
both catalogues share IPHAS. However, this is most likely due to the different data cuts used by
Scaringi et al. (2018) (covered in section 2 of [51]). Of the 1,232 crossmatches, 874 were selected
as Hα emitters by the selection algorithm and 358 were not classified as emitters. Some of the
sources that were classified as emitters by Witham et al. (2018) [66] but not by this selection
algorithm are possibly due to re-calibration in the second data release of IPHAS, used in the
Gaia/IPHAS VAC catalogue. These differences are shown in figure 5.9 for all “missed” emitters.
The blue triangles indicating the position based on the data from Witham et al. (2008) [66] and
the black markers show the position based on the Gaia/IPAHS VAC catalogue. Many of the
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Figure 5.7: Young stellar and young stellar candidate objects from SIMBAD, with the ones
selected in blue and the others in green.
sources that were classified as emitters by Witham et al. (2008) [66] have shifted from being
quite clear emitters to positions on the upper locus in the colour-colour plot. Furthermore, 180
of these sources were classified as cluster sources by DBSCAN, indicating that, based on the
Gaia/IPHAS catalogue, these sources are almost certainly not Hα emitters. The remaining 176
“missed” emitters were manually investigated using the same plots as described in section 5.1.
Based on those plots, most “missed” emitters did not look like Hα emitters, but there were
some that could be considered potential emitters. As discovered with the SIMBAD validation,
these sources were missed either due to conservative thresholds or two loci in the selection
neighbourhood, as discussed in more detail in section 5.3.
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Figure 5.8: Different situations in which the selection algorithm failed to select emission line stars
from SIMBAD. (Top) Example of SoI that was not classified as emitter due to the conservative
thresholds used. (Second from top) SoI that is a SIMBAD emission line object, yet clearly sits
below its locus. Lower two panels Both SoIs that failed to be identified as emitters due to their
selection neighbourhood containing more than one locus.
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Figure 5.9: Colour-colour plot of the movement of the sources that were classified as emitters
by Witham et al. (2008) [66] but not selected as Hα emitters by the selection algorithm. Based
on the Witham et al. (2008) [66] data some of these sources were quite clear Hα emitters, but




In this chapter the results are discussed (section 6.2), the galactic longitude and latitude distri-
bution of the emitters is investigated (section 6.1) and the limitations and possible improvements
of the selection are discussed (section 6.3).
6.1 Distribution of Selected Emitters
In this section, the selected emitters are plotted along the galactic latitude and longitude, as
shown in figure 6.1, and some of the regions of Hα emitter over-densities are examined. To
identify regions of over-densities the DBSCAN clustering algorithm was used in the l and b
coordinate space, these clusters were then further investigated in the literature. A DBSCAN
identified cluster of Hα emitters (in l and b), is from here on referred to as group or Hα emitter
group, to prevent confusion with stellar clusters. The aim is to determine if the identified regions
of Hα emitter over-densities match up with regions known to harbour Hα emitters and if this
can be used to find potential new regions of interest.
The investigated regions of over-densities are listed below along with their respective approxi-
mate galactic longitude and latitude. Images from SDSS for most groups are also shown in the
figures 6.2, 6.3, 6.4, 6.5 and 6.6 where the red circles highlight the position of selected emitters,
with SIMBAD emission line objects shown as yellow crosses. Note: The images are in the IRCS
coordinate system, not galactic longitude and latitude.
• 1.) l: 202, b: 2.2, figure 6.2 - These coordinates correspond to the NGC 2264 region,
which contains the Cone Nebula and the Christmas Tree Cluster. The Cone Nebula is
an HII region and the the Christmas Tree Cluster is a young open cluster. NGC 2264
belongs to the Monoceros OB1 association, a loose association of young main O and B
type stars. It is well studied and known to contain a large number of Hα emission objects
such as T Tauri types [24, 41]. Figure 6.2 shows the NGC 2264 region with the positions of
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identified Hα emitters highlighted as red circles. The yellow crosses indicate the position
of SIMBAD emission line objects.
• 2.) l: 80, b: 2.6, figure 6.3 - These emission line objects are part of the young open
cluster NGC 6910, which is the core of the Cyg OB9 association and lies in the vicinity
of the nebula IC 1318b, a part of IC 1318 – the Y Cygni Nebula. The NGC 6910 region
is well studied. By the year 1990 more than 50 emission line objects were already known
[31, 57]. It contains tens of Ae/Be Herbig and T Tauri stars and an additional 64 emitters
were found in a region of 0.14 sq. deg. in 2011 [30].
• 3.) l: 79, b: 0.35, figure 6.3 - This region corresponds to the HII DR15 region on the
southern periphery of the Cyg OB2 association, which lies in the star forming complex of
the Cygnus-X region. The DR15 region has several confirmed Hα emitters, with a majority
of these likely to be young stellar objects [61, 37]. Out of the 11 selected emitters in this
group, nine are classified as emission line objects by SIMBAD. The emitters’ positions in
this region are shown in figure 6.3 as red circles, with the yellow crosses indicating if it is
also classified as emission line object in SIMBAD.
• 4.) l: 84, b: 0.0, figure 6.6 - This group of Hα emitters lies inside the large W80 HII
region, which contains the North America (NGC 7000) and Pelican (IC 5070) Nebulae,
separated by the dust cloud that defines the “Atlantic Coast” and the “Gulf of Mexico”.
The North America (NGC 7000) and Pelican (IC 5070) Nebulae are known star formation
regions, with some of these emitters already being recorded in the 1999 Hα emitter survey
by L. Kohoutek and R. Wehmeyer [26]. More recently more than 2000 young stellar
objects were found in the North America and Pelican Nebulae using the Spitzer Space
Telescope [23, 46]. The cluster of selected emitters at these coordinates lies in the northwest
region (IRCS frame) of the Pelican Nebulae with their positions highlighted in figure 6.6
as red circles; with the yellow crosses indicating that this emitter is also classified as an
emission line object in SIMBAD.
• 5.) l: 85, b: −1.2, figure 6.6 - These coordinates also lie inside the W80 HII region,
sitting in the central dark region between the North America and Pelican Nebula, called
the “Gulf of Mexico”. The region is an active star formation region with at least 40 Hα
emitters and 35 Herbig-Haro objects [4]. The emitters in the “Gulf of Mexico” can be seen
in figure 6.6.
• 6.) l: 90, b: 2 - These coordinates lie in the L988 dark cloud complex close to an
open cluster (C86) which contains about 50 Hα emitters [25, 26]. Out of the ten selected
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emitters, eight are emission line objects in SIMBAD with the majority of these further
classified as potential or confirmed young stellar objects.
• 7.) l: 99.5, b: 3.7, figure 6.4 - These coordinates correspond to the IC 1396 HII
region, shown in figure 6.4, which is part of the Cepheus OB2 association and has several
distinctive features. In its centre lies the primary excitation source, HD 206267, and the
open cluster Trumpler 37. To the west of this lies the Elephant Trunk Nebula (IC1396A).
A large number of selected emitters are located near HD 206267 and the Elephant Trunk
nebulae, shown in figure 6.4 as red circles. Both regions are known to harbour Hα emitters
and the Elephant Trunk Nebula is a known active star formation region [35, 34, 20]. North
of HD 206267 lies the bright-rimmed cloud SFO 38, which is also a known star formation
region with several tens of young stellar objects found in the vicinity, with a increased
concentration of YSOs to the south of the bright rimmed cloud [16, 14]. The increased
concentration of Hα emitters can also be seen from the selected emitters shown as red
circles in figure 6.4.
• 8.) l: 109, b: 2.7, figure 6.5 - This group of Hα emitters lie in the active star formation
region of the Cepheus OB3 association [32], to the east of the Cep B molecular clump as
shown in figure 6.5. This region hosts a rich young open cluster, which is concentrated
into two sub-clusters, one to the east of the Cep B molecular clump and the other near the
Cep F molecular clump. Over 1000 young stellar objects have been found in this young
cluster with the Spitzer Space Telescope [2]. Out of the 41 selected emitters in this region
only one is in SIMBAD as an emission line object.
• 9.) l: 109, b: 1.1 - The open cluster NGC 7419 lies at this position, hosting 31 Be stars,
estimated to make up 36±7% of all cluster B-type stars brighter than RC = 16.1 mag [43,
28]; making NGC 7419 one of the Be star richest clusters. The group of selected emitters
most likely belong to this cluster and out of the thirteen selected emitters in this region,
six are classified as Be stars in SIMBAD.
• 10.) l: 105, b: 3.8, figure 6.7 - This region contains three groups of Hα emitters, however
only one (red) of these contains two SIMBAD sources; the others have no SIMBAD matches
at all. Neither of the two SIMBAD matches is classified as an emission line object, their
only reference is to the IPHAS paper[18]. The sources are highlighted in figure 6.7 and a
histogram of their distances is shown in figure 6.8. The northern two groups, red and blue,
sit in the dark cloud complex L 1188, which is a known active star formation region [1];
contains a spectroscopically confirmed young B-type star, thought to be a Herbig Be
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star [67]. As both groups sit in a known active star formation region these could be two
new young open clusters. It is however worth noting that the distances, shown in figure
6.8, vary quite largely for the blue group, which means that these probably do not belong
to the same cluster. The third group of Hα emitters sits further south near the reflection
nebulae GN 22.14.9 and DG 182. Not much appears to be known to about this region,
there is one SIMBAD emission line object about 2-3 arc-minutes to the east. These groups
of Hα sources can be followed up with Gaias’ proper motions and distances, to determine
if the sources in each group belong to the same cluster. Further spectroscopic follow up
would allow additional classification of these sources, which could shed further light on
their surrounding regions.
The fact that almost all further investigated regions of Hα emitter over-densities are associated
with regions known to contain Hα emitting sources, such as young open clusters, star formations
regions, OB associations, HII regions, is further confirmation that the selected sources selected
are most likely Hα emission line objects. Furthermore, it also showed that with some simple
clustering, it was possible to find a new potential region of interest in terms of Hα emitters.
75
Figure 6.1: Galactic longitude and latitude distribution plot, with all sources from the
Gaia/IHAS VAC catalogue shown as a density plot and with emitters shown as points. The dis-
tance of the emitters is indicated by the colouring. There are several region of Hα over-densities;












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 6.8: The distance distribution of the sources shown in figure 6.7, with the colour indicating
to which group the source belongs. The red group is clustered reasonably tightly, whereas the
green and blue group have a much larger spread.
6.2 Results
The work described above resulted in a new dataset of 21,381 sources with 3,447 selected as
excess Hα emission line sources based on the thresholds described in section 4.2. The dataset
contains the full 21,381 SoIs as the scores (EP, WEP, NCN and kNCN) were calculated for all
SoIs.
The selected emitters, based on the thresholds used, are shown in figures 6.9 and 6.10. This
catalogue provides a valuable resource for finding excess Hα sources, with respect to their pop-
ulation, which can then be further investigated spectroscopically. Many of the selected Hα
emitters, such as the one in figure 5.3, are most likely newly found Hα emitters, as only 1,183
of the 3,447 selected sources are either in SIMBAD or Witham et al. (2008) [66]. Furthermore,
combined with Gaia’s proper motion and distance observations, it can be used for finding po-
tential new young open clusters.
As discussed in section 1.3 in the introduction, one of the aims was to find reddened Hα emitters,
that can’t be found by purely using a colour-colour plot. Figure 6.10 shows that the selection
algorithm was able to do this to a certain degree. For lower r-i values, there are many selected
emitters that sit in the upper locus, however towards large values of r-i the number of selected
sources just above the lower locus drops significantly, which at least to some degree is due to the
problem of two populations in a selection neighbourhood of a SoI, as discussed in section 5.3.
As already mentioned in section 5.3, the set of selected Hα emitters has, based on the validation
performed (chapter 5), a low number of incorrectly selected sources. This is due to the fact that
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Figure 6.9: Colour-magnitude plot of selected emitters (purple) with “noise” sources shown in
black.
Figure 6.10: Colour-colour plot of the emitters (purple) and “noise” sources shown in black.
Noteworthy are the selected emitters that are sitting on the unreddened main-sequence branch,
these are sources that would been missed without the additional Gaia information as discussed
in section 1.3.
the cleanliness of the set of selected emitters was deemed more important than completeness,
and the score thresholds were chosen accordingly. However, as the resulting catalogue includes
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all SoIs, i.e. all sources classified as “noise” by DBSCAN, and their associated scores, re-selection
of Hα emitters using different thresholds for a more aggressive selection approach is straightfor-
ward. To further improve the completeness of the sample, would also require addressing some
of the limitations of the selection algorithm, as discussed in section 6.3.
6.3 Limitations, Difficulties and Improvements of the Selection
Algorithm
Most of the limitations and difficulties of the selection algorithm have already been briefly
mentioned in some of the sections above, the following is a summary:
• DBSCAN parameter selections: Choosing the correct DBSCAN parameters is one of
the more difficult steps for this selection algorithm as there is no easy way of identifying
the correct parameters and neither of the two parameters (ε and MinPts) is very intu-
itive. While the clustering algorithm is able to identify clusters of any shape, it is limited,
when identifying clusters of vastly different densities, as the cluster density is set via the
parameters. Additionally, the gridding flattens the population density differences signifi-
cantly, however two seperate DBSCAN runs, with different parameters, were still required
to identify the main sequence and white dwarf cluster sufficiently. This adds unnecessary
complexity, and a possible future improvement would be to try and use a different cluster-
ing algorithm instead, such as OPTICS, which is a generalisation of DBSCAN that does
not require the ε parameter and produces hierarchical results related to that of linkage
clustering.
• Dual population: The selection algorithm proposed is not able to select emitters that
contain two loci in their selection neighbourhood as it will always use the distance to the
closest cluster points in the r-Hα to calculate the kNCN score; the last two panels in
figure 5.8 are an example of this scenario. The SIMBAD emission line objects, most likely
belong to the lower branch. However, the selection algorithm is unable to take this into
account and the cluster sources from the unreddened main sequence are used to calculate
the kNCN score, which means that these type of emitters were consequently missed by
the selection algorithm as their kNCN scores don’t meet the required threshold. It is
worth noting that this scenario only occurs when cluster sources from both loci are in the
selection neighbourhood, if it only contains a single loci then these type of emitters would
be selected. Therefore one approach that might prevent this problem, is to reduce the
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tunnelling rectangle on the CMD plane, for sources in dense regions.
• Slicing Identifying of the relevant locus to use for the selection neighbourhood is only done
in single directions in the CMD. This could be improved by using an extending radius that
keeps growing until the closest cluster contains enough data sources in the neighbourhood.
This modification would also remove the need for manual selection of reference points for
the few SoIs for which slicing was unsuitable. Another limitation of slicing is that SoIs will
always be classified with respect to the sources on the edge of the population, however,
this would not be fixed by the modified approach proposed (unless the number of required




Many interesting types of stars show excess Hα emission, making identification of Hα emit-
ters an important step for increasing the sample sizes of these type of stars and allow further
improvement of our models and understanding. Pre- and post-main sequence stars, interacting
binaries and classical Be stars are some of the types of stars that exhibiting strong Hα emission;
identifying Hα emitting sources from photometric surveys such as IPHAS is helpful for target
selection for spectroscopic follow-up observations. Furthermore combining an Hα survey with a
photometric survey dataset that includes the absolute magnitudes, such as Gaia, offers further
improvement, as sources of interest can be placed accurately on a CMD giving an idea of the
type of object, since different types of stars, such as YSO and Be stars, are found in different
regions of the CMD.
Presented here is a catalogue of 3,447 selected Hα emitters, based on the Gaia/IPHAS VAC
catalogue produced by Simone Scaringi et al. (2018) [51]. The emitter selection process uses un-
supervised machine learning techniques, hence a brief overview is given, explaining its potential
for analysis and classification of astronomical objects. The density-based clustering algorithm
used is DBSCAN, capable of identifying clusters of arbitrary shape with a constant density de-
fined by two parameters: ε, a radius of sorts, and MinPts. It is used in the three dimensional
colour-magnitude-colour space of r-i, MG and r-Hα to identify the main-sequence and giant
cluster, and white dwarf cluster. Unlike many other clustering algorithms, such as k-means,
DBSCAN does not assign a cluster to every data point; instead sources that are not classified
as part of a cluster are labelled as “noise”. This is used to identify the local outliers in the
three dimensional space, which are then treated as potential emitters. Clearly not all of these
are actually outliers in the Hα dimensions with respect to their local population, many of them
will just be an a outlier in the CMD plane; so the local neighbourhood is used in the r-Hα
dimension to calculate two scores: the weighted empirical probability (WEP) and the k-nearest
cluster neighbours (kNCN) distance to determine a source of interest’s (SoI) r-Hα deviation
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from the main locus in their local neighbourhood.
In order for the scoring to be done with respect to the sources population, the local neighbour-
hood has to include the relevant population; for sources above the cluster this is achieved by
selecting all sources within a rectangular area around the SoI in the CMD plane, i.e. ignoring
r-Hα values as this is the dimension of interest. However, for sources that are beside a cluster
in the colour-magnitude plane, this is not as straightforward. Therefore slices of a narrow width
in the colour-magnitude plane in the r-i and MG dimension are used to identify the nearest
cluster and include it in the “local neighbourhood”, which is then used to calculate the scores.
One downside of this approach is that these SoIs are always classified with respect to the r-Hα
values of the edge of the population.
Once the selection neighbourhood (the sources used to score a SoI) have been determined for
all SoIs, and the WEP and kNCN scores calculated, emitters are selected using thresholds of
the scores. The WEP threshold is constant and requires all emitters to be above 0.92; in other
words, have r-Hα values in the top 92% of their respective selection neighbourhood. The thresh-
olds for the kNCN score are an exponential function of WEP, i.e. as WEP decreases, the kNCN
score has to increase in order for a SoI to be selected as an Hα emitter.
In order to check the accuracy of the selected Hα emitters, these were split into six groups
using the two scores, with the groups decreasing in their r-Hα deviation from their locus (based
on the scores). Each group was then crossmatched with the LAMOST dataset, which contains
spectral data. The spectra of the matched sources were then manually validated to confirm if
these are Hα emitters or not. As expected, at lower scores the number of incorrect Hα emitters
increases slightly. However, overall the accuracy based on LAMOST comparison is reasonably
high; out of the 96 spectra manually viewed, only nine were incorrectly classified as emitters.
Further comparison was also done with the Witham et al. (2008) emitter catalogue [66] and
the SIMBAD dataset. Cross-matching with SIMBAD was simple as it supports the Gaia DR2
identifier. All SoIs were therefore crossmatched with SIMBAD, giving 1,437 matches with 402
of these classified as emission line star type by SIMBAD. Out of these 402 emitters, 270 were
selected by the selection algorithm covered here. Investigation of the emitters missed showed
that the main reasons for not selecting these emitters were: a) the thresholds are set quite con-
servative to produce a clean set Hα emitters, with a minimal number of incorrect selections and
b) emitters that belonged to the reddened main-sequence and giant branch in the colour-colour
plot with their selection neighbourhood containing sources from the unreddened branch, which
results in a low kNCN score and therefore not meeting the required selection thresholds. Over-
all the validation showed that the selection algorithm works well in identifying Hα emitters.
However, completeness is limited due to conservative thresholds and limitations in the selection
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algorithm.
The selected emitters were also plotted in the galactic coordinates to see if they matched up
with any regions known to harbour Hα emitters, such as star formation regions, HII regions
etc. To achieve this DBSCAN clustering was applied to the selected emitters in galactic lon-
gitude and latitude space. The resulting clusters were then investigated and checked against
the literature. Many of these clusters of emitters matched up with regions that are expected
to have an increased density of Hα emitters, such as OB associations, HII nebulae and young
open clusters. Three new (i.e. no references found in Simbad) groups of Hα emitters were also
found, with at least one of these being a potential new young open cluster based on the emitters
distance distribution.
Overall this approach showed that unsupervised machine learning can be successfully used to
assist in selection of sources of interest in a given feature space; the value of combining Hα sur-
veys with other photometric surveys that include the distance and therefore absolute magnitude.
Validation showed that this sample only contains a small number of incorrectly-selected emitters
and that many of these selected Hα emitters are possibly new, as only 1,183 of the 3,447 selected
sources are found in either SIMBAD or Witham et al. (2008) [66]. However, due to conservative
selection thresholds and limitations with the selection algorithm for reddened emitter sources
that have unreddened sources in their selection neighbourhood, the sample’s completeness is
limited. In terms of future work, spectroscopically follow-up observations would provide further
information on the performance of the selection algorithm. Furthermore addressing some of the
limitations of this selection algorithm should allow for improvement in the completeness of the
dataset of Hα emitters.
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