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Abstract
The relation between ‘ordinary’ cohomology, and Hochschild cohomology is investigated for quo-
tients of quiver algebras which are either graded or finite-dimensional. It is shown that a resolution
of the direct sum of the simple modules of the algebra can often be made two-sided, and yield a
resolution of the algebra itself over its enveloping algebra. The multiplicative structures of the coho-
mologies are shown to be related by a spectral sequence of algebras converging to the Hochschild
cohomology, whose first term is given by a tensor product of the algebra itself with its cohomology
algebra.
 2005 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we study graded and finite-dimensional algebras A which are quotients of
a quiver algebra over a field k, so A = k∆/I , and examine the relationship between the
cohomology Ext∗A(k∆0, k∆0) and the Hochschild cohomology HH∗(A) = Ext∗Ae(A,A),
where Ae is the enveloping algebra of A over k, i.e., A ⊗k Aop. The motivation for this is
that, complicated as it might be, Ext∗A(k∆0, k∆0) is still much simpler than the Hochschild
cohomology of A.
The investigation is inspired by two well-known results. The first of these is that, if
B(A, k∆0) denotes the bar resolution of k∆0 as a left A-module, one may obtain an Ae-re-E-mail address: emil.skoldberg@nuigalway.ie.
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264 E. Sköldberg / Journal of Algebra 288 (2005) 263–278solution of A by forming the ‘twisted’ tensor product B(A, k∆0) ⊗k∆0 A. It is twisted in
the sense that we use the sum of the differential d ⊗ 1 and a twist d˜ .
The second is the following result of Happel [10]. If the minimal A-projective resolution
of k∆0 is given by
· · · → P1 → P0 → k∆0 → 0,
then the modules have the form
Pi =
∐
e∈∆0
P(e)dimk Ext
i
A(k∆0,S(e)) 
∐
e,f∈∆0
P(e)dimk Ext
i
A(S(f ),S(e)).
Here S(e) is the simple module corresponding to the vertex e, and P(e) = A · e is the pro-
jective cover of S(e). Happel’s result now says that the minimal Ae-projective resolution
of A has the form
· · · → P ′1 → P ′0 → A → 0,
with
P ′i =
∐
e,f∈∆0
P(e,f )dimk Ext
i
A(S(f ),S(e))
where P(e,f ) is the projective cover of the simple Ae-module S(e)⊗k S(f ).
It is shown in Theorem 2 that for a rather general class of A-resolutions P of k∆0
one may form a twisted tensor product P ⊗k∆0 A which becomes an Ae-resolution of A.
Furthermore it is shown in Theorem 3 that if one forms such a twisted tensor product
where the new differential is d ⊗ 1 + d˜ , the conditions needed to ensure that it is an Ae-re-
solution of A is that the homology in degree 0 is A, that it really is a complex and that
d˜ induces the zero map on the original complex; the exactness then follows. We will then
go on to see that the multiplicative structures on Ext∗A(k∆0, k∆0) and Ext∗Ae(A,A) are
also closely related to each other; more precisely, in Theorem 5 it is shown that there is a
spectral sequence of algebras with E1-term given by Ext∗A(k∆0, k∆0)⊗k∆e0 A, converging
to Ext∗Ae(A,A) = HH∗(A).
2. Generalities
Let us introduce the notation we will use throughout the paper. Let k be a field of
arbitrary characteristic. Let ∆ be a finite quiver, i.e., a finite directed graph with multiple
edges as well as loops allowed. We will denote the set of paths of length n by ∆n. The
paths of length 0 are just the vertices of ∆, the paths of length 1 are the edges (arrows)
of ∆. The vertex of origin of an arrow a will be denoted by o(a) and the terminal vertex
is denoted by t (a). A path γ of length n  1 can then be written as γ = a1 . . . an where
ai ∈ ∆1, and t (ai) = o(ai+1) for all i. We will also use the notation o(α) and t (α) for an
arbitrary path α.
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a multiplication defined as follows: if a1 . . . am and b1 . . . bn are two paths, their product is
the concatenated path a1 . . . amb1 . . . bn if t (a1 . . . am) = o(b1 . . . bn), and zero otherwise.
Extending this k-linearly makes k∆ into a k-algebra. Let k∆n be the k-vector space on
the paths of length n. Then k∆ is a graded algebra with degree n component k∆n, which
by the multiplication is a k∆0-bimodule. We call this grading on k∆ the standard grading,
and when we speak of graded algebras of the form k∆/I , we will always assume that I is
homogeneous with respect to the standard grading, and that the grading on the quotient is
induced from the standard grading of k∆. Furthermore, both in the graded and the finite-
dimensional case, we will always assume that I ⊆∐i2 k∆i . We will consider k∆0 both
as a subalgebra of A = k∆/I , and as an A-module by defining the action of a ∈ k∆1 to be
zero on k∆0.
For an algebra A, we will denote the categories of left and right A-modules by AM
and MA respectively. The category of chain complexes of left A-modules is denoted by
C(A), the localisation of C(A) by null-homotopic maps is denoted by K(A), and finally,
we denote the derived category of complexes of left A-modules by D(A). If K is a chain
complex, we will write K[i] for the complex obtained by shifting K i places to the right,
so K[i]n = Ki+n.
3. Resolutions of algebras
In this paper we will use a reduced form of the bar construction which is well suited to
the study of quotients of quiver algebras. This construction differs from the ordinary bar
construction in that one takes the tensors over k∆0 instead of over k.
Thus, for a graded algebra A = k∆/I the construction is the following: let M be an
object of MA and N be an object of AM, we define the complex B(M,N) with modules
B(M,N)i = M ⊗k∆0 A+ ⊗k∆0 · · · ⊗k∆0 A+ ⊗k∆0 N, i copies of A+.
The reason for using A+ =⊕i1 Ai instead of A is that this will ensure the convergence
of some spectral sequences later. The differential is defined in the standard manner by
d
(
m[a1| . . . |ai]n
)= ma1[a2| . . . |ai]n+
i−1∑
j=1
(−1)jm[a1| . . . |ajaj+1| . . . |ai]n
+ (−1)im[a1| . . . |ai−1]ain,
where the notation m[a1| . . . |ai]n stands for m⊗ a1 ⊗ · · · ⊗ ai ⊗ n.
In the case where A is finite-dimensional, we define the modules in the complex
B(M,N) byB(M,N)i = M ⊗k∆0 rad ⊗k∆0 · · · ⊗k∆0 rad ⊗k∆0 N, i copies of rad,
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a projective resolution of N , so
HiB(M,N) = Hi
(
M ⊗A B(A,N)
)= TorAi (M,N).
Furthermore, B(A,A) is obviously a complex of A-bimodules, or in other words, a com-
plex of Ae-modules, and the differential is Ae-linear. It is also the case that B(A,A)i is
a projective Ae-module. In short, B(A,A) is an Ae-projective resolution of the left Ae-
module A. When both A and the modules M and N are graded, B(M,N) is a graded
complex.
This bar construction can be found in Mitchell [13], in the setting of rings with several
objects; a quiver algebra with relations is a special case of this. The construction has also
independently been used in work by Cibils [4].
A very convenient method for deforming resolutions is based on the so called perturba-
tion lemma. The philosophy behind it is that the deformation can often easily be carried
out in a more flexible resolution, such as the bar construction. If the original resolution
embeds nicely in this flexible resolution, the deformation can be transported to the original
resolution. This will be made precise after the following definition. We will use this when
P is a projective resolution of k∆0 as a left A-module, to deform the complex P ⊗k∆0 A
with the differential d ⊗ 1 to an Ae-resolution of A.
Definition 1. Let K and L be chain complexes of A-modules; we say that K is a strong
deformation retract of L if there are chain maps ι : K → L, π : L → K, and an A-linear
map φ : L → L[1], such that πι = idK, ιπ = idL +φd + dφ, πφ = 0, φι = 0, and φ2 = 0.
Remark 1. The so called side conditions πφ = 0, φι = 0, and φ2 = 0 are not essential,
since, if the other conditions are satisfied, one can modify the maps ι, π , and φ, so that the
modified maps satisfy all the stated conditions.
The following is thus the perturbation lemma of Brown [2], and Gugenheim [9]:
Theorem 1. Let (K, dK) be a strong deformation retract of (L, dL), with maps ι, π , and φ;
and let d ′L = dL + t be another differential on L. Then (K, d ′K) is a strong deformation
retract of (L, d ′L), with maps ι′, π ′, and φ′, where
ι′ = ι+ φSι, π ′ = π + πSφ,
φ′ = φ + φSφ, d ′K = dK + πSι,
and
S =
∞∑
i=0
(tφ)i t;given that for each x ∈ L, there is an n such that (tφ)n(x) = 0.
E. Sköldberg / Journal of Algebra 288 (2005) 263–278 267We will now use the theorem to show that one can often produce an Ae-resolution of
A from a given A-resolution of k∆0. Similar results have been obtained by Lambe [12]
where, given a filtered algebra A, resolutions over the associated graded algebra gr(A) are
deformed to resolutions over A.
Theorem 2. Let (P, d) be an A-projective resolution of k∆0 which is a strong deformation
retract of B(A, k∆0),
P
ι
B(A, k∆0),
π
where either of the following is the case
(1) A is Artinian,
(2) A is graded with P graded and ι, π , φ are graded maps.
Then there exists a right k∆0-module structure on P and a map d˜ making (P ⊗k∆0 A,
d ⊗ 1 + d˜) a strong deformation retract of B(A,A), such that Im(d˜) ⊂ P ⊗k∆0 A+, if A is
graded, and Im(d˜) ⊂ P ⊗k∆0 rad, if A is Artinian.
Proof. We will only treat the graded case, since it is easy to adapt this proof to the Artinian
case. Since P is a retract of B(A, k∆0) which has a natural structure of a right k∆0-module,
we may give P such a structure by defining x ·e = π(ι(x)e) which makes all maps A–k∆0-
linear. Consider
P ⊗k∆0 A
ι⊗1
B(A, k∆0)⊗k∆0 A.
π⊗1
Now (B(A, k∆0)⊗k∆0 A)i is isomorphic to B(A,A)i but the two complexes have different
differentials, so denote the differential on B(A,A) by δ and the differential on B(A, k∆0)
by d . Form the difference t = δ − d ⊗ 1; we would now like (φ ⊗ 1)t to be nilpotent. We
will see this by filtering B(A,A) by the decreasing filtration F defined by
FpB(A,A) = spank
{
a0[a1| . . . |an]an+1 | degan+1  p
}
.
It is clear that φ ⊗ 1 preserves the filtration; and it is also clear that t strictly increases
the filter degree, so φt(FpB(A,A)) ⊂ Fp+1B(A,A). If we fix an internal degree q it
is the case that Fq+1B(A,A)∗,q = 0, since both φ ⊗ 1 and t are graded maps, which
implies that in this degree, (φt)q+1 = 0 so φt is locally nilpotent. The perturbation lemma,
Theorem 1, then gives that d ⊗ 1 + π(∑∞i=0 (tφ)i t)ι is a new differential on P ⊗k∆0 A
making it into an Ae-resolution of A. That Im(π(
∑∞
i=0 (tφ)i t)ι) ⊂ P ⊗k∆0 A+ is clear
from the construction. 
Remark 2. We can always find maps that satisfy the conditions in Theorem 2 when A
is graded or Artinian and P is a minimal (graded) resolution, because (see Lambe [12])
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construction, it is enough to have a contracting homotopy on P, i.e., a k-linear map c such
that dc + cd = id; which additionally is zero on the subcomplex k∆0 ⊗k∆0 V. From this
contracting homotopy all maps can then be explicitly defined. Such a contracting homotopy
can obviously be found if P is minimal.
We will now go on to see that the essential thing to check if one wants to construct an
Ae-resolution of A from an A-resolution of k∆0 by applying the functor · ⊗k∆0 A and
twisting the differential is that the bottom homology is A.
Theorem 3. Let A be a graded algebra with a graded A-projective resolution P of k∆0
which has a structure of a right k∆0-module, such that the differential d is A–k∆0-linear.
If d˜ is a graded A–A-linear mapping of degree −1 on P ⊗k∆0 A such that
(1) (d ⊗ 1 + d˜)2 = 0,
(2) Im(d˜) ⊂ P ⊗k∆0 A+,
(3) H0(P ⊗k∆0 A,d ⊗ 1 + d˜) = A, with the natural Ae-module structure on A,
then P ⊗k∆0 A with the differential d ⊗ 1 + d˜ is a graded Ae-projective resolution of A.
Proof. Essentially the same argument has been used in a less general situation for the
proof of [14, Theorem 1], but we repeat it for the sake of completeness.
The fact that the modules Pi ⊗k∆0 A are projective follows from Butler and King [3,
Lemma 2.1].
Now, filter the complex P ⊗k∆0 A by the filtration F defined by
Fp(P ⊗k∆0 A) = spank{x ⊗ a | dega −p}.
We consider the associated spectral sequence of graded modules, where in each fixed in-
ternal degree, the filtration is bounded; thus we get a convergent spectral sequence
E0p,q ⇒ Hp+q(P ⊗k∆0 A).
The differential d0 is equal to d ⊗ 1, so the flatness of A over k∆0 implies that
E1p,q,r =
{
Ap, if p + q = 0 and r = −p,
0, otherwise.
Since
dimk Hn(P ⊗k∆0 A) =
∑
p+q=n
dimk E∞p,q 
∑
p+q=n
dimk E1p,q,
we see that Hn(P ⊗k∆0 A) = 0 if n  1. But the complex has the right H0-term so the
homology is what we desire. 
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Theorem 4. Let A be a finite-dimensional algebra with an A-projective resolution P of
k∆0 which has a structure of a right k∆0-module, such that the differential d is A–k∆0-
linear. If d˜ is an A–A-linear mapping of degree −1 on P ⊗k∆0 A such that
(1) (d ⊗ 1 + d˜)2 = 0,
(2) Im(d˜) ⊂ P ⊗k∆0 rad,
(3) H0(P ⊗k∆0 A,d ⊗ 1 + d˜) = A, with the natural Ae-module structure on A,
then P ⊗k∆0 A with the differential d ⊗ 1 + d˜ is an Ae-projective resolution of A.
Proof. An easy adaption of the proof of Theorem 3. The main difference is that the filtra-
tion to be used of the complex P ⊗k∆0 A is defined by:
Fp(P ⊗k∆0 A) = P ⊗k∆0 rad−p. 
Example 1. We will now apply the theorems to a Koszul algebra A to obtain the well-
known two-sided resolution of A. The path algebra k∆ can be viewed as a tensor algebra
in the following way: k∆1 is via the multiplication a k∆0-bimodule, and this gives that k∆
is isomorphic to Tk∆0(k∆1), the tensor algebra of k∆1 over k∆0. Now, since A = k∆/I
is a Koszul algebra, the ideal I is generated in degree 2 and I2 ⊆ k∆1 ⊗ k∆1. Define the
k∆0-bimodules:
Vn =
⋂
i+j=n−2
k∆i ⊗k∆0 I2 ⊗k∆0 k∆j , n 2.
The minimal free resolution P, of k∆0 is then given by
· · · → A⊗k∆0 V3 → A⊗k∆0 V2 → A⊗k∆0 k∆1 → A → k∆0 → 0,
where the differential dn, n 3, is given by the composition
A⊗ Vn → A⊗ k∆1 ⊗ Vn−1 → A⊗A1 ⊗ Vn−1 → A⊗ Vn−1
where the first map is induced by the natural inclusion of Vn ⊆ k∆1 ⊗ Vn−1, the second
map comes from the isomorphism A1  k∆1 and the last map is given by multiplication
in A. The differentials d2 and d1 are defined similarly. Since P is a minimal resolution,
it is a direct summand of the bar resolution which implies that P is a strong deformation
retract of B(A, k∆0). Thus, according to Theorem 2, there exists a two-sided version of
this resolution, so we defined˜ :A⊗k∆0 Vn ⊗k∆0 A → A⊗k∆0 Vn−1 ⊗k∆0 A
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A⊗ Vn ⊗A → A⊗ Vn−1 ⊗ k∆1 ⊗A → A⊗ Vn−1 ⊗A1 ⊗A → A⊗ Vn−1 ⊗A,
and similarly in degrees 2 and 1. Consider the complex P⊗k∆0 A with the differential Dn =
dn ⊗ 1 + (−1)nd˜ (the sign is necessary to make Dn−1Dn = 0). According to Theorem 3,
this is then the minimal resolution of A over Ae.
Example 2. Let A be a monomial algebra, i.e., an algebra of the form A = k∆/I where
I is an ideal which has a finite set of generators consisting of paths in the quiver. In [14],
the argument in Theorem 3 was used in the construction of the minimal projective reso-
lution of truncated and quadratic monomial algebras. This is a special case of Bardzell’s
construction [1] of the minimal projective resolution of an arbitrary monomial algebra.
Bardzell uses noncommutative Gröbner bases to prove the exactness of the construction,
so Theorem 3 could be used to simplify that part of the proof. However, for the harder part
of showing that the map he constructs is a differential, one would not be helped by this.
4. Products in cohomology
Let us consider the question of relating the algebra structures on Ext∗A(k∆0, k∆0) and
on Ext∗Ae(A,A) to each other. We start by reviewing some classical facts and definitions
about products in cohomology. A good general reference for these standard facts is the
book by Gelfand and Manin [5,6].
For any k-algebra A and any left A-module M there are morphisms
ExtmA(M,M)⊗k ExtnA(M,M) → Extm+nA (M,M),
which can be defined in the following way: make the identification
ExtmA(M,M)  HomD(A)
(
M,M[−m]),
then we may define the morphism as the composition of morphisms in D(A),
ExtmA(M,M)⊗k ExtnA(M,M)
 HomD(A)
(
M,M[−m])⊗k HomD(A)(M,M[−n])
 HomD(A)
(
M[−n],M[−(m+ n)])⊗k HomD(A)(M,M[−n])
→ HomD(A)
(
M,M
[−(m+ n)]) Extm+nA (M,M).
This description makes it easy to see that we have even an associative product making
Ext∗A(M,M) into a graded k-algebra. What we just have seen is usually called the compo-
sition product on Ext.
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HomD(A)(M,M[−n]) = HomK(A)(P,M[−n]) = HomK(A)(P,P[−n]) where P is a pro-
jective resolution of M . So if  : P → M is a quasi-isomorphism and g : P → M[−i] is any
chain map, then there exists a map g˜ : P → P[−i] such that [−i]g˜ = g, which is unique up
to homotopy. This means that for f ∈ HomC(A)(P,M[−i]), and g ∈ HomC(A)(P,M[−j ]),
the composition product takes the form
[f ] · [g] = [f g˜] ∈ HomK(A)(P,M[−(i + j)]).
Let us now investigate what this means for the cases that are of greatest interest to us,
Ext∗A(k∆0, k∆0) and Ext∗Ae(A,A). We have the following standard results.
Lemma 1. For any A-linear chain map g :B(A, k∆0) → k∆0[−i], we may define a lifting
g˜ :B(A, k∆0) → B(A, k∆0)[−i] by
g˜
(
a0[a1| . . . |an]
)= a0[a1| . . . |an−i]g([an−i+1| . . . |an]),
which satisfies
g = [−i] ◦ g˜,
where  :B(A, k∆0) → k∆0 is the natural quasi-isomorphism.
So for f ∈ HomC(A)(B(A, k∆0), k∆0[−i]), and g ∈ HomC(A)(B(A, k∆0), k∆0[−j ]),
the composition product is given by
[g] · [f ] = [g ◦ f˜ ].
For e ∈ ∆0 we define the linear map (·)e : k∆0 → k on the basis elements in k∆0 by
(f )e =
{1 if e = f,
0 otherwise. (1)
For ai equivalence classes of paths we get
g ◦ f˜ (a0[a1| . . . |an])= g(a0[a1| . . . |an−i]f ([an−i+1| . . . |an]))
= g(a0[a1| . . . |an−i])f ([an−i+1| . . . |an])t (an−i ).
The subscript t (an−i ), coming from the application of the map defined in (1), is needed
since the map g is not right k∆0-linear in general.
Lemma 2. For any Ae-linear chain map g :B(A,A) → A[−i], we may define a lifting
g˜ :B(A,A) → B(A,A)[−i] by
( ) ( )
g˜ a0[a1| . . . |an]an+1 = a0[a1| . . . |an−i]g [an−i+1| . . . |an] an+1,
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g = [−i] ◦ g˜,
where  :B(A,A) → A is the natural quasi-isomorphism.
Thus, for f ∈ HomC(Ae)(B(A,A),A[−i]), and g ∈ HomC(Ae)(B(A,A),A[−j ]), the
composition product is given by
[g] · [f ] = [g ◦ f˜ ],
g ◦ f˜ (a0[a1| . . . |an]an+1)= a0g([a1| . . . |an−i])f ([an−i+1| . . . |an])an+1. (2)
From the symmetry of the bar resolution it is not hard to see that we could have defined
the lifting g˜ by
g˜
(
a0[a1| . . . |an]an+1
)= (−1)i(n−i)a0g([a1| . . . |ai])[ai+1| . . . |an]an+1
instead, which makes it obvious that the product on Hochschild cohomology is super-
commutative. It is also the case that one can extend this multiplication to the whole of
HomAe(B(A,A),A) by the same definition, which even makes HomAe(B(A,A),A) into
a differential graded algebra.
Here comes the main result of this section, namely the existence of a spectral sequence
that relates the multiplicative structures of Ext∗A(k∆0, k∆0) and of Ext∗Ae(A,A) to each
other.
The spectral sequence is a spectral sequence of algebras, by which we mean a spectral
sequence {E∗,∗∗ } such that each page {E∗,∗i } is a bigraded algebra, so there is a multiplica-
tion on E∗,∗i
E
p1,q1
i ⊗k Ep2,q2i → Ep1+p2,q1+q2i .
Furthermore, the differential di is a derivation with respect to this product, which also
induces the multiplication on E∗,∗i+1 = Kerdi/ Imdi .
Let P be a projective resolution of k∆0. We then consider ExtiA(k∆0, k∆0) as a k∆e0-
module by the structure inherited from HomA(P, k∆0)  Homk∆0(k∆0 ⊗A P, k∆0) given
by r ⊗ s · φ = (· → φ(r ·)s).
The tensor product Ext∗A(k∆0, k∆0)⊗k∆e0 A is considered as a k-algebra with the prod-
uct
[f ] ⊗ a · [g] ⊗ b = [f ][g] ⊗ ab.
In the theorem, the notation Hom(M,N)n stands for the graded maps between the graded
modules M and N of degree n, by which is meant a map f such that f (Mi) ⊂ Ni+n for∐
all i. We use the notation Hom(M,N) for n Hom(M,N)n.
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i  0. Then there exists a spectral sequence of algebras
E
p,q
1 = Extp+qA (k∆0, k∆0)⊗k∆e0 Ap ⇒ Ext
p+q
Ae (A,A) = HHp+q(A).
Proof. The idea is to first see that we may restrict ourselves to the graded maps in
HomAe(B(A,A),A), and still have the right homology, and then filter this complex in
a way that gives a convergent spectral sequence. Then we will identify the E1 term and
verify the multiplicative property.
Thus, consider the inclusion
i : HomAe
(B(A,A),A)→ HomAe(B(A,A),A)
which is not surjective in general. Consider a minimal, graded Ae-projective resolution P
of A, with a graded quasi-isomorphism q : B(A,A) → P, which gives us the following
commutative diagram for any left Ae-module M ,
HomAe(P,M)
q∗
HomAe(P,M)
q∗
HomAe
(B(A,A),M) i∗ HomAe(B(A,A),M)
and since all maps with the possible exception of i∗ are quasi-isomorphisms, it follows that
i∗ is a quasi-isomorphism as well.
Having seen that it suffices to consider the graded complex HomAe(B(A,A),A) which
we will subsequently denote by C, we define a filtration on C by
FpC = {f ∈ HomAe(B(A,A),A) | Imf ⊆ Ap}. (3)
Since C is graded, the resulting spectral sequence is a spectral sequence of graded modules.
In order to ensure the convergence we have to compare it with another spectral sequence
coming from the complex HomAe(P,A) which we will denote by K. Let us define a filtra-
tion on K by
FpK = {f ∈ HomAe(P,A) | Imf ⊆ Ap}. (4)
The filtered map q∗ : K → C gives rise to a map between the corresponding spectral se-
quences: q∗r : Er → Er . Since we have the isomorphisms
( ) ( )
Hi FpC  HHi (A,Ap)  Hi FpK ,
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quences corresponding to
0 Fp+1K FpK FpK/Fp+1K 0
0 Fp+1C FpC FpC/Fp+1C 0
conclude that Ep,q1 = Hp+q(FpC/Fp+1C)  Hp+q(FpK/Fp+1K) = Ep,q1 . If we have
an isomorphism already at the E1 level, it will persist and we get Ep,q∞  Ep,q∞ . But the
spectral sequence {Ep,qr , dp,qr } is convergent which we will see as follows: each module
Pi is finitely generated by assumption together with Theorem 2. This makes the filtrationF bounded in each internal degree, which gives the convergence.
To check that the spectral sequence is a spectral sequence of algebras, it suffices to check
two things. First that the multiplication on C fulfills the condition FpC · FqC ⊆ Fp+qC,
which is obvious from the construction, and second that the differential is a derivation,
but this follows from the fact that C = HomAe(B(A,A),A) is a subalgebra as well as a
subcomplex of HomAe(B(A,A),A).
The last thing that has to be verified is that the E1-term is of the desired form. Before
we do this, we first remark that for a k∆e0-module M , the mapping
Homk∆e0(M,A) → HomAe
(
Ae ⊗k∆e0 M,A
)
, (5)
defined by
φ → φ˜ where φ˜(r ⊗m) = rφ(m),
is an isomorphism.
For an Ae-module M , we use the notation M for k∆0 ⊗A M ⊗A k∆0. Using the graded
variant of the isomorphism from (5), we may now identify HomAe(B(A,A),A) with
Homk∆e0(B(A,A),A), using the appropriate differential on Homk∆e0(B(A,A),A). Let us
define the map
ψ : Homk∆0
(B(A,A), k∆0)⊗k∆e0 A → gr
(
Homk∆e0
(B(A,A),A)) (6)
by
f ⊗ a → (· → f (·)a),
where we use the filtration F to construct the associated graded complex. The complex
Homk∆0(B(A,A), k∆0)⊗k∆e0 A is considered with the differential d ⊗ 1. The map ψ now
is a chain map, and since ψ is an isomorphism of graded modules, it follows that we have
an isomorphism of complexes
( ) ( ( ))
Homk∆0 B(A,A), k∆0 ⊗k∆e0 A  gr Homk∆e0 B(A,A),A .
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isomorphic to Ext∗A(k∆0, k∆0)⊗k∆e0 A.
The last remaining step in the proof is to show that the map ψ defined in (6) is mul-
tiplicative, which is done by a straightforward calculation. Let f and g be cocycles of
degree m and n in the complex Homk∆0(B(A,A), k∆0), and consider the elements f ⊗ a
and g ⊗ b, where a, b ∈ A. We get
ψ(f ⊗ a · g ⊗ b)([a1| . . . |am+n])= ψ(fg ⊗ ab)([a1| . . . |am+n])
= f ([a1| . . . |am])g([am+1| . . . |am+n])t (am)ab
and
ψ(f ⊗ a) ·ψ(g ⊗ b)([a1| . . . |am+n])
= ψ(f ⊗ a)([a1| . . . |am])ψ(g ⊗ b)([am+1| . . . |am+n])
= f ([a1| . . . |am])ag([am+1| . . . |am+n])b.
Thus we can conclude that ψ is multiplicative. 
Remark 3. The finiteness condition on the Ext spaces is always satisfied when A = k∆/I
is Noetherian or I is generated by a finite set of monomials.
Also this theorem has a finite-dimensional counterpart.
Theorem 6. Let A be a finite-dimensional k-algebra. Then there exists a spectral sequence
of algebras
E
p,q
1 = Extp+qA (k∆0, k∆0)⊗k∆e0 gr(A)p ⇒ Ext
p+q
Ae (A,A) = HHp+q(A).
Proof. The proof is similar to the proof of Theorem 5, just easier. 
Let us now say something about when the Hochschild cohomology algebra can be fully
recovered from the spectral sequence.
Theorem 7. Let A = k∆/I be a graded algebra such that for all i  0 the finite-
dimensional vector space TorAi (k∆0, k∆0) is concentrated in a single degree. Then there
is an isomorphism of bigraded algebras
HH(A)  E∗,∗∞ ,where E∗,∗∞ is the spectral sequence constructed in Theorem 5.
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convergent, which by definition means that there is a filtration F on HH(A) such that
E
p,q∞  Fp
(
HHp+q(A)
)
/Fp+1
(
HHp+q(A)
)
.
Since our spectral sequence arises from a filtered complex, this filtration on the Hochschild
cohomology is defined by
FpHHp+q(A) = Im (Hp+q(Fp HomAe(P,A))→ Hp+q(HomAe(P,A))).
If TorAi (k∆0, k∆0) is concentrated in degree d(i), then Pi is generated in the same
degree, and we have that
Fp(HomAe(P,A))= {f :Pi → A | Imf ⊆ Ap} = HomAe(P,A)p−d(i).
This means that
FpHHp+q(A) = Hp+q(HomAe(P,A)p−d(i))= HHp+q,p−d(i)(A),
where the second superscript refers to the grading induced from the grading of
HomAe(P,A). From this it follows that HH(A)  E∗,∗∞ . 
Let us finish by analysing the spectral sequence of Theorem 5 in a concrete example.
Example 3. Let A = k[x]/(xm), m> 2, where k is a field of characteristic 0. We will study
the spectral sequence for the algebra A. The results we obtain are not new; in the more
general case of A = k[x]/(f ) where k is a commutative ring and f a monic polynomial,
the Hochschild cohomology algebra has been completely determined by Holm [11].
Define the k-vector spaces Vn, n  0 by letting V2k have the basis {Xmk} and V2k+1
have the basis {Xmk+1}. The minimal resolution P of A over Ae is then (see [8])
· · · → A⊗k Vn ⊗k A → ·· · → A⊗k V1 ⊗k A → A⊗k V0 ⊗k A → A → 0,
where the differential is defined by
d
(
1 ⊗Xn ⊗ 1)=
{
x ⊗Xn−1 ⊗ 1 − 1 ⊗Xn−1 ⊗ x if n ≡ 1 modm,∑m−1
i=0 xi ⊗Xn−m+1 ⊗ xm−1−i if n ≡ 0 modm.
(7)
The cohomology algebra Ext∗A(k, k) is then isomorphic to k[t, u]/(t2) where t and u
correspond to the dual basis elements of X and Xm in HomA(P, k)  Homk(⊕Vi, k)
respectively.
Let π :B(A,A) → P be a graded quasi-isomorphism, and consider the spectral se-
quence coming from the filtration F defined in (3), its E1-term is isomorphic to the
E1-term of the spectral sequence in Theorem 5.
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HomAe(P,A)  Homk
(P,A) Homk(P, k)⊗k A.
The isomorphisms induce the differential
d(t) = 0,
d(u) = mu2xm−1,
d(x) = 0 (8)
on the complex Homk(P, k)⊗k A.
The E1-term of the spectral sequence is then given by
E
∗,∗
1  k[t, u, x]/
(
t2, xm
)
,
where t ∈ E1,01 , u ∈ E2,01 and x ∈ E0,11 . By looking at the construction of the higher
differentials in the spectral sequence of a filtered complex (see for example Weibel [15,
Section 5.4]), we see that
d1 = d2 = · · · = dm−2 = 0,
and the first non-zero differential is dm−1 which in fact is equal to the differential d from
(8). A basis for Kerdm−1 is given by
{
tuaxi | a, i  0}∪ {uaxi | a  0, i  1},
and a basis for Imdm−1 is given by
{
uaxm−1 | a  1}.
From the above together with Theorem 7, we see that
HH(A) = E∗,∗∞ = E∗,∗m  k[tx, u, x]/
(
t2x2, uxm−1, xm
)
.
Remark 4. At first glance the Theorems 5 and 6 seem very similar to Proposition 1.3
and Corollary 1.9 of [7]. However, this is because Geller, Reid and Weibel use the term
‘Hochschild cohomology’ to denote a regrading of the Hochschild homology, TorAe∗ (A,A).
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