The frequency speciral characteristics, bias and variance of images reconstructed from real Positron Emission Tomography (PET) data have been studied. 
INTRODUCTION
Maximum Likelihood Estimator (MLE), Bayesian methods with a variety of prior distributions and the method of sieves are being investigated as methods for reconstructing Emission Tomography (ET) images at a number of institutions. The number of publications reporting theoretical and experimental results in those areas of work is already too large to reference here. Although there is general agreement that the images recovered by those statistically based methods are "superior" to Filtered Backprojection (FBP) images, there appears to be little that is specifically known on what that superiority consists in. In this paper we shall report the results of an extensive analysis of three main groups of variables that can characterize images: their frequency spectrum, bias and variance.
We take for granted that statistically based reconstruction methods can incorporate in the transition matrix space variant point spread functions, "missing cones" of projection data, corrections for absorption and detector gains, Compton scattering in the detectors and the consequent crystal penetration, lack of collinearity of the two annihilation v-rays in Positron Emission Tomography (PET), etc., and that the incorporation of those factors into the transition matrix represents a practical advantage over FBP methods of reconstruction. The more fundamental benefit of statistically based reconstruction methods should stem, however, from the fact that the correct Poisson distribution that governs radioactive disintegration is used to define the target function to be maximized by the reconstruction algorithms. FBP methods implicitly assume that distribution is Gaussian with a single, unspecified, standard deviation.1 We shall show that, for the methods investigated in the present work, the principal advantage of the statistical methods appears due to the utilization of the Poisson distribution, although we do not have a proof.
In the selection of images reconstructed by statistically based methods we have chosen feasible images exclusively. It is well known that the MLE method, as implemented, for example, from the EM algorithm by Shepp and Vardi,2 yields unacceptably noisy images if the iterative process is allowed to continue past a certain number of iterations. Liacer and Veklerov3 have described feasible images as those images that, if they were a radiation field, could have generated the initial projection data by the Poisson process that governs radioactive decay. Formal definitions of feasibility, as well as a practical test that has been used in the work reported in this paper can be found in Ref. 3 . This paper will first describe the selection of data and of filters for the FBPreconstructions, the selection of methods and parameters for the statistically based reconstructions, will show and evaluate the image frequency spectra of the various groups of images, will give a practical definition of bias for PET images, and show representative results of bias and variance analysis.
1 Selection of data
Statistically based methods of reconsiruction depend on the specification of a transition matrix whose elements contain probabilities that y-rays emitted from a specific pixel will be detected by a specific detector "tube". A tube can be defined by a particular collimator hole in Single Photon Emission Tomography (SPET) or a pair of detectors in Positron Emission Tomography (PET), for example. In computer simulation studies the characteristics of that transition matrix can be made identical to the actual probabilities of y-ray emission, but in practice the transition matrix can only be approximated. Monte Carlo methods can be used to calculate useful approximations to the true transition matrix, as has been done by Liacer et al. 4, 5 for small positron emission cameras, by Floyd et al.6 for SPET and by Veklerov et al.7 for PET. It has been found, however, that even Monte Carlo approximations can be sufficiently different from the real insirument transition matrices that strict tests for image feasibility fail unless they are relaxed by the introduction of an adjustable parameter that quantifies the accuracy with which the transition matrix is known.3
Because of the expected inaccuracy of transition matrices, we decided that the current study of image characteristics should be based on real PET data, so that the comparison of imaging algorithms is carried out closer to what clinical practice is likely to encounter. PET data of the Hoffman brain phantom8 from the ECAT-Ill instrument that was in use at the UCLA School of Medicine were obtained for this study. That brain phantom mimics Fluoro-dioxi-glucose (FDG) brain studies, which constitute the most common application of PET in a clinical setting. FDG studies may not be, however, those that benefit most from statistically based algorithms, as will be discussed below.
One set of projection data with 55 million (55M) counts was obtained as a reference and ten sets with 1 million (1M) counts each were obtained as independent data sets. The number of counts in the latter sets was selected as representative of typical brain studies with the ECAT-Ill. Figure 1 shows the outline of the Hoffman brain phantom. The ratio of activities between the regions in black and those in white in the interior of the phantom is approximately 4.5: 1 . Although the activity ratio in the phantom can be controlled quite accurately, the actual ratio measured by the tomograph is not well known due to different solid angles seen by the detector crystals from different positions in the imaging plane. This will impose a serious limitation when attempting to measure bias in the images, as will be discussed below. Figure 2 shows the filter functions for the " and "bwO" filters. 'bwO". set, the number of iterations to feasibility was higher, as will be shown below. A Maximum a Posteriori method (FMAPE) with entropy prior12 has also been used to recover feasible images. The Bayesian algorithm seeks to obtain an image that maximizes a product of entropy and likelihood, with one weight parameter (Aa) that can be adjusted for convergence to feasible images. Finally, the method of sieves'3 has been used to obtain feasible images by adjustment of the sieve and resolution kernels to yield noise-free images that converged to feasible or nearly feasible images.
The values of the sieve and resolution kernels were chosen after a search for parameter values yielding feasible images was made.14 The strictly feasible images obtained tended to be excessively noisy (note that we consider feasibility a necessary condition for an image, but not a sufficient condition). The sieve images obtained with the parameters of Table II Reconstructed images from a single phantom have a random (noise) part and a deterministic (image) part and are not stationary. In this study we will compare the frequency spectrum of a reference image (55M counts) reconstructed with the 'tsl" filter to the spectra of images reconstructed by various methods. The emphasis is in obtaining the frequency spectrum of the deterministic (image) part of the reconstructions, to see how well image features are treated by each method. Using the "si" filter for the reference image results in an image with excellent feature contents and somewhat lower noise than with the ramp filter. The "si" filter also avoids the characteristic "ringing" of the latter filter. Figure 3 shows the reference image.
For a linear method of reconstruction, one could emphasize the image features by adding the ten independent projection data sets, carrying out one single reconstruction and then obtaining the IFS. For the non-linear statistical methods of reconstruction, we have no assurance that the results of that study would be equivalent to carrying out ten separate reconstructions, adding up the images and then obtaining the IFS . For that reason we have carried out the IFS study by the latter method, except where noted, which is correct for both linear and non-linear methods of reconstruction.
The 2-dimensional IFS's are not convenient to present in a printed form. It appears sufficient to examine one-dimensional cuts through the two-dimensional spectra. The x-frequency axis will therefore be shown for all the images to be described in this section. the 1M images. The empirical choice of the "sifi" filter by the users of ECAT-Ill brain images at UCLA is then consistent with the above finding, as seen from Fig. 2 . The choice of the "bwO" filter is also well justified. It will reconstruct better image features at the edge of the region where noise becomes dominant, and it cuts off more rapidly than the "sill " filter at higher frequencies. The results of Fig. 5 can be summarized by indicating that frequency spectra of feasible images exhibit strong similarities, independent of the reconstruction method. Those methods that use a final filtering operation, including the method of sieves, show a decreased spectrum at the high frequencies, where reconstruction noise would be dominant at 1M counts. An increase in image sharpness with respect to the reference FBP image is also noticed at the intermediate frequencies. These observations are consistent with an examination of images and do not seem to favor any specific method of statistically based image reconstruction over the others.
BIAS ANALYSIS
Bias has a well defined meaning in Statistics and, in the imaging context, could be described as differences between the expected value of reconstructed pixel intensities and the correct values. In the case of tomographic reconstructions, in which filtering of high frequencies is a necessity, the above definition of bias is not practical, since all edges in the image would show bias. A more practical definition can be devised as the difference between the expected average value in extended uniform regions, away from edges, and the correct average values for those regions.
XBB 906-4731 The Hoffman brain phantom has been designed with two levels of activity, simulating grey and white matter. Regions corresponding to the two levels can be used to define ratios of activities which the reconstructed images should reproduce accurately. In the present study, as indicated earlier, the correct ratios seen by the tomographic instrument are not well known, except that they should be in the vicinity of 4.5: 1 . As a consequence, we do not have an accurate way of assessing the bias caused by the different reconstruction methods. It should be mentioned that reconstructions carried out by both FBP and statistical methods with data generated by computer simulation and reconstructed with exact transition matrices have been found to show no significant bias.
In spite of the difficulties just indicated, it has been possible to carry out an approximate bias analysis which allows us to draw some interesting conclusions. Figure 6 shows the Hoffman brain phantom with 3 main areas: al placed in the hot large region shown, a2 in the cool large white matter area and a3 in the narrow cool white matter area. Each of the three main areas has been sampled in three different manners, by generating slightly different regions-of-interest (ROI's) to encompass in one case some neighboring pixels that were not considered in another case. The resulting 9 ROFs are shown in Figure 6 . The generation of 3 ROl's from each main area allows to estimate the variability of the measurement caused by setting specific limits to the ROI. Table III . Top: Rot/large cold region (al/a2); Bottom: Hot/narrow cold region (al/a3).
For each method of reconstruction, nine different activity ratios can be obtained by dividing the average activity in the ROT's at aT by those at a2, and nine more ratios can be obtained by dividing the activities at al by those at a3. The mean and standard deviation of each group of 9 ratios has been obtained and is shown in Fig. 7 . In order to decrease the effect of noise as much as possible in this study, the reference 55M count data set was used exclusively. The different methods and parameters shown in Table HI were used for the reconsiructions.
The ratios for the larger regions al/a2 are all different from each other, and the only meaningful observation that can be made is that, in the asymmetric MILE reconstructions (as in the Simple MILE not shown), the values of the ratios at iterations corresponding to the onset of feasibility (50 to 100 its. for 55M counts) have not reached their final values. At iteration 300 and beyond, the ratio al/a2 does not differ substantially from those obtained by other methods of reconstruction.
The situation for the ratios of regions al/a3 in the Asymmetric MLE reconstructions is the same as above, but in addition, other effects can be noticed in other reconstructions. Region a3, being a narrow valley between high intensity regions, can be expected to be sensitive to excessive smoothing and to 'ringing". In going from the ramp reconstruction to the sI and further to the slfl, the reduction of the ratio indicates that the smoothing caused by filtering with lower bandpass affects the image values at the valley a3. The bwO results with the Butterworth filter, as well as the s2 results with the sieve method show the opposite effect: there is an exaggeration in the depth of the narrow valley. This "ringing" effect can be expected from the Butterworth filter when its high frequency response drops too rapidly. This effect is particularly noticeable if the ratio fIf of the filter is made smaller than approximately 2.0, making the filter order larger than approximately 6.0.
Ringing is also seen in sieve reconstructions when the difference between the sieve kernel and resolution kernel parameters is too high. The ratio for the s3 reconstruction is closer to the ramp results, for example, than that of s2. The low value of the al/a3 ratio for the si reconstruction is not understood at this time.
A preliminary conclusion from the limited bias study is, then, that the use of a Butterworth filter for FBP reconstructions, as well as sieves for a statistically based method has to be considered carefully. A "ringing" image will have a very attractive appearance as long as the effect is not excessive, but image values may be in error in narrow regions, hot or cold. A second point that can be made is that MLE reconstructions stopped at the onset of feasibility have not yet attained the final value of activity in all their regions. It is preferable to iterate past the onset of feasibility, when the image begins to become noisy and filter back to feasibility with a small Gaussian kernel.
VARIANCE ANALYSIS
The pixel-by-pixel variance of reconstructions from 10 independent 1M count data sets has been examined for the PEP and statistical methods discussed above. The process has been carried out in the following steps:
The reference 55M count data set has been reconstructed by the "si' method and a histogram of number of pixels having a certain number of counts vs. number of counts in a pixel has been constructed. The histogram is shown in Fig. 8 for the pixels inside the perimeter of the brain phantom. For example, there were approximately 25 pixels that contained 40,000 counts.
All the pixels in the brain phantom image were classified into three regions and labels were affixed to each pixel for: High intensity pixels, i.e., having more than 30,000 counts/pixel. Low intensity pixels within the brain, i.e., having between 10,000 and 20,000 counts/pixel, and All low intensity pixels, within and outside the brain, i.e., from 0 -20,000 counts/pixel in the 55M count image.
The ten independent data sets were reconstructed by the different methods and parameters of Table III. The pixel-by-pixel means and standard deviations for each ensemble of 10 images were calculated, separating the pixels according to the classification of 2), and
Histograms of number of pixels having a certain value of Standard Deviacion (SD) vs. SD were made for each of the classifications of 2) and each method of reconstruction. It is interesting to show the "variance images", i.e., images whose pixel intensity is proportional to the SD of the 10 image pixels with respect to their mean. Figure 12 shows on the lef,t the variance image for the FBP reconsiructions and, on the right, the corresponding image for the MLE reconstruction. The FBP image shows no significant features, in agreement with a variance which is uniform in both the high and low intensity regions within the phantom. We feel that the above study places us in the position to initiate an ROC study in an appropriate collaboration with some knowledge of what we can attempt to prove. Ii will be interesting to see how the advantages described above translate themselves at the time of carrying Out a medical diagnostic. It is interesting to note that FDG studies are likely to benefit less from statistically based reconstruction methods than other studies. FDG brain studies will always contain lesions (hotter or colder than the surroundings) in areas with a substantial number of counts. Other kinds of studies in which one wants to observe and/or measure low activity features in cold surroundings, even in the presence of hot areas elsewhere, should take better advantage of the lower variance characteristics of the statistically based reconstructions.
