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THE SPACE OF DISTRIBUTIONS WITH DISCONTINUOUS TEST
FUNCTIONS AND A FAMILY OF ZERO-SUM GAMES WITH
DISCONTINUOUS PAYOFFS
V. DERR AND D. KINZEBULATOV
Abstract. In the present paper we consider one class of zero-sum games with discontinuous
payoffs which may have no solutions in the sets of pure or mixed strategies. We show that,
however, the solution always exists in the set of so-called R′-mixed strategies which are the
elements of the spaceR′ of distributions with discontinuous test functions. The advantages of
the new space of distributions (in comparison with the classical space D′ of distributions with
continuous or smooth test functions), that is, the possibility to define in R′ the operations of
integrations of distributions and multiplication of distributions by discontinuous functions,
which are correct in the sense that they are everywhere defined, continuous and coincide
with the ordinary operations for regular distributions, are crucial for our proof of existence
of solution.
1. Introduction
For the past decades the progress of L. Schwartz’ distribution theory was highly motivated
by efforts to overcome the following well-known insufficiencies of the classical space D′(Ω) of
distributions with the test functions continuous and having compact support in Ω ⊂ Rn, Ω
is an open set: the impossibility to define in D′(Ω) the correct operation of multiplication of
distributions by discontinuous functions (or, more generally, of multiplication of two distribu-
tions) as well as the correct operation of integration of distributions, where, following [Shi84],
we say that an operation is correct if it is defined for all distributions, continuous and coincides
with the ordinary one for regular distributions (see [Bag95, Bag02, Sar94, Sar95, Sar03, SZ97]
and further references therein). The numerous applications of distribution theory to ordinary
and partial differential equations (e.g., see [Bag02, Col92, Fil88, Sar95, Sar03]), where the ne-
cessity to integrate distributions and to multiply distributions by discontinuous functions arise,
demonstrate the importance of these operations. In the present paper we define certain ex-
tension of the classical space of distributions D′(Ω) where the correct operations of integration
and multiplication by discontinuous functions are defined, and use this extension to provide the
existence of Nash equilibrium for a class of zero-sum games with discontinuous payoffs.
As it follows from the classical definition of the product of a distribution f and an ordinary
function g as the distribution given by
(1.1) (gf, ϕ) = (f, gϕ),
where ϕ stands for a test function, the ordinary function g and the test function ϕ must
possess the same degree of regularity in order for the product gf to be defined. In particular,
in the space D′(Ω) the ordinary multiple g must be continuous. This observation suggests
the idea of extension of the classical space of continuous test functions D(Ω) so that the test
functions are allowed to be discontinuous, where here and below under discontinuous functions
we understand the elements of the closure of the algebra of piecewise-constant functions in the
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topology of uniform convergence, called regulated functions (see [Die69, Dav79]). This idea
appeared first in [Kur96, KB98] where the space of distributions with the test functions defined
on R and possibly having first-kind discontinuity at the origin was introduced. In what follows,
we consider the space R′(Ω) of distributions defined on the space R(Ω) of discontinuous test
functions having compact support in Ω and possessing, in a sense, an arbitrary set of points
of discontinuity. We employ equality (1.1) to define a continuous, commutative and associative
operation of multiplication of distributions by discontinuous functions, and define continuous
operation of integration of distributions by the formula∫
S
fdx = (f, χS),
where χS ∈ R(Ω) stands for the characteristic function of a bounded subset S ⋐ Ω. In what
follows, we show that any distribution in D′(Ω) admits a continuous linear extension to the
space of discontinuous test functions R(Ω). Let us note that since all elements of the space
D′(Ω) are measure-type distributions, the elements of our distribution space R′(Ω) are also, in a
sense, of measure-type. We further describe the family of delta-functions in R′(Ω) concentrated
at a given point: for n = 1 the classical delta-function δ ∈ D′(R) extends to a family of delta-
functions δα ∈ R′(R), where α is a function,
α : {−1, 1} → R, α(1) + α(−1) = 1,
so that δα becomes an affine combination of the right and the left delta-functions, respectively,
δα = βδ+ + (1− β)δ−, β = α(1) ∈ R, (δ+, ϕ) = ϕ(0+), (δ−, ϕ) = ϕ(0−),
ϕ is the test function, and the product of δα with Heaviside function θ = χ(∞,0) is given by
(1.2) θδα = βδ+.
Due to the continuity of the operation of multiplication in R′ the same result can be obtained
if the delta-function in (1.2) is replaced by terms of the corresponding delta-sequence.
The main purpose of our extension is to provide the existence of solution (i.e., Nash equilib-
rium) for a family of zero-sum games with discontinuous payoff functions, which in general do
not have a solution in the set of pure strategies or in the set of mixed strategies, yet possess a
solution in the set of so-called R′-mixed strategies, which are the elements of the space R′(Ω).
For example, the following zero-sum game G = (X1, X2, ρ) with the sets of pure strategies
X1 = X2 = (−1, 1) and the payoff function given by
ρ(x1, x2) =


1, x1, x2 > 0, x1 + x2 < 1 or
x1, x2 < 0, x1 + x2 > −1,
0, otherwise
does not have solution in the sets of pure strategies or classical mixed strategies. However, as
it turns out, there exists solution of G in the set of R′-mixed strategies, which is the pair
0.5(δ+ + δ−), 0.5(δ+ + δ−),
as it follows from a general result (Theorem 4.2) proved below. The continuity of the operations
of multiplication and integration allows us to provide certain probabilistic interpretation for R′-
mixed strategies.
2. Regulated functions
1. Let Ω ⊂ R be an open interval. Following [Die69], we call function g : Ω 7→ R regulated,
if it is bounded and for every x ∈ cl(Ω) there exist one-sided limits g(x+), g(x−). We denote
the algebra of regulated functions by Gˆ(Ω) and endow with the standard sup-norm.
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The function g ∈ Gˆ(Ω) is called piecewise-constant, if for any bounded subset Γ ⊂ Ω the
image g(Γ) is finite. In what follows, we denote the algebra of piecewise-constant functions by
PˆC(Ω).
Lemma 2.1 ([Die69]). PˆC(Ω) is dense in Gˆ(Ω).
Let us define
J = {g ∈ Gˆ(Ω) : g(x+) = g(x−) = 0 (x ∈ Ω)};
J is a closed ideal in Gˆ(Ω), so we may define G(Ω) = Gˆ(Ω)/J . The norm in G(Ω) is given by
(2.1) ‖g‖G(Ω) = sup
x∈Ω
max{|g(x+)|, |g(x−)|}.
Lemma 2.2. G(Ω) is a Banach algebra.
Proof. Gˆ(Ω) is complete according to [Die69]. The ideal J is closed in Gˆ(Ω), hence the factor-
algebra G(Ω) is also complete [Gam69] . 
Given g ∈ G(Ω), we define
T (g) = {x ∈ Ω : g(x+) 6= g(x−)}
to be the set of point of discontinuity of g. Similarly, we denote by PC(Ω) →֒ G(Ω) the image
of the algebra of piecewise-constant functions under the canonical map Gˆ(Ω)→ G(Ω).
Let C(Ω) →֒ G(Ω) be the algebra of continuous elements of G(Ω).
Lemma 2.3. PC(Ω) is dense G(Ω).
Proof. Let gˆ ∈ Gˆ(Ω) be given. Suppose that g is the corresponding equivalence class of gˆ in
G(Ω). Then ‖g‖G(Ω) 6 ‖gˆ‖Gˆ(Ω), so it suffices to apply Lemma 2.1 to complete the proof. 
Lemma 2.4. Given g ∈ G(Ω), the set T (g) is at most countable.
Proof. Let us denote by Tˆ (gˆ) the set of points of discontinuity of a representative gˆ ∈ Gˆ(Ω).
Then T (g) ⊂ Tˆ (gˆ). Since Tˆ (gˆ) is at most countable [Die69], T (g) is also at most countable. 
2. We proceed to the definition of the algebra of regulated functions defined on an open set in
Rn. Let Ω ⊂ Rn be an open set, and let F be the family of finite unions and finite differences of
convex subsets of Ω. The family F is called the appropriate family (in terminology of [Dav79]).
Following [Dav79], we call function g : Ω 7→ R regulated if it is bounded and for every x ∈ cl(Ω)
and for any ε > 0 there exist a neighbourhood Ux = Ux(ε) ∈ F and a family {Si}
m
i=1 ⊂ F such
that Ux = ∪
m
i=1Si, and
|g(y1)− g(y2)| < ε
for all y1, y2 ∈ Si (1 6 i 6 m). Analogously, we denote the algebra of regulated functions by
Gˆ(Ω) and endow it with sup-norm.
The regulated function g ∈ Gˆ(Ω) is called piecewise-constant, if for any bounded open
subset Γ ⊂ Ω the restriction g|Γ is a linear combination of the characteristic functions χS ,
where S ∈ F ∩ Γ. We denote the algebra of piecewise-constant functions by PˆC(Ω).
Lemma 2.5 ([Dav79]). PˆC(Ω) is dense in Gˆ(Ω).
Let g ∈ Gˆ(Ω) and x0 ∈ Ω be fixed, let S
n−1 be the unit sphere in Rn centered at 0. For each
s ∈ Sn−1 we define
(2.2) g(x0)(s) = lim
t→0+
g(x0 + ts).
Let us show that the function g(x0) : S
n−1 7→ R is defined everywhere on Sn−1. Let s ∈ Sn−1
be given. We denote
L = {x0 + ts : 0 < t < 1}, FL = {A ∩ L : A ∈ F}.
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Now as it follows from the definition of the family F , FL is an appropriate family for the line
segment L, so in virtue of Lemma 2.1 the limit (2.2) exists.
In what follows, we call g(x) : Sn−1 7→ R the surrounding value of g at x. Note that if g is
continuous at x, then by definition g(x)(·) ≡ g(x).
Lemma 2.6. For any x ∈ Ω the surrounding value g(x)(·) ∈ L∞(Sn−1).
Proof. Suppose that x ∈ Ω is given. Clearly, g(x)(·) is bounded. Suppose that {gk}
∞
k=1 ⊂
PˆC(Ω), gk → g uniformly on Ω. Then gk(x)(·) is Lebesgue measurable on S
n−1. Due to
uniform convergence we may change the order of limits, so
(2.3) sup
s∈Sn−1
(gk(x)(s) − g(x)(s))→ 0.
Consequently, g(x)(·) is Lebesgue measurable on Sn−1 as a limit of the uniform convergent
sequence of Lebesgue measurable functions. As a result, g(x)(·) ∈ L∞(Sn−1). 
We define
J = {g ∈ Gˆ(Ω) : g(x)(·) = 0 (x ∈ Ω)}
– a closed ideal in Gˆ(Ω), and put G(Ω) = Gˆ(Ω)/J . The elements of the factor-algebra G(Ω) do
not have values at points in Ω, but instead possess surrounding values introduced above.
The algebra G(Ω) is endowed with the norm
(2.4) ‖g‖G(Ω) = sup
x∈Ω
{‖g(x)(·)‖L∞(Sn−1)}.
Clearly, in the case when n = 1 our definitions coincides with the previous ones.
Lemma 2.7. G(Ω) is a Banach algebra.
Proof. Since G(Ω) = Gˆ(Ω)/J , where J is a closed ideal, and Gˆ(Ω) is Banach [Dav79], we have
that the factor-algebra G(Ω) is also Banach [Gam69]. 
Lemma 2.8. PC(Ω) is dense in G(Ω).
The proof is analogous to the proof of Lemma 2.3.
Lemma 2.9. The map G(Ω) → L∞(Sn−1) given by g → g(x)(·) is a continuous homomor-
phism.
Proof. As follows from the arithmetic properties of the limit, this map is a homomorphism.
The continuity follows from (2.3) (see proof of Lemma 2.6). 
Let us define the set of points of discontinuity of g ∈ G(Ω) to be
T (g) = {x ∈ Ω : g(x)(·) 6≡ const in L∞(Sn−1)}.
In what follows, by use of notation g(x) we assume that x ∈ Ω \ T (g).
Lemma 2.10. Suppose that g ∈ G(Ω). Then T (g) ⊂ ∪∞k=1∂Sk for certain Sk ∈ F .
Proof. Let us denote by Tˆ (gˆ) the set of points of discontinuity of a representative gˆ ∈ Gˆ(Ω).
Clearly, T (g) ⊂ Tˆ (gˆ). According to [Dav79] there exist Sk ∈ F (k ∈ N) such that
Tˆ (gˆ) = ∪∞k=1∂Sk.
Consequently, T (g) ⊂ ∪∞k=1∂Sk. 
As it follows from Lemma 2.10, for any g ∈ G(Ω) the set of points of discontinuity T (g) has
zero measure, so the integration of g ∈ G(Ω) is reduced to the integration of its representative
in Gˆ(Ω). We also define the support of g ∈ G(Ω) by the formula
supp(g) = cl{x ∈ Ω : g(x)(·) 6= 0 in L∞(Sn−1)}.
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Let us denote by PC(Ω) →֒ G(Ω) the image of the algebra of piecewise-constant functions
under the canonical map Gˆ(Ω) → G(Ω). Also, let C(Ω) →֒ G(Ω) be the algebra of continuous
elements of G(Ω).
3. Distributions
Let D(Ω) be the space of test functions ϕ ∈ C(Ω) having compact support supp(ϕ) ⊂ Ω and
endowed with the standard locally-convex topology (e.g., see [Shi84]).
Let R(Ω) be the space of functions ϕ ∈ G(Ω) having compact support supp(ϕ) ⊂ Ω with
the fundamental system of neighbourhoods of zero {Uγ}γ∈C(Ω),γ>0 in R
′(Ω) consisting of sets
(3.1) Uγ = {ϕ ∈ R(Ω) : |ϕ(x)(·)| < γ(x) (x ∈ Ω)},
where |ϕ(x)(·)| < γ(x) if |ϕ(x)(s)| < γ(x) for all s ∈ Sn−1. As it follows straightforwardly from
the definition of the topology in D(Ω) [Shi84], we have the embedding
D(Ω) →֒ R(Ω).
Theorem 3.1. The space R(Ω) is a locally-convex topological vector space.
Proof. Let us show that for any two neighbourhoods Uγ1 , Uγ2 there exists a neighbourhood Uγ3
such that Uγ3 ⊂ Uγ1 ∩Uγ2 . Clearly, Uγ1 ∩Uγ2 consists of the test functions ϕ ∈ R(Ω) such that
|ϕ(x)(·)| < γ1(x), |ϕ(x)(·)| < γ2(x) for any x ∈ Ω. So, it suffices to put
γ3(x) = min{γ1(x), γ2(x)} x ∈ Ω,
where γ3 ∈ C(Ω), γ3(x) > 0 for every x ∈ Ω and Uγ3 = Uγ1 ∩ Uγ2 .
Further, given λ ∈ R, |λ| 6 1, and a neighbourhood Uγ , we have λUγ ⊂ Uγ since for each
ϕ ∈ Uγ
|λϕ(x)(·)| = |λ||ϕ(x)(·)| 6 |ϕ(x)(·)| < γ(x)
for every x ∈ Ω.
Suppose that C ⊂ Ω is compact. Let ϕ ∈ R(Ω), supp(ϕ) ⊂ C, and γ ∈ C(Ω), γ > 0, be
given. Since minx∈C{|γ(x)|} > 0, we may define
λ =
maxx∈C{‖ϕ(x)(·)‖L∞(Sn−1)}
minx∈C{|γ(x)|}
> 0.
Then, clearly, ϕ ∈ µUγ for any µ ∈ R, |µ| > λ.
Also, note that for any neighbourhood Uγ there exists a neighbourhood Uγ′ such that Uγ′ +
Uγ′ ⊂ Uγ . Indeed, we may put γ
′ = γ/2.
According to [KA82], the above results imply that R(Ω) is a topological vector space. Fur-
thermore, consider the sequence of neighbourhoods {Uγk}
∞
k=1, where γk ≡ 1/k on Ω. Then
∩∞k=1Uγk = {0}, so according to [KA82] the space R(Ω) is Hausdorff.
Finally, we note that given a neighbourhood Uγ and the test functions ϕ, ψ ∈ Uγ , we have
|λϕ(x)(·) + (1− λ)ψ(x)(·)| 6 λ|ϕ(x)(·)| + (1 − λ)|ψ(x)(·)| 6 λγ(x) + (1 − λ)γ(x) = γ(x),
for all x ∈ Ω and 0 6 λ 6 1, so Uγ is convex. Since R(Ω) is Hausdorff, this implies by definition
that R(Ω) is locally-convex. 
Theorem 3.2. Let {ϕk}
∞
k=1 ⊂ R(Ω), ϕ ∈ R(Ω). Then ϕk → ϕ in R(Ω) if and only if ϕk → ϕ
in G(Ω) and there exists a compact subset C ⊂ Ω such that supp(ϕk) ⊂ C (k ∈ N).
Proof. Suppose that there exists a compact subset C ⊂ Ω such that supp(ϕk) ⊂ C for all
k ∈ N. Also, without loss of generality we may assume that ϕk → 0 in G(Ω). As follows from
the definition of the norm in G(Ω), for any ε > 0 there exists N = Nε ∈ N such that
(3.2) ‖ϕk‖G(Ω) < ε
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for all k > N . Let Uγ be arbitrary. We define
ε = inf
x∈C
{γ(x)/2} > 0.
Then ϕk ∈ Uγ for all k > N as follows from (3.2). Consequently, ϕk → 0 in R(Ω).
Now let ϕk → 0 in R(Ω). Let us consider the sequence of neighbourhoods {Uγm}
∞
m=1, where
γm ≡ 1/m. As follows from the definition of the convergence in R(Ω), for any m ∈ N there
exists K ∈ N such that ϕk ∈ Uγm for any k > K, that is, ϕk → 0 in G(Ω). Suppose that
there is no compact subset C ⊂ Ω such that supp(ϕk) ⊂ C for all k ∈ N. Then there exist the
sequences {xk}
∞
k=1 ⊂ Ω, {rk}
∞
k=1 ⊂ R such that
0 < rk 6< |ϕ(xk)(·)|, rk → 0,
and xk → x in R
n, where x ∈ ∂Ω or {xk}
∞
k=1 is unbounded. Without loss of generality we may
consider the first case only and assume that {xk}
∞
k=1 does not have limit points in Ω. Then there
exists a function γ ∈ C(Ω) such that γ(x) > 0 (x ∈ Ω) and γ(xk) = rk. Consequently, ϕk 6∈ Uγ
for all k ∈ N, i.e., ϕk 6→ 0 in R(Ω). The contradiction obtained completes the proof. 
Let D′(Ω) and R′(Ω) be the spaces of linear continuous functionals defined on D(Ω) and
R(Ω), respectively. The elements of both spaces D′(Ω) and R′(Ω) are called the distributions.
Theorem 3.3. Any distributions in D′(Ω) admits an extension from D(Ω) to R(Ω).
Proof. We have D(Ω) →֒ R(Ω). According to Theorem 3.1 the space R(Ω) is locally-convex,
so the extension exists by Hanh-Banach Theorem [KA82]. 
The space R′(Ω) is endowed with the linear operations and weak* topology, so by definition
fk → f in R
′(Ω) if and only if (fk, ϕ)→ (f, ϕ) for any ϕ ∈ R(Ω).
Example 3.4. Let f ∈ Lloc(Ω). Let us define the regular distribution f ∈ R
′(Ω) by
(3.3) (f, ϕ) =
∫
Ω
f(x)ϕ(x)dx, ϕ ∈ R(Ω).
Since D(Ω) →֒ R(Ω) and the canonical map Lloc(Ω) → D
′(Ω) is injective [Shi84], we may
identify the elements of Lloc(Ω) and the regular distributions in R
′(Ω).
Example 3.5. Suppose that p ∈ Ω. Suppose that we are given a function
α ∈ L(Sn−1),
∫
Sn−1
α(s)ds = 1.
We define the delta-function δαp by the formula
(3.4) (δαp , ϕ) =
∫
Sn−1
α(s)ϕ(p)(s)ds.
The linearity and continuity of δατ follows from Lemma 2.9, so δ
α
p ∈ R
′(Ω). Note that given
any ϕ ∈ D(Ω) we have that ϕ(p)(·) ≡ ϕ(p), so
(δαp , ϕ) =
∫
Sn−1
α(s)ϕ(p)ds = ϕ(p).
Thus, δαp ∈ R
′(Ω) is an extension of the classical delta-function δp ∈ D
′(Ω) from D(Ω) to R(Ω).
Example 3.6. Consider the case n = 1. We define the right and the left delta-functions
(δ+p , ϕ) = ϕ(p+), (δ
−
p , ϕ) = ϕ(p−), ϕ ∈ R(Ω),
so
(3.5) δαp = βδ
+
p + (1− β)δ
−
p ,
where β = α(1).
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The support supp(f) ⊂ Ω of f ∈ R′(Ω) is the minimal closed set such that for any ϕ ∈ R(Ω),
supp(f) ∩ supp(ϕ) = ∅ we have (f, ϕ) = 0. The distribution f ∈ R′(Ω) is called non-negative
(we denote f > 0), if (f, ϕ) > 0 for every ϕ > 0, ϕ ∈ R(Ω).
Lemma 3.7. If {fk}
∞
k=1 converges in R
′(Ω), ϕk → 0 in R(Ω), then (fk, ϕk)→ 0.
The proof of the following lemma is similar to the proof of analogous statement for the space
D′(Ω) in [Shi84].
Proof. Suppose the contrary. Then without loss of generality (if necessary, let us consider a
subsequence) we may suppose that there exists c > 0 such that |(fk, ϕk)| > c > 0 for all k ∈ N.
Since ϕk → 0 in R(Ω), then we may suppose that ‖ϕk‖G(Ω) 6
1
4k . We define
ζk = 2
kϕk ∈ R(Ω).
Then we obtain the inequality
(3.6) ‖ζk‖G(Ω) 6
1
2k
,
so ζk → 0 in R(Ω), but
|(fk, ζk)| = 2
k|(fk, ϕk)| > 2
kc→∞.
We proceed further by induction. Let us choose fk1 , ζk1 such that |(fk1 , ζk1)| > 1. Suppose that
fkj , ζkj were constructed (1 6 j 6 l − 1). Then for all k > k
′ we have
|(fkj , ζk)| <
1
2l−j
, 1 6 j 6 l − 1.
There exists kl > k
′ such that
(3.7) |(fkl , ζkl)| >
l−1∑
j=1
|(fkl , ζkj )|+ l
since |(fk, ζk)| → ∞, (fk, ζkj )→ 0 (k →∞). Suppose that the sequence {ζkl}
∞
l=1 is constructed.
Let us define ζ =
∑∞
j=1 ζkj , where the series converges due to (3.6), so ζ ∈ R(Ω). Consequently,
(fkl , ζ) =
l−1∑
j=1
(fkl , ζkj ) + (fkl , ζkl) +
∞∑
l+1
(fkl , ζkj ).
Since (3.7) and
∞∑
j=l+1
(fkl , ζnj ) <
∞∑
j=l+1
1
2j−l
= 1,
we obtain that |(fkl , ζ)| > l − 1, which contradicts to the equality (fk, ζ) = (f, ζ), where
f = limk→∞ fk. The proof is complete. 
Theorem 3.8. The space of distributions R′(Ω) is weak* complete.
Proof. We need to show that if {fk}
∞
k=1 ⊂ R
′(Ω) and (f, ϕ) = limk→∞(fk, ϕ) for all ϕ ∈ R(Ω),
then f ∈ R′(Ω). Clearly, f is a linear functional. In order to show the continuity of f , it suffices
to prove that f is continuous at 0 ∈ R(Ω). So, let ϕk → 0. Suppose that (f, ϕk) 6→ 0. Let
ε0 > 0 be given. Without loss of generality we may assume that for any k ∈ N
|(f, ϕk)| > ε0.
As it follows from the definition, for any k ∈ N there exists mk such that |(fmk , ϕ)| >
ε0
2 .
Without loss of generality we put mk = k, so |(fk, ϕk)| >
ε0
2 (k ∈ N). This contradicts to the
statement of Lemma 3.7. Thus, (f, ϕk)→ 0. 
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Let us define the product of f ∈ R′(Ω) and g ∈ G(Ω) by the formula
(3.8) (gf, ϕ) = (f, gϕ),
where ϕ ∈ R(Ω), and gϕ ∈ R(Ω) sinceR(Ω) is an ideal inG(Ω). The operation of multiplication
in R′(Ω) is commutative and associative in the sense that for any g, h ∈ G(Ω), f ∈ R′(Ω) we
have the identity
(gh)f = g(hf)
in R′(Ω).
Example 3.9. Let f ∈ R′(Ω) be a regular distribution, g ∈ G(Ω). Then
(gf, ϕ) = (f, gϕ) =
∫
Ω
f(x)g(x)ϕ(x)dx.
So, for regular distributions the operation of multiplication coincides with the ordinary one.
Theorem 3.10. Suppose that gk → g in G(Ω), fk → f in R
′(Ω). Then gkfk → gf in R
′(Ω).
Proof. Let us note that gkϕ→ gϕ in R(Ω) for any ϕ ∈ R(Ω). Consequently,
|(gkfk, ϕ)− (gf, ϕ)| = |(fk, gkϕ)− (f, gϕ)| 6
6 |(fk, gkϕ)− (fk, gϕ)|+ |(fk, gϕ)− (f, gϕ)| 6
6 |(fk, gkϕ− gϕ)|+ |(fk, gϕ)− (f, gϕ)| → 0,
in virtue of Lemma 3.7 and due to convergence fk → f in R
′(Ω). 
Example 3.11. Let n = 1, p ∈ Ω. The Heaviside function θp ∈ G(Ω) is defined by
θp(x) =
{
1, x > p,
0, x < p.
Then (θpδ
α
p , ϕ) = (δ
α
p , θpϕ) = βθp(p+)ϕ(p+) + (1 − β)θp(p−)ϕ(p−) = βϕ(p+), i.e.,
θpδ
α
p = βδ
+
p ,
where β = α(1) (see Example 3.6).
Example 3.12. Let n = 2, p ∈ Ω. Let us find the product of the function g ∈ G(Ω) given by
g(x) =


σ, x1 > p1, x2 > p2,
µ, x1 < p1, x2 < p2,
0, otherwise,
and the delta-function δαp ∈ R
′(Ω), where α : [0, 2π) 7→ R,
∫ 2pi
0
α(s)ds = 1. We have
(3.9) (gδαp , ϕ) =
∫ 2pi
0
α(s)g(p)(s)ϕ(p)(s)ds =
∫ pi
2
0
α(s)ϕ(p)(s)ds +
∫ 3pi
2
pi
α(s)ϕ(p)(s)ds
Denote ρ =
∫ pi
2
0
α(s)ds+
∫ 3pi
2
pi
α(s)ds ∈ R. If ρ 6= 0, then the equality (3.9) can be rewritten as
(3.10) gδαp = ρδ
γ
p ,
where γ is given by γ(s) = σα(s)
ρ
if 0 < s < pi2 , γ(s) =
µα(s)
ρ
if π < s < 3pi2 , γ(s) = 0 otherwise.
Let us define the integral of f ∈ R′(Ω) over S ∈ Fc = {S ∈ F : cl(S) ⊂ Ω} by the formula
(3.11)
∫
S
fdx = (f, χS),
where the characteristic function χS ∈ R(Ω). The integral (3.11) exists for any distribution, is
linear as a function of f and coincides with the Lebesgue integral for regular distributions.
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Theorem 3.13. Suppose that S ∈ Fc, fk → f in R
′(Ω). Then∫
S
fkdx→
∫
S
fdx.
Proof. We have
∫
S
fkdx = (fk, χS)→ (f, χS) =
∫
S
fdx. 
Example 3.14. Let n = 1, p, t0 ∈ Ω, t0 < p. Then
∫ t
t0
δαp ds =


1, t > p,
1− β, t = p,
0, t < p.
Example 3.15. Let n = 2, p ∈ Ω, B2p ⊂ Ω is a disk centered at p, Sp(r) ⊂ B
2
p is a sector
possessing central angle r ∈ [0, 2π). Then
(3.12)
∫
Sp(r)
δαp dx = (δ
α
p , χSp(r)) =
∫ 2pi
0
α(s)χSp(r)(p)(s)ds =
∫ r
0
α(s)ds, r ∈ [0, 2π),
where χSp(r)(p)(·) is the surrounding value of the characteristic functions χSp(r) at p ∈ Ω.
In what follows, we denote by Kp ⊂ R
n a closed convex cone with the vertex p ∈ Ω such
that Kp ∩ Ω ∈ F . Let B
p
r ⊂ Ω be an open ball of radius r > 0 centered at p. Also, we put
Br(Kp) = Kp ∩B
p
r , S(Kp) = (Kp − p) ∩ S
n−1.
As it follows immediately from the definition, we have Br(Kp) ∈ F .
The next theorem is the main result of the present section.
Theorem 3.16. Suppose that {ωk}
∞
k=1 is a delta-sequence, that is, ωk → δ
α
p in R
′(Ω). Then
(3.13)
∫
Br(Kp)
ωk(x)dx→
∫
S(Kp)
α(s)ds.
for any Kp and any r > 0.
Conversely, if
α ∈ L∞(Sn−1),
∫
Sn−1
α(s)ds = 1,
for any cone Kp and any radius r > 0 we have (3.13), for any r > 0 we have wk → δ
α
p in
R′(Ω \ cl(Bpr )), and there exists C > 0 such that for any two cones K
′
p ⊂ K
′′
p
sup
k∈N
∫
Br(K′′p )\Br(K
′
p)
|ωk(x)|dx 6 Cmes
(
S(K ′′p ) \ S(K
′
p)
)
,
then ωk → δ
α
p in R
′(Ω).
Proof. 1) There exists r0 > 0 such that for any 0 < r < r0 we have cl(Br(Kp)) ⊂ Ω. Since
Br(Kp) ∈ F , for any such r > 0 we have χBr(Kp) ∈ R(Ω) and
(ωk, χBr(Kp)) =
∫
Ω
ωk(x)χBr(Kp)(x)dx =
∫
Br(Kp)
ωk(x)dx,
(δαp , χBr(Kp)) =
∫
Sn−1
α(s)χBr(Kp)(p)(s) =
∫
S(Kp)
α(s)ds,
where the last equality follows from the fact that Kp is a cone. By definition, if ωk → δ
α
p in
R′(Ω) then (
ωk, χBr(Cp)
)
→
(
δαp , χBr(Cp)
)
,
that is, we have (3.13).
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2) The convergence ωk → δ
α
p in R
′(Ω) is equivalent to
(3.14)
∫
Ω
ωk(x)ϕ(x)dx →
∫
Sn−1
α(s)ϕ(p)(s)ds
for any ϕ ∈ R(Ω). It suffices to show that (3.14) is true for any ϕ ∈ R(Ω) ∩ PC(Ω). Indeed,
for any ϕ ∈ R(Ω) there exists a sequence {ϕl}
∞
l=1 ⊂ R(Ω) ∩ PC(Ω), ϕl → ϕ in R(Ω), i.e.,
ϕl → ϕ in G(Ω), ϕl(p)(·)→ ϕ(p)(·) in L
∞(Sn−1)
according to Lemma 2.9, and
lim
l→∞
lim
k→∞
∫
Ω
ωk(x)ϕl(x)dx→ lim
l→∞
∫
Sn−1
α(s)ϕl(p)(s)ds =
∫
Sn−1
α(s)ϕ(s)ds.
Further, given l, m ∈ N, k ∈ N, we have∣∣∣∣
∫
Ω
ωk(x)ϕl(x)dx −
∫
Ω
ωk(x)ϕm(x)dx
∣∣∣∣ 6
∫
Ω
|ωk(x)||ϕl(x) − ϕm(x)|dx 6 4πC‖ϕl − ϕm‖G(Ω),
so ∫
Ω
ωk(x)ϕl(x)dx→
∫
Ω
ωk(x)ϕ(x)dx
uniformly with respect to k ∈ N. Consequently, we may change the order of limits in (3) to
obtain (3.14).
So, we need to show that (3.14) holds for any ϕ ∈ R(Ω)∩PC(Ω). Without loss of generality
we may restrict our consideration to the case ϕ = χM (cl(M) ⊂ Ω, M is convex, i.e., M ∈ F).
In the special case if M = Br(Kp), where Kp is a closed convex cone, then
(3.15)
∫
Ω
ωk(x)χBr(Kp)(x)dx =
∫
Br(Kp)
ωk(x)dx→
∫
S(Kp)
α(s)ds =
∫
Sn−1
α(s)χBr(Kp)(p)(s)ds
according to the assumption of the theorem, i.e., we have (3.14). In the general case for M
above we define a tangent cone Kp(M) at p, Kp(M) = cl(Cp(M)), where (see [AC84])
(3.16) Cp(M) = {p+ th : t > 0, h ∈ R
n, where p+ ht ∈M, 0 < t < t0(h)}.
Since Kp(M) is closed and convex [AC84], we have (3.15) for Kp = Kp(M). Show that
(3.17)
∫
S(Kp(M))
α(s)ds =
∫
S
αSχM (p)(s)ds,
(3.18)
∫
Br(Kp(M))
ωk(x)dx −
∫
Ω
ωk(x)χM (x)dx→ 0,
then the convergence (3.14) for ϕ = χM will follow from (3.15), (3.17) and (3.18).
Let us show that (3.17) is true. Suppose that s ∈ Sn−1. Due to convexity of M we have
that χM (p)(s) = 1 if and only if there exists t0 ∈ (0, 1) such that for any 0 < t < t0 the point
p+ ts ∈M [AC84]. Consequently, there exists S′ ⊂ Sn−1 such that
χM (p)(·) = χS′(·) : S
n−1 → R.
Let Cp be the cone corresponding to p and S
′. It follows from (3.16) that Kp(M) = cl(Cp) and∫
S(Kp(M))
α(s)ds =
∫
S(Cp)
α(s)ds =
∫
S′
α(s)ds =
∫
Sn−1
α(s)χM (p)(s)ds,
i.e., the equality (3.17) is true.
Let us show that (3.18) is valid. We have that∫
Ω
ωk(x)χM (x)dx =
∫
B
p
r
ωk(x)χM (x)dx +
∫
Ω\Bpr
ωk(x)χM (x)dx,
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where the last summand tends to 0 since ωk → 0 in R
′(Ω \ cl(Bpr′)) if r
′ < r. Then for a given
ε > 0 there exist r0 > 0 and K ∈ N such that for any 0 < r < r0 and any k > K∣∣∣∣∣
∫
Ω\Bpr
ωk(x)χM (x)dx
∣∣∣∣∣ < ε.
According to the remark above, we have to show that
(3.19)
∫
Br(Kp(M))
ωk(x)dx −
∫
B
p
r
ωk(x)χM (x)dx→ 0.
Observe that∣∣∣∣
∫
Br(Kp(M))
ωk(x)dx −
∫
B
p
r
ωk(x)χM (x)dx
∣∣∣∣ 6
∫
B
p
r
|ωk(x)||χBr(Kp(M))(x)− χM (x)|dx.
Further, M ∩Bpr ⊂ Br(Kp) [AC84]. There is a cone K
′
p ⊂ Kp(M) such that
mes
(
S
(
Kp(M)
)
\ S(K ′p)
)
< ε
and Br(K
′
p) ⊂M ∩B
p
r for all r > 0 sufficiently small. Consequently,
|χBr(Kp(M))(x) − χM (x)| 6 |χBr(Kp(M))(x)− χBr(K′p)(x)|,
where x ∈ Ω. Then the conditions of our theorem imply that∣∣∣∣
∫
Br(Kp(M))
ωk(x)dx −
∫
B
p
r
ωk(x)χM (x)dx
∣∣∣∣ 6
∫
B
p
r
|ωk(x)||χBr(Kp(M)) − χBr(K′p)(x)|dx =
=
∫
Br(Kp(M))\Br(K′p)
|ωk(x)| 6 Cmes
(
S(Kp(M)) \ S(K
′
p)
)
< Cε
for all k ∈ N sufficiently large and all r > 0 sufficiently small. Consequently, we have convergence
(3.19) and, as a result, convergence (3.18). 
Example 3.17. Let n = 1, β ∈ R. Then according to Theorem 3.16 the sequence {ωk}
∞
k=1,
ωk = k(βχ(p,p+ 1k )
+ (1− β)χ(p− 1k ,p)
)
is a delta-sequence, that is, ωk → δ
α
p , where β = α(1).
4. Zero-sum games with discontinuous payoff functions
Let Ω = Ω1 × Ω2 ⊂ R
2, where Ω1, Ω2 are open intervals in R. Consider the following
zero-sum game:
(4.1) G = (X1, X2, ρ),
where X1, X2 are the open intervals in R such that cl(X1) ⊂ Ω1, cl(X2) ⊂ Ω2.
4.1. Pure strategies and classical mixed strategies. The elements x1 ∈ X1 and x2 ∈ X2
such that (x1, x2) 6∈ T (ρ) are called the pure strategies of the first and the second player,
respectively, the function ρ ∈ G(Ω) is called the payoff function of the first player [KA82].
Let us also consider G in the set of mixed strategies, that is, the game GL = (XL1 , X
L
2 , ρ
L),
XL1 =
{
u1 ∈ L(X1) : u1 > 0,
∫
X1
u1(x1)dx1 = 1
}
,
XL2 =
{
u2 ∈ L(X2) : u2 > 0,
∫
X2
u2(x2)dx2 = 1
}
– the sets of mixed strategies of the first and the second player, respectively, the map
ρL(u1, u2) =
∫
X1×X2
ρ(x1, x2)u1(x1)u2(x2)dx1dx2.
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is called the payoff function of the first player. As the following example shows, G may have
no solution in the sets of pure or mixed strategies.
Example 4.1. Let X1 = X2 = (−1, 1), we define
ρ(x1, x2) =


1, x1, x2 > 0, x1 + x2 < 1 or
x1, x2 < 0, x1 + x2 > −1,
0, otherwise.
Let us consider game G = (X1, X2, ρ).
First, observe that G does not have a solution in the set of pure strategies x1 ∈ X1 \ {0},
x2 ∈ X2 \ {0}. Indeed, for any x2 we have supx1 ρ(x1, x2) = 1, i.e., infx2 supx1 ρ(x1, x2) = 1.
Similarly, for any x1 we have infx2 ρ(x1, x2) = 0, so supx1 infx2 ρ(x1, x2) = 0. According to
[KA82] G does not have a solution.
Second, let us show that G does not have solution in the set of mixed strategies. We define
σu1(x2) =
∫
X1
ρ(x1, x2)u1(x1)dx1,
where u1 ∈ X
L
1 . Then σu1 > 0, function σu1 is monotonically increasing on (−1, 0) ⊂ X2 and
is monotonically decreasing on (0, 1) ⊂ X2, σu1(1−) = σu1 (−1) = 0. For any ε > 0 there exists
uε2 ∈ X
L
2 , supp(u
ε
2) ⊂ (1− ε, 1), such that
ρL(u1, u
ε
2) =
∫
X2
σu1(x2)u
ε
2(x2)dx2 < ε.
Consequently, infu2 ρ
L(u1, u2) = 0 for any u1 ∈ X
L
1 . Then
(4.2) sup
u1
inf
u2
ρL(u1, u2) = 0.
Analogously, for a given u2 ∈ X
L
2 we define
τu2(x1) =
∫
X2
ρ(x1, x2)u2(x2)dx2.
Then τu2 > 0 is monotonically increasing on (−1, 0) ⊂ X1, is decreasing on (0, 1) ⊂ X1, and
τu2(0+) + τu2(0−) = 1. For any ε > 0 there exists u
ε
1 ∈ X
L
1 , supp(u
ε
1) ⊂ (−ε, ε), such that
ρL(uε1, u2) =
∫
X1
τu2(x1)u
ε
1(x1)dx1 > 1− ε.
Consequently, supu1 ρ
L(u1, u2) = 1 for any u2 ∈ X
L
2 . Then
(4.3) inf
u2
sup
u1
ρL(u1, u2) = 1.
Now comparison of (4.2) and (4.3) shows that GL does not have solution (see [KA82]).
4.2. R′-mixed strategies. In order to provide the existence of solution, let us consider game
G in the set of R′-mixed strategies, that is, the game GR = (XR1 , X
R
2 , ρ
R), where the sets XR1
and XR2 consist of distributions v1 ∈ R
′(Ω1) and v2 ∈ R
′(Ω2) such that
v1 > 0,
∫
X1
v1dx1 = 1, v2 > 0,
∫
X2
v2dx2 = 1,
the functions
x1 →
∫
X2
ρ(x1, x2)v2dx2 ∈ G(Ω1), x2 →
∫
X1
ρ(x1, x2)v1dx1
are in G(Ω2) and the following equality is satisfied:
(4.4)
∫
X1
(∫
X2
ρ(x1, x2)v2dx2
)
v1dx1=
∫
X2
(∫
X1
ρ(x1, x2)v1dx1
)
v2dx2 =: ρ
R(v1, v2)
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(the definitions of a non-negative distribution and the integral of a distribution were given
earlier).
The sets XR1 and X
R
2 are called the sets of R
′-mixed strategies of the first and the second
player, respectively, the map ρR is called the payoff function of the first player.
Let us note that XL1 ⊂ X
R
1 , X
L
2 ⊂ X
R
2 (see Example 3.4), ρ
R|XL
1
×XL
2
= ρL, so the classical
mixed strategies for G can be viewed as R′-mixed strategies. We denote
ρ(x∗1±, x2) = lim
x1→x∗1±
ρ(x1, x2), ρ(x1, x
∗
2±) = lim
x2→x∗2±
ρ(x1, x2).
Theorem 4.2. Let ρ > 0. If there exists (x∗1, x
∗
2) ∈ X1 ×X2 such that
(4.5) ar± = lim
x1→x∗1+
ρ(x1, x
∗
2±) > ρ(x1, x
∗
2±), x1 > x
∗
1,
(4.6) al± = lim
x1→x∗1−
ρ(x1, x
∗
2±) > ρ(x1, x
∗
2±), x1 < x
∗
1,
(4.7) br± = lim
x2→x∗2+
ρ(x∗1±, x2) 6 ρ(x
∗
1±, x2), x2 > x
∗
2,
(4.8) bl± = lim
x2→x∗2−
ρ(x∗1±, x2) 6 ρ(x
∗
1±, x2), x2 < x
∗
2,
(4.9) br+ = a
r
+, b
l
− = a
l
−, b
r
− = a
l
+, b
l
+ = a
r
−,
(4.10) ar+ > a
r
−, a
l
− > a
l
+, a
l
− > a
r
−, a
r
+ > a
l
+,
and ar+ − a
l
+ 6= a
r
− − a
l
−, then the pair of delta-functions δ
α∗
1
x∗
1
∈ XR1 , δ
α∗
2
x∗
2
∈ XR2 , where
α∗1(1) =
al− − a
l
+
ar+ − a
l
+ − a
r
− + a
l
−
, α∗2(1) =
al− − a
r
−
ar+ − a
l
+ − a
r
− + a
l
−
,
gives the solution of game G in the set of R′-mixed strategies.
Since the function ρ is bounded on Ω, the case ρ 6> 0 can be reduced to the one considered
above by consideration of the payoff function ρ+ C for C > 0 sufficiently large.
Proof. 1) Let us show that δ
α∗
1
x∗
1
, δ
α∗
2
x∗
2
are R′-mixed strategies, that is, the value ρ(δ
α∗
1
x∗
1
, δ
α∗
2
x∗
2
) is
correctly defined. Denote A = ar+ − a
l
+ − a
r
− + a
l
− 6= 0. Observe that∫
X2
ρ(x1, x2)δ
α∗
2
x∗
2
dx2 =
al− − a
r
−
A
ρ(x1, x
∗
2+) +
(
1−
al− − a
r
−
A
)
ρ(x1, x
∗
2−) ∈ G(Ω1).
Consequently, we have the following equality:
∫
X1
(∫
X2
ρ(x1, x2)δ
α∗
2
x∗
2
dx2
)
δ
α∗
1
x∗
1
dx1=
al− − a
l
+
A
(
al− − a
r
−
A
ar+ +
(
1−
al− − a
r
−
A
)
ar−
)
+
+
(
1−
al− − a
l
+
A
)(
al− − a
r
−
A
al+ +
(
1−
al− − a
r
−
A
)
al−
)
=
ar+a
l
− − a
r
−a
l
+
A
.
Analogously,
∫
X1
ρ(x1, x2)δ
α∗
1
x∗
1
dx1 =
al− − a
l
+
A
ρ(x∗1+, x2) +
(
1−
al− − a
l
+
A
)
ρ(x∗1−, x2) ∈ G(Ω2).
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According to (4.9), we have
∫
X2
(∫
X1
ρ(x1, x2)δ
α∗
1
x∗
1
dx1
)
δ
α∗
2
x∗
2
dx2=
al− − a
r
−
A
(
al− − a
l
+
A
br+ +
(
1−
al− − a
l
+
A
)
br−
)
+
+
(
1−
al− − a
r
−
A
)(
al− − a
l
+
A
bl+ +
(
1−
al− − a
l
+
A
)
bl−
)
=
ar+a
l
− − a
r
−a
l
+
A
.
Then by our definition δ
α∗
1
x∗
1
, δ
α∗
2
x∗
2
are R′-mixed strategies for G.
2) Observe that we always have the following inequality:
(4.11) inf
v2
sup
v1
ρR(v1, v2) > sup
v1
inf
v2
ρR(v1, v2)
(see [KA82]). Let X2 = (p1, p2) ⊂ R. Then we obtain
(4.12) ρ(δ
α∗
1
x∗
1
, v2) =
∫
X2
(∫
X1
ρ(x1, x2)δ
α∗
1
x∗
1
dx1
)
v2dx2 =
=
∫
X2
(
al− − a
l
+
A
ρ(x∗1+, x2) +
(
1−
al− − a
l
+
A
)
ρ(x∗1−, x2)
)
v2dx2
Further, according to the definitions of the product and the integral,
(4.13)
∫ x∗
2
p1
ρ(x∗1+, x2)v2dx2 =
∫ x∗
2
p1
bl+v2dx2 +
∫ x∗
2
p1
(ρ(x∗1+, x2)− b
l
+)v2dx2 =
=
∫ x∗
2
p1
bl+v2dx2 + (v2, (ρ(x
∗
1+, x2)− b
l
+)χ(p1,x∗2)) >
∫ x∗
2
p1
bl+v2dx2
since v2 > 0 in R
′(Ω2), ρ(x
∗
1, x2) > b
l
+ (x < x
∗
2) according to (4.8). Since ρ > 0, A 6= 0 and
(4.10) holds, we obtain that A > 0. Then (4.7)–(4.9), the equality (4.12) and the argument
similar to (4.13) gives us the inequality
ρ(δ
α∗
1
x∗
1
, v2) >
∫ x∗
2
p1
(
al− − a
l
+
A
bl+ +
(
1−
al− − a
l
+
A
)
bl−
)
v2dx2+
+
∫ p2
x∗
1
(
al− − a
l
+
A
br+ +
(
1−
al− − a
l
+
A
)
br−
)
v2dx2 =
=
∫ x∗
2
p1
(
al− − a
l
+
A
ar− +
(
1−
al− − a
l
+
A
)
al−
)
v2dx2+
+
∫ p2
x∗
2
(
al− − a
l
+
A
ar+ +
(
1−
al− − a
l
+
A
)
al+
)
v2dx2 =
ar+a
l
− − a
l
+a
r
−
A
.
for any R′-mixed strategy v2. Consequently,
inf
v2
ρR(δ
α∗
1
x∗
1
, v2) >
ar+a
l
− − a
l
+a
r
−
A
, i.e., sup
v1
inf
v2
ρR(v1, v2) >
ar+a
l
− − a
l
+a
r
−
A
.
Analogously, due to the inequalities (4.5), (4.6) and the equalities (4.9), we have
inf
v2
sup
v1
ρR(v1, v2) 6
ar+a
l
− − a
l
+a
r
−
A
.
Then (4.11) implies that
(4.14) max
v1
inf
v2
ρR(v1, v2) = min
v2
sup
v1
ρR(v1, v2),
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i.e., the solution of GR exists, the maximum and the minimum in (4.14) are attained at
(4.15) v∗1 = δ
α∗
1
x∗
1
and v∗2 = δ
α∗
2
x∗
2
,
respectively. According to [KA82] the pair (4.15) forms a solution of GR. 
Example 4.3. Let us consider game G = (X1, X2, ρ) of Example 4.1. Let (x
∗
1, x
∗
2) = (0, 0).
Then the conditions of Theorem 4.2 are satisfied, where
ar+ = 1, a
l
+ = 0, a
r
− = 0, a
l
− = 1, b
r
+ = 1, b
l
+ = 0, b
r
− = 0, b
l
− = 1,
so the pair
(4.16) δ
α∗
1
0 ∈ X
R
1 , δ
α∗
2
0 ∈ X
R
2 , α
∗
1(1) = α
∗
2(1) =
1
2
is a solution of G in the R′-mixed strategies.
Let us note that solution (4.16) admits an approximation by the mixed strategies (see Ex-
ample 3.17) and, thus, possesses an obvious probabilistic interpretation.
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