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Modeling the impact of internal state on sensory
processing
Grace Wilhelmina Lindsay
Perception is the result of more than just the unbiased processing of sensory stimuli. At
each moment in time, sensory inputs enter a circuit already impacted by signals of arousal,
attention, and memory. This thesis aims to understand the impact of such internal states
on the processing of sensory stimuli. To do so, computational models meant to replicate
known biological circuitry and activity were built and analyzed. Part one aims to replicate
the neural activity changes observed in auditory cortex when an animal is passively versus
actively listening. In part two, the impact of selective visual attention on performance is
probed in two models: a large-scale abstract model of the visual system and a smaller, more
biologically-realistic one. Finally in part three, a simplified model of Hebbian learning is
used to explore how task context comes to impact prefrontal cortical activity. While the
models used in this thesis range in scale and represent diverse brain areas, they are all
designed to capture the physical processes by which internal brain states come to impact
sensory processing.
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Chapter 1
Introduction
This thesis takes a computational approach to the task of understanding how internal
brain states and representations of sensory inputs combine. In particular, mathematical
models of neural circuits are built to replicate and elucidate the physical processes by which
internal state modulates sensory processing. Ultimately, this work should contribute to an
understanding of how complex behavior arises from neural circuits.
1.1 Cognition is the result of internal state and external in-
fluences
While the neural mechanisms that underly it remain an open question to this day, the
observation that internal mental state causes changes in sensory perception dates back
millennia [Hatfield, 1998]. One of the earliest such observations comes from Aristotle in 350
B.C.E. in his treatise On Sense and the Sensible, wherein he remarks that “...persons do not
perceive what is brought before their eyes, if they are at the time deep in thought, or in a
fright, or listening to some loud noise.” The notion that internal state can be purposefully
controlled in order to enhance processing was also noted by Lucretius in the first century
B.C.E: “Even in things that are plainly visible, you can note that if you do not direct the
mind, the things are, so to speak, far removed and remote for the whole time.” Philosophers
continued to make these observations for centuries, with Descartes, for example, writing in
1649 that, “The soul can prevent itself from hearing a slight noise or feeling a slight pain by
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attending very closely to some other thing...” While these early documentations provide
evidence that this phenomenon is universal and perceptually relevant, a more direct link
to the field of experimental psychology comes in the early 18th century through the work
of Gottfried Leibniz. While Leibniz’s work posits many elements considered outside the
realm of today’s science, he does provide insights on the role of memory (plausibly a form of
internal state) on sensory processing: “It is what we see in an animal that has a perception
of something striking of which it has previously had a similar perception; the representations
in its memory lead it to expect this time the same thing that happened on the previous
occasion, and to have the same feelings now as it had then” [Leibniz, 2004]. He also, through
the notion of “apperception,” expounded on the ways in which motivation and will influence
perception. But the particular significance of Leibniz’s work for modern psychology comes
through his influence on Wilhelm Wundt. Wundt, who founded what is considered the
first experimental psychology lab in 1879, is explicit about the role of Leibniz’s work in
his own thought. With a particular focus on the notion of “apperception,” Wundt took up
the task of scientifically measuring and studying central mental control processes [Rieber
and Salzinger, 2013]. Modern studies of internal state and sensory processing are direct
descendants of his initial work on developing the field of experimental psychology.
Through centuries of experimental research, a myriad of ways in which internal state can
impact processing have been documented. Arousal levels, for example, have been shown to
impact perceptual thresholds and reaction times in an inverted-U manner [Tomporowski and
Ellis, 1986]; that is, beneficial effects on perception come from moderate levels of arousal,
while too low or too high arousal can impair performance. When awakened from sleep (and
presumably in a state of low arousal), people are slower to respond to auditory stimuli
[Wilkinson and Stretton, 1971]. Under conditions of sleep deprivation, responses to visual
stimuli are slower and misses are more common [Belenky et al., 2003]. In the study of
human psychology, mood and emotional state have also been related to changes in sensory
processing. For example, patients with major depressive disorder showed higher thresholds
for odor detection than healthy controls, but this difference went away after successful
treatment [Pause et al., 2001].
Selective attention differs from arousal and mood in that it is controllable and directed
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to a subset of the perceptual experience. When participants expect a stimulus in a given
sensory modality (e.g. a visual input), they are slower to respond to a relevant stimulus in a
different modality (e.g. a tactile one) [Spence et al., 2001]. When cued to attend to a subset
of the input within a sensory modality, similar benefits and costs are found for the attended
and unattended stimuli, respectively [Carrasco, 2011]. In a particularly well-known example
of “inattentional blindness,” subjects asked to count the number of basketball passes in a
video did not report awareness of a person in a gorilla suit walking across the frame [Simons
and Chabris, 1999].
Interestingly, the internal state generated by a stimulus in one sensory modality may
also alter the perception from another. For example, hearing animal noises prior to image
presentation increases detection of animal images and lowers reaction time [Schneider et
al., 2008]. In addition, certain forms of memory and stimulus history within a modality can
impact sensory processing. For example, trial history has complex effects on future behavior
that are at least in part due to changes in stimulus expectation as well as low-level sensory
facilitation [Cho et al., 2002].
While this ability of internal state to alter perception and decision-making seems perhaps
a hallmark of mammalian, or even primate, neurophysiology, it has been observed across
the evolutionary tree [Lovett-Barron et al., 2017]. For example, being in a food-deprived
state alters the response of C. elegans to chemical gradients [Ghosh et al., 2016].
Different types of internal state modulation are believed to have different neural un-
derpinnings. Overall arousal levels, for example, have broad impacts on various sensory
and cognitive functions. A likely candidate for such modulation is thus the brainstem, as
it contains nuclei that send diffuse connections across the brain [Sara and Bouret, 2012].
The axons from these areas release a cocktail of neuromodulators that can have diverse
impacts. For example, noradrenaline released from the locus coeruleus is believed to play
a role in neural synchronization [Sara and Bouret, 2012]. Switching between tasks that
have different goals or require information from different sensory modalities, however, re-
quires more targeted manipulations that can impact different brains areas separably. In a
study that monitored fMRI activity during switches between auditory and visual attention,
activity in frontal and parietal cortices were correlated with the switch [Shomstein and
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Yantis, 2004]. Further along this spectrum, selective attention within a sensory modality
implies a targeting of individual cell populations that represent the attended stimulus. Such
fine-grained modulation by attention has been observed [Martinez-Trujillo and Treue, 2004],
and is assumed to be controlled by top-down connections originating in the frontal cortex
[Bichot et al., 2015].
The alteration of sensory processing by internal state is an important component of the
cognitive processes that lead to adaptive behavior. Allowing perception to be influenced
by context, goals, and history creates a more flexible mapping between sensory input and
behavioral output. This can be viewed as a useful integration of many different information
sources for the purposes of decision-making. The importance of this is made clear by the
cases in which it goes wrong. An underlying cognitive deficit in schizophrenia, for example,
is the inability to incorporate context into perceptual processing [Bazin et al., 2000].
1.2 Circuit modeling as an approach for connecting structure
and function
The notion that structure begets function in the brain has appeared throughout the history
of neuroscience. Even without any significant evidence, phrenologists proposed different
anatomical foci for different cognitive functions [Parssinen, 1974], so natural is the structure-
function relationship. Some of the earliest examples of observed structure being related
to function came in the late 19th century from Santiago Ramón y Cajal. Through careful
anatomical investigation of a variety of neural circuits, Cajal came to hypothesize—correctly—
that a “nervous current” travels from the dendritic tree through the soma and out through
the axon [Llinás, 2003]. This relationship between structure and function extends beyond
individual neuron morphology to the structure of entire circuits. The presence of a repeating
laminar circuit motif—with, for example, inputs from lower areas targeting cells in layer 4,
which project to cells in layers 2/3, which send outputs to layer 5—is frequently cited as
evidence that such structure is a functional unit of the brain [Douglas and Martin, 2004]. A
more direct investigation of how the structure of neural connections leads to functionally-
interpretable activity came from Hubel and Weisel. Particularly, they documented two
CHAPTER 1. INTRODUCTION 5
different types of neurons in primary visual cortex—simple cells (which respond to on- and
off-patterns of light with spatial specificity) and complex cells (which have more spatial
invariance in their responses to light patterns)—and came to the conclusion that the responses
of the complex cells could be understood if it is assumed that they receive input from multiple
simple cells, each representing a slightly different spatial location [Hubel and Wiesel, 1962].
Thus, the connections of the neural circuit were mapped to functional properties of the
neural responses. This level of understanding should ultimately be possible for all neural
responses, insofar as all are the result of the neuron’s place in a circuit.
While experimental results have facilitated an understanding of the importance of struc-
ture in neural circuits, such descriptive approaches have limitations. To truly understand a
neural circuit, as Richard Feynman would say, we must be able to build it. Mathematical
models allow for the precise formulation and testing of a hypothesis. In neural circuit
modeling, neurons are represented by an equation or set of equations that represent how the
neuron’s inputs are combined and transformed into an output measure, such as firing rate.
A weight matrix dictates the impact any given neuron’s activity has on other neurons in the
network. When designed to incorporate facts about the connectivity and neural response
properties of a particular brain area, circuit models can serve as powerful mechanistic expla-
nation of neural activity. As such, they can be used to test and generate hypotheses about
the relationship between structure and activity. In neuroscience, where tools for observation
and manipulation are limited and/or expensive, being apply to perform experiments in silico
can be of immense value. Furthermore, mathematical analysis and simulation is of particular
use when working with large and complex systems, which can display counterintuitive and
difficult-to-predict behavior.
Circuit modeling exists within a larger set of quantitative approaches that comprise
computational/theoretical neuroscience. Other approaches in this category focus on devising
advanced tools for data analysis tailored to the problems of neuroscience. Another subset of
methods involves more abstract mathematical analysis for the purpose of deriving statements
about qualities such as optimality, stability, or memory capacity. While these other quanti-
tative approaches have much to offer the field, circuit modeling is particularly well-suited
for incorporating and explaining data. Theoretical constructs are only useful insofar as they
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can be related to biologically observable values, and circuit models are built to be directly
comparable to existing biological structures. Therefore, predications from a circuit model
are straightforward to interpret, and lead to predictions for the data. Practically, certain
predictions from circuit models may be difficult to explore experimentally due to technical
limitations. However, this creates a role for theory in driving the development of tools, as
circuit models make clear which components of the biology are most worth measuring.
To encourage an integration of experimental and computational work, it is important
for there to be a common language and set of ideas. Practically speaking, this can be
achieved by building models that have explicit one-to-one correspondence with biological
entities. It is also helpful to design models in a way that allows for the same set of analyses
to be performed on the data as well as the model. In this case then, even if a one-to-one
correspondence isn’t possible, derivative measurements can still be compared directly. This
thesis contains examples from along this spectrum. A tension that always comes with model
building, however, is the desire to make a model that is both detailed and accurate while
also conceptually useful. Highly detailed, complex models may be good at capturing the
data but can be unwieldy and do not open themselves up for easy mathematical, or even
informal conceptual, inspection. While simpler models can be worked with and interrogated
more easily, the rich dynamics of the brain is unlikely to be captured by a simple model.
Again, this thesis includes models from across this spectrum.
1.3 Thesis overview
The parts of this thesis are arranged according to the brain area studied as well as the type
of internal state being explored.
In the first, the impact of task engagement on responses in mouse auditory cortex is
explored. The modeling approach used in this chapter allows for a direct comparison of the
firing rates of different neuronal subtypes in the model with those found experimentally
under two circumstances: during an active tone discrimination task and during passive
exposure to tones. The aim of this model is to understand the physical structure of the
circuit and the input signals that allow for different neural responses to the same tones
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under different conditions.
In the second part, selective visual attention is the focus. In particular, the mechanisms
that allow for certain visual features to be enhanced across the visual field are recapitulated in
a large scale model of the visual system. While modeling of this type doesn’t allow for a direct
comparison to data on the neural level, it has the benefit of providing a behavioral output.
Thus, this model is used to understand how voluntary shifts in selective visual attention
lead to changes in performance on complex visual tasks. The second chapter in this part
includes an extension to these models that is meant to make them more biologically-realistic
and thus more comparable to data.
Finally, the third part more directly addresses the ability of context to alter the mapping
from sensory inputs to behavior. Here, again, task types are changed in blocks. These
different task conditions alter the way in which visual stimuli are encoded in prefrontal
cortical neurons, which then allows for a more flexible mapping to behavioral outputs. To
understand how these encoding changes come to be, a simplified model that includes Hebbian
learning is introduced and analyzed in comparison to analysis of the data.
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Impact of task state on auditory
processing
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Chapter 2
Parallel processing by cortical
inhibition enables
context-dependent behavior
The work presented in this chapter is a portion of a previously published article in Nature
Neuroscience, which was authored by Kishore V Kuchibhotla, Jonathon V Gill, Grace W
Lindsay, Eleni S Papadoyannis, Rachel E Field, Tom A Hindmarsh Sten, Kenneth D Miller,
and Robert C Froemke. It has been adapted with a focus on the modeling results.
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2.1 Abstract
Physical features of sensory stimuli are fixed, but sensory perception is context dependent.
The precise mechanisms that govern contextual modulation remain unknown. Here, we
trained mice to switch between two contexts: passively listening to pure tones and performing
a recognition task for the same stimuli. Two-photon imaging showed that many excitatory
neurons in auditory cortex were suppressed during behavior, while some cells became more
active. Cholinergic modulation was involved in context switching, with cholinergic axons
increasing activity during behavior and directly depolarizing inhibitory cells. Network
modeling captured these findings, but only when modulation coincidently drove all three
interneuron subtypes, ruling out either inhibition or disinhibition alone as sole mechanism
for active engagement. Parallel processing of cholinergic modulation by cortical interneurons
therefore enables context-dependent behavior.
2.2 Introduction
Overall arousal and motivational state are thought to be maintained and signaled by the
activity of mid-brain structures [Morgane et al., 2005]. Internal states such as arousal
are known to impact cognitive processing, and thus behavior, in many ways. For exam-
ple, exercise-induced arousal had first detrimental then beneficial impacts on information
processing speed [Lambourne and Tomporowski, 2010]. Arousal has a well-documented
U-shaped impact on working memory, presumably via noradrenaline levels in prefrontal
cortex [Chamberlain et al., 2006]. Due to the diffuse projections from mid-brain structures,
the activity of many different areas can be modulated simultaneously [Morgane et al., 2005].
Of increasing interest is the ability of internal state to modulate neural activity at some of
the earliest stages of sensory processing [Pakan et al., 2016; Portas et al., 1998]. The exact
ways in which contextual inputs can lead to processing changes are not fully known, but of
particular interest is how modulatory signals interact with existing local circuitry to lead to
beneficial changes in activity. We focus on processing of auditory inputs under different task
contexts. In particular we seek to understand how auditory cortex responds to tones when
the animal is engaging in a tone-based task versus when they are not engaged. Such an
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experimental structure allows for some control over internal states of arousal and motivation,
which are known to fluctuate naturally over many timescales [Reimer et al., 2014].
Tones are encoded in auditory cortex via the firing of neurons with specific preferred
frequencies [Issa et al., 2014]. Whether or not a stimulus will produce one or more action
potentials depends on the strength and timing of excitatory and inhibitory synaptic inputs.
In the adult, excitatory and inhibitory inputs are correlated during passive presentation
of acoustic stimuli; this co-tuning and correlation of synaptic responses is referred to as
“excitatoryinhibitory balance” [Tan and Wehr, 2009]. However, episodes of learning and
periods of heightened attention or arousal activate neuromodulatory systems that can lead
to the transient uncoupling of excitation from inhibition. This temporary period of increased
excitability is effective at inducing long-term modifications of synaptic strength and receptive
field organization [Kuhlman et al., 2013]. For example, pairing stimulation of the cholinergic
nucleus basalis with presentation of an acoustic stimulus leads to long-term changes in the
receptive field properties of auditory cortical neurons via changes in inhibition [Froemke et
al., 2007]. Cholinergic activity also contributes to task performance by signaling positive
and negative reinforcement, potentially through cortical interneurons [Chubykin et al., 2013;
Pi et al., 2013]. These links between neuromodulation, inhibitory synaptic transmission, and
behavioral changes may be a general feature of nervous system organization.
Inhibitory cells in mouse sensory cortex come in three main types: parvalbumin-expressing
(PV+), somatostatin-expressing (SOM+), and vasointestinal peptide-expressing (VIP+),
which combined account for nearly all GABA-expressing cells [Rudy et al., 2011]. In addition,
these subtypes form an identifiable circuit motif: SOM+ and VIP+ neurons are mutually
inhibitory, while SOM+ and PV+ directly inhibit excitatory cells [Pfeffer et al., 2013], with
PV+ targeting closer to the soma and SOM+ hitting the dendrites [Markram et al., 2004].
The importance of these inhibitory subtypes for contextual modulation has been highlighted
recently in a serious of experiments involving locomotion. In V1, excitatory cell activity
is generally enhanced by locomotion, and this has been attributed to disinhibition via
activation of VIP+ cells [Fu et al., 2014]. However, other work suggests that the modulation
is more complicated, depending on specifics of the visual stimuli as well as behavioral state
[Pakan et al., 2016]. These results suggest a greater understanding of inhibition and its
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recurrent connections will be relevant to understanding the impact of state on cognition.
2.3 Materials and Methods
We present here an abridged version of the Materials and Methods, the full version of which
can be found in Kuchibhotla et al. [2017].
2.3.1 Behavioral Task
Mice (C57/Bl6) were trained to perform an auditory task that contained two conditions.
During the active condition, a lick tube was present and head-fixed animals engaged in
go/no-go task centered on tone discrimination. When the target tone was played, animals
licked to receive a water reward (3-5 microliters). When the foil tone was played, animals
refrained from licking. Miss trials were not punished but false alarms were punished
during training with an extended inter-trial interval. This ensured that the animals were
discriminating the tones. During the passive condition, the lick tube was removed. The
same target and foil tones were played, however the animals did not lick. There was no
punishment for licking in the passive condition, but as the passive condition was introduced
early in training, animals learned that licking was not worthwhile in the passive condition.
For imaging experiments, tones were chosen based on the selectivity of the cells in the
two-photon imaging area and were played for 500ms.
2.3.2 Neural Data Collection
Calcium imaging was used to determine activity levels of 4 different neuronal subtypes in
auditory cortex during both the passive and active conditions. It was also used to record
activity of cholinergic terminals in auditory cortex that originate from nucleus basalis. Slice
electrophysiology was used to determine the impact of acetylcholine (Ach) on neuronal
subtypes.
Two-photon fluorescence of GCaMP6s was excited at 900 nm and detected in the green
channel (GFP emission). During the auditory task, awake animals were head-fixed under the
microscope and a speaker was placed adjacent to the microscope (microphone-ear distance
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10 cm). Areas in layer 2/3 of A1 containing multiple GCaMP6s expressing neurons were
selected and imaged.
To generate PV-tdTomato, SOM-tdTomato and VIP-tdTomato mice, PV-Cre, SOM-Cre,
and VIP-Cre animals were crossed with the Ai9 (Allen Institute) tdTomato-flox reporter
line. In animals with a structural marker we separated the functional channel (green,
GCaMP6s) from the structural channel (red, tdTomato). We then computed the tone-evoked
response for fluorescent signal from both the functional green channel (GCaMPs) and the
structural red channel (tdTomato). ChAT-Cre mice were used for imaging cholinergic axon
terminals (JAX) in A1. For calcium imaging experiments, modulation index was calculated
from the deconvolved calcium signals as [Spike(active) - Spike(passive)/ Spike(active) +
Spike(passive)].
Slices of auditory cortex were prepared from adult mice (PV-tdTomato, SOM-tdTomato,
and VIP-tdTomato). Somatic whole-cell recordings were made from layer 2/3 pyramidal
cells in current-clamp mode. Synaptic activity was blocked using DNQX (10 mM), APV (25
mM), picrotoxin (10 mM), and muscarine (12 M).
2.3.3 4-unit Model
We built a circuit model of auditory cortex containing four populations: one excitatory
and one for each of the three inhibitory subtypes (PV, VIP, and SOM). Each population is
















where rx is the firing rate of the X cell population with X=E,P,V,S (for excitatory, PV+,
VIP+, and SOM+ populations respectively). The time constants were the same for all I
subtypes (τP,V,S = 10ms) and slower for the E population (τE = 20ms). f is the neural
activation function. Here we use a rectified power-law [Miller and Troyer, 2002]:
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with k =.01 and n =2.2. Use of a rectified linear activation function (k=1, n=1) provided
qualitatively similar results.
Connections between populations are given via a weight matrix:
W =

WEE WEP WEV WES
WPE WPP WPV WPS
WV E WV P WV V WV S
WSE WSP WSV WSS
 (2.4)
Values for inhibitory connections were determined using data from visual cortex [Pfeffer
et al., 2013], with the addition of a VIP to PV connection known to exist in auditory
cortex [Pi et al., 2013] (note, the results do not depend on this connection). Values for
excitatory connections were determined from empirical and modeling studies [Hofer et al.,
2011; Litwin-Kumar et al., 2016], and all weights were fit to ensure they produced reasonable
firing rates. This produced the following set of values:
W =

.017 −.956 −.045 −.512
.8535 −.99 −.09 −.307
2.104 −.184 0 −.734
1.285 0 −.14 0
 (2.5)
Constant background input is given to all four populations in order to create reasonable
spontaneous rates (IBE = 12.8, I
B
P = 24, I
B
V = 8, I
B
S = 9.6). Tone-related input is given only
to the excitatory and PV populations, for the duration of the tone (ITE = 93, I
T
P = 74, 100ms)
[Ji et al., 2015]. The strength of the tone-related inputs were chosen such that they elicited
tone-evoked firing rates in each of the four populations that were consistent with reported
rates in auditory cortex [Chen et al., 2015; Mesik et al., 2015].
For modeling of the passive condition, no Ach inputs are given (IA = 0). In the active
condition, the effects of Ach are modeled as a small additional input to all three inhibitory
populations (unless otherwise noted), based on the reported depolarizing effects of Ach on
these cell types (IAp = IV A = ISA = 5, though the results are robust to differences in I
A
across subtypes. Spontaneous and evoked rates in both conditions were determined using
steady state values of the model. However, measuring tone-evoked rates using either peak
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values or rates averaged over the initial tone-evoked transients (50ms) produced qualitatively
similar results.
To test for robustness, the following parameters of the model were varied independently








S , and all nonzero entries of W.
Out of 5000 simulations run with these randomly chosen parameters, all but one produced
correct directional changes due to Ach in all four cell types. Thus, the model is robust to
parameter variations in this range. All simulations were run using the forward Euler method
with .5ms time step.
2.3.4 Multi-unit Model
In order to explore diversity within a cell type population, the four unit model described
above was expanded into a multi-unit model, wherein each cell subtype was represented by
multiple individual rate-based units rather than just one. The number of cells per population
varied by subtype (NE = 800, NP = 100, NV = 50, NS = 50). Assuming the following
connection probabilities between subtypes (though results are comparable for a range of
connection probabilities):
The mean synaptic strength between different cell types was calculated by dividing the
weight between the cell types by the product of the connection probability and the number
of cells in the presynaptic population: GXY = WXY /(NY ∗ PXY ). This gives:
Actual synaptic strengths were drawn from a lognormal distribution with the given
mean and variance equaling one-ninth the mean. (Note, the mean E to VIP connection
was lowered slightly as compared to the 4-unit model, as it provided a better fit to the
desired firing rates in the multi-unit model). Similar to the 4-unit model, background input
was given to all cells to maintain reasonable spontaneous rates with values as in the 4-unit
model. Tone inputs were given to all E and PV cells only; tone-related inputs were drawn
independently for each cell on each trial from a Gaussian with mean values as in the 4-unit
model and a variance of 2. Ach inputs were given to all PV, VIP, and SOM cells but drawn
independently for each cell, and held constant across trials, from a Gaussian with a mean
value of 5 and variance of 10 (truncated so that all values remain positive). This variance of
cholinergic effects was intended to represent the likely variability in the nature of cholinergic
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innervation in auditory cortex.
Results were calculated using 20 realizations of the network, run with 15 trials each for
passive and active conditions. The multi-unit model matches the 4-unit model in terms of
average spontaneous and evoked firing rates, and average changes in firing rate due to Ach.
2.4 Results
In this work, mice were successfully trained to perform an auditory task that involved
discrimination between a target and foil tone. In alternating blocks, they were also required
to passively listen to the same tones (Figure 2.1). Neural activity from primary auditory
cortex (A1) was recorded during both conditions (’active’ and ’passive’, respectively) in
order to determine the impact of task state on auditory processing.
2.4.1 Neuronal Subtypes are Differentially Modulated by Context
Calcium imaging was combined with cell-type specific markers to monitor the activity of
four neuronal subtypes: one excitatory and three inhibitory (PV+, SOM+, and VIP+). The
tone-evoked responses of all four subtypes were impacted by task state. Examples of such
contextual modulation are shown in Figure 2.2A. A summary plot of contextual modulation
indices for the excitatory population is shown in Figure 2.2B, and for each of the three
inhibitory subtypes in Figure 2.2C. Overall, excitatory cell activity tended to be depressed
during the active condition as compared to the passive (67% of excitatory cells prefer the
passive condition). The same was true for VIP+ cells (78% prefer the passive condition).
SOM+ and PV+ cells, however, showed the opposite trend, tending to have higher activity
in the active condition than the passive (60% and 61% active preferring, respectively). The
mean contextual modulation when going from the passive to active condition is shown for
each subtype in 2.4C (left).
The above-mentioned response changes were calculated for the tone-evoked period.
However, baseline changes in activity can be observed between the active and passive
condition blocks, by comparing activity before tone presentation. The average change in
baseline activity levels for the active versus passive conditions for each subtype are shown

















Fig. 2.1: Task setup and performance. A.) Animals were played tones in two different conditions: active and
passive. Under the active condition (top) a licktube was present. When the target tone was played, animals
could lick for a water reward. When the foil tone was played, no reward was given. In the passive condition
(bottom), the same tones are played, however the lick tube is removed and no reward is given for either tone.
B.) Trained animals are able to distinguish between the target and foil tones, as demonstrated by licking
behavior during the active condition. After training, lick rates during the passive condition are low (not shown).
in 2.2E. This shows a different pattern of contextual modulation than the tone-evoked
responses, as all subtypes have increased baseline activity during the active condition, with
VIP+ neurons showing the strongest enhancement.
2.4.2 Nucleus Basalis as a Potential Source of Contextual Modulation
Given the observed changes in neural activity under different task conditions, a logical next
step is to locate the source of these changes. Such a source must itself show differential
activity in the two task conditions and provide input to A1. Nucleus basalis is thus an
excellent candidate. We show here that terminals from nucleus basalis exist in A1 (Figure
2.3A) and that their activity is modulated by the task context. In particular, terminal
activity is higher in the active condition (Figure 2.3B).
Nucelus basalis cells are known to be cholinergic [Mesulam et al., 1983]. Thus, the neural
changes observed in A1 may be the result of activation of acetylcholine receptors. Slice
electrophysiology was performed to determine the impact of acetylcholine receptor activation
on A1 neuronal subtypes. Through the application of muscarine under synaptic blockade, it
was found that acetylcholine receptor activation can depolarize all three inhibitory subtypes,
but has a much weaker effect on excitatory cells (Figure 2.3D).






























































































Fig. 2.2: Neural Activity Modulation by Context. A.) Fluorescence changes are plotted for two example
excitatory cells in response to the target (top) and foil (bottom) tones in the active (magenta) and passive
(blue) conditions. Shaded areas indicate S.E.M. On the right are fluorescence time courses for 10 individual
trials. Green and red horizontal bars indicate time of target or foil tone presentation, respectively. B.) Context
preferences across excitatory cells, ordered from lowest to highest. Positive contextual modulation indicates
higher activity levels for the active condition compared to the passive and negative contextual modulation
indicates the reverse. (142 cells from 5 animals, results are largely invariant to which portion of the tone-evoked
response is used.) C.) The same as (B) but for individual inhibitory subtypes (31, 20, and 36 cells respectively).
D.) Summary of context preferences across cells, giving as the percent of cells from each subtype that prefer the
active or passive conditions. E.) Fluorescence changes are also measured prior to the tone. Here the average
activity increase for the active vs passive condition is shown for each subtype. All inhibitory subtypes are
significantly more enhanced than the excitatory population.




























Fig. 2.3: The source and impact of acetylcholine for contextual modulation. A.) Calcium imaging of terminals
from the nucleus basalis in A1 show that these terminals are more active in the active condition. B.) Fluorescence
traces from nucleus basalis terminals are shown for several trials, divided according to whether they were
during the active or passive condition (left). A summary of mean fluorescence levels in the two conditions
is shown on the right for two different mouse lines (ChAT-Cre targets cholinergic neurons specifically). C.)
A schematic of the slice experiments in which an acetylcholine receptor agonist is applied while whole-cell
recordings of individual neurons are conducted. D.) Example voltage traces from the four subtypes in response
to muscarine application during synaptic transmission blockade (left). On the right, mean changes in resting
membrane voltage due to muscarine application. Inhibitory neurons are significantly more depolarized than
excitatory neurons.
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2.4.3 Modeling Average Modulation of Subtypes
The data presented here shows that neuronal subtypes in A1 are differential modulated by
context, and that a possible source of that contextual modulation is acetylcholine input
from nucleus basalis. What remains to be shown however, is whether the observed impact
of acetylcholine receptor activation on different cell types could in fact lead to the observed
neural changes. The direct impact of acetylcholine receptor activation as shown in figure
2.3D does not seem sufficient to explain the activity changes documented in Figure 2.2. This
suggests the connections amongst cells in A1 may play a role. In particular, a noted theme
in sensory cortex inhibition is the disinhibitory relationship between VIP+ and excitatory
neurons, mediated largely by SOM+ cells [Pfeffer et al., 2013]. That is, VIP+ neurons inhibit
SOM+ cells which in turn inhibit excitatory cells. This relationship is further complicated
by the fact that SOM+ cells also inhibit VIP+ cells and PV+ cells, and PV+ cells inhibit
VIP+ cells. All this recurrence makes an intuitive understanding the circuit’s impact on
activity very difficult. To test whether circuit mechanisms could lead to observed neural
changes, we thus built a neural circuit model of A1 that includes all four subtypes and
biologically realistic connections between them.
The results of this circuit model are shown in Figure 2.4. The form of the model is shown
in Figure 2.4A, with a single rate-based equation for each of the four subtype populations.
The model is fit to capture both spontaneous and passive tone-evoked firing rates for each
of the subtypes (Figure 2.4B). Then, inspired by the results of the above-mentioned slice
electrophysiology, we model the impact of acetylcholine as a positive input to the inhibitory
cells. Figure 2.4C shows the results of acetylcholine impacting each subtype individually as
well as all simultaneously. It is clear in comparison to the data values that acetylcholine
applied to all inhibitory subtypes simultaneously best replicates the changes that come from
moving from the passive to active conditions. For this analysis we simplify the findings from
the data and assume that acetylcholine impacts all inhibitory subtypes equally, however
the model is robust to perturbations around this assumption (Figure 2.4D). We also note,
that the tone-evoked contextual changes can be replicated qualitatively by a model that
assumes acetylcholine input to both PV+ and SOM+ cells, but not VIP+ cells. However,
the changes in baseline activity are not well-replicated by such a model (Figure 2.4E).











Fig. 2.4: 4-unit Model. A. Schematic of the four-unit rate-based model. B. Evoked and baseline firing rates of each cell type in the
four-unit model. Gray circles represent experimental values derived from the literature. C. Changes in activity of all subtypes due
to context (Active Passive). The top plot shows the experimental values in terms contextual modulation index. The remaining
plots relate to the network model and show changes in firing rates when ACh activates PV+, VIP+ and SOM+ populations either
simultaneously (second plot) or individually (third through fifth plots). Red outlines indicate directional changes that do not match
the observed direction of change. D.) Robustness of firing rate changes to uneven strengths of ACh across inhibitory cell types.
Each panel shows the effects of changing IA to the given subtype while holding it constant at 5 for the other 2 subtypes. The
directional changes in firing rates remain correct for all 4 cell types over wide ranges. E.) Changes in firing rates in the 4-unit model
(active context minus passive context), when ACh is modeled as input to PV and SOM cells alone (left) or all three inhibitory
subtypes (right). PV and SOM alone can recapitulate the changes in evoked rates but causes VIP to decrease during baseline,
pre-tone firing. Activating all three subtypes causes correct changes in evoked rates and correctly increases VIP in baseline rates.
Excitatory baseline firing is slightly reduced.
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2.4.4 Modeling Diversity within Subtypes
We have shown that a simple circuit model can replicate the average contextual modulation
in different neuronal subtypes. However the data shows a distribution of context preferences
within each cell type. To build a model that can capture this diversity, we replace the single
rate equation representing each subtype with many rate equations representing individual
cells (Figure 2.5A). The number of neurons per population were determined by average
ratios found experimentally.
We first show that this multi-unit model can replicate the average behavior originally
replicated by the 4-unit model (Figure 2.5B). We then calculate the percentage of cells
preferring the active condition for each subtype population and compare these values to
those in the data (Figure 2.5C).Of the four subtypes, the VIP+ population diversity is
closest to the data and the excitatory population’s diversity is farthest.
2.5 Discussion
A major challenge in neural systems is to provide logic to complex neural dynamics. We
use a simple contextual modulation (task engagement vs passive listening) and activity
monitoring in primary auditory cortex to probe how internally-signaled contextual state
can influence sensory processing. We present a cohesive model, based on experiments and
theory, that shows how parallel processing of cholinergic modulation enables differential
encoding of the same sensory stimuli, which may contribute to the generation of different
behaviors depending on context.
Much recent work has explored the role of inhibitory subtypes in sensory cortices
[Kuhlman et al., 2013; Fu et al., 2014; Pakan et al., 2016]. Of particular interest is the
disinhibitory pathway created by the connection of VIP+ neurons to SOM+ neurons which
then connect to excitatory cells. This suggests functionally separable roles for different
inhibitory subtypes. In this work, we’ve found evidence for coactivation of all three subtypes
during the active condition, making the notion of separable functions difficult to understand
in this context. Also, though all three subtypes receive cholinergic input, only PV+ and
SOM+ cells show increased activity levels in the active condition, while VIP+ cells were





Fig. 2.5: Multi-unit Model. A.) Schematic of the multi-unit model in which each population is comprised of
several rate units. B.) Multi-unit model results are similar to 4-unit model. Left shows average baseline (right)
and evoked (white) firing rates in the passive context. The right shows average firing rate changes (active -
passive). C.) The gray box shows the distribution of active- and passive-preferring excitatory cells in the model.
On the right, the diversity of firing rate changes in each cell type population represented as the percentage of
active-preferring cells (data vs model)
suppressed. This effect emerges in our model as a result of the recurrent connectivity
amongst inhibitory cell types. This finding opens the door to a new understanding of the
functional roles of inhibitory circuit motives.
On average, excitatory cells were suppressed when the animal engaged in a tone discrimi-
nation task versus during passive listening. The computational purpose of such a decrease is
not clear. However, the suppression was not universal: 33% of excitatory cells preferred the
active condition. Our multi-unit model was built with the intent of capturing the diversity
of preferences, and it was able to do so well for the inhibitory populations merely with
randomness in the connections. The multi-unit model however has significantly fewer active
preferring excitatory cells than the data. This suggests that the active-preferring cells arise
out of more than just random perturbations in connectivity, but possibly from a learning
procedure. In this scenario, excitatory cells may be targeted to be up- or down-regulated
according to their tuning. A further exploration of which cells are likely to show preference
for the active condition, along with activity monitoring during task training, would shed
light on this possibility.
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Effects of selective visual attention
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3.1 Abstract
Covert visual attention has been shown repeatedly to enhance performance on tasks involving
the features and spatial locations to which it is deployed. Many neural correlates of covert
attention have been found, but given the complexity of the visual system, connecting these
neural effects to performance changes is challenging. Here, we use a deep convolutional
neural network as a large-scale model of the visual system to test the effects of applying
attention-like neural changes. Particularly, we explore variants of the feature similarity gain
model (FSGM) of attention—which relates a cell’s tuning to its attentional modulation—
applied at different layers of the network. We show that neural modulation of the type
and magnitude observed experimentally can lead to performance changes of the type and
magnitude observed experimentally. Furthermore, performance enhancements from attention
occur for a diversity of tasks: high level object category detection and classification, low
level orientation detection, and cross-modal color classification of an attended orientation.
Utilizing the full observability of the model we also determine how activity should change to
best enhance performance and how activity changes propagate through the network. Through
this we find that, for attention applied at certain layers, modulating activity according
to tuning performs as well as attentional modulations determined by backpropagation.
At other layers, attention applied according to tuning does not successfully propagate
through the network, and has a weaker impact on performance than attention determined
by backpropagation, thus highlighting a discrepancy between neural tuning and function.
3.2 Introduction
Covert visual attention, applied according to spatial location or visual features, has been
shown repeatedly to enhance performance on challenging visual tasks [Carrasco, 2011]. To
explore the neural mechanisms behind this enhancement, neural responses to the same
visual input are compared under different task conditions. Such experiments have identified
numerous neural modulations associated with attention, including changes in firing rates,
noise levels, and correlated activity [Treue, 2001; Cohen and Maunsell, 2009; Fries et al.,
2001; Maunsell and Cook, 2002], however, the extent to which these changes are responsible
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for behavioral effects is debated. Therefore, theoretical work has been used to link sensory
processing changes to performance changes. While offering helpful insights, much of this
work is either based on small, hand-designed models [Navalpakkam and Itti, 2007; Rolls
and Deco, 2006; Tsotsos et al., 1995; Cave, 1999; Hamker and Worcester, 2002; Wolfe,
1994; Hamker, 1999] or lacks direct mechanistic interpretability [Whiteley and Sahani, 2012;
Bundesen, 1990; Treisman and Gelade, 1980]. Here, we utilize a large-scale model of the
ventral visual stream to explore the extent to which neural changes like those observed in
the biology can lead to performance enhancements on realistic visual tasks. Specifically,
we use a deep convolutional neural network trained to perform object classification to test
variants of the feature similarity gain model of attention [Treue and Trujillo, 1999].
Deep convolutional neural networks (CNNs) are popular tools in the machine learning and
computer vision communities for performing challenging visual tasks [Rawat and Wang, 2017].
Their architecture—comprised of layers of convolutions, nonlinearities, and response pooling—
was designed to mimic the retinotopic and hierarchical nature of the mammalian visual
system [Rawat and Wang, 2017]. Models of a similar form have been used in neuroscience
to study the biological underpinnings of object recognition for decades [Fukushima, 1988;
Riesenhuber and Poggio, 1999; Serre et al., 2007]. Recently it has been shown that when
these networks are trained to successfully perform object classification on real-world images,
the intermediate representations learned are remarkably similar to those of the primate visual
system [Yamins et al., 2014; Khaligh-Razavi et al., 2017; Khaligh-Razavi and Kriegeskorte,
2014]. Specifically, deep CNNs are state-of-the-art models for capturing the feedforward pass
of the ventral visual stream [Kheradpisheh et al., 2016; Kar et al., 2017; Cadena et al., 2017].
Many different studies have now built on this fact to further compare the representations
[Tripp, 2017; Love et al., 2017; Kubilius et al., 2016] and behavior [Lake et al., 2015; Geirhos
et al., 2017; Peterson et al., 2016; Ritter et al., 2017; Linsley et al., 2017] of CNNs to that of
biological vision. A key finding has been the correspondence between different areas in the
ventral stream and layers in the deep CNNs, with early convolutional layers able to capture
the representation of V1 and deeper layers relating to V4 and IT [Güçlü and van Gerven,
2015; Eickenberg et al., 2017; Seeliger et al., 2017]. Given that CNNs reach near-human
performance on visual tasks and have architectural and representational similarities to the
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visual system, they are particularly well-positioned for exploring how neural correlates of
attention can impact behavior.
We focus here on attention’s ability to impact activity levels (rather than noise or
correlations) as these findings are straightforward to implement in a CNN. Furthermore,
by measuring the effects of firing rate manipulations alone, we make clear what behavioral
enhancements can plausibly be attributable to them.
One popular framework to describe attention’s effects on firing rates is the feature
similarity gain model (FSGM). This model, introduced by Treue & Martinez-Trujillo, claims
that a neuron’s activity is multiplicatively scaled up (or down) according to how much it
prefers (or doesn’t prefer) the properties of the attended stimulus [Treue and Trujillo, 1999;
Martinez-Trujillo and Treue, 2004]. Attention to a certain visual attribute, such as a specific
orientation or color, is generally referred to as feature-based attention (FBA) and its effects
are spatially global: that is, if a task performed at one location in the visual field activates
attention to a particular feature, neurons that represent that feature across the visual field
will be affected [Zhang and Luck, 2009; Saenz et al., 2002]. Overall, this leads to a general
shift in the representation of the neural population towards that of the attended stimulus
[Çukur et al., 2013; Kaiser et al., 2016; Peelen and Kastner, 2011]. Spatial attention implies
that a particular portion of the visual field is being attended. According to the FSGM,
spatial location is treated as an attribute like any other. Therefore, a neuron’s modulation
due to attention can be predicted by how well its preferred features and spatial receptive
field align with the features and location of the attended stimulus. The effects of combined
feature and spatial attention have been found to be additive [Hayden and Gallant, 2009].
While the FSGM does describe many findings, its components are not uncontroversial. For
example, it is questioned whether attention impacts responses multiplicatively or additively
[Boynton, 2009; Baruni et al., 2015; Luck et al., 1997; McAdams and Maunsell, 1999], and
whether or not the activity of cells that do not prefer the attended stimulus is actually
suppressed [Bridwell and Srinivasan, 2012; Navalpakkam and Itti, 2007]. Furthermore, only
a handful of studies have looked directly at the relationship between attentional modulation
and tuning [Martinez-Trujillo and Treue, 2004; Ruff and Born, 2015; Chelazzi et al., 1998;
Verhoef and Maunsell, 2017]. Another unsettled issue is where in the visual stream attention
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effects can be seen. Many studies of attention focus on V4 and MT/MST [Treue, 2001], as
these areas have reliable attentional effects. Some studies do find effects at earlier areas
[Moro et al., 2010], though they tend to be weaker and occur later in the visual response
[Kastner and Pinsk, 2004]. Therefore, a leading hypothesis is that attention signals, coming
from prefrontal areas [Moore and Armstrong, 2003; Monosov et al., 2011; Bichot et al., 2015;
Kornblith and Tsao, 2017], target later visual areas, and the feedback connections that those
areas send to earlier ones causes the weaker effects seen there later [Buffalo et al., 2010;
Luck et al., 1997].
In this study, we define the FSGM of attention mathematically and implement it in
a deep CNN. By testing different variants of the model, applied at different layers in the
network and for different tasks, we can determine the ability of these neural changes to
change behavior. Given the complexity of these large nonlinear networks, the effects of
something like FSGM are non-obvious. Because we have full access to all units in the model,
we can see how neural changes at one area propagate through the network, causing changes
at others. This provides a fuller picture of the relationship between neural and performance
correlates of attention.
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Fig. 3.1: Network Architecture and Feature-Based Attention Task Setup. A.) The model used is a pre-trained deep neural
network (VGG-16) that contains 13 convolutional layers (labeled in gray, number of feature maps given in parenthesis)
and is pre-trained on the ImageNet dataset to do 1000-way object classification. All convolutional filters are 3x3. B.)
Modified architecture for feature-based attention tasks. To perform our feature-based attention tasks, the final layer
that was implementing 1000-way softmax classification is replaced by binary classifiers (logistic regression), one for each
category tested (2 shown here). These binary classifiers are trained on standard ImageNet images. C.) Test images for
feature-based attention tasks. Merged images (left) contain two transparently overlaid ImageNet images of different
categories. Array images (right) contain four ImageNet images on a 2x2 grid. Both are 224 x 224 pixels. These images
are fed into the network and the binary classifiers are used to label the presence or absence of the given category. D.)
Performance of binary classifiers. Box plots describe values over 20 different object categories (median marked in red,
box indicates lower to upper quartile values and whiskers extend to full range with outliers marked as dots). Standard
images are regular ImageNet images not used in the binary classifier training set.
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3.3 Methods
3.3.1 Network Model
This work uses a deep convolutional neural network (CNN) as a model of the ventral
visual stream. Convolutional neural networks are feedforward artificial neural networks
that consistent of a few basic operations repeated in sequence, key among them being the
convolution. The specific CNN architecture used in the study comes from Simonyan and
Zisserman [2014] (VGG-16D) and is shown in Figure 3.1A. A previous variant of this work
used a smaller network [Lindsay, 2015].
Here, the activity values of the units in each convolutional layer are the result of applying
a 2-D spatial convolution to the layer below, followed by positive rectification (rectified
linear ’ReLu’ nonlinearity):
xlkij = [(W
lk ? X l−1)ij ]+ (3.1)
where W lk is the kth convolutional filter at the lth layer. The application of each filter
results in a 2-D feature map (the number of filters used varies across layers and is given in
parenthesis in Figure 3.1A). xlkij is the activity of the unit at the i, j
th spatial location in the
kth feature map at the lth layer. X l−1 is thus the activity of all units at the layer below
the lth layer. The input to the network is a 224 by 224 pixel RGB image, and thus the first
convolution is applied to these pixel values. For the purposes of this study the convolutional
layers are most relevant, and will be referred to according to their numbering in Figure 3.1A.
Max pooling layers reduce the size of the feature maps by taking the maximum activity
value of units in a given feature map in non-overlapping 2x2 windows.
The final three layers of this network are each fully-connected to the layer below them,
with the number of units per layer given in parenthesis in Figure 3.1A. Therefore, connections
exist from all units from all feature maps in the last convolutional layer (layer 13) to all
4096 units of the next layer, and so on. This network was pre-trained [Frossard] using
backpropagation on the ImageNet classification task, which involves doing 1000-way object
categorization (for details see Simonyan and Zisserman [2014]). The final layer of the network
thus contains 1000 units upon which a softmax classifier is used to output a ranked list
of category labels for a given image. Looking at the top-5 error rate (wherein an image is
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correctly labeled if the true category appears in the top five categories given by the network),
this network achieves 92.7% accuracy.
3.3.2 Object Category Attention Tasks
The tasks we use to probe the effects of feature-based attention in this network involve
determining if a given object category is present in an image or not, similar to tasks used in
Stein and Peelen [2017]; Peelen et al. [2009]; Koivisto and Kahila [2017]. To have the network
perform this specific task, we replaced the final layer in the network with a series of binary
classifiers, one for each category tested (Figure 3.1B). We tested a total of 20 categories:
paintbrush, wall clock, seashore, paddlewheel, padlock, garden spider, long-horned beetle,
cabbage butterfly, toaster, greenhouse, bakery, stone wall, artichoke, modem, football helmet,
stage, mortar, consomme, dough, bathtub. Binary classifiers were trained using ImageNet
images taken from the 2014 validation set (and were therefore not used in the training of the
original model). A total of 35 unique true positive images were used for training for each
category, and each training batch was balanced with 35 true negative images taken from
the remaining 19 categories. The results shown here come from using logistic regression as
the binary classifier, though trends in performance are similar if support vector machines
are used. Experimental results suggest that classifiers trained on unattended and isolated
object images are appropriate for reading out attended objects in cluttered images [Zhang
et al., 2011].
Once these binary classifiers are trained, they are then used to classify more challenging
test images. These test images are composed of multiple individual images (drawn from the
20 categories) and are of two types: “merged” and “array”. Merged images are generated
by transparently overlaying two images, each from a different category (specifically, pixel
values from each are divided by two and then summed). Array images are composed of four
separate images (all from different categories) that are scaled down to 112 by 112 pixels and
placed on a two by two grid. The images that comprise these test images also come from
the 2014 validation set, but are separate from those used to train the binary classifiers. See
examples of each in Figure 3.1C. Test image sets are balanced (50% do contain the given
category and 50% do not, 150 total test images per category). Both true positive and true
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negative rates are recorded and overall performance is the average of these rates.
To test the effects of spatial attention, only the “array” images are used. The task is
to identify the category of the object at the attended location. Therefore, performance
is measured using the original 1000-way classifier, with the category of the image in the
attended quadrant as the true label (200 images were tested per quadrant).
3.3.3 Object Category Gradient Calculations
When neural networks are trained via backpropagation, gradients are calculated that indicate
how a given weight in the network impacts the final classification. We use this same method
to determine how a given unit’s activity impacts the final classification. Specifically, we
input a “merged” image (wherein one of the images belongs to the category of interest)
to the network. We then use gradient calculations to determine the changes in activity
that would move the 1000-way classifier toward classifying that image as belonging to the
category of interest (i.e. rank that category highest). We average these activity changes













where H and W are the spatial dimensions of layer l and Nc is the total number of images
from the category (here NC = 35, and the merged images used were generated from the
same images used to generate tuning curves, described below). E(n) is the error of the
classifier in response to image n, which is defined as the difference between the activity
vector of the final layer (after the soft-max operation) and a one-hot vector, wherein the
correct label is the only non-zero entry. Because we are interested in activity changes that
would decrease the error value, we negate this term. The gradient value we end up with
thus indicates how the feature map’s activity would need to change to make the network
more likely to classify an image as the desired category. Repeating this procedure for each
category, we obtain a set of gradient values (one for each category, akin to a tuning curve),
for each feature map: glk. Note that, as these values result from applying the chain rule
through layers of the network, they can be very small, especially for the earliest layers. For
this study, the sign and relative magnitudes are of more interest than the absolute values.
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3.3.4 Oriented Grating Attention Tasks
In addition to attending to object categories, we also test attention on simpler stimuli. In
the orientation detection task, the network detects the presence of a given orientation in
an image. Again, the final layer of the network is replaced by a series of binary classifiers,
one for each of 9 orientations (0, 20, 40, 60, 80, 100, 120, 140, and 160 degrees. Gratings
had a frequency of .025 cycles/pixel). The training sets for each were balanced (50% had
only the given orientation and 50% had one of 8 other orientations) and composed of full
field (224 by 224 pixel) oriented gratings of various colors (to increase the diversity of the
training images, they were randomly degraded by setting blocks of pixels ranging uniformly
from 0% to 70% of the image to 0 at random). Test images were each composed of two
oriented gratings of different orientation and color (color options: red, blue, green, orange,
purple). Each of these gratings were of size 112 by 112 pixels and placed randomly in a
quadrant while the remaining two quadrants were black (Figure 3.6A). Again, the test sets
were balanced and performance was measured as the average of the true positive and true
negative rates (100 test images per orientation).
These same test images were used for a cross-modal attention task wherein the network
had to classify the color of the grating that had the attended orientation. For this, the final
layer of the network was replaced with a 5-way softmax color classifier. This color classifier
was trained using the same full field oriented gratings used to train the binary classifiers
(therefore, the network saw each color at all orientation values). The test sets contained
images that all had the attended orientation as one of the two gratings (125 images per
orientation). Performance was measured as the percent of trials wherein the color classifier
correctly ranked the color of the attended grating highest (top-1 error).
Finally, for one analysis, a joint feature and spatial attention task was used. This task is
almost identical to the setup of the orientation detection task, except that the searched-for
orientation would only appear in one of the four quadrants. Therefore, performance could be
measured when applying feature attention to the searched-for orientation, spatial attention
to the quadrant in which it could appear, or both.
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3.3.5 How Attention is Applied
This study aims to test variations of the feature similarity gain model of attention, wherein
neural activity is modulated by attention according to how much the neuron prefers the
attended stimulus. To replicate this in our model, we therefore must first determine the extent
to which units in the network prefer different stimuli (“tuning values”). When attention is
applied to a given category, for example, units’ activities are modulated according to these
values. We discuss below the options for how exactly to implement that modulation.
3.3.5.1 Tuning Values
To determine tuning to the 20 object categories used, we presented the network with images
of each object category (the same images on which the binary classifiers were trained) and
measured the relative activity levels.
Specifically, for the kth feature map in the lth layer, we define rlk(n) as the activity
in response to image n, averaged over all units in the feature map (i.e., over the spatial
dimensions). Averaging these values over all images in the training sets (Nc = 35 images




















That is, a feature map’s tuning value for a given category is merely the average activity
of that feature map in response to images of that category, with the mean activity under all
image categories subtracted and standard deviation divided. These tuning values determine
how the feature map is modulated when attention is applied to the category. Taking these
values as a vector over all categories, flk, gives a tuning curve for the feature map. We
define the overall tuning quality of a feature map as its maximum absolute tuning value:
max(|flk|). We also define the category with the highest tuning value as that feature map’s
most preferred, and the category with the lowest (most negative) value as the least or
anti-preferred.
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We apply the same procedure to generate tuning curves for orientation and for color by
using the full field gratings used to train the orientation detection and color classification
classifiers. The orientation tuning values were used when applying attention in these tasks.
The color tuning curves were generated only to measure color tuning and its quality in the
network.
When measuring how correlated tuning values are with gradient values, shuffled compar-
isons are used. To do this shuffling, correlation coefficients are calculated from pairing each
feature map’s tuning values with a random other feature map’s gradient values.
3.3.5.2 Gradient Values
In addition to applying attention according to tuning, we also attempt to generate the
“best possible” attentional modulation by utilizing gradient values. These gradient values
are calculated slightly differently from those described above (3.3.3), because they are
meant to represent how feature map activity should change in order to increase overall task
performance, rather than just increase the chance of classifying an image as a certain object
or orientation.
The error functions used to calculate gradient values for the category and orientation
detection tasks were for the binary classifiers associated with each object/orientation. A
balanced set of test images was used. Therefore a feature map’s gradient value for a given
object/orientation is the averaged activity change that would increase binary classification
performance for that object/orientation. Note that on images that the network already
classifies correctly, gradients are zero. Therefore, the gradient values are driven by the errors:
false negatives (classifying an image as not containing the category when it does) and false
positives (classifying an image as containing the category when it does not). In our detection
tasks, the former error is more prevalent than the latter, and thus is the dominant impact
on the gradient values.
The same procedure was used to generate gradient values for the color classification task.
Here, gradients were calculated using the 5-way color classifier: for a given orientation, the
color of that orientation in the test image was used as the correct label, and gradients were
calculated that would lead to the network correctly classifying the color. Averaging over
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many images of different colors gives one value per orientation that represents how a feature
map’s activity should change in order to make the network better at classifying the color of
that orientation.
In both of the orientation tasks, the test images used for gradient calculations (50 images
per orientation) differed from those used to assess performance. For the object detection
task, images used for gradient calculations were merged images (45 per category) drawn
from the same pool as, but different from, those used to test detection performance.
3.3.5.3 Spatial Attention
In the feature similarity gain model of attention, attention is applied according to how much
a cell prefers the attended feature, and location is considered a feature like any other. In
CNNs, each feature map results from applying the same filter at different spatial locations.
Therefore, the 2-D position of a unit in a feature map represents more or less the spatial
location to which that unit responds. Via the max-pooling layers, the size of each feature
map shrinks deeper in the network, and each unit responds to a larger area of image space,
but the “retinotopy” is still preserved. Thus, when we apply spatial attention to a given area
of the image, we enhance the activity of units in that area of the feature maps (and, as we
discuss below, possibly decrease the activity of units in other areas). In this study, spatial
attention is tested using array images, and thus attention is applied to a given quadrant of
the image.
3.3.5.4 Implementation Options
The values discussed above determine how strongly different feature maps or units should
be modulated under different attentional conditions. We will now lay out the different
implementation options for that modulation.
First, the modulation can be multiplicative or additive. That is, when attending to
category c, the slope of the rectified linear units can be multiplied by a weighted function of
the tuning value for category c:
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with Iijlk representing input to the unit coming from layer l − 1. Alternatively, a weighted






Strength of attention is varied via the weighting parameter, β. For the additive effect,
manipulations are multiplied by µl, the average activity level across all units of layer l in
response to all images (for each of the 13 layers respectively: 20, 100, 150, 150, 240, 240,
150, 150, 80, 20, 20, 10, 1). When gradient values are used in place of tuning values, we
normalize them by the maximum value at a layer, to be the same order of magnitude as the
tuning values: gl/max(
∣∣gl∣∣).
Note that for feature-based attention all units in a feature map are modulated the
same way, as feature attention has been found to be spatially global. In the case of spatial
attention, object category tuning values are not used. Rather, the tuning value term is set
to +1 if the i, j position of the unit is in the attended quadrant and to -1 otherwise. For
feature attention tasks, β ranged from 0 to a maximum of 11.85 (object attention) and 0 to
4.8 (orientation attention). For spatial attention tasks, it ranged from 0 to 2.
Next, we chose whether attention only enhances units that prefer the attended fea-
ture/location, or also decreases activity of those that don’t prefer it. For the latter, the
tuning values are used as-is. For the former, the tuning values are positively-rectified: [f lk]+.
Combining these two factors, there are four implementation options: additive positive-
only, multiplicative positive-only, additive bidirectional, and multiplicative bidirectional.
The final option is the layer in the network at which attention is applied. We try attention
at all convolutional layers individually and simultaneously (when applying simultaneously
the strength range tested is a tenth of that when applying to a single layer).
Note that when gradient values were used, only results from using multiplicative bidirec-
tional effects are reported (when tested on object category detection, multiplicative effects
performed better than additive when using gradient values).
3.3.6 Signal Detection Calculations
For the joint spatial-feature attention task, we calculated criteria (c, “threshold”) and
sensitivity (d′) using true (TP) and false (FP) positive rates as follows [Luo and Maunsell,
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2015] :
c = −.5(Φ−1(TP ) + Φ−1(FP )) (3.7)
where Φ−1 is the inverse cumulative normal distribution function. c is a measure of the
distance from a neutral threshold situated between the mean of the true negative and true
positive distributions. Thus, a positive c indicates a stricter threshold (fewer inputs classified
as positive) and a negative c indicates a more lenient threshold (more inputs classified as
positive).
d′ = Φ−1(TP )− Φ−1(FP ) (3.8)
This measures the distance between the means of the distributions for true negative and
two positives. Thus, a larger d′ indicates better sensitivity.
When necessary, a correction was applied wherein false positive rates of 0 were set to .01
and true positive rates of 1 were set to .99.
3.3.7 “Recording” Procedures
We examined the effects that applying attention at certain layers in the network (specifically
2, 6, 8, 10, and 12) has on activity of units at other layers. We do this for many different
circumstances, using multiplicative bidirectional attention with β = .5 unless otherwise
stated.
3.3.7.1 Unimodal Task Recording Setup
This recording setup is designed to mimic the analysis of Martinez-Trujillo and Treue
[2004]. Here, the images presented to the network are full-field oriented gratings of all
orientation-color combinations. Feature map activity is measured as the spatially averaged
activity of all units in a feature map in response to an image. Activity in response to a given
orientation is further averaged over all colors. Each feature map’s preferred (most positive
tuning value) and anti-preferred (most negative tuning value) orientations are determined.
Activity is recorded when attention is applied to the preferred or anti-preferred orientation
and activity ratios are calculated. According to the FSGM, the ratio of activity when the
preferred orientation is attended over when the anti-preferred is attended should be greater
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than one and the same regardless of whether the image is of the preferred or anti-preferred
orientation. According to the feature matching (FM) model, the ratio of the activity when
attending the presented orientation over attending an absent orientation should be greater
than one and similar regardless of whether the orientation is preferred or not. We measure
all of these ratios, and the fraction of total feature maps which show FM behavior, when
attention is applied according to tuning values or gradient values.
As in Martinez-Trujillo and Treue [2004], we also look at a measure of activity changes
across all orientations. We calculate the ratio of activity when attention is applied to a
given orientation (and the orientation is present in the image) over activity in response to
the same image when no attention is applied. These ratios are then organized according to
orientation preference: the most preferred is at location 0, then the average of next two most
preferred at location 1, and so on with the average of the two least preferred orientations at
location 4 (the reason for averaging of pairs is to match Martinez-Trujillo and Treue [2004]
as closely as possible). Fitting a line to these points gives a slope and intercept for each
feature map. FSGM predicts a negative slope and an intercept greater than one.
We also calculate the same activity ratios described above when the images presented
are standard (single image) ImageNet images from each of the 20 categories (activity is
averaged over 5 images per category). Attention is applied according to object category
tuning values or to gradient values for binary classification as described in 3.3.5.2.
3.3.7.2 Cross-modal Task Recording Setup
Cross-modal tasks involve attending to one modality (here, space or orientation) and reading
out another (category or color, respectively). Specifically, in the first task, activity is
recorded when spatial attention is applied to a given quadrant. Here, the activity for each
feature map is averaged only over units in the quadrant that matches the attended quadrant.
The images used are array images with 6 examples of each object category in the attended
quadrant (for a total of 120 images). Activity ratios are calculated as the activity when the
recorded quadrant is attended over activity when no attention is applied. The average ratio
for each category is organized according to category preference for each feature map and a
line is fit to these points. The intercept (measured here as the true intercept minus one)
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and difference (slope multiplied by the number of categories minus one, 19) are calculated
for each feature map. FSGM predicts a positive intercept and zero slope, because responses
to all categories should be scaled equally by spatial attention.
The second cross-modal task setup involves measuring color encoding in different attention
conditions. Here, images similar to those used in the orientation detection and color
classification tasks are used. Specifically, images are generated that have two oriented
gratings in two of the four quadrants. One is oriented at 160 degrees and the other nearly
orthogonal at 80. All pairs of colors are generated for the two gratings (thus the two gratings
may have the same color, which is a difference from the stimuli used in the orientation
tasks). Activity is organized according to the color of the 160 degree grating (and averaged
over the colors of the 80 degree grating), in order from most to least preferred color for
each feature map. Lines were fit to these points in two cases: when attention was directed
to 80 degrees and when it was directed to 160 degrees. We then asked if attention to 160
degrees led to better encoding of the color of the 160 degree stimulus compared to attention
to 80 degrees. We considered a feature map to have better color encoding of the 160 degree
grating if its mean increased (a stronger overall signal, measured as the activity value at the
middle of the line) and if its slope became more negative (stronger differentiation between
colors). Results are similar if only the latter condition is used. We measure the encoding
changes for two separate populations of feature maps: those that prefer 160 degrees and
those that anti-prefer it (most negative tuning value). Stimuli at 160 degrees were chosen as
the focus of this analysis because across all layers there are roughly equal numbers of feature
maps that prefer and anti-prefer it. Percent of feature maps that have better encoding
were measured when attention was applied according to orientation tuning values or color
classification gradient values.
In all cases, lines are fit using the least squares method, and any activity ratios with
zero in the denominator were discarded.
3.3.8 Experimental Data
Model results were compared to previously published data coming from several studies. In
Lupyan and Ward [2013], a category detection task was performed using stereogram stimuli
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(on object present trials, the object image was presented to one eye and a noise mask to
another). The presentation of the visual stimuli was preceded by a verbal cue that indicated
the object category that would later be queried (cued trials) or by meaningless noise (uncued
trials). After visual stimulus presentation, subjects were asked if an object was present and,
if so, if the object was from the cued category (categories were randomized for uncued trials).
In Experiment 1, the object images were line drawings (one per category) and the stimuli
were presented for 1.5 sec. In Experiment 2, the object images were grayscale photographs
(multiple per category) and presented for 6 sec. True positives were counted as trials wherein
a given object category was present and the subject correctly indicated its presence when
queried. False positives were trials wherein no category was present and subjects indicated
that the queried category was present.
In Lupyan and Spivey [2010], a similar detection task is used. Here, subjects detect
the presence of an uppercase letter that is (on target present trials) presented rapidly and
followed by a mask. Prior to the visual stimulus, a visual or audio cue indicated a target
letter. After the visual stimulus, the subjects were required to indicate whether any letter
was present. True positives were trials in which a letter was present and the subject indicated
it (only uncued trials or validly cued trials—where the cued letter was the letter shown—were
considered here). False positives were trials where no letter was present and the subject
indicated that one was.
The task in Koivisto and Kahila [2017] is also an object category detection task. Here, an
array of several images was flashed on the screen with one image marked as the target. All
images were color photographs of objects in natural scenes. In certain blocks, the subjects
knew in advance which category they would later be queried about (cued trials). On other
trials, the queried category was only revealed after the visual stimulus (uncued). True
positives were trials in which the subject indicated the presence of the queried category when
it did exist in the target image. False positives were trials in which the subject indicated
the presence of the cued category when it was not in the target image. Data from trials
using basic category levels with masks were used for this study.
Finally, we include one study using macaques wherein both neural and performance
changes were measured [Mayo and Maunsell, 2016]. In this task, subjects had to report a
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change in orientation that could occur in one of two stimuli. On cued trials, the change
occurred in the cued stimulus in 80% of trials and the uncued stimulus in 20% of trials.
On neutrally-cued trials, subjects were not given prior information about where the change
was likely to occur (50% at each stimulus). Therefore performance could be compared
under conditions of low (uncued stimuli), medium (neutrally cued stimuli), and high (cued
stimuli) attention strength. Correct detection of an orientation change in a given stimulus
(indicated by a saccade) is considered a true positive and a saccade to the stimulus prior to
any orientation change is considered a false positive. True negatives are defined as correct
detection of a change in the uncued stimulus (as this means the subject correctly did not
perceive a change in the stimulus under consideration) and false negatives correspond to a
lack of response to an orientation change.
In cases where the true and false positive rates were not published, they were obtained
via personal communications with the authors.
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Fig. 3.2: Relationship Between Feature Map Tuning and Gradients. A.) Example tuning values (green, left axis) and
gradient values (purple, right axis) of three different feature maps from three different layers (identified in titles, layers
as labeled in Fig 1A) over the 20 tested object categories. Correlation coefficients between tuning curves and gradient
values given in titles. B.) Histograms of correlation coefficients across all feature maps at each layer (blue) along with
shuffled comparisons (orange). Final subplot shows average correlation coeffecients across layers (errorbars +/- S.E.M.).
C.) Distributions of gradient values when tuning is strong. In red, histogram of gradient values associated with tuning
values larger than one, across all feature maps in layer 12 (left) and 13 (right). For comparison, histograms of gradient
values associated with tuning values less than one are shown in black (counts are separately normalized for visibility, as
the population in black is much larger than that in red).
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3.4 Results
The ability to manipulate activities as well as measure performance on complicated visual
tasks make CNNs a great testing ground for theories of attention. CNNs trained on visual
object recognition learn representations that are similar to those of the ventral stream. The
network used in this study was explored in Güçlü and van Gerven [2015], where it was shown
that early convolutional layers of this CNN are best at predicting activity of voxels in V1,
while late convolutional layers are best at predicting activity of voxels in the object-selective
lateral occipital area (LO). In addition, CNN architecture makes comparison to biological
vision straightforward. For example, the application of a given convolutional filter results
in a feature map, which is a 2-D grid of artificial neurons that represent how well the
bottom-up input aligns with the filter at each location. Therefore a “retinotopic” layout is
built into the structure of the network, and the same visual features are represented across
that retinotopy (akin to how cells that prefer different orientations exist at all locations
across the V1 retinotopy). We utilize these properties to test variants of the feature similarity
gain model (FSGM) on a diverse set of visual tasks that are challenging for the network. We
also take advantage of the full observability of this network model to compare the FSGM to
“optimal” attentional manipulation, as determined by backpropagation calculations.
3.4.1 The Relationship between Tuning and Classification
The feature similarity gain model of attention posits that neural activity is modulated by
attention in proportion to how strongly a neuron prefers the attended features, as assessed
by its tuning. However, the relationship between a neuron’s tuning and its ability to
influence downstream readouts remains a difficult one to investigate biologically. We use our
hierarchical model to explore this question directly. We do so by calculating gradient values,
which we compare to tuning curves (see Methods Sections 3.3.3 and 3.3.5.1 for details).
These gradient values indicate the way in which activity of a feature map should change
in order to make the network more likely to classify an image as being of a certain object
category. If there is a correspondence between tuning and classification, a feature map that
prefers a given object category (that is, responds strongly to it compared to other categories)
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should also have a high positive gradient value for that category. In Figure 3.2A we show
gradient values and tuning curves for three example feature maps. In Figure 3.2B, we show
the distribution of correlation coefficients between tuning values and gradient values for all
feature maps at each of the 13 convolutional layers. As can be seen in the final subplot, on
average, tuning curves show higher than expected correlation with gradient values at all
layers (compared to shuffled controls). Furthermore, this correlation increases with later
layers. While the correlation between tuning and gradient values suggests that a feature
map’s response is indicative of its functional role, the correspondence is not perfect. In
Figure 3.2C, we show the gradient values of feature maps at layers 12 and 13, segregated
according to tuning value. In red are gradient values that correspond to tuning values
greater than one (for example, category 12 for the feature map in the middle pane of Figure
3.2A). As these distributions show, strong tuning values can be associated with weak or even
negative gradient values. Negative gradient values indicate that increasing the activity of
that feature map makes the network less likely to categorize the image as the given category.
Therefore, even feature maps that strongly prefer a category (and are only a few layers from
the classifier) still may not be involved in its classification, or even be inversely related to it.
3.4.2 Feature-based Attention Improves Performance on Challenging Ob-
ject Classification Tasks
To determine if manipulation according to tuning values can enhance performance, we
created challenging visual images composed of multiple objects for the network to classify.
These test images are of two types: merged (two object images transparently overlaid, such
as in [Serences et al., 2004]) or array (four object images arranged on a grid) (see Figure
3.1C for an example of each). The task for the network is to detect the presence or absence
of a given object category in these images. It does so using a series of binary classifiers
trained on standard images of these objects, which replace the last layer of the network
(Figure 3.1B). The performance of these classifiers on the test images indicates that this is
a challenging task for the network (Figure 3.1D), and thus a good opportunity to see the
effects of attention. Without attention, the average performance of the binary classifiers
across all categories is 64.4% on merged images and 55.6% on array (compared to a chance
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Fig. 3.3: Effects of Applying Feature-Based Attention on Object Category Tasks. A.) Schematics of how attention can
modulate the activity function. Feature-based attention modulates feature maps according to their tuning values but this
modulation can scale the activity multiplicatively or additively, and can either only enhance feature maps that prefer the
attended category (positive-only) or also decrease the activity of feature maps that do not prefer it (bidirectional). B.)
Considering the combination of attention applied to a given category at a given layer as an instance (20 categories * 14
layer options = 280 instances), histograms (left axis) show how often the given option is the best performing, for merged
(top) and array (bottom) images. Average increase in binary classification performance for each option also shown
(right axis, averaged across all instances, errorbars +/- S.E.M.) C.)Comparison of performance effects of layer options.
Considering each instance as the combination of attention applied to a given category using a given implementation
option (20 categories * 4 implementation options = 80 instances), histograms show how often applying attention to
the given layer is the best performing, for merged (top) and array (bottom) images. The final column corresponds to
attention applied to all layers simultaneously with the same strength (strengths tested are one-tenth of those when
strength applied to individual layers). Average increase in binary classification performance for each layer also shown in
black (right axis, errorbars +/- S.E.M.). Average performance increase for MBD option only shown in blue. In all cases,
best performing strength from the range tested is used for each instance. D.) Tuning quality across layers. Tuning quality
is defined per feature map as the maximum absolute tuning value of that feature map. Box plots show distribution across
feature maps for each layer.
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performance of 50%, as the test sets contained the attended category 50% of the time).
We implement feature-based attention in this network by modulating the activity of
feature maps according to how strongly they prefer the attended object category (see
Methods 3.3.5.1). While tuning values determine the relative strength and direction of the
modulation, there are still options regarding how to implement those changes. We test
additive effects (wherein attention alters the activity of a feature map by the same amount
regardless of its activity level) and multiplicative effects (attention changes the slope of the
activity function). We also consider the situation where attention only increases the activity
of feature maps that prefer the attended category (i.e., have a positive tuning value), or
when attention also decreases the activity of feature maps that do not prefer the attended
category. Taken together this leads to four implementation options: additive positive-only,
multiplicative positive-only, additive bidirectional, and multiplicative bidirectional (see
Figure 3.3A for depictions of each, and Methods 3.3.5.4 for details). A final option is the
choice of convolutional layer at which these manipulations are applied.
To determine which of these attention mechanisms is best, attention is applied to each
object category and the performance of the binary classifier associated with that category
is compared with and without the different activity manipulations. The results of this
are shown in Figure 3.3B and C (the best performing strength, including 0 if necessary, is
assumed for each category. See Methods for details).
As Figure 3.3B shows, multiplicative bi-directional effects are best able to enhance
performance, measured in terms of the number of times that the multiplicative bidirectional
option beats out the other three options when compared for the same category and layer
(blue histogram). The second best option is multiplicative positive-only, then additive
bidirectional, and additive positive-only. This ordering is the same when looking at the
average increase in performance (black line), however, the differences between multiplicative
bi-directional and multiplicative positive-only performance are not significant. Furthermore,
these trends are identical regardless of whether tested on merged (top) or array (bottom)
images, though the differences are starker for array images.
Figure 3.3C shows a similar analysis but across layers at which attention is applied.
Again, the trends are the same for merged and array images and show a clear increase in
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performance as attention is applied at later layers in the network (numbering is as in 3.1A).
Across all implementation options, attention at layer 12 best increases average performance
(black lines). However this is driven by the additive implementations. We show the average
performance increase with layer for multiplicative bi-directional effects alone (blue dotted
line). For this the final layer is best, leading to an 18.8% percentage point increase in binary
classification on the merged image task and 22.8% increase on the array task.
The trends in performance track trends in tuning quality shown in 3.3D. That is, layers
with better object category tuning lead to better performance when attention is applied at
them. They also track the correlation between tuning values and gradient values, as that
correlation increases with later layers.
Overall, the best performing options for implementing attention—multiplicative bidirec-
tional effects applied at later layers—are in line with what has been observed biologically
and described by the feature similarity gain model [Treue and Trujillo, 1999; Maunsell and
Cook, 2002].
3.4.3 Strength of Attention Influences True and False Positive Tradeoff
As mentioned above, strength is a relevant variable when implementing attention. Specifically,
the strength parameter, which we call β, scales the tuning values to determine how strongly
attention modulates activities (in the case of additive effects, this value is further multiplied
by the average activity level of the layer before being added to the response). We tested
a range of β values and the analysis in Figure 3.3 assumes the best-performing β for each
combination of category, layer, and implementation option. Here, we look at how performance
changes as the strength varies.
Figure 3.4A (top) plots the increase in binary classification performance (averaged across
all categories) as a function of strength for the four different implementation options, when
attention is applied at layer 12 for merged images (results similar for array images). From this
we can see that not only is the multiplicative bidirectional manipulation the best performing,
it also reaches its peak at a lower strength than the other options.
On the bottom of Figure 3.4A, we show the best performing strength (calculated for
each category individually and averaged) across layers, and when applied to all layers simul-
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Fig. 3.4: Effects of Varying Attention Strength in Feature-Based Attention Tasks. A.) Effect of strength on different implementation
options. On the top, performance averaged over categories (errorbars +/- S.E.M.) shown as a function of the strength parameter, β,
for each implementation option. Attention is applied to layer 12 and on merged images. The location of the peak for each category
individually is the best performing strength for that category. On the bottom, the best performing strength averaged across
categories (errorbars +/- S.E.M.) at each layer for each implementation option. When applied at all layers simultaneously, the
range of attention strength tested was smaller. Color scheme as in Figure 3.1A. B.) and C.) multiplicative bidirectional attention is
used, on merged images. B.) Effect of strength increase in true- and false-positive rate space for each of four layers (layer indicated
in bottom right of each panel). Each line represents performance changes that arise from applying attention to a different category
(only 10 categories shown for visibility), with each increase in dot size representing a .15 increase in strength. Baseline (no attention)
values are subtracted for each category such that all start at (0,0) and the layer attention is applied to is indicated in gray. The
black dotted line represents equal changes in true and false positive rates. C.) Effect of strength increase in true- and false-positive
rate space when tuning values are negated. Same as B, but with sign of attention effects switched (only attention at layer 7 and 13
shown). D.) Comparisons from experimental data. The true and false positive rates from four previously published studies are
shown for conditions of increasing attentional strength (solid lines). True and false positive rates are shown for merged and array
images (dotted lines, averaged over categories) when attention is applied with increasing strengths (starting at 0, each increasing
dot size equals .15 increase in β) at layer 13 (multiplicative bidirectional effects). Cat-Drawings=Lupyan and Ward [2013], Exp. 1;
Cat-Images=Lupyan and Ward [2013],Exp. 2; Objects=Koivisto and Kahila [2017], Letter-Aud.=Lupyan and Spivey [2010], Exp.
1; Letter-Vis.=Lupyan and Spivey [2010], Exp. 2. Ori-Detect=Mayo and Maunsell [2016]. See Methods for details of experiments.
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taneously. It is clear from this analysis that multiplicative bidirectional effects consistently
require lower strength to reach maximum performance than other options. Furthermore, the
fact that the best performing strengths occur below the peak strength tested (β = 11.85 for
individual layers and β = 1.19 for all layers simultaneously) indicates that any performance
limitations are not due to a lack of strength. The best performing strength for additive
attention at layer 13 is surprisingly high. To understand why this may be, it is important
to remember that, when using additive attention, the attention value added to each unit’s
response is the product of the relevant tuning value, β, and the average activity level of the
layer. This is necessary because average activity levels vary by 2 orders of magnitude across
layers. The variability of activity across feature maps, however, is much higher at layer
13 compared to layers 1 through 12. This makes the mean activity level used to calculate
attention effects less reliable, which may contribute to why higher β values are needed.
Performance can change in different ways with attention. In Figure 3.4B we break the
binary classification performance down into true and false positive rates. Here, each colored
line indicates a different category and increasing dot size indicates increasing strength of
attention (multiplicative bidirectional effects used). True and false positive rates in the
absence of attention have been subtracted such that all categories start at (0,0). Ideally,
true positives would increase without an equivalent increase (and possibly with a decrease)
in false positive rates. If they increase in tandem (i.e., follow the black dotted lines) then
attention would not have a net beneficial effect on performance.
Looking at the effects of applying attention at different layers (layer labeled in gray),
we can see that attention at lower layers is less effective at moving the performance in this
space, and that movement is in somewhat random directions. As attention is applied at
later layers, true positive rates are more likely to increase and the increase in false positive
rates is delayed. Thus, when attention is applied with modest strength at layer 13, most
categories see a substantial increase in true positives with only modest increases in false
positives. As strength continues to increase however, false positives increase substantially
and eventually lead to a net decrease in overall classifier performance (i.e., cross the black
dotted line). Without attention the false negative rate is 69.7 ± 21.8% and decreases to
19.9± 10% using the best performing strength for each category. Without attention the false
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positive rate is 1.4± 3.1% and increases to 13.7± 7.7% using the best performing strength
for each category.
To confirm that these behavioral enhancements result from the targeted effects of
attention, rather than a non-specific effect of activity manipulation, we apply multiplicative
bi-directional attention using negated tuning values. Because tuning values sum to zero over
all feature maps and categories, using negated tuning values doesn’t change the overall level
of positive and negative modulation applied to the network. Applying attention this way,
however, leads to unambiguously different results. Figure 3.4C shows these results, plotted
in the same format as Figure 3.4B, for attention at layers 7 and 13. Using negated tuning
values leads to a decrease in true and false positive values with increasing attention strength.
Thus, attention appears to function as a knob that can turn true and false positives up or
down in an intuitive way.
It would be useful to know how the magnitude of neural activity changes in our model
compare to those used by the brain. Experimentally, the strength of attention can be
manipulated by controlling the presence and/or validity of cues [Mayo and Maunsell, 2016],
switching attention from the non-preferred to preferred stimulus can have large effects on
firing rate (111% increase in MT [Lee and Maunsell, 2010]). Before the presentation of a
target array, cells in IT showed a 40% increase in firing when the to-be-detected object was
preferred versus non-preferred [Chelazzi et al., 1998]. Of most direct relevance to this study,
however, is the modulation strength when switching from no or neutral attention to specific
feature-based attention, rather than switching attention from a non-preferred to a preferred
stimulus. In Martinez-Trujillo and Treue [2004], neurons in MT showed an average increase
in activity of 7% when attending their preferred motion direction (and similar decrease when
attending the non-preferred) versus a neutral attention condition.
In our model, when β = .75 (roughly the value at which performance with multiplicative
bidirectional effects peaks at later layers), given the magnitude of the tuning values (average
magnitude: .38), attention scales activity by an average of 28.5%. This value refers to how
much activity is modulated in comparison to a the β = 0 condition. This β = 0 condition
is probably more comparable to passive or anesthetized viewing, as task engagement has
been shown to scale neural responses generally [Page and Duffy, 2007]. This complicates the
CHAPTER 3. UNDERSTANDING BIOLOGICAL VISUAL ATTENTION USING
CONVOLUTIONAL NEURAL NETWORKS 53
relationship between modulation strength in our model and the values reported in the data.
To allow for a more direct comparison, in Figure 3.4D, we have collected the true and
false positive rates obtained experimentally during different object detection tasks (explained
in detail in Methods), and plotted them in comparison to the model results. The first five
studies plotted in Figure 3.4D come from human studies. In all of these studies, uncued
trials are those in which no information about the upcoming visual stimulus is given, and
therefore attention strength is assumed to be low. In cued trials, the to-be-detected category
is cued before the presentation of a challenging visual stimulus, allowing attention to be
applied to that object or category. The tasks range from detecting simple, stereotyped
stimuli (e.g. letters) to highly-varied photographic instances of a given category. Not all
changes in performance were statistically significant, but we plot them here to show general
trends.
The majority of these experiments show a concurrent increase in both true and false
positive rates as attention strength is increased. The rates in the uncued conditions (smaller
dots) are generally higher than the rates produced by the β = 0 condition in our model,
which suggests that neutrally cued conditions do indeed correspond to a value of β > 0. We
can determine the average β value for the neutral and cued conditions by projecting the
data values onto the nearest point on the model line (each dot on the model line corresponds
to an increase in β of .15). Specifically, we project the values from the four datasets whose
experiments are most similar to our merged image task (Cat-Drawings, Cat-Images, Letter-
Aud, and Letter-Vis) onto the model line generated from using the merged images. Through
this, we find that the average β value for the neutral conditions is .39 and for the attended
conditions .53. Because attention scales activity by 1 + βf lkc (where f
lk
c is the tuning value
and the average tuning value magnitude is .38), these changes correspond to a ≈5% change
in activity. Thus, the size of observed performance changes is broadly consistent with the
size of observed neural changes.
Among the experiments used, the one labeled “Cat-Images” is an outlier, as it has much
higher true positive and lower true negative rates than the model can achieve simultaneously.
This experimental setup is the one most similar to the merged images used in the model
(subjects are cued to attend a given category and grayscale category images are presented
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with a concurrent noise mask), however, the images were presented for 6 seconds. This
presumably allows for several rounds of feedback processing, which our purely feedforward
model cannot capture. Notably though, true and false positive rate still increase with
attention in this ask.
Another exception is the experiment labeled as “Cat-Circ”, which has a larger overall
false positive rate and shows a decrease in false positives with stronger attention. In this
study, a single target image is presented in a circular array of distractor images, and the
subject may be cued ahead of time as to which object category will need to be detected in
that target image. The higher false positive rates in this experiment may be attributable
to the fact that the distractors were numerous and were pixelated versions of real images.
Attention’s ability to decrease false positives, however, suggests a different mechanism than
the one modeled here. The reason for this difference is not clear. However, in this experiment,
the cued trials were presented in blocks wherein the same category was to be detected in
each trial, whereas for the uncued trials, the to-be-detected category changed trialwise.
The block structure for the attended trials may have allowed for a beneficial downstream
adaptation to the effects of attention, which reined in the false positive rate.
The last dataset included in the plot (Ori-Change) differs from the others in several ways.
First, it comes from a macaque study that also measured neural activity changes, which
allows for a direct exploration of the relationship between neural and performance effects.
The task structure is different as well: subjects had to detect an orientation change in one
of two stimuli. For cued trials, the change occurs at the cued stimulus on 80% of trials.
Attention strength could thus be low (for the uncued stimuli on cued trials), medium (for
both stimuli on neutrally-cued trials), or high (for the cued stimuli on cued trials). While
this task includes a spatial attention component, it is still useful as a test of feature-based
attention effects. Previous work has demonstrated that, during a change detection task,
feature-based attention is deployed to the pre-change features of a stimulus [Cohen and
Maunsell, 2011; Mayo et al., 2015]. Therefore, because the pre-change stimuli are of differing
orientations, the cueing paradigm used here controls the strength of attention to orientation
as well. So, while this task differs somewhat from the one performed by the model, it can
still offer broad insight into how the magnitude of neural changes relates to the magnitude
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of performance changes.
We plot the true positive (correct change detection) and false positive (premature
response) rates as a function of strength as the gray line in 3.4D. Like the other studies,
this study shows a concurrent increase in both true and false positive rates with increasing
attention strength. According to recordings from V4 taken during this task, average
firing rates increase by 3.6% between low and medium levels of attention. To achieve the
performance change observed between these two levels the model requires a roughly 12%
activity change. This gap may indicate the role of other biologically observed effects of
attention (e.g., on Fano Factor and correlations) in performance enhancement, or the smaller
effect in the data may be due to the averaging of both positive and negative changes (because
the stimuli were optimized for a subset of the recorded neurons, positive changes would be
expected on average however). Firing rates increased by 4.1% between medium and high
attention strength conditions. For the model to achieve the observed changes in true positive
rates alone between these levels requires a roughly 6% activity change. However, the data
shows a very large increase in false positives between these two attention strengths, which
would require a roughly 20% activity change in the model. This high rate of false positives
points to a possible effect of attention downstream of sensory processing.
Overall, the findings from these studies suggest that much of the change in true and
false positive rates observed experimentally could be attributed to moderately-sized changes
in neural activity in sensory processing areas. However, it is clear that the details of the
experimental setup are relevant, both for the absolute performance metrics and how they
change with attention [Navalpakkam and Itti, 2007].
An analysis of performance changes in the context of signal detection theory (sensitivity
and criteria) will come later.
3.4.4 Spatial Attention Increases Object Categorization Performance
In addition to feature-based attention, we also test the effects of spatial attention in this
network. For this, we use our array images, and the task of the network is to correctly
classify the object category in the attended quadrant of the image. Therefore, the original
final layer of the network which performs 1000-way object categorization is used (Figure
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3.5A). The same implementation and layer options were tested and compared to 1000-way
classification performance without attention (see Methods 3.3.5.4). However, tuning values
were not used; rather, because the spatial layout of activity is largely conserved in CNNs,
an artificial neuron was assumed to “prefer” a given quadrant of the image if that unit was
in the corresponding quadrant of the feature map.
In Figure 3.5B, the performance (classification was considered correct if the true category
label appeared in the top five categories outputted by the network, but trends are the same
for top-1 error) is shown as a function of attention strength for each of the four options. The
layer at which attention is applied is indicated by the line color. Because tuning values are
not used for the application of spatial attention, the β value can be interpreted directly as
the amount of activity modulation due to attention (recall that for multiplicative effects
rates are multiplied by 1 + β).
Using experimentally-observed performance changes to relate our model to data (as we
did in Figure 3.4D) is more challenging for the spatial attention case because the specific tasks
used are more varied. Using the performance on trials with a neutral spatial cue as a baseline,
we report the impact of spatial attention as the factor by which performance increases on
trials with valid spatial cues. Experimentally, spatial attention scales performance by ≈19%
on a color recognition task [Griffin and Nobre, 2003], ≈16% on an orientation categorization
task [Denison et al., 2017], ≈10% on an orientation classification task [Roberts et al., 2016]
and a gap detection task [Montagna et al., 2009], and ≈3.3% on a red line detection task
[Theeuwes et al., 1999]. Spatial attention effects range in magnitude but have been shown to
increase neural activity by ≈20% in several studies [Mitchell et al., 2007; Daliri et al., 2016]
when calculated for attend-in versus attend-out conditions. If we assume that attend-in and
attend-out conditions scale activity in opposite directions (bi-directional effects) but with
equal magnitude from a baseline [Mayo and Maunsell, 2016], then spatially cued trials should
have a roughly 10% change in activity compared to neutral trials. As mentioned above, the
β = 0 condition in our model is not necessarily comparable to a neutrally-cued condition
experimentally, so it is unclear what performance level in our model should be used as a
baseline. However, going from β = 0 to β = .1 enhances performance from 14% correct to
an average (across attention at each layer) of 17.4% correct. This is a 24.2% increase in
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accuracy stemming from a 22% change in activity on attend-in versus attend-out conditions.
Again, these simple calculations suggest that the experimentally-observed magnitude of
neural modulations could indeed lead to the observed magnitude of behavioral changes.
It is also of note that performance in the case of multiplicative bidirectional effects
plateaus around β = 1, yet for multiplicative positive-only effects it continues to climb. This
suggests that the suppressing of the three non-attended quadrants is a strong driver of the
performance changes when using multiplicative bidirectional effects, as this suppression is
complete at β = 1 (i.e., activity is 100% silenced at that value). While it is not believed
that spatial attention leads to complete silencing of cells representing unattended locations,
these results highlight the potential importance of scaling such activity downward.
Figure 3.5C and D summarize the performance enhancements that result from different
options (assuming the best performing strengths, as in Figure 3.3B and C). Unlike feature-
based attention, spatial attention is relatively insensitive to the layer at which it is applied,
but is strongly enhanced by using multiplicative bidirectional effects compared to others.
This discrepancy makes sense when we consider that spatial attention tasks are cross-modal—
that is, they involve attending to one dimension (space) and reading out another (object
category)—whereas the object detection tasks used above are unimodal—the same dimension
(object category) is attended to and read out. In a cross-modal task it is not valuable just to
amplify the attended attribute, but rather to amplify the information carried by the attended
attribute. Assuming the absolute difference in rates across cells is relevant for encoding
object identity, multiplicative effects amplify these informative differences and can thus aid
in object classification in the attended quadrant. In a system with noise, attention’s benefits
would depend on the extent to which it simultaneously enhanced the non-informative noise.
Experimentally, attention leads to a decrease in mean-normalized variance in firing across
trials [Cohen and Maunsell, 2009].
Another difference between feature-based and spatial attention is the effect of applying
attention at all layers simultaneously. When applying attention at all layers, the β values
tested are one-tenth that of when attention is applied at individual layers. Despite this
weakened strength, applying attention at all layers leads to better performance in the spatial
attention task than applying it to any layer individually. In the feature-based attention task,
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this is not the case (Figure 3.3C). This difference is explored more directly later.
3.4.5 Feature-based Attention Enhances Performance on Orientation De-
tection and Color Classification Tasks
Some of the results presented above, particularly those related to the layer at which attention
is applied, may be influenced by the fact that we are using an object categorization task. To
see if results are comparable using simpler stimuli, we created an orientation detection task
(Figure 3.6A), wherein binary classifiers trained on full field oriented gratings are tested
using images that contain two gratings of different orientation and color. The performance
of these binary classifiers without attention is above chance (distribution across orientations
shown in inset of Figure 3.6A). The performance of the binary classifier associated with
vertical orientation (0 degrees) was abnormally high (92% correct without attention, other
orientations average 60.25%) and this orientation was excluded from further analysis for the
detection task.
Attention is applied according to orientation tuning values of the feature maps (tuning
quality by layer is shown in Figure 3.6C) and tested across layers (using multiplicative
bidirectional effects). We find that the trend in this task is similar to that of the object task:
applying attention at later layers leads to larger performance increases (14.4% percentage
point increase at layer 10). This is despite the fact that orientation tuning quality peaks in
the middle layers.
We also explore a cross-modal attention task that is in line with the style of certain
attention experiments in neuroscience and psychology [Ruff and Born, 2015; Motter, 1994;
Wannig et al., 2007]. Specifically, the task for the network is to readout the color of the
stimulus in the image with the attended orientation (Figure 3.6B, mean 5-way classification
performance without attention: 42.89%). Thus, attention is applied according to orientation
tuning values, but the final layer of the network is a 5-way color classifier. This is akin to
studies where the task of the subject is, for example, to report a speed change in random
dots that are moving in the attended direction. Interestingly, in this case attention applied
at earlier layers (specifically layers 2-6, best performance increase is 7.8 percentage points at
layer 2) performs best. Color tuning quality is stronger at earlier layers as well (layers 1-3
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Fig. 3.5: Spatial Attention Task and Results. A.) Array images were used to test spatial attention. Performance was
measured as the ability of the original 1000-way classifier to identify the category in the attended quadrant (measured as
top-5 error). Attention was applied according to the spatial layout of the feature maps (for example, when attending to
the upper left quadrant of the image, units in the upper left quadrant of the feature maps are enhanced). B.) 1000-way
classification performance as a function of attention strength, when applied at different layers (indicated by line darkness)
and for each of the four attention options. C.) Comparison of performance effects of attention options (using best
performing strength). Histograms (left axis) show how often the given option is the best performing (over 4 quadrants *
14 layer options = 56 instances). Average increase in 1000-way classification performance for each option also shown
(right axis, errorbars +/- S.E.M.). D.) Histograms (over 4 quadrants * 4 implementation options = 16 instances) show
how often the applying attention to the given layer is the best performing. The final column corresponds to attention
applied to all layers simultaneously (strength at one-tenth that of strength applied to individual layers). Average increase
in 1000-way classification performance for each layer also shown (right axis, errorbars +/- S.E.M.).
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Fig. 3.6: Attention Tasks and Results Using Oriented Gratings. A.) Orientation detection task.
Like with the object category detection tasks, separate binary classifiers trained to detect each of
8 different orientations replaced the final layer of the network. Test images included 2 oriented
gratings of different color and orientation located at two of 4 quadrants. Insets show performance
over 9 orientations without attention B.) Color classification task. The final layer of the network is
replaced by a single 5-way color classifier. The same test images are used as in the detection task and
performance is measured as the ability of the classifier to identify the color of the attended orientation.
Inset shows performance over 9 orientations without attention (chance is 25%) C.) Orientation
tuning quality (top) and color tuning quality (bottom) as a function of layer. D.) Comparison of
performance on detection task when attention (determined by orientation tuning values) is applied at
different layers. Histogram of best performing layers in blue, average increase in binary classification
performance in black. E.) Comparison of performance on color classification task when attention
(determined by orientation tuning values) is applied at different layers. Histogram of best performing
layers in blue, average increase in 5-way classification performance in black. Errorbars are +/- S.E.M.
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particularly).
The β values that lead to peak performance in the detection task at later layers ranges
from .5 to 1. Given that β scales the tuning values and the average tuning value magnitude
at later layers is .32, the average modulation strength (compared to the β = 0 condition) is
16%-32%. For the color classification task the successful modulation at earlier layers ranges
from 13-28%. Therefore the two different tasks require similar modulations.
3.4.6 Gradient Values Offer Performance Comparison
Previously, we used gradient values to determine if object category tuning values were related
to classification behavior. Here, we use a similar procedure to obtain gradient values that
tell us how feature map activity should change in order to make the network better at the
tasks of orientation detection and color classification (see Methods 3.3.5.2). We then use
these values in place of the orientation tuning values when applying attention, and compare
the performances.
In Figure 3.7A, we first show the extent to which these gradient values correlate with
the tuning values. On the left, an example feature map’s tuning curve (green) along with
curves generated from gradient values for the orientation detection task (solid purple) and
color classification task (dashed purple). The middle and right panels show the average
correlation coefficients between tuning curves and the respective gradient values across layers.
Correlation with orientation detection gradients peaks at later layers, while correlation
with color classification gradients peaks at early layers. In Figure 3.7B, the solid lines and
histograms document the performance using gradient values. For comparison, the dashed
lines give the performance improvement from using the tuning values. In the orientation
detection task, gradient values perform better than tuning values at earlier layers, but the
performance difference vanishes at later layers (where the tuning values and gradient values
are most correlated). Thus, tuning values can actually reach the same performance level as
the gradient values suggesting that, while they are not identical to the values determined
by the gradient calculations, they are still well-suited for increasing detection performance.
The performance for color classification using gradient values has the reverse pattern. It
is most similar to the performance using tuning values at earlier layers (where the two are
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Fig. 3.7: Comparison of Orientation Task Gradient Values to Tuning Values. A.) Correlation of gradient values with
tuning values for the detection and color classification tasks. On the left, an example feature maps orientation tuning
curve (green) and curves generated from detection gradient values (solid purple) and color classification gradient values
(dashed purple). Correlation coefficients with tuning curve are -.196 and -.613, respectively. Average correlation coefficient
values between tuning curves and detection gradient curves (middle) and color classification gradient curves (right) across
layers (blue). Shuffled correlation values in orange. Errorbars are +/- S.E.M. B.) Comparison of performance on detection
task when attention is determined by detection gradient values and applied at different layers (top). Comparison of
performance on color classification task when attention is by determined by color classification gradient values and
applied at different layers (bottom). Histograms of best performing layers in blue, average increase in binary or 5-way
classification performance in black. Errorbars are +/- S.E.M. In both, performance increase when attention is determined
by tuning values is shown for comparison (dashed lines). Only multiplicative bidirectional effects are used. C.) Change
in signal detection values when attention is applied in different ways (spatial, feature according to tuning, both spatial
and feature according to tuning, and feature according to gradient values) for the task of detecting a given orientation at
a given quadrant. Top row is when attention is applied at layer 13 and bottom when applied at layer 4 (multiplicative
bidirectional effects).
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more correlated), and the performance gap is larger at middle layers. At all layers, the mean
performance using gradient values is larger than that using tuning values.
The results of applying this procedure to the object category detection task are discussed
later (Figure 3.8E).
3.4.7 Feature-based Attention Primarily Influences Criteria and Spatial
Attention Primarily Influences Sensitivity
Signal detection theory is frequently used to characterize the effects of attention on perfor-
mance. Here, we use a joint feature-spatial attention task to explore effects of attention
in the model. The task uses the same 2-grating stimuli described above. The same binary
orientation classifiers are used and the task of the model is to determine if a given orientation
is in a given quadrant. Performance is then measured when attention is applied according
to orientation, space, or both (effects are combined additively), and two key signal detection
measurements are computed. Criteria is a measure of how lenient the threshold that’s
used to mark an input as a positive is. Sensitivity is a measure of how separate the two
populations of true positive and negatives are.
Figure 3.7C shows how these values, along with the overall binary classification per-
formance, vary with the strength and type of attention applied at two example layers.
Performance is best when both spatial and feature-based attention are applied simultane-
ously. The ways in which these two types of attention affect performance can be teased
apart by looking at their effects when applied separately. Criteria decreases more when
feature-based attention is applied alone than when spatial is. Sensitivity increases more for
spatial attention alone than feature-based attention alone. These general trends hold regard-
less of the layer at which attention is applied, though when applied at layer 4, feature-based
attention alone actually decreases sensitivity.
Applying feature-based attention according to orientation detection gradient values
has a very similar effect on criteria as applying it with tuning values. The effect on
sensitivity however, is slightly different, as the gradient values are better able to increase
sensitivity. Therefore, attending to feature using gradient values leads to slightly better
overall performance than when using tuning values in this example.
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Various impacts of attention on sensitivity and criteria have been found experimentally.
Task difficulty (an assumed proxy for attentional strength) was shown to increase both
sensitivity and criteria [Spitzer et al., 1988]. Spatial attention increases sensitivity and
(less reliably) decreases criteria [Hawkins et al., 1990; Downing, 1988]. A study that looked
explicitly at the different effects of spatial and category-based attention [Stein and Peelen,
2017] found that, in line with our results, spatial attention increases sensitivity more than
category-based attention (most visible in their Experiment 3c, which uses natural images)
and that the effects of the two are additive.
The diversity of results in the literature (including discrepancies with our model) may be
attributed to different task types and to the fact that attention is known to impact neural
activity in various ways beyond pure sensory areas [Krauzlis et al., 2013]. This idea is borne
out by a study that aimed to isolate the neural changes associated with sensitivity and
criteria changes [Luo and Maunsell, 2015]. In this study, the authors designed behavioral
tasks that encouraged changes in sensitivity or criteria exclusively: high sensitivity was
encouraged by associating a given stimulus location with higher overall reward, while high
criteria was encouraged by rewarding correct rejects more than hits (and vice versa for low
sensitivity/criteria). Differences in V4 neural activity were observed between trials using
high versus low sensitivity stimuli. No differences were observed between trials using high
versus low criteria stimuli. This indicates that areas outside of the ventral stream (or at least
outside V4) are capable of impacting criteria. Importantly, it does not mean that changes in
V4 don’t impact criteria, but merely that those changes can be countered by downstream
processes. Indeed, to create sessions wherein sensitivity was varied without any change in
criteria, the authors had to increase the relative correct reject reward (i.e., increase the
criteria) at locations of high absolute reward, presumably to counter the decrease in criteria
that appeared naturally as a result of attention-induced neural changes in V4 (similarly, they
had to decrease the correct reject reward at low reward locations). Our model demonstrates
clearly how such effects from sensory areas alone can impact detection performance, which, in
turn highlights the role downstream areas play in determining the final behavioral outcome.
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Fig. 3.8: How Activity Changes from Attention Propagate for Unimodal Tasks. A.) Recording setup. The spatially averaged
activity of feature maps at each layer was recorded (left) while attention was applied at layers 2, 6, 8, 10, and 12 individually.
Activity was in response to a full field orientated grating for (B), (C), and (D) or full field standard ImageNet images for (E).
Attention was always multiplicative and bidirectional. B.) Activity ratios for different attention conditions as a function of recorded
layer when attention is applied at different layers (given by color as in (A)). Line style indicates whether the stimulus presented is
preferred (solid line) or anti-preferred (dashed and dotted lines), and whether the ratio is calculated as activity when the preferred
is attended divided by when the anti-preferred is attended (solid and dashed) or the reverse (dotted). Values are medians over
all feature maps. Orientation tuning values (left) or orientation detection gradient values (right) are used for applying attention.
C.) The fraction of feature maps that display feature matching (FM) behavior, defined as activity ratios greater than one for
Pref:AttnP/AttnAP and AntiPref:AttnAP/AttnP) when attention is applied according to orientation tuning curve values (solid) or
detection gradient values (dashed). D.) Dividing activity when a given orientation is present and attended by activity when no
attention is applied gives a set of activity ratios. Ordering these ratios from most to least preferred orientation and fitting a line to
them gives the slope and intercept values plotted here (intercept values are plotted in terms of how they differ from 1, so positive
values are an intercept greater than 1). Values are medians across all feature maps at each layer with attention applied at layers
indicated in (A). E.) Same as in (B) but using object category images, tuning values, and detection gradient values. The inset on
the right shows mean performance detection over all 20 categories when attention is applied at diffferent layers using category
detection gradient values (solid line, performance using tuning values shown as dotted line for comparison. Errorbars S.E.M.)
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3.4.8 Recordings Show How Feature Similarity Gain Effects Propagate
To explore how attention applied at one location in the network impacts activity later on, we
apply attention at various layers and ”record” activity at others (Figure 3.8A). In particular,
we record activity of feature maps at all layers while applying multiplicative bidirectional
attention at layers 2, 6, 8, 10, and 12 individually. The results of these recordings show both
which features of the activity changes are correlated with performance enhancements as well
as how FSGM effects at one area can lead to very different effects at another.
Activity was recorded in response to multiple different stimuli and attentional conditions.
In Figure 3.8B we explore whether applying feature attention according to the FSGM at
one layer continues to have FSGM-like effects at later layers. To do this we use an analysis
taken from Martinez-Trujillo and Treue [2004]. Specifically, full field oriented gratings were
shown to the network that were either of the preferred (most positive tuning value) or
anti-preferred (most negative tuning value) orientation for a given feature map. Attention
was also applied either to the preferred or anti-preferred orientation. According to the FSGM,
the ratio of activity when the preferred orientation is attended divided by activity when the
anti-preferred orientation is attended should be larger than one regardless of whether the
orientation of the stimulus is preferred or not (indeed, the ratio should be constant for any
stimulus). An alternative model, the feature matching (FM) model, suggests that the effect
of attention is to amplify the activity of a neuron whenever the stimulus in its receptive
field matches the attended stimulus. In this case, the ratio of activity when the preferred
stimulus is attended over when the anti-preferred is attended would only be greater than
one when the stimulus is the preferred orientation. If the stimulus is the anti-preferred
orientation, the inverse of the that ratio would be greater than one.
In Figure 3.8B, we plot the median value of these ratios across all feature maps at a layer
when attention is applied at different layers, indicated by color. When attention is applied
directly at a layer according to its tuning values (left), FSGM effects are seen by default.
As these activity changes propagate through the network, however, the FSGM effects wear
off. Thus, when attention is applied at an early layer, it does not create strong changes in
the final convolutional layer and thus cannot strongly impact the classifier. This explains
the finding (Figure 3.6D) that attention works best for the detection task when applied at
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later layers, as the only way for strong FSGM effects to exist at the final layers is to apply
attention near the final layers.
The notion that strong FSGM-like effects at the final layer are desirable for increasing
classification performance is further supported by findings using the gradient values. In
Figure 3.8B(right), we show the same analysis, but while applying attention according to
orientation detection gradient values rather than tuning values. The effects at the layer at
which attention is applied do not look strongly like FSGM, however FSGM properties evolve
as the activity changes propagate through the network, leading to clear FSGM-like effects
at the final layer.
These results are recapitulated in Figure 3.8D using a broader analysis also from Martinez-
Trujillo and Treue [2004]. Here, the activity of a feature map is calculated when attention
is applied to the orientation in the stimulus and divided by the activity in response to the
same orientation when no attention is applied. These ratios are organized according to
orientation preference (most to least) and a line is fit to them. According to the FSGM
of attention, this ratio should be greater than one for more preferred orientations and less
than one for less preferred, creating a line with an intercept greater than one and negative
slope (population average from Martinez-Trujillo and Treue [2004]: intercept 1.06 ± 0.03
and slope 0.00083± 0.0002). As expected, applying attention according to tuning values
causes similar changes at the layer at which it is applied in this model (intercept values are
plotted in terms of how they differ from one). Again, these effects wear off as the activity
changes propagate through the network. Also gradient values ultimately lead to this kind of
change at the final layer (right panel).
While Figure 3.8B and D show FSGM-like effects according to median values across all
feature maps, some individual feature maps may show different behavior. In Figure 3.8C, we
calculate the fraction of feature maps at a given layer that show feature matching behavior
(defined as having activity ratios greater than one when the stimulus orientation matches
the attended orientation for both preferred and anti-preferred orientations). As early as one
layer post-attention feature maps start showing feature matching behavior, and the fraction
grows as activity changes propagate. Interestingly, applying attention according to gradient
values also causes an increase in the fraction of feature maps with FM behavior, even as
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the median values become more FSGM-like. The attention literature contains conflicting
findings regarding the feature similarity gain model versus the feature matching model
[Motter, 1994; Ruff and Born, 2015]. This may result from the fact that FSGM effects can
turn into FM effects as they propagate through the network. In particular, this mechanism
can explain the observations that feature matching behavior is observed more in FEF than
V4 [Zhou and Desimone, 2011] and that match information is more easily readout from
perirhinal cortex than IT [Pagan et al., 2013].
We explore the propagation of these effects for category-based attention as well. In
Figure 3.8E, we perform the same analysis as 3.8B, but with attention applied according
to object category tuning values and stimuli that are full-field standard ImageNet images.
We also calculate gradient values that would increase performance on category detection
tasks (the same procedure used to calculate orientation detection gradients). The binary
classification performance increase that results from applying attention according to these
values is shown in Figure 3.8E(right, inset, solid line) in comparison to that when applying
according to tuning values (dashed line). Like with orientation detection gradient values,
applying attention according to these values propagates through the network to result in
FSGM-like effects at the final layer. Also as with the orientation findings, the size of the
FSGM effects that reach the final layer track with how well applying attention increases
performance; for example, applying attention at layer 2 (red lines) does not lead to strong
FSGM effects at the final layer and does not strongly increase performance.
3.4.9 Attention Alters Encoding Properties in Cross-Modal Tasks
The above recordings looked at how encoding of the attended dimension changed with
attention. In cross-modal tasks, such as the spatial attention task and color classification
task, the encoding that is relevant for performance is the that of the read-out dimension.
We therefore measured how that encoding changes with attention at different layers as well.
For the spatial attention task, we measured category encoding by fitting a line to a set
of activity ratios (see Figure 3.9A, left). Those activity ratios represent the activity of a
quadrant when a given object category was in it and the quadrant was attended divided
by activity when the same category was in the quadrant and no attention was applied.
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Arranging these from most to least preferred category for each feature map and fitting a line
to them gives two values per feature map: the intercept (the ratio for the most preferred
category, measured in terms of its difference from one) and the difference (the ratio for
the most preferred minus the ratio for the least preferred, akin to the slope). A purely
multiplicative effect leads to a positive intercept value and zero difference. This effect is
clearly observed at the layers at which attention is applied in Figure 3.9A(right). It also
continues with only a small amount of decay as the activity changes propagate through the
network. By the final layer, the median intercept is still positive. The median difference
becomes negative, indicating that preferred categories are enhanced more than non-preferred.
The values at the final layer are fairly similar regardless of the layer at which attention was
applied. This is in line with the fact that performance with multiplicative spatial attention
is only moderately affected by the layer at which is attention is applied (Figure 3.5B).
We also looked at how color encoding changes when attention is applied to orientation.
Here, we use 2-grating stimuli like those in Figure 3.6B to ask if encoding of the color of
the grating with a given orientation increases when attention is applied to that orientation
versus when it is applied to the orientation of the other grating (160 and 80 degree gratings
were used). Arranging activity levels from most to least preferred color, we consider the
encoding better if both the overall activity level is higher and the slope is more negative (see
Figure 3.9B, left). We then measure the percent of feature maps that have better encoding
of 160 degrees when attending 160 degrees versus attending 80 degrees. Looking at those
feature maps that most prefer 160 degrees (sold lines, Figure 3.9B, right), nearly all feature
maps enhance their color encoding at the layer at which attention was applied. However
this percent decreases as the activity changes propagate through the network. On the other
hand, for feature maps that anti-(or least) prefer 160 degrees, none have better encoding
at the layer at which attention was applied, but the percent increases as activity changes
propagate through the layers. Essentially, the burden of better encoding becomes evenly
spread across feature maps regardless of preferred orientation.
This helps understand why, when applying attention according to tuning values, color
classification performance is high at early layers, falls off at mid layers, and then recovers
at final layers (Figure 3.6E, bottom). This is due to the different effects attention at these
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Fig. 3.9: How Activity Changes from Attention Propagate for Cross-modal Tasks. A.) For each feature map, activity
averaged over the attended quadrant when attention is applied to it is divided by activity when attention is not applied.
Arranging these activity ratios from when the most to least preferred category is present in the quadrant and fitting a
line to them results in the intercept and difference values as diagrammed on the left. Specifically, the intercept is the
ratio for the most preferred category minus 1 and the difference is the ratio for the most preferred category minus the
ratio for the least preferred. On the right, the median fit values across all feature maps are shown for each layer when
attention is applied at layers indicated in 3.8A. B.) Orientated grating stimuli like those in 3.6B were designed with
one grating at 140 degrees and the other at 60. Encoding of the color of the 140 degree grating is measured by fitting
a line to the activity (spatially averaged over entire feature map) evoked by when each color is presented in the 140
degree grating (averaged over all colors presented in the 60 degree grating), ordered from most to least preferred. If
the intercept (at the middle of this line) and difference increase when attention is applied to 140 degrees compared to
attention at 60 degrees, the feature map has better encoding. On the right, the percent of feature maps with better
encoding, segregated according to those that prefer 140 degrees (solid line) and those that anti-prefer (least prefer) 140
degrees (dashed lines, presented on a mirrored y-axis for visibility). Attention applied according to orientation tuning
values (top) or color classification gradients (bottom).
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layers have on the final layer. When attention is applied at early layers, fewer final layer
feature maps that prefer the attended orientation have better encoding, but many that
don’t prefer it do. When applied at late layers, a high percent of final layer feature maps
that prefer the attended orientation have better encoding, even if those that don’t prefer it
do not. When attention is applied at middle layers, the effect on final layer feature maps
that prefer the orientation has decayed, but the effect on those that don’t prefer it hasn’t
increased much yet. Therefore performance is worse.
The idea that both feature maps that prefer and anti-prefer the attended orientation
should enhance their color encoding is borne out by the gradient results. When attention
is applied according to gradient values (Figure 3.9B, bottom), the percent of feature maps
with better encoding is roughly equal for both those that prefer and anti-prefer the attended
orientation. Experimentally, MT neurons have been found to better encode the direction
of motion of a stimulus of the attended color as compared to a simultaneously presented
stimulus of a different color [Wannig et al., 2007]. Importantly, this effect of attention was
not stronger when the preferred color was attended (indeed, there was a slight negative
correlation between color preference and attention effect strength). This is not predicted
by the FSGM directly, but as our model indicates, could result from FSGM-like effects at
earlier areas, such as V1.
3.4.10 Applying Feature-based Attention at Multiple Layers Counteracts
Effects
It is conceivable that feature-based attention applied at a lower layer could be as (or more)
effective in modulating the activity of feature maps at a later layer as applying attention
at that layer directly. In particular, for a given filter at layer l that prefers the attended
category, bidirectional attention applied at layer l − 1 could decrease the activity of units
that have negative weights to the filter and increase the activity of units that have positive
weights to the filter (note that in a more biologically-realistic model, the negatively weighted
components would come indirectly from di-synaptic feedforward inhibition or surround
interactions, as feedforward connections are largely excitatory). For example, if for a given
unit in response to a given image the sum of its positively-weighted inputs is a, and the sum
CHAPTER 3. UNDERSTANDING BIOLOGICAL VISUAL ATTENTION USING
CONVOLUTIONAL NEURAL NETWORKS 72
of its negatively-weighted inputs is b, without any attention, net input is a− b. If attention
at l − 1 scales positively-weighted inputs up by 20% and negatively-weighted inputs down
by 20%, the total input is now 1.2a− .8b. These would lead to a greater net activity level
than attention at l itself, which would just scale the net input by 1.2: 1.2(a− b). Therefore,
given the same strength, applying attention at layer l − 1 could be a more effective way to
modulate activity than applying it at layer l directly. However this assumes a very close
alignment between the preferences of the feature maps at l − 1 and the weighting of the
inputs into l.
We investigate this alignment by applying attention to object categories at various layers
and recording at others (stimuli are standard ImageNet images of the attended category).
The ratio of activity when attention is applied at a lower layer is divided by that when no
attention is applied. Feature maps are then divided according to whether they prefer the
attended category (have a tuning value greater than zero) or don’t prefer it (tuning value
less than zero). The strength value used is β = .5, therefore if attention at lower layers is
more effective, we should see activity ratios greater than 1.5 for feature maps that prefer the
attended category. The histograms in Figure 3.10A (left) show that the majority of feature
maps that prefer the attended category (red) have ratios less than 1.5, regardless of the
layer of attention or recording. In many cases, these feature maps even have ratios less than
one, indicating that attention at a lower layer decreases the activity of feature maps that
prefer the attended category. The misalignment between lower and later layers is starker the
larger the distance between the attended and recorded layers. For example, when looking at
layer 12, attention applied at layer 2 appears to increase and decrease feature map activity
equally, without respect to category preference.
This helps to understand why feature-based attention applied at multiple layers simul-
taneously is not particularly effective at enhancing detection performance (Figure 3.3C).
Specifically, if attention at a lower layer decreases the activity of feature maps that prefer
the attended category at a later layer, it is actively counteracting the effects of attention
applied at that layer. In Figure 3.10A, the effects of applying attention simultaneously at
all layers is shown in black (using the same analysis of Figure 3.8B. The results from that
figure are also replicated in paler colors for comparison). Attention is applied at each layer
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at one-tenth the strength (β = .05) as when it is applied to an individual layer. It is clear
these effects are not accumulating effectively, as the activity ratios at the final layer (after
passing through 13 layers of β = .05) are weaker than effects applied at layer 12 with β = .5.
Spatial attention, on the other hand, does lead to an effective accumulation of effects
when applied at multiple layers. Figure 3.10B(left) uses the same analysis as Figure 3.9A,
and shows the effect of applying spatial attention at all layers (with β = .025) in black.
The effect on the intercept at the tenth layer is equal whether applying attention at all
layers or only at layer 10 with β = .25. The difference parameter, however, is more negative
when attention is applied at all layers than when attention is applied at layer 10. This
demonstrates something that spatial attention can achieve at a given layer only when it
is applied at a lower one: amplify preferred categories more than non-preferred. When all
activity for all images is scaled multiplicatively at l − 1, some feature maps at layer l may
see only a small increase when the image is of their non-preferred categories, due to the
scaling up of their negatively-weighted inputs. In the cases where this effect is so strong that
attention causes a decrease in activity in response to non-preferred category images (i.e.,
activity ratio less than one) while still causing an increase for preferred, attention would
have the effect of sharpening the tuning curve. Tuning curve sharpening as a result of spatial
attention is generally not found experimentally [McAdams and Maunsell, 1999; Treue and
Trujillo, 1999].
Activity ratios plotted in Figure 3.10B(right) are calculated as the activity recorded
from a given quadrant when attention was applied to that quadrant over when no attention
was applied. They are organized according to whether the feature map prefers or does not
prefer the category present in the quadrant. By looking at different attended and recorded
layers, we can see that spatial attention at lower layers can indeed lead to a higher scaling
of feature maps that prefer the presented category, and that feature maps that do not prefer
the presented category can have their activity decreased due to attention (especially when
the gap between attended and recorded layers is larger).
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Fig. 3.10: Differences When Applying Attention at All Layers for Feature and Spatial Attention. A.) Feature attention
is not enhanced by being applied at multiple layers simultaneously. On the left, activity ratios as described in 3.8E
are reproduced in lighter colors. Black lines show ratios when attention is applied at all layers (β = .05). On the right
activity ratios are shown for when attention is applied at various layers individually and activity is recorded from later
layers. In all cases, the category attended was the same as the one present in the input image. Histograms are of ratios of
feature map activity when attention is applied to the category divided by activity when no attention is applied, dividing
according to whether the feature map prefers (red) or does not prefer (black) the attended category. B.) Attention at
multiple layers aides spatial attention. On the left, fit values for lines as described in 3.9A are shown in paler colors.
Black lines are when attention is applied at all layers simultaneously (β = .025). On the right, histograms of activity
ratios are given. Here the activity ratio is activity when attention is applied to the recorded quadrant over when no
attention is applied. Feature maps are divided are according whether they prefer (red) or do not prefer (black) the
category present in the quadrant.
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3.5 Discussion
In this work, we utilized a deep convolutional neural network (CNN) as a model of the visual
system to probe the relationship between neural activity and performance. Specifically, we
provide a formal mathematical definition of the feature similarity gain model (FSGM) of
attention, the basic tenets of which have been described in several experimental studies. This
formalization allows us to investigate the FSGM’s ability to enhance a CNN’s performance
on challenging visual tasks. Through this, we show that neural activity changes matching
the type and magnitude of those observed experimentally can indeed lead to performance
changes of the kind and magnitude observed experimentally. Furthermore, these results hold
for a variety of tasks, from high level category detection to spatial tasks to color classification.
A finding from our model is that the layer at which attention is applied can have a large
impact on performance. For detection tasks in particular, attention at early layers does
little to enhance performance while attention at later layers such as 9-13 is most effective.
According to Güçlü and van Gerven [2015], these layers correspond most to areas V4 and
LO. Such areas are known and studied for reliably showing attentional effects, whereas
earlier areas such as V1 are generally not [Luck et al., 1997]. In a study involving detection
of objects in natural scenes, the strength of category-specific preparatory activity in object
selective cortex was correlated with performance, whereas such preparatory activity in V1
was anti-correlated with performance [Peelen and Kastner, 2011]. This is in line with our
finding that feature-based attention effects at earlier areas can counter the beneficial effects
of that attention at later areas.
While CNNs have representations that are similar to the ventral stream, they lack
many biological details including recurrent connections, dynamics, cell types, and noisy
responses. Preliminary work has shown that these elements can be incorporated into a
CNN structure, and attention can enhance performance in this more biologically-realistic
architecture [Lindsay et al., 2017]. Furthermore, while the current work does not include
neural noise independent of the stimulus, the images used do introduce variable responses.
Take for example, the merged images, wherein a given image from one category is overlaid
with an image from another. This can be thought of as highly structured noise added to the
first image (rather than, for example, pixel-wise Gaussian noise). Such noise in the signal
CHAPTER 3. UNDERSTANDING BIOLOGICAL VISUAL ATTENTION USING
CONVOLUTIONAL NEURAL NETWORKS 76
direction is known to be particularly challenging to overcome [Averbeck et al., 2006].
Another biological detail that this model lacks is “skip connections,” when one layer
feeds into both the layer directly above and layers above that. This is seen frequently in the
brain, for example, in connections from V2 to V4 or V4 to parietal areas [Ungerleider et
al., 2007]. Our results show that the effects on attention at the final convolutional layer are
important for performance changes, suggesting that synaptic distance from the classifier is
a relevant feature—one that is less straight forward to determine in a network with skip
connections. It may be the case though that thinking about visual areas in terms of their
synaptic distance from decision-making areas such as prefrontal cortex [Heekeren et al.,
2004] may be more useful for the study of attention than in terms of their distance from
the retina. Finally, a major challenge for understanding the biological implementation of
selective attention is determining how the attention signal is carried by feedback connections.
Feature-based attention in particular appears to require targeted cell-by-cell modulation,
which if implemented directly by top-down inputs, would require an unrealistic amount of
fine tuning. A mechanism wherein feedback targeting is coarse, but the effects of it are
refined by local processing is more plausible. It may be useful to take inspiration from the
machine learning literature on attention and learning for hypotheses on how the brain does
this [Xu et al., 2015; Lillicrap et al., 2016].
While they lack certain biological details, a benefit of using CNNs as a model is the
ability to backpropagate error signals and understand causal relationships. Here we use
this to calculate gradient values that estimate how attention should modulate activity, and
compare these to the tuning values that the FSGM uses. The fact that these values are
correlated and can lead to similar performance changes at task-specific layers (including
similar changes in true and false positive rates, not shown) raises a question about the nature
of biological attention: are neurons really targeted according to their tuning, or does the
brain use something like gradient values? In [Chelazzi et al., 1998] the correlation coefficient
between an index of tuning and an index of attentional modulation was .52 for a population
of V4 neurons, suggesting factors other than selectivity influence attention. Furthermore,
many attention studies, including that one, use only preferred and non-preferred stimuli
and therefore don’t include a thorough investigation of the relationship between tuning
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and attentional modulation. Martinez-Trujillo and Treue [2004] use multiple stimuli to
provide support for the FSGM, however the interpretation is limited by the fact that they
only report population averages (indeed, the corresponding population values are similar
in their data and our model when attention is applied using gradient values). Ruff and
Born [2015] investigated the relationship between tuning strength and the strength of
attentional modulation on a cell-by-cell basis. While they did find a correlation (particularly
for binocular disparity tuning), it wasn’t very strong, which leaves room for the possibility
that tuning is not the primary factor that determines attentional modulation.
Another finding from comparing gradient values with tuning values (and doing “record-
ings”) is that tuning does not always predict how effectively one unit in the network will
impact downstream units or the classifier. In particular, applying attention according to
gradient values leads to changes that are hard to interpret when looked at through the lens
of tuning, especially at earlier layers (Figure 3.8). However these changes eventually lead to
large and impactful changes at later layers. Because experimenters can easily control the
image, defining a cell’s function in terms of how it responds to stimuli makes practical sense.
A recent study looking at the relationship between tuning and choice probabilities suggests
that tuning is not always an indication of a causal role in classification [Zaidel et al., 2017].
Studies that activate specific neurons in one area and measure changes in another area or in
behavioral output will likely be of significant value for determining function. Thus far, coarse
stimulation protocols have found a relationship between the tuning of neural populations and
their impact on perception [Moeller et al., 2017; DeAngelis et al., 1998; Salzman et al., 1990].
Ultimately though, targeted stimulation protocols and a more fine-grained understanding of
inter-area connections will be needed.
In this study, we used a diversity of attention tasks to see if the same mechanism could
enhance performance universally. While we do find support for the feature similarity gain
model’s broad applicability, it is likely the case that the effects of attention in the brain are
influenced substantially by the specifics of the task. Naturally, unimodal detection tasks
have different challenges than cross-modal readout tasks (such as detecting a motion change
in dots of a certain color). Generally, studies probing the neural mechanisms of attention
care largely about the stimulus that is being attended, and less so about the information
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the animal needs from that stimulus to do the task. The task, then, is merely a way to
get the subject to attend. However, as we see in our results, the best attention strategy
is dependent on the task. Performance on our category detection task is only somewhat
influenced by the choice of activity modulation (additive vs. multiplicative, etc), however,
performance on the category classification task depends strongly on the use of multiplicative
spatial attention. This task-dependency is even more stark in the orientation tasks, where
the pattern of performance for attention at different layers is different for the detection
and color classification tasks, even though the attention applied is identical. The effects of
attention on firing rates, noise, and correlations may be more similar across studies if more
similar tasks were used.
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Chapter 4
The stabilized supralinear network
replicates neural and behavioral
correlates of attention
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4.1 Abstract
Abstract neural network algorithms, such as convolutional neural networks, offer insight into
how neural circuits can perform difficult tasks. These models, however, lack many biological
details such as temporal dynamics, recurrent connections, and separate excitatory and
inhibitory cells. In this study, we demonstrate an exploratory study on how a biologically
realistic model of visual cortical circuits (the stabilized supralinear network, SSN) can
be incorporated into a hierarchical convolutional network (we deem the resulting model
the “SSN-CNN”). The SSN was previously shown to implement balanced amplification,
normalization and surround suppression, all known to occur in visual cortex. Unlike
traditional feedforward-only networks for image classification, the first two layers of the
SSN-CNN network contain the recurrently-connected SSN, which implements cross-feature
normalization dynamically. Many studies have suggested that attention acts on the same
circuit mechanisms that perform normalization, making the SSN well-positioned for modeling
the effects of attention. We thus observed the impacts of attention applied to the SSN layers
on the performance of the SSN-CNN. Preliminary results suggest that applying feature-based
attention in this network can lead to performance enhancement using more biologically
plausible mechanisms, which offers insights into the physical implementation of attention in
the brain.
4.2 Introduction
In the previous chapter, a deep convolutional neural network was used as a large-scale model
of the ventral stream to explore how biologically-inspired attentional mechanisms could
enhance performance. While that model has a basic architecture that was inspired by the
visual system [Rawat and Wang, 2017], it is lacking in many details that likely play an
important role in biological vision. Ideally, incorporating more biological details into CNN
structures will lead to an understanding of their computational role in the brain as well as
better performance of artificial vision. Here, we present ongoing work to incorporate such
details. In particular, we take a model originally built to capture several properties of the
primary visual cortex and place it in a convolutional architecture. We then observe the
CHAPTER 4. THE STABILIZED SUPRALINEAR NETWORK REPLICATES NEURAL
AND BEHAVIORAL CORRELATES OF ATTENTION 81
effects of attention in this model, in a manner similar to that in the previous chapter. These
preliminary results represent a step towards building models that are both functional and
allow for direct comparisons to neural data.
The stabilized supralinear network (SSN) is a model of visual cortex that consists of
pairs of excitatory and inhibitory cells, each with rectified supralinear power law input-out
functions. These pairs can be arranged on a ring (Figure 4.1A), where the ring represents a
single spatial location and each E-I pair on the ring represents a feature (such as a specific
orientation). Both E and I cells in a pair receive stimulus input and strong, spatially-
structured recurrent excitation and feedback inhibition, which puts the network into an
inhibition-stabilized regime (where run-away excitation is reined in by the recruitment of
inhibition). The model replicates many elements of visual cortical responses including:
balanced amplification (where small inputs biased toward either excitatory/inhibitory cells
drive large increases/decreases in both cell types) and normalization (sublinear summation
of responses to multiple stimuli). Details of the model and its results are published [Rubin
et al., 2015].
A normalization model of attention [Reynolds and Heeger, 2009; Lee and Maunsell,
2009] posits that attention utilizes similar circuit mechanisms as normalization. Given the
ability of the SSN to replicate normalization-related findings, its ability to replicate the
neural correlates of attention was explored (in preparation). Feature-based attention can be
modeled in the SSN as additional input biased toward E cells in the E-I pairs that represent a
given feature. Using this approach, the SSN replicates the following findings: multiplicative
enhancement when attending a preferred stimulus along with multiplicative suppression when
attending a non-preferred stimulus [Treue and Trujillo, 1999]; shifting of a cell’s response to
that of the attended stimulus when multiple stimuli are present [Reynolds and Desimone,
2003]; enhancement of attentional modulation by the presence of simultaneous distractors
[Luck et al., 1997]; correlation between individual cell’s normalization index and attentional
modulation index [Ni et al., 2012]; reduction of Fano Factor and noise correlations with
attention (for both E and I cells) [Mitchell et al., 2007; Cohen and Maunsell, 2009]; and the
ability of attentional effects to appear additive in certain circumstances [Baruni et al., 2015].
Because the SSN replicates neural findings that have been found at various areas in the
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Fig. 4.1: The SSN and its incorporation in a Convolutional Structure A.) The structure of the SSN. Blue cells are
inhibitory and red cells excitatory. The shape of two inputs for different features (in this case, orientations) are shown.
B.) Effect of attention applied in the SSN. The response of a cell representing the input on the left in (A). In purple is
the response to the two stimuli without any attention. Magenta and cyan lines show the response when attention is
applied to the left and right stimulus respectively. C.) The architecture of the SSN-CNN. Outputs from the convolutions
feed into the SSNs, with one ring SSN representing each spatial location.
visual system, it can be thought of as a canonical circuit, which is repeated throughout
the visual hierarchy. Therefore, to build a more biologically-realistic multi-area model of
the visual system, we model each area as a set of SSNs, the outputs of which are fed into
another set of SSNs (i.e., a downstream visual area). The precise connections between these
areas are learned as part of a training procedure. In particular, the SSN circuitry is placed
inside a convolutional neural network that is trained to perform digit recognition. Once
this network (which we call “SSN-CNN”) is trained, the impact of attentional signals in the
SSN on digit recognition performance can be tested. More generally, the construction of
this model serves as a proof-of-concept for how CNNs can be made to incorporate more
biological mechanisms and thus become better models of the visual system.
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4.3 Methods
4.3.1 The Stabilized Supralinear Network
We focus here on a one-dimensional ring model of the SSN. The full model description can
be found in [Rubin et al., 2015]. Briefly, in this model, pairs of excitatory (E) and inhibitory
(I) cells representing different visual features exist on a ring, with recurrent connections




= −ri(x) + k([Ii(x)]+)n (4.1)








With i taking values of E or I. x represents the location of the E-I pair on the ring. Recurrent
connections are given by W , which is parameterized in part by a connection width: σori.
Input meant to signify the feature represented by the E-I pair at location θ is generated as a
Gaussian centered on θ, with width σFF : Gθ,σFF (x). Multiple inputs, each with strength c(j)
sum linearly such that the total input at location x is h(x) =
∑
j c(j)Gθj ,σFF (x). Identical
stimulus input is given to both cells of an E-I pair. Attentional inputs to a given feature in
this network take the same shape as stimulus input, but are generally weaker in strength
(ca < c) and are only given to the E cells.
4.3.2 Training the Convolutional Neural Network
For this study, we use the MNIST dataset to train a convolutional neural network via
supervised learning. Input images are grayscale images of handwritten digits of size 28x28.
The network architecture consists of: (1) a convolutional layer (64 filters of size 5 by 5)
followed by rectification, (2) a normalization layer as described below, (3) a max-pooling
layer (3 x 3), (4) a convolutional layer (64 filters of size 5 by 5) followed by rectification,
(5) a normalization layer as described below, and (6) a max-pooling layer (3 x 3), (7) two
fully-connected layers (385 and 192 units, respectively), which feed into a 10-way softmax
classifier.
Our ultimate aim is to build a multi-layer convolutional neural network that uses the
SSN as a means of performing normalization. This would thus require the network to have
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recurrent connections at two of its layers (normalization layers 2 and 5 as described above).
This leads to a challenging situation when it comes to training. Training via standard
backpropagation is difficult, as each time step in the recurrent model essentially adds a
layer to the network. To avoid this difficulty, we do not have the SSN in the network at the
time of training. Instead, we use a static normalization equation that is meant to match the
output of the SSN for a sufficient input range. In particular, normalization across feature











Here, yw,h(x) is the activity of the unit at spatial location w, h of the x
th feature map, and
is therefore the output of the convolution performed on the layer below (after rectification).
ŷw,h(x) is the activity of that unit after normalization. The numerator here is meant to
replicate the spread of input given by σFF in the SSN equations, and so a unit’s activity is
the result of a Gaussian filter applied to the activity of units at the same spatial location
at surrounding feature maps. The denominator represents the recurrent connections that
implement normalization, and σd is larger than σn. b and β are bias (to prevent division
by 0) and scaling terms respectively. This cross-feature normalization creates an implicit
relationship between the feature maps, which likely influences what features are learned
during training.
The parameters are identical for both normalization layers. The network is then trained
via backpropagation with a batch size of 128, for 600k batches, using Tensorflow.
4.3.3 Running the SSN-CNN and the Application of Attention
Once the convolutional network is fully trained using the static normalization equations,
those equations can be replaced by the ring SSN architecture at each spatial location (and
at both layers). In particular, yw,h(x) is given as the strength parameter c for a stimulus
input centered on x to the ring SSN located at w, h. ŷw,h(x) is then given by the output of
the E cell at location x of that network (Figure 4.1C).
The model can then be run with the full recurrence, and dynamic output can be generated.
In particular, outputs from the convolution are feed into both E and I cells of the SSN,
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and the activity of the E cells is fed into the pooling layer. The activity of the SSN at the
first normalization layer creates a sequence of outputs in response to a static input. This
sequence of output is then fed as a sequence to the pooling layer and eventually as a dynamic
input to the second normalization layer.
To apply attention in this network, we use the same procedure as described in the
previous chapter. That is, we create normalized tuning curves to determine which feature
maps prefer a given category and the extent to which they prefer it. Because attention in
the SSN is modeled only as positive input to the E cells that prefer the attended feature,
these values are positively rectified and determine the relative amount of attentional input
that different E cells in the SSN receive. Specifically, these tuning values, scaled by an
overall strength parameter, determine the ca values for the attentional inputs. Again, as in
the previous chapter, the feature attention input is spatially global (i.e., applied identically
at each spatial location).
The task used to assess the impact of attention utilizes the MNIST-2 dataset wherein
each image is a transparent overlay of 2 different MNIST digits (each at half strength).
Attention is applied to a given digit category and the impact on classification performance
is measured.
4.4 Results
Here, we generate a convolutional neural network that incorporates recurrent connectivity
inspired by findings in multiple visual areas. At each spatial location in the 2-D feature maps
of this CNN is a ring SSN model that connects the different feature maps, with each E-I
pair in the ring corresponding to one feature. These ring SSNs implement the cross-feature
normalization that is seen in visual cortex and elsewhere [Carandini and Heeger, 2011].
An example cell’s response in the second layer of this network is shown in Figure 4.2A.
In the blue is the cell’s response to its preferred digit, 7, and in the red, a non-preferred digit,
5. The response to a transparent overlay of these two images is a sublinear summation of
the responses to each (an example of normalization in the network). The result of applying
attention to each of these two digit categories pulls the activity more towards that associated
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Fig. 4.2: Result of Applying Attention in the SSN-CNN A.) Responses from an example cell in the second layer of SSNs.
B.) Impact of attention on digit detection accuracy. See text for details
CHAPTER 4. THE STABILIZED SUPRALINEAR NETWORK REPLICATES NEURAL
AND BEHAVIORAL CORRELATES OF ATTENTION 87
with the attended digit.
The impact of attending to a digit category on performance is shown in Figure 4.2B.
The accuracy with which the network identifies that an attended digit is present in an image
with two overlaid digits is shown as a function of attention strength. In blue are the results
when attention is applied according tuning values, and in the black are control experiments
wherein attention is applied according to shuffled tuning values. Using the real tuning values
leads to a performance enhancement not achieved by the controls. Attentional inputs to the
SSN are thus capable of enhancing detection performance.
4.5 Discussion
The building of this network represents a step towards more biologically realistic convolutional
networks, which can be used to further understanding of biological vision and manipulations
such as attention. Future work will focus on enhancing the complexity of the visual processing
task, making the feedforward architecture more realistic, and comparing the model to data
in terms of dynamics and noise.
A particularly useful aspect of this implementation of the attention mechanism is that
it simplifies the requirements of feedback signals. Particularly, in the previous chapter
we showed that the feature similarity gain model of attention is effective at enhancing
performance on challenging visual tasks. In that model, activity of cells that prefer the
attended feature is scaled up multiplicatively and the activity of cells that don’t prefer the
attended feature is scaled down. One potential way to model this is to assume that all cells
are targeted for gain modulation by top-down connections (perhaps via neuromodulator
release [Noudoost and Moore, 2011]). Using the circuitry of the SSN, however, top-down
projections need only provide positive additive input to neurons that prefer the attended
feature; the lateral interactions then turn this into multiplicative increases and decreases.
The ability of the SSN circuitry to do this relies on the relationship between feature preference
and location on the ring. Achieving the necessary relationship between features is a challenge
in this hierarchical model because the learned features are not easily mapped to a ring
structure. An important focus of future work is developing techniques for training these
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networks that encourages a meaningful topology for the learned features. This includes
varying the strength of the normalization and restricting feedforward connection to be
non-negative such that lateral interactions are required for keeping activity levels in check.
The creation of this hybrid model also allows for the exploration of components of visual
processing not possible in a static feedforward-only model. In particular, the extent to which
representations in deep CNNs match those of biological vision depends on the time point at
which the biological responses are measured relative to stimulus onset [Kar et al., 2017]. This
model makes more direct comparisons to the timecourse of the neural data possible. This
architecture also allows for an observation of the relationship between dynamics at earlier
layers and classification at later ones. Presumably, certain changes in early layer activity will
impact the classification, while other changes may result in constant classification outputs
[Murray et al., 2016]. The dynamic output may be important for understanding attention
effects as well, as studies find attentional effects on reaction time that are separable from
effects on accuracy [Prinzmetal et al., 2005]. This model allows a readout of reaction time.
Also, as mentioned above, attention’s ability to decrease noise and correlations is replicated
by the SSN. The impact of these changes on classification in a model with noisy inputs
would be of interest as well.
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Chapter 5
Hebbian learning in a random
network replicates selectivity
properties of prefrontal cortex
The work presented in this chapter was previously published in Journal of Neuroscience,
with authors Grace W Lindsay, Mattia Rigotti, Melissa R. Warden, Earl K Miller, Stefano
Fusi.
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5.1 Abstract
Complex cognitive behaviors, such as context-switching and rule-following, are thought to
be supported by prefrontal cortex (PFC). Neural activity in PFC must thus be specialized
to specific tasks while retaining flexibility. Nonlinear ’mixed’ selectivity is an important
neurophysiological trait for enabling complex and context-dependent behaviors. Here we
investigate (1) the extent to which PFC exhibits computationally-relevant properties such
as mixed selectivity and (2) how such properties could arise via circuit mechanisms. We
show that PFC cells recorded from male and female rhesus macaques during a complex
task show a moderate level of specialization and structure that is not replicated by a model
wherein cells receive random feedforward inputs. While random connectivity can be effective
at generating mixed selectivity, the data shows significantly more mixed selectivity than
predicted by a model with otherwise matched parameters. A simple Hebbian learning rule
applied to the random connectivity, however, increases mixed selectivity and allows the
model to match the data more accurately. To explain how learning achieves this, we provide
analysis along with a clear geometric interpretation of the impact of learning on selectivity.
After learning, the model also matches the data on measures of noise, response density,
clustering, and the distribution of selectivities. Of two styles of Hebbian learning tested, the
simpler and more biologically plausible option better matches the data. These modeling
results give intuition about how neural properties important for cognition can arise in a
circuit and make clear experimental predictions regarding how various measures of selectivity
would evolve during animal training.
5.2 Introduction
The ability to execute complex, context-dependent behavior is evolutionarily valuable and
ethologically observed [Rendall et al., 1999; Kalin et al., 1991]. How the brain carries out
complex behaviors is thus the topic of many neuroscientific studies. A region of focus is the
prefrontal cortex (PFC), [Botvinick, 2008; Waskom et al., 2014; Miller and Cohen, 2001;
Duncan, 2001], as lesion [Szczepanski and Knight, 2014] and imaging [Miller and D’Esposito,
2005; Bugatus et al., 2017] studies have implied its role in complex cognitive tasks. As a
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result, several theories have been put forth to explain how PFC can support complexity on
the computational and neural levels [Miller and Cohen, 2001; Wood and Grafman, 2003;
Fusi et al., 2016].
Observing the selectivity profiles of its constituent cells is a common way to investigate
a neural population’s role in a computation. In its simplest form, this involves modeling
a neuron’s firing rate as a function of a single stimulus, or, perhaps, an additive function
of multiple stimuli [Sahani and Linden, 2003; Duhamel et al., 1998; Moser et al., 2008].
More recently, however, the role of neurons that combine inputs in a nonlinear way has
been investigated [Rigotti et al., 2013; Mante et al., 2013; Stokes et al., 2013; Pagan et al.,
2013; Meister et al., 2013; Raposo et al., 2014; Fusi et al., 2016], often in PFC. Rather than
responding only to changes in one input, or to changes in multiple inputs in a linear way,
neurons with nonlinear mixed selectivity have firing rate responses that are a nonlinear
function of two or more inputs (Figure 5.1B). Cells with this selectivity (which we call simply
“mixed”) are important for population coding because of their effect on the dimensionality
of the representation: they increase the dimensionality of the population response, which
increases the number of patterns that a linear classifier can read out. This means that
arbitrary combinations of inputs can be mapped to arbitrary outputs. In relation to complex
behaviors, mixed selectivity allows for a change in context, for example, to lead to different
behavioral outputs, even if stimulus inputs are the same. For more on the benefits of mixed
selectivity, see Fusi et al. [2016].
Theoretical work on how these properties can arise on a circuit level shows that random
connectivity is surprisingly efficient at increasing the dimensionality of the neural represen-
tation [Jaeger and Haas, 2004; Maass et al., 2002; Buonomano and Maass, 2009; Rigotti
et al., 2010; Barak et al., 2013; Babadi and Sompolinsky, 2014; Litwin-Kumar et al., 2017].
This means that mixed selectivity can be observed even without learning. However, learning
can greatly improve the ability of a linear readout to generalize and hence to make the
readout response more robust to noise and variations in the sensory inputs (see e.g. Fusi et
al. [2016]). The ideal situation would be one in which a neural population represents only
the task relevant variables and the representation has the maximal dimensionality. In brain
areas like PFC, where there is a huge convergence of inputs from many other brain areas, it
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might be important to bias the mixed selectivity representations toward the task relevant
variables, which can be achieved only with learning.
In this study, we characterize the response of a population of PFC cells in terms of the
distribution of linear and nonlinear selectivity, the response density, and the clustering of
selectivities. All these properties characterize the dimensionality of neural representations
and are important for the readout performance. As described above, nonlinear mixed
selectivity is important for increasing dimensionality. High dimensionality, however, also
requires a diversity of responses. We studied this by determining how the preference to
different stimuli are distributed across the population. In some lower sensory areas, cells
tend to be categorizable—that is, there are groups of cells that display similar preference
profiles [Goard et al., 2016]. More associative areas tend to lose this clustering of cell types.
Such categories may be useful when an area is specialized for a given task, but diversity is
needed for flexibility [Raposo et al., 2014].
After characterizing the PFC response, we show that a model with random connectivity
can only partially explain the PFC representation. However, with a relatively small devia-
tion from random connectivity—obtained with a simple form of Hebbian learning that is
characterized by only two parameters—the model describes the data significantly better.
5.3 Materials and Methods
5.3.1 Task Design
The data used in this study comes from previously published work [Warden and Miller, 2010].
In brief, two monkeys performed two variants of a delayed match-to-sample task (Figure
5.1A). In both task types, after initial fixation, two image cues (chosen from four possible)
were presented in sequence for 500ms each with a 1000ms delay period in between the first
and second cue. After a second delay period also lasting 1000ms, one of two events occurred,
depending on the task type. In the recognition task, another sequence of two images was
shown and the monkey was instructed to release a bar if this test sequence matched the
initial sample sequence. In the recall task, an array of three images appeared on the screen,
and the monkey had to saccade to the two images from the sample sequence in the correct
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order. Blocks of recall and recognition tasks were interleaved during each recording session.
Given that each sequence had two different image cues chosen from the four total image
identity options and that there were two task types, the total number of conditions was 4 x
3 x 2 = 24.
5.3.2 Neural Data
Recordings were made using grids with 1 mm spacing (Crist Instrument) and custom-
made independently moveable microdrives to lower eight dura-puncturing Epoxylite-coated
tungsten microelectrodes (FHC) until single neurons were isolated. Cells were recorded
from two adult rhesus monkeys (Macaca mulatta), one female and one male, and combined
for analysis. No attempt was made to pre-screen neurons, and a total of 248 neurons were
recorded (with each neuron observed under both task types).
For the purposes of this study, firing rates for each neuron were calculated as the total
number of spikes during the later 900ms of the second delay period, as it was at this point
that the identities of all task variables were known. Any cells that did not have at least 10
trials for each condition or did not have a mean firing rate of at least 1 spike/sec as averaged
over all trials and conditions were discarded. This left 90 cells.
5.3.3 Fano Factor Measurements
Noise is an important variable when measuring selectivity. High noise levels require stronger
tuning signals in order to be useful for downstream areas, and to reach significance in
statistical testing. Thus, any model attempting to match the selectivity profile of a population
must be constrained to have the same level of noise. Here, we measure noise as the Fano
Factor (variance divided by mean) of each cell’s activity across trials for each condition
(spike count taken from later 900ms of the two-object delay). This gives 24 values per cell.
This is the trial Fano Factor. Averaging over conditions gives one trial Fano Factor value
per cell, and averaging over cells gives a single number representing the average noise level
of the network. Unless otherwise stated, FFT refers to this network averaged measure.
Another measure of interest is how a neuron’s response is distributed across conditions.
Do neurons respond differentially to a small number of conditions (i.e., a sparse response),
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Fig. 5.1: Description of prefrontal cortex data and relevant measures of selectivity A.) Task Design. In both task types, the animal
fixated as two image cues were shown in sequence. After a delay the animal had to either indicate that a second presented sequence
matched the first or not (“recognition”) or saccade to the two images in correct order from a selection of three images (“recall”).
B.) What nonlinear mixed selectivity can look like in neural responses and its impact on computation. The bar graphs on the left
depict three different imagined neurons and their responses to combinations of two task variables A and B. The black neuron
has selectivity only to A, as its responses are invariant to changes in B. The blue neuron has linear mixed selectivity to A and B:
its responses to different values of A are affected by the value of B, but in a purely additive way. The red neuron has nonlinear
mixed selectivity: its responses to A are impacted nonlinearly by a change in the value of B. The figures on the right show how
including a cell with nonlinear mixed selectivity in a population increases the dimensionality of the representation. With the
nonlinearly-selective cell (bottom), the black dot can be separated with a line from the green dots. Without it (top), it cannot. C.)
A depiction of measures of trial-to-trial noise (FFT ) and the distribution of responses across conditions (RV). The x-axis labels the
condition, each dot is the firing rate for an individual trial and the crosses are condition means used for calculating RV (data from
a real neuron; recognition task not shown). D.) Conceptual depiction of the clustering measure. Each cell was represented as a
vector (blue) in a space wherein the axes (black) represent preference for task variable identities, as determined by the coefficients
from a GLM (only three are shown here). The clustering measure determines if these vectors are uniformly distributed.
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or is the distribution more flat? To measure this, the firing rate for each condition (averaged
across trials) was calculated for each neuron and the Fano Factor was calculated across
conditions. In this case, a large value means that some conditions elicit a very different
response than others, while a small value suggests the responses across conditions are more
similar. We call this value the response variability, or RV. Averaging across all cells gives
the response variability of the network.
See Figure 5.1C for a visualization of these measures in an example neuron.
5.3.4 Selectivity Measurements
A neuron is selective to a task variable if its firing rate is significantly and reliably affected by
the identity of that task variable. In this task, each condition contains three task variables:
task type (recall or recognition), the identity of the first cue, and the identity of the second
cue. Therefore, we used a 3-way ANOVA to determine if a given neuron’s firing rate was
significantly (p<.05) affected by a task variable or combination of task variables. Selectivity
can be of two types: pure or nonlinearly mixed (referred to as just “mixed”), based on which
terms in the ANOVA are significant. If a neuron has a significant effect from one of the task
variables, for example, it would have pure selectivity to that variable. Interaction terms
in the ANOVA represent nonlinear effects from combinations of variables. Therefore, any
neurons that have significant contributions from interaction terms as determined by the
ANOVA have nonlinear mixed selectivity. As an example, if a neuron’s firing rate can be
described by a function that is linear in the identity of the task type, the identity of the
second cue, and the identity of the combination of task type and first cue, then that neuron
has pure selectivity to task type (TT), pure selectivity to cue 2 (C2) and mixed selectivity
to the combination of task type and cue 1 (TTxC1). Note that having pure selectivity
to two or more task variables is not the same as having nonlinear mixed selectivity to a
combination of those task variables.
We also investigate whether the nonlinear interactions we observe indicate supra- or
sublinear effects. To do this we fit a general linear model that includes 2nd-order interaction
terms to each neuron’s response. The signs of the coefficients for the 2nd-order terms
indicate whether a certain nonlinear effect leads to a response higher (supralinear) or lower
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(sublinear) than expected from a purely additive relationship.
5.3.5 Clustering Measurement
Beyond the numbers of neurons selective to different task variables, an understanding of
how preferences to task variable identities cluster can inform network models. For this, we
use a method that is inspired by the Projection Angle Index of Response Similarity (PAIRS)
measurement as described in Raposo et al. [2014]. For this measure each neuron is treated
as a vector in selectivity space, where the dimensions represent preference to a given task
variable identity (Figure 5.1D). To get these values, neuronal responses are fit with a general
linear model (GLM) to find which task variable identities significantly contribute to the
firing rate. Note that this gives a beta coefficient for each value of each task variable, such
as cue 1=B. These values dictate how the firing rate changes as task variable identities differ
from the reference condition Task Type = Recognition, Cue 1 =A, and Cue 2 = B. Formally:
FR = FRref + β1[TT = Recall] + β2[C1 = B] + β3[C1 = C] + β4[C1 = D] + β5[C2 = A] +
β6[C2 = C] + β7[C2 = D]. The beta values found for each cell via this method are shown in
Figure 5.3C (non-significant coefficients — those with p>.05 — are set to 0).
This analysis does not include interaction terms (second- or third-order terms). The
reason for this is partly that, given the relatively low number of trials, the high dimensional
full GLM model would be difficult to confidently fit. In addition, analysis of clustering in a
high-dimensional space ( the full model would yield a 45-dimensional space) with a relatively
small number of neurons would be difficult to interpret. Therefore, we look only at how the
cells cluster according to their preference of the identities associated with the pure terms.
The coefficients derived from the GLM define a vector in a 7-D vector space for each
neuron (see Figure 5.1D for a schematic). The clustering method compares the distribution
of vectors generated by the data (each normalized to be unit length) to a uniform distribution
on the unit hypersphere in order to determine if certain combinations of preferences are
more common than expected by chance.
In PAIRS [Raposo et al., 2014], this comparison is done by first computing the average
angle between a given vector and its k nearest neighbors and seeing if the distribution of
those values differs between the data and a random population . That approach is less
CHAPTER 5. HEBBIAN LEARNING IN A RANDOM NETWORK REPLICATES
SELECTIVITY PROPERTIES OF PREFRONTAL CORTEX 98
reliable in higher dimensions, therefore we use the Bingham test instead of PAIRS [Mardia
and Jupp, 2000]. The Bingham test calculates the test statistic S = p(p+2)2 n(Tr(T
2)− 1p).
This statistic, which we refer to as the clustering value, measures the extent to which the
scatter matrix, T, (an approximation of the covariance matrix) differs from the identity
matrix (scaled by 1/p), where p and n are the dimensions of the selectivity space (7) and the
number of cells (90), respectively. The higher this value is, the more the data deviates from a
random population of vectors wherein selectivity values are IID. Thus, a high value suggests
that neurons in the population cluster according to task variable identity preferences. In
order to put this clustering value into context we compared the value found from the data
to two distributions: one generated by shuffled data and one generated from data designed
to be highly clustered. For the shuffled data, we created “fake” cell vectors by shuffling the
selectivity values across all cells. For the clustered data, we created 3 categories of fake cells,
each defined by pure selectivity to two specific task variable identities. A population of 90
cells was created by combining 30 cells from each category (the population was also designed
to have the same average firing rate and FFT of the data). This results in a population
that has 3 clear clusters of cell types in selectivity space. 100 populations based on each
type of fake data were created in order to generate distributions that represent random and
clustered data.
Using the Gine-Ajne test of uniformity on the hypersphere [Giné, 1975] gives very similar
results to the Bingham test results.
5.3.6 Circuit Model
To explore the circuit mechanisms behind PFC selectivity, we built a simple two-layer neural
model, modeled off of previous work [Barak et al., 2013] (see Figure 5.4A for a diagram).
The first layer consists of populations of binary neurons, with each population representing
a task variable identity. To replicate a given condition, the populations associated with the
task variable identities of that condition are turned on (set to 1) and all other populations
are off (set to 0). Each population has a baseline of 50 neurons. To capture the biases in
selectivities found in this dataset (particularly the fact that, in the 900ms period we used
for this analysis, many more cells show selectivity to task type than cue 2 and to cue 2
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than cue 1), the number of neurons in the task type and cue 2 populations are scaled by
factors that reflect these biases (80 cells in each task type population and 60 in each cue
2 population). The exact values of these weightings do not have a significant impact on
properties of interest in the model.
The second layer represents PFC cells. These cells get weighted input from a subset
of the first layer cells. Cells from the input layer to the PFC layer are connected with
probability .25 (unless otherwise stated), and weights for the existing connections are drawn
from a Gaussian distribution (µW = .207, and σW = µW unless otherwise stated. Because
negative weights are set to 0, the actual connection probability and σW may be slightly
lower than given).
The activity of a PFC cell on each trial, t, is a sigmoidal function of the sum of its inputs:












εtA ∼ N (0, σA2) σA = aµW ,
(5.1)
where xj is the activity (0 or 1) of the j
th input neuron and wij is the weight from the j
th
input neuron to the ith output neuron. Θi is the threshold for the i
th output neuron, which
is calculated as a percentage of the total weight it receives: Θi = λΣjwij . The λ value is
constant across all cells, making Θ cell-dependent. k scales the responses so that the average
model firing rate matches that of the data.
Two sources of noise are used to model trial-to-trial variability. εA is an additive synaptic
noise term drawn independently on each trial for each cell from a Gaussian distribution with
mean zero. The standard deviation for this distribution is controlled by the parameter a,
which defines σA in units of the mean of the weight distribution, µW . The second noise
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source is multiplicative and depends on the activity of a given cell on each trial:









Thus, the final activity of an output PFC cell on each trial, yti , is drawn from a Gaussian
with a standard deviation that is a function of rti . This standard deviation is controlled by
the parameter m. Both m and a are fit to make the model FFT match that of the data.
To make the model as comparable to the data as possible, ten trials are run for each
condition and 90 model PFC cells are used for inclusion in the analysis.
5.3.7 Hebbian Learning
A simplified version of Hebbian learning is implemented in the network in a manner that
captures the “rich get richer” nature of Hebbian learning while keeping the overall input to
an individual cell constant. In traditional Hebbian learning, weight updates are a function of
the activity levels of the pre- and post-synaptic neurons: ∆wij = g(xj , yi). In this simplified
model we use connection strength as a proxy for joint activity levels: ∆wij = g(wij). We
also implement a weight normalization procedure so that the total input weight to a cell
remains constant as weights change.
To do this, we first calculate the total amount of input each output cell, i, receives from





The input populations (each corresponding to one task variable identity) are then ranked
according to this value. The top NL populations according to this ranking (that is, those with
the strongest total weights onto to the output cell) have the weights from their constituent
cells increased according to:
wij = (1 + η)wij , j ∈ P1:NL , (5.4)
where η is the learning rate (set to .2 unless otherwise stated). This amounts to a
multiplicative scaling of synaptic weights, which is compatible with experimental observations
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Note, the numerator in the second term is the sum of all weights into the cell before Eqn.
5.4 is applied and the denominator is the sum after it is applied. As learning progresses
according to this rule, weights from cells that aren’t in the top NL populations trend to zero.
At that point, each learning step increases the weights of all remaining connections by η
and normalizes them all by the same amount, resulting in no further changes in the weight
matrix.
In this work, two versions of Hebbian learning are tested. In the unrestricted, or “free”,
learning condition described above, the top NL populations are chosen freely from all input
populations (equivalently, all task variable identities) based solely on the total input coming
from each population after the random weights are assigned. The alternative, “constrained”
learning, is largely the same, but with a constraint on how these top NL populations
are chosen: all task variables must be represented before any can be repeated. So, two
populations representing different identities of the same task variable (e.g., cue 1 A and cue 1
B) will not both be included in the NL populations unless both other task variables already
have a population included (which would require that NL > 3). So, with NL = 3, exactly
one population from each task variable (task type, cue 1, cue 2) will have weights increased.
This variant of the learning procedure was designed to ensure that inputs could be mixed
from different task variables, to increase the likelihood that mixed selectivity would arise.
Both forms of learning are demonstrated for an example cell in Figure 5.4B.
In both forms of learning, the combination of weight updating and normalization is
applied to each cell once per learning step.
5.3.8 Classification Performance
The measures of selectivity we have looked at in the data are important for the ability of
a population to represent task information in a way that can be readily readout. We also
test directly the ability to readout task information from our model populations using linear
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discriminant analysis (LDA). We generate 20 trials per condition from the model and use 10
to train the classifiers and 10 to test. Three separate classifiers are trained to read out each
of the three linear terms: task type identity, cue 1 identity, and cue 2 identity. The average
performance across these three tasks gives the “linear” performance. An additional four
classifiers were trained to read out each of the joint identities of task type-cue 1, task-type
2, cue 1-cue 2, and task type-cue 1-cue 2. The average performance across these four tasks
is called the “higher order” performance.
We also conduct an explicit test of the model’s ability to perform a non-linearly separable
task. For this, all combinations of identities for cue 1 and cue 2 are generated as inputs
to the network, and the classification task is to determine if the identities are the same or
different (the task type input is held constant). Fifty trials are used for training (using LDA)
and fifty for testing. We also measure the ability of the input population to perform this
task (by using the binary input population activity directly), in which case additive noise is
used to generate multiple trials, and the mean firing rate and FFT are fit to match that of
the data.
5.3.9 Toy Model Calculations
To make calculations and visualizations of the impacts of learning easier, we use a further
simplified toy model (see Figure 5.8A (left) for a schematic). Instead of a sigmoidal
nonlinearity, the heaviside function is used. The toy model has two task variables (T1 and
T2) and each task variable has two possible identities (A or B). Four random weights connect
these input populations to the output cell: W1A,W1B,W2A,W2B. On each condition, exactly
one task variable identity from each task variable is active (set to 1). This gives four possible
conditions, each of which is plotted as a point in the input space in Figure 5.2. The threshold
is denoted by the dotted lines. If the weighted sum of the inputs on a given condition is
above the threshold, the cell is active (green), otherwise it is not.
The toy model follows the same learning rules defined for the full model. Examples of
the impacts of learning on the representation of the 4 conditions are seen in Figure 5.2A
and B.
A cell’s selectivity is more robust to additive noise (which functions like a shift in
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threshold) if there is a large range of threshold values for which its selectivity doesn’t change.
To explore noise robustness in this model, we will define:
∆x ≡W1B −W1A ∆y ≡W2B −W2A α ≡ ∆y/∆x ≥ 1
(5.6)
Thus, α is the ratio of the side lengths of the rectangle formed by the four conditions
(see Figure 5.2C, top). Without loss of generality, we define the larger of the two sides as
associated with T2, W2B > W2A, and W1B > W1A.
For the cell to display pure selectivity to T2, the following inequality must hold:
W1B +W2A ≤ Θ < W1A +W2B (5.7)
Therefore the range of thresholds that give rise to pure selectivity is:
(W1A +W2B)− (W1B +W2A) = (W2B −W2A) + (W1A −W1B)
= ∆y −∆x = ∆x(α− 1)
(5.8)
The analogous calculations for mixed selectivity (assuming the T1B-T2B condition is active
only, but results are identical for T1A-T2A being the only inactive condition) are:
W1A +W2B ≤ Θ < W1B +W2B
W1B +W2B − (W1A +W2B) = (W1B −W1A) = ∆x
(5.9)
Thus, pure selectivity is more noise robust than mixed selectivity when α > 2. This imbalance
can be seen in Figure 5.2C.
Now we show that, given weights drawn at random from a Gaussian distribution, α > 2 is
more common than α < 2. The argument goes as follows: because ∆x and ∆y are differences
of normally distributed variables, they are themselves normally distributed (with µ = 0,
σ = 2σw). The ratio of these differences is thus given by a Cauchy distribution. However,
because α represents a ratio of lengths, we are only interested in the magnitude of this ratio,
which follows a standard half-Cauchy distribution. Furthermore, α is defined such that the
larger difference should always be in the numerator. Thus,
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Therefore, the majority of cells can be expected to have α > 2 with random weights and
thus higher noise robustness for pure selectivity than for mixed.
This comparison of noise robustness, however, assumes the threshold is placed at the
most noise robust location for each type of selectivity. Here, the threshold is defined as
a fraction of the total weight going into the cell: Θ = λΣW . As we increase λ then, the
threshold is a line with slope of -1 that moves from the bottom left corner up to the top
right. Examples of how this impacts selectivity are shown in Figure 5.2D.
To investigate how noise robustness changes with λ, we generate a large (10000) popu-
lation of cells, each with four random input weights drawn from a Gaussian with positive
mean and constrained to be non-negative (qualitative results hold for many weight/variance
pairs), and calculate the size of the additive noise shift needed to cause each cell to lose its
selectivity (whichever it has).
Assuming a fixed threshold, we then explore how noise robustness varies with learning.
In the case of constrained learning with NL = 2, ∆x and ∆y both increase. According to Eqn.
5.7 and Eqn. 5.9, robustness to both selectivities increases with ∆x. The relative increase in




expand more than ∆y and α will decrease, meaning the increase in noise robustness favors
mixed selectivity. If W1BW1A >
W2B
W2A
, then α will grow, and the increase in noise robustness will
be larger for pure than mixed. However, this condition is less common.
When NL = 1, learning ultimately leads to a larger ratio between the side lengths. This
is straightforward for W2B > W1B (∆y grows and ∆x shrinks). However, if W1B > W2B,
α will first decrease as ∆x grows and ∆y shrinks. This is good for mixed noise robustness.
The ratio then flips (∆x > ∆y), and ∆y (the side that is now shorter) is still shrinking and
∆x is growing. In this circumstance, if ∆y/∆x becomes less than
1
2 , the representation will
favor pure noise robustness over mixed. This flipping of α is possible for some cells when
NL = 2 if
W1B
W1A
< W2BW2A , but the weights would likely plateau before α became less than
1
2 ,
and so the drop in mixed selectivity does not occur.
In free learning with NL = 2, cells that have W1A > W2B, will see both weights from T1
increase and (due to the weight normalization) both weights from T2 decrease. Because the
weights change in proportion to their value, ∆x increases, ∆y decreases and so α goes down.
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λ=.35 λ=.45 λ=.55
Cell 1
Fig. 5.2: Signal and noise representation for the toy model shown in Figure 5.8A. Strength of weights from the 4 input
populations are given as arrows in (A and B) and the threshold for the heaviside function is shown as a dotted line.
The cell is active for conditions above the threshold (green). Weight arrows omitted for visibility in (C and D). A.)
Learning causes the representation of conditions to change. This can change selectivity in multiple ways. Shown here:
pure selectivity turns into mixed selectivity (top) and mixed selectivity turns into pure (bottom). B.) Constrained and
free learning can lead to different signal changes. Constrained learning (top) guarantees that one population from each
task variable is increased. This ensures that the representation spreads out. In this case, the cell goes from no selectivity
to mixed selectivity. With these starting weights, free learning increases both populations from T2, and the cell does not
gain selectivity. C.) Noise robustness can be thought of as the range of thresholds that can sustain a particular type of
selectivity. Relative noise robustness of mixed and pure selectivity depends on the shape of the representation. α is the
ratio of the differences between the weights from each task variable (top). In the two figures on the bottom, blue (red)
dotted lines show optimal threshold for pure (mixed) selectivity and shaded areas show the range of thresholds created by
trialwise additive noise that can exist without altering the selectivity. When α < 2, mixed selectivity is robust to larger
noise ranges (bottom left). When α > 2, pure selectivity is more robust (bottom right). Given normally-distributed
weights, α > 2 is more common. D. Two example cells showing how selectivity changes with changing λ. Sets of weights
for both cells are drawn from the same distribution. The resulting thresholds at 3 different λ values (labeled on the right
cell but identical for each) are shown for each cell. With the smallest λ, neither example cell has selectivity. With the
middle λ value Cell 1 gains mixed. Cell 2 gains pure selectivity, which it retains at the higher λ, while Cell 1 switches to
the other type of mixed
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This leads to more noise robustness for mixed and less for pure. If W2A > W1B, these trends
are reversed and the cell has more noise robustness for pure and less for mixed.
5.3.10 Experimental Design and Statistical Analysis
As described in the Selectivity Measurements subsection above, the main statistical test
used in this work was a 3-way ANOVA (within-subjects, with a total 23 degrees of freedom).
Each of the 90 cells used had 10 trials from each condition. As part of calculating the
clustering value (see Clustering Measurement subsections above), we calculated the p-value
for the F statistic of the hypothesis test that each coefficient in our General Linear Model
was equal to 0. All analyses were performed in MATLAB.
5.4 Results
In this study, we analyzed various measures of selectivity of a population of PFC cells
recorded as an animal carried out a complex delayed match-to-sample task. Through this
process, several properties of the representation in PFC were discovered and a simple circuit
model that included Hebbian learning was able to replicate them. These properties, combined
with the modeling results, provide support for the notion that PFC selectivities are the
result of Hebbian learning in a random network.
5.4.1 PFC Population is Moderately Specialized and Selective
The average firing rate of cells in this population was 4.9±5.1 spikes/sec. Fano Factor
analyses provided measurements of the noise and density of response in the data (Figure
5.3B). The average value of the across-trial Fano Factor (FFT = 2.8± 1.7 spikes/sec), shows
that the data has elevated levels of noise compared to a Poisson assumption. Looking at
response variability (RV)—a measure of how a cell’s response is distributed across conditions—
suggests that PFC cells are responding densely across the 24 conditions (RV = 1.1 ± 1.1
spikes/sec, for comparison, at the observed average firing rates, a cell that responded only
to a single condition would have RV ≈ 120, one that responded to two conditions would
have RV ≈ 57). This finding suggests that these cells are not responding sparsely and are
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not very specialized for the individual conditions of this task.
Each condition is defined by a unique combination of 3 task variables: task type, identity
of image cue 1 and identity of image cue 2 (Figure 5.1A). Selectivity to task variables was
determined via a 3-way ANOVA. The results of this analysis are shown in Figure 5.3A. This
figure shows the percentage of cells with selectivity to each task variable and combination of
task variables (as determined by a significant (p<.05) term in the ANOVA). A cell that has
selectivity to any of the regular task variables (task type, cue 1, cue 2) has pure selectivity,
while a cell that has selectivity to any of the interaction terms (combination of task variables
such as task type x cue 1, task type x cue 2, etc) has nonlinear mixed selectivity. The final
two bars in Figure 5.3A show the number of cells with pure and mixed selectivity defined
this way. Note that a cell can have both pure and mixed selectivity, thus the two values
sum to more than 100%.
The majority of cells (77/90) showed pure selectivity to at least one task variable. But
the population shows clear biases in the distribution of these pure selectivities: task type
selectivity is the most common (59 cells) and cue 2 is represented more than cue 1 (48 vs.
30 cells) (these biases are observable in the GLM fits as well, see Figure 5.3C). This latter
effect may be due to the time at which these rates were collected: these rates were taken
during the second delay, which comes directly after the presentation of the second cue. The
former effect is perhaps more surprising. While the task type is changed in blocks and
thus knowable to the animal on each trial (with the exclusion of block changes), there is no
explicit need for the animal to store this information: the presence of a second sequence or
an array of images will signal the task type without the need for prior knowledge. However,
regardless of its functional role in this task, contextual encoding is a common occurrence
[Eichenbaum et al., 2007; Komorowski et al., 2013]. Furthermore, the fact that the recall
task is more challenging than the recognition task may contribute to clear representation of
task type. That is, it is possible that the animals keep track of the task type in order to
know how much effort to exert during the task.
Approximately half of the cells (46) had some form of mixed selectivity, mostly to
combinations of two task variables. The population had a roughly equal balance of both
supra- and sublinear effects of these 2-way interactions (ratio of positive to negative terms:
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Fig. 5.3: Results from the experimental data. A.) Selectivity profile of the 90 cells analyzed. A cell had pure selectivity
to a given task variable if the term in the ANOVA associated with that task variable (TT=Task Type, C1=Cue 1,
C2=Cue 2) was significant (p<.05). A cell had nonlinear mixed selectivity to a combination of task variables if the
interaction term for that combination (TTxC1=Task Type x Cue 1, TTxC2=Task Type x Cue 2, C1xC2=Cue 1 x Cue
2, TTxC1xC2=Task Type x Cue 1 x Cue 2) was significant. On the right of the vertical bar are the percent of cells that
had at least one type of pure selectivity (blue) and percent of cells that had at least one type of mixed selectivity (red).
B.) Values of firing rate, FFT , and RV for this data. Each open circle is a neuron and the red markers are the population
means. C.) Beta coefficients from GLM fits for each cell. The condition wherein Task Type = Recognition, Cue 1 =
A, and Cue 2 = B was used as the reference condition . These values were used to determine the clustering value D.)
Clustering values for data and comparison populations. The red dot shows the clustering value calculated using the GLM
coefficients from the data. The shuffled data comes from shuffling the GLM coefficients across cells. The clustered data
derives from populations of fake cells designed to have 3 different categories of cell types defined according to selectivity.
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1.07). The small number of cells with selectivity to the 3-way interaction term (TTxC1xC2)
is consistent with the relatively low value of RV in this population, as a strong preference
for an individual condition would lead to a high RV. The number of cells with only mixed
selectivity was low (only 1 out of 90 cells), 32 cells had only pure selectivity, and 12 cells
had no selectivity.
We use a population-level analysis inspired by [Raposo et al., 2014] to measure the extent
to which cell types are clustered into categories. Here, we used this analysis to determine
if cells cluster according to their responsiveness to different task variable identities (i.e.,
recognition vs recall). That is, are there groups of neurons which all prefer the same task
type and image identities, beyond what would be expected by chance? In order to explore
this, we first use a general linear model (GLM), with task variable identities as regressors, to
fit each neuron individually. The beta coefficients from these fits define a neuron’s position
in selectivity space (these beta coefficient values, which represent how the identity of each
task variable changes a neuron’s firing rate as compared to the reference condition, are shown
in Figure 5.3C. A schematic of how the clustering measure works is shown in Figure 5.1D).
After normalizing each vector, the clustering measure then determines the extent to which
the population of vectors deviates from a uniform distribution on the unit hypersphere. The
data had a clustering value of 186.2. Comparing this to the mean values of two distributions
of artificially generated populations suggests the data has a mild but significant deviation
from random: the average clustering value for populations generated by randomly shuffling
the coefficient values is -23±22, and the average value of populations that have 3 distinct
clusters of selectivity is 706.7±6.8. As the data clustering value sits in between these values
and closer to the shuffled data, we conclude that some structure does exist in the data, yet
the cells in this population do not appear to form strongly separable categories as defined
by task variable identity preference (Figure 5.3D).
5.4.2 Circuit Model without Hebbian Learning Cannot Replicate Mix of
Density and Specialization
A simple circuit model was made to replicate the selectivity properties found in the data.
The model contains two layers: an input layer consisting of binary neurons that represent
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task variable identities and an output layer consisting of “PFC” neurons which get randomly-
weighted input from the first layer and whose activity is a nonlinear function of the sum
of that input. The model also has two forms of noise: an additive term applied before the
nonlinearity (which replicates input/background noise, and implicitly shifts the threshold of
the cell), and a multiplicative term applied after (which enforces the observed relationship
between firing rate and variance) (see Methods and Figure 5.4A).
The output of the initial circuit model, prior to any Hebbian learning, was analyzed
in the same way as the data to determine if it matched the properties found in PFC. The
results of this can be found in Figure 5.5. First, in Figure 5.5A, we demonstrate the impact
of the noise parameters on FFT , pure and mixed selectivity, and the clustering value. As
expected, increasing the additive and/or multiplicative noise terms increases the FFT , as
this is a measure of trial variability. Increasing within-condition noise also makes it less likely
that a cell will show significant differences across conditions, and thus the percentage of cells
with pure and mixed selectivity are inversely related to the noise parameters, (the relative
sensitivities of mixed and pure selectivity to noise will be discussed in depth later). For
similar reasons, the clustering value also decreases with noise (finding significant deviations
from a uniform distribution is less likely if cells do not show sufficiently strong preferences).
To determine the impact other properties of the model had on our measures of interest, we
varied several other parameters. Figure 5.5B shows what happens at different values of the
threshold parameter. Here, the threshold is given as the amount of input the cell needs
to reach half its maximal activity, expressed as a fraction of its total input weight (keep
in mind that, given the number of input cells in each population and the task structure,
roughly one-third of input cells are on per trial). The colored lines are, for each measure, the
extent to which the model differs from the data, expressed in units of the model’s standard
deviation (calculated over 100 instantiations of the model). Due to the impact of noise
parameters discussed above, at each point in this graph the noise parameters were fit to
ensure the model was within ± 1.5 standard deviations of the data FFT (this generally
meant that it varied from ∼ 2.8 to 2.9).
With an increasing threshold, the RV (green line in Figure 5.5B) increases. This is
because higher thresholds mean cells respond to only a few combinations of input, rather
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Fig. 5.4: The full model and how learning occurs in it. A.) The model consists of groups of binary input neurons (colored
blocks) that each represent a task variable identity. The number of neurons per group is given in parenthesis. Each
PFC cell (gray circles) receives random input from the binary cells. Connection probability is 25% and weights are
Gaussian-distributed and non-negative. The sum of inputs from the binary population and an additive noise term
are combined as input to a sigmoidal function (bottom). The output of the PFC cell on a given trial is a function of
the output of the sigmoidal function, r and a multiplicative noise term (see Methods). The threshold, Θ, is given as
percentage of sum total of the weights into to each cell B.) Two styles of learning in the network, both of which are based
on the idea that the input groups that initially give strong input to a PFC cell have their weights increased with learning
(sum of weights from each population are given next to each block). In free learning, the top NL input populations are
chosen freely. In this example, that means two groups from the cue 1 task variable have their weights increased (marked
in blue). In constrained learning, the top NL populations are chosen with the constraint that they cannot come from the
same task variable. In this case, that means that cue 2D is chosen over cue 1C despite the latter having a larger summed
weight. In both cases, all weights are then normalized. C.) Learning curves as a function of learning steps for different
values of NL. Strength of changes in the weight matrix expressed as a percent of the sum total of the weight matrix are
plotted for each learning step (a learning step consists of both the weight increase and normalization steps). Different
colors represent different NLs.
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than responding similarly to many, and the RV is a measure of variability in response across
conditions (note that while RV appears to peak at ≈ .35 and decrease, this particular trend
is driven by an increase in RV standard deviation; the mean continues to increase). The
percentage of cells with mixed selectivity (red line) also increases with threshold. With a
higher threshold, the majority of conditions give input to the cell that lies in the lower portion
of the sigmoidal function (bottom of Figure 5.4A). The nonlinearity is strong here—with
some input producing little to no response—thus, more cells can attain nonlinear mixed
selectivity. Pure selectivity also increases with threshold, and the percent of cells with pure
selectivity goes quickly to 100 (and the standard deviation of the model gets increasingly
small). We go into more detail about the reliance of selectivity on threshold later.
The clustering value relies on cells having preference for task variable identities and so
increases as selectivity increases initially. However, just having selectivity is not enough to
form clusters, and so the clustering value in the model levels off below the data value even
as the number of cells with pure selectivity reaches full capacity. Thus, with the exception
of the clustering value, the model can reach the values found in the data by using different
thresholds. As Figure 5.5B shows, however, at no value of the threshold are all measures of
PFC response in the model simultaneously aligned with those in the data.
Figure 5.5C shows how the same measures change when the width of the weight distribu-
tion from input to PFC cells is varied. Here, the standard deviation of the distribution from
which connection strengths are drawn (σW ) is given as a factor of the mean weight, µW .
Increasing this value increases pure and mixed selectivity as well as RV. Because a wider
weight distribution increases the chances of a very strong weight existing from an input cell to
an output cell, it makes it easier for selectivity to emerge (that is, the output cell’s response
will be strongly impacted by the task variable identity the input cell represents). The RV
increase occurs for similar reasons: a cell may have uneven responses across conditions due
to strong inputs from single input cells. Clustering values, however, are unaffected by this
parameter. At no point, then, can the model recreate all aspects of the data by varying the
weight distribution. Furthermore, while values of mixed selectivity and RV approach the
data values with large σW /µW , such large values are likely unrealistic. Data show that a
σW /µW ratio of around 1 is consistent with observations of synaptic strengths from several
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brain areas [Barbour et al., 2007].
Varying other parameters such as the mean weight, number of cells per population, and
connection probability similarly doesn’t allow the model to capture all properties of the
data (not shown).
Figure 5.5D shows the values of the model as compared to the data for the set of
parameters marked with arrows in Figure 5.5B and 5.5C. For reasons that will be discussed
more later, these parameters were chosen because they were capable of capturing the amount
of pure selectivity in the model (any lower value of the threshold would lead to too few cells
with pure selectivity, for example). On the left are the percentage of cells with different
selectivities as in Figure 5.3C. The bars are the data and the lines are the model. On the
right, are histograms of model values from 100 instantiations, with the red markers showing
the data values. The model matches the average firing rate and FFT of the model, as it was
fit to do so. Clustering, RV, and the amount of mixed selectivity are too low in the model.
We use these parameters as the starting point for learning in this model.
5.4.3 Circuit Model with Hebbian Learning Captures PFC Responses
As described above, responses of PFC cells have a set of qualities that cannot be explained
by random connectivity. In particular, the inability of the random network to simultaneously
capture the values of response variability, clustering, pure, and mixed selectivity shows that
PFC cells have a balance of specialization that may require learning to achieve. Here, we
tested two variants of Hebbian learning to determine if a network endowed with synaptic
plasticity can capture the elements of the data that the random network could not. The
simple form of Hebbian learning that we use is based on the idea that the input populations
that randomly start out giving strong inputs to a cell would likely make that cell fire and
thus have their weights increased.
In both variants of learning tested, each cell has the weights from a subset (NL) of its
input populations increased while the rest are decreased to keep overall input constant (this
is done via a weight increase step and a normalization step). Such balancing of Hebbian and
homeostatic plasticity has been observed experimentally [Keck et al., 2017], particularly via
the type of synaptic up and down regulation used here [Chistiakova and Volgushev, 2009;
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Fig. 5.5: Results from the model without learning. A.) FFT and other measures can be controlled by the
additive and multiplicative noise parameters. Each circle’s color shows the value for the given measure averaged
over 25 networks, for a set of a and m values (see Methods). FFT scales predictably with both noise parameters.
Fraction of cells with mixed selectivity, fraction of cells with pure selectivity, and clustering scale inversely with
the noise parameters. Other model parameters are taken from the arrow locations in (B) and (C). B.) How the
threshold parameter, λ, affects measures of selectivity. Lines show how the average value of the given measure
in the model (in units of standard deviations calculated over 100 random instantiations of the model) differs
from the data as a function of the threshold parameter λ, where Θi = λΣjwij At each point noise parameters
are fit to keep FFT close to the data value. Note that std values for mixed selectivity and clustering remain
steady across threshold values at approximately 4% and 20.7 respectively. RV std however increases from .0087
to 4.3 spikes/sec and pure selectivity std trends toward zero as all cells gain pure selectivity. C.) Same as (B),
but varying the width of the weight distribution rather than the threshold parameter. Here, RV std increases
only slightly, from .02 to .048 spikes/sec, pure selectivity std decreases slightly from 4.0% to 2.5% and mixed
selectivity and clustering stds remain fairly constant around 4.9% and 31.2 respectively. D.) Example of the
model results at the points given by the black arrows in (B) and (C). On the left, blue and red bars are the
data values as in Fig 2. The lines are model values (averaged over 100 networks, errorbars ±1 std). On the
right, histograms of model values over 100 networks. The red markers are data values. This model has no
learning.
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Bourne and Harris, 2011; Scanziani et al., 1996; Lo and Poo, 1991]. Therefore, it is plausible
for an individual neuron to be able to implement such changes across its synapses.
The difference between our two variants of learning comes from which input populations
are increased. In general, the top NL input populations from which the cell already receives
the most input have their weights increased (to capture the “rich get richer” nature of
Hebbian learning). In the “constrained” variant, however, weight increases onto a PFC cell
are restricted to populations of input cells that come from different task variables (e.g., cue
1 and cue 2. For a detailed explanation see Methods). This was done to ensure that cells
had enough variety of inputs to create mixed selectivity. In the free variant, the populations
from which a cell receives increased input due to learning are unrestricted. That is, they are
determined only by the amount of input that the cell originally received from each population
as a result of the random connectivity. This unrestricted form of learning is more biologically
plausible as it can be implemented in a way that is local to the post-synaptic neuron, without
knowledge of the identity of the upstream inputs . A toy example of each variant can be
found in Figure 5.4B. In this example, free and constrained learning select different input
populations to be enhanced, however, given random weights, free and constrained learning
will select the same input populations in some cells.
Figure 5.4C shows how the weight matrix changes with different NL values (the number
of populations from which weights are increased during learning). Eventually, the learning
leads to a steady state in which each PFC cell receives input only from cells in the top NL
populations. The higher the NL the faster the matrix converges to its final state. When NL
is low, convergence takes longer as all the weight is transferred to a small number of cells.
This plot is shown with a learning rate of .2.
The results of both forms of learning are shown in Figure 5.6A. The effects of learning
are dependent on NL, and different NL values are in different colors (NL = 1, 2, 3 are tested
here). Free learning is shown with solid lines, and constrained with dotted lines, except for
the case of NL = 1, where free and constrained learning do not differ and only one line is
shown. In each plot, the data value is shown as a small black dotted line.
Clustering, mixed selectivity, and RV all increase with learning, for any value of NL and
both learning variants. When NL = 1 (green line), mixed selectivity peaks and then plateaus
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at a lower value (as connections to all but one population are pruned), while other values of
NL plateau at their highest values. As it was designed to do so, constrained learning is very
effective at increasing mixed selectivity, eventually getting to nearly 100 percent of cells.
Free learning produces more modest increases in mixed selectivity, with NL = 2 leading
to slightly larger increases than NL = 3. Before learning, the model matches the data’s
balance of supra- and sublinear interaction effects (ratio of positive to negative terms: 1.100
± .048), and learning does not impact this balance (1.095 ± .053, STDs over 20 random
instantiations).
A factor impacting selectivity in this model—and especially with this task structure—is
that cells that receive inputs from multiple populations from a single task variable may
not end up having significant selectivity to that variable. This is especially true for the
’task type’ variable, as cells can easily end up with input from both ’recall’ and ’recognition’
populations. If the inputs from these populations are somewhat similar in strength, the cell
does not respond preferentially to either. This can help understand the discrepancy in how
pure selectivity changes with free and constrained learning. In constrained learning, pure
selectivity necessarily increases with learning (to the point where nearly all networks have
100% pure selectivity), whereas free learning can have inputs that effectively cancel each
other out. A more direct investigation of how selectivity and other properties change with
learning comes with the analysis of our toy model in the next two sections.
In these plots, both noise parameters are fixed, which allows us to see how FFT varies
with learning (this is also why the values at step 0 in Figure 5.6A do not always match those
shown in Figure 5.5, as that model has noise parameters fit to match the data). The changes
in FFT stem from both changes in robustness to the additive noise and from changes in
the mean responses, which impacts FFT via the multiplicative noise term. Figure 5.6A
shows that the variant of learning has less of an impact on FFT than NL does. In all cases,
however, learning ultimately leads to lower trial variability in the model. This is consistent
with observation made in PFC during training [Qi and Constantinidis, 2012].
Overall, low NL leads to more acutely distributed weights and stronger structure and
selectivity in the model. Constrained learning, with its guarantee of enhancing weights from
different task variables, is also more efficient at enhancing structure and selectivity. The
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Fig. 5.6: The model with learning. A.) How selectivity measures change with learning. In each plot, color
represents NL value, solid lines are free learning, and dotted lines are constrained learning (only one line is
shown for NL = 1 as the free and constrained learning collapse to the same model in this circumstance). Step 0
is the random network. Black dotted lines are data values and errorbars are ±1 std over 100 networks. In the
pure selectivity plot, with constrained learning and when NL = 1, the value maxes out at 100% in essentially
all networks, leading to vanishing errorbars. B.) All measures as a function of learning for the NL = 3 free
learning case. Values are given in units of model standard deviation away from the data value as in Figure
5.5B and C. C.) The model results at the learning step indicated with the black arrow in (B). On the left, blue
and red bars are the data values as in Figure 5.3. The lines are model values (averaged over 100 networks,
errorbars ±1 std). On the right, histograms of model values over 100 networks. The red markers are data
values. Here, the model provides a much better match to the data. D.) Decoding performance increases with
learning. Average performance of classifiers trained to readout linear terms (top left) and higher order terms
(bottom left) from PFC population activity increases after learning compared to the random network (learned
model indicted by arrow in (B)). Errorbars are ± 1 SEM, over 10 random instantiations of the network. Read
out of same vs. different cue identities is better when using the PFC population after learning (right).
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prefrontal cortex data shows a moderate level of structure and selectivity, therefore the
approach that is best able to capture it is free learning with NL = 3. In Figure 5.6B, we
show how all of the model values compare to the data as this form of learning progresses.
These plots, similar to Figure 5.5B and C, show values in units of standard deviations away
from the model. It is clear from these plots that this form of learning leads all values in the
model closer to those of the data. The best fit to the data comes after 6 learning steps with
a learning rate of .2 (marked with a black arrow). At this point the ratio of the standard
deviation to the mean of the weight distribution has only slightly increased, remaining within
a biologically plausible range. While the best fit to the data comes before the model reaches
its steady state, all values still eventually plateau to within ± 2.5 model standard deviations
of the data. Furthermore, there are many reasons why PFC may not reach steady state; for
example, once the animal’s performance plateaus, learning may slow [Glimcher, 2011]. Also,
other uses of PFC may interfere with learning and prevent the circuit from overfitting to
this particular task. A detailed exploration of these mechanisms is beyond the scope of this
study.
We plot the values of the data in comparison to the best-fit model in Figure 5.6C,
similarly to Figure 5.5D. At this point, the average percent of cells with only pure selectivity
is 25.4±4.2, with only mixed 4.4±2.2, and with no selectivity 15.9±4.1 (the comparable data
values are ≈ 36%, 1%, and 13%, respectively). Thus, the model with learning is a much
better fit to the data than the purely random network.
In addition to matching the measured properties of the PFC representation, we also
tested if learning makes the neural representation more conducive to decoding. To do this
for task information, we trained linear classifiers to readout out the task inputs (i.e., the
identities of task type, cue 1, and cue 2 separately) as well as higher order terms (i.e., the
combined identities of task type-cue 1, task type-cue 2, cue 1-cue 2, and task type-cue 1-cue
2). As expected from a higher dimensional representation, decoding performance is better
in the population after learning, for both linear and higher order terms (Figure 5.6D, left).
Post-learning accuracy for linear terms is 83.2% and for the higher-order terms 70.5% (the
respective values for constrained learning after the same number of steps are 88.2% and
83%, not shown). We also used a same-different task to demonstrate how the representation
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after learning allows for better performance on a non-linearly separable problem. Here, all
combinations of cue 1 and cue 2 identities were generated as inputs, and a linear classifier
was trained to readout if the identities of the two cues were the same or not. Trying to
read this information out from the input population is not very successful as these cells only
have pure selectivity (Figure 5.6D, right). Random connectivity is sufficient to expand the
dimensionality of the neural representations and to solve non-linearly separable problems.
However, the model PFC population generated from random connectivity performs poorly
because the low threshold that we determined by fitting the model to the data leads to low
levels of mixed selectivity. After learning, the PFC population performs substantially better
on this task.
5.4.4 Understanding Properties of Selectivity Before Learning
We have shown that Hebbian learning can impact selectivity properties in a model of
PFC. Some of these impacts, particularly the increase in mixed selectivity, may seem
counterintuitive. Here we use a further simplified toy neuron model to understand the
properties of the network before learning and then demonstrate how learning causes these
changes.
A schematic of this toy model is in Figure 5.7A, and it is described in the Methods.
Briefly, the cell gets four total inputs–two (A and B) from each of two task variables (T1
and T2). The output of the cell is binary: if the weighted sum of the inputs is above the
threshold, Θ, the cell is active and otherwise it is not. As in the full model, Θ is defined as
a fraction, λ, of the sum of the input weights.
This format makes it easy to spot nonlinear mixed selectivity: if the cell is active (or
inactive) for exactly one of the four conditions, it has nonlinear mixed selectivity to the
combination of T1-T2. If the cell’s output can be determined by the identity of only one
task variable, it has pure selectivity (and would be active for two of the four conditions).
Otherwise it has no selectivity (active or inactive for all conditions) (see examples in Figure
5.2A and B).
Learning impacts selectivity by altering the way a cell represents these four conditions.
To say more about how this occurs, we must first describe the properties of the representation
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in the random network before learning.
To be robust to noise, the cell’s response should be constant across trials within a
condition . Additive noise can be thought of as a shift in the threshold, which may lead
to a change in the cell’s response. Thus, trialwise additive noise drawn from a distribution
centered on zero can be thought of as a range of effective thresholds centered on the original
one (black dotted line in Figure 5.8A is the threshold without noise and the gray shaded area
is the range of effective thresholds due to noise). If the inputs for a given condition fall in this
range, the response of the cell will be noisy, i.e. flipping from trial to trial, and selectivity will
be lost because the cell’s activity will not be a reliable indicator of the condition. Robustness
to noise, then, can be measured as the range of thresholds a representation can sustain
without any responses flipped, with a larger range implying higher noise robustness ( if
noise is drawn from a Gaussian distribution the noise range can represent thresholds within
two standard deviations, for example, implying that a cell is robust to noise as long as its
response is consistent on 95% of trials).
Assuming optimal threshold values (i.e., those with highest noise robustness) for each type
of selectivity, the relative noise robustness of mixed and pure selectivity can be calculated
(see Methods). We find that, thinking of the four conditions as the corners of a rectangle (as
visualized in Figure 5.2C), mixed selectivity robustness depends on the length of the shorter
side, while pure selectivity noise robustness depends on the difference between the two side
lengths. We also find that, with random weights, most cells will have a representation that
has higher noise robustness for pure selectivity than for mixed (see Methods).
Noise robustness changes, however, as thresholds deviate from optimal. The type of
selectivity cells have in the absence of noise also varies with threshold in a related way.
For example, using a low threshold may result in more cells with mixed selectivity and/or
cells with pure selectivity that have low noise robustness (see Figure 5.2D for examples).
To quantify these trends, we varied the threshold parameter λ and determined both the
probability of different types of selectivity as well as the noise robustness for each type (see
Methods for details). In Figure 5.7B, we show the fraction of cells that lose selectivity at a
given noise level, for three different values of λ. Noise robustness (plotted as a function of λ
in Figure 5.7C) is defined then as a normalized measure of the noise value that causes 50%
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Fig. 5.7: How noise robustness varies with threshold in a random network using the toy model A.) Schematic
of the toy model: four input populations (two from each task variable) send weighted inputs to a cell with a
threshold (Θ) nonlinearity B.) For a given noise value, the fraction of cells that would lose selectivity if that
noise value were used. Values are separated for cells with pure (blue) and mixed (red) selectivity. Three λ
values shown, where Θ = λΣW . C.) Based on plots like those in (B), the noise value at which 50% of cells have
lost selectivity is calculated (“Noise Robustness” refers to these values normalized by the peak value. Higher
values are better) and plotted as a function of λ (solid lines). On the same plot, the percent of cells with each
type of selectivity in the absence of noise is shown (dotted lines). The black doted line marks a λ value at
which the probability of mixed and pure selective cells is equal, but their noise robustness is unequal. This plot
is mirror-symmetric around λ = .5
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of cells to lose selectivity.
Figure 5.7C demonstrates why the random network from which we start learning is
necessarily in a condition of low mixed selectivity. Specifically, the value of λ we choose to
use is constrained by the fact that the data shows high levels of pure selectivity. Therefore,
we need a value that has high probability of pure selectivity and high noise robustness
for it (especially because, as we will show, pure selectivity is unlikely to increase much
with learning). Values of λ that meet this condition are not favorable for mixed selectivity.
Therefore, the best we can do is choose a value of, for example, .4, where probabilities of
pure and mixed selectivity are even, but pure has higher noise robustness (therefore effective
rates of pure selectivity are higher). The fact that mixed selectivity is less noise robust than
pure in the full model can be seen in Figure 5.5A.
Note that while the λ used for the random version of the full model shown in Figure
5.5D was around .27, that value is not directly comparable to the λ values in these plots
for many reasons. First, the full model has 3 task variables, compared to the 2 used in the
toy model. This means that, from the perspective of mixed selectivity for 2 task variables,
a given λ value will create a higher Θ in the full model with 3 task variables than in the
toy one that has only 2 (because Θ is a function of the sum total of all weights, not just
those relevant for the 2-way selectivity). In addition, in the toy model, 50% of the inputs
are on for any given condition, whereas the nature of the task in the full model means that
only 25% of inputs are on when looking at C1xC2 mixed selectivity, while one-third are
on for TTxC1, TTxC2, and TTxC1xC2 mixed selectivity. The percentage of cells are also
not directly comparable, as cells in the full model are labeled as pure if they have any of 3
different types of pure selectivity, and mixed if they have any of 4 different types of mixed.
This toy model is thus meant to provide intuition only.
5.4.5 How Learning Impacts Selectivity
For the reasons just discussed, the random model starts in a regime where pure selectivity
has high noise robustness and mixed does not. In order to match the amount of mixed
selectivity seen in the data, we must then rely on learning to increase noise robustness for
mixed selectivity, allowing more mixed cells to move out of the noise range.
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Learning impacts noise robustness by expanding the representation of the different
conditions. An example of this is in Figure 5.8A, where the gray shaded area represents
the noise-induced range of the threshold. Before learning, the cell’s response is impacted
by the noise. With learning, different conditions get pulled away from each other and the
threshold, creating a much more favorable condition for mixed selectivity to be robust to
noise. As can be seen, the responses are now outside the noise range.
For the same reason that learning increases noise robustness (because the expansion
increases the range of thresholds that support mixed selectivity), it can also increase the
probability of a cell having mixed selectivity in the absence of noise. This can be seen
in Figure 5.8C (left), where learning steps are indicated by increasing color brightness
(constrained learning with rate of .25). At lower λ values, cells that are initially above
threshold for all conditions (no selectivity) gain mixed selectivity with learning. But for λ
values that support higher levels of pure selectivity (e.g., λ = .4, marked with a black dotted
line), the percent of cells with mixed is not as impacted by learning. The percent of cells
with pure selectivity increases only slightly at most λ values.
Noise robustness has a different pattern of changes with learning (Figure 5.8C, right). In
particular, at λ = .4, the noise robustness still increases with learning even when the percent
of cells with mixed selectivity doesn’t change. Furthermore, when starting from a λ value
that has unequal noise robustness for pure and mixed selectivities, if most cells with pure
selectivity are already robust to a given noise value, an increase in noise robustness for pure
would only have a moderate effect on the population levels of pure selectivity. Conversely, if
most mixed cells have noise robustness less than the current noise value, an increase in that
robustness could strongly impact the population. In the same vein, a decrease in robustness
will impact the pure population more than the mixed. Thus, changes in noise robustness
seem to play a large role in the increase in mixed selectivity observed in the full model.
In particular, constrained learning with NL = 2 always increases the lengths of both sides
of the rectangle (as one weight from each task variable increases and the other decreases).
As mentioned above, noise robustness for mixed selectivity scales with the length of the
shorter side and so it necessarily increases with learning in this condition. Under certain
weight conditions, noise robustness will also increase for cells with pure selectivity (this can
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be seen in Figure 5.8C, see Methods for details).
If NL = 1, only one side length will increase and the other decrease. If the shorter side
decreases, mixed selectivity noise robustness decreases. If the shorter side increases, mixed
noise robustness increases, up until the point at which side lengths are equal. At that point
the shorter side is now the decreasing side and mixed noise robustness goes down. This
trend is reflected in the shape of the mixed selectivity changes seen with NL = 1 in Figure
5.6A (mixed selectivity increases then decreases).
When using free learning (with NL = 2), a portion of the cells will by chance have
the same changes as with constrained learning. The remaining cells cause the differences
observed between the two versions of learning, and can be of two types. In the first type,
the larger side length increases and the smaller shrinks, causing a decrease in mixed noise
robustness. Free learning doesn’t achieve the same levels of mixed selectivity as constrained
because these cells continue to be too noisy. In the other type, the shorter side increases and
the larger decreases, reducing the difference between the two side lengths and thus reducing
pure noise robustness. Free learning loses pure selectivity as these cells become too noisy
(as seen in 5.6A). More detailed descriptions of changes with learning can be found in the
Methods.
Inputs from additional task variables can be thought of as a source of noise as well. In
Figure 5.8B, we add a third task variable to the toy model. Now, in the case of the T1B-T2A
condition, the identity of T3 determines if the cell is active or not. From the perspective
of T1-T2 mixed selectivity, this has the same impact as shifting the threshold, and thus
creates noise. If both T3 inputs are weaker than the strongest two inputs from T1 and T2
(as they are here), they will decrease with learning. This means that not only do different
T1-T2 conditions get pulled apart with learning, but the same T1-T2 conditions become
closer. This reduces the impact of “noise” from other task variables, and explains why mixed
selectivity increases more with NL = 2 than with NL = 3 (Figure 5.6A).
In sum, learning changes a cell’s representation of the task conditions. Depending on
the threshold value, this can create changes in the probability of mixed and pure selectivity
and the relative noise robustness for each. Here, in order to match the high levels of
pure selectivity seen in the data, we use a threshold regime where mixed selectivity noise
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Fig. 5.8: How learning impacts noise robustness A.) A simple toy cell (left) with 2 task variables is used to show
the effects of learning. The 4 possible conditions are plotted as dots (green if above threshold, black if not), with
the threshold as a dotted black line. Colored arrows represent the weights from each population. Before learning
(middle), the cell’s input on two of the conditions falls within the range of the shifting threshold created by additive
noise (gray area). After learning, all conditions are outside the noise range. B.) A third task variable is added to
the model and is another source of additive noise from the perspective of T1-T2 selectivity. The model’s outputs
are color-coded according to which T3 population is active. Weight arrows are omitted for visibility. After learning
with NL = 2, input strength from T3 populations are decreased and the points from the same T1-T2 condition are
closer together (less noisy). C.) How the percent of cells with a given selectivity (left) and their noise robustness
(right) change with constrained learning as a function of the threshold parameter λ. Learning steps are symbolized
by increasing color brightness (the darkest line is the random model as displayed in Figure 5.7C, and the dashed
line shows where the percent of mixed and pure are the same in the random model)
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robustness increases with learning. This causes a gain in the number of cells with mixed
selectivity, such that it reaches the level seen in the data.
5.4.6 How Learning Impacts Other Properties
The visualization of this toy model gives intuition for why other properties change with
learning as well. RV, for example, increases with learning (Figure 5.6A). The expansion that
comes with learning places different conditions at different distances from the threshold.
With a sigmoidal nonlinearity, this would translate to more variance in the responses across
conditions, increasing RV. Because constrained learning ensures the most expansion, it
increases RV more. These increases depend on NL because lower NL allows for a more
extreme skewing of weights, and thus a subset of conditions will be far above threshold
while the rest are below (leading to a high RV). RV has a limit, however, because even with
NL = 1, the cell would still respond equally to a quarter of the conditions (assuming an
input from a cue variable)
Clustering values are also impacted by how selectivity changes. Clustering in the data
appears to be driven by task type selectivity (Figure 5.3C), and as task type preferences
develop in the model the clustering value increases. Here, the relative sizes of the input
populations play a role. Because the input populations that represent task type contain
more cells (Figure 5.4A), these populations are more likely to be among the strongest inputs
to a cell, and thus have their weights increased (Note that this bias in favor of task type
could also arise from the fact that only two task types are possible, and thus these inputs
are on twice as often as cue inputs. Such a mechanism cannot be implemented in this
model, however, so we use uneven numbers of input cells). Therefore, task type selectivity
becomes common and clusters form around the axis representing the first regressor (which
captures task type preference). This effect is weaker with free learning because both task
type populations may have their weights increased, which diminishes the strength of task
type preference. Lower NL, which minimizes preferences to other task variable identities,
allows these clusters to be tighter.
Finally, it is important to note that the strength of inputs shown in Figures 5.2 and
5.8 (the colored arrows) correspond to, in the full model, the summed input from all cells
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representing a given task variable identity (i.e., Ipi ), not just to weights from individual cells.
These summed values are what need to change in order to expand the representation and
see the observed changes. This is important for why the Hebbian procedure described here
is effective at changing selectivity, as it assumes that many cells, acting in unison to cause
post-synaptic activity, would lead to the increase of their individual synaptic weights, and
thus an increase in the sum of those weights. Merely increasing the variance of the individual
weights does not cause such a coordinated effect and would be less effective at driving these
changes (as was shown in Figure 5.5C), especially with larger input population size.
5.5 Discussion
Here, motivated by several theoretical proposals about properties that would benefit en-
coding, we explored how prefrontal cortex represents task variables during a complex task.
In particular we were interested in measures of selectivity (particularly nonlinear mixed
selectivity), response density, and clustering of cell types according to preferences. By
quantifying and measuring these properties in a PFC dataset, this work connects theoretical
literature with experimental data to give insight into how PFC is able to support complex
and flexible behavior. Furthermore, we explored how these response properties could be
generated by a simple network model. Through this, we find evidence that the particular
level of specialization and structure in the PFC response is not readily achievable in a
random network without Hebbian learning. After Hebbian learning, the model—despite
its relative simplicity—is able to capture many response properties of PFC. The changes
that come with learning act via an expansion of the way cells represent conditions, and
corresponding changes in noise robustness.
Interestingly, the variant of Hebbian learning that best matches the data is not the
most effective at increasing mixed selectivity. It may be that the more effective method
(“constrained” learning) would be too difficult to implement biologically, but perhaps there
is also a computational benefit to the balance of mixed and pure selectivity found in the
data. Particularly, preventing high levels of selectivity to this particular task may allow the
network to retain flexibility.
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In addition to retrospectively matching experimental results, this model also makes
predictions regarding how certain values should change with training. In particular, clusters
of cells defined by selectivity are expected to emerge with training and cell responses should
become less dense across conditions. Previous work [Rigotti et al., 2013] has shown the value
of mixed selectivity for the ability of a population to perform complex tasks. This work shows
that mixed selectivity increases with learning, and these changes in PFC may correspond
to increases in performance [Pasupathy and Miller, 2005], as learning in our model leads
to increases in performance on classification tasks. Perhaps surprisingly, this model also
predicts a concurrent, though small, decrease in pure selectivity. However, studies that have
tracked PFC responses during training show signs of these changes. For example, in [Meyer
et al., 2011], the amount of pure selectivity was measured directly pre- and post-training,
and a significant drop in the percent of cells with pure selectivity was indeed observed.
Furthermore, in hippocampus, an increase in mixed selectivity and slight decrease in pure
was also observed with learning [Komorowski et al., 2009]. In Meyers et al. [2012], the ability
to readout match/nonmatch of two input stimuli from the population increases dramatically
with learning, suggesting an increase in mixed selectivity. However, the ability to decode
the identity of the stimuli (in the comparable portion of the trial) decreases slightly after
training, which would be at odds with our linear classification results.
Our model makes many simplifying assumptions. The inputs, for instance, are binary
cells that encode only the identity of different task variables. While this implies that the cells
representing cue identities already have mixed selectivity (responding to the combination
of the image and its place as either cue 1 or cue 2), it is still an assumption that the cells
providing input to PFC are otherwise unmixed. This is something that, given current
experimental evidence seems plausible [Pagan et al., 2013], but would benefit from further
experimental exploration.
It may seem possible that adding more layers to the network would be a way to get the
model to match the data without the need to introduce learning. This, however, is unlikely.
For one, the data has high levels of pure selectivity which would be difficult to maintain
through layers of random connections. Mixed selectivity, too, could decrease with layers,
especially if each layer is noisy (which would be the realistic way to build such a model). It is
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also not obvious how such a model would achieve the clustering values observed in the data.
Preliminary work on multi-layer models supports these intuitions (not shown). Also, such
a model would not be able to address the changes with training discussed above. Finally,
such a model would necessarily contain more parameters than a single layered network, and
that would need to be taken into account when comparing to our learning model, which
only introduces two additional parameters (NL and the amount of learning, defined by the
combination of learning rate and number of steps).
Another valuable endeavor would be to expand this model in the temporal domain.
Currently in the model, all the task variable inputs are given to the network simultaneously.
In the experiment, of course, there is a delay between cue 1 and cue 2. Delay activity is
known to exist in areas like IT [Woloszyn and Sheinberg, 2009; Fuster and Jervey, 1982],
and so this information could be being feed into PFC at the same time. But presumably,
recurrent connections in PFC, and even possibly between PFC and its input areas, can
enhance or alter selectivity. A recurrent model could also explore how PFC responses
and representation vary over the time course of the trial, as recent experimental work has
provided insight on this [Murray et al., 2016]. Interestingly, recent work has demonstrated
that Hebbian learning can be used to train recurrent neural networks on context dependent
tasks [Miconi, 2017].
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