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Abstract 
Large-scale climate patterns affect many areas of our global environment either 
directly or indirectly. They provide the background conditions for regional climate patterns 
and weather events that in turn affect many areas of our society, such as agriculture, water 
supply, energy demand, and natural ecosystem development. Many scientists have 
analyzed how these large-scale modes of climate variability influence the climate response 
over North America on an individual basis, however, it is still unclear how the combination 
of modes of variability affect North American climate. In this study, I analyze the four 
leading modes of climate variability that influence North American climate patterns: the 
El Niño – Southern Oscillation (ENSO), the Atlantic Multidecadal Oscillation (AMO), the 
Pacific – North American (PNA) Pattern, and the Northern Annular Mode (NAM). 
Through an observational analysis, I show which climate pattern has the largest influence 
on a particular region of North America as well as the most common combinations of 
patterns to influence the continent. The oceanic patterns, ENSO and AMO, have the largest 
influence on the background conditions of regional climate due to their slow-varying 
nature, while the atmospheric patterns, PNA and NAM, have the largest influence on 
wintertime temperature and precipitation anomalies. The North American climate response 
of the combined PNA and NAM patterns is seasonally dependent, where in the boreal 
winter they have the largest influence when in opposition and in the summer when in the 
same phase. This is due in part to their common link with the Aleutian Low in the North 
Pacific. Furthermore, the AMO has a large influence on summer climate due to its weak 
seasonality and the lack of strength of the other regional climate patterns. Moreover, this 
study also presents an analysis on the North American climate influence of the ENSO and 
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AMO using the NCAR CESM1 global climate model. The model results for the ENSO 
response are corroborated well with observations, however, the AMO response in the 
model is weak, which might be a result of the internal metrics of the model or a weak AMO 
forcing. The largest North American climate response occurs when the combined ENSO 
and AMO patterns are in opposition. The ENSO and AMO response is also simulated under 
RCP8.5 end-of-century conditions to analyze the pattern response under global warming. 
An eastward shift in the ENSO teleconnection occurs under future warming with the largest 
shift occurring under +ENSO conditions. An eastward shift occurs under –ENSO 
conditions only when in combination with a +AMO in the winter, suggesting the AMO 
having an influence on the ENSO teleconnection. Additionally, the shift in the ENSO 
response highlights the nonlinear nature of the ENSO teleconnection and an element of 
future climate change over North America.  
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11 Chapter 1: Introduction 
2Modes of global climate variability, either air pressure patterns or sea surface 
temperature (SST) variations, affect local weather patterns and many Earth system 
processes. They provide a link for the transfer of energy, momentum, and water between 
the oceans, atmosphere, biosphere, and cryosphere.  They affect regional climate of 
temperature and precipitation patterns, which are influenced by pressure systems on the 
subtropical and polar jet streams, and regional atmospheric processes such as low level jet 
streams and monsoonal behavior. It is difficult, however, for scientists to draw accurate 
predictions and relationships between climate patterns and their regional responses due to 
the nonlinear nature of the patterns and differing oscillatory periods. Improving our 
understanding of these periodic patterns is important because they affect all aspects of 
society: agriculture, energy, water, infrastructure, the built environment, and natural 
resources.  
Periodic fluctuations in SSTs have the largest influence on long-term regional 
climate. The slow-varying nature of SSTs in both the Pacific and Atlantic Oceans 
influences, among other things, precipitation and soil moisture levels in the Great Plains 
and Midwest regions of the United States that have contributed to some  of the most severe 
seasonal droughts ever observed (Feng et al. 2011; Hu and Feng 2012; McCabe et al. 2004; 
Mo et al. 2009;  Schubert et al. 2009; Seager and Hoerling 2014; Wang et al. 2010). For 
example, the 2011 Texas drought, which resulted in approximately $7.62 billion in 
agricultural losses, was linked to a severe and persistent rainfall deficit resulting from a 
strong La Niña event, or cooler than average SSTs in the eastern equatorial Pacific Ocean 
(Anderson et al. 2012; Hoerling et al. 2013; Seager and Hoerling 2014). Tropical Pacific 
SST anomalies initiate an upper-atmospheric Rossby wave pattern that, in the case of La 
   3
Niña events, displaces the subtropical jet stream northward thus reducing moisture 
convergence over North America, which contributes to conditions more favorable for 
drought. The Great Plains drought of 2012 and the multiyear southern U.S. droughts in the 
1950s were also a response to variations in SSTs (Seager and Hoerling 2014). Furthermore, 
some studies have attributed the North American Dust Bowl drought of the 1930s to soil 
moisture deficits resulting from anomalous tropical Pacific SSTs along with unsustainable 
agricultural practices (Cook et al. 2008; Schubert et al. 2004; Seager et al. 2008; Seager 
and Hoerling 2014).  
The relationship between drought and SSTs is not always linear, however. The 
strong La Niña event of 1973-75, for example, failed to produce drought conditions in the 
Great Plains region of the U.S. and the severe northern Great Plains drought of 1988 did 
not result from any known anomalous SST conditions (Seager and Hoerling 2014). The 
intrinsic atmospheric variability and the complexity of the climate system make it difficult 
to assess how SSTs affect climate in remote regions. 
Variations in atmospheric pressure anomalies occur over a more frequent 
timeframe and have been linked to temperature and precipitation anomalies in North 
America on medium range timescales. In recent decades, scientists have analyzed the link 
between the Northern Annular Mode (NAM), often termed the Arctic Oscillation (AO), in 
the Arctic to extreme wintertime climate and weather over the Northern Hemisphere mid-
latitudes (Francis et al. 2017; Frankignoul and Sennéchael 2007; Kang et al. 2014; Smith 
et al. 2016). The anomalously cold winter in North America in 2009-2010 was a result of 
extremely negative AO events, or anomalous high pressure over the Arctic and anomalous 
low pressure over the mid-latitudes (Cohen et al. 2010; Cohen and Jones 2011; Fereday et 
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al. 2012; Greene and Monger 2011). That winter resulted in record setting snowfall totals 
in the Northeast U.S. and low temperatures in the southern U.S. (National Climatic Data 
Center, 2010). Additionally, the Pacific – North American (PNA) pattern has been related 
to wintertime temperature and precipitation patterns in North America due to its influence 
on the mid-latitude jet stream and storm tracks (Coleman and Rogers 2003; Ma and Chang 
2017).  Moreover, it has been suggested that the PNA pattern has an influence on the Great 
Plains Low Level Jet, which drives much of the warm-season precipitation climatology in 
the Great Plains region of the U.S. (Harding and Snyder 2015).  
Over North America, the four modes of climate variability that have the greatest 
influence on regional climates are the El Niño-Southern Oscillation (ENSO), a combined 
SST and atmospheric pressure teleconnection pattern in the equatorial Pacific Ocean that 
has a period of approximately 2-8 years (Rasmusson and Carpenter 1982); the Atlantic 
Multidecadal Oscillation (AMO), an oceanic mode of climate variability that has an 
oscillatory frequency of 60-80 years of positive and negative SST anomalies (Delworth 
and Mann 2000; Schlesinger and Ramankutty 1994); the PNA pattern, an atmospheric 
mode of climate variability situated over the North Pacific Ocean and North American 
continent that includes four centers of oscillating pressure anomalies with a period of 
approximately 7-10 days (Feldstein 2000); and the NAM, an atmospheric mode of climate 
variability characterized by an annular pattern over the North Pole that oscillates on a 
timescale of approximately 10 days (Rivière and Drouard 2015). 
Many scientists have analyzed the North American climate response to these 
patterns individually, however, there is still much uncertainty and lack of knowledge on 
how the combination of these patterns influence regional North American climate and how 
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they interact and influence one another. In Chapter 2, I provide an in-depth observation-
based analysis of the ENSO, AMO, PNA, and NAM patterns to quantify the most dominant 
pattern influencing a particular region of North American climate as well as to determine 
the most common combination of patterns to have the largest influence on regional 
temperature and precipitation over North America. The goal of Chapter 2 is not only to 
provide a greater extent of knowledge around the regional climate responses of these 
patterns, but also to shed light on the mechanisms contributing to a particular regional 
response more dynamically and to characterize the array of modes of variability and how 
they interact instead of just a single driver.  
The second half of this study considers how global climate patterns and their 
regional responses will change as global surface temperatures continue to rise. Scientific 
conclusions around how the ENSO and AMO mean-state might change under global 
warming are inconsistent and some attribute the inconsistency to the lack of accuracy in 
mimicking feedback processes in global climate models (GCMs) (Collins et al. 2010; Latif 
and Keenlyside 2009; Union et al. 2005). Chapter 3 of this study includes an analysis of 
how global warming might influence the North American climate response to the different 
combinations of ENSO and AMO patterns using the National Center for Atmospheric 
Research (NCAR) Community Earth System Model 1 (CESM1) GCM. The use of GCMs 
allows for a greater level of statistical significance due to the increased number of modeled 
years under each phase of ENSO and AMO compared to the observational data, however, 
GCMs do not always depict the climate response correctly due to their coarse spatial 
resolution and limitations in representing detailed physical processes.  
6The goal of this study is to provide greater knowledge about the regional influences 
of large-scale climate patterns at present and in the future. This study is meant to draw 
awareness to the dynamical nature of the climate system and to highlight how a particular 
climate response may not be solely limited to one particular trigger, but rather a 
combination of influences. Furthermore, this study also provides further understanding of 
how global warming might influence the interactions of these climate patterns and affect 
regional climates. It is a goal that this knowledge will aid in helping to mitigate the risks 
associated with seasonal climate change impacts.   
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2 Chapter 2: Interacting Modes of Climate Variability over 
North America 
   
82.1 Preface 
Seasonal precipitation and temperature anomalies in North America are influenced by 
multiple climate patterns depending on region and season. Here we present an  
observational analysis of four of the leading modes of climate variability that affect North 
American climate: ENSO, AMO, PNA, and NAM. We determine which single climate 
mode has the largest regional influence on precipitation and temperature for both boreal 
winter and summer and then identify the most common combination of modes to affect 
North American temperature and precipitation anomalies. The PNA pattern has the largest 
impact on most regions during winter in terms of magnitude. The contrasting patterns of 
PNA and NAM produce the largest wintertime precipitation response in the Ohio River 
Valley due the common Aleutian Low center. In summer, the same phase of the PNA and 
NAM patterns show the largest drying response over the continent due to the northwestern 
shift of the PNA pattern. ENSO is shown to have an influence on both winter and summer 
precipitation anomalies, especially in Mexico and the Great Plains. The –ENSO+AMO 
combination has the largest influence on Great Plains drought in the winter. The AMO has 
a large influence on summer temperature and precipitation over the continent due to the 
weak seasonality of the AMO pattern and the lack of influence of the other climate patterns. 
Additionally, the AMO also has a subtle influence on winter climate from planetary waves 
emanating from the North Atlantic affecting the strength of the Aleutian Low.  
2.2 Introduction 
Global sea surface temperatures (SSTs) contribute to much of the observed seasonal 
temperature and precipitation variability over North America on interannual to interdecadal 
9timescales. Much of the focus on seasonal weather prediction has relied on understanding 
the air-sea interactions in the tropical Pacific, specifically by monitoring the phases and 
strength of the El Niño - Southern Oscillation (ENSO) (Arribas et al. 2011; Hoskins 2013). 
Another mode of SST variability that can also affect seasonal temperature and precipitation 
patterns over North America is the Atlantic Multidecadal Oscillation (AMO). Atmospheric 
teleconnections such as the Pacific – North American (PNA) pattern over the central-north 
Pacific and continental North America, and the Northern Annular Mode (NAM) located in 
the Northern Hemisphere high latitudes also play a significant role in North American 
weather and climate patterns. Several studies have explored the influence and dominance 
of these climate patterns on seasonal climate variability in North America (Cohen and 
Jones 2011; Frankignoul and Sennéchael 2007; Greene and Monger 2011; Kang et al. 
2014; Smith et al. 2016). 
Having a greater understanding of climate patterns and drivers of seasonal 
temperature and precipitation in North America can be used to help mitigate the risks 
associated with the uncertainty of the climate system and to help support the many 
industries that rely on weather and climate prediction. Additionally, it is important to 
understand the interaction of these modes of climate variability due to the fact that in the 
global climate system these modes are acting simultaneously rather than independently.   
In this study, we analyze four of the leading modes of climate variability that 
influence North America (ENSO, AMO, PNA, and NAM). Using a comprehensive 
observational analysis, we provide clarity as to how these patterns interact and define the 
modes that are the dominant drivers of seasonal climate for different regions in winter and 
summer.  
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2.3 Background Information 
2.3.1 Oceanic Variability 
2.3.1.1 ENSO 
ENSO is an interannual mode of coupled atmosphere-ocean variability in the 
tropical Pacific and is argued to be a high-frequency component of the decadal varying 
Pacific Decadal Oscillation (PDO) in the North Pacific ( Rodgers et al. 2004). ENSO 
affects the extratropics through changes in the Hadley Circulation causing a shift in the 
subtropical jet stream and through the propagation of Rossby waves that form from the 
upper-level flow emanating from the tropical Pacific (Rasmusson and Wallace 1983). 
These waves propagate poleward with centers of action over the Pacific Ocean and North 
American Continent. This alters the subtropical jet stream and can impact weather and 
seasonal climate patterns in North America through changes in storm tracks and 
interactions with other teleconnection patterns.  
In the boreal winter season, the positive ENSO phase (+ENSO) is associated with 
cool and wet conditions in the southern U.S. and warm and dry conditions in the north. 
Under the negative ENSO phase (–ENSO), the response is opposite that of +ENSO, with 
generally warm and dry anomalies throughout the south and cool and wet conditions in the 
north. In the summer months, the +ENSO (-ENSO) response consists of cool (warm) and 
wet (dry) anomalies in the central region of the continent and warm (cool) and dry (wet) 
anomalies along the west and south coasts, however, this summertime response is not 
persistent (Hu and Feng 2001; Ropelewski and Halpert 1986; Vecchi and Wittenberg 
2010).  
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2.3.1.2 AMO 
The AMO is the leading mode of SST variability in the North Atlantic Ocean. It is 
defined by positive (+AMO) and negative (-AMO) anomalies in area-averaged SSTs over 
the North Atlantic with a period of approximately 60 to 80 years (Delworth and Mann 
2000; Enfield et al. 2001; Schlesinger and Ramankutty 1994). The origins of this slow 
varying SST pattern are still unclear. It has been linked to variations in the oceanic 
thermohaline circulation resulting from an area of deep-water formation in the North 
Atlantic (Delworth et al. 1993; Delworth and Mann 2000). However, Clement et al. (2015) 
suggest that the AMO is purely a product of mid-latitude atmospheric circulation. In boreal 
summertime, the AMO influences the North Atlantic subtropical high pressure system 
(NASH) with a strengthening of the NASH under –AMO conditions and a weakening 
under +AMO conditions. This change in the NASH influences the strength of the Great 
Plains Low Level Jet, which is one of the driving mechanisms for summertime moisture 
transport in the Midwest and Great Plains of the United States (Hu et al. 2011; Mo et al. 
2009). In the boreal winter, changes in SSTs in the North Atlantic Ocean have an effect on 
atmospheric circulation through the North Atlantic Oscillation (NAO) (Clement et al. 
2015; Mo et al. 2009). A change in the AMO in boreal winter has the ability to affect 
weather and climate patterns in the North Pacific through downstream effects of the 
circumpolar Rossby wave-train (Mo et al. 2009).  
2.3.2 Atmospheric Variability 
2.3.2.1 PNA Pattern 
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The PNA pattern is one of the most dominant patterns of boreal cold season 
atmospheric variability in the Northern Hemisphere (Barnston and Livezey 1987; Wallace 
and Gutzler 1981). The PNA pattern consists of four centers of action of alternating 500hPa 
height anomalies: a central Pacific center near Hawaii, a north Pacific center near the 
Aleutian Islands, a northwest Canada center, and a center over the southeast U.S. Studies 
suggest the origins of the PNA pattern are linked to the variability of the East Asian jet 
stream (Leathers and Palecki 1992), diabatic heating anomalies in the North-central Pacific 
Ocean (Yu et al. 2008), and ENSO-related tropical Pacific convection (Trenberth et al. 
1998).   
The PNA pattern is positively correlated with temperature in the northwest region 
of the United States and Canada, and negatively correlated with temperature in the 
southeast U.S. (Leathers and Palecki 1992). For precipitation, the correlations are much 
weaker with the largest anticorrelation occurring over the Ohio River Valley in the boreal 
winter months (Coleman and Rogers 2003; Leathers and Palecki 1992).  
2.3.2.2 NAM 
The NAM is the leading mode of climate variability in the Northern Hemisphere with 
a center of low pressure anomalies in the Arctic region and areas of high pressure anomalies 
over the North Pacific and North Atlantic that are situated in a nearly zonally symmetric 
pattern (Thompson and Wallace 1998). The NAM has been defined as the leading 
Empirical Orthogonal Function (EOF) of wintertime monthly sea-level pressure (SLP) 
anomalies from 20°N to 90°N with a period of approximately 10 days. The NAO has been 
characterized as a subset of the NAM in the North Atlantic, with an area of low pressure 
near Iceland and an area of high pressure near the Azores Islands. However, the Pacific 
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center is considered to be either a reflection of the dominance of the Arctic center (Deser 
2000) or a product of a combined PNA-NAO/NAM pattern (Ambaum et al. 2001). During 
the summertime, the NAM consists of a smaller meridional scale pattern and the Arctic 
center is displaced poleward compared to the wintertime NAM pattern (Ogi et al. 2004).   
During the negative NAM phase, a high-pressure anomaly is situated over the 
Arctic region leading to a higher amplitude jet stream that can cause cold air outbreaks 
over North America. During a positive NAM phase, a strong and highly annular jet stream 
is positioned over the Arctic, which keeps the cold Arctic air from entering the midlatitudes 
and causing mild temperatures over North America (Thompson and Wallace 1998; 
Thompson et al. 2003). 
2.3.3 Interactions between Patterns 
2.3.3.1 AMO and ENSO combined influence 
Generally, a cold Pacific and warm Atlantic pattern enhance drought conditions, 
and a warm Pacific and cold Atlantic pattern, increase pluvial events (Schubert et al. 2009; 
Mo et al. 2009; Hu and Feng 2012; McCabe et al. 2004; Wang et al. 2010). ENSO is 
considered to be the primary driver of this influence, while the AMO is a secondary driver 
(Hu and Feng 2012; Mo et al. 2009). Furthermore, in an observational analysis of U.S. 
drought frequencies according to PDO and AMO events, McCabe et al. (2004) concluded 
a negative PDO and positive AMO event produced the largest frequency of drought events, 
while positive PDO and negative AMO events produced the smallest frequency. The results 
suggest an influence of the AMO on the mechanisms that drive ENSO precipitation and 
temperature responses in the U.S.  
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2.3.3.2 PNA and NAM/NAO interactions 
Wallace and Thompson (2002) present an analysis of the Pacific center represented 
in the NAM and explain that the PNA and the NAM are two teleconnection patterns that 
coexist simultaneously through the common Aleutian Low center of action in the North 
Pacific. Ambaum et al. (2002) argue that the NAM is a product of a PNA and NAO 
combined teleconnection pattern. Furthermore, Guan et al. (2013) conclude that a 
combined -NAM and –PNA pattern provide the ideal conditions for atmospheric river 
events due to the formation of cyclonic anomalies centered over northwest California.  
It is suggested that the NAO is formed by the upstream wave breaking events produced 
by the PNA pattern (Pinto et al. 2011; Song et al. 2009). However, Baxter and Nigam 
(2013) suggest the NAO excites a Rossby wave train that terminates at the end of the East 
Asian jet stream and forces a PNA pattern of opposite sign. In general, the PNA and 
NAO tend to favor a pattern of opposite phases in boreal winter. 
 
2.3.3.3 ENSO and NAM/NAO/PNA interactions 
Quadrelli and Wallace (2002) show that the NAM and NAO structures can be 
influenced by the state of the ENSO cycle through the influence on the Pacific jet exit 
region relating to the magnitude of the Aleutian Low. Pozo-Vázquez et al. (2005) show a 
wintertime +NAO tends to form when a –ENSO event occurred the previous autumn. They 
suggest the dynamical link may be through the PNA pattern in the Pacific.  
Bladé (1999) and Lau (1997) posit that the PNA pattern is a forced pattern of 
ENSO, while Leathers and Palecki (1992) and Yu et al. (2008) suggest the two patterns are 
independent of one another and the PNA is forced by other mechanisms.  
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2.3.3.4 AMO and NAM/NAO/PNA influences 
Thompson et al. (2003) suggest that the formation of the NAO results from air-sea 
coupling in the North Atlantic Ocean. However, a link between Atlantic SSTs and the NAO 
exists through changes in the wind patterns affecting heat loss at the ocean surface and 
Ekman currents that affect the deep ocean layers (Czaja et al. 2003; Peng 2002). Thus, 
Atlantic SSTs modulate the variability of the NAO and vice versa (Czaja et al. 2003; 
Visbeck et al. 2003). The AMO affects northeastern North American regional climate 
directly while affecting other regions of North America indirectly though the PNA-NAO 
and the circumpolar wave pattern in the winter season (Mo et al. 2009).  
 
2.4 Data and Methods 
2.4.1 Data 
Climate Research Unit (CRU) TS v4.00 data are used for monthly precipitation and 
temperature analysis on a 0.5° x 0.5° latitude-longitude global grid for the period of 1901-
2014 (Harris et al. 2014). For the corresponding geopotential height anomalies, the NOAA-
CIRES Twentieth Century Reanalysis (V2c) is used on a 2° x 2° global grid for the period 
of 1901-2014 (Compo et al. 2011). 
The timeseries for the ENSO and AMO patterns are taken from the NOAA-ESRL 
PSD database for the period of 1901-2014. The NOAA-CIRES V2c is used also to calculate 
both the NAM and PNA patterns over a period of 1901-2014. The NAM is defined as the 
1st EOF poleward of 20°N of 1000mb geopotential height anomalies and the PNA is 
defined using the Climate Prediction Center (CPC) modified pointwise method for 500hPa 
geopotential height anomalies.  
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2.4.2 North America Regional Domains 
Temperature and precipitation values are averaged and analyzed over 14 regions of 
North America (Figure 2.1). Canada is divided into six regions based on geographic 
boundaries according to the Canadian Natural Resources division (Canada, 2018). The U.S. 
is divided into seven regions based on the regional divisions of the U.S. National Climate 
Assessment (2014). Mexico is divided into two regions based on geographic boundaries. 
2.4.3 Analysis Methods 
Seasonal averages for boreal wintertime during December, January, and February 
(DJF), and for boreal summertime during June, July, and August (JJA) of area-weighted 
temperature and precipitation values over all 14 regions are associated with all possible 
combinations of positive and negative ENSO, AMO, PNA, and NAM patterns. We 
determine which mode is most influential on temperature and precipitation anomalies for 
selections consisting of one, two, three, and all four possible patterns. A composite average 
weighted by the strength of each normalized index is performed on the data for each pattern 
involved in the combination. The formula (NIST 2001) for the weighted average is 
weighted average = ∑ ୶౟୵౟౟ొసభ୒ (1)
and the equation (NIST 2001) used for a weighted variance for significance testing is 
weighted variance = ∑ ୵౟ሺ୶౟ି୶ത
∗ሻమ౟ొసభ
ሺ౉షభሻ
౉ ∑ ୵౟౟ొసభ
(2)
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where w୧ is the weights defined as the absolute value of the pattern index value divided by 
the average pattern index value, x୧ is the observed temperature or precipitation value, xത∗	is 
the weighted average from equation (1), M is the number of non-zero weights, and N is the 
number of timesteps in the composite. Significance is determined with a two-tailed 
Student’s t-test with a threshold at the 95th percentile for temperature anomalies and 90th 
percentile for precipitation anomalies.  
Climatologies for each region are subtracted from the corresponding weighted averages 
to calculate anomalies that are then sorted from largest to smallest for each region. 
Corresponding rank numbers are assigned to each anomaly with the largest anomaly having 
the highest rank value and the smallest anomaly having a rank value of one. The sum of 
the rank values associated with each ENSO, AMO, PNA, and NAM phases for significant 
positive and negative anomalies for each region are calculated. The patterns that have the 
two highest sum values are determined as the first and second most influential patterns for 
positive and negative temperature and precipitation anomalies for a given region.  
After determining the first and second dominant patterns for each positive and negative 
anomalies over each region, the associated significant one-pattern, two-pattern, three-
pattern, and four-pattern combinations associated with the first dominant and second 
dominant pattern are chosen for each region. The results are listed in Supplemental Table 
2.2 - 2.5. The results are then grouped by the three-pattern combinations for temperature 
and precipitation in DJF and JJA. 
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2.5 Results 
2.5.1 Dominant Patterns Results 
2.5.1.1 DJF Climate 
The PNA pattern exhibits the largest overall wintertime climate response as shown 
in Figure 2.2 and Table 2.1 and Table 2.2. For positive temperature anomalies, the +PNA 
pattern is shown as the first dominant pattern for the northern, western, and central regions 
of North America, while the –PNA is represented as first dominant in the USA Northeast 
and Southeast regions (Figure 2.2a). The opposite scenario occurs for the negative 
temperature anomalies in all but the USA Northeast region (Figure 2.2c). Additionally, the 
–PNA pattern has a strong impact on DJF precipitation increases for many regions in North 
America (Figure 2.2e), whereas and the +PNA contributes to drying as the first and second 
dominant pattern (Figure 2.2g,h). This response in temperature and precipitation from the 
PNA pattern is consistent with the dynamical representation of the PNA pattern: under a 
+PNA (-PNA) pattern, a ridge (trough) is situated over northwestern Canada bringing 
warmer and drier (cooler and wetter) conditions to that region while a trough (ridge) is 
positioned over the Southeast U.S. resulting in a cooler and wetter (warmer and drier) 
response. The temperature and precipitation composites related to the PNA pattern are 
shown in Figure 2.3i-l. As shown in Table 2.1, the majority of the difference values 
between the first and second dominant pattern for both positive and negative temperature 
anomalies are large when the PNA is the first dominant pattern indicating that the PNA 
pattern has a large influence on DJF temperature. The same is true for positive precipitation 
anomalies over the eastern regions of the continent and small for the western and northern 
regions as shown in Table 2.2, indicating that the –PNA pattern has a more dominant 
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influence on enhancing DJF precipitation in the eastern and southeastern regions of the 
continent than over the western and northern regions. The difference values for the +PNA 
pattern are generally small for both positive and negative precipitation patterns indicating 
a considerable influence of ENSO and NAM for Mexico and the eastern and central 
regions, respectively  (Table 2.2).  
The ENSO influence on DJF warming is of similar magnitude to the PNA where 
the +ENSO and +PNA are the first two dominant patterns for many of the northern and 
central regions of the continent (Figure 2.2a,b). The difference values in Table 2.1 are 
especially small, in Canada Central and USA Midwest. For negative temperature 
anomalies, the PNA and ENSO relationship is weak, although –ENSO has a large influence 
in Alaska. ENSO seems to have a strong influence on DJF precipitation. The influence of 
+ENSO on positive precipitation anomalies reaches from the USA Great Plains southward
to Mexico with +ENSO being also the second important pattern for the USA Southwest 
region with a small margin to the dominant –PNA (Figure 2.2e). Difference values to the 
second important mode are generally large, indicating the dominance of a +ENSO in these 
regions (Table 2.2). The opposite occurs for a DJF drought response, where a –ENSO has 
a large influence on the southern regions with large difference values. The +ENSO is most 
influential in the northern regions. This north/south response of opposite ENSO modes is 
consistent with the dynamics of the ENSO pattern with a shift in the subtropical and polar 
jet streams bringing increased precipitation to the south and drying to the north under a 
+ENSO and the opposite response under a –ENSO event (Figure 2.3a-d).
The –NAM has a large influence on DJF cooling as the first dominant pattern for 
the USA Midwest and Northeast regions, and the second dominant pattern the southern 
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and central US regions (Figure 2.2c and d; Table 2.1). This cooling response in the Midwest 
and Northeast is shown in Figure 3n. The +NAM pattern is not very influential on positive 
precipitation anomalies over North America (Table 2.2).  
The –AMO has the largest influence on the northern and northeastern regions of 
North America for DJF cooling (Figure 2.2d). In many cases the –AMO is represented as 
the second dominant pattern, but the small difference values (Table 2.1), indicate its large 
influence. The +AMO is shown as the second dominant pattern for influence on DJF 
warming and wetting in the central and northwestern regions, respectively, but Table 2.1 
indicates that it is not very influential in both cases. The –AMO has the dominant influence 
on wintertime drying in the west and a weak contribution to the drying over the central 
regions of the continent. Figure 2.3e-h show the AMO response on DJF temperature and 
precipitation that is consistent with the AMO results in Figure 2.2. 
 
2.5.1.2 JJA Climate 
The AMO shows a very strong influence on JJA temperature for the majority of the 
regions in North America as shown in Figure 2.4a-d. The difference values shown in Table 
2.3 between the first dominant +AMO for JJA warming are large for the eastern, southern, 
and northern regions of the continent, indicating the large influence near the Atlantic Ocean 
and Labrador Sea, while the central regions also show influences of PNA and NAM. For 
JJA cooling, the majority of the difference values related to the -AMO are relatively large 
indicating the large impact of the –AMO phase on JJA cooling. These results are further 
supported by the AMO composite temperature response in Figure 2.5e,f, where the AMO 
shows the largest response in the Northeast region of the continent. 
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Similar to DJF, the PNA pattern is split into a north/south response across the 
continent for temperature and precipitation (Figure 2.4). In the USA Northeast region, a –
PNA (+PNA) produces a cooling (warming) response (Figure 2.4a-c). In contrast, the –
PNA pattern is shown as the second dominant pattern for JJA warming in the central region 
and less influential in the south and eastern regions. It should be noted that although the 
+PNA pattern is represented as the second dominant pattern for the southwestern U.S. for 
both a warming and a cooling response, the dominant +NAM and –AMO should be 
considered as the main influences over this region and the PNA influence can be neglected 
(Table 2.3). The –PNA pattern also has a large influence on JJA warming in the central 
regions.  
The –PNA is represented as the first dominant pattern in the southern and central 
regions for a drying response and a pluvial response in the northern regions. The +PNA 
pattern is represented as the second dominant pattern for the southern regions for a cooling 
response and represented along the west coast for a JJA warming (Figure 2.4a,b,d). The 
+PNA is represented as the first dominant pattern for many of the southern and western 
regions for pluvial conditions and in the north-central regions for drought conditions 
(Figure 2.4e,f,g,h). In Table 2.4, the majority of the differences related to the PNA pattern 
for positive precipitation anomalies are relatively large, indicating that the PNA pattern is 
a main driver of JJA positive precipitation anomalies. For negative anomalies, the 
differences are also relatively large, also alluding to the dominance of the PNA on drying. 
The JJA composite temperature and precipitation response related to the PNA also shows 
the largest magnitude response in the south for precipitation and the south and east for 
temperature (Figure 2.5i-l). 
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The –NAM is shown as the first dominant pattern for both JJA cooling and pluvial 
responses in the central regions (Figure 2.4c,e and Figure 2.5n,p). It is also shown as having 
a warming and drying response in the northern Canadian regions (Figure 2.4). The majority 
of the difference values associated with the –NAM are small, indicating that the –NAM is 
influential in conjunction with other patterns on JJA climate (Table 2.3 and Table 2.4). The 
+NAM has the largest influence on JJA drought in the central regions as shown in Figure
2.4h and Table 2.4. 
A +ENSO is shown to be the second dominant pattern for pluvial events in the USA 
Great Plains and Midwest regions as well as for a drought response in Southern Mexico 
(Figure 2.4f,g). A –ENSO pattern is shown to have the opposite response, where it is the 
second dominant pattern for the USA Great Plains region for summertime drying and the 
first dominant pattern for pluvial conditions in Northern Mexico (Figure 2.4e,h). The 
precipitation response related to ENSO is shown in Figure 2.5c,d. 
2.5.2 Results of Interactions between Climate Modes 
The top three-pattern combinations that have the highest occurrence for 
temperature and precipitation for each season are chosen for further analysis. We limit the 
analysis to three-pattern combinations because of insufficient number of occurrences for 
significance testing in the four-pattern combinations. Each three-pattern combination 
affects seasonal temperature and precipitation over North America differently in terms of 
the spatial distribution of the response and magnitude. For simplicity, the climate pattern 
acronyms in the combination results have been shortened to the following: +/-E (+/- 
ENSO), +/-A (+/-AMO), +/-P (+/-PNA), and +/-N (+/-NAM). It is worth noting that the 
chosen combinations represent the most common three-pattern combinations that affect 
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temperature and precipitation over North America in DJF and JJA. Other combinations 
that influence particular regions are shown in Supplemental Table 2.2 – 2.5. Table 2.5 – 
2.8 show the corresponding one-pattern, two-pattern, and three-pattern combinations, their 
associated weighted anomalies, and affected regions for each three-pattern combination 
chosen for the analysis. Composites of their corresponding temperature and precipitation 
responses are shown in the first three columns of Figure 2.6, Figure 2.8, Figure 2.10, and, 
Figure 2.12. The fourth column represents the regions where the corresponding three-
pattern combination to the left has the largest significant temperature or precipitation 
impact. 
 
2.5.2.1 DJF Climate 
The most common three-pattern combinations that affect North American DJF 
climate are +P+A+E, +P-N-A, -P+A+E, and –P+N+A for temperature and -P+A-E, -
P+N+A, +P-N-A, and +P+N+E for precipitation (Table 2.5 and Table 2.6).  
As shown before, the PNA pattern has the largest influence on wintertime 
temperature, and in general the other climate patterns seem to enhance or weaken the 
response of the PNA pattern. Thus, the +P+A+E and the –P+A+E temperature responses 
(Figure 2.6c, k) are nearly opposite one another. The response of the combination of +P+E 
in Figure 2.6b is a slightly amplified form of the single +PNA response (Figure 2.6e) for 
the warm and cool centers. However, the amplified PNA centers in the +P-N composite in 
Figure 6f are accompanied by an increase in warming over the northeastern region of 
Canada and an increase in cooling in the Midwest and East Coast regions of the US.  
The –AMO addition to the +P-N scenario amplifies the cooling response in the 
Southeast US and diminishes the warming response in eastern Canada (Figure 2.6f,g). 
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Additionally, in Figure 2.6b and c, the +AMO amplifies the positive temperature response 
over the northeast region of the continent as well as reducing the magnitude and spatial 
pattern of the cooling response in the southeast region. This relationship between the +PNA 
and +AMO is also shown over the regions with the +PNA as the highest magnitude one-
pattern combination and the +P+A as the highest magnitude two-pattern combination with 
significant differences between temperature anomalies (Table 2.5). In Figure 2.7b, the 
addition of the +PNA reinforces the centers of the +ENSO 500hPa geopotential height 
anomaly (Z500) response. However, the significant warming in northern Canada and 
Northwest U.S. for the +P+A+E (Figure 2.6d) is due to the strengthening of the Alberta 
center of the PNA pattern over northern Canada during +AMO (Figure 2.7c). 
The +AMO addition to the –PNA amplifies the warming response in the east and 
central regions of the U.S. and the eastern regions of Canada and the Labrador Sea (Figure 
2.6i,j). Additionally, the +AMO weakens the cooling response from the –PNA over 
northwestern Canada and strengthens the cooling response over the Southwest U.S. (Figure 
2.6j). In Figure 2.7e, the addition of the +AMO provides a slight circumpolar wave pattern 
that originates in the Atlantic Ocean and has a downstream effect on the Aleutian Low, 
which reinforces the Alberta center of the PNA pattern and shifts and expands the center 
slightly south. This causes the significant cooling in the central and western U.S. (Figure 
2.6l), as well as the significant cooling in northern Canada (Figure 2.6n). The +AMO also 
strengthens the high-pressure center over the Southeast and eastern U.S. causing increased 
significant temperature anomalies (Figure 2.6l,n). The –P+A+E and –P+N+A 
combinations have different regions of significant DJF cooling with the –P+A+E having a 
more central cooling response and –P+N+A having a cooling response in the north (Figure 
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2.6l,n). The addition of +NAM (Figure 2.6m) in the –P+N+A combination strengthens the 
warming signal in the southeast, as well as the cooling in the northern regions.   
The –P+A-E and the –P+N+A three-pattern combinations have almost identical 
wintertime precipitation responses (Figure 2.8k,o), however, the regions of significant 
impact are very different as shown in Figure 2.8l,p. The –P+A-E shows a slight 
amplification in the drying response in Mexico compared to the –P+N+A response 
indicating that the drying in Mexico could be related to the –ENSO, which is also 
highlighted in Figure 2.8k. Furthermore, Table 2.6 shows little increase in precipitation 
anomalies for Mexico South from the –ENSO one-pattern combination, while for Mexico 
North the –ENSO precipitation response shows large increases between the one, two, and 
three-pattern combinations. Therefore, indicating that the –ENSO shows dominance on the 
drying response in Mexico South and Mexico North is possibly more influenced by other 
factors in addition to -ENSO. The +ENSO influence on increased DJF precipitation in the 
USA Great Plains and Mexico is most effective during the +P+N+E combination (Figure 
2.8c,d).  
The combined PNA and NAM patterns produce distinct precipitation responses in 
the Southeast U.S. and western Canada as shown in Figure 2.8g and o. Both are regions 
where the gradient between the ridges and troughs of the Z500 anomalies are strong (Figure 
2.9b). In the Southeast region of the U.S., the anomalous counter-clockwise rotation around 
the low-pressure anomaly inhibits moisture from the Gulf of Mexico from entering the 
Ohio River Valley (Figure 2.9b). Along the west coast of Canada, the counter-clockwise 
rotation of the low-pressure anomaly in the North Pacific weakens the westerly flow pattern 
in the north and prevents moisture transport from the Pacific Ocean to the northwestern 
   26
region of the continent. However, the southern region the anomalous low-pressure 
enhances the westerly flow pattern and thus enhances moisture transport to the west coast 
of the U.S. This response is most pronounced during a +P-N as shown in Figure 2.8f. The 
opposite precipitation response occurs under a –P+N scenario where increased 
precipitation occurs in the Ohio River Valley and drying over Florida, and increased 
precipitation in the western region of the continent (Figure 2.8o). Figure 2.8h, p show that 
the Canada West, USA Midwest, and USA Southeast regions are significantly affected by 
this response.  
2.5.2.2 JJA Climate 
The most common three-pattern combinations that affect summertime climate in 
North America are -N-A-E, -P-N+A, –P+A+E for temperature and -N+A+E, -P-N+A, 
+P+N-E, +P+N+A for precipitation (Table 2.7 and Table 2.8).  
The –NAM phase, in combination with the –AMO phase, shows a strong –NAO 
pattern in the North Atlantic (Figure 2.11b), especially during the –ENSO phase (Figure 
2.11c). The inclusion of the –NAM with the –AMO has a large influence on the cooling 
related to the –N-A-E combination. The –N-A-E combination shows an overall cooling 
response for the majority of the continent with intense cooling in the northern, southern, 
and central regions (Figure 2.10c, d, and Table 2.7). Figure 2.10c shows the composite of 
the –N-A-E combination, the response is similar to the –N-A response in Figure 2.10b; 
however, this response may also be related to the low number of count values (8 years) 
rather than being related to the inclusion of the –ENSO.  
The temperature response related to the –P-N+A combination shows significant 
warming in the northern, eastern, and southern regions related to the contribution of the -
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NAM (Figure 2.10h), while the –P+A+E combination shows a more localized significant 
warming response in the southeastern and central regions related to the +ENSO (Figure 
2.10j, Table 2.7). Figure 2.10e and f show a large change in temperature response related 
to the +AMO and –P+A combination. The +AMO Z500 shows an overall positive anomaly 
response for most of the hemisphere with exception to a low center over Northern Eurasia 
and a low center near the Caspian Sea (Figure 2.11d). In Figure 2.11e, the addition of the 
–PNA reinforces the high and low pressure centers of the +AMO and strengthens the low-
pressure region over Alaska and the west coast of the continent. The –P-N+A composite 
(Figure 2.11f) shows a low-pressure center off the east coast of the continent, which forces 
the high-pressure along the eastern region of the continent to shift eastward, causing the 
warming shown in Figure 2.10g. The Z500 pattern becomes further excited with the 
addition of the –NAM in Figure 2.11f for –P-N+A and the +ENSO for –P+A+E (not 
shown) to produce the higher magnitude temperature response in Figure 2.10g, and i.  
The –N+A+E response is represented by significant drying in southern Mexico and 
increased precipitation in the Great Plains and Midwest regions (Figure 2.12d). The spatial 
pattern is similar between Figure 2.12a-c although the increased precipitation response of 
the +ENSO phase is intensified during the –NAM phase in the center of the continent. The 
+AMO has a general amplifying effect. The response seems to be dominated by the –N+E
combination as shown in Table 2.8. The drying response in southern Mexico is a result of 
the region of anomalous high pressure produced by the +ENSO (Figure 2.13a). The –NAM 
shifts and intensifies the low-pressure anomaly in the north and eastern region of the 
continent and North Atlantic Ocean (Figure 2.13b). The addition of the +AMO intensifies 
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the pressure centers (Figure 2.13c), which causes the regions of increased drying and 
wetting to be slightly amplified (Figure 2.12c).  
 As previously shown, the significant pluvial response in the northern part of North 
America during the –P-N+A combination (Figure 2.12h) appears to be related to the –PNA 
pattern (see Figure 2.4e). The inclusion of the +AMO in Figure 2.12f amplifies the –PNA 
response of increased precipitation in the north and drying in Mexico and the Atlantic 
region of Canada. The +P+N-E and +P+N+A combinations show very similar precipitation 
responses with drying in the north-central related to the +P+N combination (Figure 2.4g 
and Figure 2.12k,m,n). The +NAM intensifies the high-pressure system created by the 
+PNA pattern over North America (Figure 2.13e), creating a stronger pressure gradient 
and bringing drier air to the central regions of the continent (Figure 2.12k,l,n,o). However, 
the +P+N-E combination shows significantly increased precipitation in the southern 
regions related to the incorporation of the –ENSO (Figure 2.12l). 
 
2.6 Discussion 
The PNA pattern shows the most significant influence on wintertime climate and the 
response is either enhanced or weakened by other climate modes. Bladé (1999), Lau 
(1997), Trenberth et al. (1998), and Younas and Tang (2013) among others, discuss the 
relationship between the +ENSO and +PNA pattern and indicate a possible trigger of a 
+PNA pattern from a +ENSO. Our results show that both +PNA and +ENSO share many 
of the regions where they lead to significant warming (Figure 2.2a,b). These patterns 
enhance each other’s response for example, over Canada (Figure 2.6b). During a +P+E 
combination, both patterns tend to have strong normalized index values with average 
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values of 0.98 for the +PNA and 0.95 for the +ENSO (Supplemental Table 2.6), indicating 
that the two patterns tend to be in phase when both are strong. However, this relationship 
between the +PNA and +ENSO does not hold for –PNA and –ENSO, which may be related 
to the nonlinearity of the ENSO teleconnection (An et al. 2007; Hoerling et al. 1997).  
The PNA and NAM combined patterns of opposite sign produce the largest magnitude 
DJF precipitation response in two very localized areas of North America: the Ohio River 
Valley in the eastern U.S. and the western Canada/US Washington coast (Figure 2.2e-h). 
They are shown to significantly affect precipitation in both the –P+N+A and +P-N-A 
combinations (Figure 2.8h,o). The intensified precipitation response in the Ohio River 
Valley is consistent with the results by Coleman and Rogers (2003), who show a strong 
anticorrelation between the polarity of the PNA and the precipitation response in the Ohio 
River Valley. However, the response intensifies with the addition of the NAM of opposite 
sign, which is related to the strengthening of the gradient between the anomalous ridge and 
trough in the Z500 pattern. The single –PNA (+PNA) and +NAM (-NAM) patterns both 
weaken (strengthen) the Aleutian Low in the North Pacific, which may indicate that when 
the patterns are in opposite phases and superimposed the response strengths compared to 
when they are in the same phase. These results further support the findings of Wallace and 
Thompson (2002) and Overland et al. (1999) that suggest a link between the PNA and 
NAM pattern in the North Pacific. Additionally, the PNA and NAM have a higher 
frequency of occurrence when in opposition that is similar to Baxter and Nigam (2013), 
Pinto et al. (2011), and Song et al. (2009) that relate the PNA and NAO occurring in 
opposition. The +P-N and –P+N combination patterns occur at 28.7% and 33.0% of all 
DJF seasons, respectively (Table 2.9). Thus, the NAM is in negative (positive) phase 60% 
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(63%) of the time when the PNA is in positive (negative) phase, whereas the NAM is in 
positive (negative) phase 37% (40%) of the time when the PNA is in positive (negative) 
phase (Table 2.9).  
However, in JJA, PNA and NAM produce the highest magnitude drying responses 
under a +P+N combination. The frequency of occurrence for a +P+N scenario is 38.5%. 
The response is not linear, however, where the –P-N frequency is 9.6%, which may be 
related to the lower number of occurrences of both the –PNA and –NAM as shown in Table 
2.10. The +P+N combination produces a strong, significant drying response in the central 
regions of North America as shown in Figure 2.12l,o and Figure 2.4g,h. In JJA, the PNA 
pattern is consistent with the spatial representation of the PNA pattern from L’Heureux et 
al. (2008, Figure 2), where the pattern shifts northwest so that the Alberta center becomes 
more in alignment with the pressure center associated with the NAM in the Arctic. Thus, 
in JJA the patterns tend to be more favorable in a same sign scenario than in opposition in 
DJF.  
Hu and Feng (2001) and Seager et al. (2005) indicate that tropical Pacific SST 
variability has a large role in driving precipitation in the Great Plains, South, and northern 
Mexico. This is also shown in our results where ENSO has the most significant influence 
on precipitation in Mexico, the Great Plains and southern regions in both winter and 
summer (Figure 2.2, Figure 2.4, Figure 2.8d, Figure 2.8l, Figure 2.12d). Furthermore the 
two-pattern combinations associated with drought and pluvial events in Supplemental 
Table 2.3 show that the –E+A (+P+E) is the wintertime two-pattern combination associated 
with drought (pluvial) response in the Great Plains and Mexico regions. Additionally, in 
JJA, the –E+A combination is also associated with the drought response in the Great Plains 
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but with a pluvial response in Mexico, whereas –N+E is associated with the pluvial 
(drought) response in the Great Plains (Mexico) (Supplemental Table 2.5). The consistent 
–E+A drought response in both DJF and JJA is in agreement with McCabe et al. (2004), 
Mo et al. (2009), Schubert et al. (2009), Wang et al. (2010) that all show a drought response 
in the south central regions of the U.S. However, different than Hu and Feng (2012), we 
show that the –E+A combination has a more consistent and dominant influence in DJF as 
opposed to JJA. This may be related to the dominance of the ENSO pattern in DJF 
compared to JJA. Similar to Hu and Feng (2012), Mo et al. (2009), and Schubert et al. 
(2009), we find that in both DJF and JJA, the combinations related to the pluvial response 
for these regions are not necessarily opposite of the drought response combinations (i.e. 
the pluvial response is not heavily influenced by +E-A).  
Furthermore, we show that in DJF, the –NAM increases the drought magnitude 
response of the –E+A combination in the Great Plains and the –PNA increases the response 
in Mexico related to the –E+A (Supplemental Table 2.3). The –NAM allows dry Arctic air 
into the midlatitudes and the –PNA anomalous high-pressure over the Southeast develops 
dry air in the subtropics. In JJA, the +N+A-E amplifies the drought/pluvial response in the 
Great Plains/Mexico (Supplemental Table 2.5), which may be related to the ridge Z500 
pattern in the midlatitudes of the +NAM in the summer (Ogi et al. 2004). Historically, the 
wintertime –N+A-E and summertime +N+A-E combinations are the corresponding climate 
patterns of much of the 1930s Dust Bowl drought, and 1950s drought over North America 
(Supplemental Table 2.1).  
 In JJA, the AMO is the most dominant pattern for many regions of temperature 
anomalies (Figure 2.4a-d) because of its large influence on the background state of the 
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atmosphere (Figure 2.11). A –AMO (+AMO) has a large-scale cooling (warming) response 
(Figure 2.10). This may be related to the lack of influence from the other climate patterns. 
Loikith and Broccoli (2014) show little influence of the PNA and NAM patterns on North 
American summertime extreme temperatures and suggest the summertime extreme 
temperatures are driven by other mechanisms.  
For summertime precipitation, the AMO has a large influence on the Southeast and 
Southwest of the U.S. and Mexico. Hu et al. (2011) and Wang et al. (2010) conclude that 
under a +AMO the NASH contracts and shifts northeastward allowing the region around 
the Gulf of Mexico to develop diabatic heating anomalies and low-level cyclonic flow that 
would bring local increased precipitation and drought conditions to the central regions of 
the continent. This is consistent with our results of a drought response in Mexico North 
and pluvial response in Mexico South. Additionally, under a –AMO the NASH expands 
and brings moisture into the USA Southwest but leads to drying conditions in the USA 
Southeast, as corroborated by Hu et al. (2011). Similar Hu and Feng (2012), Sutton and 
Hodson (2005), and Sutton and Hodson (2007), our results suggest the AMO has a stronger 
influence in the subtropics than over the midlatitudes. Since the AMO is a multidecadal 
pattern, it has a weaker seasonal variation and thus shows a more consistent response in 
our summertime results compared to the other climate patterns.  
 In DJF, the AMO excites a subtle wave pattern from the North Atlantic and affects 
the PNA pattern in the North Pacific Ocean through a shared Aleutian Low center, thus 
affecting the climate in the western regions (Figure 2.7e) consistent with the results by Mo 
et al. (2009). The AMO also has a localized response in the regions near the Atlantic Ocean 
in DJF (Figure 2.2 and Figure 2.6). The AMO amplifies the PNA temperature response in 
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the southeast and east coast (Figure 2.6g,j) and the significant warming response related to 
the +P+E combination (Figure 2.6c,d). These results indicate that, in addition to the 
dominant effect on JJA climate, the AMO may also have a subtle but still important effect 
on DJF climate.  
2.7 Conclusion 
In this study, we examined four of the leading modes of climate variability that affect 
summer and wintertime climate anomalies over North America: ENSO, AMO, PNA, and 
NAM. As these modes of variability are generally occurring at the same time, our focus 
was on understanding how different combinations of these modes affect the climate. 
Through a comprehensive observational analysis, we determined which climate modes and 
which combinations of modes have the largest impact on temperature and precipitation 
anomalies for specific regions over the continent in boreal winter and summer.  
The goal is to provide further knowledge around the drivers of seasonal climate patterns 
to help reduce and mitigate risks related to weather and climate, as well as advance the 
scientific knowledge around large-scale climate patterns. Previous studies have alluded to 
the tropics as the main driver for seasonal climate predictability in North America (Arribas 
et al. 2011; Hoskins 2013). However, our results suggest that the climate patterns in the 
mid to high latitudes also have a strong influence on the climate response over North 
America and the influence of a particular climate pattern over a specific location over North 
America strongly depends on the seasonality.  
Furthermore, understanding how these patterns and the interaction of the patterns affect 
regional climate may provide larger insight on their influence on more localized weather 
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and climate patterns. Harding and Snyder (2015) show that the PNA pattern has a large 
influence on heavy rainfall events in the Upper Midwest in the summer due to its impact 
on the strength of the Great Plains Low Level Jet. Additionally, Guan et al. (2013) 
concluded the –NAM and –PNA combination increases the occurrence of atmospheric 
river events along the West Coast of the US. They also conclude that a La Niña event 
provided a secondary influence on the increased snow accumulation of the large Sierra 
Nevada snowpack during the 2010/2011 winter season.  
Additionally, the AMO and ENSO oscillate over longer timescales than the PNA and 
NAM patterns.  Thus, indicating the largest influence of the AMO and ENSO may be 
through providing the background conditions for seasonal climate patterns and other 
mechanisms, alluding to the importance of the periodicity of the different climate patterns. 
Moreover, it is important to study modes of climate variability in terms of their interactions 
with each other because realistically they are acting simultaneously rather than 
independently in the climate system. 
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2.9 Tables 
Pattern Value Pattern Value Pattern Value Pattern Value
Alaska +PNA 13.30 +ENSO 6.70 6.61  ‐PNA 12.08  ‐ENSO 9.20 2.89
Northeast  ‐PNA 9.86 +NAM 5.83 4.03  ‐NAM 6.74  ‐AMO 5.24 1.50
Southeast  ‐PNA 13.31 +NAM 9.69 3.61 +PNA 11.74  ‐NAM 11.57 0.17
Midwest +ENSO 3.82 +AMO 2.44 1.38  ‐NAM 7.12  ‐AMO 4.66 2.45
Great Plains +PNA 5.97 +AMO 3.32 2.65  ‐PNA 11.26  ‐NAM 5.61 5.65
Northwest +PNA 13.11 +ENSO 8.16 4.95  ‐PNA 15.21 +NAM 3.54 11.67
Southwest +PNA 6.45  ‐NAM 1.58 4.87  ‐PNA 10.73  ‐NAM 3.43 7.30
West +PNA 15.62 +ENSO 10.11 5.51  ‐PNA 16.95  ‐AMO 6.24 10.71
Prairies +PNA 14.28 +ENSO 12.29 1.99  ‐PNA 17.57  ‐AMO 7.34 10.24
Central +ENSO 8.68 +PNA 6.90 1.78  ‐AMO 10.48  ‐PNA 5.28 5.20
Atlantic  ‐NAM 14.30 +PNA 6.94 7.36 +NAM 11.36  ‐AMO 11.00 0.36
North +PNA 11.71 +ENSO 6.77 4.94  ‐PNA 17.83  ‐AMO 8.34 9.50
North  ‐ENSO 10.21  ‐PNA 8.88 1.33 +ENSO 7.90  ‐AMO 6.94 0.96
South  ‐PNA 9.85 +NAM 4.99 4.86 +ENSO 7.20 +PNA 6.83 0.37
2nd Dominant
USA
Canada
Mexico
Positive Anomalies Negative Anomalies
1st Dominant 2nd Dominant 1st Dominant
Difference Difference
Country Region
Table 2.1. Values related to the first and second dominate patterns and difference between the first and second dominate patterns for DJF positive
and negative temperatures (significance at 95%) for each region. The values are calculated as the (sum of ranks)/(highest rank value) for the first 
two patterns in each region. 
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Table 2.2. As in Table 2.1, but for DJF precipitation. All values are significant at 90%. 
Pattern Value Pattern Value Pattern Value Pattern Value
Alaska  ‐PNA 10.97  +NAM 6.23 4.75  +PNA 9.70  +ENSO 8.80 0.90
Northeast  ‐PNA 7.45  +NAM 2.78 4.67  +ENSO 2.79  +PNA 2.73 0.06
Southeast  ‐PNA 10.75  +NAM 4.33 6.42  ‐ENSO 7.32  +PNA 5.65 1.66
Midwest  ‐PNA 10.85  +NAM 5.12 5.73  +PNA 11.80  ‐NAM 6.84 4.96
Great Plains  +ENSO 9.34  +NAM 4.51 4.83  ‐ENSO 6.22  ‐AMO 3.64 2.57
Northwest  ‐ENSO 3.74  +AMO 1.94 1.80  ‐AMO 7.38  +NAM 2.61 4.77
Southwest  ‐PNA 2.82  +ENSO 2.55 0.27  ‐AMO 4.24  ‐ENSO 3.91 0.33
West  ‐PNA 8.29  +AMO 5.88 2.42  +PNA 9.25  ‐NAM 7.13 2.13
Prairies  ‐PNA 9.30  ‐ENSO 8.20 1.10  +ENSO 9.81  +PNA 7.41 2.41
Central  ‐ENSO 8.91  ‐PNA 4.47 4.43  +ENSO 8.40  +PNA 4.32 4.08
Atlantic  ‐NAM 9.80  ‐ENSO 5.46 4.34  +NAM 7.54  +AMO 2.82 4.72
North  ‐PNA 1.89  ‐NAM 1.88 0.02  ‐PNA 3.59  ‐ENSO 2.40 1.19
North  +ENSO 12.53  +PNA 10.52 2.01  ‐ENSO 16.78  ‐AMO 3.91 12.88
South  +ENSO 11.47  +PNA 8.74 2.73  ‐ENSO 12.84  +AMO 5.63 7.21
Difference Difference
1st Dominant 2nd Dominant 1st Dominant 2nd Dominant
Negative AnomaliesPositive Anomalies
USA
Canada
Mexico
Country Region
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Table 2.3. As in Table 2.1, but for JJA temperature. All values are significant at 95%. 
Pattern Value Pattern Value Pattern Value Pattern Value
Alaska  +ENSO 6.81  ‐NAM 5.69 1.13  ‐ENSO 8.84  ‐AMO 4.79 4.06
Northeast  +AMO 9.54  ‐PNA 6.01 3.53  ‐AMO 11.61  +PNA 3.03 8.57
Southeast  +AMO 11.42  ‐PNA 6.44 4.98  ‐AMO 9.82  +NAM 4.95 4.87
Midwest  +AMO 10.76  ‐PNA 8.19 2.56  ‐NAM 6.28  ‐AMO 4.50 1.79
Great Plains  +AMO 8.67  ‐PNA 8.35 0.32  ‐NAM 7.25  ‐AMO 5.91 1.34
Northwest  +PNA 7.95  +AMO 5.31 2.64  ‐PNA 8.37  ‐NAM 6.09 2.28
Southwest  +NAM 1.87  +PNA 0.95 0.92  ‐AMO 8.73  +PNA 5.06 3.67
West  ‐NAM 5.98  +PNA 5.42 0.56  ‐ENSO 7.11  ‐AMO 6.48 0.63
Prairies  +NAM 9.92  +AMO 6.50 3.42  ‐AMO 8.81  ‐NAM 7.88 0.93
Central  +AMO 10.45  +NAM 5.86 4.60  ‐AMO 9.24  ‐NAM 4.32 4.92
Atlantic  +AMO 9.39  ‐ENSO 5.42 3.97  ‐AMO 10.11  +ENSO 4.94 5.17
North  +AMO 8.42  ‐NAM 3.87 4.55  ‐AMO 11.20  ‐ENSO 3.39 7.81
North  +AMO 10.24  ‐PNA 8.66 1.57  ‐AMO 11.95  +PNA 11.51 0.45
South  +AMO 11.16  ‐PNA 7.30 3.86  ‐AMO 15.36  +PNA 7.80 7.56
1st Dominant 2nd Dominant 1st Dominant 2nd Dominant
Difference Difference
Country Region
USA
Canada
Mexico
Positive Anomalies Negative Anomalies
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Table 2.4. As in Table 2.1, but for JJA precipitation. All values are significant at 90%. 
Pattern Value Pattern Value Pattern Value Pattern Value
Alaska  ‐PNA 11.66  +AMO 7.43 4.24  ‐AMO 10.79  +PNA 9.79 1.00
Northeast  ‐NAM 9.01  +AMO 4.15 4.86  +PNA 4.41  ‐AMO 1.87 2.54
Southeast  +PNA 4.53  +NAM 3.69 0.85  ‐PNA 5.00  ‐AMO 3.48 1.52
Midwest  ‐NAM 7.86  +ENSO 4.39 3.47  +PNA 10.13  +NAM 6.93 3.20
Great Plains  ‐NAM 6.71  +ENSO 5.66 1.05  ‐PNA 7.49  ‐ENSO 4.28 3.21
Northwest  +PNA 1.75  +AMO 0.97 0.78  +AMO 4.52  +PNA 4.35 0.17
Southwest  +PNA 6.76  ‐AMO 4.51 2.24  ‐PNA 8.60  +NAM 0.95 7.65
West  ‐PNA 6.32  +AMO 2.85 3.47  +PNA 7.13  +NAM 4.71 2.43
Prairies  ‐PNA 5.94  +AMO 1.00 4.94  +PNA 7.16  +NAM 3.67 3.49
Central  ‐PNA 6.62  +AMO 4.84 1.78  +PNA 9.02  +NAM 6.77 2.25
Atlantic  +NAM 3.50  ‐PNA 2.78 0.72  ‐ENSO 2.65  +AMO 1.99 0.66
North  ‐PNA 5.24  +AMO 4.54 0.71  ‐AMO 6.32  ‐NAM 4.81 1.51
North  ‐ENSO 6.17  +PNA 4.89 1.28  ‐PNA 4.70  +AMO 3.80 0.90
South  +AMO 8.46  ‐ENSO 8.26 0.20  +ENSO 6.54  +PNA 6.21 0.33
1st Dominant 2nd Dominant 1st Dominant 2nd Dominant
Difference Difference
Country Region
USA
Canada
Mexico
Negative AnomaliesPositive Anomalies
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Region
Highest 
Magnitude 
One‐Pattern 
Combination
One‐Pattern 
Combination 
Anomaly
Highest 
Magnitude 
Two‐Pattern 
Combination
Two‐Pattern 
Combination 
Anomaly
Highest 
Magnitude 
Three‐
Pattern 
Combination
Three‐Pattern 
Combination 
Anomaly
USA Northwest  +E 0.534  +E+P 0.925  +E+P+A 1.129
Canada West  +P 1.521  +P+A 2.044  +E+P+A 2.500
Canada West  +E 1.026  +E+P 1.904  +E+P+A 2.556
 Canada Prairies  +P 1.598  +P+A 2.177  +E+P+A 2.749
Canada Prairies  +E 1.188  +E+P 2.156  +E+P+A 2.874
Canada Central  +E 0.592  +E+A 0.989  +E+P+A 1.651
Canada Central  +P 0.583  +P+A 1.125  +E+P+A 1.661
Canada Atlantic  +P 0.655  +P+A 1.374  +E+P+A 1.956
Canada North  +E 0.481  +E+P 0.869  +E+P+A 1.481
USA Alaska  +P 1.296  +P‐N 1.756  +P‐N‐A 2.272
USA Northeast  ‐N ‐0.460  +P‐N ‐0.787  +P‐N‐A ‐1.025
USA Southeast  +P ‐0.981  +P‐N ‐1.282  +P‐N‐A ‐1.872
USA Southwest  +P 0.445  +P‐N 0.553  +P‐N‐A 0.711
USA Southwest  ‐N ‐0.027  +P‐N 0.438  +P‐N‐A 0.579
Canada North  +P 0.991  +P‐N 1.332  +P‐N‐A 1.626
Mexico South  +P ‐0.259  +P+E ‐0.337  +P‐N‐A ‐0.455
USA Southeast  ‐P 1.062  ‐P+A 1.859  ‐P+A+E 2.284
USA Great Plains  ‐P ‐0.630  ‐P+E ‐1.157  ‐P+A+E ‐1.617
USA Northwest  ‐P ‐1.082  ‐P+A ‐1.514  ‐P+A+E ‐2.639
USA Southwest  ‐P ‐0.633  ‐P+A ‐1.192  ‐P+A+E ‐1.915
Canada West  ‐P ‐1.575  ‐P+E ‐1.739  ‐P+A+E ‐2.529
Mexico South  ‐P 0.327  ‐P+N 0.494  ‐P+A+E 0.852
USA Alaska  ‐P ‐0.965  ‐P+A ‐1.135  ‐P+N+A ‐1.377
USA Northeast  ‐P 0.589  ‐P+A 1.599  ‐P+N+A 2.281
USA Northeast  +N 0.415  +N+A 1.022  ‐P+N+A 1.297
USA Southeast  +N 0.600  +N+A 1.005  ‐P+N+A 1.288
Canada North  ‐P ‐0.887  ‐P+N ‐1.053  ‐P+N+A ‐1.332
Table 2.5. (°C), and corresponding weighted average anomalies for the four most frequent three-
pattern combinations that affect DJF temperature for regions in North America. Bold values are
significant at the 95%. 
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Table 2.6. As in Table 2.5, but for DJF precipitation (mm/d). Bold values significant at 90%. 
Region
Highest 
Magnitude 
One‐Pattern 
Combination
One‐Pattern 
Combination 
Anomaly
Highest 
Magnitude 
Two‐Pattern 
Combination
Two‐Pattern 
Combination 
Anomaly
Highest 
Magnitude 
Three‐
Pattern 
Combination
Three‐
Pattern 
Combination 
Anomaly
USA Great Plains +E 0.075 +P+E 0.105 +P+N+E 0.133
USA Southwest +E 0.135 +P+E 0.179 +P+N+E 0.237
Mexico North +E 0.250 +P+E 0.357 +P+N+E 0.643
Mexico South +E 0.140 +P+E 0.218 +P+N+E 0.354
Mexico South +P 0.082 +P+E 0.151 +P+N+E 0.210
USA Southeast +P ‐0.150 +P‐E ‐0.332 +P‐N‐A ‐0.504
USA Midwest  ‐N ‐0.087 +P‐N ‐0.223 +P‐N‐A ‐0.256
Canada West +P ‐0.124 +P+E ‐0.184 +P‐N‐A ‐0.263
Canada West  ‐N ‐0.119 +P‐N ‐0.161 +P‐N‐A ‐0.234
Canada Atlantic  ‐N 0.130  ‐N+A 0.161 +P‐N‐A 0.163
USA Northwest  ‐E 0.117  ‐E+A 0.239  ‐P+A‐E 0.281
Canada Prairies  ‐P 0.037  ‐P‐N 0.050  ‐P+A‐E 0.061
Canada North  ‐P ‐0.003  ‐P‐E 0.004  ‐P+A‐E 0.013
Mexico North  ‐E ‐0.190  ‐E+A ‐0.261  ‐P+A‐E ‐0.319
Mexico South  ‐E ‐0.111  ‐E+A ‐0.157  ‐P+A‐E ‐0.199
USA Alaska  ‐P 0.042  ‐P+A 0.054  ‐P+N+A 0.075
USA Southeast  ‐P 0.288  ‐P+A 0.537  ‐P+N+A 0.803
USA Midwest  ‐P 0.161  ‐P+A 0.311  ‐P+N+A 0.510
Canada West  ‐P 0.104  ‐P+A 0.154  ‐P+N+A 0.202
Canada Central  ‐P 0.031  ‐P+A 0.079  ‐P+N+A 0.128
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Table 2.7. As in Table 2.5, but for JJA temperature (°C). Bold values significant at 95%. 
Region
Highest 
Magnitude 
One‐Pattern 
Combination
One‐Pattern 
Combination 
Anomaly
Highest 
Magnitude 
Two‐Pattern 
Combination
Two‐Pattern 
Combination 
Anomaly
Highest 
Magnitude 
Three‐Pattern 
Combination
Three‐Pattern 
Combination 
Anomaly
USA Alaska  ‐A ‐0.088  ‐P‐A ‐0.233  ‐N‐A‐E ‐0.379
USA Southeast  ‐A ‐0.265  ‐E‐A ‐0.328  ‐N‐A‐E ‐0.390
USA Great Plains  ‐A ‐0.305  ‐N‐A ‐0.529  ‐N‐A‐E ‐0.746
USA Southwest  ‐A ‐0.221  ‐N‐A ‐0.377  ‐N‐A‐E ‐0.540
Canada Prairies  ‐N ‐0.314  ‐N‐A ‐0.752  ‐N‐A‐E ‐0.831
Canada North  ‐E 0.034  ‐E‐A ‐0.156  ‐N‐A‐E ‐0.382
USA Northeast  ‐P 0.249  ‐P+A 0.602  ‐P‐N+A 1.048
USA Midwest  ‐P 0.239  ‐P+A 0.613  ‐P‐N+A 0.932
Canada Prairies  +A 0.233  ‐P+A 0.445  ‐P‐N+A 1.043
Canada Atlantic  +A 0.432  ‐P+A 0.846  ‐P‐N+A 1.187
Canada North  +A 0.239  ‐P+A 0.386  ‐P‐N+A 1.000
Canada North  ‐N 0.067  ‐N+A 0.247  ‐P‐N+A 0.394
Mexico North  +A 0.327  ‐P+A 0.602  ‐P‐N+A 1.186
Mexico North  ‐N 0.163  ‐N+A 0.550  ‐P‐N+A 0.821
Mexico South  +A 0.271  ‐N+A 0.503  ‐P‐N+A 0.913
Mexico South  ‐P 0.167  ‐P‐N 0.410  ‐P‐N+A 0.749
USA Northeast  +A 0.376  ‐P+A 0.836  ‐P+A+E 1.138
USA Southeast  ‐P 0.265  ‐P+A 0.609  ‐P+A+E 0.680
USA Midwest  +A 0.317  ‐P+A 0.762  ‐P+A+E 1.303
USA Great Plains  +A 0.265  ‐P+A 0.598  ‐P+A+E 0.899
USA Great Plains  ‐P 0.279  ‐P+A 0.571  ‐P+A+E 0.872
Canada Central  +A 0.401  ‐P+A 0.938  ‐P+A+E 1.160
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Table 2.8. As in Table 2.5, but for JJA precipitation (mm/d). Bold values significant at 90%. 
Region
Highest 
Magnitude 
One‐Pattern 
Combination
One‐Pattern 
Combination 
Anomaly
Highest 
Magnitude 
Two‐Pattern 
Combination
Two‐Pattern 
Combination 
Anomaly
Highest 
Magnitude 
Three‐Pattern 
Combination
Three‐
Pattern 
Combination 
Anomaly
USA Northeast  ‐N 0.226  ‐N+A 0.316  ‐N+A+E 0.478
USA Northeast  +A 0.098  ‐N+A 0.240  ‐N+A+E 0.324
USA Midwest  ‐N 0.263  ‐N+E 0.501  ‐N+A+E 0.527
USA Midwest  +E 0.161  ‐N+E 0.440  ‐N+A+E 0.472
USA Great Plains  ‐N 0.105  ‐N+E 0.229  ‐N+A+E 0.332
USA Great Plains  +E 0.114  ‐N+E 0.228  ‐N+A+E 0.312
Mexico South  +E ‐0.324  ‐N+E ‐0.535  ‐N+A+E ‐0.851
USA Alaska  ‐P 0.080  ‐P‐N 0.155  ‐P‐N+A 0.220
USA Alaska  +A 0.064  ‐P+A 0.131  ‐P‐N+A 0.307
Canada Prairies  ‐P 0.069  ‐P+A 0.147  ‐P‐N+A 0.194
Canada Atlantic  +A 0.020  ‐P+A ‐0.029  ‐P‐N+A ‐0.211
Canada North  +A 0.008  ‐P+A 0.049  ‐P‐N+A 0.071
Mexico North  +A ‐0.014  ‐P+A ‐0.152  ‐P‐N+A ‐0.424
USA Southeast  +NAM 0.061  +N‐E 0.099  +P+N‐E 0.337
USA Southwest  +PNA 0.043  +P‐E 0.074  +P+N‐E 0.101
Canada West  +NAM ‐0.037  +N‐E ‐0.088  +P+N‐E ‐0.180
Canada Central  +PNA ‐0.075  +P‐E ‐0.190  +P+N‐E ‐0.228
Canada Central  +NAM ‐0.053  +P+N ‐0.178  +P+N‐E ‐0.280
Canada Atlantic  ‐ENSO ‐0.063  +P‐E ‐0.101  +P+N‐E ‐0.157
USA Midwest  +P ‐0.122  +P+N ‐0.281  +P+N+A ‐0.534
USA Midwest  +N ‐0.141  +P+N ‐0.282  +P+N+A ‐0.496
USA Northwest  +P 0.001  +P+A ‐0.084  +P+N+A ‐0.150
Canada West  +P ‐0.074  +P+N ‐0.123  +P+N+A ‐0.202
Canada Prairies  +P ‐0.049  +P+A ‐0.141  +P+N+A ‐0.244
Canada Prairies  +N ‐0.019  +N+A ‐0.068  +P+N+A ‐0.224
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Table 2.9. The associated number of occurrences, and probabilities for all possible one-pattern, 
two-pattern, and three-pattern combinations for DJF from 1901-2016. 
Pattern
Number of 
Values
Pattern 
(A,B)
Number of 
Values
Conditional 
Probability 
(B if A)
Conditional 
Probability 
(A if B)
Pattern 
(A,B,C)
Number of 
Values
Conditional 
Probability 
(C if A,B)
Conditional 
Probability 
(B if A,C)
Conditional 
Probability 
(A if B,C)
 +E 54  +P+E 35 65% 64%  +P+A+E 14 67% 40% 44%
 ‐E 61  ‐P‐E 41 67% 68%  ‐P‐A‐E 25 69% 61% 66%
 +A 45  +P‐E 20 33% 36%  +P+A‐E 7 33% 35% 30%
 ‐A 70  ‐P+E 19 35% 32%  +P‐A‐E 13 38% 65% 34%
 +P 55  +P+A 21 47% 38%  ‐P+A+E 8 33% 42% 36%
 ‐P 60  ‐P‐A 36 51% 60%  ‐P‐A+E 11 31% 58% 34%
 +N 60  +P‐A 34 49% 62%  +P‐A+E 21 62% 60% 66%
 ‐N 55  ‐P+A 24 53% 40%  ‐P+A‐E 16 67% 39% 70%
 +P+N 22 37% 40%  +N+A+E 8 44% 35% 36%
 ‐P‐N 22 40% 37%  ‐N‐A‐E 11 39% 46% 29%
 +P‐N 33 60% 60%  +N+A‐E 10 56% 27% 43%
 ‐P+N 38 63% 63%  +N‐A‐E 27 64% 73% 71%
 +E+A 22 49% 41%  ‐N+A+E 14 52% 45% 64%
 ‐E‐A 38 54% 62%  ‐N‐A+E 17 61% 55% 53%
 +E‐A 32 46% 59%  +N‐A+E 15 36% 65% 47%
 ‐E+A 23 51% 38%  ‐N+A‐E 13 48% 54% 57%
 +N+E 23 43% 38%  +P+N+A 4 18% 19% 22%
 ‐N‐E 24 39% 44%  ‐P‐N‐A 12 55% 33% 43%
 +N‐E 37 61% 62%  +P+N‐A 18 82% 53% 43%
 ‐N+E 31 57% 56%  +P‐N‐A 16 48% 47% 57%
 +N+A 18 40% 30%  ‐P+N+A 14 37% 58% 78%
 ‐N‐A 28 40% 51%  ‐P‐N+A 10 45% 42% 37%
 +N‐A 42 60% 70%  ‐P+N‐A 24 63% 100% 57%
 ‐N+A 27 60% 49%  +P‐N+A 17 52% 81% 63%
 +P+N+E 11 50% 31% 48%
 ‐P‐N‐E 15 68% 37% 63%
 +P+N‐E 11 29% 55% 30%
 +P‐N‐E 9 27% 45% 38%
 ‐P+N+E 12 32% 63% 52%
 ‐P‐N+E 7 32% 37% 23%
 ‐P+N‐E 26 68% 63% 70%
 +P‐N+E 24 73% 69% 77%
One‐Pattern Combinations Two‐Pattern Combinations Three‐Pattern Combinations
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Table 2.10. As in Table 2.9, but for JJA. 
Pattern
Number of 
Values
Pattern 
(A,B)
Number of 
Values
Conditional 
Probability 
(B if A)
Conditional 
Probability 
(A if B)
Pattern 
(A,B,C)
Number of 
Values
Conditional 
Probability 
(C if A,B)
Conditional 
Probability 
(B if A,C)
Conditional 
Probability 
(A if B,C)
 +E 52  +P+E 41 79% 57%  +P+A+E 20 38% 49% 74%
 ‐E 63  ‐P‐E 32 51% 74%  ‐P‐A‐E 15 24% 47% 45%
 +A 55  +P‐E 31 49% 43%  +P+A‐E 13 21% 42% 43%
 ‐A 60  ‐P+E 11 21% 26%  +P‐A‐E 18 29% 58% 55%
 +P 72  +P+A 33 60% 46%  ‐P+A+E 5 10% 45% 20%
 ‐P 43  ‐P‐A 21 35% 49%  ‐P‐A+E 6 12% 55% 22%
 +N 76  +P‐A 39 65% 54%  +P‐A+E 21 40% 51% 78%
 ‐N 39  ‐P+A 22 40% 51%  ‐P+A‐E 17 27% 53% 57%
 +P+N 44 58% 61%  +N+A+E 12 23% 40% 48%
 ‐P‐N 11 28% 26%  ‐N‐A‐E 8 13% 47% 24%
 +P‐N 28 72% 39%  +N+A‐E 21 33% 46% 70%
 ‐P+N 32 42% 74%  +N‐A‐E 25 40% 54% 76%
 +E+A 25 45% 48%  ‐N+A+E 13 25% 59% 52%
 ‐E‐A 33 55% 52%  ‐N‐A+E 9 17% 41% 33%
 +E‐A 27 45% 52%  +N‐A+E 18 35% 60% 67%
 ‐E+A 30 55% 48%  ‐N+A‐E 9 14% 53% 30%
 +N+E 30 58% 39%  +P+N+A 17 31% 52% 52%
 ‐N‐E 17 27% 44%  ‐P‐N‐A 5 8% 24% 29%
 +N‐E 46 73% 61%  +P+N‐A 27 45% 69% 63%
 ‐N+E 22 42% 56%  +P‐N‐A 12 20% 31% 71%
 +N+A 33 60% 43%  ‐P+N+A 16 29% 73% 48%
 ‐N‐A 17 28% 44%  ‐P‐N+A 6 11% 27% 27%
 +N‐A 43 72% 57%  ‐P+N‐A 16 27% 73% 37%
 ‐N+A 22 37% 56%  +P‐N+A 16 29% 48% 73%
 +P+N+E 22 42% 54% 73%
 ‐P‐N‐E 8 13% 25% 47%
 +P+N‐E 22 35% 71% 48%
 +P‐N‐E 9 14% 29% 53%
 ‐P+N+E 8 15% 73% 27%
 ‐P‐N+E 3 6% 27% 14%
 ‐P+N‐E 24 38% 75% 52%
 +P‐N+E 19 37% 46% 86%
One‐Pattern Combinations Two‐Pattern Combinations Three‐Pattern Combinations
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Pattern DJF Event Years JJA Event Years
+P+N+A+E 2007 1926, 1930, 1931, 1932, 1940, 1941, 1944, 2006
‐P‐N‐A‐E 1917, 1929, 1965, 1968, 1971, 1982, 1985 1910, 1912, 1943
+P+N+A‐E 1944, 1961 1901, 1933, 1936, 1942, 1945, 1961, 1988, 1989, 2013
+P+N‐A‐E
1908, 1909, 1910, 1934, 1935, 1981, 1984, 
1997, 2000
1908, 1909, 1913, 1916, 1921, 1923, 1946, 
1956, 1967, 1970, 1971, 1974, 1981
+P‐N‐A‐E 1902, 1904, 1986, 2001 1903, 1906, 1907, 1911, 1950
‐P+N+A+E 1937, 1949, 1952, 1954, 1959, 2005 1953, 1969, 1980, 2005
‐P‐N+A+E 1927, 1948 2012
‐P‐N‐A+E 1947, 1966, 1969, 1979, 1994 1902, 1963
+P‐N+A+E
1901, 1926, 1931, 1936, 1938, 1942, 1953, 
1958, 1998, 2003, 2004, 2010
1915, 1939, 1951, 1957, 1958, 1987, 1997, 
2003, 2004, 2009, 2014
+P+N‐A+E
1905, 1906, 1914, 1928, 1964, 1973, 1983, 
1992, 1995
1905, 1914, 1919, 1920, 1925, 1965, 1966, 
1976, 1982, 1983, 1986, 1990, 1992, 2002
+P‐N‐A+E
1912, 1915, 1919, 1924, 1940, 1941, 1970, 
1977, 1978, 1980, 1987, 1988 1904, 1918, 1929, 1968, 1972, 1977, 1993
‐P+N‐A‐E
1907, 1911, 1913, 1916, 1918, 1921, 1922, 
1923, 1925, 1957, 1972, 1974, 1975, 1976, 
1989, 2009, 2012, 2014
1922, 1924, 1947, 1959, 1962, 1964, 1973, 
1975, 1978, 1984, 1985, 1996
‐P‐N+A‐E
1933, 1939, 1946, 1951, 1955, 1956, 2011, 
2013 1948, 1949, 1960, 1998, 2011
‐P+N+A‐E
1932, 1943, 1950, 1962, 1967, 1999, 2002, 
2008
1928, 1935, 1937, 1938, 1952, 1954, 1955, 
1995, 1999, 2000, 2001, 2010
‐P+N‐A+E 1903, 1920, 1930, 1990, 1991, 1993 1917, 1979, 1991, 1994
+P‐N+A‐E 1945, 1960, 1963, 1996, 2006 1927, 1934, 2007, 2008
Supplemental Table 2.1. DJF and JJA seasonal average years from 1901-2014 that correspond to 
the associated four-pattern combinations of PNA (+/- P), NAM (+/- N), AMO (+/- A), and ENSO 
(+/- E). 
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Country Region
Anomaly 
Sign
Dominant 
Patterns 
Overall
Single 
Pattern 
Anomaly
Highest 
Magnitude 
Two‐Pattern 
combination
Two‐Pattern 
Combination 
Anomaly
Highest 
Magnitude 
Three‐Pattern 
Combination
Three‐
Pattern 
Combination 
Anomaly
Highest 
Magnitude 
Four‐Pattern 
Combination
Four‐Pattern 
Combination 
Anomaly
 +P 1.296  +P‐N 1.756  +P‐N‐A 2.272  +P‐N‐A+E 2.269
 +E 0.615  +P+E 1.210  +P‐N+E 1.492  +P‐N‐A+E 1.609
 ‐P ‐0.965  ‐P+A ‐1.135  ‐P+N+A ‐1.377  ‐P+N+A‐E ‐1.598
 ‐E ‐0.687  ‐P‐E ‐1.130  ‐P+A‐E ‐1.159  ‐P+N+A‐E ‐1.365
 ‐P 0.589  ‐P+A 1.599  ‐P+N+A 2.281  ‐P+N+A+E 2.732
 +N 0.415 +N+A 1.022  ‐P+N+A 1.297  ‐P+N+A+E 1.587
 ‐N ‐0.460 +P‐N ‐0.787 +P‐N‐A ‐1.025 +P‐N‐A+E ‐1.158
 ‐A ‐0.511  ‐N‐A ‐0.903  ‐N‐A‐E ‐1.171 +P‐N‐A‐E ‐2.219
 ‐P 1.062  ‐P+A 1.859  ‐P+A+E 2.284  ‐P+N+A+E 2.986
 +N 0.600 +N+A 1.005  ‐P+N+A 1.288  ‐P+N+A+E 1.574
 +P ‐0.981 +P‐N ‐1.282 +P‐N‐A ‐1.872 +P‐N‐A+E ‐1.997
 ‐N ‐1.103 +P‐N ‐1.398  ‐N‐A+E ‐1.781 +P‐N‐A+E ‐1.919
 +E 0.522  +P+E 0.897 +P+N+E 1.559 +P+N‐A+E 1.852
 +A 0.565 +N+A 0.925 +P+N+A 1.129 +P+N+A‐E 1.752
 ‐N ‐0.750  ‐N‐A ‐1.174  ‐N‐A‐E ‐1.445  ‐P‐N‐A‐E ‐1.504
 ‐A ‐0.386  ‐N‐A ‐1.253  ‐N‐A‐E ‐1.929 +P‐N‐A‐E ‐2.751
 +P 0.501 +P+A 0.744  +P‐N+A 1.076 +P+N+A‐E 0.789
 +A 0.356 +P+A 0.587  +P‐N+A 0.659 +P+N+A‐E 0.993
 ‐P ‐0.630  ‐P+E ‐1.157  ‐P+A+E ‐1.617  ‐P+N+A+E ‐2.119
 ‐N ‐0.508  ‐P‐N ‐0.958  ‐P‐N‐A ‐1.801  ‐P‐N‐A‐E ‐1.619
 +P 0.783  +P+E 1.017 +P‐N+E 1.112 +P‐N+A+E 1.196
 +E 0.534  +P+E 0.925 +P+A+E 1.129 +P‐N+A+E 1.218
 ‐P ‐1.082  ‐P+A ‐1.514  ‐P+A+E ‐2.639  ‐P+N+A+E ‐3.537
 +N ‐0.351  ‐P+N ‐0.808  ‐P+N+E ‐1.534  ‐P+N‐A‐E ‐0.651
 +P 0.445 +P‐N 0.553 +P‐N‐A 0.711 +P‐N‐A+E 0.646
 ‐N ‐0.027 +P‐N 0.438 +P‐N‐A 0.579 +P‐N‐A‐E 0.824
 ‐P ‐0.633  ‐P+A ‐1.192  ‐P+A+E ‐1.915  ‐P+N+A+E ‐2.508
 ‐N ‐0.027  ‐P‐N ‐0.601  ‐P‐N‐A ‐0.907  ‐P‐N‐A‐E ‐1.045
 +P 1.521  +P+A 2.044  +P+A+E 2.500  +P‐N+A+E 2.604
 +E 1.026  +P+E 1.904 +P+A+E 2.556 +P‐N+A+E 2.619
 ‐P ‐1.575  ‐P+E ‐1.739  ‐P+A+E ‐2.529  ‐P+N+A+E ‐3.442
 ‐A ‐0.356  ‐P‐A ‐1.317  ‐P‐A‐E ‐1.603  ‐P+N+A+E ‐1.641
 +P 1.598 +P+A 2.177 +P+A+E 2.749 +P‐N+A+E 2.884
 +E 1.188  +P+E 2.156 +P+A+E 2.874 +P‐N+A+E 2.979
 ‐P ‐1.569  ‐P‐A ‐1.607  ‐P‐N‐A ‐2.352  ‐P+N+A+E ‐2.965
 ‐A ‐0.432  ‐P‐A ‐1.489  ‐P‐N‐A ‐2.013  ‐P‐N‐A‐E ‐2.252
 +E 0.592 +E+A 0.989 +P+A+E 1.651 +P‐N+A+E 1.651
 +P 0.583 +P+A 1.125 +P+A+E 1.661 +P‐N+A+E 1.703
 ‐A ‐0.664  ‐P‐A ‐1.128  ‐P+N‐A ‐1.332  ‐P+N‐A+E ‐1.505
 ‐P ‐0.269  ‐P‐A ‐0.722  ‐P‐A‐E ‐1.076  ‐P+N‐A‐E ‐1.172
 ‐N 1.420  ‐N+A 1.705  ‐P‐N+E 2.272 +P‐N+A+E 2.442
 +P 0.655 +P+A 1.374 +P+A+E 1.956 +P‐N+A+E 2.035
 +N ‐0.747 +N‐A ‐1.081 +N‐A+E ‐1.684  ‐P+N‐A+E ‐2.176
 ‐A ‐0.769 +N‐A ‐1.349  ‐P+N‐A ‐1.885  ‐P+N‐A+E ‐2.125
 +P 0.991 +P‐N 1.332 +P‐N‐A 1.626 +P‐N‐A+E 1.759
 +E 0.481  +P+E 0.869 +P+A+E 1.481 +P‐N+A+E 1.447
 ‐P ‐0.887  ‐P+N ‐1.053  ‐P+N+A ‐1.332  ‐P+N+A+E ‐1.817
 ‐A ‐0.478  ‐P‐A ‐1.139  ‐P‐A‐E ‐1.481  ‐P+N‐A‐E ‐1.688
 ‐E 0.357 +N‐E 0.508 +N+A‐E 0.839  ‐P+N+A‐E 1.069
 ‐P 0.314  ‐P+N 0.560  ‐P+N‐E 0.732  ‐P+N+A‐E 0.882
 +E ‐0.440  +P+E ‐0.667 +P‐A+E ‐0.857 +P+N‐A+E ‐0.843
 ‐A ‐0.153 +P‐A ‐0.506 +P‐A+E ‐0.781 +P‐N‐A+E ‐0.899
 ‐P 0.327  ‐P+N 0.494  ‐P+A+E 0.852  ‐P+N+A+E 1.138
 +N 0.153 +N+A 0.377 +N+A+E 0.521  ‐P+N+A+E 0.556
 +E ‐0.239  +P+E ‐0.425 +P‐A+E ‐0.538 +P‐N‐A+E ‐0.695
 +P ‐0.259  +P+E ‐0.337  +P‐N‐A ‐0.455  +P‐N‐A+E ‐0.504
M
EX
IC
O
North
 +anom
 ‐anom
South
 +anom
 ‐anom
CA
N
A
D
A
West
 +anom
 ‐anom
Prairies
 +anom
 ‐anom
Central
 +anom
 ‐anom
Atlantic
 +anom
 ‐anom
North
 +anom
 ‐anom
Northwest
 +anom
 ‐anom
Southwest
 +anom
 ‐anom
U
SA
Alaska
 +anom
 ‐anom
Northeast
 +anom
 ‐anom
Southeast
 +anom
 ‐anom
Midwest
 +anom
 ‐anom
Great Plains
 +anom
 ‐anom
Supplemental Table 2.2. The associated two-pattern, three-pattern, and four-pattern combinations 
of the first and second dominant patterns for positive and negative DJF temperature anomalies for
each region. The figure also shows the corresponding weighted average anomalies (°C) for each
combination of patterns. Bold values are significant at the 95%. 
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Supplemental Table 2.3. As in Supplemental Table 2.2, but for DJF precipitation (mm/d). Bold 
values significant at 90%. 
Country Region
Anomaly 
Sign
Dominant 
Patterns 
Overall
Single 
Pattern 
Anomaly
Highest 
Magnitude 
Two‐Pattern 
combination
Two‐Pattern 
Combination 
Anomaly
Highest 
Magnitude 
Three‐Pattern 
Combination
Three‐
Pattern 
Combination 
Anomaly
Highest 
Magnitude 
Four‐Pattern 
Combination
Four‐Pattern 
Combination 
Anomaly
 ‐P 0.042  ‐P+A 0.054  ‐P+N+A 0.075  ‐P+N+A+E 0.081
 +N 0.031  ‐P+N 0.053  ‐P+N+E 0.102  ‐P+N‐A+E 0.159
 +P ‐0.047  +P+A ‐0.070  +P+A+E ‐0.104  +P‐N+A+E ‐0.110
 +E ‐0.041 +P+E ‐0.068  +P+A+E ‐0.110  +P‐N+A+E ‐0.116
 ‐P 0.094  ‐P+E 0.300  ‐P+A+E 0.565  ‐P+N+A+E 0.821
 +N 0.008 +N+A 0.152 +N+A+E 0.299  ‐P+N+A+E 0.414
 +E ‐0.046  +E‐A ‐0.135 +P‐A+E ‐0.232  +P+N‐A+E ‐0.273
 +P ‐0.074 +P‐A ‐0.138 +P‐A+E ‐0.260  +P+N‐A+E ‐0.246
 ‐P 0.288  ‐P+A 0.537  ‐P+N+A 0.803  ‐P+N+A+E 0.904
 +N 0.070  +N+E 0.289  ‐P+N+E 0.514  ‐P+N+A+E 0.470
 ‐E ‐0.166  +P‐E ‐0.381  +P‐A‐E ‐0.513  +P‐N‐A‐E ‐0.708
 +P ‐0.150  +P‐E ‐0.332 +P‐N‐A ‐0.504  +P‐N‐A+E ‐0.382
 ‐P 0.161  ‐P+A 0.311  ‐P+N+A 0.510  ‐P+N+A+E 0.559
 +N 0.061 +N+A 0.182 +N+A+E 0.284  ‐P+N+A+E 0.316
 +P ‐0.166 +P‐N ‐0.252 +P‐N+E ‐0.300  +P+N+A‐E ‐0.364
 ‐N ‐0.087 +P‐N ‐0.223 +P‐N‐A ‐0.256 +P‐N‐A‐+E ‐0.321
 +E 0.075 +P+E 0.105 +P+N+E 0.133  +P‐N‐A+E 0.120
 +N 0.036  +N+E 0.106  +N‐A+E 0.128  ‐P+N‐A+E 0.178
 ‐E ‐0.055  ‐E+A ‐0.068  ‐N+A‐E ‐0.086  ‐P‐N+A‐E ‐0.071
 ‐A ‐0.009  ‐E‐A ‐0.065  +P‐A‐E ‐0.092  ‐P+N‐A‐E ‐0.083
 ‐E 0.117  ‐E+A 0.239  ‐P+A‐E 0.281  ‐P+N+A‐E 0.318
 +A 0.042  +E+A 0.145  ‐N+A+E 0.267  +P‐N+A+E 0.254
 ‐A ‐0.078  +E‐A ‐0.303  ‐P‐A+E ‐0.421  ‐P+N‐A+E ‐0.528
 +N ‐0.081  +N+E ‐0.211  +N‐A+E ‐0.310  ‐P+N‐A+E ‐0.401
 ‐P 0.008  ‐P+E 0.141  ‐P+A+E 0.241  ‐P+N+A+E 0.349
 +E 0.135 +P+E 0.179 +P+N+E 0.237  +P+N‐A+E 0.313
 ‐A ‐0.053  ‐N‐A ‐0.148  ‐N‐A‐E ‐0.178  ‐P‐N‐A‐E ‐0.162
 ‐E ‐0.073  ‐E‐A ‐0.116  ‐P‐A‐E ‐0.160  ‐P+N‐A‐E ‐0.170
 ‐P 0.104  ‐P+A 0.154  ‐P+N+A 0.202  ‐P+N+A‐E 0.214
 +A 0.009  ‐P+A 0.128 +N+A+E 0.173  ‐P+N+A+E 0.200
 +P ‐0.124 +P+E ‐0.184 +P‐N‐A ‐0.263  +P‐N‐A‐E ‐0.273
 ‐N ‐0.119 +P‐N ‐0.161 +P‐N‐A ‐0.234  +P‐N+A+E ‐0.309
 ‐P 0.037  ‐P‐N 0.050  ‐P+A‐E 0.061  ‐P+N+A‐E 0.054
 ‐E 0.032  ‐P‐E 0.051  ‐P‐N‐E 0.069  ‐P‐N+A‐E 0.103
 +E ‐0.035 +P+E ‐0.059 +P‐A+E ‐0.071  +P+N‐A+E ‐0.077
 +P ‐0.029 +P+E ‐0.043 +P‐N+E ‐0.045  +P‐N‐A+E ‐0.046
 ‐E 0.046  ‐E+A 0.088  +N+A‐E 0.099  ‐P+N+A‐E 0.133
 ‐P 0.031  ‐P+A 0.079  ‐P+N+A 0.128  ‐P+N+A+E 0.177
 +E ‐0.054 +P+E ‐0.089  +P+A+E ‐0.120  +P‐N+A+E ‐0.129
 +P ‐0.032  +P+A ‐0.075 +P+N+A ‐0.124  +P+N+A‐E ‐0.223
 ‐N 0.130  ‐N+A 0.161 +P‐N‐A 0.163  +P‐N+A‐E 0.244
 ‐E 0.030  ‐N‐E 0.162  ‐P‐N‐E 0.185  +P‐N+A‐E 0.238
 +N ‐0.113  ‐P+N ‐0.176  ‐P+N‐E ‐0.183  ‐P+N‐A+E ‐0.297
 +A ‐0.008 +N+A ‐0.104 +P+N+A ‐0.384  +P+N+A‐E ‐0.706
 ‐P ‐0.003  ‐P‐E 0.004  ‐P+A‐E 0.013  ‐P+N+A‐E 0.023
 ‐N 0.000  ‐N‐E 0.013  ‐N+A‐E 0.018  +P‐N+A‐E 0.035
 ‐P ‐0.003  ‐P+E ‐0.016  ‐P‐N+E ‐0.031  ‐P‐N‐A+E ‐0.038
 ‐E 0.001  +P‐E ‐0.008  +P+N‐E ‐0.014  +P+N‐A‐E ‐0.017
 +E 0.250 +P+E 0.357 +P+N+E 0.643  +P+N‐A+E 0.754
 +P 0.157  +P+E 0.262  +P+A+E 0.321  +P+N+A‐E 0.389
 ‐E ‐0.190  ‐E+A ‐0.261  ‐P+A‐E ‐0.319  ‐P+N+A‐E ‐0.334
 ‐A 0.002  ‐E‐A ‐0.129  +P‐A‐E ‐0.203  +P‐N‐A‐E ‐0.393
 +E 0.140 +P+E 0.218 +P+N+E 0.354  +P+N‐A+E 0.430
 +P 0.082 +P+E 0.151 +P+N+E 0.210  +P+N‐A+E 0.257
 ‐E ‐0.111  ‐E+A ‐0.157  ‐P+A‐E ‐0.199  ‐P‐N+A‐E ‐0.249
 +A ‐0.043  ‐E+A ‐0.101  +P+A‐E ‐0.185  +P‐N+A‐E ‐0.219
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Supplemental Table 2.4. As in Supplemental Table 2.2, but for JJA temperature (°C). Bold 
values significant at 95%. 
Country Region
Anomaly 
Sign
Dominant 
Patterns 
Overall
Single 
Pattern 
Anomaly
Highest 
Magnitude 
Two‐Pattern 
combination
Two‐Pattern 
Combination 
Anomaly
Highest 
Magnitude 
Three‐Pattern 
Combination
Three‐Pattern 
Combination 
Anomaly
Highest 
Magnitude 
Four‐Pattern 
Combination
Four‐Pattern 
Combination 
Anomaly
 +E 0.227  ‐N+E 0.586  ‐N+A+E 0.836  +P‐N+A+E 0.892
 ‐N 0.156  ‐N+E 0.438  ‐N+A+E 0.576  +P‐N+A+E 0.615
 ‐E ‐0.170  ‐E‐A ‐0.295  ‐P‐A‐E ‐0.435  ‐P‐N‐A‐E ‐0.711
 ‐A ‐0.088  ‐P‐A ‐0.233  ‐N‐A‐E ‐0.379  ‐P‐N‐A‐E ‐0.753
 +A 0.376  ‐P+A 0.836  ‐P+A+E 1.138  ‐P+N+A‐E 1.007
 ‐P 0.249  ‐P+A 0.602  ‐P‐N+A 1.048  ‐P‐N+A‐E 1.100
 ‐A ‐0.320  ‐N‐A ‐0.685  ‐P‐N‐A ‐0.789  +P‐N‐A+E ‐0.566
 +P ‐0.177  +P‐N ‐0.342  +P‐A‐E ‐0.298  +P+N‐A‐E ‐0.277
 +A 0.330  ‐P+A 0.618  ‐P+A‐E 0.640  ‐P+N+A‐E 0.660
 ‐P 0.265  ‐P+A 0.609  ‐P+A+E 0.680  ‐P+N+A+E 0.777
 ‐A ‐0.265  ‐E‐A ‐0.328  ‐N‐A‐E ‐0.390  +P+N‐A‐E ‐0.424
 +N ‐0.110  +N‐A ‐0.275  +P+N‐E ‐0.351  ‐P+N‐A‐E ‐0.208
 +A 0.317  ‐P+A 0.762  ‐P+A+E 1.303  ‐P+N+A+E 0.900
 ‐P 0.239  ‐P+A 0.613  ‐P‐N+A 0.932  ‐P‐N+A‐E 0.899
 ‐N ‐0.370  ‐N+E ‐0.567  ‐N+A+E ‐0.698  +P‐N+A+E ‐0.827
 ‐A ‐0.236  ‐N‐A ‐0.609  ‐N‐A+E ‐0.643  +P‐N‐A+E ‐0.653
 +A 0.265  ‐P+A 0.598  ‐P+A+E 0.899  ‐P+N+A‐E 0.547
 ‐P 0.279  ‐P+A 0.571  ‐P+A+E 0.872  ‐P+N+A+E 0.817
 ‐N ‐0.305  ‐N‐A ‐0.529  ‐N‐A‐E ‐0.746  +P‐N‐A‐E ‐1.032
 ‐A ‐0.224  ‐N‐A ‐0.584  +P‐N‐A ‐0.648  +P‐N‐A‐E ‐0.701
 +P 0.220  +P+A 0.558  +P+A+E 0.694  +P+N+A+E 0.711
 +A 0.178  ‐N+A 0.505  ‐N+A+E 0.627  +P‐N+A+E 0.586
 ‐P ‐0.266  ‐P‐N ‐0.400  ‐P‐N‐A ‐0.761  ‐P+N+A+E ‐0.932
 ‐N ‐0.040  ‐P‐N ‐0.660  ‐P‐N‐A ‐1.389  +P‐N‐A‐E ‐0.615
 +N 0.135  ‐P+N 0.220  +P+N+A 0.372  +P+N+A‐E 0.569
 +P ‐0.041  +P+A 0.248  +P+A‐E 0.300  +P+N+A‐E 0.403
 ‐A ‐0.221  ‐N‐A ‐0.377  ‐N‐A‐E ‐0.540  +P‐N‐A‐E ‐0.615
 +P ‐0.041  +P‐A ‐0.310  +P‐A‐E ‐0.531  +P‐N‐A‐E ‐0.730
 ‐N 0.106  ‐N+A 0.482  ‐N+A+E 0.806  +P‐N+A+E 0.852
 +P 0.143  +P+A 0.365  +P‐N+A 0.639 +P‐N+A+E 0.738
 ‐E ‐0.197  ‐E‐A ‐0.320  ‐P‐A‐E ‐0.462  ‐P‐N‐A‐E ‐0.666
 ‐A ‐0.170  ‐N‐A ‐0.448  ‐P‐N‐A ‐0.595  +P‐N‐A+E ‐0.483
 +N 0.317  +N+A 0.433  +P+N+A 0.703  +P+N+A‐E 0.982
 +A 0.233  ‐P+A 0.445  ‐P‐N+A 1.043  ‐P‐N+A‐E 0.772
 ‐A ‐0.238  ‐N‐A ‐0.798  ‐N‐A+E ‐0.875  +P‐N‐A+E ‐0.912
 ‐N ‐0.314  ‐N‐A ‐0.752  ‐N‐A‐E ‐0.831  +P‐N‐A‐E ‐0.957
 +A 0.401  ‐P+A 0.938  ‐P+A+E 1.160  ‐P+N+A‐E 0.960
 +N 0.228  ‐P+N 0.466  ‐P+N+A 0.689  ‐P+N+A‐E 0.842
 ‐A ‐0.347  ‐N‐A ‐0.753  ‐N‐A+E ‐0.875  +P‐N‐A+E ‐0.936
 ‐N ‐0.221  ‐N‐A ‐0.613  ‐P‐N‐A ‐1.080  ‐P‐N‐A+E ‐1.375
 +A 0.432  ‐P+A 0.846  ‐P‐N+A 1.187  ‐P+N+A‐E 0.812
 ‐E 0.176  ‐P‐E 0.411  ‐P+A‐E 0.647  ‐P+N+A‐E 0.784
 ‐A ‐0.323  ‐N‐A ‐0.691  ‐N‐A+E ‐0.705  +P‐N‐A+E ‐0.719
 +E ‐0.157  +E‐A ‐0.358  ‐P‐A+E ‐0.570  +P+N‐A+E ‐0.317
 +A 0.239  ‐P+A 0.386  ‐P‐N+A 1.000  ‐P‐N+A‐E 0.845
 ‐N 0.067  ‐N+A 0.247  ‐P‐N+A 0.394  +P‐N+A+E 0.246
 ‐A ‐0.222  ‐N‐A ‐0.431  ‐N‐A+E ‐0.538  +P‐N‐A+E ‐0.632
 ‐E 0.034  ‐E‐A ‐0.156  ‐N‐A‐E ‐0.382  +P‐N‐A‐E ‐0.397
 +A 0.327  ‐P+A 0.602  ‐P‐N+A 1.186  ‐P‐N+A‐E 0.982
 ‐N 0.163  ‐N+A 0.550  ‐P‐N+A 0.821  ‐P‐N+A‐E 0.857
 ‐A ‐0.333  ‐N‐A ‐0.482  +P‐N‐A ‐0.568 +P‐N‐A‐E ‐0.584
 +P ‐0.222  +P‐E ‐0.455  +P‐N‐E ‐0.597  +P‐N‐A‐E ‐0.871
 +A 0.271  ‐N+A 0.503  ‐P‐N+A 0.913  ‐P‐N+A‐E 0.911
 ‐P 0.167  ‐P‐N 0.410  ‐P‐N+A 0.749  ‐P‐N+A‐E 0.829
 ‐A ‐0.344  ‐N‐A ‐0.492  +P‐N‐A ‐0.572  +P‐N‐A+E ‐0.701
 +P ‐0.088  +P‐E ‐0.295  +P‐A‐E ‐0.403  +P+N‐A‐E ‐0.404
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Supplemental Table 2.5. As in Supplemental Table 2.2, but for JJA precipitation (mm/d). Bold 
values significant at 90%. 
Country Region
Anomaly 
Sign
Dominant 
Patterns 
Overall
Single 
Pattern 
Anomaly
Highest 
Magnitude 
Two‐Pattern 
combination
Two‐Pattern 
Combination 
Anomaly
Highest 
Magnitude 
Three‐
Pattern 
Combination
Three‐Pattern 
Combination 
Anomaly
Highest 
Magnitude 
Four‐Pattern 
Combination
Four‐Pattern 
Combination 
Anomaly
 ‐P 0.080  ‐P‐N 0.155  ‐P‐N+A 0.220  ‐P‐N+A‐E 0.239
 +A 0.064  ‐P+A 0.131  ‐P‐N+A 0.307  ‐P‐N+A‐E 0.302
 ‐A ‐0.066  ‐N‐A ‐0.143  +P‐N‐A ‐0.193  +P‐N‐A+E ‐0.242
 +P ‐0.061  +P‐A ‐0.107  +P‐A‐E ‐0.153  +P+N‐A‐E ‐0.167
 ‐N 0.226  ‐N+A 0.316  ‐N+A+E 0.478  +P‐N‐A‐E 0.644
 +A 0.098  ‐N+A 0.240  ‐N+A+E 0.324  +P‐N+A+E 0.351
 +P ‐0.003  +P+N ‐0.195  +P+N‐A ‐0.303  +P+N‐A‐E ‐0.472
 ‐A ‐0.037  ‐E‐A ‐0.095  ‐P‐N‐A ‐0.194  ‐P‐N‐A‐E ‐0.454
 +P 0.117  +P‐E 0.273  +P‐N‐E 0.377  +P‐N‐A‐E 0.678
 +N 0.061  +N‐E 0.099  +P+N‐E 0.337  ‐P+N‐A+E 1.020
 ‐P ‐0.168  ‐P+A ‐0.315  ‐P+N+A ‐0.475  ‐P+N+A+E ‐1.033
 ‐A ‐0.001  ‐N‐A ‐0.187  ‐N‐A+E ‐0.537  +P‐N‐A+E ‐0.542
 ‐N 0.263  ‐N+E 0.501  ‐N+A+E 0.527  +P‐N+A+E 0.612
 +E 0.161  ‐N+E 0.440  ‐N+A+E 0.472  +P‐N+A+E 0.576
 +P ‐0.122  +P+N ‐0.281  +P+N+A ‐0.534  +P+N+A+E ‐0.562
 +N ‐0.141  +P+N ‐0.282  +P+N+A ‐0.496  +P+N+A‐E ‐0.765
 ‐N 0.105  ‐N+E 0.229  ‐N+A+E 0.332  +P‐N+A+E 0.391
 +E 0.114  ‐N+E 0.228  ‐N+A+E 0.312  +P‐N+A+E 0.386
 ‐P ‐0.122  ‐P‐N ‐0.215  ‐P+A+E ‐0.376  ‐P‐N‐A‐E ‐0.373
 ‐E ‐0.103  ‐E+A ‐0.138  +N+A‐E ‐0.187  ‐P‐N‐A‐E ‐0.371
 +P 0.001  +P‐A 0.076  +P‐A‐E 0.105  +P+N‐A‐E 0.128
 +A ‐0.025  ‐P+A 0.035  ‐P+N+A 0.085  ‐P+N+A‐E 0.116
 +A ‐0.025  ‐N+A ‐0.077  ‐N+A‐E ‐0.105  ‐P‐N+A‐E ‐0.118
 +P 0.001  +P+A ‐0.084  +P+N+A ‐0.150  +P‐N+A‐E ‐0.148
 +P 0.043  +P‐E 0.074  +P+N‐E 0.101  +P+N‐A‐E 0.139
 ‐A 0.034  +P‐A 0.087  +P‐A+E 0.101  +P+N‐A+E 0.104
 ‐P ‐0.074  ‐P‐A ‐0.103  ‐P+A+E ‐0.167  ‐P+N+A+E ‐0.200
 +N 0.017  ‐P+N ‐0.054  ‐P+N+E ‐0.168  ‐P+N‐A+E ‐0.273
 ‐P 0.076  ‐P+E 0.172  ‐P+A+E 0.410  ‐P+N+A+E 0.459
 +A ‐0.007  ‐P+A 0.098  ‐P+A+E 0.389  ‐P+N+A+E 0.346
 +P ‐0.074  +P+N ‐0.123  +P+N+A ‐0.202  +P+N+A+E ‐0.272
 +N ‐0.037  +N‐E ‐0.088  +P+N‐E ‐0.180  +P+N‐A‐E ‐0.159
 ‐P 0.069  ‐P+A 0.147  ‐P‐N+A 0.194  ‐P+N+A‐E 0.125
 +A 0.016  ‐P+A 0.108  ‐P+A+E 0.271  ‐P+N+A+E 0.320
 +P ‐0.049  +P+A ‐0.141  +P+N+A ‐0.244  +P+N+A+E ‐0.308
 +N ‐0.019  +N+A ‐0.068  +P+N+A ‐0.224  +P+N+A‐E ‐0.261
 ‐P 0.092  ‐P+N 0.129  ‐P+N+A 0.174  ‐P+N+A‐E 0.204
 +A 0.044  ‐N+A 0.081  ‐P+A‐E 0.150  ‐P+N+A‐E 0.206
 +P ‐0.075  +P‐E ‐0.190  +P+N‐E ‐0.228  +P+N‐A‐E ‐0.240
 +N ‐0.053  +P+N ‐0.178  +P+N‐E ‐0.280  +P+N+A‐E ‐0.337
 +N ‐0.009  +N+E 0.100  ‐P+N+E 0.241  ‐P+N‐A+E 0.362
 ‐P 0.046  ‐P+E 0.166  ‐P+N+E 0.184  ‐P+N+A+E 0.288
 ‐E ‐0.063  +P‐E ‐0.101  +P+N‐E ‐0.157  +P+N‐A‐E ‐0.134
 +A 0.020  ‐P+A ‐0.029  ‐P‐N+A ‐0.211  ‐P‐N+A‐E ‐0.188
 ‐P 0.031  ‐P‐N 0.051  ‐P+A‐E 0.045  ‐P‐N+A‐E 0.076
 +A 0.008  ‐P+A 0.049  ‐P‐N+A 0.071  ‐P‐N+A‐E 0.078
 ‐A ‐0.005  ‐N‐A ‐0.051  ‐N‐A+E ‐0.084  +P‐N‐A+E ‐0.104
 ‐N ‐0.009  ‐N‐A ‐0.034  +P‐N‐A ‐0.050  +P‐N‐A‐E ‐0.058
 ‐E 0.130  ‐E+A 0.239  +N+A‐E 0.372  P+N+A‐E 0.399
 +P 0.075  +P‐E 0.183  +P‐N‐E 0.313  +P+N+A+E 0.244
 ‐P ‐0.063  ‐P+E ‐0.162  ‐P‐N‐E ‐0.245  ‐P+N+A+E ‐0.204
 +A ‐0.014  ‐P+A ‐0.152  ‐P‐N+A ‐0.424  ‐P‐N+A‐E ‐0.387
 +A 0.288  ‐P+A 0.615  ‐P+A‐E 0.749  ‐P+N+A‐E 0.952
 ‐E 0.300  ‐E+A 0.536  +N+A‐E 0.758  ‐P+N+A‐E 0.795
 +E ‐0.324  ‐N+E ‐0.535  ‐N+A+E ‐0.851  +P‐N+A+E ‐0.967
 +P ‐0.131  +P‐N ‐0.414  +P‐N‐E ‐0.438  +P‐N‐A‐E ‐0.720
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Pattern
Average 
Index Value
Standard 
Deviation
Average 
Index Value
Standard 
Deviation
Average 
Index Value
Standard 
Deviation
Average 
Index Value
Standard 
Deviation
 +ENSO 0.75 0.55  +P+E  +PNA 0.98 0.64  +P+A+E  +PNA 1.06 0.63  +P+N+A  +PNA 0.68 0.54
 ‐ENSO ‐0.69 0.49  +ENSO 0.95 0.54  +AMO 0.15 0.07  +NAM 0.66 0.53
 +AMO 0.14 0.07  ‐P‐E  ‐PNA ‐0.87 0.58  +ENSO 0.9 0.67  +AMO 0.15 0.11
 ‐AMO ‐0.17 0.11  ‐ENSO ‐0.76 0.52  ‐P‐A‐E  ‐PNA ‐0.89 0.48  ‐P‐N‐A  ‐PNA ‐0.87 0.41
 +PNA 0.84 0.62  +P‐E  +PNA 0.61 0.51  ‐AMO ‐0.2 0.11  ‐NAM ‐1.19 0.69
 ‐PNA ‐0.85 0.62  ‐ENSO ‐0.56 0.39  ‐ENSO ‐0.72 0.52  ‐AMO ‐0.17 0.1
 +NAM 0.73 0.57  ‐P+E  ‐PNA ‐0.8 0.72  +P+A‐E  +PNA 0.6 0.44  +P+N‐A  +PNA 0.59 0.54
 ‐NAM ‐0.98 0.72  +ENSO 0.38 0.36  +AMO 0.17 0.1  +NAM 0.68 0.45
 +P+A  +PNA 0.9 0.6  ‐ENSO ‐0.37 0.29  ‐AMO ‐0.15 0.1
 +AMO 0.16 0.08  +P‐A‐E  +PNA 0.62 0.56  +P‐N‐A  +PNA 1.06 0.66
 ‐P‐A  ‐PNA ‐0.81 0.47  ‐AMO ‐0.15 0.1  ‐NAM ‐0.96 0.74
 ‐AMO ‐0.19 0.11  ‐ENSO ‐0.66 0.41  ‐AMO ‐0.15 0.12
 +P‐A  +PNA 0.81 0.64  ‐P+A+E  ‐PNA ‐1.02 1.02  ‐P+N+A  ‐PNA ‐1.03 0.97
 ‐AMO ‐0.15 0.11  +AMO 0.12 0.07  +NAM 0.58 0.47
 ‐P+A  ‐PNA ‐0.91 0.81  +ENSO 0.26 0.18  +AMO 0.14 0.05
 +AMO 0.13 0.06  ‐P‐A+E  ‐PNA ‐0.64 0.39  ‐P‐N+A  ‐PNA ‐0.74 0.52
 +P+N  +PNA 0.61 0.53  ‐AMO ‐0.16 0.11  ‐NAM ‐0.64 0.42
 +NAM 0.67 0.45  +ENSO 0.47 0.44  +AMO 0.11 0.07
 ‐P‐N  ‐PNA ‐0.81 0.46  +P‐A+E  +PNA 0.93 0.66  ‐P+N‐A  ‐PNA ‐0.78 0.5
 ‐NAM ‐0.94 0.63  ‐AMO ‐0.15 0.11  +NAM 0.88 0.68
 +P‐N  +PNA 1 0.63  +ENSO 0.98 0.47  ‐AMO ‐0.2 0.12
 ‐NAM ‐1 0.78  ‐P+A‐E  ‐PNA ‐0.85 0.72  +P‐N+A  +PNA 0.94 0.61
 ‐P+N  ‐PNA ‐0.87 0.71  +AMO 0.13 0.05  ‐NAM ‐1.04 0.84
 +NAM 0.77 0.62  ‐ENSO ‐0.82 0.53  +AMO 0.15 0.08
 +E+A  +ENSO 0.66 0.6  +N+A+E  +NAM 0.75 0.58  +P+N+E  +PNA 0.69 0.48
 +AMO 0.13 0.07  +AMO 0.15 0.05  +NAM 0.87 0.45
 ‐E‐A  ‐ENSO ‐0.7 0.48  +ENSO 0.36 0.19  +ENSO 1.04 0.59
 ‐AMO ‐0.18 0.11  ‐N‐A‐E  ‐NAM ‐0.91 0.51  ‐P‐N‐E  ‐PNA ‐0.83 0.49
 +E‐A  +ENSO 0.81 0.51  ‐AMO ‐0.19 0.11  ‐NAM ‐0.85 0.42
 ‐AMO ‐0.15 0.11  ‐ENSO ‐0.71 0.46  ‐ENSO ‐0.76 0.49
 ‐E+A  ‐ENSO ‐0.68 0.51  +N+A‐E  +NAM 0.47 0.38  +P+N‐E  +PNA 0.52 0.58
 +AMO 0.14 0.07  +AMO 0.14 0.07  +NAM 0.48 0.38
 +N+E  +NAM 0.9 0.55  ‐ENSO ‐0.71 0.63  ‐ENSO ‐0.56 0.49
 +ENSO 0.71 0.57  +N‐A‐E  +NAM 0.7 0.61  +P‐N‐E  +PNA 0.73 0.41
 ‐N‐E  ‐NAM ‐0.88 0.44  ‐AMO ‐0.18 0.12  ‐NAM ‐0.94 0.49
 ‐ENSO ‐0.68 0.43  ‐ENSO ‐0.69 0.5  ‐ENSO ‐0.55 0.26
 +N‐E  +NAM 0.63 0.56  ‐N+A+E  ‐NAM ‐0.92 0.97  ‐P+N+E  ‐PNA ‐0.82 0.88
 ‐ENSO ‐0.7 0.53  +AMO 0.13 0.08  +NAM 0.93 0.63
 ‐N+E  ‐NAM ‐1.05 0.88  +ENSO 0.81 0.7  +ENSO 0.4 0.3
 +ENSO 0.78 0.55  ‐N‐A+E  ‐NAM ‐1.15 0.82  ‐P‐N+E  ‐PNA ‐0.76 0.4
 +N+A  +NAM 0.58 0.48  ‐AMO ‐0.14 0.11  ‐NAM ‐1.12 0.97
 +AMO 0.15 0.06  +ENSO 0.75 0.42  +ENSO 0.35 0.46
 ‐N‐A  ‐NAM ‐1.06 0.71  +N‐A+E  +NAM 0.98 0.54  ‐P+N‐E  ‐PNA ‐0.9 0.63
 ‐AMO ‐0.16 0.11  ‐AMO ‐0.71 0.11  +NAM 0.7 0.62
 +N‐A  +NAM 0.8 0.6  +ENSO 0.87 0.61  ‐ENSO ‐0.76 0.54
 ‐AMO ‐0.18 0.11  ‐N+A‐E  ‐NAM ‐0.86 0.38  +P‐N+E  +PNA 1.1 0.67
 ‐N+A  ‐NAM ‐0.89 0.73  +AMO 0.14 0.08  ‐NAM ‐1.03 0.88
 +AMO 0.14 0.08  ‐ENSO ‐0.66 0.42  +ENSO 0.9 0.52
One‐Pattern Combinations Two‐Pattern Combinations
Pattern Pattern
Three‐Pattern Combinations
Pattern
Supplemental Table 2.6. The corresponding average index values, and standard deviation for all 
patterns associated with the one-pattern, two-pattern, and three-pattern combinations for DJF 
from 1901-2016. 
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Supplemental Table 2.7. As in Supplemental Table 2.2, but for JJA. 
Pattern
Average 
Index Value
Standard 
Deviation
Average 
Index Value
Standard 
Deviation
Average 
Index Value
Standard 
Deviation
Average 
Index Value
Standard 
Deviation
 +ENSO 0.43 0.38  +P+E  +PNA 0.22 0.17  +P+A+E  +PNA 0.29 0.2  +P+N+A  +PNA 0.3 0.19
 ‐ENSO ‐0.5 0.34  +ENSO 0.43 0.35  +AMO 0.21 0.11  +NAM 0.3 0.28
 +AMO 0.2 0.13  ‐P‐E  ‐PNA ‐0.2 0.15  +ENSO 0.47 0.41  +AMO 0.17 0.11
 ‐AMO ‐0.19 0.12  ‐ENSO ‐0.52 0.36  ‐P‐A‐E  ‐PNA 0.19 0.13  ‐P‐N‐A  ‐PNA ‐0.21 0.15
 +PNA 0.23 0.17  +P‐E  +PNA 0.23 0.16  ‐AMO ‐0.17 0.11  ‐NAM ‐0.41 0.22
 ‐PNA ‐0.19 0.15  ‐ENSO ‐0.48 0.33  ‐ENSO ‐0.56 0.35  ‐AMO ‐0.17 0.13
 +NAM 0.3 0.24  ‐P+E  ‐PNA ‐0.17 0.18  +P+A‐E  +PNA 0.23 0.1  +P+N‐A  +PNA 0.2 0.16
 ‐NAM ‐0.26 0.22  +ENSO 0.33 0.34  +AMO 0.15 0.07  +NAM 0.31 0.22
 +P+A  +PNA 0.26 0.17  ‐ENSO ‐0.49 0.36  ‐AMO ‐0.2 0.14
 +AMO 0.18 0.1  +P‐A‐E  +PNA 0.24 0.2  +P‐N‐A  +PNA 0.18 0.17
 ‐P‐A  ‐PNA ‐0.18 0.12  ‐AMO ‐0.2 0.15  ‐NAM ‐0.22 0.22
 ‐AMO ‐0.16 0.1  ‐ENSO ‐0.47 0.32  ‐AMO ‐0.22 0.13
 +P‐A  +PNA 0.19 0.16  ‐P+A+E  ‐PNA ‐0.21 0.25  ‐P+N+A  ‐PNA ‐0.19 0.18
 ‐AMO ‐0.2 0.13  +AMO 0.23 0.18  +NAM 0.28 0.16
 ‐P+A  ‐PNA ‐0.2 0.18  +ENSO 0.21 0.16  +AMO 0.22 0.17
 +AMO 0.22 0.17  ‐P‐A+E  ‐PNA ‐0.14 0.1  ‐P‐N+A  ‐PNA ‐0.23 0.2
 +P+N  +PNA 0.24 0.18  ‐AMO ‐0.15 0.08  ‐NAM ‐0.21 0.18
 +NAM 0.3 0.24  +ENSO 0.44 0.42  +AMO 0.23 0.19
 ‐P‐N  ‐PNA ‐0.22 0.17  +P‐A+E  +PNA 0.16 0.11  ‐P+N‐A  ‐PNA ‐0.17 0.12
 ‐NAM ‐0.3 0.21  ‐AMO ‐0.21 0.12  +NAM 0.33 0.3
 +P‐N  +PNA 0.21 0.15  +ENSO 0.39 0.28  ‐AMO ‐0.16 0.09
 ‐NAM ‐0.25 0.22  ‐P+A‐E  ‐PNA ‐0.2 0.17  +P‐N+A  +PNA 0.22 0.13
 ‐P+N  ‐PNA ‐0.18 0.15  +AMO 0.22 0.18  ‐NAM ‐0.27 0.22
 +NAM 0.31 0.24  ‐ENSO ‐0.5 0.37  +AMO 0.19 0.09
 +E+A  +ENSO 0.46 0.44  +N+A+E  +NAM 0.18 0.15  +P+N+E  +PNA 0.25 0.2
 +AMO 0.21 0.13  +AMO 0.2 0.15  +NAM 0.24 0.21
 ‐E‐A  ‐ENSO ‐0.51 0.33  +ENSO 0.29 0.24  +ENSO 0.38 0.28
 ‐AMO ‐0.18 0.13  ‐N‐A‐E  ‐NAM ‐0.34 0.24  ‐P‐N‐E  ‐PNA ‐0.24 0.18
 +E‐A  +ENSO 0.4 0.31  ‐AMO ‐0.16 0.13  ‐NAM ‐0.29 0.18
 ‐AMO ‐0.2 0.12  ‐ENSO ‐0.43 0.32  ‐ENSO ‐0.36 0.32
 ‐E+A  ‐ENSO ‐0.5 0.36  +N+A‐E  +NAM 0.35 0.24  +P+N‐E  +PNA 0.23 0.15
 +AMO 0.19 0.14  +AMO 0.2 0.14  +NAM 0.36 0.25
 +N+E  +NAM 0.27 0.26  ‐ENSO ‐0.58 0.39  ‐ENSO ‐0.53 0.36
 +ENSO 0.33 0.27  +N‐A‐E  +NAM 0.3 0.21  +P‐N‐E  +PNA 0.25 0.19
 ‐N‐E  ‐NAM ‐0.24 0.22  ‐AMO ‐0.19 0.13  ‐NAM ‐0.2 0.25
 ‐ENSO ‐0.36 0.26  ‐ENSO ‐0.53 0.34  ‐ENSO ‐0.36 0.22
 +N‐E  +NAM 0.33 0.22  ‐N+A+E  ‐NAM ‐0.31 0.22  ‐P+N+E  ‐PNA ‐0.18 0.2
 ‐ENSO ‐0.55 0.36  +AMO 0.23 0.1  +NAM 0.34 0.36
 ‐N+E  ‐NAM ‐0.27 0.22  +ENSO 0.54 0.47  +ENSO 0.19 0.19
 +ENSO 0.51 0.42  ‐N‐A+E  ‐NAM ‐0.21 0.22  ‐P‐N+E  ‐PNA ‐0.16 0.13
 +N+A  +NAM 0.29 0.22  ‐AMO ‐0.24 0.12  ‐NAM ‐0.33 0.34
 +AMO 0.2 0.14  +ENSO 0.48 0.35  +ENSO 0.71 0.38
 ‐N‐A  ‐NAM ‐0.27 0.23  +N‐A+E  +NAM 0.33 0.3  ‐P+N‐E  ‐PNA ‐0.18 0.13
 ‐AMO ‐0.21 0.13  ‐AMO ‐0.17 0.11  +NAM 0.3 0.19
 +N‐A  +NAM 0.32 0.25  +ENSO 0.36 0.29  ‐ENSO ‐0.58 0.36
 ‐AMO ‐0.18 0.12  ‐N+A‐E  ‐NAM ‐0.16 0.16  +P‐N+E  +PNA 0.19 0.12
 ‐N+A  ‐NAM ‐0.24 0.21  +AMO 0.18 0.15  ‐NAM ‐0.27 0.21
 +AMO 0.21 0.12  ‐ENSO ‐0.31 0.2  +ENSO 0.54 0.48
One‐Pattern Combinations Two‐Pattern Combinations
Pattern Pattern Pattern
Three‐Pattern Combinations
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2.10 Figures 
Figure 2.1. The regions of North America used to create the weighted anomaly averages in the analysis. 
54
Figure 2.2. DJF first and second dominate climate patterns for temperature (a-d) and precipitation 
(e-h) responses by region. Temperature results are based on significant weighted anomaly averages 
above the 95th percentile, while the precipitation results are based on significant weighted anomaly
averages above the 90th percentile of a Student’s t-test. 
55
Figure 2.3. DJF climate composites of one-pattern combinations for temperature (°C) (first two columns from left) and
precipitation (mm/d) (last two columns on right). The number of years associated with each composite is shown in the upper 
right corner of each map as the count. 
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Figure 2.4. As in Figure 2.2, but during JJA. 
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Figure 2.5. As in Figure 2.3, but for JJA. 
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Figure 2.6. (far right column) The regions of North America that have the largest influence related to the four most frequent three-pattern 
combinations (significance at 95%) for DJF temperature: +P+A+E (d), +P-N-A (h), -P+A+E (l), and –P+N+A (p). The first two columns (left-right) 
represent the temperature anomaly (°C) composites for each one-pattern and two-pattern combination that has the highest number of occurrences
related to the four most frequent three-pattern combinations. The third column (from left) represents the temperature anomaly (°C) composites for
the four most frequent three-pattern combinations for DJF temperature. The number of years in each composite is noted in the upper right corner of
each map. 
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Figure 2.7. (first two columns from left to right) The 500hPa geopotential height anomaly (m) composites for the one-pattern and 
two-pattern combinations related to the +P+A+E three-pattern combination (a, b), and the –P+A+E three-pattern combination (d, e) 
for DJF temperature. The far right column represents the composites for the +P+A+E three-pattern combination (c), and the –P+A+E 
three-pattern combination (f). The number of years in each composite is noted in the upper right corner of each map. 
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Figure 2.8. As in Figure 2.6, but for the four most frequent three-pattern combinations (significance at 90%) that have the largest 
influence on DJF precipitation: -P+A-E (d), -P+N+A (h), +P-N-A (l), +P+N+E (p). The units for the composites are: mm/d.  
61
Figure 2.9. As in Figure 2.7, but related to the –P+N+A and +P-N-A three-pattern combinations for DJF precipitation. 
62
Figure 2.10. As in Figure 2.6, but for the three most frequent three-pattern combinations (significant at 95%) that have the largest influence on 
JJA temperature: -N-A-E (d), -P-N+A (h), -P+A+E (l). 
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Figure 2.11. As in Figure 2.7, but related to the –N-A-E and –P-N+A three-pattern combinations for JJA temperature. 
64
Figure 2.12. As in Figure 2.6, but for the four most frequent three-pattern combinations (significance at 90%) that have the largest
influence on JJA precipitation: -N+A+E (d), -P-N+A (h), +P+N-E (l), and +P+N+A (p). The units for the composites are: mm/d. 
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Figure 2.13. As in Figure 2.7, but related to the –N+A+E and +P+N-E three-pattern combinations for JJA precipitation. 
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3 Chapter 3: Influence of SST Variability on North American 
Climate with Global Warming 
67
3.1 Preface 
Pacific and Atlantic sea surface temperatures (SSTs) provide a considerable influence 
on long-term climate variability for many regions of North America. The El Niño – 
Southern Oscillation (ENSO) in the Pacific Ocean and the Atlantic Multidecadal 
Oscillation (AMO) in the Atlantic Ocean are two of the main drivers for North American 
climate patterns on interannual and interdecadal timescales. Because both patterns occur 
simultaneously, it is important to understand how their combined effect impacts regional 
climate patterns over North America. Additionally, with continued global warming, it is 
vital to understand how the climate response of the combined influence of these patterns 
may change in the future. 
 In this study, using the NCAR CESM1 global climate model, we analyze the combined 
ENSO and AMO modes on North American climate variability in winter (DJF) and 
summer (JJA) in both a historical period and an end-of-century RCP8.5 climate. We forced 
the model with historical and CMIP5 RCP8.5 prescribed SSTs with additional ENSO and 
AMO forcing for each combination of positive, negative, and neutral phases. The 
simulations under the future scenario were forced with the positive and negative combined 
ENSO and AMO phases. We defined the ENSO and AMO patterns by performing a rotated 
empirical orthogonal function (REOF) analysis on seasonally averaged observed historical 
SSTs. 
In general, the North American climate response of the combined ENSO and AMO has 
a higher magnitude response when the two patterns have opposite phases. Additionally, in 
DJF, the ENSO shows the largest influence on North American climate, while the AMO 
either weakens or amplifies the ENSO response depending on the AMO phase. In JJA, 
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both the patterns show general localized dominance, where the ENSO pattern shows the 
largest influence in the western region of the continent and the AMO shows the largest 
influence in the south and east.   
Under global warming conditions, an eastward shift in the ENSO teleconnection occurs 
and has the largest eastward propagation under +ENSO conditions in both DJF and JJA. 
The –ENSO teleconnection shows an eastward shift under both + and - AMO conditions 
in JJA, however, in DJF an eastward shift is only present when in combination with a 
+AMO. This suggests an AMO influence on the eastward shift in the ENSO teleconnection, 
however, only under –ENSO conditions. Additionally, in DJF the eastward shift is detected 
in the temperature and precipitation responses with an additional decrease in the anomalous 
warming response during a +ENSO. This may be a result of the weakening of the 
anomalous high pressure center of the teleconnection as it becomes less continental and 
shifts over the North Atlantic Ocean under +ENSO future conditions. In JJA, an eastward 
extension of the temperature and precipitation response is shown under global warming 
conditions, which reduces the dominant AMO influence over the south and east.  
There is much uncertainty around how the ENSO and AMO patterns may change under 
future global warming. Thus, it is difficult to understand how the North American climate 
response of these patterns may change in the future. This study, however, may provide a 
guide as to how the response of combined teleconnection of ENSO and AMO may affect 
regional North American climate under future warming conditions.  
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3.2 Introduction 
Global sea surface temperature (SST) patterns are important drivers for long-term 
climate variability due to their slow-varying characteristics over large areas. In North 
America, large-scale Pacific SST variability drivers include the El Niño - Southern 
Oscillation (ENSO) and the Pacific Decadal Oscillation (PDO), while in the Atlantic, 
interdecadal variability is primarily driven by the Atlantic Multidecadal Oscillation 
(AMO).  
ENSO is considered an interseasonal mode of climate variability in the tropical Pacific 
and a component of the decadal varying PDO in the North Pacific (Rodgers et al. 2004). 
ENSO affects North American climate through changes in the Hadley Circulation and 
upper-level Rossby wave propagation. Under a positive ENSO (El Niño), warmer than 
average SSTs in the tropical eastern Pacific cause cool and wet conditions across the 
southern tier of the continent and warm/dry conditions in the north during boreal winter. 
In the summer, a positive ENSO phase produces a wet/cool response in the central regions 
with a warm/dry response along the west coast. Under negative ENSO conditions (La 
Niña), the opposite responses over North America occur (Ropelewski and Halpert 1986; 
Vecchi and Wittenberg 2010). 
The AMO is a multi-decadal mode of SST variability in the North Atlantic Ocean 
(Delworth and Mann 2000; Enfield et al. 2001; Schlesinger and Ramankutty 1994). The 
AMO is often considered being a component of the deep-ocean Thermohaline Circulation 
due to its inclusion of deep oceanic upwelling (Delworth et al. 1993; Delworth and Mann, 
2000) or, on the contrary, solely a product of atmospheric circulation (Clement et al. 2015). 
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The AMO has been linked to variability in rainfall and river flow in North America (Enfield 
et al. 2001), and influencing summer precipitation in the southeast United States through 
its influence on the North Atlantic Subtropical High pressure system (NASH) and the Great 
Plains Low Level Jet (GPLLJ) (Hu et al. 2011). The AMO also initiates a slight 
circumpolar wave pattern in the boreal winter that provides an indirect effect on North 
American climate through influencing other teleconnection patterns (Mo et al. 2009).  
Many studies (Hu and Feng 2012; Mo et al. 2009; Schubert et al. 2009) have suggested 
that the SST patterns in the Pacific are the main SST drivers for seasonal climate in North 
America and the AMO either enhances or weakens the Pacific response. The two oceanic 
basins have the largest effect on North American climate when possessing SST anomalies 
in opposition, where a cold Pacific and warm Atlantic pattern increase drought conditions 
and a warm Pacific and cold Atlantic provide a larger pluvial response, especially along 
the west coast (Schubert et al. 2009; Mo et al. 2009; Hu and Feng 2012; McCabe et al. 
2004; Wang et al. 2010). Hu and Feng (2012) and Mo et al. (2009) conclude that the Great 
Plains region of the U.S. are impacted the most from a negative ENSO and positive AMO 
combination. Furthermore, in an observational analysis of U.S. drought frequencies 
according to PDO and AMO events, McCabe et al. (2004) concluded a negative PDO and 
positive AMO event produced the largest frequency of drought events, while positive PDO 
and negative AMO events produced the smallest frequency.  
As global surface temperatures continue to rise with an increase in greenhouse gases, 
there is considerable uncertainty as to how large-scale climate patterns will be affected. It 
is thought that the tropical Pacific atmospheric circulation will weaken due to the 
differential rate of response of the warming in water vapor and precipitation (Held and 
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Soden 2006; Vecchi et al. 2006). Changes within this system have the ability to affect the 
frequency, magnitude, and spatial representation of ENSO, however, it is still unclear 
among scientists how ENSO might change in response to the increased global 
temperatures. Zelle et al. (2005) found no apparent change in ENSO with increasing 
temperatures due to greenhouse gas emissions, and others (e.g., Collins et al. 2010; Latif 
and Keenlyside 2009; Union et al. 2005) have argued that there lacks consistency among 
climate models to draw accurate conclusions. More recent studies argue that global 
warming may be causing an increase in ENSO amplitude and extreme El Niño and La Niña 
events (Cai et al. 2015; Chen et al. 2017).  
Additionally, some (e.g., Kug et al. 2010; Meehl and Teng 2007; Power et al. 2013; 
Zhou et al. 2014) notice an eastward shift in the ENSO induced Pacific-North American 
(PNA) pattern under global warming from an eastward shift in anomalies of tropical 
convection. Zhou et al. (2014) further explain that an eastward expansion of El Niño-
induced warming over North America will occur as a result of the eastward shift in 
circulation thus producing an intensification of rainfall along the west coast of North 
America. Additionally, Kug et al. (2010) further explain that the eastward shift will be 
more evident under future El Niño events than future La Niña conditions due to the 
nonlinearity of the teleconnection and different locations of convective centers between the 
phases.  
In the Atlantic, the effects of global warming on Arctic sea-ice loss and the addition of 
increased surface heat and freshwater fluxes into the North Atlantic and Arctic Oceans 
have the ability to slow-down the large-scale Atlantic Meridional Overturning Circulation 
(AMOC) in the North Atlantic that is an integral part of global oceanic circulation. The 
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increased heat and freshwater into a region of intense vertical mixing in the ocean would 
allow the water to become less dense and thus disrupt the circulation speed. Rahmstorf et 
al. (2015) and Sévellec et al. (2017) argue this is the reason for the North Atlantic “warming 
hole”, the region of global surface cooling in the Northwest Atlantic Ocean. However, 
Böning et al. (2016) argue that the current amount of Arctic sea-ice loss cannot produce 
enough freshwater to cause a current slow-down of the AMOC and cause the current cold 
surface temperature anomalies observed in the North Atlantic. However, they do suggest 
that increasing amounts of freshwater in the future do have the ability to affect the deep 
water formation and the AMOC. Furthermore, increases in freshwater fluxes may lead to 
a collapse of the AMOC and an increase in North Atlantic cooling (Liu et al. 2017; Sgubin 
et al. 2017). Additionally, Jackson et al. (2016) suggest that the recent slow-down of the 
AMOC may be related to decadal variability and not necessarily related to global warming. 
The melting of the Arctic sea-ice and the increased surface temperatures in the Arctic 
region, known as ‘Arctic Amplification’, can influence North American weather and 
climate. Overland et al. (2011) associate the warmer than average SSTs in the Arctic with 
cooler than average winters over the North American continent. Warmer than average SSTs 
produce a strong high-pressure center over the Arctic, which increases the meridional flow 
of cool Arctic air into the mid-latitudes (Cohen et al. 2013; Overland et al. 2011). 
Additionally, increased sea-ice loss and temperatures in the Arctic have also been linked 
to shifts in the jet stream causing a more wavy structure and producing more extreme 
weather events in North America (Francis and Vavrus 2012, 2015), however, there is 
considerable uncertainty and might be a result of internal atmospheric variability (Barnes 
and Screen 2015; Chen et al. 2016; Overland and Wang 2018; Screen 2014).  
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Here we further examine the combined effect of Pacific and Atlantic SST variability 
on North American climate in both the boreal winter and summer seasons under historical 
forcing and a future end-of-century warming scenario for more accurate climate-related 
decision-making in North America.  
 
3.3 Methods 
3.3.1 CESM1 Global Climate Model 
In this study we use the National Center for Atmospheric Research (NCAR) 
Community Earth System Model 1 (CESM1) (CAM5+CLM4.5) global climate model 
(GCM) (Hurrell et al. 2013) with prescribed SSTs and sea-ice cover (SIC). The spatial 
resolution of the model simulations is finite volume 0.9° x 0.9°. The first ten years of each 
simulation were used as a spinup period and were omitted from analysis.  
 
3.3.2 Data 
The Hadley Optimum Interpolated Blend (HadOIBL) SST dataset (Hurrell et al. 
2008) is used for prescribing the SSTs for the historical model simulations. The HadOIBL 
dataset consists of monthly mean SST and SIC values on a 1° x 1° global grid over a period 
of 1870-2009. The dataset is climatologically averaged for monthly means over the 1870-
2009 period to force the model.  
The future simulations are forced with the Coupled Model Intercomparison Project 
Phase 5 (CMIP5), Representative Concentration Pathway (RCP) 8.5 simulated SST and 
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SIC climatology of 2071-2100 from the NCAR CESM1-CAM5 general climate model 
(Neale 2013).  
The observational ENSO and AMO timeseries for composites are taken from the 
NOAA-ESRL PSD database for the period of 1901-2014. The ENSO index is defined as 
the monthly Nino3.4 SST index from the HadISST1 dataset (Rayner 2003). The AMO 
index is defined using the Kaplan et al. (1998) sea surface temperature dataset as the 
average value from 0-70°N in the North Atlantic. 
The Climate Research Unit (CRU) TS v4.00 data (Harris et al. 2014) is used for 
monthly analysis over a 0.5° x 0.5° global grid for a period of 1901-2014 for the 
temperature and precipitation observational analysis. For the observational geopotential 
height anomalies, the NOAA-CIRES Twentieth Century Reanalysis (V2c) dataset is used 
for monthly average data over a period of 1901-2014 on a 2° x 2° global grid (Compo et 
al. 2011). 
 
3.3.3 Forcing Method/Model Experiments 
Two sets of experiments are carried out with the NCAR CESM1 GCM. The first 
set of experiments, denoted historical simulations, consists of nine, 90-year simulations 
forced by prescribed historical SSTs with additional ENSO and AMO forcings. The 
different historical simulations are outlined in Table 3.1. Each simulation consists of one 
SST forcing combination of positive, negative, or neutral phases of ENSO and AMO. To 
create the positive and negative ENSO and AMO forcings, a rotated empirical orthogonal 
function (REOF) analysis is conducted on observed, seasonally averaged global SST 
values from the HadOIBL dataset from 1901-2014. The respective seasonal ENSO and 
AMO SST REOF outputs that are used in the simulations are shown in Figure 3.1.  We 
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include the North Pacific and Indian Oceans into the ENSO forcing to include the Madden-
Julian Oscillation (MJO) and PDO influence on the ENSO. In contrast to a previous study 
by Schubert et al. (2009), we use seasonally averaged values in order to represent the 
seasonality of ENSO and AMO patterns. The respective REOF forcing patterns are then 
scaled by +2 and -2 standard deviations for positive and negative ENSO and AMO phases, 
respectively, in order for the patterns to be well characterized in the model. The seasonal 
REOF forcings are then applied to monthly climatological SST values of the HadOIBL 
dataset. The neutral forcing of both ENSO and AMO consists of the climatological SST 
values. The CO2 gas concentrations are prescribed to 367 ppm for the historical model 
simulation.  
The second set of model experiments, denoted future simulations, consists of five, 
90-year simulations forced by prescribed SSTs and SIC using the CMIP5, RCP8.5 
climatology 2071-2100 with additional ENSO and AMO forcings over the SST dataset.  
The four forcing combinations are outlined in Table 3.1. The fifth simulation is the control. 
The CO2 gas concentration is prescribed as 810 ppm.  
 The model output is seasonally averaged for boreal winter across December, 
January, and February (DJF), and for boreal summer across June, July, and August (JJA).  
 
3.4 Results 
3.4.1 Observations and Historical Simulation Agreement 
Figure 3.2, Figure 3.3, and Figure 3.4 show the 500hPa geopotential height (Z500), 
temperature, and precipitation response for the observational composites and historical 
model simulations for individual ENSO and AMO positive and negative modes. The ENSO 
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pattern is represented well in the historical simulation compared to observations in both 
DJF and JJA. The historical simulation produces a realistic PNA response associated with 
the DJF ENSO pattern as shown in Figure 3.2e and f. This is further supported in the 
temperature and precipitation response related to a +ENSO in Figure 3.3e and Figure 3.4e, 
where the historical simulation shows the northern warm/dry and southern cool/wet 
response associated with a +ENSO in DJF. For –ENSO, the response in DJF shows a slight 
difference in anomalies over North America compared with the observations where the 
Z500 composite shows a slight shift in the –ENSO pattern over North America and a strong 
high-pressure center over Greenland and Iceland (Figure 3.2f). This is further represented 
in the –ENSO temperature anomalies where a region of warming emerges in northern 
Canada and the warming near the Gulf of Mexico is shifted into central Mexico (Figure 
3.3f). In contrast to observations, the -ENSO precipitation response shows a drying 
response in the south and east and increased rainfall in California (Figure 3.4f). In general, 
the Z500, temperature, and precipitation responses in the historical simulation are of 
overall higher magnitude compared to the observations, which may be related to the scaling 
factor in the model ENSO forcing as described in 3.3.3. 
The JJA Z500 spatial response in the historical simulation for +ENSO is consistent 
with the observations (Figure 3.2i,m); however, for –ENSO the historical simulation shows 
an anomalous eastward extension of the high-pressure response in the North Pacific (Figure 
3.2j,n). For –ENSO, the temperature response is similar to observations (Figure 3.3j,n), 
however, the historical model simulation shows a large region of warming in the central 
US, which may be related to the elongated high-pressure system in the Z500 composite 
(Figure 3.2n). For +ENSO temperature anomalies, the historical simulation shows 
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consistent results with observations with cooling in the eastern and central regions and 
warming in the northwest, Mexico, and Florida (Figure 3.3i,m). The precipitation response 
over North America is represented by regions of drying in the southeast and a pluvial 
response in the central U.S. for +ENSO events and the opposite precipitation response for 
–ENSO events (Figure 3.4i,j,m,n).  
The historical model simulation representation of the DJF AMO pattern compares 
poorly to observations. The temperature responses are nearly opposite between the 
historical simulation and observations for both + and –AMO in DJF with the only 
consistent response in the Southwest U.S. in both modes and a warming response in 
Northern Canada in the +AMO (Figure 3.3c,d,g,h). This opposite temperature response 
may be related to the expansion of the anomalous low-pressure centers in the +AMO and 
high-pressure in –AMO over the western region of the continent between observations and 
the historical simulation results in the Z500 anomalies (Figure 3.2g,h). Similar to 
observations, the –AMO phase shows a drying response in the south and northwest regions, 
and a wetting response in Mexico (Figure 3.4d,h). The historical simulation +AMO 
precipitation response is weak compared to observations with an opposite response in the 
west and east-central regions. However, both show a drying response in Mexico (Figure 
3.4c,g).  
The JJA Z500 pattern for both + and –AMO show little agreement between 
observations and the historical simulation, especially over North America. The historical 
simulation +AMO Z500 representation shows a slight –NAM pattern with a region of 
anomalous low-pressure over the North America that is not corroborated with the 
observations (Figure 3.2k,o). The –AMO Z500 pattern in the historical simulation shows a 
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region of high-pressure over the North Pacific Ocean and North American continent that 
is also not represented in the observations (Figure 3.2l,p). The +AMO temperature response 
in the historical simulation shows a general warming similar to the observations with 
exception to a cooling response in the central-west (Figure 3.3k,o). The opposite occurs 
under a –AMO temperature response with an overall cooling agreement and a region of 
warming in the central-west in the historical simulation (Figure 3.3l,p). The precipitation 
response also shows weak agreement between the historical simulation and observations 
for both +AMO and -AMO with exception to the simulated pluvial (drought) response in 
the upper Midwest where a drought (pluvial) response is expected in the observed +AMO 
(-AMO) phases (Figure 3.4k,o,l,p). Additionally, the –AMO simulation shows a wetting 
response in the east that is not depicted in the observations (Figure 3.4l,p). 
In general the historical simulation reproduces accurate Z500 patterns for DJF ENSO 
and AMO combinations compared to the observations (Figure 3.5a-h). In both observations 
and simulations, compared to the individual +ENSO simulation, the +AMO contributes to 
a weakening of the anomalous Aleutian Low in the Z500 pattern in the +E+A combination 
(Figure 3.2a,e and Figure 3.5a,e) and the –AMO amplifies the Aleutian Low when in 
combination with +ENSO (Figure 3.2a,e and Figure 3.5c,g). Under the –ENSO, a similar 
but opposite scenario occurs where a –AMO weakens the overall Z500 height anomalies 
in the –E-A combination (Figure 3.2b,f and Figure 3.5b,f) and the +AMO amplifies the 
response (Figure 3.2b,f and Figure 3.5f,h). Both the individual –ENSO and +AMO modes 
for both observations and the historical simulations show a weakening of the Aleutian Low 
in the North Pacific, and the individual +ENSO and –AMO modes both show a 
strengthening of the Aleutian Low (Figure 3.2c,d,g,h); thus, when the two patterns are 
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superimposed the Z500 response is of higher magnitude as shown in Figure 3.5c,d,g and 
h.  
The +E+A combination shows the largest DJF warming in northern North America in 
the observations (Figure 3.6a), while when considering the historical simulation results the 
+E-A simulation shows the largest magnitude warming in the north (Figure 3.6g). 
Additionally, the –E-A composite in the observations shows the largest cooling response 
in the north, while the –E+A simulation in the historical results show the largest northern 
cooling anomalies. In the Southeast, the +E-A (+E+A) in the observations (historical 
simulation) show the largest anomalous DJF cooling response, while the –E-A (-E+A) 
show the largest warming response in the observations (historical simulation) (Figure 3.6). 
Additionally, in the DJF precipitation response, the observational and historical simulation 
response are in good agreement in the southern regions of the continent where under a 
+E+A and +E-A there is a pluvial response and under a –E-A and –E+A a drought response 
is represented (Figure 3.7a-h). However, in the Pacific Northwest and west coast of the 
U.S. the response is less consistent between observations and simulations. The +E-A 
combination shows a drought response in the Pacific Northwest and a pluvial response in 
the Southwest in both observations and simulation (Figure 3.7c,g). The –E+A also shows 
slight agreement between observations and the historical simulation with wetting in the 
Pacific Northwest and drying in the Southwest (Figure 3.7d,h). However, the +E+A shows 
a general pluvial response along the west coast and Pacific Northwest in the observations, 
but in the historic simulation the pluvial response in the Pacific Northwest is instead 
depicted as drying (Figure 3.7a,e). Similarly, in the –E-A combination, the observational 
output shows a pluvial response in the Pacific Northwest and anomalous drying the 
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Southwest, while the historical simulation shows an overall drying response in the region 
(Figure 3.7b,f). The inconsistencies between the historical simulation and observational 
DJF temperature and precipitation results may be related to the AMO response in the model 
or depiction of the AMO mode used to force the model. 
The combined JJA ENSO and AMO Z500 response in the historical simulations show 
weak agreement with the observations. In the observations, the AMO has the largest overall 
influence in Z500 and temperature anomalies (Figure 3.8a-d), while in the historical 
simulations, the Z500 and temperature anomalies in all combinations show a dominant 
ENSO influence in the western regions of the continent and a dominant AMO influence in 
the eastern regions (Figure 3.8e-h). However, over northwestern Canada and Alaska in 
Figure 3.9a-h, the ENSO has the dominant influence in both observations and historical 
simulations. However in DJF precipitation, the ENSO pattern dominates the anomalies in 
the southeast and Mexico for observations with the AMO of opposite phase amplifying the 
response (Figure 3.10a-d). The historical simulations show a large AMO influence in the 
south and Mexico with a drying response in –E-A and +E-A and a pluvial response in 
+E+A and –E+A (Figure 3.10e-h). Along the west coast, the AMO shows the largest 
influence in the Southwest in both the observations and historical simulations with a drying 
response in the +E+A and –E+A and a pluvial response in –E-A and +E-A (Figure 3.10a-
h).  
 
3.4.2 DJF Future Simulations Response 
The future DJF climatological values show a general warming response with slight 
increases in precipitation, and increased height anomalies under future global warming 
conditions (Figure 3.11). Additionally, all regional average DJF temperature and 
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precipitation values increase under the future control simulation as shown in Table 3.2 and 
Table 3.3.  
The future Z500 response of the combined ENSO and AMO patterns is of greater 
magnitude under opposition, similar to the results from the historical model simulations 
and the observational composites (Figure 3.5k,l). The +E+A, +E-A, and –E+A 
combinations show a significant eastward shift in the Aleutian Low center in the North 
Pacific and the Alberta center over Northern Canada (Figure 3.5m-p). Additionally, a 
greater eastward shift is observed related to the +E+A and +E-A combinations than the –
E+A combination due to the initial westward anomalous Aleutian Low in the –E+A 
combination (Figure 3.5p). Additionally, the eastward shift is nonexistent or slightly 
westward under a –E-A scenario (Figure 3.5n). This relationship indicates the AMO may 
have an influence on the eastward shift in PNA response under a global warming scenario 
when in combination with a -ENSO.  
The eastward shift in the DJF Z500 pattern is also shown in the DJF temperature 
and precipitation anomalies (Figure 3.6m-p, Figure 3.7m-p). The wetting response in the 
North Pacific related to the +E+A and +E-A combinations show a significant eastward shift 
(Figure 3.7m,o), while the drying response in the same region under the combinations with 
–ENSO only show a large eastward shift under the –E+A scenario (Figure 3.7n,p). This is 
also shown in Table 3.3, where the USA Southwest, and Mexico North both show an 
anomalous increased precipitation response under +E+A and +E-A, and a significant 
drying response under –E+A, whereas, the –E-A response shows no significant difference. 
Similar to the Z500 anomalies, the future –E-A precipitation anomalies show a very slight 
westward shift in the drying response off the west coast of the U.S. (Figure 3.7n). In the 
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future, temperature anomaly differences in Figure 3.6m-p, the eastward shifted response is 
also noticeable. Additionally, the northern warming response related to the combinations 
with +ENSO is weakened under the future scenarios indicating that the warming related to 
the +ENSO will decrease with increasing global warming (Figure 3.6m,o; Table 3.2). 
Furthermore, the northern cooling related to the –ENSO in the combinations will increase 
in magnitude under global warming conditions (Figure 3.6n,p; Table 3.2).  
The discrepancy between the future + and – ENSO response is addressed by 
analyzing differences in 300hPa streamfunction anomalies. In the +ENSO related 
combinations, there is a region of positive streamfunction anomalies over North America 
in the historical simulations that diminishes under the future simulations, thus allowing the 
warming related to the +ENSO to weaken (Figure 3.13a,c,e,g). On the other hand, under 
the combinations related to –ENSO, the negative streamfunction anomalies situated over 
North America intensify in the future simulations (Figure 3.13b,d,f,h). This weakening of 
the anticyclonic rotation under the +ENSO combinations in the future and strengthening 
of the cyclonic rotation under the –ENSO combinations over North America is related to 
the eastward shift in the ENSO teleconnection pattern in a warming climate. Where under 
+ENSO combinations, the atmospheric response is shifted so far eastward that the region 
of anticyclonic rotation over North America becomes less continental and more influenced 
by atmospheric convection over the North Atlantic Ocean, which causes a weakening. The 
weakening allows for decreased temperature anomalies in the region (Figure 3.6m,o). In 
the opposite case, the eastward shift in the Aleutian Low under a –ENSO phase does not 
shift as far east over the continent as under the +ENSO phase. Therefore, the eastward shift 
in the Aleutian Low has less effect on shifting the Alberta center of the PNA resulting in 
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the center to be stationary over the continent. Thus, the cyclonic rotation and temperature 
response in the north under the –ENSO combinations is not as influenced by the shift and 
strengthens in magnitude due to the increased wave energy response in future climates 
emitting from the tropics (Figure 3.6n,p and Figure 3.13j,l). The increased streamfuction 
anomalies under the future –E+A combination compared to the –E-A combination is 
related to the AMO of opposite sign to ENSO that amplifies the ENSO teleconnection. 
 
3.4.3 JJA Future Simulations Response 
Similar to DJF, the overall climatological response in summer is a warming trend, slight 
increased precipitation, and an increased 500hPa height field in the future simulations 
(Figure 3.12). Additionally, in Table 3.4, all the regional average temperature values show 
an increase in JJA climatological values. For precipitation, the majority of the regions show 
an increase in precipitation, while the USA Southeast, USA Midwest, and Canada West 
show weak precipitation increases and Canada Central shows a slight decrease in 
precipitation in the future simulations (Table 3.5).   
In JJA, the Z500 response in the future simulations show a slight intensification of the 
height field in all of the ENSO and AMO combinations with a weak amplification in the –
E+A combination (Figure 3.8i-l). The difference between the future and historical Z500 
anomalies show an eastward and slightly southward shift in the Aleutian Low in all model 
simulations, with the largest shift occurring under the +ENSO combinations (Figure 3.8m-
p). During –ENSO, the eastward shift in the Aleutian Low is greater in the –E-A 
combination than in the –E+A combination (Figure 3.8n,p), which is opposite to the 
response in DJF. The future JJA temperature and precipitation response in the model show 
amplified anomalies in all ENSO and AMO combinations (Figure 3.9i-l, Figure 3.10i-l; 
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Table 3.4; Table 3.5). In the future simulations, the –ENSO combinations show a strong 
anomalous warming and drying response in the central continent with larger differences in 
the precipitation response occurring in the –E-A combination (Figure 3.10j; Table 3.4; 
Table 3.5). The cooling response in the northwest Canada and Alaska in the –ENSO 
combinations is slightly amplified in the future (Figure 3.9j,l; Table 3.4).  
In JJA, both the temperature and precipitation response show a slight eastward shift in 
the future simulations, similar to DJF. However, the eastward and south shift is represented 
as more of an eastward expansion of temperature and precipitation anomalies from the 
western regions due to the more zonal nature of the Aleutian Low (Figure 3.8m-p). In the 
+E+A combination, the anomalous cool and wet response shown in the Pacific Northwest 
region in Figure 3.9e and Figure 3.10e is shifted eastward and southward in the future 
response shown in the difference maps in Figure 3.9m and Figure 3.10m. This is also 
shown under the +E-A combination as well in an eastward and slightly southward 
expansion of the cool/wet response from the west coast in the historical simulation (Figure 
3.9o, Figure 3.10o). Additionally, under the –E-A and –E+A combinations the warm and 
dry response shown in the western regions of the continent in historical anomalies (Figure 
3.9f,h, Figure 3.10f,h) is also shifted east and slightly south in the future response (Figure 
3.9n,p and Figure 3.10n,p). However, in the –E+A combination the response is slightly 
shifted.  
 
3.5 Discussion 
In DJF, the ENSO and AMO provide the largest magnitude climate response when they 
are in opposite phases (Figure 3.5, Figure 3.6, and Figure 3.7) because the +ENSO (-ENSO) 
DJF Z500 anomalies show similar height patterns to the –AMO (+AMO) patterns, although 
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the AMO response is less than half as strong. However, if ENSO and AMO are in phase 
during DJF, the –E-A combination shows the largest influence of the AMO. Thus, this may 
allude to the nonlinear relationship of the ENSO teleconnection and the larger influence of 
the AMO on DJF climate when in combination with –ENSO.  
In JJA, the ENSO and AMO combined pattern show a different relationship. Unlike, 
in DJF, the AMO shows a more dominant role in determining the climate. Although the 
ENSO pattern has the largest influence over the western regions of the continent, the AMO 
has the largest influence in the south and east, as previously shown by Hu and Feng (2012). 
However, in the future, this relationship weakens, as the ENSO response tends to extend 
eastward in JJA causing the AMO dominance to diminish in the east and south. 
The –E+A combination has the largest influence on Great Plains droughts (Qi Hu & 
Feng, 2012; Mo et al., 2009; S. Schubert et al., 2009). However, here we show that the –
E-A combination also has a large influence (Table 3.3 and Table 3.5). Under future 
conditions, the drought response under both –E-A and –E+A in the Great Plains in DJF 
have very weak and insignificant changes from the historical scenario (Table 3.3); 
however, this may be related to our definition of the Great Plains region extending from 
Texas to Montana. When dividing the Great Plains into northern and southern regions, the 
–E+A and –E-A combinations both show large drought responses with the –E+A producing 
the largest anomalies. However, the drought response for DJF and JJA –E+A shows a weak 
decrease in the Great Plains South region under future warming conditions. In JJA due to 
the eastward extension of the ENSO response, the drought response significantly increases 
under both –E-A and –E+A scenarios, with the largest anomalies occurring under –E-A 
conditions in all Great Plains spatial definitions (Table 3.5 and Table 3.6). 
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Our results indicate an eastward shift in the ENSO produced PNA pattern under 
+ENSO future conditions consistent with Kug et al. (2010), Meehl and Teng (2007), and 
Zhou et al. (2014) and others. Furthermore, we do not find a consistent impact of the AMO 
on the eastward shift of the PNA pattern response during both DJF and JJA +ENSO events. 
The -AMO under +ENSO future events increases the magnitude of the ENSO response. 
However, under –ENSO conditions in DJF, our results only show an eastward shift in the 
–E+A combination and not in the –E-A combination. Also, the eastward shift related to the 
–E+A combination is less east than that related to the +ENSO combinations. This is similar 
to the results by Kug et al. (2010), who found a similar eastward shift related in the –ENSO 
teleconnection and response under future warming conditions although not as far eastward 
as the +ENSO response. They conclude that the tropical convective centers under –ENSO 
events are shifted slightly westward compared to +ENSO, which would cause the eastward 
shift under –ENSO events to propagate less eastward. Thus, the AMO may have an 
influence on the eastward shift of the PNA pattern; however, only under –ENSO 
conditions. The eastward shift is also shown in JJA in all four combinations; however the 
response is weaker than in DJF and shown as more of an eastward extension instead of a 
shift.  
The eastward shifted future PNA response shows an interesting DJF temperature 
response. Under future +ENSO combinations, the temperature response shows a weakened 
anomalous warming response in northern North America. This is consistent with Meehl & 
Teng (2007), who also find a decreased warming response over North America in future 
El Niño conditions due to a southward and eastward shift and weakened Aleutian Low. 
Our results suggest that the weakened warming over North America is related to the shifted 
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Alberta high pressure center of the PNA pattern, which becomes less continental and, 
therefore, weakens due to increased influences of atmospheric convection over the North 
Atlantic Ocean. During –ENSO phases, the PNA pattern does not shift as far east over the 
North American continent as during +ENSO phases and thus the Alberta center remains 
continental and strengthens.  
There is still considerable uncertainty as to how ENSO and AMO may change in terms 
of frequency, magnitude, and spatial extent with global warming. However, recent studies 
by Cai et al. (2015) and Chen et al. (2017) conclude that ENSO events are projected to 
increase in amplitude and severity with additional warming and Meehl & Teng (2007) 
conclude that a greater eastward shift occurs under future El Niño events of higher 
magnitude. In our study, we simplify the ENSO and AMO response by assuming that the 
patterns will not change in terms of spatial structure or magnitude in the future. Thus, if 
ENSO events are projected to increase in magnitude, then our results may imply a greater 
weakening of the North American temperature response produced by ENSO. Additionally, 
in the Atlantic, a slow-down (Rahmstorf et al. 2015; Sévellec et al. 2017) and possible 
collapse (Liu et al. 2017; Sgubin et al. 2017) of the AMOC under future global warming 
conditions may cause decreased North Atlantic SSTs. Thus, a –AMO phase may be more 
dominant under future global warming, which, from our results, may imply more frequent 
+E-A and –E-A combinations. Therefore, implying a relative strengthening of the +ENSO 
response and a relative weakening of the –ENSO response over North America may occur 
with global warming.  
Our historical AMO scenario differs from that of the observations and the results of Hu 
& Feng, (2012) and Hu et al. (2011). One area of difference between our study and others 
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is the inclusion of the pool of opposite SST anomalies in the southwest North Atlantic 
Ocean, near the east coast of the US (see Figure 3.1). This pool of opposite SST anomalies 
appears in the REOF analysis on seasonally averaged SST data as opposed to the annually 
averaged data, similar to the method used Schubert et al. (2009). Hu et al. (2011) and Hu 
and Feng (2012) similarly do not show a pool of opposite SST anomalies in their AMO 
forcing pattern. However, their AMO spatial pattern is based on the maxima and minima 
over individual grid points in the North Atlantic.  
To test if our results differ from the observations and previous studies due to the 
inclusion of the pool of opposite anomalies in the central-west North Atlantic Ocean, we 
simulated climate projections with the + and - AMO forcing whereby the pool of opposite 
SST anomalies is replaced by climatological SSTs. We also conducted another simulation 
with the +AMO forcing related to the annual REOF output similar to Schubert et al. (2009). 
Supplemental Figure 3.1 shows the +AMO patterns for each season related to the different 
experiments related to the AMO pattern. The DJF climate response related to the AMO 
pattern without the pool of opposite SST anomalies is slightly more consistent with 
observations. The +AMO without the anomalous cold pool in DJF shows a greater 
warming response (although not significant) in the north and less significant drying in the 
Midwest, while the –AMO without the anomalous warm pool in DJF show a cooling 
response in the south and Mexico and a slight increased precipitation response in the south, 
although both are not significant (Supplemental Figure 3.2 and Supplemental Figure 3.3). 
Additionally, the experiment with the annual REOF AMO forcing shows an increased 
warming response in the north with a greater degree of significance, which may be related 
to the consistent spatial forcing being applied to the data providing less variability in the 
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response (Supplemental Figure 3.2). In JJA, the +AMO response without the anomalous 
cold pool shows a greater amount of significant warming in the Southeast and a slight 
drying response in the Midwest, while the –AMO response without the anomalous warm 
pool shows a slight decrease in temperature anomalies in the Southeast, although not 
significant, and almost no change in precipitation (Figure Supplemental Figure 3.4 and 
Supplemental Figure 3.5).  The +AMO with the annual REOF forcing shows a slight 
decrease in temperature anomalies in the Southeast and a slight drying response in the 
Midwest, both are not significant (Supplemental Figure 3.4).  
Our results show the inclusion of the pool of opposite SST anomalies has the largest 
impact in the southeast U.S. in JJA and seems to have a spatially larger impact in DJF in 
the eastern region of the U.S. These results suggest that the SST pool of opposite anomalies 
shown in the seasonal REOFs has generally a subtle impact related to the AMO response 
but may be important when studying the AMO influence in more localized climates in the 
eastern regions of the continent.  
 
3.6 Conclusion 
In this study, we analyze the leading modes of SST variability in the Pacific and 
Atlantic Oceans that affect North American climate on interannual and interdecadal 
timescales, for both present and end-of-century (RCP8.5) conditions. We performed 
historical and future experiments with the NCAR CESM1 global climate model to simulate 
the North American climate response for the different combinations of ENSO and AMO.  
There is generally good agreement between model and observation for the ENSO 
response but there are several disagreements for the AMO response. Nevertheless, our 
results indicate that the climate response in DJF increases in magnitude when ENSO and 
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AMO are in opposite phases and the influence of the AMO is shown more clearly when 
under –ENSO conditions. For JJA, the ENSO pattern shows the largest dominance in the 
western regions of the continent, while the AMO pattern dominates along the south and 
east coasts.  
Under future warming conditions, the ENSO teleconnection produces an eastward shift 
that has the largest magnitude under +ENSO conditions in both DJF and JJA. The –ENSO 
teleconnection shows an eastward shift under both + and - AMO conditions in JJA, 
however, in DJF only the –E+A combination shows an eastward shift. This implies that the 
AMO impacts the eastward shift of the ENSO teleconnection pattern. Additionally, in DJF 
the temperature and precipitation responses are equally shifted with an additional decrease 
in the anomalous warming response during a +ENSO. This may be a result of the further 
shifting of the Alberta center of the PNA teleconnection over the North Atlantic and Arctic 
Oceans. In JJA, the future temperature and precipitation response is extended further 
eastward compared to the historical climate response in the western regions in the future, 
which diminishes the dominant AMO influence over the south and east.  
 While our results are promising, there are large uncertainties in how the magnitude, 
spatial extent, and frequency of ENSO and AMO may change with future warming. 
Because we assume that the patterns maintain their historical base-state in the future, our 
results should be used as guidelines for further analysis on the influence of ENSO and 
AMO on future regional climate change. 
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3.8 Tables 
 
Table 3.1. ENSO and AMO forcings applied to each model simulation performed for both the 
historical experiments and future experiments. +/-E = +/-ENSO forcing; +/-A = +/-AMO forcing; 
n = climatological SST values (1870-2010 for historical, 2071-2100 for future). 
  
 
 
 
Model Run Historic Future
control X X
 +EnA X  ‐
 ‐EnA X  ‐
 nE+A X  ‐
 nE‐A X  ‐
 +E+A X X
 ‐E‐A X X
 +E‐A X X
 ‐E+A X X
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Historic Future Historic Future Historic Future Historic Future Historic Future
Alaska ‐13.27 ‐6.88 1.08 0.36 ‐0.29 ‐0.30 1.25 0.64 ‐1.02 ‐0.62
Northeast ‐4.11 1.18 ‐0.24 0.54 ‐0.06 0.26 0.15 1.08 ‐0.16 0.00
Southeast 7.37 10.79 ‐0.57 0.18 0.26 0.46 ‐0.31 0.53 0.43 0.45
Midwest ‐5.01 1.10 0.23 0.49 ‐0.08 ‐0.35 0.63 0.85 ‐0.34 ‐0.72
Great Plains ‐0.28 4.58 0.01 0.02 0.17 ‐0.29 0.31 0.20 ‐0.07 ‐0.77
Northwest ‐2.23 3.04 0.39 0.02 ‐0.12 ‐0.51 0.83 0.31 ‐0.56 ‐1.27
Southwest 1.49 5.94 ‐0.05 ‐0.29 0.17 0.02 0.25 ‐0.23 ‐0.20 ‐0.60
West ‐8.50 ‐3.62 0.91 0.39 ‐0.18 ‐0.97 1.16 0.71 ‐1.37 ‐1.73
Prairies ‐14.63 ‐7.50 1.23 0.46 ‐0.18 ‐1.23 1.40 0.71 ‐1.50 ‐1.99
Central ‐16.43 ‐8.39 0.56 0.54 ‐0.16 ‐0.43 0.66 0.90 ‐0.28 ‐0.64
Atlantic ‐11.77 ‐5.64 0.44 0.44 ‐0.06 ‐0.20 0.34 0.64 ‐0.06 ‐0.17
North ‐19.49 ‐11.63 1.00 0.35 ‐0.09 ‐0.39 0.94 0.23 ‐0.48 ‐0.68
North 12.81 16.13 ‐0.35 ‐0.23 0.27 0.19 ‐0.41 ‐0.38 0.41 0.15
South 16.75 19.62 ‐0.09 0.16 0.12 0.10 ‐0.11 0.17 0.23 0.26
USA
Canada
Mexico
Country Region
Control  +E+A  ‐E‐A  +E‐A  ‐E+A
Table 3.2. The DJF surface temperature (°C) climatological values (control) for the historical and future model simulations, and the anomaly values
for the +E+A, -E-A, +E-A, and –E+A combination simulations for the historical and future model simulations. The same regional definition as in 
Chapter 2 are used for this analysis. Bold values are significant at the 95% from a two-tailed t-test. 
   94
 
 
 
 
 
 
     
Historic Future Historic Future Historic Future Historic Future Historic Future
Alaska 1.31 1.60 0.03 ‐0.09 0.02 0.02 0.06 ‐0.14 ‐0.07 0.03
Northeast 2.80 3.10 ‐0.15 0.23 0.02 ‐0.03 ‐0.08 0.26 ‐0.03 0.03
Southeast 2.52 2.91 0.19 0.41 ‐0.18 ‐0.21 0.29 0.67 ‐0.30 ‐0.10
Midwest 1.42 1.61 ‐0.09 0.10 ‐0.05 0.09 ‐0.07 0.17 ‐0.02 0.13
Great Plains 0.93 1.18 ‐0.02 0.09 ‐0.06 ‐0.02 0.04 0.20 ‐0.07 ‐0.05
Northwest 3.88 4.13 ‐0.46 0.01 ‐0.16 0.18 ‐0.58 0.00 0.43 0.29
Southwest 1.55 2.19 0.14 0.68 ‐0.12 ‐0.15 0.26 0.96 0.03 ‐0.21
West 3.06 3.33 ‐0.16 ‐0.18 0.03 0.06 ‐0.17 ‐0.26 ‐0.07 ‐0.01
Prairies 0.70 0.83 ‐0.02 ‐0.03 0.04 0.05 ‐0.01 0.00 0.02 0.05
Central 1.22 1.53 ‐0.02 0.02 ‐0.01 0.07 ‐0.04 0.07 ‐0.04 0.08
Atlantic 2.38 2.71 ‐0.03 0.07 ‐0.07 ‐0.01 ‐0.10 0.05 ‐0.10 0.11
North 0.38 0.56 0.01 ‐0.01 0.01 0.00 0.02 ‐0.02 ‐0.01 0.00
North 0.77 0.93 0.15 0.43 ‐0.21 ‐0.01 0.32 0.55 ‐0.31 ‐0.15
South 1.26 1.41 0.21 0.02 ‐0.07 0.22 0.35 0.18 ‐0.24 ‐0.03
USA
Canada
Mexico
Country Region
Control  +E+A  ‐E‐A  +E‐A  ‐E+A
Table 3.3. As in Table 3.2, but for DJF precipitation (mm/d). 
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Historic Future Historic Future Historic Future Historic Future Historic Future
Alaska 6.46 9.86 0.24 0.28 ‐0.24 ‐0.31 0.14 0.27 ‐0.19 ‐0.20
Northeast 18.43 22.56 0.04 0.09 0.05 0.02 ‐0.10 ‐0.07 0.20 0.19
Southeast 24.25 27.64 0.22 0.12 0.01 0.03 0.00 ‐0.22 0.35 0.13
Midwest 21.73 25.37 ‐0.03 ‐0.18 0.12 0.22 ‐0.11 ‐0.20 0.31 0.30
Great Plains 22.68 26.15 ‐0.08 ‐0.38 0.16 0.50 ‐0.04 ‐0.26 0.32 0.40
Northwest 16.05 20.35 ‐0.23 ‐0.37 0.22 0.39 0.23 0.14 ‐0.12 ‐0.12
Southwest 22.21 25.47 ‐0.06 ‐0.36 0.12 0.37 ‐0.10 ‐0.57 0.33 0.40
West 9.27 13.63 0.20 0.09 ‐0.02 ‐0.06 0.29 0.32 ‐0.24 ‐0.35
Prairies 14.00 17.94 ‐0.06 ‐0.08 0.02 0.04 ‐0.02 0.05 0.01 0.08
Central 11.91 15.31 ‐0.04 0.05 ‐0.07 0.09 ‐0.30 ‐0.13 0.30 0.35
Atlantic 11.00 14.59 0.09 0.14 ‐0.16 0.10 ‐0.27 ‐0.11 0.21 0.35
North 4.88 7.55 0.22 0.14 ‐0.09 ‐0.17 ‐0.01 0.01 0.23 0.05
North 24.74 27.73 0.28 0.00 ‐0.14 ‐0.09 ‐0.06 ‐0.34 0.13 0.18
South 22.15 25.52 0.26 0.03 ‐0.14 ‐0.04 0.05 0.05 ‐0.02 ‐0.13
USA
Canada
Mexico
Country Region
Control  +E+A  ‐E‐A  +E‐A  ‐E+A
Table 3.4. As in Table 3.2, but for JJA surface temperature (°C). 
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Historic Future Historic Future Historic Future Historic Future Historic Future
Alaska 1.94 2.33 ‐0.06 ‐0.15 0.11 0.10 0.04 ‐0.10 0.04 0.06
Northeast 2.84 3.07 0.06 0.03 ‐0.02 0.10 0.08 0.17 0.08 0.00
Southeast 3.53 3.58 ‐0.04 0.04 ‐0.04 ‐0.20 ‐0.11 0.12 0.09 0.05
Midwest 2.11 2.14 0.05 0.06 ‐0.04 ‐0.11 0.08 0.07 ‐0.04 ‐0.11
Great Plains 1.77 1.85 0.05 0.18 ‐0.11 ‐0.23 ‐0.02 0.07 ‐0.03 ‐0.10
Northwest 0.56 0.71 0.06 0.12 ‐0.05 ‐0.15 0.03 0.14 ‐0.09 ‐0.14
Southwest 0.85 1.07 ‐0.04 0.06 0.01 ‐0.04 0.12 0.23 ‐0.10 ‐0.17
West 1.58 1.62 0.03 0.07 ‐0.09 ‐0.11 0.00 ‐0.03 0.00 0.08
Prairies 1.33 1.17 0.03 0.07 ‐0.12 ‐0.09 ‐0.04 ‐0.06 0.03 0.04
Central 1.98 1.86 0.03 0.01 0.00 ‐0.01 0.05 0.03 ‐0.07 ‐0.08
Atlantic 2.70 3.25 0.12 0.06 ‐0.04 ‐0.16 0.03 0.02 0.06 ‐0.07
North 0.98 1.07 0.01 ‐0.02 0.02 0.04 0.00 ‐0.01 0.01 0.00
North 2.34 2.55 0.07 0.28 ‐0.15 ‐0.19 ‐0.01 0.17 0.13 ‐0.08
South 5.27 4.43 0.55 1.09 ‐0.70 ‐0.72 ‐1.00 ‐0.35 1.59 0.83
 ‐E‐A  +E‐A  ‐E+A
Country Region
USA
Canada
Mexico
Control  +E+A
Table 3.5. As in Table 3.2, but for JJA precipitation (mm/d). 
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Historic Future Historic Future Historic Future Historic Future Historic Future
North 0.88 1.03 ‐0.07 0.05 ‐0.01 0.07 ‐0.06 0.10 0.04 0.08
South 0.98 1.36 0.05 0.13 ‐0.14 ‐0.13 0.17 0.34 ‐0.23 ‐0.22
North 1.74 1.74 0.13 0.16 ‐0.10 ‐0.22 0.01 0.03 ‐0.02 ‐0.07
South 1.82 2.00 ‐0.05 0.20 ‐0.12 ‐0.23 ‐0.06 0.13 ‐0.04 ‐0.13
DJF
JJA
Season
Great Plains 
Region
Control  +E+A  ‐E‐A  +E‐A  ‐E+A
Table 3.6. As in Table 3.2, but for precipitation (mm/d) for the Great Plains North and Great Plains South regions in DJF and JJA. The Great Plains
North region includes Montana, North Dakota, South Dakota, Wyoming, and Nebraska. The Great Plains South region includes Kansas, Oklahoma,
and Texas. 
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3.9 Figures 
 
Figure 3.1. The seasonal SST (°C) anomalies REOF outputs for ENSO (a,c,e,g) and AMO (b,d,f,h).
The REOF were calculated using the HadOIBL historical SST dataset from 1901-2014. The outputs 
are scaled by 2 standard deviations. The REOF number associated with the ENSO and AMO pattern 
and the percent variance are shown in the upper right corner. 
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 Figure 3.2. 500hPa geopotential height anomalies (m) associated with the single mode +ENSO 
(first column from left), -ENSO (second column from left), +AMO (third column from left), and –
AMO (first column from right) for both DJF and JJA in observational composites and historical 
model outputs. Stippling shows significance at the 95% from a two-tailed t-test. 
   100
 
Figure 3.3. As in Figure 3.2, but for surface temperature anomalies (°C). 
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Figure 3.4. As in Figure 3.2, but for precipitation anomalies (mm/d). 
   102
 
Figure 3.5. The DJF 500hPa geopotential height anomalies (m) for the +E+A, -E-A, +E-A, and –
E+A combinations. The first row (a-d) is the anomaly composites related to observational
composites, the second row (e-h) is related to the historical model output (HadOIBL), the third row 
(i-l) is related to the future model output (RCP8.5), and the fourth row (m-p) is related to the 
difference between the future and historical model outputs. Stippling shows significance at the 95%
from a two-tailed t-test. 
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Figure 3.6. As in Figure 3.5, but for surface temperature (°C). 
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Figure 3.7. As in Figure 3.5, but for precipitation anomalies (mm/d). 
   105
 
 
Figure 3.8. As in Figure 3.5, but for JJA 500hPa geopotential height anomalies (m). 
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Figure 3.9. As in Figure 3.5, but for JJA surface temperature anomalies (°C). 
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Figure 3.10. As in Figure 3.5, but for JJA precipitation anomalies (mm/d). 
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Figure 3.11. DJF control model outputs for both the historical (HadOIBL) and future (RCP8.5) 
model simulations for surface temperature (°C) (a-b), precipitation (mm/d) (c-d), and 500hPa 
geopotential height (m) (e-f). 
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Figure 3.12. As in Figure 3.11, but for JJA. 
   110
 
   
Figure 3.13. The DJF 300hPa streamfunction anomalies (106 m2/s) related to the four combinations of ENSO and AMO in the historical model 
outputs (HadOIBL) (a-d), the future model outputs (RCP8.5) (e-h), and the difference between the future and historical model outputs (i-l). Stippling 
shows significance at the 95% from a two-tailed t-test. 
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Supplemental Figure 3.1. The AMO SST anomalies (°C) related to the seasonal REOFs (a-d), the seasonal REOFs with the “cold/warm pool”
anomalies removed, and the annual AMO REOF. 
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Supplemental Figure 3.2. The DJF surface temperature (°C), precipitation (mm/d), and 500hPa geopotential height (m) anomalies related to the
historical model simulations with differing +AMO forcings. The first row (a-c) is responses related to the +AMO seasonal forcing, the second row
(d-f) is related to the +AMO forcing without the “cold pool”, and the third row (g-i) is related to the +AMO annual forcing. Stippling shows
significance at the 95% from a two-tailed t-test. 
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Supplemental Figure 3.3. As in Supplemental Figure 3.2, but related to the –AMO seasonal forcing (a-c) and the –AMO seasonal forcing without 
the “warm pool” (d-f). Stippling shows significance at the 95% from a two-tailed t-test. 
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Supplemental Figure 3.4. As Supplemental Figure 3.2, but for JJA. 
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Supplemental Figure 3.5. As in Supplemental Figure 3.3, but for JJA. 
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4 Chapter 4: Conclusion 
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The societal effects of climate change are becoming increasingly evident. Rapid 
warming is affecting our cities, agriculture, industry, and the natural environment. Policy 
makers at local, regional, and global scales are beginning to heavily invest in climate 
adaptation and mitigation strategies to help offset the negative impacts of climate change. 
As regions prone to drought or heavy rainfall are projected to increase in magnitude, and 
winter temperatures across North America becoming generally warmer, but more variable, 
agriculture, water supply management, energy, and some ecosystems are beginning to 
demonstrate their vulnerability to climate change. It is critical that we have an accurate 
understanding of how future warming will affect the climate system. Having a better 
understanding of the global drivers of regional climate will help in the development of 
strategies to address continued climate change.   
Historically, many scientists have focused on the tropics when studying the 
seasonal predictability of the North American climate. However, with recent advancements 
in climate science, many scientists are beginning to look at other mid- to high-latitude 
climate patterns as well as the stratosphere for drivers of seasonal climate in North 
America. In Chapter 2 of this study, I show that North American climate responses have a 
regional and seasonal dependency and many areas of North America have dominant 
climate drivers that occur outside the tropics. Therefore, it is important to also view the 
climate system in a holistic sense to consider the multitude of patterns in the mid- to high-
latitudes along with the tropics when determining the drivers of the regional climate. Each 
mode displays a different oscillatory period and thus, when combined, the resulting signal 
has the ability to weaken or enhance a specific regional climate response. It is similar to 
viewing the climate system as different overlapping layers, where the SST patterns provide 
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the background layers due to their slow-varying nature, and the air pressure patterns as the 
foreground layers that either weaken, or enhance, the SST response. This is best expressed 
in the regional response of the different combinations of ENSO, AMO, PNA, and NAM 
over North America. The results show a level of independence of each of the climate 
patterns, however, they also hint at a level of dependency on one another as shown in the 
probabilities of occurrence for each combination and the shared link of the Aleutian Low. 
Thus, the patterns should not necessarily be viewed as strictly independent, but rather as 
intertwined layers continuously influencing one another. An area of further research would 
be to perform a lag analysis of the different modes under certain combinations to determine 
the potential dependency or trigger of one pattern phase or combination on another. Thus, 
potentially increasing the seasonal and long-range forecasting window.  
An important factor in determining how global warming will influence regional 
climate patterns is by first depicting how increasing surface temperatures will influence the 
base-state of the climate system both directly and indirectly. Currently, there is no scientific 
consensus on how global warming will affect the ENSO and AMO mean states. Therefore, 
it is difficult to draw accurate conclusions about how the regional response might change. 
Furthermore, since the climate system is not linear, one cannot expect the regional response 
to global warming to be equal and opposite under both phases. This is evident in the results 
shown in Chapter 3, where the extent of an eastward shift of the ENSO teleconnection, 
which is dependent on the phase of ENSO and the phase of the AMO pattern.  Therefore, 
it is critical to dissect the mechanisms of a particular feedback or perturbation due to the 
nonlinear characterization of the climate system. Although this study assumes that the 
climate pattern mean state will remain the same under future warming conditions, it 
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provides insight in understanding that the climate response to warming may not be linear. 
It also provides a framework for speculating as to how the response of ENSO and AMO 
patterns might change depending on the future mean-state of the patterns. 
Many sectors of our society are heavily impacted by seasonal variations in climate, 
however, they are also impacted by variations in local weather that occur at much smaller 
scales. In order to provide a link between global climate variability and local weather 
variations, a key area for further research would be to dynamically downscale the GCM 
results with a regional weather model.  Dynamical downscaling of GCM simulated outputs 
would provide a more realistic representation of the regional climate responses because of 
the finer spatial resolution. This would be especially useful in ascertaining a more realistic 
precipitation response. Because explicit convection and cloud formation do not occur in 
climate models, parametrization is used to simulate these processes in GCMs. This, along 
with limited scientific knowledge of cloud formation, results in large uncertainties in the 
precipitation and cloud cover response in GCMs. Therefore, using regional weather models 
to dynamically downscale GCM simulations may provide a more realistic precipitation 
response due to the integration of explicit convective equations.  
Analyzing climate indices at temporal scales may also provide more realistic and 
significant relationships with short-term weather events. Analyzing the combinations of 
ENSO, AMO, PNA, and NAM patterns on daily timescales would be beneficial for their 
influence on storm track development and establishing persistent patterns. This would 
provide an additional link to the influence that large-scale climate patterns have on regional 
weather variations. Since many facets of our society are impacted by more localized 
weather events, this analysis would be useful for weather forecasting and short-term 
   120
planning purposes. However, analyzing a climate response at a smaller timescale has the 
potential for additional amounts of internal variability (i.e., “noise”) entering the system, 
thus, making it difficult to decipher and have confidence in the response.   
With the future state of the climate system to be uncertain, it is difficult to plan for 
what may come. Many sectors of our society will need to adapt to changes in the climate. 
Industries and policy-makers are turning to scientists for accurate knowledge around how 
global warming will impact certain areas of our environment. However, there is still much 
that remains unknown as how global systems will change and to what extent. Nevertheless, 
with advancements in computational proficiency, and further advancement of our 
understanding of the Earth system, we will achieve greater success in predicting local-to-
global scale climatic changes.  
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