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Chapter1
Introduction to multivariate
imaging in agriculture
1.1 What is quality?
This is a striking title of a manuscript [1] which discusses several aspects of the term
quality in relation to consumers. Here quality is defined from either a product orien-
tation or a consumer orientation. A more detailed and broader description of the re-
lation between quality and consumer is described in literature [2], where a consumer
is considered as a part of a product chain and each next item in that product chain
can be considered as a consumer by the previous one: grower, packer, distributor,
retailer, produce manager, shelf stocker, shopper, and finally the ultimate consumer
who actually consumes the product. As a result of that, the quality criteria vary as [2]
”Each consumer in the chain has its own set of quality or acceptability criteria, often
biased by personal expectations and preferences”.
1.1.1 Measuring quality
Consumers use a combination of sensory inputs like appearance, aroma and hand-
feel of the entire product to obtain a final judgment of the acceptability of that fruit
or vegetable. A lot of instruments have been developed in the past [2] to imitate hu-
man testing methods. Where aroma and hand-feel are more recent research topics,
appearance in relation with fruit and vegetable quality has been a research topic for
many decades. Appearance is not only related to the expected or required color of the
1
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fruit or vegetable but also to the presence of abnormalities, deformations or even vis-
ible defects on the fruit or vegetable. There have been many reviews of technologies
in literature [2, 3, 4] concerning the appearance quality attribute. A specific number
of technologies focus on replacing or imitating the visually human testing methods
and are therefore based on imaging technologies as the spatial distribution of ab-
normalities on the products under consideration require the use of imaging systems.
Figure 1.1 shows some typical appearance based quality defects on food products.
(a) (b) (c)
(d) (e)
Figure 1.1: Typical appearance based quality defects on postharvest products. (a) defects on
raw French fries; (b) faeces on eggs; (c) rot and alternaria on Brussels sprouts; (d) blood spots
in cold meats; (e) cracks in consumer potatoes.
Although appearance goes hand in hand with imaging due to the requirement of
spatial information, this does not imply it is limited to the visible wavelength range.
The for humans visible wavelength range is only a small part of the electromagnetic
spectrum, the whole spectrum ranges from microwave, infrared, visible light, ultra-
violet, X-ray to gamma-ray radiation. Although techniques like X-ray and nuclear
Magnetic Resonant Imaging (MRI) have potential for detecting diseases and defects
in agricultural products [5, 6, 7, 8, 9], their applications are still limited due to the
high cost of equipment and low operational speed. MRI has been applied for the
detection of mealiness in apples [10], bruises in apples [11], differentiation between
fresh-killed and frozen trout [12], the effect of freezing on pork quality [13], detection
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of hollowness in rice [14] and internal quality evaluation of tomatoes, olives, apples,
peaches, pears, unions, oranges, cucumbers and pineapples [15]. Reviews about MRI
and X-ray technologies and their applications in food is given in literature [2, 6, 16].
1.1.2 Interaction of matter with light
When a fruit or vegetable is exposed to light, about 4% of the incident light is reflected
at the outer surface, causing specular reflectance or gloss, and the remaining 96% of
incident energy is transmitted into the product [17]. Most light energy penetrates only
a very short distance and exits near the point of entry, which is the basis for color. As
color is directly related to consumer perception of appearance, it explains why color
imaging is preferred over gray value imaging. Therefore, color imaging has been
the basis for sorting and grading al kind of products in different grades. Inspection
of food products with color imaging have been reported for various applications like
the detection of external defects on whole potato tubers [18, 19, 20, 21, 22, 23],
the detection of defects on apples [24, 25] and inspection of beef tenderness [26].
Extended reviews about color inspection are reported in literature [27, 28, 29, 2, 30].
The wavelength dependent interaction of light with material of the product has
been studied for many years and has resulted in various measurement techniques in
both the near infrared and infrared region of the electromagnetic spectrum. The un-
derlying principles of techniques like Raman spectroscopy, Mid and Near infrared
(MIR and NIR) spectroscopy are thoroughly described in literature [31]. The relative
long measurement times and the low intensities of Raman has limited its application
in agriculture. This is in contrast with NIR spectroscopy, there is a huge amount
of literature concerning NIR spectroscopy and its relationship with respect to food
quality [32]. Although recent NIR systems are able to perform realtime inline mea-
surements, no indication of disease or defect area can be obtained as only single
spectral point measurements are acquired. The lack of spatial resolution makes NIR
less suitable for appearance based quality inspection, as opposed to the more recently
described spectral cameras. These cameras permit acquisition of images at multiple
wavelengths, which is called spectral imaging, thereby providing both spectral and
spatial information which makes them more suitable for appearance based quality
control.
1.1.3 Spectral image acquisition
Spectral imaging, where imaging techniques are combined with spectral information,
can be executed by placing different optical bandpass filters in front of a monochrome
camera. This allows the acquisition of multiple images at multiple wavelengths af-
ter changing a filter. Sometimes the filters are placed in a filter wheel which can
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rotate in front of the camera [31, 33]. Applications on food products with this ap-
proach are described for the detection of wholesome birds in a poultry slaughter
plant [34, 35, 36, 37], the detection of bruises on peaches and apricots [38], the
status monitoring in vegetables such as cabbage [39], detection of parasites in cod
fillets [40, 41] and for the the spatial distribution of soluble solids in melons [42].
A more elegant and convenient approach for acquiring a multispectral image is to
place a Liquid Crystal Tunable Filter (LCTF) in front of the camera. A tunable filter
is a filter whose spectral transmission can be electronically controlled by applying
voltage. There are no moving parts and no discontinuity in the spectral transmission
range, thus providing finer spectral sampling, and rapid and random switching be-
tween wavelength bands. Tunable filters are available in both the visible and NIR
region of the electromagnetic spectrum. A detailed description about the principles
and various applications can be found in literature [43, 44, 45, 46, 47]. Applications
in agriculture are the classification of blemishes on apples [48], the mapping of light
penetration in apples and tomatoes [49], the discrimination between different food
products [50] and the detection of herbicide stress in crops [51].
A drawback of filters in front of the camera is that it takes multiple recordings to
acquire a complete multivariate image. In the time required to take a full multispec-
tral image, the object under inspection is not allowed to move. True multispectral
imaging systems do not have this problem and can acquire all wavelengths simulta-
neously. A example of such systems are the so-called common aperture multichannel
camera’s which can take a full view full spectrum multivariate image in a single shot.
A traditional 3-CCD Red Green Blue (RGB) color camera is a well known multichan-
nel common aperture camera. The three color channels are usually fixed and selected
beforehand by selecting the appropriate coatings and filters. With this principle 3-6
channel common aperture constructions are possible, more channels becomes diffi-
cult due to the lack of space for the optics. A custom made 3 channel camera system
is applied for the quality inspection of citrus fruits [52] and defect detection in bell
pepers [53].
Another variant of the common aperture technique is called wavelength disper-
sive multispectral imaging. This technique acquires all wavelength data simultane-
ously and generates the image sequentially. A line of spatial information with a full
spectral range per spatial pixel is captured sequently to obtain a continuous multi-
spectral image. With this approach it is guaranteed that multiple wavelength integrity
is maintained even when an object is moving or the chemical dynamics are changing.
Imaging spectrographs (e.g. Imspector, Spectral imaging Ltd. Oulo, Finland) coupled
with a C-mount lens and attached to a camera use this principle to acquire multispec-
tral images. The spectrograph consists of a Prism-Grating Prism (PGP) principle
which redirects the light onto the CCD. To obtain a multispectral image, either the
object or the Imspector must translate. The Imspector principle is well described in
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literature [54]. Applications of such multispectral imaging systems has been reported
for the quality inspection of poultry [55, 56, 57, 58, 59] and chickens [60, 61, 62],
meat [63, 64], the measurement of ripeness of tomatoes [65], the inspection of cher-
ries [66] and apples [67, 68, 69, 70], the spatial distribution of soluble solids in kiwi
fruit [71], for the quality evaluation in nuts and grains [72], detection of scab in
wheat [73] and detection of aflatoxin in corn [74].
1.1.4 Unsupervised and supervised classification of multispectral
images
In the majority of aforementioned multispectral imaging applications for appearance
based quality control, the goal was to detect small defects or abnormalities in the
object under inspection. To quantify the amount of defects or abnormalities in the
inspected object classification of the spectra is required. In cases where only a single
multivariate image or a few multivariate images with no a priori spectral information
is available, no training set can be extracted from these images to train a supervised
classifier. In those cases, unsupervised classification techniques can be applied as a
segmentation technique for those images.
Unsupervised classification
A widely used unsupervised technique is Fuzzy C-Means [75] (FCM). The main rea-
son for its popularity as an image segmentation technique is its transparency and
unsupervised nature [76, 77, 78]. Furthermore, its ability to detect clusters of dif-
ferent shape such as spherical, elliptical, shells and lines makes it a versatile tech-
nique [79, 80] for the segmentation of multivariate images. Another reason for the
popularity of FCM is its good performance in high dimensional spaces when the num-
ber of objects are limited [81]. This is an important feature as in pattern recognition
literature, it is widely known that a finite number of training samples can lead to prac-
tical difficulties in designing a classifier for high dimensional spaces [30, 82, 81, 83].
Known drawbacks of FCM such as the required parameter for the number of clusters,
its sensitivity for initialization and its sensitivity of clusters with different number of
objects have not led to any obstruction given the number of widespread applications
in multivariate imaging [84, 85, 86, 87, 88, 89, 90, 91, 92, 93, 94, 95, 96].
Multispectral images of postharvest products
However, when FCM is applied as a clustering technique to segment multivariate im-
ages for appearance based quality evaluation of food products, care should be taken
when there is great difference in object area between objects of different classes. This
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is not uncommon for multivariate images acquired in postharvest quality inspection
where small sized defects can occur on products that contain defects or diseases. The
difference in object size between different classes effects the partitioning of the data
space and thus the final image segmentation will be influenced by this cluster size
sensitivity. A direct result of these incorrect segmentation is an over or under estima-
tion of the classes on the inspected product. In literature, two FCM based techniques
have been reported that overcome this cluster size sensitivity [97, 98] although both
techniques are somewhat impracticable for segmenting single or few images in high
dimensional spaces. The Fuzzy Maximum Likelihood Estimation [97] (FMLE) re-
quires the estimation of a covariance matrix for each class, something which requires
a lot of parameter estimation and thus a lot of measurements. The semi supervised
FCM (ssFCM) algorithm [98] requires a priori information about clusters and labels,
something which is not always available. Therefore, a new cluster size insensitive
FCM (csi-FCM) is presented in Chapter 4, which requires no extra parameters com-
pared to traditional FCM. The csi-FCM algorithm is tested on different real multi-
variate images of potatoes and cold meats.
Combining spectral and spatial information
Although multivariate imaging offers possibilities to differentiate between both ob-
jects of similar spectra and different spatial correlations, existing unsupervised clus-
tering techniques can not utilize this property. It is clear in case of overlapping
clusters in the spectral domain, only the extra spatial information can discriminate
between the different objects. The disadvantage of applying those unsupervised tech-
niques as a multivariate image segmentation technique is that the information from
the spatial domain is ignored. Only the spectral information determines the parti-
tioning of the measurement space. Even if no a priori information about the spectra
is available, information about the shape of the objects in the image is sometimes
known. However, the majority of supervised and unsupervised classification tech-
niques including traditional FCM cannot use this a priori spatial information during
the clustering process without modification. Manuscripts about the combined use of
spatial and spectral information for image segmentation have been reported in liter-
ature before [99, 100, 101, 102, 103, 104, 105, 106, 107, 108], except for FCM. In
Chapter 2 and Chapter 3 different modifications of FCM are presented that utilize
spatial information during the clustering.
Supervised classification
Unsupervised clustering techniques when used as a segmentation technique are able
to partition the image in regions based on a user selected number of classes as long as
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the number of spectral bands are limited. The huge amount of data in multispectral
images requires computational demands which are not feasible in most applications.
This is especially true for the multispectral images as discussed in the applications
above where the Imspector is used for the image acquisition. E.g. in certain appli-
cations, the number of bands ranges from 100-300 and a single 16 bit multispectral
image contains about 84 Mbyte of data [65]. A widely used approach is to apply an
unsupervised classifier to a small sample of the image data for the estimation of the
classes and then classify the entire multivariate image using a supervised classifier
trained with the estimated model [109]. It has been shown that this strategy leads to
under or overestimated classes in the segmented image [110]. Furthermore, different
samplings may result in different segmentation results due to the random nature of
the sampling procedure. Therefore, in case of high dimensional data, supervised clas-
sification techniques are often used to classify the multispectral image. Supervised
techniques require a labelled training set from which the class boundaries are deter-
mined. Usually, a representative training set must be obtained from the multispectral
image set which can be a challenging task as there are multiple image bands to ex-
plore.
Multivariate image analysis
A procedure for selecting a representative training set and test set from multivariate
images is based on Multivariate Image Analysis (MIA), as described thoroughly in
literature [33]. MIA uses Principal Component Analysis (PCA) for dimension reduc-
tion and with three selected score images a pseudo color image is constructed which
is used for visualization and region selection. By selecting regions in the pseudo
color image, corresponding scores in the score plots can be visualized. The opposite
is also possible, by selecting regions or clusters in score space, the corresponding
pixel position in the pseudo image can be visualized. Although it was originally in-
troduced as an interactive tool for the explorative analysis of multivariate images, the
selected regions can be used as training or test set. The selected objects or scores can
be extracted, backtransformed to original space, labelled and used as a labelled data
set. The procedure must be repeated for each class in the multivariate image and the
classes are combined to a training or test set. This procedure has been followed in
several applications [40, 31, 111] for the selection of training and test sets.
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Training and test set selection
However, with respect to the explorative analysis and classification of huge multi-
spectral images of agricultural and food products several difficulties might occur. To
select a training set from the multivariate image with the MIA procedure, an exact
selection of regions is required which can be a challenging task. Due to spectral and
spatial mixing, overlapping classes occur which makes the selection of a single class
difficult. Likewise, it is not possible to verify that all relevant classes have been se-
lected, due to dense classes and class overlap small defect classes may be overlooked
and therefore will not be included in a training set. To prevent this, a thorough ex-
ploration of the multivariate image is required which can be time consuming as the
amount of data shown in the score plots makes it difficult to recognize structure or
grouped data. To overcome the aforementioned problems, a new Feedback Multivari-
ate Model Selection (FEMOS) procedure for the estimation of classes in multivariate
images has been developed. The procedure is described in Chapter 5 and is based
on the principles of both unsupervised classification and the MIA approach and can
be applied for the unsupervised segmentation of multivariate images or for training
and test set estimation from multivariate images. The procedure is tested on different
multispectral images of pot plants, wood and French fries.
1.2 Objective
The work in this thesis focusses on the development of techniques and methods for the
detection of defects and diseases from multispectral images acquired from posthar-
vest products. These images do not only have a huge number of spectral bands which
makes exploration or training set selection for classification a challenging task, they
also contain classes with small defects or abnormalities where objects of these classes
are easily missed. The huge amount of data produced by these measurement systems
require techniques and algorithms that can extract maximum information. Also, as
the amount of data increases, techniques which can separate the relevant data out of
the non-interesting data, become more necessary. A second important area of interest
is the combined use of multivariate data analysis tools with image-processing algo-
rithms. As multivariate data analysis tools usually process data in spectral domain
and image processing routines mainly in the spatial domain, new territories can be
explored where the combination of both fields can result in a set of new algorithms
which are able to extract relevant data from an entire set better and more precisely.
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1.3 Outline of the thesis
In Chapter 2 a modified version of the unsupervised Fuzzy C-Means (FCM) tech-
nique is presented which uses the combined spectral and spatial information during
the clustering process. A generalized version of this technique, called spatial guided
FCM (sg-FCM) is presented in Chapter 3.
The generalized version uses a geometrical shape model to describe a priori shape
information which is used to guide the clustering process. Although FCM is a very
popular technique for unsupervised multivariate image segmentation, the sensitivity
for different cluster sizes is known as an important disadvantage. Especially when
FCM is applied as a segmentation technique in postharvest quality inspection, where
differences in cluster sizes are common due to small defects on the products. A new
cluster size insensitive FCM (csi-FCM) has been developed to overcome this cluster
size sensitivity and is presented in Chapter 4.
In Chapter 5 the csi-FCM is utilized in a new procedure for the estimation of classes
in multivariate images. The Feedback Multivariate Model Selection (FEMOS)is dis-
cussed where positive characteristics of unsupervised, supervised and the MIA ap-
proach are combined in a single procedure.
Chapter 6 describes the detection and classification of defects and diseases on French
fries where the best performing combination of data preprocessing and classifier are
determined for the classification of both RGB color and multispectral images. The
FEMOS procedure of Chapter 5 is used for the the extraction of training and test sets.
Finally, in Chapter 7 the conclusions are given and some future aspects of multivariate
imaging for agricultural product inspection are discussed.
1.4 Publications
The work as described in the following chapters has been published as:
Chapter 2: J. C. Noordam and W. H. A. M. van den Broek, Multivari-
ate image segmentation based on geometrically guided
Fuzzy C-Means clustering, Journal of Chemometrics,
vol. 16, pp. 1-11, 2002.
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Chapter 3: J. C. Noordam, W. H. A. M. van den Broek, and L. M.
C. Buydens, Unsupervised segmentation of predefined
shapes in multivariate images, Journal of Chemometrics,
vol. 17, pp. 216-224, 2003.
J. C. Noordam, W. H. A. M. van den Broek, and L. M.
C. Buydens, Geometrically guided Fuzzy C-Means clus-
tering for multivariate image segmentation, presented at
ICPR 2000, the 15th International Conference on Pattern
Recognition, Barcelona, Spain, 2000.
J. C. Noordam, W. H. A. M. van den Broek, and L. M.
C. Buydens, Geometrically guided Fuzzy C-Means clus-
tering of multispectral images, presented at SPIE, Multi-
spectral and Hyperspectral Image Acquisition and Pro-
cessing, Wuhan, China, 2001.
Chapter 4: J. C. Noordam, W. H. A. M. van den Broek, and L. M.
C. Buydens, Multivariate image segmentation with clus-
ter size insensitive Fuzzy C-means, Chemometrics and
Intelligent Laboratory Systems, vol. 64, pp. 65-78, 2002.
Chapter 5: J. C. Noordam, W. H. A. M. van den Broek, P. Geladi and
L. M. C. Buydens, A new strategy for the modelling and
representation of classes in multivariate images, accepted
by Chemometrics and Intelligent Laboratory Systems.
Chapter 6: J. C. Noordam, W. H. A. M. van den Broek, and L. M.
C. Buydens, Detection and classification of latent defects
and diseases on French fries with multispectral imaging,
submitted to Journal of the Science of Food and Agricul-
ture.
J. C. Noordam, W. H. A. M. van den Broek, and L. M. C.
Buydens, Perspective of inline control of latent defects
and diseases on French fries with multispectral imaging,
presented at SPIE, Food Safety and Agricultural Monitor-
ing, Providence, Rhode Island, USA, 2003.
J. C. Noordam, W. H. A. M. van den Broek, and L. M. C.
Buydens, Influence of spectral preprocessing on the clas-
sification for latent defects and diseases on French fries
with multispectral imaging, presented at Agricultural En-
gineering 2004, Leuven, Belgium, 2004.
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Chapter2
Multivariate image segmentation
based on geometrically guided
Fuzzy C-Means clustering
Abstract
This paper describes a new approach to geometrically guided fuzzy clustering. A
modified fuzzy C-Means clustering (FCM), Conditional FCM, is extended to incor-
porate a priori geometrical information from the spatial domain in order to improve
image segmentation. This leads to a new algorithm (ggc-FCM) where the cluster
guidance is determined by the membership values of neighboring pixels. The ggc-
FCM is tested on synthetic and real images to demonstrate the improved image seg-
mentation compared to traditional FCM.
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2.1 Introduction
The use of pattern recognition techniques to segment a multivariate image in mean-
ingful regions has been reported in literature [1, 2, 3]. One of those techniques, widely
used in multivariate imaging, is Fuzzy C-Means clustering (FCM) [4]. It is known
as an unsupervised fuzzy clustering technique that uses the raw measurement data in
order to reveal the underlying structure of the data and segment the image in regions
with similar spectral properties. When FCM is applied as a clustering technique in
multivariate imaging, the relationship between pixels in the spatial domain is com-
pletely ignored. The partitioning of the measurement space depends on the spectral
information only. When geometrical information is used during the clustering pro-
cess possible segmentation errors can be corrected during clustering by utilizing the
information from the spatial domain. Furthermore, when two overlapping clusters in
the spectral domain correspond to two different objects in the spatial domain, usage of
a priori spatial information can improve the separation of these two overlapping clus-
ters. An example of multispectral images with overlapping spectral information are
images produced by a computer based potato inspection system [5]. The inspection
system uses standard 3-CCD color camera’s for the image capturing. The obtained
images are noisy and contain overlapping spectra for certain similar colored defects.
Without the use of additional spatial information, the segmentation procedure cannot
discriminate between the similar colored potato defects. As a consequence, the clas-
sification procedure rejects the potato based on the wrong segmentation results. In
order to add spatial information, a modification of the FCM algorithm is necessary
because the traditional FCM is not suitable to add a priori information into the clus-
tering process. Many modifications and variants of FCM have been presented [6],
where the FCM is modified to search for a specific structure in the data, e.g. lines,
ellipsoids or c-shells. However, these algorithms impose a certain structure to the par-
tition that they generate. In cases where spatial information is combined with spectral
information, both techniques are used sequentially [7, 8, 9]. In these applications, the
initial segmentation, which is performed by the spectral based FCM algorithm is fol-
lowed by a spatially based algorithm which tries to correct the segmentation errors.
However, the subsequent spatial based algorithm cannot correct the already present
segmentation results directly. In literature, several ideas have been presented to add
a priori information in the objective function of FCM [10, 11]. One approach is to
split the objective function in a supervised term and an unsupervised term, where
membership values of known labels are set beforehand [11]. Additional weight terms
may be used to enhance or weaken objects with a specific label. The user must select
the objects that receive a weight factor and also determine the value for this weight
factor. This user intervention requires a priori information about the final classes of
the objects, which may not always be available. In this paper, a modification of the
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unsupervised fuzzy clustering technique, called Conditional FCM (C-FCM) [12], is
utilized to guide the clustering process by an auxiliary variable. The c-FCM algo-
rithm uses this auxiliary variable to influence the contribution of each object to the
final position of the cluster prototypes. Because this variable is used to condition the
cluster prototypes, it is called condition [12]. The value of the condition variable for
each pixel is determined by the neighboring pixels in the spatial domain. This makes
it possible to guide the clustering process based on spatial relationships. After each
iteration step of the clustering process in the spectral domain, the condition for each
pixel is updated. Influencing the segmentation results takes place during the segmen-
tation process itself and not afterwards. This is the difference with the techniques
discussed above. The determination of the condition is based on the membership val-
ues of the neighboring pixels in the spatial domain. Thus, the Geometrically Guided
Conditional FCM (ggc-FCM) swaps between the spectral domain and the spatial do-
main during the clustering process. A priori spatial information such as a certain
shape or size of objects in an multivariate image can now be used during clustering
in order to improve the segmentation results. The paper is organized as follows: In
section 2.2, the FCM algorithm and the modified Conditional-FCM algorithms are
explained. Next, the theory of the ggc-FCM is presented. Section 2.4 shows the re-
sults of experiments of ggc-FCM compared to traditional FCM. A priori information
such as spurious pixels and blob size is used during ggc-FCM clustering to improve
the segmentation results. Multivariate RGB images obtained from a camera based
potato inspection system are segmented with ggc-FCM algorithm to distinguish be-
tween similar colored objects on the potato. In the last section, the conclusions and
further research are discussed.
2.2 Conditional Fuzzy C-Means clustering (C-FCM)
2.2.1 Fuzzy C-Means clustering
Given a set of n data patterns,X = x1, ...,xn, the FCM algorithm minimizes the weighted
within group sum of squared error objective function J(U,V) [4] :
J(U,V) =
n
∑
k=1
c
∑
i=1
umik d2(xk,vi) (2.1)
where xk is the k-th p -dimensional data vector, vi is the prototype of the center of
cluster i, uik is the degree of membership of xk in the i-th cluster, m is a weighting
exponent on each fuzzy membership, mostly m=2 is used [4], d2(xk,vi) is a distance
measure between object xk and cluster center vi, n is the number of objects and c is
the number of clusters. A solution of the objective function J(U,V) can be obtained
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via an iterative process where the degrees of membership uik and the cluster centers
vi are updated via:
uik =
1
∑cj=1
(
dik
di j
) 2
m−1
(2.2)
vi =
∑nk=1 umik xk
∑nk=1 umik
(2.3)
with the constraints :
uik ε [0,1],
c
∑
i=1
uik = 1 ∀k, 0 <
n
∑
k=1
uik < N ∀ i (2.4)
2.2.2 Conditional Fuzzy C-Means clustering
Clustering is usually seen as an unsupervised routine where no information about
the underlying structure of the patterns is known. In cases where clustering is used
and some labelled patterns (e.g. edges) are available, it might be advantageous to
use these labelled patterns to influence the clustering process. In literature [12], this
fundamental is used in Conditional FCM, a FCM based clustering technique where
the clustering is guided by an auxiliary variable to guide the outcome of the clustering
process. For each labelled pattern xk, an auxiliary condition fk exists, where fk ranges
from [0,1]. The update procedure for the partition matrix U is now changed into:
uik =
fk
∑cj=1
(
dik
di j
) 2
m−1
(2.5)
with the modified constraint
c
∑
i=1
uik = fk (2.6)
For condition values equal to 1, the partition update procedure is similar to the parti-
tion update procedure of the traditional FCM. A small value of the condition results
in a low membership value. A low membership value minimizes the contribution of
that particular object to the cluster center. If the condition is set to zero, the influence
of that object to the update procedure is neglected.
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2.3 Geometrically guided conditional Fuzzy C-Means
clustering
2.3.1 Principle of ggc-FCM
In case of clustering multivariate images with a traditional FCM algorithm, the spa-
tial relationships between the pixels is not used during clustering. The construction of
cluster prototypes is solely based on the distances in measurement space. The ratio-
nale of ggc-FCM is to use spatial relationship during the construction of the cluster
prototypes. This means that both the spectral and spatial neighborhood of a pixel
determine the contribution of a pixel to a cluster prototype. A spatial neighborhood
window W around the pixel under consideration compares the majority class of the
neighboring pixels with the class of the pixel under consideration to indicate whether
a pixel matches its neighborhood. This comparison is based on membership values
and results in a condition value for the pixel under consideration. The value of the
condition indicates the similarity of the pixel compared to surrounding neighbors.
The condition is high when the surrounding pixels have similar membership values
and the condition is low when surrounding pixels have deviate membership values.
The condition procedure is not performed for each cluster. Only the cluster of the
neighborhood majority has to be considered as this is most likely the cluster where
the pixel will be assigned to in the defuzzification process. The cluster of neighbor-
hood majority is called the iMax cluster and the membership values for this cluster
determine the condition. Thus, the ggc-FCM algorithm swaps between the spectral
domain and the spatial domain during clustering. To prevent false removal of edge
pixels, an edge preserving threshold must be exceeded before the condition proce-
dure is performed. The procedure to select this value is discussed in section 2.3.4.
To remove spatial outliers and noise pixels, the defuzzification procedure uses an
OutlierThreshold to remove pixels with a condition value below this OutlierThres-
hold value. The selection for a correct value for the OutlierThreshold is discussed in
section 2.3.6.
2.3.2 FCM clustering on multivariate images
A multivariate image is a stack of congruent two-dimensional images of a single
scene where each image in the stack is measured for a different variable, e.g. wave-
length. The number of rows (nr) and columns (nc) of the image define the horizontal
and vertical dimensions of the three-dimensional image stack and the number of vari-
ables (p), determines the height of the stack. It is usually necessary for practical
reasons to rearrange this three dimensional stack of images into a two-dimensional
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matrix [13]. All two-dimensional images are rearranged into a one-dimensional vec-
tor of nrxnc objects, called pixels. These rearranged images measured at p variables
are combined to a two-dimensional data matrix Xnrnc,p. This rearranging of matrices
is called unfolding and the reverse operation is called back-folding. The number of
rows of the partition matrix U is equal to the number of rows of the data matrix X.
The columns of U are defined by c, the number of clusters. Backfolding a column
of the U matrix with length nrxnc results in a two-dimensional image with nr rows
and nc columns. The c columns of the partition matrix correspond to c backfolded
images. The obtained images are called partition images and are used for the determi-
nation of the spatial neighborhood and the condition value of a pixel. Summarizing,
partition image i is the backfolded column i of partition matrix U and corresponds
with cluster i.
2.3.3 Fuzzy neighborhood
As discussed in section 2.3.1, only the cluster with maximum sum of neighboring
membership values is considered to determine the condition of a pixel (iMax). To
determine the majority class of neighboring pixels, the membership values covered by
the neighborhood window W are added for each partition image i. The partition image
i with the highest sum of membership values within the window W is considered as
the class the pixel under investigation belongs to. To obtain iMax, a vector sum urc,
consisting of membership summations within the window W for a given position (r,c)
in the image is created :
sum urc = (sum u1, . . . ,sum uc) where sum ui = ∑
r′c′εW
ur′c′,i ; ∀ i = 1, . . . ,c (2.7)
and the index of sum urc with the maximum sum ui is called iMax :
iMax = i | max
i
(sum urc) (2.8)
where W is a neighborhood window with (odd) size s, ur′c′,i is the degree of mem-
bership of the neighbor pixel at position (r’,c’) in the window W of partition image i.
Now that the majority cluster iMax of the spatial neighborhood is known, the mean
membership deviation ∆m between the pixel under investigation and its neighbors in
window W of the iMax cluster is determined:
∆mrc,imax =
1
s2−1 ∑
r′c′εW
∣∣urc,imax−ur′c′,imax∣∣ (2.9)
where ∆mrc,imax is the mean membership deviation for the pixel at position (r,c) of
partition image iMax, urc,iMax is the degree of membership of the center pixel in the
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window W of partition image iMax. The final condition for a pixel located at position
(r,c) in the center of window W is obtained via a multiplication of ∆mrc,imax with the
membership value urc,imax of the pixel at position (r,c):
frc = ∆mrc,imax urc,imax (2.10)
where frc is the condition for the pixel at position (r,c). Multiplication of ∆m with urc
weakens the condition values in case of low values of urc. The result of this is that
pixels with low membership values, such as outliers, are conditioned more strongly
than higher membership values. In the remainder of this paper, ∆mrc,imax is referred
to as ∆m and urc,iMax is referred to as urc.
2.3.4 Edge preserving threshold
Edges may cause a false increment of the mean membership deviation (∆m) if the
window W is positioned at a transition between two image planes. The membership
values of the pixels in the window W will deviate as the pixels in the window belong
to different classes. As a result, edge pixels receive a low condition value. To prevent
this, the procedure as described above is extended with an extra threshold which must
be exceeded before pixels are conditioned. With this extension, it is assumed that
the mean membership deviation (∆m) is not caused by edge transitions. This edge
preserving threshold, further referred to as EdgeThreshold, depends on the size of the
window W . The EdgeThreshold value is determined as follows :
EdgeThreshold =
f loor( s2 )s
s2−1 (2.11)
where s is the odd size of a square window W . For a 3x3 window, this value is 0.375.
Only when ∆m exceeds this EdgeThreshold value, the condition value is calculated.
Pixels with a condition value below this EdgeThreshold value keep their original
condition value.
2.3.5 Defuzzification
Once the ggc-FCM procedure is stopped, the fuzzy partition matrix U must be de-
fuzzified to a hard partition matrix to obtain a final classification of the pixels. Usu-
ally, the procedure of maximum membership is used for the conversion. The proce-
dure of maximum membership will assign a class label to all pixels, even to pixels
with extreme low condition values. This is undesirable, as even spatial outlier pixels
with low condition values ( frc ) would be assigned to a class. Therefore, pixels with
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a condition lower than a predefined threshold value, further referred to as Outlier-
Threshold, are assigned to the reject class. Pixels assigned to the reject class have no
contribution to the final position of any cluster prototype. The reject class is a col-
lection of pixels with condition values below the OutlierThreshold. The reject class
is not an extra class which is used during clustering with the ggc-FCM procedure,
it is just an extra class during the defuzzification procedure. This OutlierThreshold
procedure makes it possible to remove spatial outliers with low condition values. The
procedure to determine a optimal value for the OutlierThreshold will be discussed in
the next section.
2.3.6 Determination of OutlierThreshold value
To determine the OutlierThreshold value, the coherence between ∆m, urc and frc
must be understood. According to equation 2.9, ∆m depends on the membership
values of neighbouring pixels and the membership value urc of the pixel under in-
vestigation. The range for ∆m is [EdgeThreshold,1] and the range for urc is [0,1].
As a result, the value for the condition frc ranges from [0,EdgeThreshold], according
to equation 2.10. In case of defuzzification, this is also the range for the Outlier-
Threshold value. Combinations of variables can be excluded beforehand in case of
spatial outliers, which makes it easier to select an optimal value for the the Outlier-
Threshold. First, as discussed in section 2.3.3, only the iMax cluster is considered,
which means that for this particular cluster the neighboring pixels have high mem-
bership values. As a consequence of this, a spatial outlier pixel must have a low
value for urc, otherwise a high value for ∆m is not possible (equation 2.9). After all,
a high value for ∆m is required to exceed EdgeThreshold value (section 2.3.4). The
abovementioned constraints show that an optimal value for the OutlierThreshold is
a combination of ∆m and urc and is in the range [0,EdgeThreshold]. To verify this,
the situations as summarized in table 2.1 will be discussed. Situation 1 is typical for
no. ∆m urc frc
1 1 0 0
2 EdgeThreshold 0 0
3 EdgeThreshold 1 EdgeThreshold
Table 2.1: Upper and lower bounds for ∆m and urc.
spatial outliers, a high value for ∆m, which indicates the deviation between the center
pixel and its neighbors, is accompanied with a low value for urc, which indicates a
low cluster membership for the current cluster iMax. Since the resulting frc value is
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low, these spatial outliers can be removed with a low value for the OutlierThreshold.
Situations 2 and 3 indicate that the center pixel is not a convincing spatial outlier
(∆m=EdgeThreshold), as the center pixel and its neighbors deviate just enough for
∆m to exceed the EdgeThreshold value. Situation 2 is more or less the opposite of
situation 1, which described a typical spatial outlier. This makes situation 2 not likely
to occur in case of a spatial outlier. A pixel with urc=1, as shown in situation 3, is
also not a spatial outlier. To explain this, the combination of high neighboring mem-
bership values (due to the iMax cluster) and a high value for urc already indicates
that the pixel is not an outlier. In case of a spatial outlier, a maximum value for
urc=0.5 is expected because it is unlikely that a ∆m≥EdgeThreshold is accompanied
with a urc> 0.5 (again, see equation 2.9). The value of urc=0.5 is the turning point
where, in case of the iMax cluster, a transition takes place from outlier to no outlier.
Therefore, for situation 3, the maximum of urc is considered as being 0.5 in case of
spatial outliers. The corresponding value of the frc is than a proper value for the
OutlierThreshold :
OutlierThreshold = EdgeThreshold∗0.5 (2.12)
In section 2.4, the results of experiments are shown to verify this value of the Outlier-
Threshold.
2.4 Experiments
To show the improvements of the ggc-FCM compared to traditional FCM, experi-
ments have been carried out. The algorithm is tested on synthetic and real multivariate
(RGB) images and the results are compared with the results of the traditional FCM.
In all experiments, the fuzzy partition is converted to a crisp partition by applying the
procedure of maximum membership. In case of ggc-FCM, this procedure is extended
with the OutlierThreshold.
2.4.1 Experiment 1a: Removal of spurious pixels in a synthetic
image
The artificial image (140x70 pixels) consists of two squares of similar colour (R=150,
G=50, B=50) on a different background color (R=125, G=75, B=50). To verify that
the outcome of the clustering results is not influenced by unequal cluster sizes, which
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is a known pitfall of FCM, the amount of foreground pixels (5000) is in balance with
the amount of background pixels (4940). The image is contaminated with Gaussian
noise to simulate cluster overlap. The standard deviation of the noise varied in range
from µ = 0, σ = 0 to µ = 0, σ = 15, resulting in 16 experiments in which the outcome
of the traditional FCM was compared with the ggc-FCM. For both FCM and ggc-
FCM, the number of clusters (c) is set to 2 and the euclidian distance measure is used.
In case of ggc-FCM, a 3x3 window contains the a priori spatial knowledge of spurious
single pixels. The OutlierThreshold is set to 0.375 ∗ 0.5 = 0.1875, as discussed in
section 2.3.6. The number of rejected and misclassified pixels are counted and the
results are shown in table 2.2 and 2.3. Figures 2.1 and 2.2 show the corresponding
segmented images.
The graph in figure 2.1 shows the partitioning of the measurement space with
traditional FCM. The graph shows that the foreground cluster and the background
cluster are identified easily. However, if the segmented image is considered, the fore-
ground objects are contaminated with background pixels and vice versa. Due to the
added noise, background pixels have shifted to the foreground cluster and foreground
pixels have shifted to the background cluster. As the traditional FCM uses no infor-
mation from the spatial domain, this result is to be expected. Table 2.2 summarizes
the clustering results with standard FCM for 16 different noise levels. None of the
pixels are rejected during standard FCM clustering. The # FALSE column indicates
the number of misclassified pixels. The table shows that the number of misclassi-
fications increases when the noise variance increases due to the increasing cluster
overlap.
no. noise # foreground # reject # FALSE # background # reject # FALSE
variance pixels pixels
1 0 5000 0 0 4940 0 0
2 1 5000 0 0 4940 0 0
3 2 5000 0 0 4940 0 0
4 3 5000 0 0 4940 0 0
5 4 5000 0 0 4940 0 0
6 5 4999 0 1 4939 0 1
7 6 4993 0 7 4935 0 5
8 7 4972 0 28 4916 0 24
9 8 4934 0 66 4873 0 67
10 9 4879 0 121 4838 0 102
11 10 4794 0 206 4765 0 175
12 11 4704 0 296 4685 0 255
13 12 4628 0 372 4595 0 345
14 13 4555 0 445 4511 0 429
15 14 4458 0 542 4450 0 490
16 15 4377 0 623 4344 0 596
Table 2.2: Clustering results for FCM of 16 measurements at different noise levels.
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Figure 2.1: Results of traditional FCM. (a) Original image contaminated with Gaussian noise
(µ = 0,σ = 10); (b) segmented image; (c) Red versus Green plot, the cross hair represents the
center of a cluster.
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The results of the ggc-FCM conversely, show that some pixels are rejected (fig-
ure 2.2). Due to the noise, these pixels have distinct membership values compared to
their spatial neighbors. The use of the condition in the clustering process results in the
rejection of these isolated pixels. The condition of those pixels, which is based on the
neighboring pixels in the spatial domain, is below the predefined OutlierThreshold
value. As a result of this, the pixels are classified to the reject class in de defuzzifi-
cation process. The rejected pixels appear as black pixels in the classified image of
figure 2.2(a) and as small black diamonds in the plot of figure 2.2(b). The plot of
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Figure 2.2: Results of ggc-FCM. (a) segmented image; (b) Red versus Green plot, the cross
hair represents the centre of a cluster.
figure 2.2(b) also shows that these rejected pixels are scattered in the measurement
space. The segmented image in figure 2.2(a) shows that the rejected pixels are mostly
isolated pixels. This demonstrates that the rejection of pixels in measurement space
is solely determined by the geometrically based condition. Table 2.3 summarizes the
clustering results with ggc-FCM for 16 different noise levels. Due to the increasing
cluster overlap, the number of rejected pixels and the number of misclassifications in-
creases when the noise variance increases. Comparing the results of traditional FCM
in table 2.2 and the results of ggc-FCM in table 2.3 shows that clustering with ggc-
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FCM results in less misclassifications. Table 2.3 also shows that ggc-FCM rejects
pixels even when no or little noise is added to the image. The number of rejected
pixels matches with the number of foreground corners. The 4 corner pixels of the two
squares are rejected. To prevent this, a higher EdgeThreshold value must be chosen.
However, the consequence of a higher value of EdgeThreshold is that less misclas-
sified pixels will be detected as they will not exceed the EdgeThreshold. In this
particular case, the number of rejected corner pixels is far less than the the number of
missed misclassified pixels would be.
no. noise # foreground # reject # FALSE # background # reject # FALSE
variance pixels pixels
1 0 4992 8 0 4940 0 0
2 1 4992 8 0 4940 0 0
3 2 4992 8 0 4940 0 0
4 3 4992 8 0 4940 0 0
5 4 4992 8 0 4940 0 0
6 5 4991 8 1 4939 0 1
7 6 4982 10 5 4933 5 2
8 7 4961 31 8 4914 16 10
9 8 4922 57 21 4860 61 19
10 9 4863 100 37 4829 74 37
11 10 4776 163 61 4751 144 45
12 11 4676 219 105 4668 196 76
13 12 4606 251 143 4565 244 131
14 13 4528 299 173 4488 267 185
15 14 4430 330 240 4425 333 182
16 15 4346 379 275 4318 357 265
Table 2.3: Clustering results for ggc-FCM of 16 measurements at different noise levels.
2.4.2 Experiment 1b: verification of OutlierThreshold value
Two additional experiments have been carried out to evaluate the selection procedure
for the OutlierThreshold value. In both experiments,the synthetic image as described
in section 2.4.1 is used, only this time the noise variance is constant (µ = 0, σ = 10).
The size of window W is 3x3. The number of clusters (c) is set to 2 and the euclid-
ian distance measure is used. The number of rejected and misclassified pixels were
counted, for both the foreground class and the background class.
In the first experiment,the value of the OutlierThreshold is varied between 0.05 - 0,95
to evaluate the effect of the OutlierThreshold on the number of rejected and misclas-
sified pixels. Figure 2.3 shows the number of rejected and misclassified pixels of
the foreground class. The graph shows that an increment of the OutlierThreshold
value is accompanied with an decrement of the number of misclassified pixels and
an increment of the number of rejected pixels. The optimal threshold is there where
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Figure 2.3: Number of rejected and misclassified pixels for the foreground class for different
values of OutlierThreshold.
the number of misclassified pixels no longer decreases and the number of rejected
pixels no longer increases. The graph shows that this holds for threshold values in
a range of 0.19 - 0.38. The start value of the range corresponds with the predefined
optimal threshold for OutlierThreshold (0.375 ∗ 0.5 = 0.1875) and the upper value
corresponds with the value of ∆m* urc, where urc=1. As discussed in section 2.3.6,
these pixels are not outliers. In figure 2.4, the mean membership deviation (∆m), the
membership value of the centroid (urc) and the calculated condition ( frc ) are shown
for all pixels with a ∆m>EdgeThreshold. The data are sorted on the urc variable. The
graph shows three different area’s. Area A shows spatial outliers which must be re-
jected: high values of ∆m and low values of urc. The pixels in area C have low values
of ∆m and high of urc. These pixels are not outliers and should not be rejected, the
∆m value of these pixels is just above the EdgeThreshold due to to the added noise.
In area B, urc increases rapidly to higher values and the height of the step in the
frc -line coincides with the range of threshold values as mentioned in the paragraph
above. To verify that the optimal OutlierThreshold is not within the complete range
of threshold values but actually a single point, both experiments have been repeated
for different noise levels (σ = 5,8,12,15), different kernel sizes (3,5,7), different
number of classes (2,3,4). All experiments showed that the OutlierThreshold value,
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Figure 2.4: Values of ∆m, urc and frc for all pixels of synthetic image with ∆m above Edge-
Threshold value.
when selected according to equation 2.12, gives the best results. Higher values for
the OutlierThreshold only increase the number of rejected pixels.
2.4.3 Experiment 2: Removal of objects in a potato image
In recent potato inspection and sorting, humans are more and more replaced by cam-
era’s and computers. To reduce costs, the color images need to be captured with
standard low-budget RGB cameras. The images are digitized by a framegrabber and
processed by a computer [5]. The computer segments the potato image into several
homogeneous regions (classes) and the number of pixels in each class are counted.
Based on the number of pixels within a class and a predefined threshold value, the
computer accepts or rejects the potato. The 3-CCD camera delivers three different
gray-value images (576x768 pixels), which are combined to a single 24 bit RGB im-
age. A prism and three color filters map the incoming light to the three CCD sensors.
The quality of the images is low due to the high speed of image grabbing, which
makes the images noisy and blurred. Furthermore, the spectral resolution is low due
to the limited bandwidth of the three coinciding color filters. The use of multispec-
tral cameras’s with higher spectral resolution for potato inspection is not possible yet
due the combination of high inspection speed and light insensitivity of these cam-
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era’s. A consequence of the noisy and limited spectral information of these images
is that certain, almost similar colored potato defects are hard to discriminate. This
has a negative effect in case of potato sorting as described above. Incorrect segmen-
tation may result in a false rejection of the potato. Additional spatial information is
required to discriminate between different defects with similar color. An example of
similar colored objects is given in figure 2.5(a). The figure shows a Nicola-potato
image (233x134 pixels). The potato contains spots of different size and origin. The
large dark spots are the result of a potato disease and the smaller dark spots are typi-
cal skin spots for this particular potato cultivar. During segmentation, the skin spots
should be ignored because these pixels are wrongfully classified as disease pixels.
The sub-image, indicated with the black rectangle, shows the larger disease spot (top
left part of the rectangle) and the small skin spots in detail. Without spatial informa-
tion, one cannot discriminate between the good skin spots and the disease spot, as
they have similar spectral properties. Discrimination between the larger disease spots
and the smaller skin spots is only possible if a priori knowledge of spot size is used
during clustering. In this experiment, the results of clustering with traditional FCM
are compared with the results of clustering with ggc-FCM, where ggc-FCM uses a
5x5-neighborhood window to add the spatial a priori knowledge about the skin spot
size. In both experiments, the number of clusters is set to 2 and the euclidian distance
measure is used. The results of traditional FCM clustering are shown in figure 2.5.
As expected, the similar colored small spots are all classified into the disease class.
Applying ggc-FCM to the potato image gives the results as shown in figure 2.6. With
the 5x5 kernel, small objects receive such a low condition value (<OutlierThreshold)
that these objects are rejected in the defuzzyfication procedure. The rejected pixels
appear as black colored pixels in the segmented image of figure 2.6(b). The graph
of figure 2.6(c) shows that most of the rejected pixels are scattered over the disease
cluster. This indicates that mainly disease pixels are rejected and that the majority
of skin pixels are classified correctly. The rejected skin pixels are not included in
the disease class and therefore do not influence the segmentation results negatively.
The experiment shows that the use of a priori spatial information of spot size during
clustering makes it possible to discriminate between objects with similar spectra. The
blob located just above the middle of the image is classified as disease because the
area of the blob is larger than the area covered by the 5x5 window. An increased
window size will remove this blob.
2.5 Conclusions and further research
In this paper, a technique to guide FCM clustering based on geometrical information
is presented. The use of ggc-FCM clustering as a multivariate image segmentation
2.5 CONCLUSIONS AND FURTHER RESEARCH 39
(a) (b) (c)
40 60 80 100 120 140 160 180
40
60
80
100
120
140
160
180
200
220
240
Red versus Green plot for Nicola sub image
Red
G
re
en
Disease class
Good skin class
Cluster centroid
(d)
Figure 2.5: Results of traditional FCM. (a) Original potato image; (b) potato sub image; (c)
segmented sub image; (d) Red versus Green plot, the cross represents the center of a cluster.
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Figure 2.6: Results of ggc-FCM. (a) Original sub image; (b) segmented sub image; (c) Red
versus Green plot, the cross represents the center of a cluster.
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process clearly shows improvements above clustering with traditional FCM. The ad-
dition of a priori information from the spatial domain makes it possible to intervene
in the clustering process and guide the clustering. A window of variable size is suf-
ficient to store a priori spatial information about spurious pixels or small objects. An
outlier threshold value determines which pixels are removed in the defuzzification
procedure, where at the same time edge pixels are preserved. The optimal value for
this threshold can be determined. As a result, no additional parameters settings are
required for ggc-FCM compared to traditional FCM. Future research will include
the incorporation of more geometrically based conditions. Conditions that are es-
pecially designed to search for a specific shape in the spatial domain can be used
to replace a traditional sequence of segmentation and shape detection with a single
FCM-clustering procedure.
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2.7 Appendix
The combination of the update formulas for the membership values, cluster centroids
and condition lead to the following pseudo code for the ggc-FCM:
Initialization:
Choose c, the number of centroids.
Provide random initial values for center matrix V,
Calculate the kernel dependent EdgeThreshold value :
EdgeThreshold =
f loor( s2 )s
s2−1
Start of iteration loop
1 compute membership values :
uik =
fk
∑cj=1
(
dik
di j
) 2
m−1
2 Compute new centroids
vi =
∑nk=1 umik xk
∑nk=1 umik
3 Determine the majority class iMax of neighboring pixels:
iMax = i | max
i
(sum urc)
4 Calculate mean membership deviation ∆mrc,imax :
∆mrc,imax =
1
s2−1 ∑
r′c′εW
∣∣urc,imax−ur′c′,imax∣∣
if ∆mrc,imax > EdgeThreshold:
frc = ∆mrc,imax urc,imax
5 Check for convergence :
If convergence goto 1, else stop
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End of iteration loop.
6 Defuzzify partition matrix U :
if frc < OutlierThreshold: add pixel to reject class
else perform procedure of Maximum Membership
Chapter3
Unsupervised segmentation of
predefined shapes in multivariate
images
Abstract
Fuzzy C-means (FCM) is an unsupervised clustering technique and is often used for
the unsupervised segmentation of multivariate images. In traditional FCM the clus-
tering is based on spectral information only and geometrical relationship between
neighboring pixels is not used in the clustering procedure. In this paper, the Spa-
tially Guided FCM (sg-FCM) algorithm is presented which segments multivariate
images by incorporating both spatial and spectral information. Spatial information
is described by a geometrical shape description and can vary from a local neighbor-
hood to a more extended shape model such as the hough circle detection. A modified
FCM objective function uses the spatial information as described by the shape model.
This results in a segmented image in which the construction of the cluster prototypes
is influenced by spatial information. The performance of Spatially Guided FCM is
compared with both FCM and the sequence of FCM and a majority filter. The sg-
FCM segmented image shows more homogeneous regions and less spurious pixels.
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3.1 Introduction
The use of the unsupervised Fuzzy C-Means (FCM) clustering [1] to segment a mul-
tivariate image in meaningful regions has been a research topic for many decades [2,
3, 4, 5, 6, 7]. The main reason for the popularity of FCM as an image segmenta-
tion technique is its transparency and unsupervised nature. FCM is especially applied
as segmentation technique in cases where only few multivariate images with no a
priori (e.g. spectral) information are available and no training set can be extracted
from these multivariate images to train a supervised classifier [8, 4]. Such images are
produced by Magnetic Resonance Imaging (MRI) devices and multispectral cameras
in fruit and vegetable inspection. Multispectral images reveal information about the
spectral properties of the product constituents. This offers possibilities to discrimi-
nate between similar ’colored’ defects and to detect latent defects and diseases. The
detection of these latent defects and diseases is of great importance as they affect the
long-term quality of the product.
Known drawbacks of FCM such as the required parameter for the number of clusters,
its sensitivity for initialization and its sensitivity of clusters with different number
of objects have not led to any obstruction given the number of widespread applica-
tions [5, 8]. However, a known disadvantage of applying FCM as a multivariate im-
age segmentation technique is that the information from the spatial domain is ignored.
Only the spectral information determines the partitioning of the measurement space.
Although multivariate imaging offers possibilities to differentiate between both ob-
jects of similar spectra and different spatial correlations, FCM can not utilize this
property. It is clear that only the extra spatial information can discriminate between
different objects with overlapping clusters in the spectral domain. Furthermore, if no
a priori information about the spectra is available, information about the shape of the
objects in the image is sometimes known. However, traditional FCM cannot use this
a priori spatial information during the clustering process.
This has been recognized by several authors and a number of FCM based applications
have been reported where spatial information is combined with spectral information
to improve segmentation results. The majority of applications use a sequence of both
spectrally and spatially based segmentation operations [6, 9, 10]. In these applica-
tions, the FCM segmented image is followed by a spatially based filter which tries to
correct the segmentation errors. Although in some cases good results are obtained,
the spatially based filter can solely correct segmentation errors a f terwards en never
intervene during the spectrally based clustering. As a result, not all segmentation
errors can be corrected by this approach. Therefore, several other ideas have been
presented in literature which all try to use spatial information during the clustering
process by modifying the objective function of FCM [7, 11, 12, 13, 14, 15]. In some
modifications the idea is to use FCM as an image compression tool and therefore the
3.2 INTRODUCTION 47
focus of the algorithm is on keeping the original image characteristics and remove the
unimportant details [11, 12]. This is an undesirable effect in food inspection as small
details may indicate initial formation of diseases.
In a variant of the standard k-means (a crisp version of FCM), called the contig k-
means [13, 15], both spectral and spatial information are combined in a new cost
function that is minimized iteratively. This cost function is a weighted sum of the
compactness of the clusters and the contiguity of pixels in spatial domain. The algo-
rithm requires that the user specifies a parameter λ to define the relative importance
of these two properties.
Another technique is a combined classifier approach in which the results of a spa-
tial classifier and a spectral classifier are combined [14]. The algorithm starts with
an initial labelling performed by an unsupervised clustering method in the spectral
domain. The segmentation is then performed iteratively for both spatial and spectral
domain. At the end of each iteration, results of both spectral and spatial classifier
are combined. The segmentation performance gradually improves over the iterations
until a stable state is reached. As both classifiers are combined convergence of the
algorithm can be a burden and is not guaranteed.
The Geometrically Guided Conditional FCM (ggc-FCM) [7] is able to include a pri-
ori locally spatial information to classify spurious pixels or small sized blobs into a
reject class. However, in applications such as product inspection where each pixel
must be assigned to a true product class, the use of a reject class is impractical.
The advantage of Spatially Guided FCM (sg-FCM) presented in this paper is that it
overcomes the reject class and is developed to segment multivariate images by incor-
porating both spatial and spectral information. The algorithm uses a modified objec-
tive function that allows a priori spatial information to guide the clustering process
and requires no parameters as in the contig k-means approach. New aspects are that
various shaped objects can be detected during clustering by using an analytical shape
description. This makes it possible to search for a specific shape during clustering.
These are the main differences and advantages of the sg-FCM algorithm compared to
the traditional FCM algorithm and the aforementioned algorithms.
The paper is organized as follows: Section 3.2 discusses the principle of sg-FCM,
the theory FCM and the modified objective function for sg-FCM. In section 3.3 the
theory of sg-FCM to detect objects of different shape and size based on a geometrical
model is discussed. Section 3.4 shows the results of clustering multivariate images
with sg-FCM and FCM. In the last section, the conclusions are given.
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3.2 Spatially Guided Fuzzy C-Means clustering
3.2.1 Principle of sg-FCM
In case of clustering multivariate images with the traditional FCM algorithm, the spa-
tial information is not used during clustering. The construction of cluster prototypes is
solely based on the spectral information. The rationale of sg-FCM is to include spatial
information, described by a geometrical shape description, during the construction of
the cluster prototypes. This means that both the spectral and spatial neighborhood
of a pixel determine the contribution of a pixel to a cluster prototype. In theory, any
arbitrary shape can be detected during clustering provided that there is a geometri-
cal shape description (geometrical model) available. A geometrical model can vary
from a simple local neighborhood model to describe outliers or small blobs, to a more
complex model to detect any predefined shape. Figure 3.1 shows the principle of sg-
FCM. During each FCM iteration, pixels or groups of pixels in the segmented image
Figure 3.1: The principle of sg-FCM.
are compared with the predefined geometrical model. The difference between the
geometrical model and the pixels in the segmented image described by the geometri-
cal model result in a value for an additional mismatch variable. A high value for this
variable indicates a mismatch between the geometrical model and pixels described by
the model in segmented image, a low value indicates a math between the model and
pixels in the segmented image. This mismatch variable has been used by a modified
FCM where the construction of cluster prototypes is influenced by the value of this
variable. This results in a segmented image in which the construction of the cluster
prototypes is influenced by spatial information, reflected by the geometrical model.
The principle of FCM and the modified FCM are described in the following sections.
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3.2.2 Fuzzy C-Means Clustering (FCM)
Given a set of n data objects, X = x1, ...,xn, the FCM algorithm minimizes the weighted
within group sum of squared error objective function J(U,V) [1]:
J(U,V) =
n
∑
k=1
c
∑
i=1
umik d2(xk,vi) (3.1)
where xk is the k-th p -dimensional data vector, vi is the prototype of the center of
cluster i, uik is the degree of membership of xk in the i-th cluster, m is a weighting
exponent on each fuzzy membership (m > 1), d(xk,vi) is a distance measure between
object xk and cluster prototype vi, n is the number of objects and c is the number of
clusters. A solution of the objective function J(U,V) can be obtained via an iterative
process where the degrees of membership uik and the cluster prototypes vi are updated
via:
uik =
1
∑cj=1
(
dik
d jk
) 2
m−1
(3.2)
with c the number of clusters, dik the distance between object k and cluster i, d jk the
distance between object k and cluster j,
vi =
∑nk=1 umik xk
∑nk=1 umik
(3.3)
with the constraints:
uik ∈ [0,1],
c
∑
i=1
uik = 1 ∀k, 0 <
n
∑
k=1
uik < N ∀ i (3.4)
A detailed description of FCM is described in literature [1].
3.2.3 Fuzzy C-Means with auxiliary variable
As stated in section 3.2.1, sg-FCM is based on a modified version of FCM [16] to in-
corporate a priori spatial information in the clustering process. This modified version
of FCM uses an auxiliary variable to add a priori information (spectral or spatial) to
influence the clustering. Usually, clustering is considered as an unsupervised routine
where no information about the underlying spectral structure of the objects is known.
However, in cases where clustering is used and a priori information is known about
some objects, it might be advantageous to use this a priori information to influence
the clustering process. This type of clustering can be considered as an intermediate
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mode between supervised and unsupervised clustering where supervised data (a pri-
ori information) is combined with unsupervised data. In literature [16], this idea is
implemented for FCM and has resulted in a modified objective function for FCM:
J(U,V) =
n
∑
k=1
c
∑
i=1
umik d2(xk,vi)+α
n
∑
k=1
c
∑
i=1
(uik − fikbk)md2(xk,vi) (3.5)
The first term of equation 3.5 is the standard objective function for FCM, as de-
scribed in section 3.2.2. The boolean variable bk in the second term indicates if a
priori information about object k is known and the variable fik encapsulates the a pri-
ori information for object k about cluster i. The parameter α is a scaling factor to
maintain a balance between the supervised and unsupervised data and is proportional
to the ratio supervised/unsupervised data [16]. If no a priori information is available,
the boolean variable in second term is set to zero and the objective function returns
to the standard objective function for FCM, with an extra scaling factor (1+α) (the
extra scaling factor (1+α) has no impact on the clustering results and can be ig-
nored). The introduction of an auxiliary variable leads to a new update procedure for
the membership value uik and the cluster prototype vi is (m=2):
uik =
1
1+α
1+α (1−bk ∑
c
l=1 flk)
∑cl=1
d2ik
d2lk
+α fikbk
 , vi = ∑
n
k=1 u
2
ik xk
∑nk=1 u2ik
(3.6)
High values of fik will enhance the membership of object k for cluster i and low values
of fik will weaken the membership for cluster i. Analogously, by assigning bk = 0 in
equation 3.6 in case of no a priori information, the update formula for the partition
matrix returns to the standard equation for FCM. As described in section 3.2.1, the
value of fik is determined by the difference between a geometrical shape model and
the segmented image. The geometrical model contains the a priori shape information
which is used to influence the clustering via the variable fik. In order to update the
value for fik during the clustering, a modification is required which will be described
in the next section.
3.2.4 Modifications for Spatially Guided FCM (sg-FCM)
In literature [16], it is assumed that a priori information never changes during the clus-
tering process. This means that the value of the parameters bk and fik in equation 3.6
are manually set beforehand and remain fixed during the clustering process. For the
method presented in this paper, the values of bk and fik are not fixed and can change
during the clustering process since it is not known before the clustering starts which
3.3 SPATIAL SHAPE MODELS 51
objects (pixels) are described by the geometrical model. As the algorithm gradually
iterates, a value of fik is set for those objects that are described by the geometrical
model. As stated in the previous section, the boolean variable bk is set to 1 if a priori
information for object k is available. If this is not the case, the boolean variable bk is
set to zero and the update equation (3.6) reduces to the standard update equation for
FCM. However, the same result can be obtained when fik is set to zero for all clusters
and equation 3.6 returns also to the standard update equation for FCM (in both situa-
tions, the scaling factor α remains). Now, instead of using two variables bk and fik, a
single variable fik is sufficient to guide the clustering. For the algorithm presented in
this paper the boolean variable bk is set to 1 for all objects and the variable fik is used
to guide the clustering process. With b = 1 for all objects, equation 3.6 simplifies to:
uik =
1
1+α
1+α (1−∑
c
l=1 flk)
∑cl=1
d2ik
d2lk
+α fik
 (3.7)
When no a priori information is present, fik is set to zero and the standard member-
ship update formula of equation 3.2 is used. However, if a priori information about
some objects is available, the modified membership update formula of equation 3.7
is used instead. In the following section, two different geometrical shape models that
determine the value for fik are considered. First, a local neighborhood window is used
to describe outlier pixels and small blobs. Section 3.3.2 describes a more complicated
model to detect circles with different diameters.
3.3 Spatial shape models
3.3.1 Local Neighborhood
For the detection of outlier pixels and small blobs, membership values of surround-
ing neighboring pixels determine the value of variable fik for each pixel. The value
of fik is an implicit measure of similarity for a pixel compared to surrounding neigh-
bors. The value of fik varies between 0 and 1, depending on the similarity between
neighboring pixels. If surrounding pixels have the same membership values fik = 0
whereas fik = 1 if surrounding pixels have deviate membership values. As a result,
membership values of spurious pixels in the spatial domain can be influenced in-
directly when their neighbors have different membership values. The membership
values in the partition image determine the value of fik. A partition image is a folded
column of the partition matrix U: the number of rows in the partition matrix U is
equal to the number of rows (nr) times the number of columns (nc) of the original
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image. This makes that each column in the partition matrix can be arranged to an
image with same spatial dimensions as the original multivariate image. Such a rear-
ranged column is called a partition image [7].
The matrix index k, which corresponds with object k in the partition matrix U and data
matrix X, also corresponds with a position (row,col) in the partition image. A pixel at
position (row,col) in the partition image corresponds to position k = row×nc+ col
in both the matrices U and X. Figure 3.2 shows the relationship between a pixel at po-
sition (row,col) in a partition image and the same position in the partition matrix U.
To determine for which cluster the current pixel must be enhanced, the majority class
Figure 3.2: The relationship between pixels in the partition image and partition matrix.
(imax) of the neighborhood is determined. To calculate imax, the membership values
covered by the neighborhood window are added for each cluster i. The cluster with
the highest sum is considered as the imax cluster. This is the cluster the center pixel
of the window presumably belongs to. For this particular center pixel, the average
membership deviation (∆mimaxk) of the center pixel compared to the memberships of
neighboring pixels is determined:
∆mimaxk =
1
s2−1 ∑
(k′∈W )
∣∣∣uimaxk′ −uimaxk∣∣∣ (3.8)
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where ∆mimaxk is the average membership deviation for the pixel at position k of par-
tition image imax, W is a neighborhood window with (odd) size s, uimaxk′ is the degree
of membership of the neighbor pixel at position k′ in the window W of partition im-
age imax and uimaxk is the degree of membership of the center pixel in the window of
partition image imax. For the subsequent iteration (t +1) the variable fimaxk is updated
with the average membership deviation ∆mimaxk of current iteration (t):
fimaxk(t +1) = fimaxk(t)+∆mimaxk(t) (3.9)
For the clusters i 6= imax, the value of fik is weakened with ∆mik:
fik(t +1) = fik(t)−∆mik(t) (3.10)
where the value of fik is bound between 0 and 1. For a homogeneous region the
average membership deviation ∆m will be zero and no spatial guidance of pixel k
occurs via the variable fik. After each iteration step, the error between iteration t and
the previous iteration t−1 is calculated :
Et = ‖Ut −Ut−1‖ (3.11)
If error Et is below a predefined value of the stop criterion ε , a new iteration step
of the sg-FCM begins with the updated fik for each pixel k. The value for ε is set
beforehand and determines when the sg-FCM is stopped, identical as with FCM. The
conditioning procedure as described above does not start before the error Et is below
a small value (δ ) to prevent that the sg-FCM gets trapped in a local minimum.
3.3.2 Circle detection with sg-FCM
As stated in section 3.2.1, the sg-FCM algorithm can detect and emphasize objects
of arbitrary shape during clustering. In this section, a model to detect solid circles
of unknown radius is described. A Hough transform [17, 18, 19] is implemented
for the circle detection procedure which searches for circular shaped objects in the
segmented image. The Hough transform method of shape analysis uses a constraint
equation relating points in image space, usually edge points, to possible parameter
values of the searched shape. The Hough transform is a general shape detection
technique which is capable to detect any shape which has been parameterized. To
determine possible circle candidate pixels in the sg-FCM segmented image, an edge
detection procedure is performed on the segmented image. These edge points serve as
starting points for the Hough transform. Once a circle has been detected, the majority
class (imax) of the points within the circle is determined. Those pixels that are not
classified to the imax class are enhanced for the imax class by increasing the value
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of fik with the membership deviation (∆mimaxk). This enhancing and weakening is
similar as in the local neighborhood approach as described in the previous section.
Pixels outside the detected circles remain unconditioned.
3.4 Experiments
To show the performance of sg-FCM, experiments have been carried out on synthetic
and real world multivariate images. The sg-FCM algorithm is compared with both
traditional FCM and the sequence of traditional FCM followed by a majority filter
(FCM-MAJORITY). A majority filter is a spatial neighborhood filter that changes
the class of the center pixel within an odd window W to the majority class of all
the pixels in window W . The sequence of a spectral based segmentation such as
FCM and a majority filter is known as a combination which gives good and satisfying
results and is therefore interesting to compare with. Random numbers are used for
the initialization of the cluster centroids in each experiment. After the clustering
procedure, the fuzzy images are converted to crisp images by applying the maximum
membership procedure. This means that an object is classified to the cluster with
highest membership.
3.4.1 Instrumentation
The real world potato and peppers image of experiments 2 and 3 are captured by a
color camera. For the potato image, a Sony 3-CCD color camera was used. A prism
in the camera splits the incoming light of the visible spectrum into a Red, Green
and Blue part and the light is mapped on the corresponding CCD. A framegrabber in
the computer digitizes the 3 images and delivers 3 different 8-bit gray-value images,
which result in a multivariate color image with 3 variables (Red,Green and Blue).
The values for the three variables Red, Green and Blue in the synthetic color images
are created manually by pixel manipulation.
The multispectral candy image of experiment 4 is recorded with an ImSpector V7
imaging spectrograph (Spectral Imaging Ltd. Oulu, Finland) mounted on a Peltier
cooled Qimaging PMI-1400EC monochrome camera. The ImSpector V7 produces
a multispectral image where the 396-736 nm part of the electromagnetic spectrum
is recorded in 257 small bands (every 1.3 nm) for every pixel. The incoming light
is split by a prism-grating-prism and projected on the 2 dimensional CCD in the
camera. One dimension of the CCD records the line pixels (spatial axis) and the
other dimension contains the spectral information (spectral axis) of each pixel. A
2-dimensional spectral image is obtained by moving the object under the ImSpector
3.4 EXPERIMENTS 55
during recording. The translation table used to move the object with respect to the
camera is a Lineartechniek Lt1-SP5-C8-600 translation table driven by a SDHWA
120 programable microstepping motor driver (Ever Elettronica, Italy). The stepsize
of the translation table was chosen to match the spatial resolution of the spatial axis.
The used lighting setup consists of two Dolan-Jenner PL900 illuminators (Andover
St. Lawrence, Mass.) with 150 W quartz halogen lamps. The scene was illuminated
by two glass fiber optic line arrays (Vision Light Tech) of 0.002 inch × 6 inch aper-
ture. Two cylinder lenses (Dolan Jenner) were positioned in front of the line arrays.
Detailed information about the used multispectral imaging setup and the spatial and
spectral calibration procedure is described in literature [20].
3.4.2 Experiment 1: Segmentation of a synthetic image
The synthetic image experiment demonstrates the principle of the spatially guided
clustering and shows the effect of different noise levels on the clustering. The artifi-
cial image (140x70 pixels) consists of two squares of same colour (R=150,G=50,B=50)
on a different background colour (R=125,G=75,B=50). To verify that the outcome of
the clustering results is not influenced by unequal cluster sizes, which is a known
pitfall of FCM, the amount of foreground pixels (5000) is in balance with the amount
of background pixels (4940). The image is contaminated with gaussian noise to sim-
ulate cluster overlap. The standard deviation was fixed for different RGB values and
varied in range from µ = 0, σ = 0 to µ = 0, σ = 20, resulting in 21 experiments
in which the outcome of the sg-FCM was compared with both the traditional FCM
and the sequence of traditional FCM + majority filter (FCM-MAJORITY). For both
FCM and sg-FCM, the number of clusters (c) is set to 2, m=2, ε = 0.0001 and the
euclidian distance measure is used. In case of sg-FCM and FCM-MAJORITY, a 3×3
window serves a simple geometrical model and contains the a priori spatial knowl-
edge of spurious single pixels. The experiment is repeated for 10 times with random
initialization values for the cluster centroids and after each experiment the number of
misclassified pixels is counted. The results are averaged and depicted in figure 3.5.
Figure 3.4(a) shows the graph of the Red versus Green variable of the original im-
age contaminated with gaussian noise (µ = 0,σ = 10). The cluster overlap between
the foreground and background pixels, which is due to the gaussian noise, is clearly
visible. The FCM segmented image in figure 3.3(b) shows that foreground objects
are contaminated with background pixels and vice versa. Owing to the added noise,
background pixels have shifted to the foreground cluster and foreground pixels have
shifted to the background cluster. As traditional FCM uses only spectral informa-
tion and no information from the spatial domain, this result is to be expected. The
graph of the Red versus Green variable in figure 3.4(b) shows the FCM partitioned
measurement space. The graph shows two well separated clusters and the misclassi-
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(a) (b) (c) (d)
Figure 3.3: Results of FCM, sg-FCM and FCM-MAJORITY for synthetic RGB image with
gaussian noise (µ = 0,σ = 10). (a) original image contaminated with gaussian noise (µ =
0,σ = 10); (b) FCM segmented image; (c) sg-FCM segmented image; (d) FCM-MAJORITY
segmented image.
fied foreground and background pixels. Figure 3.3(c) shows the sg-FCM segmented
image. The improvement of the segmentation due to the extra spatial information is
unambiguous, the two foreground squares and the background are almost correctly
segmented. The sg-FCM graph in figure 3.4(c) shows that foreground pixels appear
in the background cluster and vice versa. This cluster overlap is a result of the added
a-priori spatial information which guides spurious pixels to the other class (the back-
ground class pixels which are in the foreground cluster are not clearly visible in the
graph because the points of the foreground class are plotted on top of the background
class points). The graph shows 8 pixels misclassified as background and a single
pixel misclassified to the foreground class. The result of FCM-MAJORITY is shown
in figure 3.3(d) and the graph is shown in figure 3.4(d). Although the results of sg-
FCM (figure 3.3(c))and FCM-MAJORITY (figure 3.3(d))look very similar, there are
differences in multiple regions where spurious pixels are lumped within the 3× 3
window. In those regions, the majority filter fails to correct the pixels owing to a
abundance of spurious pixels within the window W . Examples of such corresponding
regions are indicated by arrows in both the FCM and FCM-MAJORITY segmented
images. The lower left arrow indicates such a region in the FCM segmented image
in figure 3.3(b). The same region in the FCM-MAJORITY segmented image in fig-
ure 3.3(d) shows that the majority filter cannot correct this abundance of pixels which
results in two misclassified pixels. The latter example shows the major advantage of
sg-FCM, in which pixels are gradually guided to the other class in each iteration. A a
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Figure 3.4: Graph of Red versus Green variable for original image, FCM, sg-FCM and FCM-
MAJORITY for synthetic RGB image with gaussian noise (µ = 0,σ = 10). (a) original image;
(b) FCM result; (c) sg-FCM result; (d) FCM-MAJORITY result;
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result, stronger spatial guidance is possible in contrast with the FCM + majority filter
sequence where the correction must be carried out in a single iteration.
Figure 3.5 shows this effect more clearly where the differences between FCM,
sg-FCM and FCM-MAJORITY are depicted in 2 separate graphs for 21 different
noise levels. Figure 3.5(a) shows the percentage of misclassified pixels for the 3
corresponding experiments in a single graph. The graph clearly shows that FCM is
outperformed by both sg-FCM and FCM-MAJORITY. Figure 3.5(b) shows the en-
larged region of figure 3.5(a) between 0-2% of the misclassified pixels. The zoomed
graph shows that between experiments 6 and 11 the results of FCM and sg-FCM are
more or less equal. For increasing noise levels, the difference becomes more distinct
and sg-FCM performs better than FCM-MAJORITY. Here, the noise results in an
abundance of spurious pixels that can no longer be corrected by the 3×3 window of
the majority filter. For the experiments 1-9 the percentage of misclassified pixels is
fixed at 0.08% (8 pixels) for the FCM-MAJORITY approach, whereas the percentage
of misclassified pixels of sg-FCM slowly increases with the noise level. As shown
in figure 3.3(d), the 8 misclassified pixels correspond with the number of foreground
corner pixels of two squares. This result is to be expected as for any foreground cor-
ner pixel the number of background pixels is larger(5) than the number of foreground
pixels (3)in case of 8-connectivity within the 3× 3 window. This is an important
drawback of FCM-MAJORITY as in images with many enveloped objects all corner
pixels will be misclassified.
3.4.3 Experiment 2: Blob removal in a multivariate potato image
A real-world image of a potato demonstrates how a priori information about a certain
blob size can be used to discriminate between objects with similar spectra during
clustering. In this experiment,the multivariate image is segmented by FCM, sg-FCM
and FCM-MAJORITY. The image is shown in figure 3.6(a). The left image shows
a nicola-potato image (233x134 pixels, pixel size= 0.5 mm.). The potato contains
spots of different size and origin. The large dark spots are the result of a potato
disease and the smaller dark spots located at the lower part of the potato are typical
skin spots for this particular potato cultivar. During segmentation, the small skin spots
should be ignored because these pixels are misclassified as disease pixels. Without
spatial information, one cannot discriminate between the good skin spots and the
disease spot, as they have similar spectral properties. Discrimination between the
larger disease spots and the smaller skin spots is only possible if a-priori knowledge of
spot size is used during clustering. The sg-FCM uses a 5×5-neighbourhood window
to add the spatial a-priori knowledge about the skin spot size. In both experiments,
the number of clusters is set to 2, m=2, ε = 0.0001 and the euclidian distance measure
is used. The results of FCM clustering are shown in figure 3.6(b). As expected, the
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Figure 3.5: (a) Percentage of misclassified pixels for sg-FCM, FCM and FCM-MAJORITY for
synthetic RGB image with different noise levels; (b) Zoomed region between 0-2% of misclas-
sified pixels.
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similar coloured small spots are all classified into the disease class. Applying sg-FCM
to the potato image gives the results as shown in the image of figure 3.6(c). With the
5×5 window, the pixels of small blobs receive such a condition value that these pixels
are guided into the good skin class. The experiment shows that the use of a-priori
spatial information of spot size during clustering makes it possible to discriminate
between objects with similar spectra. The result of FCM-MAJORITY with a 5× 5
window is shown in figure 3.6(d) and indicates that not all of the smaller spots have
been removed, in contrast with the sg-FCM result.
3.4.4 Experiment 3: Segmentation of a multivariate image of pep-
pers
In this experiment a multivariate RGB image is segmented with FCM, sg-FCM and
FCM-MAJORITY. The image (145x148 pixels, pixel size= 0.5 mm.) consists of pep-
pers of different shape, colour and size. Several specular refections are visible in the
image owing to the shiny surface of the peppers. This results in spurious specular
pixels and regions which are enveloped by spurious edges. The original image is
shown in figure 3.7(a) and contains the classes dark green pepper, light green pepper,
red pepper, shadow (black) and specular reflections (white). For the initialization of
the FCM and sg-FCM routines, the number of classes is set to 5, m=2, ε = 0.0001 and
the euclidian distance is used. A 3× 3 window is selected during the sg-FCM clus-
tering which serves as the geometrical model that describes the small edges and spu-
rious pixels. The image shown in figure 3.7(b) is segmented by the traditional FCM.
It shows that some of segmented regions are indeed enveloped by spurious edges, es-
pecially those regions which corresponds to specular reflections. Figure 3.7(c) shows
the result after clustering with sg-FCM with the 3× 3 window. Both the spurious
pixels and spurious envelopes around the specular regions are removed. The extra
spatial information sees to it that spurious edge pixels are merged with the class of
the surrounding pixels. The image depicted in figure 3.7(b) is the result of the FCM-
MAJORITY segmentation with a 3× 3 window. It shows that the greater part of
the spurious pixels are removed but almost all of the spurious envelopes are left in-
tact. The images segmented by sg-FCM and FCM-MAJORITY show the difference
between both approaches. In sg-FCM, pixels can gradually move to another class
after each iteration, whereas the FCM + majority filter combination tries to correct all
segmentation errors in a single iteration, which is not always possible.
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(a) (b)
(c) (d)
Figure 3.6: Results of traditional FCM, sg-FCM and FCM-MAJORITY for Nicola potato
image. (a) original Nicola potato image; (b) FCM segmented image; (c) sg-FCM segmented
image; (d) FCM-MAJORITY segmented image.
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(a) (b)
(c) (d)
Figure 3.7: Results of traditional FCM, sg-FCM and FCM-MAJORITY for peppers image.
(a) original image of peppers; (b) FCM segmented image; (c) sg-FCM segmented image; (d)
FCM-MAJORITY segmented image.
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3.4.5 Experiment 4: Circle detection in a multivariate candy im-
age
In this experiment, a multivariate image with different kind of candy of different
colour and shape is segmented with sg-FCM, FCM and FCM-MAJORITY. For the
initialization for FCM and sg-FCM routines, the number of clusters is set to 4, m=2,
ε = 0.00001 and the euclidian distance measure is used. The image size is 320 x 286
pixels (pixel size=0.14 mm.) and is recorded with the ImSpector imaging setup as
described in section 3.4.1. Because of computer memory limitation the number of 257
variables of the original multivariate image was reduced to 12 variables, where each
plane is the average of 20 planes. E.g. the first 20 wavelengths are averaged to form
plane 1, the next 20-40 form plane 2 etc. Although in general this reduction technique
may remove small spectral features, it is permitted for this image as the spectra are
smooth and do not contain small spectral features within the window of 20 planes.
The background of the image contains no information and is removed from the image
before the clustering was started. The image contains 4 pieces of rectangular shaped
candy, 3 pieces of circular shaped candy (M&M) with a shiny surface and 1 circular
shaped candy (peppermint) with a matt surface. Both the circular M&M’s and the
peppermint have different diameter, which is not known a priori. A pseudo-colour
image of the candy is shown in figure 3.8(a). The image contains the colour classes
red M&M, blue M&M, white peppermint and dark yellow candy, The shiny surface
of the different candy produces specular reflections on most pieces of candy. These
reflections influence the segmentation result, as shown in the FCM segmented image
of figure 3.8(b) where the reflections are clearly visible on the three smaller circles
and the rectangular shaped candy. The FCM classified the specular regions to the
class of the two lower rectangular shaped candy bars (light gray). The image also
shows that the 4 candy bars and the two lower circles are surrounded by spurious
edge pixels which are located on the transition between object and background.
A-priori knowledge such as the homogeneity of the circular shaped candy is used
by sg-FCM to remove the specular regions and the spurious edge pixels. The edge
image and the detected circles after the Hough transform are shown in figure 3.8(c)
and 3.8(d). The Hough image shows that 4 circle candidates have been detected,
3 M&M’s and the peppermint. These circle candidates are used to determine the
value for the condition fik in sg-FCM to guide the clustering process. The sg-FCM
segmented image, visible in figure 3.8(e), shows that the specular regions of the 3
M&M’s have been guided to the correct M&M class. Furthermore, the spurious edge
pixels that surrounded the lower M&M and the peppermint are classified correctly.
The FCM-MAJORITY segmented image in figure 3.8(f) shows that only single pixels
are removed in the rectangular shaped candy bar. The spurious edges and the specular
reflections on the circular candy cannot be removed by the 3×3 majority filter. This is
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(a) (b) (c)
(d) (e) (f)
Figure 3.8: Results of traditional FCM, sg-FCM and FCM-MAJORITY for a multivariate
candy image. (a) original candy image; (b) FCM segmented image; (c) the detected edges;
(d) Hough image with 4 detected circles; (e) sg-FCM segmented image; (f) FCM-MAJORITY
segmented image.
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because the FCM + majority filter combination lacks the a-priori spatial information
which serves as the geometrical model in sg-FCM for circle detection.
3.5 Conclusion
In this paper, Spatially Guided Fuzzy C-Means (sg-FCM) is presented to segment
multivariate images using both spectral and spatial information. The technique is
based on Fuzzy C-Means clustering (FCM) and uses information from the spatial do-
main to guide de spectrally based clustering. The addition of a priori shape informa-
tion from the spatial domain makes it possible to intervene in the clustering process
and correct segmentation errors during clustering. By using specific a priori informa-
tion reflected by a geometrical shape description, objects of different shape and size
can be detected in the multivariate image. The performance of Spatially Guided FCM
is compared with both FCM and the sequence of FCM and a majority filter (FCM-
MAJORITY) in experiments with multivariate images where spectral information
is not sufficient to discriminate between objects. The sg-FCM segmented images
showed more homogeneous regions and less spurious pixels compared to FCM and
FCM-MAJORITY results.
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Chapter4
Multivariate image segmentation
with cluster size insensitive Fuzzy
C-Means
Abstract
This paper describes a technique to overcome the sensitivity of fuzzy C-means
clustering for unequal cluster sizes in multivariate images. As FCM tends to balance
the number of points in each cluster, cluster centers of smaller clusters are drawn to
larger adjacent clusters. In order to overcome this, a modified version of FCM, called
Conditional FCM, is used to balance the different sized clusters. During the cluster-
ing process, the ratios between the cluster sizes are determined and a corresponding
condition is calculated. This condition value balances the influence of objects from
larger clusters to smaller clusters. Experiments with the cluster size insensitive FCM
(csi-FCM) on different numerical datasets, synthetic and real multivariate images for
different number of clusters and cluster sizes show the improvement compared to
FCM and FMLE.
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4.1 Introduction
The present consumer market demands high quality vegetables and fruits. Some con-
sumer criteria are related to the presence of external defects, deformations and visible
diseases. Inspection systems based on image analysis offer a possibility to inspect the
quality of these products in advance. To detect external defects existing visual inspec-
tion systems available on the market use gray-value or colour cameras. However, the
discrimination between similar defects can be a burden for these camera systems [1].
Furthermore, latent defects or diseases remain invisible for these systems. The detec-
tion of these latent defects is of great importance as these defects affect the long-term
quality of the product. Only use of the spectral properties of the constituents of these
defects offers possibilities to determine latent defects and discriminate between sim-
ilar defects. Multivariate images such as produced by Magnetic Resonance Imaging
(MRI) devices and multispectral cameras reveal information about the constituents
of the product under inspection. In cases where only a single image or a few images
with no a priori spectral information is available, no training set can be extracted from
these images to train a supervised classifier. Fuzzy C-Means (FCM) is especially ap-
plied as an unsupervised segmentation technique for those images [2, 3]. The unsu-
pervised nature of FCM and its ability to detect clusters of different shape such as
spherical, elliptical, shells and lines makes it a versatile and popular technique [4, 5]
for the segmentation of Magnetic Resonance (MR) images [6, 7], multispectral im-
ages [2, 8] and Red/Green/Blue (RGB) color images [9, 8]. Such multivariate images
are produced by computer vision based inspection systems [1] where cameras inspect
the product for defects. The computer segments the image into several classes and
the number of pixels in each class is counted. Based on the number of pixels within
a class and a predefined threshold value, the computer accepts or rejects the product
under inspection. For those type of multivariate images with multiple classes, the
number of pixels in a defect class, which represents the defects, is much lower than
the pixels in the remaining classes.
When FCM is applied as a clustering technique to segment these images, care should
be taken when the number of pixels in the different classes diverge. The center of the
smaller clusters tends to drift to the adjacent larger clusters. As a result, the parti-
tioning of the data space, and thus the final segmentation, will be influenced by this
cluster size sensitivity. Incorrect segmentation may result in a false rejection of the
product under inspection.
The sensitivity for unequal cluster sizes is a well-known drawback of all least-squares-
based algorithms [6, 10]. The reason for this tendency is that FCM uses a sum of
squared errors objective function and approximately-equal cluster populations result
in smaller values of this objective function [11, 12]. As a result, FCM solutions tend
to equalize cluster populations.
4.2 INTRODUCTION 71
In literature, two FCM based techniques have been reported that overcome this clus-
ter size sensitivity [13, 3]. The semi-supervised FCM (ssFCM) algorithm [3] is a
FCM based clustering technique that uses weight factors to balance the different
cluster sizes. It uses the Euclidean norm as a measure of distance to search for hyper-
spherical shaped clusters. Objects in small clusters receive higher weight factors than
objects in larger clusters. Objects with higher weight factor prevent the centers of
small clusters from drifting towards larger clusters. The user must select the objects
that receive a weight factor and also determine the value for this weight factor. This
user intervention requires a-priori information about the final classes of the objects
and the cluster sizes, which may not always be available a-priori. Another difficulty
of this method is that the value of these weight factors is dataset size dependent.
The second alternative for the cluster size sensitive FCM is the Fuzzy Maximum
Likelihood Estimation (FMLE) algorithm [13], which accounts for variations in clus-
ter shapes, cluster densities and the number of pixels in each class. The exponential
distance function of the FMLE algorithm requires the computation of the clusters
covariance matrices and their corresponding inverses. The computation of such a co-
variance matrix requires a large number of training points. In practice, only a finite
number of points are used to estimate the covariance matrix. If there are not enough
data points available in the dataset, the covariance matrix becomes singular and the
FMLE algorithms breaks down. Besides the risk of covariance matrix singularity
there is also the computation time property. As the dimension of the data increases,
the calculation of the covariance matrix, the inverse covariance matrix and the deter-
minant becomes more and more time consuming [14, 9]. These two issues make the
FMLE algorithm less suitable as an alternative for the cluster size sensitive FCM and
this probably explains why the FCM with the Euclidian distance is preferred in many
applications for the segmentation of multivariate images [9].
The FCM-based technique presented in this paper overcomes the cluster size sensi-
tivity of FCM. It requires neither a-priori information about the final classes of the
objects nor information about the size of the clusters. During clustering, the a-priori
cluster probability is determined and updated after each iteration. This cluster proba-
bility is used to balance the unequally sized clusters between intermediate iterations.
This has resulted in a cluster size insensitive version of FCM (csi-FCM) suited for
the segmentation of multivariate images.
The paper is organized as follows: Section 4.2 discusses the FCM algorithm and the
principle of csi-FCM. Section 4.3 shows the results of experiments with small nume-
ric datasets, synthetic and real world multivariate images. For small numeric datasets,
the performance of csi-FCM is compared with the performance of both FCM and ss-
FCM. For the segmentation of multivariate images obtained from computer vision
based inspection systems, the results of csi-FCM are compared with the results of
FCM and FMLE. In the last section, the conclusions are given.
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4.2 Theory
4.2.1 Fuzzy C-Means clustering (FCM)
Given a set of n data patterns, X = x1, ...,xn, the FCM algorithm minimizes the
weighted within group sum of squared error objective function J(U,V) [11]:
J(U,V) =
n
∑
k=1
c
∑
i=1
umik d2(xk,vi) (4.1)
where xk is the k-th p -dimensional data vector, vi is the prototype of the center of
cluster i, uik is the degree of membership of xk in the i-th cluster, m is a weighting
exponent on each fuzzy membership, d(xk,vi) is a distance measure between object
xk and cluster center vi, n is the number of objects and c is the number of clusters.
A solution of the objective function J(U,V) can be obtained via an iterative process
where the degrees of membership uik and the cluster centers vi are updated via:
uik =
1
∑cj=1
(
dik
d jk
) 2
m−1
(4.2)
with dik the distance between object k and cluster i, d jk the distance between object k
and cluster j,
vi =
∑nk=1 umik xk
∑nk=1 umik
(4.3)
with the constraints:
uik ∈ [0,1],
c
∑
i=1
uik = 1 ∀k, 0 <
n
∑
k=1
uik < N ∀ i (4.4)
According to the update formula for the cluster prototypes (equation 4.3), objects
with low membership values for that particular cluster have a small contribution to
the final position of that particular cluster prototype. This is the general principle on
which csi-FCM is based: by weakening membership values of objects that belong to
the larger cluster, the contribution of those weakened objects to the cluster centers
of the smaller clusters will be small. As a result, the cluster centers of the smaller
clusters will not drift to the larger adjacent cluster. A modified version of FCM,
called conditional FCM [15], is used to weaken the membership values of objects.
The principle of conditional-FCM is discussed in the next section.
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4.2.2 Conditional Fuzzy C-Means clustering
Conditional FCM (c-FCM) is a FCM based clustering technique where the clustering
is influenced by an auxiliary variable to guide the outcome of the clustering process.
The original idea of c-FCM is that in cases where clustering is used and some a-priori
information is available, it might be advantageous to use this a-priori information
to influence the clustering process [15]. This a-priori information is translated in a
value for the auxiliary variable, which influences the clustering. A fixed value for this
auxiliary variable is given beforehand or the value is continuously updated during
clustering [8]. The principle of c-FCM is as follows: For each labelled pattern xk,
there exists an auxiliary condition variable fk, further referred to as condition, where
fk ranges from [0,1]. The update procedure for the partition matrix U is now changed
into:
uik =
fk
∑cj=1
(
dik
d jk
) 2
m−1
(4.5)
with the modified constraint
c
∑
i=1
uik = fk (4.6)
For condition values equal to 1, the object is unconditioned and the partition update
procedure is similar to the partition update procedure of FCM. A small value of the
condition results in a low membership value for all clusters, which minimizes the
contribution of that particular object to all cluster centers.
4.2.3 Cluster size insensitive FCM (csi-FCM)
The general principle of the technique presented in this paper is to weaken the contri-
bution of objects from larger clusters to the prototypes of smaller clusters to prevent
smaller clusters from drifting towards larger adjacent clusters. This is achieved by as-
signing low conditional values to objects of larger clusters and giving high conditional
values to objects of smaller clusters. As a result, objects with low membership values
uk for cluster i contribute less to the final position of cluster prototype i, according
to equation 4.3. Objects of the smallest cluster are unconditioned, their contribution
to the prototype of the smallest cluster is maximal when the condition fk for these
objects is set to 1. The objects of the remaining clusters receive a condition which
is less then 1 ( fk< 1) to minimize their contribution to the prototype of the smaller
clusters. The condition value is determined by Pi, the a-priori probability of selecting
the ith cluster:
Pi =
Ni
N
(4.7)
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where Ni is the number of points in cluster i after defuzzification and N is the total
number of points in the dataset. The a-priori cluster probabilities are determined
and updated during clustering by converting the fuzzy partition matrix U to a crisp
partition matrix. The procedure of maximum membership is used to defuzzify each
object in the partition matrix U . The maximum membership procedure assigns object
k to the class C with the highest membership:
Ck = argi{max(i=1,2,...,c)(uik)} (4.8)
Objects which are classified to class i during the defuzzification stage receive a con-
dition equal to:
fk,i = 1−Pi (4.9)
where fk,i is the condition for an object k classified to class i in the defuzzification
stage.
As stated above, the contribution of objects from the smallest cluster to the pro-
totype of the smallest cluster is maximal when the condition of these objects is set to
1. In order to obtain a condition fk=1 for the objects of the smallest cluster, a scaling
is required for the conditions. First,the smallest prior probability is determined:
Pimin = Pi | Pi < Pj; j = 1,2, ...,c; i 6= j (4.10)
Now the scale factor is determined as to scale all condition values:
ScaleFactor = 1
1−Pimin
(4.11)
Combining the scalefactor and the condition results in a condition value fk,i for object
k classified to class i:
fk,i = 1(1−Pimin)
∗ (1−Pi); i = 1,2, ...,c (4.12)
The equation above shows that in cases when Pi = Pimin , the objects of the smallest
cluster are unconditioned.
After each iteration step, the error between iteration t and the previous iteration
t−1 is calculated:
Et = ‖Ut −Ut−1‖ (4.13)
If error Et is below a predefined value of the stop criterion ε , a new iteration step of
the csi-FCM starts with a new condition fk,i for each object. The value for the stop
criterion ε is set beforehand, identical as with FCM. To prevent that the csi-FCM gets
trapped in a local minima, the csi-FCM algorithm is initialized with FCM. Once the
FCM is stopped, the csi-FCM algorithm continues with the values for the centroids
and membership values obtained from the FCM iteration.
4.3 EXPERIMENTS 75
4.3 Experiments
Experiments have been carried out to compare the performance of csi-FCM with three
different FCM based techniques. In the first experiment, a known numeric dataset
with unequal cluster sizes is considered to compare the csi-FCM results with ssFCM
and FCM. In the second experiment, the results of segmenting a synthetic multivariate
image with unequal classes with FCM, csi-FCM and FMLE are compared. The ex-
periment is repeated for different noise levels to simulate different degrees of cluster
overlap. In the third experiment, the sensitivity of the initialization of both csi-FCM
and FMLE are compared. As both algorithms use FCM to initialize the values for
the prototypes, the effect of using different values for the stop criterion ε is studied.
In the last 2 experiments, real world multivariate images with an unequal number of
pixels per class are segmented with FCM, FMLE and csi-FCM to compare the seg-
mentation performance. Unless mentioned otherwise, random numbers are used for
the initialization of the cluster centres. The maximum membership procedure is used
in all experiments to convert the fuzzy partition matrix to a crisp partition matrix.
4.3.1 Instrumentation
Two different experimental setups are used to record the multivariate images. The
potato image in experiment 4 is recorded with a 3 CCD Sony camera where a prism
in the camera splits the incoming light of the visible electromagnetic spectrum into a
red, green and blue part for each corresponding CCD. The 3 CCD images are digi-
tized by a framegrabber in the computer combined to a multivariate color image with
3 variables (Red, Green and Blue). The values for red, green and blue in the synthetic
color images of experiment 2 are created manually via the computer.
The multispectral minced meat image in experiment 5 is recorded with an Im-
Spector V7 imaging spectrograph (Spectral Imaging Ltd. Oulu, Finland) mounted on
a Peltier cooled Qimaging PMI-1400EC monochrome camera. The ImSpector V7
produces a multispectral image where the 396-736 nm part of the electromagnetic
spectrum is recorded in 257 small bands (every 1.3 nm) for every pixel. The incom-
ing light is split by a prism-grating-prism and projected on the 2 dimensional CCD
in the camera. One dimension of the CCD records the line pixels (spatial axis) and
the other dimension contains the spectral information (spectral axis) of each pixel. A
2-dimensional spectral image is obtained by moving the object under the ImSpector
during recording. Detailed information about the used multispectral imaging setup is
described in literature [16].
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4.3.2 Experiment 1: numerical example with unequal clusters
In this experiment, two known datasets with 2 and 3 classes are used [6]. Dataset
number 1 consists of 43 two-dimensional vectors falling into 1 of 2 groups. The
larger group is made up of 40 points and the smaller group contains 3 points. Dataset
number 2 consists of 3 groups, the largest group consists of 40 points, the second
largest group consists of 6 points and the smallest group is made up of 3 points. Fig-
ure 4.1(a) shows the results of clustering with FCM using c=2, m=2, ε = 0.00001 and
the Euclidean norm. The figure shows that the center of the smaller cluster drifts to
the larger cluster due to the tendency of FCM to equalize the number of points in the
cluster. With csi-FCM, the centers of smaller clusters are prevented from drifting to
larger clusters by assigning low conditional values to all objects of the larger cluster.
As a result, objects with low condition values have less influence on the position of
the prototype of the smaller cluster and the prototype stays at its original position.
This is shown in figure 4.1(b) where the csi-FCM finds the desired clusters correctly.
Figure 4.2 shows the result for a dataset with 3 classes. Again, FCM assigns ob-
jects from the larger cluster to the smaller cluster in order to equalize the number of
points in each cluster. Figure 4.2(b) shows that csi-FCM can handle multiple unequal
classes, the desired clusters are found correctly. The ssFCM algorithm and the csi-
FCM algorithm give similar result for both experiments, only csi-FCM requires no
a-priori information.
4.3.3 Experiment 2: segmentation of a synthetic image with 3 un-
equal classes
Figure 4.3(a) shows a synthetic multivariate image with 3 variables (Red, Green
and Blue) and 3 classes: a background class (R=125, G=75, B=50), a square class
(R=150, G=50, B=50), which consists of 2 equally sized squares, and a rectangle
class (R=150, G=75, B=50). The image contains 9940 pixels, the background con-
tains of 8145 pixels, the 2 small squares both contain 1080 pixels and the small hor-
izontal rectangle contains 715 pixels. The value of a pixel in a single image plane
ranges between 0 and 255. Gaussian noise is added to the image to simulate adja-
cent clusters with different overlap. The noise varies in range from µ = 0, σ = 0 to
µ = 0, σ = 8, resulting in 8 images of increasing cluster overlap. The images are
segmented with FCM, csi-FCM and FMLE with parameters c=3, m=2, ε = 0.00001.
The true cluster center values are used as initial values for the cluster centers to verify
that the results are not affected by centroid initialization. The number of misclassi-
fied pixels for FCM, csi-FCM and FMLE are counted during the experiments and are
listed in table 4.1 for the 8 different noise values. The FMLE was not able to segment
the first synthetic image as this image contained no noise and thus no covariance ma-
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Figure 4.1: Two clusters of unequal size. (a) Results of clustering with FCM, (b) Results of
clustering with csi-FCM.
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Figure 4.2: Three clusters of unequal size. (a) Results of clustering with FCM, (b) Results of
clustering with csi-FCM.
4.3 EXPERIMENTS 79
trix could be estimated. The results show that the csi-FCM and the FMLE algorithm
image noise # misclassified # misclassified # misclassified
no. variance pixels FCM pixels csi-FCM pixels FMLE
1 0 0 0 NA
2 1 0 0 0
3 2 0 0 0
4 3 76 3 13
5 4 3594 49 49
6 5 3795 148 83
7 6 3964 339 265
8 7 4191 584 425
Table 4.1: Number of misclassified pixels after clustering with FCM, csi-FCM and FMLE at
different noise levels.
outperform the FCM algorithm for all noise levels. It shows that the number of mis-
classified pixels for FCM increases rapidly, even for small values of the noise. As the
cluster overlap increases, the FMLE algorithm performs better than the csi-FCM.
To visualize the difference of clustering outcome between FCM and csi-FCM,
the result of image 6 (noise µ = 0, σ = 5) is shown. The FCM segmented image
in figure 4.3(b) shows that the background and the small rectangle class are not well
segmented, pixels of the square class appear in the rectangle and pixels of the rectan-
gle class appear in the background. The corresponding plot of the Red versus Green
variable, as shown in figure 4.4(a), explains this. The plot shows that the center of
the small rectangle cluster is closely located to the center of the adjacent larger back-
ground cluster. As a result of this, pixels of the rectangle class are classified both
to the background class and the square class. Furthermore, pixels of the background
class are classified as rectangle. Although the 2 squares are correctly segmented,
the plot shows that the prototype of the cluster is not positioned in the center of the
cluster, which indicates that this prototype is also drawn to the larger background
cluster. Figure 4.3(c) shows the segmented image after clustering with csi-FCM. The
3 different objects are clearly visible and only few pixels are misclassified. The 3
corresponding clusters are clearly visible in the plot, as shown in figure 4.4(b). The
prototypes are located in the center of the cluster, which indicates that the larger back-
ground cluster does not affect the location of the smaller cluster centners. The image
depicted in figure 4.3(d) visualizes the condition value for each pixel. A dark color
represents a low condition value and a white value corresponds with a high condition
value. As expected, the majority of background pixels receive a low condition and
the pixels of the small rectangle remain unconditioned, the condition for those pixels
is set to 1.
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(a) (b) (c) (d)
Figure 4.3: Synthetic image with noise µ = 0, σ = 5 containing three classes of unequal
size, a background class, a square class and a rectangle class. (a) Original noisy image with
three classes; (b) Results of clustering with FCM; (c) Results of clustering with csi-FCM; (d)
Conditional image generated by csi-FCM.
4.3.4 Experiment 3: sensitivity to the initialization of csi-FCM
and FMLE
As only the csi-FCM and the FMLE algorithm require an initial partition of the
dataset by FCM, a sensitivity analysis is performed. In this experiment, synthetic
image 6 from experiment 2 is used with noise level µ = 0, σ = 5. The value of the
stop criterion ε for FCM is varied and in two experiments the effect on the csi-FCM
and FMLE clustering result is evaluated. The FCM stop criterion ε ranges from 0.05
till 1.0 in steps of 0.05, which results in 20 experiments with different values for the
stop criterion. For each value of ε , the experiment is repeated 10 times with ran-
dom initialization values for the cluster centroids. The initialization values are stored
and used in the FCM for both the csi-FCM and FMLE experiment. The csi-FCM
and the FMLE algorithm stop when the number of misclassified pixels no longer de-
creases or when the algorithm is trapped in a local minimum. The average number
of runs, the number of local minima and the required computation time are shown in
table 4.2. The results of the initialization sensitivity experiment show that csi-FCM
always converges to a minimum and correctly partitions the dataset. The FMLE al-
gorithm conversely, fails 84 out of 200 runs to partition the dataset correctly and ends
in a local minima. From the experiment, it turned out that there is no correlation
between the absolute value of ε used to stop the FCM and the occurrence of a false
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Figure 4.4: Plot of Red versus Green variable after clustering the synthetic image. (a) Results
of clustering with FCM; (b) Results of clustering with csi-FCM.
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csi-FCM FMLE
Number of iterations 21.6 23.1
Average computation time (sec.) 8.28 15.23
Number of local minima 0 84
Table 4.2: Results of initialization sensitivity of csi-FCM and FMLE after 200 runs.
minima. A false minima occurs when the initialization values for the cluster centers
are not well selected and do not depend of the absolute value of ε . The results do
show that csi-FCM is less sensitive for cluster centroid initialization in comparison
with FMLE. Furthermore, FMLE requires more iterations and thus more computation
time to achieve the same partition.
4.3.5 Experiment 4: segmentation of a multivariate potato image
In this experiment, a part of a multivariate potato image is segmented in 3 classes.
The image contains the classes potato skin, potato greening (large area in the left top
of figure 4.5(b)) and the fungus rhizoctonia (black spots). The subimage is segmented
with FCM, csi-FCM and FMLE using c=3, m=2, ε = 0.00001. The FCM clustering
results are shown in figure 4.5(c). The segmented image shows that FCM erroneously
merges the classes greening and black spots and oversegments the larger potato skin
class in two different classes in order to equalize the number of pixels per cluster. As
a result, the black spot class remains undetected due to the small number of pixels
in this class. Figure 4.5(d) shows the segmented image after clustering with csi-
FCM. The 3 different classes are correctly segmented, the black spot class and the
greening class are nog longer merged and the pixels of the potato skin class are in
a single class. The conditional image of figure 4.5(e) shows the condition of each
pixel. Again, the colors vary from white (high condition value) to dark (low condition
value). In the image, the white color of the black spot class pixels indicate that these
pixels are unconditioned, as this class is the minority class. The pixels of the potato
skin class receive a low value for the condition, as this class is the largest class. The
corresponding plots of the Red versus Green variable of the FCM and csi-FCM are
shown in figure 4.6. The effect of conditioning is clearly visible in the csi-FCM
plot. The center of the smaller black spot class is no longer drawn to the adjacent
greening class, which is the case in the FCM-plot of figure 4.6(a). The plot also
shows that the conditioning not only affects the center of the smallest cluster, all
cluster centers are positioned at different locations after the csi-FCM clustering. The
potato image is also segmented with FMLE and the results of both algorithms are the
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Figure 4.5: Segmenting a potato image with 3 classes: good skin, greening and black spots.
(a) Original potato image; (b) Subimage; (c) Results of clustering with FCM; (d) Results of
clustering with csi-FCM; (e) Conditional image generated by csi-FCM.
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Figure 4.6: Plot of Red versus Green variable after clustering potato subimage. (a) Results of
clustering with FCM; (b) Results of clustering with csi-FCM.
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same. Although the required number of iterations is the same for both FMLE and
csi-FCM, the required computation time differs. The average required computation
time after 10 runs is 14.8 seconds for csi-FCM and 22.2 seconds for FMLE.
4.3.6 Experiment 5: segmentation of a multivariate image of minced
meat
In this experiment, a multivariate image with 4 unequal classes is segmented with
FCM, csi-FCM and FMLE using c=4, m=2, ε = 0.00001. The image is recorded
with the ImSpector imaging setup as described in section 4.3.1. The number of 257
variables of the original multivariate image is reduced otherwise a covariance matrix
and its inverse, required by the FMLE algorithm, cannot be calculated due to com-
puter memory limitation. Therefore, the image is reduced to 12 planes, where each
plane is the average of 20 planes. E.g. the first 20 wavelengths are averaged to form
plane 1, the next 20-40 form plane 2 etc.
The image size is 320 x 286 pixels. The image contains a petri disk filled with a piece
of minced meat with the classes petri disk, dark meat, light meat and fat, as shown
in figure 4.7(a). The difference between dark meat and light meat is caused by the
amount of blood in the meat. The dark gray pixels represent the dark meat class and
the white spots represent the fat class. The light meat class surrounds the fat class
and gradually turns into the dark meat class. The classes dark meat, light meat and
fat contain overlap and are therefore hard to separate. The entire image is segmented
in the experiment but only the subimages are shown to improve the visualization of
the differences. Random values for the centroids are selected and the experiment is
repeated for 10 times. The average number of iterations required by FCM, csi-FCM
and FMLE after 10 runs are shown in table 4.3. The results of the preceding FCM
initialization are not included in the results of both csi-FCM and FMLE. The results
FCM csi-FCM FMLE
Number of iterations individual algorithm 73 49 168
Average computation time for segmentation (sec.) 560 398 3297
Average computation time for a single iteration (sec.) 7.7 8.1 19.6
Table 4.3: Results segmenting the multivariate minced meat image with FCM, csi-FCM and
FMLE.
in table 4.3 indicate that the FMLE converges not as fast as csi-FCM, the FMLE
requires more than 3 times the number of iterations compared to csi-FCM. Further-
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more, a single iteration of FMLE requires 2.4 more computation time because of the
calculation of the covariance matrix and its inverse for each cluster. This makes the
csi-FCM 8.3 times faster than FMLE for this multivariate image. Table 4.4 shows
the average percentage of pixels per class for the three algorithms after segmenta-
tion. The percentage of pixels classified as petri disk is approximately equal for the
3 experiments, which is to be expected as this class is quite distinctive from the re-
maining classes. The difference between the FCM segmented image and the csi-FCM
petri disk dark meta light meat fat
FCM 7.8 40 40.5 11.7
csi-FCM 7.9 49.7 36.0 6.4
FMLE 7.4 79.8 12.1 0.7
Table 4.4: Average percentage of the pixels per class after clustering the entire multivariate
minced meat image with FCM, csi-FCM and FMLE.
segmented image is most distinctive in the fat class. The FCM classifies 11.7% of the
pixels as fat, as shown in figure 4.7(c), whereas the csi-FCM classifies merely 6.4%
of the pixels as fat, shown in figure 4.7(d). The percentages of the pixels per class
in table 4.4 show that not only the fat class is affected by the conditioning, also the
number of pixels in the light meat and dark meat class is different compared to the
FCM segmented image.
The FMLE cannot successfully segment the image without data preprocessing. Cer-
tain pixels of the fat class in the image are over-illuminated and must be removed
before clustering. Without the removal of the over-illuminated pixels the FMLE be-
comes unstable and fails to converge. Figure 4.7(e) shows the image segmented with
FMLE after the removal of the over-illuminated pixels. The classes fat and dark meat
are recognizable, but the light meat class is merged with the dark meat class and the
fat pixels are classified as light meat class. Few pixels, merely 0.7% according to
table 4.4, are classified as fat by FMLE (not visible in the subimage). The FMLE
underestimates the fat class and and overestimates the dark meat class. Because the
true class of the pixels is unknown, a product expert evaluated the segmented images.
The expert considers the fat class as overestimated in the FCM segmented image,
whereas the csi-FCM segmented image is considered to be more in resemblance with
the original image.
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Figure 4.7: Segmenting a multivariate image of minced meat with FCM, csi-FCM and FMLE.
(a) Original meat image; (b) Subimage of minced meat; (c) Results of clustering with FCM;
(d) Results of clustering with csi-FCM; (e) Results of clustering with FMLE.
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4.4 Conclusions
A modification of FCM to overcome the sensitivity of FCM for unequal cluster sizes
in multivariate images is presented in this paper. The csi-FCM algorithm uses a mod-
ified version of FCM to reduce the influence of objects of larger clusters. Objects of
larger clusters receive lower condition values in order to reduce their contribution to
the position of small cluster centers. Between subsequent FCM iterations, the a-priori
class probability is calculated and this probability determines the condition value for
each object. This makes csi-FCM unsupervised in its calculation of the condition
value. Besides the required number of clusters no additional parameter settings are
required.
Experiments with numerical datasets with unequal number of points per class show
that csi-FCM detects the classes correctly, in contrast with FCM. The sensitivity ex-
periment shows that csi-FCM is less sensitive for good cluster prototype initialization
values compared to FMLE. The use of csi-FCM for the segmentation of multivariate
images clearly shows improvement compared with FCM in case of hyper-spherical
shaped clusters with unequal number of points. Classes that remain undetected or
incorrectly estimated by FCM or FMLE are correctly detected by csi-FCM.
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Chapter5
A new strategy for the modelling
and representation of classes in
multivariate images
Abstract
This paper describes a new procedure for the estimation of classes in multivariate
images. The Feedback Multivariate Model Selection (FEMOS) procedure combines
unsupervised and supervised classifiers with a model evaluation criterion to extract
classes from the multivariate image in an iterative manner. The procedure uses a sub-
set of the multivariate image to estimate a general model and evaluates this model
with the original multivariate image via a model evaluation criterion. The FEMOS
procedure can be applied for the unsupervised segmentation of multivariate images
or for training and test set estimation from multivariate images. Furthermore, a new
coloring scheme, called class coloring, is presented for coloring of class labels in
segmented images. The coloring of class labels is automated which makes it inde-
pendent of the number of classes and shows more resemblance with the pseudocolor
multivariate image. The FEMOS procedure is tested on different real world multiva-
riate images and the results are compared with csi-FCM, a clustering algorithm. The
results show that the FEMOS procedure outperforms traditional routines in terms ro-
bustness and accuracy when applied as either unsupervised segmentation technique
or class modelling technique.
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5.1 Introduction
With the availability of multispectral camera’s which operate in the visible or near in-
frared region of the electromagnetic spectrum new application areas become available
in which both spatial information and spectral resolution can be used. The develop-
ment and applications of such multispectral imaging systems has been reported for
the quality inspection of poultry [1, 2] and chickens [3], measurement of ripeness of
tomatoes [4], quality inspection of citrus fruits [5], inspection of cherries [6], spatial
distribution of soluble solids in kiwi fruit and melons [7, 8] and detection of parasites
in cod fillets [9]. In the above inspection applications, the goal was to detect small
defects or abnormalities in the object under inspection with multispectral imaging. To
quantify the amount of defects or abnormalities in the inspected object classification
of the spectra is required.
For the classification of multispectral images several supervised and unsupervised
techniques are available which are thoroughly described in literature [10]. The un-
supervised techniques are able to partition the image in regions based on a user se-
lected number of classes but the huge amount of data in multispectral images requires
computational demands which are not feasible in most applications. A widely used
approach is to apply an unsupervised classifier to a small sample of the image data
for the estimation of the classes and then classify the entire multivariate image using
a supervised classifier trained with the estimated model [11]. It has been shown that
this strategy leads to under or overestimated classes in the segmented image [12].
Furthermore, different samplings may result in different segmentation results due to
the random nature of the sampling procedure. The supervised techniques require a
labelled training set from which the class boundaries are determined. Usually, a rep-
resentative training must be obtained from the multispectral image set which can be
a challenging task as there are multiple image bands to explore. A procedure for se-
lecting a representative training set and test set from multivariate images is based on
multivariate image analysis (MIA), as described thoroughly in literature [13]. MIA
uses Principal Component Analysis (PCA) for dimension reduction and with three
selected score images a pseudo color image is constructed which is used for visual-
ization and region selection. This procedure has been followed in several applica-
tions [9, 14] for the selection of training and test sets. The use of PCA as a dimension
compression technique has the advantage that the majority of the variance is pre-
sented by the first few principal components (pc). This reduces the exploration time
as only the first few pc plots and score images have to be explored. However, it is well
known that variation does not always correspond with the embedded information and
thus transforming the data may not visualize all the information [15]. In these cases,
exploring the original data is preferred which, of course, can also be carried out with
the MIA procedure. However, the exploration becomes more difficult and time con-
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suming because the information is spread over the full dimension of the data.
A characteristic feature of the MIA procedure is the possibility of a rough explorative
analysis of the multivariate image as regions in both the spatial and spectral domain
can be explored and visualized quickly. However, to select a training set from the
multivariate image with the MIA procedure, an exact selection of regions is required
which can be a challenging task. Pixels between two or more classes, the so called
mixed pixels, make the selection of a single class difficult. If a selection is made
too wide, the mixed pixels are included in the model and much misclassification will
occur. If the regions are made too narrow, correct classification will occur but with
a remainder of mixed pixels. In case of class overlap, quite a number of pixels are
in classes which are difficult to define. In case of overlapping classes or very dense
score plots the authors suggest the use of local models in which only a part of the im-
age is explored [13]. However, a disadvantage of local models is that larger objects
may remain undetected because only part of them is shown in each local image [13].
Other difficulties are the accuracy and the robustness of the MIA procedure. It is
not possible to verify that that all relevant classes have been selected, due to dense
classes, class overlap or mixed pixels small classes may be overlooked and therefore
will not be included in a training set. To prevent this, a thoroughly time consuming
course to fine exploration of the multivariate image is required. As the user selects
regions for training set extraction, the robustness of a training set cannot be guar-
anteed. Although one can state that the MIA procedure is an attractive method for
global exploration, it is time consuming for training set selection and requires a lot of
user experience.
Still, the MIA procedure inherently contains a very important evaluation character-
istic as the user can immediately evaluate the quality of a selected region. The con-
tinuously switching between the spatial and spectral domain gives the user a visual
feedback about the quality of the selected region and the user can adjust the selec-
tion if necessary. In this paper a heuristic procedure called Feedback Multivariate
Model Selection (FEMOS) is presented in which this so-called visual feedback is
automated. Classes are estimated from the multivariate image, the classes are used
to segment the entire image and the quality of the segmented image is evaluated via
a model evaluation criterion which compares the segmented image with the original
multivariate image. The output of the model evaluation criterion serves as a measure
of fit between the current model and the multivariate image and can be considered as
the essential core of the procedure. The outcome of the model evaluation criterion is
used to minimize the difference between the original image and the segmented image
by updating the used model in an iterative loop until a stop criterion is fulfilled.
As the FEMOS procedure is a general procedure for the modelling of classes it is
not dependent on a particular classification technique or image type which makes it
widely applicable. The goal of the presented work is to present a general procedure
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to estimate the available classes in a multivariate image without attempting to present
a new clustering routine or to estimate the exact number of classes. The paper is
organized as follows: Section 5.2 discusses the rationale of the FEMOS procedure.
Section 5.3 shows the results of experiments with different real world multispectral
images. In the last section, the conclusions are given.
5.2 Theory
5.2.1 Rationale of Feedback Multivariate Model Selection
The Feedback Multivariate Model Selection (FEMOS) procedure is a training set es-
timation procedure for multivariate images where the visual feedback principle as de-
scribed in the previous paragraph is implemented through a model evaluation criterion
that compares the segmented image with the original image. This model evaluation
criterion, which is at the heart of the FEMOS procedure, guides a model estimator
based on the difference between the original and the segmented image. The principle
of FEMOS is depicted in figure 5.1. The procedure starts with an initialization step in
which an initial class model of the image is created via a sampled subset. This initial
model is updated in an iterative loop in which the number of classes increases after
each run until a stop criterion is fulfilled.
model
evaluation
criterion
supervised
classifier
sampling
and initial
modelling
supervised
classifier
class
extension
I(x,y,z)
initialize
Iseg(x,y)
Iterative loop
model
update
Stop
criterion
No
Yes
Figure 5.1: The principle of Feedback Multivariate Model Selection.
5.2.2 Principle in detail
The initialization step consists of a sample and initial modelling stage and a super-
vised classifier. In the sample and initial modelling stage, a subset of pixels is taken
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from the multivariate image via stratified random selection. In stratified random sam-
pling, the image is divided into squares and in each square a number of randomly
located pixels are taken. With this subset, an initial two class model is estimated by
an unsupervised classifier. The output of this sample and initial modelling stage is
called a general model and consist of the centroid and covariance matrix for each
class. With this general model, a supervised classifier is trained in the next stage and
the entire image is classified with the supervised classifier. The result of the initializa-
tion stage is a segmented image with two classes and a corresponding general model
consisting of a centroid and a covariance matrix for both classes.
With this general model and the corresponding segmented image, the model evalu-
ation criterion is evaluated. The model evaluation criterion evaluates all classes of
the segmented image with a predefined criterion. Usually, a similarity criterion is
selected which assumes that the image consists of homogeneous classes. The class
which gives the worst criterion performance is labelled as the candidate class and
will be further explored in subsequent class extension stage if the stopcriterion is not
fulfilled.
In the class extension stage, a two-class unsupervised classification is performed on
a subset of pixels from the segmented image which are labelled with the candidate
class label. The subset is obtained again via stratified random sampling. The under-
lying idea is that the bad performance of the candidate class is due to the fact that
this class contains two or more classes. The outcome of the class extension stage is
an estimated two class model consisting of a centroid and a covariance matrices for
the two classes. The cluster size insensitive FCM (csi-FCM) is used here as unsuper-
vised classifier in order to overcome the sensitivity of FCM for clusters which have
an unequal number of points [16].
In the model update stage, the original centroid and covariance matrix of the candi-
date class in the general model are replaced by the two new centroids and covariance
matrices of the class extension stage. Now, the general model has been refined as the
number of classes have increased by one. The data that represents the new refined
general model is clustered by the unsupervised classifier to rearrange the complete
general model.
In the last stage of the feedback loop a supervised classifier is trained with the updated
general model and the entire multivariate image is classified. The linear discriminant
analysis (LDA) is used here as supervised classifer[10]. In the next run, a new itera-
tion is carried out in which the updated general model and the segmented image are
evaluated by the model evaluation criterion again. When the procedure stops, the re-
sulting estimated general model contains a centroid and a covariance matrix for each
individual class.
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5.2.3 Model evaluation criterion
As mentioned in the previous paragraph, different criteria can serve as model evalu-
ation criterion that must relate with the available information in the image. Usually,
homogeneous regions are assumed and two criteria will be discussed in this paragraph
which can be applied. First, variance is considered as criterion for homogeneous re-
gions. The variance (VAR) within class i can be calculated via:
VARi =
1
Ni
Ni∑
j=1
((I(x,y,λ ) && Ii(x,y))−vi)2 (5.1)
where i is the current class, Ni is the number of pixels in the segmented image with la-
bel i, I(x,y,λ ) is the original 3-dimensional multivariate image composed of a number
of images I(x,y) recorded at different wavelengths (λ ), Ii(x,y) is the image contain-
ing only pixels of class i, and vi is the centroid of class i from the general model. The
first part of the equation is a masking operation (&&) where all pixels classified to
class i are extracted from the original image. Then, the variance between these pixels
and the centroid vi from the general model is calculated. If there are more classes
covered within the current class i, the variance will increase and the class is a can-
didate for further exploration. This equation implicitly holds the principle of visual
feedback as it relates the segmented image (Ii(x,y)) with the estimated centroid vi of
the general model.
Another model evaluation criterion which also includes the covariance matrix of
the estimated class is the average mahalanobis distance (AMi) between the pixels
assigned to class i and the centroid of class i:
AMi = 1Ni ∑
Ni
j=1 ((I(x,y,λ ) && Ii(x,y)−vi)T Cov−1i
(I(x,y,λ ) && Ii(x,y)−vi))2 (5.2)
where AMi is the averaged mahalanobis distance, i is the current class, Ni is the
number of pixels in the segmented image with label i, I(x,y,λ ) is the original 3-
dimensional multivariate image composed of a number of images I(x,y) recorded at
different wavelengths (λ ), Ii(x,y) is the segmented image containing only pixels of
class i, vi and Cov−1i are respectively the centroid of class i and the inverse covari-
ance matrix of class i from the general model. In general, other evaluation criteria
are possible as long as the criterion describes the difference between class i from a
general model and the pixels assigned to that class i in the segmented image. In mul-
tivariate images with homogeneous regions with no or little variance, the calculation
of a covariance matrix and its inverse can be a burden. In that case the variance cri-
terion may be used as it solely based on the variance in each class and thus easy to
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calculate. Also, the use of the euclidian distance instead of the mahalanobis distance
in both unsupervised and supervised classifiers is preferred with these type of images.
5.2.4 Stop criterion
A stop criterion is required to end the iteration loop of the FEMOS procedure. As the
FEMOS procedure uses an unsupervised classification technique to estimate a model
for the multivariate image it is possible to use one of the many cluster validation tech-
niques (e.g. Partition Density for FCM [17]) which is related to the used unsupervised
classification technique. A cluster validation technique tries to estimate the number
of classes by calculating a criterion for a range of number of classes. The number of
classes which correspond to a maximum or minimum value for this criterion (this is
validation technique dependent) is assumed to be the correct number of classes. How-
ever, the large number of published cluster validation techniques already indicate that
there is no single technique which performs well for different images. Experiments
with different cluster validation techniques have confirmed this [17]. Therefore, a
stop criterion is developed which is based on the particular model evaluation crite-
rion (see equation 5.1) used instead. An advantage of such a criterion is that it is
independent of the used unsupervised clustering technique, in contrast with general
cluster validation techniques. In case of the variance criteria, the stop criterion is
based on the scaled variance (SVAR) for all available classes:
SVARi =
1
∑cj=1 VARi
VARi ∀ i = 1..c (5.3)
where c is the number of classes and VARi is the calculated variance in class i, accord-
ing to equation 5.1. The scaling limits the range for VARi between 0−1, where lower
values of VARi result in a more precise model. A threshold value is set by the user
that defines the stop criterion, the procedure stops if the value of SVARi is below the
threshold value. The FEMOS procedure is implemented in a stand alone application
and extensive experiments with different type of images have shown that the thresh-
old value is less image dependent then user dependent. A threshold value of 0.25
gives good results for different type of images, as will be shown in the experiments.
5.2.5 Visualization and coloring of images and graphs
Multivariate image as pseudo color image
In order to visualize the multispectral image for the user a pseudo color image has to
be created. In the MIA procedure, three score images are selected to form a pseudo
color image. However, if no PCA is performed, score images are not available and
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three variables from the original image must be selected to represent these as Red,
Green and Blue. A drawback of this method is that only three variables at a time
can be shown at once. Finding out which components to choose and how to combine
them may lead to testing many combinations. A faster and very simple procedure
to create a pseudo color image from a raw N-dimensional multivariate image is to
distribute the N variables over the three color bands Red, Green and Blue of the color
image. The distribution of the N variables over the three color bands can be done
equally or according to a specific function, like the function that describes the color
sensitivity of the human eye. For each color band, the assigned variables are averaged
and scaled to the dynamic range of the color band, usually between 0 and 255. The
advantage of this procedure is that no variable selection is required and that all the
variables are included in the pseudo color image.
Coloring of segmented images and graphs
A common method to visualize the segmented image is to represent the segmented
pixels with a color that corresponds with a predefined label. This way of labelling can
give good contrast but the colors for the labels must be assigned beforehand. Another
method which shows more visual resemblance with the original (pseudo color) image
is to use the centroid of the class as color for the label instead. This method is called
class coloring. In case of a multivariate image with N variables, the N-dimensional
centroid must be reduced to a 3-dimensional pseudo centroid. This dimension re-
duction can be determined in either a similar way as described in paragraph 5.2.5 or
according to a user defined function. The result is that both the multivariate image
and the segmented image are represented as pseudo color images which share the
same color mapping, which makes them easy to compare.
The same coloring procedure can be used for the visualization of data, centroids and
covariance matrices in graphs. During a clustering process or after training a super-
vised classifier, the original image, the segmented image and the corresponding class
information can all be visualized in similar colorings.
The major advantage of class coloring is that it is independent of the number of
classes in the segmented image. Traditionally, if an extra class is required to de-
scribe the data, a new label is created with a corresponding assigned color for the
segmented image. With the presented class coloring method, a label color is au-
tomatically created as is just the (pseudo color) centroid of the new class. In the
section 5.3.2 and 5.3.3 the multispectral images are displayed according to the class
coloring method.
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5.2.6 Combing spatial and spectral information
The model evaluation criteria as described in paragraph 5.2.3 is based on spectral
information only. The mutual spatial relationship between pixels or the position of
pixels in the image is not exploited by the evaluation criterion yet. Noise, outliers and
mixed pixels in the image may influence the estimation of the general model as they
contribute heavily on the output of the model evaluation, as shown in equation 5.1.
As a result of this, the class containing these spurious pixels will have the worst
performance and is abusively marked as the candidate class for sub class exploration.
It is advisable that these type of pixels are removed from the set if this information
is available. The evaluation criteria can easily be extended so that spatial information
can be used during the model estimation procedure. Equation 5.1 is extended with a
spatial filter operation according to:
VARi =
1
Ni
Ni∑
j=1
((I(x,y,λ ) &&Fs(Ii(x,y)))−vi)2 (5.4)
where i is the current class, Ni is the number of pixels in the segmented image with
label i, Fs is the spatial filter operation, I(x,y,λ ) is the original 3-dimensional mul-
tivariate image composed of a number of images I(x,y) recorded at different wave-
lengths (λ ), Ii(x,y) is the image containing only pixels of class i, and vi is the centroid
of class i from the general model. The spatial filtering is applied on pixels with label i
in the segmented image before the calculation of the summed variance is performed.
To perform the spatial filtering in practice, all corresponding pixels with label i are
transformed to a 2D image (spatial domain) and the spatial filter operation is applied
to this image. After the filtering operation, the remaining pixels are backtransformed
to spectral domain and the model evaluation criterion is applied to the remaining
pixels of class i. The effect of this ordering is that noise or outliers have no effect on
the model estimation process. The type of spatial filter applied depends on the spatial
structure of the image. Choosing an appropriate filter is application depended and
no general rule for selecting a particular filter for a specific image type can be given.
E.g., typical structures in an image are formed by edge pixels which are positioned
on a transition between regions in the image. After applying a window operation
like a binary morphological open operation [18], which is a combined morphological
erode-dilate operation, edges of single pixels are removed and remaining blobs and
structures are preserved. The averaged mahalanobis criterion (equation 5.2) can be
extend with the spatial filter in the same way.
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5.2.7 Implementation issues
As described in the previous paragraphs, the FEMOS procedure takes a subset of the
image via stratified random sampling. The size of the subset is a user adjustable pa-
rameter, although this parameter has a lower bound. The lower bound of this parame-
ter is determined by the dimension of the data and the used classification techniques.
In case of linear decision boundaries, the required number of points in each class is
linear related with the dimension of the data, with quadratic classifiers, this relation
becomes quadratic [19]. There is no upper bound for the sampling size, using more
points only effects the speed of the procedure.
5.3 Experiments
Experiments with different type of multivariate images have been performed in which
the performance of FEMOS is evaluated for its segmentation performance for differ-
ent applications. In the first experiment, a multispectral image of wood is explored
which has been described in literature [20]. The image is explored with both the MIA
procedure and the FEMOS procedure and the segmentation results are compared.
Another application of FEMOS will be shown in the second example where an mul-
tispectral French fries image is segmented in regions containing several defects and
diseases. Although some of these defects and disease are visible for the human eye,
multispectral imaging is required to detect defects which appear invisible for the hu-
man observer. The example will show that FEMOS will be able to estimate all the
relevant classes from the multispectral image, including the for human invisible latent
defects. In the third experiment, the performance of FEMOS procedure is evaluated
when applied as a clustering technique. A color image of a African violet plant is
segmented by both FEMOS and csi-FCM. The flower in the image contains yellow
pistils which are difficult to segment and label in a single class as the small pistils in
the flowers form classes with very few points.
5.3.1 Instrumental
The color images used in the experiments are captured by a Sony 3-CCD colour cam-
era. A prism in the camera splits the incoming light of the visible spectrum into a Red,
Green and Blue part and the light is mapped on the corresponding CCD. A framegrab-
ber in the computer digitizes the 3 images and delivers 3 different 8-bit gray-value
images, which result in a multivariate colour image with 3 variables (Red,Green and
Blue). To obtain homogeneous lighting on the camera’s field of view, a special light-
ing chamber with high-frequency fluorescent tubes (6500K) was used.
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Figure 5.2 depicts the multispectral imaging measurement setup which is used for
the acquisition of multispectral French fries images. The multispectral French fries
images are recorded with an ImSpector V9 imaging spectrograph (Spectral Imaging
Ltd. Oulu, Finland) mounted on a Peltier cooled Qimaging PMI-1400EC (Burnaby,
Canada) monochrome camera. The camera contains a Kodak KAF-1400EC class
II CCD sensor (Eastman Kodak, Rochester,USA). The ImSpector V9 produces a
multispectral image where the 430-900 nm part of the electromagnetic spectrum is
recorded in 104 small bands (every 4.5 nm) for every pixel. The incoming light is split
by a prism-grating-prism and projected on the 2 dimensional CCD in the camera. The
CCD size is 1320 pixels along the spatial axis and 1035 pixels along the spectral axis
of the system. Since the number of pixels in the spectral direction is larger than the
number of distinguishable wavelength bands according to the specifications the pixels
can be binned with a factor 9 (1035/104≈ 9). A 2-dimensional spectral image is ob-
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Figure 5.2: An overview of the multispectral imaging setup.
tained by moving the object under the ImSpector during recording. The translation
table used to move the fries with respect to the camera is a Lineartechniek Lt1-SP5-
C8-600 translation table driven by a SDHWA 120 programable microstepping motor
driver (Ever Elettronica, Italy). The stepsize of the translation table was chosen to
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match the spatial resolution of the spatial axis. The number of steps was chosen to
capture the entire plate with French fries. The resulting images have a spatial res-
olution of 318 × 560 square pixels and a spectral dimension of 104 bands (about
100 MB) The used lighting setup consists of two Dolan-Jenner PL900 illuminators
(Andover St. Lawrence, Mass.) with 150 W quartz halogen lamps. The scene was
illuminated by two glass fiber optic line arrays (Vision Light Tech) of 0.002 inch ×
6 inch aperture. Two Rod lenses were positioned in front of the line arrays. Detailed
information about the used multispectral imaging setup and the spectral calibration is
described in literature [21].
5.3.2 Experiment with a multispectral image of pine and spruce
wood
In this experiment, a 7 band multispectral image (680,740,800,840,1010,1110 nm)
is explored with the FEMOS procedure. The image is recorded with a PbS camera
and a filter wheel (detailed information of the measurement setup can be found lit-
erature [22]). The image consists of two wooden disks and a pseudo color image is
shown figure 5.3(a). The upper disk in the image is cut from a spruce tree (with a
crack), the lower disk in the image is cut from a pine tree and both disks contain sev-
eral rings of wood and bark. The multispectral image is previously explored with the
MIA procedure [20] and the corresponding score plot is shown in figure 5.3(b). The
goal of the original work was to investigate if three specific spatial regions in both
disks contain the same chemical information. The spatial regions are the two types
of wood in the center region (dead xylem and a thin outer layer of living xylem), two
types of bark (dead floem and a thin layer of living floem) and the thin layer under
the bark (living xyelem). The (non selected) upper left cluster in the score plot cor-
responds with the background class and is ignored in the analysis. The three clusters
visible in the lower right corner of the score plot are selected according to the MIA
method and are backprojected in a single combined score image of figure 5.3(c). This
MIA score image shows corresponding regions in both disks, the center heart of the
upper disk (compression wood) is shown as a ring in the lower disk (living xylem)
and also the bark wood of both disks shows spectral spectral resemblance.
The result of the FEMOS procedure with the default setting of 0.25 for the stop
criterion is shown in figure 5.3(d). By using the variance criterion the similarity based
segmented image reveals more detailed information about the outer and internal re-
gions of the wood compared with the MIA analysis. Both disks reveal additional
rings below the bark wood which are visible in the other disk, either as additional
bark wood rings or as regions in the internal heart. Furthermore, the FEMOS seg-
mented image shows that the physical-chemical composition of the center part of the
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Figure 5.3: A multispectral image of wood. (a) The pseudo-color image; (b) Score plot; (c)
MIA combined score image; (d) The FEMOS 9-class segmented image.
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upper disk is not homogeneous, parts in the center of the upper pine disk are spectrally
similar to some of the bark wood rings of the spruce disk. This is not visible in the
MIA segmented images, due to mixed pixels and the small number of pixels in these
regions these regions are not visible as individual clusters in the score plot with any
combination of the PC’s which makes the reproduction of the FEMOS segmented im-
age with MIA analysis a challenging task. This example shows the superior value of
the FEMOS procedure where just a single run reveals detailed information of present
classes in the multispectral wood image.
5.3.3 Latent defect detection in multispectral French fries image
In a recently presented research [23] both RGB color and multispectral images taken
from fries from different cultivars are classified for the inspection of defects and dis-
eases. In this paper the feasibility is investigated to improve discrimination between
potato skin and potato defects and diseases on French fries with multispectral imag-
ing, in comparison with color imaging. A product expert labelled all visible defects
before the image acquisition. In this research MIA was applied for the exploration
of the multivariate images and training and test sets were extracted from the images.
The multispectral French fries images are recorded with the multivariate imaging
setup as described in paragraph 5.3.1. The image are preprocessed according to a
procedure which is thoroughly described in literature [23]. Besides defects like in-
ternal and external rot, peel, external damaging and internal browning, some of the
fries contain the defect greening. Potatoes turn green on a cumulative exposure to
light as a result of the formation of chlorophyll. Such tubers develop a bitter taste,
off -flavor and cause health hazards and, in some specific instances, death because
of high solanine content [24, 25, 26]. The concern with green potatoes is not the
chlorophyll, which is tasteless and harmless, but the solanine which develops in the
the same area along with the chlorophyll. Therefore, green potatoes must be removed
as these components affect the quality of potatoes and potato products, especially in
respect to appearance, texture and nutritive value. Heavily greening is visible for the
human eye and thus detection with standard RGB color cameras is sufficient. An
extensive multispectral analysis of the multivariate images showed that a number of
fries showed similar spectra as the fries with greening although the product expert
did not label these fries as greening. In fact, the product expert labelled these fries
as good fries. Figure 5.4 shows the original color image taken with the RGB color
camera. The fry in the upper part of the image is marked with number one, the fry in
the lower part of the image is marked number two. Fry number one was labelled as
good fry, fry number two was labelled as greening. On both fries, a circular marker
indicates the location of the spectral point analysis. These spectra including the sec-
ond derivatives of these spectra are shown in the graphs of respectively figure 5.4(b)
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and figure 5.4(c). Both spectra in the graph with the second derivative show a peak
(a) The original RGB image
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Figure 5.4: Original RGB color image and both original and 2nd derivative spectra for
marked positions on fry 1 and 2.
in the 670-680 nm region, a region which is known to be the absorbtion wavelength
of chlorophyll-a. The extra shoulder in the spectra of marker 2 at 650 nm is owing to
chlorophyll-b, as both chlorophylls are present in green potatoes[24]. Therefore, the
fry with marker one is considered to contain some greening, though invisible for the
human eye. This image represents a type of problems in multivariate images where
the modelling of (latent) classes can be troublesome with MIA as only a thorough
time consuming exploration might detect all classes. The MIA analysis of this image
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showed that the invisible greening was only visible in PC-8 and required the use of
local models.
In images with these type of problems, the FEMOS procedure is a good alterna-
tive for the detection of all available classes. Therefore, the French fries image is
processed with the FEMOS procedure to investigate if the FEMOS procedure is able
to extract all classes from the image, including the invisible greening class. Figure 5.5
Figure 5.5: The FEMOS segmented image.
shows the result of the FEMOS procedure where the multivariate image is segmented.
The variance model evaluation criterion is used with a stop criterion threshold set to
0.25. According to the labels assigned by the product expert, the FEMOS procedure
correctly segmented the image in the classes peel, good flesh, external damaging and
greening. Is it shown in the image that the fries marked as one and two in figure 5.5
are assigned to the same greening label. Besides the two marked fries, more regions in
the image received the greening label. The inspected spectra of those regions indeed
showed convincing correspondence with the spectra as shown in the figures 5.4(b)
and 5.4(c). This example shows the surplus value of FEMOS procedure as a general
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class extraction technique for multivariate image containing different classes. In a sin-
gle run of the FEMOS procedure the segmented image showed all available classes,
whereas the MIA exploration and model extraction is time consuming and does not
guarantee all available classes are extracted. This makes the FEMOS procedure more
accurate than the MIA approach for the extraction and modelling of classes.
5.3.4 Clustering with FEMOS procedure
In this experiment, the FEMOS procedure is applied as an unsupervised clustering
technique to show the ability of FEMOS as a general class estimation technique com-
pared to csi-FCM. The focus of the experiment is on the robust and accurate repre-
sentation of all available information, a criterion which easily can be examined by
a visual comparison between the original and the segmented image. Therefore, a
3-variable spectral color image (RGB) of a known object is used. The used RGB
image is an African Violet plant (Saintpaulia Ionantha Wendl) and the original RGB
color image is shown in figure 5.6. The image contains five classes: background
white, black soil, purple flower with yellow heart and green leaves. Although the
yellow hearts in the purple flower color have a bright color, the hearts are difficult
to segment in a single class owing to the small number of yellow pixels. The satu-
rated white background is removed from the image via a image threshold operation
(254,254,254). There remains some background around and between the leaves due
to shadows. The image is segmented by csi-FCM and the FEMOS procedure. For
csi-FCM, the examined number of classes range from 5 till 14 and for each number
of classes the experiment is repeated 5 times to reduce initialization influences. In
csi-FCM, the mahalanobis distance is used as distance criterion, the fuzziness param-
eter m=2 and the stopcriterion ε = 0.000001. Five runs with FEMOS and variance
criterion are performed. The stopcriterion for the FEMOS procedure is set to 0.25.
Figure 5.6 shows the graphs with the covariance and centroids (only the Red (R)
and Green (G) variables are shown in the graphs) and the csi-FCM 13 class seg-
mented image of the African violet plant. In all csi-FCM segmented images the
yellow flower heart class is completely missed. The increase in classes from 5 till
14 has only resulted in an oversegmented green leave class (7 classes) and an over-
segmented blue flower class (5). In all 45 csi-FCM segmented images the yellow
flower heart class is merged with the white background class. This is also visible
in the 13 class graph of figure 5.6 where an abundance of covariance matrices is lo-
cated in the lower left corner, representing a number of dark colored classes green
leaves (R ≈ 60−100;G ≈ 60−100) and purple flowers (R ≈ 30−40;G ≈ 50−80).
In the upper right corner of the 13 class graph, a single white background class (R =
244;G= 247) and a gray background class(R= 174;G= 183) is visible. In the 5 class
graph, two green leave classes (R = 61,102;G = 66,99), two purple flower classes
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Figure 5.6: The original RGB color African Violet (upper left), the 13 class csi-FCM seg-
mented image (upper right), the centroids and covariance matrices graphs of the 13 class
model (lower left) and the 5 class model (lower right).
5.3 EXPERIMENTS 109
(R = 28−36;G = 57−75) and a single white background class (R = 244;G = 227)
is visible. In the FEMOS segmented image as shown in figure 5.7, the yellow heart
class is clearly visible and in all 5 runs, the class is correctly segmented and labelled
as a single class. The number of clusters in the obtained general model varied from 8
till 11, the segmented images and graphs of both models are also shown in the figure.
Both FEMOS segmented images show that the fundamental information about leaves,
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Figure 5.7: The FEMOS segmented African Violet: the 8-class segmented image (upper left),
the corresponding covariance and centroid graph (lower left), the 11-class segmented image
(upper right) and the corresponding covariance and centroid graph (lower right).
background and flower is preserved. The yellow heart class (R = 240;G = 227) is
clearly visible as an extra class in the right corner of the 8-class graph, next to the
white background class (R = 246;G = 241). Compared to the 8-class model, the 11-
class FEMOS segmented image has two additional background classes and one extra
green leave class, as shown more clearly in the corresponding graphs. The difference
between csi-FCM and FEMOS is clearly visible if the graphs of both Figures 5.6
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and Figure 5.7 are compared. Although there is some overlap between the white
background class and the yellow heart class, the FEMOS procedure is consequently
successful in estimating the yellow heart class. The csi-FCM clustering technique is
not capable in properly modelling all the classes of this African violet image. The ex-
ample shows that when the FEMOS procedure is applied as an unsupervised classifier
the results are accurate and precise compared to a traditional unsupervised classifier
like csi-FCM. Although the number of classes in the general model may vary, the
represented information does not. For all five runs, the FEMOS procedure extracts
the relevant information from the image.
5.4 Discussion and conclusion
Although the FEMOS procedure shows resemblance with traditional clustering tech-
niques, it should not be considered as a new clustering technique. The number of
resulting clusters produced by the FEMOS procedure is not constant for different
runs, as shown in the third experiment. This is caused by the class extension stage,
see Figure 5.1, where a subset of pixels from the candidate class are clustered in two
classes with an unsupervised classifier. It is not guaranteed the used classifier exactly
estimates the two subclasses and thus one of the classes is split instead. Eventu-
ally, the appropriate subclasses will be extracted by the FEMOS procedure due to
the cluster validation criterion, though this is in contrast with traditional clustering
techniques as shown in experiment three where an increase of clusters results merely
in an increase of oversegmented classes while the relevant classes are missed. The
Feedback Multivariate Model Selection procedure presented in this paper is a general
class modelling approach which can be applied for the unsupervised segmentation of
multivariate images or training and test set estimation from multivariate images. The
procedure uses a subset of the multivariate image to estimate a general model and
evaluates the used model with the original multivariate image via a model evaluation
criterion. The procedure is not classifier dependent, in this paper the csi-FCM and
LDA were selected for respectively the unsupervised and supervised classifier. The
use of subsets allows the FEMOS procedure to handle even huge multivariate im-
ages and avoid large data storage or computation times. FEMOS’ single parameter
is a threshold value for the stop criterion and determines the amount of detail in the
segmented image. An exact value for the stop criterion is not required as the segmen-
tation outcome is mainly user or application dependent, but experiments with differ-
ent type of multispectral images have shown that a threshold value of 0.25 results in
detailed segmented images. A new visualization technique for segmented images or
graphs is also presented which improves visual comparison with the original image.
This technique is called class coloring and automatically generates color labels for
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segmented images or graphs. Experiments have shown that the FEMOS method has
a superior value compared to the traditional Multivariate Image Analysis method for
the estimation of latent or small classes for training or test sets. This is confirmed
when the FEMOS method is applied as an unsupervised segmentation routine where
traditional routines are outperformed in terms robustness and accuracy.
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Chapter6
Detection and classification of
latent defects and diseases on raw
French fries with multispectral
imaging
Abstract
This paper describes an application of both multispectral imaging and RGB color
imaging for the discrimination between different defect and diseases on raw French
fries. Four different potato cultivars generally used for French fries production are
selected from which fries are cut. Both multispectral images and RGB color images
are classified with parametric and non-parametric classifiers. The effect of apply-
ing different preprocessing techniques on the spectra prior to classification was also
investigated. The best classification results in terms of accuracy, yield and purity
are obtained with a modified version of standard normal variate (snv mod) prepro-
cessing for different classifiers and potato cultivars. The classification results of the
multispectral images are compared with RGB images and the results show that the
support vector classifier gives the best classification performance for the snv mod
preprocessed multispectral images and k-nearest neighbors classifier gives the best
classification performance for raw RGB images. The detection of the latent greening
defect in French fries with the exploration of multispectral images shows the ad-
ditional value of multispectral imaging for French fries. A comparison between the
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multispectral images and the RGB color images confirms this since this type of defect
is not visible in the color images.
6.1 Introduction
The consumer market for post harvest food products demands a high quality. Qua-
lity criteria are not only related to the presence of external defects, deformations and
visible diseases, but also to the presence of ingredients and constituents which are
harmful or even toxic for humans. The spatial distribution of the defects and diseases
require the use of inspection systems based on image analysis. Existing visual inspec-
tion systems commercially available on the market often use gray-value cameras to
detect external defects. Until recently, inspection systems equipped with gray value
camera’s were sufficient for the detection of defects in French fries as the discrim-
ination between good fries and defect fries could easily be obtained. Traditionally,
consumers have preferred that French fries are prepared from potatoes that have been
peeled before being cut into pieces. However, potato wedges and French fries that
are still (partially) covered with peel have become more available and more accept-
able in the past years. It is assumed that consumers perceive these products to be
more healthy and natural compared to the original French fries. Previously reported
inspection systems [1, 2, 3] for whole potatoes are equipped with 3 CCD colour cam-
era’s but cannot differentiate between good product and various defects successfully
because these systems lack spectral resolution. Therefore, new trends as described
above for the discrimination between peel and different defects and diseases make
demands on these systems that no longer can be fulfilled. Only use of the spectral
properties of specific constituents and ingredients offers possibilities for the discrim-
ination. In literature [4], the visible and near infrared regions of the electromagnetic
spectrum are investigated for the detection of internal and external potato defects on
whole potato tubers. The selected wavelengths for the best discrimination between
good and defect potatoes is in both the visible and Near Infrared (NIR) range of the
spectrum. However, the system lacks spatial resolution as no indication of disease
area can be obtained with the method due to single point measurements. Further-
more, according to the authors the method is not suitable for the detection of small
disease spots as the probe requires a rather large measuring area compared to the
spot size. With the availability of multispectral camera’s which operate in the vis-
ible part of the spectrum a new area of applications becomes available where both
spatial information and spectral resolution can be used. The development and appli-
cation of multispectral imaging systems has been reported for the quality inspection
of poultry [5] and chickens [6], the measurement of ripeness of tomatoes [7], the
inspection of cherries [8], the spatial distribution of soluble solids in kiwi fruit and
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melons [9, 10] and detection of parasites in cod fillets [11]. As for the detection of
defects on French fries, two patents[12, 13] have been filed which describe systems
that use two spectral bands for the spectral discrimination between peel and potato
flesh. However, classification performance is not considered and no attempt has been
made to discriminate between different defects and diseases.
One of the goals of the presented research is to investigate if multispectral imag-
ing improves discrimination between potato flesh, potato peel and potato defects on
French fries. Therefore, both multispectral images and RGB color images of French
fries are classified with different supervised classifiers to determine the best perform-
ing classifier. The French fries used in the experiments are produced from four culti-
vars which are frequently used for French fries production. Both multispectral images
and RGB color images are captured prior to class labelling by a product expert. Due
to material specific variables as particle size, surface structure and particle distri-
bution scattering of the spectra occurs which results in undesired spectral variations.
Many preprocessing techniques are proposed to remove these undesired spectral vari-
ations [14, 15]. Therefore, a second objective is to select the best performing classi-
fier for both multispectral and RGB color images, combined with applying different
well-known data preprocessing techniques on the spectra prior to classification. Both
parametric classifiers and non-parametric classifiers are selected for the classification
of the raw and preprocessed spectra.
The paper is organized as follows: Section 6.2 describes the used classification
and preprocessing techniques, Section 6.3 discusses the measurement setup for the
multispectral images and the required spectral and spatial calibration procedures, fol-
lowed by a explanation of a general strategy for the extraction of training and test sets.
In Section 6.4 the multispectral explorative results are discussed and the classification
results of the multispectral images are compared with the classification results of the
RGB images. In the last section the conclusions are given.
6.2 Theory
6.2.1 Classification
For the classification of the RGB color and multispectral images three supervised
classification techniques gave been selected. The K-Nearest Neighbour classifier
(knnc) and Support Vector Machines classifier (svc) have been selected for their good
classification performance for high dimensional data sets for Near-infrared data [16]
and multispectral remote sensing images [17, 18]. The fisher Linear Discriminant
classifier (fisherc)is selected because literature shows that it gives good results for the
classification of multispectral images [19, 14, 7, 20]. The parametric fisher classifier
118 DETECTION AND CLASSIFICATION OF DEFECTS ON RAW FRENCH FRIES 6.2
estimates the class dependent mean and covariance matrixes from the training set.
The optimal parameter k for the knnc and the optimal kernel and the corresponding
parameters for the svc must be set beforehand and are estimated from the training
data. A detailed description of the classifiers can be found in literature [21, 22] and
will not be further discussed in this paper. A Matlab toolbox PrTools[23] contains all
the above mentioned classifiers and is used in the experiments.
Accuracy is used to evaluate classifier performance. The accuracy (ac) of a clas-
sifier is expressed as a percentage:
ac =
#correctly classi f ied pixels
total number o f pixels ×100% (6.1)
The accuracy gives just a general classifier performance indication for all classes, for
an individual class performance the type I error (α) and type II error (β ) must be eval-
uated [24]. A type I error corresponds to the probability of misclassifying a member
of a class as a non-member (false negative) and a type II error is the probability to
classify a non-member as a member (false positive). Low α values of a class indicate
that only a small fraction of that class is misclassified (high yield). A low β value for
a class indicates that the class contains a small fraction of non-class members, which
means that the class is very pure (high purity). Thus, α is a measure for yield, β is a
measure for purity. In case of French fries inspection, low α and β for the good fries
are preferred as a high yield and a high purity are required commercially. A low β
value for the peel class is also required to prevent that defects are recognized as peel.
6.2.2 Preprocessing
Variations within individual Near Infrared (NIR) reflectance spectra are often due to
problems associated with scattering. The scattering depends on the physical nature of
the sample and is influenced by path length changes through the sample and the scat-
ter of radiation at the surface of particles. The resulting spectra can have differences
in baseline slopes and offsets. Many preprocessing techniques have been proposed
to eliminate those additive and multiplicative differences between spectra that are not
caused by a variation in chemical concentration. Some of those techniques have been
applied successfully in various NIR applications[14, 25, 15]. To investigate if spectral
preprocessing improves classification performance of multispectral images recorded
in the 400-900 nm region of the electromagnetic spectrum, several preprocessing
techniques have been applied on the data before training and testing the classifiers.
These preprocessing techniques have shown to give good performance in combina-
tions with classification techniques [14], but not in combination with the classifiers
used in this paper. The following preprocessing techniques are considered:
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• Standard Normal Variate (snv)
• modified Standard Normal Variate (snv mod)
• 1nd derivative (1d), Savitsky-Golay, window size 7 (diff1d)
• 2nd derivative (2d), Savitsky-Golay, window size 7 (diff2d)
These techniques are widely known and well described in literature [14, 15] and will
therefore be discussed briefly. Snv removes additive and multiplicative effects from
the spectral data, resulting in a spectrum with zero mean and a variance equal to one.
Snv mod is similar to snv, except the mean spectral value of the spectra is added to
the snv result. The mean value of the preprocessed spectrum is no longer zero but
has a positive offset equal to the mean value of the spectrum. The derivatives not
only remove additive baselines and sloped baselines but also addresses problems of
overlapping peaks. A drawback of differentiation is that it amplifies noise. Therefore,
it is necessary to smooth the data beforehand. Here, a combined smoothing and
derivative operation is performed according to the method of Savtisky-Golay [24]
as described in literature [26]. The above preprocessing techniques are applied to
individual spectra and no information about reference spectra from the same class is
required. This is an important requirement as a priori class information of measured
spectra is not present.
6.3 Material and methods
6.3.1 Measurement procedure
The image acquisition procedure consisted of two steps, first an RGB images was
captured, secondly the multispectral image was captured. A blue polystyrene plate
of 10× 25 cm. was used as a carrier for the fries. About 15 fries were positioned
rowwise on the plate with a minimum distance of 1 cm between the fries. First, the
plate was positioned in the lighting chamber and a colour RGB image was captured.
Next, the plate was positioned on the stepper table and a multispectral image was
recorded. A product expert classified and labelled the visible defects on the fries
immediately after the image acquisition.
6.3.2 Potato cultivars
Four different cultivars were manually selected from a French fries production plant
in the Netherlands. The selected potato cultivars Agria, Asterix, Bintje and Arcade
are particularly used for French fries production in the Netherlands. The cultivars
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Agria, Arcade and Bintje have a yellowish colored peel, Asterix has a reddish col-
ored peel. About 50 kg from the four potato cultivars were selected based on vi-
sual inspection of external defects on the potatoes. The potatoes contained peel and
showed the defects greening, black rot, greening and external damages. The pota-
toes were cleaned and peeled in a combined potato washer/peeler. After cleaning, the
potatoes were cut into French fries and stored in a container filled with water to pre-
vent browning. Immediately after the cutting process, the container with the fries was
transported to the measurement setup and the fries were measured with both the color
and multispectral camera setup. When all the fries of one cultivar were measured, the
following cultivar was washed, peeled, cut and measured.
6.3.3 Instrumental
The potato color images of the experiments are captured by a Sony 3-CCD color cam-
era. A prism in the camera splits the incoming light of the visible spectrum into a Red,
Green and Blue part and the light is mapped on the corresponding CCD. A framegrab-
ber in the computer digitizes the 3 images and delivers 3 different 8-bit gray-value
images, which result in a multivariate colour image with 3 variables (Red,Green and
Blue). To obtain homogeneous lighting on the camera’s field of view, a special light-
ing chamber with high-frequency fluorescent tubes (6500K) was used.
Figure 6.1 depicts the multispectral imaging measurement setup. The multispec-
tral French fries images are recorded with an ImSpector V9 imaging spectrograph
(Spectral Imaging Ltd. Oulu, Finland) mounted on a Peltier cooled Qimaging PMI-
1400EC (Burnaby, Canada) monochrome camera. The camera contains a Kodak
KAF-1400EC class II CCD sensor (Eastman Kodak, Rochester,USA). The ImSpector
V9 produces a multispectral image where the 430-900 nm part of the electromagnetic
spectrum is recorded in 104 small bands (every 4.5 nm) for every pixel. The incom-
ing light is split by a prism-grating-prism and projected on the 2 dimensional CCD
in the camera. The CCD size is 1320 pixels along the spatial axis and 1035 pixels
along the spectral axis of the system. Since the number of pixels in the spectral di-
rection is larger than the number of distinguishable wavelength bands according to
the specifications the pixels can be binned with a factor 9 (1035/104 ≈ 9). A 2-
dimensional spectral image is obtained by moving the object under the ImSpector
during recording. The translation table used to move the fries with respect to the
camera is a Lineartechniek Lt1-SP5-C8-600 translation table driven by a SDHWA
120 programable microstepping motor driver (Ever Elettronica, Italy). The stepsize
of the translation table was chosen to match the spatial resolution of the spatial axis.
The number of steps was chosen to capture the entire plate with French fries. The
resulting images have a spatial resolution of 318 × 560 square pixels and a spectral
dimension of 104 bands (about 100 Mb.) The used lighting setup consists of two
6.3 MATERIAL AND METHODS 121
Camera
Sensor Array
BFL
PGP element
Lens
Lens
ImSpector
Objective
lens
Steppermotor
Translationtable
Object plane
Slit
Fibre optic line
illuminator
Figure 6.1: An overview of the multispectral imaging setup
Dolan-Jenner PL900 illuminators (Andover St. Lawrence, Mass.) with 150 W quartz
halogen lamps. The scene was illuminated by two glass fiber optic line arrays (Vision
Light Tech) of 0.002 inch × 6 inch aperture. Two Rod lenses were positioned in front
of the line arrays. Detailed information about the used multispectral imaging setup
and ImSpector calibration is described in literature [27].
6.3.4 Calibration and image preprocessing
To make the measured spectra independent of factors such as the spectrum of the
used light source, the quantum efficiency of the camera, different noise sources and
temperature a spectral correction is required. The images are corrected according to:
I(x)spectral =
I(x)raw− I(x)dark
I(x)whitere f − I(x)dark (6.2)
where I(x)spectral is the corrected image, I(x)raw is the uncorrected image, I(x)dark
is the dark current image and I(x)whitere f is the white reference image. The x-axis
is perpendicular to the direction of movement. The white reference image has been
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taken from a white tile of PTFE-plastic (TOP Sensor Systems WS-2) with a spectral
reflectance of over 0.98 from 400 till 1500 nm. The dark current image was obtained
by taking an image with a closed lens cap and lights turned off. The correction proce-
dure as described above requires that the used white reference covers the entire field
of view of the camera. In that case, little illumination differences in the field of view
such as inhomogeneous lighting will automatically be corrected. Subsequently, the
background in the images is removed via an image threshold procedure.
6.3.5 Filtering of spectra
The spectra of the spatially and spectrally corrected multispectral images are filtered
with a Savtisky-Golay filter [24] with a kernel size of 7 bands to remove remaining
noise and spikes. The low radiation from the light source in the lower part of the
visible band (between 430 and 450 nm) combined with the low sensitivity of the
CCD camera in the lower and upper parts of the spectrum produces a low signal to
noise ratio in these parts of the spectrum. Therefore, after the Savitsky-Golay filtering
the spectrum is reduced to a range of 450-870 nm.
6.3.6 Training and test set selection of defect classes
During the color and multispectral measurements of the French fries a product expert
classified and labelled the visible defects on the fries. Based on the defects selected
by the product expert, the following classes are chosen: potato flesh, visible greening,
peel, green peel, rot, damaged and internal red/brown discoloring.
A drawback of manual visual inspection is that latent defects which are not visible
for the human eye cannot be recognized and labelled as such. If present and detectable
with multispectral imaging, these defects can only be found in the multispectral im-
ages during an explorative analysis of the multispectral images. For the explorative
analysis a new procedure for the modelling and representation of classes in multiva-
riate images is developed to tackle this problem. The procedure is based on the Mul-
tivariate Image Analysis (MIA) approach as described thoroughly in literature [28].
The procedure is called Feedback Multivariate Model Selection (FEMOS)[29] and
combines unsupervised and supervised classifiers with a model evaluation criterion
to extract classes from the multivariate image in an iterative manner. The procedure
uses a subset of the multivariate image to estimate a general model and evaluates this
model with the complete original multivariate image via a model evaluation criterion.
It operates in spectral space and estimated classes can be stored for later use. The
saved pixels of different classes are combined to compose a representative training
and test set. The positions of the labelled regions in a multispectral image are used to
extract pixels from similar regions in the corresponding RGB image.
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6.3.7 Data sets
The set of labelled pixels extracted from the multispectral images as described in
Paragraph 6.3.6 comprise 7 classes for each cultivar and is referred to as the original
set. The minimum required discrimination capacity for French fries inspection is
between features potato flesh, peel and various defects. Therefore, a second data set
is created from the original set that exist of the classes potato flesh, peel and defects
where the latter contains all defects and diseases. This set is further referred to as the
merged set.
As the number of pixels per class differ enormously (from 36000 pixels for the
potato flesh class to 550 pixels for the internal browning class), a subset is extracted
from each class in each data set. The number of pixels per class is limited to 500.
When classifying high dimensional data, care must be taken for the selected number
of pixels in combination with the type of classifier. Although increasing the number
of spectral bands (dimensionality) potentially provides more information about class
separability this positive effect is diluted by poor parameter estimation for second
order statistics[30]. The lower bound for the required number of pixels is deter-
mined by the dimension of the data and the used classification technique. In case
of linear decision boundaries, the required number of points in each class is linear
related with the dimension of the data, with quadratic classifiers, this relation be-
comes quadratic [21, 30]. Therefore, only a parametric classifier with lineair decision
boundaries (fisherc) is used as there are limited number of pixels available in some
disease classes.
6.3.8 Experimental procedure
Each dataset is split in half to create a training set and a test set. The classifiers are
trained with the training set and validated with the test test. The confusion matrix
is calculated and the corresponding accuracy, α error and β error are calculated. To
visualize the results, the accuracy of each classifier for different combinations of pre-
processing technique and cultivar is shown in a graph. In a single graph, the results
for raw RGB data, raw multispectral data and preprocessed multispectral data are
combined. This offers an opportunity to visualize trends and allows an easy visual
comparison between classifier accuracy performance. The classification performance
of the RGB color images and the raw multispectral images serve as a reference in or-
der to determine if spectral preprocessing indeed reduces the classification error. The
(α) and (β ) error for the best performing combination of classifier and preprocessing
technique are discussed in the text. The discussion focusses on both the potato flesh
and peel class as these are classes which are important in terms of yield and purity.
Furthermore, deviating class performances are also discussed. The following spectral
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preprocessing techniques as described in section 6.2.2 are applied to the multispectral
images: snv mod, snv, diff2d and diff1d.
To determine the optimal parameters for both knnc and svc classifier, a leave-
one-out (LOO) procedure is performed for the two training data sets for both RGB
color and multispectral images. The best parameter k for knnc was found by testing
all k values from 1 to 10 for the RGB images and from 1 to 14 for the multispectral
images. For both image types, knnc with the parameter k = 3 gives the best results
and is used in the experiments. A similar LOO procedure was performed for the svc
where radial basis functions, polynomial and exponential functions for kernel were
evaluated for different values for the separability parameter C [18]. The exponential
kernel with C = 2 performs best and is used in the experiments.
6.4 Results and discussion
6.4.1 Exploration of spectra
A selection of 50 spectra of fries with the greening defect from the Agria cultivar
are visualized in Figure 6.2 before and after applying different preprocessing tech-
niques. The spectra are filtered as described in Paragraph 6.3.5. The raw spectra
in Figure 6.2(a) show an offset, a slope and a large within-class variance. To sep-
arate meaningful from meaningless information due to the rugged surface and the
wavelength dependent scattering the spectra are preprocessed. Figure 6.2(b) shows
the same spectra after mean centering. An offset of the spectra is removed although
there still remains some divergence between the samples. In Figure 6.2(c) the snv
processed spectra shows not only an offset correction but also a divergence reduction
compared to the mean centered spectra. In Figure 6.2(d) both the offset and slope
of the spectra are removed by the first derivative. Although the graphs shows that
offsets and slopes are largely removed after preprocessing, experiments will indicate
if classification performance actually increases.
6.4.2 Multispectral image analysis
In Figure 6.3, the mean spectra of several diseases are shown with the correspond-
ing position on the fries. The image is a pseudocolour image reconstructed from the
multivariate image stack containing all the spectral information. The spectra in the
graph indicate that the discrimination between some of the defects might be a chal-
lenging task as there is little spectral distinction between them. The spectra are rather
smooth and do not contain particular peaks, besides the chlorophyll absorbtion peek
of greening around 670 nm. Potatoes turn green on a cumulative exposure to light
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Figure 6.2: The raw spectra and the corrected spectra of the greening defect
as a result of the formation of chlorophyll. Such tubers develop a bitter taste, off
-flavor and may cause health hazards and, in some specific instances, death because
of high solanine content [31, 32]. The concern with green potatoes is not the chloro-
phyll, which is tasteless and harmless, but the solanine which develops in the the
same area in the potato along with the chlorophyll. Therefore, green potatoes must
be removed as these components affect the quality of potatoes and potato products,
especially in respect to appearance, texture and nutritive value. Heavily greening is
visible for the human eye and thus detection with standard RGB color cameras is
sufficient. An extensive multivariate analysis of the multivariate images as described
in Paragraph 6.3.6, demonstrated that a number of fries showed similar spectra as the
fries with greening although the product expert did not label these fries as greening.
In fact, these fries were labelled as good fries, as the light greening was not visible
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Figure 6.3: Several typical French fries defects and diseases with their corresponding spectra.
1=potato flesh, 2=peel, 3=damage, 4=greening, 5=external rot, 6= browning
for the human eye. Figure 6.4(a) shows a pseudo color image of the Arcade culti-
var taken with the multispectral measurement setup. The fry in the upper part of the
image is marked with number one, the fry in the lower part of the image is marked
number two. Fry number one was labelled as good fry, fry number two was labelled
as greening. On both fries, a circular marker indicates the location of a spectral point
measurement. These spectra and the second derivatives taken from these spectra are
shown in the graphs of respectively figure 6.4(b) and figure 6.4(c). Both spectra in
the graph with the second derivative show a peak in the 670-680 nm region, a region
which is known to be the absorbtion wavelength of chlorophyll-a. It was shown in
Figure 6.3 that this peak is absent in the spectra of good potato flesh. Therefore, the
fry with marker one is considered to contain some greening, though invisible for the
human eye. The surplus value of multispectral imaging compared to traditional RGB
color imaging is shown with this example. In multispectral French fries images, la-
tent defects are already visible before they become visible for the human eye. For a
true evaluation of the difference in classification performance for both multispectral
images and RGB color images the number of classes for both image types must be
equal. This is a problem for the nonvisible greening defect which cannot be detected
by the product expert and is consequently not available as a labelled class in the RGB
6.4 RESULTS AND DISCUSSION 127
(a) An Arcade pseudo color image
450 500 550 600 650 700 750 800 850 900
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
1.2
1.3
wavelength
re
fle
ct
io
n
position 1
position 2
(b) The original spectra
600 650 700 750
8
6
4
2
0
2
4
6
8
10
x 103
wavelength
re
fle
ct
io
n
position 1
position 2
(c) The 2nd derivative of the spectra (zoomed)
Figure 6.4: Pseudo color image of multispectral image and both original and 2nd derivative
spectra for marked position (circle) on fry one (labelled as good fry) and fry two (labelled as
greening
color images. Therefore, the RGB color classification results are actually worse then
the presented error classification percentages in the graphs of subsequent Paragraphs.
6.4.3 Experiment 1: classification results of original Set
Figure 6.5 shows the graphs with the classification accuracy for different classifiers
with the original set. The labels on the Y-axis correspond with the preprocessing tech-
nique as discussed in section 6.3.8. The four horizontal bars represent the cultivars
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Asterix, Agria, Arcade and Bintje (from top to bottom).
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Figure 6.5: The classification results of the original set for different classifiers. The bars in
the graph represent the cultivars Asterix, Agria, Arcade and Bintje (top to bottom)
Multispectral classification results
Although both svc and knnc give good results, knnc performs better for different cul-
tivars for different individual preprocessing techniques compared to the svc. How-
ever, the best results are obtained with the svc with snv mod preprocessing, the er-
ror percentage varied from 99.1% for the Asterix cultivar and 93.7% for the Arcade
cultivar. A closer look at the the Asterix confusion matrix shows that the misclas-
sification is between defect classes only, the classes potato flesh (α = 0,β = 0) and
peel (α = 0.012,β = 0) are correctly classified. The snv mod preprocessing halves
the α error from α = 0.028 to α = 0.012 for the peel class compared to the raw
spectra. As for the Arcade cultivar, the major misclassification is caused by the peel
class (α = 0.24,β = 0.005) which is classified as damaged (α = 0.112,β = 0.019)
and internal red/browning (α = 0.116,β = 0.02). The confusion matrices for both
Agria and Bintje show that the misclassification is mainly between the classes rot and
damaged. Inspection of α and β error for the potato flesh and peel class for each
cultivar shows that the snv mod preprocessing reduces both errors compared with the
raw spectra for both Agria and Arcade cultivar, for both Asterix and Bintje cultivar
both errors are 0.
RGB classification results
The best classification results are obtained with knnc, the accuracy percentages vary
from 90.9% for Asterix till 76.9% for Bintje. The Asterix confusion matrix shows
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that the classification error is caused by misclassification between rot (α = 0.24,β =
0.014), green peel (α = 0.16,β = 0.04) and peel (α = 0.064,β = 0.04). The low
knnc-Bintje accuracy is a result of lack of discrimination between greening (α =
0.272,β = 0.049) and peel (α = 0.24,β = 0.049), and between rot (α = 0.352,β =
0.033), green peel (α = 0.306,β = 0.057) and damaged (α = 0.256,β = 0.048).
The potato flesh class of all cultivars is correctly classified (α = 0,β = 0), which is
in contrast with the peel class that shows not only low yields for Arcade α = 0.28,
Bintje α = 0.24 and Agria α = 0.26, but also low purities as for the majority of the
cultivars, the lowest purity is for the peel class.
6.4.4 Experiment 2: classification results of merged set
In this experiment, it was investigated if classification performance could be improved
if the classes are combined to the absolute minimum required discrimination between
classes good potato, peel and disease. Figure 6.6 shows the graphs with the classi-
fication accuracy for different classifiers. The labels on the Y-axis correspond with
the preprocessing technique as discussed in section 6.3.8. The four horizontal bars
represent the cultivars Asterix, Agria, Arcade and Bintje (from top to bottom).
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Figure 6.6: The multispectral and RGB classification results of the merged set for different
classifiers. The bars in the graph represent the cultivars Asterix, Agria, Arcade and Bintje (top
to bottom)
Multispectral classification results
The best results are obtained with a combination of svc with snv mod preprocessing,
the accuracy percentage varied from 99.1% for Asterix till 93,9% for Arcade. The
svc-Asterix confusion matrix with snv mod preprocessing shows that the error is due
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to defects (α = 0.012,β = 0.002) which are misclassified as peel(α = 0.004,β =
0.006). Compared to the raw spectra, snv mod preprocessing reduces the α error
from 0.016 to 0.004, and reduced the β error from 0.018 to 0.006 for the peel class.
Potato flesh produces a high yield (α = 0,β = 0) for all cultivars except Arcade
(α = 0.016,β = 0.008). In general, snv mod preprocessing improves both the yield
(low α error) and the purity (low β error) for the potato flesh and peel class.
RGB classification results
The best classification results are obtained with knnc, the error percentages vary from
96,3% for Asterix till 92,2% for Arcade. According to the confusion matrices for all
cultivars, all objects of the potato flesh class are correctly classified (α = 0,β = 0).
The main error contribution is caused by defects which are classified as peel, with the
Arcade cultivar as worst performing cultivar for peel (α = 0.04,β = 0.11) and defects
(α = 0.22,β = 0.02) and Asterix as the best performing cultivar with the lowest β
error for the peel class (α = 0.032,β = 0.032).
Multispectral versus RGB
Figure 6.7 summarizes the difference between the best performing classifier (knnc)
for the RGB images and the best performing combination of preprocessing and clas-
sifier (snv mod + svc) for multispectral images for the two classification experiments.
It is clear from the figure that the multispectral image classification accuracy outper-
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Figure 6.7: Difference between the RGB results (upper bar) and the MS results (lower bar)
for the best performing combination of preprocessing and classifier for the original (left) and
merged (right) data sets
forms the RGB image classification for both experiments. An increase in classifica-
tion accuracy between the original set and the merged set indicates that the misclas-
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sification in the original set is between different defect classes, as defect classes are
combined to a single defect class in the merged set.
Although accuracy gives an indication of classifier performance over all classes,
for a detailed class performance for the potato flesh and peel class the α and β error
must be compared. In Figure 6.8 the α and β errors of the individual potato cultivars
are averaged for both RGB color and multispectral images of the original and merged
set. The average α and β error gives an indication of the performance difference
between the best classifier for RGB images (knnc) and the best classifier for snv mod
preprocessed multispectral images in terms of yield and purity. The low α and β error
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Figure 6.8: Overview of averaged α and β error for all cultivars for RGB and MS+snv mod
results. (a) α error of original set; (b) β error of original set; (c) α error of merged set; (d) β
error of merged set;
for the potato flesh class for both image types and in both the original and merged data
set indicate that this class is pure and almost completely classified correctly. This is
not the case for the remaining classes, especially in RGB images the important peel
class is misclassified and contains a rather large number of non-class members. The
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multispectral results show an error decrease for this class which ranges from 10-14
for the α and β error respectively. The multispectral results for the peel class in the
merged set show an error reduction with a factor that ranges from 6-9 for the α and β
error respectively. In general, the results show that multispectral imaging outperforms
RGB imaging not only for accuracy but also improves both yield and purity for the
two most important classes flesh and peel.
6.5 Conclusion
The latent greening defect in French fries detected with the exploration of the multi-
spectral images shows the additional value of multispectral imaging for French fries.
A comparison between the multispectral images and the RGB color images confirms
this: the defect is not visible in the color images. This shows that a product expert
labelling is not sufficient and a thorough explorative multivariate analysis is required
to be able to detect and label all defects prior to classification.
Spectral preprocessing techniques like snv and both derivatives which remove
mean and offset from the spectra give less good classification results for French fries
multispectral images. This indicates that the mean value in the spectra is an additional
discriminative feature that further improves classification results. This is confirmed
by the good classification results for multispectral images with snv mod, a variation
of snv where the original mean is returned in the spectra. In general, the improvement
of snv mod preprocessing results in a reduction of both α and β error for the majority
of the classes. The results show that combination of snv mod preprocessing and svc
gives the best performance for multispectral images while the knnc performs best for
raw RGB color images.
The multispectral classification results outperform the RGB color classifications
results for both data sets, the surplus of spectral resolution results in an improved
classification accuracy for all four potato cultivars. When individual class perfor-
mance is considered, the results indicate that snv mod preprocessed and svc classified
multispectral images improve both yield and purity for all classes in both data sets.
Therefore, future visual inspection systems for raw French fries inspection should be
equipped with multispectral camera’s, the spectra must be preprocessed with snv mod
preprocessing and classified with a support vector classifier for best performance in
terms of classification accuracy, yield and purity.
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Chapter7
Conclusions and future prospects
of multispectral imaging in food
inspection
7.1 General
This thesis describes different novel chemometric techniques applied to multispectral
images for quality inspection on agricultural products. The presented techniques and
algorithms are originated from specific problems, in this case the detection of defects
and diseases from multispectral images acquired from postharvest products. The al-
gorithms presented in this thesis focus on the combined use of spatial and spectral
information during image classification and also on the unsupervised classification
and extraction of training and test sets from multispectral images. The chemometric
techniques are applied on multispectral images acquired from agricultural food prod-
ucts. These images do not only have a huge number of spectral bands which makes
training set selection a challenging task, they also contain classes with small defects
or abnormalities where objects of these classes are easily missed.
7.2 Conclusions
Chapter 2 and Chapter 3 describe an unsupervised segmentation technique based on
Fuzzy C-Means (FCM) which combines both spectral and spatial information to im-
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prove discrimination between objects of similar spectra. With respect to the combined
approach of spatially and spectrally guided clustering one can conclude that there is
a surplus value compared to the traditional form of FCM clustering. The first algo-
rithm, called geometrically guided conditional FCM (ggc-FCM) uses a window of
variable size to store a priori spatial information about spurious or small objects. An
outlier threshold value determines which objects are removed in the defuzzification
procedure, where at the same time edges are preserved. Although the ggc-FCM re-
sults are improved compared with FCM, in applications such as agricultural product
inspection where each object must be assigned to a true product class, the use of a
reject class is impractical and needs further optimization.
Therefore, in Chapter 3 the Spatially Guided FCM (sg-FCM) is presented that over-
comes the reject class. sg-FCM segments multivariate images by incorporating both
spatial and spectral information. The performance of sg-FCM is compared with both
FCM and the combination of FCM and a majority filter (FCM-MAJORITY) in ex-
periments with multivariate images where spectral information is not sufficient to dis-
criminate between objects. The sg-FCM segmented images show more homogeneous
regions and less spurious pixels compared to FCM and FCM-MAJORITY results.
Generally, defects or abnormalities on agricultural products which are inspected for
appearance based quality represent small areas compared to the whole product area.
FCM is often used as an unsupervised segmentation technique for the segmentation
of these images, although known to be sensitive for unequal cluster sizes. Therefore,
in Chapter 4 a cluster size insensitive FCM (csi-FCM) is described which is insensi-
tive to unequal number of objects in clusters. Besides the required number of clusters
no additional parameter settings are required. The performance of the csi-FCM algo-
rithm is compared with two algorithms known to be insensitive for different number
of points in clusters and the results show that the csi-FCM performs equally or better
when high dimensional data is used.
In general, to grade a product based on a particular quality, classification of the im-
age is required to be able to determine defect percentage. For the classification of
multispectral images several supervised and unsupervised techniques are available.
Unsupervised techniques are able to segment the image in regions based on a user
selected number of classes. However, in particular applications the huge amount of
data in multispectral images requires computational demands which are not feasible
in most applications and in such applications supervised classification techniques can
be used instead. For supervised classification, a representative training and test set
is required which can be troublesome to obtain as there are multiple image bands to
explore. A new procedure has been developed which is able to explore and segment
a multivariate image. The feedback multivariate model selection (FEMOS) proce-
dure is presented in Chapter 5 and is a general class modelling approach which can
be applied either for the unsupervised segmentation of multivariate images or for
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training and test set estimation from multivariate images. The procedure combines
both unsupervised and supervised techniques for the segmentation of the multivariate
images where the segmentation process is controlled according the visual feedback
principle of the Multivariate Image Analysis (MIA) procedure. The single parameter
is a threshold value for the stop criterion and an exact value for the stop criterion is
not required as the segmentation outcome is mainly user or application dependent.
Experiments with different types of multispectral images showed segmented images
with more details compared to traditional multivariate image analysis.
In Chapter 6, a food application is presented where both RGB color and multispec-
tral images of French fries with latent defects and diseases are classified. Different
supervised classifiers combined with different preprocessing techniques are evalu-
ated for the best classification performance. The results show that the multispectral
classification results outperform the RGB color images by a factor varying from 8-11,
depending of the used cultivar. The best classification results for multispectral images
are obtained with a support vector classifier with an exponential kernel and a mod-
ified version of standard variate normal preprocessing. The spectral preprocessing
also improves both yield and purity for all classes. The best classifier for French fries
RGB color images is 3-Nearest Neighbor without any spectral preprocessing. It was
also shown that the use of multispectral imaging allows detection and classification
of defects which are not visible in traditional RGB images.
7.3 Future expectations
7.3.1 Spectral image acquisition
The recent boost of spectroscopic imaging equipment like the Imspectors as used for
the acquisition of the multispectral images in this thesis has resulted in many appli-
cations in agriculture. However, the majority of the applications take place in the
visible party of the spectrum. This is more or less in contrast with the huge amount of
literature about Near InfraRed (NIR) spectroscopy applications in agriculture which
indicate that the NIR region is an interesting area for quality inspection of agricul-
tural products. The major reason for this is that there are no suitable robust cameras
available which can both operate in the NIR region of the electromagnetic spectrum
and have a sensitivity comparable to existing NIR spectrometers. Although there
are NIR camera systems which are used in several applications [1], both the robust-
ness and the sensitivity of those camera systems is still not sufficient for practical
applications. Furthermore, currently available Imspectors for the NIR region have
a spectral range from 900-1790 nm and a spectral resolution of 13 nm. This is a
rather broad spectral resolution compared with existing NIR systems which operate
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in the 900-2500 nm range with a resolution around 1 nm. The relative insensitivity
of available multispectral cameras in the NIR region combined with the broad spec-
tral resolution of current Imspector technology has limited successful multispectral
imaging applications for this part of the electromagnetic spectrum. It is expected that
future imaging applications in the NIR region with corresponding algorithms will be
presented in literature when new camera technology becomes available on the market
for these regions of the electromagnetic spectrum. Another decelerating effect for the
development of applications in the NIR regions might be the water absorbtion bands.
The majority of fruit and agricultural products contain a huge amount of water which
results in spectra where the water absorbtion bands overrule the absorbtion band of
other neighboring compounds ( E.g. 70% of a potato consists of water) and thus a
accurate measurement of those compounds can be difficult.
Improvement of camera hardware and optics will translate current laboratory research
into realtime applications for the online sorting and grading of food and vegetables.
Currently, there is a huge gap between the common aperture camera capable of ac-
quiring a 3 band multispectral image simultaneously and the imaging spectrograph
(Imspector) technology. Once this gap has been reduced by the introduction of new
hardware, laboratory applications suitable for realtime inspection which require more
than 3 image bands become candidate for conversion to realtime applications. At the
same time, associated algorithms and techniques might need adaptation to be suitable
for realtime performance.
7.3.2 Chemometrics
When spectral imaging hardware as described above improves in the future and ap-
plications like spatial NIR spectroscopy (NIR imaging) become possible, topics from
both the image processing domain and the spectroscopy domain need to be com-
bined for successful utilization. With respect to the development of new chemomet-
ric techniques and algorithms for image exploration or classification in the field of
post-harvest product inspection, new territories can be explored where besides spatial
and spectral information also particular low-level domain knowledge is utilized. For
example, in the case of French fries inspection, using particular information about
cultivar specific properties (e.g. disease sensitivity) might improve yield, purity and
classification accuracy. In this thesis a new unsupervised classifier is described which
utilizes both spatial and spectral information during segmentation. A similar modifi-
cation for supervised classifiers is an obvious topic for future research. As mentioned
in Chapter 1, various manuscripts about the combined use of spatial and spectral in-
formation for image segmentation have been reported in literature before. However,
information about the best performing technique on specific applications is not known
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and this an interesting future research topic. A more challenging research topic for
combined use of spatial and spectral information is the development of a technique
which is less application dependent and can be applied more generally. Also, with the
ongoing expansion of the number of bands in multispectral images, applications like
FEMOS as described in Chapter 5 are required for effective image exploration and
data set extraction. As for the FEMOS procedure, automatic parameter adjustment or
spatial filter selection are topics that need further development.
7.3.3 External factors
Besides this, future applications and research topics will not only be determined by
technological standards, but also by new trends, demands and standards in human
society, as recently summarized in literature [2]:
”(Fruit) quality should not be considered as an absolute unchanging variable. Rather,
it is a concept that changes dynamically across time as consumers’ expectations
change. As new products are released and new postharvest technologies developed,
there will be a corresponding impact on the lifecycle of existing products”
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Summary
This thesis describes different novel chemometric techniques applied to multispec-
tral images for quality inspection on agricultural food products. These images do
not only have a huge number of spectral bands which makes training set selection a
challenging task, they also contain classes with small defects or abnormalities where
objects of these classes are easily missed. For the segmentation and classification of
multispectral images the unsupervised Fuzzy C-Means (FCM) clustering algorithm
is often used for its transparency and good performance in high dimensional spaces.
With the availability of high spectral resolution multispectral camera’s new appli-
cation areas have become available in which both spatial information and spectral
information can be used. A drawback of many unsupervised techniques, including
FCM, is that the spatial information is not used during the classification of such mul-
tispectral images. Therefore in Chapter 2, a modification of FCM is presented which
combines both spatially and spectrally information into the clustering process to im-
prove image segmentation. The presented geometrically guided conditional FCM
(ggc-FCM) requires a threshold to determine whether object pixels are outliers. The
use of a threshold limits it use in sorting and inspection applications and therefore
in Chapter 3 a generalization of this technique is presented. The spatially guided
FCM (sg-FCM) not only uses the spatially neighborhood information, even a priori
spatial shape information can be used during clustering to guide the image segmenta-
tion. The algorithm is compared with standard FCM and the combination of standard
FCM followed by a majority filter. Both techniques are applied on synthetic and real
multispectral images and have shown improved performance compared to traditional
FCM and the majority filter.
Although FCM is often used for the unsupervised segmentation of multispectral im-
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ages it has several known drawbacks which can effect the clustering outcome when
applied to multispectral images which contain defects or diseases. Usually, the defect
or disease area is small compared to the overall area of the product under inspection.
Unfortunately, FCM is known to be sensitive for this which results in underestimated
defect classes as smaller defect classes are drawn to the larger clusters. A modifi-
cation of FCM is presented in Chapter 4 which overcomes this sensitivity. The pre-
sented cluster insensitive FCM (csi-FCM) is compared with two cluster techniques
which are known to be unsensitive for unequal number of points in the clusters. The
csi-FCM algorithm performs similar or even outperforms the other techniques for the
used data sets and real multispectral images.
Unsupervised segmentation of multispectral images is possible as long as the images
have limited spatial resolution or limited number of spectral of bands. When the
number of spectral bands increases, the huge amount of data in the multispectral im-
ages requires computational demands which are not feasible in most applications. A
widely used approach is to apply an unsupervised classifier to a small sample of the
image data for the estimation of the classes and then classify the entire multivariate
image using a supervised classifier trained with the estimated model. However, it has
been shown that this strategy leads to under or overestimated classes in the segmented
image, especially for multispectral images of food products with small defects or ab-
normalities where objects of these classes are easily missed.
Therefore, in Chapter 5, a Feedback Multivariate Model Selection (FEMOS) is pre-
sented which automated the segmentation proces by combining supervised and unsu-
pervised techniques. The segmentation procedure is an iterative procedure and con-
tinues until the current model used by the unsupervised classifiers equals the model
as used by the supervised classifier. The difference evaluation between both models is
determined by a feedback principle which is based on the human visual comparison.
The only parameter is a threshold for the stop criterion which determines the amount
of detail of the model and thus the amount of detail in the segmented image. Exper-
iments show that the FEMOS procedure is capable in correctly segmenting different
type of multivariate images, even if the number of spectral bands is high.
In Chapter 6, an application is presented where both multispectral images and RGB
color images of French fries with different defects and diseases are evaluated. The
explorative analysis of the multispectral images prior to classification shows that de-
fects are visible in the multispectral images while invisible in the RGB color images
and thus for the human eye. Both multispectral images and RGB color images are
classified with different classifiers. The effect of applying different spectral prepro-
cessing techniques on the classification results is also investigated. The results show
that the multispectral classification results outperform the RGB color images not only
in terms of accuracy but also in terms of yield and purity. The best classification re-
sults for French fries multispectral images are obtained with a support vector classifier
and a modified version of standard variate normal preprocessing. The best classifier
for French fries RGB color images is (k=3)-Nearest Neighbor without any spectral
preprocessing. Finally, Chapter 7 describes the conclusions and some future aspects
of multivariate imaging for agricultural product inspection.

Samenvatting
Dit proefschrift beschrijft verschillende nieuwe chemometrische technieken welke
zijn toegepast op multispectrale beelden voor kwaliteitsinspectie van agroproducten.
Deze beelden hebben niet alleen een enorm aantal spectrale banden, wat de selectie
van een goede training set bemoeilijkt, maar bevatten ook zeer kleine defect klassen
die makkelijk over het hoofd gezien worden. Voor het segmenteren en classificeren
van deze multispectrale beelden wordt vaak gebruik gemaakt unsupervised technie-
ken, waarvan Fuzzy C-Means (FCM) clustering e´e´n van de meest gebruikte technie-
ken is vanwege o.a. de goede performance in hoog dimensionale ruimten. Met het
op de markt komen van hoge resolutie multispectrale camera’s worden nieuwe toe-
passingen mogelijk waarbij zowel de ruimtelijke als de spectrale informatie gebruikt
kan worden. Een nadeel van vele unsupervised technieken, inclusief FCM, is dat er
voor de uiteindelijke segmentatie van de multispectrale beelden geen gebruik wordt
gemaakt van de ruimtelijke informatie.
In hoofdstuk 2 is een aangepaste FCM techniek beschreven die zowel de spectrale
informatie als de ruimtelijke informatie gebruikt om tot een verbeterde segmentatie
te komen. De techniek, genaamd geometrically guided conditional FCM (ggc-FCM)
gebruikt een drempelwaarde om te bepalen welke objecten als outlier kunnen wor-
den bestempeld. Het gebruik van een dergelijke drempelwaarde beperkt echter het
gebruik van deze techniek in realtime sorteer- en inspectieapplicaties en daarom is in
hoofdstuk 3 een meer generieke aanpak van deze methode beschreven. De ruimtelijk
gestuurde FCM (sg-FCM) gebruikt niet alleen ruimtelijke informatie om de segmen-
tatie te sturen, ook a priori vorminformatie kan worden gebruikt. De prestaties van
de techniek zijn vergeleken met standaard FCM en standaard FCM in combinatie met
een majority filter. Zowel kunstmatige beelden als multispectrale beelden van agro-
147
producten zijn gebruikt in de experimenten waaruit blijkt dat sg-FCM beter presteert.
Hoewel FCM vaak wordt gebruikt als unsupervised techniek voor het segmenteren
van multispectrale beelden heeft de techniek toch een aantal tekortkomingen die de
segmentatie nadelig beı¨nvloeden, zeker als de techniek gebruikt wordt voor het seg-
menteren van beelden die ziekten en gebreken bevatten. In het algemeen is het op-
pervlak van het te detecteren defect of ziekte klein ten opzichte van het totale te in-
specteren oppervlak. Helaas is FCM gevoelig voor dit soort situaties waar het aantal
objecten in de te segmenteren klassen veel ten opzichte van elkaar verschillen. Het
effect van deze klassegroottegevoeligheid is dat het oppervlak van de kleine gebreken
wordt onderschat doordat de kleine klassen worden aangetrokken door de grote klas-
sen. Dit probleem is opgelost in hoofdstuk 4 waar een aangepaste FCM techniek is
beschreven. De nieuwe techniek, cluster size insensitive FCM (csi-FCM) genaamd,
wordt naast de traditionele FCM ook vergeleken met twee clustertechnieken die ook
ongevoelig zijn voor het kleine klassen probleem. De resultaten laten zien dat csi-
FCM minimaal gelijke maar vaker betere prestaties levert dan de twee bekende tech-
nieken.
De unsupervised segmentatie van multispectrale beelden is mogelijk zolang de beel-
den een beperkte ruimtelijke resolutie hebben of een beperkt aantal spectrale banden.
Als de ruimtelijke of spectrale resolutie toeneemt neemt het geheugengebruik derma-
te toe dat dit niet meer werkbaar is in het merendeel van de applicaties. Een veel
gebruikte techniek om het geheugenprobleem te omzeilen is om een unsupervised
classifier toe te passen op slechts een subset van de gehele dataset. Daarna wordt het
gehele beeld geclassificeerd met een supervised classifier die getraind is met het mo-
del van de unsupervised classifier. Er is is echter aangetoond dat deze strategie leidt
tot een over- of onderschatting van het aantal klassen in het gesegmenteerde beeld,
hetgeen een probleem is voor multispectrale beelden met kleine defect klassen die
hierdoor eenvoudig gemist kunnen worden. Daarom is in hoofdstuk 5 een nieuwe
techniek, genaamd Feedback Multivariate Model Selection (FEMOS), gepresenteerd
die het segmentatie probleem automatiseert, waarbij een combinatie van unsupervi-
sed en supervised technieken is gebruikt. De techniek bestaat uit een iteratieve pro-
cedure waarin een initieel model wordt aangepast aan de hand van het verschil tussen
het originele beeld en het gesegmenteerde beeld, min of meer op de manier zoals wij
als mensen ook beelden vergelijken. Uit de experimenten blijkt dat de FEMOS pro-
cedure uitstekend in staat is om verschillende multivariate beelden te segmenteren,
ook van beelden met zeer veel spectrale banden.
In hoofdstuk 6 wordt een toepassing beschreven waarin zowel multispectrale beelden
als kleurenbeelden worden gevalueerd voor het detecteren van ziekten en gebreken op
ongebakken franse friet. De exploratieve analyse voorafgaand aan de classificatie laat
zien dat bepaalde defecten zichtbaar zijn in multispectrale beelden terwijl deze gebre-
ken niet of nauwelijks zichtbaar zijn in de kleurenbeelden en dus ook niet voor het
menselijk oog. Zowel de multispectrale beelden als de kleurenbeelden zijn geclas-
sificeerd met verschillende typen classificatoren. Hierbij zijn verschillende soorten
spectrale voorbewerking gebruikt om het effect op classificatie te achterhalen. De
experimenten laten zien dat met multispectrale beelden betere classificatie resultaten
te behalen valt dan met RGB beelden.
Tenslotte worden in hoofdstuk 7 de conclusies en enkele toekomstige aspecten over
multispectrale beeldverwerking voor agrarische productinspectie beschreven.
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