We study two fundamental problems concerning the search for interesting regions in sequences: (i) given a sequence of real numbers of length n and an upper bound U , find a consecutive subsequence of length at most U with the maximum sum and (ii) given a sequence of real numbers of length n and a lower bound L, find a consecutive subsequence of length at least L with the maximum average. We present an O(n)-time algorithm for the first problem and an O(n log L)-time algorithm for the second. The algorithms have potential applications in several areas of biomolecular sequence analysis including locating GC-rich regions in a genomic DNA sequence, post-processing sequence alignments, annotating multiple sequence alignments, and computing length-constrained ungapped local alignment. Our preliminary tests on both simulated and real data demonstrate that the algorithms are very efficient and able to locate useful (such as GC-rich) regions.
Introduction
tained [13] by extending the dynamically algorithm for the standard maximum sum consecutive subsequence problem in [6] .
An alternative measure of the weight of the target segment that we consider is as follows. Given a sequence of real numbers, A = a 1 , a 2 , . . . , a n , and a positive integer L ≤ n, the goal is to find a consecutive subsequence of A of length at least L such that the average of the numbers in the subsequence is maximized.
We propose a novel technique to partition each suffix of A into right-skew segments of strictly decreasing averages, and based on this partition, we devise an O(n log L)-time algorithm for locating the maximum average consecutive subsequence of length at least L. 2 The algorithm is expected to have applications in finding GC-rich regions in a genomic DNA sequence, postprocessing sequence alignments, and annotating multiple sequence alignments.
Observe that both problems studied in this paper have straightforward dynamic programming algorithms with running time proportional to the product of the input sequence length n and the length constraint (i.e. U or L). Such algorithms are perhaps fast enough for sequences of small lengths, but can be too slow for instances in some biomolecular sequence analysis applications, such as finding GC-rich regions and post-processing sequence alignments, where long genomic sequences are involved. Our above algorithms would be able to handle genomic sequences of length up to millions of bases with satisfactory speeds, as demonstrated in the preliminary experiments.
The rest of the paper is organized as follows. Section 2 discusses the biological applications in more depth. We present the algorithm for the lengthconstrained maximum sum consecutive subsequence problem in Section 3 and the algorithm for the length-constrained maximum average consecutive subsequence problem in Section 4. Some preliminary experiments on the speed and performance of the algorithms are given in Section 5. Section 6 concludes the paper with a few remarks.
Applications to Biomolecular Sequence Analysis
Since the heaviest segment problems that we study here are mostly motivated by their applications in several areas of biomolecular sequence analysis, we first describe the applications in detail to put the problems and our results in proper perspective.
Locating GC-Rich Regions
In all organisms, the GC base composition of DNA varies between 25-75%, with the greatest variation in bacteria. Mammalian genomes typically have a GC content of 45-50%. Nekrutenko and Li [15] showed that the extent of the compositional heterogeneity in a genomic sequence strongly correlates with its GC content. Genes are found predominantly in the GC-richest isochore classes.
Hence, finding GC-rich regions is an important problem in gene recognition and comparative genomics. As being mentioned in Section 1, previously devised window-based strategies [15, 17] might fail in finding the exact locations of some interesting regions.
Huang [13] used the expression x − p · l to measure the GC richness of a region, where x is the C+G count of the region, p is a positive constant ratio, and l is the length of the region. In other words, each of nucleotides C and G is given a reward of 1 − p, and each of nucleotides A and T is penalized by p.
Similar expression was used by Sellers [18] for recognizing patterns by mismatch density. A length cutoff L is given to avoid reporting extremely short optimal regions. Huang extended the well-known recurrence relation used by Bentley [6] for solving the maximum sum consecutive subsequence problem, and derived a linear-time algorithm for computing the optimal segments with lengths at least
L.
Here we explain briefly Huang's idea for computing the maximum sum consecutive subsequence of length at least L. Let A = a 1 , a 2 , . . . , a n be a DNA sequence of length n. Use w(X) to denote the score of nucleotide X, i.e.
w(G)=w(C)=1 − p, and w(A)=w(T )=−p. Define S(i)
to be the maximum score of regions ending at position i of A, which include the empty region. The scores S(i) can be computed by the following recurrence:
Now let us shift along the sequence with a window of size L. For each fixed window, we can compute its score, and then the maximum score of regions ending at the front of the window with the help of the vector S. This results in a linear-time method for computing the maximum sum consecutive subsequence of length at least L.
As noted by Huang, the lengths of the regions reported by the algorithm are usually much greater than the cutoff L. An immediate implication is that they might contain some very poor and irrelevant regions. It is therefore natural to consider bounding the target regions with additional upper bound. Our algorithm for the length-constrained maximum sum consecutive subsequence problem can be combined with Huang's algorithm to yield a linear-time algorithm for computing the maximum sum consecutive subsequence of length between lower bound L and upper bound U . The details will be given in Section 3.
Huang has also proposed an interesting alternative measure for finding GCrich regions [13] . Namely, given a DNA sequence, one would now attempt to find segments of length at least L with the highest C+G ratio. He noted that such an optimal segment is of length at most 2L − 1 (see Lemma 7 for a proof).
This observation yields an O(nL)-time algorithm for computing a segment of length at least L with the highest C+G ratio, where n is the length of the input sequence [13] . Our algorithm for the length-constrained maximum average consecutive subsequence problem would improve on this result and locate the regions of length at least L with the highest C+G ratio in O(n log L) time.
CpG islands are defined as regions of DNA of at least 200bp (i.e. base pairs)
in length with G+C content above 50%, and a ratio of observed vs. expected CpGs (CG di-nucleotides) at least 0.6 [9, 14] . Most of the CpG islands are between 200 and 1400bp with a majority of them being 200-400bp. Based on large genomic datasets, Hannenhalli and Levy [10] have recently showed that CpG islands play an important role in the prediction of promoter. We expect that some of the techniques used in our O(n log L)-time algorithm, such as the concept of right-skew segments and the decreasingly right-skew partitions developed in this paper, would be useful in efficiently locating all CpG islands in a genomic sequence. For example, the method can be easily extended to computing the region of the most frequent GC di-nucleotides occurrences.
Post-Processing Sequence Alignments
A new popular approach to gene prediction in the human genome is based on comparative analysis of human and mouse DNA [4, 5, 16] . The rational behind this approach is that similarity between corresponding human and mouse exons is 85% on average, while similarity between introns is 35% on average [3] .
Though the ingenious Smith-Waterman [19, 21] local alignment approach has been very successful in revealing highly conserved regions by discarding poorly conserved surrounding regions, a potential drawback of the method is that it may lead to the inclusion of arbitrarily poor internal regions (called the mosaic effect) [3, 23, 24] .
In an attempt to fix the mosaic effect problem, Zhang et al. [23] developed some efficient heuristic algorithms for delivering alignments that contain no low scoring regions. This, however, does not take into account the length of the alignment. Alexandrov and Solovyev [1] proposed to normalize the alignment score by its length 3 and demonstrated that this new approach leads to better protein classification. Following this line of investigation, Arslan et al. [3] studied a variant of normalized score, which is simply called length-adjusted normalized score for the ease of presentation, 4 and gave an O(mn log n)-time algorithm for reporting regions with the maximum length-adjusted normalized degree of similarity, where m, n are the lengths of the two sequences being 3 For an alignment of length l with score s, its normalized score is defined as s l [1] . Of course, in order to avoid extremely short alignments, we need impose a constraint (lower bound) on the length of the target alignment. 4 For an alignment of length l with score s, its length-adjusted normalized score is defined as s l+L , where L > 0 is a predetermined constant used to avoid extremely short alignments.
compared.
An alternative approach is to first run Smith-Waterman type of alignment algorithms and then post-process the computed alignments. Zhang et al. [24] developed an elegant linear-time algorithm that decomposes a long alignment into sub-alignments to avoid the mosaic effect. Our method for computing the length-constrained maximum average consecutive subsequences can be used to locate within an alignment the region that is sufficiently long and has the maximum degree of normalized similarity. It is expected that this would turn out to be a useful technique for alignment decomposition.
Annotating Multiple Sequence Alignments
As mentioned above, conserved regions in biomolecular sequences are strong candidates for functional elements. The most popular methods to compute conserved regions all start with a given multiple sequence alignment. Stojanovic et al. [20] gave several methods for finding highly conserved regions within previously computed multiple alignments. Three of the methods are based on assigning a numerical score to each column of a multiple alignment and then looking for runs of columns with high cumulative scores. Since the assigned scores may be all positive (e.g. in the information content case), each examined column could increase the cumulative score. It follows that the entire alignment could be reported erroneously as a conserved region. Therefore, it is imperative that each column score is adjusted by subtracting a positive anchor value [20] .
Determining such an anchor value appropriately for each dataset could make the use of a program based on the above approach very complicated.
A solution to the above problem is to look for runs of sufficiently many columns in the multiple alignment with the maximum average (or normalized) score instead. This can be efficiently computed by our O(n log L)-time algorithm for the length-constrained maximum average consecutive subsequence problem.
Computing Ungapped Local Alignments with Length Constraints
Consider a two-dimensional matrix where each entry (i, j) is filled with the similarity score between the i-th element of one sequence and the j-th element of another sequence. Our algorithms can be used to compute the length-constrained segment of each diagonal in the matrix with the largest sum (or average) of for computing a length-constrained local alignment with the largest score [2] and an O(mn log n)-time algorithm for computing a local alignment with the optimal length-adjusted normalized score [3] , which is closely related to the problem of constructing a length-constrained local alignment with the largest normalized score.
Maximum Sum Consecutive Subsequence with Length Constraints
Given a sequence of real numbers, A = a 1 , a 2 , . . . , a n , and a positive integer U ≤ n, the goal is to find a consecutive subsequence of A of length at most U such that the sum of the numbers in the subsequence is maximized.
It is straightforward to design a dynamic programming algorithm for the problem with running time O(nU ). We also note in passing that since there is an O(n log 2 n)-time algorithm for finding the maximum sum path on a tree with length at most U [22] , the above problem can also be solved in O(n log 2 n) time.
Here, we present an algorithm running in O(n). 
is left-negative, and, for each of the latter sequence is minimal left-negative. Note that any singleton sequence is trivially left-negative by definition. Furthermore, it can be shown that any sequence can be uniquely partitioned into minimal left-negative segments.
Lemma 1 Every sequence of real numbers can be uniquely partitioned into minimal left-negative segments.
Proof. Let A = a 1 a 2 . . . a n . The statement obviously holds if n = 1. By induction, assume that a sequence B, where |B| = n, is uniquely partitioned into minimal left-negative segments as Report-MLN-Part(i) Input: i denoting the suffix sequence a i , a i+1 , . . . , a n . Output: the minimal left-negative partition of the suffix. is left-negative. Thus, a,
For any sequence A = a 1 , a 2 , . . . , a n , each suffix sequence of A, a i , . . . , a n , defines a minimal left-negative partition, denoted as A Therefore, the overall time required by the loop is O(n).
We define the potential function of A after the jth iteration of the for-loop 
The amortized cost is therefore calculated aŝ
In other words, we deposit a credit (as a unit of the potential of A) whenever a correct value of the left-negative pointer p[·] is found. Later on, when the algorithm needs to advance the p[·] pointer in the while-loop, the cost can be charged to the pre-deposited credits. Since exactly n credits would be deposited in the entire process, the while-loop spends at most overall O(n) time.
We are ready to show that the length-constrained maximum sum consecutive subsequence problem can be solved in linear time. Note that the sum of any proper prefix of a left-negative segment is negative by definition. The correctness of the algorithm then follows from the fact that a left-negative segment is atomic in the sense that when it is combined with preceding left-negative segments, it is always combined as a whole; for otherwise the addition of any proper prefix of the segment would only decrease the sum 1 , a 2 , . . . , a n , and an upper bound U .
Output:
The maximum consecutive subsequence of A with length at most U . 1 i ← 1 2 while a i ≤ 0 and i ≤ n do i ← i + 1 3 if i = n then Elements a 1 , a 2 , . . . , a n−1 are all negative. 4 Find the maximum element in A and return. The algorithm MSLC can be easily combined with Huang's technique [13] to yield a linear-time algorithm that is able to handle a length upper bound and a length lower bound simultaneously.
Corollary 2 Given a length n real sequence and positive integers L ≤ U , finding the consecutive subsequence of length between L and U with the maximum sum can be done in O(n) time.
Proof. We modify algorithm MSLC to obtain an algorithm MSLU that finds A = a 1 , a 2 , . . . , a n , a lower bound L, and an upper bound U . Output: The maximum consecutive subsequence of A with length at least L and at most U .
MSLU(A, L, U ) Input: A real sequence

MLN-Point(A)
Compute left-negative pointers. See Fig 1.  2 The algorithm is shown in Figure 5 
Maximum Average Consecutive Subsequence with Length Constraints
Given a sequence of real numbers, A = a 1 , a 2 , . . . , a n , and a positive integer L, 1 ≤ L ≤ n, our goal is now to find a consecutive subsequence of A with length at least L such that the average value of the numbers in the subsequence is maximized.
Recall that w(A) = 
The following are some useful properties of right-skew segments and their averages.
Lemma 3 (Combination) Let A, B be two sequences with µ(A) < µ(B).
Then µ(A) < µ(AB) < µ(B).
Proof. Let λ = d(A)/d(AB). We have µ(AB) = λµ(A) + (1 − λ)µ(B).
The result is true because 0 < λ < 1. 
Lemma 4 Let A, B be two right-skew sequences with µ(A) ≤ µ(B)
.
µ(P ) ≤ µ(B).
On the other hand, if P contains a proper prefix of B, i.e. B = CD and A = a 1 , a 2 , . . . , a n has a unique decreasingly right-skew partition.
P = AC for some nonempty sequences C and D, then µ(C) ≤ µ(B) ≤ µ(D).
Hence, µ(P ) = µ(AC) ≤ µ(D) since µ(A) ≤ µ(B) ≤ µ(D).
Lemma 5 Every real sequence
Proof. We prove the lemma by induction. The lemma obviously holds if n = 1.
Assume that Q is a sequence of length n and Q = A 1 A 2 · · · A k is the unique decreasingly right-skew partition of Q. Now consider sequence A = Q, a . 
Report-DRS-Part(i, p[·])
Clearly, the partition is unique because other choices of i would not result in a decreasingly right-skew partition of A.
For a sequence A = a 1 , a 2 , . . . , a n , each suffix of A, a i , . . . , a n , defines a decreasingly right-skew partition, denoted as A = a 1 , a 2 , . . . , a n . Output: n right-skew pointers of A, encoded by array p [·] . We can analyze the time complexity of the algorithm by an amortized argument similar to that in Lemma 2. We conclude that the amortized cost of each iteration of the for-loop is just a constant.
In short, we deposit a credit whenever a correct value of the right-skew
found. Later on, when the algorithm needs to advance the p[·]
pointer in the while-loop, the skipping cost can be charged to the pre-deposited credits. Since exactly n credits are deposited in the entire process, the whileloop spends at most overall O(n) time.
The next lemma is first presented in [13] . We include it here for completeness. In other words, the segment B = a j+1 , . . . , a p[j+1] is atomic (for A).
Lemma 7 Given a real sequence
Lemma 8 (Atomic) Let A, B, C be three real sequences with µ(A) < µ(B) < µ(C). Then µ(AB) < µ(ABC).
Proof. By Lemma 3, we must have µ(A) < µ(AB) < µ(B). Furthermore, since µ(B) < µ(C), we have µ(AB) < µ(C). It follows that µ(AB) < µ(ABC) < µ(C), again by Lemma 3.
The next lemma allows us to perform binary search in the decreasingly rightskew partition of a suffix sequence when trying to find the "optimal" extension from a candidate solution segment.
Lemma 9 (Bitonic) Let P be a (prefix) real sequence, and
Proof. First, we show that
In the second part, we show that
. By repeatedly applying
Now we are ready to state the main result of this section.
MaxAvgSeq(A, L)
Input: A real sequence A = a 1 , a 2 , . . . , a n and a lower bound L.
Output:
The maximum average consecutive subsequence of A of length at least L.
DRS-Point(A)
Compute the right-skew pointers, see Fig 7 .
is defined recursively: Observe that right-skew segments are atomic in the sense that it is always better to add a whole right-skew segment in an extension process than to add a proper prefix, as shown in Lemma 8. Thus the possible good partners will be the right endpoints of the right-skew segments in the decreasingly right-skew partition of the suffix sequence a j+1 , . . . , a n .
Let j (k) denote the right endpoint of the kth right-skew segment in the suffix sequence a j+1 , . . . , a n . Note that j (k) can be defined recursively using 
Implementation and Preliminary Experiments
We have implemented a family of programs for locating the length-constrained heaviest segments, based on the algorithms described in this paper. Specifically, five programs are discussed below:
• mslc: Given a real sequence of length n and an upper bound U , this program locates the maximum-sum subsequence of length at most U in O(n)-time.
• mslc slow: A brute-force O(nU )-time version of mslc.
• mavs: Given a real sequence of length n and a lower bound L, this program locates the maximum-average subsequence of length at least L in O(n log L).
• mavs slow: A brute-force O(nL)-time version of mavs.
• mavs linear: Instead of finding a good partner by binary search, as done in mavs, this program linearly scan right-skew segments for the good partnership. In the worst case, the time complexity is O(nL). However, our empirical tests showed that it ran faster than mavs in most cases. Table 1 summarizes the comparative evaluation of the five programs on a random integer sequence ranged from -50 to 50 of length 1,000,000. These experiments were carried out on a Sun Enterprise 3000 UltraSPARC based system.
Several length lower and upper bounds were used to illustrate their performance. Huang's LCP program [13] is very efficient in finding in a sequence all GCrich regions of length at least L. These GC-rich regions can be refined by locating their subregions with the highest C+G ratio by using our programs [11] . The length cutoff L considered was 50, and the minimum ratio p was chosen at 0.7. Table 2 
Concluding Remarks
In this paper, two fundamental problems concerning the search for the heaviest segment of a sequence with length constraints are considered. The first problem is to find a consecutive subsequence of length at most U with the maximum sum and the second is to find a consecutive subsequence of length at least L with the maximum average. We presented a linear-time algorithm for the first and an O(n log L)-time algorithm for the second. Our results also imply efficient solutions for finding a maximum sum consecutive subsequence of length within a certain range and length-constrained ungapped local alignment. The algorithms have applications to several important problems in biomolecular sequence analysis.
It would be interesting to know if there is a linear-time algorithm to find a maximum average consecutive subsequence of length at least L. It also remains open to develop an efficient algorithm for locating the maximum average consecutive subsequence of length between bounds L and U .
