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a b s t r a c t
The classic problem for a logistically evolving single species population being harvested
involves three parameters: rate constant, carrying capacity and harvesting rate, which
are taken to be positive constants. However, in real world situations, these parameters
may vary with time. This paper considers the situation where these vary on a time scale
much longer than that intrinsic to the population evolution itself. Application of a multiple
time scale approach gives approximate explicit closed form expressions for the changing
population, that compare favorably with those generated from numerical solutions.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The growth of a single species population that evolves according to a logistic law while being harvested at a given rate
may be modeled by the initial value problem
dP
dT
= RP

1− P
K

− H, P(0) = P0, (1)
where P(T ) is the population at times T ≥ 0, while the positive model parameters R, K , H and P0 are the rate constant,
carrying capacity, harvesting rate and initial population, respectively.
The behavior of the solutions of (1) when R, K and H are positive constants is well understood and (1) has been analyzed
by a number of authors (see, for example, [1], [2, Section 2.2]). In particular, two situations may be identified—subcritical
harvesting, when H < RK/4, where the population may evolve to a non-zero limiting value, or reduce to zero in finite time,
and supercritical harvesting, when H > RK/4, where the population always declines to zero in finite time.
In real world situations, the parameters R, K and H may vary with time, T , so that (1) is replaced by
dP
dT
= R(T )P

1− P
K(T )

− H(T ), P(0) = P0, (2)
with R(T ), K(T ) and H(T ) positive valued functions on T ≥ 0. Such variation may arise from variation (often periodic) in
the surrounding environment.
If R(T ), K(T ) and H(T ) are assumed to vary on the same time scale T ∗ > 0 and R0, K0 and H0 are representative values
of these functions, (2) may be written in dimensionless form as
dp(t, ϵ)
dt
= r(ϵt)p(t, ϵ)

1− p(t, ϵ)
k(ϵt)

− σh(ϵt), p(0, ϵ) = µ. (3)
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Here, t = R0T and p = P/K0 are dimensionless time and population, r, k and h are dimensionless forms of R, K and H ,
while ϵ = (T ∗R0)−1 measures the ratio of the intrinsic population variation time scale, R−10 , to T ∗, that of R, K and H (see
the discussion in [3]). The positive constant parameters σ and µ are given by σ = H0/(R0 K0), µ = p0/K0 respectively.
Note that p, the solution of (3) depends on all the parameters ϵ, σ andµ (as well as time, t). However, in the calculations
to follow, we will focus attention on its ϵ-dependence only, so that dependence on σ and µwill be suppressed.
The time variation of r, k and h in (3) means that exact solution of this initial value problem is virtually impossible and
numerical methods must be used to construct an approximate solution, with the consequent restriction of r, k, h and ϵ, σ ,
µ to specific functions and values respectively. Often, qualitative theoretical results and techniques are used to guide the
numerical calculations (see [4]), but the results still require numerical computation.
However, when ϵ is small; that is, the time scale of variation of R, K and H is large relative to that of the overall
population P , problem (3) may be viewed as one involving two time scales—a fast scale, t , and a slow scale, ϵt . Then, as
we will see below, (3) may be solved approximately using a multiscaling method based on these two time scales, in the
limit ϵ → 0. Such an approach has already been employed in the analysis of a number of related slowly varying population
models. Thus, Stojkov [5], Stojkov and Shepherd [6] considered the unharvested (h(ϵt) ≡ 0) logistic model where only the
carrying capacity k(ϵt) varied slowly, Grozdanovski [7] and Grozdanovski et al. [8] extended this to the case of both of r and
k slowly varying, while Grozdanovski and Shepherd [9] carried out similar analysis for the Gompertz model. Nguyen [10]
appliedmultiscaling analysis to (3)where only h(ϵt) varied slowly,while r and kwere positive constants. Grozdanovski et al.
[11,3] considered a related case of population dependent harvesting (h(ϵt) = e(ϵt)p) and the structure of transitions from
subcritical to supercritical harvesting.
2. The multiscale harvesting equation
As noted above, problem (3) involves behavior on two time scales—slow time, ϵt and normal time t . To apply a
multiscaling analysis to this problem, we follow the lead of earlier investigations and propose generalized normal time
t0, and slow time, t1 defined by
t0 = 1
ϵ
g(t1), and t1 = ϵt (4)
respectively, where g(t1) is a positive valued function on all t1 > 0, to be determined, with g(0) = 0. Differentiating (4)
gives dt0 = g ′(t1) dt and we ensure one-to-one correspondence between t0 and t by requiring that g ′(t1) > 0 on all t1 > 0.
We now regard p(t, ϵ), the solution of (3), as a function p˜(t0, t1, ϵ) of these variables. By applying the chain rule and
substituting, we convert the ordinary differential equation in (3) to the multiscaled harvesting equation
g ′(t1)D0p˜+ ϵD1p˜ = r(t1)p˜

1− p˜
k(t1)

− σh(t1), (5)
which is a partial differential equation for the unknown function p˜(t0, t1, ϵ), where D0 and D1 denote partial derivatives
taken with respect to t0 and t1 respectively. Note that ϵ is displayed explicitly in (5) rather than implicitly as in (3). This will
allow us to employ a perturbation technique that constructs an approximate solution of (3) that is valid for all t ≥ 0.
3. Perturbation analysis
We now express p˜(t0, t1, ϵ) as a Poincaré expansion in ϵ
p˜(t0, t1, ϵ) = p˜0(t0, t1)+ ϵp˜1(t0, t1)+ ϵ2p˜2(t0, t1)+ · · · , (6)
and on substituting (6) into (5), expanding in powers of ϵ and equating coefficients of like powers of ϵ, obtain differential
equations for p˜0 and p˜1 as
g ′(t1)D0p˜0 − r(t1)p˜0

1− p˜0
k(t1)

= σh(t1), (7)
g ′(t1)D0p˜1 − r(t1)

1− 2p˜0
k(t1)

p˜1 = −D1p˜0. (8)
Solving the partial differential equation (7) for p˜0 gives
p˜0(t0, t1) = 12k(t1) (1+ η(t1) tanh [θ(t1)(t0 + F(t1))]) (9)
where
η(t1) =

δ(t1), δ(t1) = 1− 4σh(t1)r(t1)k(t1) , θ(t1) =
r(t1)η(t1)
2g ′(t1)
(10)
M.A. Idlango et al. / Applied Mathematics Letters 25 (2012) 81–87 83
and F(t1) is an arbitrary function of t1. Solving (8) for p˜1 gives a particular solution as
p˜1(t0, t1) = − 14θ(t1)g ′(t1)

(k(t1)η(t1))′ + k′(t1) tanh [θ(t1)(t0 + F(t1))]

− k′(t1)t0 + k(t1)η(t1) θ ′(t1) t20 + 2F(t1)t0+ 2θ(t1)F ′(t1)t0 14g ′(t1) sech2 [θ(t1)(t0 + F(t1))] .(11)
To this point, we have placed no restriction on the parameters r, k and h. Our only condition has been that g(t1) and g ′(t1) be
real and positive on t1 ≥ 0. However, it is clear that for certain combinations of r, k and h, η(t1) given by (10) is imaginary,
and this affects the nature of p˜0, p˜1 as functions of t0, and consequently that of the expansion (6). We therefore separate our
analysis into two distinct cases:
δ(t1) > 0 on t1 ≥ 0; (12)
termed subcritical harvesting, and
δ(t1) < 0 on t1 ≥ 0; (13)
termed supercritical harvesting.
In the remainder of this paper, wewill consider only the cases where these inequalities are obeyed strictly. We recognize
that situations will arise in applications where one of (12), (13) holds over part of t1 ≥ 0, while the other holds over the rest
of t1 ≥ 0. Such transitions require detailed and extensive analysis (see, for example, that of [11]), and are beyond the scope
of this paper. A second paper analyzing such transitions in detail is in preparation.
Consider the behavior of p˜0 and p˜1, given by (9) and (11) as functions of t0. When the harvesting is subcritical, η(t1)
and θ(t1) are real and positive functions of t1 on t1 ≥ 0. Thus, as t0 → ∞, p˜0 tends to a finite limit k(t1)(1 + η(t1))/2
and the rate of convergence to this limit is exponential, of the form of e−2θ(t1)t0 . Similarly, p˜1 given by (11) tends to the
limit
− k′(t1)+ (k(t1)η(t1))′ / 4θ(t1)g ′(t1) as t0 →∞.
However, the presence of the t0 and t20 terms in (11) means that this convergence is not exponential (as for p˜0). This
convergence to the limit may be made exponential, so that p˜1 reaches its limit at the same rate as p˜0 by removing these
terms. To do this, we set the coefficients of t0 and t20 in (11) separately to zero. This leads to
k′(t1)+ 2k(t1)η(t1) (θ(t1)F(t1))′ = 0 and k(t1)η(t1)θ ′(t1) = 0. (14)
When the harvesting is supercritical, η(t1) and θ(t1) are pure imaginary. Then, p˜0 is a periodic function of t0. However, the
t0 and t20 terms in (11) mean that p˜1 is not a periodic function of t0. If we argue that p˜1 should reflect the periodic nature
of p˜0, we again arrive at the conclusion that the coefficients of the t0 and t20 terms in (11) should again be equated to zero.
Thus, we again arrive at (14).
In each case, the second of (14) leads to the conclusion that θ ′(t1) = 0, so that θ(t1) is a constant; while with this, the
first of (14) gives
F ′(t1) = −12
k′(t1)
k(t1)η(t1)θ(t1)
. (15)
We now consider the implications of this for the following cases: (12) and (13).
3.1. Subcritical harvesting
Here, (12) applies, and choosing θ(t1) = 12 , we have, from (10)
g ′(t1) = r(t1)χ(t1) where χ(t1) =
|δ(t1)|, (16)
while from (16) and (4), we obtain
t0 = 1
ϵ
∫ t1
0
r(s)χ(s)ds, (17)
defining the normal time t0. Then, Eq. (15) gives
F(t1) = A(t1)+ c where A(t1) = −
∫ t1
0
k′(s)
k(s)χ(s)
ds, (18)
and c is an arbitrary constant.
Since our expansion consists of leading order terms and O(ϵ) terms, we suppose that c in (18) has the form c =
c0 + ϵc1 + · · ·.
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With this c (9) and (11) give (6) on expansion in powers of ϵ, as
p˜(t0, t1, ϵ) = 12k(t1)

1+ χ(t1) tanh
[
1
2
(t0 + A(t1)+ c0)
]
− ϵ 1
2r(t1)χ(t1)

(k(t1)χ(t1))′ + k′(t1)
× tanh
[
1
2
(t0 + A(t1)+ c0)
]
+ 1
4
ϵc1k(t1)χ(t1) sech2
[
1
2
(t0 + A(t1)+ c0)
]
+ O(ϵ2). (19)
Substituting the initial condition (3) into (19) and equating like powers of ϵ give equations for c0 and c1 which, when
solved give
c0 = −2arctanh
[
k(0)− 2µ
k(0)χ(0)
]
, (20)
c1 = 2
k′(0)(2µ− k(0))+ k(0)χ(0) (k(t1)χ(t1))′

t1=0
r(0)χ(0)

k2(0)χ2(0)− (2µ− k(0))2 . (21)
3.2. Supercritical harvesting
In this case where h(t1) satisfies (13), η(t1) = iχ(t1) and we choose θ(t1) = i2 so that t0 is again defined by (17), while
F(t1) = −A(t1)+ d, (22)
where d is an arbitrary constant and A(t1) is as defined in (18).
Again, substituting d = d0 + ϵd1 + · · · into (9) and (11) and expanding in power of ϵ give the expansion (6) as
p˜(t0, t1, ϵ) = 12k(t1)

1− χ(t1) tan
[
1
2
(t0 − A(t1)+ d0)
]
− ϵ 1
2r(t1)χ(t1)

(k(t1)χ(t1))′ + k′(t1)
× tan
[
1
2
(t0 − A(t1)+ d0)
]
− 1
4
ϵd1k(t1)χ(t1) sec2
[
1
2
(t0 − A(t1)+ d0)
]
+ O(ϵ2). (23)
Substituting the initial condition (3) into the expansion (23) and equating like powers of ϵ as above, we obtain
d0 = 2 arctan

k(0)− 2µ
k(0)χ(0)

, (24)
d1 = −2
k′(0)(k(0)− 2µ)+ k(0)χ(0) (k(t1)χ(t1))′

t1=0
r(0)χ(0)

k2(0)χ2(0)+ (k(0)− 2µ)2 . (25)
4. Discussion
The expansions (19) and (23) are two-term explicit approximations to the evolving population p(t, ϵ) in the subcritical
and supercritical harvesting cases respectively. They apply for arbitrarily slowly varying functions r, k and h and parameter
values ϵ, σ and µ, providing ϵ is small.
While c1, d0 and d1 are always real valued, c0 given by (20) is real whenk(0)− 2µk(0)χ(0)
 < 1. (26)
In this case, the population (as represented by (19)) tends to
1
2
k(t1) {1+ χ(t1)} − ϵ

(k(t1)χ(t1))′ + k′(t1)
2r(t1)χ(t1)

+ O(ϵ2), (27)
a slowly varying limiting state. However, c0 is complex whenk(0)− 2µk(0)χ(0)
 > 1, (28)
which has the effect of replacing the hyperbolic tangent in the leading term of (19) with a hyperbolic cotangent, with
appropriate subsequent replacement in the O(ϵ) term. In this case, the two term expansion (19) begins at a value of µ
at t = 0, but, as t increases, two possibilities emerge. If
k(0)− 2µ
k(0)χ(0)
< −1; i.e., µ > 1
2
k(0)(1− χ(0)), (29)
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Fig. 1. Evolution of the population subject to subcritical harvesting with survival to a slowly varying state, for r(ϵt) = 1 + 0.1 sin(ϵt), k(ϵt) = 1 +
0.08 sin(ϵt) and h(ϵt) = 1+ 0.05 sin(ϵt), σ = 0.02, µ = 0.032 and ϵ = 0.05, 0.1, 0.2, 0.5 in clockwise order starting from the top left corner. The solid
curve results from the approximation (19), while the dotted curve results from a numerical solution of problem (3). The dashed curve shows 10δ, where δ
is the indicator from (10).
the hyperbolic cotangent tends downwards to a constant positive limiting value, and (19) tends to the limiting state (27).
However, if
k(0)− 2µ
k(0)χ(0)
> 1; i.e., µ < 1
2
k(0)(1− χ(0)), (30)
the hyperbolic cotangent tends to−∞ at some finite t-value. Thus, (19) reaches zero in finite time, signifying an extinction
of the population in finite time.
Inequality (30) provides a criterion by which we may determine initial populationsµ for which the population is driven
to extinction, even though the harvesting is subcritical. Note that (30) involves only the initial values of the quantities
involved.
Figs. 1–4 display comparisons between the results of using these expansions andnumerical solutions of the original initial
value problem (3) for p. In each of these, the solid curve is the series approximation, while the dotted one is the numerical
solution.
Fig. 1 shows population evolution under subcritical harvesting from an initialµ = 0.032 for periodic slowly varying r, k
and h and a range of ϵ values. In each case, there is a rapid initial transition region (where t0 dominates) to a periodic limiting
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Fig. 2. Evolution of the population subject to subcritical harvesting with survival to a slowly varying state, for the time varying data of Fig. 1, but with
σ = 0.02, ϵ = 0.05 and the various µ = 0.032, 0.5, 0.8, 2.0. As in Fig. 1, the solid curve results from the approximation (19), while the dotted curve
results from a numerical solution of problem (3).
Fig. 3. Evolution of the population subject to the subcritical harvesting data of Fig. 1, but now with starting population µ = 0.012, leading to population
extinction in finite time. As in Fig. 1, the solid curve results from the approximation (19), while the dotted curve results from a numerical solution of
problem (3).
statewhere t1 variation dominates. Also, in each case, the agreement between approximation and numerical solution is very
good, although, for the largest value of ϵ, ϵ = 0.5 (which might not be regarded as small), there is a noticeable discrepancy.
Note that for the data given, µ = 0.032 > 12k(0)(1− χ(0)) ≈ 0.02, satisfying criterion (29).
Fig. 2 shows population evolution under subcritical harvesting for the same r, k, h and σ , ϵ = 0.05 and a range of µ
values satisfying (29). In each case, the agreement between approximation and numerical solution is excellent, implying
that accuracy of the approximations is independent of initial conditions.
In Fig. 3, the same r, k, h and σ apply, but now the starting population,µ = 0.012 is so small that the population declines
to zero at about t1 = 0.9, corresponding to t approximately 180.
In this case, µ = 0.012 < 12k(0)(1 − χ(0)) ≈ 0.02; that is, the initial population satisfies criterion (30) and extinction
occurs, even though the harvesting is subcritical.
Fig. 4 shows the result of supercritical harvesting for periodic slowly varying r, k and h. Here, as expected, the population
declines from an initial µ = 1 to zero at t1 ≈ 3 (or t ≈ 60).
This last result may also be obtained by replacing t0 by (17) in (23), setting the resulting first two terms of (23) to zero
and numerically solving the resulting transcendental equation in t1.
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Fig. 4. Evolution of the population subject to supercritical harvesting with population extinction in finite time, for r(ϵt) = 1 + 0.3 sin(ϵt), k(ϵt) =
1+ 0.3 sin(ϵt) and h(ϵt) = 1+ 0.4 sin(ϵt), while σ = 0.5, ϵ = 0.05 and µ = 1.0. The solid curve results from the approximation (23), while the dotted
curve results from a numerical solution of problem (3). The dashed curve shows the indicator δ from (10).
We note that the two term expansions (19) and (23) both contain terms at the O(ϵ) level for which χ(t1) is in the
denominator. Thus, at points where χ(t1) = 0, these terms are undefined and so too are these expansions. More generally,
at points where χ(t1) = O(ϵ), the second terms in these expansions become comparable with the leading order ones;
i.e., the expansions become disordered, and fail as representations of the population. In particular, such disordering occurs
in the neighborhood of points where there is a change of harvesting from subcritical to supercritical or vice versa. In such
neighborhoods, the solution structure changes and so too do the expansions representing such solutions. Such transition
regions have been analyzed in the unharvested (σ = 0) case (see [11,3]), and, as we have noted earlier, are excluded from
this paper, being a topic for a subsequent publication.
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