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Abstract
Consider a system of N electrons projected onto the lowest Landau level
(LLL) with filling factor of the form n2pn±1 <
1
2 and N a multiple of n. We
show that there always exists a two-dimensional symmetric correlation factor
(arising as a nonzero symmetrization) for such systems and hence one can al-
ways write a variational wave function. This extends an earlier observation of
Laughlin for an incompressible quantum liquid (IQL) state with filling factor
equal to the reciprocal of an odd integer ≥ 3. To do so, we construct a family
of d-regular multi-graphs on N vertices for any N whose graph-monomials have
nonzero linear symmetrization and obtain, as special cases, the aforementioned
nonzero correlations for the IQL state. The nonzero linear symmetrization that
is obtained is in fact an example of what is called a binary invariant of type
(N, d). Thus, in addition to supplying new variational wave functions for sys-
tems of interacting Fermions, our construction is of potential interest from both
the graph and invariant theoretic viewpoints.
Keywords: trial wave function, symmetric correlation factor, relative invariant,
d-regular multi-graph
MSC 2010 Classification: 81V70, 13A50
I Introduction
A trial wave function Ψ(z1, . . . , zN ) of a fractional quantum Hall effect (FQHE)
system of N electrons can always be expressed as the product of an antisymmet-
ric Fermion factor F =
∏
1≤i<j≤N (zi − zj), and a symmetric correlation factor
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G = G(z1, . . . , zN ) that takes into account Coulomb interactions. In this paper,
we will be interested in certain mathematical aspects of the latter. Here, and
in the following, let zi denote the complex coordinate of the i
th electron. G in
general is assumed to be an analytic function of the zi and here will be taken
to be a homogeneous polynomial in these variables. We refer to the difference
zi − zj as a correlation factor (cf), even when it arises from the Pauli principle.
For non-interacting Fermion systems, one may take G = 1. It is convenient to
represent a configuration of electrons diagrammatically as a multi-graph on N
vertices with edges representing cf factors.
We discuss some previous examples of correlations G. In an incompressible
quantum liquid (IQL) state with filling factor ν = 1/3 (see [11]), two cf lines
connect each pair of Fermions. For each labeling of the vertices of the cor-
responding multi-graph, one takes the product of all the cf factors, and then
computes the sum of the products corresponding to all possible labelings to
obtain the correlation G. For the Moore-Read state [12] of the half filled first
excited Landau level (LL1) with ν = 2 + 1/2, the N electrons for LL1 where N
is even are partitioned into two subsets A and B, each of size m = N/2, with
two cf’s joining each pair of electrons in A and also each pair in B, as noted
in [13]. To compute the correlation G in this case, one takes the product of all cf
factors in the diagram corresponding to a given partition (A,B), and then sums
these products over the possible partitions to obtain G. The Jain 2/5 IQL state
can be represented in a similar fashion as the Moore-Read state above except
that an extra m(m − 1) intersubset cf’s are required between the particles in
the subsets A and B so as to ensure that the total angular momentum L is zero
(see [13]), as illustrated below in the case N = 4. Jain [8, 9] introduced a more
general composite Fermion (CF) picture that correctly predicts the IQL states
at filling factors < 1/2, which correspond to integrally filled CF Landau levels.
Figure 1: Jain 2/5 IQL state with N = 4.
The value of (2l, N) defines the function space consisting of the 2l+ 1 states
into which one must insert N Fermions, where l is the single particle angular
momentum (for noninteracting single particle states); see, e.g., [15, Chapter 16]
or [2]. Here, l may be either an electron or a quasielectron angular momentum.
The filling factor is defined as ν = N2l+1 , where N is assumed large (formally, ν
is the limit as N →∞, though it is often used for systems with large numbers of
particles). In general, for states at filling factor ν = p/q < 1/2 and N arbitrary,
the value of the single particle angular momentum l satisfies the relation 2l =
ν−1N − cν , where cν = q+ 1− p is the finite size shift (cν serves as a correction
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term for small N since one might not wish to use the limiting filling factor value
ν in this case).
The correlation G satisfies a number of conditions. For example, the highest
power of zi in any term of G cannot exceed 2l+1−N . In addition, the value L of
the total angular momentum of the correlated state must satisfy the equation
L = (N/2) (2l + 1−N) − κG, where κG is the degree of the homogeneous
polynomial G. Knowing the value of L for IQL states and for states containing a
few quasielectrons (or a few quasiholes) from Jain’s mean field CF picture allows
one to determine κG. In IQL states with filling factors ν <
1/2, which we will
focus on here, one has L = 0 with the highest power of zi in G generally attained
for all i, which we will denote by d. By definition, the total angular momentum
gives the degree of the homogeneity of the polynomial G in LLL. Here, note that
we have L = 0 without G being a constant since we are dealing with composite
Fermion wave functions where one starts with functions in higher Landau levels
(such functions can have L = 0 without being constant) and projects them onto
LLL.
Let ν = n2pn±1 , where n, p ≥ 1 are integers. The degree κG then satisfies
κG =
Nd
2 , where
d = 2`+ 1−N = ν−1N − cν + 1−N = ((2p− 1)n± 1)((N/n)− 1).
Laughlin [11] realized that if the interacting electrons could avoid the most
strongly repulsive pair states, an incompressible quantum liquid state could
result. He suggested a trial wave function for a filling factor ν equal to the
reciprocal of an odd integer n in which the correlation, denoted by GL, was
given by
∏
1≤i<j≤N (zi − zj)n−1. One can represent the configuration for GL
diagrammatically by distributing N dots, representing N electrons along the
circumference of a circle, and drawing n−12 double lines, each representing two
correlation factors connecting each pair. Note that GL is given by an integral
power of the discriminant of the zi and hence is nonzero.
In general, in order for a given configuration to exist, it is necessary that the
symmetric correlation factor G work out to be nonzero, as it does in the Laugh-
lin case. Note that if a configuration contains pairs of vertices connected by an
odd number of cf lines, this is often not obvious. Here, we consider a general
class of configurations of N Fermions (Laughlin’s arrangement being a special
case of which) containing members of all IQL states with v < 1/2 of the stated
form above and study the correlations G corresponding to this class. Members
belonging to a certain subclass of these configurations and exhibiting two kinds
of pair-interaction potencies a and b are described as balanced, with the minimal
configurations being those in which max{a, b} is as small as possible (see final
section for further details). The following result is a consequence of Theorems
2-4 below and their application to the IQL state.
Theorem 1: Let N , n and p be positive integers where N is a multiple of n.
Then for all N , n and p such that ν = n/(2pn± 1) < 1/2, there exist configura-
tions of N Fermions in the IQL state with filling factor ν that have a nonzero
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symmetric correlation factor G. Furthermore, it is possible to find for all such ν
configurations that are minimal in the sense defined in the final section below.
Note that the n = 1 case of Theorem 1 corresponds to the Laughlin configuration
having nonzero GL.
The organization of this paper is as follows. In section II, we discuss the
algebra of variational wave functions and formulate the problem in terms of
multi-graphs. It will be seen that the filling factor and angular momentum
requirements for a system of electrons imposes certain conditions on the associ-
ated multi-graph and thus on G. In the third section, we introduce notation and
recall some terminology. We present in section IV our main results featuring
the construction of certain kinds of invariants. In the final section, we discuss
applications of our results to the IQL state and show how Theorem 1 above
follows as a consequence. Further, we demonstrate that our construction yields
existent configurations in which the maximal occurring pair-interaction potency
is at its lowest possible value (among the possible configurations exhibiting two
types of potency and having the given filling factor).
II Preliminaries
Recall that a correlation diagram for N Fermions graphically exhibits the po-
tencies of their mutual interactions and so, in purely mathematical terms, it is
a (undirected, loopless) multi-graph on N vertices. Here, the adjective multi-
signifies the possibility that a vertex-pair may be connected by more than one
edge. Henceforth, we regard correlation diagram and multi-graph as equivalent
terms. Given a multi-graph on N vertices, a choice of a labeling of its vertices
by the numbers 1, 2, . . . , N gives rise to a product of the terms (zi − zj)pij ,
where zi is an indeterminate for 1 ≤ i ≤ N and for 1 ≤ i < j ≤ N , the
nonnegative integer pij is the number of edges between the vertices labeled i
and j in the multi-graph. In the classical theory of invariants, a product of
this type is known as a graph-monomial (see, e.g., [1]). Note that since our N
Fermions are indistinguishable, we must consider each of the possible choices of
vertex-labelings, for the correlation diagram under consideration, on an equal
footing. Commonly, two multi-graphs on N vertices are called isomorphic if one
is obtained from the other by a relabeling of its vertices (see Figure 2 below for
an example of isomorphic multi-graphs).
The isomorphism class of a correlation diagram is to be thought of as a config-
uration of interacting Fermions; nonisomorphic correlation diagrams correspond
to distinct configurations. The sum (if preferred, it can also be defined as the av-
erage) of the graph-monomials associated with a configuration of N interacting
Fermions will be referred to here as the correlation function (of the configura-
tion). In other words, if we pick one correlation diagram for the configuration
and call its associated graph-monomial f(z1, . . . , zN ), then the correlation func-
tion of the configuration is the symmetrization of f , i.e.,
∑
f(zσ(1), . . . , zσ(N)),
where the sum ranges over all permutations σ of {1, 2, . . . , N}. Clearly, such a
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Figure 2: Isomorphic multi-graphs on 6 vertices.
correlation function is a homogeneous polynomial symmetric in z1, z2, . . . , zN .
If this correlation function is identically zero, then we deem the configuration
as nonexistent. If correlation functions of two configurations are the same up to
a nonzero numerical (rational) factor, then the configurations are regarded as
equivalent.
It is worth noting that on account of the inherent symmetries of a given
multi-graph, it can very well be the case that certain distinct labelings of ver-
tices yield the same graph-monomial. From a computational standpoint, the
correlation function of a configuration is easier to deal with when its corre-
sponding set of graph-monomials is small and hence multi-graphs with many
intrinsic symmetries are perhaps more desirable. In the extremal example of
a multi-graph in which the number of edges between any two vertices is the
same integer e (i.e., pij = e for 1 ≤ i < j ≤ N), there are at most two distinct
graph-monomials for the configuration (differing only by a factor of ±1). Recall
that such is precisely the case if we consider the Laughlin configuration for the
IQL state with filling factor ν = 1/(2p+ 1) (forcing pij = e = 2p). In general, a
simple exercise shows that the graph-monomial of a multi-graph on N vertices
is a symmetric polynomial in the variables z1, z2, . . . , zN if and only if there is
an integer p such that pij = 2p for all 1 ≤ i < j ≤ N .
For a system of N interacting Fermions, their individual angular momenta,
together with the filling factor ν, dictate an upper bound d on the degree of
a vertex (i.e., the number of edges emanating from a vertex) in any corre-
sponding correlation diagram, whereas the total angular momentum L of the
system demands that the corresponding correlation function be a homogeneous
polynomial of (total) degree (Nd/2)−L. Usually, there are several possible con-
figurations that meet these dictated requirements; their number increases rather
steeply with increasing values of N . To determine which of these configurations
actually exist, it is essential to ascertain the nonzero-ness of their corresponding
correlation functions. This is a nontrivial task when the associated correlation
diagram has vertex-pairs connected by an odd number of edges. Even more
challenging is the problem of determining, in some concrete manner, the set of
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no. of Fermions 2 3 4 5 6 7
no. of apparent configurations 1 1 7 37 2274 864863
no. of existent configurations 1 1 7 33 1137 844578
Table 1: Apparent and existent configurations, IQL state, ν = 1/3.
equivalence classes of these configurations.
The simplest, but comparatively rare, example that can be worked out by
hand is given by a system of 4 Fermions in an IQL state with filling factor 2/5;
in this case, each vertex of a correlation diagram must have degree 3 and then
there is only one existent configuration. In general, if L = 0, then it turns out
that each vertex in a related correlation diagram must have the same maximum
allowed degree d. A (undirected, loopless) multi-graph each of whose vertices
has the same degree d is said to be d-regular. The problem of counting the
number of distinct configurations of N Fermions with L = 0 and a given filling
factor ν translates to counting the number of isomorphism classes of d-regular
loopless multi-graphs on N vertices. We wish to point out that this counting
problem appears to be largely open and is a subject of ongoing research (see [7]).
For a system of N Fermions in an IQL state with filling factor ν = n/(2pn±
1) < 1/2, we have L = 0 and d = ((2p− 1)n± 1)((N/n)− 1). In particular, if
ν = 1/3 and hence d = 2(N − 1), thanks to gtools, MAPLE, and SAGE, we
can present at least a small sample of relevant counts in Table 1 above. Two
configurations with N = 6 and ν = 2/5 (and hence d = 6) are given below.
Figure 3: Distinct configurations for N = 6 Fermions in the IQL state with ν = 2/5.
To illustrate one of our subsequent results, let N = mn with m = n = 3 and
p = 1 and hence d = ((2p−1)n+1)(m−1) = 8. Note that this corresponds to an
IQL state with N = 9 and ν = 3/7, as shown in Figure 4. In the notation of the
fourth section, this graph has adjacency matrix M(3, 3, 1, 1) whose symmetrized
graph monomial is proven to be nonzero (see Corollary to Theorem 3 below),
which implies that the configuration is indeed existent.
It is well-known that the symmetrized graph-monomial of an undirected
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Figure 4: An existent IQL state with N = 9 and ν = 3/7.
loopless multi-graph is also called a relative semi-invariant of a (generic) binary
form of degree N . If the multi-graph is d-regular, then the associated sym-
metrized graph-monomial is a relative invariant of the degree N binary form.
What is of key interest in our context is the fact that the symmetrized graph-
monomials of the d-regular multi-graphs on N vertices constitute a generating
set for the vector space (over a field of characteristic 0) formed by the rela-
tive invariants of degree d and weight Nd/2. So, for a system of N interacting
Fermions with filling factor ν and L = 0, the set of all correlation functions
of the corresponding configurations generates the vector space of the relative
invariants of weight Nd/2, where d is the aforementioned bound dictated by
the parameters of the system. For such a system, it follows that we can hope to
find at least one nonzero correlation function if and only if this vector space is
nonzero, and the configurations associated to our system form a single equiva-
lence class if and only if the vector space is one-dimensional. Since a generating
function for dimensions of vector spaces of relative invariants has been known for
over a century (see [5, Articles 183–187]) and a complete list of pairs (N,Nd/2)
for which the corresponding space of invariants is nonzero has been recently
determined (see [3, Proposition 4.2] and [4]), the observations above are indeed
useful. Ever since Cayley founded the theory of invariants, explicit construction
of (semi-) invariants has been of extensive interest. Though our motivation for
the explicit constructions of invariants formulated in the subsequent theorems
lies in building correlation functions for systems of interacting Fermions, these
theorems have more to offer from a purely invariant theoretic point of view. For
a deeper, more comprehensive treatment of the theory of invariants of binary
forms, the interested reader may wish to consult either the classic [6] or the
more contemporary exposition [10].
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III Notation and terminology
Although multi-graphs can be visually pleasing, it is undoubtedly simpler to
deal with their adjacency matrices in attempting to prove precise results. Thus
the reader will find our definitions and theorems formulated in the language of
matrices.
In what follows, Z denotes the set of ordinary integers, N denotes the set of
nonnegative integers and Q denotes the set of rational numbers. For a function
f defined on a set S, by f(S), we mean the set {f(a) | a ∈ S}. For the cardinal-
ity of a set S, we use the notation |S|. In this paper, we are mainly interested
in polynomials and rational functions having coefficients in an integral domain
of characteristic zero; nevertheless, some of the definitions, examples and proofs
may remain valid in the positive characteristic case. Since degree and order of
a rational function play an important role in our proofs, it is helpful to briefly
recall their definitions and properties. Consider a rational function f in a set of
indeterminates z such that f = P/Q for some nonzero polynomials P and Q in
z having coefficients in an integral domain k. Then the degree of f is defined to
be the difference between the (usual) degrees of P and Q. By convention, 0 has
degree −∞. Let g be also a rational function in z with coefficients in k. Recall
that the degree of fg is the sum of the degrees of f and g, whereas the degree of
f + g is bounded above by the maximum of the degrees of f and g. Moreover,
the degree of f + g is the maximum of the degrees of f and g whenever f and g
have unequal degrees. Now suppose k is a unique factorization domain and J is
a nonzero principal prime ideal of the polynomial ring k[z]. Then, the J-order
of a nonzero polynomial h ∈ k[z] is defined to be the largest nonnegative integer
m such that h is in Jm. Subsequently, the J-order of f is defined to be the
difference between the J-orders of P and Q. By convention, the J-order of 0
is ∞. If u ∈ k[z] is a generator of J , then the term u-order is regarded to be
synonymous with the term J-order. Recall that the J-order of fg is the sum of
their respective J-orders whereas the J-order of f + g is bounded below by the
minimum of the J-orders of f and g. Moreover, the J-order of f + g equals the
minimum of the J-orders of f and g whenever f and g have unequal J-orders.
For various other notions from basic abstract algebra that are tacitly used in
the rest of this article, the reader is referred to [16].
IV Construction of invariants
Definitions: Let N ≥ 2 be an integer. As before, let k be a field containing Q,
let z1, . . . , zN be indeterminates and let z stand for (z1, . . . , zN ).
1. By SN , we denote the group of all permutations of {1, . . . , N}. For any
ring k, let
SymmN : k[z1, . . . , zN ]→ k[z1, . . . , zN ]
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be the Symmetrization operator given by
SymmN (f(z1, . . . , zN )) :=
∑
σ∈SN
f(zσ(1), . . . , zσ(N)).
f is symmetric provided f(zσ(1), . . . , zσ(N)) = f(z1, . . . , zN ) for all σ ∈ SN .
2. Given an N ×N matrix A := [aij ] with integer entries, let ri denote the
sum of the entries in the i-th row of A for 1 ≤ i ≤ N and define
ρ(A) := (r1, . . . , rN ) .
3. Given an N×N matrix A := [aij ], where each aij is a nonnegative integer,
letting z stand for the vector (z1, . . . , zN ), define
δ(z, A) :=
∏
1≤i<j≤N
(zi − zj)aij .
4. Let E(N) denote the set of all N ×N symmetric matrices A := [aij ] such
that each aij is a nonnegative integer and aii = 0 for 1 ≤ i ≤ N . For
V := (d1, . . . , dN ) ∈ ZN , let E(N,V ) be the subset of E(N) consisting of
all A ∈ E(N) such that ρ(A) = V . If V = (d, d, . . . , d), then E(N,V ) will
be denoted by E(N, d). Note that a member of E(N, d) may be regarded
as the adjacency matrix of a d-regular loopless multi-graph on N vertices.
5. For a positive integers m, n, define D(m,n) to be the m × n matrix [cij ],
where
cii :=
{
0 if i = j,
1 if i 6= j.
By Dn, we mean the n× n matrix D(n,n).
6. The discriminant ∆(z) ∈ Q[z1, . . . , zN ] is defined to be δ(z, 2DN ), i.e.,
∆(z) :=
∏
1≤i<j≤N
(zi − zj)2.
7. Let m be a positive integer and let σ ∈ Sm denote the m-cycle (12 · · ·m).
Given an ordered m-tuple
a := (a(1), . . . , a(m)),
let cirmat(a) denote the m × m circulant matrix [cij ] determined by a,
i.e., for 1 ≤ i, j ≤ m, let
cij := a(σ
1−i(j)).
9
8. Let m, n be positive integers such that mn = N . Let a, c be indetermi-
nates. Let u := (u(1), . . . , u(m)) be defined by
u(i) :=
{
2c if 1 ≤ i ≤ m−12 ,
0 otherwise.
Let M0(m,n, a, c) be the N × N symmetric matrix defined as an n × n
block-matrix [Mij ], where, for 1 ≤ i, j ≤ n,
Mij :=
 2aDm if i = j,cirmat(u) if i < j,
cirmat(u)T if i > j.
Examples:
M0(3, 2, a, c) =

0 2a 2a 2c 0 0
2a 0 2a 0 2c 0
2a 2a 0 0 0 2c
2c 0 0 0 2a 2a
0 2c 0 2a 0 2a
0 0 2c 2a 2a 0

and
M0(5, 2, a, c) =
[
2aD5 U
UT 2aD5
]
,
where
U :=

2c 2c 0 0 0
0 2c 2c 0 0
0 0 2c 2c 0
0 0 0 2c 2c
2c 0 0 0 2c
 .
Theorem 2: Let m, n, N be integers such that 2 ≤ m ≤ n ≤ N . Let a,
b, c be positive integers. Let k be a field containing Q and let z1, . . . , zN be
indeterminates. As before, z stands for (z1, . . . , zN ).
(i) Let n be a positive integer and for 1 ≤ i ≤ n, let gi ∈ Q(z1, . . . , zN ) be
such that g1 6= 0. Then, g21 + g22 + · · · + g2n 6= 0. In particular, given a
0 6= g ∈ Q(z1, . . . , zN ) and a nonempty subset S ⊆ SN , we have∑
σ∈S
g(zσ(1), . . . , zσ(N))
2 6= 0.
(ii) Let m,n, a, c be positive integers such that 3 ≤ m ≤ nm = N and m is
odd. Then letting M0 := M0(m,n, a, c), we have
M0 ∈ E(N, (2a+ cn− c)(m− 1))
and
SymmN (δ(z,M0)) 6= 0.
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Proof: To prove (i), let h := g21 + g
2
2 + · · · + g2n. For 1 ≤ i ≤ n, let pi, qi ∈
Q[z1, . . . , zN ] be polynomials such that giqi = pi and qi 6= 0. Note that, g1 6= 0
implies p1 6= 0. Now since f := p1q1q2 · · · qn is a nonzero polynomial, there
exists (a1, . . . , aN ) ∈ QN such that f(a1, . . . , aN ) 6= 0. Fix such (a1, . . . , aN )
and let ci := gi(a1, . . . , aN ) for 1 ≤ i ≤ n. Then each ci is a rational number
and c1 6= 0. Since c21 > 0 and (c22 + · · ·+ c2n) ≥ 0, we have h(a1, . . . , aN ) > 0. In
particular, h 6= 0. This proves (i).
To prove (ii), let Mij denote the ij-th m×m block of M0 (as in the definition
of M0). If 1 ≤ i < j ≤ n, then Mij being a circulant matrix and m being odd,
each row-sum as well as each column-sum of Mij is exactly c(m− 1). Now it is
easily verified that M0 is a member of E(N, (2a + cn − c)(m − 1)). Since each
entry of M0 is a nonnegative even integer, there exists a nonzero polynomial
g ∈ k[z1, . . . , zN ] such that
SymmN (δ(z,M0)) =
∑
σ∈SN
σ(g(z1, . . . , zN ))
2.
Therefore, (ii) follows from (i). 
Remarks:
1. Here is an open problem related to (i) of the above theorem. Under what
conditions on E ∈ E(N) does there exist an a := (a1, . . . , aN ) in RN such
that δ(σ(a), E) is positive for all σ ∈ SN?
2. In the direction opposite to (i), we may ask: for what E ∈ E(N), if any,
is SymmN (δ(z, E)) a sum of squares of real polynomials? For a graph-
theoretic investigation of this problem, the reader is referred to [1].
Definitions: Let N be an integer such that 2 ≤ N . As before, let k be a field
containing Q, let z1, . . . , zN be indeterminates and let z stand for (z1, . . . , zN ).
In what follows, N denotes the set of nonnegative integers.
1. Given a subset B of {1, 2, . . . , N}, let
pi(B) := {(i, j) ∈ B ×B | i < j}.
The set pi(B) is tacitly identified with the set of all 2-element subsets of
the set B, i.e.,
pi(B) = {{i, j} | i, j ∈ B and i 6= j}.
By pi[N ], we mean the set pi({1, . . . , N}).
2. Given a subset C ⊆ pi[N ] and a function ε : C → N, the image of (i, j) ∈ C
via ε is denoted by ε(i, j). A nonnegative integer w is identified with the
constant function C → N that maps each member of C to w.
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3. For a subset C ⊆ pi[N ] and a function ε : C → N, define
v(z, C, ε) :=
∏
(i,j)∈C
(zi − zj)ε(i,j).
By convention, v(z, ∅, ε) = 1.
4. Let p be a positive integer and for 1 ≤ r ≤ p, let
Sr := {i | nr−1 + 1 ≤ i ≤ nr},
where n : 0 = n0 < n1 < · · · < np = N is a sequence of integers. Let a,
c be indeterminates. Let M(n, a, c) denote the N ×N symmetric matrix
[u(i, j)] whose upper-triangular entries are defined by
u(i, j) :=
 2a if (i, j) ∈ pi(Sr),0 if (i, j) = (+ nr−1, + ns−1) ∈ Sr × Ss and r < s,
c otherwise.
5. Let m, n be positive integers such that m ≥ 2. Let a, c be indeterminates.
Let M(m,n, a, c) denote the (mn)×(mn) symmetric matrix [a(i, j)] whose
entries are defined as follows: assuming (i, j) = (l1m+r1, l2m+r2), where
0 ≤ l1, l2 ≤ n− 1 and 1 ≤ r1, r2 ≤ m,
a(i, j) :=
 2a if l1 = l2 and r1 6= r2,0 if r1 = r2,
c otherwise.
Remarks:
1. There is an obvious bijective correspondence between functions ε from
pi[N ] to N and N ×N symmetric matrices [aij ] having
aii = 0 for 1 ≤ i ≤ N ,
given by the prescription
aij = aji = ε(i, j) for 1 ≤ i < j ≤ N .
2. Given an integer sequence
n : 0 = n0 < n1 < · · · < np = N,
and integers a, c as in the above definition, M(n, a, c) is realized as a p×p
block-matrix [Mij ], where
Mrr = 2aDnr−nr−1 for 1 ≤ r ≤ p
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and if 1 ≤ r 6= s ≤ p, then
Mrs := cD(nr−nr−1,ns−ns−1).
Likewise, M(m,n, a, c) is seen to be an n× n block-matrix [Mij ], where
Mrr = 2aDm for 1 ≤ r ≤ n,
and if 1 ≤ r 6= s ≤ p, then Mrs := cDm. Some concrete examples follow.
Examples:
1. Let N = 4, p = 3 and n := 0 < 1 < 3 < 4. Then we have M(n, a, c) is
M(n, a, c) =

0 0 c 0
0 0 2a 0
c 2a 0 c
0 0 c 0
 .
Note that
M(n, a, c) =

0 1 0 0
0 0 1 0
1 0 0 0
0 0 0 1


0 c 2a c
c 0 0 0
2a 0 0 0
c 0 0 0


0 0 1 0
1 0 0 0
0 1 0 0
0 0 0 1
 .
2. For N = 8 and m = 4, we have
M(4, 2, a, c) :=

0 2a 2a 2a 0 c c c
2a 0 2a 2a c 0 c c
2a 2a 0 2a c c 0 c
2a 2a 2a 0 c c c 0
0 c c c 0 2a 2a 2a
c 0 c c 2a 0 2a 2a
c c 0 c 2a 2a 0 2a
c c c 0 2a 2a 2a 0

.
Theorem 3: Let q,m1, . . .mq, N be positive integers such that q ≥ 2,
m1 ≤ m2 ≤ · · · ≤ mq and
q∑
i=1
mi = N.
Let m0 = 0. For 1 ≤ r ≤ q, define
Ar := {i+
r−1∑
j=0
mj | 1 ≤ i ≤ mr}.
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Suppose ε : pi[N ]→ N is a function such that
(1) ε(i, j) = 0 if and only if (i, j) ∈ pi(Ar) with 1 ≤ r ≤ q
and ε satisfies at least one of the following conditions.
(2) For 1 ≤ r < s ≤ q, there is a nonnegative integer b(mr,ms) (depending
only on (mr,ms)) such that b(mr,ms) is even if mr = ms and∑
(i,j)∈Ar×As
ε(i, j) = b(mr,ms).
(3) For 1 ≤ r < s ≤ q, ∑
(i,j)∈Ar×As
ε(i, j) is an even integer.
Then the following holds.
(i) Letting µ(z, ε) := v(z, pi[N ], ε), we have
SymmN (µ(z, ε)) 6= 0.
(ii) Suppose M := M(n, a, c), where a, c, p are positive integers, and
n : 0 = n0 < n1 < · · · < np = N
is a sequence of integers. For 1 ≤ r ≤ p and nr−1 + 1 ≤ i ≤ nr, let
χ(i) denote the number of 1 ≤ s ≤ p with (ns − ns−1) < (i − nr−1). Let
W := (w1, . . . , wN ) be such that if nr−1 + 1 ≤ i ≤ nr, then
wi := (2a− c)(nr − nr−1 − 1) + c(N + χ(i)− p).
Then we have M ∈ E(N,W ) and
SymmN (δ(z,M)) 6= 0.
Proof: At the outset, we observe that each σ ∈ SN can be naturally viewed as
a permutation of pi[N ] by letting σ(i, j) := {σ(i), σ(j)}, i.e., for (i, j) ∈ pi[N ],
σ(i, j) :=
{
(σ(i), σ(j)) if σ(i) < σ(j),
(σ(j), σ(i)) if σ(j) < σ(i).
In this manner SN is regarded as a subgroup of the group of permutations of
pi[N ]. For σ ∈ SN and 1 ≤ r ≤ q, define
Br(σ) := σ
−1(Ar) = {i | 1 ≤ i ≤ N and σ(i) ∈ Ar}.
Clearly, sets B1(σ), . . . , Bq(σ) partition {1, . . . , N} and Bi has cardinality mi
for all 1 ≤ i ≤ q.
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Define
pi := pi[N ] \
q⋃
i=1
pi(Ai) =
⋃
1≤r<s≤q
Ar ×As
and let
G := {σ ∈ SN | σ(i, j) ∈ pi for all (i, j) ∈ pi}.
In view of hypothesis (1), we have µ(z, ε) = v(z, pi, ε). Given σ ∈ G and
(i, j) ∈ pi(Ar) with 1 ≤ r ≤ q, clearly there is a unique s with 1 ≤ s ≤ q such
that σ(i, j) ∈ pi(As). Fix a σ ∈ G. Consider i ∈ Br(σ) ∩ As with 1 ≤ s ≤ q.
Then, for i 6= j ∈ As, we must have {σ(i), σ(j)} in pi(Ar) and hence j ∈ Br(σ).
It follows that As ⊆ Br(σ). If 1 ≤ s < p ≤ q are such that As ∪ Ap ⊆ Br(σ),
then an (i, j) ∈ As × Ap is in pi whereas σ(i, j) is in pi(Ar). This is impossible
since σ ∈ G. Thus we have established the following: given r with 1 ≤ r ≤ q and
σ ∈ G, there is a unique integer r(σ) such that 1 ≤ r(σ) ≤ q and Br(σ) = Ar(σ).
In other words, the image sets σ(A1), . . . , σ(Aq) form a permutation of the sets
A1, . . . , Aq. For 1 ≤ r < s ≤ q, since r(σ) 6= s(σ), we have
pi ∩ (Ar(σ) ×As(σ)) 6= ∅ if and only if r(σ) < s(σ).
Moreover,
mr(σ) = mr for all 1 ≤ r ≤ q and σ ∈ G.
Now let t, t1, . . . , tq, x1, . . . , xN be indeterminates and let
α : k[z1, . . . , zN ]→ k[t, t1, . . . , tq, x1, . . . , xN ]
be the injective k-homomorphism of rings defined by
α(zi) := txi + tr if i ∈ Ar with 1 ≤ r ≤ q.
Then, given σ ∈ SN , (i, j) ∈ pi[N ] and 1 ≤ r, s ≤ q, we have
α(zσ(i) − zσ(j)) = t(xσ(i) − xσ(j)) + (tr − ts)
if and only if (σ(i), σ(j)) ∈ Ar ×As.
Let x stand for (x1, . . . , xN ) and T stand for (t1, . . . , tq). Given f ∈ k[t, T,X],
by the x-degree (resp. T -degree) of f , we mean the total degree of f in the in-
determinates x1, . . . , xN (resp. t1, . . . , tq). Now fix a σ ∈ G and consider
Vσ(x, t, T ) := α(σ(v(z, pi, ε))).
For an ordered pair (i, j) with 1 ≤ i, j ≤ q, set
A(σ, i, j) := pi ∩ (Ai(σ) ×Aj(σ)).
It is straightforward to verify that Vσ(x, 0, T ) is
∏
1≤r<s≤q
 ∏
(i,j)∈A(σ,r,s)
(tr − ts)ε(i,j) ·
∏
(i,j)∈A(σ,s,r)
(ts − tr)ε(i,j)
 .
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Consider an ordered pair (r, s) with 1 ≤ r < s ≤ q. If s(σ) < r(σ), then
ms = ms(σ) ≤ mr(σ) = mr and hence ms = ms(σ) = mr(σ) = mr.
Combining this observation with condition (2), we deduce that∑
(i,j)∈As(σ)×Ar(σ)
ε(i, j) =
{
0 if r(σ) < s(σ),
b(mr,ms) if s(σ) < r(σ),
is an even integer and hence
Vσ(x, 0, T ) :=
∏
1≤r<s≤q
(tr − ts)b(mr,ms).
On the other hand, if condition (3) holds, then we simply note that there is a
nonzero homogeneous polynomial gσ ∈ Q[t1, . . . , tq] such that Vσ(x, 0, T ) = g2σ.
In any case, the t-order of Vσ(x, 0, T ) is 0, i.e., Vσ(x, t, T ) is not a multiple of t,
and the T -degree of Vσ(x, 0, T ) is
d :=
∑
(i,j)∈pi
ε(i, j).
Define
γ :=
∑
σ∈G
σ(µ(z, ε)) and V (x, t, T ) :=
∑
σ∈G
Vσ(x, t, T ).
Then α(γ) = V (x, t, T ). If (2) holds, then letting |G| denote the cardinality of
G, we have
V (x, 0, T ) = |G|
∏
1≤r<s≤q
(tr − ts)b(mr,ms)
and hence V (x, 0, T ) 6= 0. On the other hand, if (3) holds, then we have
V (x, 0, T ) =
∑
σ∈G
g2σ,
which is necessarily nonzero in view of (i) of Theorem 2. Now it is clear that
α(γ) 6= 0, the t-order of α(γ) is 0 and the T -degree of α(γ) is d.
Next, for σ ∈ SN , let
R(σ) :=
⋃
1≤r≤q
pi(Br(σ)).
Observe that pi ∩R(σ) = ∅ if and only if σ ∈ G and
α(zσ(i) − zσ(j)) = t(xσ(i) − xσ(j))
if and only if (i, j) ∈ R(σ); otherwise, we have
α(zσ(i) − zσ(j)) = t(xσ(i) − xσ(j)) + (tr − ts)
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for some 1 ≤ r, s ≤ q with r 6= s.
Now fix a σ ∈ SN \ G. Then µ(z, ε) is readily seen to be the product of
v(z,R(σ), ε) and v(z, pi[N ] \R(σ), ε). Moreover,
v(z,R(σ), ε) = v(z, pi ∩R(σ), ε),
and similarly
v(z, pi[N ] \R(σ), ε) = v(z, pi \R(σ), ε).
Define
λ(σ) :=
∑
(i,j)∈pi∩R(σ) ε(i, j) and
d(σ) :=
∑
(i,j)∈pi\R(σ) ε(i, j).
Then d(σ) = d−λ(σ). From our choice of σ and hypothesis (1), it follows that
λ(σ) ≥ 1 and hence d(σ) < d. Let
Pσ(x, t, T ) := α(σ(v(z, pi ∩R(σ), ε))),
Qσ(x, t, T ) := α(σ(v(z, pi \R(σ), ε))).
Observe that
Pσ(x, t, T ) = t
λ(σ) ·
∏
(i,j)∈pi∩R(σ)
(xσ(i) − xσ(j))ε(i,j)
and Qσ(x, 0, T ) is a nonzero T -homogeneous polynomial of T -degree d(σ). In
particular, the t-order of the product Pσ(x, t, T ) · Qσ(x, t, T ) is exactly λ(σ).
Consequently, for each σ ∈ SN \ G, the t-order of α(σ(µ(z, ε))) is positive.
Define
ψ :=
∑
σ∈SN\G
σ(µ(z, ε)).
Then the t-order of α(ψ) is strictly positive and hence the t-order of α(γ)+α(ψ)
is zero; in particular α(γ) + α(ψ) 6= 0. Since SymmN (µ(z, ε)) = γ + ψ and
α(SymmN (µ(z, ε))) = α(γ) + α(ψ) 6= 0,
our assertion (i) holds.
Consider M as in (ii). The block-format description of M presented in the
remarks following the definitions above allows a straightforward verification that
the matrix M belongs to E(N,W ). To prove the rest of (ii), let
q := max {ni − ni−1 | 1 ≤ i ≤ p} and Γ(r) := {1 ≤ i ≤ p | (ni − ni−1) ≥ r}
for 1 ≤ r ≤ q. Let Ω(r) denote the cardinality of Γ(r) and define
Kr := {r + ni−1 | i ∈ Γ(r)}.
Then Kr has cardinality Ω(r) ≥ 1 for 1 ≤ r ≤ q, and the sets K1, . . . ,Kq
partition {1, . . . , N}. Note that letting M = [u(i, j)], we have u(i, j) = 0 if and
only if (i, j) ∈ Kr ×Kr for some r with 1 ≤ r ≤ q. Likewise, u(i, j) = 2a if and
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only if (i, j) ∈ Kr ×Ks, i − r = j − s and 1 ≤ r 6= s ≤ q. Furthermore, it is
easy to verify that∑
(i,j)∈Kr×Ks
u(i, j) = cΩ(r)Ω(s) + (2a− c) ·min {Ω(r),Ω(s)}.
Let τ be a permutation of {1, . . . , q} such that Ω(τ(i)) ≤ Ω(τ(j)) for 1 ≤
i < j ≤ q. Let m0 := 0 and mi := Ω(τ(i)) for 1 ≤ i ≤ q. Then we have
1 ≤ m1 ≤ m2 ≤ · · · ≤ mq and m1 + m2 + · · · + mq = N . Let θ ∈ SN be a
permutation such that
Ar := {θ(i) | i ∈ Kτ(r)} = {i+
r−1∑
j=0
mj | 1 ≤ i ≤ mr}.
Existence of θ is assured by the obvious fact that Kτ(1),Kτ(2), . . . ,Kτ(q)
partition {1, 2, . . . , N}. Observe that q = 1 if and only if N = p if and only if
M = 0. Since δ(z, 0) = 1 leads to SymmN (δ(z, 0)) = N ! 6= 0, we henceforth
assume that q ≥ 2. Now, let ε : pi[N ]→ N be defined by
ε(i, j) := u(θ−1(i), θ−1(j)) for (i, j) ∈ pi[N ].
Then ε(i, j) = 0 if and only if (i, j) ∈ pi(Ar) for 1 ≤ r ≤ q. Furthermore, for
1 ≤ r < s ≤ q, since ∑
(i,j)∈Ar×As
ε(i, j) =
∑
(i,j)∈Kτ(r)×Kτ(s)
u(i, j),
we get ∑
(i,j)∈Ar×As
ε(i, j) = cmrms + (2a− c)mr.
So, for 1 ≤ r < s ≤ q, by letting b(mr,ms) to be the number on the right of the
above equality, ε is seen to satisfy the condition (2). Finally, note that
θ(δ(z,M)) =
∏
(i,j)∈pi[N ]
(zθ(i) − zθ(j))u(i,j) = ±
∏
(i,j)∈pi[N ]
(zi − zj)ε(i,j)
and the right-most product in the above equation is ±µ(z, ε). Since
SymmN (δ(z,M)) = SymmN (θ(δ(z,M)) = ±SymmN (µ(z, ε))
and SymmN (µ(z, ε)) 6= 0 by (i), assertion (ii) stands verified. 
Corollary: Let m, n be positive integers such that m ≥ 2 and N = mn. For
1 ≤ r < s ≤ m, define
T (r, s) := {{l1m+ r, l2 + s} | 0 ≤ l1, l2 ≤ n− 1}.
As declared before, we identify T (r, s) as a subset of pi[N ].
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(i) Let a : pi[N ]→ N be a function such that
a(i, j) = 0 if and only if i ≡ jmodm,
and for 1 ≤ r < s ≤ m,∑
(i,j)∈T (r,s)
a(i, j) is an even integer.
Then, we have
SymmN (v(z, pi[N ], a)) 6= 0.
(ii) Let a, c be positive integers. Then, letting M := M(m,n, a, c), we have
M ∈ E(N, (2a+ cn− c)(m− 1))
and
SymmN (δ(z,M)) 6= 0.
Proof: Let θ ∈ SN be the permutation defined by
θ(i) := l + 1 + (r − 1)n if i = lm+ r with 0 ≤ l ≤ n− 1 and 1 ≤ r ≤ m.
Now specializing q to m and mi to n for 1 ≤ i ≤ q, we have
Ar = {(r − 1)n+ l + 1 | 0 ≤ l ≤ n− 1} = {θ(lm+ r) | 0 ≤ l ≤ n− 1}
for 1 ≤ r ≤ m. Next, for our function a as in (i), let ε be the function defined
as follows:
ε(i, j) := a({θ−1(i), θ−1(j)}) for all (i, j) ∈ pi[N ].
Then ε(i, j) is a nonnegative integer for all (i, j) ∈ pi[N ] and ε(i, j) = 0 if and
only if (i, j) ∈ pi(Ar) with 1 ≤ r ≤ m. Furthermore, given 1 ≤ r < s ≤ m and
(i, j) ∈ Ar ×As, letting
i = (r − 1)n+ l1 + 1 j = (s− 1)n+ l2 + 1
with 0 ≤ l1, l2 ≤ n− 1, we have
a({θ−1(i), θ−1(j)}) = a({l1m+ r, l2m+ s})
and hence ∑
(i,j)∈Ar×As
ε(i, j) =
∑
(i,j)∈T (r,s)
a(i, j).
Since the right side of the above equation is an even integer by our hypothesis,
ε clearly satisfies conditions (1) and (3) of the above theorem. Thus assertion
(i) follows from (i) of the above theorem.
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Let M be as in (ii). Using the block-format description presented in the
remarks following the above definitions, it is easily seen that M is in E(N, (2a+
cn− c)(m− 1)). Consider the integer-sequence
n := {im | 0 ≤ i ≤ n} = 0 < m < 2m < · · · < im < · · · < nm = N.
Then it is easy to see that M = M(n, a, c) and hence our assertion follows from
(ii) of the above theorem. Of course, (ii) can also be derived from (i); the details
of this derivation are left to the reader. 
Remarks:
1. The function ε of the above theorem satisfies (2) provided the sum∑
(i,j)∈Ar×As
ε(i, j)
is an even integer whenever mr = ms with 1 ≤ r < s ≤ q and∑
(i,j)∈Ar1×As1
ε(i, j) =
∑
(i,j)∈Ar2×As2
ε(i, j)
whenever 1 ≤ r1 < s1 ≤ q, 1 ≤ r2 < s2 ≤ q are such that
(mr1 ,ms1) = (mr2 ,ms2).
In particular, observe that if m1 < m2 < · · · < mq, then the condition (2)
is vacuously satisfied.
2. Suppose m1 ≤ · · · ≤ mq and ε are as in the above theorem. Also assume
that ε satisfies condition (1). Then, it is of independent interest to find a
condition on ε, that is a simultaneous generalization of (2), (3) and ensures
nonzero symmetrization of µ(z, ε). It is most likely that such a condition
will also ensure nonzero symmetrization of the reciprocal of µ(z, ε).
Examples: Consider the 6× 6 block-matrices
E1 :=
[
0 C1
CT1 0
]
and E2 :=
[
0 C2
CT2 0
]
,
where
C1 :=
 3 3 33 4 3
3 3 4
 and C2 :=
 3 3 33 3 4
3 3 4
 .
Then, Symm6(δ(z, E1)) = 0 and Symm6(δ(z, E2)) 6= 0. This hints at the subtle
nature of the difficulties involved in generalizing Theorem 3.
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V Applications to the IQL state with ν < 1/2
In this section, we apply the theorems of the previous in constructing correlation
functions G(z1, . . . , zN ) for a system of N interacting Fermions corresponding
to the given value of the filling factor ν. We also record here the statistics
for correlation frequency within the various pairs of Fermions in the associated
correlation diagram, which might prove useful for certain energy computations
(see, e.g., [14]). Recall that the trial wave function for such a system is the
product F (z1, . . . , zN )G(z1, . . . , zN ), where
F (z1, . . . , zN ) :=
∏
1≤i<j≤N
(zi − zj)
is alternating and G(z1, . . . , zN ) is symmetric in z1, . . . , zN .
Let N , n be positive integers such that N ≥ 3 and N = mn for an integer
m ≥ 2. Let ν be a rational number of the form n/(2pn ± 1), where p is a
positive integer such that ν < 1/2, i.e., either p ≥ 2 or ν 6= n/(2n − 1). We
construct correlation functions for configurations of N Fermions in the IQL state
with filling factor ν. Note that the G(z1, . . . , zN ) we construct is a nonzero
homogeneous polynomial having (mandated) total degree
κG := Nl − N(N − 1)
2
=
1
2
N [(2p− 1)n± 1](m− 1).
Furthermore, G(z1, . . . , zN ) is obtained by symmetrizing a suitable δ(z, E),
where the matrix E is in E(N, 2l−N + 1). Thus, our G(z1, . . . , zN ) is a binary
invariant of type (N, 2l−N + 1) (see, e.g., [10] for definition), and in particular,
its zi-degree equals 2l −N + 1 for 1 ≤ i ≤ N . It is interesting to observe that
for all ν < 1/2, the corresponding number κG is an even integer. Consequently,
as a bonus, G(z1, . . . , zN ) satisfies the additional property:
G(−z1, . . . ,−zN ) = G(z1, . . . , zN ).
For an E := [ε(i, j)] ∈ E(N) and an integer b, define frq(b, E) (frequency of b
in E) to be the cardinality of the set
{(i, j) | 1 ≤ i < j ≤ N with ε(i, j) = b}.
1. Assume ν = n/(2pn+ 1). Then we have
2l = ν−1N − (2pn+ 1)− 1 + n.
Consequently,
2l −N + 1 = [(2p− 1)n+ 1](m− 1).
Let G := SymmN (δ(z, E)), where E := M(m,n, p, 2p − 1). Assertion
(ii) of the Corollary of Theorem 3 above ensures that G(z1, . . . , zN ) is a
nonzero polynomial. G(z1, . . . , zN ) is homogeneous of total degree
κG := Nl − N(N − 1)
2
=
1
2
N [(2p− 1)n+ 1](m− 1),
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and its zi-degree is 2l − N + 1 for 1 ≤ i ≤ N . From the definition of
M(m,n, p, 2p− 1), it is clear that suppt(E) = {0, 2p− 1, 2p},
frq(b, E) =

N(n−1)
2 if b = 0,
N(N−n)(n−1)
2n if b = 2p− 1,
N(N−n)
2n if b = 2p.
Now, consider the special case where m is an odd integer. Then m ≥ 3
and hence we may let G := SymmN (δ(z, E0)), where
E0 := M0(m,n, p, 2p− 1).
Assertion (ii) of Theorem 2 above ensures that G(z1, . . . , zN ) is a nonzero
polynomial. G(z1, . . . , zN ) is homogeneous of total degree
κG := Nl − N(N − 1)
2
=
1
2
N [(2p− 1)n+ 1](m− 1),
and its zi-degree is 2l − N + 1 for 1 ≤ i ≤ N . From the definition of
M0(m,n, p, 2p− 1), it follows that suppt(E0) = {0, 4p− 2, 2p},
frq(b, E0) =

N(N+n)(n−1)
4n if b = 0,
N(N−n)(n−1)
4n if b = 4p− 2,
N(N−n)
2n if b = 2p.
Observe that if p = 1, then suppt(E0) = {0, 2} and
frq(2, E0) =
N(N − n)(n+ 1)
4n
, frq(0, E0) =
N(N + n)(n− 1)
4n
.
Lastly, consider the case where n ≥ 3 is odd and 2p is an integer multiple
of n − 1 (e.g., n = 3); say 2p = s(n − 1). Let G := SymmN (δ(z, E0)),
where E0 := M0(m,n, p(m − 1), s − 1). Again, assertion (ii) of Theorem
2 ensures that G(z1, . . . , zN ) is a nonzero polynomial. G(z1, . . . , zN ) is
homogeneous of total degree
κG := Nl − N(N − 1)
2
=
1
2
N [(2p− 1)n+ 1](m− 1),
and its zi-degree is 2l −N + 1 for 1 ≤ i ≤ N . We have
suppt(E0) = {0, 2p(m− 1), 2(s− 1)},
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frq(b, E0) =

N(N−n)(n+1)
4n if b = 0,
N(n−1)
2 if b = 2p(m− 1),
N(N−n)(n−1)
4n if b = 2(s− 1).
Observe that when s = 1, we have
suppt(E0) = {0, 2p(m− 1)}
and
frq(2p(m− 1), E0) = N(n− 1)
2
, frq(0, E0) =
N(N − n)
2
.
2. Assume ν = n/(2pn− 1). Now l is the half-integer given by
2l = ν−1N − (2pn− 1)− 1 + n.
Also, we clearly have
2l −N + 1 = [(2p− 1)n− 1](m− 1).
Let G := SymmN (δ(z, E)), where E := M(m,n, p− 1, 2p− 1). Assertion
(ii) of the Corollary of Theorem 3 ensures that G(z1, . . . , zN ) is a nonzero
polynomial. G(z1, . . . , zN ) is homogeneous of total degree
κG := Nl − N(N − 1)
2
=
1
2
N [(2p− 1)n+ 1](m− 1),
and its zi-degree is 2l − N + 1 for 1 ≤ i ≤ N . From the definition of
M(m,n, p− 1, 2p− 1), it is clear that suppt(E) = {0, 2p− 2, 2p− 1},
frq(b, E) =

N(n−1)
2 if b = 0,
N(N−n)
2n if b = 2p− 2,
N(N−n)(n−1)
2n if b = 2p− 1.
Consider the special case where m is an odd integer. Of course, we must
have m ≥ 3 and so we let G := SymmN (δ(z, E0)), where
E0 := M0(m,n, p− 1, 2p− 1).
Assertion (ii) of Theorem 2 ensures that G(z1, . . . , zN ) is a nonzero poly-
nomial. G(z1, . . . , zN ) is homogeneous of total degree
κG := Nl − N(N − 1)
2
=
1
2
N [(2p− 1)n+ 1](m− 1),
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and its zi-degree is 2l −N + 1 for 1 ≤ i ≤ N . We have
suppt(E0) = {0, 2p− 2, 4p− 2},
frq(b, E0) =

N(N+n)(n−1)
4n if b = 0,
N(N−n)
2n if b = 2p− 2,
N(N−n)(n−1)
4n if b = 4p− 2.
Also, when p = 1, we have suppt(E0) = {0, 2} and
frq(0, E0) =
N(N + n)(n− 1)
4n
, frq(2, E0) =
N(N − n)(n+ 1)
4n
.
Lastly, consider the case where n ≥ 3 is odd and 2(p − 1) is an integer
multiple of n−1, where p ≥ 2; say 2(p−1) = s(n−1) (e.g., ν = 3/(6p−1)
with p ≥ 2). Let G := SymmN (δ(z, E0)), where E0 := M0(m,n, p(m −
1), s− 1). Then, assertion (ii) of Theorem 2 ensures that G(z1, . . . , zN ) is
a nonzero polynomial. G(z1, . . . , zN ) is homogeneous of total degree
κG := Nl − N(N − 1)
2
=
1
2
N [(2p− 1)n+ 1](m− 1),
and its zi-degree is 2l −N + 1 for 1 ≤ i ≤ N . We have
suppt(E0) = {0, 2p(m− 1), 2(s− 1)},
frq(b, E0) =

N(N−n)(n+1)
4n if b = 0,
N(n−1)
2 if b = 2p(m− 1),
N(N−n)(n−1)
4n if b = 2(s− 1).
Observe that if s = 1, then
suppt(E0) = {0, 2p(m− 1)}
and
frq(2p(m− 1), E0) = N(n− 1)
2
, frq(0, E0) =
N(N − n)
2
.
As already observed, the Laughlin configuration, where there are exactly
2p edges between each pair of vertices, is singularly distinguished among the
multitude of existent configurations for the filling factor ν = 1/(2p + 1) due
mainly to the facts: (1) the graph-monomial of its unique correlation diagram is
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a symmetric polynomial, and (2) the pair correlations are as minimal as possible.
We proceed to take a broader view of this distinction. Here we propose, what
we consider to be, a fitting generalization of the Laughlin configuration to the
case of N Fermions in an IQL state with filling factor ν = n/(2pn ± 1) <
1/2, where N is a multiple of n. We select a relatively small pool of special
configurations which we feel should be the prominent contributors to the lower
energy states. Imagine that our Fermions form m := N/n teams, where each
team has n members with distinct denominations (or ranks, or positions) and
there is no mutual interaction (repulsion) whatsoever within each team; so the
only interactions are the inter-team interactions. Furthermore, the pattern of
interactions between any two teams is independent of the choice of teams, i.e.,
the teams are essentially indistinguishable. Given a pair of teams, we stipulate
at most two possible types of inter-team interactions: interaction of potency
b between the members of similar denominations and interaction of potency a
between the members of dissimilar denominations (which exist only when n ≥
2). So the n denominations are also essentially indistinguishable. If the Fermions
in such a configuration are regrouped by denominations, then we obtain n groups
containing m Fermions each, where for each group, the intra-group interactions
are of the same potency b and the total interaction potency between two groups
is (the even integer) m(m − 1)a. The graphic in Fig. 5 below illustrates the
interactions between two teams when n = 3, b = 2 and a = 1.
Figure 5: Interactions between two teams when (n, b, a) = (3, 2, 1).
We will refer to members of the pool of possible configurations described
above as balanced. Note that for n = 1, i.e., ν = 1/(2p + 1), there is just one
balanced configuration: namely, the familiar Laughlin configuration. Further,
we define minimal configurations to be those balanced configurations where
max{a, b} is at its least possible value for a given filling factor. One can show
for example that the two diagrams in Fig. 3 above correspond to the only two
minimal configurations involving 6 Fermions in the IQL state with filling factor
2/5. Of course, for n = 1 and arbitrary p, the standard Laughlin configuration is
indeed a minimal configuration according to our definition. Moreover, since the
total number of correlations between any two teams of n Fermions in a minimal
configuration is the even integer (2p − 1)n2 ± n, one may regard each team as
a ‘super particle’, in which case the interaction configuration of these m super
particles is of Laughlin type.
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We conclude with the following result on the existence of minimal configu-
rations.
Theorem 4: Minimal configurations always exist, i.e., have a nonzero sym-
metric correlation factor G, for all filling factors ν < 1/2 of the form
n
2pn±1 <
1
2
where N is a multiple of n.
Proof: First note that dm−1 =
d
N/n−1 = (n−1)a+b for balanced configurations,
where d denotes the number of interactions of each particle. Thus the condition
L = 0 translates in this case to the requirement
(n− 1)a+ b = (2p− 1)n± 1. (∗)
As long as either n = 1 or a and b both are positive, Theorem 3 above, together
with its corollary, guarantees an existent configuration. If a, b both are even
integers, then Theorem 2 implies that we have an existent configuration in this
case. (On the other hand, if a = 0 and b is odd and thus n is even, then
it can be shown that in fact there is a non-existent configuration, i.e., one in
which G = 0.) Now observe that the solutions to our constraint (∗) such that
max{a, b} is minimal and n ≥ 2 are given by
(a, b) =
{
(2p, 2p− n+ 1), (2p− 1, 2p) if ν = n/(2pn+ 1) and
(2p− 1, 2p− 2) if ν = n/(2pn− 1),
where if n = 2, then there is also the ‘minimal’ solution (a, b) = (2p− 2, 2p− 1)
in the second case (note that the first solution in the first case above does not
exist if n > 2p+ 1). Since a, b both are clearly positive (or even) in each of the
preceding cases, this implies the existence of minimal configurations. 
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