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Resumo
Neste trabalho estudaremos as transformac¸o˜es geome´tricas espaciais que podem ser
executadas atrave´s de transformac¸o˜es lineares, afins e projetivas. Estas transformac¸o˜es
podem ser representadas por matrizes, que e´ uma estrutura organizada e computacional-
mente via´vel. Devemos enta˜o, fazer uma ana´lise dessas transformac¸o˜es estruturando-as
em um espac¸o vetorial e verificando seu comportamento. Apo´s isso, usamos os conhe-
cimentos oriundos da teoria das matrizes para relacionarmos tais transformac¸o˜es. Sa˜o
exemplos de transformac¸o˜es lineares as rotac¸o˜es, os cisalhamentos, reflexo˜es, homotetias
e projec¸o˜es paralelas a um eixo, ambas usando como refereˆncia a origem do espac¸o ou
algum dos eixos formados pela base do referencial adotado. Qualquer combinac¸o˜es entre
estas, tambe´m e´ uma transformac¸a˜o linear. Ja´ uma transformac¸a˜o afim e´ a composic¸a˜o de
uma transformac¸a˜o linear com uma translac¸a˜o, atingindo uma maior abrangeˆncia, uma
vez que agora na˜o nos prendemos a` origem. Por fim, uma transformac¸a˜o projetiva tem
uma abrangeˆncia ainda maior. Desta vez, inclu´ımos as relac¸o˜es de perspectiva e seus
pontos de fuga. Dedicamos uma atenc¸a˜o especial a`s rotac¸o˜es no espac¸o devido ao fato
de que estas transformac¸o˜es podem ser representadas por multiplicac¸o˜es de quate´rnios, o
que torna bem menor o custo computacional de sua implementac¸a˜o e armazenamento.
Palavras-Chave: Transformac¸o˜es espaciais, transformac¸o˜es projetivas, quate´rnios e rotac¸o˜es
no espac¸o.
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Cap´ıtulo 1
Introduc¸a˜o
O termo matrizes surgiu oficialmente pelo matema´tico ingleˆs James Joseph Sylvester (1814
– 1897) em seu artigo publicado na Philosophical Magazine de 1850, pore´m ja´ se sabe
que os chineses, alguns se´culos antes de Cristo, ja´ usavam me´todos para resolver sistemas
lineares de equac¸o˜es que sugeriam o uso de matrizes.
Em meados de 1790 o matema´tico franceˆs Joseph Louis Lagrange (1736 – 1813),
quando estudava a caracterizac¸a˜o dos ma´ximos e mı´nimos de uma func¸a˜o real de va´rias
varia´veis, conseguiu reduzir o problema ao estudo do sinal da forma quadra´tica associada
a` matriz (o termo matriz na˜o era usado na e´poca) das derivadas segundas de tal func¸a˜o.
Em 1855, Arthur Cayley (1821 – 1895) da Universidade de Cambridge, motivado
pelo estudo das formas quadra´ticas e das transformac¸o˜es lineares, passou a tratar as
matrizes como uma classe nota´vel de objetos matema´ticos operando como elementos da
a´lgebra. Em um de seus artigos destacou que a noc¸a˜o de matrizes deveria anteceder a dos
determinantes o que ocorrera de maneira inversa, ja´ que os determinantes eram estudados
sistematicamente na matema´tica ha´ mais tempo.
Figura 1.1: Arthur Cayley
Com Cayley, as matrizes ganharam um estudo mais organizado, onde, dentre outras
contribuic¸o˜es, definiu matriz identidade e matriz nula, introduziu a soma de matrizes e a
multiplicac¸a˜o de matrizes por escalares, bem como estabeleceu suas propriedades.
O produto de duas matrizes tambe´m foi sugerido como me´todo para aplicac¸a˜o em
duas transformac¸o˜es sucessivas, composic¸a˜o de transformac¸o˜es, e o mesmo ja´ verificava
que esta operac¸a˜o na˜o portava a propriedade comutativa.
Hoje a Teoria das Formas Quadra´ticas, que chegou a ser um dos temas mais discutidos
no mundo matema´tico e proporcionou o estudo ba´sico das matrizes, e´ apenas um cap´ıtulo
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da Teoria das Matrizes.
Na educac¸a˜o ba´sica brasileira o estudo das matrizes resume-se a` apresentac¸a˜o da
operac¸o˜es de adic¸a˜o, produto por escalar e produto de matrizes, bem como suas pro-
priedades, na˜o havendo uma aplicac¸a˜o geome´trica ou estrutural dela.
Na˜o se sabe precisamente quando iniciou-se o interesse do homem pelas transformac¸o˜es
geome´tricas, pore´m as primeiras evideˆncias surgem nas produc¸o˜es art´ısticas de pinturas
rupestres da pre´-histo´ria. Uma das mais antigas foi encontrada no do s´ıtio de El Buey,
na Bol´ıvia. No Brasil, a arte marajoara atrave´s de suas pinturas em ceraˆmica mostram
figuras geome´tricas dispostas de maneira sime´trica. Estima-se que essas manifestac¸o˜es
art´ısticas datam entre 400 e 1600. Na educac¸a˜o ba´sica brasileira as transformac¸o˜es na˜o
sa˜o tratadas de maneira sistema´tica, pore´m em diversos livros dida´ticos ha´ menc¸o˜es de
algumas delas. Hoje, o conhecimento das transformac¸o˜es geome´tricas tem papel funda-
Figura 1.2: Pintura rupestre encon-
trada no S´ıtio de El Buey.
Figura 1.3: Arte Marajoara.
mental na manipulac¸a˜o gra´fica, principalmente na computac¸a˜o onde uma ha´ uma gama
de softwares que va˜o desde desenhos a animac¸o˜es 3D, os quais portam ferramentas que
transformam os objetos criados nos seus respectivos espac¸os virtuais.
O objetivo deste trabalho e´ verificar de que maneira a a´lgebra de matrizes se relaciona
com as transformac¸o˜es geome´tricas, uma vez que esta implementa uma maneira sucinta
e organizada de fornecer instruc¸o˜es, principalmente na a´rea de computac¸a˜o.
De in´ıcio, trataremos das definic¸o˜es e propriedades das matrizes e dos determinantes,
objetivando aplicar este conhecimento nos cap´ıtulos posteriores. Tambe´m se faz necessa´rio
verificar de que maneira se comporta uma transformac¸a˜o linear e como este tipo de trans-
formac¸a˜o se relaciona com o produto de matrizes. Da mesma forma, estudaremos as
transformac¸o˜es afins e as matrizes pro´prias deste tipo de transformac¸a˜o.
Conhecendo o espac¸o afim e suas caracter´ısticas, veremos as consequeˆncias geome´tricas
das transformac¸o˜es deste espac¸o, comec¸ando pelas translac¸o˜es, ja´ que estas tem uma forte
relac¸a˜o com a mudanc¸a de referencial de uma transformac¸a˜o, o que torna mais abran-
gente e interessante nosso estudo. Por conseguinte, nosso foco se voltara´ para as rotac¸o˜es,
onde daremos um enfoque especial a duas parametrizac¸o˜es, por Aˆngulos de Euler e por
quate´rnios. Ainda faremos algumas aplicac¸o˜es, inclusive utilizando o aplicativo Geoge-
bra. Nosso estudo ainda tratara´ da construc¸a˜o das matrizes de reflexa˜o, cisalhamento,
homotetia e projec¸a˜o paralela a um vetor, sempre de maneira bem objetiva. Finalizamos
falando sobre o espac¸o das projec¸o˜es coˆnicas RP2 (estendendo, logo apo´s, ao espac¸o RP2),
3bem como a anatomia da matriz desta transformac¸a˜o.
Ao longo do nosso texto encontraremos links para os arquivos do Geogebra os quais, na
versa˜o pdf, podem ser utilizados para verifiar de maneira lu´dica a aplicac¸a˜o das matrizes
de transformac¸a˜o, conforme objetivamos aqui.
Cap´ıtulo 2
To´picos de Matrizes e Determinantes
2.1 Matrizes
Definic¸a˜o 2.1. Uma matriz A de ordem (m×n), m,n ∈ N∗, pode ser definida como uma
tabela de dados (nu´meros, polinoˆmios, func¸o˜es, etc) dispostos em m linhas e n colunas,
onde as linhas sa˜o filas dispostas na horizontal e as colunas sa˜o filas na vertical.
E´ comum chamar tais dados de elementos ou entradas da matriz. Para nosso estudo
trataremos apenas das matrizes que teˆm como entradas nu´meros reais.
As entradas de uma matrize podem ser representadas, de maneira gene´rica, por uma
letra minu´scula do alfabeto acompanhada de dois ı´ndices, o primeiro mostra em qual linha
se encontra o elemento e o segundo em qual coluna, conforme mostramos abaixo:
A = [aij]m×n =

a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
. . .
...
am1 am2 · · · amn
 (2.1)
Se m = n, dizemos que A e´ uma matriz quadrada de ordem n, denotado por An×n,
ou simplesmente An. Do contra´rio, A e´ uma matriz retangular. Uma matriz retangular
onde n = 1 e m > 1 e´ chamada de matriz linha, e para m = 1 e n > 1, a chamamos de
matriz coluna.
As entradas da matriz quadrada A = [aij]n, tais que i = j formam a diagonal principal
da matriz. Por outro lado, temos tambe´m a diagonal secunda´ria, que e´ composta pelos
elementos aij, tais que i+ j = n+ 1.
As matrizes quadradas [aij]n sa˜o denominadas:
(i) matriz triangular superior, quando aij = 0, sempre que i < j;
(ii) matriz triangular inferior, quando aij = 0, sempre que i > j;
(iii) diagonal, quando aij = 0, sempre que i 6= j e existir pelo menos um elemento aij 6= 0
para i = j.
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2.2 Operac¸o˜es com Matrizes
2.2.1 Igualdade de matrizes
Dizemos que duas matrizes A = [aij]m×n e B = [bij]m×n sa˜o iguais, sempre que temos
aij = bij para todo 1 ≤ i ≤ m e 1 ≤ j ≤ n.
2.2.2 Adic¸a˜o de matrizes
Definic¸a˜o 2.2. Sejam A e B matrizes de ordem m×n. A adic¸a˜o da matriz A = [aij]m×n
a` matriz B = [bij]m×n sera´ igual a matriz C = [cij]m×n se, e somente se, cij = aij + bij.
Proposic¸a˜o 2.3. Sejam A, B e C matrizes de ordem m× n. No que tange a` adic¸a˜o de
matrizes, valem as seguintes propriedades:
A1 (Comutatividade) A+B = B + A;
A2 (Existeˆncia de Elemento Neutro Aditivo) A+O = A, onde O e´ a matriz cujas entradas
sa˜o todas iguais a zero;
A3 (Existeˆncia de Sime´trico Aditivo) A + (−A) = O, onde −A e´ chamada de matriz
oposta de A;
A4 (Associatividade) A+B + C = A+B + C = A+ C +B
Observac¸a˜o 2.4. A matriz O acima e´ comumente chamada de matriz nula. A matriz
oposta de A pode ser definida como a matriz −A obtida de A de modo que, sendo aij uma
entrada de A, bij e´ uma entrada de −A se, e somente se, bij = −aij.
Demonstrac¸a˜o.
A1 Observe que, como aij + bij = bij +aij, enta˜o A+B = B+A, mostrando que a adic¸a˜o
de matrizes goza da propriedade comutativa.
A2 Sendo O uma matriz, tal que todas as suas entradas e´ igual a 0, aij + oij = aij, para
todo 1 ≤ i ≤ m e 1 ≤ j ≤ n, o que mostra que a adic¸a˜o de matrizes possui uma
matriz que e´ o elemento neutro aditivo.
A3 Tome a matriz −A, obtida de A multiplicando cada um de seus elementos por −1,
assim temos A+ (−A) = [aij − aij] = O.
A4 Dadas as matrizes A, B e C de ordem m × n, aij + bij + cij = (aij + bij) + cij =
aij + (bij + cij) = (aij + cij) + bij.
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2.2.3 Produto de um Escalar por uma Matriz
Definic¸a˜o 2.5. Dada uma matriz A = [aij]m×n e um escalar k ∈ R, definimos o produto
do escalar k pela matriz A, denotado por kA, a operac¸a˜o que consiste em multiplicar cada
elemento de A por k, ou seja, kA = C se, e so´ se, C = [kaij]m×n.
Proposic¸a˜o 2.6. Sejam A e B matrizes de ordem m × n e k um escalar definido no
conjunto das entradas dessas matrizes. Para o produto de um escalar por uma matriz,
valem as seguintes propriedades:
ME1 (Elemento Escalar Neutro) 1 · A = A
ME2 (Associatividade) (k1k2)A = k1(k2A)
ME3 (Distributividade da Multiplicac¸a˜o de escalar em relac¸a˜o a Adic¸a˜o de Matrizes)
k(A+B) = kA+ kB.
ME4 (Distributividade da multiplicac¸a˜o da soma de escalares por uma matriz) (k1 +
k2)A = k1A+ k2A, k1, k2 ∈ R.
Demonstrac¸a˜o.
ME1 Se k = 1 temos que 1 · A = 1 · [aij]m×n = A. Assim, 1 e´ o escalar elemento neutro
da operac¸a˜o kA.
ME2 Para qualquer k1, k2 ∈ R, k1(k2aij) = (k1k2)aij.
ME3 Seja C = A+B, enta˜o kC = kA+ kB, isto e´, kcij = k(aij + bij) = kaij + kbij.
ME4 A verificac¸a˜o ocorre de maneira direta.
Em resumo, as operac¸o˜es de adic¸a˜o de matrizes e multiplicac¸a˜o de matrizes por es-
calares, satisfazem as propriedades dos objetos da A´lgebra Linear, sendo o conjunto das
matrizes m×n um espac¸o vetorial denotado comumente porMm×n, isomorfo, por exem-
plo, ao espac¸o Rmn com suas propriedades citadas acima.
2.2.4 Produto de Matrizes
Sejam as matrizes A = [aij]m×p e B = [bij]p×n. O produto da matriz A pela matriz B,
denotada por AB sera´ a matriz
C = [cij]m×n, onde cij =
n∑
k=1
aikbkj.
Do ponto de vista dos espac¸os vetoriais, se considerarmos A = [aij]m×p como a matriz
formada por m vetores dispostos em colunas (vetores-coluna da matriz A) e B = [bij]p×n
uma matriz cujas colunas sa˜o listas de escalares, o produto AB e´ a matriz C = [cij]m×n,
cujas n linhas sa˜o formadas por combinac¸o˜es lineares dos vetores-coluna da matriz A
atrave´s dos coeficientes de B.
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Exemplo 2.7. Dados os vetores ~u = (x1, x2, x3, x4), ~v = (y1, y2, y3, y4) e ~w = (z1, z2, z3, z4),
dispostos como vetores-coluna da matria A, denotados por [~u], [~v] e [~w], respectivamente.
As combinac¸o˜es lineares k11~u+k21~v+k31 ~w e k12~u+k22~v+k32 ~w na forma de vetores-coluna
podem ser representados pelo produto
AB =

x1 y1 z1
x2 y2 z2
x3 y3 z3
x4 y4 z4

 k11 k12k21 k22
k31 k32

=
 k11

x1
x2
x3
x4
+ k21

y1
y2
y3
y4
+ k31

z1
z2
z3
z4
 k12

x1
x2
x3
x4
+ k22

y1
y2
y3
y4
+ k32

z1
z2
z3
z4


=
[
k11 [~u] + k21 [~v] + k31 [~w] k12 [~u] + k22 [~v] + k32 [~w]
]
,
onde B e´ a matriz dos escalares.
Por outro lado, a partir do exemplo acima, podemos observar que se considerarmos
A como sendo uma matriz de 4 listas de coeficientes dispostos em linha e B como sendo
a matriz formada por 3 vetores-linha, ~u = (x1, x2), ~v = (y1, y2) e ~w = (z1, z2), o mesmo
produto resulta em quatro combinac¸o˜es lineares dos vetores-linha da matriz B atrave´s
das listas de coeficiente das linhas de A.
AB =

α1 α2 α3
β1 β2 β3
γ1 γ2 γ3
δ1 δ2 δ3

 x1 x2y1 y2
z1 z2

=
 α1 [ x1 x2 ] + α2 [ y1 y2 ] + α3 [ z1 z2 ]β1 [ x1 x2 ] + β2 [ y1 y2 ] + β3 [ z1 z2 ]
γ1
[
x1 x2
]
+ γ2
[
y1 y2
]
+ γ3
[
z1 z2
]
 ,
onde, se denotarmos [~u] = [x1 x2], [~v] = [y1 y2] e [~w] = [z1 z2], como vetores-linhas de
B, obtemos as combinac¸o˜es α1~u+ α2~v + α3 ~w, β1~u+ β2~v + β3 ~w e γ1~u+ γ2~v + γ3 ~w.
O produto de matrizes torna este conjunto uma estrutura ainda mais rica e inclui mais
quatro propriedades. Portanto, sempre que as operac¸o˜es forem poss´ıveis temos:
Proposic¸a˜o 2.8.
M1 A(B + C) = AB + AC
M2 (A+B)C = AC +BC
M3 A(BC) + (AB)C
M4 Existe uma matriz quadrada, a qual chamamos de matriz identidade e denotamos
por I, tal que AI = A ou IA = A, conforme o caso.
Demonstrac¸a˜o.
M1 Dadas as matrizes A = [aij]p×m, B = [bij]m×n e C = [cij]m×n e seja B + C = D =
[dij]m×n, enta˜o dij = bij + cij. Assim,
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AD = [eij]p×n, onde eij =
n∑
k=1
aik(bkj + ckj) =
n∑
k=1
aikbkj +
n∑
k=1
aikckj,
ou seja, A(B + C) = AB + AC
M2 Dadas as matrizes A = [aij]m×n, B = [bij]m×n e C = [cij]n×p e seja A + B = D =
[dij]m×n, enta˜o dij = aij + bij. Portanto, DC = [eij]m×p, onde
eij =
n∑
k=1
dikckj =
n∑
k=1
(aik + bik)ckj =
n∑
k=1
aikckj +
n∑
k=1
bikckj,
mostrando que (A+B)C = AC +BC.
M3 Suponha que as matrizesA, B e C sejam de ordensm×n, n×p e p×s, respectivamente.
Enta˜o, sendo
AB = [dik]m×p, onde dik =
n∑
l=1
ailblk,
e BC = [d′lj]n×s, onde d
′
lj =
p∑
k=1
blkckj, temos
(AB)C = [eij]m×s, onde eij =
p∑
k=1
dikckj =
p∑
k=1
(
n∑
l=1
ailblk
)
ckj
=
n∑
l=1
ail
(
p∑
k=1
blkckj
)
=
n∑
l=1
aild
′
lj = (A(BC))ij.
M4 Seja I uma matriz quadrada tal que IA = A, onde I = [yij]n e A = [ain]n×p, enta˜o
IA =
∑n
k=1 yikakj = aij, ou seja, yi1a1j +yi2a2j + · · ·+yiiaij + · · · yimamj = aij. Assim,
basta tomar yij = 1, para i = j e yij = 0 para i 6= j para que esta igualdade seja
verdadeira. O caso em que AI = A tem demonstrac¸a˜o ana´loga.
Podemos observar que se A e´ uma matriz quadrada, enta˜o AI = IA = A. Quando a
matriz identidade I e´ de ordem n, costuma-se denotar por In.
Outro fato importante e de fa´cil verificac¸a˜o e´ que o produto de matrizes na˜o e´ comu-
tativo.
Motivados pela matriz identidade In, podemos definir a matriz inversa.
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2.2.5 Matriz Inversa
Definic¸a˜o 2.9. Dada uma matriz quadrada A, dizemos que ela e´ invert´ıvel ou na˜o
singular se, e somente se, existe uma matriz B tais que AB = BA = I. Neste caso a
matriz B e´ denominada matriz inversa de A, denotada por A−1.
Proposic¸a˜o 2.10.
(i) Se A e´ invert´ıvel, anta˜o A−1 tambe´m e´ invert´ıvel e (A−1)−1 = A.
(ii) Se A e B sa˜o invert´ıveis, enta˜o AB e´ invert´ıvel e (AB)−1 = B−1A−1
Demonstrac¸a˜o.
(i) De fato,
AA−1 = In
⇔ AA−1(A−1)−1 = I(A−1)−1
⇔ A[A−1(A−1)−1] = (A−1)−1
⇔ AI = (A−1)−1
⇔ A = (A−1)−1
(ii) Com efeito,
(AB)−1AB = In
⇔ (AB)−1ABB−1 = InB−1
⇔ (AB)−1A = B−1
⇔ (AB)−1AA−1 = B−1A−1
⇔ (AB)−1 = B−1A−1.
Proposic¸a˜o 2.11. Seja A uma matriz invert´ıvel, existe uma u´nica matriz B tal que
B = A−1
Demonstrac¸a˜o.
Seja as matrizes B e C inversas da matriz A. Enta˜o AB = In e AC = In
⇔ BAC = B
⇔ InC = B
⇔ C = B
Definic¸a˜o 2.12. Dadas duas matrizes A = [aij]m×n e B = [bij]n×m, dizemos que a matriz
B e´ a transposta (At) da matriz A, se e somente se, bij = aji, para todo 1 ≤ i ≤ m e
1 ≤ j ≤ n.
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Proposic¸a˜o 2.13. Sejam as matrizes A = [aij]m×n e B = [bij]n×p e C = [cij]m×p tais que
C = AB, enta˜o Ct = BtAt.
Demonstrac¸a˜o. Pela definic¸a˜o de produto de matrizes,
C = [cij]m×p, onde cij =
n∑
k=1
aikbkj
Enta˜o, como At = [aji]n×m e Bt = [bji]p×n,
Ct = [cji]p×m, onde cji =
n∑
k=1
bjkaki,
o que nos permite concluir que Ct = [cji]p×m = BtAt
Da matriz transposta surge alguns tipos de matrizes nota´veis, matriz sime´trica,
matriz antissime´trica e matriz ortogonal. Uma matriz quadrada e´ sime´trica se e
somente se At = A e antissime´trica se At = −A.
2.2.6 Matriz Ortogonal
Definic¸a˜o 2.14. Dizemos que uma matriz quadrada A de ordem n e´ ortogonal quando
AAt = AtA = In.
Proposic¸a˜o 2.15. Sejam A e B matrizes ortogonais de ordem n, enta˜o C = AB e´ uma
matriz ortogonal.
Demonstrac¸a˜o.
CCt = AB(AB)t
= ABBtAt
= A(BBt)At
= AInA
t
= AAt = In
mostrando que C e´ ortogonal.
Definic¸a˜o 2.16. Chamamos de grupo um conjunto G, na˜o vazio, munido de uma operac¸a˜o
G×G −→ G
(a, b) 7−→ a · b,
satisfazendo as seguintes propriedades.
(i) (Associatividade) Se a, b, c ∈ G, enta˜o (a · b) · c = a · (b · c);
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(ii) (Elemento Neutro) Existe um elemento e ∈ G tal que, para todo a ∈ G, a · e =
e · a = a;
(iii) (Existeˆncia de Inverso) Para todo a ∈ G existe um elemento a−1 ∈ G tal que
a · a−1 = a−1 · a = e.
Exemplo 2.17. O conjunto dos nu´meros inteiros Z munidos da operac¸a˜o de adic¸a˜o, +,
e´ um grupo.
Exemplo 2.18. Seja ∆ABC um triaˆngulo equila´tero, com circuncentro na origem O do
espac¸o euclidiano. Seja r1, r2 e r3 as mediatrizes dos lados do triaˆngulo onde r1 intersecta
o ponto A, r2 intersecta o ponto B e r3 intersecta o ponto C. As transformac¸o˜es que
preservam o triaˆngulo sa˜o:
• R0, R 2pi
3
, R 4pi
3
, rotac¸o˜es no plano determinado pelos pontos A, B e C, em torno do
ponto O, de aˆngulos 0, 2pi
3
e 4pi
3
, respectivamente;
• R1, R2 e R3, rotac¸o˜es de aˆngulo pi em torno dos eixos r1, r2 e r3, respectivamente.
A
C
B r1
r3
r2
O
O conjunto S∆ = {R0, R 2pi
3
, R 4pi
3
, R1, R2, R3} munido da operac¸a˜o de composic¸a˜o e´ um
grupo.
O conjunto das matrizes ortogonais de ordem n, munido da operac¸a˜o de composic¸a˜o
(produto de matrizes) tem estrutura de grupo, sendo denotado por grupo O(n), uma vez
que goza das seguintes propriedades:
O1 A composic¸a˜o de duas matrizes ortogonais, e´ uma matriz ortogonal (Proposic¸a˜o
2.15);
O2 Existeˆncia do elemento identidade In (e´ fa´cil verificar que In ∈ O(n));
O3 A composic¸a˜o e´ associativa (conforme M3);
O4 Existeˆncia de inverso A−1 tal que A−1A = AA−1 = In .
Observac¸a˜o 2.19. A propriedade O4 e´ aparentemente obvia haja vista a definic¸a˜o de
matriz ortogonal. Mas devemos nos atentar ao detalhe que a definic¸a˜o na˜o garante, A−1 ∈
O(n). Com efeito, A−1 = At e At e´ ortogonal, pois At(At)t = AtA = I.
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Veremos mais a` frente que o determinante de uma matriz ortogonal assume apenas
dois valores, 1 e −1. Verificamos, enta˜o, que se tomarmos todas as matrizes ortogonais
de ordem n cujos determinantes sa˜o iguais a 1, este subconjunto tambe´m tem estrutura
de grupo, o grupo das matrizes ortogonais especiais, o qual denotamos por SO(n).
Trataremos de maneira mais clara do grupo SO(3) no cap´ıtulo 5.
Pela definic¸a˜o de matriz ortogonal, podemos ainda verificar um resultado bem impor-
tante. Sendo A uma matriz ortogonal temos
AAt =

a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
. . .
...
an1 an2 · · · ann
 ·

a11 a21 · · · an1
a12 a22 · · · an2
...
...
. . .
...
a1n a2n · · · ann
 =

1 0 · · · 0
0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
.
Seja In = [yij], para i = j teremos
yij = (ai1)
2 + (ai2)
2 + · · ·+ (ain)2 = ‖(ai1, ai2, · · · , ain)‖ = 1,
por outro lado, para i 6= j temos
ai1aj1 + ai2aj2 + · · ·+ ainajn = 〈(ai1, ai2, · · · , ain), (aj1, aj2, · · · , ajn)〉 = 0.
Logo, da A´lgebra Linear, se tomarmos cada linha da matriz A como um vetor, tais
vetores sa˜o normais, pois seus mo´dulos sa˜o iguais a 1 e sa˜o, dois a dois, ortogonais, ja´
que o produto interno usual, denotado por 〈, 〉, de cada par desses vetores e´ 0. Verifica-se,
enta˜o, que as linhas de uma matriz ortogonal formam uma base ortonormal.
Podemos, fazendo AtA = In, verificar que as colunas da matriz A tambe´m forma uma
base ortonormal.
As verificac¸o˜es acima demonstram a seguinte proposic¸a˜o:
Proposic¸a˜o 2.20. Seja β = {b1, b2, · · · , bn} uma base ortonormal e A uma matriz orto-
gonal de ordem n, enta˜o, A transforma β em outra base ortonormal.
2.3 Matrizes Elementares
As matrizes elementares desempenham um papel bastante importante na a´lgebra de ma-
trizes. Embora seja de bastante importaˆncia na resoluc¸a˜o do sistemas lineares de equac¸o˜es,
na˜o e´ um tema muito abordado no Ensino Me´dio Brasileiro.
2.3.1 Operac¸o˜es Elementares
Antes de definirmos matriz elementar, e´ necessa´rio inteirar-nos sobre operac¸o˜es lineares
na matriz. Existem treˆs modificac¸o˜es aplica´veis em uma matriz que consideramos uma
operac¸a˜o elementar:
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(e1) Permutac¸a˜o entre linhas (Li ↔ Lj). Dada uma matriz Am×n, escolhendo duas de
suas linhas Li, de entradas aik, e Lj, de entradas ajk, com k ∈ N, tal que 1 ≤ k ≤ n,
dizemos que a permutac¸a˜o entre essas linhas e´ a operac¸a˜o de substituir cada entrada
aik por ajk ao tempo em que substitu´ımos cada entrada ajk por aik.
(e2) Multiplicac¸a˜o de uma linha por um escalar α 6= 0 (Li → αLi). Esta operac¸a˜o consiste
em multiplicar cada entrada aik da linha Li pelo escalar α.
(e3) Substituic¸a˜o de uma linha Li pela soma dessa linha Li com a linha Lj (Li → Li+Lj),
isto e´, somar cada aik com ajk.
Observac¸a˜o 2.21. E´ de fa´cil verificac¸a˜o que as operac¸o˜es elementares na˜o afetam a
relac¸a˜o de dependeˆncia linear entre as linhas de uma matriz.
Definic¸a˜o 2.22. Uma matriz adquirida da matriz identidade In atrave´s de uma operac¸a˜o
elementar e´ chamada de matriz elementar.
Proposic¸a˜o 2.23. As matrizes elementares sa˜o invers´ıveis e sua inversa tambe´m e´ uma
matriz elementar e
(i) Se a matriz E1 e´ obtida de I, depois de sofrer a operac¸a˜o Li ↔ Lj, enta˜o E−11 = E1;
(ii) Se a matriz E2 e´ obtida de I depois de sofrer a operac¸a˜o Li → αLi, enta˜o E−12 e´
uma matriz que sofreu a operac¸a˜o Li → 1αLi ;
(iii) Se a matriz E3 e´ obtida de I depois de sofrer Li → Li + Lj, enta˜o (E3)−1 e´ uma
matriz que sofreu a operac¸a˜o Li → Li − Lj .
Demonstrac¸a˜o. Seja
(i) Observe que na matriz E1 em cada linha e em cada coluna temos apenas uma
entrada 1 e as demais entradas 0. Assim, teremos na matriz [eij]n = (E1)
2 =
E1E1 =
∑n
k=1 eikekj = 0, se i 6= j, ou 1, se i = j.
(ii) De maneira ana´loga ao item (i), em cada linha e em cada coluna das matrizes E2 e
E−12 temos apenas um elemento na˜o nulo e ocupando a mesma posic¸a˜o em ambas
as matrizes. Logo, seja eij ∈ E2E−12 , eij = 0 se i 6= j e eij = (e2)ij(e′2)ij = 1 se
i = j, para (e2)ij ∈ E2 e (e′2)ij ∈ E−12 .
(iii) Observe a matriz abaixo:
E3 = [(e3)ij]n =

1 · · · 0 · · · 0 · · · 0
...
. . .
...
. . .
...
. . .
...
0 · · · 1 · · · 1 · · · 0
...
. . .
...
. . .
...
. . .
...
0 · · · 0 · · · 1 · · · 0
...
. . .
...
. . .
...
. . .
...
0 · · · 0 · · · 0 · · · 1

Li
Lj
e
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(E3)
−1 = [(e′3)ij]n =

1 · · · 0 · · · 0 · · · 0
...
. . .
...
. . .
...
. . .
...
0 · · · 1 · · · −1 · · · 0
...
. . .
...
. . .
...
. . .
...
0 · · · 0 · · · 1 · · · 0
...
. . .
...
. . .
...
. . .
...
0 · · · 0 · · · 0 · · · 1

Li
Lj
Seja E ′3 uma matriz que sofreu a operac¸a˜o Li → Li−Lj, com excec¸a˜o das linhas i e j,
todas as entradas sa˜o 0 quando i 6= j e 1 quando i = j, tanto na matriz E3 quanto na
matriz E ′3, o que nos faz afirmar que o mesmo ocorrera´ com a matriz (E3)E
′
3. Resta-
nos analisar o que ocorrera´ nas linhas i e j da matriz E3E
′
3. Seja (e3)ij ∈ E3E ′3,
enta˜o (e3)ii = 1 · 1 + 1 · 0 = 1, (e3)jj = (−1) · 0 + 1 · 1 = 1, (e3)ij = 1 · (−1) + 1 · 1 = 0
e (e3)ji = 0 · 1 + 1 · 0 = 0. O resultado para E ′3E3 e´ ana´logo.
Portanto, E ′3 = (E3)
−1
Podemos afirmar, e a demonstrac¸a˜o e´ de simples compreensa˜o, que dada a matriz A,
aplicar a operac¸a˜o elementar ei nesta matriz e´ o mesmo que executar o produto EiA, onde
Ei e´ a matriz elementar correspondente a` operac¸a˜o ei.
2.4 Escalonamento de Matrizes
Uma matriz nula ja´ e´ considerada escalonada. Por outro lado, dada uma matriz Am×n,
na˜o nula, escalonar esta matriz a` forma reduzida de escada e´ aplicar nela operac¸o˜es
elementares de modo a fazer com que a primeira entrada na˜o nula de cada linha seja
igual a 1 (pivoˆ da linha) e que na coluna onde se encontra um pivoˆ as demais entradas
sejam todas iguais a 0. Em seguida, permuta-se essas linhas de maneira que, dados dois
pivoˆs, aij e akl, sempre que i < k tenhamos j < l. Tambe´m devemos permutar as linhas
fazendo com que as linhas nulas sejam as u´ltimas. A matriz resultante e´ chamada de
matriz reduzida a` forma de escada a qual denotaremos por A. Este processo e´
muito utilizado para resolver sistemas de equac¸o˜es lineares pelo nome de Me´todo de
Eliminac¸a˜o de Gauss-Jordan.
Definic¸a˜o 2.24. Dizemos que duas matrizes sa˜o linha-equivalentes ou equivalentes
por linhas quando uma pode ser obtida de outra atrave´s de um nu´mero finito de operac¸o˜es
elementares em suas linhas.
Enta˜o, podemos afirmar que a matriz A e´ invert´ıvel, se e somente se A e´ linha-
equivalente a` matriz identidade e A−1 = E1E2 · · ·En, em que Ei e´ uma matriz elementar.
E´ de fa´cil verificac¸a˜o que toda matriz e´ linha-equivalente a uma matriz escalonada
reduzida a` forma de escada.
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2.5 Resoluc¸a˜o de Sistemas Lineares
O escalonamento de matrizes pode ser utilizado para resoluc¸a˜o de sistemas lineares. Ao
londo desta sec¸a˜o veremos de que maneira isto ocorre.
Definic¸a˜o 2.25. Um sistema de equac¸o˜es lineares com m equac¸o˜es e n inco´gnitas e´ um
conjunto de equac¸o˜es da forma

a11x1 + a12x2 + · · · + a1nxn = b1
a21x1 + a22x2 + · · · + a2nxn = b2
... +
... +
. . . +
... =
...
am1x1 + am2xj + · · · + amnxn = bm,
Este sistema pode ser representado matricialmente. Tomando A como a matriz dos
coeficientes aij, X como a matriz das varia´veis xj e B como a matriz dos termos indepen-
dentes bi, com 1 ≤ i ≤ m e 1 ≤ j ≤ n, sua representac¸a˜o e´ a equac¸a˜o matricial AX = B,
isto e´, 
a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
. . .
...
am1 am2 · · · amn
 ·

x1
x2
...
xn
 =

b1
b2
...
bm
.
Quando um sistema tem todos os seus termos independentes iguais a 0, dizemos que
ele e´ um sistema linear homogeˆneo. Logo, todo sistema linear homogeˆneo admite uma
soluc¸a˜o dada pena n-upla (0, 0, ..., 0) a qual e´ chamada soluc¸a˜o trivial.
Uma soluc¸a˜o do sistema linear e´ a n-upla (matiz coluna S = [si]n×1) que satisfaz a
equac¸a˜o AX = B, isto e´, que AS = B. Este sistema de equac¸o˜es e´ classificado de acordo
com as possibilidades referentes a`s suas soluc¸o˜es, podendo ser um sistema imposs´ıvel,
quando na˜o ha´ uma soluc¸a˜o, ou poss´ıvel, se houver. Um sistema poss´ıvel ainda pode ser
determinado, quando ha´ uma u´nica soluc¸a˜o, ou indeterminado, quando ha´ infinitas
soluc¸o˜es. Observe que se aplicarmos as mesmas operac¸o˜es elementares nas linhas das
matrizes A e B a soluc¸a˜o do sistema resultante e´ igual a do sistema original; chamamos
estes sistemas de equivalentes. Enta˜o podemos incluir a matriz B como u´ltima coluna
da matriz A e escalona´-la (me´todo de eliminac¸a˜o de Gauss-Jordan). A essa matriz damos
o nome de matriz ampliada do sistema linear e denotaremos por A|B.
O nu´mero de linhas na˜o nulas de uma matriz na sua forma escalonada e´ chamado
de posto da matriz. Um resultado muito u´til acerca do posto de uma matriz aplicado a
sistemas lineares veremos a seguir:
Teorema 2.26 (Posto da Matriz). Dado o sistema de equac¸o˜es lineares com m equac¸o˜es
e n inco´gnitas AX = B, Seja PA o posto da matriz A e PA|B o posto da matriz ampliada
A|B , enta˜o o sistema e´ poss´ıvel se, e somente se, PA = PAB, podendo ser
(i) determinado, caso PA = PAB = n
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(ii) indeterminado, caso PA = PAB < n. Neste caso teremos n − P inco´gnitas que
podem assumir qualquer nu´mero real.
Demonstrac¸a˜o. PA 6= PAB se, e so´ se, PA < PAB, logo existe uma linha na matriz A|B
escalonada do tipo [0 0 · · · 0 1] o que equivale a termos uma linha do sistema escalonado
da forma 0x1 + 0x2 + · · · + 0xn = 1, tornando o sistema imposs´ıvel. Se PA = PAB
a forma escalonada de ambas as matrizes teˆm o mesmo nu´mero de linhas na˜o nulas,
respectivamente, o mesmo nu´mero de linhas nulas.Vamos dividir esta condic¸a˜o para dois
casos:
Caso 1: PA = PAB = n. Neste caso teremos uma matriz do tipo
(A|B)m×(n+1) =

1 · · · 0 · · · 0 b1
...
. . .
...
. . .
...
...
0 · · · 1 · · · 0 bi
...
. . .
...
. . .
...
...
0 · · · 0 · · · 1 bn
0 · · · 0 · · · 0 0
...
. . .
...
. . .
...
...
0 · · · 0 · · · 0 0

onde x1 = b1, x2 = b2, · · · , xn = bn. Logo, o sistema e´ poss´ıvel e determinado.
Caso 2: PA = PAB < n. Desta vez, teremos uma matriz na forma escalonada com a
representac¸a˜o
(A|B)m×(n+1) =

1 · · · 0 · · · 0 a1(k+1) · · · a1n b1
...
. . .
...
. . .
...
...
. . .
...
...
0 · · · 1 · · · 0 ai(k+1) · · · ain bi
...
. . .
...
. . .
...
...
. . .
...
...
0 · · · 0 · · · 1 ak(k+1) · · · akn bk
0 · · · 0 · · · 0 0 · · · 0 0
...
. . .
...
. . .
...
...
. . .
...
...
0 · · · 0 · · · 0 0 · · · 0 0

equivalente ao sistema
x1 = b1 − (a1(k+1)x(k+1) + · · ·+ a1nxn)
... =
... − ...
xi = bi − (ai(k+1)x(k+1) + · · ·+ ainxn)
... =
... − ...
xk = bk − (a1(k+1)x(k+1) + · · ·+ aknxn)
Podemos verificar que as soluc¸o˜es do sistema sa˜o dadas em func¸a˜o de n − k inco´gnitas,
havendo infinitas soluc¸o˜es. Assim, o sistema e´ poss´ıvel e indeterminado.
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Pelo teorema acima, podemos verificar, de modo especial, que todo sistema homogeˆneo
e´ poss´ıvel. Podendo ser determinado ou indeterminado nos termos deste teorema. Ainda,
podemos verificar que se o sistema apresenta n equac¸o˜es e n inco´gnitas ele sera´ poss´ıvel
e determinado se, e somente se, a matriz dos coeficientes e´ invert´ıvel. Contudo, se um
sistema com n equac¸o˜es e n inco´gnitas e´ homogeˆneo, o mesmo tera´ soluc¸a˜o na˜o trivial se,
e somente se, a matriz dos coeficientes na˜o for invert´ıvel.
Contudo, as matrizes nos da´ muitas ferramentas para ana´lise e soluc¸a˜o de sistemas
lineares. Ale´m do escalonamento ha´ outro me´todo para resoluc¸a˜o de sistemas de equac¸o˜es
lineares que utilizam o conceito dos determinantes das matrizes para sua execuc¸a˜o: a
chamada Regra de Cramer. Na pro´xima sec¸a˜o definiremos o determinante de uma
matriz quadrada e em seguida concluiremos com a Regra de Cramer.
2.6 Determinante de uma matriz quadrada
Definic¸a˜o 2.27. Seja Jn um conjunto com os n primeiros nu´meros naturais, chamamos
de permutac¸a˜o, δ(i), dos elementos de Jn toda func¸a˜o bijetiva Jn → Jn.
Chamamos de Pn o nu´mero ma´ximo de permutac¸o˜es diferentes dos elementos de Jn.
Usando induc¸a˜o sobre n e´ fa´cil verificar que Pn = n!. Denotaremos por P (n) o conjunto
de todas as permutac¸o˜es dos elementos de Jn. Para um dado 1 ≤ k ≤ n!, indicaremos
cada permutac¸a˜o desses elementos Jn por
pk =
(
1 2 · · · n
δ(1) δ(2) · · · δ(n)
)
,
ou simplesmente por
pk =
(
δ(1) δ(2) · · · δ(n) )
onde
p1 =
(
1 2 · · · n
1 2 · · · n
)
sera´ chamada de permutac¸a˜o identidade. Deste modo, P (n) = {p1, p2, · · · , pn!}
Exemplo 2.28. Dado o conjunto J5 = {1, 2, 3, 4, 5}, enta˜o
pk =
(
1 2 3 4 5
5 2 4 1 3
)
e´ uma das 5! = 120 permutac¸a˜o de J5.
Sejam pi e pj duas permutac¸o˜es de Jn, dizemos que pi e´ uma transposic¸a˜o de pj e
vice-versa se uma puder ser obtida da outra trocando dois de seus elementos e mantendo
fixos os demais. O termo transposic¸a˜o tambe´m se aplica a` transformac¸a˜o de pi em pj.
Exemplo 2.29. Sejam pi = (1 5 4 3 2) e pj = (2 5 4 3 1) elementos de J5. pi e´
uma transposic¸a˜o de pj, haja vista a troca ocorrida somente entre os elementos 2 e 1.
Proposic¸a˜o 2.30. Podemos transformar pk em p1 atrave´s de um nu´mero finito de trans-
posic¸o˜es.
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Demonstrac¸a˜o.
Provaremos por induc¸a˜o em n.
Com efeito, para n = 2, temos duas opc¸o˜es,
p1 =
(
1 2
1 2
)
e p2 =
(
1 2
2 1
)
,
onde com apenas uma troca podemos sair de p2 para p1.
Suponha que, atrave´s de um nu´mero finito de trocas, possamos transformar pk ∈ P (n)
em p1 ∈ P (n). Enta˜o, qualquer que seja o pk, podemos colocar entre seus elementos, o
elemento (n + 1), tornando pk em um certo pk′ ∈ P (n + 1). Fixando o elemento (n + 1)
podemos, por hipo´tese, trocar as posic¸o˜es dos demais elementos de pk′ de modo a termos
pk′′ =
(
1 2 · · · i i+ 1 i+ 2 · · · n n+ 1
1 2 · · · i n+ 1 i+ 1 · · · n− 1 n
)
.
A partir disto, basta efetuar n transposic¸o˜es, (n+1) por (i+1), (n+1) por (i+2), · · · , (n+1)
por (n) para chegaremos a` permutac¸a˜o identidade de p1 ∈ P (n+ 1).
Definic¸a˜o 2.31. Dizemos que pk e´ par (respectivamente ı´mpar) se para transforma´-la em
p1, precisamos de um nu´mero par (respectivamente ı´mpar) de transposic¸o˜es. O sinal da
permutac¸a˜o pk e´ definido pela func¸a˜o:
σ(pk) =
{ −1, se pk e´ ı´mpar.
1, se pk e´ par.
, ou ainda, σ(pk) = (−1)pk
Definic¸a˜o 2.32. Seja An = [aij]n, 1 ≤ i, j ≤ n, uma matriz quadrada de ordem n, com
entradas no corpo K, chamamos de determinante da matriz A, ou det(A), a func¸a˜o
que associa esta matriz a um elemento de K, atrave´s da expressa˜o:∑
pk∈P (n)
σ(pk)a1δ(1)a2δ(2) · · · anδ(n).
Exemplo 2.33. Seja R uma matriz com entradas em K = R, isto e´,
R =
 1
√
3 0, 5
2
√
3 6 −4
0 −1 2
3
 , enta˜o
det(A) = 1 · 6 · 2
3
− 1 · (−4) · (−1) +
√
3 · (−4) · 0−
√
3 · 2
√
3 · 2
3
+ 0, 5 · (−1) · 2
√
3− 0, 5 · 6 · 0
= 4− 4 + 0− 4−
√
3 + 0
= −4−
√
3
Dentre as propriedades dos determinantes e´ importante para nosso estudo destacar
algumas delas, o que trataremos nas proposic¸o˜es abaixo.
Proposic¸a˜o 2.34. Dada uma matriz An onde duas de suas linhas ou duas de suas colunas
sa˜o iguais, enta˜o det(A) = 0.
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Demonstrac¸a˜o.
Suponha, que a linha i seja igual a linha j, enta˜o podemos notar que para cada
permutac¸a˜o a1δ(1)a2δ(2) · · · aiδ(i) · · · ajδ(j) · · · anδ(n) teremos outra permutac¸a˜o que e´ da forma
a1δ(1)a2δ(2) · · · ajδ(i) · · · aiδ(j) · · · anδ(n). Como elas sa˜o permutac¸o˜es as quais uma pode ser
obtida da outra atrave´s de uma u´nica transposic¸a˜o, elas teˆm sinais opostos. Logo, a soma
do produto dos seus elementos e´ nula. Temos enta˜o, n!
2
parcelas nulas do somato´rio, o que
mostra que o mesmo e´ nulo.
Proposic¸a˜o 2.35. Seja I a matriz identidade, enta˜o det(I) = 1.
Demonstrac¸a˜o.
De fato, por definic¸a˜o, det(A) =
∑
pk∈P (n) σ(pk)a1δ(1)a2δ(2) · · · anδ(n). Em n!−1 parcelas
deste somato´rio temos 0 como fator e na parcela restante, a u´nica sem o fator 0, temos o
produto 1 · 1 · 1 · · · 1 que, como esta parcela e´ formada pela permutac¸a˜o identidade, tem
sinal par, logo temos que det(A) = 1.
Para a proposic¸a˜o seguinte, representaremos por AJ o vetor na j-e´zima linha da matriz
A.
Proposic¸a˜o 2.36. Sejam as matrizes A, A′ e A′′ com elementos pertencentes a K e um
escalar k ∈ K, tal que
A =

A1
...
AJ
...
A1
, A′ =

A1
...
A′J
...
A1
 e A′′ =

A1
...
kA′′J
...
A1
, onde AJ = A′J + kA′′J , enta˜o
det(A) = det(A′) + k · det(A′′)
Demonstrac¸a˜o.
Sabemos da definic¸a˜o de determinantes que
det(A)=
∑
pk∈P (n)
σ(pk)a1δ(1)a2δ(2) · · · ajδ(j) · · · anδ(n)
=
∑
pk∈P (n)
σ(pk)a1δ(1)a2δ(2) · · · (a′jδ(j) + ka′′jδ(j)) · · · anδ(n)
=
∑
pk∈P (n)
σ(pk)(a1δ(1)a2δ(2) · · · a′jδ(j) · · · anδ(n) + a1δ(1)a2δ(2) · · · ka′′jδ(j) · · · anδ(n))
=
 ∑
pk∈P (n)
σ(pk)a1δ(1)a2δ(2) · · · a′jδ(j) · · · anδ(n) + k
 ·
 ∑
pk∈P (n)
a1δ(1)a2δ(2) · · · a′′jδ(j) · · · anδ(n)

= det(A′) + k · det(A′′)
Observe que a matriz A′ foi obtida de A atrave´s das operac¸o˜es elementares e2 e e3.
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Corola´rio 2.37. Seja A′ a matriz obtida de A atrave´s da operac¸a˜o elementar e1, isto e´,
a permutac¸a˜o AI ↔ AJ , enta˜o det(A′) = − det(A).
Demonstrac¸a˜o.
Das Proposic¸o˜es 2.34 e 2.36
0 = det

A1
...
AI + AJ
...
AI + AJ
...
A1

= det

A1
...
AI + AJ
...
AI
...
A1

+ det

A1
...
AI + AJ
...
AJ
...
A1

=
det

A1
...
AI
...
AI
...
A1

+ det

A1
...
AJ
...
AI
...
A1

+ det

A1
...
AI
...
AJ
...
A1

+ det

A1
...
AJ
...
AJ
...
A1

temos enta˜o que
det

A1
...
AJ
...
AI
...
A1

+ det

A1
...
AI
...
AJ
...
A1

= 0,
o que implica
det

A1
...
AJ
...
AI
...
A1

= − det

A1
...
AI
...
AJ
...
A1

Corola´rio 2.38. Dada a matriz A′, obtida da matriz A substituindo uma linha pela soma
desta linha com um mu´ltiplo de uma outra, enta˜o det(A′) = det(A).
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Demonstrac¸a˜o. Com efeito,
det

A1
...
AI + kAJ
...
AJ
...
A1

= det

A1
...
AI
...
AJ
...
A1

+ k · det

A1
...
AJ
...
AJ
...
A1

= det(A) + 0 = det(A).
Corola´rio 2.39. Seja A′ uma matriz obtida da matriz A substituindo a j-e´sima linha pela
soma dela com uma combinac¸a˜o linear das demais, enta˜o det(A′) = det(A)
Demonstrac¸a˜o. Basta usar o Corola´rio 2.38 seguidas vezes.
Podemos observar, portanto, que pelas proposic¸o˜es e corola´rios acima, tomando as
matrizes elementares E1, E2 e E3, temos que det(E1) = −1, det(E2) = α, α 6= 0 e
det(E3) = 1. Ainda, sendo Ei uma matriz elementar, det(EiA) = det(Ei) det(A). Con-
tudo, usando esta constatac¸a˜o de maneira recorrente e sendo A = EsEs−1 · · ·E1B, s ∈ N,
temos que
det(A) = det(Es) det(Es−1) · · · det(E1) det(B)
Proposic¸a˜o 2.40. Seja A e B matrizes linha-equivalentes entre si, enta˜o
det(A) 6= 0⇔ det(B) 6= 0
Demonstrac¸a˜o. A eB sa˜o matrizes linha-equivalentes se, e somente se, A = ErEr−1 · · ·E1B.
Sabemos que, dado r ∈ N, det(A) = det(ErEr−1 · · ·E1B) = det(ErEr−1 · · ·E1) det(B).
Como nenhuma matriz elementar tem determinante zero, existe um certo k ∈ R−{0} tal
que det(A) = k · det(B), logo
det(A) 6= 0⇔ det(B) 6= 0
Corola´rio 2.41. A e´ uma matriz invert´ıvel, se e somente se, detA 6= 0
Demonstrac¸a˜o. Se A e´ uma matriz invert´ıvel, existe r ∈ N tal que A = ErEr−1 · · ·E1In.
Sabemos que det(ErEr−1 · · ·E1) 6= 0. Como det(A) = det(ErEr−1 · · ·E1In)
= det(ErEr−1 · · ·E1), conclui-se que det(A) 6= 0.
Por outro lado, se detA 6= 0 e seja B a matriz reduzida de A a` forma de escada, existe
s ∈ N tal que A = EsEr−1 · · ·E1B, enta˜o
det(A) = det(EsEr−1 · · ·E1) det(B) 6= 0
⇒ det(B) 6= 0
⇒ B = In,
mostrando que A e´ invert´ıvel.
Teorema 2.42 (Binet). Seja A e B duas matrizes quadradas de mesma ordem, enta˜o
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det(AB) = det(A) det(B).
Demonstrac¸a˜o. Vamos basear nossa demonstrac¸a˜o em duas hipo´teses:
(i) A na˜o e´ invert´ıvel. Neste caso AB tambe´m na˜o e´ invert´ıvel, sendo det(A) =
det(AB) = 0. Da´ı, det(AB) = det(A) det(B) = 0;
(ii) A e´ invert´ıvel. Enta˜o, existe um s ∈ N de modo que podemos escrever
A = EsEs−1 · · ·E1In = EsEs−1 · · ·E1
⇔ det(AB) = det(EsEs−1 · · ·E1B)
= det(Es) det(Es−1) · · · det(E1) det(B)
= det(EsEs−1 · · ·E1) det(B)
= det(A) det(B)
Denotaremos por A(i|j) a matriz obtida de A retirando a i-e´sima linha e a j-e´sima
coluna.
Definic¸a˜o 2.43. Dada a matriz An = [aij]n, 1 ≤ i, j ≤ n, uma matriz quadrada de
ordem n, definimos o cofator do elemento aij como ∆ij(A) = (−1)(i+j) det(A(i|j)). A
matriz [∆ij(A)] e´ chamada de matriz dos cofatores e sua transposta e´ chamada de
matriz adjunta de A, denotada por adj (A).
Teorema 2.44. Dada uma matriz An = [aij]n, de ordem n, enta˜o, escolhida uma linha
i, temos
det(A) =
n∑
j=1
(−1)i+jaij det(A(i|j)).
O teorema acima e´ usualmente chamado de Me´todo de Laplace, muito usado no
ensino me´dio brasileiro.
Demonstrac¸a˜o. Observe a matriz abaixo:
A =

a11 a12 · · · a1j · · · a1n
a21 a22 · · · a2j · · · a2n
...
...
. . .
...
. . .
...
ai1 ai2 · · · aij · · · ain
...
...
. . .
...
. . .
...
an1 an2 · · · anj · · · ann

det(A) e´ composto pelo somato´rio de n! parcelas com n fatores cada, donde em (n−1)!
parcelas aij e´ um dos fatores. Podemos verificar que em nenhuma dessas parcelas esta˜o
presentes, como fatores, os demais elementos da coluna j e da linha i. Da´ı,∑
a1δ(1)a2δ(2) · · · a(j−1)δ(j−1)aija(j+1)δ(j+1) · · · anδ(n) = aij det(A(i|j))
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⇔
∑
aija1δ(1)a2δ(2) · · · a(j−1)δ(j−1)a(j+1)δ(j+1) · · · anδ(n) = aij(−1)j det(A(i|j))
⇔
∑
a1δ(1)a2δ(2) · · · a(i)δ(i)aija(i+1)δ(i+1) · · · anδ(n) = aij(−1)(i+j) det(A(i|j)) .
Fazendo o mesmo com os demais elementos da linha e somando os respectivos resul-
tados obtemos as n(n− 1)! = n! parcelas de det(A) que e´ igual a
n∑
j=1
(−1)j+jaij det(A(i|j)).
Observac¸a˜o 2.45. De maneira ana´loga, podemos mostrar que o Me´todo de Laplace pode
ser utilizado na˜o so´ em linhas, mas tambe´m em colunas, ou seja, tambe´m e´ va´lido
det(A) =
n∑
i=1
(−1)i+jaij det(A(i|j)).
Proposic¸a˜o 2.46. Dada uma matriz A, enta˜o det(A) = det(At).
Demonstrac¸a˜o. Vamos provar por induc¸a˜o em n, onde n representa a ordem da matriz.
Para n = 1, trivial.
Agora, supondo que det(A) = det(At) sendo A uma matriz quadrada de ordem n,
vamos verificar que isto acarreta det(A′) = det(A′t) sendo A′ uma matriz quadrada de
ordem n+ 1.
Com efeito,
det(A′) =
n+1∑
i=1
(−1)i+jaij det(A′(i|j)).
Como A′(i|j) e´ de ordem n, por hipo´tese, det(A′(i|j)) = det(A′(i|j)t) e ale´m disso,
como vimos anteriormente o determinante pelo me´todo de Laplace pode ser calculado
atrave´s dos cofatores, tanto de uma linha como de uma coluna de A′. Portanto,
det(A′) =
n+1∑
i=1
(−1)i+jaij det(A′(i|j)t) = det(A′t),
seguindo assim o resultado, conforme ilustrado abaixo:
det

a11 · · · a1j · · · a1(n+1)
...
. . .
...
. . .
...
ai1 · · · aij · · · ai(n+1)
...
. . .
...
. . .
...
a(n+1)1 · · · a(n+1)j · · · a(n+1)(n+1)
 = det

a11 · · · ai1 · · · a(n+1)1
...
. . .
...
. . .
...
a1j · · · aij · · · a(n+1)j
...
. . .
...
. . .
...
a1(n+1) · · · ai(n+1) · · · a(n+1)(n+1)

Proposic¸a˜o 2.47. Se A e´ uma matriz ortogonal, enta˜o det(A) = ±1.
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Demonstrac¸a˜o.
Por definic¸a˜o de matriz ortogonal, temos que
AAt = In, o que acarreta, det(AA
t) = det(In)
Enta˜o, pela Proposic¸a˜o 2.35 e Teorema 2.42,
det(A) det(At) = 1
Usando o resultado da Proposic¸a˜o 2.46, temos
det(A) det(A) = 1⇒ det(A) = ±1
Observac¸a˜o 2.48. A verificac¸a˜o da afirmac¸a˜o vista anteriormente, de que SO(n) munido
da operac¸a˜o de composic¸a˜o (ou produto) e´ um grupo, se deve as propriedades abaixo:
(S1) Dadas duas matrizes A,B ∈ SO(n), enta˜o det(AB) = det(A) det(B) = 1, o que
mostra que AB ∈ SO(n);
(S2) (Existeˆncia de elemento identidade). In ∈ SO(n), pois det(In) = 1 .
(S3) (Existeˆncia de inverso). A
−1 ∈ SO(n), pois det(A−1) = det(At) = det(A) = 1;
(S4) (Associatividade).
Proposic¸a˜o 2.49. Seja A uma matriz quadrada invert´ıvel, enta˜o A−1 =
1
det(A)
adj (A)
Demonstrac¸a˜o. Dada a matriz B = adj (A) · A vamos, primeiramente, mostrar que
B = det(A) · In. Para isso, basta mostrarmos que
bij =
{
det(A), se i = j
0, se i 6= j .
De fato, sendo adj (A) = [∆ji(A)], onde denotaremos, simplesmente, por [∆ji], temos
que
B =

∆11 ∆21 · · · ∆i1 · · · ∆n1
∆12 ∆22 · · · ∆i2 · · · ∆n2
...
...
. . .
...
. . .
...
∆1j ∆2j · · · ∆ij · · · ∆nj
...
...
. . .
...
. . .
...
∆1n ∆2n · · · ∆in · · · ∆nn


a11 a12 · · · a1i · · · a1n
a21 a22 · · · a2i · · · a2n
...
...
. . .
...
. . .
...
aj1 aj2 · · · aji · · · ajn
...
...
. . .
...
. . .
...
an1 an2 · · · ani · · · ann

Veja que, se i = j, teremos bjj =
n∑
j=1
aij∆ij(A) =
n∑
j=1
(−1)i+jaij det(A(i|j)) = det(A)
pelo Teorema de Laplace.
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Por outro lado, sendo i 6= j, bij =
n∑
k=1
akj∆ki(A) =
n∑
k=1
(−1)i+kakj det(A(k|i)), que e´ o
determinante da matriz
a11 a12 · · · a1j · · · a1j · · · a1n
a21 a22 · · · a2j · · · a2j · · · a2n
...
...
. . .
...
. . .
...
. . .
...
aj1 aj2 · · · ajj · · · ajj · · · ajn
...
...
. . .
...
. . .
...
. . .
...
an1 an2 · · · anj · · · anj · · · ann

que tem duas colunas iguais e, pela Proposic¸a˜o 2.34, e´ igual a 0. Mostramos, enta˜o que
adj (A) · A = det(A) · In, o que implica
(
1
det(A)
adj (A)
)
· A = In. Logo, pela definic¸a˜o
de matriz inversa,
1
det(A)
adj (A) = A−1.
2.7 Regra de Cramer
Dada o sistema de equac¸o˜es lineares AX = B, denotaremos por AJ a matriz obtida de A
substituindo sua j-e´sima coluna pela u´nica coluna da matriz B
Teorema 2.50. Seja A uma matriz invert´ıvel, o sistema AX = B tem soluc¸a˜o S = [si],
onde
si =
det(AJ)
det(A)
.
Demonstrac¸a˜o.
Como A · S = B enta˜o(
1
det(A)
adj (A)
)
·A ·S =
(
1
det(A)
adj (A)
)
·B ⇒ A−1 ·A ·S = 1
det(A)
· adj (A) ·B ⇒
S = [si] =
1
det(A)
· adj (A) ·B.
Denotando por [s′i] = adj (A) · B, enta˜o det(A) · si = s′i =
n∑
k=1
∆kjbk1, que e´ o deter-
minante da matriz
a11 a12 · · · a1(j−1) b11 a1(j+1) · · · a1n
a21 a22 · · · a2(j−1) b21 a2(j+1) · · · a2n
...
...
. . .
...
...
...
. . .
...
aj1 aj2 · · · aj(j−1) bj1 aj(j+1) · · · ajn
...
...
. . .
...
...
...
. . .
...
an1 an2 · · · an(j−1) bn1 aj(j+1) · · · ann

= AJ .
Logo,
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det(A) · si = det(AJ)⇒ si = det(A
J)
det(A)
.
Cap´ıtulo 3
Transformac¸o˜es Lineares
3.1 Definic¸o˜es e propriedades
Definic¸a˜o 3.1. Dados dois espac¸os vetoriais V e W , a func¸a˜o T : V → W e´ chamada
de transformac¸a˜o linear, sempre que, dados dados os vetores u, v ∈ V e o escalar λ ∈ R
(i) T (u+ v) = T (u) + T (v)
(ii) T (λv) = λT (v)
Chamamos o conjunto V de domı´nio de T e W de contradomı´nio de T . Ale´m disso,
definimos subconjunto de W formado por todas as correspondeˆncias dos elementos de
V atrave´s da transformac¸a˜o linear T , T (V ), como a imagem de T , e denotaremos por
Im(T ).
Da Definic¸a˜o 3.1, (ii), se T e´ uma transformac¸a˜o linear, enta˜o T (~0) = T (0 · v) =
0·T (v) = 0, isto e´, uma transformac¸a˜o linear sempre leva o vetor nulo em outro vetor nulo,
mas podem existir no domı´nio V elementos na˜o nulos tais que T (v) = 0. Ao subconjunto
de V , cujos elementos correspondem ao vetor nulo em W pela transformac¸a˜o linear T ,
damos o nome de Nu´cleo de T e denotamos por Ker(T )
Podemos ainda verificar que uma transformac¸a˜o linear preserva as operac¸o˜es dos
espac¸os vetoriais. Atrave´s das duas condic¸o˜es acima, observa-se, equivalentemente, que
uma func¸a˜o e´ uma transformac¸a˜o linear se, e somente se, dados n vetores, v1, v2, . . . , vn ∈
V , e n escalares λ1, λ2, . . . , λn,∈ R,
T (λ1v1 + λ2v2 + · · ·+ λnvn) = λ1T (v1) + λ1T (v2) + · · ·+ λ1T (vn). (3.1)
Proposic¸a˜o 3.2. Sejam {v1, v2, . . . , vn} uma base do espac¸o vetorial V e w1, w2, . . . , wn
vetores do espac¸o W , existe uma u´nica transformac¸a˜o T : V → W tal que T (vi) = wi, i ∈
N e 1 ≤ i ≤ n.
Demonstrac¸a˜o. Seja v ∈ V existem escalares λ1, . . . , λn ∈ R tais que v = λ1v1 + λ2v2 +
· · ·+ λnvn. Logo, da igualdade (3.1), T (v) = λ1T (v1) + λ2T (v2) + · · ·+ λnT (vn).
Existeˆncia:
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Dada a func¸a˜o T (v) = T (λ1v1 + λ2v2 + · · · + λnvn) = λ1w1 + λ2w2 + · · · , λnwn, com
wi ∈ W , vamos mostrar que tal func¸a˜o e´ uma transformac¸a˜o linear. De fato, tomando o
vetor u = δ1v1 + δ2v2 + · · ·+ δnvn, temos que
u+ v = δ1v1 + δ2v2 + · · ·+ δnvn + λ1v1 + λ2v2 + · · ·λnvn
= (δ1 + λ1)v1 + (δ2 + λ2)v2 + · · ·+ (δn + λn)vn
⇒ T (u+ v) = T ((δ1 + λ1)v1 + (δ2 + λ2)v2 + · · ·+ (δn + λn)vn)
= (δ1 + λ1)w1 + (δ2 + λ2)w2 + · · ·+ (δn + λn)wn
= δ1w1 + λ1w1 + δ2w2 + λ2w2 + · · ·+ δnwn + λnwn = T (u) + T (w)
Ale´m disso,
T (εv) = T (εδ1v1 + εδ2v2 + · · ·+ εδnvn)
= εδ1w1 + εδ2w2 + · · ·+ εδnwn = ε(δ1w1 + δ2w2 + · · ·+ δnwn) = εT (v).
Portanto, como vi = 0v1 + 0v2 + ...+ vi + · · ·+ 0vn, enta˜o
T (vi) = T (0v1 + 0v2 + ...+ vi + · · ·+ 0vn) = 0w1 + 0w2 + · · ·+ wi + · · ·+ 0wn = wi
Unicidade
Seja S, uma transformac¸a˜o linear tal que S(vi) = wi, enta˜o, pela linearidade de S,
S(v) = λ1S(v1) + λ2S(v2) + · · ·+ λnS(vn) = λ1w1 + λ2Sw2 + · · ·+ λnwn = T (v)
Proposic¸a˜o 3.3. Dada a func¸a˜o T : Rn → Rm, enta˜o T sera´ uma transformac¸a˜o linear
se, e somente se, para v = (x1, x2, ..., xn) existirem nu´meros reais aij, com i, j ∈ N e
1 ≤ i ≤ m e 1 ≤ j ≤ n, de modo que
T (v) = (a11x1 + · · · a1nxn + a21x1 + · · · a2nxn + · · ·+ am1x1 + · · · amnxn)
Demonstrac¸a˜o. Seja {e1, e2, · · · , en} a base canoˆnica de Rn, enta˜o
v = x1e1 + x2e2 + · · ·+ xnen
Logo,
T (v) = x1T (e1) + x2T (e2) + · · ·+ xnT (en)
Pondo
T (ei) = (a1i, a2i, · · · , ami)
temos que
T (v) = (a11x1 + · · · a1nxn + a21x1 + · · · a2nxn + · · ·+ am1x1 + · · · amnxn)
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Esta proposic¸a˜o nos motiva a estudar de que forma as matrizes influenciam nas trans-
formac¸o˜es lineares, o que veremos na pro´xima sec¸a˜o.
3.2 Matriz de uma transformac¸a˜o linear
A igualdade verificada na proposic¸a˜o anterior pode ser representada atrave´s de mul-
tiplicac¸a˜o de matrizes, se considerarmos os vetores v e T (v) = (y1, y2, · · · , yn), onde
yi = ai1x1+· · · ainxn como matrizes-coluna e os vetores da imagem criada da base canoˆnica
pela transformac¸a˜o T dispostos nas colunas da matria de ordem m× n, conforma vemos
abaixo:
T (v) =

y1
y2
...
ym
 =

a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
. . .
...
am1 am2 · · · amn
 ·

x1
x2
...
xn
,
onde A =

a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
. . .
...
am1 am2 · · · amn
 e´ a matriz da transformac¸a˜o linear.
Isso e´ muito importante para nosso estudo, uma vez que para executarmos trans-
formac¸o˜es geome´tricas nos espac¸os euclidianos R2 e R3, podemos recorrer a`s correspon-
dentes bases canoˆnicas, tornando o trabalho mais facilitado.
A utilizac¸a˜o de matrizes na execuc¸a˜o de transformac¸o˜es geome´tricas e´ um facilitador
na manipulac¸a˜o computacional das coordenadas de um determinado objeto desse espac¸o.
Definiremos no pro´ximo cap´ıtulo as principais transformac¸o˜es geome´tricas nos espac¸os
euclidianos R2 e R3.
Generalizando esse fato, dadas duas bases: α = {v1, v2, · · · , vn} do espac¸o V e β =
{w1, w2, · · · , wm} do espac¸o W , seja a transformac¸a˜o T : V → W , enta˜o
T (v) = T (k1v1 + k2v2 + · · ·+ knvn) = k1T (v1) + k2T (v2) + · · ·+ knT (vn).
Como β e´ uma base do contradomı´nio de T , enta˜o existem escalares aij tais que
T (vi) =
m∑
j=1
ajiwj,
Logo,
T (v) = k1
m∑
j=1
aj1wj + k2
m∑
j=1
aj2wj + · · ·+ kn
m∑
j=1
ajnwj =
n∑
i=1
ki
m∑
j=1
ajiwj ,
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equivalente a
T (v) = k1(a11w1 + a21w2 + · · ·+ am1wm) + · · ·+ kn(a1nw1 + a2nw2 + · · ·+ amnwm)
= (k1a11 + k2a12 + kna1n)w1 + · · ·+ (k1am1 + k2am2 + · · ·+ knamn)wm
= [w1 w2 · · · wm] ·

k1a11 + k2a12 + · · ·+ kna1n
k1a21 + k2a22 + · · ·+ kna2n
...
k1am1 + k2am2 + · · ·+ knamn

= [w1 w2 · · · wm] ·

a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
. . .
...
am1 am2 · · · amn
 ·

k1
k2
...
kn

Portanto,
[T (v)]β =

a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
. . .
...
am1 am2 · · · amn
 ·

k1
k2
...
kn
 (3.2)
Tal equac¸a˜o sera´ denotado, nesta ordem, por
[T (v)]β = [T ]
β
α · [v]α, (3.3)
onde [T ]βα e´ a matriz de ordem (m × n) da transformac¸a˜o T nas bases α e β e [v]α e´ a
matriz (n× 1) dos escalares de v representado na base α.
E´, portanto, de fa´cil verificac¸a˜o que a matriz [T (v)]β = [T ]
β
α · [v]α, e´ a matriz das
coordenadas do vetor T (v) na base β. Tambe´m notamos que a i-e´sima coluna da matriz
[T ]βα representa as coordenadas do vetor T (vi) na base β.
Quando uma transformac¸a˜o linear T tiver como domı´nio e contra-domı´nio um mesmo
espac¸o V , a chamaremos de operador linear em V .
Exemplo 3.4. Chamamos de operador identidade em V a aplicac¸a˜o IV : V → V , tal que
dado v ∈ V , temos que IV (v) = v. Assim, se tal operador ocorre da base α para α, na˜o e´
dif´ıcil verificar que sua matriz [IV ]
α
α e´ a matriz identidade.
Exemplo 3.5. Seja o vetor v o qual foi transformado, primeiro pela operac¸a˜o T1 e depois
pela operac¸a˜o T2, no vetor w, operac¸o˜es estas na mesma base α, enta˜o w = [w]α =
[T2]
α
α · ([T1]αα · [v]α). Assim, pela associatividade do produto de matrizes, dizemos que a
matriz [B]αα = [T2]
α
α · [T1]αα e´ a matriz do operador correspondente a` composic¸a˜o T2 ◦ T1.
Como pudemos ver, o produto das matrizes numa composic¸a˜o de operadores ocorre na
ordem inversa no que diz respeito a` ordem em que estes operadores sa˜o, de fato, aplicados.
3.3 Autovalores e Autovetores
Definic¸a˜o 3.6. Dados um espac¸o V no corpo K, um operador linear T : V → V e um
vetor na˜o nulo v ∈ V , se T (v) = kv, k ∈ K, chamamos v de autovetor de T associado
ao autovalor k.
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Exemplo 3.7. Dado o operador T : R3 → R3 cuja matriz e´
[T ]εε =
 3 5 −5−1 3 2
1 −2 3
,
se ele possui um autovetor, enta˜o temos 3 5 −5−1 3 2
1 −2 3
 ·
 xy
z
 = k ·
 xy
z
 =
 k 0 00 k 0
0 0 k
 ·
 xy
z

o qual ocorre se, e somente se, 3− k 5 −5−1 3− k 2
1 −2 3− k
 ·
 xy
z
 =
 00
0
, onde denotaremos por [T ′]εε · [v]ε = [~0]
Observe que se [T ′]εε for invert´ıvel teremos
[T ′−1]εε · [T ′]εε · [v]ε = [~0]⇒ [v]ε = [~0],
pore´m [v]ε na˜o pode ser nulo. Pelo Teorema 2.42, [T
′]εε na˜o ser invert´ıvel e´ o mesmo que
afirmar que det ([T ′]εε) = 0. Enta˜o o operador T tera´ um autovetor relativo ao autovalor
k se, e somente se,
det ([T ′]εε) = (3− k)3 + 14(3− k) = 0⇔ [(3− k)2 + 14](3− k) = 0.
Portanto, k = 3 para o qual temos como autovetores os vetores na˜o nulos do subespac¸o
t(2, 1, 1), t ∈ R
3.4 Produto Interno
Do ponto de vista geome´trico de um espac¸o vetorial V , e´ interessante definirmos uma
maneira de medirmos distaˆncias, aˆngulos, etc, ou seja, uma me´trica. Para tornar isto
poss´ıvel, definimos o produto interno 〈u, v〉, com u, v ∈ V . Um produto interno deve
satisfazer os seguintes axiomas:
(i) 〈u, v〉 = 〈v, u〉
(ii) 〈u, v + w〉 = 〈u, v〉+ 〈u,w〉;
(iii) 〈ku, v〉 = k〈u, v〉, k ∈ R;
(iv) 〈v, v〉 ≥ 0 onde a igualdade ocorre se, e somente se, v = 0
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Um produto interno interessante para nosso estudo e´ o produto escalar ou produto
interno usual 〈u, v〉 onde, sendo u = (u1, u2, ..., un) e v = (v1, v2, ..., vn),
〈u, v〉 =
n∑
i=1
uivi
.
Definic¸a˜o 3.8. Seja V um espac¸o com produto interno, definimos a norma ou compri-
mento do vetor u o nu´mero real
√〈u, u〉 denotado por ‖u‖.
Se ‖u‖ = 1 dizemos que u e´ um vetor unita´rio.
Definic¸a˜o 3.9. Dados os vetores u e v pertencentes ao espac¸o vetorial V com produto
interno, dizemos que a distaˆncia entre os vetores u e v, denotada por dist(u, v), e´ igual
a` norma de u− v, ou seja,
dist(u, v) =
√
〈u− v, u− v〉.
Do ponto de vista geome´trico do espac¸o R3, o produto escalar 〈u, v〉 pode ser interpre-
tado como o numero real k que esta´ relacionado com a projvu que e´ a projec¸a˜o ortogonal
do vetor u no vetor v, de modo que
projvu =
〈u, v〉
‖v‖2 v
~v
~u
〈~u,~v〉
‖~v‖2 ~v
Tambe´m, usando a lei dos cossenos, o produto escalar se relaciona com o aˆngulo θ
formado entre vetores u e u atrave´s da expressa˜o 〈u, v〉 = cos θ‖u‖‖v‖
3.5 Produto Vetorial
Sejam os vetores u = (u1, u2, u3), v = (v1, v2, v3) ∈ R3, definimos o produto vetorial
u× v = (u2v3 − u3v2, u3v1 − u1v3, u1v2 − u2v1)
Podemos tambe´m calcular o produto vetorial atrave´s do determinante da matriz ~e1 ~e2 ~e3u1 u2 u3
v1 v2 v3

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Assim, o produto vetorial e´ alternado, da´ı vem uma propriedade importante desta operac¸a˜o,
a anticomutatividade, isto e´,
u× v = −(v × u).
Ainda usando as propriedades do determinante,
(ku)× v = k(u× v)
e
(u+ v)× w = u× w + v × w
3.5.1 Interpretac¸a˜o Geome´trica
Proposic¸a˜o 3.10. Dados dois vetores na˜o nulos u, vecv ∈ R3, u × v e´ perpendicular ao
plano gerado por u e v
Demonstrac¸a˜o. Com efeito, seja u e v L.I.,
〈u× v, k1u+ k2v〉 = 〈u× v, k1u〉+ 〈u× v, k2v〉
= k1〈u× v, u〉+ k2〈u× v, v〉
= k1 det
 u1 u2 u3u1 u2 u3
v1 v2 v3
 · k2 det
 v1 v2 v3u1 u2 u3
v1 v2 v3
 = 0
Como u e v na˜o sa˜o nulos, seja θ o aˆngulo formado pelos vetores u × v e k1u + k2v,
enta˜o cos θ = 0, o que mostra que u× v ⊥ k1u+ k2v.
Se u e v sa˜o L.D., temos que u e´ da forma ku e qualquer combinac¸a˜o linear de u e v e´
da forma k′u. Verificando pelo ponto de vista do determinante formado, este e´ igual a 0.
Proposic¸a˜o 3.11. O vetor u × v tem norma igual a ‖u‖‖v‖ sen θ, onde θ e´ o aˆngulo
formado pelos vetores u e v
Demonstrac¸a˜o.
‖u×v‖= √(u2v3 − u3v2)2 + (u3v1 − u1v3)2 + (u1v2 − u2v1)2
=
√
(u2v3)2 + (u3v2)2 + (u3v1)2 + (u1v3)2 + (u1v2)2 + (u2v1)2 − 2(u2v2u3v3 + u1v1u3v3 + u1v1u2v2)
=
√‖u‖2‖v‖2 − (u1v1)2 − (u2v2)2 − (u3v3)2 − 2(u2v2u3v3 + u1v1u3v3 + u1v1u2v2)
=
√‖u‖2‖v‖2 − 〈u, v〉2
=
√
‖u‖2‖v‖2 − ‖u‖
2‖v‖2〈u, v〉2
‖u‖2‖v‖2
=
√
‖u‖2‖v‖2 − ‖u‖2‖v‖2 cos2 θ
=
√
‖u‖2‖v‖2(1− cos2 θ) =
√
‖u‖2‖v‖2( sen 2θ) = ‖u‖‖v‖ sen θ
Observac¸a˜o 3.12. Da Geometria Euclideana temos que ‖u‖ = ‖u‖‖v‖ sen θ que e´ igual
a a´rea do paralelogramo formado pelos vetores v e u.
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θ
~u
~v
‖~v‖ sen θ
Definic¸a˜o 3.13. Dado o terno ordenado {v1, v2, v3} formado por vetores LI, sendo Π
o plano determinado pelos vetores v1 e v2, dizemos que tal conjunto e´ um terno posi-
tivamente ordenado se satisfaz a regra da ma˜o direita, isto e´, se esticarmos os dedos
indicador, me´dio, anelar e mı´nimo da ma˜o direita na direc¸a˜o do vetor v1 e fecharmos a
ma˜o no sentido do vetor v2 o polegar esticado apontara´ para o subespac¸o delimitado pelo
plano Π onde se encontra o vetor v3.
u
v
u× v
Observac¸a˜o 3.14. O sentido de u×v e´ o mesmo sentido determinado pela regra da ma˜o
direita, isto e´, o terno {u, v, u× v} e´ positivamente ordenado.
Cap´ıtulo 4
Transformac¸o˜es afins
Antes de iniciarmos nosso estudo sobre Transformac¸o˜es Afins, vamos definir a translac¸a˜o
de vetores.
Definic¸a˜o 4.1. Dados os vetores u = (x1, x2, . . . , xn) e w = (z1, z2, . . . , zn) ambos perten-
centes ao espac¸o V, definimos a translac¸a˜o do vetor u atrave´s do vetor w a transformac¸a˜o
Sw : V −→ V tal que
Sw(u) = u+ w = (x1 + z1, x2 + z2, . . . , xn + yn)
As transformac¸o˜es lineares do espac¸o euclidiano na˜o contemplam as translac¸o˜es. Ou
seja, dados os vetores u = (x1, x2, . . . , xn), v = (y1, y2, . . . , yn) e w = (z1, z2, . . . , zn), enta˜o
Sw(v + u) = (x1 + y1 + z1, x2 + y2 + z2, . . . ,+xn + yn + zn) 6= Sw(v) + Sw(u)
mostrando que S na˜o e´ um operador linear. Ale´m disso, o espac¸o euclidiano na˜o se tem
uma distinc¸a˜o clara entre vetores e pontos, bem como as operac¸o˜es entre pontos e vetores.
Neste cap´ıtulo, para na˜o causar confusa˜o, representaremos pontos com letras do alfabeto
em negrito, escalares com letras do alfabeto em ita´lico e vetores com letras do alfabeto
companhada na parte superior por uma seta, por exemplo, o ponto p, o escalar k e o
vetor ~v.
Para que na˜o haja confusa˜o, a partir de agora denotaremos um ponto p usando uma
letra minu´scula do alfabeto latino em negrito, um vetor ~v com uma letra minu´scula em
ita´lico acompanhada de uma seta na parte superior e um escalar k com uma letra em
ita´lico.
4.1 Espac¸o Afim
Definic¸a˜o 4.2. Seja P o espac¸o dos pontos e V o espac¸o dos vetores, se p e´ um elemento
de P e ~v um elemento de V, chamamos de espac¸o afim o par A = (V,P), onde existe um
u´nico ponto q ∈ P tal que valha a operac¸a˜o p + ~v = q.
Como V e´ um espac¸o vetorial, enta˜o sa˜o admitidas as combinac¸o˜es lineares entre
vetores,
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n∑
i=1
ki~vi,
relac¸o˜es de dependeˆncia e independeˆncia linear, bem como as transformac¸o˜es lineares
T : V −→ V , onde
T
(
n∑
i=1
ki~vi
)
=
n∑
i=1
kiT (~vi)
Trataremos aqui os casos onde P = V = Rn.
Da adic¸a˜o entre um ponto e um vetor definiremos uma outra operac¸a˜o, a subtrac¸a˜o
entre os pontos q e p, onde p + ~v = q⇔ q− p = ~v
p
q
q -p ⇔ v =qp + v =
Figura 4.1: Subtrac¸a˜o/adic¸a˜o entre os pontos p e q
Veja que a operac¸a˜o de subtrac¸a˜o entre dois pontos ocorre de maneira semelhante a`
subtrac¸a˜o entre dois vetores. Note que tal operac¸a˜o pode ser generalizada da seguinte
forma:
n∑
i=1
kipi ∈ V ⇔
n∑
i=1
ki = 0
De fato, seja
k1p1 + · · ·+ k(i−1)p(i−1) + kipi + k(i+1)p(i+1) + · · ·+ knpn, (4.1)
com k1 + · · ·+ k(i−1) + ki + k(i+1) + · · ·+ kn = 0,
tomando, sem perda de generalidade, ki, temos que ki = k1−· · ·−k(i−1)−k(i+1)−· · ·−ki.
Substituindo em (4.1) temos
= k1p1 − k1pi + · · ·+ k(i−1)p(i−1) − k(i−1)pi + k(i+1)pi − k(i+1)pi + · · ·+ knpn − knpi
= k1(p1 − pi) + · · ·+ k(i−1)(p(i−1) − pi) + · · ·+ k(i+1)(p(i+1) − pi) · · ·+ kn(pn − pi)
= k1~v1 + · · ·+ k(i−1)~v(i−1) + · · ·+ k(i+1)~v(i+1) · · ·+ kn~vn = ~v ∈ V
Definic¸a˜o 4.3. Definimos a operac¸a˜o de interpolac¸a˜o de pontos como
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Figura 4.2: Interpolac¸a˜o entre os pontos
p1 e p2
Figura 4.3: Interpolac¸a˜o entre os pontos
p1, p2 e p3
p = p1 + k2(p2 − p1) = (1− k2)p1 + k2p2 com k2 ∈ [0; 1]
ou ainda, dado k1, tal que k1 + k2 = 1 e k1, k2 ∈ [0; 1]
p = k1p1 + k2p2.
Vale frisar que qualquer ponto p da reta suporte do vetor ~v pode ser representado pela
expressa˜o p = k1p1 + k2p2 com k1, k2 ∈ R, tal que k1 + k2 = 1, obtendo assim a equac¸a˜o
parame´trica dessa reta.
De maneira ana´loga, dados treˆs pontos no espac¸o, p1,p2,p3, na˜o colineares, estes
determina o plano α onde qualquer ponto p ∈ α pode ser representado pela expressa˜o
p = k1p1 + k2p2 + k3p3 com k1, k2, k3 ∈ R e k1 + k2 + k3 = 1, sendo que k1, k2, k3 ∈ [0, 1],
se, e somente se, p pertence a` regia˜o triangular do plano α que tem como ve´rtices os
pontos p1, p2 e p3. O mesmo ocorre com quatro pontos na˜o coplanares, onde p =
k1p1 + k2p2 + k3p3 + k4p4, com k1 + · · · + k4 = 1, k1, · · · , k4 ∈ [0, 1] se, e somente se,
p pertence ao tetraedro determinado por tais pontos. Veja, por exemplo, na Figura 4.3
que
p = p1+k3~v3 +k2~v2 = p1+k3(p3−p1)+k2(p2−p1) = (1−k3−k2)p1+k3p3+k2p2.
Se k1 + k2 + k3 = 1, enta˜o
p = k1p1 + k2p2 + k3p3
Chamamos, enta˜o, de combinac¸a˜o afim de pontos a soma
n∑
i=1
kipi ∈ P ⇔
n∑
i=1
ki = 1
onde a interpolac¸a˜o de pontos e´ um caso particular dessa combinac¸a˜o que ocorre quando
ki ∈ [0; 1].
38 CAPI´TULO 4. TRANSFORMAC¸O˜ES AFINS
4.2 Coordenadas afins
Definic¸a˜o 4.4. Dado um espac¸o afim A = (P ,V), seja p0 ∈ P e α = {~v1, ~v2, · · · , ~vn}
uma base de V, chamamos de referencial de A a lista F = (p0, ~v1, ~v2, · · · , ~vn).
Esse referencial determina um sistema de coordenadas com origem no ponto p0, isto
e´, seja p um ponto no espac¸o, existe um u´nico vetor ~v = k1~v1 + k2~v2 + · · · + kn~vn ∈ V ,
tal que p = p0 + k1~v1 + k2~v2 + · · ·+ kn~vn. Os escalares k1, k2, · · · , kn, 1 sa˜o chamados de
coordenadas afins do ponto p no referencial F .
Na geometria dos espac¸os euclidianos Rn o mesmo e´ inserido no espac¸o Rn+1 de modo
que, dadas as coordenadas euclidianas k1, k2, · · · , kn, kn+1 de Rn+1, enta˜o Rn se coloca
como o hiperplano kn+1 = 1. Este fato, elimina as propriedades gozadas pela origem do
espac¸o euclidiano Rn.
Rn
1
Figura 4.4: Hiperplano afim do espac¸o Rn+1
4.3 Transformac¸o˜es afins
Definic¸a˜o 4.5. Seja A1 = (P1,V1) e A2 = (P2,V2) dois espac¸os afins, a func¸a˜o
T : A1 → A2 e´ chamada de transformac¸a˜o afim se, e so´ se, valem as seguintes condic¸o˜es:
(i) T transforma vetores em vetores, T (~v) = ~v′, e ale´m disso, a restric¸a˜o T |V : V1 → V2
e´ uma transformac¸a˜o linear;
(ii) T transforma pontos em pontos, T (p) = p′, e ainda, T (p + k~v) = T (p) + kT (~v)
Ou de maneira geral,
Se
n∑
i=1
ki = 1⇒ T
(
n∑
i=1
kipi
)
=
n∑
i=1
kiT (pi)
preservando a combinac¸a˜o afim de pontos.
Proposic¸a˜o 4.6. Uma transformac¸a˜o afim T : A1 −→ A2 transforma uma reta em outra
reta.
Demonstrac¸a˜o. De fato, seja r a reta dada pela equac¸a˜o parame´trica r(k) = (1− k)p1 +
kp2, temos
T (r(k)) = T ((1− k)p1 + kp2) = T ((1− k)p1) + T (kp2) = (1− k)T (p1) + kT (p2) = r′
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Proposic¸a˜o 4.7. Dadas duas retas r e s, tais que r ‖ s enta˜o, se T e´ uma transformac¸a˜o
afim, T (r) ‖ T (s).
Demonstrac¸a˜o. Sejam r e r as retas dadas pelas equac¸o˜es parame´tricas r(k1) = (1 −
k1)p1+k1p2 e s(k2) = (1−k2)p3+k2p4, respectivamente, e ainda os vetores ~v1 = p2−p1
e ~v2 = p4 − p3 temos
r′ = T (r(k1)) = T ((1− k1)p1 + k1p2) = T (p1 + k1(p2 − p1)) = T (p1 + k1(~v1)),
que pelo item (ii) da Definic¸a˜o 4.5 equivale a
r′ = T (p1) + k1T (~v1).
Por outro lado,
s′ = T (s(k2)) = T ((1− k2)p3 + k2p4) = T (p3 + k2(p4 − p3)) = T (p3 + k2(~v2)),
que equivale a
s′ = T (p3) + k1T (~v2).
Precisamos mostrar que T (~v2) = cT (~v1), isto e´ s
′ ‖ r′. Com efeito, como as retas r e
s sa˜o paralelas, existe um nu´mero real k3 tal que ~v2 = k3~v1. Da´ı,
T (~v2) = T (k3~v1)
que, pelo item (i) da Definic¸a˜o 4.5, equivale a
T (~v2) = k3T (~v1),
mostrando que r′ ‖ s′.
Observac¸a˜o 4.8. Uma translac¸a˜o tambe´m se aplica aos pontos do espac¸o afim aqui de-
finido de modo que dado um ponto p ∈ P e um vetor ~v0 ∈ V, uma translac¸a˜o T de p
atrave´s de ~v0 e´ a transformac¸a˜o onde T (p) = p + ~v0.
Proposic¸a˜o 4.9. Se a func¸a˜o T : A → A, T (p) = S(p)+~v0, onde S e´ uma transformac¸a˜o
linear e ~v0 e´ um vetor fixado, e´ uma transformac¸a˜o do Rn (ou seja, uma transformac¸a˜o
linear seguida de uma translac¸a˜o), enta˜o tal func¸a˜o e´ uma transformac¸a˜o afim.
Demonstrac¸a˜o. Dada uma combinac¸a˜o afim de pontos do espac¸o Rn, k1p1 + k2p2 + · · ·+
knpn, com k1 + k2 + · · ·+ kn = 1, enta˜o
T (k1p1 + k2p2 + · · ·+ knpn) = S(k1p1 + k2p2 + · · ·+ knpn) + ~v0,
que pela linearidade de S equivale a
T (k1p1 + k2p2 + · · ·+ knpn) = k1S(p1) + k2S(p2) + · · ·+ knS(pn) + ~v0
= k1S(p1)+k2S(p2)+· · ·+knS(pn)+(k1+k2+· · ·+kn)~v0
= k1(S(p1) +~v0) +k2(S(p2) +~v0) + · · ·+kn(S(pn) +~v0)
= k1T (p1) + k2T (p2) + · · ·+ knT (pn).
40 CAPI´TULO 4. TRANSFORMAC¸O˜ES AFINS
Logo, T preserva uma combinac¸a˜o afim de pontos e, portanto e´ uma transformac¸a˜o
afim.
Observe a afirmac¸a˜o, de que toda transformac¸a˜o afim e´ uma translac¸a˜o, tambe´m e´
verdadeira. Com efeito, seja p,0 ∈ P , com 0 na origem do espac¸o Rn, T (p) = T (0+~p) =
T (0) + T (~p), tomando T (0) = o e T (~p) = ~v temos a veracidade do que propomos.
4.3.1 Matriz de uma transformac¸a˜o afim
Seja p, e q pontos, e F = (p0, ~v1, ~v2, · · · , ~vn) e G = (q0, ~w1, ~w2, · · · , ~wn) referenciais do
espac¸o afim Rn, tais que p = p0 + k1~v1 + k2~v2 + · · ·+ kn~vn, temos que
T (p) = T (p0) + T (k1~v1 + k2~v2 + · · ·+ kn~vn),
que pela linearidade de T nos vetores de V equivale a
k1T (~v1) + k2T (~v2) + · · ·+ knT (~vn) + T (p0).
T (~vj) e T (p0) podem ser representados, respectivamente, como
(a1j ~w1 + a2j ~w2 + · · ·+ anj ~wn) e (a1(n+1) ~w1 + a2(n+1) ~w2 + · · ·+ an(n+1) ~wn + q0).
Enta˜o,
T (p) = k1(a11 ~w1 + · · ·+ an1 ~wn) + · · ·+ kn(a1n ~w1 + · · ·+ ann ~wn) + (a1(n+1) ~w1 + · · ·+ an(n+1) ~wn) + q0
= (a11k1 + · · ·+ a1nkn + a1(n+1))~w1 + · · ·+ (an1k1 + an2k2 + · · ·+ annkn + an(n+1))~wn + q0
Que podemos representar pela multiplicac¸a˜o das matrizes
[~w1 ~w2 · · · ~wn q0] ·

a11k1 + a12k2 + · · ·+ a1nkn + a1(n+1)
a21k1 + a22k2 + · · ·+ a2nkn + a2(n+1)
...
an1k1 + an2k2 + · · ·+ annkn + an(n+1)
1
,
ou ainda,
[~w1 ~w2 · · · ~wn q0] ·

a11 a12 · · · a1n a1(n+1)
a21 a22 · · · a2n a2(n+1)
...
...
. . .
...
...
an1 an2 · · · ann an(n+1)
0 0 · · · 0 1


k1
k2
...
kn
1
.
Tal equac¸a˜o sera´ denotado, nesta ordem, por T (p)FG = [G] · [T ]FG · [k]F , onde T (p)FG
e´ a transformac¸a˜o afim do ponto p do referencial F do espac¸o afim Rn no ponto q do
referencial G de Rn; [G] e´ a matriz de ordem (1× (n+ 1)) que representa o referencial G;
[T ]FG e´ a matriz de ordem ((n+ 1)× (n+ 1)) da transformac¸a˜o afim T nos referenciais F
e G e [k]F e´ a matriz ((n + 1) × 1) das coordenadas de p representado no referencial F .
Portanto, a matriz [T ]FG · [k]F , e´ a matriz das coordenadas do ponto T (p) no referencial
G.
Cap´ıtulo 5
Transformac¸o˜es geome´tricas
Ao longo deste cap´ıtulo, chamaremos de objeto geome´trico qualquer conjunto de pontos
do espac¸o tridimensional.
Dados os objetos geome´tricos G eH do espac¸o, a func¸a˜o bijetiva T : G → H e´ chamada
de transformac¸a˜o geome´trica.
Definic¸a˜o 5.1. Uma transformac¸a˜o geome´trica e´ uma isometria se, e somente se,
(i) dados dois pontos de G, g1 e g2, e dois pontos de H, h1 e h2 tais que T (g1) = h1 e
T (g2) = h2, enta˜o dist(g1, g2) = dist(h1,h2)
(ii) dados treˆs pontos de G, g1, g2 e g3, e treˆs pontos de H, h1, h2 e h3, tais que
T (g1) = h1, T (g2) = h2 e T (g3) = h3, enta˜o a medida do aˆngulo formado pelos
pontos de G, g1, g2 e g3, ser igual a` medida do aˆngulo formado pelos pontos h1, h2
e h3, nesta ordem.
Em outras palavras, uma isometria na˜o altera o tamanho do segmento formado por
quaisquer par de pontos do objeto original G, nem a medida dos aˆngulos obtidos de tal
objeto. O novo objeto, H, e´ uma copia da figura G que sofreu uma translac¸a˜o, uma
rotac¸a˜o ou uma reflexa˜o.
5.1 Translac¸a˜o
Uma das transformac¸o˜es geome´tricas isome´tricas e´ a translac¸a˜o. A translac¸a˜o do ponto p
atrave´s do vetor ~v, como vimos na Proposic¸a˜o 4.9, e´ uma transformac¸a˜o afim. Consiste
no ponto q obtido pela soma do ponto p com o vetor ~v. Em outras palavras, um objeto
transladado e´ aquela cujos pontos sofreram um deslocamento na mesma direc¸a˜o e no
mesmo sentido de ~v e de tamanho igual a norma de ~v.
Dado um ponto do hiperplano afim z = 1, p = (x1, · · · , xn, 1), um vetor ~v =
(t1, · · · , tn, 0) e T uma translac¸a˜o do ponto p pelo vetor ~v, enta˜o temos que q = T (p) =
(x1 + t1, · · · , xn + tn, 1). Podemos representar essa transformac¸a˜o atrave´s do produto
abaixo:
41
42 CAPI´TULO 5. TRANSFORMAC¸O˜ES GEOME´TRICAS
~v
Figura 5.1: Objeto Transladadp

1 0 · · · 0 t1
0 1 · · · 0 t2
...
...
. . .
...
...
0 0 · · · 1 tn
0 0 · · · 0 1
 ·

x1
x2
...
xn
1
 =

x1 + t1
x2 + t2
...
xn + tn
1
,
onde
A(n+1) =

1 0 · · · 0 t1
0 1 · · · 0 t2
...
...
. . .
...
...
0 0 · · · 1 tn
0 0 · · · 0 1

e´ a matriz desta translac¸a˜o.
5.1.1 Mudanc¸a de Referencial
A geometria afim juntamente com as translac¸o˜es tem importaˆncia fundamental nas de-
mais transformac¸o˜es geome´tricas, pois a partir dela podemos estabelecer referenciais dife-
rentes para aplicarmos quaisquer outras transformac¸o˜es. Mais precisamente,dada a base
canoˆnica ε = {~e1, ~e2, . . . , ~en} e um ponto O, sabemos da geometria afim que estes definem o
referencial E = {O, ~e1, ~e2, · · · ~en}. Assim, dado um referencial F = {P, ~f1, ~f2, · · · ~fn}, com-
posto pelo ponto P e a base δ = {~f1, ~f2, . . . , ~fn}, podemos executar uma transformac¸a˜o
geome´trica levando em considerac¸a˜o o referencial F , ou seja, tratando todos os pontos
do objeto a ser transformado de maneira que suas coordenadas sejam escritas atrave´s da
combinac¸a˜o linear dos vetores da base δ a partir do ponto P . Para isso faz-se necessa´rio
(i) aplicar uma transformac¸a˜o linear L que execute a mudanc¸a da base ε para δ e em
seguida
(ii) aplicar a translac¸a˜o T levando a origem do referencial do ponto O para o ponto P .
Observac¸a˜o 5.2. Adiante, na Sec¸a˜o 5.4, trataremos de cisalhamentos no espac¸o R3.
Um cisalhamento no espac¸o R3 pode estar relacionado a uma translac¸a˜o no plano z = k
deste espac¸o, bem como a uma transformac¸a˜o projetiva do espac¸o RP2. Pela definic¸a˜o de
cisalhamento e translac¸a˜o, essa relac¸a˜o pode ser generalizada para espac¸os de dimensa˜o
finita.
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5.2 Rotac¸a˜o no R3
Para executarmos uma rotac¸a˜o no R3 necessitamos de um eixo e de um aˆngulo o qual se
dara´ a rotac¸a˜o, conforme veremos no Teorema 5.5. Dada uma reta s e um ponto p 6∈ s,
tomando o ponto o (projec¸a˜o ortogonal de p na reta s) a distaˆncia de o a p e´ chamada
de raio r. Uma transformac¸a˜o R e´ uma rotac¸a˜o em torno da reta s se R(p) = p′, onde p′
tem, em relac¸a˜o a` reta s, o mesmo raio que p. O ponto o e´ o centro da rotac¸a˜o, a reta s
e´ chamada de eixo de rotac¸a˜o.
5.2.1 Rotac¸a˜o em torno do eixo ~e1
Seja p = (x, r cosα, r senα, 1), e Re1 uma rotac¸a˜o de aˆngulo β em torno do eixo ~e1,
conforme vemos na Figura 5.2,
p
p
e1
e2
e3
Figura 5.2: Rotac¸a˜o de aˆngulo β em torno do eixo ~e1.
Re1(p) = p
′ = (x, r cos(α + β), r sen (α + β), 1)
= (x, r cosα cos β − r senα sen β, r senα cos β + r cosα sen β, 1)
= [Re1 ][p] =

1 0 0 0
0 cos β − sen β 0
0 sen β cos β 0
0 0 0 1
 ·

x
r cosα
r senα
1
,
onde [Re1 ] e´ conhecida como matriz de rotac¸a˜o.
Analogamente temos:
[Re2 ] =

cos β 0 sen β 0
0 1 0 0
− sen β 0 cos β 0
0 0 0 1
 e [Re3 ] =

cos β − sen β 0 0
sen β cos β 0 0
0 0 1 0
0 0 0 1
.
Uma rotac¸a˜o Re1 e´ um operador linear. De fato, sejam p = (x, y, z, 1) e p
′ =
(x′, y′, z′, 1) pontos do espac¸o afim A e k, k′ ∈ R,
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Re1(kp+k
′p′) = Re1(kx+ k
′x′, ky + k′y′, kz + k′z′, k + k′)
= (kx+k′x′, (ky+k′y′) cos β− (kz+k′z′)sin(β, (ky+k′y′) sen β+(kz+
k′z′) cos β, k + k′)
= (kx, ky cos β − kz sen β, ky sen β + kz cos β) + (k′x′, k′y′ cos β −
k′z′ sen β, k′y′ sen β + k′z′ cos β, k + k′)
= k(x, y cos β − z sen β, y sen β + z cos β, 1) + k′(x′, y′ cos β −
z′ sen β, y′ sen β + z′ cos β, 1)
= kRe1(p) + k
′Re1(p
′)
Do mesmo modo, nota-se que Re2 e Re3 tambe´m sa˜o transformac¸o˜es lineares e, conse-
quentemente, transformac¸o˜es afins.
5.2.2 Coordenadas Esfe´ricas do Espac¸o
Dada uma esfera de centro na origem do R3 e raio 1, ou seja, x2 + y2 + z2 = 1, com
(x, y, z) pertencente a essa esfera, que denotaremos por S2, existe uma parametrizac¸a˜o
do espac¸o chamada de coordenadas esfe´ricas, onde cada um dos seus pontos podem ser
definidos por dois paraˆmetros:
• Latitude, uma rotac¸a˜o positiva de aˆngulo θ ∈ [0, 2pi) a partir do ponto (1, 0, 0) que
percorre o plano OXY ate´ o ponto q = (cos θ, sen θ, 0);
• Longetude, uma rotac¸a˜o positiva a partir do ponto q em torno da origem, percor-
rendo o plano que contem o eixo OZ e o ponto q, rotac¸a˜o esta que perfaz um aˆngulo
φ ∈ (−pi
2
, pi
2
) ate´ o ponto p = (cosφ cos θ, cosφ sen θ, senφ), como podemos ver na
Figura 5.3.
Observe que nessa parametrizac¸a˜o, para φ = pi
2
ou φ = −pi
2
, o ponto p sera´ (0, 0, 1)
ou (0, 0,−1), respectivamente, qualquer que seja θ, fazendo com que haja infinitos pa-
res (θ, φ) cuja coordenada corresponda ao ponto p. Dizemos, enta˜o, que neste ponto a
parametrizac¸a˜o apresenta uma singularidade, isto e´, um comportamento no qual perde-
mos uma liberdade de escolha. Para que na˜o haja singularidade no nosso sistema de
coordenadas faz-se necessa´rio restringir o domı´nio de φ para o intervalo (−pi
2
, pi
2
). Ao res-
tringirmos esse domı´nio, os pontos pertencentes ao eixo OZ na˜o sera˜o representados nessa
parametrizac¸a˜o.
5.2.3 Aˆngulos de Euler
Podemos parametrizar uma orientac¸a˜o no espac¸o atrave´s de treˆs rotac¸o˜es em torno dos
eixos coordenados. Dados dois sistemas ortonormais positivos distintos, E = {~e1, ~e2, ~e3},
formado pela base canoˆnica do espac¸o R3 e F = {~f1, ~f2, ~f3}, ambos de mesma origem,
como na Figura 5.4, uma rotac¸a˜o positiva transforma a base E na base F , nesta ordem,
atrave´s da sequeˆncia de rotac¸o˜es descritas abaixo. Observe que o eixo ~e ji , i, j ∈ {1, 2, 3}
sera´ a denotac¸a˜o para cada eixo da base E depois de sofrer a j-e´zima rotac¸a˜o:
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Figura 5.3: Coordenada esfe´rica do ponto p.
• Re3 , uma rotac¸a˜o de aˆngulo φ em torno do eixo ~e3, levando o eixo ~e1 ate´ o eixo
~e3 × ~f3, o qual chamamos de eixo nodal. Figura 5.5.
• Re3×f3 de aˆngulo θ em torno do eixo ~e3× ~f3 = ~e 11, levando o eixo ~e3 = ~e 13 ate´ o eixo
f3. Figura 5.6.
• Rf3 de aˆngulo ψ em torno do eixo Rf3 = ~e 23. Neste esta´gio, os eixos ~e 21, ~e 22, ~f1 e ~f2
sa˜o coplanares. Esta rotac¸a˜o deve levar o eixo ~e 21 ao eixo
~f1 e o eixo ~e
2
2 ao eixo
~f2.
Figura 5.7.
e
e
e2
f
f
f 1
e f× 33
3
3
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1
Figura 5.4: Sistemas ortonormais E e F
ee
f
f
f
=
e
e
e
Figura 5.5: Re3 .
Essa mesma orientac¸a˜o pode ser obtida, em vez de usarmos um referencial instantaˆneo,
usarmos o referencial definido pela base E fazendo, nesta ordem, Re3 de aˆngulo ψ, Re1 de
aˆngulo θ e Re3 de aˆngulo φ. Os aˆngulos φ, θ e ψ sa˜o chamados de aˆngulos de Euler, em
homenagem ao matema´tico su´ıc¸o Leonhard Paul Euler (1707 - 1783).
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Figura 5.6: Re3×f3 . Rotac¸a˜o em torno
do eixo nodal.
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Figura 5.7: Rf3 . Rotac¸a˜o em torno do
eixo e33 = f3, concluindo a rotac¸a˜o.
Sabemos que a matriz da rotac¸a˜o em torno de um dos eixos relativos a` base canoˆnica
e´ uma matriz ortogonal positiva. Sendo assim, como qualquer mudanc¸a na orientac¸a˜o
de um objeto pode ser executada atrave´s de uma sucessa˜o dessas rotac¸o˜es e sabendo
que o conjunto das matrizes ortogonais positivas tem estrutura de grupo, conclu´ımos que
qualquer orientac¸a˜o e´ definida por uma matriz ortogonal positiva. Por outro lado, uma
matriz ortogonal leva uma base ortonormal positiva em outra base ortonormal positiva, o
que no leva a concluir que a aplicac¸a˜o de uma matriz ortogonal produz uma rotac¸a˜o em
um objeto do espac¸o R3.
Observac¸a˜o 5.3. A base ortonormal E ′ = {(cos β, sen β, 0), (− sen β, cos β, 0), (0, 0, 1)},
por exemplo, e´ obtida da base canoˆnica E atrave´s de uma rotac¸a˜o Re3. Observe que os
vetores da base E sa˜o representados na base E ′ como
=
{(cos(−β), sen (−β), 0), (− sen (−β), cos(−β), 0), (0, 0, 1)}
{(cos β,− sen β, 0), ( sen β, cos β, 0), (0, 0, 1)}.
Conclu´ımos que, sendo [IR3 ]
E
E ′ a matriz de mudanc¸a de base de E para E ′, [IR3 ]EE ′ = [Re3 ]t.
Partindo da base canoˆnica E = {e1, e2, e3}, ao executarmos o primeiro giro, Re3(φ),
obtemos um novo sistema de coordenadas o qual chamamos de E1. Mudando a base de E
para este novo sistema de coordenadas, os elementos de E , na base E1 podem ser obtidos,
atrave´s do produto da matriz Re3(φ)
−1 = Re3(φ)
t pela matriz formada por cada um dos
pontos deste objeto na base de E dispostos em colunas como abaixo:

cosφ senφ 0 0
− senφ cosφ 0 0
0 0 1 0
0 0 0 1
 ·
∣∣∣∣∣∣∣∣
x
y
z
1
∣∣∣∣∣∣∣∣
Agora, aplicando a segunda rotac¸a˜o, de aˆngulo θ, em torno do vetor e11, obteremos o
sistema ortonormal E2. Mudando agora da base E1 para a base E2, como apo´s a primeira
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rotac¸a˜o, fazemos o produto da matriz Re11(θ)
t por cada um dos pontos do objeto que esta˜o
na base E1 na forma de matriz coluna, e assim sucessivamente ate´ a terceira rotac¸a˜o em
torno do eixo e23. Com isso, um ponto p = o + xe1 + ye2 + ze3 na base E , escrito como
combinac¸a˜o linear dos vetores da base F sera´ obtido conforme abaixo:
[p]F = Re3(ψ)
t ·Re11(θ)t ·Re23(φ)t · [p]E =
cosψ senψ 0 0
− senψ cosψ 0 0
0 0 1 0
0 0 0 1
 ·

1 0 0 0
0 cos θ sen θ 0
0 − sen θ cos θ 0
0 0 0 1
 ·

cosφ senφ 0 0
− senφ cosφ 0 0
0 0 1 0
0 0 0 1
 ·

x
y
z
1
.
Por outro lado, se quisermos obter os elementos da base F escritos na base E , sendo
At = Re3(ψ)
t · Re1(θ)t · Re3(φ)t, basta fazermos (At)−1 · [p]F . Essa expressa˜o, usando a
propriedade do produto das transpostas, equivale a Re3(φ) ·Re1(θ) ·Re3(ψ) · [p]F , ou ainda
A[p]F =

cosφ − sen φ 0 0
sen φ cosφ 0 0
0 0 1 0
0 0 0 1
·

1 0 0
0 cos θ − sen θ
0 sen θ cos θ
0 0 0 1
·

cosψ − senψ 0
senψ cosψ 0
0 0 1 0
0 0 0 1
·
∣∣∣∣∣∣∣∣
x
y
z
1
∣∣∣∣∣∣∣∣
Logo, podemos calcular as coordenadas dos pontos do novo objeto atrave´s da matriz
A obtida pelo produto das matrizes de rotac¸a˜o. Essa matriz e´ chamada de matriz de
Euler para rotac¸o˜es do tipo (e3, e
2
1, e
3
3) ou simplesmente ZXZ, confirme abaixo:
A =

cosφ cosψ − sen φ cos θ senψ − cosφ senψ − sen φ cos θ cosψ sen φ sen θ 0
sen φ cosψ + cosφ cos θ senψ cosφ cos θ cosψ − sen φ senψ − cosφ sen θ 0
sen θ senψ sen θ cosψ cos θ 0
0 0 0 1

Ha´ tambe´m uma parametrizac¸a˜o usando aˆngulos de Euler, pore´m em torno dos eixos
e1, e2, e3 ou XY Z, onde dados dois sistemas, XY Z e X
′Y ′Z ′ usamos essas treˆs rotac¸o˜es
conforme as Figuras 5.8, 5.9, 5.10 e 5.11.
Nesse caso, os aˆngulos de Euler e matriz de Euler correspondentes tambe´m sa˜o conhe-
cidos como aˆngulos de Tait–Bryan e matriz de Tait–Bryan (nomeados atrave´s de Peter
Guthrie Tait e George Bryan), cujo uso e´ frequente na orientac¸a˜o aerona´utica tendo cada
rotac¸a˜o nomenclaturas diferentes: cabeceio ou yaw (rotac¸a˜o de aˆngulo α em torno do eixo
x), empinamento ou pitch (rotac¸a˜o de aˆngulo β em torno do eixo y) e balanceio ou roll
(rotac¸a˜o de γ em torno do eixo z).
Seja Rx a matriz referente ao yaw, Ry pitch e Rz roll, de maneira ana´loga a ob-
tenc¸a˜o da matriz de Euler, podemos definir a matriz de Tait–Bryan B fazendo o produto
R−1z R
−1
y R
−1
x , para representarmos em termos da base {f1, f2, f3} (veja Figura 5.8) cor-
respondente ao sistema ortonotmal X ′Y ′Z ′ ou B−1 = RxRyRz, se quisermos representar
em termos da base {e1, e2, e3}, correspondente ao sistema XY Z.
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Figura 5.8: Sistemas ortonormais
XY Z e X ′Y ′Z ′
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Figura 5.9: Rotac¸a˜o em torno do
eixo x, levando o eixo y ate´ o plano
OX ′Y ′.
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Figura 5.10: Rotac¸a˜o em torno do
eixo yr1 fazendo com que o eixo xr1
tambe´m pertenc¸a ao plano OX ′Y ′ e
com isso os eixos zr2 e z
′ se coinci-
dam
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Figura 5.11: Rotac¸a˜o em torno do
eixo z, concluindo a rotac¸a˜o.
Gimbal lock
A parametrizac¸a˜o das rotac¸o˜es atrave´s dos aˆngulos de Euler apresenta uma configurac¸a˜o
a qual dois eixos coincidem. Por exemplo, usando a parametrizac¸a˜o do tipo {Rx, Ry, Rz},
existe uma hierarquia entre estas rotac¸o˜es, uma vez que a cada giro e´ criado um novo
sistema ortonormal, isto e´, o eixo de rotac¸a˜o relativo a Ry e´ influenciado pela rotac¸a˜o
Rx, assim como o eixo relativo a` rotac¸a˜o Rz e´ influenciado por Rx e por Ry. Nesse caso,
quando fazemos uma rotac¸a˜o de aˆngulo ±pi
2
em torno do eixo y, os eixos que se referem
a`s rotac¸o˜es Rx e Rz se coincidem, eliminando um grau de liberdade e fazendo com que a
rotac¸a˜o na˜o se comporte da maneira esperada, havendo a´ı uma singularidade.
Observando matriz de Euler referente a essas rotac¸o˜es a qual denotaremos por M(α,β,γ),
para β = pi
2
essa singularidade fica evidente.
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Figura 5.12: Objeto em posic¸a˜o ini-
cial.
Figura 5.13: Objeto apo´s rotac¸a˜o
Ry(pi).
M(α,pi
2
,γ) =
 cos pi2 cos γ senα sen pi2 cos γ − cosα sen γ cosα sen pi2 cos γ + senα sen γcos pi2 sen γ cosα cos γ + senα sen pi2 sen γ − senα cos γ + cosα sen pi2 sen γ
− sen pi2 cos pi2 senα cosα cos pi2

=
 0 senα cos γ − cosα sen γ cosα cos γ + senα sen γ0 cosα cos γ + senα sen γ − senα cos γ + cosα sen γ
−1 0 0

=
 0 sen (α− γ) cos(α− γ)0 cos(α− γ) − sen (α− γ)
−1 0 0

Agora, temos apenas um grau de liberdade para escolher o aˆngulo α− γ, como vimos
na Figura 5.13. Este problema e´ bastante enfrentado nas a´reas da aerona´utica e da
computac¸a˜o gra´fica. Neste caso, tem-se duas possibilidades, usar uma parametrizac¸a˜o
com singularidades ou restringir o domı´nio, neste caso, do aˆngulo β variando no intervalo
(−pi
2
, pi
2
).
Conclu´ımos, levando em conta a hierarquia de como ocorrem as rotac¸o˜es usando
aˆngulos de Euler, e pelos resultados vistos ao decorrer desta sec¸a˜o, que uma rotac¸a˜o
executada de maneira direta (com o produto das matrizes, da esquerda para a direita, na
ordem em que as rotac¸o˜es ocorrem) produzem transformac¸o˜es locais, enquanto na ordem
inversa, essas rotac¸o˜es sa˜o executadas sempre levando em considerac¸a˜o os eixos do sistema
global ou inicial.
Rotac¸o˜es Aplicadas em Diferentes Referenciais
As rotac¸o˜es podem ocorrer em torno de eixos os quais a origem da base canoˆnica na˜o
fac¸a parte. Vimos na pa´gina 42, que isso e´ poss´ıvel mudando de referencial e em seguida
aplicando, neste caso, a rotac¸a˜o necessa´ria.
Exemplo 5.4. Podemos utilizar as matrizes de rotac¸a˜o em diferentes referenciais para
representarmos um movimento de um brac¸o robo´tico a partir de um referencial inicial.
Sendo tal brac¸o robo´tico composto de treˆs partes principais e articulado em treˆs pontos,
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denotaremos cada parte como P1 (brac¸o), localizado entre os pontos de articulac¸a˜o A1
(ombro) e A2 (cotovelo), P2 (antebrac¸o), componente localizado entre os pontos A2 e A3
(punho) e P2 (ma˜o), a partir de A3, com An = {xn, yn, zn, 1}
O brac¸o (veja a Figura 5.14) e´ movimentado pelo ponto A1; o antebrac¸o depende da
rotac¸a˜o ocorrida tanto a partir do ponto A1 como do ponto A2, por fim temos a ma˜o, que
sofre a rotac¸a˜o provocada pelos treˆs pontos A1, A2 e A3.
Se este brac¸o robo´tico pertencente ao espac¸o afim z = 1, com referencial ortogonal
E = {O, e1, e2, e3}, podemos executar um determinado movimento deste brac¸o da seguinte
forma:
Figura 5.14: Etapas das rotac¸o˜es aplicadas em cada componente do brac¸o robo´tico.
(1) Primeiro, fazemos a mudanc¸a do referencial E para o referencial
F1 = {A1, f1, f2, f3} aplicando o produto por uma matriz ortogonal positiva R0 junta-
mente com uma translac¸a˜o T0.
(2) Apo´s isso, fazemos a primeira rotac¸a˜o em todos os pontos do brac¸o robo´tico, atrave´s
da matriz R1, gerando os pontos A
′
n obtidos de An e as partes do brac¸o robo´tico (P
′
n) obti-
das de Pn, n ∈ {1, 2, 3}, atrave´s da matriz R1. Agora, fazemos a mudanc¸a do referencial
F1 para o referencial F2 = {A′2, f ′1, f ′2, f ′3} atrave´s do produto pelas matrizes R−11 T1, com
T1 sendo a matriz da translac¸a˜o atrave´s do vetor A
′
2 − A1;
(3) Aplicamos, em seguida, a segunda rotac¸a˜o R2, desta vez nas partes P
′
2 e P
′
3 e no
ponto de articulac¸a˜o A′3 obtendo as partes P
′′
2 e P
′′
3 e o ponto de articulac¸a˜o A
′′
3, seguido
da mudanc¸a para o referencial F3 = {A′′3, f ′′′1 , f ′′′2 , f ′′′3 }.
(4) Por u´ltimo, executamos a rotac¸a˜o de matriz R2 na parte P
′′
3 gerando a parte P
′′′
3 ,
seguido de uma mudanc¸a de referencial para E e, assim, chagando a` configurac¸a˜o desejada.
Conclu´ımos esta sec¸a˜o, com um resultado que muito importante que enfatiza o que foi
dito no in´ıcio dessa sec¸a˜o.
Teorema 5.5 (Euler). Dado um objeto G ⊂ R3 e um ponto o ∈ R3, o movimento mais
geral que G pode executar, de modo que o ponto o permanec¸a fixo e´ uma rotac¸a˜o em torno
de um eixo que passa por o.
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Demonstrac¸a˜o. Sabemos que uma rotac¸a˜o no espac¸o e´ obtida uma transformac¸a˜o or-
togonal. A matriz desta transformac¸a˜o e´ a matriz quadrada M de ordem 3 tal que
MM t = M tM = I. Para demonstrar este teorema, basta mostrar que esta matriz tem
um autovalor 1 correspondente a um autovetor ~n, isto e´, M [~n] = [~n], que e´ o mesmo que
M [~n] = I[~n], ou ainda que (M − I)[~n] = 0
Para que esta equac¸a˜o tenha soluc¸a˜o na˜o nula (M − I) na˜o pode ser invert´ıvel. Agora,
esta demonstrac¸a˜o resume-se a mostrar que det(M − I) = 0.
Com efeito,
det(M−I)= det(M − I)
= det(M −M tM)
= det(M(I −M t))
= det(−M(M t − I)).
Como I = I t e a matriz transposta da soma de matrizes e´ igual a soma das transpostas
destas matrizes, e ainda usando o Teorema 2.42, temos que:
det(M−I)= det((−I)M(M t − I t))
= det(−I) det(M) det(M − I)t
= −1 · 1 · det(M − I) = − det(M − I)
Ora, se det(M − I) = − det(M − I), enta˜o det(M − I) = 0, mostrando que a equac¸a˜o
tem soluc¸a˜o na˜o nula.
5.2.4 Rotac¸a˜o em Torno de um Eixo Usando Quate´rnios
Introduc¸a˜o aos Quate´rnios
As teoria dos quate´rnios foi desenvolvida pelo matema´tico irlandeˆs William Rowan Ha-
milton (1805 — 1865) para aplicac¸a˜o das rotac¸o˜es no espac¸o R3, assim como os nu´meros
complexos (C) sa˜o usados para rotac¸o˜es no espac¸o R2. Podemos dizer o conjunto dos
Quate´rnios (H) teˆm uma estrutura que se comporta como uma ampliac¸a˜o do conjunto
dos nu´meros complexos.
Nesta sec¸a˜o, denotaremos um quate´rnio por uma letra minu´scula em negrito (h, por
exemplo) e um ponto por uma letra maiu´scula em negrito, como em P.
O espac¸o dos quate´rnios pode ser definido como um espac¸o R4, representado como
h = a+ bi + cj + dk, correspondente no R4 ao vetor ~h = (a, b, c, d),
tendo como base canoˆnica os quate´rnios {1, i, j,k}, equivalente em R4 a {(1, 0, 0, 0),
(0, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1)}, nesta ordem, e apresentando a operac¸a˜o de produto
entre seus elementos da base, conforme diagrama abaixo:
Ale´m disso, i2 = −1, j2 = −1 e k2 = −1. O quate´rnio 1 e´ o elemento identidade desta
operac¸a˜o, ou seja, ∀ q ∈ H, 1 · q = q · 1 = q.
Uma outra maneira de representar um quate´rnio e´ na forma de uma matriz Q =
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i
jk
k
-k-j
j
-i
i
, onde
qq
1
q
2
3
indica que  
1
q q =
2
q .
3
Figura 5.15: Produto entre elementos da base canoˆnica dos quate´rnios. As setas mostram
a ordem em que o produto e´ obtido.
[qij]4×4, onde
Q =

a −b c −d
b a d c
−c −d a b
d −c −b a
 = a[e] + b[i] + c[j] + d[j],
onde a base canoˆnica e´ formada pelas matrizes
[e] =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , [i] =

0 −1 0 0
1 0 0 0
0 0 0 1
0 0 −1 0
 , [j] =

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
 , [k] =

0 0 0 −1
0 0 1 0
0 −1 0 0
1 0 0 0
 .
Podemos observar que o quate´rnio 1 e´ o elemento neutro do produto entre quate´rnios.
Tambe´m e´ fa´cil notar que esta operac¸a˜o na˜o e´ comutativa, pore´m, conforme veremos mais
afrente, o produto de quate´rnios e´ associativo.
A operac¸a˜o acima e´ estendida para obter o produto pq, onde p = (ap1 + p2) e
q = (bq1 + q2), com p1, p2, q1, q2 ∈ R4, da seguinte maneira:
(aq1 + q2)(ap1 + p2) = abp1q1 + ap1q2 + bp2q1 + p2q2.
O subespac¸o gerado pelo elemento da base (1, 0, 0, 0) e´ chamado de espac¸o R1 ou
espac¸o dos escalares, ja´ os quate´rnios da forma bi+ cj+dk, isomorfo ao subespac¸o gerado
pelos elementos {(0, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1)}, e´ chamado de espac¸o dos vetores do
R3 ou espac¸o dos quate´rnios puros
Um quate´rnio h = a+ bi+ cj + dk e´ dividido em duas partes, <(h) = a (parte real de
h) e u = bi + cj + dk (parte vetorial ou quate´rnio puro associado a h). Assim podemos
escrever de maneira sucinta h = a+ u, com a ∈ R e u associado ao vetor ~u ∈ R3.
Dados dois quate´rnios, h1 = a1 + b1i + c1j + d1k e h2 = a2 + b2i + c2j + d2k, com os
quate´rnios puros associados u1 = b1i+ c1j + d1k e u2 = b2i+ c2j + d2k, enta˜o
h1h2 = (a1 + b1i+ c1j + d1k)(a2 + b2i+ c2j + d2k)
= a1a2 + a1(b2i+ c2j + d2k) + b1a2i+ b1b2i
2 + b1c2ij + b1d2ik + c1a2j + c1b2ji+
c1c2j
2 + c1d2jk + d1a2k + d1b2ki+ d1c2kj + d1d2k
2
= a1a2 +a1(b2i+c2j+d2k)+a2(b1i+c1j+d1k)−b1b2−c1c2−d1d2 +c1d2i−d1c2i+
d1b2j − b1d2j + b1c2k − c1b2k
= a1a2 − 〈u1,u2〉+ a1u2 + a2u1 + u1 × u2.
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Usando o resultado acima, se tomarmos dois quate´rnios puros, v1 e v2, o produto
deles sera´
v1v2 = −〈v1,v2〉+ v1 × v2. (5.1)
Este fato e´ bastante interessante do ponto de vista da A´lgebra Linear, pois mostra que o
produto de quate´rnios engloba o produto escalar e o produto vetorial do espac¸o R3.
Note que, como o espac¸o dos quate´rnios puros e´ isomorfo ao espac¸o R3, definimos o
produto interno usual e produto vetorial entre quate´rnios puros de maneira ana´loga a o
que ocorre no R3.
Proposic¸a˜o 5.6. Dados os quate´rnios puros p, q e r, enta˜o (pq)r = p(qr)
Demonstrac¸a˜o. Para demonstrarmos esta proposic¸a˜o nos valeremos da igualdade (5.1) e
dos resultados estudadas na A´lgebra Linear listadas abaixo:
1. Dados treˆs vetores, ~a, ~b e ~c, enta˜o ~a×(~b×~c) = ~b〈~a,~c〉−~c〈~a,~b〉 (Fo´rmula de Lagrange)
2. ~a×~b = −~b× ~a (anticomutatividade do produto vetorial)
3. 〈~a,~b〉 = 〈~b,~a〉 (comutatividade do produto escalar)
4. 〈~a,~b×~c〉 = −〈~a,~c×~b〉 = 〈~b,~c×~a〉 = −〈~b,~a×~c〉 = 〈~c,~a×~b〉 = −〈~c,~b×~a〉 (alternaˆncia
do produto misto)
Da´ı,
(pq)r = (−〈p,q〉+ (p× q))r = −〈p,q〉r + (p× q)r
= −〈p,q〉r− 〈p× q, r〉+ (p× q)× r
= −〈p,q〉r− 〈p× q, r〉 − r× (p× q)
= −〈p,q〉r− 〈p× q, r〉 − p〈r,q〉+ q〈r,p〉
= −p〈r,q〉 − 〈q× r,p〉+ q〈r,p〉 − 〈p,q〉r
= −p〈r,q〉 − 〈q× r,p〉+ p× (q× r)
= −p〈q, r〉+ p(q× r) = p(−〈q, r〉+ (q× r)) = p(qr)
Corola´rio 5.7. Dados os quate´rnios f , g e h, enta˜o (fg)h = f(gh)
Demonstrac¸a˜o.
Sejam f = a+ p, g = b+ q e h = c+ r, enta˜o
(fg)h= [(a+ p)(b+ q)](c+ r)
= abc+ abr + acq + aqr + bcp + bpr + cpq + (pq)r
= abc+ abr + acq + aqr + bcp + bpr + cpq + p(qr) (usando a Proposic¸a˜o 5.6)
= (a+ p)[(b+ q)(c+ r)] = f(gh)
O corola´rio acima mostra uma propriedade importante da operac¸a˜o de produto de
quate´rnios que e´ a sua associatividade.
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Observac¸a˜o 5.8. Outra maneira de demonstrar a associatividade e a na˜o comutatividade
do produto de quate´rnios e´ atrave´s da sua representac¸a˜o matricial. Neste caso, e´ so´ veri-
ficar que o produto de matrizes goza da propriedade associativa, pore´m na˜o e´ comutativo.
Chamamos de conjugado do quate´rnio h = a+ bi+ cj + dk, o quate´rnio h∗ = a− bi−
cj − dk = a− u. O conjugado goza das propriedades:
C1 (h∗)∗ = h
C2 (hg)∗ = g∗h∗
A propriedade C1 e´ obvia. Para verificarmos a propriedade C2, tomemos h = a + u
e g = e+ v. Como hg = ae− 〈u,v〉+ av + eu + u× v, segue que
(hg)∗ = ae− 〈u,v〉 − av − eu− u× v
= ea−〈−v,−u〉+e(−u)+a(−v)+(−v)×(−u) = g∗h∗
Tambe´m podemos verificar que
h + h∗
2
=
2a
2
= <(h).
A norma do quate´rnio h = a + bi + cj + dk, denotada por ‖h‖, e´ obtida atrave´s da
norma do vetor (a, b, c, d), ou seja,
‖h‖ =√〈h,h〉 =√a2 + b2 + c2 + d2.
A partir disso segue que ‖h‖2 = 〈h,h〉 = a2 + b2 + c2 + d2 = a2 + ‖u‖2. Outro fato
referente a` norma dos vetores e´ que ‖h‖ = ‖h‖∗. A verificac¸a˜o e´ imediata.
Ha´ ainda uma relac¸a˜o entre as definic¸o˜es de norma e conjugado, que se assemelha
bastante com a mesma relac¸a˜o usada entre nu´meros complexos, conforme proposic¸a˜o
seguinte:
Proposic¸a˜o 5.9. Seja h um quate´rnio qualquer, enta˜o
hh∗ = h∗h = ‖h‖ = ‖h∗‖
Demonstrac¸a˜o.
Seja h = a+ bi+ cj + dk, enta˜o hh∗ = (a+ bi+ cj + dk)(a− bi− cj − dk)
= a2−abi−acj−adk+abi−b2i2−bcij−bdik+acj−bcji−c2j2−cdjk+adk−bdki−cdkj−d2k2
= a2 − abi− acj − adk + abi+ b2 − bck + bdj + acj + bck + c2 − cdi+ adk − bdj + cdi+ d2
= a2 + b2 + c2 + d2
Proposic¸a˜o 5.10. Sejam h1 e h2 dois quate´rnios, enta˜o ‖h1h2‖= ‖h1‖‖h2‖.
Demonstrac¸a˜o.
‖h1h2‖ = (h1h2)(h1h2)∗ = h1h2h∗2h∗1 = h1‖h2‖h∗1 = h1h∗1‖h2‖ = ‖h1‖‖h2‖
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A partir da definic¸a˜o de norma podemos definir quate´rnio unita´rio. Afirmar que
h = a+ bi+ cj + dk e´ um quate´rnio unita´rio equivale a dizer que , a2 + b2 + c2 + d2 = 1.
Se hg = 1 dizemos que g e´ o inverso multiplicativo de h e o denotamos por h−1.
Podemos determinar h−1 usando as definic¸o˜es de norma e conjugado, isto e´,
1 =
‖h‖
‖h‖ =
hh∗
‖h‖ , mostrando que h
−1 =
h∗
‖h‖
E´ poss´ıvel, tomando um quate´rnio qualquer h = a + u, representa´-lo da forma h =
a+ ev, onde v e´ um quate´rnio unita´rio, bastando tomar
e = ‖u‖ e v = u‖u‖ .
Nessa representac¸a˜o, se h e´ um quate´rnio unita´rio, com o quate´rnio puro associado ev =
e(b′i+ c′j + d′k) ocorre que
‖h‖2 = 1 = ‖a+ e(b′i+ c′j + d′k)‖2 = a2 + e2(b′2 + c′2 + d′2) = a2 + e2
e assim a = cos θ e e = sen θ, para um θ ∈ R, de maneira bastante similar a o que ocorre
com os nu´meros complexos.
Usando Quate´rnios para Executar Rotac¸o˜es no R3
Dado o quate´rnio unita´rio q = cos θ + sen θn, onde sen θn e´ o quate´rnio puro associado
a q e n e´ um quate´rnio unita´rio, tomando ~v um vetor qualquer de R3 correspondente ao
quate´rnio puro v, a func¸a˜o ϕq(v) = qvq
∗ transforma o quate´rnio v no quate´rnio v′. No
espac¸o R3 essa func¸a˜o e´ uma transformac¸a˜o que produz o vetor ~v′ obtido de ~v atrave´s de
uma rotac¸a˜o em torno do vetor ~n, correspondentes, nesta ordem aos quate´rnios v′, v e a
n, com um aˆngulo positivo de 2θ, como enuncia o seguinte teorema:
Teorema 5.11. Uma rotac¸a˜o do vetor ~v de aˆngulo 2θ em torno de um eixo, cujo vetor
diretor unita´rio e´ ~n, e´ representado pelo produto quaternioˆnico ϕq(v) = qvq
−1, onde
q = cos θ + sen θn, v e n quate´rnios puros correspondentes a ~v e ~n.
Demonstrac¸a˜o. Primeiro vamos verificar que v′ e´ um quate´rnio puro, o que corresponde
a ~v′ ∈ R3, isto e´ ϕ e´ uma transformac¸a˜o R3 → R3 . Para provar este fato, basta mostrar
que <(v′) = 0, o que faremos quando tratarmos da matriz desta transformac¸a˜o.
Em segundo lugar mostraremos que a func¸a˜o ϕ e´ uma transformac¸a˜o linear. De fato,
ϕq(αv1 + v2) = q(αv1 + v2)q
∗
= qαv1q
∗ + qv2q∗
= αqv1q
∗ + qv2q∗
= αϕq(v1) + ϕq(v2)
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Agora, note que ϕq e´ uma transformac¸a˜o ortogonal. Com efeito,
‖ϕq‖ = ‖qvq∗‖ = ‖q‖‖v‖‖q∗‖ = ‖v‖
Podemos verificar, ainda que a func¸a˜o ϕq e´ uma rotac¸a˜o. Como ela e´ uma trans-
formac¸a˜o ortogonal, seu determinante de sua matriz e´ igual a ±1. Precisamos, portanto,
mostrar que ela e´ positiva, ou seja, o determinante de sua matriz e´ igual a 1. De fato. O
espac¸o dos quate´rnios unita´rios e´ a esfera de raio unita´rio e centrado na origem do espac¸o
R4, isto e´, dado um quate´rnio unita´rio q = a+ bi+ cj + dk, temos que
S3 = {q; ‖q‖ = a2 + b2 + c2 + d2 = 1}.
Este espac¸o, do ponto de vista topolo´gico, e´ conexo1. Observe que, para q = 1 a func¸a˜o
ϕq equivalente a func¸a˜o identidade I, cujo determinante e´ 1, sendo uma transformac¸a˜o
positiva. Portanto, usando argumentos de continuidade, esta func¸a˜o e´ positiva, qualquer
que seja o quate´rnio q. Com isso, verifica-se que ϕq e´ uma rotac¸a˜o.
Por fim, vamos mostrar que o aˆngulo de rotac¸a˜o executado atrave´s da func¸a˜o ϕq e´ de
2θ. Para isso, vamos obter a coordenada do vetor Rr(~p) = ~p′, obtido de ~p atrave´s de uma
rotac¸a˜o de aˆngulo β em torno do eixo r, e em seguida, comparemos com a coordenada do
vetor associado ao quate´rnio ϕq(p) = p
′.
O
n
v
r
v w
n'
p p'
H
UP
P'
Figura 5.16: Rotac¸a˜o em torno do eixo r fazendo um aˆngulo positivo de β = 2θ
Na Figura 5.16, ~n e´ um vetor unita´rio que forma o referencial ortogonal F =
{ O,~v, ~w, ~n} e e´ vetor por onde passa o eixo r. Executamos atrave´s de r a rotac¸a˜o
de aˆngulo β do ponto P , cuja imagem e´ o ponto P ′. O vetor ~n′, como podemos notar,
1Para o leitor interessado em se aprofundar nos conceitos de conexidade e continuidade da topologia
da esfera unita´ria S3, recomendamos a leitura de Munkres, 1975[8].
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e´ a projec¸a˜o ortogonal de ~p no vetor ~n, o que, junto ao fato de ~n ser unita´rio, acarreta
〈~p, ~n〉~n = ~n′. Outras relac¸o˜es sa˜o va´lidas, conforme abaixo:
~w = ~n× ~v, ja´ que F e´ ortogonal e ~n unita´rio.
~v′ = cos β~v + sen β ~w
~p′ = ~n′ + ~v′
~v = ~p− ~n′ ⇔ ~v = ~p− 〈~p, ~n〉~n
Das relac¸o˜es acima temos
~w = ~n× ~v = ~n× (~p− 〈~p, ~n〉~n) = (~n× ~p)− (~n× 〈~p, ~n〉~n) = ~n× ~p
Da´ı,
~p′ = n′ + ~v′
= (〈~p, ~n〉~n) + (cos β~v + sen β ~w)
= 〈~p, ~n〉~n+ cos β(~p− 〈~p, ~n〉~n) + sen β(~n× ~p)
= 〈~p, ~n〉~n− cos β〈~p, ~n〉~n) + cos β(~p) + sen β(~n× ~p)
= (1− cos β〈~p, ~n〉~n+ cos β(~p) + sen β(~n× ~p) (5.2)
Por outro lado, pondo q = a+ t, sendo t o quate´rnio puro associado a q
ϕθ(p) = p
′ = qpq−1
= (a+ t)p(a− t)
= (−〈t,p〉+ ap + t× p)(a− t)
= −a〈t,p〉−〈ap+t×p, (−t)〉+(−〈t,p〉)(−t)+a(ap+t×p)+ap× (−t)+(t×p)× (−t)
= −a〈t,p〉+ 〈ap, t〉+ 〈t× p, t〉+ 〈t,p〉t + a2p + a(t× p)− a(p× t) + t× (t× p)
= −a〈t,p〉+ a〈t,p〉+ 〈t,p〉t + a2p + a(t× p) + a(t× p) + 〈t,p〉t− 〈t, t〉p
= a2p + 2a(t× p)− 〈t, t〉p + 2〈t,p〉t
= (a2 − 〈t, t〉)p + 2a(t× p) + 2〈t,p〉t
Agora, substituindo a por cos θ e t por sen θn temos,
ϕθ(p) = (cos
2 θ − 〈 sen θn, sen θn〉)p + 2 cos θ( sen θn× p) + 2〈 sen θn,p〉 sen θn
= (cos2 θ − sen 2θ‖n‖)p + 2 cos θ sen θ(n× p) + 2 sen 2θ〈n,p〉n
= (cos2 θ − sen 2θ)p + sen 2θ(n× p) + (1− cos 2θ)〈n,p〉n
= cos 2θp + sen 2θ(n× p) + (1− cos 2θ)〈n,p〉n
= (1− cos 2θ)〈p,n〉n + cos 2θp + sen 2θ(n× p) (5.3)
Que e´ a mesma expressa˜o em (5.2), bastando apenas tomar β = 2θ
Contudo, uma rotac¸a˜o no R3 e´ obtida, tanto usando os aˆngulos de Euler, como os
quate´rnios, atrave´s de treˆs graus de liberdade para escolha. No primeiro, os aˆngulos φ,
θ e ψ, e no segundo, dois graus de liberdade para escolhermos o eixo, atrave´s do vetor
unita´rio pela coordenada esfe´rica usando os paraˆmetros φ e θ, e mais uma escolha para o
aˆngulo de rotac¸a˜o β.
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5.2.5 Eixo Resultante de Duas Rotac¸o˜es Consecutivas
Como ja´ vimos, dadas duas rotac¸o˜es, R1 e R2, a composic¸a˜o delas tambe´m e´ uma rotac¸a˜o.
O uso dos quate´rnios para executarmos rotac¸o˜es nos da´ um mecanismo para sabermos de
maneira bem clara qual e´ o eixo dessa composic¸a˜o.
Seja ϕu1 uma rotac¸a˜o em torno do eixo unita´rio ~n1 atrave´s do quate´rnio u1 e ϕu2 a
rotac¸a˜o em torno do eixo ~n2 tambe´m unita´rio e referente ao quate´rnio u1, vamos realizar,
nesta sequeˆncia, as duas rotac¸o˜es do quate´rnio puro v. Se v′ e´ obtido de v apo´s tais
rotac¸o˜es, enta˜o
v′ = ϕu2(ϕu1(v)) = ϕu2(u1vu
−1
1 ) = u2(u1vu
−1
1 )u2
−1.
Agora, gozando da associatividade dos quate´rnios, temos
v′ = (u2u1)v(u−11 u2
−1) = (u2u1)v(u2u1)−1 = ϕu2u1(v).
Sendo assim, conclu´ımos que tal rotac¸a˜o ocorre atrave´s do eixo correspondente ao
quate´rnio u2u1.
Exemplo 5.12. Dado um objeto do espac¸o R3, onde o mesmo sofre, primeiramente, uma
rotac¸a˜o de aˆngulo α em torno do eixo x, depois uma rotac¸a˜o de aˆngulo β em torno do eixo
y, e em seguida uma rotac¸a˜o de aˆngulo γ em torno do eixo z, como vimos na subsec¸a˜o
5.2.3, podemos calcular o vetor correspondente ao eixo de rotac¸a˜o resultante r dessas treˆs
rotac¸o˜es atrave´s do produto dos quate´rnios qx = cos
α
2
+ sen α
2
x, qy = cos
β
2
+ sen β
2
y e
qz = cos
γ
2
+ sen γ
2
z. Enta˜o temos:
(qzqy)qx = (cos
γ
2
cos β
2
− 〈z,y〉+ cos γ
2
sen β
2
y + cos β
2
sen γ
2
z + sen γ
2
sen β
2
(z× y))qx
= (cos γ
2
cos β
2
+ cos γ
2
sen β
2
y + cos β
2
sen γ
2
z− sen γ
2
sen β
2
x)(cos
α
2
2
+ sen
α
2
2
x),
onde, prosseguindo nossos ca´lculos, chegamos ao quate´rnio
cos γ
2
cos β
2
cos α
2
− sen γ
2
sen β
2
sen α
2
+
(cos γ
2
cos β
2
sen α
2
− sen γ
2
sen β
2
cos α
2
)x +
(cos γ
2
sen β
2
cos α
2
+ sen γ
2
cos β
2
sen α
2
)y +
( sen γ
2
cos β
2
cos α
2
− cos γ
2
sen β
2
sen α
2
)z
Assim, esta composic¸a˜o de rotac¸o˜es, que tambe´m e´ uma rotac¸a˜o tem como eixo a reta
r guiada pelo vetor
~n = (cos
γ
2
cos
β
2
sen
α
2
− sen γ
2
sen
β
2
cos
α
2
, cos
γ
2
sen
β
2
cos
α
2
+ sen
γ
2
cos
β
2
sen
α
2
, sen
γ
2
cos
β
2
cos
α
2
−cos γ
2
sen
β
2
sen
α
2
),
fazendo um aˆngulo de arcsen ‖~n‖.
5.2.6 Matriz da Rotac¸a˜o em Torno do Eixo r
A partir da expressa˜o (5.3), tomemos n = bi+ cj+ dk e 2θ = β. Para qualquer quate´rnio
puro p = xi+ yj + zk, temos
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ϕq(p) = (1− cos β)〈(x, y, z), (a, b, c)〉(a, b, c) + cos β(x, y, z) + sen β(a, b, c)× (x, y, z)
= (1− cos β)(a2x+ aby + acz, abx+ b2y + bcz, acx+ bcy + c2z)
+ cos β(x, y, z) + sen β(bz − cy, cx− az, ay − bx)
ou em forma de matrizes
(1− cosβ)
 a2 ab acab b2 bc
ac bc c2
+
 cosβ 0 00 cosβ 0
0 0 cosβ
+ sen β
 0 −c bc 0 −a
−b a 0
 xy
z

Logo, ϕq(p) = A · [p], onde
A =
 (1− cos β)a2 + cos β (1− cos β)ab− c sen β (1− cos β)ac+ b sen β(1− cos β)ab+ c sen β (1− cos β)b2 + cos β (1− cos β)bc− a sen β
(1− cos β)ac− b sen β (1− cos β)bc+ a sen β (1− cos β)c2 + cos β

e´ a matriz da transformac¸a˜o ϕq e [p] e´ a representac¸a˜o em matriz coluna do quate´rnio p.
5.2.7 Rotac¸o˜es em Torno de Eixos que Na˜o Passam pela Origem
Finalizamos nossa sec¸a˜o generalizando nossa rotac¸a˜o no sentido de executarmos em torno
de uma reta qualquer do subespac¸o afim z = 1. Sendo esta rotac¸a˜o Rr de aˆngulo β, onde
r e´ um eixo que na˜o passa pela origem, necessitamos fazeˆ-la de um referencial apropriado.
Neste caso, escolhemos um ponto p ∈ r e em seguida mudamos do referencial {o, e1, e2, e3}
para o referencial {p, e1, e2, e3}, depois aplicamos a rotac¸a˜o Rr′ de aˆngulo β, onde r′ ‖ r e
o ∈ r′. Por fim, fazemos a mudanc¸a inversa de referencial. Sendo [T ] a matriz de mudanc¸a
de referencial, enta˜o temos que
[Rr] = [T ]
−1[Rr′ ][T ].
5.3 Reflexo˜es no R3
Em R3 podemos obter treˆs tipos de reflexa˜o, a primeira e´ a reflexa˜o referente a um ponto,
a segunda e´ a reflexa˜o referente a uma reta e a terceira e´ a reflexa˜o em torno de um plano.
Trataremos aqui apenas das reflexo˜es ortogonais.
Definic¸a˜o 5.13. Dado um ponto o, o qual chamamos de centro de reflexa˜o, e o vetor
~v = p−o definimos a reflexa˜o do ponto p em torno de o como o ponto M(p) = p′ = o−~v.
Em outras palavras, se o e´ o centro da reflexa˜o M e M(p) = p′, enta˜o o e´ o ponto
me´dio do segmento pp′.
Definic¸a˜o 5.14. Seja q a projec¸a˜o ortogonal do ponto p na reta r e ~v = p−q, podemos
definir a reflexa˜o ortogonal de p em relac¸a˜o ao eixo de reflexa˜o r como sendo o ponto p′,
tal que p′ = T (p) = q− ~v.
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o
p'
1
2
Figura 5.17: Reflexa˜o do
objeto em torno do ponto
o.
Figura 5.18: Reflexa˜o do
objeto em torno da reta r.
'
1
2
p'
1
p
p
2
Figura 5.19: Reflexa˜o do
objeto em torno do plano
Π.
Podemos verificar que, nesse caso que o eixo r e´ a mediatriz do segmento pp′.
Tambe´m podemos definir uma reflexa˜o ortogonal do ponto p em torno da reta r como
sendo a transformac¸a˜o aplicada nesse ponto atrave´s da rotac¸a˜o de pi radianos deste ponto
em torno de r.
Definic¸a˜o 5.15. Seja q a projec¸a˜o ortogonal do ponto p no plano Π e ~v = p − q,
podemos definir a reflexa˜o ortogonal de p em relac¸a˜o a Π como sendo o ponto p′, tal que
p′ = T (p) = q− ~v
Neste caso, o plano Π coincide com o plano mediador do segmento pp′.
5.3.1 Matriz da reflexa˜o em torno do ponto o
Pela definic¸a˜o 5.13, podemos notar que uma reflexa˜o em torno de um ponto na˜o e´
uma transformac¸a˜o linear, nos obrigando a recorrermos ao espac¸o afim z = 1. Seja o =
(a, b, c, 1) e p = (x, y, z, 1) pontos do espac¸o afim z = 1 e ~v = p−o = (x−a, y−b, z−c, 0),
enta˜o M((x, y, z, 1)) = o− ~v = (2a− x, 2b− y, 2c− z, 1), isto e´,
M((x, y, z, 1)) = M · [p] =

−1 0 0 2a
0 −1 0 2b
0 0 −1 2c
0 0 0 1
 ·

x
y
z
1

Onde M e´ a matriz da reflexa˜o e [p] e´ a matriz coluna correspondente ao ponto p.
5.3.2 Matriz de uma reflexa˜o em torno do eixo OX
Para procedermos essa transformac¸a˜o precisamos de uma matriz M que transforme o
ponto p de coordenadas (x, y, z) no ponto p = (x,−y,−z) . Na˜o e´ dif´ıcil verificar a
linearidade desta transformac¸a˜o e por isso tal matriz pode ser quadrada de ordem 3,
conforme abaixo.
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M =
 1 0 00 −1 0
0 0 −1
.
As matrizes aplicadas na reflexa˜o em torno dos eixos OY e OZ segue construc¸a˜o
ana´loga.
Outra maneira de definir a matriz de reflexa˜o em torno do eixo OX e´ atrave´s da
matriz de rotac¸a˜o em torno de um eixo, vista na pa´gina 59 fazendo β = pi e n = i .
Usando o mesmo me´todo podemos definir uma matriz de reflexa˜o em torno de uma reta
qualquer, bastando apenas conhecer seu vetor diretor unita´rio. Este fato nos fornece uma
generalizac¸a˜o para reflexa˜o em torno de qualquer eixo, bastando apenas conhecer o vetor
diretor unita´rio deste eixo.
Exemplo 5.16. Dada a reta r, tal que a origem esta´ contida nesta reta, cujo vetor diretor
unita´rio e´ representado pelo quate´rnio puro n = bi + ck + dk, enta˜o a reflexa˜o em torno
de r e´ representado pela matriz
M =
 (1− cospi)b2 + cos pi (1− cos pi)bc− d sen pi (1− cospi)bd+ b sen pi(1− cospi)bc+ d sen pi (1− cos pi)c2 + cos pi (1− cos pi)cd− a sen pi
(1− cos pi)bd− c sen pi (1− cos pi)cd+ b sen pi (1− cospi)d2 + cos pi

=
 2b2 − 1 2bc 2bd2bc 2c2 − 1 2cd
2bd 2cd 2d2 − 1

Se o eixo r na˜o passa pela origem, enta˜o podemos considerar, no espac¸o afim, uma
translac¸a˜o do vetor ~n para um ponto qualquer de r. Seja este ponto o′ de coordenadas
(e, f, g, 1) enta˜o procedemos uma translac¸a˜o ate´ a origem, de matriz T−1, aplicamos a
reflexa˜o, matriz M e, por fim, aplicamos a translac¸a˜o inversa, matriz T . Obte´m-se, assim
a matriz M ′ = T ·M · T−1
=

1 0 0 e
0 1 0 f
0 0 1 g
0 0 0 1
 ·

2b2 − 1 2bc 2bd 0
2bc 2c2 − 1 2cd 0
2bd 2cd 2d2 − 1 0
0 0 0 1
 ·

1 0 0 −e
0 1 0 −f
0 0 1 −g
0 0 0 1

=

2b2 − 1 2bc 2bd −2[e(b2 − 1) + bcf + bdg]
2bc 2c2 − 1 2cd −2[bce+ f(c2 − 1) + cdg]
2bd 2cd 2d2 − 1 −2[bde+ cdf + g(d2 − 1)]
0 0 0 1

5.3.3 Matriz de reflexa˜o em torno do plano OXY
Neste caso, dado um ponto p ∈ R3 de coordenadas (x, y, z), ele sera´ refletido no plano
OXY de modo que apenas a coordenada z sera´ substitu´ıda pelo seu oposto, o que nos
leva a concluir que a matriz de transformac¸a˜o e´
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R =
 1 0 00 1 0
0 0 −1

Do mesmo modo que na subsec¸a˜o anterior, nos casos de reflexa˜o que usam os planos OXZ
e OY Z, a construc¸a˜o da matriz da transformac¸a˜o segue o mesmo racioc´ınio.
Observe que quaisquer das reflexo˜es que mostramos e´ uma transformac¸a˜o linear. To-
mando, por exemplo, a reflexa˜o T em torno do eixo OX,
T (x, y, z) = (x,−y,−z)⇒
T (α(x1, y1, z1) + β(x2, y2, z2)) = T (αx1 + βx2, αx1 + βy2, αz1 + βz2)
= (αx1 + βx2,−αx1 − βy2,−αz1 − βz2)
= α(x1,−y1,−z1) + β(x2,−y2, z2)
= αT (x1, y1, z1) + βT (x2, y2, z2)
Exemplo 5.17. Dado o plano Π que passa pela origem do espac¸o R3 e conte´m os vetores
~u = (1,
√
2, 1) e ~v = (−2√2, 2, 0), obtenha o ponto p′ obtido atrave´s da reflexa˜o ortogonal
do ponto p = (2, 1, 0) em relac¸a˜o ao plano Π.
Soluc¸a˜o:
〈~u,~v〉 = 0 e ~w = ~u × ~v = (−2,−2√2, 6). Isto significa que (~u,~v, ~w) e´ uma base
ortogonal. Normalizando cada um desses vetores formamos a base ortonormal
β =
{(
1
2
,
√
2
2
,
1
2
)
,
(
−
√
6
3
,
√
3
3
, 0
)
,
(
−
√
3
6
,−
√
6
6
,
√
3
2
)}
.
Sendo ε a base canoˆnica e como os vetores de β formam uma matriz ortogonal, a matriz
de mudanc¸a de base se ε para β e´
[IR3 ]
β
ε =

1
2
√
2
2
1
2
−
√
6
3
√
3
3
0
−
√
3
6
−
√
6
6
√
3
2
,
uma vez que [IR3 ]
β
ε · [β] = I3 = [ε].
Queremos agora escrever as coordenadas do ponto p na base ε e em seguida aplicar a
matriz M de reflexa˜o em torno do plano OXY e, em seguida, aplicar a matriz de mudanc¸a
inversa de base, ou seja, [IR3 ]
β
ε = ([IR3 ]
ε
β)
−1 = ([IR3 ]εβ)
t.
Contudo, executando o produto [IR3 ]
ε
β ·M · [IR3 ]βε · [p], obtendo assim o ponto
p′ =
(
10−√2
6
,
2−√2
3
,
2 +
√
2
2
)
.
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Figura 5.20: O ponto p’ e´ a imagem do ponto p atrave´s da reflexa˜o M
5.4 Cisalhamento
Uma das transformac¸o˜es geome´tricas lineares e na˜o isome´tricas e´ o cisalhamento. No
espac¸o R3 a partir do referencial canoˆnico, definiremos seis tipos de cisalhamento, os
quais, aqui, caracterizados pelo eixo central (eixo o qual nenhum ponto pertencente a
ele sera´ alterado pela transformac¸a˜o) e pelo eixo de deslocamento (eixo que determina a
direc¸a˜o do cisalhamento).
Definic¸a˜o 5.18. Seja G um objeto do espac¸o tridimensional R3, tratado a partir do refe-
rencial canoˆnico, definimos o cisalhamento yx de fator tgθ como sendo a transformac¸a˜o
Syx, onde cada ponto p = (x, y, z) pertencente a G faz um deslocamento de tamanho igual
a z0tgθ, tendo OY como eixo central e OX como eixo de deslocamento.
Pode-se comparar um cisalhamento com o movimento de uma pilha de cartas, onde
todas as cartas sa˜o movidas em uma mesma direc¸a˜o, avanc¸ando cada carta mais (ou
menos) que sua vizinha, conforme Figura 5.21.
Figura 5.21: Cisalhamento em direc¸a˜o do eixo x sendo y o eixo central.
Contudo, Syx(p) = (x+ ztgθ, y, z)
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5.4.1 Matriz do Cisalhamento Syz
E´ bastante simples a verificac¸a˜o de que tal transformac¸a˜o e´ linear. Agora, diante o exposto,
fica fa´cil construir a matriz responsa´vel por esta transformac¸a˜o, conforme abaixo:
Syz =
 1 0 tgθ0 1 0
0 0 1

Pode-se, de modo ana´logo, definir os cisalhamentos Sxy, Sxz, Szx, Syz e Szy, conforme
esquema abaixo:
S =
 k Szx SyxSzy k Sxy
Syz Sxz k
 ,
onde k e´ o fator de homotetia o qual estudaremos na pro´xima sec¸a˜o.
Exemplo 5.19. Dado um objeto G do espac¸o R3, queremos executar um cisalhamento do
tipo Syx de aˆngulo θ, pore´m na direc¸a˜o do vetor (
√
5,−2, 0).
Com efeito, tal vetor encontra-se no plano OXY . Sendo ψ aˆngulo que ele forma com
o vetor da base canoˆnica (1,0,0), enta˜o
cosψ =
〈(1, 0, 0), (√5,−2, 0)〉
‖(1, 0, 0)‖‖(√5,−2, 0)‖ =
√
5
3
.
Por outro lado,
senψ =
2
3
Agora vamos executar o cisalhamento de um referencial apropriado. Para isso, faremos
primeiro uma mudanc¸a de referencial obtida atrave´s de uma rotac¸a˜o em torno do eixo OZ,
ou seja, [R]t[G], depois aplicamos o cisalhamento, [Syx][R]t[G], e por u´ltimo aplicamos a
mudanc¸a inversa de referencial,
[R][Syx][R]
t[G] =

√
5
3
−2
3
0
2
3
√
5
3
0
0 0 1
 ·
 1 0 tgθ0 1 0
0 0 1
 ·

√
5
3
2
3
0
−2
3
√
5
3
0
0 0 1
 · [G],
ou simplesmente, 
1 0
√
5
3
tgθ
0 1
2
3
tgθ
0 0 1

· [G],
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observando G do referencial canoˆnico.
De modo geral, se ~v pertencente ao plano OXY fazendo um aˆngulo ψ a partir do eixo
OX a matriz de cisalhamento Syx na direc¸a˜o de ~v e´
1 0 cosψ tg θ
0 1 senψ tg θ
0 0 1
 .
5.5 Homotetia
Definic¸a˜o 5.20. Dado um nu´mero real k, os pontos o e p e o vetor ~v = p − o, a
homotetia de fator k a partir do ponto o, e´ a transformac¸a˜o Hok , na˜o isome´trica, onde
Hok (p)= p
′ = o + k~v.
Ao ponto o, damos o nome de centro da homotetia. Tal definic¸a˜o esta´ intrinsecamente
ligada ao conceito de semelhanc¸a de figuras geome´tricas, tendo natureza afim, ja´ que
o paralelismo e´ conservado. Ha´, entretanto, uma modificac¸a˜o de maneira diretamente
proporcional na distaˆncia entre cada ponto com o centro da homotetia, bem como entre
cada ponto transformado.
Figura 5.22: Na homotetia a distaˆncia entre os pontos p′ e q′ e´ k vezes a distaˆncia entre
os pontos p e q
5.5.1 Matriz da Homotetia Hok
Seja o = (a, b, c, 1) e p = (x, y, z, 1), pela definic¸a˜o acima , temos
Hok (p) = o + k(p− o) = (a(1− k) + kx, b(1− k) + ky, c(1− k) + kz, 1),
ou em notac¸a˜o de matrizes,
Hok (p) =

a(1− k) + kx
b(1− k) + ky
c(1− k) + kz
1
 = H[p] =

k 0 0 a(1− k)
0 k 0 b(1− k)
0 0 k c(1− k)
0 0 0 1
 ·

x
y
z
1
,
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onde conclu´ımos que H e´ a matriz desta homotetia.
Uma homotetia atrave´s de um fator k, pode ser chamada de dilatac¸a˜o, quando k ∈
(−∞,−1) ∪ (1,+∞) ou de contrac¸a˜o, quando k ∈ (−1, 1).
5.5.2 Outras Homotetias
Sendo k ∈ R, E = {o, ε} um referencial e ε a base canoˆnica do R3, tomemos o plano Π
paralelo ao plano determinado pelos vetores ~e2 e ~e3 tal que o ∈ Π. Agora vamos interpretar
geometricamente como se comporta a homotetia de fator k partindo do plano Π na direc¸a˜o
e no sentido de ~e1, por exemplo. Um ponto p = (x, y, z, 1), atrave´s desta transformac¸a˜o,
dara´ lugar ao ponto p′ = (a(1− k) + kx, y, z, 1), ja´ que apenas a componente x sofrera´ a
homotetia. Em outras palavras, se a distaˆncia de p ate´ o plano Π e´ de a unidades, enta˜o
a distaˆncia de p′ ate´ Π sera´ de ka unidades, como vemos na Figura 5.23.
Sabendo que Π delimita dois subespac¸os em R3, conclu´ımos que p e p′ pertencem ao
mesmo subespac¸o delimitado pelo plano Π se k > 0, pertencem a subespac¸os opostos se
k < 0 e p′ ∈ Π, quando k = 0. A matriz desta transformac¸a˜o, contudo, sera´
He1 =

k 0 0 a(1− k)
0 1 0 0
0 0 1 0
0 0 0 1

Figura 5.23: Os pontos pertencentes ao
objeto se ”deslocam”perpendicularmente ao
plano Π
Figura 5.24: Os pontos do objeto se ”deslo-
cam”perpendicularmente a reta r ‖ e3
Ja´ vimos, portando que partindo de um ponto do espac¸o de treˆs dimenso˜es a homotetia
ocorre em treˆs direc¸o˜es, conforme seu referencial. Se, por acaso parte, de um plano
ortogonal a um dos vetores da base, a homotetia ocorre em apenas na direc¸a˜o deste vetor.
E se a homotetia partir de uma reta que passa pelo ponto o e e´ paralela a um dos eixos
do referencial adotado? E´ o que veremos agora.
Tomemos agora a reta r que passa pelo ponto o = (a, b, c, 1) , paralela ao eixo e3, por
exemplo, a homotetia de fator k na qual um ponto p = (x, y, z, 1), cuja distaˆncia ate´ a
reta r e´ de a unidades, e´ transformada no ponto p′ cuja a distaˆncia ate´ a reta r e´ de ka
unidades e´ a transformac¸a˜o Hor (p) = p
′ = (a(1− k) + kx, b(1− k) + ky, z, 1). Em outras
palavras, esta homotetia, transforma proporcionalmente as medidas de um determinado
objeto ao longo do eixo e1 e e2, mas mante´m ideˆntica as medidas na direc¸a˜o do eixo e3.
Contudo, a matriz de tal transformac¸a˜o e´
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H[p] =

k 0 0 a(1− k)
0 k 0 b(1− k)
0 0 1 0
0 0 0 1

E´ ana´loga a deduc¸a˜o da matriz da homotetia que utilizam os demais eixos da base
canoˆnica.
Tambe´m podemos executar transformac¸o˜es homote´ticas com diferentes fatores para
cada direc¸a˜o. A partir de um referencial canoˆnico tomemos os planos Π1 = (a, y, z, 1),
Π2 = (x, b, z, 1) e Π3 = (x, y, c, 1). Em seguida, executemos a homotetia a partir do
plano Πi de fator ki, i ∈ {1, 2, 3}. Denotando por Ho esta transformac¸a˜o, onde o =
Π1 ∩ Π2 ∩ Π3 = (a, b, c, 1), enta˜o dado um ponto p = (x, y, z, 1), temos que Ho(p) =
(k1x+ a(1− k1), k2y + b(1− k2), k3z + c(1− k3)). Logo, obtemos a matriz
Ho =

k1 0 0 a(1− k1)
0 k2 0 b(1− k2)
0 0 k3 c(1− k3)
0 0 0 1

Chamaremos, assim, o ponto o de centro da homotetia.
o pp-o
p'
k2f2f2
k1
f3
k3f3
f1
f1
Figura 5.25: Homotetia com diferentes fatores.
Uma outra maneira e´ ver esta homotetia como na Figura 5.25. Neste caso, ha´
um comportamento similar ao estabelecimento de coordenadas tomadas pelo referencial
ortogonal F = {o, ~f1, ~f2, ~f3, } o qual e´ obtido atrave´s das coordenadas do vetor p − o.
Temos enta˜o, o = (a, b, c) e p = (x, y, z) = o + (x − a, 0, 0) + (0, y − b, 0) + (0, 0, z − c),
assim
p′ = o + k1(x− a, 0, 0) + k2(0, y − b, 0) + k3(0, 0, z − c)
= (a+ k1x− k1a, b+ k2y − k2b, c+ k3z − k3c)
= (k1x+ a(1− k1), k2y + b(1− k2), k3z + c(1− k3)) = Ho(p).
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5.6 Projec¸a˜o no Plano Paralela um Eixo
Definic¸a˜o 5.21. Dados no espac¸o euclidiano um objeto G, um plano Π e uma reta r na
direc¸a˜o do vetor ~v na˜o paralelo a Π, dizemos que a projec¸a˜o paralela de G no plano Π e´
a transformac¸a˜o P : G −→ Π onde, para todo ponto q ∈ G, P (q) = Π ∩ rq, onde rq e´ a
reta paralela a r que passa por q .
q
r
P (q)
Π
rq
Figura 5.26
5.6.1 Projec¸a˜o Paralela no Plano OXY
Seja ~v = (a, b, c) um vetor do espac¸o e q = (x, y, z), tomemos o escalar k, na˜o nulo, tal
que q + k~v pertenc¸a ao plano OXY . Assim,
P (q) = q + k~v = (x+ ka, y + kb, z + kc).
Como P (q) ∈ OXY enta˜o z + kc = 0⇔ k = − z
c
, c 6= 0 e com isso
P (q) = (x− az
c
, y − bz
c
, 0).
Observe que esta e´ uma transformac¸a˜o linear, pois
P (0) = 0
e dado um ponto q′ = (x′, y′, z′) temos
P (q + δq′) =
(
x+ δx′ − a(z + δz
′)
c
, y + δy′ − b(z + δz
′)
c
, 0
)
=
(
x+ δx′ − az
c
− δaz
′
c
, y + δy′ − bz
c
− δbz
′
c
, 0
)
=
(
x− az
c
+ δ
(
x′ − az
′
c
)
, y − bz
c
+ δ
(
y′ − bz
′
c
)
, 0
)
= P (q) + δP (q′)
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Figura 5.27
Portanto, esta transformac¸a˜o pode ser executada atrave´s da matriz
P =

1 0 − a
c
0 1 − b
c
0 0 0
 .
Exemplo 5.22. Dado um plano Π que passa pelos pontos n = (2, 2,−1), o = (1, 0,−1)
e p = (2, 0, 1) e um vetor ~u = (2, 1, 1), podemos definir a matriz P da projec¸a˜o no plano
Π atrave´s do vetor ~u. Com efeito, o plano Π passa pela origem e e´ gerado pelos vetores
n−o = ~v = (1, 2, 0) e p−o = ~w = (1, 0, 2). Utilizando a definic¸a˜o da norma e do produto
vetorial podemos encontrar uma base ortonormal a qual dois de seus vetores geram o plano
Π, ou seja, a base
β =
{(
−
√
2
2
,
√
2
2
, 0
)
,
(
−
√
2
6
,−
√
2
6
,−2
√
2
3
)
,
(
−2
3
,−2
3
,
1
3
)}
.
Agora devemos aplicar a transformac¸a˜o de um referencial adequado. Para isto, aplicamos
a matriz
Iβε =

−
√
2
2
√
2
2
0
−
√
2
6
−
√
2
6
−2
√
2
3
−2
3
−2
3
1
3

que faz a mudanc¸a do referencial canoˆnico E = {0, ε} para o referencial B = {0, β}
Tratado neste novo referencial nosso vetor ~u tera´ coordenada(
−
√
2
2
,−7
√
2
6
,−5
3
)
.
Portanto, nossa matriz de projec¸a˜o, aplicada no referencial B sera´
P =

1 0 −3
√
2
10
0 1 −7
√
2
10
0 0 0

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Sendo assim, nossa projec¸a˜o e´ aplicada atrave´s da composic¸a˜o de treˆs transformac¸o˜es,
Iβε , P e (I
β
ε )
t, onde sua matriz e´ obtida atrave´s do produto de matrizes
PΠ = (I
β
ε )
t · P · Iβε .
Observac¸a˜o 5.23. No Exemplo 5.22, se o plano Π na˜o passasse pela origem, po-
der´ıamos executar tal transformac¸a˜o nos valendo das transformac¸o˜es do espac¸o afim,
onde utilizar´ıamos as matrizes de ordem 4 com suas devidas translac¸o˜es ao mudarmos de
referencial.
Cap´ıtulo 6
Transformac¸o˜es Projetivas
6.1 Espac¸o Projetivo
Dado o espac¸o euclidiano R3, tomemos o plano afim Π, de pontos do tipo (x, y, 1), e o
ponto O, a origem desse espac¸o. Seja P um ponto do espac¸o R3 na˜o pertencente ao plano
Π′ formado pelos pontos do tipo (x, y, 0), a reta r que passa pelos pontos O e P intersecta
o plano Π no ponto P ′. Chamamos P ′ de projec¸a˜o coˆnica do ponto P no plano Π.
Figura 6.1: P ′ e´ a projec¸a˜o do ponto P no hiperplano Π
Observe que na˜o so´ P como todos os pontos da reta r sa˜o projetados no plano Π no
mesmo ponto P ′. Cada reta que passa pela origem de R3, sem que a origem pertenc¸a
a essa reta pode ser considerada como um ponto projetivo e o conjunto de todos esses
pontos projetivos formam o espac¸o peojetivo RP2.
Os pontos projetivos que pertencem ao plano afim, como o pro´prio nome sugere, e´
chamado de pontos afins do espac¸o projetivo. Por outro lado, os pontos que pertencem
ao plano Π′ sa˜o chamados de pontos ideais ou pontos no infinito.
Se P = (x, y, z) e´ um ponto do espac¸o euclidiano pertencente a uma reta que tambe´m
passa pela origem, qualquer outro ponto P ′ pertencente a essa reta, e´ um mu´ltiplo de P ,
de modo que se k e´ um nu´mero real na˜o nulo, P ′ = kP . Em outras palavras, qualquer
outro representante de P no ponto projetivo pode ser representado como k(x, y, z). Por
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isso, define-se comumente a coordenada deste ponto projetivo, que passa por P , como
k[x, y, z]. Portanto, uma coordenada projetiva e´ definida a menos de um produto por um
escalar.
Figura 6.2: P ′ = (x1, y1, 1) e´ um ponto afim do plano projetivo e Q = (x0, y0, 0) representa
um ponto ideal.
Figura 6.3: A reta projetiva t no R3 e´ um plano que passa pela origem.
Sejam r1 e r2 duas retas paralelas projetadas no plano Π, z = 1, como na Figura 6.4,
elas representam no espac¸o R3 dois planos P1 e P2, respectivamente, que intersectam a
origem. Seja r a intersecc¸a˜o entre esses dois planos, sabemos da geometria euclideana que
r e´ paralela a r1 e r2 e ainda passa pela origem, ou seja, P1∩P2 e´ um ponto ideal do RP2.
Figura 6.4: Intersecc¸a˜o de duas retas no espac¸o projetivo.
Essa representac¸a˜o nos permite afirmar que no espac¸o projetivo na˜o existem retas
paralelas. Este fato nos e´ muito valioso nas representac¸o˜es de imagens do mundo ao
nosso redor em fotografias, pinturas, monitores e outras formas de projec¸a˜o. Olhando,
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por exemplo, as bordas de uma estrada reta de cima, notamos que estas bordas sa˜o
paralelas, pore´m se nos imaginarmos em pe´, no meio da estrada, teremos a impressa˜o que
tais bordas se encontram no horizonte. A geometria projetiva se encarrega de representar
estas situac¸o˜es, pois como vimos, dadas duas retas, ou ainda, um feixe de retas paralelas,
sempre existira´ um ponto no infinito onde estas retas se intersectam.
6.2 Matriz de uma Transformac¸a˜o Projetiva
Uma transformac¸a˜o projetiva T : RP2 → RP2 transforma pontos projetivos, isso significa
que do ponto de vista do modelo de espac¸o projetivo apresentado aqui ela transforma
uma reta que passa pela origem em outra reta que tambe´m passa pela origem. Assim,
deduzimos que essa transformac¸a˜o tem natureza linear e e´ invert´ıvel, logo deve existir
uma matriz A3×3 invert´ıvel capaz de representa´-la. Ainda, se T e´ uma transformac¸a˜o
projetiva, kT (p) = T (kp) = T (p), isto e´, uma transformac¸a˜o projetiva, do mesmo modo
que uma coordenada projetiva, e´ definida a menos de um produto por escalar. Este
fato nos permite usar uma transformac¸a˜o projetiva usando um representante do ponto
projetivo pertencente ao plano z = 1.
Partindo da afirmac¸a˜o acima, analisemos a matriz A3×3 da transformac¸a˜o T no que se
refere ao efeito provocado por cada um de seus blocos conforme divisa˜o mostrada abaixo.
A =
 a b t1c d t2
p1 p2 z

Vamos denotar o bloco com os elementos a, b c e d como bloco A11, o bloco A12 sera´ a
matriz com elementos t1 e t2, A21 a matriz de elementos p1 e p2 e A22 a matriz de elemento
z.
Tomando o elemento ponto afim do plano projetivo p = (x, y, 1) vamos verificar qual
o efeito do bloco A12 sobre o ponto p. Na operac¸a˜o
 a b 0c d 0
0 0 1
 ·
 xy
1
 =
 ax+ bycx+ dy
1

notamos que o bloco A11 e´ responsa´vel pelas transformac¸o˜es lineares entre os pontos afins
e preserva a natureza afim destes pontos.
De maneira semelhante, se aplicarmos esta matriz a um ponto ideal p’ = (x, y, 0),
obteremos o ponto ideal (ax + by, cx + dy, 0) que foi gerado de p’ atrave´s de uma trans-
formac¸a˜o linear.
Portanto, o bloco A11 preserva a natureza dos pontos projetivos, ou seja, pontos ideais
sa˜o transformados em pontos ideais, e pontos afins sa˜o transformados em pontos afins por
T . Ale´m disso, o bloco A11 mostra que as transformac¸o˜es lineares planas aplicadas no
plano z = 1 ou z = 0 nada mais sa˜o que transformac¸o˜es projetivas.
Substituindo na matriz A os elementos do bloco A12 temos
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0 0 1
 ·
 xy
1
 =
 ax+ by + t1cx+ dy + t2
1

O que nos mostra que a linearidade da transformac¸a˜o e a natureza afim do ponto p e´
mantida, essa transformac¸a˜o ainda e´ seguida de uma translac¸a˜o atrave´s do vetor (t1, t2, 0).
A relac¸a˜o entre transformac¸a˜o linear e projetiva se mante´m entre transformac¸a˜o afim
e projetiva quando estamos no plano z = 1, isto e´, uma transformac¸a˜o projetiva tambe´m
engloba as translac¸o˜es.
Por outro lado,  a b t1c d t2
0 0 1
 ·
 xy
0
 =
 ax+ bycx+ dy
0
 ,
isto significa que aplicada a um ponto ideal essa transformac¸a˜o equivale a uma trans-
formac¸a˜o linear sem translac¸a˜o, mas ele se transforma em outro ponto pertencente ao
plano z = 0. T transforma um ponto ideal em outro.
O bloco A22 faz a homotetia em relac¸a˜o origem do planos afim. Ao substituirmos o
elemento desse bloco obtemos
 a b t1c d t2
0 0 s
 ·
 xy
1
 =
 ax+ by + t1cx+ dy + t2
s
 =
 ax+by+t1scx+dy+t2
s
1

se aplicado a um ponto afim ou
 a b t1c d t2
0 0 s
 ·
 xy
0
 =
 ax+ bycx+ dy
0

se aplicado em um ponto ideal.
No plano afim, essa matriz aplica uma transformac¸a˜o linear, seguida de uma
translac¸a˜o, seguida ainda de uma homotetia de fator 1
s
. No plano z = 0, dos pontos
ideais, ela aplica apenas uma transformac¸a˜o linear. Pode-se perceber ainda que a natu-
reza dos pontos, seja ideais ou do plano afim, e´ preservada.
Ate´ agora tivemos resultados bastantes parecidos com os da geometria afim. Falta,
por fim, verificarmos qual impacto dos componentes do bloco A21. Para termos uma
ideia clara dessa transformac¸a˜o escrevamos a matriz A3×3 obtida a partir da identidade
modificando apenas os elementos do bloco A21 e em seguida apliquemos a transformac¸a˜o
em um ponto gene´rico do plano afim e em um ponto ideal.
 1 0 00 1 0
p1 p2 1
 ·
 xy
1
 =
 xy
p1x+ p2y + 1

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Figura 6.5: Transformac¸a˜o de um ponto
do infinito em um ponto de fuga.
Figura 6.6: Aplicac¸a˜o de uma trans-
formac¸a˜o projetiva com dois pontos de
fuga.
e por outro lado
 1 0 00 1 0
p1 p2 1
 ·
 xy
0
 =
 xy
p1x+ p2y

Primeiramente, observando o primeiro produto, existe infinitos x, y ∈ R, tais que
p1x+ p2y + 1 = 0, bastando tomar
y = −1 + p1x
p2
, p2 6= 0,
mostrando que existem infinitos pontos afins da forma (x, y, 1) que sa˜o transformados pela
matriz A em pontos ideais.
Por outro lado, de maneira parecida, existem infinitas soluc¸o˜es para a equac¸a˜o p1x+
p2y = 1. Isso significa que existem infinitos pontos ideais da forma
(
x,
1 + p1x
p2
, 0
)
, p2 6= 0
que a matriz A transforma em pontos afins do espac¸o projetivo.
Do ponto de vista do espac¸o projetivo, afirmar que T transforma pontos ideais em
pontos afins equivale a dizer que dado um feixe de retas paralelas no plano afim existe
um ponto f desse plano onde T transforma tais retas em retas que se intersectam em no
ponto f o qual chamamos de ponto de fuga.
De maneira ana´loga, a matriz de uma transformac¸a˜o projetiva do espac¸o RP3 tem
as mesmas caracter´ısticas, pore´m sendo uma matriz de ordem 4. Neste caso, temos treˆs
elementos responsa´veis pelas transformac¸o˜es de perspectiva, p1, p2 e p3, conforme podemos
ver na matriz B.
B =

a b c t1
d e f t2
g h i t3
p1 p2 p3 z

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Figura 6.7: Transformac¸a˜o com treˆs pontos de fuga.
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