Abstract. In this paper we prove a new discrete Hardy type inequality involving a kernel which has a more general form than those known in the literature. We obtain necessary and sufficient conditions for the boundedness of a matrix operator from the weighted l p,v space into the weighted l q,u space defined by
Introduction and preliminaries
Let 1 < p, q < ∞,
be positive sequences of real numbers, which will be referred to as weight sequences. Let 1 < p < ∞. We denote by l p,v the space of sequences f = {f i } ∞ i=1 of real numbers such that
Moreover, let (a i,j ) be a non-negative triangular matrix with entries a i,j ≥ 0, if i ≥ j ≥ 1 and a i,j = 0, if i < j.
We consider an estimate of the following form and C is a positive finite constant independent of f . When one of parameters p or q is equal to 1 or ∞, necessary and sufficient conditions of the validity of (1.1) with the exact value of the best constant C > 0 have been obtained in [8] . In case 1 < p, q < ∞ inequalities as (1.1) have not been established yet for arbitrary matrices (a i,j ). Instead inequality (1.1) has been established with certain restrictions on the matrix (a i,j ).
When a i,j = 1, i ≥ j ≥ 1, the operators (1. Hardy inequalities can be found in different books, see e.g. [1] .
In [4] , [5] necessary and sufficient conditions for the validity of (1.1) have been obtained for 1 < p, q < ∞ under the assumption that there exists d ≥ 1 such that the inequalities 1 d
is called almost non-decreasing (non-increasing), if there exists c > 0 such that
In [6] estimate (1.1) has been studied under the assumption that there exist d ≥ 1 and a sequence of positive numbers {ω k } ∞ k=1 , and a non-negative matrix (b i,j ), where b i,j is almost non-decreasing in i and almost non-increasing in j, such that the inequalities 1
In this paper we consider inequality (1.1) under the following assumption. , and a non-negative matrix (b i,j ), whose entries b i,j are almost non-decreasing in i and almost non-increasing in j such that the inequalities 1 d
is a non-decreasing sequence and {d i } ∞ i=1 is an arbitrary sequence, then the entries of the matrix (a i,j ) satisfy condition (1.5) 
In general, the entries a i,j do not satisfy condition (1.6). If
is a non-decreasing sequence and
is an arbitrary sequence, then the entries a i,j satisfy condition (1.6), but in general, condition (1.5) does not hold for the entries of the matrix (a i,j ).
Thus, conditions (1.5), (1.6) include condition (1.4) and complement each other.
We also note that from (1.6) it easily follows that
A continuous analogue of (1.5)-(1.6) has been considered by R. Oinarov in [3] .
Notation: If M and K are real valued functionals of sequences, then we understand that the symbol M K means that there exists c > 0 such that M ≤ cK, where c is a constant which may depend only on parameters such as p, q and d.
For the proof of our main theorem we need the following well-known result for the discrete weighted Hardy inequality (see [1] , [7] ). For the sake of completeness, we include a statement of such result. 
Moreover, H ≈ C, where C is the best constant in (1.9).
We also need the following well-known result (see [4] ).
Lemma A. Let γ > 0. Then there exists c > 0 such that 
Main results
Theorem 2.1. Let 1 < q < p < ∞. Let the entries of the matrix (a i,j ) satisfy Assumption A. Then estimate (1.1) for the operator defined by (1.3) holds if and only if F = max{F 1 , F 2 } < ∞, where
and
Moreover F ≈ C, where C is the best constant in (1.1).
Proof. Necessity. Let us assume that (1.1) holds for a finite constant C. Let m ≥ 1. Then we take a test sequence
Substituting f m in the left hand side of inequality (1.1) and using (1.11) and (1.8), we deduce that
Since m ≥ 1 is arbitrary we have that
Inequality (1.1) holds if and only if the following dual inequality
holds for the conjugate operator A * , which is defined by (1.2). Moreover, the best constants in (1.1) and (2.4) coincide.
we have that
By using (1.10) and (1.7) we have that
Since m ≥ 1 is arbitrary, then (2.4), (2.5), (2.6) imply that F 2 C. Hence, (2.3) implies that
The proof of the necessity is thus complete.
Sufficiency. Let F < ∞ and 0 ≤ f ∈ l p,v . For all j ≥ 1 we define the following set:
where d is the constant from (1.6) and Z is the set of integers. We assume that inf T j = ∞, if T j = ∅ and k j = inf T j , if T j = ∅. We can clearly assume that (Af ) 1 = 0. Without loss of generality, we may assume that a i,j is non-increasing in j, otherwise we take a i,j ≈ a i,j = sup
where N is the set of natural numbers. Suppose that m 2 is such that sup M 1 = m 2 . Obviously m 2 > m 1 and if the set M 1 is upper bounded, then m 2 < ∞ and m 2 = max M 1 . We now define inductively the numbers 0 = m 1 < m 2 < . . . < m s < ∞, s ≥ 1. We set m s+1 = sup M s , where M s = {j ∈ N : k j = k ms+1 }.
Let N 0 = {s ∈ N : m s < ∞}. Further, we assume that k m s+1 = n s+1 , s ∈ N 0 . From the definition of m s and from (2.8) it follows that
We assume that
There are two possible cases: N 0 = N and N 0 = N.
1. If N 0 = N, then we estimate the left hand side of (1.1) in the following way. Clearly inequalities n s+1 < n s+2 < n s+3 imply that −n s+3 + 1 ≤ −n s+1 − 1 for all s ∈ N. Hence, (2.9), (1.6) imply that
Now, by using (2.9) and (2.11), we can estimate the summand on the left hand side in (1.1) in the following way:
where
To estimate S 1 , we apply the Hölder Inequality in the inner summand with the powers p, p and in the outer summand with the powers
, and we obtain that
By (1.11) and (1.7) we can estimate F 2 as follows:
(2.14)
By (2.13) and (2.14) we deduce that
Next we introduce the sequence
Hence, we can rewrite S 2 in the following form:
Thus, by Theorem A, we have that
By Assumption A, b i,j is almost non-decreasing in i and almost non-increasing in j, and accordingly,
By combining (2.16), (2.17) and (2.18), we obtain
Thus, from (2.10), (2.12), (2.15) and (2.19) it follows that
i.e inequality (1.1) is valid and we see that the best constant in (1.1) C F . If I 1 = 0 then we estimate I 1 using (2.11) and the previous proof for the case N 0 = N . Hence, we obtain
By using (2.9) and applying the Hölder Inequality with the powers p, p and with the powers
, we obtain the following inequality
Using (1.11) and (1.7) we can estimate F 2 as follows: 2) If n s 0 +1 = ∞, which means that k ms 0 +1 = ∞, then we have k j = ∞ and It is known that inequality (1.1) holds if and only if the dual inequality defined by (2.4) holds for the conjugate operator A * , which coincides with operator defined by (1.2). Moreover, the best constants in (1.1) and (2.4) coincide.
Therefore by using Theorem 2.1 with p , q , v −1 and u −1 replaced by q, p, u and v, respectively, we obtain the following dual version of Theorem 2.1: Theorem 2.2. Let 1 < q < p < ∞. Let the entries of the matrix (a i,j ) satisfy Assumption A. Then estimate (1.1) for the operator defined by (1.2) holds if and only if F * = max{F * 1 , F * 2 } < ∞, where
Moreover F * ≈ C, where C is the best constant in (1.1).
Application of the main results
Our main results can be used to derive other inequalities. We consider an additive estimate of the form
where the matrix operator A is defined by (1.2) and the operator A 0 is defined
We assume that the weighted sequences v and ρ satisfy the following conditions
We denote by ∆ϕ i the difference ϕ i − ϕ i−1 and we set
for all n ≥ 1. Next we introduce the following result of R. Oinarov [2] on the equivalence of inequalities (2.17) and (1.1) which we exploit below.
Theorem C Let 1 < p, q < ∞. Let the entries of the matrix (a k,i ) of the operator A be non-negative and non-increasing in i, i.e. a k,i+1 ≤ a k,i , if k ≥ 1, i ≥ 1. Then inequality (3.1) holds if and only if the inequality
holds. Moreover, C ≈ C, where C and C are the best constants in (3.1) and (3.2), respectively.
By exploiting Theorem C, we obtain the following statement:
Theorem 3.1. Let 1 < q < p < ∞. Let the entries of the matrix (a i,j ) satisfy Assumption A. Then inequality (3.1) holds if and only if E = max{E 1 , E 2 } < ∞, where Moreover, C ≈ C 1 , where C and C 1 are the best constants in (3.1) and (3.5), respectively. It is easy to see that the entries of the matrix ( a i,j ) satisfy the following condition a i,j ≥ a i,k , i ≥ k ≥ j ≥ 1. Then according to Theorem C inequality (3.5) holds if and only if the inequality
holds. Moreover, C 1 ≈ C 2 , where C 2 is the best constant in (3.6).
Since (3.5) is equivalent to inequality (3.1), inequality (3.6) is equivalent to inequality (3.1). By Theorem 2.2 inequality (3.6) (and, thus, (3.5) and (3.1)) holds if and only if E = max{E 1 , E 2 } < ∞.
Hence, the proof is complete.
