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Introduction
The extension of the concept of cardinal polynomial B-splines to orders other than n ∈ N was first undertaken in [10, 12] . There, real orders α > 1 were considered and in [10] these splines were named fractional B-splines. In [4] a more general class of cardinal B-splines of complex order or, for short, complex B-splines, B z : R → C were defined in the Fourier domain by for z ∈ C with Re z > 1. The motivation behind the definition of complex B-splines is twofold. Firstly, there is the need for a continuous family (with respect to smoothness) of analyzing basis functions to close the gap between the the integer-valued smoothness spaces C n associated with the classical Schoenberg polynomial B-splines. Secondly, there are requirements for a single-band frequency analysis. For some applications, e.g., for phase retrieval tasks, complex-valued analysis bases are needed since real-valued bases can only provide a symmetric spectrum. Complex B-splines combine the advantages of spline approximation with an approximate one-sided frequency analysis. In fact, the spectrum | B z (ω)| has the form | B z (ω)| = | B Re z (ω)|e −i Im z ln |Ω(ω)| e Im z arg Ω(ω) ,
where Ω(ω) :=
. Thus, the spectrum consists of the spectrum of a realvalued B-spline, combined with a modulating and a damping factor: The presence of the imaginary part Im z causes the frequency components on the negative and positive real axis to be enhanced with different signs. This has the effect of shifting the frequency spectrum towards the negative or positive frequency side, depending on the sign of Im z. The corresponding bases can be interpreted as approximate single-band filters [4] .
For certain types of applications such as geophysical data processing a multichannel description is required. For instance, seismic data has four channels, each associated with a different kind of seismic wave: the so-called P (Compression), S (Shear), L (Love) and R (Rayleigh) waves. Similarly, the colour value of a pixel in a colour image is composed of three components -the red, green and blue channels. In order to perform the tasks of processing multi-channel signals and data an appropriate set of analyzing basis functions is required. These basis functions should have the same analytic properties of complex B-splines but should in addition be able to describe multi-channel structures. In [7, 8] a set of analyzing functions based on wavelets and Clifford-analytic methodologies were introduced in an effort to process four channel seismic data. A multiresolution structure for the construction of wavelets on the plane for the analysis of four-channel signals was outlined in [5] . Here we first investigate the mathematical foundations for the application of quaternion-valued basis functions to the analysis of multichannel signals and images.
This paper is organized as follows. In section 2 we outline the properties of the algebra of quaternions that will be required in later sections and set the notation. In section 3 we introduce the quaternionic B-splines B q via their Fourier transforms, show that in general the semigroup property B z * B w = B z+w enjoyed by the complex B-splines, fails when the order is quaternionic, give estimates of the L 2 and L 1 norms of he quaternionic B-splines, and outline their decay, smoothness, and approximation order. Section 4 concentrates on quaternionic binomial expansions and quaternionic Gamma functions, and results are proved which will allow us to give a description of B q in the time domain. This description is delivered in section 5, where we also prove a recurrence relation for quaternionic splines, achieved through the consideration of an appropriate backwards difference operator. In section 6 we outline miscellaneous properties of quaternion B-splines and Gamma functions, including rotation-covariance between the quaternionic order and the range of these functions. The refinability and multiscale structure of B q is the topic of section 7.
It is shown that, like the standard B-splines, the quaternionic B-splines are scaling functions in the sense of wavelet theory and their shifts form a Riesz basis for their linear span. The approximation order of the associated projection operators is also investigated. Finally in section 8, the pointwise and L p convergence properties of the the B-splines to quaternionic Gaussian functions in proved.
Notation and Preliminaries
The real, associative algebra of quaternions H = H R is given by
where the imaginary units e 1 , e 2 , e 3 satisfy e 2 1 = e 2 2 = e 2 3 = −1, e 1 e 2 = e 3 , e 2 e 3 = e 1 and e 3 e 1 = e 2 . Because of these relations, H is a non-commutative algebra.
v i e i may be decomposed as q = Sc(q)+Vec(q) where Sc(q) = a is the scalar part of q and Vec(q) = v = v i e i is the vector part of q.
The conjugate q of the real quaternion q = a + v is the quaternion q = a − v. Note
v j e j and
w j e j are quaternionic vectors, then
where v, w = 3 j=1 v j w j is the scalar product of v and w and
is the vector (cross) product of v and w.
q i e i , where q i is the complex conjugate of the complex
p i e i ∈ H C , we define the inner product p, q to be the complex number p, q = 3 i=0 p 1 q i = Sc(pq). We also define e q by the usual series:
We require the following bounds on |e q |, which we state without proof.
2. If z ∈ C and q = zq ∈ H C , then |e
is the Banach space of measurable functions f : R → F for which
given by
and may be extended to L 2 (R, F), on which it becomes a multiple of a unitary mapping: F f, F g = 2π f, g .
Quaternionic B-Splines
v j e j ∈ H R and z ∈ C, we define the quaternionic power
This definition of z q allows for the usual differentiation and integration rules:
and
In general, however, the semigroup property z q1 z q2 = z q1+q2 fails to hold. The following proposition characterizes the situation in which the semigroup property holds:
for all z in a neighborhood of z = 1 if and only if the set {v 1 , v 2 } is linearly dependent in R 3 and q 3 = q 1 + q 2 .
Proof. First note that with an application of the first of the equations in (3.2), differentiating the equation z q1 z q2 = z q3 with respect to z yields
Setting z = 1 in this equation gives q 1 + q 2 = q 3 . Furthermore,
We now divide both sides of (3.3) by z a1+a2 and equate the vector parts of both sides of the resulting equation: 6 + · · · , we expand both sides of equation (3.4) , multiply the power series on the right hand side together and extract the coefficient of (log z) 2 on both sides. This yields v 1 ∧ v 2 = 0, which gives the result.
For z ∈ R, we also define
We define the B-spline B q of quaternionic order q (for short quaternionic Bspline) in the Fourier domain to be the function B q : R → H C given by
, we obtain, via (3.1), the precise meaning of (3.5), namely, The function Ξ has a removable singularity at ξ = 0 with Ξ(0) = 1. It follows from Re Ξ(ξ) = ξ −1 sin ξ and Im Ξ(ξ) = ξ
Hence, Ξ and therefore B q are well-defined when −π < arg Ξ ≤ π. Equation (3.6) also implies that B q ∈ L 2 (R, H C ) for a fixed q with Sc q > 1 2 and in L 1 (R, H C ) for a fixed q with Sc(q) > 1 as the fractional B-splines [10] satisfy these conditions.
Similarly, if Sc(q) > 1 then
Note that B q ∈ L 1 (R, H C ) implies that B q is uniformly continuous on R. The next results follow directly from the corresponding properties of fractional B-splines [10] . For a real number s ≥ 0 and 1 ≤ p ≤ ∞, the Bessel potential space
Proposition 2. Let B q be a quaternionic B-splines with Sc(q) > 1 2 . Then B q enjoys the following properties:
where the ceiling function · : R → Z is given by r → min{n ∈ Z : n ≥ r}.
Quaternionic Binomial Expansions
Given q = a + v ∈ H R , a := Sc(q), and j ∈ N, we define the quaternionic Pochhammer symbol by (q) j := q(q − 1) · · · (q − j + 1), and the quaternionic binomial coefficient by
We also introduce the quaternionic Gamma function Γ by setting
The integrals on the right-hand side converge since
The integrals ∞ 0 t a−1 cos(|v| log t)e −t dt and
can be explicitly computed yielding
respectively. Hence, the quaternionic Gamma function (4.1) can be extended to include values a ∈ R − \ Z − . Using (3.1), we write (4.1) in the more succinct notation
Integration by parts in the integral (4.2), where we use the differentiation formula (3.2), produces the functional equation
For the quaternionic Pochhammer symbol and the quaternionic binomial coefficient we thus have
.
Below, we require an asymptotic estimate of the quaternionic Gamma function. For this purpose we first derive the following Gauß-type limit representation of Γ(q).
Proof. The proof employs the ideas outlined in [1, 10.1]. Set
where χ denotes the characteristic function. The dominated convergence theorem implies that
Changing variables to u := t n in (4.5) gives F (q, n) = n
Integrating by parts yields
Repeating (n − 1)-times gives
which implies (4.4).
From (4.3), one obtains the following asymptotic behavior of Γ(q): if n ∈ N,
We have the following quaternionic binomial expansion. Theorem 1. Let q = a + v ∈ H R with a > 0 and z ∈ C with |z| ≤ 1. Then
we have
Note that
In fact, there are constants α j and β j such that
Let γ j = α j β j and observe that γ 0 = 1 0 . Differentiating both sides of (4.8) with respect to z gives
. Hence
The matrix A may be diagonalized over C or H R . We note that A has quaternionic eigenvalues q = a + v with corresponding eigenvector −v/|v| 1 andq = a − v with corresponding eigenvector v/|v| 1 . Note that the eigendecomposition of A is not
Hence γ j = 1 2
We similarly have f
With γ j = α j β j and γ 0 = 0 1 , we find that
for all |z| < 1. Combining (4.9) and (4.10) gives
for all |z| < 1. Now, we have the following estimate as q → ∞ along any line connecting the origin with ∞:
where we have used the estimate (4.6). Here c denotes a positive constant. Hence, in (4.11) we can let |z| → 1 − .
Remark 1. As mentioned in the above proof, the matrix A may be diagonalized over C. The complex eigenvalues of A are w = a + i|v| with associated eigenvector 1 i and w = a − i|v| with associated eigenvector 1 −i . We then compute the product j−1
where w j is the Pochhammer product associated with the complex number w. As a consequence we have the expansion
and comparing (4.12) with (4.7) we have
where q = a + v ∈ H R and w = a + i|v| ∈ C. We note that (4.13) may be used to compute the quaternionic Pochhammer symbol q j using complex algebra only.
Time Domain Representation of Quaternionic B-Splines
In this section, we derive the time domain representation of a quaternionic Bspline and present an alternative way of defining quaternionic B-splines. For this purpose, given the ordinary univariate differentiation operator D : C 1 → C, we define the antidifferentiation or integration operator of quaternionic order q on the Schwartz space S(R) by
where T t the translation operator T t f := f ( · − t).
Theorem 2. The quaternionic B-spline B q (q ∈ H R ) defined in (3.5) with Sc(q) > 1 has the time domain representation
This equality holds in the sense of distributions and in L 2 (R). Moreover, the quaternionic B-spline satisfies the distributional differential equation
where δ k denotes the Dirac delta distribution supported on k ∈ Z + 0 .
Proof. Let a distribution B q be defined by (5.3). Then
We then find
Here, we used the Dominated Convergence Theorem to exchange sum and integral.
Following the arguments presented in [3, Section 2.3], we obtain for the last integral in the above expression
Whence,
by the quaternionic binomial theorem 1. The above proof suggests the definition of a backwards difference operator of quaternionic order q. Indeed, let f ∈ C c (R) be a compact supported continuous function. Then we call for a fixed q ∈ H R , a backwards difference operator of quaternionic order q or, for short, a quaternionic backwards difference operator. The proof of Theorem 2 shows then that
or, equivalently,
in analogy with the corresponding property for the complex and classical polynomial B-splines. For j = 1, 2, let w j ∈ C with Re(w j ) > 1. In [4] it is shown that
where B wj (j = 1, 2) are complex B-splines. This is a consequence of the fact that z w1 z w2 = z w1+w2 for complex z in a neighborhood of the identity. Proposition 1 shows that the corresponding result fails when w 1 , w 2 are replaced by quaternions. In fact, if q j = a j + v j ∈ H R with a j > 0 then
for some q 3 ∈ H R and all z in a neighborhood of the identity in the complex plane if and only if q 3 = q 1 + q 2 and the vectors v 1 , v 2 are linearly dependent in R 3 . We therefore have the following result for quaternionic B-splines: We remark that since C may be realized as a commutative subalgebra of H R as
for each k ∈ {1, 2, 3}, in the case where q 1 = a 1 + λ 1 e k , q 2 = a 2 + λ 2 e k , and a 1 , a 2 > 0, λ 1 , λ 2 ∈ R and k ∈ {1, 2, 3} fixed, we recover the convolution property (5.4). Given z, w ∈ C and q 1 = a 1 + v 1 , q 2 = a 2 + v 2 ∈ H R , note that if {v 1 , v 2 } is linearly dependent then z q1 w q2 = w q2 z q1 . The operators D q1 and ∇ q2 are multiplier operators in the sense that
for sufficiently smooth functions f . Consequently, if {v 1 , v 2 } is linearly dependent, we have
The time domain representation (5.2) of B q2 may be written as
Then, provided that a 2 − a 1 > 1 and {v 1 , v 2 } is linearly dependent, an application on (5.5) gives
For complex q j , this identity reduces to the one known from the theory of complex B-splines.
Proposition 4.
The quaternionic B-spline B q , with q ∈ H R and Sc(q) > 1, satisfies the recursion relation
Proof. Let f be a function defined on [0, ∞). Consider
As ∇B q−1 (t) = B q−1 (t) − B q−1 (t − 1), substitution into the above equation yields the result.
Miscellaneous properties of Quaternionic Gamma functions and B-splines
In this section, we show that the quaternionic Gamma function is rotationally covariant and satisfies a certain homogeneity property. Both properties are inherited by the quaternionic B-splines.
To this end, let σ ∈ SO(3) be a rotation. Then we define 1 ⊗ σ ∈ SO(4) as the rotation of R 4 which fixes the x 1 axis and rotates the three-dimensional orthogonal subspace via σ, i.e., in quaternionic notation, if
Lemma 3. Let σ ∈ SO(3) and q ∈ H R . Then
Proof. Since Γ(q) has the integral representation (4.1) we obtain
As Γ(q) ∈ H R , we write
However, since Γ(q) i = v i |v| ∞ 0 t a−1 sin(|v| log t) dt for i ∈ {1, 2, 3}, we have the following homogeneity relation.
Lemma 4. For all q = a + v ∈ H, i ∈ {1, 2, 3},
The rotation-covariance of the Gamma function is inherited by the quaternionic B-splines. In fact, we have Lemma 5. Let σ ∈ SO(3). Then for all q ∈ H R , B (1⊗σ)(q) (t) = (1 ⊗ σ)(B q (t)).
Furthermore, the homogeneity relation for the quaternionic Gamma function also transfers to quaternionic B-splines.
Lemma 6. For all q = a + v ∈ H R , i ∈ {1, 2, 3},
Proof. Note that the Fourier transform of B q (q = a + v) has the representation (3.6). Consequently, for each i ∈ {1, 2, 3},
from which the result follows.
Refinability and Multiscale Structure
In this section we show refinability and multiscale structure of quaternionic Bsplines. To this end, define for a fixed q ∈ H R with Sc q > 1,
Using Definition (3.1) and the quaternionic binomial theorem 1, one shows that
Hence, H 0 is a quaternion-valued 2π-periodic bounded function. In other words, the quaternionic B-spline B q satisfies the refinement equation
where the {h(k)} k∈Z are the Fourier coefficients of the function H 0 and the convergence is in the sense of L 2 . Recalling the integrand in (4.2), we have the following inequalities for | B q | 2 :
Theorem 3. Suppose that q ∈ H R with Sc q > 1 fixed. Denote by D the unitary dilation operator (Df )(x) := √ 2f (2x). Define the shift-invariant spaces
Proof. We employ Theorem 2.13 from [11] . Observe that (1) B q is continuous at the origin and B q (0) = 1.
(2) B q satisfies a refinement equation, namely (7.1).
. Indeed, by (7.2) and the fact that the fractional B-splines form a Riesz sequence for L 2 (R, C) [10] , we obtain
for some positive constants A ≤ B. The statement now follows.
Next, we consider the approximation order of the shift-invariant spaces V q n . To this end, denote by P n :
where · , · denotes the L 2 (R, H C ) inner product. The operator P n is said to provide approximation order α if
for all f ∈ H α (R, H C ). We require the following known result adapted to our setting. For a proof and details, see for instance [2] .
Lemma 7. The approximation order of the operator P n is given by min{ Sc q , m}, where m is the order of the zero of 1 − |H 0 (ξ)| 2 at the origin.
We then arrive at the next result which provides the approximation order of the shift-invariant spaces associated with B q .
Theorem 4. The operator P n defined in (7.4) provides approximation order 2.
where K is a function not vanishing at the origin. The result now follows from Lemma 7.
We note here the rotation-covariance property of the inner products B q , f . For f ∈ L 2 (R, H C ) and σ ∈ SO(3), by Lemma 3 we have
Convergence to Gaussian Functions
Next, we investigate the convergence of quaternionic B-splines to modulated and shifted Gaussians when Sc(q) → ∞. First, we consider the case of pointwise convergence in the Fourier domain. Multiplying both sides by q = a + v, exponentiating both sides, and replacing ξ by ξ/ √ a gives
so that
and the result follows by allowing a → ∞.
We note that in the denominator on the left hand side of (8.1), we have |e
In order to establish convergence to a modulated and shifted Gaussian in L p -norm, we require the following lemma and its corollary. where
Proof. Let I(t) = 
where Similarly, we have
, and
, we obtain from (8.3)
On the other hand, since |q| = |z|, the right hand side of (8.2) is equal to 
Applying the relations
to (8.6) yields
where we have applied the complex change of variables ξ → ξ−iα/2. This requires a change of the contour of integration. However, in this situation, standard techniques of compiex analysis may be applied to show that the contour remains unchanged. Lastly, we need a result from [9] . Note that the right-hand side of (8.8) is an element of L p (R), 1 ≤ p ≤ ∞, and is independent of a. Both estimates above hold independent of a ≥ 2. We write, as in the proof of Theorem 5,
where R(ξ/ √ a) := q log Ξ(ξ/ √ a) − q −iξ/(2 √ a) − ξ 2 /24a . The above estimates for B q and A q imply that both functions are elements of L p (R) for 1 ≤ p ≤ ∞. Therefore, using the fact that there exists a constant K > 0 such that
