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Abstract 
Services are characterised by the integration of customers while the service is produced. This 
integration leads to interruptions in the processing of a customer order until the customer pro-
vides the missing input. Since customer behaviour can be planned to a certain extent only 
challenges in planning an efficient delivery of a service process arise. This holds especially 
true for operational control as it has to correct deviances in the short-term. Thus, the following 
research question occurs: How can service processes be controlled efficiently taking customer 
integration into account? The aim of this working paper is to conduct a comprehensive litera-
ture review with regard to the research question. The results show that the majority of ap-
proaches are originate from manufacturing dealing with processes mainly conducted by ma-
chines and having stock-keeping possibilities. These manufacturing processes  and the ap-
proaches typically do not deal with the complex influence of customer integration on opera-
tional control as in the case of service processes. It is concluded that a sufficient answer to 
control service processes is missing so far and thus potential research areas are addressed. 
Key words: operational control, services, literature review 
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1  Einleitung 
Dienstleistungen nehmen im wirtschaftlichen Geschehen eine bedeutende Rolle ein.
1 So hat 
der Dienstleistungssektor vor allem in Industrieländern einen wesentlichen Anteil an der Brut-
towertschöpfung.  In  Deutschland  beträgt  dieser  Anteil  beispielsweise  72,7  Prozent  (Stand 
2009).
2 Auch in sich entwickelnden Ländern wie Indien, Russland und Indonesien erhöht sich 
die Bedeutung des Dienstleistungssektors stetig.
3  
Eine zentrale Frage bei der Betrachtung von Dienstleistungen nach wirtschaftlichen Kriterien 
ist die Effizienz ihrer Erstellung.
4 Die Leistungserstellung findet in den jeweiligen Geschäfts-
prozessen eines Unternehmens statt.
5 Ein Geschäftsprozess (im Weiteren auch als Prozess 
bezeichnet) besteht aus mehreren verbundenen Aktivitäten, die für die Erfüllung eines Ge-
schäftsziels, z.B. die Erbringung einer Dienstleistung, notwendig sind.
6 Die erforderlichen 
Aktivitäten werden von den Ressourcen des Unternehmens wie z.B. Mitarbeitern und Infor-
mationssystemen durchgeführt. In einem Geschäftsprozess wird somit festgelegt, wie, wann 
und in welcher Reihenfolge die einzelnen Ressourcen in den erforderlichen Aktivitäten eine 
Dienstleistung erbringen.
7  
Die Erbringung von Dienstleistungen ist durch die Beteiligung von Kunden am Leistungser-
stellungsprozess  gekennzeichnet.
8  Kundenintegration  bedeutet,  dass  der  Kunde  einen  oder 
mehrere Input(s) (z.B. Dokumente und Informationen) während des Leistungserstellungspro-
zesses bereitstellt. Dies führt zu Schwierigkeiten bei der Steuerung der Leistungserstellung.
9 
Diese  Kundenintegration  weist  erhebliche  Unterschiede  hinsichtlich  der  Kontakthäufigkeit 
und -intensität, der Individualisierung der Leistungen oder des benötigten Kundeninputs pro 
Kunde auf.
10 Zudem verhalten sich Kunden nicht immer wie geplant bzw. vereinbart. So kön-
nen möglicherweise in Formularen wichtige Informationen fehlen oder der Kunde erscheint 
nicht zum vereinbarten Beratungstermin. In der Folge kommt es entweder zu Zeitverzögerun-
gen oder sogar zu Rückschleifen (die Bearbeitung eines vorherigen Prozessschritts muss er-
neut durchgeführt werden).
11 Dadurch weicht die tatsächliche von der geplanten Leistungser-
stellung ab, was zu längeren Durchlaufzeiten in Dienstleistungsprozessen führt.
12 Hier muss 
ein  Prozessverantwortlicher  im  Rahmen  der  Aufgabe  der  operativen  Steuerung  kurzfristig 
eingreifen und eventuell notwendige Maßnahmen ergreifen. Gegenstand der operativen Steue-
rung ist damit die Zuweisung von Ressourcen, wie z.B. Mitarbeiter, Maschinen und Informa-
tionssysteme, zu durchzuführenden Aktivitäten, um Kundenaufträge effizient bearbeiten zu 
können. Der Zeithorizont für ein solches Eingreifen beträgt üblicherweise Stunden, kann aber 
                                                 
1   Vgl. Chase/Apte (2007), S. 375. 
2   Vgl. Statistisches Bundesamt Deutschland (2009), S. 101. 
3   Vgl. Metters/Marucheck (2007), S. 195 f. 
4   Vgl. Johnston/Jones (2004), S. 201. 
5   Vgl. Zairi (1997), S. 64.; Vergidis et al. (2008), S. 94. 
6   Vgl. Davenport/Short (1990), S. 13. 
7   Vgl. Vergidis et al. (2008), S. 93 f. 
8   Vgl. z.B. Sampson/Froehle (2006); Corrêa et al. (2007). 
9   Vgl. Davies (1994), S. 1365; Zomerdijk/de Vries (2007), S. 108 f. 
10   Vgl. Stuhlmann (1999), S. 25 f. 
11   Vgl. Lindau (1997), S. 92; Heckl/Moormann (2010), S. 531. 
12   Vgl. Davies (1994), S. 1365. Die Durchlaufzeit eines Kundenauftrags setzt sich aus den einzelnen Bearbei-
tungs-, Transport- und Wartezeiten zusammen; vgl. Fischermanns (2009), S. 245. Stand der Literatur zur operativen Steuerung von Dienstleistungsprozessen 
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auch minuten- oder sekundengenau erfolgen.
13 Allerdings ist unklar, welche Auswirkungen 
dies genau auf die Leistungserstellung hat.
14 Daher stellt sich folgende Forschungsfrage: Wie 
können Dienstleistungsprozesse operativ unter Berücksichtigung der Kundenintegration effi-
zient gesteuert werden?  
Ziel des vorliegenden Arbeitsberichts ist es, die vorhandene Literatur zur Beantwortung dieser 
Frage zu erfassen und zu analysieren. Dafür wird eine umfassende Literaturrecherche durch-
geführt. Die dafür notwendigen theoretischen Grundlagen werden im Kapitel 2 erarbeitet. 
Kapitel 3 beschreibt die verwendete Methodik der Literaturrecherche. Die Ergebnisse werden 
im Kapitel 4 dargestellt und diskutiert. Im Kapitel 5 wird ein Fazit gezogen und auf dieser 
Basis Forschungslücken identifiziert.  
2  Operative Steuerung von Dienstleistungsprozessen  
In einem Dienstleistungsprozess wird der Input des Kundenauftrags mit den dafür benötigten 
Ressourcen, d.h. Mitarbeitern, Maschinen und Informationssystemen, in einen Output, das 
Prozessergebnis, transformiert (Abbildung 1). Die Transformation erfolgt für die jeweiligen 
Fälle in einem Prozess. Ein Fall ist die Sache (auch als Kundenauftrag bezeichnet), die bear-
beitet wird, z.B. eine Bewerbung, ein Versicherungsanspruch oder eine Baugenehmigung.
15 
Für jeden Kundenauftrag sind die notwendigen Aktivitäten für die Bearbeitung bekannt. Die-
se Aktivitäten müssen alle in einem Prozess durchlaufen werden, bevor der Kundenauftrag 
fallabschließend bearbeitet ist. Die Transformation in den Aktivitäten erfolgt mittels der vor-
handenen Ressourcen.
16 Diese Ressourcen sind durch die möglichen Verknüpfungen von Ak-
tivitäten  miteinander  verbunden.
17  Ein  Dienstleistungsprozess  kann  sowohl  mehrere  Start- 
und Endpunkte als auch mehrere Verknüpfungen zwischen den Aktivitäten haben. Jeder Kun-
denauftrag  nimmt  einen  bestimmten  Weg  (einschließlich  möglicher  Rückschleifen)  durch 
dieses Netz von Aktivitäten.
18 Die Kombination aus Kundenaufträgen, Ressourcen und Akti-
vitäten wird auch als Produktionssystem bezeichnet, wobei dieses aus mehreren verbundenen 
Dienstleistungsprozessen bestehen kann.
19 
                                                 
13   Vgl. Lindau (1997), S. 92. 
14   Vgl. Johnston (2005), S. 1300 f.; Smith et al. (2007), S. 783 ff. 
15   Vgl. van der Aalst et al. (2007a), S. 713 f. 
16   Vgl. Wernerfelt (1984), S. 172. 
17   Vgl. Lindau (1997), S. 92. 
18   Vgl. Kim et al. (1996), S. 584. 
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Abbildung 1: Schema der Leistungserstellung in Dienstleistungsprozessen 
Die Charakterisierung von Dienstleistungen ist eine aus Sicht des Marketing als auch der Pro-
duktionswirtschaft kontrovers diskutierte Thematik.
20 Es gibt zwar Ansätze zur Entwicklung 
einer generellen Charakterisierung von Dienstleistungen.
21 Diese haben jedoch bisher zu kei-
ner allgemein gültigen Charakterisierung von Dienstleistungen geführt.
22 Konsens herrscht 
lediglich dahingehend, dass die Erstellung von Dienstleistungen von Kundeninput abhängig 
ist.
23 Abgesehen davon ist die Diskussion von verschiedenen heterogenen Interpretationen der 
Dienstleistungsorientierung geprägt.
24 Zwei wesentliche Sichtweisen dominieren diese Dis-
kussion. Zum einen werden Dienstleistungen als eine Kategorie von Marktangeboten gesehen, 
zum anderen aus der Perspektive der Wertschöpfung.
25  
Die erste Sichtweise ist vor allem durch Ideen des Marketing beeinflusst und folgt der traditi-
onellen  Einordnung  des  Angebotes  von  Dienstleistungen  durch  den  Dienstleistungssektor. 
Ansätze in dieser Sichtweise versuchen Dienstleistungen vor allem durch die sogenannten 
IHIP-Eigenschaften (intangibility, heterogenity, inseparability und perishability) zu beschrei-
ben.
26 Auf dieser Basis werden Abgrenzungen durch bestimmte Kombinationen der Eigen-
schaften vorgenommen. Unterscheidungen sind beispielsweise die Art der Kundenintegration 
und Immaterialität, Front- und Back-Office-Aktivitäten sowie Kundeninteraktion und Indivi-
                                                 
20   Vgl. z.B. Cook et al. (1999); Lovelock/Gummesson (2004); Prajogo (2006); Corsten/Gössinger (2007); 
Spring/Araujo (2009). Allerdings beschäftigen sich auch andere wissenschaftliche Disziplinen, z.B. Volks-
wirtschaft, Wirtschaftsinformatik und Informatik, mit dieser Thematik; vgl. Maglio et al. (2010). 
21   Vgl. z.B. Sampson/Froehle (2006), S. 334 ff. 
22   Vgl. z.B. Sibbel (2004), S. 4; Corrêa et al. (2007), S. 445.  
23   Vgl. z.B. Sampson/Froehle (2006), S. 334; Corrêa et al. (2007), S. 450 f. 
24   Vgl. Spring/Araujo (2009), S. 446 ff. 
25   Vgl. Edvardsson et al. (2005), S. 115. 
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dualisierung.
27 In diesem Sinne nehmen Dienstleistungen eine dominante Stellung in Indust-
rieländern ein und gewinnen auch in sich entwickelnden Ländern an Bedeutung. In der Folge 
besteht ein wachsender Bedarf an Werkzeugen, Methoden und Rahmenkonzepten zur Unter-
stützung einer effizienten und innovativen Dienstleistungserbringung unabhängig von Bran-
chen.
28   
Die zweite Sichtweise folgt der „Service-Dominat (S-D) logic“, die Dienstleistungen als Kern 
jedes wirtschaftlichen Austausches sieht.
29 Damit ist die „S-D logic“ eine Alternative zur tra-
ditionellen Logik einer Güter-dominierten Wirtschaft. Edvardsson et al. (2005) stellen dazu 
fest, dass “the new focus in service research today is not on differences between goods and 
services, but on differences in how we want to portray value creation with customers (and 
other  stakeholders)  where  the  customer’s  perspective  is  emphasised.”
30  Dieser  Sichtweise 
folgend wird ein Wert zusammen mit dem Kunden geschaffen (auch als „Co-Creation“ be-
zeichnet). Der eigentliche Wert entsteht durch die Nutzung der Dienstleistung in jedweder 
Form durch den Kunden.
31 
Die „S-D logic“ wird dafür kritisiert, dass sie wenig Nutzen für das Management von Dienst-
leistungen bietet. So wird zum Beispiel jeder Geschäftsprozess als Dienstleistung kategori-
siert.
32 Allerdings sind die Ideen der Entstehung der Wertschöpfung beim Kunden und der 
gemeinsamen Leistungserstellung wichtig für die Weiterentwicklung des Managements von 
Dienstleistungen. Dafür ist das gewählte Ziel und die dafür notwendige Charakterisierung und 
Klassifikation von Dienstleistungen von entscheidender Bedeutung.
33  
Für die Betrachtung der operativen Steuerung ist die Sicht der Leistungserbringung innerhalb 
von Dienstleistungsprozessen entscheidend. Hier kann eine Unterscheidung in die Potential-, 
Prozess- und Ergebnisdimension vorgenommen werden.
34 Ausgangspunkt für die Leistungs-
erstellung in Dienstleistungsprozessen ist der Eingang von Kundenaufträgen. In der Poten-
tialdimension  muss  die  Leistungsbereitschaft  des  Unternehmens  hergestellt  werden.  Diese 
muss zum Zeitpunkt des Eingangs eines Kundenauftrags, d.h. der Nachfrage, vorhanden sein. 
Eine  Speicherung  von  Dienstleistungen,  d.h.  eine  vorherige  Nutzung  der  Leistungsbereit-
schaft, ist definitionsgemäß nicht möglich. Nur wenn der Kunde einen Auftrag erteilt, kann 
die Leistungserstellung beginnen.
35 Dann erfolgt in der Prozessdimension die Planung, wie, 
wann und durch wen deren Bearbeitung erfolgen soll (Auftragsplanung). Die Bearbeitung von 
Kundenaufträgen kann sowohl durch Mitarbeiter als auch durch Informationssysteme erfol-
gen. Für Mitarbeiter gibt es einen Einsatzplan, der festlegt, wann und in welchen Aktivitäten 
Kundenaufträge bearbeitet werden sollen. Neben einer vollkommen automatisch durchgeführ-
ten Bearbeitung können Informationssysteme darüber hinaus auch zur Unterstützung der ma-
nuellen  Tätigkeiten  eingesetzt  werden,  z.B.  in  Form  eines  Workflowmanagementsystems. 
                                                 
27   Vgl.  Silvestro et al. (1992), S. 62 f.; Bruhn/Meffert (2001), S. 28 ff.; Kleinaltenkamp (2001), S. 33 f.;  
Spring/Araujo (2009), S. 446 f. 
28   Vgl. Bitner et al. (2010), S. 198. 
29   Vgl. Vargo/Lusch (2004), S. 5f; Vargo/Lusch (2008), S. 25 f. 
30   Edvardsson et al. (2005), S. 118. 
31   Vgl. Vargo/Lusch (2004), S. 7. 
32   Vgl. Chase (2010), S. 17. 
33   Vgl. Corrêa et al. (2007), S. 449. 
34   Vgl. Sibbel (2004), S. 16 f. 
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Kunden stellen in der Prozessdimension externe Produktionsfaktoren wie z.B. Informationen, 
Sachgüter oder sich selbst zur Verfügung.
36 Das bedeutet, dass die Leistungserstellung von 
der Bereitstellung dieser Faktoren abhängig ist. Allerdings können Ergebnisse während der 
Leistungserstellung teilweise gespeichert werden.
37 So muss z.B. eine einmalig durchgeführte 
Bonitätsprüfung im Fall einer Rückschleife wegen einer fehlenden Unterschrift nicht noch 
einmal durchgeführt werden, da sich die Ergebnisse kurzfristig nicht ändern werden.
38 Die 
Ergebnisdimension bezieht sich dagegen auf die Immaterialität des Nutzens einer Dienstleis-
tung.
39 Die Bewertung erfolgt für vollständig erbrachte Dienstleistungen, d.h. nachdem alle 
nötigen Bearbeitungsschritte im Dienstleistungsprozess durchgeführt wurden. Diese Dimensi-
on ist für die Sichtweise der operativen Steuerung von geringer Relevanz. 
Die Planung und Steuerung der Leistungserstellung wird üblicherweise in die drei Ebenen 
strategisch, taktisch und operativ unterteilt.
40 Die Unterscheidung erfolgt aufgrund des unter-
schiedlichen Zeithorizonts. Die langfristige Produktionsplanung findet auf der strategischen 
Ebene statt. In dieser wird festgelegt, welche Produkte zu welcher Zeit hergestellt werden 
sollen. Die Produktionsplanung beinhaltet zudem die Planung der benötigten Produktionsfak-
toren sowie des Produktionsprozesses.
41 Auf der taktischen Ebene erfolgt eine mittelfristige 
Planung der benötigten Kapazitäten (z.B. Mitarbeiter und Maschinen) und dem benötigten 
Material. Dies beinhaltet auch die Festlegung, ob Teile der Leistungserstellung ausgelagert 
werden. Die Planung wird üblicherweise rollierend auf Wochenbasis durchgeführt. Zudem 
werden auch die grundsätzlichen Regeln festgelegt, nach denen die zuständigen Mitarbeiter 
verschiedene Kundenaufträge bearbeiten sollen.
42 Im Zuge der tatsächlichen Produktion, d.h. 
auf der operativen Ebene, müssen diese Planungen realisiert werden. Dies ist Aufgabe der 
operativen Steuerung (im Kontext der Produktion auch als Fertigungssteuerung bezeichnet). 
Ziel ist es, die Leistungserstellung trotz Störungen und Änderungen der Umweltbedingungen 
gemäß den festgelegten Planungen effizient zu erfüllen.
43 Die operative Steuerung legt dazu 
fest,  wann  Produktionsaufträge  welchen  Weg  durch  das  Produktionssystem  nehmen.  Dies 
geschieht auf Basis eines kontinuierlichen Abgleichs zwischen Planung und Realität und der 
Anwendung korrigierender Maßnahmen im Falle einer Abweichung.
44 Im Falle einer Abwei-
chung von der Planung ist es die Aufgabe des Prozessmanagers, kurzfristig gegenzusteuern.
45 
Dazu stehen grundsätzlich die folgenden Optionen zur Verfügung:
46 (1) Operative Auftrags-
planung, (2) Auftragsfreigabe, (3) Auftragsreihenfolgebildung, (4) Prozessreihenfolgebildung 
und (5) Kapazitätssteuerung. 
                                                 
36   Vgl. Lovelock/Yip (1996), S. 68 f. Beispiele sind Angaben zum Einkommen (Informationen), Schuhe in der 
Reparatur (Sachgüter) und die eigene Person zum Haare schneiden (sich selbst). 
37   Vgl. Corrêa et al. (2007), S. 449 f. 
38   Eine solche Bonitätsprüfung kann z.B. mehrere Monate gültig, d.h. gespeichert, sein. 
39   Vgl. Malerie (1997), S. 95 ff. 
40   Diese  Aufteilung  findet  sich  sowohl  im  international  verbreiteten  „Manufacturing  Resource  Planning“-
Framework  von Sheikh (2003) und dem  Ansatz der “Advanced Planning Systems” von Neumann et al. 
(2002) als auch dem im deutschsprachigen Raum weit verbreiteten Aachener Produktions-, Planungs- und 
Steuerungsmodell von Glaser et al. (1992). 
41   Vgl. Schuh/Roesgen (2006), S. 37 f. 
42   Vgl. Strohhecker, J. (1998), S. 70 f. 
43   Vgl. Lödding (2008), S. 2. 
44   Vgl. Neely et al. (2005), S. 1254; Schuh/Roesgen (2006), S. 49 ff. 
45   Vgl. Kueng/Kawalek (1997), S. 27. 
46   Vgl. Adam, D. (1998), S. 617; Lödding (2008), S. 7. Stand der Literatur zur operativen Steuerung von Dienstleistungsprozessen 
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Die Abbildung 2 gibt einen Überblick über die beschriebenen Zusammenhänge im Verlauf 
des generischen Leistungserstellungsprozesses. Darin sind auch die relevanten Themengebiete 
für eine Betrachtung der operativen Steuerung hervorgehoben.  
Abbildung 2: Themengebiete der operativen Steuerung in Dienstleistungsprozessen 
Ausgehend von der Idee, dass Dienstleistungsprozesse durch ein Netz aus verbundenen Akti-
vitäten charakterisiert sind
47, kann ein solcher Prozess als ein komplexes System bezeichnet 
werden. Solche komplexen Systeme bestehen aus einer Vielzahl von Elementen, die mitein-
ander  interagieren.
48  Bezogen  auf  Dienstleistungsprozesse  sind  dies  z.B.  die  Aktivitäten, 
Kundenaufträge, Mitarbeiter, Kunden und Informationssysteme. Diese miteinander durch eine 
Vielzahl von Ursache-Wirkungsbeziehungen verbunden. Es ist daher als erstes nötig, das Pro-
duktionssystem als Ganzes zu betrachten und die übergeordnete Unterstützung der operativen 
Steuerung zu adressieren (Themengebiet 1 – Operative Steuerung von Produktionssystemen).  
Ausgangspunkt für die Erbringung einer Dienstleistung ist die Kundennachfrage, die sich im 
Eingang eines Kundenauftrags konkretisiert. Ohne den konkreten Kundenauftrag kann zwar 
die Leistungsbereitschaft hergestellt, aber die Dienstleistung nicht erbracht werden.
49 Deshalb 
ist die Prognose des Eingangs von Kundenaufträgen wichtig, um die kostenverursachende 
Herstellung der Leistungsbereitschaft der Nachfrage anpassen zu können. Damit beschäftigen 
sich Ansätze des Themengebiets 2 – Prognose des Eingangs von Kundenaufträgen. 
                                                 
47   Vgl. Kim et al. (1996), S. 584. 
48   Vgl. Cilliers/Simon (2005), S. 468 f. 
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Durch die Abhängigkeit des Eingangs von Kundenaufträgen wird die Produktionsplanung der 
Dienstleistungsprozesse beeinflusst (Themengebiet 3 – Verbindung von Kundenauftragsein-
gang und Kapazitätsmanagement). Gerade bei einer hohen Variabilität der Nachfrage oder 
einer zyklischen Nachfrage nach Produkten sollte eine gemeinsame Planung von Marketing 
und Produktion erfolgen. Besonders wichtig ist dieser Zusammenhang für Dienstleistungen, 
da diese nicht speicherbar sind.
50 
Ein besonders wichtiger Aspekt im Rahmen der Produktionsplanung von Dienstleistungspro-
zessen ist das Kapazitätsmanagement. Dienstleistungen werden vornehmlich von Menschen 
erbracht. Ansätze im Themengebiet 4 – Verbindung von Kundenauftragseingang und Kapazi-
tätsmanagement verbinden daher das Management des Eingangs von Kundenaufträgen mit 
dem Kapazitätsmanagement. Die Idee ist es, Angebot und Nachfrage abzugleichen und einen 
höheren Übereinstimmungsgrad im Zeitverlauf zu erhalten.
51 
In den jeweiligen Aktivitäten des Dienstleistungsprozesse in dem dann die Bearbeitung statt-
findet befinden sich die Kundenaufträge, die dort auf Bearbeitung warten oder bearbeitet wer-
den. Aktivitäten können abhängig vom Input der Kunden sein. Es kommt zu Verzögerungen, 
wenn dieser Input im Moment der Leistungserstellung nicht vorliegt, nicht vollständig ist oder 
fehlerhaft ist. Wissenschaftliche Arbeiten im Themengebiet 5 – Strukturierung der Kundenin-
tegration zielen daher darauf ab, den externen Einfluss, d.h. die Interaktion mit Kunden, zu 
bündeln, um damit die Komplexität der Prozesse zu reduzieren. Grundlage für diese Ansätze 
ist das Konzept der Modularisierung. Danach werden ähnliche Elemente in Clustern (auch als 
Module bezeichnet) gebündelt. Dadurch sinkt die Anzahl der miteinander verbundenen Ele-
mente in einem System. Ziel ist es, die Interdependenzen zwischen diesen Modulen zu mini-
mieren (lose Koppelung) während die Elemente im Modul eng verbunden sind (hohe Kohä-
sion).
52 
Unabhängig von einer Strukturierung ist es für die operative Steuerung zudem wichtig die 
jeweiligen Prozesszeiten im Produktionssystem zu kennen. Damit kann eine genauere Prog-
nose über Durchlaufzeiten und benötigte Kapazitäten erfolgen (Themengebiet 6 – Schätzung 
von Prozesszeiten).  
Aufgrund der Komplexität sollten die Auswirkungen von Maßnahmen der operativen Steue-
rung, die im Rahmen der kurzfristigen Auftragsplanung ausgeführt werden, zudem auch simu-
liert werden (Themengebiet 7 – Geschäftsprozesssimulation).
53 Die Geschäftsprozesssimulati-
on lässt sich dem Typ der diskreten, ereignisorientierten Simulationen zuordnen.
54 Das bedeu-
tet, dass sich der Zustand des betrachteten Prozesses bzw. Systems im Zeitverlauf an be-
stimmten Punkten sprunghaft verändert.
55 Die Fragestellungen solcher Simulationen konzent-
rieren sich z.B. auf die Verbesserung der Durchlaufzeit eines Prozessschrittes.
56  
                                                 
50   Vgl. Showalter/White (1991), S. 51 f. 
51   Vgl. Klassen/Rohleder (2002), S. 528. 
52   Vgl. Baldwin/Clark (2000), S. 70 ff. 
53   Die Geschäftsprozesssimulation wird im Folgenden entweder als GPS oder als Simulation bezeichnet. 
54   Vgl. Greasley (2003), S. 408 f.  
55   Vgl. Banks et al. (1996), S. 13. 
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Grundlage der Geschäftsprozesssimulation ist die Abbildung der Funktionsweise eines realen 
Prozesses oder Systems über den Zeitverlauf.
57 Diese Prozesse bzw. Systeme werden im Hin-
blick auf die Auswirkungen von Veränderungen in Form von „Was wäre, wenn“-Fragen un-
tersucht.
58 Dies kann z.B. die Frage nach der Auswirkung auf die Durchlaufzeit eines Prozes-
ses für die geplante Neueinstellung eines Mitarbeiters sein. Darüber hinaus können aber auch 
Systeme betrachtet werden, die vor der Implementierung getestet werden sollen.
59 
Wichtig für die operative Steuerung ist zudem die aktuelle, d.h. sofortige, Verfügbarkeit von 
Daten, da die Verfügbarkeitsgeschwindigkeit einen wichtigen Faktor bei Entscheidungen dar-
stellt.
60 Für die Betrachtung der operativen Steuerung in Dienstleistungsprozessen ist daher 
auch die Ebene von Workflowmanagementsystemen von Bedeutung (Themengebiet 8 – Ope-
rative Störungen auf der Ebene von Workflowmanagementsystemen). Der Geschäftsprozess 
ist in einem solchen System technisch abgebildet und wird von diesem unterstützt. So kann 
z.B. eine automatisierte Vorgangssteuerung genutzt werden, in der festgelegt ist, welche Ak-
tivitäten  in  welcher  Reihenfolge  für  einen  Kundenauftrag  ausgeführt  werden.
61  Solche 
Workflowmanagementsysteme  werden  in  immer  mehr  Dienstleistungsunternehmen  einge-
setzt.
62  Darüber  hinaus  können  Workflowmanagementsysteme  detaillierte  Daten  über  den 
Prozessverlauf liefern, die automatisch aufgezeichnet werden.
63 Diese Aufzeichnung erfolgt 
in Form von so genannten Event Logs. Event Logs sind automatische Zeitstempel, die den 
Ablauf der Bearbeitung von Kundenaufträgen in einem Prozess dokumentieren. Sie ermögli-
chen die Sammlung einer Datenmenge über einen großen Zeitraum für eine statistische Ana-
lyse von Durchlaufzeiten, Prozesswegen etc.
64 Zudem kann damit auch der aktuelle Stand in 
einem Prozess hinsichtlich des individuellen Status von Kundenaufträgen im Prozess sowie 
der Ressourcennutzung erfasst werden.
65  
3  Methodik der Literaturrecherche 
Ziel  der  durchgeführten  Literaturrecherche  ist  die  Identifikation  von  Forschungslücken  in 
Bezug auf die grundlegende Forschungsfrage wie Dienstleistungsprozesse operativ unter Be-
rücksichtigung der Kundenintegration gesteuert werden können. Eine solche Literaturrecher-
che sollte systematisch und transparent durchgeführt werden.
66 Neben der Erfassung der vor-
handenen relevanten Literatur sollte vor allem der Suchprozess transparent gemacht werden. 
Dies bedeutet, dass der Suchprozess genau dokumentiert wird, damit andere Forscher die Su-
che nachvollziehen können.
67  
                                                 
57   Vgl. Banks (1998), S. 3. 
58   Vgl. Bratley et al. (1987), S. 1. 
59   Vgl. Banks et al. (1996), S. 3. 
60   Vgl. Kim et al. (2008), S. 240. 
61   Vgl. Maruster et al. (2002), S. 32. 
62   Vgl. van der Aalst (2009), S. 1. 
63   Vgl. Herbst et al. (1997), S. 492. 
64   Vgl. van der Aalst et al. (2003), S. 242 f. 
65   Vgl. Rozinat et al. (2009), S. 835. 
66   Vgl. Kitchenham (2004), S. 2. 
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Mit einer systematischen Literaturrecherche soll die gesamte verfügbare Forschung identifi-
ziert, evaluiert und interpretiert werden.
68 Allerdings werden in der hier durchgeführten Lite-
raturrecherche  nicht  alle  verfügbaren  Quellen  (z.B.  Konferenzbände  und  die  so  genannte 
graue  Literatur)  durchsucht,  wie  z.B.  von  Kitchenham  (2004)  gefordert.
69  Angesichts  der 
Vielzahl verfügbarer Literatur ist eine vollständige Erfassung nahezu unmöglich.
70 Die Er-
gebnisse wären immer einer Zufälligkeit unterworfen. Stattdessen sollten Artikel hoher Quali-
tät, d.h. Veröffentlichungen in wissenschaftlichen Zeitschriften (peer-reviewed), im Fokus der 
wissenschaftlichen Recherche stehen.
71 Diese können zum einen systematisch erfasst werden, 
zum anderen ist die Qualität der darin enthaltenen Artikel durch den Peer-Review gesichert. 
Die Durchführung in den einzelnen Schritten wurde wie in Abbildung 3 dargestellt vorge-
nommen. 
Abbildung 3: Vorgehensweise der Literaturrecherche 
Schritt 1: Ausgehend von der diskutierten Thematik wurden die folgenden Suchwörter identi-
fiziert:  Business  Process,  Information  System(s),  Manufacturing,  Operation(s),  Production 
und Service(s). Diese Suchwörter können als grundlegende Begriffe für die betrachtete The-
matik angesehen werden. 
Schritt 2: Auf Basis der Suchwörter wurde in der Datenbank Genamics JournalSeek nach re-
levanten wissenschaftlichen Zeitschriften gesucht. Diese Datenbank eignet sich in besonde-
rem Maße zur  Identifikation relevanter wissenschaftlicher  Zeitschriften, da sie alle digital 
verfügbaren Zeitschriften enthält.
72 Das Ergebnis der durchgeführten Suche ist in Tabelle 1 
dokumentiert.  
                                                 
68   Vgl. Kitchenham (2004), S. 1 f. 
69   Vgl. Kitchenham (2004), S. 8. 
70   Vgl. vom Brocke et al. (2009), S. 2208. 
71   Vgl. Rowley/Slack (2004), S. 32. 
72    Genamics JournalSeek ist die umfassendste frei verfügbare Datenbank für Informationen über wissenschaft-
liche Zeitschriften. Sie enthält aktuell 96.955 Titel. Die Informationen über wissenschaftliche Zeitschriften 
enthalten neben einer Beschreibung (Ziele und Fokus) vor allem die relevanten Themengebiete. Das Durch-
suchen dieser Informationen erlaubt eine schnelle Identifikation von potentiellen Zeitschriften für die Publi-
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Tabelle 1: Auswahlprozess von wissenschaftlichen Zeitschriften 








Business process  4  3  2 
Information system(s)  106  67  5 
Manufacturing  124  66  1 
Operation(s)  96  50  11 
Production  110  37  5 
Service(s)  540  113  7 
Summe  978  336  31 
 
Insgesamt  wurden  336  wissenschaftliche  Zeitschriften  identifiziert,  die  durch  das  Peer-
Review-Verfahren die hohen qualitativen Anforderungen erfüllen. Aus diesen Zeitschriften 
wurden 31 als thematisch für die Fragestellung relevant ausgewählt (Tabelle 2).
73 
Tabelle 2: Ausgewählte wissenschaftliche Zeitschriften 
Name der Zeitschrift  Analysezeitraum 
Business Process Management Journal (BPMJ)  1995 bis 01/2010 
Computers & Industrial Engineering (C&IE)  1976 bis 01/2010 
Decision Support Systems (DSS)  1985 bis 01/2010 
European Journal of Operational Research (EJOR)  1977 bis 01/2010 
Information Systems Management (ISM)  1984 bis 01/2010 
Information Systems Research (ISR)  1999 bis 01/2009
74 
International Journal of Operations & Production Management (IJOPM)  1980 bis 01/2010 
International Journal of Operations Research (IJOR)  2005 bis 01/2010 
International Journal of Operations Research and Information Systems  2010 bis 01/2010 
International Journal of Producitvity and Performance Management (IJPPM)  2004 bis 01/2010 
International Journal of Production Economics (IJPE)  1991 bis 01/2010 
International Journal of Production Research (IJPR)  1961 bis 01/2010 
International Journal of Service Science, Management, Engineering, and 
Technology (IJSSMET)  2011-bis 01/2010 
International Journal of Service Technology and Management (IJSTM)  2000 bis 01/2010 
International Journal of Services and Operations Management (IJSOM)  2005 bis 01/2010 
Journal of Information Systems (JIS)  1986 bis 01/2010 
Journal of Management Information Systems (JMIS)  1984 bis 01/2010 
Journal of Operations Management (JOM)  1980 bis 01/2010 
Journal of Service Management (JSM) 
(International Journal of Service Industry Management)
75  1990 bis 01/2010 
Journal of Service Research (JSR)  1989 bis 01/2010 
Journal of Service Science & Management (JSSM)  2008 bis 01/2010 
Journal of Service Science (JSS)  2009 bis 01/2010 
                                                 
73   Viele Zeitschriften enthalten einzelne Schlagworte stammen aber aus anderen wissenschaftlichen Disziplinen 
oder konzentrieren sich auf andere Schwerpunkte. 
74   Zum Zeitpunkt der Analyse war diese Zeitschrift nur bis 01/2009 online verfügbar. 
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Journal of the Operational Research Society (JORS)  1979 bis 01/2010 
Management Science (MS)  1985 bis 01/2010 
Manufacturing & Service Operations Management (M&SOM)  1999 bis 01/2010 
MIS Quaterly  1984 bis 01/2010 
Omega  1973 bis 01/2010 
Operations Research (OR)  1984 bis 01/2010 
Production & Operations Management (P&OM)  1999 bis 01/2010 
Production, Planning & Control (PP&C)  1997 bis 01/2010 
Service Industries Journal (SIJ)  1981 bis 01/2010 
 
Schritt  3:  Für  die  detaillierte  Suche  in  den  ausgewählten  wissenschaftlichen  Zeitschriften 
wurden weitergehende Suchwörter festgelegt. Dafür wurde eine explorative Vorsuche durch-
geführt, um diese relevanten Suchbegriffe zu identifizieren. Die für die Fragestellung relevan-
ten Begriffe wurden jeweils in Kombination mit dem Begriff „service“ gesucht. Dadurch soll-
te sichergestellt werden, dass nur Ansätze im Anwendungsbereich von Dienstleistungen er-
fasst werden. Darüber hinaus wurden aber auch die Kernbegriffe der operativen Steuerung mit 
„manufacturing“ verknüpft und gesucht. Damit sollten möglicherweise übertragbare Ideen aus 
der Produktion hinsichtlich der grundlegenden Steuerung von Prozessen erfasst werden. Für 
die weiteren Begriffe wäre dies zu weit gegangen, da diese enger mit den Charakteristika von 
Dienstleistungsprozessen verbunden sind. Eine Übersicht über die verwendeten Suchbegriffe 
und die Verknüpfungen gibt Tabelle 3. 
Tabelle 3: Identifizierte Suchbegriffe für wissenschaftliche Zeitschriften 
  Service  Manufacturing 
Operational control  x  x 
Short-term control  x  x 
Shop floor control  x  x 
Production theory  x   
Performance analysis  x   
Performance management  x   
Process mining  x   
Customer integration  x   
Operations  x   
 
Schritt 4: Die Literaturrecherche wurde anschließend mit den identifizierten Suchwörtern in 
den 31 ausgewählten wissenschaftlichen Zeitschriften durchgeführt. Darüber hinaus wurden 
vier weitere Zeitschriften über Querverweise in ausgewählten Artikeln mit in die Suche ein-
gezogen. Die Übersicht der Suchergebnisse findet sich in Tabelle 4. Die Dokumentation der 
Ergebnisse erfolgt hinsichtlich des Journalnamens, der Anzahl der durchsuchten Artikel sowie 
der Auswahl relevanter Artikel.
76 In den Spalten ist jeweils die Anzahl der Ergebnisse pro 
Suchwortkombination enthalten. Es kommt daher zu einer Mehrfacherfassung einzelner Arti-
kel innerhalb einer wissenschaftlichen Zeitschrift. 
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0 34 0 3 0 7 0 12 0 1 0 4 PP&C
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0 0 0 0 0 0 0 0 0 0 0 0 OR
1 20 0 1 0 12 1 11 0 1 0 13 Omega
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Insgesamt wurden damit 37 Artikel ausgewählt, die im nächsten Kapitel vorgestellt und ana-
lysiert werden. Die Auswahl erfolgte in drei Stufen. In der ersten Stufe wurden gefundene 
Artikel aussortiert, deren Titel eindeutig nicht in das Themengebiet passt. In der zweiten Stufe 
erfolgte die Aussortierung aufgrund thematisch nicht relevanter Inhalte in den Abstracts. Bei 
allen  verbleibenden  Artikeln  wurde  der  Text  durchgearbeitet  und  der  Artikel  ausgewählt, 
wenn der Inhalt thematisch relevant für die Fragestellung war. 
4  Ansätze  in  der  Literatur  zur  operativen  Steuerung  von  Dienstleis-
tungsprozessen 
In diesem Kapitel werden die im Rahmen der Literaturrecherche ausgewählten Ansätze prä-
sentiert. Die einzelnen Abschnitte folgen den in Kapitel 2 definierten Themengebieten: (1) 
Strukturierung der Kundenintegration, (2) Prognose des Eingangs von Kundenaufträgen, (3) 
Verbindung  von  Kundenauftragseingang  und  Kapazitätsmanagement,  (4)  Verbindung  von 
Kundenauftragseingang und Produktionsplanung, (5) Schätzung von Prozesszeiten, (6) Ge-
schäftsprozesssimulation, (7) Operative Störungen auf der Ebene von Workflowmanagement-
systemen und (8) Operative Steuerung im Allgemeinen.  
4.1  Operative Steuerung von Produktionssystemen 
Für  Make-to-Order-Produktionsprozesse
77  diskutieren  Hendry  und  Kingsman  (1989)  ver-
schiedene Möglichkeiten von Produktionssystemen auf der strategischen Ebene.
78 Dies bein-
haltet Materials Requirements Planning (MRP), Manufacturing Resource Planning (MRP II), 
Just-In-Time  (JIT)  und  Optimised  Production  Technology  (OPT).  Darüber  hinaus  werden 
auch  Ansätze  zur  Kapazitätsplanung  und  -steuerung  sowie  hierarchische  Produktionspla-
nungssysteme analysiert. Die Autoren stellen fest, dass die zum Veröffentlichzeitpunkt vor-
handenen  Ansätze  von  Produktionssystemen  für  Make-to-Order-Produktionsprozesse  nicht 
ohne Anpassungen geeignet sind.
79 
Da die bestehenden Konzepte für Produktionssysteme nicht ohne Weiteres übertragbar sind, 
entwickeln Chaturvedi et al. (1993) ein Decision Support System zur Ermöglichung der ope-
rativen Steuerung von flexiblen Produktionsprozessen.
80 Sie beschreiben allerdings die tech-
nische Unterstützung und nicht die tatsächliche Durchführung der operativen Steuerung.
81 
Zur Unterstützung eines solchen Decision Support Systems wird eine Vielzahl von Daten 
über den aktuellen Stand des Produktionsprozesses benötigt. Dazu beschreibt Lindau (1997) 
den Ansatz einer automatischen Sammlung von Produktionsdaten. Hintergrund ist, dass durch 
                                                 
77   Die Herstellung von Make-to-Order-Produkten weist ähnliche Eigenschaften wie die Erbringung von Dienst-
leistungen auf. Zu nennen sind hier insbesondere der volatile Auftragseingang sowie die Abhängigkeit der 
Erbringung der Dienstleistung vom Eingang eines Kundenauftrags. Allerdings findet keine Integration von 
Kunden während der Leistungserstellung statt; vgl. Hendry/Kingsman (1989), S. 1. 
78   Ein Produktionssystem wird auch als System zur Produktionsplanung und -steuerung bezeichnet.  
79   Vgl. Hendry/Kingsman (1989), S. 12 f. 
80   Ein flexibler Produktionsprozess kann eine Vielzahl von Produkten bearbeiten. 
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verzögerte Informationen im Fall von Abweichungen des Produktionsplans eine zeitnahe Kor-
rektur erschwert wird. Die Problematik operativer Unterbrechungen wird damit grundsätzlich 
gesehen, da für ressourcenintensive und verlängerte Durchlaufzeiten Puffer eingeplant wer-
den. Ziel einer zeitnahen Bereitstellung von Produktionsdaten ist es, dadurch die Produktivität 
eines Produktionsprozesses zu steigern.
82 Der Ansatz konzentriert sich auf die technischen 
Aspekte der Implementierung eines automatischen Systems in Produktionsprozessen anhand 
von Fallstudien. Darüber hinaus werden einige nicht näher erläuterte Aktionen der operativen 
Steuerung als Beispiele beschrieben.
83 
Ein System in Job Shops mit mehreren Maschinen basierend auf der Zuweisung von Fertig-
stellungszeitpunkten für Kundenaufträge entwickeln Alpay und Yüzügüllü (2009). Dazu wird 
bei  Eingang  eines  Kundenauftrags  geschätzt,  welcher  Fertigstellungszeitpunkt  angemessen 
ist. Die Performance eines Produktionsprozesses wird mit Hilfe der Abweichung der tatsäch-
lichen Durchlaufzeit vom geplanten Fertigstellungszeitpunkt berechnet.
84  
Özbayrak und Bell (2003) knüpfen zwar nicht an Chaturvedi et al. (1993) an, entwickeln aber 
auch ein Decision Support System für die operative Steuerung von flexiblen Produktionspro-
zessen. Dabei wird die termingerechte Bereitstellung von benötigten Materialien und Werk-
zeugen betrachtet. Auch hier beschreiben die Autoren die technische  Unterstützung, nicht 
aber die eigentliche Durchführung der operativen Steuerung.  
Bei Albey und Bilge (2010) steht die Planung und operative Steuerung der Produktionskapa-
zität von flexiblen Produktionsprozessen im Vordergrund. Dabei ist die Problematik, dass die 
aktuelle Produktionskapazität in der Regel geringer als die theoretisch vorhandene Produkti-
onskapazität ist. Kurzfristig kommt es demnach fortlaufend zu Verzögerungen bei der Leis-
tungserstellung. Zur Lösung des Problems ist es wichtig, die Einflussfaktoren wie z.B. Anzahl 
vorhandener Aufträge im Prozess, Konfiguration des Prozesses, wechselnde Engpässe und 
Muster in der Durchlaufzeit, zu erfassen. Diese werden auch durch die langfristig festgelegte 
Planung beeinflusst.
85 Daher konzipieren die Autoren ein rollierendes Planungssystem mit 
Simulationsmöglichkeiten  für  flexible  Produktionsprozesse.
86  Mit  diesem  Modell  kann  für 
einen festgelegten Produktionsplan die kurzfristige Beladung und Kapazität von Maschinen 
sowie die Routenplanung von Aufträgen errechnet werden.
87 Die Berücksichtigung von kurz-
fristigen Störungen wie Verzögerungen erfolgt nicht. 
Ansätze in diesem Themengebiet konzentrieren sich entweder auf die Festlegung von Rah-
menbedingungen auf der strategischen Ebene oder auf die technische Unterstützung der ope-
rativen  Steuerung.  Dementsprechend  erfolgt  eine  integrierte  Betrachtung  von  langfristiger 
Planung und kurzfristiger Steuerung. Die eigentliche operative Steuerung wird zwar mit ihren 
Herausforderungen benannt, aber nicht im Detail betrachtet. Zudem konzentrieren sich die 
dargestellten  Ansätze  ausschließlich  auf  Produktionsprozesse  der  Fertigungsindustrie  und 
nicht auf Dienstleistungsprozesse. 
                                                 
82   Vgl. Lindau (1997), S. 92 f. 
83   Vgl. Lindau (1997), S. 95 ff. 
84   Vgl. Alpay/Yüzügüllü (2009), S. 4052. 
85   Vgl. Albey/Bilge (2010), S. 2. 
86   Vgl. Albey/Bilge (2010), S. 8. 
87   Vgl. Albey/Bilge (2010), S. 15 ff. Stand der Literatur zur operativen Steuerung von Dienstleistungsprozessen 
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4.2  Prognose des Eingangs von Kundenaufträgen 
Ein erster Ansatz zur besseren Bestimmung der Eingangsrate von Kundenaufträgen in der 
produzierenden  Industrie  findet  sich  von  Daniel  und  Guide  (1997).  Diese  testen  mehrere 
Steuerungskonzepte auf der strategischen Ebene mit Hilfe eines Simulationsmodells am Bei-
spiel einer Recyclingfabrik. Dazu wird auch die empirisch beobachtete Ankunftsrate auf sta-
tistische Verteilungen untersucht.
88 Als Ergebnis beschreibt eine Poisson-Verteilung die An-
kunftsrate von Kundenaufträgen am besten. Allerdings wird nicht weiter beschrieben, wie und 
auf welche statistische Verteilungen getestet wurde. Die Autoren merken allerdings an, dass 
für die Fallstudie statistische Verteilungen keinen Einfluss auf die verwendeten Indikatoren 
zur Messung der Prozessperformance hatten.  
Auch aus der produzierenden Industrie kommen Ansätze, die die Vorhersage von Kunden-
nachfrage mit der Lagerhaltung verknüpfen. Diese beiden Konzepte werden üblicherweise 
getrennt voneinander betrachtet.
89 Syntetos und Boylan (2008) analysieren, wie die Lagerhal-
tung unter Berücksichtigung einer schwankenden Nachfrage erfolgen sollte. Dazu wird die 
Nachfrage anhand von Durchschnittswerten (empirisch beobachtet im Rahmen einer Fallstu-
die) geschätzt.
90 Während die Nachfrage in diesem Ansatz statisch (d.h. eine konstante Ein-
gangsrate) modelliert wird, berücksichtigen Stribojsch et al. (2010) eine dynamische Nachfra-
gefunktion. Diese basiert auf einem autoregressiven gleitenden Mittelwert ausgehend von der 
Normalverteilung. 
Ebenfalls  mit  dynamischen  Nachfragefunktionen  im  Zeitverlauf  beschäftigen  sich  Ibrahim 
und Witt (2009) im Kontext von Server-Anfragen. Ziel des Ansatzes ist die Schätzung der 
Wartezeit, bis die Bearbeitung eines Kundenauftrag beginnen kann, wenn die Nachfrage grö-
ßer als die Bearbeitungskapazität ist. Dazu erfolgt eine Schätzung von Kundenanfrageraten 
basierend auf historischen Daten. Mit den historischen Daten soll eine zeitnahe Prognose der 
erwarteten Kundennachfrage erreicht werden, die sich fortlaufend anpasst.
91 Die Berechnung 
erfolgt wiederum dynamisch basierend auf den Werten der durchschnittlichen Kundennach-
frage in einem festgelegten Zeitraum. 
Die betrachteten Ansätze legen entweder einmalig fest, nach welcher Verteilung die Nachfra-
ge dauerhaft erfolgt oder es wird der (gleitende) Mittelwert der aktuellen Nachfrage für eine 
Berechnung herangezogen. Eine Aufgliederung der Nachfrage über die Zeit z.B. anhand von 
typischen  Szenarien,  die  mit  statistischen  Funktionen  beschrieben  werden  können,  erfolgt 
nicht. 
                                                 
88   Vgl. Daniel/Guide (1997), S. 108. 
89   Vgl. Syntetos/Boylan (2008), S. 190. Bezüglich der Verknüpfung der Prognose der Kundennachfrage mit der 
Lagerhaltung ist anzumerken, dass dies bei Dienstleistungen nicht bzw. schwer anwendbar ist. Dienstleistun-
gen können als gesamtes Leistungspaket nicht gespeichert werden. Allenfalls können Zwischenergebnisse 
(wie in Abschnitt 2.2 diskutiert) gespeichert werden. 
90   Vgl. Syntetos/Boylan (2008), S. 184. 
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4.3  Verbindung von Kundenauftragseingang und Produktionsplanung  
Erstmalig adressieren Showalter und White (1991) diese Thematik und präsentieren ein Ent-
scheidungsmodell für die simultane Planung von Marketing und Produktion.
92 Damit ist der 
Ansatz eindeutig auf der strategischen Ebene verortet. Das bedeutet, dass die grundlegenden 
Variablen und deren Zusammenhang für das benannte Problem von den Autoren definiert 
werden. So werden die Optionen des strategischen Marketing zur Beeinflussung des Kunden-
auftragseingangs hervorgehoben. Eine Operationalisierung der Variablen, d.h. wie genau die 
Produktionsplanung vom Eingang der Kundenaufträge beeinflusst wird, erfolgt nicht. 
Ebenfalls auf der strategischen Ebene entwickeln Attaran und Attaran (2007) ein Modell für 
die Produktionsplanung von physischen Produkten unter Einbeziehung von Lieferanten. Be-
trachtet werden Wertschöpfungsprozesse mit Vertriebsunternehmen, d.h. der direkte Kontakt 
zum Kunden sowie Produktions- und Zuliefererunternehmen.
93 Die Autoren heben hervor, 
dass  eine  zwischen  Produktions-  und  Zuliefererunternehmen  abgestimmte  Vorhersage  der 
Nachfrage von Kunden erfolgen sollte, um damit die Produktionsplanung abzustimmen.  
Ähnlich wie Dienstleistungsprozesse sind auch Make-to-Order-Prozesse in der produzieren-
den Industrie vom Eingang der Kundenaufträge abhängig. Volling und Spengler (2011) ent-
wickeln einen Ansatz zur Planung der Produktion für Make-to-Order-Prozesse, in denen der 
Kunde während der Leistungserstellung allerdings nicht beteiligt ist. In dem Ansatz wird be-
rücksichtigt, dass es eine Zeitverzögerung zwischen dem Eingang eines Kundenauftrags und 
dem Beginn der Produktion gibt.
94 Ursache für diese Verzögerung ist der vom Kunden defi-
nierte Zeitpunkt der Fertigstellung, der bereits mit der Auftragserteilung feststeht.
95  
Ansätze in diesem Themengebiet fokussieren sich eindeutig auf die strategische Ebene. Damit 
bleiben sie hinsichtlich von Aussagen für die operative Steuerung abstrakt. Die Ansätze zei-
gen aber Rahmenbedingungen auf, die in der operativen Steuerung berücksichtigt  werden 
sollten. Hier ist z.B. die Einbeziehung von Lieferanten zu nennen. Verzögerungen in der Leis-
tungserstellung können beispielsweise entstehen, wenn Lieferanten die notwendigen Inputs 
nicht termingerecht bereitstellen. 
4.4  Verbindung von Kundenauftragseingang und Kapazitätsmanagement 
Goodale and Tunc (1998) nutzen typische Muster des Eingangs von Kundenaufträgen am 
Beispiel einer Fallstudie. Ausgehend von diesen historischen Daten wird der tägliche Eingang 
von Kundenaufträgen mit drei Eingangsmustern festgelegt. Dieser wird mit Hilfe einer Sinus-
funktion innerhalb eines definierten Intervalls variiert. Die Parameter für beide Variablen sind 
fest definiert. Im Rahmen des Kapazitätsmanagement werden die Produktivität, die Anzahl 
der verfügbaren Mitarbeiter und die Schichtlänge mit mehreren möglichen Werten festge-
legt.
96 Mit diesen Werten werden unterschiedliche Varianten von Schichtplänen getestet. Die 
                                                 
92   Vgl. Showalter/White (1991), S. 58 ff. 
93   Vgl. Attaran/Attaran (2007), S. 393. 
94   Vgl. Volling/Spengler (2011), S. 186. 
95   Vgl. Volling/Spengler (2011), S. 185. 
96   Vgl. Goodale/Tunc (1998), S. 235 Stand der Literatur zur operativen Steuerung von Dienstleistungsprozessen 
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Ergebnisse zeigen, dass die Festlegung eines optimalen Schichtplans vom Eingang der Kun-
denaufträge abhängig ist.
97 
Klassen  und  Rohleder  (2002)  betrachten  sowohl  Optionen  des  Marketing  (Nachfrage)  als 
auch der Produktion (Angebot). Hinsichtlich der Modellierung des Kundenauftragseingangs 
berücksichtigen die Autoren in ihrem Modell stündliche Unterschiede in der Kundennachfra-
ge bei Dienstleistungsprozessen. Diese stündliche Aufteilung wird zudem in Nachfragemuster 
zusammengefasst, die typischerweise auftreten.
98 Ein Beispiel ist der öffentliche Personen-
nahverkehr mit den beiden Berufsverkehrszeiten morgens und abends. Die Berechnung der 
Kundennachfrage erfolgt mit stündlichen Mittelwerten basierend auf der Normalverteilung.
99 
Die berechneten Nachfragemuster werden mit verschiedenen Kapazitätsausstattungen kombi-
niert, um den jeweiligen Auslastungsgrad zu bestimmen. Ein konkreter Dienstleistungspro-
zess wird nicht modelliert.
100   
Detaillierter hinsichtlich der Betrachtung eines Dienstleistungsprozesses ist dagegen der An-
satz von Adenso-Diaz und Gonzalez-Torre (2002). Hier werden die einzelnen Aktivitäten von 
zwei Beispielprozessen mit ihren durchschnittlichen Bearbeitungszeiten und ihrem Auftreten 
pro Tag modelliert.
101 Zudem wird in verschiedene Kundentypen unterschieden. Diese Unter-
scheidung wird auf die Nutzung von Aktivitäten ausgeweitet, d.h. wie oft welche Aktivität für 
einen  Kundentyp  stattfindet.
102  Mit  Hilfe  der  Delphi-Methode
103  wurden  durchschnittliche 
Werte für die Nutzung von Aktivitäten in den beiden Beispielprozessen pro Tag und Kunden-
typ ermittelt. Ziel des Ansatzes ist die Berechnung des Minimums an benötigten Kapazitä-
ten.
104 Allerdings ist das Verfahren recht umständlich und nur für einen ermittelten Zeitraum 
gültig. 
Hur et al. (2004a, 2004b) beschäftigen sich mit der gleichen Fragestellung, nämlich der zeit-
nahen Anpassung des Kapazitätseinsatzplans aufgrund veränderter Nachfrage. Dazu verwen-
den sie eine Liste von Optionen zur operativen Steuerung der Kapazitäten.
105 Anwendungsge-
biet sind in beiden Arbeiten der Autoren Dienstleistungsprozesse mit direktem, kurzfristigem 
Kundenkontakt  am  Beispiel  von  Fast-Food-Restaurants.
106  Gerade  in  solchen  Dienstleis-
tungsprozessen ist die schnelle Anpassung der verfügbaren Kapazität an die aktuelle Nachfra-
ge von hoher Bedeutung. Zur Modellierung der Kapazitäten wird eine Reihe von Restriktio-
                                                 
97   Vgl. Goodale/Tunc (1998), S. 240. 
98   Vgl. Klassen/Rohleder (2002), S. 534. 
99   Vgl. Klassen/Rohleder (2002), S. 536. 
100  Vgl. Klassen/Rohleder (2002), S. 539. 
101  Die  Beispielprozesse  stammen  aus  einem  Krankenhaus  und  einem  Hotelrestaurant  (vgl.  Adenso-
Diaz/Gonzalez-Torre (2002), S. 295 ff. 
102  Vgl. Adenso-Diaz/Gonzalez-Torre (2002), S. 291. 
103  Bei der Delphi-Methode werden mehrere Experten in aufeinander aufbauenden Runden befragt. Meist erfolgt 
eine explorative Befragung in der ersten Runde. Die Ergebnisse werden genutzt, um in der zweiten Runde die 
Experten strukturierter zu befragen. Oft findet eine dritte Runde statt, in der die Experten für ein Überdenken 
ihrer Antworten die Einschätzungen der anderen Teilnehmer zur Verfügung gestellt bekommen. Ziel der 
Delphi-Methode ist es, eine Mehrheitsmeinung der befragten Experten für die gewählte Fragestellung zu fin-
den; vgl. Iqbal/Pipon-Young (2009), S.598. 
104  Vgl. Adenso-Diaz/Gonzalez-Torre (2002), S. 289 f. 
105  Vgl. Hur et al. (2004a), S. 336; Hur et al. (2004b), S. 323. 
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nen wie z.B. maximale Schichtlänge, Ausbildungsgrad und Gehalt mit einbezogen.
107 Wäh-
rend dies relativ detailliert erfolgt, wird die Nachfrageseite nur rudimentär modelliert. Hier 
wird von einem Durchschnittswert ausgegangen, der sich um eine bestimmte Prozentzahl er-
höhen kann. Diese Anpassung erfolgt jeden Tag einmalig zur Mittagszeit.
108 Davon ausge-
hend wird die optimale Kapazitätsausstattung bestimmt. Eine weitere Modellierung der Nach-
frage erfolgt nicht. 
Thompson und Goodale (2006) gehen einen Schritt weiter und berücksichtigen auch die indi-
viduelle Produktivität von Mitarbeitern. Damit soll eine genauere Anpassung der vorhandenen 
Mitarbeiterkapazitäten an die Kundennachfrage erfolgen.
109 Allerdings wird in diesem Ansatz 
auch eine einmalig festgelegte Modellierung der Kundennachfrage vorgenommen.
110  
Trotz einer simultanen Betrachtung von Kundenauftragseingang und Kapazitätsmanagement 
liegt der Schwerpunkt der betrachteten Ansätze eindeutig auf Letzterem.
111 Eine Berücksich-
tigung der Nachfrage erfolgt zwar, wird aber entweder vollständig konstant modelliert oder 
nach  einem einmal festgelegten Muster. Mögliche Optionen zur Anpassung der  Kapazität 
werden zudem auf der strategischen Ebene analysiert, d.h. Ermittlung der besten Option für 
ein festgelegtes Szenario. Lediglich ein Ansatz berücksichtigt den generellen Einfluss von 
Kunden auf Aktivitäten im Dienstleistungsprozess; der Ansatz ist allerdings limitiert auf die 
durchschnittliche Zahl der Nutzung der Aktivitäten. Eine weitere Modellierung des Dienst-
leistungsprozesses und eine Berücksichtigung der Kundenintegration während der Leistungs-
erstellung erfolgt nicht. Damit wird eine Verzögerung der Leistungserstellung aufgrund der 
Kundenintegration und damit eine verzögerte benötigte Kapazität nicht berücksichtigt. 
4.5  Strukturierung der Kundenintegration 
Gegenstand der Modularisierung von Ansätzen in diesem Themengebiet sind die einzelnen 
Aktivitäten in einem Dienstleistungsprozess. Diese sollen nach festgelegten Kriterien grup-
piert werden. Nach Shostack (1984) soll dies im Rahmen des so genannten „Service Blueprin-
ting“  erfolgen. Das Hauptkriterium zur Neuordnung  eines  Dienstleistungsprozesses ist die 
Interaktion mit dem Kunden. Danach sollen Aktivitäten mit direkter Kundeninteraktion von 
Aktivitäten ohne Kundeninteraktion getrennt werden.
112 Die Trennung erfolgt durch die als 
„line of visibility“ bezeichnete Grenze, hinter der alle Aktivitäten ohne Kundeninteraktion 
unsichtbar  für  den  Kunden  ausgeführt  werden.  Service  Blueprinting  definiert  damit  die 
Schnittstellen zwischen Kunden und Mitarbeitern in einem Prozess. Diesem Ansatz folgend 
gehen Fliess und Kleinaltenkamp (2004) einen Schritt weiter, um die Komplexität zu reduzie-
ren. Dafür werden auch die Aktivitäten ohne Kundenbezug weiter strukturiert. Hier erfolgt 
eine weitere Unterscheidung nach Aktivitäten, die Kundenaufträge bearbeiten, und unterstüt-
                                                 
107  Vgl. Hur et al. (2004a), S. 339; Hur et al. (2004b), S. 331. 
108  Im Beispiel wird eine Erhöhung um 30 Prozent angegeben. Die Ermittlung der durchschnittlichen Nachfrage 
wird nicht näher erläutert; vgl. Hur et al. (2004b), S. 331 f. 
109  Vgl. Thompson/Goodale (2006), S. 378. 
110  Vgl. Thompson/Goodale (2006), S. 380. 
111  Interessanterweise referenzieren die dargestellten neueren Ansätze in diesem Themengebiet nicht auf die 
älteren identifizierten Ansätze. 
112  Vgl. Shostack (1984), S. 134 f. Stand der Literatur zur operativen Steuerung von Dienstleistungsprozessen 
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zenden  Aktivitäten.  Diese  unterstützenden  Aktivitäten  werden  zudem  von  Aktivitäten  mit 
Managementbezug unterschieden.
113 Damit folgt der Ansatz der üblicherweise verwendeten 
Aufteilung in operative, unterstützende und Management Prozesse.
114 
Einen ähnlichen Ansatz verfolgen Zomerdijk und de Vries (2007), nach dem Aktivitäten mit 
Kundenkontakt in einem Front-Office und ohne Kundenkontakt in einem Back-Office gebün-
delt werden sollen. Die Autoren sind allerdings hinsichtlich der Durchführung der Bündelung 
von Aktivitäten konkreter. Ihr Ansatz beinhaltet, an welchen Stellen Kundeninteraktion er-
möglicht wird, welche Aktivitäten genau voneinander getrennt werden sollten und wie die 
Mitarbeiter in einem Prozess zusammengefasst werden sollten.
115 Neben der Verminderung 
der Komplexität können in den getrennten Bereichen Front-Office und Back-Office auch un-
terschiedliche Strategien verfolgt werden. So kann z.B. im Front-Office eine kundenindividu-
elle Betreuung erfolgen während im Back-Office Skaleneffekte durch eine zentrale Abwick-
lung von Kundenaufträgen erzielt werden.
116 Diesen strategischen Aspekt greifen Chen und 
Hao (2009) für die individualisierte Massenfertigung am Beispiel eines Restaurants auf. Sie 
beschreiben, wie ein Dienstleistungsprozess für dieses Ziel hinsichtlich der Aufteilung und 
der Schnittstellen von Aktivitäten mit und ohne Kundenbezug gestaltet werden sollte.
117 
Safizadeh et al. (2003) untersuchen in einer quantitativen empirischen Befragung Dienstleis-
tungsprozesse,  die  in  Front-  und  Back-Office-Aktivitäten  getrennt  sind.  Sie  unterscheiden 
zwischen Dienstleistungsprozessen, die ihren Schwerpunkt entweder auf dem Front- oder dem 
Back-Office haben. Diese werden hinsichtlich ihrer Unterschiede in der Kundeninteraktion, 
dem Kundeneinbezug, der organisatorischen Ausgestaltung, den Wettbewerbsvorteilen sowie 
der Performance untersucht. Ziel ist es, vorhandene Klassifizierungen von Dienstleistungen, 
die auf der Unterscheidung von Front- und Back-Office-Tätigkeiten basieren, zu evaluieren. 
Die Ergebnisse stellen Unterschiede hinsichtlich der identifizierten Kriterien fest. Für eine 
Strukturierung der Kundenintegration sind sie allerdings nicht geeignet, da lediglich eine Ka-
tegorisierung erfolgt. Eine Vorgehensweise zur Durchführung wird nicht entwickelt. 
Insgesamt ist die Trennung bzw. Modularisierung in verschiedene Arten von Aktivitäten hilf-
reich, um einen Dienstleistungsprozess besser zu strukturieren. Die Steuerbarkeit wird damit 
erhöht, da klarer getrennt ist, an welchen Stellen Kunden einen Einfluss haben und an wel-
chen nicht. Aktivitäten mit und ohne Kundenintegration sind immer noch miteinander im 
Prozessverlauf verbunden. Daher werden Verzögerungen in Front-Office-Aktivitäten weiter-
hin einen (nicht weiter spezifizierten) Einfluss auf die Durchführung der Leistungserstellung 
in Back-Office-Aktivitäten haben.
118 Damit wird das grundsätzliche Problem der Abhängig-
keit eines Dienstleistungsprozesses von benötigtem Kundeninput jedoch nicht gelöst. Dieser 
wird weiterhin benötigt und kann zu den diskutierten Verzögerungen führen. Dies gilt auch 
für den Ansatz von Heckl und Moormann (2009). Hier ist der Dienstleistungsprozess weiter-
hin von der Bereitstellung beider Informationstypen abhängig. Darüber hinaus greift dieses 
                                                 
113  Vgl. Fliess/Kleinaltenkamp (2004), S. 396 f. 
114  Vgl. Fischermanns (2009), S. 100. 
115  Vgl. Zomerdijk/de Vries (2007), S. 110. 
116  Vgl. Zomerdijk/de Vries (2007), S. 124. 
117  Vgl. Chen/Hao (2009), S. 259 f. 
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Kriterium der Trennung zu kurz, da nur Informationen, aber nicht z.B. die Verfügbarkeit von 
Gegenständen oder Personen einbezogen werden. 
Insgesamt konzentrieren sich die Ansätze mit der Festlegung des Designs von Dienstleis-
tungsprozessen auf die strategische und nicht auf die operative Ebene. Die diskutierten Prob-
leme von Zeitverzögerungen durch Kunden können weiterhin auftreten. Daher liefern die An-
sätze in diesem Themengebiet keine Lösung für die operative Steuerung von Dienstleistungs-
prozessen. Allerdings können sie die Ursache-Wirkungsbeziehungen zwischen Kundenverhal-
ten und den Auswirkungen auf die Leistungserstellung vereinfachen. Dadurch können dann 
mögliche Lösungen einfacher realisiert werden. Nichtsdestotrotz kann eine klare Trennung 
von Aktivitäten nach festgelegten Kriterien auch nicht möglich sein, z.B. aus Gründen der 
Geschäftslogik. Dies können z.B. gesetzliche Vorgaben sein, wie das Vier-Augen-Prinzip bei 
der Vergabe von Krediten. Auch kann ein fortlaufender Kontakt mit dem Kunden durch Mit-
arbeiter des Front-Office, die Ergebnisse des Back-Office kommunizieren, zeitraubend und 
teuer sein. 
4.6  Schätzung von Prozesszeiten 
Enns (1995) zielt auf die Vorhersage von Durchlaufzeiten von Produktionsprozessen in Job 
Shops
119 ab. Für die Berechnung verwendet er Bearbeitungszeiten und Wartezeiten. Enns geht 
davon aus, dass die Schwierigkeit der Schätzung vor allem bei den Wartezeiten liegt, während 
die Bearbeitungszeiten oft bekannt sind. Daher schlägt er vor, die Wartezeiten als Zuschlags-
kalkulation auf Basis der Bearbeitungszeiten zu berechnen.
120 Enns verweist allerdings auch 
auf die Höhe des Kundenauftragseingangs, die berücksichtigt werden sollte. Dieser kann stark 
schwanken und hat damit auch einen Einfluss auf die Wartezeiten. Allerdings wird aus Ver-
einfachungsgründen auf diese Schwankungen nicht weiter eingegangen.
121 Für ein durchge-
führtes Experiment werden eine Poissonverteilung für den Kundenauftragseingang und eine 
negative Exponentialverteilung für  Bearbeitungszeiten ohne weitere Erläuterung angenom-
men.
122  
Daniel/Guide (1997) schätzen in ihrem Ansatz am Beispiel eines Recyclingprozesses die Pro-
zesszeiten mit Hilfe von Experteninterviews. Darauf basierend erfolgt eine Anpassung an eine 
Betaverteilung. Allerdings zeigen die Ergebnisse der Fallstudie, dass die Verwendung anderer 
statistischer Verteilungen (z.B. Exponential, Gamma, Log-normal) keinen Einfluss auf die 
Performanz des Produktionsprozesses hat.
123  
Bertrand und van Oijen (2000; 2001) beziehen für die Berechnung der Durchlaufzeit von 
Kundenaufträgen die Anzahl der vorhandenen Kundenaufträge in einem betrachteten Prozess 
                                                 
119  Ein Job Shop beschreibt einen Prozess, bei dem Aufträge in mehreren Aktivitäten (ausgeführt durch Maschi-
nen oder Mitarbeiter) bearbeitet werden. Die Aufträge sind aufgrund von Kundenanforderungen unterschied-
lich, was sich sowohl auf die Art der Durchführung von Aktivitäten als auch auf die benötigen Aktivitäten 
bezieht; vgl. Sheikh (2003), S. 15 f. 
120  Vgl. Enns (1995), S. 120. 
121  Vgl. Enns (1995), S. 121. 
122  Vgl. Enns (1995), S. 123. 
123  Vgl. Daniel/Guide (1997), S. 108 f. Stand der Literatur zur operativen Steuerung von Dienstleistungsprozessen 
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mit ein.
124 Allerdings erfolgt in dem verwendeten Beispielfall eine nicht näher erläuterte Fest-
legung auf eine Poissonverteilung.
125 Zudem hängt die Durchlaufzeit von der Anzahl der Ak-
tivitäten, die für eine Bearbeitung eines Kundenauftrags nötig sind, ab.
126 Eine weitere Ver-
wendung dieser Einflussfaktoren erfolgt im Beispielfall nicht. Die Autoren halten fest, dass 
eine Bestimmung der Durchlaufzeiten nur empirisch erfolgen kann.
127 
Sabuncuoglu  und  Comlekci  (2002)  verwenden  dagegen  eine  analytische  Berechnung  der 
durchschnittlichen Durchlaufzeit. Anwendungsgebiet ist ein Job Shop in der produzierenden 
Industrie. Variablen, die für die Schätzung der Durchlaufzeiten berücksichtigt werden, sind 
(1) die Anzahl der Aufträge in den einzelnen Aktivitäten, (2) die Gesamtanzahl von Kunden-
aufträgen im Prozess, (3) die verwendeten Freigaberegeln für Kundenaufträge, (4) der Auslas-
tungsgrad des Prozesses und (5) die Bearbeitungszeiten in jeder Aktivität.
128  
Einen Ansatz basierend auf empirischen Daten wählen wiederum Rossetti und Clark (2003). 
Um die Durchlaufzeiten für die Produktbearbeitung von Maschinen zu berechnen, nutzen sie 
mittels Barcodes auf den Produkten erstellte Zeitstempel. Damit werden die Eingangs- und 
Ausgangszeitdaten von Produkten von den verantwortlichen Mitarbeitern auf der jeweiligen 
Maschine  aufgezeichnet.  Ziel  ist  die  Berechnung  von  durchschnittlichen  Durchlaufzeiten; 
eine Unterscheidung in Bearbeitungszeiten, Wartezeiten etc. ist damit nicht möglich.
129 Dazu 
wird eine Methodik vorgestellt, wie in der Produktion die durchschnittlichen Durchlaufzeiten 
geschätzt und damit die Kapazität von Maschinen in einem einfachen Beispiel besser geplant 
werden kann. Die Schätzung von Bearbeitungszeiten erfolgt anhand einer Berechnung histori-
scher Durchlaufzeiten. Dafür werden die Daten des Barcode-Scanning mit Informationen (Va-
riablen) über Produkte, Schichten, Anzahl der verfügbaren Mitarbeiter und Lagerbestand ver-
knüpft. Auf dieser Basis erfolgt mit zukünftigen Annahmen über diese Variablen eine Prog-
nose von Durchlaufzeiten mit einem Kleinste-Quadrate-Schätzer.
130 
Mit  dem  Ziel  der  Berechnung  von  Terminen  für  die  Fertigstellung  von  Make-to-Order-
Produkten beschäftigen sich Moses et al. (2004). Dafür ist die Bestimmung der Durchlaufzei-
ten unabdingbar. Die Berechnung erfolgt analytisch auf Basis von Schätzungen unter Einbe-
ziehung der Verfügbarkeit der benötigten Ressourcen. Dazu wird für alle Aufträge die jewei-
lige Ankunftszeit eines Auftrags von der geschätzten Fertigstellungszeit subtrahiert.
131 Dieser 
Ansatz zur Schätzung der Durchlaufzeit wird mit sechs anderen Schätzern verglichen:
132 (1) 
Verwendung eines konstanten Wertes,
133 (2) Aggregation der Bearbeitungszeiten von Aufträ-
gen in den einzelnen Aktivitäten,
134 (3) Anzahl der Aufträge im Prozess unter der Annahme 
eines gleichmäßigen Eingangs von Kundenaufträgen,
135 (4) noch benötigte Bearbeitungszeit 
                                                 
124  Vgl. Bertrand/van Ooijen (2000), S. 263. 
125  Vgl. Bertrand/van Ooijen (2000), S. 259; Ooijen/Bertrand (2001), S. 264. 
126  Vgl. Bertrand/van Ooijen (2000), S. 263. 
127  Vgl. Ooijen/Bertrand (2001), S. 264. 
128  Vgl. Sabuncuoglu/Comlekci (2002), S. 425 f. 
129  Vgl. Rossetti/Clark (2003), S. 493 f. 
130  Vgl. Rossetti/Clark (2003), S. 497. 
131  Vgl. Moses et al. (2004), S. 4357. 
132  Vgl. Moses et al. (2004), S. 4360. 
133  Vgl. Conway (1965). 
134  Vgl. Conway (1965). 
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für alle Aufträge im Prozess, (5) Glättung kürzlich beobachteter Durchlaufzeiten mit einer 
Exponentialverteilung
136 und (6) inkrementelle Simulation für die Bestimmung der Auswir-
kung eines neuen Auftrags auf die Durchlaufzeiten im Prozess, um damit die Durchlaufzeit 
des neuen Auftrags schätzen zu können.
137 Das Ergebnis eines durchgeführten Experiments 
zeigt, dass der von Moses et al. (2004) vorgeschlagene Ansatz im Vergleich mit den anderen 
Schätzern am besten abschneidet.
138 
Für den allgemeinen Fall des Job Shop entwickeln Öztürk et al. (2006) einen Ansatz zur 
Schätzung der Fertigstellungstermine von Produkten mit Hilfe von Methoden des Data Mi-
ning. Auch hier erfolgt die Berechnung der Durchlaufzeit analytisch. Einflussfaktoren sind die 
erwartete Bearbeitungszeit, die Anzahl von bereits wartenden Aufträgen sowie Wartezeiten 
im Prozess. Diese Variablen werden mit vorgegebenen Startwerten über den Zeitverlauf be-
rechnet.
139 Erweitert wird dieser Ansatz von Lee (2009) um den Aspekt der verwendeten Me-
thode für die Produktionsplanung. Die konkrete Anwendung erfolgt am Beispiel von Flow-
Shops, in denen alle Aufträge in der gleichen Reihenfolge die gleichen Maschinen nutzen.
140 
Eine detailliertere Berechnung von Prozesszeiten erfolgt in dem Ansatz von Kim et al. (2008). 
Die Autoren zielen auf die Schätzung von Durchschnitt und Varianz der Bearbeitungszeiten 
von Aktivitäten an Arbeitsstationen ab. Grundlage dafür sind empirische Daten über die nöti-
gen Aktivitäten und die gesamte Bearbeitungszeit von Kundenaufträgen an der jeweiligen 
Bearbeitungsstation. Es wird die These aufgestellt, dass für einen Kundenauftrag die gesamte 
Bearbeitungszeit an einer Arbeitsstation unabhängig von den einzelnen Bearbeitungszeiten 
der Aktivitäten an dieser Arbeitsstation ist.
141 Die Schätzung erfolgt sowohl mit Kleinste-
Quadrate- als auch mit Maximum-Likelihood-Schätzern; für Letztere muss die Annahme der 
Normal- bzw. der Log-Likelihood-Verteilung der Bearbeitungszeiten in den Aktivitäten ge-
troffen werden.
142 Die Ergebnisse zeigen, dass der Kleinste-Quadrate-Schätzer besser in der 
Prognose von Bearbeitungszeiten in den einzelnen Aktivitäten ist.
143 
In diesem Themengebiet findet sich eine Reihe von Ansätzen, die sich alle auf die produzie-
rende Industrie beziehen.
144 Die Ansätze konzentrieren sich im Rahmen ihrer unterschiedli-
chen Zielsetzungen in der Regel auf die Schätzung von Durchschnittszeiten. Lediglich bei 
einem Ansatz erfolgt eine Schätzung der durchschnittlichen Bearbeitungszeit in Aktivitäten. 
Hinsichtlich der empirischen Basis der Schätzungen besteht noch Verbesserungsbedarf, da die 
Basis bislang auf Stichproben bzw. Durchschnittswerten beruht. Die möglichen Einflussvari-
ablen auf Veränderungen in geschätzten Durchlaufzeiten sind dagegen teilweise sehr detail-
liert untersucht. 
                                                 
136  Vgl. Brown (1963); Lawrence (1995). 
137  Vgl. Roman/del Valle (1996). 
138  Vgl. Moses et al. (2004), S. 4372. 
139  Vgl. Öztürk et al. (2006), S. 691. 
140  Vgl. Lee (2009), S. 1669. 
141  Vgl. Kim et al. (2008), S. 241. 
142  Vgl. Kim et al. (2008), S. 247. 
143  Vgl. Kim et al. (2008), S. 251. 
144  Darüber hinaus werden zumeist Maschinen als Ausführende für die Aktivitäten betrachtet. Stand der Literatur zur operativen Steuerung von Dienstleistungsprozessen 
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4.7  Geschäftsprozesssimulation 
Einen ersten Ansatz zum Umgang mit kurzfristigen, unerwarteten Verzögerungen in der Pro-
duktion konzipieren Lin und Cochran (1990). Darin beschreiben die Autoren, dass im Rah-
men der operativen Steuerung nicht nur die langfristige stationäre Performance wichtig ist. 
Auch die kurzfristige Performance eines Prozesses sollte aufgrund folgender unerwartet auf-
tretender Ereignisse berücksichtigt werden:
145 (1) Plötzlicher Maschinenausfall, (2) Fehlendes 
Material von Zulieferern und (3) Aufträge mit höchster Priorität. Im Simulationsmodell wird 
anhand eines einfachen Beispiels von mehreren Maschinen in einem Produktionsprozess die 
Auswirkung des ersten Ereignistyps abgebildet. Der Eingang von Kundenaufträgen wird sto-
chastisch mit einer Poissonverteilung abgebildet, Bearbeitungszeiten mit Exponentialvertei-
lungen.
146 Die Durchführung der Simulation erfolgt trotz der operativen Problematik auf stra-
tegischer Ebene. Das Simulationsmodell wird in einen Gleichgewichtszustand gebracht und 
dann der Effekt eines Maschinenausfalls simuliert.
147  
Sehr abstrakt wird dagegen der Nutzen der Geschäftsprozesssimulation in der operativen Pro-
zesssteuerung von Chaharbaghi (1993) beschrieben. Er hebt die Bedeutung von operativen 
Problemen, die in der Produktion auftreten können, hervor. Allerdings wird außer der Aussa-
ge, dass solche Probleme bei der Bildung von Warteschlangen auftreten können, keine weite-
re Detaillierung im Umgang damit vorgenommen.
148  
Ein ähnliches Ziel verfolgt der Ansatz von Davies (1994). Dessen Ansatz zielt auf die Ent-
wicklung  einer  Methodik  für  die  Erstellung  generischer  Simulationsmodelle  im  Kontext 
bankbetrieblicher Prozesse ab. Die Berücksichtigung von Verzögerungen (wie im Kapitel 3 
beschrieben), wird in diesem Ansatz hervorgehoben.
149 Allerdings erfolgt keine weitere Er-
läuterung zur Modellierung bzw. zum Umgang mit solchen Verzögerungen. Zudem sind die 
Simulationsmodelle, die mit dem Ansatz entwickelt werden können, auf der strategischen 
Ebene angesiedelt. 
Auch wenn Ansätze zur Geschäftsprozesssimulation die Bedeutung der Simulation im kurz-
fristigen  Zeithorizont  hervorheben,  werden  kurzfristigen  Einflussfaktoren  bislang  unzurei-
chend berücksichtigt. Kurzfristig auftretende Probleme wie Verzögerungen werden zwar be-
nannt, aber nicht spezifiziert bzw. im Simulationsmodell abgebildet. Insbesondere erfolgt bis-
her keine Berücksichtigung des Einflusses von Kunden in Dienstleistungsprozessen. Demzu-
folge werden auch keine Optionen der operativen Steuerung zum Umgang mit kurzfristig auf-
tretenden, ungeplanten Verzögerungen simuliert. 
                                                 
145  Vgl. Lin/Cochran (1990), S. 62. 
146  Vgl. Lin/Cochran (1990), S. 63. 
147  Vgl. Lin/Cochran (1990), S. 64. 
148  Vgl. Chaharbaghi (1993), S. 92. 
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4.8  Operative Störungen auf der Ebene von Workflowmanagementsyste-
men 
Auf der Ebene von Workflowmanagementsystemen gibt es auch Ansätze, die sich mit opera-
tiven Störungen beschäftigen. Hier handelt es sich allerdings eher um den Umgang mit Aus-
nahmefällen, d.h. Kundenaufträge, die von einem definierten Standard abweichen.
150 Kumar 
und Zhao (1999) betrachten Abweichungen im Prozessverlauf von einem definierten Stan-
dard. In ihrem Ansatz können einem Kundenauftrag dafür unterschiedliche Stati (z.B. Anhal-
ten eines Kundenauftrags) zugeteilt werden. Dies beinhaltet auch, welche Mitarbeiter welche 
Rechte, wie z.B. die Veränderung von Stati, haben. Die durchgeführte Analyse erfolgt hier 
auf der technischen Ebene von Workflowmanagementsystemen.
151 
Casati  et  al.  (1999)  definieren  Workflowmanagementsysteme  noch  weitergehend;  danach  
werden auch die Aktivitäten in einem Prozess und nicht nur die Vorgangssteuerung automa-
tisch ausgeführt. Hinsichtlich Ausnahmen wird zwischen erwarteten und unerwarteten Aus-
nahmen unterschieden. Während erwartete Ausnahmen bei der Entwicklung des Workflow-
managementsystems berücksichtigt werden können, wird im Fall von unerwarteten Ausnah-
men die Bearbeitung angehalten und der Vorgang einem Mitarbeiter zur manuellen Bearbei-
tung übergeben. Erwartete Ausnahmen kommen unregelmäßig und nicht planbar vor. Sie sind 
hauptsächlich von externen Faktoren (z.B. dem Kunden) abhängig.  Zudem können sie zu 
Rückschleifen oder zur Beendigung der Bearbeitung eines Kundenauftrags führen.
152  
Golani und Gal (2005) beschäftigen sich in ihrem Ansatz dagegen mit unerwarteten Ausnah-
men. In diesem Fall ist im Workflowmanagementsystem nicht festgelegt, welche Aktivitäten 
weiter durchgeführt werden sollen bzw. können. Dafür entwickeln die Autoren (1) Algorith-
men zur Wiederholung von Aktivitäten, (2) zur Weiterführung des Prozesses bei Ignorieren 
von Ausnahmen sowie (3) zur Durchführung von Rückschleifen zur Wiederholung einer feh-
lerhaft durchgeführten Aktivität.
153 Damit soll eine flexible Durchführung der nötigen Aktivi-
täten zum Abschluss eines Kundenauftrags ermöglicht werden.  
Mit  der  Sicherstellung  der  termingerechten  Bearbeitung  von  Kundenaufträgen  in  einem 
Workflowmanagementsystem beschäftigen sich van der Aalst et al. (2007b). Ist eine termin-
gerechte Bearbeitung nicht möglich, kommt es zur „Eskalation“, die einen speziellen Fall von 
Ausnahmen  bezeichnet.
154  Bei  diesem  Ansatz  dient  das  Workflowmanagementsystem  zur 
Unterstützung von manuellen Aktivitäten in einem Prozess. Grundlage des Ansatzes ist die 
Annahme, dass jeder Kundenauftrag einen fest definierten Endtermin hat, bis zu dem alle nö-
tigen Aktivitäten zur Bearbeitung des Kundenauftrags abgeschlossen sein sollten. Zudem gilt 
die Annahme, dass eine Aktivität für einen Kundenauftrag nicht doppelt, z.B. im Fall einer 
Rückschleife, durchgeführt werden kann.
155 Unter diesen Prämissen werden für den Fall eines 
verspäteten Kundenauftrags, d.h. wenn die erwartete verbleibende Bearbeitungszeit länger als 
die gesetzte Bearbeitungsfrist ist, fünf Eskalationsregeln als relevant erachtet. Diese Eskalati-
                                                 
150  Vgl. Kumar/Zhao (1999), S. 254. 
151  Vgl. Kumar/Zhao (1999), S. 258. 
152  Vgl. Casati et al. (1999), S. 406. 
153  Vgl. Golani/Gal (2005), S. 54. 
154  Vgl. van der Aalst et al. (2007b), S. 497. 
155  Vgl. van der Aalst et al. (2007b), S. 498. Stand der Literatur zur operativen Steuerung von Dienstleistungsprozessen 
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onsregeln sind eine Teilmenge von Optionen zu operativen Steuerung, wie z.B. die Priorisie-
rung von Aufträgen, Reihenfolgeänderung und Änderung von ausführenden Personen.
156 Al-
lerdings bezieht sich der Ansatz auf die Umsetzung dieser Eskalationsregeln auf der Ebene 
eines Workflowmanagementsystems. Eine Anwendung im Sinne einer operativen Steuerung 
erfolgt nicht. 
Während die Eigenschaften erwarteter Ausnahmen relativ ähnlich den beschriebenen Effekten 
der Integration von Kunden sind, dient die betrachtete Ebene als technische Unterstützung zur 
operativen Steuerung. Auf dieser Ebene werden aufgrund von Ausnahmen benötigte Aktivitä-
ten als Bestandteile eines Prozesses festgelegt. Zudem können Maßnahmen der operativen 
Steuerung automatisiert werden, wenn sie in einer bestimmten Situation immer in der glei-
chen Art und Weise ausgeführt werden. Das gleiche gilt für unerwartete Ausnahmen, die nicht 
im Prozess exakt definiert sind. Diese sind in Dienstleistungsprozessen mit überwiegend ma-
nuellen Tätigkeiten nicht relevant. Hier erfolgt eine Korrektur von den beteiligten Mitarbei-
tern flexibel je nach Situation und nicht automatisch. Im Falle eines fest definierten automati-
sierten Prozesses in einem Workflowmanagementsystem kann die Möglichkeit für eine Wei-
tergabe  eines  Kundenauftrags  zwischen  zwei  Aktivitäten  zudem  technisch  im  Nachhinein 
implementiert werden. Dies erfolgt allerdings nicht im Rahmen der operativen, sondern der 
strategischen Steuerung. 
5  Fazit 
In allen in diesem Arbeitsbericht dargestellten Themengebieten gibt es Ansätze, die hilfreich 
für eine operative Steuerung von Dienstleistungsprozessen unter Berücksichtigung der Kun-
denintegration sind. Allerdings stammt die überwiegende Zahl der identifizierten und disku-
tierten Ansätze aus der produzierenden Industrie. Hier ist offensichtlich, dass die Aktivitäten 
in den betrachteten Prozessen in der Regel von Maschinen ausgeführt werden, Möglichkeiten 
der Lagerhaltung bestehen
157 und kurzfristige, schwer beeinflussbare externe Unterbrechun-
gen eher selten sind. Dagegen führt die Kundenintegration in Dienstleistungsprozessen zu 
einer Komplexität in der Leistungserstellung, die generell in Produktionsprozessen nicht vor-
handen ist.
158 Daher ist die Forschungsfrage, wie Dienstleistungsprozesse operativ unter Be-
rücksichtigung der Kundenintegration gesteuert werden können, bisher nicht adäquat zu be-
antworten. 
Ansätze zur Beantwortung der Forschungsfrage sollten folgende Punkte adressieren, die bis-
her nicht bzw. nur unzureichend berücksichtigt werden: 
•  Für die operative Steuerung ist eine zeitnahe Bereitstellung von Daten über den Eingang 
von Kundenaufträgen sowie den aktuellen Stand von Kundenaufträgen im betrachteten 
Prozess  von  großer  Bedeutung.  Hierfür  bieten  sich  die  im  Abschnitt  4.7  diskutierten  
Event Logs von Workflowmanagementsystemen an. Allerdings müssen darin die Aktivi-
täten, die von Kunden und Mitarbeitern durchgeführt werden, differenziert werden. 
                                                 
156  Vgl. van der Aalst et al. (2007b), S. 507. 
157  Dies gilt auch für Make-to-Order-Prozesse. Bei diesen kann zwar oft nicht auf Vorrat produziert werden. 
Allerdings können üblicherweise benötigte Vorprodukte bzw. Rohstoffe gelagert werden. 
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•  Die Integration von Kunden führt zu Verzögerungen bei der Leistungserstellung. Dieser 
Einfluss (auf die geplante Leistungserstellung) sollte transparent gemacht werden. Dazu 
sollten diejenigen Aktivitäten mit Kundenintegration, d.h. in denen der Kunde einen In-
put in die Leistungserstellung einbringt, bestimmt werden. Für diese sollte quantifiziert 
werden, wie oft Verzögerungen durch Kunden in welchen Aktivitäten auftreten. Zudem 
sollte analysiert werden, wie lange diese Verzögerungen dauern und in welchen Aktivitä-
ten
159 nach einer Verzögerung die Leistungserstellung fortgesetzt wird.  
•  Die tatsächliche Nachfrage für die Durchführung einzelner Aktivitäten eines Dienstleis-
tungsprozesses  sollte  bestimmt  werden.  Durch  kundeninduzierte  Verzögerungen  kann 
diese zu einem Zeitpunkt erheblich geringer als geplant sein. Kundenaufträge, die in ei-
nem Dienstleistungsprozess bearbeitet werden und auf Kundeninput warten, benötigen 
während der Wartezeit keine Mitarbeiterkapazitäten. 
•  Es sollten mögliche Einflussfaktoren auf das Verhalten von Kunden, auch als Kontext-
faktoren bezeichnet, identifiziert werden.
160 So kann es sein, dass z.B. das Wetter und Fe-
rienzeiten einen Einfluss auf das Kundenverhalten und damit auf den Eingang von Kun-
denaufträgen sowie mögliche Verzögerungen haben.
161 
•  Ausgehend von Restriktionen aufgrund der Integration von Kunden, sollten die in Frage 
kommenden Optionen der operativen Steuerung bestimmt werden. Dazu bietet es sich an, 
typische Szenarien auf Basis der ermittelten Kontextfaktoren zu entwickeln. 
•  Zur Abschätzung der Auswirkungen von Aktionen in Rahmen der operativen Steuerung 
ist es sinnvoll, den Dienstleistungsprozess zu simulieren. Ein Simulationsmodell sollte 
den Prozess detailliert mit seinen Aktivitäten berücksichtigen. Dies erfordert auch, dass 
z.B. Warte- und Bearbeitungszeiten differenziert nach Aktivitäten erhoben und nicht nur 
durchschnittlich geschätzt werden. Wichtig ist vor allem der kurze Zeithorizont der Simu-
lation ausgehend vom aktuellen Stand in einem Dienstleistungsprozess. Nur damit sind 
die Ergebnisse für eine operative Steuerung sinnvoll. 
                                                 
159 Im Fall von Rückschleifen kann die Aktivität nach einer kundeninduzierten Verzögerung von der den Kun-
deninput anfordernden Aktivität abweichen. 
160  Vgl. Dey (2001), S. 5. 
161 Vgl. Ploesser et al. (2009), S. 2. Stand der Literatur zur operativen Steuerung von Dienstleistungsprozessen 
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