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Abstract
The dimension of the Demazure module, Ew(λ), for an affine Kac–Moody algebra, is a polynomial in λ,
called a Demazure polynomial. In this article, we prove that it is harmonic. For the algebra ŝl(n), we define
a subset E of W , of non-null density. We calculate explicitly all the Demazure polynomials for this subset.
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Introduction
Let g0 be a simple finite-dimensional Lie algebra, let g be the universal central extension of
g0 ⊗ C[t, t−1] and set ge = C td
dt
 g. Recall that ge is called an affine Kac–Moody algebra and
that g = [ge,ge] (see Section 1).
For λ a dominant weight of ge and w an element of the Weyl group denote by Ew(λ) the
Demazure module associated to λ and w. It turns out that Pw(λ) = dimEw(λ) is a polynomial
in λ (see Section 2). Although the calculus of chEw(λ) is combinatory complicated we see that
the calculus of Pw(λ) can be easier.
In this article, we first show that Pw is harmonic (see Section 3): more precisely Pw writes
Pw(λ) =∑k∈NRk(λ0)lk where the Rk are W 0-harmonics polynomials in λ0 = λ|h0 and l is the
level of λ. Then, we consider the extended algebra of sl(n). We define a subset E of W for which
Pw , w ∈ E , can be explicitly computed (see Section 4). We show that E is not too small: it is of
non-null density in W (see Section 5). Moreover, we can calculate Pw for w in a larger subset.
In small rank we get Pw , for all w with a maximal number of left descent (see Section 5).
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Conventions: In this article N is the set of non-negative integers and N∗ = N \ {0}. For p  q
two integers we set [[p,q]] = [p,q] ∩ Z. For a set G we denote by |G| its cardinal.
Let g0 be a simple Lie algebra of finite dimension on C and let denote by r its rank. Let h0 be
a Cartan subalgebra, let Q0 be the root lattice and θ be the highest root. Let b0 ⊃ h0 be a Borel
subalgebra and let α1, . . . , αr be the corresponding simple roots. Let h1, . . . , hr be the simple
coroots.
Denote by ge the Lie algebra C[t, t−1] ⊗ g0 ⊕ CK ⊕ Cd with the bracket defined by:[
tn ⊗ x, tm ⊗ y]= tm+n ⊗ [x, y] +mδm,−n(x, y)K, [K, tn ⊗ x]= 0,
[K,d] = 0, [d, tn ⊗ x]= ntn ⊗ x
for m,n ∈ Z, x, y ∈ g0. The algebra ge is called a non-twisted affine Kac–Moody algebra. Set g =
C[t, t−1]⊗g0 ⊕CK . Then g = [ge,ge] and g is the universal central extension of C[t, t−1]⊗g0.
For more details about Kac–Moody algebras see [6].
Set h = h0 ⊕ CK and he = h ⊕ Cd . For λ ∈ h0∗ we extend λ to he∗ by setting λ(K) = 0 and
λ(d) = 0. Similarly every element of he∗ can be considered as an element of h∗ by omitting its
action on d . From now, this restriction is used without mentioning it. Denote by δ the element
of he∗ defined by δ|h = 0 and δ(d) = 1. Set α0 = δ − θ . Set Π = {α0, α1, . . . , αr} ⊂ he∗ and
Π∨ = {h0, h1, . . . , hr} ⊂ he. The elements of Π are called the simple roots, the elements of Π∨
are called the simple coroots. Denote by Δ the root system, Δ+ the set of positive roots, Δ− the
set of negative roots and ( , ) the normalized invariant form. Set b = (tC[t] ⊗ g0 + C[t] ⊗ b0)⊕
CK and be = b ⊕ Cd . For i ∈ [[0, r]], let Λi be the fundamental weights, i.e. Λi(hj ) = δi,j for
i, j ∈ [[0, r]]. Let P e =∑ri=0 ZΛi ⊕ Cδ be the weight lattice, P+ =∑ri=0 NΛi ⊕ Cδ be the set
of dominant integral weights.
For i ∈ [[0, r]] we define the fundamental reflection si by siλ = λ − λ(hi)αi for λ ∈ he∗. The
Weyl group W is the subgroup of Gl(he∗) generated by the fundamental reflections. The set Δ
splits into Δ = Δre ∪Δim with Δre = W {α0, . . . , αr} and Δim = {kδ | k ∈ Z \ {0}}.
Denote by ∗ the unique associative product on W defined by: for w ∈ W and s a fundamental
reflection {
s ∗w = sw if 	(sw) > 	(w),
s ∗w = w otherwise.
We introduce a partial ordering on W , called the weak Bruhat ordering, denoted f , by setting
for x, y ∈ W , x f y if there exists a u ∈ W such that y = u ∗ x. Therefore x f y if and only if
there exist k ∈ N and indices i1, . . . , ik ∈ [[0, r]] such that y decomposes into y = si1 · · · sik x with
	(y) = k + 	(x).
For a weight λ ∈ he∗, λ(K) is called the level of λ and is denoted l. For l ∈ C we denote
respectively by h∗l and P l the subset of h∗ and P whose weights are of level l. An element λ of
h∗ can be written as λ = (λ0, l) where λ0 is the restriction of λ to h0 and l is the level of λ. There
is the following formula:
λ = λ0 + λ(K)Λ0. (1)
We write also λ = (λ0, . . . , λr ) with λi = λ(hi) for i ∈ [[0, r]].
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with the ith root deleted. This is a Lie algebra of finite dimension. We denote with an exponent
i the elements associated with this finite algebra (hi , Δi , Wi , . . . ). As we saw the algebra g0
plays an important role. We have h0 = h ∩ g0, Π0 = {α1, . . . , αr} and W = W 0  T where T
is the subgroup of W whose elements are the endomorphism tμ(λ) = λ + λ(K)μ − ((λ,μ) +
1
2 (μ,μ)λ(K))δ for μ ∈ Q0. Considering the restriction to h∗ we get tμ(λ) = λ + λ(K)μ for
μ ∈ Q0.
Let V be a diagonalizable h-module of finite dimension, we denote by Vλ the weight space
attached to λ. We define the character of V :
chV =
∑
λ∈h∗
dimVλeλ.
What is called character here corresponds to the so-called real character in [10].
2. Demazure module and operators
In this section we define two useful operators (the Demazure operator and D) and the De-
mazure polynomials Pw . We prove that the Pw are really polynomials.
2.1. Demazure operators
For i ∈ [[0, r]], we define the Demazure operator Di by:
Di :C[P ] → C[P ],
u → u− si · u
1 − e−αi ,
where si · eλ = esi (λ)−αi . By an easy calculation one sees that:
Die
λ =
⎧⎨⎩ e
λ + · · · + esi (λ) if λi  0,
0 if λi = −1,
−(eλ+αi + · · · + esi (λ)−αi ) if λi < −1.
(2)
The Di verify the braid relations (see [3, Paragraph 5.5] for a proof for a finite Weyl group;
the result follows easily). We deduce that for any si1 · · · sik a reduced expression of an element
w ∈ W , Di1 · · ·Dik only depends upon w. The operator Dw = Di1 · · ·Dik is then well defined
and it is also called a Demazure operator.
Proposition 2.1. Let w,w′ ∈ W . There is the equality: Dw′Dw = Dw′∗w .
Indeed we can easily check that DiDi = Di , the proposition follows by associativity of the
product ∗ and by induction on 	(w) and on 	(w′).
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Let λ ∈ P e+ and w ∈ W . Denote by ewλ an element of L(λ)wλ (where L(λ) is the unique
irreducible ge-module of highest weight λ). It is unique up to a scalar multiple. The be-module
generated by ewλ is called the Demazure module. It is of finite dimension.
One knows, see [7, Paragraph 3.4] or [8, Chapter IX], that:
Theorem 2.2. For w ∈ W and λ ∈ P e+, chEw(λ) = Dweλ.
2.3. Operator D
Lemma 2.3. Let P ∈ C[X].
(i) There exists a unique Q ∈ C[X] such that Q(n) =∑nk=0 P(n− 2k) for all n ∈ 2N.
(ii) Moreover, Q(X) = −Q(−X − 2) and Q(n) =∑nk=0 P(n− 2k) for all n ∈ N.
Proof. Let P ∈ C[X].
(i) For f ∈ C[X] set Δf (X) = f (X)− f (X − 2). The corresponding map Δ :C[X] → C[X]
is onto and its kernel is the set of constant polynomials. Let Q be uniquely determined by
ΔQ(X) = P(X) + P(−X) and Q(0) = P(0). Then it is clear that Q is the unique polynomial
in C[X] such that Q(n) =∑nk=0 P(n− 2k) for all n ∈ 2N.
(ii) Suppose Q satisfies (i). For n ∈ N taking X = −n in the equation ΔQ(X) = P(X) +
P(−X) we get Q(−n)−Q(−(n+ 2)) = P(n)+ P(−n). We deduce that
Q(−n) = −
n−1∑
k=1
P(n− 2k) = −
n−2∑
k=0
P
(
(n− 2)− 2k)= −Q(n− 2)
for n ∈ 2N \ {0}. Thus Q(X) = −Q(−X − 2). Then we get Q(−1) = 0. By induction on n, we
can show then that Q(n) =∑nk=0 P(n− 2k) for all n ∈ 2N + 1. 
Denote by D˜ the operator C[X] → C[X], P → Q where Q is the polynomial defined in the
above lemma.
Let P be the set of complex polynomial on h∗. For i ∈ [[0, r]], we define the operator Di by:
Di :P → P,
f →Dif,
whereDif is the function in P which coincide with the function λ →∑λ(hi )k=0 f (λ−kαi) on {λ ∈
P | λ(hi) > 0}. LetQ be the space of polynomials on h⊥i . Then P =Q⊗C[αi] and Di = 1⊗ D˜.
The operator Di is thus well defined. We can see easily that for P ∈ P degDiP  degP + 1.
Let i ∈ [[0, r]], P be a polynomial and λ ∈ P . We have:
DiP (λ) = P(λ)+ · · · + P(siλ) if λi  0,
DiP (λ) = −DiP (siλ− αi) by Lemma 2.3,
= −(P(s λ− α )+ · · · + P(λ+ α )) if λ −1.i i i i
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Lemma 2.4. For w ∈ W , and si1 . . . sik a reduced expression of w we have, for all P ∈ P and
λ ∈ P ,
Dαik · · ·Dαi1 P(λ) =
∑
μ∈P
mμ(λ)P (μ),
where the mμ(λ) ∈ Z are defined by Dweλ =∑μ∈P mμ(λ)eμ.
Then, we define the operator Dw =Dαik · · ·Dαi1 (beware the order) which is independent of
the chosen reduced expression.
We call specialization the application:
Sp :C
[
P e
] → C,
eμ → 1.
For w ∈ W and λ ∈ P we denote Pw(λ) = SpDweλ. For w ∈ W and λ ∈ P e+, we have
dimEw(λ) = Pw(λ). The dimension on the Demazure module only depends on the restriction
of λ to h∗. We thus writes Pw(λ) = Pw(λ0, l). We deduce of the above lemma that Pw = Dw1
and that Pw is a polynomial. It is called a Demazure polynomial. This polynomial Pw extends
uniquely to an element of P that we will still denote Pw . We also deduce of the lemma that
DiPw = Pw∗si , for w ∈ W and for si a fundamental reflection.
For all w ∈ W , degPw = 	(w) (see [2, Paragraphs 3.2, 4.2 and 5.1] for a combinatorial proof ).
In this article, Pw is described as an Ehrhart polynomial of a quasi-polytope of dimension 	(w).
For the case of g0 this can be shown directly. For w ∈ W 0, denote P 0w the Demazure polyno-
mial. Let w ∈ W 0 and take u ∈ W 0 such that w0 = w ∗ u−1 and 	(w0) = 	(w) + 	(u−1). Then
P 0w0 =Du−1P 0w , thus degP 0w0  	(u)+ degP 0w  	(w0)− 	(w)+ degP 0w . But by Weyl formula
we know that degP 0w0 = 	(w0). We deduce that degP 0w = 	(w).
3. Harmonic polynomials and Demazure polynomials
In this section, we prove that Demazure polynomials are harmonics and generate the space of
harmonic polynomials.
3.1. Harmonic polynomials
Proposition 3.1. Let G be a finite group acting on a C-vector space V of finite dimension and
U ⊂ V a C-vector space invariant under G. Let f be a polynomial function on V . The following
conditions are equivalent:
(1) ∀x ∈ V , ∀y ∈ U , |G|f (x) =∑g∈G f (x + gy);
(2) ∀Δ ∈ (S+U)G, Δf = 0.
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• Let n ∈ N∗. As SnU is irreducible as Gl(U)-module (see [4, Paragraph 6.1]) it is generated
by {∂(n)u | u ∈ U} (where ∂(n)u = ∂
n
u
n! ). Therefore, (S+U)G is generated by the
∑
g∈G ∂
(n)
gu , for
u ∈ U and n ∈ N∗.
Let f ∈ SV ∗ satisfying (1). Let x ∈ V , y ∈ U and t ∈ C. By Taylor formula:
∑
g∈G
f (x + gty) =
∑
n∈N
tn
(∑
g∈G
∂(n)gy
)
f (x)
= |G|f (x).
Hence, for all n ∈ N∗, ∑g∈G ∂(n)gy f = 0. Since for n ∈ N∗ and y ∈ U the family ∑g∈G ∂(n)gy
generates (S+U)G, Δf = 0 for all Δ ∈ (S+U)G.
• The proof that (2) implies (1) is identical. 
Definition 3.2. Let G be a group acting on a C-vector space V and U a C-vector space invariant
under G. A polynomial on V satisfying one of the previous condition is called G-harmonic in
the direction U . If U = V the polynomial is called G-harmonic.
In general the space of harmonic polynomials has dimension  |G|. Moreover, we have
(see [11]):
Proposition 3.3. Let G be a finite group generated by reflections, acting faithfully on a C-vector
space V of finite dimension. Then, the space of harmonic polynomials on V has dimension |G|.
Example. Considering the natural action of the symmetric group Sn on Cn, the harmonic poly-
nomials are the polynomials h such that
∑n
i=1 ∂
kh
∂xki
= 0 for k ∈ [[1, n]].
3.2. Demazure polynomials
Proposition 3.4. Let w ∈ W . The Demazure polynomial Pw is W 0-harmonic in the direction h0∗.
Proof. Let w ∈ W . In order to prove that Pw is W 0-harmonic, we know by Proposition 3.1, that
it is sufficient to show that:
∣∣W 0∣∣Pw(λ) = ∑
v∈W 0
Pw(λ+ vμ) for λ ∈ h∗ and μ ∈ h0∗.
As Pw is a polynomial, it is sufficient to prove it for λ ∈ P and μ ∈ P 0. Thus we consider λ ∈ P
and μ ∈ P 0 and we get:
∑
0
Dwe
λ+vμ = Dw
(
eλ
∑
0
evμ
)
.v∈W v∈W
312 S. Verneyre-Petitgirard / Journal of Algebra 307 (2007) 306–329The sum
∑
v∈W 0 evμ is invariant under W 0. Since μ is a weight of level 0 the sum is W -invariant.
Then: ∑
v∈W 0
Dwe
λ+vμ =
( ∑
v∈W 0
evμ
)
Dw
(
eλ
)
.
Specializing, we deduce that Pw is W 0-harmonic. 
Let H0 be the set of complex polynomials on h0∗, W 0-harmonic. For w ∈ W 0 and λ ∈ h0∗,
P 0w(λ
0) = Pw(λ). The polynomial P 0w is then W 0-harmonic. Set M0w the homogeneous compo-
nent of degree 	(w) of P 0w .
Proposition 3.5. The families (P 0w)w∈W 0 and (M0w)w∈W 0 are basis of H0.
Proof.
• Assume that the P 0w are not linearly independent. Let
∑
w∈W 0 awP 0w = 0 be a non-trivial
relation. Set S = {w ∈ W 0 | aw = 0} and 	(S) = max{	(w) | w ∈ S}. Among all the non-trivial
relations choose one whose 	(S) is the biggest and let w1 ∈ S be an element of maximal length
in S.
If w1 = w0, there exists a fundamental reflection si such that 	(w1si) > 	(w1). We get:
0 =Di
∑
w∈S
awP
0
w =
∑
w∈S
awP
0
w∗si .
By definition of S the relation
∑
w∈S awP 0w∗si = 0 is trivial. As the coefficient of P 0w1∗si is
aw1 = 0, this is absurd.
If w1 = w0, the degree of P 0w0 is strictly higher than the degree of P 0w for w = w0. Thus, its
dominant term cannot annihilate with any other term. This is absurd.
The P 0w , for w ∈ W , are then linearly independent. By Proposition 3.3 the dimension of H0 is
|W 0|. We deduce they form a basis of H0.
• We show similarly that the M0w are linearly independent and form a basis of H0. 
We deduce that the polynomial Pw , for w ∈ W , decomposes, uniquely, onto:
Pw(λ) =
∑
v∈W 0
Qv(l)P
0
v
(
λ0
)
,
where the Qv are polynomials. The set SuppPw = {v ∈ W 0 | Qv = 0} is called the support
of Pw . Set W0 = {u ∈ W | ∀i ∈ [[1, r]], usi > u}.
Proposition 3.6. Let w ∈ W . Set w = yx the unique decomposition with x ∈ W 0 and y ∈ W0.
Then SuppPw ⊂ {v ∈ W 0 | v f x} and x ∈ SuppPw .
Proof. Let w ∈ W . Set w = yx the unique decomposition with x ∈ W 0 and y ∈ W0. Set Py(λ) =∑
u∈W 0 Ru(l)P 0u (λ0) where Ru ∈ C[l].• We have, Pw(λ) = DxPy(λ) = ∑u∈W 0 Ru(l)P 0u∗x(λ0). Hence SuppPw ⊂ {v ∈ W 0 |
v f x}.
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degRuP 0u  	(y). We know that degPy  	(y), then deg
∑
u∈W 0 RuP 0u  	(y). Thus, we have
deg
∑
u∈W 0 RuM0u  	(y). The polynomial M0w are independent on C and hence on C[l]. We
deduce that degRuM0u = degRuP 0u  	(y) and then degRu  	(y)− 	(u).
Assume now that 1 /∈ SuppPy . As y ∈ W0 we know that yw0 is reduced (i.e. 	(yw0) = 	(y)+
	(w0)). Thus degPyw0 = 	(y) + 	(w0). Moreover, Pyw0 =
∑
u∈W 0 RuP 0w0 . But degRuP
0
w0 =
degRu + 	(w0) 	(w0)+ 	(y)− 	(u) 	(w0)+ 	(y)− 1 as 1 /∈ SuppPy . This is absurd. Thus
1 ∈ SuppPy . Moreover, we notice that degR1P 0w0 = degPyw0 then degR1 = 	(y).
As Pw =DxPy =Dx∑u∈W 0 RuP 0u =∑u∈W 0 RuP 0u∗x , we deduce that x ∈ SuppPw and we
notice that degQx = 	(y). 
Theorem 3.7. Let l ∈ C. The family (Pw)w∈W generates the space of W 0-harmonics polynomials
H0[l] = {∑k∈NRk(λ0)lk | Rk ∈H0}.
Proof. Let E be the subset of H0[l] generated by the polynomials Pw , for w ∈ W .
Let k be an integer. Let take y ∈ W0 of length k (such a y exists). Then, Pyw0 = QP 0w0 where
Q is a polynomial in l of degree k. As this is true for all integers k, we deduce that C[l]P 0w0 ⊂ E.
Let n be a non-null integer and assume that for v ∈ W 0 such that 	(v) > 	(w0) − n we have
C[l]P 0v ⊂ E. Let v ∈ W 0 be an element of length 	(w0) − n and let k be an integer. Let take
y ∈ W0 of length k. Then Pyv = QvP 0v +
∑
u>f v
QuP
0
u and Qv is of degree k. By induction
assumption we know that
∑
u>f v
QuP
0
u ∈ E. We deduce that QvP 0v ∈ E. As this true for all
integers k, we deduce that C[l]P 0v ⊂ E.
Then for all v ∈ W 0, C[l]P 0v ⊂ E. As the polynomials P 0v (for v ∈ W 0) generate H0 we
conclude that E =H0[l]. 
Remark 3.8. By contrast of Proposition 3.5, the Pw are dependent (except if g = A(1)1 ). Indeed
the dimension of the space of polynomials in H0[l] of degree  n grows linearly in n. Although
the number of w with 	(w)  n grows as a polynomial of degree the rank of g0. Even worse,
there are distinct w and w′ with Pw = Pw′ .
4. Calculation of some Demazure polynomials for the algebra ̂sl(n)
The algebra ŝl(n) (the algebra obtained by a central extension of the Lie algebra g0 = sl(n))
is particular in the sense that in ŝl(n) every simple root plays the same role. The formulas and
relations between the elements of ŝl(n) and g0 are then the same between the elements of ŝl(n)
and gi , for i ∈ [[1, r]] with r = n − 1. Recall that gi is the algebra whose Dynkin diagram is the
Dynkin diagram of ge with the ith root deleted, wi is the longest element of the Weyl group of
gi and λi = λ(hi). In this section we use the specificity of ŝl(n) to calculate explicitly Pw for w
in a certain subset of W denoted E . For convenience all the indices are modulo n.
4.1. Definition of E and calculation of Demazure polynomials
We are going to define a subset of W on which the calculation of characters and Demazure
polynomials is easy.
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with k ∈ N∗ and i1, . . . , ik ∈ [[0, r]]. For an element w in E , w = wik ∗ · · · ∗wi1 with k ∈ N∗ and
i1, . . . , ik ∈ [[0, r]], we call wik ∗wik−1 ∗· · ·∗wi1 an expression of w if ij = ij+1 for j ∈ [[1, k−1]].
We notice that Pwi (for i ∈ [[0, r]]) is well known. Indeed, to calculate it we can work in gi
and in gi , Ewi (λi) = L(λi). The Demazure polynomial is then known by the Weyl formula:
Pwi (λ) =
∏
α∈Δi+〈λ+ ρ,α〉∏
α∈Δi+〈ρ,α〉
= 1
1r . . . (n− 1)1
[
(λi+1 + 1) · · · (λi+r+1 + 1)
][
(λi+1 + λi+2 + 2) · · ·
× (λi+n−1 + λi+n + 2)
] · · · [(λi+1 + · · · + λi+n + n− 1)],
where all the indices are modulo n.
Theorem 4.2. Let w be an element of W of the form w = x ∗ wik−1 ∗ · · · ∗ wi1 with x wik and
ij = ij+1 for j ∈ [[1, k − 1]]. Let l ∈ Z and λ ∈ P l . Then:
Dwe
λ = elΛik
(
Dxe
lΛ
ik
ik−1
)(
Dwik−1 e
lΛ
ik−1
ik−2
)
· · ·
(
Dwi2
e
lΛ
i2
i1
)(
Dwi1
eλ
i1
)
,
where Λij = Λj |hi∗ (i.e. Λij is the restriction to hi∗ of Λij the fundamental weight of g).
Proof. Let l ∈ Z, λ ∈ P l . Let w be an element of W of the form w = x ∗ wik−1 ∗ · · · ∗ wi1 with
x  wik and ij = ij+1 for j ∈ [[1, k − 1]]. We are going to calculate Dw by induction using
in particular the fact that for m ∈ C[P ], μ ∈ P and i ∈ [[0, r]], if si(m) = m then Di(eμm) =
(Die
μ)m. By Proposition 2.1, we have:
Dwe
λ = DxDwik−1 · · ·Dwi1 eλ.
Let i ∈ [[0, r]] and let m ∈ C[P l] invariant under the fundamental reflections sk for k = i. Then
el(Λj−Λi)m is invariant under sk for k = j . Indeed, it is trivially invariant under sk for k = i, j ,
consequently, it is sufficient to check that el(Λj−Λi)m is invariant under si . Set m =∑ν∈P l cνeν
with cν ∈ Z. Then:
si
(
el(Λj−Λi)m
)= el(Λj−Λi)+lαi ∑
ν∈P l
cνe
siν = el(Λj−Λi)
∑
ν∈P l
csiν+lαi eν .
Thus, el(Λj−Λi)m is invariant under si if and only if cν = csiν+lαi . We have si = tisθi with
tiν = ν + lθi and sθi ν = ν − (ν, θi)θi where θi is the highest root in gi (i.e. θi = δ − αi ).
But sθi ∈ Wi and then let m invariant then cν = csθi ν . As sθi = t−1i siν = siν − lθi , we have
csθi ν
= csiν+lαi . We deduce the invariance.
We can now calculate Dw:
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λ = Dx
(
Dwik−1
(
. . .
(
Dwi1
eλ
)))
= Dx
(
e
l(Λik−1−Λik )el(Λik−Λik−1 )
(
Dwik−1
(
. . .
(
Dwi1
eλ
))))
= (Dxel(Λik−1−Λik ))el(Λik−Λik−1 )(Dwik−1 (. . . (Dwi1 eλ))).
But, by formula (1): l(Λik−1 −Λik ) = l(Λik−1 −Λik )ik +0Λik = lΛikik−1 . Then Dxel(Λik−1−Λik ) =
Dxe
lΛ
ik
ik−1
. Thus:
Dwe
λ =
(
Dxe
lΛ
ik
ik−1
)
e
l(Λik−Λik−1 )(Dwik−1 (. . . (Dwi1 eλ))),
and by induction:
Dwe
λ = elΛik
(
Dxe
lΛ
ik
ik−1
)(
Dwik−1 e
lΛ
ik−1
ik−2
)
· · ·
(
Dwi2
e
lΛ
i2
i1
)(
Dwi1
eλ
i1
)
. 
Theorem 4.3. Let w ∈ E and wik ∗wik−1 ∗ · · · ∗wi1 be an expression of w. Let l ∈ C and λ ∈ h∗l .
Then:
• If r is even:
Pw(λ) =
(
1
1r · · · r1
)k−1 r/2∏
p=1
(
(l + p)(l + r + 1 − p))∑p−1i=1 iti+∑r/2i=p pti Pwi1 (λ)
with ti = |{j ∈ [[2, k]] | ij − ij−1 ≡ ±i mod r + 1}| for i  r2 .• If r is odd:
Pw(λ) =
(
1
1r · · · r1
)k−1 (r−1)/2∏
p=1
(
(l + p)(l + r + 1 − p))∑p−1i=1 iti+∑r/2i=p pti
×
(
l + r + 1
2
)∑ r+12
i=1 iti
Pwi1
(λ)
with ti = |{j ∈ [[2, k]] | ij − ij−1 ≡ ±i mod r + 1}| for i  r+12 .
Proof. Let l ∈ Z and λ ∈ P l . Specializing the formula of the above theorem for x = wik we get:
Pw(λ) =
k∏(
Pwij
(
lΛ
ij
ij−1
))
Pwi1
(
λi1
)
.j=2
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−(ij−1 − ij ) in [[1, r + 1]]. If i = r+12 :
Pwij
(
lΛ
ij
ij−1
)= Pw0(lΛ0ij−1−ij )= 11r · · · r1
i∏
p=1
(
(l + p)(l + r + 1 − p))p r+1−i∏
p=i+1
(l + p)i
and if i = r+12 :
Pwij
(
lΛ
ij
ij−1
)= 1
1r · · · r1
(
l + r + 1
2
) r+1
2
r−1
2∏
p=1
(
(l + p)(l + r + 1 − p))p. 
Remark 4.4. The function λ → Pwij (lΛ
ij
ij−1) is a polynomial which depends only on the level
of λ, denote it by Qij ,ij−1 . We have degQij ,ij−1 = (r + 1 − i)i where i is the smaller residue of
the classes modulo r + 1 of ij−1 − ij and of −(ij−1 − ij ) in [[1, r + 1]].
4.2. Small rank computation
Using a method similar to the one carried on in the proofs of Theorems 4.2 and 4.3, we can
calculate the polynomials Pw , for w with a maximal number of descent (by descent we mean left
descent) that is to say w of the form w = u ∗wj with j ∈ [[0, r]] and u ∈ W .
Let w ∈ W be an element with a maximal number of descent. It can be written in a reduced
form sik · · · si1e, with e ∈ E whose left term is wi1 . Let j ∈ [[1, r]] not equal to i1. Denote by
r1 the largest integer such that i1, . . . , ir1 be different from j , r2 the largest integer such that
ir1+1, . . . , ir2 be different from i1, r3 the larger integer such that ir2+1, . . . , ir3 be different from
i1 and so on until we arrive to ik . Let l ∈ C and λ ∈ P l . We get:
Dwe
λ = Dsik ···si1 Deeλ
= Dsik ···si1
(
el(Λi1−Λj )el(Λj−Λi1 )Deeλ
)
= Dsik ···sir1+1
[(
Dsir1 ···si1 e
l(Λi1−Λj ))(el(Λj−Λi1 )Deeλ)]
= Dsik ···sir1+1
[(
el(Λj−Λi1 )Dsir1 ···si1 e
l(Λi1−Λj ))(Deeλ)]
= Dsik ···sir2+1
[(
Dsir2 ···sir1+1
(
el(Λj−Λi1 )Dsir1 ···si1 e
l(Λi1−Λj )))(Deeλ)]
and so on using alternatively that Deeλ is invariant under all the Dsi for i = i1 and that
el(Λj−Λi1 )Deeλ is invariant under all the Dsi for i = j , until we get a product of Deeλ with
another “character” that we calculate. Then we specialize to find Pw . This method will be used
in this part.
4.2.1. ŝl(2)
For ŝl(2), we find a result of [9]. The Weyl group of ŝl(2) contains two elements of length
k > 0:
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w−k = sik · · · si2si1 with ij ≡ j mod 2.
As wi is the longest element of the Weyl group of gi we have w1 = s0 and w0 = s1. Then w+k =
wik ∗ · · · ∗wi2 ∗wi1 with ij ≡ j mod 2 and to w−k = wik ∗ · · · ∗wi2 ∗wi1 with ij ≡ j + 1 mod 2.
We deduce that E = W and:
Pw(λ) =
{
(l + 1)k−1(λ0 + 1) if w = w+k with k  1,
(l + 1)k−1(λ1 + 1) if w = w−k with k  1.
4.2.2. ŝl(3)
For ŝl(3), we can show that the elements of W with a maximal number of descent writes either
e with e ∈ E or sie, with e ∈ E , whose left term is wi . Then:
Pw(λ) =
⎧⎨⎩
(
(l+1)(l+2)
2
)k−1
Pwi1
(λ) if w = wik ∗ · · · ∗wi1 for a k  1,
(l + 1)( (l+1)(l+2)2 )k−1Pwi1 (λ) if w = sikwik ∗ · · · ∗wi1 for a k  1.
4.2.3. ŝl(4)
For ŝl(4) it is not easy to find directly the form of all the elements of W of the form u∗wj , with
j ∈ [[0,3]]. To find them we start with an element e of E and we look what are its descents (thanks
to the program Coxeter), then, we study similarly the elements sie when si is not a descent of e.
We stop as soon as we find a longer element of E or an element which writes reducedly under
the form ve′ with e′ ∈ E longer than the element of E we begun with. It is not obvious this
process will stop. However, it comes to an end actually. The result obtained is summed up in the
figure on page 318. To simplify we have taken e ∈ E with w0 as left term and we have denoted
i instead of si . On each arrow we have indicated the fundamental reflection added. Finally we
have calculated the Demazure polynomial of each element.
We sum up the result here: the Demazure polynomials and the elements of W with a maximal
number of descent have one of the following form (with e ∈ E and e = wi ∗ · · ·):
Pw(λ) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Pe(λ) if w = e,
(l + 1)Pe(λ) if w = sie,
1
2 (l + 1)(l + 2)Pe(λ) if w = si±1sie,
1
6 (l + 1)(l + 2)(2l + 3)Pe(λ) if w = si+1si−1sie,
1
4 (l + 1)2(l + 2)2Pe(λ) if w = si+2si+1si−1sie.
4.2.4. ŝl(5)
We have used here the same method as for ŝl(4). We obtain the following elements and poly-
nomials (we write i instead of si and consider that e has w0 as left term):
Pe(λ),
P0e(λ) = (l + 1)Pe(λ),
P40e(λ) = 1 (l + 1)(l + 2)Pe(λ),2
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3
30e
P (λ) = 12 (l + 1)(l + 2)Pe(λ)
1
2
230e = w1 ∗ e
P (λ) = Pw1∗e(λ)
0310e = w2 ∗ e
P (λ) = Pw2∗e(λ)e
P (λ) = Pe(λ)
0
0e
P (λ) = (l + 1)Pe(λ)
1
10e
P (λ) = 12 (l + 1)(l + 2)Pe(λ)
2
3
210e = w3 ∗ e
P (λ) = Pw3∗e(λ)
310e
P (λ) = 16 (l + 1)(l + 2)(2l + 3)Pe(λ)
02
2310e
P (λ) = 14 (l + 1)2(l + 2)2Pe(λ)
1
4
3
12310e = 21w1 ∗ e
P (λ) = 12 (l + 1)(l + 2)Pw1∗e(λ)
02310e = 2w2 ∗ e
P (λ) = (l + 1)Pw2∗e(λ)
32310e = 23w3 ∗ e
P (λ) = 12 (l + 1)(l + 2)Pw3∗e(λ)
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P410e(λ) = 16 (l + 1)(l + 2)(2l + 3)Pe(λ),
P1340e(λ) = P4210e(λ) = 124 (l + 1)(l + 2)(l + 3)(3l + 4)Pe(λ),
P0410e(λ) = 112 (l + 1)(l + 2)
2(l + 3)Pe(λ),
P21340e(λ) = P34210e(λ) = 112 (l + 1)
2(l + 2)2(l + 3)Pe(λ),
P01340e(λ) = P04210e(λ) = 124 (l + 1)(l + 2)
3(l + 3)Pe(λ),
P021340e(λ) = P034210e(λ) = 1144 (l + 1)
2(l + 2)2(l + 3)(5l + 12)Pe(λ),
P121340e(λ) = P434210e(λ) = 148 (l + 1)
2(l + 2)2(l + 3)(l + 4)Pe(λ),
P234210e(λ) = 136 (l + 1)
2(l + 2)2(l + 3)Pe(λ),
P1021340e(λ) = P4034210e(λ) = P0234210e(λ) = 172 (l + 1)
2(l + 2)3(l + 3)2Pe(λ),
P0121340e(λ) = P0434210e(λ) = 1144 (l + 1)
2(l + 2)2(l + 3)(l + 4)(2l + 3)Pe(λ),
P40234210e(λ) = P10234210e(λ) = 1144 (l + 1)
2(l + 2)4(l + 3)2Pe(λ),
P410234210e(λ) = 11728 (l + 1)
2(l + 2)3(l + 3)2(7l2 + 28l + 24)Pe(λ),
P0410234210e(λ) = 1432 (l + 1)
3(l + 2)4(l + 3)3Pe(λ).
We notice that the polynomial P410234210e is the only polynomial calculated here whose roots
are not rational negatives. Its roots are −1, −2, −3 and −2 ± 2
√
7
7 .
5. Study of E
We have calculated Pw for w ∈ E . Here we study E and characterize its elements by different
ways. Then, we show that E has a non-null density in W .
5.1. Definitions
Let w ∈ W . We denote Δw = {α ∈ Δ+ | w−1(α) ∈ Δ−}, it is called the generalized inversions
set of w. As
∑
α∈Δw α = ρ −wρ, the set Δw determines w exactly. Moreover, we can see easily
that Δw ⊂ Δ+re and that Δw is finite of order 	(w). One knows (see [1]):
320 S. Verneyre-Petitgirard / Journal of Algebra 307 (2007) 306–329Theorem 5.1. A finite subset L of Δ+ is the generalized inversions set of a w ∈ W if and only if :
• If α,β ∈ L and α + β ∈ Δ then α + β ∈ L.
• If α,β ∈ Δ+ \L and α + β ∈ Δ then α + β ∈ Δ+ \L.
We have:
Δw =
⋃
α∈Δ0
Δw,α,
with
Δw,α =
{
α + kδ | k ∈ [[δα<0, rα − δβ>0]]
}
,
where w−1(α) = β − rαδ with β ∈ Δ0, rα ∈ Z and δα<0 = 1 if α ∈ Δ− and 0 otherwise and
δβ>0 = 1 if β ∈ Δ+ and 0 otherwise.
For an expression wik ∗ wik−1 ∗ · · · ∗ wi1 of an element w of E , we call terms of w the
wi1, . . . ,wik , the integer k is called the number of terms of w, wik is called the left term and
wi1 the right term. We will see later, in Corollary 5.6, that this notions are independent of the
expression of w. This notions are then well defined.
The expression of an element of E is not reduced. To obtain a reduced writing let us introduce
ui,j the element wiwi,j , where wi,j is the longest element of 〈sk, k ∈ [[0, r]] \ {i, j}〉. Then wik ∗
wik−1 ∗ · · · ∗wi1 = uik,ik−1 · · ·ui2,i1wi1 where the second writing is reduced. Indeed, by definition
of ui,j we have
wik ∗wik−1 ∗ · · · ∗wi1 = (uik,ik−1wik,ik−1) ∗wik−1 ∗ · · · ∗wi1
= uik,ik−1 ∗ (wik,ik−1 ∗wik−1 ∗ · · · ∗wi1)
= uik,ik−1 ∗wik−1 ∗ · · · ∗wi1
= uik,ik−1 ∗ · · · ∗ ui2,i1 ∗wi1 .
Then, we have:
	(wik ∗wik−1 ∗ · · · ∗wi1)
k∑
j=2
	(uij ,ij−1)+ 	(wi1).
Moreover, we know that:
	(wik ∗wik−1 ∗ · · · ∗wi1) = degPwik ∗wik−1∗···∗wi1 =
k∑
j=2
degQij ,ij−1 + degPwi1 ,
where Qij ,ij−1 is defined on page 316.
But 	(ui,j ) = 	(wj ) − 	(wi,j ) = (r + 1 − |j − i|)|j − i| = degQi,j and 	(wi1) = degPwi1 .
Thus, there is equality in the inequality above. We conclude that the writing is reduced.
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In a finite Weyl group of type sl(k + 1), with simple roots β1, . . . , βk , the longest element v0
acts as v0(βi) = −βk+1−i . Using this result in finite subgroups of W , which are all of this type
or product of groups of this type, and the fact that δ =∑ri=0 αi is invariant under W , we get:
wi(αj ) = −α2i−j + 2δi,j δ,
wi,j (αk) = −αi+j−k + (δi,k + δj,k)δ, for i, j, k ∈ [[0, r]],
wjwi,j (αk) = αj+k−i + (δj,k − δi,k)δ.
Lemma 5.2. Let w be an element of E , wik ∗ wik−1 ∗ · · · ∗ wi1 an expression of w and let p ∈[[1, r]]. Then:
wik ∗wik−1 ∗ · · · ∗wi1(αp) = −αik+i1−p +
(
(k + 1)δi1,p −
k−1∑
l=1
δi1+il−il+1,p
)
δ.
Proof. Let us show this result by induction. For k = 1 this is the above formula.
Let k  1 be a fixed integer and let suppose the result is true for the elements of E that can
be written with less than k terms. (Remark that the expression “less than k terms,” as later the
expression “which can be written with k + 1 terms,” is meaningful even without the unicity of
the number of terms in the expression of an element of E .) Let w be an element of E which can
be written with k + 1 terms, w writes:
w = wik+1 ∗wik ∗wik−1 ∗ · · · ∗wi1 = uik+1,ikwik ∗wik−1 ∗ · · · ∗wi1 .
Then:
w(αp) = uik+1,ik
(
−αik+i1−p +
(
(k + 1)δi1,p −
k−1∑
l=1
δi1+il−il+1,p
)
δ
)
= −αik+1+i1−p +
(
(k + 2)δi1,p −
k∑
l=1
δi1+il−il+1,p
)
δ.
We deduce the result by induction. 
By Theorem 5.1 we know that the w (in W ) and the Δw (in the subset of Δ+ with certain
property) are in bijection. The following theorem gives then a characterization of the set E :
Theorem 5.3. The set E corresponds to the w in W whose generalized inversions set are of the
form:
Di,t0,...,tr =
{
αp + · · · + αp+p′ + tδ
∣∣∣∣ 1 p  p + p′  r,
i /∈ [[p,p + p′]] and 0 t 
p+p′∑
tv
}
v=p
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{
−(αp + · · · + αp+p′)+ tδ
∣∣∣∣ 1 p  p + p′  r,
i ∈ [[p,p + p′]] and 0 < t <
p−1∑
v=0
tv +
r∑
v=p+p′+1
tv + 2
}
,
with i ∈ [[0, r]] and t0, . . . , tr ∈ N with ti = 0.
Remark 5.4. Before showing this result, let us explain briefly the meaning of i, t0, . . . , tr .
Let w ∈ E , whose generalized inversions set is Di,t0,...,tr , and wik ∗ · · · ∗ wik−1 ∗ · · · ∗ wi1 be
an expression of w. Then i is ik , tv+i (with −i  v  r − i) is the number of time il+1 − il ≡
v mod r + 1 in the expression of w. Of course we have ti = 0.
Proof. Let α ∈ Δ+. Then α writes α = ε(αp + · · · + αp+p′) + tδ with 1 p  p + p′  r and
either ε = 1 and t ∈ N, or ε = −1 or 0 and t ∈ N∗.
Let w ∈ E and wik ∗wik−1 ∗ · · · ∗wi1 be an expression of w. Then:
w−1(α) = −ε(αi1+ik−p + · · · + αi1+ik−p−p′)
+
(
ε
(
(k + 1)δik∈[[p,p+p′]] −
k−1∑
l=1
δik+il+1−il∈[[p,p+p′]]
)
+ t
)
δ,
where δi∈[[p,p+p′]] = 1 if i is in the interval [[p,p + p′]] and 0 otherwise.
In which case do we have w−1(α) ∈ Δ−?
If ε = 0, then w−1(α) cannot be in Δ−.
If ε = 1 (and t  0) then:
w−1(α) ∈ Δ− ⇔ (k + 1)δik∈[[p,p+p′]] −
k−1∑
l=1
δik+il+1−il∈[[p,p+p′]] + t  0
⇔ 0 t 
k−1∑
l=1
δik+il+1−il∈[[p,p+p′]] − (k + 1)δik∈[[p,p+p′]].
If ε = −1 (and t > 0) then:
w−1(α) ∈ Δ− ⇔ −(k + 1)δik∈[[p,p+p′]] +
k−1∑
l=1
δik+il+1−il∈[[p,p+p′]] + t < 0
⇔ 0 < t < −
k−1∑
l=1
δik+il+1−il∈[[p,p+p′]] + (k + 1)δik∈[[p,p+p′]].
For 0  v  r let denote tv = |{l ∈ [[1, k − 1]] | ik + il+1 − il ≡ v mod r + 1}|. Remark that as
wik ∗wik−1 ∗ · · · ∗wi1 is an expression of w we have il+1 = il for l ∈ [[1, k − 1]] and then tik = 0.
Moreover,
∑r
v=0 tv = k − 1. Then:
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{
αp + · · · + αp+p′ + tδ
∣∣∣∣ 1 p  p + p′  r,
ik /∈ [[p,p + p′]] and 0 t 
p+p′∑
v=p
tv
}
∪
{
−(αp + · · · + αp+p′)+ tδ
∣∣∣∣ 1 p  p + p′  r, ik ∈ [[p,p + p′]] and
0 < t <
p−1∑
v=0
tv +
r∑
v=p+p′+1
tv + 2
}
. (3)
Reciprocally, let i ∈ [[0, r]] and t0, . . . , tr ∈ N with ti = 0. Denote
Di,t0,...,tr =
{
αp + · · · + αp+p′ + tδ
∣∣∣∣ 1 p  p + p′  r,
i /∈ [[p,p + p′]] and 0 t 
p+p′∑
v=p
tv
}
∪
{
−(αp + · · · + αp+p′)+ tδ
∣∣∣∣ 1 p  p + p′  r, i ∈ [[p,p + p′]] and
0 < t <
p−1∑
v=0
tv +
r∑
v=p+p′+1
tv + 2
}
.
Then Di,t0,...,tr = Δw with for instance:
w = wi ∗wi+1 ∗ · · · ∗wi+ti+1︸ ︷︷ ︸
jump of 1
∗wi+ti+1+2 ∗ · · · ∗wi+ti+1+2ti+2︸ ︷︷ ︸
jump of 2
∗ · · ·
∗wi+ti+1+2ti+2+···+rtr+(r+1)t0+···+(r+i)ti−1 . 
Corollary 5.5. An element of E , w = wik ∗ · · · ∗ wi1 is uniquely characterized by i1 and by the
t ′v = |{l ∈ [[1, k − 1]] | il+1 − il ≡ v mod r + 1}| for v ∈ [[1, r]].
Writing k =∑rv=1 t ′v and wik = wi1+∑rv=1 vt ′v we see that:
Corollary 5.6. The number of terms, the left term, and the right term are independent of the
expression of an element of E .
5.3. Characterization of the elements of E by their decomposition of the form xtλ
The Weyl group W writes W = W 0 T . In this part we are going to characterize the elements
of E by their decomposition of the form xtλ with x ∈ W 0 and tλ ∈ T .
324 S. Verneyre-Petitgirard / Journal of Algebra 307 (2007) 306–329Theorem 5.7. The set E of W is the set of w in W that decomposes under one of the following
forms:
• w = w0tλ with λ ∈ Q0, λ =∑ri=1 λiΛ0i , such that∗ either λk  0 for k ∈ [[1, r]],
∗ or λk  0 for k ∈ [[1, r]] \ {a} and λa  2 −∑v∈[[1,r]]\{a} λv ;
• w = w0,j tλ with j ∈ [[1, r]] and λ ∈ Q0, λ =∑ri=1 λiΛ0i , such that∗ either λk  0 for k ∈ [[1, r]], and λj < 0,
∗ or λk  0 for k ∈ [[1, r]] \ {a}, with a = j , λj < 0 and λa  1 −∑v∈[[1,r]]\{a} λv ,∗ or λk  0 for k ∈ [[1, r]] \ {j}, and λj  1 −∑v∈[[1,r]]\{j} λv .
Proof. Remark that we have here (λ,αk) = λ(hk) = λk , for k ∈ [[1, r]].
Let w be an element of E with wi , for i ∈ [[0, r]], as left term. We know by Theorem 5.3 that:
Di,t0,...,tr =
{
αp + · · · + αp+p′ + tδ
∣∣∣∣ 1 p  p + p′ < i, where
i < p  p + p′  r and 0 t 
p+p′∑
v=p
tv
}
∪
{
−(αp + · · · + αp+p′)+ tδ
∣∣∣∣ 1 p  i  p + p′  r and
0 < t <
p−1∑
v=0
tv +
r∑
v=p+p′+1
tv + 2
}
, (4)
for t0, . . . , tr ∈ N and ti = 0.
Let x ∈ W 0 and λ ∈ Q0. We have
Δxtλ =
( ⋃
α∈Δ0+
{α + tδ | 0 t  t(α)}
)
∪
( ⋃
α∈Δ0+
{−α + tδ | 0 < t < −t(α)}
)
,
with
t(α) =
{
(xλ,α) for α ∈ Δ0x,
(xλ,α)− 1 for α ∈ Δ0+ \Δ0x.
Let us see at what condition we have the equality of the two generalized inversions set. For
m ∈ [[1, r]] \ {i} we must have the equality of the set Δw,αm and Δxtλ,αm , we then must have
tm = t(αm).
We have also on the one hand:
t(αp+···+αp+p′ ) =
p+p′∑
tv =
p+p′∑
t(αv)
v=p v=p
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and Δxtλ,αp+···+αp+p′ . By definition of t(α) this can only happen if there exist at most one j ∈
[[1, i − 1]] and at most one j ∈ [[i + 1, r]] such that t(αj ) = (xλ,αi)− 1, i.e. such that αj /∈ Δ0x .
On the other hand, we have (if i ∈ [[1, r]]) for 1 p  i  p + p′  r :
−t(αp+···+αp+p′ ) =
p−1∑
v=0
tv +
r∑
v=p+p′+1
tv + 2 = k + 1 −
p+p′∑
v=p
tv,
where k is the number of terms of w, thanks to the equality of the set Δw,−(αp+···+αp+p′ ) and
Δxtλ,−(αp+···+αp+p′ ). This can only happen if there exists at most on j ∈ [[1, r]] such that αj /∈ Δ0x .
Moreover, if αj /∈ Δ0x in order to have the equality we must have αp + · · · + αp+p′ /∈ Δ0x as
soon as p  j  p + p′.
Then, we have:
• Either there is no j ∈ [[1, r]] such that αj /∈ Δ0x . Then Δ0x = Δ0+, thus x = w0. In this case
we have:
∗ If i = 0. For all m ∈ [[1, r]], t(αm) = tm  0 imply that (λ,w0αm)  0 and then
(λ,αr+1−m) 0.
∗ If i ∈ [[1, r]]. For all m ∈ [[1, r]] \ {i}, t(αm) = tm  0 imply that (λ,w0αm)  0 and then
(λ,αr+1−m) 0.
For m = i, t(αi ) = −(k + 1) + ti = −(k + 1) as ti = 0. Then (λ,w0αi) = −(k + 1),
thus (λ,αr+1−i ) = k + 1. As k − 1 = ∑rv=0 tv , this implies that (λ,αr+1−i )  2 +∑
v∈[[1,r]]\{i} tv = 2 −
∑
v∈[[1,r]]\{i}(λ,αr+1−v).
• Or there exists a unique j ∈ [[1, r]] such that αj /∈ Δ0x . Then Δ0x = {αp + · · · + αp+p′ | 1
p  p + p′  r and j /∈ [[p,p + p′]]}, thus x = w0,j . In this case we have:
∗ If i = 0. For all m ∈ [[1, r]] \ {j}, t(αm) = tm  0 imply that (λ,w0,j αm)  0 and then
(λ,αj−m) 0.
For m = j , t(αj ) = tj  0 imply that (λ,w0,j αj ) − 1  0 and then (λ,α0) < 0. But
(λ, δ) = 0 then (λ,α0) = −∑rk=1(λ,αk). The condition is then equivalent to (λ,αj ) >−∑k∈[[1,r]]\{j}(λ,αk).
∗ If i ∈ [[1, r]]. For all m ∈ [[1, r]] \ {i, j}, t(αm) = tm  0 imply that (λ,w0,j αm)  0 and
then (λ,αj−m) 0.
• If i = j . For m = j , t(αj ) = tj  0 imply that (λ,w0,j αj )− 1 0 and then (λ,α0) < 0.
As above the condition is equivalent to (λ,αj−i ) > −∑k∈[[1,r]]\{j−i}(λ,αk).
For m = i, t(αi ) = −(k + 1), i.e. (λ,w0,j αi) = −(k + 1), thus (λ,αj−i ) = k +
1. As k − 1 = ∑rv=0 tv , this implies that (λ,αj−i )  2 + ∑v∈[[1,r]]\{i} tv = 1 −∑
v∈[[1,r]]\{i}(λ,αj−v) = 1 + (λ,αj−i )+ (λ,αj ) that is to say (λ,αj ) < 0.• If i = j . For m = i = j , t(αi ) = −(k + 1), i.e. (λ,w0,iαi)− 1 = −(λ,α0)− 1 = −(k +
1), this implies that (λ,α0) 1 +∑v∈[[1,r]]\{i} tv = 1 −∑v∈[[1,r]]\{i}(λ,αi−v). This is
equivalent to (λ,αi) < 0.
Reciprocally, for each of the form of xtλ given in the theorem we can find using an analogous
method a i ∈ [[0, r]] and tv with ti = 0 such that Δxtλ = Di,t0,...,tr and then find a w ∈ E such that
w = xtλ. 
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For n ∈ N set B(n) = {w ∈ W | 	(w) n}.
Lemma 5.8. We have |B(n)| ∼ nr (r+1)
r! .
Proof. In [5, Paragraphs 8.9. and 3.16], we see that:
W(t) =
∑
w∈W
t	(w) =
∑r
i=0 t i
(1 − t)r =
(
r∑
i=0
t i
)( ∞∑
k=0
Cr−1r+k−1t
k
)
=
∞∑
k=0
akt
k,
with ak =∑kj=k−r Cr−1r+j−1 =∑kj=0 Cr−1r+j−1 −∑k−r−1j=0 Cr−1r+j−1 = Crr+k − Crk−1 for k  r + 1.
We then have, for n r + 1:
∣∣B(n)∣∣= n∑
k=r+1
ak +
∣∣B(r)∣∣= n∑
k=r+1
Crr+k −
n∑
k=r+1
Crk−1 +
∣∣B(r)∣∣
= Cr+1n+r+1 −Cr+1n +
(∣∣B(r)∣∣−Cr+12r+1)
= 1
(r + 1)!
(
(n+ r + 1)!
n! −
n!
(n− r − 1)!
)
+ (∣∣B(r)∣∣−Cr+12r+1).
Using an asymptotic development of n!, (n+ r + 1)! and (n− r − 1)! we get:
∣∣B(n)∣∣∼ nr(r + 1)
r! . 
Lemma 5.9. For λ ∈ h0∗, λ = ∑ri=1 λiΛ0i , denote mi(λ) = ∑ik=1 λk for i ∈ [[1, r]] and
m0(λ) = 0. Let C0 be the fundamental chamber of g0. Then for w ∈ W 0,
wC0 = {λ ∈ h0∗ | mw(0)(λ) < mw(1)(λ) < · · · <mw(r)(λ)},
where we identify w with its image in Sr+1 under the natural isomorphism.
Proof. We have:
C0 = {λ ∈ h0∗ | ∀i ∈ [[1, r]], λi > 0}
= {λ ∈ h0∗ | m0(λ) < m1(λ) < · · · <mr(λ)}.
Moreover, let i ∈ [[1, r]], then:{
(siλ)k = λk if k ∈ [[1, r]] \ {i, i ± 1},
(siλ)i = −λi,
(siλ)i±1 = λi±1 + λi.
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mk(siλ) = mk(λ) if k ∈ [[1, r]] \ {i, i − 1},
mi−1(siλ) = mi(λ),
mi(siλ) = mi−1(λ).
Then, the reflection si exchanges mi and mi−1. We deduce that for w ∈ W 0,
wC0 = {λ ∈ h0∗ | mw(0)(λ) < mw(1)(λ) < · · · <mw(r)(λ)},
where we identify w with its image in Sr+1 under the natural isomorphism. 
We call natural density of a subset E of W , the limit, when it exists:
lim
n→∞
|E ∩B(n)|
|B(n)| .
Proposition 5.10. The natural density of the set E in W is 1
r!2 .
Proof. Let λ ∈ Q0. The condition λk  0 for all k ∈ [[1, r]] is equivalent to the condition such
that λ belongs to the adherence of the chamber w0C0.
Let us study the condition:
(∗)
{
(1) ∀k ∈ [[1, r]] \ {a}, λk  0,
(2) λa −∑k∈[[1,r]]\{a} λk.
Using the notations of the above lemma, (1) is equivalent to m0(λ)  · · ·  ma−1(λ) and
ma(λ) · · ·mr(λ). As mr(λ) =∑rk=1 λk = λa +∑k∈[[1,r]]\{a} λk , we can see that (2) is equiv-
alent to mr  0. Then (∗) is equivalent to
ma(λ) · · ·mr(λ)m0(λ) · · ·ma−1(λ),
this characterize the adherence of a Weyl chamber thanks to the above lemma.
We deduce that each of the inequality conditions given for λ in Theorem 5.7 correspond to a
condition such that λ belongs to the adherence of a Weyl chamber possibly minus a finite number
of hyperplans. Moreover, we notice that the chambers appearing for x = w0 are distincts. It is
the same for those appearing for x = w0,j .
Then, in order to write an element of E under the form xtλ with x ∈ W 0 and λ ∈ Q0 we have
r + 1 choices for x. Once x is chosen, in every case, λ belongs to one subset among r + 1 subset
distincts of Q0, all of them corresponding to the adherence of a Weyl chamber minus a finite
number of hyperplans. Let w ∈ W 0 and λ ∈ Q0, we have twλ = wtλw−1. Thus, for w ∈ W 0 and
n ∈ N∗, identifying λ and tλ we get:
C0 ∩B(n− 2	(w))⊂ wC0 ∩B(n) ⊂ C0 ∩B(n+ 2	(w)),
and then:
C0 ∩B(n− r(r + 1))⊂ wC0 ∩B(n) ⊂ C0 ∩B(n+ r(r + 1)).
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r! . Thus, limn→∞
|B(n+k)|
|B(n)| = 1, for k a fixed integer. We
deduce that the density of each Weyl chamber is the same. As there are (r + 1)! Weyl chambers
and as |W 0| = (r + 1)!, we conclude that the density of E is 1
r!2 . 
Let W(t) be the formal series W(t) = ∑w∈W t	(w) = ∑n∈N |B(n)|tn. By Lemma 5.8 we
know that its convergence ray is 1 and that it diverges at 1. For E a subset of W , we define E(t) =∑
w∈E t	(w). We call analytic density of a subset E of W , the limit, if it exists: limt→1−
E(t)
W(t)
.
Proposition 5.11. If E, a subset of W , has a natural density then it has an analytic density, and
the two densities are equals.
Proof. Let E be a subset of W with a natural density. Denote E(t) = ∑n∈N entn, W(t) =∑
n∈N vntn, En =
∑n
k=0 en and Wn =
∑n
k=0 vn. Denote by c the natural density of E, that is
to say limn→∞ EnWn . Let t ∈ R, |t | < 1. Then:
E(t)
W(t)
= E(t)
(1 − t)
(1 − t)
W(t)
= (
∑∞
n=0 entn)(
∑∞
n=0 tn)
(
∑∞
n=0 tn)(
∑∞
n=0 vntn)
=
∑∞
n=0 Entn∑∞
n=0 Wntn
.
Let ε > 0, limn→∞ EnWn = c, then there exists N ∈ N such that, for all n > N , | EnWn − c| < ε, and
then En = cWn + εnWn with |εn| < ε. We then have:
E(t)
W(t)
=
∑∞
n=0 Entn∑∞
n=0 Wntn
=
∑N
n=0(En − cWn)tn∑∞
n=0 Wntn
+ c +
∑∞
n=N εnWntn∑∞
n=0 Wntn
.
But ∣∣∣∣∑∞n=N εnWntn∑∞
n=0 Wntn
∣∣∣∣< ε and ∑Nn=0(En − cWn)tn∑∞
n=0 Wntn
tend to 0 when t tends to 1 by inferior value. We deduce that limt→1− E(t)W(t) = c. The set E has
then an analytic density and it is equal to the natural density. 
By the previous proposition, we know that E has an analytic density which is 1
r!2 . We can
show directly this result:
Proposition 5.12. The formal series E(t) =∑w∈E t	(w) equals to:
E(t) = (r + 1)t (r+1)r2
r∏
i=1
1
1 − t (r+1−i)i .
The analytic density of E in W is 12 .r!
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by i1 and the ti = |{l ∈ [[1, k − 1]] | il+1 − il ≡ i mod r + 1}|, for i ∈ [[1, r]] and 	(e) = 	(wi1)+∑r
i=1 ti (r + 1 − i)i as 	(ui,j ) = (r + 1 − |i − j |)|i − j |. Then |{e ∈ E | 	(e) = N + 	(w0)}| =
(r + 1)|{t1, . . . , tr ∈ N |∑ri=1 ti (r + 1 − i)i = N}|, the multiplication by r + 1 corresponds to
the choice of i1. We deduce that:
E(t) = (r + 1)t (r+1)r2
r∏
i=1
1
1 − t (r+1−i)i .
Then:
E(t)
W(t)
= (r + 1)t (r+1)r2 1∑r
i=0 t i
r∏
i=1
1 − t
1 − t (r+1−i)i
∼
r∏
i=1
1
(r + 1 − i)i at 1
−
∼ 1
r!2 at 1
−. 
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