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tABSTRACT
A general-purpose optimization program for engineering design is
described. ADS {Automated Design Synthesis) Version 1.10 is a FORTRAN
program for solution of nonlinear constrained optimization problems. The
program is segmented into three levels, being strategy, optimizer, and one-
dimensional search. At each level, several options are available so that a
total of o_r 100 possible combinations can be created. Examples of
available strategies are sequential unconstrained minimization, the
Aupented Lagrange Multiplier method and sequential quadratic programming.
Available optimizers include variable metric methods and the method of
feesxbIe directions as examples. A modified method of feasible directions,
similar to the generalized reduced gradient method is included also. One-
dimensional search options include the Golden Section method, polynomial
interpolation, and combinations of these.
ADS wersion 1.10 contains several enhancements. These include general
program organization, addition of equality constraints to all options in
the program, and addition of a new convex linearization strategy.
Emphasis is placed on ease of use of the program. All information is
transferr__i via a single parameter list. Default values are provided for
all internal program parameters such as convergence criteria, and the user
is given a simple Beans to over-ride these, if desired.
The program is demonstrated with a simple structural design example.
Acknewledgement: A portion of the program enhancements described herein
were funded by the Optimization Users' Group, sponserad by EDO, Inc., Santa
Barbara, CA.
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i.L INTRODUCTION
ADS is a general purpose numerical optimization program containing
a wide variety of algorithms. ._heproblem solved is:
Minimize F(X)
Subject to;
Oj(X) <_ 0 j:l,m
Hk(X) = 0 k=l,l
XLi < Xi _ XUi i=l,n
The solution of thi_ general problem i8 separated into three basic
levels:
i. STRATFGY - _,- example, Sequential Unconstrained Minimization or
Sequential Linear Programming.
2. OPTIMIZER - For example, Variable Metric methods for unconstrained
minimization or the Method of Feasible Directions for constrained
minimization.
3. ONE-DIMENSIONAL SEARCH - For example, Golden Section or Polynomial
Interpolation.
Additionally, we may consider another component to be problem
formulation. It i8 assumed that the engineer makes every effort to
formulate the problea in a form amenable to efficient solution by
numerical optimizatio:_. This aspect i_iperhaps the most important _.
ingredient to the efficient use of the ADS program for solution of -_
problems of practical significance.
By choosing the Strategy, Optimizer and One-Dimensional Search, the
user i8 given considerable flexibility in creating an optimization
program which works well for a given class of design problems.
This manual describes the use of the ADS program and the available
program options. Section l.l describes the enhancements and
modifications to the ADS program subsequent to Version 1.00 (ref. I).
Section 2 identifies the available optimization strategies, optimizers
and one-dimensional search algorithms. Section 3 defines the program
organization, and Section 4 gives user instructions. Section 5 presents
several simple examples to aid the user in becoming familiar with the
tDS program. Section 6 gives a simple main program that is useful for
general design applications.
i
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I.I Enhancements and Modifications to Version 1.00
Since the release of Version 1.00 in Nay of 1984, several
.........m_d_ot_ns.v _,,. cnh_ce,_ent6 .uv_L--bee_J made to the program. Many of
these are minor and are transparent to the casual user. These include
various formatting changes, internal logic enhancements to improve
program flow, and a few actual bugs in the FORTRAN. Because of the
robustness of the basic program, where program bugs exist, their
correction often is detected only in special test cases. Examples of
_ this are enhancement of the automatic scaling of unconstrained problems,
correction of an error in using the absolute convergence criteria and
correction of polynomial one-dlmensional search when a constraint is
being followed. Other enhancements include checking to insure the
initial design does not violate any side constraints, and checking to be
sure the combinations of strategy, optimizer and one-dlmensional search
are valid.
Enhancements to the program, beyond the original capability,
include addition of equality constraint capability throughout the '-
program and addition of a new strategy.
gquality constraints are now available in all options of the
program, whereas in Version 1.00 they were only available whet using
penalty function strategies. Specifically, equality constraints have
been added to optimizers 4 and 5. Here, two approaches were
investigated. The first was to formally treat thesl in a mathematical
sense. This requires considerable program logic and usually insures
rather precise following of the constraints, but at some efficiency
cost. The second approach, and that used here, was to treat equality
constraints via a linear penalty function and an equivalent inequality
constraint. The basic concept is to first change the sign on the
constraint, if necessary, so that the scalar product of the gradient of
the constraint with the gradient of the objective function is negative.
The constraint is then converted to a non-positive inequality constraint
and a linear penalty is added to the objective. The penalty, together
with the conversion to an inequality constraint have the eCfect of
, driving the original equality constraint to zero at the o_timum, but
without demanding precise accuracy, with its corresponding inefficiency.
This _a in keeping with the general phyloeophy o_' ADS of finding a near
optiw_ design quickly. "_
A new strategy (ISTRAT=9), called Sequential Convex Programming,
devoloped by Fleury and Briabant (ref. 2), has been added to ADS. The
bas_c concept of this strategy is that a linear approximation to the
objective and constraint functions is first created, just as in
sequential linear programming. However, during the approximate
opti_ization sub-problem, either direct or reciprocal variables are
used, depending on the sign of the corresponding components of the
gradients. This creates a conservative convex approximation to the
optimization problem. In reference 2, the method wJls applied to
structural optimization problems in which all design varlab!es were
positive. It was shown that move limits were not required d_ring the
sab-problel and that the method converged quickly to the optimum. When
incorporating the algorithm into ADS, move limits were included, but
they are less stringent than for sequential linear progrHming. This is
based on the sxperience that the design space can become ill-conditiolled
in some genera) applications. Also, reciprocal variables are only used
if the design variable is positive. It should be emphasized here that
2
i
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this algoritl_ as well as its implementation into ADS is new and
enhancements can be expected. Initial experience, especially with
structural optimizatlon problems, has shown the algorithm to be a
powerful one. In Version 1.10 of ADS, this algorithm is used in
conjunction with a general optimizer. Reference 2 uses a dual
algorithm, for which this method is well suited. It is expected that
this strategy will be modified to take advantage of duality ms applied
to separable problems such as this in the future.
2.0 P_)GR_OPTIONS
In this section, the options available in the ADS progrsn are
identified. At each of the three solution levels, s_v_ral options are
i available to the user.
!
I
t
_ Table 1 lists the strategies available. The parameter ISTRAT will
be sent to the ADS progrma to identify the strategy the user wants. The
ISTRAT=O option would indicate that control should transfer directly to
the optimizer. This would be the case, £or example, when v$ing the
Method of Feasible _rirections to solve constrained optimization problems
because the optimizer works directly with the constrained problem. On
the other hand, if the constrained optimization problem is to be solved
by creating a sequence of unconstrained minlmizations, with penalty
functions to deal with constraints, one of the appropriate strategies
would be used.
TABI_ 1: S_AT_]YOPTIONS
- ISTRAT STRATEGY TO BE USED
0 None. Go directly to the optLmizer.
l Sequential unconstrained min±mization using the exterior
penalty function method (refs. 3, 4). "-.o
2 S,_quential unconstrained minimization using the linear *
extended interior penalty function method (refs. 5-7).
3 Sequential unconstrained minimization using the quadratic
extended interior penalty function method (refs. 8, 9).
i 4 Sequential unconstrained minimization using the cubic
extended interior penalty function method (ref. I0).
_ 5 Augmented Lagrange Multiplier method (refs. II-15).
, 6 Sequential Linear Programming (refs. 16, 17).
_
7 Method of Centers (method of inscribed hyperspheres)
(ref. 18).
8 Sequential Quadrat:[c Programming (refs. 13, 19, 20).
9 Sequential Convex ProgrMming (ref. 2).
2_2 _Optimizer
Table 2 lists the optimizers available. IOPT is the parameter used
to indicate the optimizer desired.
m
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TABLE 2: OPTIMIZER OPTIONS
IOPT OI_INIZER TO BS USKD
0 None. Go directly to the one-dlmensional search. This
option should be used only for progrvm _evelopment.
1 Fletcher-Reeves algorithm for mlconstrained minimization
(refs. 21).
2 Davidon-Fletcher-Powe]l (DFP) variable metric method for
unconstrained minimization (refs. 22, 23).
3 Broydon-Fletcher-Goldfarb-Shanno (BFGS) variable metric
method for unconstrained minimization (refs. 24-27).
4 Method of Feasible Directions (MFD) for constrained
minimization (refs. 28, 29).
5 Hodified Method of Feasible Directions for constrained
minimization (ref. 30).
In choosing the optimizer (as well as strategy and one-dimensionsl
search'j it is _ssumed that the user is knowledgeable enough to choose
an algorithm consistent with the problem at hand. For example, a
variable metric optimizer would n_t be used to solve constrained
problems unless a strate_gy is used to create the equivalent
unconstrained minimJ.zatioh task via so_e form of penalty function.
t
2.3 One-Dimensional Search
?
Table 3 lists the one-di_.evsionalsearch options available for
unconstrained and constrained l,tcblems. Here IONED identifies the
algorithm to be used.
TABI_ 3: ONE-Dlq_NSIONAL SEAI_CHOPTIONS
IOlmD ONE-DImeNSIONAL SK_CII OPTION (refs. 3, 31, 32)
1 Find the miI:imumof an unconstrained function using the "
Golden Section method.
2 Find the min:.mumof an unconstrained function using the
Golden SectimJ method followed by polynomial interpolation.
3 Find the minimum of sn unconstrained function by first
finding bounds and then using polynomial interpolation.
4 Find the minimum of an unconstrained function by polynomial
interpolation/extrapolationwithout first finding bounds on
the solution.
5 Find the minimum of an constrained function using the
Golden Section method.
6 Find the minimum of an constrained function using the r
Golden Svction method followed by polynomial interpolation.
7 Find the minimum of an conatraizledft_.ctionby first
finding bounds and then using polynomial interpolation.
8 Find the minimum of an constrained function by polynomial
interpolation/extrapolationwithout first finding bounds on
the solution.
4
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A_o_'_ei/_l!! Co-_inations of Algorithms
all combination_ of strategy, optimizer and one-dimensional
meaningful when minimi_ng unconstrained functions.
Table 4 identifies the combinations of algorittm which are
available in the ADS program. In this table, _n X is used to denote an
acceptable combination of strategy, optimizer and one-dimensional
An example is shown by the heavy line on the table which
indicates that constrained optimization is to be performed by the
Augmented Lagrange Multiplier Method (ISTRAV=5), ,u_ing the BFGS
optimizer (IOPT=3) and polynomial interpolation with bounds for the one-
dimensional search (LONED=3). From the table, it is clee_ that a large
of possible combinations of algorithms are available.
_OPTIONS
OPTIMIZER
STRATEGY 1 2 3 4 5 ':
0 X X X X X
1 X X X 0 0
2 X X X 0 0
3 X X X 0 0
4 X X X 0 0
® x--- x--.® o o
6 0 0 0 X X
7 0 0 0 X X
8 0 0 0 X X
9 0 0 0 X X
SEARCH t
i X X X 0 0 "
2 X X ,X 0 0
3 X X (E) 0 0
4 X X X 0 0
5 0 0 0 X X
6 0 0 0 X X
7 0 0 0 X X
I
8 0 0 0 X X _,
Appendix A contains an annotated version of Tabl_ 4 for convenient
reference once the user is familiar with ADS.
conserve computer storage, it may be desirable to use only those
subroutines in the ADS system needed for a given combination of ISTRAT,
and IONED. Appendix C provides the information necessary for this.
Appendix D lists the subroutines _,ith a very brief description of each.
3.0 PIK)GRAHFLOW LOGIC
ADS is called by a user-supplied calling program. ADS does not
any user_supplied subroutines. Instead, ADS returns control to the
program when function or gradient informatx_n is needed. The
required information is evaluated and ADS is c_lled _gain. This
provides considerable flexibility in program orgemxzation and restart
capabilities.
5
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ADS c_n be used in four principal modes:
1. Default Control parameters and finite difference gradients.
2. Over-ri4e _efault parameters, use finite difference gradients.
3. Defau]Lt control parameters and user-supplied gradients.
4. Over-ride default parameters and user-supplied gradient.
The first mode is the simplest "black box" approach. In the second
mode, the user over-rides the default parameters to "fine tune" the
pro_iWem for efficiency. In modes 3 and 4, the user supplies all needed
gradient information to the program.
Figure 1 is the program flow, diagram for the simplest use of ADS.
The user begins by defining the basic control parameters and arrays (to
be described in Section 4). The gradient computation parameter, IGRAD,
is set to zero to indicate that finite difference gradients will be
used. The information parameter, INFO, is initialized to zero and ADS
is called for optimization. Whenever the values of the objective, OBJ,
and constraints, G(I), I=I,NCON, are required, control is returned to
the user with INFO=I. The functions are then evalu,_ted and ADS is
called again. When INFO=O is returned to the user, the optimization is
complete.
BEGIN
DINNS ION ARRAYS
DEFINE BASIC VARIABLE_
IGRAD _-- 0
INFO <---- 0
CALL ADS (INFO . . . )
NO _ YES
EVALUATE EXIT
OBJECTIVE OPTIMIZATION IS
AND COMPLETE OR AN ERROR
CONSTRAINTS WAS DETECTED
___J
FiJure 1: Simplified P_o_._m Usage; All Default
Parameters and Finite l)_fferenc_. Gradients
6
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Figure 2 is the profram flow diagram for the case where the user
: wishes to over-ride one or more internal parameters, such as convergence
criteria or maximum number' of iterations. Here, after initial.._ _,ion of
_. basic parametere ___n.dsrreys, +hc ..,fv,,at,u, purumeter, IN_* ,_ to
" -2. ADS is then called to iz_itialize all internal pa: ,.*_ter_ _.d
allocate storage space for internal arrays. Control is the,'_rett,med _._
the user, at which point these parameters, for example convergence
_. criteria, can be over-ridden if desired, bt this point, the inferwation
parameter, INFO, will have a value of -I ar,J should not be chang_ _. ADS
•t is then called again and the optimization proceeds. Section 4.3
r
provides a list of internal par_I-_ters which may be modified, along with
_' their locations in the _ork arrays WI[ and IWg.
BEGIN
DIMENSION ARRAYS
-_ DEFINE BASIC VARIABLES
IGRAD _-- 0
INFO (--- -2
CALL ADS ( INFO . ) ,
r
IF INFO=O, EXIT. ERROR WAS DETECTED
ELSE
',; OVER-RIDE DEFAULT PARA_TERS IN
ARRAYS WK AND IWK IF DESIRED
T > CALL ADS (INFO . . )
' 4,:)
.gVALUATE EXIT
O_JECTIVE OPTLMIZATION
A_) IS COMPLETE
CONSTRAINTS
1
Fi_i'e 2; Program Flow Logic; Over-ride Default
Parameters, Finite Difference Gradients
Figure 3 is the flow diagram for the case where the user wishes to
provide gradient _:fsrmation to ADS, rather than having ADS calculate
this Information us._g finite difference methods. In Figure 3, £t is !
also assumed that _he user will over- ide some in'ernal parMmters, so
the difference between Figures 2 and 3 is that IGRAD is now set to 1 and
1986002427-0] ]
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the tmex- will :low provide gradients during optimization. If the user
. does not wish to over-ride any default parameters, INFO is initialized
to zero and the first call to aDS is omitted (as in Figure l). Now,
_,_.6_---'-'_ _..,,,.,....,,...4_^ _h ,,.Dr th_ Infnrmnt_on varemeter will
have a value of 1 or 2 (if INFO=0, the opti--izatir_n is complece, as
before). If INFO=I, the objective and constraint functions are
evaluated and ADS is called again, just as in Figure 2. If INFO=2, the
gradient, DF, of the objective function is evalueted as well as the
i[radients of NGT constraints defined by vector IC.
BEGIN
DIMENSIONARRAYS
DEFINE BASIC VARIABLES
IGRAD,(-- 1
INFO (--- -2
CALL ADS (INFO . )
IF INFO=O. EXIT. ERRORWASDETECTED
ELSE
OVER-RIDE DEFAULTPA_TERS IN
ARRAYSWKAND IWK IF DESIRED
• CJtLL ADS (INFO . )
'_=_,_ YES EX[T
OPTIMIZATION
• IS C(ZqPLETE
+ ,YES NO
EVALUATE EVALUATE
i OBJECTIVE GRADIENT OF
_,ND OBJECTIVE
; COffSTRAINTS AND L._ECIFIED
_ CONSTRAINTS
I
l Figure 3: Program Flow Logic; Over-ride P_fault
• ParwDeters and Provide Gradients
%
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4.0 USER INSTRUCTIONS
In this section, the use of the ADS program is outlined. The
FORTRAN Call statement to ADS is given first, and ther the parameters .in
the celling statement are defined. Section 4.3 identifies parameters
that the user may wish to over-ride to make more effective u_e of ADS.
Arrays are designated by boldface print.
4 1 Calling StatementE
ADS is invoked by the following FORTRAN calling statement in the
user's program:
CALL ADS (INFO, ISTRAT, IOPT, IONED, IPRINT, IGRAD,NDV, NCON,X,
* VI_, rUB,DE J,(], IDG,NGT, IC,DF,A, NRA,NCOLA,Wg,NHWK, IMK,NRIWK)
4_2 Definitions _f Parameters in the ADS Calling Statement
Table 5 lists the parameters in the calling statement to ADS. _/here
arrays are defined, the required dimension size is given as the array
argument.
,\
TABI_ _: PARAI_I'ERS IN THE ADS ARGUMENTLIST
PARAMBTER DEFINITION ._
INFO Information parameter. On the first call to ADS, INFO:0 or -2.
INFO:O is used if the user does not wish to over-ride internal
I parameter_ and INFU:-2 is used ,f internal parameters are to be
changed. When control returns form ADS to the calling program,
INFO will have a value of 0, 1, or 2. If INFO=0, the
I optimization is complete. If INFO:I, the user must evaluate
} the objective, OBJ, and constraint functions, G(1), I:I,NCO_,
and call ADS again. If INFO:2, the user must evaluat the
gradient of the objective and the NGT constraints identified by
I the vector IC, and cell ADS again. If the gradient calcula, kon
control, IGRAD:G, INFO:2 will never be returned from ADS, and
all gradient information is calculated by finite difference
within ADS.
l
ISTRAT Optimization strategy to be used. Available options are --
identified in Tables i and 4.
IOPT Optimizer to be used. Available options are identified i..
Tables 2 and 4.
IONED One-dimensional search alxorithm to ',e used. Available options
are idevtified _ Tables 3 _d 4.
9
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TABLE 5 CO__FTINUED: P_TERS I_ THE ADS _MT LTST
P_ DEFINITION
IPRINT A four-diglt print control. I_INT=IJKL where I, J, K and L
here the following definitions:
I ADS system print control.
0 - No print.
1 - Print initial and final information.
2 - Same as 1 plu_ parameter' values and storage n_Is.
3 - Same as 2 plus scaling informatlon calculated by ADS,
J Strategy print control.
0 - No print.
1 - Print initial and final optimization information, i
2 - Sale as 1 plus OBJ and X at each iteration.
3 - Same as 2 plus G at each iterat'.on.
4 - Sa,leas 3 plus intermediate information.
5 - Same as 4 plus gradients of constraints.
K Optimizer print control.
0 - No print.
1 - Print initial and final op_imlzatiov i_iformation.
2 - Same as 1 plus OBJ and X at each iteration.
3 - Same as 2 plus constraints at each iteration.
,i- Same as 3 plus intermediate optimization and
one-dimensional search in_'otm_tion.
5 - Same as 4 plus gradients of constraints.
L One-Dimensional search print contJ:ol, (debug only).
0 - No print.
1 - One-dimensional search debug information.
2 - More of the same.
Example: IPRINT:3120 corresponck_ to I=3, J:l, K:2 and L:0.
NOTE: IPRINT can be changed at any time control is returned to
the user.
IGRAD Gradient calculation control. If IGRAD=0 is input to ADS, all
gradient computations a-_ done within ADS by first forward
finite difference. If IGRA_=I, the user will supply gradient
information as indicated by t_e value of INFO.
NDV Number of design variables contained in vector X. NDV is the
same as n in the mathematical problem statement.
NCON Numb,_rof constraint values contained in array O. NCON is the
flame as m+ in the mathematical problem statement given in
Section 1.0. NCON=0 is allowed.
X(NDV+I) recto _ containing the design variables. On the first call to
ADS, this is the user's initial estimate to the design. (_,
returr_ from ADS, this is ths design for which function or
gradient values are required. On the final return from ADS
(INFO=9 is returned), the vector X contains the optimum design.
YLB(NDV+I) Arra:,containing lower bo,mds on the design variables, X. If
no low_.rbounds are imposed on one or more of the design
variables, the corresponding component(s) of VI_ must be set to
a large negative number, say -l.0E*15.
¥1m(NDV:l) Array containing upper bounds on the design variables, X. If
no upper bounds are imposed on one or more of the d,mign
variables, the corresponding component(s_ of 'CUBmust be set to
a large positive number, gay 1.0E+I5.
I0
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TABLE 5 CONTINUED: P._q_4E'I'KRS IN T_ ADS _k'T LIST
VA_APl_i_H DRFINITION
OBJ Value of the objective function correspovding to the current
values of the design variables contained in X. On _he first
call to ADS, OBJ need not be defined. ADS will return a value
of INFO=I to indicate that the user must evaluate OBJ and call
ADS again. Subsequently, any time a value of INFO=I is
returned from ADS, the objective, OBJ, must be evaluated for
the current design and ADS must be called again. OBJ has the
same meaning as F(X) in the mathematical problem statement
given in Sect ion 1.0.
G(NCON) Array containing NCON constraint values corresponding to the
current design contained in X. On the first call to ADS, the
constraint values need not be defined. On return from ADS, if
INFO=I, the constraints must be evaluated for the c_rrent X and
ADS called again. If NCON=0, array G should be dimensioned to
unity, but no constraint values need to be provided.
II_(NCON) Array containing identifiers indicating the type of the
constraints contained in array O.
IDG(I) : -2 for linear equality constraint.
IDG(I) = -1 for nonlinear equality constraint.
IDG(I) = 0 or 1 for nonlinear inequality constraint.
IDG(I) = 2 for linear inequality constraint°
NGT Number of constraints for which gradients must be supplied.
NGT is defined by ADS as the minimum of f_OLA and NCON &nd is
returned to the user.
IC(NGT) Array identifying constraints for which gradients are required.
IC is defined by ADS and returned to the user. If INFO_2 is
returned to the user, the gradient of the objective and the NGT
constraints must be evaluated and stored in arrays DF and A,
respectively, and ADS must be called again.
DF(NDV+I) Array containing the gradient of the objective corresponding
to the current X. Array DF must be defined by the user when
INFO:2 is returned from ADS. This will not occur if IGRAD:0,
in which case array DF is evaluated by ADS.
A(NRA,NCOLA) Array contsining the gradienvs of the NflTconstraints
identified by array IC. That is, column J of array A contains
the gradient of constraint number K, where K=IC(J). Array A
must be defined by the user when INFC_2 is returned from ADS
and when NGT.GT.0. This will not occur if IGRAD=0, in which
case, array A is evaluated by ADS. NNA is the dimensioned
rows of array A. NCOLA is the dimensioned _olamns of array A.
NRA Dimensioned rows of array A. NNA must be at least NDV+I.
NCOLA Dimensioned columns of array A. NCOLA should be at least the
minimum of NCON and 2*ND_. If enough storage is available, and
if gradients are easily provided or are calculated by finite
difference, then NCOLA=NCON+NDV is ideal.
WK(NNWK) User provided work array for real varlables. Array WK is used
to store internal scalar variables and arrays used by ADS. WK
must be dimensioned at least 100, but usually much larger. If
the use has not provided enough storage, ADS will print the
appropr:ate message and terminate the optimization.
k
11 'k
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!TABLE5 CONCL_ED: PKli_1__ IN _IH ADS _ LIST
P_i_llm DEFINITION
Dimensioned size of work array WM. A good estimate is
NI_CK= 500 + 10*(NDV+NCON) + NCOLA*(_X)LA+3) +N*(N/2+I), where
N = MAX(NDV,NCOLA).
I'_(I_JI_K) User provided work array for integer variables. Array I_ is
used to store internal scalar variables and arrays used by ADS.
I_ must be dimensioned at least 200, but usually much larger.
If the user has not provided enough storage, ADS will print the
appropriate metsage and terminate the optimization.
Nlll_K D_Jmensioned size of work array Ill. A good estimate is
NltI_ = 200 + NDV + NCON+ N + _X(N,2*NDV), where
-i
S = NAX(NVV,NCOLA).
4.3 Over-Riding ADS Default Parameters
Various internal parameters are defined on the first call to ADS
which work well for the "average" optimization,task. However, it is
often desiroble to change these in order to gain _ximtm utility of the
• program. This mode of operation is shown in Figures 2 and 3. After the
first call to ADS, various real and integer scalar parameters are stored
in arrays WE and 11 respectively. Those which the user may wish to
change ar_. listed in Tables 6 through 2, together with their Gefault
, values and definitions. If the user wishes to change any of these, the
appropriate component of Wg or IWMis simply re-defined after the first
: call to ADS. For example, if the relative convergence criterion,
_LOBJ, is to be changed to 0.002, this is done with the FORTRAN
statement; !_-
WI(12) = 0.002
j-
7
because Wg(12) contains the value of DELOBJ.
12
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ITABLE 6: REAL P_ STOI_3) IN ARRAY
NODULES WHERE USED
PARAI_TER LOCATION DEFAULT ISTRAT IOPT IONED
4LANDZ 1 0.0 5 - -
BXYhNC 2 O. 0 7 - -
CT(1) 3 -0.03 - 4,5 -
CTL 4 -0. 005 - 4,5 -
CTLMIN 5 0.001 - 4,5 -
CT_IN 6 0.01 - 4,5 -
DABALP (2) 7 0. 0001 - ALL -
DABOBJ 8 ABS(F0)/1000 ALL - -
DABOBM 9 ABS (F0)/500 ALL - -
DABSTR I0 ABS (F0)/I000 ALL -
DELALF(3) II 0.005 - - 1,2,5,6
DELOBJ 12 C. 001 - ALL -
DELOBN 1_ 0.01 ALL - -
DELSTR 14 O. 00_ ALL - -
DLOBJ1 15 0.1 - ALL -
DLOBJ2 16 1000.0 - ALL -
DX1 17 O. O1 - ALL -
DX2 18 0.2 - ALL -
EPSPEN 19 -0.05 2,3,4 - -
EXT'_tP 20 5.0 - - ALL
FDCH 21 O. 01 - ALL -
H)CHM 22 0. 001 - ALL - i
GMULTZ 23 10.0 8 - -
PSAIZ 24 0.95 8 - -
I_4ULT 25 5.0 1,5 - - !
I_4VLMZ(4) 26 0.2 6,7,8,9 - - , I
Nl:' 27 10.0 1,5 - -
I_':'_X 28 1. OE+IO 1,5 - -
_L'I' 29 O. 2 1,5 - -
.L
RPPNIN 30 1.OE-IO 2,3,4 - -
HPPEIM 31 100.0 2,3,4 - -
SCFO 32 I. 0 ALL ALL ALL _
SCI/41N 33 0.001 ALL ALL ALL :-_
STOL 34 0.001 - 4,5 -
THETAZ 35 0.1 - 4,5 -
XMULT 36 2.618034 - - I, 2,3,5,6,7
ZRO 37 0. 00001 ALL ALL ALL
I_4LT 38 10.0 6,7,8,9 4,5 -
1 If IOPT=4, CT=-0.1
2 If IONED=3 or 8, D._BALP=0.001
3 If IONED=3 or 8, DELALP=0.05
4 If ISTRAT=9, I_4VLMZ=0.4
NOTE: PO is the objective function value for the initial design.
i
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TABLE 7: DEFINITIONS OF REAL PARAMETERS CO_:AINED IN ARRAYWI
PARA_ DEFINITION
ALA_Z Initial estimate of the Lagrange Multipliers in the Augmented
LagremgeMultiplier Method.
BETAMC Additional steepest descent fraction in the method of centers.
After moving to the center of the hypersphere, a steepest
descent move is made equal to BET_C times the radius of the
hy_.ersphere.
CT Constraint tolerance in the Method of Feasible Directions or
the Modified Method of Feasible Directions. A constraint is
active if its numerical value is more positive than CT.
CTL Same as CT, but for livear constraints.
CTLMIN Same as CTMIN, but for linear constraints.
CTMIN Minimum constraint tolerance for nonlinear constraints. If a
constraint is more positive tha_ CTMIN, it is considered to
be violated.
DABALP Absolute convergence criteria for the one-dimensional search
when u_ing the Golden Section method.
DABOBJ MaximuL absolute change in the objective beteeo_ two
consecutive iterations to indicate convergence in
optimization.
DABOBM Absolute convergence criterion for the optimization sub-
problem when using sequential minimization techniques.
DABSTR Same as DABOBJ, but used at the strategy level.
DELALP Relative convergence criteria for the one-dimensional search
when using the Golden Section method.
DELOBJ Maximum relative change in the objective between two
consecutive iterations to indicate convergence in
optimization.
DELOBM Relative convergence criterion for the optimization sub-
problem when using sequential minimization techniques.
DgLSTR Same as DELOBJ, but used at the strategy level.
DLOBJ1 Relative change in the objective function attempted on the
first optimization iteration. Used to estimate initial move
in the one-dimensional search. Updated _ the :_
optimization progresses.
DLOBJ2 Absolute change in the objective function at _mpted on the
first optimization iteration. Used to esti_ e initial move i
in the one-dimensional search. Updated as the
optimization progresses.
"'_I Maximum relative change in a design variable attempted on the
first optimization iteration. Used to estimate the initial
move in the one-dimensional search. Updated as the
optimization progresses.
DX2 Maximum absolute change in a design variable attempted on the
first optimization iteration. Used to estimate the initial
move in tho one-dimensional search. Updated as the
optimization progresses.
E._SPEN Initial transition point for extended penalty function
methods. Updated as the optimization progresses.
EXIWJLP Maximum multiplier on the one--dimenslonal search parameter,
ALPHA in the one-dimensional search using polynomial
interpolation/extrapolation.
14
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TABLE 7 CO[_ELUDED: DEFINITIONS OF REAL PARA_z_'r___ (__..wT.AL,m_,9IN ",,_--_AY
PARAMETER DEF' NITION
FDCH Relative finite differen,_e step when calculating gradientg.
FDCi_ Minimum absolute value of the finite difference step when
', calculating gradients. This prevents too small s step when
• X(I) is near zero.
GMULTZ Initial penalty parameter in Sequential Quadratic progr_ing.
PSAIZ Move fraction to avoid constraint violations in Sequential
Quadratic Programming.
F_JLT Penalty function multiplier for the exterior penalty function
method. Must be greater than 1.0. _,
I_qVLMZ Initial relative move limit. Used to set the move limits in
!
_ sequential linear programming, method of inscribed
: hyperspheres and sequential quadratic programming as a
fraction of the value of X(I), I=I,NVV. .__
RP Initial penalty parameter for the exterior penalty function
'! method or the Augmented Lagrange Multiplier method.RPMAX Maximum valu of RP for the ext rior penalty function method r
,_ or the Augmented Lagrange Multiplier method.
RPMULT Multiplier on RP for consecutive iterations. ,.
RRPMIN Minimum value of RPPRIM to indicate convergence,
RPPRIM Initial penalty parameter for extended interior penalty
function methods.
SCFO The user-supplied value of the scale factor for the objective
f
function if the default or calculated value is to be over-
ridden.
SCI_IN Minimum numerical value of any scale factor allowed.
STOL Tolerance on the components of the calculated search direction
to indicate that the Kuhn-Tucker conditions are satisfied.
THETAZ Nominal value of the push-off factor in the Method of Feasible
Directions.
XMULT Multiplier on the move parameter, ALPHA, in the one-
dimensional search to find bounds on the solution.
ZRO Numerical estimate of zero on the computer. Usually the
default value is adequate. If a computer with a short word i
length is used, ZRO=I.OE-4 may be preferred.
PMLT Penalty multiplier for equality constraints when IOPT=4 or 5.
, TABLE 8: XHTEGER PARAMETgRS STORED IN ARRAY IWK
_- MODULES WHERE USED
PARAI_TER LOCATION DEFAULT ISTRAT IOPT IONED
ICNDIR 1 NDV_I - ALL -
ISCAL 2 l ALL ALL ALL
: ITNAX 3 40 - ALL -
ITI_OP 4 3 - 1,2,3 -
ITI_T 5 2 ALL -- -
JONED 6 TONED 8 - -
•. JTMAX 7 20 ALL -
is i;
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TABLE 9: DEFINITIONS OF IICTE(]HRP_L41_I'AI_ CO_TAIk_D IN ARRAYI1M
|
P_L_flIR DEFINITION
r_
ICNDIR Restart paraleter for conjugate direction and variable metric
methods. Unconstrained minimization is restarted with a
• steepest descent direction every ICNDIR iterations.
ISCAL Scaling parameter. If ISCAL=O, no scaling is done. I1
ISCAL=I, the design variables, objective and constraintL ere
scaled automatically.
IIq_AX Maximum number of iterations allowed at the optimizer leve_.
I11tqOP The number of consecutive iterations for which the absolute or
relative convergence criteria must be met to indicate
convergence at the optimizer level.
I_T The number of consecutive iterations for which the absolute or
relative convergence criteria must be met to indicate
convergence at the strategy level.
JONED The one-dimensional search parameter (IONED) to be used in the
Sequential Quadratic Programming method at the strategy level.
J1_tt_X Maximum number of iterations alloe_ at the strategy level.
_4._44 User-SuEplied Gradients
If it is convenient to supply analytic gradients to ADS, rather
than using internal finite difference calculations, considerable i
optimization efficiency is attainable. If the user wishes to supply i
gradients, the flow logic given in Figure 3 is used. In this case, the _ i
information parameter, INFO, will be returned to the user with a value
of INFO=2 when gradients are needed. The m_er calculates the NGT i
• gradients of the constraints identified by array IC and stores these in
! the first NGT colmms of array A. That is column I of A contains the
gradient of constraint J, where J=IC(I).
4.5 Res_arting _ADS
When solving large and complex deslgn problems, or when multi-level
: optimization is being,performed, it is often desirable to terminate the _.
optimization process and restart from that point at a later time. This
is easily accomplished using the ADS program. Figure 4 provides the
, basic flowchart for this process. Whenever control is returned from ADS
_'t to the calling program, the entire contents of the parameter list are
_ritten to disk (or a file in a database management system). The
program is then stopped at this point. Later, the program is restarted
by reading the information b_ck frc_m disk and continuing from this
point. If optimizat,_on is performed as a sub-problam within analysis,
the information from the syste_ level optimization is written to disk
and the analysis is called. The analysis module can then call ADS to
perform the sub-optimization task. Then, upon return from analysis, the
system level information is Lead b_ck from storage and the optimization
proceeds as usual. From this, it is seen that considerable flexibility
exists for multi-level and multi-discipline optimization with ADS, where
the ADS program is used for multiple tasks within the overall design
process.
] 986002427-020
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f'; The user may wish to stop the optimization at specific times during
the process. The parameter II_T is array 1Wg gives general information
': regarding the progress of the optimization. Appendix B provides detaill
of this parameter as well as other parameters stored in WE ,nd _ ._.hich
may be useful to the experiellced user of ADS.
• BEGIN
i
a CALL ADS ( INFO,. )
"* READ CONTENTS OF YE!I WIilTE CONTENTS OF
ADS PAR_TER LIST - ' ADS PARAMETER LIST
FROM DISK FILE ONTO DISK FILE
NO EXIT
CONTINUE
Figure 4: Hestarting ADS
!
4.6 Choosing _ Algori_th__ i
I
One difficulty bith a program such as ADS, wh:Lch provides numerous I
options, is that of picking the best combination of algorithms to solve
a given problem. While it is not possible to provide a concise set of
rules, some general guidelines are offered here based on the author's
experience. The user i_ strongly encouraged to try many different I
options in order to ga:Ln familiarity with ADS and to improve the
probability tha_ the best combination of algorithms is found for the _!
particular class _,f problems being solved. ]
t
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UNCONSTRAINED FUNCTION8 (NCON--O, Side Constraints OK)
ISTRAT=0
Is computer storage very limited?
Yes - IOPT=I. Are ?unction evaluations expensive?
Yes - Is the objective known to be approximately quadratic?
Yes - IONED=4
No - IONED--3
No - IONED=I or 2
No - Is the analysis iterative?
Yen - IOPT=3. Are function evaluations expensive?
Yes - Is the objective known to be approximately quadratic?
Yes - IGNED=4
No - IONED=3
No - IONED=I or 2
No - IOPT=2 or 3. Are function evaluations expensive?
Yes - Is the objective known to be approximately quadratic?
Yes - IONED=4
No - IONKD=3
No - IONKD=I or 2
GOHSTRAII_]) FUNCTIONS (NK30N O)
Are relative minima known to exist?
Yam - I_TRAT=I, IOPT=3. Are function evaluations expensive?
Yes- IOI_D:3
No - IONED=I or 2 i.
No - Are the objective and/or constraints highly nonline_r?
Yes - Are function evaluations expensive?
Yes - ISTRAT=0, IOPT=4:IONED=7
No - ISTRAT=2, 3 or 5, IOPT=2 or 3, IONED=I or 2
No - Is the design expected to be fully-constrained?
(i.e. NDV active constraints at the optimum)
Yes- ISTRAT=6, IOPT=5, IONED=6
No - Is the analysis iterative?
Yes - ISTRAT=0, IOPT=4, IONED=7 or _ ..
ISTRAT=8, IOPT-5, IONED=7 or
ISTRAT=9, IOPT=5, IONED=7
No - ISTRAT=0, IOPT--'.;,IONED=7 or
ISTRAT=8, IOPT=5, IONED=7 or
ISTRAT=9, IOPT=5, IONKD=7 '"
GEWRAL APPLICATIONS
Often little ie known about the nature of the problem being solved.
v_d on experience wlth 8 wide variety of problema, a very direct
approach is given here for usingADS. The following table of parameters
is off_red p_,a sequence of algoritlms. When using ADS the first few
times, the Jser may prefer to run the cases given here, rather than
using the decision approach given above. It is aseuBed here that
a constrained optimization problem is being solved, tf the problem is
unconstrained, ISTRAT=0, IOPT=3 and IONED=2 or 3 is recommended.
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ISTHAT IOPT IONED IPRINT
8 5 7 2200
0 5 7 2020
0 4 7 2020
9 5 7 2200
6 5 6 2200
5 3 3 2200
2 3 3 2200
I 3 3 2200
5.0 _XAMPLES
Consider the following two-variable optmization problem with two
nonlinear constraints:
Minimize OBJ = 2*SQRT(2)*A1 + A2
2*A1 + SQRT(2)*A2
Subject to; G(1) = - 1
2*AI*[A_ + SORT(2)*A2]
1
G(2) = - 1
2*[A1 + SQRT(2)*A2]
0.01 <_Ai _<I.OE+20 i=1,2
This is actually the optimization of the classical 3-bar truss shown in
Figure 5 where, for simplicity, only the tensile stress constraints in
members I and 2 under load P1 are included. The loeds, P1 and P2, are
applied separately and the material specific weight _ 0.1 lb. per cubic
inch. The structure is required to be symmetric so X(1) corresponds to
the crosa-sectional area of members I and 3 and ][(2)corresponds to the
cross-sectional area of member 2.
_-_ loin.--_l,.'r-- loin.---'-t. _
10 in.
PI = 20000 lb. P2 = 20000 lb.
Figure 5: Three-Bar Truss
19 :,
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5.1 ExeIple !; All De,t,mltParameters
Figure 6 gives the FORTRAN program to be used with ADS to solve
this problem. Only one line of data is read by this program to define
the 'values of ISTRaT, IOPT, IONED and IPNINT and the FOI_AT is 415.
When the optimization is complete, another cue may be run by reading a
new set of data. The program terminates when ISTNAT=-I is read as data.
Figure 7 gives the results obtained with ISTRAT=O, IOPT=4, IONED=V
and iPlil_rr=lO00. The reader is encouraged to experiment with this
progrI using various combinations of the optionI from Table 4.
5_._2_E__X_s_le k_ Initial Pai_eters Are Modified
The 3-bar truss designed in Section 6.1 is n_ designed with the
following chang_m in the internal parameters:
Parameter New Value Location in WI[ Lo_cationin 1WK
CT -0.it 3 --
CTM_N O.002 6 -
THETAZ I.0 35 -
ITI_OP 2 - 4
Th._ FORTRANprogram u6ed here is shown in Figure 8 and the r_sulta
are given in Figure 9. !
5_._3Ex_eIple3_ Gradients _SURl_li_eg_bx the User
The 3-bar truss designed in Sections 5.I and 5.2 is designed here
with user-_upplied gradients. The parameters CT, CTMIN, CTMI:N,THETAZ
and ITI_OP are over-ridden as in Section 5.2. Also, ncw IPRINT=2020 to
provide a more typical level of optimization output.
The FORTRAN program associated with this example is given in
Figure I0. Figure 11 gives the results. _.
20 _,
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C SI]_PLIFIED USAGE OF ADS. THE THREE-BAR TIPSY.
C REQUIRED AHRAYS.
DIMENSION X(3), VLB(3), VUB(3) ,G(2), II)G(2), IC(2) ,DF(3) ,A(2,2),
1 WK(1000), M(500)
C ARRAY DIMENSIONS.
NRA=2
NCOLA-2
NR_=IO00
NRI_=500
C PARAMETERS.
IGRAD=O
NDV=2
NCON=2
C INITIAL DESIGN.
X(1)=l.
X(2) =I.
C BOUNDS.
VLB(1)=.01
VI_(2)=.01
rUB(l) =1. OE+20
VUB(2)=I. 0E_20
C IDENTIFY CONSTRAINTS AS NONLINEAR, INEQUALITY.
IDG(1)=O
II_(2)=0
C 1NP_rr.
I_AD(fi,30) IST-.AT,IOPT, IONED, IPRINT
C OPTIMIZE. _
INFO-C
10 CALL ADS (INFO, ISTRAT, IOPT, IONED,IPRINT, IGRAD,NDV,NCON,X,VLB,
1 VUB,OBJ,G, IDG,NGT, IC, DF, A,NRA,NCOL.% k3(, NRWK,1WK,NRIWK)
IF (INFO.EQ.0) GO TO 20
C EVALUATE OBJECTIVE AND CONSTRAINTS.
OBJ=2. _SQHT(2. )_X(1)+X(2)
G( I)= (2.*X(I)+SQRT(2. )*X(2))/(2.._X(I)*(X(I)+SQHT(2. ),Z(2)))-I.
G(2) =.5/(X_ I)+SQRT(2. )*X(2) )-1.
C GO CONTINUE WITH OPTIMIZATION. ";,
GOTO 10
20 CONTINUE
C PRINT RESULTS.
WRITE(6,40) OBJ,X(1) ,X(2) ,G(1) ,G(2)
STOP
30 FORMAT (41fi)
40 FO_IAT (//5X,7_IOPTIMUN,5X,5HOBJ =,EI2.5//5X,6HX(1) =,EI2.5,5X,
I 6Irx(2) =,EI2.5/5X,6HG(1) =,EI2.5,5X,6B_(2) =,E12.5)
END
Figure 6: Exemple I; All Default Parameters
%
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AAAAA . :,DDD SSSSSS
A D S
AA_._# ,, D SSSSS
P D S
: D D S
DDDDDD SSSSSS
_' _'_r_TRAN PROGRAM
FOR
AUTOMATED DESIGN SYNTHESIS
, V E R S ] O N 1.10
CONTIK)LPARN_
ISTRAT = 0 I0_ : 'I IONED = 7 I_INT : lO00
IGR_ = 0 _V = 2 _ON = 2
7
OPTIMIZATION RESULT_
A
m
' OBJECTIVE FUNCTION VALUE .26217E+01
,
i
DESIGN VARIABLES
LOWER UPPER
VARIABLE BOUND VALUE BOUND
I .lO000g-Ol .77035E+00 .IO000E+21
2 .I0000_-01 .44281E+00 .IO000E+21
DESIGN CONSTRAINTS
I) .7075E-02 -.6420R+00
FUNCTION EVALUATIONS = 56
oFrIMUM OBJ : .26217E+01
X(1) = .77035R+00 X(2) = .44281R+00
G(1) = .70753E-02 G(2) = -.64138E+00
Figure 7: Exsmple 1; Output
22°- *v "P ..... ' i
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C USAGE OF ADS. OVEN-RIDING DEFAULT P_TERS.
C THE THREE-DAN TRUSS.
C REQUIi_ED ARPAYS.
DIMENSION X(3),VLB(3),VUB(3),G(2),IDG(2),IC(2),DF(3) "(2,2),
! WK(IO00),I_K(500)
C ARPAY DIMENSIONS.
NFA=2
NCOLA=2
_i_= 1000
NHI_K=500
C PARAMETERS.
IG'L_D=0
NDV=2
NCON=2
C INITIAL DESIGN.
X(1)=1.
X(2)=1.
C BOUNDS.
Vim(I)=.01
VLB(2)=.01
VUB(1) =1.0E+20
VUB(2) =1.0E+20
C IDENTIFY CONSTRAINTS AS NONLINEAR, INEQUALITY.
IOG(1)=O
IDG(2)=0
C INPUT. '
READ(5,30) ISTTiAT, 1OFT, IONED, IPRINT
C INIT;ALIZE INTERNAL PARAMETERS.
INFO=-2 _'
CALL ADS ( INk'D, I STRAT, IOPT, IONED, I_INT, IGRAD, NDV, NCON,X, VLB,
1 VUB,OBJ,G, IDG,NGT, IC,DF_A, NRA,NCOLA,WK,NRWK,IMK,IC,:IIWK)
C OVER-RIDE DEFAULT VALUES OF CT, CTMIN, THETAZ AND ITRMOP.
WK(3)=-O.1
WK(6):O.O02
wK(35)=I.O
IWK(4)=2
C OPTIMIZE.
_[10 CALLADS (INFO, ISTP_T, rOPT,IO_D,IPRINT, IGI_,SeV,SCON,X.VL8,
, 1 VUB,OBJ,G, IDG,NGT, IC,DF,A,NRA,NCOLA,WK,NRWK, IWK,NRIWK)
i IF (INFO.EQ.0) GO TO 20
C EVALUATI OBJECTIVE AND CONSTRAINTS.
OBJ:2. *SQRT (2.)*X(1)+X (2)
G( I)=(2.*X(I) +SORT(2.)*X(2)/(2.*X(:)*(X(I)+SORT(2.)*X(2)))-I.
G(2)=.5/(X(1)+3QRT(2. )*X (2))-I.
C GO CoI_rINUE WITH OPTIMIZATION.
GO TO 10
20 CONTINUE
C PRINT RESULTS.
WRITE(6,40) OBJ, X(l), X(2) ,G(1) ,G(2)
_ ,'_Dr
30 FORMAT (415)
40 FORMAT (//5X,7HOPTINUN,5X,5HOBJ =,LI2.5//5X,6HX(1) =,E12._ 5X,
1 6HX(2) =,E12.5/SX,6HG(1) =,E12.5,SX,6HG(2) =,E12.5)
END
Figure 8: gxmmple 2; Modify Default Parameters
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AA/',I DDDDDD _SSSSS
A A D D S
• A A D D S
AAAAAA,_ D D SSS_S
A A D D 3
; A A D D S
A A DDDDDD SSSSSS
FORTRAN PROGRAM
FOR
AUTOMATED DI_S IGN SYNTHESIS
V E R S ION l.lO
CONTROLPARA_TERS
ISTI_i? = 0 IOPT = 4 lObED = 7 IPRINT = 1000
IGP,AD = 0 ,.'_V = 2 NCON = 2
OPTIMIZATION'RESULTS
OB3ECTIVE FUNCTIONVALUE .26400E+01
- DESIGN VARIABLE3
: LOWER UPPER
VARIABLE BOUND VALUE BOUb_
1 . IO000E-O1 .78640E+00 . lO000E+21
2 . IO000E-O1 .41569E+00 . lO00_E+21 _
DgSIGN CONSTRAINTS
I) -.3624E-03 -.63S2E+00
FUNCTIUi4EVALUATIONS= 18
OFTIMUM OBJ = .26400E+01
X(1) = .78640E+OG X(2) = .41569E+00
O(1) =-.36236E-03 G(2) =-.63617E+00
Figure 9: Exslple 2; Output
_: 24
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C USAGE 3F ADS. OVER-RIDINC DEFAULT PARAMETERS, AND PROVIDING
C GRADIENTS. THE THREE-BAR TRUSS.
c R__ott!.__n ARRAYS.
DIMENSIONX(3), VLB(3), VUS(3),G(2), I_(2), IC(2),DF(3) ,_(2,2),
1 k'K(1000j, IWK(500)
, DIMENSION B(2,2)
C ARRAY DIMENSIONS.
NRA=2
NCOLA:2
_=1000
NRIWK=500
C PARAMETERS.
IGRAD=I
NI)V:2
NCON=2
C INITIAL DESIGN.
X(I)=i.
X(2):l.
C BOUNDS.
VLB(1)=.01
V+9(2)=.01
vuB (1) =1.0E+20
VUB(2) =1.0E+20
C IDENTIFY CONSTRAINTS AS NONLINEAR, INFQUAI.ITY.
IDG(1) :0 i
IDG(2)=0
C INPUT.
READ (5,70) ISTRAT, IOPT,IONED,IPRINT
C INITIALIZE INTERNAL PARAMETERS.
INFO=-2
CALL ADS ( INFO, IST-RAT, IOPT, IONED, IPRINT, IGRAD, NDV, NCON,X, VLB,
1 VUB,OBJ,G, IIX],I_T, IC,DF,A,NTtA,NCOLA,WK,NI_, IWK,NRIWK)
C OVER-RIDE DEFAULT VALUES OF CT, CTMIN, THETAZ AND ITRMOP.
WK(3)=-O.i
WK(6) :0.002
wK(35)=l.O _
IWK(4)=2
C OPTIMIZE.
10 CALL ADS (INFO, ISTRAT,IOPT,IONED,IPRINT,I6RAD,NDV,NCON,X,VLB,
i VUB,OBJ,G, IDG,NGT, IC,DF,A,NRA,NCOLA,WK,NI_, IWK,NRIWK)
IF (INFO.EQ.0) GO TO 60
IF (INFO.GT.I) GO TO 20
C EVALUATE OBJECTIVE AND CONSTRAINTS.
OBJ=2. tSQFfI'(2. )*X(I) +X(2)
. G( 1)= (2. iX(1) +SORT(2. ) iX(2) )/(2. iX(1) *(X(1) +SORT(2.) tX (2)) )-1.
G(2)=.5/(X( I)+SQRT(2. )iX(2) )-I.
C GO CONTINUE WITH OPTIMIZATION.
CqOTO 10
Figure I0: Example 3; Gradients Supplied by the User
25 +".
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20 CONTINUE
C GRADIENT OF"OBJ.
DF(I)=2.*SQRT(2.)
_ DF(2)=I.0
J.,_,.,,w.O) GO TO I0
C CONSTRAINT GRADIENTS. USE ARRAY B FOR .qq_,_q_'I3qRARYSTORAGE.
DI=(X(I)+SQHT(2.)*X(2))$$2
C G(1).
B(1,1)=-(2. _X(1) SX(1)+2.,SQE_(2. ),X( 1),X(2)+ 2. #X(2)$X(2))/
1 (2. *X(1)*X(1)*D1)
B(2, 1) =-1. / (SORT(2.)$DI)
C G(2).
B(] ,2)=-0.5/D1
B(2,2) =SQIrr(2. )*B(1,?)
C STO_ APPROPRIATE GRADIENTS IN AHRAY A.
DO 30 J=I,NGT
K=IC(J)
A(I,J)=B(I,K)
30 A(2,J):B(2,K)
J _O TO 10
80 CONTINUE
! C PRINT RESULTS.
WRITE(6,80) OBJ,X(1),X(2),G(1),G(2)
STOP
i 70 POliHAT(415)
i 80 FOI_4AT (//5X,7HOPTIMUH,5X,5HOBJ =,R12.5//5X,6HX(1) =,E12.5,5X,1 6HX(2) -',E12.5/SX,6HG(1) --.E12.5,SX,6HG(2) =,E12.5)
END
?J
Firare 10 Concluded: Bxemple 3; Gradients Supplied by the User
I
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iAAAAA DDDDDD SSSSSS
A A D D S
A A D D S
AAAAAAA D D SSSSS
A A D D S
A A D D S
A A DDDDDD SSSSSS
FORTRAN PROGRAM
FOR
AUTOMATED DESIGN SYNTHESIS
VERSION 1.10
CONTROLPARAMETERS -_
ISTRAT = 0 IOPT = 4 IONKD = 7 IPRINT = 2020
IGRAD : 1 NDV : 2 NCON = 2
SCALAR PI_)GRAN PARAMETERS
REAL PARAMETERS
1) ALAMDZ= O0000E+O0 20) EXTRAP = .50000E+O1
. 2) BETANC = O0000E+O0 21) FDCH = .IO000E-OI i
3) CT = - IO000E+O0 22) FI)CI_4 = .IO000E-02 !
4) CTL = - 50000E-02 23) GMULTZ = .10000E+02
-_ 5) CTI/_IN = 10000E-02 24) PSAIZ = .95000E+00
:_ 6) CTMIN = 20000E-02 25) I_4ULT = .50000E+OI
ii 7) DABALP = IO000E-03 26) RMVIJdZ = .20000E+O0
8) DABOBJ = 38284E-02 27) RP = .IO000E+02
9) DABOBM = .38284E-01 28) _X = .IO000E+II
,. I0) DA_STR = .38284E-02 29) I_IULT = ,20000E+O0
: U) DELALP = .50000E-02 30) RPPMIN = .IO000E-09
12) DELOBJ = .IO000E-02 31) RPFRLM = .IO000E+03
_ 13) DELOBM: .IO000E-OI 32) SCFO = .IO000E+OI
! 14) DELSTR = .IO000E-02 33) SCI/_IN = .IO000E-02 _ -
15) DLOBJI = .IO000E+O0 34) STOL = .IO000E-02
16) DLOBJ2 = .lO000E+04 35) THETAZ = .IO000E+O117) DX1 = .10000E-01 36) XMULT = .26180E+01
18) DX2 = .20000E+O0 37) ZRO = .IO000E-04
19) EPSPEN = -.50000E-01 38) I_LT = .IO000E+02
INTEGER PARAMETERS
I) ICNDIR = 3 4) ITI_OP : 2 6) JONED : 7
2) ISCAL = I 5) ITI_ST = 2 7) JTMAX = 20
3) ITNAX = 40
ARRAY STORAGE REQUIREMENTS
DIMENSIONED RKQUIRKD
ARRAY S IZE SIZE
WK 1000 197
IWK 500 184
Figure II: Example 3 - Output
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IOPT = 4; _l'?tOD OF FEASIBLE DIETIONS
-- INITIAL DESIGN
OB3 = .38284E+01
DECISION VARIABLES(X-VECTOR)
' 1) . lO000E+O1 . IO000E+OI
LOWERBOUNDSON Tile DECISION VARIABLES(VLB-VECTOR)
1) . lO000E-O1 . IO000E-O1
" UPPERBOUNDSON THE DECISION VARIABLES (¥UB-VECTOR)
1) .99746E+20 . lOOOOE+21
CONSTRAINTVALUES(G-VECTOR)
1) -. 41831E+00 -. 79289E+00
%
-- ITERATION 1 0_3 -- .28261E+01
DECISICN VARIABLE_ _-_CTOR)
1) .86779K+00 • 37164E+00 i
i.
-- ITEPAT_ON 2 OBJ = .275ME+01
f
: DECISION VARIABLES (X-VECTOR)
1) .38867I_*00 .81159E+00
-- ITERATION 3 OBJ = .26402E+01 _
DECISION V_.RIABLES(X-VECTOR)
1 ) .80834E+00 .35388_00 ;' ",
-- ITERATION 4 OBJ = .26381E+01
DECISION VARIABLES(X-VECTOR)
1) .79603E+00 .38657E+00
-- ITERATION 5 OBJ = .2S375E+01
DECISION VARIABLES (X-VECTOR)
1) .79037E+00 .40199B+00
J.
• Figure 11 Continued: Exemple 3 - OutFut
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FINAL OPTIMIZATION RESULTS
NUMBER OF ITERATIONS -- 5
OBJECTIVE = .26375E+01
DECISION VARIABLES (X-VECTOR)
1 ) .79037E+00 .40199E+00
CONSTRAINT VALUES (G-VECTOR)
1) .80391E-03 -. 63205E+00
CONSTRAINT TOLERANCE, CT = -.51000E-01 CTL = -,30000E-02
THERE ARE 1 ACTIVE CONSTRAINTS AND 0 VIOLATED CONSTRAINTS
CONSTRAINT NUMBERS
THERE ARE 0 ACTIVE SIDE CONSTRAINTF
TEI_INATION CRITERIA
RELATIVE CC'rVEHGENCE CRITERION WAS MET FOR 2 CONSECUTIVE ITERATIONS _
(
ABSOLUTE CONVERGENCECRi_ERJ ,_ WAS MET FOR 2 CONSECUTIVE ITERATIONS
!
!
OPTIMIZATION RESULTS 1
OBJECTIVE FUNCTION VALUE ,26375E+01
DESIGN VARIABLES
LOWER UPPER
VARIABLE BOUND VALUE BOUND _ _,.
1 .IO000E-OI .79037E+00 .IO000E+21 -_
2 . IO000E-O1 .40199E+00 . IO000E+21
DESIGN CONSTRAINTS
1) .5629E-03 -.6320E_00
- FUNCTION EVALUATIONS = 16
GRADIEI_ EVALUATIONS = 5
OPTI_KH OBJ = .26375E+01
;((1) = .79037E+00 X(2) = .40199E+00
G(1) = .5628RE-03 G(2) =-.63205E+00
Figure 11 Concluded: Exsmple 3; Output 'ii
29 _ ":
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Figure 12 Is R general-purpose ceiling progru for'use with ADS.
The _rr_..v_. Hre d!__e.nsioned sufficient to _olve problem of up to 20
destb_m variables end 100 constraints. Arrays IC and A are dtwensioned
to allow for evaluation of 30 constraint gradients. _herever s question
"1' mark (?) is given, it is understood that the user will supply the
appropriate information. Note that the statement %(I)=?, I=I,NDV is not
at) implied FORTRANDO LOOP, but simply denotes that the value of the NDV
design variables must be defined here.
Subroutine EVAL is the user-supplied subroutine for evaluating
functions end gradients (if user-supplied). The ceiling statement is:
t
CA.LL EVAL (INFO,NDV,NCON,OBJ, X,G,DF,NGT, IC,A,NRA)
, The parameters INFO, NDV, NCON, Y,, NOT, IC and NRA ere input to
Subroutine EVAL, while OBJ, G, DF and A ere output. Dep_mding on the !
user needs, this mmy be simplified. For exmmple, if IGRAD=0 e_d NDV and
NCON are not required by the analysis, the calling statement may be _
CALL EVAL (OBJ,%,G)
Also, e print control may be added so, after the optimization is
complete, EVAL can be celled again to print analysis information.
C SI_LIFIED USAGE OF THE ADS OPTIMIZATION PROGRAM.
DMNSION X(21) , VLB(21) , VUB(21) ,G(100), IM(100), IC(30) , DF(21) , i+
,_ A(21,30) ,WK( 10000), IWK(2000) !
,I NRA=21
f
:_ NCOLA=30
] N rm :ioooo
I_IWI(=2000
C INITIALIZATION.
:J IORAD:?
NDV=?
NOON=?
X(1)=?, I=I,NDV _,
VLB(1):?, I:I,NDV
VUB(I):?, I=I,NDV
IDO(I)=? I=l,NCON
ISTRAT=?
IOPT=?
IONED=?
IPRINT=?
INFO=O
10 CALL ADS (INFO, ISTRAT, IOPT, IONED,IPRINT, IGRAD,NDV,NCON, X,
* VLB, VUB,OBJ,G, IDO,NOT, IC, DF, A,NRA,NCOLA,WK,NI/_, IWK, NRIWK)
CALL EVAL (INFO,NDV,I_.ON,OBJ,X,G,DF,NOT, IC,A,NRA)
IF (INFO.GT.O) GO TO tO
C OPTIMIZATION IS CO_LETK. PRINT RESULTS.
STOP
' END
Figure 12: Pr,-.grsm for Simplified Usage of ADS
]
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AI'PKND!X A
Q|I|CK RKYKIfKNCE TO ^|)S O|'TLOff_
IOPT OPTIMIZER
' | F I el.c:hor Nr_eve=l
2 lJnvldon F'l_tch_r |'r_lJ (gYP)
3 |lroydon Fletcher (loJdfnr'b 8h_nno (BYe8)
4 M_th_ of Fnen|bJ_ Dlr_ctlonl
V 5 Modified _th_ of Fr_nwJble Diret.tlonx
....
'11
STRATRGY ISTWAT IOPTI 2 3 4 5
None 0 X X X X X
S_T, Exterior ] X X X 0 0
SUMT, Linear Extend_ Interior 2 X X X 0 0
SI.Mr, _adratlc Extended Interior 3 X X X 0 0
S[_4T, C_ic Extended Interior 4 X X X 0 0
Augmented Lagr_ge _ltiplier _th. 5 X X X 0 0
Sequential Linear Progreum=ing 6 0 0 0 X X
_thod of Centers 7 0 0 0 X X
Sequential Quadratic ProgrR_ming 8 0 0 0 X X
Sequential Convex Progr_ing 9 0 0 0 X X
Olm-DlltWS I_ SEARCH IORRD
Golden Section Method I X X X 0 0
Golden Section + Pol_omial 2 X X X 0 0
Pol_ial Inte_olation (bonded) 3 X X X 0 0
Pol_ial Extrapolation 4 X X X 0 0 ,,
Golden Section Method 5 0 0 0 X X
Golden Section + Pol_omial 6 0 0 0 X X
Pol_omial Inter_lation (bonded) 7 0 0 0 X X
Pol_ial Extrapolation 8 0 0 0 X X :
NOTE: An X denotes an allowed combination of algorithms.
4
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APPENDIX B
USEFU£ INFOI_4ATION STORED IN ARRAYS _1[ AND M
.i
Arrays WE and M contain informatio_ calculated by ADS which is
sometimes useful in monitoring the progress of th_ optimization. Tables
B-I and B-2 identify parameters which may be of interest to the user.
Note that these parameters must not be changed by the user during the
_o optimizat ion process.
TABLE B-I: REAL P_ STORED IN ARRAY WE
PAIL_TER LOCATION DEFINITION
ALP_*_ _- Move _ter in the o_r-di_msimml afmrch.
AIJqL43 53 Alpha at the strategy level for ISTRAT=8.
INmALT 82 The vmhm of the penalty in SM methods.
SLOPF 85 The slope of the M versus AI_PF_.fu_.tic_ _n the
omm-dimensioM1 search.
I
%
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¢TABLE B-2: INTEGER PARAMETERS STORED IN ARRAY IWK
PARAMETER I,OCATION DEFINITION
IDAB 23 Number of consecutive times the absolute
convergence criterion has been satisfied at the
' optimization level.
IDAB3 24 Same as _DAB, but at the strate)gy level.
IDEL 25 Number of consecutive times the relative
convergence criterion has been satisfied at the
optimization level.
IDEL3 26 Sere as IDEL, but at the strategy level.
IFCALL 28 The number of times the objective _md constraint
functions have been eval)mted.
IGCALL 29 The number of times analytic gradients have been
evaluated.
IMAT 34 Pointer telling the status of the optimization
process.
0 - Optimization is complete.
I - Initialization is compl-:te and control is being
returned to the user to over-ride default
parameters.
: 2 - Initial function evaluat:ion.
= 3 - Calculating analytic gradients.
- 4 - Calculating finite difference gradients. NXFD
C
, identifies the design variable being changed. 1
'_ 5 - One-dimensional search is being performed. ,
; See LGOTO.
ITER 45 Iteration number at the optimization level.
: JTER 46 Iteration number at the strategy level. ,
LGOTO 54 Location in one-dimensional search.
I - Findivg bounds on the solution.
2 - Golden Section method.
3 - Polynomial interpolation after Golden Section.
4 - Polynomial interpolation after getting bounds.
5 - Polynomial interpolation/extrapolation.
NAC 58 Number of active constraints.
NACS 59 Number of active side constraints.
NVC 68 Number of violated constraints.
NXFO 69 Uesign variable being perturbed during finite
difference gradients.
l
.f
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AJ_R_NDIX C
SUBROUTINES NEEDED FOR A SPECIFIED CO_INATIO,_ _O_F_IS____T.IOPT AND IONED
._ Depending on the com_inatioll of ISTRAT, IOPT and IONED, only a
subset of subroutines contained in the ADS system are used. Therefore,
if computer memory is llsited, it may be desired only to load those
routines which are actually used. This wlll result in "unsatisfied
externals" at run time, but on _ost systems the program can be executed
8Dyway since the unsatisfied exter, I routines are not actually called.
Below is a list of the routines i,_eded for a liven combination of
algorithms. In some cases, slightly mere routines are included than ere
absolutely necessary, but they are short and a mere precise list would
be undully complicated.
ALWAYS LOAD THE .mVOLLOWINGSUBROUTINES: !
ADS, _J)SO01, ADSO02, ADSO04, ADSO05, ADSO06, ADSO07, ADSO09, ADSOIO,
!_ ADSI02, ADSI03, ADSI05, ADSll2, ADSI22, ADS201, ADS206, ADS211, ADS216,
ADS236, ADS237, ADS401, ADS402, ADS403, ADS420, ADS50_, ADSS04, AD_506,
: ADS510
1
STRATEGY LEVEL
Depending on the value of ISTRAT, the following subroutines are
also required:
ISTRAT - 0, No strategy routines are added. Go to the optimizer level.
ISTRAT = I, Add: ADS008, ADS301, ADS302, ADS508
: ISTRAT = 2, Add: ADS008, ADS302, ADS303, ADS308, ADS508
ISTRAT = 3, Add: ADS008, ADS302, ADS304, ADS308, .4J)S508
ISTRAT = 4, Add: ADS008, ADS302, ADS305, ADS308, ADS5C8 ''_
ISTRAT = 5, Add: ADS008, ADS302, ADS306, ADS307, ADS508
ISTRAT = 6, Add: ADS320, ADS321, ADS323, ADS333
ISTRAT--7, Add: ADS323, ADS330, ADS331, ADS333
ISTRAT = 8, Add: ADS207, ADS217, ADS218._ ADS221, ADS223, ADS310, ADS333,
ADS371, ADS375, ADS376, ADS377, AnS378, AD$404, ADSS07,
ADS508, _J)S509
ISTR&T = 9, Add: ADS207, ADS217, ADS218, ADS221, _J)$223, ADS325, ADS326,
ADSS09
+
a
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OPTIMIZER LEVEL
D_p_d!___ _ _h_. J." ae of IOPT, the following -ubroutine_ ere also
requi red:
, IOFT :: i, Add: ADS204, ADS213, ADS2!4, A_S509
IOPT = 2, Add: ADS_13, ADS21a a0S235, ADF404, ADSS03, ADS509
IOPT _ 3, Add: ADS213, ADS214, ADS23',5, A,_404, ADS_03, ADSS£_TM
IOPT = _, Add: ADS201, ADS205, ADS207, ADS217, ADS218, ^0S221, ADS223,
ADS507
IOPT = 5, Add: ADS201, AD5202, ADS203, ADS207, ADS209, ADS217, ADS218,
&0S221, ADS223, ADS235, ADSS07
ONE-DI?ENSIONALSEARCHLBVEL
_epending on the value of IONED, the following subroutines are also
req,:ired:
IOl_D = 1-4, Add: ADSII6, ADSIIT, ADSII8, _DSI21, ADS126, ADSI27
IONED= 5-8, Add: ADS101, ADSI04, ADS106, ADS108, _SI09, AD$110,
ADS111, ADS115, ADS119, ADS123, ADS124, ADS125,
JtDSS02
i
"" 37 '
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!APPENDIX D
ADS SYSTEM SUBROUTINES
The subroutines in the AD_ system are listed here with a very brief
descriptlon of each. Most subroutines are internally documented, and
the user is referred to the program listing for more details.
Generally, ADSOOl-ADSO99 are control level routines. ADSIOI-
AD_I99 are one-dimensional search level routines, ADS20I-ADS299 are
optimization level routines and AD$30I-ADS399 are strategy level
routines. ADS40I-ADS499 are print routines and ADS50I-ADS599 are
utility routines.
ROUTINE PURPOSE
ADS - _in control routine for optimization.
ADSO01 - Control one-dimensional search level.
ADSO02 - Control optimizer level.
ADSO03 - Control strategy level.
ADSO04 - Define work array storage allocations. |
ADSO05 - Initialize scalar parsme.ters to their default values.
: ADSO06 - Initialize scale factors.
ADSO07 - Calculate scale factors, scale, unscale.
ADSO08 - Calculate gradients of p_eudo-objcctive for ISTRAT=I-5.
ADSO09 - Re-order IC and A arrays.
_SOlO - Calculates convergence criteria parameters.
ADSIOI - Coefficients of linear polynomial.
ADSI02 - Coefficients of quadratic polynomial.
ADSI03 - Coefficients of cubic polxnom: 11.
ADS104 - Zeroes of polynomial to third-order.
ADSI05 - Minimums of polynomial to third-order.
ADSI06 - Evaluate n-th order polynomial.
= ADSI08 - Find minimum of a function by 9olynomial interpolation.
ADSI09 - Find zeroes of a function by polyuomial interpolation.
38
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ROUTINE PURPOSE
aVSll0 - Evaluate slope of n-th order polynomial.
, aVSlll - Polynomial interpolation for constraint boundaries.
ADSll2 - Find A_MAX so NDV side constraints are encountered.
ADSll5 - Control one-dimensional search for constrained functions.
ADSII6 - Control one-dimensional search for unconstrained functions.
ADSll7 - Polynclial interpolation of unconstrained function, within
bounds.
ADSII8 - Polynomial interpolation of unconstrained function, no
bounds given.
ADSll9 - Polynomial interpolation of constrained function, no bo:mds
given.
ADS121 - Find bounds on minimm of unconstrained function.
ADS122 - Initial interior points for Golden Section method.
I
ADSI23 - Constrained one-dimensionalsearch by Golden Section method.
K 3124 - Update bounds and get new interior point in Golden Section
method, constrained.
ADS125 - Find bounds on minimum of constrained function.
ADSI26 - Unconstrained one-dimens£onalsearch by (}oldenSection
method.
ADS127 - Update bounds and get new interior point by Golden Section
method, unconstrained.
ADS201 - Identify NGT most critical constraints.
ADS202 - Invert Lstrix B and store back in B.
ADS203 - Delts-X back to boundary in Modified Method of Feuible
Direct ions.
_DS204 Fletcher-Reeves unconstrained minimization.
ADS205 - Method of Feasible Directions.
ADS296 - X = Xold + _.LPHA*S,subje_ _. to side constraints.
AvS20? - b_ximm cos_onent (magnitude) of each column of A.
%
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!ROUTINE _JRPOSE
ADS209 - Calculate B = A-Transpole timel A.
ADS211 - Updat,i_ convergence parameter_ IDEL and IDAB.
ADS213 - Calculate initial ALPHA for one-dimensional search _ased on
objective function value.
ADS214 - Calculate initial ALPHA for one-dimensional search based on
X-values.
_)$216 - _'inite difference gradients of obj_..ctive and constraints.
: ADS217 - Solve direction-finding task for Methods of Feasible
Directions.
ADS218 - Solve special LP sub-problee frco ADS217.
: ADS221 - Push-off factors for Methods of Feasible Directions.
_ ADS223 - Identify active side constraints.
ADS231 - Modified Method of Feasible Directions. _
ADS235 - Variable Metric Methods, IOPT=2,3. !
!
ADS236 - Search direction for Variable Metric Methods. _
'b
ADS237 - Penalty for _quality constraints, IOPT=4,5.
ADS301 - Exterior Penalty Function Method, ISTRAT=I.
ADS302 - Calculates penalty for penalty function methods, I_TRAT=I-5.
_DS303 - Linear Extended Penalty Function Method_ ISTEAT=2. _.
ADS304 Quadratic Extended Penalty Function Method, ISTRAT=3.
ADS305 - Cubic Extended Penalty Function Method, ISTRAT=4. i
ADS306 - AugBented Lagrange Multiplie_ Method, ISTRAT=5.
,_DS307 - Update Lagrange Multipliers, ISTRAT=5.
ADS308 - Calculate penally pare_eters, ISTRAT=5.
ADS310 - Sequential Quadratic Progrm_ing, ISTRAT=8.
ADS320 - Sequential Linear Pro_:rmming, ISTRAT=6.
ADS321 - Control solution of LP sub-prv_leL, ISTRAT=6.
%
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I_OUTINE PURPOSE
ADS323 - Update move limits, ISTRAT=6,7.
ADS325 - Sequential Convex Progrmming, ISTRAT=9.J
ADS326 - Solve convex sub-probleB, ISTRAT=9.
ADS330 - Method of Centers, ISTRAT=7.
ADS331 - Control solution of LP sub-problel, ISTRAT=7.
ADS333 - Calculate nmximm constraint value.
ADS371 - Control solution of QP sub-problem, ISTRaT=8.
ADS375 - Temporary object-ve, ISTRAT=8.
ADS376 - Gradient of pseudo-obJective for one-diBensional search,
ISTI_T=8.
ADS377 - Change in objective gradients, ISTRAT=8.
ADS378 - Update Hessian matrix, ISTRAT=8.
ADS401 - Print arrays.
ADS402 - Print array title and array. Calls ADS401.
ADS403 - Print scalar control paremeters.
ADS404 - Print Hessian matrix.
ADS420 - Print final optimization results.
ADS501 - Evaluate scalar product of two vectors, _..
ADSS02 - Find maximm component of vector.
ADS503 - Equate two vectors. I
ADS504 - Matrix-vector product.
ADS506 - Initialize symmetric m trix to the identity matrix.
ADS507 - Normalize vector by dividing by maximm component.
ADSS08 -- Calculate gradient of _seudo-N_jecttve for ISTRAT=I-5.
Called by ADS008.
ADSS09 - Identify active side constraints.
- _DS510 - Scale, unscale the X-vector. ..
' %
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