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Abstract. We demonstrate the parallel realization of finite difference so-
lution of one problem by successive overrelaxation method (SOR) for the
small number of processors. The solution was realized on supercomputer
SPP2000 (Dubna, Russia).
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The paper is related to with the elaboration of effective numerical algorithms
for the multigrid solution of the following nonlinear Poisson-Boltzmann equation
(PB) in the complex area:
∇[ε(r)∇φ(r)] − ε(r)κ(r)2 sinh[φ(r)] + 4πρ(r)
kT
= 0.
This is the preliminary version of the paper.
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This equation describes a model of the energy of the electrostatic field produced
by the electrical charge placed at the center of some atoms of the protein molecule,
where φ(r) is the dimensionless electrostatic potential in units of kT/q (k is the
Boltzmann constant, T is the absolute temperature, and q is the charge on a
proton), ε(r) is the dielectric constant, and ρ(r) is the fixed charge density (in
proton charge units). The term κ = 1/λ, where λ is the Debye length. The variables
φ, ε, κ, and ρ are all functions of the position vector r.
We solve this problem by the multigrid finite difference successive overrelax-
ation method (SOR). Iterations are stopped when the relative error in solution
is less than some δ. Computations are organized using the multigrid approach by
using the sequence of grids. This method provides a quick convergence as well as a
better control and analysis of obtained approximations. The first problem is solved
on the mesh with step size h=1A by SOR iteration process. The obtained solution
is interpolated on the mesh with a half grid size and a new iteration is performed.
Similarly the solution on the fine grid with a mesh size of 0.25A is obtained.
The program PBSOLVE is constructed for numerical solution of the linearized
Poisson - Boltzmann equation. Finite difference discretization and SOR iterations
[1] on the sequence of grids (multigrid) are used to obtain the approximate elec-
trostatic potential on the grid. The error control is provided by comparison of
solutions on nested grids. A parallel version of the PBSOLVE program was writ-
ten in the programming language FORTRAN77 by using MPI (Message Passing
Interface) [6], and we used the multiprocessor computer system SP2000 with 8
processors.
The improvement of the program is related to the treatment of the solute-
solvent interface boundary. Two ways are possible to improve the mapping of
the interface boundary onto the grid. The former is a multilevel mesh refinement
technique [2] . The method is intended for accurate electrostatic calculations over
domains with local mesh refinement patches. The latter is the exploitation of
well-developed finite [3] and boundary element [4] techniques to complex molec-
ular surface. To account exactly the behavior of the potential on the infinity, the
coupled boundary integral finite elements formulations of the problem [5] will be
elaborated.
A natural way of parallelization is to divide the area into the p peaces by planes
(we used horizontal ones because we used FORTRAN), where p is the number of
used processors. First, the processors work step by step.
The other way of parallelization might be rearrange of cycles [7].
We obtain our results for the method inaccuracy 1, 0.25, and 0.0625; calculation
inaccuracy - 10−4; and the best time ratio is for the 3 processors (2.82). This
ratio decreases for more than 3 processors because the number of data transmits
increases. This result we obtained when our program had worked in the non-solo
regime. For the solo regime we obtained the following interesting result (see Tab.
1. for the molecule with 295 atoms):
For the purpose of this paper we take the cubic solution area with the three
equidistant grids (number of knots was 41, 81, and 161).
Our parameters and calculate times are shown in the following table:
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N. of proc. 1 2 3 4 5 6 7 8
Ast. time∗ 850.98 461.94 331.93 263.50 210.89 191.80 169.29 172.86
User time∗ 848.88 459.43 328.82 261.10 208.47 188.94 165.81 155.74
∗∗ 1st grid 97 97 97 96 96 95 95 95
∗∗ 2nd grid 165 165 163 166 165 166 167 167
∗∗ 3rd grid 309 308 311 312 312 316 316 319
Time rel. 1.00 1.84 2.56 3.23 4.05 4.44 5.03 4.92
∗ The time is in sec.
∗∗ Number of iterations.
Tab. 1.
The astronomic time of calculation is shown in the second line of Tab. 1. This
time was obtained by MPI function MPI Wtime() which show the time between
the start and the end of calculation by clock. Also this time is not a real calculation
time of processors. A bit close to such time is a user time. We can obtain the
user time by the function itimes(i) which was written by Sapozhnikov A.P. and
Sapozhnikova T. F. in the programming language C. The difference between these
times is based on the fact that our processor works with other system processes
and sometimes it must wait.
Numbers of iterations for our grides are shown in the 4th, 5th, and 6th lines
respectively. Let the number of iterations for one processor be n . By our method
the numbers of iterations for p processors (p = 1) can be at most n + p − 1 for
the good convergence. In the real process this number sometimes is decreased.
It is natural because when the last processor makes ith iteration the previous
processors make (i+ j)th iteration, where j is a difference of order numbers of the
last processor and the actual one.
The result of solving process for one processor can be different from the result
for several processors:
– by the reason of previous paragraph (some part of data is from the highest
iteration - for each processor except the last),
– if the process converges slower for some data which are not in the last processor
working area - the number of iterations can decrease.
By the last line of Tab. 1. we can see that the ratio of times is increasing.
This ratio is shown graphically on the following figure 1.
The correctness of the algorithm was tested by solving the PB equation for a
single spherical charge for which the exact solution is known.
The performance of the algorithm was tested on the small peptide Meten-
kephalin.
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