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This thesis presents a plethora of new and novel techniques for reducing the 
cost of wavelength conversion in Optical Switching (OS) nodes. The techniques are 
useful for reducing cost in OS nodes like Optical Burst Switching (OBS), Optical 
Packet Switching (OPS) and Optical Circuit Switching (OCS) where it is often 
assumed that full wavelength conversion (FWC) is available. In this thesis, an 
extensive range of non-FWC (NFWC) architectures, which can achieve similar 
performance with FWC but at low Wavelength Converter (WC) costs in an OS node, 
are presented. In this thesis, we focus on asynchronous traffic scenario for the 
performance analysis.  
First of all, for OS node employing PWC-only (partial wavelength 
converters-only) architecture, we develop a new one-dimensional Markov chain 
analysis method, which can provide both upper and lower bound for the 
performance of the node.. The results show that the PWC-only OS node hardly 
achieves similar performance with that of FWC. In addition, there is not much WC 
savings gained compared to a FWC node. 
Secondly, for OS node employing CWC-SPF (a limited number of Complete 
Wavelength Converters in a share-per-fiber system), we develop a novel two-
dimensional Markov chain analysis, which provides exact performance of CWC-
SPF. The results show that CWC-SPF can achieve similar drop performance as a 
FWC node. The achievable WC saving of CWC-SPF is only around 10-20% WC 
compared to a FWC OS node, due to poor sharing efficiency of the SPF architecture. 
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Thirdly, for CWC-SPN (a limited number of CWC in a share-per-node (SPN) 
system) OS node, we contribute a novel multi-dimensional Markov chain analysis, 
which provides an exact drop performance of CWC-SPN. However, due to 
intractability of solving the multi-dimensional problem set, we develop a set of new 
mathematical tools: Randomized States (RS), Self-constrained Iteration (SCI) and 
Sliding Window Update (SWU), which elegantly reduce the intractable multi-
dimensional Markov chain problem to a simple two-dimensional Markov chain 
problem for which an approximated performance is easily obtained. The results 
show that 50% WC costs saving (depending on the configurations) can be achieved 
compared to FWC, due to high sharing efficiency of SPN architecture. 
Fourthly, a new NFWC architecture, combining CWCs and PWCs termed 
Two-Layer Wavelength Converter (TLWC), is contributed. In the TLWC 
architecture, the PWC is assigned to convert an input wavelength to a near output 
wavelength while the CWC is to convert from an input wavelength to a far output 
wavelength. The CWCs are shared using SPF or SPN. For TLWC-SPF, by 
combining the analytical models of PWC-only and CWC-SPF, we develop a novel 
two-dimensional Markov chain analysis method, which can provide a tight lower 
bound for the performance of TLWC-SPF. The results show that TLWC-SPF can 
save 40-60% wavelength converter compared to FWC at high load. This saving of 
WC costs in TLWC-SPF is much higher than in CWC-SPF. In addition, due to 
fewer number of CWCs used in TLWC-SPF, more switch fabric costs can be saved 
in TLWC-SPF compared to CWC-SPF.  
Fifthly, for TLWC-SPN, by combining the analytical model of PWC-only 
and CWC-SPN, we develop an exact multi-dimensional Markov chain analytical 
model. Therefore, to reduce the complexity of the multi-dimensional method, we 
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contribute an approximated two-dimensional analysis method by introducing a set of 
mathematical tools: RS, SCI and SWU. The results show that TLWC-SPN can save 
80% WC (depending on configuration) compared to FWC at high load. This saving 
of WC in TLWC-SPN is much higher than in CWC-SPN. In addition, due to the 
fewer number of CWCs used in TLWC-SPN, more switch fabric cost can be saved 
in TLWC-SPN compared to CWC-SPN. 
Lastly, we prove that our Markov chain analysis methods presented in this 
thesis for all five NFWC architectures are also applicable to general optical data size 
distribution. This means that the analyses are applicable for OCS, OPS and OBS 
technologies, where the data distribution size is not necessarily exponential. 
In summary, the contributions of the thesis are useful on two considerations. 
Firstly, we demonstrate that NFWC architectures can achieve similar performance as 
FWC architecture, while making significant savings on WC. The new TLWC-
SPF/SPN architectures are the most cost-conscious NFWC architecture. Secondly, 
the analytical models presented in the thesis are also practically useful for the 
designer of the optically switched node to evaluate the performance and costs 
without performing tedious simulations.  
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With recent research progress in Wavelength-Division-Multiplexing (WDM) 
technology, more data can be transmitted using one fiber. Therefore, all Optical 
Switching (OS) network technology has emerged based on WDM. In OS technology, 
the processing of data is purely on the optical domain. Thus, OS technology allows 
high-speed traffic to be transmitted transparently in the network; and it needs fewer 
network layers, leading to a vast reduction of cost and complexity of the networks 
[1][2]. It is well-acknowledged that the next generation internet (NGI) should be 
based on an all OS technology. 
In this chapter, a brief review of three available OS technologies is presented 
first. Then, the four existing contention resolution methods used in OS node are 
introduced. Wavelength conversion, being one of the more efficient contention 
resolution methods, is further discussed in terms of wavelength conversion 
architectures and its application to different OS technologies. We show that little 
research has been done on the performance analysis of wavelength conversion in a 
single OS node, and we will contribute some new wavelength conversion 
architectures in this thesis.  Lastly, we present the purpose, method and contribution 





1.1 Optical switching technologies for next generation networks 
Generally, there are three possible all-optical switching (OS) technologies 
for NGI: optical circuit switching (OCS, in some literatures, is referred as 
wavelength switching or wavelength routed) [3], optical packet switching (OPS) [4] 
and optical burst switching (OBS) [5]. In the following sections, a brief review of 
these three technologies is provided.  
 
1.1.1 Optical Circuit Switching (OCS) 
OCS is based on the wavelength routed technique, where a lightpath is set up 
on some dedicated wavelength(s) along the route between source destination pair via 
nodes equipped with Optical cross-Connects (OXC) (or wavelength routers) [1].  
At each OXC along the route from source to destination, the switching 
configuration is controlled by the signaling sent from the source (distributed 
signaling) or the central server (centralized signaling) [3][6][7]. The switching 
configuration will reserve switching resources from the input wavelength (at an 
input fiber) to the output wavelength (at an output fiber). Accordingly, the lightpath 
is setup. The teardown procedure is initiated by the source via the use of the release 
signaling to each OXC node along the route, causing the intermediate OXCs to 
release the lightpath.  
In OCS technology, no optical buffer is required at the intermediate OXC 
nodes of the network. This enables data to be transported transparently in the optical 
domain. OCS technology is a simple extension of traditional WDM network, and 
can be relatively easily implemented.  
However, in OCS there are several drawbacks that make it an unsuitable 
technology for NGI deployment. Firstly, the traffic granularity of OCS is one 
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wavelength whose transmission speed can be 10-40 Gbps or higher. This may lead 
to bandwidth wastage if the required traffic intensity is less than the capacity of one 
wavelength. If the traffic is bursty (i.e., IP traffic), then bandwidth will be wasted 
due to reservation according to peak traffic intensity. Secondly, OCS requires that 
the duration of a lightpath be long enough, i.e., several minutes. This is because that 
the lightpath processing for setup and teardown is often a high overhead and may 
require at least several hundred milliseconds. Lastly, when the number of 
wavelengths is not enough to support the full mesh connectivity, load distribution in 
the network may be uneven given that the traffic intensity varies over time, and 
some source-destination pairs have to use two or more lightpaths to relay the data 
leading to longer route and higher volume of traffic. 
 
1.1.2 Optical Packet Switching (OPS) 
In OPS, the optical data is transmitted based on packet technology. The 
header and payload of one optical packet is transmitted continuously on one of the 
wavelengths in the fiber with no need for a lightpath setup or teardown [4], [8]-[11].  
In the intermediate OPS node, the header is processed in the electrical domain by 
O/E conversion, and then converted to the optical domain again before being 
forwarded to the next node [3]-[6]. The traffic granularity of OPS technology is per-
packet based, thus rendering a finer degree of service flexibility for the IP over 
WDM integration (e.g., statistical multiplexing performance by bandwidth sharing, 
traffic balance, and contract duration).  
However, if OPS is implemented it needs a large number of expensive O/E/O 
devices (at least one per wavelength) as well as header extraction/insertion 
mechanism. In addition, Fiber Delay Lines (FDL) is required to delay the payload of 
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the optical packet, in order to compensate the processing delay of the header in the 
electronic domain. Owing to variations in the processing time of the packet header at 
the intermediate nodes, OPS also requires stringent synchronization and a 
complicated control mechanism. All these requirements in OPS are expensive and 
cannot be easily implemented based on current industry technologies. Another 
problem inherent to OPS is that the sizes of the data packets are usually too small 
(normally one optical IP packet size is around 1 KB).  Given the high capacity of 
each wavelength, relatively high control overheads are clearly expected. Therefore, 
the OPS technology is still evolving and may need some more time to mature for its 
commercial value to be visible.  
 
1.1.3 Optical Burst Switching (OBS) 
 
Figure 1-1: OBS timing diagram. 
 
A new all-optical network technology, OBS, was proposed in [12][13][14], 
in order to provide an all-optical switching ability with practical simplicity in 
implementation. In OBS paradigm [12][13], the burst data is transmitted on data 
wavelengths. Control packet (CP), which contains all control information of an 
associated burst data, is transmitted on one or more control wavelength(s). In OBS, a 
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CP, which is followed by the corresponding burst after some Offset Time (OT), is 
sent out from the ingress edge node. Each core node in the route processes the 
control information of the CP in the electronic domain. Using these control 
information, the core node can route, schedule, and reserve bandwidth for the future 
incoming burst data. Then the core OBS node will release this control packet to the 
next hop. When the burst data arrives at the core node after OT, the burst will be 
processed in the optical domain entirely. By arranging for an OT that is of suitable 
duration, this scheme ensures that the burst data cannot overtake the corresponding 
CP, whose information is processed in the electronic domain. The timing diagram of 
OBS is shown in the Figure 1-1.  
The OT enables the bufferless all-optical data delivery, because the OT 
compensates for the processing delay of the CP in the electronic domain. In contrast, 
OPS needs FDL to compensate for the processing delay as well as a levy of O/E/O 
devices for each wavelength. OBS does not need complicated header 
extract/insertion mechanism, and requires only one (or small number of) O/E device 
for extraction of information from the CP transmitted on the control wavelength(s). 
 




In OBS, to reduce control information processing overhead, many IP/ATM 
packets/cells are electronically assembled into one burst data at the edge nodes 
located at the network ingress. The burst data are then routed over a purely optical 
transport core network using dynamic wavelength assignment, and disassembled 
into IP/ATM packets/cells at the egress edge node in the electronic domain again. 
Therefore, in the OBS network, the edge node plays an important role in assembling 
the burst data, deciding burst starting time and assigning a suitable OT. The network 
architecture of OBS is shown in Figure 1-2 
 In summary, OBS combines the benefits of both OPS and OCS. The OBS 
burst data size is midway between OPS packet size and the OCS connection duration. 
Compared to OCS, OBS achieves better statistical multiplexing and accommodates 
delivery of short information. Compared to OPS, the OBS node is significantly 
simpler with less O/E/O and does not require expensive header insertion/extraction 
mechanisms as well as FDLs. 
Thus, OBS combines the benefit of the OCS and OPS, while leveraging on 
the optical switching granularity and the electrical processing of control information. 
All these advantages enable OBS to be perhaps the most promising technology for 
the optical NGI. 
The three OS technologies aim to exploit the bandwidth of multi-
wavelengths within one fiber or to utilize bandwidth more efficiently. However, due 
to the dynamic property of data traffic, contention for resources in an OS node will 
still arise. The next section describes a number of contention resolution methods. 
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1.2 Resolving contention in optical switching technologies 
 
Figure 1-3: Example of contention on one output fiber in one OS node 
 
In OS, it is crucial to exploit bandwidth efficiently; therefore, resolving 
contention is a very important feature to achieve low drop probability of optical data. 
Contention in OS is defined as two or more optical data competing for the same 
resources (usually the same bandwidth on a particular wavelength). If contention 
happens, one of the optical data has to be dropped due to the lack of resources. A 
simple example is demonstrated in Figure 1-3, where there are three available 
wavelengths (W0, W1 and W2) within one output fiber on one OS node. All three 
wavelengths are serving optical data currently. When a new optical data with 
wavelength W0 arrives at an input fiber and is routed to this output fiber, the new 
data will be dropped as there is no available time slot on the W0 output wavelength. 
This contention can be resolved by: (1) searching for an available W0 on another 
output fiber which can reach the destination via an alternative route; (2) delaying the 
new data for some time until W0 is available, (3) using the new data to pre-empt the 
data being served on W0 if the priority of the new data is higher than the data being 
 8 
 
served on W0 and; (4) converting the new data from W0 to W1, where the 
bandwidth is available. It can be seen that these four different solutions represent 
different ways to solve contention: the first solution represents the space domain 
solution, the second represents the time domain solution, the third represents the 
data domain resolution, and the last represents the wavelength domain. More details 
on these four solutions are discussed in the following sections. 
 
1.2.1 Contention resolution in the space domain by using deflection routing 
In the space domain, when a new optical data cannot find a suitable output 
wavelength on the output fiber, the optical data can be routed to another output fiber 
so that the optical data transmits on an alternative route to its destination from the 
current OS node. This is know as deflection routing [18][19][20]. In deflection 
routing, the entire network resources are pooled together to solve the contention.  
There are some restrictions to the use of deflection routing. In OBS, because 
the offset time of the burst data is fixed, there is a limit on the number of hops in the 
alternative route that the burst can transverse within the network. In addition, 
Deflection routing technology relies heavily on the topology of the network. This 
means that the network with high connectivity, i.e., more fibers from one node to 
other nodes, can gain better performance than the network with the low connectivity. 
Previous research works in [18][19] showed that deflection routing can reduce drop 
probability significantly under low traffic load condition, but may destabilize the 




1.2.2 Contention resolution in the time domain by using Fiber Delay Line 
In the time domain, when a new optical data cannot find a suitable output 
wavelength on the output fiber, the data will be fed into a Fiber Delay Line (FDL) to 
delay some time until at least one wavelength is available. It is noticed that the FDL 
only provides fixed time delay, unlike an electronic buffer where the delay time can 
vary. The fixed delay of the FDL cannot be very long because it is restricted by the 
length of the FDL. Otherwise the signal degradation due to length of FDL becomes a 
non-negligible value and may need to be compensated by an optical signal amplifier. 
Therefore, this method is used mainly in OBS [15][21] and OPS [22][23], whose 
data size is relatively small. In OCS, the connection time of a lightpath may be too 
long (several minutes or even longer) for a conventional FDL to provide sufficient 
delay. 
 
1.2.3 Contention resolution in the data domain by using pre-emption 
In the data domain, when a new high priority optical data cannot find a 
suitable output wavelength on the output fiber, it will pre-empt some data being 
served on the output wavelength. This technique only protects the high priority data 
and does not improve the drop probability. The technique can be implemented in 
OCS, OPS, and OBS. However, there is a variant in OBS called burst segmentation 
in [24][25] or OCBS in [26], in which the burst data is segmented into several parts. 
Only the contentious parts of the burst data (either an existing burst or a new 
incoming burst) will be dropped/ deflected. The remaining parts of the burst data can 
be transmitted smoothly. Therefore, the drop performance based on the amount of 




1.2.4 Contention resolution in the wavelength domain by using wavelength 
conversion 
In the wavelength domain, the new optical data contending with an existing 
data will be sent to another available wavelength via wavelength conversion. The 
device which conducts the conversion, is called wavelength converter (WC) or 
sometimes known as tunable WC. This technique can be implemented in OCS, OBS, 
and OPS. Researches in [22][23][27][28][29] showed that by using WC, the drop 
performance can be improved significantly because the optical data can achieve high 
multiplexing performance with multi-wavelengths in one fiber.  
 
1.2.5 Focus on wavelength conversion 
Table 1-1: Comparison of contention resolution techniques. 
 
Contention Resolution OCS OPS OPS Performance 
Improvement 
Deflection routing 9 9 9 Restricted to topology 
and redundant routes 
FDL 8 9 9 Medium 
Pre-emption 9 9 9 Depends on whether 
segmented or not. 
Wavelength 
Conversion 
9 9 9 High 
 
The comparison of all these contention resolutions is listed in Table 1-1. In 
Table 1-1, it shows wavelength conversion is applicable to all three OS technologies 
and can achieve higher performance enhancement. In this thesis, we will study the 
wavelength conversion technology in OS. As one of contention resolution methods, 
wavelength conversion can also be used with the combination of other methods, 
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such as WC+FDL, WC + deflection routing, WC + pre-empt, and WC+ FDL + 
deflection routing + pre-emption. However, in order to simplify the problem studied 
in this thesis, only wavelength conversion method is considered. This means no FDL, 
deflection routing, or pre-emption method is considered in this thesis. 
In this thesis, the main focus is to reduce the cost of WC while achieving a 
pre-defined drop performance by wavelength conversion to solve contention. We 
now present more details of wavelength conversion in optical switching 
technologies. 
 
1.3 Wavelength conversion in optical switching technologies 
The following sections present the various classes of WCs firstly. Thereafter, 
various possible architectures of OS node equipped with WC are reviewed. Lastly, 
the cost analyses and the performance models of the WC in different OS 
technologies are reviewed.  
 
1.3.1 Classifications of wavelength conversion node architecture  
Normally, there are two kinds of wavelength conversion node architectures: 
Full Wavelength Conversion (FWC) and NFWC. In FWC, whenever an input 
wavelength needs to be converted, there is a converter available. This means the 
drop probability will not impacted by wavelength conversion. However, such 
architecture needs many WC so that it is expensive. In order to lower the cost, there 
are some NFWC architectures available. In NFWC, the drop due to lack of WC is 
possible. Before introduce the architecture of FWC and NFWC, in the following, we 




1.3.2 Classifications of wavelength converters  
There are two classes of WCs: Partial Wavelength Converter (PWC) and 
Complete Wavelength Converter (CWC). PWC (referred to as limited-range tunable 
WC in certain literature), can only convert an input wavelength to a subset range of 
output wavelengths in the vicinity of the input wavelength. CWC (referred to as full-
range tunable WC in certain literature), can convert any input wavelength to any 
output wavelength within the complete range of the fiber. The PWC is more 
compatible (compared to CWCs) with the hardware constraints of wavelength 
converters whereby after a certain range of direct conversion, the noise margin is too 
low for reliable conversion [30][31][32]. CWC, on the other hand, is relatively hard 
to manufacture directly under current technology [33]. Therefore, CWC is normally 
manufactured by concatenated PWCs with the help of an optical switch (detailed 
explanations are presented in Section 3.2.2). Of course, the drop performance of 
CWC is significantly better than PWC and, accordingly, there are more research 
interests in CWC than PWC.  
 
1.3.3 Wavelength conversion switch architecture 
In this section, we discuss three different WC switch architectures: dedicated, 
share-per-fiber (SPF) and share-per-node (SPN). 
The dedicated WC OS node architecture is shown in Figure 1-4. The node 
has N input/output fiber, each with K wavelengths. There is one dedicated WC for 
each wavelength on each output fiber. The dedicated WC can also be located at the 
input side between the demux and switch. For simplicity, only the output style 
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dedicated architecture is shown. For the dedicated architecture, WC can be either 
CWC or PWC. 
For an OS node, there are N number of 1 K×  wavelength demultiplexers, N 
number of 1K ×  multiplexer, a NK NK×  non-blocking optical switch, and NK 
number of WC. If CWC is used in this architecture, obviously full wavelength 
conversion (FWC) is achieved, in which every new coming optical data can find an 
available WC to convert itself to an available output wavelength.  
 
Figure 1-4: OS node architecture with dedicated WC  
 
However, FWC requires too many WCs, thus increasing the cost of 
implementation. In the operation of the actual network, the probability of using all 
WCs at the same time is expected to be low. Therefore, it is possible that only a few 
WCs are required to satisfy the of drop probability performance in OS network. 
Some cost effective solutions of OS switching architectures were proposed based on 
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the sharing of a limited number of WCs. The sharing methodology can be share-per-
fiber (SPF) and share-per-node (SPN), by which we can construct NFWC 
architectures 
 
Figure 1-5: OS switch and conversion architecture with share-per-fiber WC. 
 
In a SPF switch and conversion architecture shown in Figure 1-5, a limited 
number of WCs are shared within one output fiber.  
Assuming there are M (M<K) WCs for each output fiber, the cost of WCs 
using SPF is less than the dedicated architecture. However, it needs more switch 
fabric, i.e., ( )NK NK NM× + , compared to the dedicated WC architecture. This is a 
trade-off, which means when we want to save WC, we may need some other 
resources, i.e., switch, to compensate. In addition, the sharing efficiency of SPF is 




Figure 1-6: OS switch and conversion architecture with share-per-node WC 
 
The OS architecture with SPN WC is shown in Figure 1-6. In SPN 
architecture, WC is normally CWC as in SPF architecture. A total of M number of 
WCs are shared for the whole OS node, using a ( ) ( )NK M NK M+ × +  non-
blocking switching fabric. If an incoming optical data needs conversion, it will be 
placed on one of the shared WCs. After conversion, the data can be switched back to 
its output fiber. Because all WCs are shared for the whole OS node, the sharing 
potential is maximized, and the drop probability performance is expected to be better 




1.3.4 Literature on wavelength conversion in OCS and its peculiarity 
compared to wavelength conversion in OBS and OPS. 
The issue of wavelength conversion was first studied in OCS networks. In 
the majority of OCS literature, it is assumed full wavelength conversion (FWC) is 
available. FWC architecture can be constructed by using CWC and dedicated switch 
architecture shown in Figure 1-4 [27]. Therefore, the drop probability performance 
of OCS with FWC is only restricted by the following factors: network topology and 
size, the number of wavelengths per fiber, the routing and wavelength assignment 
algorithm (RWA), and the traffic pattern. 
However, FWC architecture is expensive [34][35] to be implemented in the 
network, since each fiber needs one dedicated CWC to convert an input wavelength 
to any output wavelength. A cheaper alternative, Non-Full wavelength conversion 
(NFWC), which may not convert any input wavelength to any output wavelength, 
motivates further investigation.  
In the literature on NFWC, in order to lower the cost of WC, it is normally 
assumed that only a limited number of WCs are available on the whole network. 
Therefore, the issue in OCS is to try to maximize the drop performance by selecting 
a good scheme to distribute these WCs on the networks. In this area, two possible 
options were considered. Firstly, WC-placement [36]-[45], is defined as follows: 
Given there are A nodes in network, in which B (<A) nodes can have FWC, a 
solution is sought for choosing B nodes out of all A nodes, such that best drop 
performance can be achieved [35]. The WC-placement problem for an arbitrary 
network is NP-complete [36]. By using some simple assumption about the 
independence of the network traffics between neighboring nodes, the authors in [36] 
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showed that the optimal solution of WC-placement can by found with time 
complexity 2( )O H A , where H is the length of the lightpath. However, such 
assumption may not be true, and the optimal solution is expected to depend heavily 
on the Routing and Wavelength Assignment algorithm (RWA) [37] [38]. 
Secondly, WC-allocation, is defined as follows: Given C number of CWCs  
are available in whole network and each node can use sharing architecture like 
SPF/SPN, the WC-allocation problem is to distribute the CWCs over networks such 
that the drop performance can be optimized [35] [47] [48] [49]. In [35] [47] [49], the 
authors use SPN architecture and a simulation-based optimization approach, in 
which utilization statistics of CWCs from computer simulations are collected and 
then optimized to allocate the CWCs. The results show that the drop probability 
performance can be dramatically reduced by carefully allocating the CWCs among 
the network. It is also demonstrated that the drop probability performance is on par 
with FWC network after the number of CWCs available in the network exceeds a 
certain threshold. In [48], the authors evaluate the minimum number of CWCs, 
which are necessary to be implemented in the ring network to achieve the same 
performance as a FWC network.  
In both WC-placement and WC-allocation, the behavior of the whole 
network using WC is studied, rather than behavior of one single OS node. This is 
because of the following two reasons. Firstly, OCS is a kind of circuit switching 
technique. A lightpath should be setup in the network from source to destination 
before data is transmitted. Therefore, the setup of a lightpath has influence on the 
whole network rather than a single node. Secondly, the feature of Link Load 
Correlation (LLC) [35], which is the correlation between load or wavelength in use 
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on successive links, make the link/node states of the whole network correlate 
together. Therefore, in OCS, the network topology, size, and traffic pattern must be 
considered for both WC-placement and WC-allocation. 
However, in OPS and OBS networks, the basic data transmission unit is 
packet or burst, whose behavior in the network is more like traditional IP packet. 
The optical data can be momentarily delayed (by FDL) and forwarded in a 
connectionless or connection-oriented manner. The data can also be dropped at any 
intermediate node along the route from source to destination. In OCS, such drops do 
not occur. In addition, the traffic intensity of each connection/session is not as heavy 
as OCS (a wavelength). Therefore, the correlation between successive node and link 
is not as severe as in OCS. Thus, in OPS and OBS, the performance issues (i.e., 
scheduling, QoS and wavelength conversion issue) are normally studied for a single 
OS node instead of the whole network.  
 
1.3.5 Wavelength conversion in OPS and OBS and implementation cost 
In OPS and OBS, because of the distinctive feature of packet switching, 
every OS node in the network needs to provide low drop probability for the optical 
data. It is well known that in queuing theory [76], having more servers (wavelengths 
in OS) to serve many data at the same time can reduce drop probability dramatically. 
Obviously, by assuming full wavelength conversion (FWC) in the OS node, all 
wavelengths within one fiber can be considered identical, thus, multi-server queuing 
theory can be used to evaluate drop performance such as M/G/K/K [76]. By 
assuming FWC, a lot of important issues in OPS and OBS networks have been 
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studied recently, such as QoS [51]-[59], scheduling algorithm [60]-[67], theoretical 
performance analysis [68]-[72]. 
However, as stated before, the implementation cost of FWC is expensive. 
Therefore, an important question in OPS and OBS has surfaced in recent years: Is it 
possible to use NFWC to achieve the similar performance as FWC? If so, how is the 
performance of NFWC architecture evaluated, what kind of NFWC architecture can 
be achieved with the least cost? 
Most research works on NFWC architectures consider only a limited number 
of CWCs to provide wavelength conversion capability [73]-[78]. In this case, a 
CWC is not dedicated to a particular wavelength; instead, all CWCs are placed in a 
common pool and shared amongst the wavelengths by SPF mode or SPN mode. In 
this thesis, the former will be referred to as CWC-SPF and the latter as CWC-SPN.  
So far mathematical methods to evaluate the minimum number of CWCs 
required for a synchronous slotted optical packet network operating with CWC-SPF 
[77] and CWC-SPN [78] architecture have been contributed. The "minimum 
number of CWCs" is defined to be that number of CWCs required so that the drop 
performance of a CWC-SPF or a CWC-SPN node is similar to the drop performance 
of a FWC node. The saving of the CWC can reach about 95%, when extreme light 
load is considered. 
In addition to the use of limited number of CWCs, PWC [79] can also be 
employed in synchronous slotted optical packet network. A PWC can convert an 
input wavelength to only a limited range of output wavelengths in the vicinity of the 
input wavelength. Thus, normally each PWC is dedicated to one particular 
wavelength at input side. In this thesis, this kind of structure is referred to as PWC-
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only model. There are certain advantages in the use of PWC. Firstly, the cost of 
implementation can be reduced as PWC is substantially cheaper compared to CWC.  
Another advantage with limiting the range of outgoing wavelengths is that the level 
of noise introduced into the signal by the conversion process can be reduced [81]. 
Eramo also showed in [79] that the performance of PWC can only achieve similar 
performance as FWC when the range of PWC nearly reaches CWC. 
 
1.3.6 Open problems for Non-full wavelength conversion for OPS and OBS 
From the above literature review, there are still a number of unanswered 
questions in the NFWC research area for OPS and OBS networks.  
z The traffic type in OPS/OBS may be synchronous or asynchronous 
depending on the politics of the various standardization boards. If the 
traffic type is designed/chosen/voted to be asynchronous with variable 
data size distribution, what is the performance model for NFWC 
architectures in such scenarios and how many WCs can be saved using 
these NFWC architectures? 
z Other than CWC-SPF, CWC-SPN and PWC-only model, are there any 
other alternative architecture to save WC?  
 
1.4 Purpose and method of the analysis of non-full wavelength 
conversion 
The purpose of this thesis is to address the stated questions in section 1.3.6. 
The thesis will provide mathematical analysis for the performance and the cost of 
existing NFWC architectures under asynchronous traffic.  
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The traffic model considered in this thesis will be Poisson traffic with optical 
data length of some general distribution. We consider Poisson arrivals mainly for its 
amenability to bring forth further theoretical analysis/conclusions so that certain 
trends in the saving of wavelength cost can be highly illustrated and elucidated. 
While there are suggestions that in certain optical networks, traffic is Poisson or 
short term Poisson [83][84][85], we are also aware that there are other studies which 
suggest that traffic in optical networks is sub-exponential. Of course, further 
simulation studies on more difficult traffic types can be conducted on OS node with 
NFWC; and should there be any unexplainable numerical results, the Poisson-
traffic-based theoretical studies presented here may be able to shed some light.  
In this thesis, we will use traditional Markov chain state transition to analyze 
the bufferless NFWC architectures. This type of state transition analysis normally is 
only applicable to the queuing system, where the arrival process is Poisson and data 
size distribution is exponential. However, the results in the Appendix show that 
Markov chain state transition analytical model is also applicable to general data size 
distribution. Recent research works have shown that the optical data size distribution 
in OBS networks is either Gaussian or Fixed [86][87], and possibly, the data size is 
Fixed in OPS [77]-[80]. Our analytical results in this thesis are applicable to all three 
optical switching techniques, i.e., OCS, OBS, OPS, only if the arrival process of 
optical data is Poisson. 
In this thesis, besides the use of basic theoretical Markov chain analysis, 
some other mathematical tools are contributed to analyze the performance, such as 
Randomized States, Self-Constrained Iteration and Sliding Window Update. Several 
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cost functions are defined to evaluate the costs of different NFWC architectures as 
well. 
In order to compare the implementation costs on the different wavelength 
conversion architecture, a simple linear cost structure is adopted such that the cost of 
a PWC or CWC is linearly proportional to its conversion range. This linear cost 
model is a conservative cost increase model since practical CWCs are constructed 
via the concatenation of many PWCs with the help of optical switches. The direct 
manufacture of CWCs without the use of concatenated PWCs is also impractical. It 
is thus expected that the cost increase per additional wavelength range is higher than 
a linear model [79]. For the detailed explanation of the linear cost function, please 
refer to section 3.2.2.  
 
1.5 Contributions of the thesis 
The objective of this thesis is to present novel analytical methods techniques for 
saving the cost of WCs in NFWC architectures, while achieving similar performance 
as the FWC. Specifically, the thesis makes significant contributions in the following 
areas: 
(1) For the existing PWC-only architecture, 
z A novel one-dimensional Markov chain analytical model providing both 
lower and upper bounds for the PWC-only performance is contributed. 
z New numerical results show that the PWC-only architecture can achieve 
similar performance as FWC only when the conversion range of the PWC is 
almost the same as CWC.  
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(2) For the existing CWC-SPF architecture, 
z A novel two-dimensional Markov chain analytical model providing exact 
theoretical performance of the CWC-SPF node is contributed. 
z New numerical results show that the CWC-SPF node has an effective cost 
saving percentage of only 10-20% under high load conditions compared to 
FWC. The low cost saving percentage is due to the sharing inefficiency of 
the SPF scheme.  
(3) For the existing CWC-SPN architecture, 
z A novel multi-dimensional Markov chain analytical model providing exact 
theoretical performance of the CWC-SPN node is contributed.  
z A set of novel mathematical tools: RS, SCI and SWU, to simplify the 
intractable multi-dimensional Markov chain to a more tractable two-
dimensional Markov chain model, is contributed.   
z New numerical results are contributed to accurately show that the 
approximated two-dimensional Markov chain is able to predict the right 
NFWC configuration that gives maximum WC saving.  
z New numerical results are contributed to show that CWC-SPN can save 
more WC costs than CWC-SPF because of the high sharing efficiency of 
the SPN system. Under high load condition, around 50% WCs (depending 
the configuration of CWC-SPN) can be saved compared to FWC.  
(4) A novel NFWC architecture, called Two-Layer Wavelength Conversion 
(TLWC), to achieve similar performance as FWC is contributed. Two sub-
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architectures of TLWC are contributed: TLWC-SPF and TLWC-SPN, which use 
different sharing modes to utilize a limited number of CWCs.  
(5) For the new TLWC-SPF architecture,  
z A novel two-dimensional Markov chain analytical model providing a very 
tight lower bound theoretical performance is contributed. 
z New numerical results show that the TLWC-SPF node has a WC saving 
performance of 40-60% compared to FWC under high load conditions. This 
WC saving percentage value is much higher compared to CWC-SPF.  
z New numerical results show that, due to fewer numbers of CWCs used in 
TLWC-SPF, more switch fabric costs can be saved in TLWC-SPF 
compared to CWC-SPF. 
(6) For the new TLWC-SPN architecture,  
z A novel and exact multi-dimensional Markov chain analytical model is 
contributed. 
z A set of new method to reduce the multi-dimensional Markov chain to an 
approximated two-dimensional analytical model is contributed. Thereafter, 
the solution set of mathematical tools: RS, SCI and SWU are used to solve 
for the solution.  
z New numerical results show that the TLWC-SPN can save 80% WC 
(depending on configurations) compared to FWC under high load 
conditions. The saving percentage of WC in TLWC-SPN is much higher 
compared to CWC-SPN. 
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z New numerical results show that, due to fewer numbers of CWCs used in 
TLWC-SPN, more switch fabric costs can be saved in TLWC-SPF than in 
CWC-SPN. 
(7) Extension of performance study for general data size distribution 
z A theoretical proof is contributed to demonstrate that all the analytical 
models contributed in this thesis are also applicable for general data size 
distribution. This means the work in this thesis can be used for all three OS 
technologies, which are based on different data size distributions. 
 
1.6 Outline of the thesis 
This thesis consists of five chapters and they are organized as follows. 
In chapter 2, a simple one dimensional Markov chain analysis for PWC-only 
architecture is contributed. In this analysis, both lower and upper bounds of 
performance are obtained theoretically. Relevant numerical results for the PWC-
only architecture are also demonstrated.  
In chapter 3, the architectures and the mathematical analysis for CWC-SPF 
and CWC-SPN model are presented. For CWC-SPF, an exact two-dimensional 
Markov chain analytical model is presented first, followed by the relevant numerical 
results. For CWC-SPN, an exact multi-dimensional Markov chain analytical model 
is presented first. Thereafter, in order to lower the complexity of the exact multi-
dimensional analytical model, we present a set of mathematical tools, called 
Randomized States, Self-Constrained Iteration and Sliding-Window Update. The 
numerical results show that these tools are able to provide a good approximation to 
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the performance of the CWC-SPN model. The results also show that CWC-SPN 
save more WC than CWC-SPF, but at the expense of higher switch costs 
In Chapter 4, the architectures and the mathematical analysis for the TLWC-
SPF and the TLWC-SPN model are presented. An important link between PWC and 
CWC sections in TLWC is presented. The link simplifies the analysis of TLWC to 
be similar to that of CWC-SPF/SPN model. The numerical results show that the 
TLWC-SPF/SPN architecture can save more WC and switch fabric cost than CWC-
SPF/SPN architecture.  
Chapter 5 concludes the thesis and proposes several possible future research 
works.  
Finally, in the Appendix, we demonstrate that all the theoretical analyses 
presented in the thesis are also applicable to general data size distribution. 
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2 Architecture and its Modeling of Partial Wavelength 
Converter 
 
Partial wavelength converters (PWCs) can convert one input wavelength to a subset 
range of output wavelengths in the vicinity of the input wavelength. The PWC is 
more suited for the hardware implementation. This is because it is widely known 
that after a certain range of direct conversion, the noise margin is too low for reliable 
conversion, thereby increasing manufacturing cost [30]. Therefore, if only the PWC 
is used to solve contention in OS node, it can reduce the cost of the implementation. 
We refer to this architecture as PWC-only.   
In this chapter, the architecture of PWC-only is presented first. Thereafter, a 
novel analytical model based on Markov chain analysis is contributed. Lastly, 
numerical results show that this novel model can provide better performance 
prediction than existing analytical models. 
The theoretical analysis in this Chapter and in the following Chapters are 
also applicable to general data size distribution. For more details, please refer to the 
Appendix. 
 
2.1 Architecture of PWC-only model and related work 
Assume there are K wavelengths within one fiber. We number the 
wavelengths within one fiber from 0 to K-1. For the architecture of PWC, without 
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loss of generality, we assume that an optical data arriving on input wavelength k can 
only be converted to a wavelength m by the PWC. 
1 2( ) { mod  | }m k k K k d m k d∈Ω − ≤ ≤ + , 1 2, 0d d ≥   (2.1)  
This means that an input optical data may be converted to an output 
wavelength range 1 2 1S d d= + + , where S K≤ . When S K= , PWC will become 
CWC. The modulation used in (2.1) means the conversion range of the PWC will 
wrap around when the conversion range reaches the edge of wavelength index (i.e., 
0 or K-1). 
 
Figure 2-1: OS switch and conversion architecture of PWC-only. 
 
Figure 2-1 illustrates an OS node architecture with PWCs, termed as PWC-
only. In PWC-only architecture, every input wavelength has one associated PWC. 
This is because PWC is a single-input multi-output wavelength converter device 
(hence inexpensive), so that PWC cannot be shared by several different input 
wavelengths and PWC cannot be put at the outside of the switch.  
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A conventional cross-bar switching fabric is assumed. Other more efficient 
switching fabrics are also possible but are beyond the scope of work presented here. 
In the context of this thesis, it is assumed that the cross-bar switch is used for the OS 
node. 
The PWC contribution in [79] predicts the drop performance in synchronous 
slotted OPS, and the contribution in [81] was to present theoretical drop 
performance of an OS network with asynchronous traffic, using PWCs with 
different conversion range. The contribution in [81] proposed a multi-dimensional 
Markov chain analysis, where the number of Markov states is 2S . The method may 
result in intractable problem set and loose lower bound, when S is larger.  
In this chapter, we concentrate on obtaining the drop performance of a single 
OS node using a new and different solution method. The new solution method does 
not require any restrictions on S since the solution method utilizes a simple one-
dimensional Markov chain analysis with K+1 number of Markov states. Theoretical 
solution methods for both upper and lower bound drop performance of an OS node 
with PWC are presented. Numerical studies will also demonstrate that the new 
solution method provides a much tighter upper and lower bound on drop probability 
compared to the method presented in [81]. In fact, for the new solution method, the 
larger the S, the tighter the lower bound is to the actual drop performance. 
 
2.2 Performance analysis of PWC-only architecture 
In this thesis, the case of asynchronous Poisson traffic with variable optical 
data length is studied. We denote λ  to be the arrival rate of optical data on the fiber, 
and µ  be the service rate of each wavelength respectively. Therefore, the traffic 
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load on each wavelength is /( )Kρ λ µ= . We assume that optical data arrives on 
each wavelength with equal probability, i.e., uniformly distributed amongst the 
wavelengths.  
Theorem 2-1: The ErlangB formula based on M/G/S/S model gives an upper bound 
on the drop probability of the OS node with PWC-only architecture. 
Proof:  
For both the M/G/S/S and PWC-only OS node model, all arriving optical 
data can be converted to one of S output wavelengths. Specifically, in the M/G/S/S 
model, all input arrivals (irrespective of its input wavelength) must share a common 
range of S output wavelengths.  
For the case of the PWC-only node, an arriving optical data also has S output 
wavelength choices, but this range of S wavelength choices is different with another 
arriving optical data that is of another input wavelength. Let us define ( , )k tΩ  as the 
set of output wavelengths, associated with kPWC , in use at time t, and 
0 | ( , ) |k t S≤ Ω ≤  as the number of these output wavelengths currently in use. If 
| ( , ) |k t SΩ = when an optical data arrives with input wavelength n, then this optical 
data is dropped. Now, it is clear that in PWC-only, ( , )k tΩ  is different from ( ', )k tΩ , 
where k’ represents another input wavelength. Hence when| ( , ) |k t SΩ = , it does not 
necessarily mean that | ( ', ) |k t SΩ = . However, for the case of the M/G/S/S model, 
( , )k tΩ is exactly equal to ( ', )k tΩ . Clearly, the drop probability of the PWC-only 
node cannot be higher than the M/G/S/S model. Hence the M/G/S/S model gives an 




In the following, we will present a simple one-dimensional Markov chain 
analysis, comparing with a multi-dimensional Markov chain analysis in [81], to 
obtain the drop performance of PWC. Let us define the one-dimensional state i to 
mean there are i wavelengths in use by optical data, and iP  as the state probability.  


















− = ≤ ≤ + =∑
    (2.2) 
where iα  is an important parameter to be explained in the following. 
Proof: 
 
Figure 2-2: Markov chain state transition diagram 
  
Firstly, the one-dimensional Markov state transition diagram for solving iP  
is illustrated in Figure 2-2. In Figure 2-2, iα is an important probability measure 
representing the probability that for an input optical data arrival, say at a certain 
PWC, all the associated S consecutive output wavelengths of that PWC are already 
in use. The probability iα  is also evaluated at state i. Hence the probability 1 iα−  is 
the probability that for an optical data’s arrival, say at a certain PWC, there is at 
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least an available wavelength amongst the associated S consecutive output 
wavelengths associated with that PWC. Accordingly, the new arrival can be 
converted to any available wavelength and accepted. Hence, based on Figure 2-2, 
the state probabilities iP  can be easily obtained by solving the stable state equations 
in (2.2).  
End proof 
 The result in above Theorem 2-2 is also applicable to general data size 
distribution. Please refer to the Appendix. 
 
Corollary 2-1:  By solving (2.2), the drop probability of the OS node with PWCs 







=∑        (2.3) 
Approximation for iα : In state i, there are i wavelengths in use, out of a total of K 
wavelengths. It is assumed that when a new optical data arrives, the optical data is 
uniformly filled amongst all of its K - i available wavelengths. This is not true for 
the real system as will be demonstrated later. The use of this assumption allows us to 










i Si i i q i K
K K K S K q
α −
=
− −− −= × × × = ≤ ≤− − − −∏    (2.4) 
The first term in (2.4), i.e., i K , represents the probability that the first output 
wavelength of the PWC is occupied. The second term, i.e., ( ) ( )1 1i K− − , represents the 
probability that the next consecutive output wavelength of the PWC is also occupied. 
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The iα  probability is complete once all the probabilities for wavelength occupation 
in all the consecutive output wavelengths in the associated S range of the PWC are 
included. It is also noted in (2.4) that 0iα =  for all i S< . Now the following 
theorem is important: 
Theorem 2-3 :  The use of iα  in (2.4) to obtain the drop probability dropP   via (2.2) 
and (2.3) will result in a lower bound to the actual drop probability of the OS node. 
In other words, the actual iα  is larger than the iα given in (2.4).   
Proof: 
This is due to the inherent property of PWC where the conversion range is 
limited. Consequently, available wavelengths next to filled wavelengths will have a 
higher probability to be filled by new arrivals compared to available wavelengths 
situated in an area where there are also many available wavelengths. This means that 
when a wavelength is filled, the available wavelengths next to the filled wavelength 
have a higher probability of being filled, compared to other unfilled wavelengths far 
from these filled wavelengths.  
A simple example as illustrated in Figure 2-3 is now presented, where S = 2 
( 1 20, 1d d= = ), and K = 4. It is noted in the figure that currently, wavelength 0 (W0) 
is in use. Because of uniform distribution of new arrival optical data amongst K 
wavelengths, it is noted that the probability that the next arrival will be filled in W1 
will be higher than the probability that the arrival will be filled in W2 or in W3. The 
reason being that arrivals with input W0 and W1 will be filled in W1 so that W1 is 
twice more likely to be filled compared to W2 and W3. We refer to this 
phenomenon as the “grouping tendency”.  
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The same grouping tendency can also be seen for any other combination of S 
and K. The grouping tendency makes the wavelengths in use group together rather 
than uniformly distributed. For the case iα  in (2.4), uniform filling distribution is 
assumed. Hence there is no grouping tendency phenomenon in the assumption, 
which will clearly result in a lower iα , and lower drop probability. This is because 
the following reason. iα  makes the data be dropped even though there is resource 
(i.e., empty wavelength), so that the whole system becomes a non-conservative 
system. A lower iα  will lead the whole system become a less conservative system. 
For example when iα =0, the whole system will become a M/G/K/K, which is a 
conservative system. It is well-known that the performance of a more conservative 
system is always better than the less conservative one. Thus the smaller α  leads to 
lower drop probability.  
End proof.  
 
Figure 2-3:  Grouping tendency example 
 
Theorem 2-4 : As S approaches K (or K approaches S), the approximation of  iα  in 




As S approaches K, the grouping tendency will become weaker and weaker 
since the range of output wavelengths for the PWC increases. If we consider the 
limit S K= , grouping tendency is totally eliminated in the real system since it is 
clear that any available wavelength will now have exactly the same probability of 
being used by a new arrival. When S K= , iα  (i<K) in (2.4) will always be zero, 
which means the Markov chain transition diagram in Figure 2-2 is the same as 
M/M/K/K model.  
End proof.   
 
2.3 Numerical results of PWC-only 
In this section, we compare the numerical results obtained through 
theoretical means for comparison with actual simulation. The theoretical results 
include: (a) the M/G/S/S upper bound, henceforth denoted as UpperB; (b) the new 
lower bound obtained by equations (2.2), (2.3), (2.4) and henceforth referred to as 
LowerB; (c) the lower bound obtained by the multi-dimensional method proposed in 
[81] and henceforth referred to as MLowerB 1. In addition, we use Gaussian, Fixed 
and Exponential data size distribution to simulate, and they all generate same drop 
performance as stated in the Appendix. In order to simplify the results shown in the 
following figures, only “Sim” legend is used to represent the simulation results for 
all these three size distributions. 
                                                 
1 The contribution in [81] presented numerical results for an OS network, but not for a single OS node. The 
single node MLowerB results illustrated here are obtained with the best effort of the authors and after several 
email consultations with MLowerB authors, who also agree with our comments and results. 
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Figure 2-4: Drop probability vs. range of PWC S, for simulation and different 
theoretical values, with K = 16,(a)  ρ = 0.4, (b) ρ =0.8.  
 
Figure 2-4 illustrates the drop probabilities vs. range of PWC when K=16, 
0.8,0.4ρ = . It can be seen that both the UpperB and LowerB results are very close 
to the simulation results. The MLowerB results, although a lower bound, deviate 
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significantly from simulation. This is because in the analysis of MLowerB results, 
the formulation had to assume independence in the analysis for each PWC. Due to 
the fact that each PWC’s conversion range will overlap with the conversion range of 
its neighboring PWCs, the independence assumption is inaccurate. Thus when S 
increases, the degree of correlation between neighboring PWCs becomes higher. It is 
therefore expected that in Figure 2-4, the MLowerB results deviates more from the 
simulated results as S increases. In contrast, the new LowerB results get closer to the 
simulated results as S increases, as illustrated in Figure 2-4. This is expected from 
Theorem 2-4. In addition, it is observed that when S is large enough, i.e., S=15, the 
drop performance of the PWC-only node become similar to FWC (when S=16, PWC 
is CWC). This means that when the range of a PWC is close to the range of a CWC, 
the performance of the PWC-only node will approach that of a FWC node. 
Therefore, although PWC is cheap to be implemented in OS node, the higher 
conversion range requirements for desirable performance makes it impractical.  
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Figure 2-5:  Drop probability vs. number of wavelength for S=7 (a) ρ = 0.4, (b) ρ 
=0.8.  
 
Figure 2-5 illustrates the drop probability results of the OS node with fixed 
load and S (=7), but varying K (from 7 to 16). When K is larger, i.e., S is far away 
from K, it is noted that the LowerB results deviate from the simulation results. But 
when K approaches S, i.e., K S→ , it is noted that the simulation results and LowerB 
results converge. This is expected in view of Theorem 2-4. Figure 2-5 also 
demonstrates that both UpperB and MlowerB do not vary according to K, since their 
formulations do not consider K. It is clear from Figure 2-5 that the MLowerB result 
is a significantly looser bound compared to the LowerB result. 
 
2.4 Summary 
In this chapter, a novel one-dimensional Markov chain analytical model was 
contributed for the PWC-only architecture. From this model, both lower and upper 
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bounds of performance of the system can be obtained. Simulation results show that 
the contributed bounds provide very close approximation.  
However, it is found that the PWC-only architecture, as one of NFWC, is not 
a suitable architecture for achieving similar performance as a FWC node. This is 
because the PWC-only architecture can achieve desirable performance only when 
the range of the PWC is close to CWC ( S K≈ ). This makes the costs of the PWC-
only architecture roughly similar to FWC architecture with dedicated CWC as 
shown in Figure 1-4.  
Therefore, we will now consider using a limited number of complete 
wavelength converter (CWC) to achieve similar performance as FWC. As stated 
before, when using CWC, a sharing mode for pooling a limited number of CWCs 
has to be defined. In the next chapter, the architectures of using a limited number of 




3  Architecture and Modeling of Complete Wavelength 
Converter 
3.1 Introduction 
From chapter 2, it is demonstrated that the PWC-only architecture is not 
suitable for achieving similar drop performance as the FWC. Therefore, in this 
chapter, we will consider the use of a limited number of complete wavelength 
converter (CWC), which can convert an input wavelength to a full range of output 
wavelength used in one fiber, for achieving similar drop performance as the FWC.   
When a limited number of CWCs is used, some form of sharing policy must 
be implemented as well. The sharing mode can be share-per-fiber (SPF), where 
every output fiber has its own pool of CWCs only for use by wavelengths belonging 
to that output fiber. Alternatively, the sharing mode can be share-per-node (SPN), 
where all CWCs in the optical node are pooled together for use by any output 
wavelength belonging to any output fiber in the node. In this thesis, the former 
architecture will be referred to as CWC-SPF and the latter as CWC-SPN 
So far, mathematical methods to evaluate the minimum number of CWCs 
required for a synchronous slotted optical packet network operating with CWC-
SPF and CWC-SPN [77][78] architecture have been contributed. Through 
theoretical analysis and simulations, Eramo [77][78] showed that both CWC-SPN 
and CWC-SPF can achieve similar drop performance with FWC. The “minimum 
number of CWCs” is defined to be that number of CWCs required so that the drop 
performance of a CWC-SPF or a CWC-SPN node is similar to the drop performance 
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of a FWC node. Eramo showed that both CWC-SPF and CWC-SPN architecture can 
save cost of WC, while CWC-SPN saves more than CWC-SPF because of better 
sharing efficiency. Eramo’s analysis and results can also be extended to synchronous 
slotted OBS, because the issue of wavelength conversion in OBS is the same as 
synchronous slotted OPS. 
However, there is currently little or no theoretical analysis for the 
performance evaluation of CWC-SPF/SPN in the case of asynchronous traffic in 
OS network. In this thesis, the case of asynchronous Poisson traffic with variable 
optical data length is studied. New mathematical analyses, modeled upon a Markov 
chain, are presented to evaluate the performance of an OS node employing a limited 
number of CWCs. The wavelength converter savings of CWC-SPF/SPN are studied 
as well. 
This chapter is organized as follows. In section 3.2, we analyze the 
performance of CWC-SPF by two-dimensional Markov chain, and numerical results 
by both simulation and theoretical calculations are demonstrated for CWC-SPF as 
well. In section 3.3, we present the analysis of CWC-SPN by multi-dimensional 
Markov chain, and then we contribute a set of methods to simplify the multi-
dimensional Markov chain to multi-plane Markov chain by Randomized States, 
Self-Constrain Iteration and Sliding-window update. Section 3.3 demonstrates 
numerical results by both simulation and theoretical calculations for CWC-SPN as 




3.2 Architecture and analysis of CWC-SPF 
3.2.1 Architecture of CWC-SPF  
The architecture of CWC-SPF is shown in Figure 3-1. There are M CWCs 
shared by each output fiber with K wavelengths. If a new optical input needs to use a 
CWC to convert itself to another wavelength on this output fiber, one available 
CWC will be assigned to this new optical input. If the data input doesn’t need to 
convert wavelength, it can be switched to one of K output ports to the output fiber. A 
conventional cross-bar switching fabric is assumed here. 
 
Figure 3-1: Switch and conversion architecture of CWC-SPF. 
 
3.2.2 Cost function of CWC-SPF  
As stated in section 1.4, in this thesis we use linear cost model to gauge the 
cost of the WC, which means the cost of WC is linearly proportional to its 
conversion range. For CWC its conversion range is the number of wavelengths 
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within one fiber, i.e., K. Accordingly, the WC cost of FWC and CWC-SPF can be 
expressed in (3.1) and (3.2) respectively. The switch cost of the CWC-SPF 
architecture can be expressed in (3.3) 
FWCWcCost K K= ×        (3.1) 
CWC SPFWcCost K M− = ×       (3.2) 
( )CWC SPFSwCost NK NK NM− = × +      (3.3) 
 
Figure 3-2 A possible two-stage CWC structure using concatenated PWCs. 
 
This linear cost model is a conservative cost increase model since practical 
CWCs are constructed via the concatenation of many PWCs with the help of optical 
switches. The direct manufacture of CWCs without the use of concatenated PWCs is 
also impractical. It is thus expected that the cost increase per additional wavelength 
range is more severe than a linear model [79]. For example, Figure 3-2 illustrates a 
CWC structure that is constructed using two PWC stages. Noting that there are 2K 
PWCs and a system of optical cross-connects, the cost of this CWC example is 
expected to be more than 2K. The first stage converts any input optical signal to a 
common wavelength W and the second stage converts W to any output wavelength, 
and it is assumed in this example that each PWC can only convert one input to one 
output. The linear cost model, for simplicity, will conservatively assume that the 
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cost of a CWC is K, which is less than half the cost of the CWC example in Figure 
3-2. 
 
3.2.3 Analysis of CWC-SPF  
In this section, we will analyze the performance of one particular output fiber, 
because all output fibers are independent in terms of switch structure and traffic 
input. Thus, the overall performance of the OS node can be obtained via simple 
combination of each output fiber. 
We denote λ  and µ  to be the arrival rate of optical data on the output fiber 
and the service rate of each wavelength. Therefore, the traffic load on each 
wavelength is /( )Kρ λ µ= . The two-dimensional state ( , )i j  indicates that there are 
i wavelengths in use by optical data in the output fiber, and j CWCs in use by some 
of these i wavelengths at the same time. It is clear that 0 j i K≤ ≤ ≤ and j M K≤ < . 
We now determine the state probability ,i jP  of the state ( , )i j . The state probabilities 
,i jP  provide the elementary building blocks to obtain all other probability measures 
related to the overall performance of the CWC-SPF architecture, for example the 
overall drop probability (see Corollary 3-3). We now present the analysis for 
determining ,i jP  
Theorem 3-1: the state probability ,i jP  (for all valid states 0 j i K≤ ≤ ≤  and j M≤ ) 
can be obtained from the following simultaneous equations 
, , , , ,




1   (for all 0  and )
i j i j i j i j i j
i j i j i j i j i j i j i j i j
i j
i j
A B C D P
A P B P C P D P
P j i K j M K
− − − − − − + + + + + +
 + + + = + + + = ≤ ≤ ≤ ≤ <∑
   (3.4) 
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where ,i jA , ,i jB , ,i jC  and ,i jD  are transition speeds for various scenarios to be 
described later. 
Proof: 
In Markov chain analysis, the state transition probability in/out of each valid 
state is required. To simplify our analysis, we will only present the transition which 
is outgoing from state ( , )i j , since any incoming transition is also an outgoing 
transition from some other state ( ', ')i j . 
Case 1: ( , )i j  to ( 1, )i j+ , for 1i K+ ≤ . This scenario indicates that the 
wavelength of the incoming optical data can be scheduled on an available 
wavelength of the output fiber. The incoming optical data does not require any CWC 
to find a suitable output wavelength. Thus the input wavelength of the new optical 
data must correspond to one of the currently unused ( )K i−  wavelengths in the 
output fiber. Thus, the transition speed is , ( ) /i jA K i Kλ= − . 
Case 2: ( , )i j  to ( 1, 1)i j+ + , for 1i K+ ≤  and 1j M+ ≤ . This case indicates 
that the wavelength of the incoming optical data corresponds to one of the i 
wavelengths currently in use. Thus, the optical data has to use one CWC to find a 
suitable output wavelength. Thus, the transition speed is , /i jB i Kλ= . 
Case 3: ( , )i j  to ( 1, )i j− , for 1 0i − ≥  and i j> . This case indicates that an 
optical data not using any CWC has just been sent out completely. As there are i j−  
optical data not using CWCs, the transition speed is therefore , ( )i jC i j µ= − . 
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Case 4: ( , )i j  to ( 1, 1)i j− − , for 1 0i − ≥  and 1 0j − ≥ . This case indicates 
that a optical data using one CWC has just been sent out completely. As there are j 
optical data using CWCs, the transition speed is therefore ,i jD jµ= . 
From the description of the four transition cases, the state transition for state 
( , )i j  is shown in the Figure 3-3(a). It can be seen that there are at most eight 
transitions in/out of the state ( , )i j . Including the fact that the sum of all state 
probabilities is equal to unity, the simultaneous equations in (3.4) are valid. The 
entire state transition is shown on Figure 3-3(b), which is a trapezium. 
End Proof. 
The result in above analysis is also applicable to general data size 








Figure 3-3: Markov chain state transition diagram of CWC-SPF. (a) State 
transition for state (i, j). (b) Entire state transition diagram 
 
Corollary 3-1 The number of states in the simultaneous equations of (3.4) is 
(2 2)( 1) / 2V K M M= − + + . 
This is because the state transition diagram in Figure 3-3(b) is a trapezium. 
The number of states in the bottom row is K+1, and the number of rows in Figure 
3-3(b) is M+1. The difference in the number of states between neighboring rows is 
one. Therefore, it can be verified that the number of overall states is 
(2 2)( 1) / 2V K M M= − + + . 




There are V state equations (one equation per state) and an additional sum-to-
unity equation in (3.4). Noting that for Markov transition diagram, there is always 
one redundant state equation in (3.4), which (any one) can be deleted. Therefore, 
combining with the unity equation, there are enough equations to solve for the state 
probabilities ,i jP . 
End proof 
 
Corollary 3-3: From state probabilities ,i jP , many useful parameters can be obtained 
as follows. 
We denote random variable W as the number of CWCs being used. Thus the 
tail distribution function of used CWCs, ( )f w , can be written as (3.5) and drop 
probability as (3.6) 
,
,
( ) Pr{ } i j
i j w
f w W w P
≥











= +∑ ∑       (3.6) 
In (3.6), the first term on the right side is the drop probability due to lack of 
CWC. For this probability, we have to consider those new optical data arrivals 
whose wavelength corresponds to one of the i wavelengths currently in use. This 
explains the i/K factor. The second term is the drop probability due to lack of 




3.2.4 Numerical results of CWC-SPF  
In this section, we compare the theoretical results obtained by simultaneously 
solving (3.4) (using Matlab software) with numerical results obtained through 
simulation. The numerical simulations include optical data with distributions that are 
Exponential, Gaussian and Fixed. Figure 3-4 illustrates the theoretical value of the 
tail distribution function ( )f w  [see (3.5)] for different number of CWCs M, and for 
K=16 and 0.8ρ = . The simulation results obtained for Exponential, Gaussian and 
Fixed optical data size distribution are the same. The results clearly show that the 
CWC-SPF analytical model is in agreement with the simulation results. The 
function ( )f w decreases faster than exponentially with increasing w. Thereby, after a 
certain point, the usage probability of these CWC are negligible. This means it is not 
necessary to provide the ideal number of wavelength converters for the CWC-SPF 
model. After some point as illustrated in Figure 3-5 (see later), a limited number of 
CWCs is able to achieve almost identical performance compared to having an ideal 
number of wavelength converters. 
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Figure 3-4:  Tail distribution function of CWC-SPF with different number of 
CWCs. Both theoretical and simulation values are plotted with Gaussian, Exp, Fix 
optical data size distributions with K = 16, ρ= 0.8, M = 8, 12, 16.  
 
Figure 3-5 illustrates the drop probability vs. M, for K=16 and 
for 0.4,0.8ρ = . Similar to Figure 3-4, the simulation results apply also for 
Exponential, Gaussian, and Fixed optical data size distribution. Similar to Figure 3-4, 
the simulation results verify the theoretical results obtained from Theorem 3-1. It is 
also noted when M increases, the drop probability decreases dramatically. After 
certain point, the drop probability decreases very slowly and then levels out. The 
leveling of the drop probability indicates that after some point, operating with a 
limited number of CWCs gives similar drop probability performance with operating 
with an ideal number of CWCs. This is due to the effect of statistical multiplexing 
for both wavelength and CWCs in the CWC-SPF architecture.  
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Figure 3-5: CWC-SPF drop probability vs. number of WCs. Both simulation and 
theory results are plotted with different data size distributions for K = 16, ρ= 0.4, 0.8. 
 
From Figure 3-4 and Figure 3-5, we can conclude that the theoretical 
analysis presented in section 3.2.3 is accurate and can predict the drop probability of 
CWC-SPF without deviation. Therefore, in the following figures, only theoretical 
analysis results will be presented. In addition, it is noted that all simulations with 
different data size distributions give same results, which are stated in Appendix. 
Therefore, in order to simplify the presentation of the results, in the rest of the thesis, 
we won’t compare the simulation results of different size distributions, although the 
remaining simulation results in the thesis are run under different size distributions 
and they all gave same results as well.  
As mentioned earlier, the CWC-SPF system, while being able to save 
wavelength converter cost, should ensure that its drop performance is also not 
compromised. In Figure 3-5, when the number of available CWCs, i.e., M increases, 
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the drop probability of the system decreases and slowly approaches to that of a FWC 
system.  This demonstrates that the blocking performance of the CWC-SPF system 
will approach that of a FWC system monotonically. However, the performance of 
CWC-SPF only approaches the performance of FWC asymptotically. It will not 
exactly achieve same performance as FWC. Therefore, a target performance 
threshold of the drop probability is set to be achieved by the CWC-SPF. Therefore, 
if /CWC SPFdrop FWCdropP P ξ− ≤ , where 1ξ >  is a user-defined performance threshold, we 
consider the performance of CWC-SPF similar to that of FWC. The performance 
threshold adopted throughout in this thesis is 1.2ξ = . It should be noted that 
FWCdropP  can be obtained from the M/G/K/K or ErlangB formula. 
We can see that ,CWC SPFdrop MP −  will monotonically decrease with increasing of 
M. Therefore, there must be a CWC SPFM −  to be the minimum number of CWCs 
required for the CWC-SPF architecture such that the performance threshold 
requirement is satisfied, i.e 
,min{ | / }CWC SPF CWC SPFdrop M FWCdropM M P P ξ− −= ≤    (3.7) 
Accordingly, the minimum WC cost and minimum switch cost of CWC-SPF 
can be expressed as 
min CWC SPFCWC SPFWcCost K M −− = ×      (3.8) 
min ( )CWC SPFCWC SPFSwCost NK NK N M −− = × +    (3.9) 
The saving of WC of CWC-SPF against FWC 1
CWC SPFθ − can be expressed as  
1




θ − −= − ×     (3.10) 
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Figure 3-6 shows the saving of WC against FWC 1
CWC SPFθ −  for both low load 
and high load, under different number of wavelengths. Figure 3-6 demonstrates that 
when load is low, the saving of WC is high and vice versa. The saving is around 
12% to 20%, which is not a very high saving. This may be due to the low sharing 
efficiency of CWC-SPF architecture. The fluctuation of the saving curves is due to 
the integer value effect, since both the number of wavelengths and number of CWCs 
are integer values while the threshold drop probability is a real number. Thus when 
the threshold drop probability is achieved, the saving may fluctuate.  Table 3-1 
shows the number of saved WC corresponding to the Figure 3-6. From the table, we 
can find that the number of saved WC is non-increasing. In addition, because the 
integer value of both number of wavelengths and number of CWCs are relative 
small, the saving of WCs fluctuate. 




























Figure 3-6: Saving of WC of CWC-SPF against FWC for different number of 
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3.3 Architecture and analysis of CWC-SPN 
3.3.1 Architecture of CWC-SPN  
 
Figure 3-7: Switch and conversion architecture of CWC-SPN 
 
Consider the optical switch of CWC-SPN architecture in Figure 3-7. There 
are N input/output fibers, and each fiber supports K wavelength. All M WCs are 
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shared among all N output fibers in this OS node. SPN needs the support of a central 
switch matrix, whose switching capacity is ( ) ( )NK M NK M+ × + . As stated before, 
in this thesis it is assumed that the crossbar structure is used. If a new optical input 
needs to use a CWC to convert itself to another wavelength on one output fiber, the 
data will be switched to CWC pool and one available CWC will be assigned to this 
new optical input. After conversion, the data will be switched back to the output 
fiber directly. If the data input does not need to convert wavelength, it can be 
switched to one of K output ports to the output fiber. 
It is well known that for the case of ideal number of CWCs, M, is equal to 
the number of output wavelengths: M=NK; the CWC-SPN will become FWC, 
because there is enough number of CWC to convert any input wavelength to 
available output wavelength. In this architecture, for the case of limited CWCs, the 
scenarios M<NK is now considered.  
 
3.3.2 Cost function of CWC-SPN 
As stated in section 3.2.2, we use linear cost function for CWC, i.e., cost 
proportional to its conversion range. Accordingly, the WC cost of CWC-SPN per 
fiber can be expressed in (3.11) (WC cost of FWC has been presented in (3.1)). 
Here, the reason why we use WC cost per fiber is that comparison between CWC-
SPF and CWC-SPN can be made. The switch cost of the CWC-SPN architecture can 
be expressed in (3.12) 
/CWC SPNWcCost K M N− = ×       (3.11) 




3.3.3 Theoretical analysis of CWC-SPN using multi-dimensional Markov 
chain 
In this section, we will analyze the performance of each output fiber and the 
node for CWC-SPN. We denote nλ  as the optical data arrival rate of output fiber n 
(1 n N≤ ≤ ), so that the overall arrival rate at the node is n
n
λ λ=∑ , µ is the service 
rate of each wavelength. Therefore, the load on the output fiber n is /( )n n Kρ λ µ= , 
and the overall load on the node is /( )KNρ λ µ= . For generality, we consider traffic 
as asymmetric, which means that the traffic intensity nλ  on every output fiber may 
be different. We also assume that optical data arrive on each wavelength with equal 
probability, i.e., uniformly distributed amongst the wavelengths. In this thesis, we do 
not consider deflection routing. That means once the data has been routed to an 
output fiber, it cannot be rerouted to any other output fiber even though it may be 
dropped due to contention.  
We use ( , )n ni j  to indicate the state of the fiber n, where there are ni  
wavelengths in use by optical data and nj   CWCs in use by some of these ni  
wavelengths at the same time. It is clear that 0 n nj i K≤ ≤ ≤ and min( , )nj M K≤ . 
Thus, the state of a CWC-SPN architecture is defined by 1 1( ... ... )n n N Ni j i j i j . We now 
proceed to determine the state probability 
1 1... ...n n N Ni j i j i j
P  of the state 1 1( ... ... )n n N Ni j i j i j . 
The state probabilities 
1 1... ...n n N Ni j i j i j
P  provide the elementary building blocks to obtain 
all other probability measures related to the overall performance of the CWC-SPN 
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node, for example the overall drop probability. We now present the analysis for 
determining
1 1... ...n n N Ni j i j i j
P . 
Theorem 3-2: the state probability 
1 1... ...n n N Ni j i j i j
P (for all valid states) can be obtained 
from the following simultaneous equations 
1 1
1 1 1 1
1 1 1 1
... ... , , , ,
1
1, ...( 1) ... 1, 1 ...( 1),( 1)...
1, ...( 1),( 1)... 1, 1 ...( 1),( 1)...
( )
n n N N n n n n n n n n
n n n n N N n n n n N N
n n n n N N n n n n N
N
i j i j i j i j i j i j i j
n
i j i j i j i j i j i j i j i j
i j i j i j i j i j i j i j i j
P A B C D
A P B P
C P D P
=
− − − − − −
+ + − + + + +








1   (for all 0  and )
N




i j i j i j n n n
n
P j i K j M
=
=
          = ≤ ≤ ≤ ≤
∑
∑ ∑
  (3.13) 
where ,n ni jA , ,n ni jB , ,n ni jC  and ,n ni jD  are transition speeds for various scenarios to be 
described later 
Proof: 
In Markov chain analysis, the state transition probability in/out of each valid 
state is required. To simplify our analysis, we will only present the transition which 
is outgoing from state 1 1( ... ... )n n N Ni j i j i j , since any incoming transition is also an 
outgoing transition from some other state. It should be noticed that the transitions of 
this Markov chain only happen within a particular fiber state (no deflection routing), 
since the output fiber of any optical data is determined and cannot be changed. 
Case 1: From 1 1( ... ... )n n N Ni j i j i j  to 1 1( ...( 1) ... )n n N Ni j i j i j+ , when 1ni K+ ≤  for 
all [1, ]n N∈ . This scenario indicates that the input data will be switched to the 
output fiber n, and that the wavelength of the incoming optical data can be scheduled 
on the corresponding available wavelength of the output fiber. The incoming data 
does not require any CWC to find a suitable output wavelength. Thus the 
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wavelength of the new optical data must correspond to one of the currently unused 
( )nK i−  wavelengths. Therefore, the transition speed is , ( ) /n ni j n nA K i Kλ= − . 
Case 2: From 1 1( ... ... )n n N Ni j i j i j  to 1 1( ...( 1)( 1)... )n n N Ni j i j i j+ + , when 








+ ≤∑  for all [1, ]n N∈ . This case indicates that the input data 
will be switched to the output fiber n, and that the wavelength of the incoming 
optical data corresponds to one of the ni  wavelengths currently in use. Thus, the 
optical data has to use one CWC to find a suitable output wavelength. Thus, the 
transition speed is , /n ni j n nB i Kλ= . 
Case 3: From 1 1( ... ... )n n N Ni j i j i j  to 1 1( ...( 1) ... )n n N Ni j i j i j− , when 1 0ni − ≥  
and n ni j>  for all [1, ]n N∈ . This case indicates that an optical data not using any 
CWC has just been sent out completely from the fiber n. As there are n ni j−  data not 
using CWCs, the transition speed is therefore , ( )n ni j n nC i j µ= − . 
Case 4: From 1 1( ... ... )n n N Ni j i j i j  to 1 1( ...( 1)( 1)... )n n N Ni j i j i j− − , when 1 0ni − ≥  
and 1 0nj − ≥  for all [1, ]n N∈ . This case indicates that an optical data using one 
CWC has just been sent out completely from the fiber n. As there are nj  optical data 
using CWCs, the transition speed is therefore ,n ni j nD j µ= . 
Based on these four scenarios and the fact that the sum of all state 
probabilities is equal to unity, simultaneous equations in (3.13) are obtained. It 
should be noticed if the transition conditions specified in any of the above scenarios 
are not satisfied, then the corresponding transition speeds ,n ni jA , ,n ni jB , ,n ni jC  and 
,n ni j




From above analysis, it can be seen that the equation (3.13) is quite similar to 
(3.4), which is used to analyze the performance of CWC-SPF . Therefore, equation 
(3.13) also has some features that equation (3.4) owns. 
Firstly, we will analyze the solvability of (3.13) by the number of variables 
and equations. For convenience, we define ( )NV  to be the total number of variables in 
the simultaneous equation (3.13), where the superscript (N) indicating the total 
number of fibers in the CWC-SPN node. 
Corollary 3-4 : The number of variables ( )NV  in the simultaneous equations of (3.13) 
is  
( ) 2( ) (( / 2) )N N NV O V O K∼ ∼       (3.14) 
where (2 min( , ) 2)(min( , ) 1) / 2V K M K M K= − + +     
Proof: 







≤∑  for all [1, ]n N∈ . For one particular fiber [1, ]n N∈ , the number of 
possible states is (2 min( , ) 2)(min( , ) 1) / 2V K M K M K= − + +  (Please refer to 
Corollary 3-1), therefore, for N fibers, the number of possible states is ( )NO V . This 
is just a rough estimation of the number of states, because the states among each 
fiber are not independent, so that the number of states will be less than ( )NO V . In 




Corollary 3-5: The simultaneous equations in (3.13) are theoretically solvable, but 
in practice, they are numerically intractable 
Proof 
There are ( )NV  state equations (one equation representing one state) and an 
additional sum-to-unity equation in (3.13). Because of Markov chain properties, 
there is one redundant state equation in (3.13), which (any one) can be deleted.  
Therefore, combining with the sum-to-unity equation, the simultaneous equations 
are solvable, and therefore, the state probability 
1 1... ...n n N Ni j i j i j
P  can be obtained 
theoretically. 
However, the number of variables ( )NV  is too large for tractable calculations. 
When solving a set of linear simultaneous equations, a ( ) ( )N NV V× matrix is typically 
required. If Gaussian elimination is used to solve the equations, then the 
computation complexity is ( ) 3(( ) )NO V . It is noted that such high space and running 
time requirement are not easy to be satisfied under current computer technology. 
End proof 
As the simultaneous equations (3.13) are numerically intractable, a method, 
called Randomized States (RS), for reducing the number of variables to be solved, 
will be presented. It should be noted that there is no loss in information in the use of 
the RS variable reduction technique. However, there is a trade-off in that prior 
knowledge of a probability distribution function needs to be known. How this 




3.3.4 Analysis of CWC-SPN by multi-plane Markov chain using Randomized 
states method 
 
Figure 3-8: Multi-plane state transition diagram for CWC-SPN 
 
Figure 3-8 illustrates the concept of the Randomized states (RS) method. 
Each plane (i.e., flat surface) characterized by a two-dimensional ( ),n ni j  represents 
each output fiber in the CWC-SPN. Since there are N output fibers, there are 
correspondingly N of these planes. As before, ni  and nj  represent, respectively, the 
number of wavelengths and CWCs in use at the nth output fiber. Correspondingly, 
we define ,n ni jP  to be the two-dimensional state probability for output fiber n. The 
following Theorem is now presented: 








≤∑ , is known in detail, solving for the multi-dimensional state 
probability
1 1... ...n n N Ni j i j i j
P , (as in Theorem 3-2), is equivalent to solving a series of two-




An important characteristic of OS scheduling is that once an optical data is 
scheduled on an output fiber, it is not possible for that scheduled optical data to be 
scheduled later onto another output fiber since this would affect the routing 
constraints of the optical data. This means that all CWC-SPN state transitions in an 
output fiber n occur independently of other output fibers. With respect to Figure 3-8, 
this means that a state transition, say in plane n (either due to a optical data arrival or 
departure in fiber n), is totally independent of state transitions in another plane n’.  
Thus, the CWC-SPN node can be viewed as a multi-plane system where each plane 
represents a two-dimensional Markov chain state system. Now the only connection 








The situation where this constraint applies is when there is a new optical data arrival 
and, it is necessary for this arrival to use a CWC. In other words, when there is 









+ ≤∑ . Hence, as long as the behavior of the N planes with respect 







≤∑ , is known in detail, solving the multi-dimensional state 
probability
1 1... ...n n N Ni j i j i j
P , as in Theorem 3-2, is equivalent to solving a series of two-
dimensional Markov chain problems for ,n ni jP  
End proof 
The next Theorem provides details for solving ,n ni jP . For convenience, we 
first introduce the following notations: 
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nW : A random variable representing the number of CWCs currently in use 
at plane n (i.e., fiber n). It is clear that 0 min( , )nW K M≤ ≤ . 
( )n tπ : Probability density function of nW . 
,( ) Pr( ) n n
n
n n i j t
i
t W t Pπ == = =∑       (3.15) 
nφ : The sum total of CWCs in use in the node but excluding those CWCs in 




=∑ . As nφ  is the sum of several random variables sW  
(where s n≠ ), nφ  is a random variable itself that obeys some distribution. 
( )n nr j : The probability that there is at least one CWC available, when 
currently there are nj  CWCs in use by fiber n. Hence, 
( ) Pr( | )n n n n n nr j M j W jφ= < − =      (3.16) 
Now, with the assumption that ( )n nr j  is known, the state equations for 
solving ,n ni jP  is stated in the following theorem. 
Theorem 3-4 : By virtue of the RS method, the state probability ,n ni jP  (for all planes 
n) can be obtained from the following system of equations 
1
, , , , ,





1    for  each [1, ]
n n n n n n n n n n
n n n n n n n n n n n n n n n n
n n
n n
i j i j i j i j i j
i j i j i j i j i j i j i j i j
i j
i j
A B C D P
A P B P C P D P
P n N
− − − − − − + + + + + +
 + + + = + + + = ∈∑
 (3.17) 
where ,s si jA , 
'
,s si j





Similar to the previous analysis in Theorem 3-1 and Theorem 3-2, for a 
particular plane n, there are four transition cases to consider for state ( )n ni j . They are 
as follows: 
Case 1: ( )n ni j to (( 1), )n ni j+ , when 1ni K+ ≤ . The transition speed 
is , ( ) /n ni j n nA K i Kλ= − . 
Case 2: ( )n ni j to (( 1), ( 1))n ni j+ + , when 1ni K+ ≤  and min( , )nj M K≤ . It is 








+ ≤∑  (which is the case for 
Theorem 3-2). The transition speed is now ,' ( ) /n ni j n n n nB r j i Kλ= . 
Case 3: ( )n ni j to (( 1), )n ni j− , when 1 0ni − ≥  and n ni j> . The transition speed 
is , ( )n ni j n nC i j µ= − . 
Case 4: ( )n ni j to (( 1), ( 1))n ni j− − , when 1 0ni − ≥  and 1 0nj − ≥ . The 
transition speed is ,n ni j nD j µ= . 
It is noted that the difference between Theorem 3-2 and Theorem 3-4 is the 
case 2 transition. This is expected since as mentioned in the proof of Theorem 3-3, 
the only occasion where the N planes depend on each other is the transition from  
( , )n ni j  to ( 1, 1)n ni j+ + . 
End proof 
The result in above analysis is also applicable to general data size 




Corollary 3-6 : The number of state probability equations ( )NRSV  in (3.17) is given by: 
( )N
RSV NV=        (3.18) 
Proof: 
This is because the states of N planes are independent with each other by RS 
methods. Each plane has V number of variables so that overall number of states is 
NV. 
End proof 
Corollary 3-7 : The system of equations (3.17) is solvable theoretically, if ( )n nr j  is 
available. 
Proof: 
For each plane, there are V state equations in (3.17), and for the Markov 
transition diagram, there is always one redundant state equation in (3.17), which 
(any one) can be deleted. However, there is one unity equation for every plane. 
Since there are ( )NRSV  variables and also 
( )N
RSV  equations, it is theoretically solvable. 
End proof 
Corollary 3-8: By solving for state probability ,n ni jP , many useful parameters can be 








Drop n n n n i j K j
i K j j
P r j i P K P
≠ =
= − +∑ ∑ ∑    (3.19) 
66 
 
In (3.19), the first term on the right side is the drop probability due to lack of 
CWC. We have to consider those new optical data arrivals whose wavelength 
corresponds to one of the ni  wavelengths currently in use. This explains the /ni K  
factor in (3.19). The factor (1 ( ))n nr j−  indicates the probability that no available 
CWC when a new optical data arrives at fiber n. The second term represents the 
drop probability due to lack of available output wavelength. The overall drop 









=∑ ∑      (3.20) 
 
3.3.5 Estimation of probability ( )n nr j  
At this stage, the remaining hindrance to the RS method is the absence of 
knowledge on the explicit distribution function of ( )n nr j . The ( )n nr j  distribution 
function depends clearly on traffic patterns on each output fiber of the CWC-SPN 
node. Thus if random variables nW  are weakly correlated, then 
1 1 1Pr( ) Pr{ } ( ( ),..., ( ), ( ),..., ( ))n s n n N
s n
t W t conv t t t tφ π π π π− +
≠
= = = ≈∑  (3.21) 




( ) Pr( | ) Pr( )
( ( ),..., ( ), ( ),..., ( ))
n




r j M j W j M j
conv t t t t
φ φ




= < − = ≈ < −
≈ ∑    (3.22) 











f w W w conv t t tπ π π∞
= =
= ≥ ≈∑ ∑   (3.23) 
The approximation in (3.21) and (3.22) becomes an exact relationship if 
random variables nW  are independent. The scenario when random variables nW  are 
truly independent is when M=NK, i.e., there is no need to share CWCs since for 
every wavelength in the node, there is always an available CWC for its use. There is 
nonetheless a strong justification for the use of (3.21) and (3.22) as follows: 
Justification for Weak Correlation of nW  : The objective of CWC-SPN is to 
evaluate that smaller number of CWCs that can achieve similar performance as 
FWC system. Therefore, the case where we have a small number of CWCs (which 
clearly increases the correlation factor in the planes of Figure 3-8) is not considered. 
It is also not the purpose of CWC-SPN to make optical data drops due to lack of 
CWC dominate over optical data drops due to lack of wavelengths. Clearly, if this 
happens, then the performance of a CWC-SPN node cannot equal that of a FWC 
system. Hence in that sense, there must be sufficient number of CWCs (but still 
fewer than a full wavelength system), so that the use of the weak correlation 
approximation for ( )n nr j  in (3.22) is accurate enough to determine a close enough 
solution for states ,n ni jP . 
Corollary 3-9: The system of equations in (3.17), with the help of above 
Justification, is an thN  order non-linear system of equation. Therefore, there is no 




Clearly ( )n nr j  in (3.22) is a (N-1)
th order polynomial in the variables ,n ni jP , 
because of convolution. Hence, when using (3.22) to obtain ( )n nr j , the whole 
system of equations in (3.17) is order N. It is well known that a Nth-order non-linear 
system of equations with ( )NRSV  variables does not have explicit solutions, and some 
numerical methods has to be used (normally the methods are iterative) 
End proof 
 
3.3.6 Iterative solution for solving the RS problem 
It is noted that the system of equations in (3.17) is Nth -order polynomial only 
because of ( )n nr j . If there is perhaps a numerical estimate of ( )n nr j , then that 
numerical estimate can be used in (3.17) instead. In that case, (3.17) is now a system 
of linear equations with a manageable number of variables, i.e., NV, which can be 
conveniently solved.  Notice that (3.17) solves for the state probabilities in a 
particular plane n. The overall solution is thus the simultaneous computation of N 
sets of independent simultaneous equations. The resulting complexity is indeed a 
significant reduction compared to the complexity resulting from Theorem 3-2. A 
method, called self-constrained iteration (SCI) with sliding window update 
(SWU), is now contributed to calculate ( )n nr j  and solve for ,n ni jP  at the same time. 
For convenience, we use 
1 1 1 1 1 1, , , ,
( ) ( ... , ..... )
n n n n N Nn n n i j i j i j i j
r j g P P P P− − + +=  , where ( )ng i  is a 
general function to describe the functionality of (3.15) and (3.22), and we denote q 
as the iteration number. Accordingly, ( ) ( )qn nr j is the value of ( )n nr j  at the q
th 
iteration. The description of SCI is as follows: 
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Step 1 (q= 0): Obtain initial [ ](0) , 1,
n ni j
P n N∈ - We begin with initial 
guess (0) ( ) 1n nr j = . This guess is substituted into (3.17) to solve the resulting two-
dimensional Markov chain state equations for the state probabilities [ ](0) , 1,
n ni j
P n N∈  
Steps 2: Start of SWU:  q = q+1, with ( [ ]( 1) , 1,
n n
q
i jP n N
− ∈ ) available, a new ( ) ( )qn nr j  
is computed based on SWU 
for n = 1 to N 
  
1 1 1 1 1 1
( ) ( ) ( ) ( 1) ( 1)( ) ( ,...... , ..... )
n n n n N N
q q q q q
n n n i j i j i j i jr j g P P P P− − + +
− −=  
endfor 
Step 3: Comparing results - check for terminating condition 
( ) ( 1) 2
1
( )








− ≤∑∑  where ε  is a small user-defined accuracy value. If 
terminating condition is not satisfied, repeat iteration in the Step 2. 
 
It is noted that in the SCI iteration, there is no step-size to adjust. Once the 
iteration starts, the algorithm self-constrains to terminate when the terminating 
condition is reached. 
Observation on Iteration count of SCI. The iteration count of SCI increases with 
decreasing M. As mentioned previously, the larger M, the closer the CWC-SPN node 
is to the full wavelength system where ( )n nr j  is indeed unity. Since we begin with 
(0) ( ) 1n nr j = , the convergence is very fast since the initial guess is very close to the 
true result. When M is small, then ( )n nr j  is distant from unity, hence more iterations 
are required. For a 1010ε −= , about 10 iterations are required for small M scenarios, 
while for large M, about 2-3 iterations are all that is required. It should be noticed 
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that the initial guess, (0) ( )n nr j , can be any value besides zero and SCI can converge 
as well. 
 
3.3.7 Numerical results of CWC-SPN  
This section presents numerical results to verify the usefulness of the RS 
method and the SCI and SWU technique for obtaining CWC-SPN theoretical results. 
One of the main theoretical results is the drop probability measures for which one 
can make design choices on the value of M so that performance of a CWC-SPN 
node, given some loading situation, is on level par with a full wavelength system. 
Another main theoretical result is the saving of WC in CWC-SPN against FWC, 
when desired performance is achieved. 
We assume a general asymmetric traffic model whereby loading on each 
output fiber is different. Hence, the probability nυ ( [1, ]n N∈ ) of an optical data 
routed to an output fiber is different from other output probabilities. Traffic intensity 
on a particular output fiber is thus n nλ υ λ= . If traffic is symmetric, then 
obviously, 1/n Nυ = . Assuming nυ  is uniformly distributed in the range 
[(1 ) / , (1 ) / ]Z N Z N− +  where [0,1)Z ∈  represents the range of variation, the 
probability nυ  can be expressed as follows: 




υ −= − + −       (3.24) 
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Figure 3-9: Tail distribution function of CWC-SPN with different number of 
output fibers, under asymmetrical traffic. (a) K = 4, ρ =0.4, Z = 0.4, M = 16, N = 4, 8, 
12, 16. (b) K=16, M =128, ρ= 0.8, Z = 0.2, N =8, 12, 14, 16. 
 
Figure 3-9(a) and (b) illustrates several ( ) ( )Nf w  (theoretical and simulated) 
curves plotted against the number of used CWCs in the whole node. Asymmetric 
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traffic scenarios Z=0.4 (Figure 3-9 (a)) and Z=0.2 (Figure 3-9 (b)) are considered. 
(The numerical results are independent of optical data size distribution as stated in 
the Appendix, and therefore, it can be easily verified that the numerical results are 
exactly the same irrespective of optical data size distributions like Exponential, 
Gaussian or Fixed). The results in Figure 3-9 clearly show that the CWC-SPN 
analytical model is in close agreement with the simulated results. The 
function ( ) ( )Nf w  decreases faster than exponential rate with larger w. Thereby, after 
a certain point, the usage probability of these CWCs is negligible. This means that 
the number of CWCs for the CWC-SPN scenario can be some value below the full 
CWC scenario. Several more interesting features can also be found in Figure 3-9. 
The offered load ρ  and the load distribution parameter Z are related. If ρ  increases, 
then Z has to be decreased to ensure that that loading on the highest index output 
fiber is less than one. For example, the loading on the highest index fiber for Figure 
3-9 (a) and Figure 3-9 (b) is 0.4 1.4 0.56ρ = × =  and 0.8 1.2 0.96ρ = × =  
respectively. The other feature in Figure 3-9 is that the loading ρ  is kept as a 
constant parameter. Hence when the number of fibers N is increased, in order to 
keep ρ  constant, more input traffic λ  has to be generated. Thus we note that when 
input traffic λ  increases, and the number of CWCs M is constant, it is obvious that 
the probability of using more CWCs should increase as illustrated in Figure 3-9. The 
discrepancy between the simulated results and the theoretical results is more 
pronounced with larger N than with smaller N. This is also obvious since for the 
same number of wavelength converters M, more fibers are sharing it, thereby 
creating more correlation between the various fibers and increase the correlation of  
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nW . Thus, in this case,  Justification of weak correlation of nW  is hard to be 
satisfied. 





















































Figure 3-10 : Drop probability of CWC-SPN with different number of output fibers, 
under asymmetrical traffic.  (a) N = 4, K = 4, ρ=0.4, s = 0, 0.2, 0.6, 1.0. (b) N = 8, K 




Figure 3-10 illustrates the overall drop probability performance in the node 
plotted against increasing number of wavelength converters M under different load 
distribution factor Z. The full wavelength converter point is the point on the extreme 
right (i.e., 16 and 128 CWCs for Figure 3-10 (a) and Figure 3-10 (b) respectively). 
The important design feature of Figure 3-10 is that x-axis point corresponding to that 
minimum number of CWCs needed so that the corresponding drop probability 
performance at that point has negligible difference compared to the drop probability 
performance at FWC condition. For example, for the case of light load conditions in 
Figure 3-10 (a), the theoretical curve has accurately predicted (i.e., gives the same 
result as the simulated curve) that the minimum number of CWCs needed is between 
7 to 8 CWCs (depending on load distribution factor Z) to equal drop probability 
performance at FWC point of 16. In the case of high loading conditions, the 
theoretical plots of Figure 3-10 (b) has also accurately predicted that the minimum 
number of CWCs needed is about 100 CWCs to equal drop probability performance 
at the full CWC point of 128. In summary, it is not important whether the theoretical 
curve exactly coincides with the simulated curve as far as practical design 
considerations are concerned. What is clearly more important is whether the 
theoretical curves are able to accurately predict the minimum number of CWCs 
ensuring level-par performance with the FWC scenario. Clearly, Figure 3-10 
demonstrates that the RS method (plus the SCI and SWU technique) is indeed useful 
and accurate enough to perform this prediction. 
It is also noted that in Figure 3-10, the higher the degree of traffic asymmetry 
(i.e., higher Z), the higher is the drop probability. However, the minimum number of 
CWCs ensuring level-par performance with the FWC scenario is still similar to the 
case where traffic is symmetric (i.e., the case where Z=0). Henceforth, for 
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convenience and to reduce verbosity, the rest figures present results only for the case 
of symmetric traffic, i.e., Z=0. 































Figure 3-11: Normalized drop probability versus percentage of used CWCs in 
symmetric load of CWC-SPN. N = 8, K = 16. ρ=0.4, 0.6, 0.8. 
































Figure 3-12: Normalized drop probability versus percentage of used CWCs in 




Figure 3-11 and Figure 3-12 illustrate clearer views for designers of CWC-
SPN systems particularly when relative utilization M/(N*K)*100% (as compared to 
FWC utilization) of CWCs is important. To obtain the percentage savings in CWCs, 
one merely subtracts the relative utilization percentage from 100%. Also noted in 
Figure 3-11 and Figure 3-12 is that the y-axis is the normalized drop probability 
, /CWC SPFdrop M FWCdropP P− . Hence the closer the normalized drop is to unity, the closer the 
performance to the full CWC performance. Hence the points of interests in Figure 
3-11 and Figure 3-12 are when the normalized drop probability for the various 
scenarios diverges away from unity.  In Figure 3-11, we vary the load ρ  while 
keeping the number of fibers constant at N = 8. It is noted that as loading increases, 
percentage usage of CWCs must increase to keep drop performance on level-par 
with drop performance of the FWC system. In Figure 3-12, the loading ρ  is kept 
constant while the number of output fibers is increased. This means the number of 
output fibers has increased for the same ρ  and consequently, the percentage of used 
CWC can accordingly decrease. This means the larger the number of output fibers, 
the greater the savings in CWCs. Also noted in both Figure 3-11 and Figure 3-12 the 
theoretical curves are able to accurately predict (i.e., gives the same result as the 
simulated curve) the CWC percentage usage point where below that point, the 
performance of the CWC-SPN system diverges from the performance of the FWC 
system. Therefore, in the following figures, only theoretical results will be presented. 
Similar to CWC-SPF, the CWC-SPN system, while being able to save 
wavelength converter cost, should ensure that its drop performance is also not 
compromised. It is expected that the blocking performance of the CWC-SPN system 
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will approach that of a FWC system monotonically with increasing M. However, the 
performance of CWC-SPN only approaches the performance of FWC 
asymptotically. Therefore, a target performance threshold of the drop probability is 
set to be achieved by the CWC-SPN as well. Therefore, if /CWC SPNdrop FWCdropP P ξ− ≤ , 
where 1ξ >  is a user-defined performance threshold, we consider the performance 
of CWC-SPN similar to that of FWC. The performance threshold adopted in this 
thesis is 1.2ξ =  throughout. It should be noted that FWCdropP  can be obtained from 
the ErlangB formula. 
We can see that ,CWC SPNdrop MP −  will monotonically decease with increasing of 
M. Therefore, there must be a CWC SPNM −  to be the minimum number of CWCs 
required for the CWC-SPN node such that the performance threshold requirement is 
satisfied, i.e 
,min{ | / }CWC SPN CWC SPNdrop M FWCdropM M P P ξ− −= ≤    (3.25) 
Accordingly, the minimum WC cost and minimum switch cost of CWC-SPN 
per fiber can be expressed as 
min /CWC SPNCWC SPNWcCost K M N−− = ×     (3.26) 
min ( ) ( )CWC SPN CWC SPNCWC SPNSwCost NK M NK M− −− = + × +   (3.27) 
The saving of WC of CWC-SPN against FWC 1
CWC SPNθ − can be expressed as  
1




θ − −= − ×     (3.28) 
Figure 3-13 illustrates curves of 1
CWC SPNθ − via (3.28) against increasing 
number of output fibers for different loading conditions. Figure 3-13 curves 
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illustrate that the improvement in savings, by adding more output fibers, is more 
pronounced for the case of low loads than for high loads. The curves also illustrate 
that after a certain point, it is no longer worthwhile to keep on adding output fibers 
as the improvement in savings is no longer commensurate with the extra fibers that 
are added. This means that a CWC-SPN node need not be designed to always 
manage one large CWC resource pool for all output fibers (so as to maximize CWC 
savings). Instead, several independent CWC pools shared by a subset of output 
fibers can be designed. By sub-dividing the global shared pool, switch complexity in 
the CWC-SPN node can be reduced significantly with minor degradation on CWC 
savings 

































Figure 3-13: Saving of CWCs verses the number of output fibers, in symmetric 
traffic of SPN. K = 16. ρ= 0.4 0.6 0.8 
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Figure 3-14: Saving of CWCs verses the number of wavelengths K, in symmetric 
traffic, N=2, 4, 8; (a) ρ= 0.4 (b) ρ= 0.8 
 
Figure 3-14 shows the saving of WC verses different number of wavelengths 
for N under low load  ( 0.4ρ =  in Figure 3-14(a)) and high load ( 0.8ρ =  in Figure 
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3-14(b). Both figures show that the saving of WCs decreases with increasing K. This 
is because with more wavelengths within one fiber, more optical data need CWCs to 
convert the data from input wavelength to an available output wavelength in order to 
achieve performance of FWC. Therefore, more CWCs are needed, leading to low 
saving of CWCs when K is larger. In addition, the trend of decreasing of saving for 
low load in Figure 3-14(a) is slower than the trend in Figure 3-14(b). This is because 
at low load, the requirement for CWCs is low as well. Thus, when K increases, the 
percentage of needed CWCs doesn’t increase too much. This leads to the decreasing 
gradient of savings for low load is not as large as for high load. 
 
3.4 Summary 
In this chapter, both CWC-SPF and CWC-SPN architectures and their 
corresponding theoretical analysis are contributed.  
In the analysis of CWC-SPF, an exact two-dimensional Markov chain 
analytical model was contributed. Numerical results showed that the CWC-SPF 
architecture can achieve similar performance as FWC, only with a WC saving 
percentage of 10-20%. The poor saving percentage is due to the poor sharing 
efficiency of the SPF architecture. 
In the analysis of CWC-SPN, an exact multi-dimensional Markov chain 
analytical model was contributed. However, further analysis demonstrated that the 
multi-dimensional Markov chain may lead to intractable calculations. Therefore, in 
order to reduce the complexity of multi-dimensional Markov chain analysis, a novel 
set of methods namely, Randomized States, Self-Constrained Iteration with Sliding 
Window Update, are presented to approximate the performance of CWC-SPN. 
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These methods dramatically reduce the multi-dimensional problem to a numerically 
tractable problem where a series of seemingly unrelated two-dimensional Markov 
chain problems are solved. A number of useful numerical studies are presented, 
firstly, to confirm the accuracy of the novel theoretical approximation analysis 
results with actual simulated results and secondly, to show a practical use for the 
CWC-SPN architecture. It is demonstrated that the approximation theoretical results 
are indeed accurate enough. The numerical results also demonstrated that WC 
savings as high as 80% can be achieved for low load conditions like 0.4ρ =  and 
sometimes as high as 50% for high load conditions like 0.8ρ = , and such saving will 
increase with increasing number of fibers in one OS node. In addition, the results 
also show that with larger number of wavelength within one fiber, i.e., K, lesser 
saving can be achieved. 
Generally, the CWC-SPN needs more switch fabric than CWC-SPF, but the 
saving of WC of CWC-SPN is better than that of CWC-SPF. This is because CWC-
SPN shares all available CWCs in one common pool, leading to a higher sharing 
efficiency of CWCS and lesser CWCs. 
So far, three existing NFWC architectures, i.e., PWC-only, CWC-SPF and 
CWC-SPN, have been analyzed and compared. Results show that PWC-only is not 
suitable to achieve similar performance as FWC, while CWC-SPF and CWC-SPN 
can achieve such performance while achieving a moderate amount of WC savings.  
PWC is a cheap device but with undesirable performance. In contrast, CWC 
has better performance but is expensive. Therefore, our concern is to design a new 
architecture which can combine the benefits of both low cost PWC and high 
performance CWC.  
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Therefore, a new architecture, termed as two-layer wavelength conversion, 
which can save more WCs and even save switch fabric costs, will be presented in 




4 Architecture and Modeling of Two-layer Wavelength 
Conversion 
4.1 Introduction 
In Chapter 2 and 3, the architectures and performance of PWC-only, CWC-
SPF and CWC-SPN were presented. It is clear that using CWC is a waste, if a new 
incoming optical data can find an empty output wavelength within a small range of 
the input wavelength. If PWC is used under such scenario, the whole system will 
become more cost-efficient since PWC is cheaper than CWC. This means if we can 
combine PWC and CWC together in one architecture and assign the task of near 
wavelength conversion (Near-WC) to the PWC and the task of far wavelength 
conversion (Far-WC) to the CWC, the cost of such architecture is expected to be 
reduced further, while maintaining the same performance. 
The above paragraph lends motivation to the consideration of a new optical 
switching architecture termed two-layer wavelength conversion (TLWC), where a 
combination of PWCs in the first layer and CWCs in the second layer is employed. 
The first layer PWCs perform the function of Near-WC thus cutting down the need 
for more expensive CWCs performing such functions, while the second layer CWCs 
can perform Far-WC. Specifically, the PWC layer is used to convert the input 
optical data to a near output wavelength first. If the Near-WC is unsuccessful, a 
CWC is then used to perform Far-WC. It is noted that one optical data can only be 
converted by either PWC or CWC instead of both. In TLWC, each input wavelength 
has one associated PWC, and CWCs are shared via some sharing mode (SPF or SPN) 
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at output side. In this chapter, we will study both TLWC-SPF and TLWC-SPN 
architectures. 
For TLWC-SPF, every output fiber has its own pool of CWCs only for use 
by wavelengths belonging to that output fiber. For TLWC-SPN, all CWCs are 
pooled together for all fibers in one OS node. 
The costs of TLWC-SPF/SPN are determined by the cost of its switch fabric 
and wavelength converters (PWC and CWC). The contributions in this chapter are to 
demonstrate that with TLWC-SPF/SPN, the implementation cost of wavelength 
converter in an optical switching node can be reduced, while achieving the same 
drop performance as a CWC-SPF/SPN optical architecture and/or a FWC optical 
architecture. In addition, the cost of the switch fabric of TLWC-SPF/SPN is likely to 
be lower than that of CWC-SPF/SPN, due to fewer CWCs are used. 
Architectures and performance analyses of both TLWC-SPF and TLWC-
SPN will be presented in section 4.2 and 4.3 respectively. Section 4.4 summarizes 
the performance of all TLWC-SPF/SPN and CWC-SPF/SPN architectures. Section 
4.5 concludes this chapter. In addition, section 4.6 shows some network-wide 
simulation for NFWC architectures. 
 
4.2 Architecture and analysis of TLWC-SPF 
4.2.1 Architecture of TLWC-SPF  
The TLWC-SPF architecture takes advantage of the cost savings and 
physical properties of the PWC (in the first layer) while adding a limited number of 
CWCs (in the second layer) to ensure drop performance approaches the drop 
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performance of FWC.  In the architecture of TLWC-SPF since PWC is cheaply 
available and it has only one input wavelength as stated in Chapter 2, every input 
wavelength has an associated PWC so that contention of PWC does not happen. On 
the other hand, CWC an expensive device, is placed in a pool and shared by output 
wavelengths within one output fiber if needed. In addition, it should be noticed that 
PWC, which can only convert from one specific input wavelength to a sub-range of 
output wavelengths, cannot be shared like CWC.  
Assume there are K wavelengths within one fiber. We number the 
wavelengths within one fiber from 0 to K-1. For the structure of PWC, we use the 
definition in section 2.1: assume that an optical data arriving on input wavelength k 
can only be converted to a wavelength m by the PWC, where ( )m k∈Ω  
1 2{ mod  | }k K k d m k d− ≤ ≤ + , where 1 2, 0d d ≥ . This means an input optical data 
may be converted to an output wavelength range of 1 2 1S d d= + + , where S K≤ .  
Figure 4-1 shows the architecture of a TLWC-SPF OS node. A conventional 
cross-bar switching fabric is assumed. In this architecture each output optical fiber 
shares M number of CWCs and every wavelength in each output fiber has one 
associated PWC. Therefore, there are K PWCs and M CWCs per output fiber. If 
Near-WC by the associated PWC is successful, the optical data will be switched to 
the output port without using CWC. Otherwise one CWC out of the M pool will be 
used to perform Far-WC on the optical data. It should be noticed that when S=1, this 
means there is no PWC at all, and the TLWC-SPF node is reduced to CWC-SPF 
node. 
It should be noted that the TLWC-SPF switch fabric in Figure 4-1 is non-
blocking. This means that it is not possible for the switch to drop optical data due to 
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lack of switch resources. If optical data is dropped by the switch fabric, then it must 
be due to the lack of output wavelengths or failure in the two-layer PWC/CWC 
wavelength conversion process.  
 
Figure 4-1: Switch and conversion architecture of TLWC-SPF 
 
In TLWC-SPF a wavelength converter assignment algorithm is needed to 
choose a suitable WC (either PWC or CWC). We denote  | ( , ) |k tΩ  to be the number 
of wavelengths in use by other optical data at time t within the range of PWC 
associated to wavelength k. When a new optical data arrives at time t on wavelength 
k, if | ( , ) |k t SΩ = , it means that the input optical data cannot find a suitable output 
wavelengths via PWC, and thus a CWC from the common pool can be used. The 




Figure 4-2: TLWC-SPF wavelength converter assignment algorithm 
 
4.2.2 Cost function of TLWC-SPF  
In this section the implementation cost of the TLWC-SPF architecture is 
presented. The implementation cost includes two parts: switching fabric cost and 
wavelength converter cost. 
It should be noted that if all the PWC elements are removed in Figure 4-1, 
the resulting node is indeed a CWC-SPF node. The complexity of the TLWC-SPF 
switching fabric can be expressed as in (4.1), which is the same as the CWC-SPF 
switching fabric as in (3.3), if M is the same in these two architectures. 
( )TLWC SPFSwCost NK NK NM− = × +      (4.1) 
In this thesis, in order to compare the WC implementation costs on the 
different wavelength conversion architectures, a simple linear cost structure is 
adopted such that the cost of a PWC or CWC is linearly proportional to its 
conversion range. This linear cost model is a conservative cost increase model 
(please refer to section 3.2.2 for detailed explanations) 
 
Optical data arrives at wavelength k at time t. 
If | ( , ) |k t SΩ ≠  
Use PWC to find any available output wavelength 
Else 
 If one CWC is available and one wavelength is available 
Use CWC to convert the optical data to an available 
output wavelength 
 Else 
  Drop the optical data. 
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The overall cost calculation is done by taking the product of the number of 
used wavelength converters and the conversion range of each wavelength converter.  
In the case of M CWCs, each with a range of K, the cost of implementation is MK; 
while for PWC, each with a range of S, the cost of implementation is KS. The 
general formula for the calculation of implementation cost per output fiber in a 
TLWC-SPF architecture is as follows: 
    ,  1




+ >=  =     (4.2) 
 
4.2.3 Theoretical analysis of TLWC-SPF  
In this section, the analytical lower bound drop performance of TLWC-SPF 
is presented. Although the lower bound performance does not provide a conservative 
performance of the TLWC-SPF, it is nonetheless very useful as it closely 
approximates the TLWC-SPF performance very well (see numerical simulations 
later). In fact, as will be proven later, for the extreme cases of 1S =  (i.e., TLWC-
SPF is reduced to a CWC-SPF model) and S K=  or M K=  (FWC model), the 
analytical lower bound drop performance is exactly equal to the actual drop 
performance. 
We denote λ  and µ  to be the arrival rate of optical data and the service rate 
of each wavelength at the TLWC-SPF node respectively. Therefore, the traffic load 
on each output wavelength is /( )Kρ λ µ= . 
Now, notice from Figure 4-1 that the TLWC-SPF structure consists of a 
PWC section followed by a CWC section. It is not possible for optical data to be 
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dropped in the PWC section for two reasons: firstly, there is one PWC for each 
wavelength, hence it is not possible to suffer from lack of PWCs; secondly, any data 
not being able to be converted by the associated PWC will not be dropped but is 
passed to the CWC section to be handled. Hence all drop events will only occur at 
the CWC section. This being the case, our analysis begins by analyzing the CWC 
section. Drops occur in the CWC section due to: (1) lack of output wavelength or (2) 
lack of CWCs.  
Hence, the analysis first seeks to obtain state probabilities ,i jP  for the two-
dimensional state ( , )i j  in the CWC section indicating that there are i wavelengths in 
use by optical data, and j CWCs in use by some of these i wavelengths at the same 
time. The link between the PWC section and the CWC section is related by a set of 
probabilities iα  (more on this later) whereby for an input optical data arrival, say at 
a certain PWC and where there are currently i wavelengths currently in use by the 
output fiber in the TLWC-SPF node, all the associated S consecutive output 
wavelengths of that PWC are already in use. Hence the probability ( )1 iα−  is the 
link which determines whether a CWC from the CWC section needs to be used. 
With this link in mind, we first present the following analysis on the CWC section 
and then determine probabilities iα  from the PWC section later 
It should be noted that 0 j i K≤ ≤ ≤ and j M K≤ ≤ . We now determine the 
state probability ,i jP  of the state ( , )i j . 
Theorem 4-1: the state probability ,i jP  (for all valid states 0 j i K≤ ≤ ≤  and j M≤ )  
in the CWC section can be obtained from the following simultaneous equations 
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, , , , ,




1   (for all 0  and )
i j i j i j i j i j
i j i j i j i j i j i j i j i j
i j
i j
A B C D P
A P B P C P D P
P j i K j M K
− − − − − − + + + + + +
 + + + = + + + = ≤ ≤ ≤ ≤ ≤∑
   (4.3) 
where ,i jA , ,i jB , ,i jC  and ,i jD  are transition speeds for various scenarios to be 
described later. 
Proof: 
From (4.3), we can find that this equation is similar to the analysis of CWC-
SPF. Therefore, like before, in this Markov chain analysis, we will only present the 
transition which is outgoing from each state. 
Case 1: ( , )i j  to ( 1, )i j+ , for 1i K+ ≤ . This scenario indicates that the 
wavelength of the incoming optical data can be converted to an available output 
wavelength of the output fiber via a first layer PWC. The incoming optical data does 
not require any CWC to find a suitable output wavelength. Thus, the transition speed 
is , (1 )i j iA α λ= − , where iα is the important probability measure representing the 
probability that for an input optical data arrival, say at a certain PWC, all the 
associated S consecutive output wavelengths of that PWC are already in use. The 
probability iα  is also evaluated at state i. Hence the probability ( )1 iα−  is the 
probability that for an optical data arrival, say at a certain PWC, there is an available 
wavelength amongst the associated S consecutive output wavelengths associated 
with that PWC. Accordingly, the new arrival can be converted to that available 
wavelength and accepted. 
Case 2: ( , )i j  to ( 1, 1)i j+ + , for 1i K+ ≤  and 1j M+ ≤ . This case indicates 
that the wavelength of the incoming optical data can not be converted to an available 
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output wavelength via the associated PWC. Thus, the optical data has to use one 
available CWC from the pool to find a suitable output wavelength. Thus, the 
transition speed is ,i j iB α λ= . 
Case 3: ( , )i j  to ( 1, )i j− , for 1 0i − ≥  and i j> . This case indicates that an 
optical data not using any CWC has just been sent out completely. As there are i j−  
optical data not using CWCs, the transition speed is therefore , ( )i jC i j µ= − . 
Case 4: ( , )i j  to ( 1, 1)i j− − , for 1 0i − ≥  and 1 0j − ≥ . This case indicates 
that an optical data using one CWC has just been sent out completely. As there are j 
optical data using CWCs, the transition speed is therefore ,i jD jµ= . 
Considering the fact that the sum of all state probabilities is equal to unity, 
the simultaneous equations in (4.3) are valid. 
End Proof. 
From the description of the four transition cases, we can find that this 
analysis is quite similar to that of CWC-SPF, except for one more parameter iα , 
which is similar to PWC-only analytical model. Therefore, many theoretical features 
owned by CWC-SPF and PWC-only are also owned by TLWC-SPF. For example, 
the state transition diagram for state ( , )i j  is same as CWC-SPF shown in the Figure 
3-3. 
The result in above analysis is also applicable to general data size 




Corollary 4-1 The number of states in the simultaneous equations of (4.3) is 
(2 2)( 1) / 2V K M M= − + + . 
 
Corollary 4-2 The simultaneous equations in  (4.3) are solvable. 
 
Corollary 4-3: From state probabilities ,i jP , many useful parameters can be obtained 
as follows. 
We denote random variable W as the number of CWCs being used. Thus the 
tail distribution function of used CWCs, ( )f w , can be written as (4.4) and drop 
probability as (4.5) 
,
,
( ) Pr{ } i j
i j w
f w W w P
≥









= +∑ ∑      (4.5) 
In (4.5), the first term on the right side is the drop probability due to lack of 
CWC. The second term is the drop probability due to lack of available output 
wavelength. 
 
Corollary 4-4: The Markov Chain analysis presented in Theorem 4-1 is exact, i.e., 





The exact probabilities iα  can only be obtained using K-dimensional Markov 
chain analysis which leads to intractable analysis due to the large number of Markov 
chain states ( 2K ). For this reason, we now provide a method to obtain an 
approximation for iα . 
Approximation  for iα : In state i, there are i wavelengths in use out of a total of K 
wavelengths. It is assumed that when a new optical data arrives the optical data is 
uniformly filled amongst all of its K - i available wavelengths. The use of this 










i Si i i q i K
K K K S K q
α −
=
− −− −= × × × = ≤ ≤− − − −∏   (4.6) 
This approximation is the same as the approximation in Chapter 2 in (2.4).  
Theorem 4-2 :  The use of iα  in (4.6) to obtain the drop probability dropP   via (4.3) 
and (4.5) will result in a lower bound to the actual drop probability of the OS node. 
In other words, the actual iα  is larger than the iα given in (4.6), because of grouping 
tendency.   
Proof: 
Please refer to proof of Theorem 2-3 
End proof 
 
Theorem 4-3 :  As S approaches K or M approaches to K, the approximation of  iα  
in (4.6) becomes more accurate. If M=K or S=K, the grouping tendency is removed 




The proof is quite obvious if we consider the limit S K= . In this limiting 
case, grouping tendency is totally eliminated in the real system since it is clear that 
any available wavelength will now have exactly the same  probability of being used 
by a new arrival. 
Similar effect can be obtained if number of CWC M approaches to K, 
because when more CWCs are available, the distribution of occupied wavelength 
tends to be more uniformly distributed, which means the grouping tendency is 
alleviated to some extent as stated above. If M reaches the largest value, i.e., M=K, 
the grouping tendency is removed completely and the results presented in (4.6) and 
Theorem 4-1  are exact 
End proof 
 
Theorem 4-4 :  If S=1, which means the TLWC-SPF node is reduced to a CWC-SPF 
node, the iα  in (4.6) is exact. Consequently, the analysis in Theorem 4-1 is also 
exact.  
Proof 
If S=1, this means the PWC cannot convert input wavelength to any other 
wavelength except itself, hence the PWC section can be deleted from the TLWC-
SPF structure in Figure 4-1. The resulting structure is reduced to a CWC-SPF node. 
Since CWCs have the capability to convert input wavelengths to a full range it is 
impossible for CWCs to cause grouping tendencies. Consequently, all the occupied 






α = , which gives the same theoretical and exact result as the analysis 
presented in Theorem 3-1 for the CWC-SPF node. 
End proof 
Although calculating iα  by (4.6) leads to a lower bound of drop probability, 
this lower bound should be tight. This is because our objective of TLWC-SPF is to 
achieve similar performance as FWC. Therefore, there must be enough CWCs (only 
PWC cannot achieve such performance), i.e., large M. According to Theorem 4-3, 
large enough M will alleviate grouping tendency leading to  iα  probabilities 
calculated in (4.6) be close enough to the actual value. 
 
4.2.4 Numerical results of TLWC-SPF  
In this section we compare the theoretical results obtained by simultaneously 
solving (4.3) via (4.6) with simulation results. Poisson traffic is used in the 
simulations. 
The following issues are addressed in this section: (a) the accuracy of the 
theoretical analysis; (b) the benefit of TLWC-SPF, in terms of WC savings and 
switch savings, compared to CWC-SPF and FWC. 
Figure 4-3 demonstrates the theoretical and simulated drop performance of 
TLWC-SPF. Notice that as the number of CWCs increases to K (i.e., 16), the drop 
performance of TLWC-SPF becomes closer and closer to FWC (which is the case 
M=16). Figure 4-3 also demonstrates that as S (i.e., the range of the PWC) increases, 
fewer CWCs are required to obtain performance similar to FWC. The result is 
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obvious since larger range of PWC results in less reliance on the use of CWCs. 
Figure 4-3 also demonstrates that the analytical results although providing lower 
bound performance (by virtue of Theorem 4-2), are very close to the simulated 
performance. As M increases, the deviation between the analytical and simulated 
results becomes smaller and smaller. This is expected by virtue of Theorem 4-3. In 
addition, Figure 4-3 shows that low load (Figure 4-3(a)) needs fewer number of 
CWCs to achieve similar performance as FWC, compared to high load (Figure 
4-3(b)).  
Hence the following conclusions can be made: the TLWC-SPF node can 
achieve similar performance as FWC and the analytical model provides a very tight 
lower bound to the drop performance of TLWC-SPF.  


















































Figure 4-3: Drop probability versus Number of CWCs in a TLWC-SPF 
architecture. K=16, M=1 to 16. (a) ρ =0.4. (b) ρ =0.8. 
 
Like CWC-SPF and CWC-SPN architectures, from Figure 4-3, we can see 
that in TLWC-SPF system, for a given S, if the number of available CWCs 
increases, the drop probability of the system decreases and approaches that of a 
FWC system.  This means that with a certain PWC range and certain number of 
CWCs, the blocking performance of the TLWC-SPF system will approach that of a 
FWC system. A target performance threshold of the drop probability as described in 
Chapter 3, is set to be achieved by the TLWC-SPF. Therefore, if 
/TLWC SPFdrop FWCdropP P ξ− ≤ , where 1ξ >  is a user-defined performance threshold. The 
performance threshold adopted throughout this thesis is 1.2ξ = .  
For convenience, for a given S, we denote ,TLWC SPF SM −  to be the minimum 
number of CWCs required for the TLWC-SPF node such that the performance 
threshold requirement is satisfied, i.e., 
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, ,min{ | / ,  for a given }TLWC SPF S TLWC SPFdrop M FWCdropM M P P Sξ− −= ≤  (4.7) 
Accordingly, the minimum WC cost per fiber of TLWC-SPF for a given S 




    ,  1
min










 × + >=  × =
  (4.8) 
 























Figure 4-4: The minimal WC cost of TLWC-SPF against the range of PWC for 
K=32. ρ =0.4, 0.8.  
 
Figure 4-4 plots the minimum cost of TLWC-SPF against S for K=32 and 
different load to achieve threshold performance via (4.8) for both theoretical and 
simulation results. In Figure 4-4, when S=1, it should be noted that the TLWC-SPF 
node is reduced to a CWC-SPF node; when S=32, the TLWC-SPF node is reduced 
to a FWC node. In Figure 4-4, for given S, equation (4.7) is first used to find the 
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minimum number, i.e., ,TLWC SPF SM − , of CWCs required so that the performance 
threshold is achieved. Thereafter, the cost formula in (4.8) is used to obtain the cost. 
The cost is U-shaped for the following reasons: when S is small the cost of WC is 
dominated by the need for more CWCs (since PWC range is too small to create a 
significant impact); when the PWC range increases there is no need for that many 
CWCs as before and hence the overall cost drops. But as the S range is further 
enlarged the PWC elements become more like a CWC element. This will cause the 
overall cost to rise again. 
Therefore, from Figure 4-4, it can be seen clearly that there is an optimal S, 
optS , which achieves the lowest wavelength conversion cost while maintaining the 
desired drop performance. Note that for the optS , the wavelength conversion cost of 
TLWC-SPF is lower than that of CWC-SPF (i.e., the left starting point of the U-
shape plot in Figure 4-4). It is also clear that there are many values of optS  resulting 
in minimum TLWC-SPF WC cost. The main reason for this is that the cost function 
is an integer result and hence there are many S and M combinations meeting the 
minimum cost criteria. For low load, optS  is a slightly smaller than that for high load 
since at low load, the requirements of WC are fewer.  
We term ,TLWC SPF SM −  at optS  as mTLWC SPFM − . In the following presentation, 
only the optS  and mTLWC SPFM −  are used to calculate the optimal cost of TLWC-SPF 
architecture. Therefore, when optS  and mTLWC SPFM −  are, the optimal WC cost, 
TLWC SPFoptWcCost − , is expressed by (4.9), and the switch cost, TLWC SPFoptSwCost − , is 





,min{min |  for all }
( )     ,  1
                 ,  1










 + >=  =
  (4.9) 
m( )TLWC SPFTLWC SPFoptSwCost NK NK N M −− = × +    (4.10) 
In the following, we will evaluate the cost saving of TLWC-SPF. We will 
compare the cost of both WC and switch of TLWC-SPF with FWC and CWC-SPF. 
Setting CWC-SPF as a comparison standard is because CWC-SPF also uses SPF 
mode to share CWC and the switch architecture of both TLWC-SPF and CWC-SPF 
are quite similar. The theoretical analysis will show that, if using TLWC-SPF, the 
costs of both WC and switch, can be saved compared to FWC and/or even CWC-
SPF. 
The saving of WC of TWC-SPF against FWC, 1
TLWC SPFθ − , can be expressed 
as in (4.11), where FWCWcCost  is obtained via (3.1). The saving of WC against 
CWC-SPF, 2
TLWC SPFθ − , can be expressed in (4.12), where min CWC SPFWcCost −  is 
obtained via (3.8) .  
1 (1 ) 100%




θ − −= − ×     (4.11) 
2 (1 ) 100%min






= − ×     (4.12) 
From above theoretical analysis of WC cost we know that by using TLWC-
SPF, both PWC and CWC cooperate to convert optical data. In order to achieve 
dedicated performance if PWC is used, the needed number of CWCs will decrease. 
Thus, we expect that the number of CWCs used in TLWC-SPF is fewer than in 
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CWC-SPF. Then, the switching cost of TLWC-SPF should be less than that of 
CWC-SPF, because the switching cost is only determined by the number of CWCs. 
The saving of switch of TWC-SPF against CWC-SPF, 3
TLWC SPFθ − , can be expressed 
as in (4.13), where min CWC SPFSwCost −  is obtained via (3.9) 
3 (1 ) 100%min






= − ×     (4.13) 
From above results, we know that the theoretical results can predict 
simulation results very well. Therefore, in the following only theoretical results will 
be presented. Figure 4-5 and Figure 4-6 illustrates the theoretical plot of 1
TLWC SPFθ −  
and 2
TLWC SPFθ −  against increasing number of wavelengths in the optical switching 
node respectively. It is clear from Figure 4-5 that with increasing K the WC savings 
increases. For example, about 40% wavelength converter savings can be achieved 
for a 32-wavelengths TLWC-SPF node compared to a FWC node.  
Against the CWC-SPF architecture, Figure 4-6 shows that about 35% 
wavelength converter savings can be achieved. It is also noted that wavelength 
converter saving in both Figure 4-5 and Figure 4-6 is not very sensitive to the load, 
and this feature is very useful for the design of TLWC-SPF. This means that 
parameters S and M which are optimized, say for a high load scenario, can just as 
well be used in a low load scenario with similar percentage savings performance. 
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Figure 4-5: Saving of WC of TLWC-SPF against FWC  






































Figure 4-6: Saving of WCs of TLWC-SPF against CWC-SPF architecture. 
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Figure 4-7: Saving of switch of TLWC-SPF against CWC-SPF model. 
 
Figure 4-7 shows the switch saving of TLWC-SPF against CWC-SPF can 
reach as high as 30%. High load scenario can save more switch than low load, since 
it needs fewer CWCs when optS  applies. The switch saving is also not sensitive to 
traffic load, because of same reason stated above. 
 
4.3 Architecture and analysis of TLWC-SPN 
4.3.1 Architecture of TLWC-SPN  
Similar to the architecture of TLWC-SPF, in TLWC-SPN every input 
wavelength has an associated PWC so that contention of PWC does not happen. On 
the other hand, CWC, an expensive device, is placed in a pool and shared by all 
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output fibers within one node. The definition of PWC used in TLWC-SPN is the 
same as TLWC-SPF and PWC-only, such as 1 2,d d , S, ( )kΩ ,  and | ( , ) |k tΩ .  
Figure 4-8 shows the architecture of a TLWC-SPN OS node. A conventional 
cross-bar switching fabric is assumed. In this architecture, the entire OS node share 
M number of CWCs, and every wavelength in each input fiber has one associated 
PWC. Therefore, there are K PWCs and M/N CWCs per output fiber. If Near-WC by 
the associated PWC is successful, the optical data will be switched to the output port. 
Otherwise, one CWC out of the M from the pool will be used to perform Far-WC; 
after the Far-WC, the optical data will be switched back to the output fiber. It should 
be noticed that when S=1, this means there is no PWC at all, and the TLWC-SPN 
node is reduced to CWC-SPN node. 
 




Also, it should be noted that the TLWC-SPN switch fabric is non-blocking 
(cross-bar switch fabric). This means that it is not possible for the switch to drop 
optical data due to lack of switch resources. If optical data is dropped by the switch 
fabric then it must be due to the lack of output wavelengths or failure in the two-
layer PWC/CWC wavelength conversion process. In TLWC-SPN the WC 
assignment algorithm is the same as TLWC-SPF shown in Figure 4-2. 
 
4.3.2 Cost function of TLWC-SPN  
Firstly, it should be noted that if all the PWC elements are removed in Figure 
4-8, the resulting node is indeed a CWC-SPN node. The complexity of the TLWC-
SPN switching fabric can be expressed as in (4.14), which is same as the CWC-SPN 
switching fabric as in (3.12), if M is the same in these two architecture. 
( ) ( )TLWC SPNSwCost NK M NK M− = + × +     (4.14) 
Similar to TLWC-SPF a simple linear cost function of PWC and CWC is 
used here. The general formula for the calculation of implementation cost of WC per 
output fiber in TLWC-SPN architecture is in (4.15). The reason why we use WC 
cost per fiber is that comparison between TLWC-SPN and TLWC-SPF can be made.  
/      ,  1
/               ,  1TLWC SPN
MK N KS S
WcCost
MK N S−




4.3.3 Theoretical analysis of TLWC-SPN using multi-dimensional Markov 
chain 
It is noted that theoretical analysis of TLWC-SPN using multi-dimensional 
Markov chain is quite similar to that of CWC-SPN except a special parameter, iα , 
which represent the function of PWC. Therefore, we expect here that the analysis of 
TLWC-SPN can also be similar to that of CWC-SPN. In the following the 
presentation of analysis of TLWC-SPN will be simplified, if the content is similar to 
that of CWC-SPN. 
We denote nλ  as the optical data arrival rate of output fiber n (1 n N≤ ≤ ) so 
that the overall arrival rate at the node is n
n
λ λ=∑ , µ is the service rate of each 
wavelength. Therefore, the load on output fiber n is /( )n n Kρ λ µ= , and the overall 
load on the node is /( )KNρ λ µ= . For generality we consider traffic as asymmetric 
which means that the traffic intensity nλ  on every output fiber may be different. We 
also assume that optical data arrive on each wavelength with equal probability, i.e., 
uniformly distributed amongst the wavelengths. In this thesis, we do not consider 
deflection routing.  
We use ( , )n ni j  to indicate the state of the fiber n, where there are ni  
wavelengths in use by optical data and nj   CWCs in use by some of these ni  
wavelengths at the same time. It is clear that 0 n nj i K≤ ≤ ≤ and min( , )nj M K≤ . 
Thus, the state of a TLWC-SPN node is defined by 1 1( ... ... )n n N Ni j i j i j . We now 
proceed to determine the state probability 
1 1... ...n n N Ni j i j i j
P  of the state 1 1( ... ... )n n N Ni j i j i j .  
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Theorem 4-5: the state probability 
1 1... ...n n N Ni j i j i j
P (for all valid states) can be obtained 
from the following simultaneous equations 
1 1
1 1 1 1
1 1 1 1
... ... , , , ,
1
1, ...( 1) ... 1, 1 ...( 1),( 1)...
1, ...( 1),( 1)... 1, 1 ...( 1),( 1)...
( )
n n N N n n n n n n n n
n n n n N N n n n n N N
n n n n N N n n n n N
N
i j i j i j i j i j i j i j
n
i j i j i j i j i j i j i j i j
i j i j i j i j i j i j i j i j
P A B C D
A P B P
C P D P
=
− − − − − −
+ + − + + + +








1   (for all 0  and )
N




i j i j i j n n n
n
P j i K j M
=
=
          = ≤ ≤ ≤ ≤
∑
∑ ∑
  (4.16) 
where ,n ni jA , ,n ni jB , ,n ni jC  and ,n ni jD  are transition speeds for various scenarios to be 
described later 
Proof: 
In Markov chain analysis, like previous analyses in Chapter 3 and section 4.2, 
only outgoing transition is presented. 
Case 1: From 1 1( ... ... )n n N Ni j i j i j  to 1 1( ...( 1) ... )n n N Ni j i j i j+ , when 1ni K+ ≤  for 
all [1, ]n N∈ . This scenario indicates the input optical data will be switched to the 
output fiber n, and the wavelength of the incoming optical data can be converted to 
an available output wavelength of the output fiber via a first layer PWC. The 
incoming optical data does not require any CWC to find a suitable output 
wavelength. Thus, the transition speed is , (1 )n n ni j i nA α λ= − , where niα is the same as 
the analysis in TLWC-SPF, representing the probability that for an input optical data 
arrival, say at a certain PWC, all the associated S consecutive output wavelengths of 
that PWC are already in use.  
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Case 2: From 1 1( ... ... )n n N Ni j i j i j  to 1 1( ...( 1)( 1)... )n n N Ni j i j i j+ + , when 








+ ≤∑  for all [1, ]n N∈ . This case indicates that the input 
optical data will be switched to the output fiber n, and that the wavelength of the 
incoming optical data cannot be converted to an available output wavelength via a 
PWC. Thus, the optical data has to use one available CWC to find a suitable output 
wavelength. Thus, the transition speed is ,n n ni j i nB α λ= . 
Case 3: From 1 1( ... ... )n n N Ni j i j i j  to 1 1( ...( 1) ... )n n N Ni j i j i j− , when 1 0ni − ≥  
and n ni j>  for all [1, ]n N∈ . This case indicates that an optical data not using any 
CWC has just been sent out completely from fiber n. As there are n ni j−  data not 
using CWCs, the transition speed is therefore , ( )n ni j n nC i j µ= − . 
Case 4: From 1 1( ... ... )n n N Ni j i j i j  to 1 1( ...( 1)( 1)... )n n N Ni j i j i j− − , when 1 0ni − ≥  
and 1 0nj − ≥  for all [1, ]n N∈ . This case indicates that an optical data using one 
CWC has just been sent out completely from fiber n. As there are nj  optical data 
using CWCs, the transition speed is therefore ,n ni j nD j µ= . 
Based on these four scenarios and the fact that the sum of all state 
probabilities is equal to unity, simultaneous equations in (4.16) are obtained. It 
should be noticed if the transition conditions specified in any of the above scenarios 
are not satisfied, then the corresponding transition speeds ,n ni jA , ,n ni jB , ,n ni jC  and 
,n ni j





Corollary 4-5: From state probabilities
1 1... ...n n N Ni j i j i j
P , drop probability of the fiber n 













n n n N N
n n
N N
n n N N
n
K N
i i j i j i j k
i j k
Drop n M K
i j i j








 = +  =   =  
∑ ∑
∑ ∑
   (4.17) 
 
Theorem 4-6 :  The use of iα  in (4.6) to obtain the drop probability dropP   via (4.16) 
and (4.17) will result in a lower bound of the actual drop probability of the OS node 
using TLWC-SPN architecture. In other words, the actual iα  is larger than the 
iα given in (4.6), because of grouping tendency. 
Proof 
Please refer to Theorem 4-2 
End proof 
 
Theorem 4-7 :  As S approaches K or M approaches to K, the approximation of  iα  
in (4.6) becomes more accurate. If M=K or S=K, the grouping tendency is removed 
completely and iα  in (4.6) is the exact value. 
Proof 





Theorem 4-8 :  If S=1, which means the TLWC-SPN node is reduced to a CWC-
SPN node, the iα  in (4.6) is exact. Consequently, the analysis in Theorem 4-5 is 
also exact.  
Proof 
Please refer to Theorem 4-4. 
End proof 
 
Corollary 4-6: The simultaneous equations in (3.13) are theoretically solvable, but 
in practice, they are numerically intractable 
Proof 
Please refer to Corollary 3-4 and Corollary 3-5 
End proof 
 
4.3.4 Analysis of TLWC-SPN by multi-plane Markov chain using 
Randomized states method 
Similar to the analysis of CWC-SPN, if using Randomized States (RS) 
method, the multi-dimensional Markov chain analysis for 1 1( ... ... )n n N Ni j i j i j  can be 
reduced to multi-plane Markov chain analysis for ( , )n ni j . Before presenting the 
analysis several notations are introduced first. 
nW : A random variable representing the number of CWCs currently in use 
at plane n (i.e., fiber n). It is clear that 0 min( , )nW K M≤ ≤ . 
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( )n tπ : Probability density function of nW , i.e., 
,( ) Pr( ) n n
n
n n i j t
i
t W t Pπ == = =∑       (4.18) 
nφ : The sum total of CWCs in use but excluding those CWCs in use by plane 




=∑ . As nφ  is the sum of several random variables sW  (where s n≠ ), 
nφ  is a random variable itself that obeys some distribution. 
( )n nr j : The probability that there is at least one CWC available, when 
currently there are nj  CWCs in use by fiber n. Hence, 
( ) Pr( | )n n n n n nr j M j W jφ= < − =      (4.19) 
If random variables nW  are weakly correlated each other, then 
1 1 1Pr( ) ( ( ),..., ( ), ( ),..., ( ))n n n Nt conv t t t tφ π π π π− += ≈    (4.20) 




( ) Pr( )
( ( ),..., ( ), ( ),..., ( ))
n




r j M j
conv t t t t
φ





≈ ∑    (4.21) 
The approximation in (4.20) and (4.21) becomes an exact relationship if 
random variables nW  are independent. The scenario when random variables nW  are 
truly independent is when M=NK, i.e., there is no need to share CWCs since for 




Theorem 4-9 : By virtue of the RS method, the state probability ,n ni jP  (for all planes 
n) can be obtained from the following system of equations 
, , , , ,





1    for  each [1, ]
n n n n n n n n n n
n n n n n n n n n n n n n n n n
n n
n n
i j i j i j i j i j
i j i j i j i j i j i j i j i j
i j
i j
A B C D P
A P B P C P D P
P n N
− − − − − − + + + + + +
 + + + = + + + = ∈∑
 (4.22) 
where ,s si jA , 
'
,s si j
B , ,s si jC  and ,s si jD  are transition speeds for various scenarios to be 
described later 
Proof 
Similar to the previous analysis in Theorem 3-4 and Theorem 4-1, for a 
particular plane n, there are four transition cases to consider for state ( , )n ni j . They 
are as follows: 
Case 1: ( , )n ni j to (( 1), )n ni j+ , when 1ni K+ ≤ . The transition speed 
is , (1 )n n ni j i nA α λ= − . 
Case 2: ( , )n ni j to (( 1), ( 1))n ni j+ + , when 1ni K+ ≤  and min( , )nj M K≤ . The 
transition speed is now ,' ( )n n ni j n n i nB r j α λ= . 
Case 3: ( , )n ni j to (( 1), )n ni j− , when 1 0ni − ≥  and n ni j> . The transition 
speed is , ( )n ni j n nC i j µ= − . 
Case 4: ( , )n ni j to (( 1), ( 1))n ni j− − , when 1 0ni − ≥  and 1 0nj − ≥ . The 
transition speed is ,n ni j nD j µ= . 
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It is noted that the difference between Theorem 4-5 and this theorem is the 
case 2 transition speed from ( , )n ni j  to ( 1, 1)n ni j+ + . 
End proof 
The result in the above analysis is also applicable to general data size 
distribution. Please refer to the Appendix. 
Corollary 4-7 : The number of state probability equations ( )NRSV  in (4.22) is given by 
(4.23), and the system of equations (4.22) is solvable theoretically, if ( )n nr j  is 
available. 
( )N
RSV NV=        (4.23) 
Proof: 
Please refer to Corollary 3-6 and Corollary 3-7 
End proof 
Corollary 4-8: By solving state probability ,n ni jP , many useful parameters can be 





n n n n
n n n
M K
Drop n n n i i j K j
i K j j
P r j P Pα
≠ =
= − +∑ ∑ ∑    (4.24) 
In (4.24), the first term on the right side is the drop probability due to lack of 
CWC. We have to consider those new optical data arrivals which cannot find 
suitable wavelength via PWC when there are ni  wavelengths currently in use. This 
explains the 
ni
α  factor in (4.24). The factor (1 ( ))n nr j−  indicates the probability that 
there is no available CWC when a new optical data arrives at fiber n. The second 
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term represents the drop probability due to lack of available output wavelength. The 









=∑ ∑     (4.25) 
Similar to CWC-SPN, we can use (4.21) to estimate ( )n nr j , leading to the 
system of equations in (4.22) be Nth -order polynomial. Therefore, self-constrained 
iteration (SCI) with sliding window update (SWU), is also applicable for the 
numerical calculation of TLWC-SPN. The SCI and SWU for TLWC-SPN are the 
same as CWC-SPN therefore, we will not present them here. 
 
4.3.5 Numerical results of TLWC-SPN 
This section presents numerical results to verify the usefulness of the RS 
method and the SCI SWU technique for obtaining TLWC-SPN theoretical results. 
The main theoretical results are the drop probability measures for which one can 
make design choices on the value of S and M so that performance of a TLWC-SPN 
architecture given some loading situations is on level par with a FWC architecture. 
At same time the cost of both WC and switch can be saved if TLWC-SPN 
architecture is used. 
Similar to CWC-SPN we assume a general asymmetric traffic model 
whereby loading on each output fiber is different. Hence, the traffic intensity on a 
particular output fiber is thus n nλ υ λ= , where the probability nυ  can be expressed as 
follows, where [0,1)Z ∈  represents the range of variation. 




υ −= − + −       (4.26) 
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For the case of symmetric traffic, Z=0. When Z increases, the loading on 
output fibers with higher indexes is larger. 
Figure 4-9 illustrates the overall drop probability performance plotted against 
increasing number of wavelength converters M under different load distribution 
factor Z. The FWC performance is the point on the extreme right (i.e., 16 and 128 
CWCs for Figure 4-9 (a) and Figure 4-9 (b) respectively). The important design 
feature of Figure 4-9 is that the x-axis point corresponds to that minimum number of 
CWCs needed so that the corresponding drop probability performance at that point 
has negligible difference when compared to the drop probability performance at 
FWC condition. For example, for the case of light load conditions in Figure 4-9 (a), 
the theoretical curve has accurately predicted (i.e., gives the same result as the 
simulated curve) that the minimum number of CWCs needed is between 5 to 6 
CWCs (depending on load distribution factor Z) to equal drop probability 
performance at FWC point of 16. For the case of high loading conditions the 
theoretical plots of Figure 4-9 (b) have also accurately predicted that the minimum 
number of CWCs needed is about 50 CWCs to equal drop probability performance 
at the FWC point of 128. In summary, it is not important whether the theoretical 
curve exactly coincides with the simulated curve as far as practical design 
considerations are concerned. What is clearly more important is whether the 
theoretical curves are able to accurately predict the minimum number of CWCs 
ensuring level-par performance with the FWC scenario. Hence the following 
conclusions can be made: the TLWC-SPN node can achieve similar performance as 
FWC and the RS method (plus the SCI and SWU technique) is indeed useful and 
accurate enough to perform this prediction. 
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Figure 4-9: Drop probability of TLWC-SPN with different number of output 
fibers, under asymmetrical traffic.  (a) N = 4, K = 4, S=2, ρ=0.4, Z = 0, 0.2, 0.6, 1.0. 
(b) N = 8, K = 16, S=4, ρ= 0.8, Z = 0, 0.2, 0.4 
 
It is also noted that in Figure 4-9, the higher the degree of traffic asymmetry 
(i.e., higher Z), the higher is the drop probability. However, the minimum number of 
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CWCs ensuring level-par performance with the FWC scenario is still similar to the 
case where traffic is symmetric (i.e., the case where Z=0). Henceforth, for 
convenience and to reduce verbosity, Figure 4-10 and those above will present 
results only for the case of symmetric traffic, i.e., Z=0. 
Figure 4-10 demonstrates the theoretical and simulated drop performance of 
TLWC-SPN under symmetrical load (i.e., Z=0) for different number of fibers within 
one OS node. Notice that as the number of CWCs per fiber (M/N) increases to K (i.e., 
16), the drop performance of TLWC-SPN becomes closer and closer to FWC (which 
is the case M/N=16). Figure 4-10 also demonstrates that as S (i.e., the range of the 
PWC) increases, fewer CWCs are required to obtain performance similar to FWC. 
The result is obvious since increasing the range of the PWC results in less reliance 
on the use of a CWC. Figure 4-10 also demonstrates that the analytical results 
although providing approximated performance are very close to the simulated 
performance. As M increases the deviation between the analytical and simulated 
results becomes smaller. This is expected by virtue of Theorem 4-7 
By comparing Figure 4-10 (a) and Figure 4-10 (b), we find that TLWC-SPN 
can approach to performance of FWC with fewer CWCs if N is larger. For S=2, if 
N=2, it needs 11 or 12 CWCs per fiber; if N=8, it needs only 8 or 9 CWCs per fiber. 
This is due to sharing efficiency of CWCs within the node. Therefore, it is expected 
that the saving of WC in TLWC-SPN will increase with N. Hence the following 
conclusions can be made: the TLWC-SPN node can achieve similar performance as 
FWC and the analytical model provides a good approximation to the drop 
performance of TLWC-SPN. 
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Figure 4-10: Drop Probability versus Number of CWCs in TLWC-SPN 
architecture. ρ=0.8, symmetric load, K=16, M=1 to 16 for different S=2, 4, 8. (a) 
N=2, (b) N=8. 
 
From the above analyses we know that in TLWC-SPN system, for a given S, 
if the number of available CWCs, i.e., M, increases, the drop probability of the 
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system decreases and approaches that of a FWC system.  This means that with a 
certain PWC range and certain number of CWCs, the blocking performance of the 
TLWC-SPN system will approach that of a FWC system. A target performance 
threshold of the drop probability, like previous analyses for CWC-SPF/SPN and 
TLWC-SPF, is set to be achieved by the TLWC-SPN. Therefore, if 
/TLWC SPNdrop FWCdropP P ξ− ≤ , we consider that the TLWC-SPN can  achieve similar 
performance as FWC.  
For convenience, for a given S, we denote ,TLWC SPN SM −  to be the minimum 
number of CWCs required for the TLWC-SPN architecture such that the 
performance threshold requirement is satisfied, i.e., 
, ,min{ | / ,  for a given }TLWC SPN S TLWC SPNdrop M FWCdropM M P P Sξ− −= ≤  (4.27) 
Accordingly, the minimum WC cost per fiber of TLWC-SPN for a given S 




/      ,  1
min




K M N KS S
WcCost




 + >=  =
  (4.28) 
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Figure 4-11: The cost of TLWC-SPN against the range of PWC for ρ =0.8 
symmetrical load. K=32  N = 2, 8. 
 
Figure 4-11 plots the minimum cost of TLWC-SPN against S for different 
number of wavelengths (K=16 and K=32) to achieve threshold performance via 
(4.28) for theoretical results. In this figure, when S=1, it should be noted that the 
TLWC-SPN node is reduced to a CWC-SPN node. In the figure, for given S, 
equation (4.27) is first used to find the minimum number, i.e., ,TLWC SPN SM − , of 
CWCs required so that the performance threshold is achieved. Thereafter the cost 
formula in (4.28) is used to obtain the cost. The cost is U-shaped for the following 
reasons: when S is small the cost of WC is dominated by the need for more CWCs 
since PWC range is too small to create a significant impact; when the PWC range 
increases, there is no need for that many CWCs as before and hence the overall cost 
drops. But as the range of PWC is further enlarged, the PWC element becomes more 
like a CWC element. This will cause overall cost to rise again. 
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Therefore, from Figure 4-11, we can see clearly that there is an optimal S, 
optS , which achieves the lowest wavelength conversion cost for TLWC-SPN while 
maintaining the desired drop performance. Note that for the optS , the wavelength 
conversion cost is lower than the CWC-SPN wavelength conversion cost (i.e., the 
left starting point of the U-shape plot). It is also clear that there are many values of S 
resulting in minimum TLWC-SPN cost because the cost function is an integer result. 
Hence there are many S and M combinations meeting the minimum cost criteria. 
We term ,TLWC SPN SM −  at optS  as mTLWC SPNM − . Therefore, when optS  and 
m
TLWC SPNM −  are used as a optimal configuration for TLWC-SPN, the optimal WC cost 
, TLWC SPNoptWcCost − , is expressed in (4.29). The switch cost, TLWC SPNoptSwCost − , is 
expressed in (4.30) 
m
m
,min{min |  for all }
( / )     ,  1
/                  ,  1




K S M N S





 + >=  =
  (4.29) 
m m( ) ( )TLWC SPN TLWC SPNTLWC SPNoptSwCost NK M NK M− −− = + × +   (4.30) 
Similar to the analysis of TLWC-SPF we will compare the cost of both WC 
and switch of TLWC-SPN with FWC and CWC-SPN. Setting CWC-SPN as a 
comparison standard is because CWC-SPN also uses SPN mode to share CWC, and 
the switch architecture of both TLWC-SPN and CWC-SPN are quite similar. The 
theoretical analysis will show that if using TLWC-SPN, the costs of both WC and 
switch can be saved compared to FWC and/or even CWC-SPN. As shown in the 
above figures the theoretical results coincide with simulation results very well, and 
only theoretical results will be presented in the following. 
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The saving of WC of TWC-SPN against FWC, 1
TLWC SPNθ − , is expressed in 
(4.31), where FWCWcCost  is obtained via (3.1). The saving of WC against CWC-
SPN, 2
TLWC SPNθ − , is expressed in (4.32), where min CWC SPNWcCost −  is obtained via 
(3.26). The saving of switch of TWC-SPN against CWC-SPN, 3
TLWC SPNθ − , is 
expressed in (4.13), where min CWC SPNSwCost −  is obtained via (3.27) 
1 (1 ) 100%




θ − −= − ×     (4.31) 
2 (1 ) 100%min






= − ×     (4.32) 
3 (1 ) 100%min






= − ×     (4.33) 
 
The final set of results focuses on WC and switch savings made possible by 




































Figure 4-12: Saving of wavelength conversion of TLWC-SPN against FWC under 
different number of fibers, symmetric traffic at 0.8ρ = . 



































Figure 4-13: Saving of wavelength conversion of TLWC-SPN against CWC-SPN, 




Figure 4-12 and Figure 4-13 illustrate the theoretical plot of 1
TLWC SPNθ −  and 
2
TLWC SPNθ −   respectively under different number of output fibers at high loading 
scenario 0.8ρ = . It is clear from these two figures that with increasing K, the WC 
savings increases. The exception to this is in Figure 4-12 (comparison with FWC) 
for the scenario N large and K small. There is a reason for this: when N is large and 
K is small, the optimal combination of TLWC-SPN is that more CWCs are required 
to cover the lack of PWC range (due to small K). Therefore, the cost of TLWC is 
dominated by CWCs. This explains why savings curves of TLWC-SPN decreases 
under this scenario, as shown Figure 3-14, where we can see that the using of only 
CWC will cause the saving to decrease against the increasing of K. When K is 
increases the optimal combination of TLWC-SPF need fewer number of CWC but 
with a higher PWC range. Therefore, the cost of TLWC-SPN is dominated by PWC. 
Thus, the saving of WC increases again. On the other hand, for small N, the CWC 
saving feature is always dominated by PWC. That’s why the saving of WC always 
increases against K for small N. 
From Figure 4-12 it is clear that about 60% wavelength converter savings 
can be achieved for a  32-wavelength TLWC-SPN node compared to a FWC node 
for N=16. Wavelength converter saving against CWC-SPN, i.e 2
TLWC SPNθ −  is shown 
in Figure 4-13. About 40% wavelength converter savings can be achieved 
additionally in TLWC-SPN.  
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Figure 4-14: Saving of wavelength conversion of TLWC-SPN when N=8 for 
different load, compared to FWC  
































Figure 4-15: Saving of wavelength conversion of TLWC-SPN when N=8 for 




Figure 4-14 and Figure 4-15 illustrate the theoretical plot of 1
TLWC SPNθ −  and 
2
TLWC SPNθ −   respectively, under different load. Figure 4-14 shows that after suffering a 
slight dip in WC cost savings, the WC cost saving increases with increasing K. The 
reason for the slight dip is similar to the reason provided for Figure 4-12. Figure 
4-15 also shows similar levels of relative cost saving compared to Figure 4-13 are 
seen to be achievable. 




































Figure 4-16: Switch saving of TLWC-SPN when N=8 for different load compared 
to CWC-SPN model 
 
Finally, Figure 4-16 illustrates switch fabric saving of TLWC-SPN compared 
to CWC-SPN, i.e., 3
TLWC SPNθ −  in (4.33). Figure 4-16 shows that by using TLWC-SPN 
nearly half of switch can be saved even at high load scenario. Figure 4-16 also 
shows that saving of switch at high load is even better than at low load. This is 
because at high load optS  is larger, so that mTLWC SPNM −  is significantly fewer than 
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CWC SPNM − ; at low loads optS  is smaller, so that CWC SPNM −  is comparable to 
CWC SPNM − . 
 
4.4 Comparison of TLWC-SPF/SPN and CWC-SPF/SPN 
Till now, all five NFWC architectures have been contributed and studied. 
The results show that PWC-only architecture is not suitable to achieve similar 
performance as FWC. Therefore in this section, we will compare the cost of both 
switch and WC for the remaining of the four architectures: CWC-SPF, CWC-SPN, 
TLWC-SPF, and TLWC-SPN. 
For this comparison we use normalized cost function which is compared to 
the cost of FWC. For WC cost we use cost per fiber, while for switch cost we use 
the overall switch cost. The followings are the switch and WC cost of FWC. 
FWCWcCost K K= ×  
FWCSwCost NK NK= ×  
Then, we will compare the costs of all the four architectures based on the 


























































− =    (4.41) 
From the above equations it can be seen that all normalized switch costs are 
larger than unity, while all normalized WC costs are less than unity. Figure 4-17 and 
Figure 4-18 show the theoretical normalized costs of WC and switch respectively, 
for N=8, 0.8ρ = . Figure 4-17 shows that TLWC-SPN always uses least WC cost, 
and CWC-SPN uses second-least WC cost when K is smaller. In contrast, TLWC-
SPF will use second-least WC cost when K is larger. CWC-SPF always uses most 
WCs. In addition, the WC cost of TLWC-SPF/SPN tends to decrease with 
increasing K, while CWC-SPF/SPN tends to increase. Such observations are 
consistent with the trend shown in Figure 3-6 for CWC-SPF, Figure 3-14 for CWC-
SPN, Figure 4-5 for TLWC-SPF and Figure 4-12 for TLWC-SPN. 
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Figure 4-17: Normalized WC costs for all four NFWC architectures at N=8, 
0.8ρ =  



































Figure 4-18: Normalized switch costs for all four NFWC architectures at N=8, 




Figure 4-18 shows that TLWC-SPF always uses the least switch cost, and 
TLWC-SPN follows TLWC-SPF closely. CWC-SPN uses the most switch cost, and 
CWC-SPF uses second-most switch cost. The switch cost relationship between 
CWC-SPN and CWC-SPF coincides with our statement in Chapter 1, because SPN 
uses more switch to get the better sharing efficiency of wavelength converters. The 
switch cost relationship between TLWC-SPN and TLWC-SPF substantiates this 
statement as well.  
From both Figure 4-17 and Figure 4-18 we can conclude that because of 
better architecture, TLWC-SPF/SPN always outperforms CWC-SPF/SPN, in terms 
of switch and WC costs. In terms of WC saving, TLWC-SPN is better than TLWC-
SPF; while in terms of switch saving, TLWC-SPF is better than TLWC-SPN. 
Therefore, the choosing between TLWC-SPF and TLWC-SPN will depend on the 
real costs relationship between WC and switch. If cost of WC is dominated, TLWC-
SPN is preferable; if cost of switch is dominated, TLWC-SPF is better.  
 
4.5 Summary of TLWC 
In this chapter, a novel two-layer wavelength conversion optical switching 
node operating in both share-per-fiber and share-per-node architectures, TLWC-SPF 
and TLWC-SPN, is contributed. In TLWC, PWC is used as the first layer to perform 
Near-WC and CWC is used as the second layer to perform Far-WC; thus the 
combination is more efficient than the CWC-SPF/SPN architectures.  
For TLWC-SPF a two-dimensional Markov-chain analysis was presented to 
provide a tight lower bound theoretical drop performance of the TLWC-SPF 
architecture. Numerical studies demonstrated the closeness of the theoretical results 
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with actual simulated results, and also demonstrated how the theoretical results can 
be used to design TLWC-SPF nodes to achieve the best possible wavelength 
conversion savings compared to FWC architecture and CWC-SPF architecture. If 
compared to the FWC node, as high as 40% wavelength converter savings with 
TLWC-SPF can be achieved even at high load. If compared to CWC-SPF, TLWC-
SPF architecture can achieve as high as 35% wavelength converter savings even in 
high load scenarios like 0.8ρ = . Finally, although the TLWC-SPF node has similar 
switch fabric architecture with the CWC-SPF node, the TLWC-SPF can save around 
30% switch fabric because TLWC-SPF uses fewer CWCs. 
A multi-dimensional Markov-chain describing the mechanics of a TLWC-
SPN system is presented. Due to the complexity of multi-dimensional Markov chain 
analysis a set of methods namely, Randomized States, Self-Constrained Iteration 
with Sliding Window Update, were used. These methods dramatically reduce the 
multi-dimensional problem to a numerically tractable problem where a series of 
seemingly unrelated two-dimensional Markov chain problems are solved. Numerical 
studies demonstrated the closeness of the theoretical results with actual simulated 
results, and how the theoretical results can be used to design TLWC-SPN nodes to 
achieve the best possible wavelength conversion savings compared to FWC and 
CWC-SPN. Our numerical results demonstrated that WC savings as high as 80% 
can be achieved for low load conditions like 0.4ρ =  and sometimes as high as 55% 
for high load conditions like 0.8ρ = , compared to FWC. If compared to CWC-SPN, 
TLWC-SPN can save 40% more than CWC-SPN. Finally, although the TLWC-SPN 
architecture has similar switch fabric structure with the CWC-SPN node, the 
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TLWC-SPN node can save more switch cost since the TLWC-SPN uses fewer 
CWCs than CWC-SPN. The saving percentage is between 30-50%. 
Comparison between TLWC-SPF and TLWC-SPN shows that the TLWC-
SPN architecture always saves more WC than the TLWC-SPF architecture at the 
expense of a slightly more switch fabric costs.  
 
4.6 Network performance evaluation for NFWC architectures 
So far, performance evaluations for all NFWC architectures have been 
limited to a single node scenario. In this section, simulation results on NFWC 
architectures employed in a network environment are demonstrated. 
The network environment of choice is the well-known NSF network of 
Figure 4-19 with asymmetrical traffic. Every node pair has a traffic flow, and the 
traffic intensity of the flow is proportional to the population density corresponding 
to the pair of the cities which the nodes represent. All nodes in the NSF network act 
as core nodes (i.e. forwards traffic originating from other nodes) as well as act as 
edge nodes (traffic originates or terminates from/into the node). Each flow finds a 
route to the destination by a shortest-path algorithm. For a particular load scenario, 
the relevant theoretical analysis model (as already presented in the previous 
sections/chapters) is used to calculate an optimal WC configuration to achieve 
similar performances as a FWC node. This WC configuration is then used to 
simulate the network performance. In this network-wide simulation, four NFWC 




Figure 4-19: NSF network topology 
Figure 4-20 shows the NSF network’s overall drop probability, defined as 
the ratio of overall dropped data in the network to the overall data fed into the 
network. The “load factor” used in this figure is not the same as the load factor used 
in previous chapters. This parameter is used to indicate the whole network’s traffic 
intensity rather than the traffic load at each individual node. From this figure, it is 
noticed that with the optimal WC configurations employed in all the four NFWC 
architectures, there is not much differences in the drop performances. While the 
FWC architecture always achieves the lowest drop probability, the performance of 
the optimized NFWC architectures is not far from that of the FWC architecture. It 
should be noted that the optimal WC configuration for each node was designed 
independently of other nodes. As the traffic intensity for each node is known a 
priori, the usual threshold drop probability measure was used in each node to obtain 
its optimal WC configuration. This means that the WC optimization procedure for 
an individual node can just as well be applied in a network scenario. 
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Figure 4-21 shows the WC costs of the four NFWC architectures under the 
same simulation scenario as Figure 4-20. From the figure, we can find that the WC 
costs of the four NFWC architectures are different. The savings order beginning 
from the architecture with the highest saving is: TLWC-SPN, CWC-SPN, TLWC-
SPF and CWC-SPF. The WC cost of TLWC-SPN is the lowest and this is consistent 
with our observation in Section 4.5. The reason why TLWC-SPF does not 
outperform CWC-SPN (as it is shown in Section 4.5) in the network-wide 
simulation scenario is as follows. The traffic load used in this simulation is not high, 
consequently, the sharing efficiency in CWC-SPN is very high, and this is coupled 
with the fact that the WC cost of CWC-SPN is lower than that TLWC-SPF. In 
addition, we can see that when the load increases, the cost of TLWC-SPF is shows a 
decreasing trend while the cost of CWC-SPN is always increasing. As the load 
factor increases, the savings in TLWC-SPF will eventually catch up with the savings 
in CWC-SPN. 
In Figure 4-21, it is noted that when the load is extremely low, the WC costs 
of TLWC-SPN and CWC-SPN are very close. This is because when the load is low,  
optS  in TLWC-SPN tends to be 1, which means the optimal configuration of TLWC-
SPN tends to be CWC-SPN.  
Figure 4-22 illustrates the switch cost of the NFWC architectures under the 
same simulation scenario as Figure 4-20. The results are consistent with earlier 
results presented in Figure 4-18 where it was demonstrated that TLWC-SPF can 
save the most switch costs compared to all other architectures. 
Table 4-1 shows the WC configuration of NSF network when load factor is 3. 
The average number of CWC and the average range of PWC are shown in the table. 
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From the table, we can find that CWC-SPN architecture uses much less number of 
CWCs than CWC-SPF, since SPN architecture has better sharing efficiency. 
However, we cannot find similar scenario for TLWC, where the number of CWCs 
used in TLWC-SPN is much higher than TLWC-SPF. This is because in TLWC-
SPF, larger range of PWC is used to compensate less number of CWCs. In overall 
by using the optimal configuration of PWC and CWC, the cost of TLWC-SPN is 
still better than TLWC-SPF, which is consistent with the results in previous sections.  
From the network-wide simulations, it is clear that the single node theoretical 
analysis method can just as well be used in a network scenario. It is clear from the 
network-wide simulations that with the new cost saving NFWC architectures, 
similar performances as the FWC architecture can be achieved with WC costs just a 
fraction of the WC costs associated with the FWC architecture.  




























Figure 4-20: The overall drop probability of NSF network for different load and 






























Figure 4-21: Normalized WC cost in NSF network for different load 
 





























Table 4-1: Comparison of WC configuration for different NFWC architectures 
under load factor =3 in NSF network 
 FWC CWC-SPF CWC-SPN TLWC-SPF TLWC-SPN 
Average 
number of 
CWC per link 
16 10.5476 4.9286 2.9286 3.3333 
Average range 
of PWC 





5 Conclusions and Future Research 
5.1 Conclusions 
There are two major objectives in the work reported in this thesis. The first is 
to design a new NFWC architecture which can save more wavelength converters, 
compared to existing architectures like PWC-only, CWC-SPF and CWC-SPN. By 
combining PWC and CWC into a single architecture, we obtain a novel architecture 
called two-layer wavelength conversion (TLWC). In the TLWC architecture, PWCs 
available for each input wavelength form the first layer; while CWCs using some 
sharing policies form the second layer. According to different sharing policies, there 
are two kinds of TLWC: TLWC-SPF and TLWC-SPN. By assigning Near-
wavelength conversion responsibilities to the PWC layer and Far-wavelength 
conversion responsibilities to the CWC layer, the cost of WC can be saved 
dramatically, compared to CWC-SPF/SPN architectures. When the cost of WC is 
reduced the switch fabric cost can also be further reduced. Therefore, TLWC-
SPF/SPN savings always outperform CWC-SPF/SPN savings. 
The other major objective of the work reported in this thesis is the 
development of a set of theoretical models under asynchronous traffic for different 
Non-Full wavelength conversion architectures. These include PWC-only, CWC-SPF, 
CWC-SPN, TLWC-SPF, and TLWC-SPN architectures. This has been achieved 
using Markov chain analysis. For the PWC-only architecture, both upper and lower 
bounds drop performance of the system were presented. Two-dimensional Markov 
chain analyses were contributed to achieve exact theoretical results and tight lower 
bound theoretical result for CWC-SPF and TLWC-SPF architecture respectively. 
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For both CWC-SPN and TLWC-SPN architectures, a new multi-plane Markov chain 
analytical model using Randomized States (RS) method, Self-Constrained Iteration 
and Sliding-Window Updating, were contributed to solve for the solution. 
Numerical results demonstrated that the contributed model was able to predict 
accurately how many wavelength converters can be saved using TLWC architecture 
compared to the FWC architecture. 
In view of all the results presented in the earlier chapters, the following 
Table 5-1 compares all these five possible NFWC architectures, in terms of WC cost, 
switch fabric cost, and drop performance. From the table, we conclude that TLWC-
SPN has the lowest WC cost, with an acceptable switch cost, and may be the best 
choice among all possible NFWC architectures.  
Table 5-1: Comparison of all NFWC architectures 
Architectures Switch Cost WC Cost Performance 
PWC-only Low High Poor 
CWC-SPF Middle Middle-high Good 
CWC-SPN High Middle Good 
TLWC-SPF Low-Middle Low-middle Good 
TLWC-SPN Low-Middle Low Good 
 
The theoretical analytical models contributed in this thesis are also helpful 
for the OS designer to predict the performance of NFWC architectures and obtain 




5.2 Future research  
5.2.1 Theoretical analysis of synchronous traffic for TLWC-SPF/SPN 
architectures  
Another important traffic scenario often encountered in OS networks is the 
synchronous slotted traffic. Currently, analysis for the TLWC-SPF/SPN architecture 
under synchronous slotted traffic is not available. This work may be similar to the 
theoretical work on CWC-SPF/SPN under synchronous slotted traffic by Eramo in 
[77]-[80]. We expect that the WC saving percentage of TLWC-SPF/SPN under 
synchronous slotted traffic to be similar to the WC saving percentage under 
asynchronous traffic.  
 
5.2.2 Theoretical analysis of NFWC when FDL is used.  
Currently, all NFWC architectures assume a bufferless environment, which 
means no FDL is used. However, FDL is one essential device being used to resolve 
contentions due to lack of wavelength or lack of WC for OPS and OBS 
technologies. Therefore, it is important to analyze the performance of NFWC + 
FDL, as a kind of contention resolution method.  
There are two possible methods to include the effect of the FDL. Firstly, let 
FDL be another dimension in the Markov chain to represent usage of the FDL for a 
particular wavelength. Secondly, assume FDL to be similar to a traditional buffer, 
which can delay data for any random time. Therefore, the FDL is a part of the 
queuing model while the current analytical model in this thesis represents the service 
model. The combination of the queuing model and service model is the new model 
to be analyzed. The first method may give better results than the second one, 
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because the assumption that the FDL is considered as a traditional buffer may 
introduce some discrepancies. However, the second method may be more easily 
analyzed, because the first method requires more Markov state dimensions which 
are expected to increase the complexity of the analysis.  
 
5.2.3 The Impact of Switching Fabric on NFWC architectures 
In this thesis, we use crossbar switch fabric throughout. This is because the 
crossbar is a simple and non-blocking switch fabric, which can simplify our analysis 
and can be used as a common comparison platform for all five NFWC in this thesis. 
However, the complexity of crossbar is the multiplication of the number of input and 
output port, such that the cost of the switches becomes very high when number of 
ports is large. Therefore, in order to reduce the cost of optical switching when 
NFWC architecture is used, some recent research works have shown in [90][91][92] 
that the switch and wavelength converter can be considered as whole and multi-
stage non-blocking switching can be used, such that the cost of both WC and switch 
can be reduced significantly.  
Therefore, in future, we will study and propose some multi-stage non-
blocking switch fabrics with wavelength converter inside, especially for our new 
TLWC architectures. Some theoretical analysis can also be carried out to evaluate 








The objective of this appendix is to show that the Markov chain state 
diagram analyses for PWC-only, CWC-SPF, CWC-SPN, TLWC-SPF and TLWC-
SPN contributed in this thesis do not require any restrictive assumptions on the 
optical data size distribution. It should be noted that in the theoretical and numerical 
sections of this paper, the optical data size is stated to be of general distribution. In 
the following analysis, the term “server” is used instead of wavelength. The two 
terms are clearly interchangeable and the reason for using “server” is to be 
consistent with more familiar terms used in the field of queuing system. We use K as 
the number of servers (or number of wavelengths in the thesis) available in the 
system. 
 
A.1 M/G/K/K ErlangB loss formula 
We begin with the well known M/M/K/K Erlang B model. Let n represent the 
state where there are n servers in service currently (i.e., n wavelengths in use). 
Therefore, the Figure A-1 shows the state transition diagram of M/M/K/K. Thus the 
state probability nP  of state n, from any queuing theory textbook [76], can be 
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Figure A-1: M/M/K/K state transition diagram. 
 
Since the service time distribution is linearly proportional to the data size 
distribution, we now consider service time distribution. Let X be the random variable 
representing the service time of a server, and let ( )g t  and 
0
( ) ( )
t
G t g x dx= ∫ , be the 
associated pdf (probability density function) and cdf (cumulative distribution 
function) of X. Define ( ) 1 ( )G t G t= −  to be the tdf (tail distribution function), 
[ ] ( )E X G x dx= ∫  to be the average service time. The hazard rate function is thus 
given by ( ) ( ) / ( )t g t G tυ = . The arrival process is Poisson and we assume the arrival 





Well known theorem A-1: The steady state probabilities of the M/G/K/K system is 
the same as the M/M/K/K system. 
Proof 
The proof is obtained from [89] but re-printed here as many parts of this 
proof will be used to prove that the analyses model contributed in the thesis are also 
independent of the service time distribution.  
The state, at any time, of the M/G/K/K system can be defined to be the 
ordered ages of the data in service at that time. That is, the state will be 
1 2( , ,.... )nx x x x= , 1 2 .... nx x x≤ ≤ ≤ , if there are n servers in service (or n wavelength 
as used in this thesis), the most recent on having arrived 1x  time units ago, the next 
most recent arrived being 2x  time units ago, and so on. This ordering makes x  be 
unique without duplications. Therefore, the process of successive states will be a 
Markov process in the sense that the conditional distribution of any future state 
given the present and all the past states, will depend only on the present state.  
We will attempt to obtain the state probability density 1 2( ) ( , ,.... )np x p x x x= , 
where 1 n K≤ ≤ , and system empty probability ( )P φ . For any state x , let 
1 1 1( ) ( ,... , .... )i i i ne x x x x x− += . Now the state x  will instantaneously go to ( )ie x  with 
probability density equal to ( )tυ . Similarly the state ( )ie x  will instantaneously go to 
x  with probability density ( )ig xλ . Hence, according to the Markov chain state 
transition law 
( ) ( ) ( ( )) ( )i ip x t p e x g xυ λ=      (A.3) 
145 
 
( ) ( ( )) ( )i ip x p e x G xλ=      (A.4) 
Letting i=1 and iterating the above yields 
 
1 1
1 2 2( 1
1
( ) ( ) ( ( ))
       ( ) ( ) ( ( )))
       .....




p x G x p e x










    (A.5) 







{  in the system} ( ) .... ( ) ...
( ) .... ( ) ...
!












P n P G x dx dx dx
P G x dx dx dx
n










∏∫ ∫ ∫ ∫
∏∫ ∫ ∫ ∫ (A.6) 
By using  
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We can obtain 
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We find that this formula is exactly same as the results from M/M/K/K 




The above proof demonstrates that the steady state probabilities of the 
M/M/K/K model are the same as the steady state probabilities of the M/G/K/K model. 
This means that any analysis with exponential service distribution equally applies to 
general service distribution. However, it should be noted that the proof of 
equivalence for the M/M/K/K and the M/G/K/K model began as separate and 
unrelated sub-proofs and the final result just happens to be identical.  
A.2 The superset TLWC-SPN model 
 
It is noted that the TLWC-SPN Markov chain model is the most complicated 
and most demanding analytical model derived in the thesis. The other models like 
PWC-only, CWC-SPF, CWC-SPN and TLWC-SPF are all simpler models of the 
TLWC-SPN model. Rather than offering similar type of proofs for each of these 
models, we reduce verbosity by just considering the proof for the TLWC-SPN 
model. It should be obvious to the reader that the TLWC-SPN proof on its 
applicability to general size distribution is also just as relevant to the simpler PWC-
only, CWC-SPF, CWC-SPN and TLWC-SPF models. 
Now, the TLWC-SPN Markov chain analytical model presented in section 
4.3 is not M/G/K/K but p-M/G/K/K where p stands for “probabilistic” (more on this 
later). The associated analytical contribution is based on a p-M/M/K/K model. While 
it has been shown that M/M/K/K and M/G/K/K are equivalent in their steady state 
probabilities, it is inappropriate to use this result to infer equivalence for p-M/G/K/K 
and p-M/M/K/K systems. Hence in the following sections, we define the p-M/G/K/K 
and p-M/M/K/K systems and a rigorous proof is provided to demonstrate the 




A.3  Probability drop multi-server queue 
Assume the arrival process is still Poisson and the service time is general 
distribution. The p-M/G/K/K model is described as follows: when there are n 
( n K< ) data in service and a new data arrival, the data can be admitted into system 
with a probability nβ , which is not related to service time (data size) distribution. If 
the service time distribution is exponential, we term it as p-M/M/K/K. The TLWC-
SPN architecture conforms to the p-M/G/K/K model as follows: when an optical 
data arrive and there are n ( n K< ) wavelengths in use, it is only with some nβ  
probability that the optical data may be served by an available wavelength. The nβ  
probability is the probability that there is an available wavelength converter which 
can be used to convert the optical data to one of the available wavelengths. A 
theorem will be provided later to demonstrate that the nβ  probability in the TLWC-
SPN model is indeed independent of the service time distribution. In the following, 
we will demonstrate that p-M/M/K/K has same steady probabilities with p-M/G/K/K, 
and we also will demonstrate that the Markov chain analysis in the thesis can be 
modeled as p-M/G/K/K. 
The steady state probabilities of the p-M/M/K/K can be analyzed using the 
Markov chain state transition diagram as illustrated in the following figure. The 























 = ≤ ≤ + =∑
     (A.9) 
0
1









= =∏     (A.10) 
 
Theorem A- 1: The steady state probabilities of the p-M/G/K/K system is the same 
as the p-M/M/K/K system 
Proof 
Using the same method for proving equivalence between the M/M/K/K and 
the M/G/K/K system, we replace λ  in (A.3) and (A.4) with nλβ , and obtain  
( ) ( ) ( ( )) ( )i n ip x t p e x g xυ λβ=      (A.11) 
( ) ( ( )) ( )i n ip x p e x G xλβ=      (A.12) 
Therefore, using the same progression as illustrated from (A.5) to (A.8), we 
obtain 
1
























= =∏    (A.14) 
where it is clear that (A.14) is identical with (A.10). Hence the p-M/G/K/K 
system has the same steady-state probabilities as the p-M/M/K/K system. 
End proof 
 
A.4 Applicability to General data size distribution 
We now complete the proof for the applicability of the TLWC-SPN structure to 
general data size with the following Theorem: 
 
Theorem A- 2: The nβ  probability in the TLWC-SPN structure is independent of 
the service time distribution. 
Proof: 
 We begin the proof with 2 important observations 
Observation A-1:  The occupancy distribution characteristics of a CWC (complete 
wavelength converter) in a TLWC-SPN node is a subset of the occupancy 
distribution characteristics of a “server” (i.e. wavelength). The observation is rather 
obvious since: (a) if an optical data arrives and it is admitted, it will definitely 
request one “server” (wavelength), but it may not request a CWC; (b) if a CWC is 
used or released by one optical data, a “server” must be used or released at same 
time. In other words, at all times, the number of servers in use is always larger or 
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equal to the number of wavelength converter in use. In addition, if there should be a 
CWC in use, it is without doubt that there is also a server in use that is directly 
responsible for the use of that CWC. 
Similarly, the following observation, related to the use of a PWC to near-
convert an optical data in a TLWC-SPN node, is also obvious: 
Observation A-2:  The occupancy distribution characteristics of a PWC (partial 
wavelength converter) in a TLWC-SPN node is also a subset of the occupancy 
distribution characteristics of a “server” (i.e. wavelength) 
 Now, we can write the nβ  probability in terms of TLWC-SPN parameters as 
follows:  
(1 ) {number of used CWC M| n wavelengths in use}n n nPβ α α= − + <  (A.15) 
where nα  is the probability that a PWC is all used up (see Section 2.2). It is clear 
from (A.15) that by virtue of Observation A-1 and Observation A-2, none of the 
parameters are related to the service time distribution. If any of the parameters in 
(A.15) are related, then they are only solely related to the “servers” (i.e. 
wavelengths) of the TLWC-SPN system. 
End proof 
 Finally, the following theorem sums up all the work in this Appendix: 
Theorem A- 3: The multi-dimensional Markov chain analysis and RS method for 




 From Theorem A-2, we know nβ  in (A.15) has nothing to do with the 
service time (data size) distribution, therefore, it means the result of TLWC-SPN 
with general service time (data size) distribution is the same as Exponential data size 
distribution (by virtue of Theorem A- 1). 
 Thus, any method, which obtain results for the Exponential service time 
(data size) model, e.g. multi-dimensional Markov chain model and RS/SCI methods, 
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