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Neural networks as a prognostic tool
in critically ill patients
Summary. From 1. 11. 93 to 30. 3. 97, 1149 patients were
prospectively studied during their ICU stay. Of
them,114 met the criteria of septic shock, with lethality
of 47.3%. A neural network was trained with datasets
from 91 of these 114 patients. Testing the trained neural
network with the remaining 23 patients, the following
result was obtained: all 10 patients dying from septic
shock were correctly predicted; of 13 surviving patients,
12 were correctly identified (sensitivity 100%; specifity
92.3%).
Key words: Neural network ± Critically ill patients.
Zusammenfassung. Im Zeitraum 1. 11. 1993 bis 30. 3.
1997 wurden 1149 allgemeinchirurgische Intensivpa-
tienten prospektiv erfaût, von denen 114 die Kriterien
des septischen Schocks erfu Èllten. Die Letalita Èt der Pati-
enten mit einem septischen Schock betrug 47,3%.
Nach Training eines neuronalen Netzes mit 91 (von ins-
gesamt n = 114) Patienten ergab die Testung bei den
verbleibenden 23 Patienten bei der Beru Ècksichtigung
von Parametervera Ènderungen vom 1. auf den 2. Tag
des septischen Schocks folgendes Ergebnis: Alle 10 ver-
storbenen Patienten wurden korrekt als nicht u Èberle-
bend vorhergesagt, von den 13 U È berlebenden wurden
12 korrekt als u Èberlebend vorhergesagt (Sensitivita Èt
100%; Spezifita Èt 92,3%).
Schlu Èsselwo Èrter: Neuronales Netzwerk ± Prognose ± In-
tensivpatient.
In der Intensivmedizin wird die Letalita Èt der Patienten
hauptsa Èchlich davon bestimmt, ob es zur Ausbildung ei-
nes Multiorganversagens (¹multiple organ failureª,
MOF) kommt und wie schwer dieses ausgepra Ègt ist [7,
17, 29]. Nach einer Studie von Knaus et al., in der
2719 Patienten mit Versagen eines oder mehrerer Or-
gansysteme untersucht wurden, ergab sich eine Letalita Èt
von 22% fu Èr Patienten, bei denen nur an einem einzi-
gen Tag das Versagen eines einzelnen Organsystems re-
gistriert wurde. Wenn 2 oder gar 3 Organsysteme be-
troffen waren, stieg die Sterblichkeitsrate auf 52 bzw.
80% an [22].
Zum Zweck der Verlaufsdokumentation und gerade
auch zur prognostischen Einscha Ètzung in der fru Èhen Be-
handlungsphase wurden verschiedene Scoringsysteme
entwickelt. Erwa Èhnt seien das APACHE-II-System
(¹acute physiology and chronic health evaluation sy-
stem IIª) [23, 24, 26]), der MOF-Score [18], der ¹Sepsis-
score von Elebute und Stonerª [19], der ¹Mannheim-
Peritonitis-Indexª (MPI) [30] und der ¹injury severity
scoreª (ISS) [2].
Die vorliegende Problematik, Verla Èufe von ver-
schiedenen Variablen eines Patienten zu beurteilen
und die zuku Ènftige Entwicklung vorherzusagen, ent-
spricht der allgemeinen Problematik einer Zeitreihen-
analyse [6].
Ein wichtiger, methodisch relevanter Bereich fu Èr
eine Zeitreihenanalyse ist z.B. die Vorhersage von Ak-
tien- und Wechselkursen mit Hilfe verschiedener Varia-
blen wie Aktienindex, Dollarkurs und anderen Wirt-
schaftszahlen. Im Unterschied zu konventionellen Me-
thoden wie Fourrier-Analyse oder gleitenden Mittel-
werten beruhen diese Erfolge auf dem Einsatz von ad-
aptiven Systemen, speziell ku Ènstlicher neuronaler Net-
ze. Dazu wird ein Netz mit den bekannten Daten trai-
niert, bis es nicht nur in der Vergangenheit die richtige,
bekannte Vorhersage macht, sondern auch bei aktuel-
len Werten eine ausreichende Genauigkeit erreicht.
Die dazu verwendeten Netze lassen sich als Approxi-
mationsnetze bezeichnen, da sie als Aufgabe haben, fu Èr
einen Satz von vorgegebenen Parametern den dazuge-
ho Èrigen Funktionswert einer unbekannten Funktion
mo Èglichst gut zu approximieren. Diese Technik der
neuronalen Netze wird in vorliegender Arbeit fu Èr die
Prognoseabscha Ètzung chirurgischer Intensivpatienten
eingesetzt.
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Neuronale Netze werden auch als ¹artificial neural networksª be-
zeichnet; es sind informationsverarbeitende Systeme, die aus einer
Vielzahl einfacher ¹Zellenª bestehen und sich Informationen in
Form der Aktivierung der Zellen u Èber gerichtete Verbindungen
zusenden (Analogie zu Aktionspotentialen bei ¹richtigenª Neuro-
nen).
Die Grundelemente oder Neuronen sind (in der Regel) in
Schichten organisiert, wobei jedes Neuron mit den Neuronen der
nachgeschalteten Schichten verbunden ist.
Die verschiedenen Netze unterscheiden sich, je nach Einsatz-
gebiet in verschiedenen Aspekten, verschiedene Eigenschaften
sind aber bei allen heute gebra Èuchlichen neuronalen Netzen zu fin-
den:
· neuronale Netze ¹lernenª durch Erfahrung;
· sie sind insbesondere gut verwendbar in Bereichen, wo die kon-
ventionelle Statistik versagt: bei komplexen, nicht-linearen Pro-
blemen;
· die zur Erreichung optimaler Ergebnisse notwendige Fallzahl
ha Èngt von der Art des zu lo Èsenden Problems und der Zahl der Ein-
gangsvariablen ab.
Die heute gebra Èuchlichsten Typen neuronaler Netze sind das
¹multilayer-perceptronª, die ¹radial-base-functionª und das Koh-
onennetzwerk. In unserer Auswertung wurden die ersten beiden,
also das ¹multilayer-perceptronª und die ¹radial-base-functionª
verwendet.
Wie schon weiter ober erwa Èhnt, sind neuronale Netze beson-
ders gut geeignet fu Èr komplexe, nicht-lineare Probleme.
Wa Èhrend in der konventionellen Statistik die Anforderungen
an die auszuwertenden Daten sehr hoch sind (es muû lineare Zu-
sammenha Ènge geben und Stichproben mu Èssen in der Regel stan-
dardnormalverteilt sein, was in der Medizin fast nie vorkommt),
sind neuronale Netze hier wesentlich anspruchsloser: Auûer der
Repra Èsentativita Èt der Daten gibt es kaum weitere Anforderungen.
Wenn man nun ein neuronales Netz zu einem bestimmten
Zweck erstellen will, so beno Ètigt man hierfu Èr die in Abb.1 aufge-
fu Èhrten Schritte.
Bei der Vorbereitung der Daten gilt es, die beno Ètigten Fallzah-
len zu beru Ècksichtigen. Diese ha Èngen von der Zahl der relevanten
Eingangsvariablen und der Zahl der mo Èglichen Ergebnisklassen
(also z.B. U È berleben/Nichtu Èberleben) ab. Als Faustregel kann
man von folgenden Zahlen ausgehen:
· Die Anzahl der Datensa Ètze sollte 10mal der Anzahl der Ein-
gangsgewichte der Neuronen (Anzahl der Eingangsvariablen) ent-
sprechen.
· Die Anzahl der Trainingsdatensa Ètze sollte bei n Eingangsvaria-
blen und m Ergebnisklassen wenigstens 5 x (n + m) betragen.
Auch muû man darauf achten, daû die Ha Èufigkeitsverteilung der
Datensa Ètze in bezug auf die Ergebnisklassen nicht zu ¹schiefª ist,
d.h. wenn es 2 mo Ègliche Ergebnisse gibt (z. B. U È berleben/ Nicht-
u Èberleben oder ma Ènnlich/weiblich) sollten auch etwa gleich viele
Datensa Ètze dieser Kategorien verwendet werden. Ansonsten be-
steht die Gefahr, daû das neuronale Netz nicht die Muster der indi-
viduellen Gruppen lernt, sondern lediglich die Ha Èufigkeitsvertei-
lung der beiden Gruppen zueinander. Bei mehr Ergebnismo Èglich-
keiten wird entsprechend verfahren.
Eine schiefe Verteilung kann falls no Ètig z.B. dadurch korrigiert
werden, daû man u Èberza Èhlige Fa Èlle der einen Kategorie wegla Èût
oder, besser, indem man Fa Èlle der Kategorie in der Unterzahl so-
lange kopiert, bis ein ausgeglichenes Ergebnis erzielt wird. Es er-
ho Èht sich hiermit zwar nicht die Modellgu Ètefu Èr die Gruppe in der
Minderzahl, es lassen sich aber mehr Informationen aus den ande-
ren Gruppen verarbeiten, was besonders bei kleinen Datenbesta Èn-
den nu Ètzlich ist. Zu einer Verfa Èlschung des Modells kommt es hier-
bei aber nicht (in der konventionellen Statistik wa Ère dies der Fall).
Ein weiteres Problem, das beru Ècksichtigt werden muû, ist die
Gefahr des ¹U È bertrainingsª. Ein U È bertraining des neuronalen
Netzes wu Èrde bedeuten, daû es zwar die Daten, mit denen es trai-
niert wurde, von den Ergebnissen her exakt abbildet, es aber,
wenn es die Ergebnisse anderer Datensa Ètze vorhersagen soll, vo Èl-
lig versagt. In diesem Fall wa Ère dem Netz die Fa Èhigkeit zur Gene-
ralisierung des Gelernten, also die U È bertragung auf bis dahin un-
bekannte Fa Èlle verloren gegangen.
Eine Ursache des U È bertrainings kann eine zu hohe Zahl von
Datensa Ètzen oder Eingangsvariablen sein, eine andere eine ungu Èn-
stige Verteilung von Trainings-, Validierungs- und Testdatensa Ètzen.
Man unterteilt, um dies zu verhindern und um eine Kontrolle
u Èber die Vorhersagegenauigkeit des neuronalen Netzes zu haben,
die vorhandenen Datensa Ètze in 3 Gruppen:
Trainingsdatensa Ètze. Sie werden fu Èr das Training des Netzes ver-
wendet.
Validierungsdatensa Ètze.Sie dienen der U È berpru Èfung des gelernten;
sind die Vorhersageergebnisse mit diesen Datensa Ètzen nicht gut
genug, folgt eine weitere Trainingsphase.
Testdatensa Ètze. Sie werden dem neuronalen Netz wa Èhrend der
Trainings- und Validierungsphase vorenthalten (sog. ¹Holdoutsª)
und dann nach Abschluû des Lernprozesses verwendet, um zu pru È-
fen,wie gut dasNetz bis dahin unbekannteFa Èlle, von denen wir die
Ergebnisse aber schon wissen, vorhersagen kann. Es wird hier also
die Fa Èhigkeit des Netzes zur Generalisierung des Gelernten ge-
pru Èft.
Die Einteilung der Datensa Ètze in die 3 oben genannten Gruppen
erfolgt normalerweise nach dem Schema 50: 25: 25, d.h. 50%
Trainingsdatensa Ètze, 25% Validierungsdatensa Ètze usw. Gelegent-
lich kann es sinnvoll sein, von diesem Schema abzuweichen, z.B.
bei sehr groûen oder sehr kleinen Datenbesta Ènden. Die Zuord-
nung der einzelnen Fa Èlle zu den 3 Gruppen sollte nach dem Zu-
fallsprinzip erfolgen; gelegentlich kann die individuelle Zuord-
nung groûen Einfluû auf die Gu Ète der Ergebnisse haben, deshalb
sollte man in der Optimierungsphase des Netzes mit mehreren
Zuordnungen experimentieren, bei welcher man die besten Er-
gebnisse erha Èlt.
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Abb.1. Die Schritte zur Erstellung eines neuronalen NetzesAuch die Art des verwendeten Netzes, ob ¹multilayer-percep-
tron, backpropagation, feed-forwardª oder ¹radial-base-functionª
kann auf die Ergebnisse erhebliche Auswirkungen haben. Gene-
relle Empfehlungen, welche Typen fu Èr welche Probleme am besten
geeignet sind, kann man aber nicht geben. Dies muû man fu Èr jeden
speziellen Fall testen.
Patienten
In einer prospektiven Studie werden seit 1. 11. 1993 alle allgemein-
chirurgischen Intensivpatienten des Klinikums der Johann-Wolf-
gang-Goethe-Universita Èt Frankfurt/Main erfaût. Hierbei werden
pro Tag und Patient bis zu 245 Parameter aus folgenden Kategori-




± Operation und Narkose,
± Therapeutischer und pflegerischer Aufwand,
± Beatmungsparameter und Blutgasanalysen,




± Erna Èhrung (enteral/parenteral),
± Bilanz und CVVH/Dialyse.
Zur Erfassung der Daten wurde das Datenbankprogramm ¹Star-
baseª unter MS Windows 3.11 bzw. Windows '95 verwendet. Die
Speicherung der Daten erfolgte in 12 dBase-IV-Datenbankdatei-
en, entsprechend den oben genannten Kategorien. Als Computer
wurde ein Notebook mit Intel-486-Prozessor und 8 MB RAM ver-
wendet.
Die Auswertung der Daten wurde im wesentlichen mit dem Ta-
bellenkalkulationsprogramm MS Excel 7.0 vorgenommen. Zur
Konstruktion des neuronalen Netzes wurde das Programm ¹Neu-
ral Connectionª (SPSS, Mu Ènchen) verwendet.
Definitionen
Nach der Consensuskonferenz ¹American College of Chest Physi-
cians 1992ª [1]:
¹Systemic inflammatory response syndromeª (SIRS)
SIRS manifestiert sich mit 2 oder mehr der folgenden Bedingun-
gen:
± Temperatur > 38°C oder < 36°C
± Herzfrequenz > 90/min
± Atemfrequenz > 20/min oder paCO2 < 32 Torr ( < 4,3 kpa)
± Leukocyten > 12000, < 4000 oder > 10% unreife Formen
Sepsis
Die systemische Antwort auf eine Infektion. Diese ist mit 2 oder
mehr der folgenden Bedingungen als ein Ergebnis einer Infektion
definiert:
± Temperatur > 38°C oder < 36°C,
± Herzfrequenz > 90/min,
± Atemfrequenz > 20/min oder paCO2 < 32 Torr ( < 4,3 kpa),
± Leukocyten > 12000, < 4000 oder > 10% unreife Formen.
Septischer Schock
Sepsis mit Hypotension trotz ada Èquatem Flu Èssigkeitsersatz zusam-
men mit Perfusionssto Èrungen, die eine Lactatacidose, eine Olig-
urie oder eine akute Vera Ènderung des mentalen Status mitein-
schlieûen sowie der Einsatz von inotropen oder vasopressorischen
Medikamenten zur Korrektur einer Hypotension.
Infektion
Mikrobielles Pha Ènomen, das durch eine inflammatorische Ant-
wort auf die Gegenwart von Mikroorganismen oder durch die In-
vasion normalerweise sterilen Gewebes durch diese Organismen
charakterisiert ist.
Hypotension
Ein systolischer Blutdruck von < 90 mmHg oder eine Reduktion
von mehr als 40 mmHg vom Ausgangswert in Abwesenheit ande-
rer Ursachen fu Èr die Hypotension.
Konstruktion des neuronalen Netzes
NachAnalyse der epidemiologischen Daten derPatienten im Zeit-
raum 1. 11. 1993±30. 10. 1995 (Tabelle 1) wurde ein neuronales
Netz (¹neural connectionª; SPSS, Mu Ènchen) mit folgenden Para-
metern konstruiert: Geschlecht, Alter, Atemfrequenz, FiO2,p O 2 ,
pCO2, pH, maximaler Beatmungsdruck, Leukocyten, TPZ,
Thrombocyten, AT III, Lactat, Kreatinin, Puls, systolischer RR,
Temperatur, Dopamin, Dobutrex, Natriumbicarbonat, CVVH.
Dabei fanden in einem ersten Schritt nur Datensa Ètze von Pati-
enten am ersten Tag des septischen Schocks Eingang in die Be-
rechnungen.
In einem weiteren Schritt wurden die Vera Ènderungen der Para-
meter vom 1. auf den 2. Tag des septischen Schocks fu Èr die Kon-
struktion des neuronalen Netzes verwendet.
Statistik
Der c2- und U-Test nach Wilcoxon, Mann und Whitney (xp < 0,05)
und die Sensitivita Èt und Spezifita Èt werden nach bekannten For-
meln berechnet.
Ergebnisse
Im Zeitraum vom 1. 11. 1993±30. 10. 1995 entwickelten
235 Patienten (43,6%) kein SIRS; 2 Patienten verstar-
ben in dieser Gruppe, 231 Patienten (42,9%) entwickel-
ten ein SIRS, 12 Patienten verstarben in dieser Gruppe
(5,2%), 73 Patienten entwickelten eine Sepsis, davon
52 Patienten einen septischen Schock mit einer Letalita Èt
von 50%. Diese Patienten sind in Tabelle 1 detailliert
analysiert. Der APACHE-II-Wert betrug in der Gruppe
septischer Schock-U È berlebender 23,8 (11±38), bei den
Nichtu Èberlebenden 25,7 (19±33) am 1. Tag des Intensiv-
aufenthalts und ist damit nicht signifikant unterschied-
lich.
Von 1149 Intensivpatienten, die im Zeitraum 1. 11.
1993±30. 3. 1997 erfaût wurden, erfu Èllten n = 114 das
Kriterium septischer Schock mit einer Letalita Èt von
n = 54 (47,3%). Nach Training des Netzes mit 91 Pati-
enten ergab die Testung bei den verbleibenden 23 Pati-
enten eine 93,4%ige richtige Vorhersage. Bei der Be-
ru Ècksichtigung der Vera Ènderungen vom 1. Tag auf den
2. Tag des septischen Schocks gab das neuronale Netz
wiederum nach Training mit 91 Patienten bei den ver-
bleibenden 23 Testpatienten folgende Prognose ab: alle
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u Èberlebend vorhergesagt, von den 13 U È berlebenden
wurden 12 korrekt als u Èberlebend vorhergesagt (Sensiti-
vita Èt 100%; Spezifita Èt 92,3%).
Diskussion
Scoringsysteme werden in der Intensivmedizin ha Èufig
eingesetzt [16, 27, 31]. Die z.Z. verwendeten Scoringsy-
steme, um das U È berleben von Patienten auf Intensivsta-
tionen vorauszusagen, sind hochspezifisch, d.h. sie sa-
gen das U È berleben in ca. 90% voraus, sind aber nicht
sehr sensitiv, d.h. sie sind nur in ca. 50±70% genau, um
den Tod vorauszusagen. Aus diesem Grund gilt die all-
gemeine Empfehlung, daû diese angesprochenen Sco-
ringsysteme nur fu Èr Patientengruppen verwendet wer-
den sollten, fu Èr den individuellen Patienten sind sie
nicht geeignet [28].
Den angesprochenen Scoringsystemen ist gemein-
sam, daû alle eingesetzten Variablen als unabha Èngige
Ereignisse behandelt werden. Dadurch ko Ènnen wertvol-
le Vorhersageinformationen verlorengehen. Durch Ein-
satz der logistischen Regression hat man versucht, die-
sem kritischen Punkt gerecht zu werden, es muû jedoch
konstatiert werden, daû die sehr komplexe Situation,
wie sie fu Èr den Intensivpatienten gilt, dadurch nicht er-
faût werden kann. Gerade hierfu Èr eignen sich neuronale
Netzwerke besonders, weil sie das ¹chaotische Beneh-
menª biologischer Prozesse modellhaft wiedergeben
ko Ènnen [4].
Inzwischen werden neuronale Netzwerke auf einer
Reihe von klinischen Gebieten eingesetzt: Appendicitis
[13], Herzinfarkt [3], in der Analyse von EEG und EKG
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Tabelle 1. Patienten mit septischem Schock; Daten als Mittelwert und Bereich (Zeitraum 1.11. 1993±30.10. 1995)
Lebende Patienten Nicht u Èberlebende Patienten
Gesamtzahl n 26 26
Frauen (n) 11 8
Alter [Jahre] 44,2 (17±75) 61,4 (42±81)a
Ma Ènner (n) 15 18
Alter [Jahre] 52,8 (27±74) 62,4 (24±87)a
Alter (gesamt) 50,4 (17±74) 62,5 (24±87)a
Liegedauer [Tage] 33,4 (7±82) 17,6 (1±77)a
Beatmungsdauer [Tage] 20,4 (0,7±72,5) 15,4 (0,13±75,7)
1.Tag der Beatmung 1,2.Tag der Liegedauer 1,5.Tag der Liegedauer
Pneumonie [Tage] 5,4 (0±32) 3,7 (0±21)
1.Tag der Pneumonie 6,9.Tag der Liegedauer 3,5.Tag der Liegedauer
ARDS [Tage] 2,2 (0±15) 4,2 (0±22)a
ARDS erstmals aufgetreten 5,4.Tag der Liegedauer 6,2.Tag der Liegedauer
Ha Èmofiltration [Tage] 4,6 (0±50) 4,3 (0±35)
Beginn der Ha Èmofiltration 3.Tag der Liegedauer 3,3.Tag der Liegedauer
SIRS [Tage] 25,9 (1±71) 12,9 (1±30)
Beginn des SIRS 2,5.Tag der Liegedauer 1,3.Tag der Liegedauer
1.Tag der Sepsis 4,6.Tag der Liegedauer 4,2.Tag der Liegedauer
Septischer Schock [Tage] 8,2 (1±22) 5,7 (1±18)
1.Tag des septischen Schocks 4,9.Tag der Liegedauer 5,9.Tag der Liegedauer
Todeszeitpunkt der Patienten 17,6.Tag




Kreislaufstabilisierende Flu Èssigkeiten (bezogen auf die Liegedauer)
Erythrocytenkonzentrate (n) 14,4 (1±76) 17,7 (0±52)
FFP (n) 16 (0±86) 20 (0±163)
Humanalbumin 5% [ml] 1667,7 (0±6700) 4306,8 (0±31800)a
Humanalbumin 20% [ml] 3395,2 (400±12400) 4935,8 (0±14500)a
Plasmaexpander [ml] 292 (0±4500) 588,1 (0±2500)
Natriumbicarbonat [ml] 28,4 (0±550) 231,9 (0±950)a
Catecholaminverbrauch
Dopamin > 1,2 ml/Std (n) 17 15
± Dauer [Tage] 5,2 (1±26) 3,8 (1±9)
Fru Èhester Tag der Dopamin-Gabe 6,1.Tag 3,6.Tag
Dobutamin (n) 13 12
± Dauer [Tage] 4,5 (1±19) 5 (1±17)
Fru Èhester Tag der Dobutamin-Gabe 7,4.Tag 3,4.Tag
Adrenalin (n) 16 18
± Dauer [Tage] 6,4 (1±22) 5,9 (1±13)
Fru Èhester Tag der Adrenalin-Gabe 7,2.Tag 6,2.Tag
Noradrenalin (n) 16 16
± Dauer [Tage] 6,3 (1±22) 6,6 (1±14)
Fru Èhester Tag der Noradrenalin-Gabe 5,1.Tag 2,5.Tag
a p < 0,05[5, 9, 10, 14, 21, 25], daneben in der Lebertransplantati-
on [11] und der Herzklappenchirurgie [20].
Fu Èr die Intensivmedizin wurde ku Èrzlich eine Studie
vorgestellt, bei der bei septischen Schockpatienten die
Performance eines neuronalen Netzwerks mit der eines
logistischen Regressionsmodells verglichen worden ist
[12]. Dabei schnitt das neuronale Netzwerk entschei-
dendbesserab.Kritischzubewerten istandieserStudie,
daû zufa Èlligerweise ein einziger Tag des Intensivaufent-
halts ausgesucht worden war, ohne diesen Tag na Èher zu
spezifizieren. Dies bedeutet praktisch, daû sowohl Tage
inderFru ÈhphasewieauchinderSpa ÈtphasedesIntensiv-
aufenthalts Verwendung gefunden haben. Fu Èr die klini-
sche Situation ist dieses neuronale Netz unbrauchbar.
Notwendig ist ein neuronales Netz am Anfang des kriti-
schen Verlaufs. Dieser Forderung wird vorliegende Ar-
beit gerecht, indem bei septischen Schockpatienten aus-
schlieûlich Parameter des 1. Tages bzw. Vera Ènderungen
vom 1. auf den 2. Tag nach Diagnosestellung ¹septischer
SchockªVerwendungfu ÈrdasneuronaleNetzfinden.Da-
bei sind Sensitivita Èt und Spezifita Èt sehr hoch, dies vor
demHintergrunddesVersagensdesAPACHE-II-Score,
derbei u Èberlebenden undnicht-u ÈberlebendenPatienten
der Gruppe septischerSchock identisch ist.
Eine weitere Entwicklung des neuronalen Netzes un-
ter Einschluû der Dynamik des septischen Prozesses
ko Ènnte eine individuelle Prognosestellung mo Èglich ma-
chen, mit dem Ziel, zum fru Èhestmo Èglichen Zeitpunkt
auf die Gefahr eines letalen Verlaufs hinzuweisen und
dem mit aller Macht entgegenzusteuern.
Wir mo Èchten abschlieûend darauf hinweisen, daû der
Information des neuronalen Netzes eine unterstu Ètzende
Funktion zukommt, die den Arzt in seiner Therapiefrei-
heit nicht einschra Ènkt. Auf gar keinen Fall interpretie-
ren wir den Einsatz des neuronalen Netzes im fatalisti-
schen Sinne, wie dies gegenwa Èrtig fu Èr ein Prognosesy-
stem (Stichwort ¹Todescomputerª) geschieht.
Natu Èrlich ist der Einsatz einer ¹Maschineª, die Infor-
mationen u Èber Leben und Tod gibt, mit groûen Emotio-
nen belastet, wir gehen jedoch davon aus, daû, wenn es
gelingt, die Datenbasis auf mehrere Zentren zu erwei-
tern, um so der Heterogenita Èt des Krankheitsbildes
Sepsis gerecht zu werden [15], es mo Èglich sein wird, zu
einem sehr fru Èhen Zeitpunkt Warnhinweise zu erhalten,
die es erlauben, durch rechtzeitiges therapeutisches In-
tervenieren die weltweit immer noch sehr hohe Letali-
ta Èt des septischen Schocks zu senken. In diesem Zusam-
menhang mo Èchten wir noch die Meinung des Philoso-
phen Churchland anfu Èhren: ¹. . .und ku Ènstliche neuro-
nale Netze werden uns bald Diagnosen ermo Èglichen,
die viel verla Èûlicher, schneller und logischer sind, als
Menschen es jemals sein ko Ènnen. Derartige Netzwerke
ko Ènnen in Zukunft auch rascher und umsichtiger Thera-
pievorschla Ège ausarbeiten als jeder Arztª [8].
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