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Introduction
In 1979, Kazdhan and Lusztig [17] introduced a family of polynomials, indexed by pairs of elements in a Coxeter group W , which play an important role in various areas of mathematics, including the algebraic geometry and topology of Schubert varieties and representation theory (see, e.g., [1] p.171 and the references cited there). These celebrated polynomials are now known as the Kazhdan-Lusztig polynomials of W (see, e.g., [1] or [15] ). In 1987, Deodhar [7] developed an analogous theory for the parabolic setup. Given any parabolic subgroup W J in a Coxeter system (W, S), Deodhar introduced two Hecke algebra modules (one for each of the two roots q and −1 of the polynomial x 2 − (q − 1)x − q) and two families of polynomials {P [21] , [2] , [3] , and [4] . In this work we turn our attention to the quasi-minuscule quotients that are not minuscule (also known as (co)-adjoint quotients). More precisely, we obtain closed combinatorial formulas for the parabolic Kazhdan-Lusztig polynomials of type q of these quotients for the classical Weyl groups. Our results imply that these are always either zero or a monic power of q for all quasi-minuscule quotients, and that they are not combinatorial invariants. For the parabolic KazhdanLusztig polynomials of type -1 we conjecture explicit combinatorial interpretations.
The organization of the paper is as follows. In Section 2 we recall some definitions, notation and results that are used in the sequel. In Section 3 we give combinatorial descriptions of the quasi-minuscule quotients of classical Weyl groups. In Section 4 we give combinatorial formulas for the parabolic Kazhdan-Lusztig polynomials of type q of (co)-adjoint quotients of classical Weyl groups. Our results imply that these polynomials are always either zero or a monic power of q for all quasi-minuscule quotients, and that they are not combinatorial invariants. In Section 5 we derive some consequences of our results for the classical KazhdanLusztig polynomials. Finally, in Section 6 we present our conjectured combinatorial interpretations for the parabolic Kazhdan-Lusztig polynomials of type −1 of the (co)-adjoint quotients of classical Weyl groups, and the evidence that we have in their favor.
Preliminaries
In this section we collect some definitions, notation and results that are used in the rest of this work. We let P := {1, 2, 3, . . . } and N := P ∪{0}. The cardinality of a set A will be denoted by |A|. For n ∈ P we let [n] def = {1, 2, . . . , n} and
[±n] def = {−n, . . . , −2, −1, 1, 2, . . . , n}. We follow [27] , Chapter 3, for poset notation and terminology. In particular, given a poset (P, ≤) and u, v ∈ P we let [u, v] := {w ∈ P |u ≤ w ≤ v} and call this an interval of P . We say that v covers u, denoted u v (or, equivalently, that u is covered by v) if |[u, v]| = 2. The Hasse diagram of P is the graph having P as vertex set and {{u, v} ⊆ P |u v or v u} as edge set. Usually, when drawing Hasse diagrams, if u ≤ v then u is depicted below v, however in this work we find it convenient to rotate our diagrams clockwise by π 4 . We say that u, v ∈ P are comparable if either u ≤ v or v ≤ u. Given two posets P and Q, we write P Q to mean that they are isomorphic as posets.
We follow [1] and [15] for general Coxeter groups notation and terminology. Given a Coxeter system (W, S) and u ∈ W we denote by (u) the length of u in W , with respect to S, and we define (u, v) def Theorems 1 and 2 and from well known facts (see, e.g., [15, §7.5] and [15, § §7.9-11] ) that R ∅,−1 u,v (q) (= R ∅,q u,v (q)) and P ∅,−1 u,v (q) (= P ∅,q u,v (q)) are the (ordinary) Rpolynomials and Kazhdan-Lusztig polynomials of W which we will denote simply by R u,v (q) and P u,v (q), as customary.
The parabolic Kazhdan-Lusztig and R-polynomials are related to their ordinary counterparts in several ways, including the following one. A proof of this result can be found in [7] (see Propositions 2.12 and 3.4, and Remark 3.8).
Note that it follows easily from Theorem 2, Proposition 1, and well known facts (see, e.g., [ We denote this coefficient by µ(u, v), as customary. The following result is due to Deodhar, and we refer the reader to [7] for its proof.
Proposition 2. Let (W, S) be a Coxeter system, J ⊆ S, and u, v ∈ W J , u ≤ v. Then for each s ∈ D(v) we have that 
and
The following properties of the parabolic Kazhdan-Lusztig polynomials are certainly known, however, for lack of an adequate reference, and for completeness, we include their proof. 
Proof. If us ∈ W J then by Proposition 2 we have that
The sum may be empty or we can apply induction on (u, v) and have P J,q u,w (q) = 0. In both cases P J,q u,v (q) = 0. For b) use the same arguments as in the proof of Proposition 5.1.8 of [1] . For c) use a) and b) together and the fact that P J,q u,v (q) has maximal degree.
The purpose of this work is to study the parabolic Kazhdan-Lusztig polynomials for the quasi-minuscule quotients of Weyl groups. The parabolic Kazhdan-Lusztig polynomials for the minuscule quotients have been computed in [21] , [2] , [3] , and [4] , (see also [24] and [20] ). In this work we study the quasi-minuscule quotients that are not minuscule. These quotients (also known as (co)-adjoint quotients) have been classified (see, e.g., [6] ) and there are three infinite families and four exceptional ones. Using the standard notation for the classification of the finite Coxeter systems, the non-trivial (co)-adjoint quotients are: (A n , S \ {s 1 , s n }), (B n , S \ {s n−2 }), (D n , S\{s n−2 }), (E 6 , S\{s 0 }), (E 7 , S\{s 1 }), (E 8 , S\{s 7 }), and (F 4 , S\{s 4 }), where we number the generators as in [1] (see Appendix A1 and Exercises 20,21,22,23 in Chapter 8, and also below). The following result is probably known. Its verification follows from the above classification and standard facts. Given a Weyl group W we denote by Φ(W ) its root system and by Φ (W ) its set of long roots (see, e.g., [15, §2.10] ) where, if W is of type B n , we mean the root system of type B n . Proposition 4. Let (W, S) be a Weyl group and J ⊆ S be such that (W, J) is a (co)-adjoint quotient. Then
It is well known (see, e.g., [1, Chap. 1] ) that the symmetric group S n is a Coxeter group with respect to the generating set S = {s
The following result is also well known (see, e.g., [1, §1.5]).
T if and only if
The following result is well known (see, e.g., [1, Theorem 2.6.3]).
Theorem 3. Let u, v ∈ S n . Then the following are equivalent:
. We follow [1, Chap. 8] for combinatorial descriptions of the Coxeter systems of type B n and D n as permutation groups. In particular, we let S B n be the group of all bijections w of {−n, . . . , −1, 1, . . . , n} to itself such that w(−i) = −w(i) for all i ∈ [n], s j def = (j, j + 1)(−j, −j − 1) for j = 1, ..., n − 1, s 0 def = (1, −1), and
n then we write v = [a 1 , . . . , a n ] to mean that v(i) = a i , for i = 1, . . . , n. It is well known that (S B n , S B ) is a Coxeter system of type B n and that the following holds. Given v ∈ S B n we let
We let S 
For the following criterion see Exercise 6.8 in [1] .
Proposition 8. For u, v ∈ S B n the following are equivalent:
For the following criterion see Exercise 11.8 in [1] .
n the following are equivalent: 
Co-adjoint quotients
In this section we describe combinatorially the (co)-adjoint quotients of types A, B, and D. More precisely, we describe combinatorially their elements, length, descent sets, and Bruhat order.
Let
. Then by Proposition 5 we have that
2 : i = j}. For this reason we will freely identify these two sets and write 
. Then, by Proposition 6, we have that
2 : i < j, i = −j}. For this reason we will freely identify these two sets and
If u(1) = −(n − 1) then a = −1 and we conclude as above.
Conversely, let i ∈ {a, b,
If i = 0 then either a = −1 or b = −1. In both cases u(1) < 0 so s 0 ∈ D(u). 
and the result follows. The second statement is a routine verification using Proposition 6.
Let v ∈ (D n ) (n−2) . Then, by Proposition 7, we have that
Furthermore,s 0 ∈ D(u) if and only if
Proof. The first formula follows exactly as in the proof of Lemma 1. Suppose now thats 0 ∈ D(u). Then, by Proposition 7, u(1)+u(2) < 0. Therefore, since u ∈ D (n−2) n , either u(1) ∈ {−n, −n + 1} or u(2) ∈ {−n, −n + 1}. So 1 ∈ {−b, −a, −b − 1, −a − 1}. On the other hand 1 / ∈ {b, a, b − 1, a − 1}. In fact, if a = 1 then u(1) = n − 1 and b > 1 so −b < −1 hence u(2) > −n so u(1) + u(2) > 0, which contradicts our assumption. Similarly, if 1 = a − 1 then u(2) = n − 1 so b > 2 and we conclude as above. Furthermore, if b ∈ {1, 2} then necessarily u(1) + u(2) > 0 which is a contradiction.
Conversely, suppose that 1 ∈ {−a − 1, (2) 
Suppose first that u ≤ v. This, by Proposition 9, implies that a ≥ i, b ≥ j and the two vectors (a, b) and (i, j) are D-compatible, as are the vectors (b) and (j). But the pairs {(1, b), (−1, j)}, {(a, 1), (i, −1)}, {(1, 2), (−2, 1)} and {(−1, 2), (−2, −1)} are not D-compatible, which proves one direction of our statement.
We now prove the other implication.
If (v) = 0 then there is nothing to prove, since then v = (n − 1, n). So suppose that (v) > 0. In D(v), let s k be the element with the greatest index k. If s k ∈ D(u) then one can check, using Lemma 2, that us k and vs k still satisfy our hypotheses. Then by induction us k ≤ vs k and so u ≤ v.
We may therefore assume that
, and that u = (−1, 2) implies vs k = (−2, −1).
Note first that if k > 2 then vs k (1) = v(1) and vs k (2) = v(2) so our claim coincides with our hypotheses.
Suppose first that k = 0. Then, by Proposition 7, v(1) + v(2) < 0, 0 > v(1) < v(2) < · · · < v(n) and u(1) + u(2) > 0. Suppose first that a = 1 and, by contradiction, that (vs 0 ) −1 (n − 1) = −1. Then i = 2 which is a contradiction. Similarly, if b = 1 and (vs 0 ) −1 (n) = −1 then j = 2 which is also impossible. If (a, b) = (1, 2) and, by contradiction,
. Finally, if u = (−1, 2) and, by contradiction, vs 0 = (−2, −1) then i = 1 and −1 = a which is again a contradiction.
Suppose now that k = 1. Then, by Proposition 7, v(1) > v(2) < v(3) < · · · < v(n) and u(1) < u (2) . Note that this implies that u −1 (n) = 1.If a = 1 and, by contradiction (vs 1 ) −1 (n − 1) = −1 then i = −2 and u(2) = n so u = (1, 2). Hence −2 < j ≤ 2 and this, since v(1) > v(2), implies that j = 1. So v = (−2, 1) which is a contradiction. If u = (1, 2) and, by contradiction,
. Finally, assume that k = 2. Note that this implies that u −1 (n) = 2, so u = (1, 2) and u = (−1, 2). Also, if a = 1 and (vs 2 ) −1 (n − 1) = −1 then i = −1 which is a contradiction, and similarly if b = 1.
This proves our claim. Therefore we conclude by induction that u ≤ vs k and hence that u ≤ v, as desired.
The second statement is a routine verification using Proposition 7. By Propositions 10 and 11 the map (i,
In fact, this map also preserves the corresponding parabolic Kazhdan-Lusztig and R-polynomials, as we now show. For
for all x ∈ {−1, q}.
Proof. The first equation follows immediately from Theorem 1, by induction on (v) ≥ 0, using the fact that, if w ∈ S , and that, in these cases, ws A k =ws k . The second statement follows immediately from the first one, by induction on (u, v), using Theorem 2 and the fact that the map w →w is a poset isomorphism from S
(n−2) . The result of the previous Proposition for the parabolic Kazhdan-Lusztig polynomials also follows from Corollary 5.15 in [23] .
Parabolic Kazhdan-Lusztig polynomials
In this section we prove the main result of this work. Namely that the parabolic Kazhdan-Lusztig polynomials of type q are always either zero or a monic power of q for all quasi-minuscule quotients of all Weyl groups.
We begin with the following preliminary result which follows easily from Proposition 2, and whose verification is therefore omitted.
otherwise.
Suppose now that j − i = 1. We then let
We can now state and prove the first main result of this section.
Proof. Let, for simplicity, P x,y
for all x, y ∈ B (n−2) n , and, for convenienceP u,v be the polynomial defined, for all u, v ∈ B (n−2) n , by the right hand sides of equations (8) through (5). So we have to prove that P u,v =P u,v for all u, v ∈ B (n−2) n . Note first that it is a routine verification to check that for all u, v ∈ B (n−2) n and all s ∈ D(v) we have that
(Indeed, it suffices to check that if s ∈ D(v) then u is in any one of the sets on the right hand sides of equations (8) through (5) if and only if us is in the same set.)
We proceed by induction on (v). The result being clear if
. We may clearly assume that u ≤ v. We prove the claim by induction on (u, v), the result being clear if (u, v) = 0 (i.e., if u = v). So assume that u < v.
Assume first that
(n−2) n then, by Proposition 3, (9), and our induction hypothesis, we have that P u,v = P us,v = P us,v =P u,v , as desired. If us / ∈ B (n−2) n then by (9) and Proposition 3 we have similarly that P u,v = 0 =P u,v , and the result again follows.
Note that, by Lemma 1, |D(v)| = 2 if and only if j −i > 1, j < n, and i+j = −1. Let v be such that |D(v)| = 2. Then j−i > 1, j < n, and i+j = −1.
Then, by Proposition 6 and Lemma 1, i < −1 and i + j = −2 and u ∈ {(−i − 1,
We distinguish these cases.
Then, since i ≤ −2, by Lemma 3 and our definitions, we have that P u,v = 0 =P u,v , as desired. 
, w = (i, 1) and j = −2 in which case P u,w = 0 by our induction hypotheses (8) . By our induction hypotheses (8) we have that P us,vs = 0 and P u,vs = q dvs−1 . Hence by Proposition 2 we have that P u,v = q dvs = q dv−1 =P u,v as claimed. Reasoning as in the previous case we conclude that if w ∈ B (n−2) n is such that u ≤ w < vs, (w, vs) > 1 and ws < w then µ(w, vs) = 0 and that if (w, vs) = 1 then w = (i, 1) and j = −2, so P u,w = 0 by our induction hypotheses (8) .By our induction hypotheses (8) we have that P us,vs = P u,vs = 0. Hence by Proposition 2) and our definitions we have that P u,v = 0 =P u,v as claimed.
Assume now that j = −1. Then i ≤ −3. Let s = s 0 . Then vs = (i, 1) and us = (1, −i−1). Hence, by what was remarked above, |D(vs)| = 2, so if w ∈ B (n−2) n is such that u ≤ w < vs and ws < w then (w, vs) > 1 and µ(w, vs) = 0. By our induction hypotheses (8) we have that P us,vs = 0 and P u,vs = q dvs−1 . Hence by Proposition 2) and our definitions we have that
Then, since u < v, j < 0, so j ≤ −2. By Lemma 3, Proposition 11, and our definitions, we then have that P u,v = 0 =P u,v , as desired.
Suppose now that |D(v)| = 1. Then, by what was remarked above, either j − i = 1, or j = n, or i + j = −1. Let u ∈ B 
Hence by Proposition 2 we have that P u,v = 0 if b > −i and P u,v = q dv−1 if b = −i, and the result follows from our definition (7) of P u,v .
Suppose now that i = −3. Then everything follows as above except that w = (−3, 1) is such that u < ws < w < vs, (w, vs) = 1 but, by our induction hypoteses if a = −i − 3, while P u,v = 0 if a < −i − 3 and the result follows from our definition (7) ofP u,v . Suppose now that i = −3. Then −3 ≤ a ≤ −2 and everything works exactly as above except that now {w ∈ B (n−2) n : w vs, ws < w} = {(−3, 1)} and by our induction hypotheses (8) we have that P u,vs = 1, P us,vs = 0 if a = −3, P us,vs = q dvs−1 = q if a = −2, and P u,(−3,1) = 1. Hence by Proposition 2 we have that P u,v = q − q = 0 if a = −3 while P u,v = 2q − q = q if a = −2 and the result follows from our definition (7) ofP u,v (note that if
, but d v = 3 so the two definitions are consistent). (n−2) n such that (w, vs) = 1 and s ∈ D(w), we conclude from Proposition 2 that P u,v = P us,vs + q P u,vs . By our induction hypotheses (8) we have that P us,vs = 0 for all b ≥ −i + 1, P u,vs = 0 if −i > 2, P u,vs = 1 if −i = 2 and b = 3, P u,vs = 0 if −i = 2 and b > 3. Hence we have that P u,v = q if i = −2 and b = 3, and P u,v = 0 otherwise, and the result follows from our definitions (8) and (5) This concludes the induction step and hence the proof.
For lower intervals the preceding theorem takes a particularly simple form.
Corollary 1. Let v ∈ B
(n−2) n , n ≥ 4. Then
One of the most celebrated conjectures about the Kazhdan-Lusztig polynomials is the so-called "combinatorial invariance conjecture" (see e.g. (n−2) (this interval is shown in Figure 1 ). Using Proposition 13 we deduce from Theorem 4 the following result which computes explicitly the parabolic Kazhdan-Lusztig polynomials of type q of the co-adjoint quotients of the symmetric groups. Recall that if v ∈ S [2,n−2] n we write v = (i, j) to mean that i = v −1 (1) and j = v −1 (n), and we letṽ = (−i, j). (n−2) .
Proof. This follows immediately from Proposition 13 and Theorem 4 noting that if v ∈ S We now compute the parabolic Kazhdan-Lusztig polynomials of the co-adjoint quotients in type D.
Let u = (i, j) ∈ Z 2 ; we definev = (i, −j), and 1 = (1, 1). For a set A ⊆ Z 2 we defineÃ = {ũ|u ∈ A} and analogouslyÂ and A * . Note that u ∈ D (n−2) n if and only if u
We can now state and prove the second main result of this section.
otherwise,
for all x, y ∈ D (n−2) n , and, for convenience,P u,v be the polynomial defined, for all u, v ∈ D (n−2) n , by the right hand sides of equations (10) From Lemma 2 (or directly) we therefore deduce that either −i − 1 ∈ {a, b} or i ∈ {a, b} and that either −j − 1 ∈ {a, b} or j ∈ {a, b}. So since j − i > 1, we conclude that (a, b)
, (i, j)(i, −j − 1)}. Furthermore, u < v so we conclude from Proposition 12 that u ∈ {(−j − 1, −i − 1), (j, −i − 1), (i, −j − 1)}. We treat only one of these three cases, the others being analogous, and simpler.
Let u = (j, −i − 1). Let s def = s −i−1 . Then vs = (i + 1, j), us = (j, −i) and {w ∈ D (n−2) n : u ≤ w < vs, ws < w} = {(a, −i − 1) : i + 2 ≤ a ≤ j} (for if w ∈ D (n−2) n , w = (x, y), u ≤ w < vs, and ws < w then, by Proposition 12 and Lemma 2 we have that j ≥ x ≥ i + 1, −i − 1 ≥ y ≥ j, and either −i − 1 ∈ {x, y} or i ∈ {x, y}). From our induction hypotheses (14) we have that, if j − i = 2, then P us,vs = 0 and P (a,−i−1),vs = 0 for all i + 2 ≤ a ≤ j, so P u,v = 0 and the result follows from our definition (14) ofP u,v . If instead j − i = 2 then from our induction hypothesis (13) we have that P us,vs = 0 and P u,vs = 0. Therefore P u,v = 0 and the result again follows from our definition (14) ofP u,v .
Assume now that −2 < i < j. Then, since |D(v)| = 2, j − i > 1 and j < n. Assume first that i > 0. Then D(v) = {s i , s j } so D(u) ⊇ {s i , s j } and this, by reasoning as in the case i < j < −2, implies that i ∈ {a, b, −a − 1, −b − 1} and Finally, assume that i < −2 < j. Then, since |D(v)| = 2, j < n and i + j = −1. Assume first that i + j > −1. Then j > 2, D(v) = {s −i−1 , s j }, and reasoning exactly as above we conclude that the only u < v such that D(u) ⊇ D(v) is u = (−i − 1, j) . If i + j < −1 and j ≥ 2 then D(v) = {s −i−1 , s j } and we conclude as above that the only u < v such that D(u) ⊇ D(v) are u = (j, −i − 1) and u = (−j − 1, −i − 1). If i + j < −1 and j = 1 then the conclusion is exactly the same (namely that u ∈ {(1, −i − 1), (−2, −i − 1)}) if i < −3 and is that there are no such u if i = −3 (because D ((1, 2) ) ⊇ {s 1 , s 2 }). Finally, if i + j < −1 and
But a < b and u < v so from Proposition 12 we deduce that there are no such u if i = −3 and that u ∈ {(−1, −i − 1), (−2, −i − 1)} if i < −3.
We treat one of these cases, the others being analogous and simpler. Let i + j < −1 and u = (j, −i − 1). Assume first that i + j < −2. Let s = s −i−1 . Then us = (j, −i), vs = (i + 1, j), and {w ∈ D (n−2) n : u ≤ w < vs, ws < w} = {(x, −i − 1) : i + 2 ≤ x ≤ j} (for if w = (x, y), u ≤ w < vs, and ws < w then i ∈ {x, y, −x − 1, −y − 1} and j ≥ x ≥ i + 1, −i − 1 ≥ y ≥ j). From our induction hypothesis (16) we have that P u,vs = P us,vs = 0 and P (a,−i−1),vs = q −i−j−3 if a ∈ {−j, −j − 1} while P (a,−i−1),vs = 0 otherwise. But from Proposition 12 we have that ((−j, −i − 1), vs) = −2i − 2j − 3 = ((−j − 1, −i − 1), vs) + 1 so µ((x, −i − 1), vs) = 0 for all i + 2 ≤ x ≤ j. Hence we conclude from (2) that P u,v = 0 and the result follows from our definition (16) ofP u,v .
If i + j = −2 and j ≥ 2 then the reasoning is exactly the same except that now from our induction hypothesis (12) we have that P (x,−i−1),vs = 1 if x = −j + 1, P (x,−i−1),vs = q j−2 if x = j − 1, and P (x,−i−1),vs = 0 otherwise. From Proposition 12 we have that ((−j + 1, j + 1), vs) = 2 and ((j − 1, j + 1), vs) = 2j − 2 so µ((x, −i − 1), vs) = 0 for all −j ≤ x ≤ j and we conclude that P u,v = 0 =P u,v exactly as above.
Finally, if v = (−3, 1), then let s def = s 2 . Then us = (1, 3), vs = (−2, 1), and it follows immediately from Proposition 12 that u ≤ vs so we have from Proposition 2 that P u,v = P us,vs . But from our induction hypothesis (11) we have that P us,vs = 0 and the result again follows from our definition (16) ofP u,v .
Suppose now that D(v) = {s 0 , s 1 }. Then from Lemma 2 we have that 1 ∈ {i, j, −i − 1, −j − 1} and 0 ∈ {−i − 1, −j − 1, −i − 2, −j − 2}. So we conclude that v ∈ {(−2, : u ≤ w < vs, ws < w} = {(j, a) : j + 2 ≤ a ≤ b}. From our induction hypotheses (16) we have that P us,vs = 0, P u,vs = 0 if b > j + 2, while P u,vs = q j−2 if b = j + 2, P (j,a),vs = 0 if j + 2 < a while P (j,a),vs = q j−2 if a = j + 2. But ((j, j + 2), vs) = 2j + 1 so µ((j, j + 2), vs) = 0, so we have from (2) that P u,v = 0, if b > j + 2 while P u,v = q j−1 if b = j + 2, and the result follows from our definition (12) ofP u,v .
Assume now that j − i = 1 and i = −3. By reasoning as in the previous case (i + j = −1) we then conclude that u ∈ {(−i − 2, b) :
We treat one of these cases, the others being similar, but easier. : w vs} = {(i+1, i+2), (i, i+3)} and none of these have a descent at s = s −i−2 . From our induction hypotheses (14) we have that P us,vs = P u,vs = 0. Therefore we conclude from (2) that P u,v = 0, and the result follows from our defintion (13) . ofP u,v .
Assume now that i = −4. Let s This concludes the induction step and hence the proof.
For lower intervals the preceding result takes a particularly simple form.
The parabolic Kazhdan-Lusztig polynomials for the exceptional (co)-adjoint quotients have been computed by implementing in Maple 9 the recursions given by Theorems 1 and 2 and by Proposition 2.
Applications
In this section we derive some consequences of our main result for the ordinary Kazhdan-Lusztig polynomials.
Corollary 5. Let (W, S) be a Weyl group and J ⊆ S be such that W J is a quasiminuscule quotient. Then
is either zero or a monic power of q, for all u, v ∈ W J , u ≤ v.
Proof. This follows immediately from Corollary 4 and Proposition 1.
Note that the exact power of q in Corollary 5 is explicitly determined in Theorems 4 and 5, in Theorems 4.1, 4.2 and 4.3 of [4] and in Theorem 5.1 of [3] .
From (1) and Theorems 4 and 5 we obtain the following explicit expressions for the coefficient of maximum possible degree of the ordinary Kazhdan-Lusztig polynomials indexed by elements of B n and D n that lie in the respective quasiminuscule quotients. Proof. This is a routine, though somewhat long, check using Proposition 11 and Theorem 4. One distinguishes the cases according to the statement of Theorem 4 (so, since (u, v) > 1, we have six cases to consider). We treat one of these cases, the others being similar, and simpler. Assume j − i = 1, i = −2, and Proof. The proof is similar to that of Corollary 6 using Theorem 5 and Proposition 12. One again distinguishes the cases according to the statement of Theorem 5 (so, since (u, v) > 1, there are 9 cases to consider). We treat one of these cases, the others being similar, and simpler.
Suppose that j − i = 1, j ∈ [−n + 1, −3] ∪ [2, n] and u ∈ E * [(j + 1, −j)]. Then u ∈ {(j, −j − 1), (j − 1, −j − 1), (j, −j − 2), (j − 1, −j)(j + 1, −j − 2), (j + 1, −j)} and, since u < v, j ≤ −3 by Proposition 12. By Proposition 12 we have that ((j, −j − 1)) = ((j − 1, −j)) = ((j + 1, −j − 2)) = 2n − 3, ((j − 1, −j − 1)) = ((j, −j−2)) = 2n−2, ((j+1, −j)) = 2n−4, and ((j−1, j)) = 2n−2j−5. Hence we conclude that ((j, 
Open Problems
In this section we present some conjectures that have arisen from the present work, together with the evidence that we have for them. This paper completes the computation of the parabolic Kazhdan-Lusztig polynomials of type q for the quasi-minuscule quotients of Weyl groups. The parabolic Kazhdan-Lusztig polynomials of type −1 have been computed for the minuscule quotients (see [2] and [21] ), but not for the (co)-adjoint quotients. We have been unable to compute these polynomials for the co-adjoint quotients of types B and D. However, we have a conjectural combinatorial interpretation for these polynomials, which we now explain. Throughout this section we assume, for simplicity, n ≥ 4.
Let 4) ) = {(3, 4), (−2, −1)}, M ((i, n)) = {(i, n)} if i < n − 1, and M ((n − 1, n)) = {(n − 1, n), (−n + 2, −n + 3)}. We can now state our first conjecture. Note that the interval [u, v] above is to be taken inD 
