Many objects of interest can be expressed as an L 2 continuous functional of a regression, including average treatment effects, economic average consumer surplus, expected conditional covariances, and discrete choice parameters that depend on expectations. Debiased machine learning (DML) of these objects requires a learning a Riesz representer (RR). We provide here Lasso and Dantzig learners of the RR and corresponding learners of affine and other nonlinear functionals. We give an asymptotic variance estimator for DML. We allow for a wide variety of regression learners that can converge at relatively slow rates. We give conditions for root-n consistency and asymptotic normality of the functional learner. We give results for non affine functionals in addition to affine functionals.
Introduction
Many statistical objects of interest can be expressed as an L 2 (mean square) continuous functional of a conditional expectation (regression). Examples of affine regression functionals include average treatment effects, policy effects, economic average consumer surplus, and the expected conditional covariance of two random variables. Nonlinear functionals include discrete choice models that depend on regressions. Often the regression may be high dimensional, depending on many variables. There may be many covariates for a treatment effect when treatment was assigned in a complicated way. There are often many prices and covariates in the economic demand for some commodity. This variety of important examples motivates the learning of L 2 continuous regression functionals.
Plugging a machine learner into a functional of interest can be badly biased; e.g. see . We use debiased/double machine learning (DML, Chernozhukov et al. 2018) , based on estimating equations that have zero derivative with respect to each nonparametric component. Such debiased estimating equations are sometimes referred to as Neyman orthogonal. They can be constructed by adding the influence function of a functional of the regression learner limit. We also debias using sample splitting (Bickel, 1982 , Schick, 1986 ), where we average over data observations different than those used by the nonparametric learners. The resulting estimators of regression functionals have second order remainders which leads to root-n consistency under regularity conditions we give.
The influence function of an L 2 continuous functional of a regression limit is the product of the regression residual with the Riesz representer (RR) of the functional derivative, as shown in Newey (1994) . Therefore, DML of regression functionals requires a machine learner of the RR. We provide here ℓ 1 regularized RR learners: Lasso and Dantzig selector. These automatically learn the RR from the empirical analog of equations that implicitly characterize it, without needing to know its form. We derive convergence rates for these regularized RR's and give conditions sufficient for root-n consistency and asymptotic normality of the DML estimator. DML also requires a regression learner for its construction. We allow for a variety of regression learners, requiring only a sufficiently fast L 2 convergence rate for the regression. We give a consistent estimator of the asymptotic variance. Results are given for nonlinear functionals as well as for affine ones. We impose only L 2 convergence conditions on the RR and regression learners, so that our results apply to many possible machine learners.
Debiasing via DML is based on the zero derivative of the estimating equation with respect to each nonparametric component, as in Belloni, Chernozhukov, and Hansen (2014) , Farrell (2015) , and Robins et al. (2013) . This kind of debiasing is different than bias correcting the regression learner, as in Zhang and Zhang (2014) , Belloni Chernozhukov, and Wang (2014) , Belloni, Chernozhukov, and Kato (2015) , Javanmard and Montanari (2014a,b; 2015) , van de Geer et al. (2014) , Neykov et al. (2015) , Ren et al. (2015) , van de Geer (2015, 2016a,b) , Bradic and Kolar (2017) ; Zhu and Bradic (2018) . These two debiasing approaches bear some resemblance when the functional of interest is a coefficient of a partially linear model (as discussed in , but are quite different for other functionals. The differences between these methods seem analogous to the difference between nonparametric estimation and root-n consistent functional estimation in the semiparametric literature (see Bickel, Klassen, Ritov, and Wellner, 1993 and Van der Vaart, 1991) . Inference for a nonparametric regression requires bias correcting or undersmoothing the regression estimator while root-n consistent functional estimation can be based on learners that are not debiased or undersmoothed (see Newey 1994 for series regression). Similarly, DML based inference does not require the use of debiased learners. As we show, any regression learner having a fast enough convergence rate will suffice when combined with the RR learners given here.
The functionals we consider are different than those analyzed in Cai and Guo (2017) . We consider nonlinear functionals as well as linear functionals where the linear combination coefficients are estimated, neither of which is allowed for in Cai and Guo (2017) . Also the L 2 continuity of the linear functionals provides additional structure that we exploit, involving the RR, which is not exploited in Cai and Guo (2017) .
Targeted maximum likelihood (van der Laan and Rubin, 2006) based on machine learners has been considered by van der Laan and Rose (2011) and large sample theory given by Luedtke and van der Laan (2016), Toth and van der Laan (2016) , and Zheng et al. (2016) . Here we provide DML learners via regularized RR, which are relatively simple to implement and analyze and directly target functionals of interest.
L 2 continuity does place us squarely in a semiparametric setting where root-n consistent efficient semiparametric estimation of the object of interest is possible under sufficient regularity conditions; see Jankova and Van De Geer (2016a) . Our results apply to different objects than considered by Ning and Liu (2017) , who considered machine learning of the efficient score for a parameter of an explicit semiparametric form for the distribution of the data. Unlike Ning and Liu (2017), we do not work with an explicit semiparametric form for the distribution of the data. Instead we focus on learning functionals of a nonparametric regression. Our estimators can be thought of as being based on DML of a functional of interest rather than the efficient score for a parameter of interest in an explicit form of a semiparametric model. There are many interesting examples, including those we have given, where learning via DML is more convenient and natural than embedding the functional of interest in a large, explicit semiparametric form.
We build on previous work on debiased estimating equations constructed by adding an influence function. Hasminskii and Ibragimov (1979) and Bickel and Ritov (1988) suggested such estimators for functionals of a density. Doubly robust estimating equations as in Robins, Rotnitzky, and Zhao (1995) and have this structure. Robins (1998, 2004) and Robins et al. (2008) further developed theory. For an affine functional the doubly robust learner we consider is given in Chernozhukov et al. (2016) . We make use of simple and general regularity conditions in Chernozhukov et al. (2016) that only require L 2 convergence of nonparametric learners.
The RR learners we consider are linear in a dictionary of functions. Such RR learners were previously used in Newey (1994) for asymptotic variance estimation and in Robins et al. (2007) for estimation of the inverse of the propensity score with missing data. Recently Newey and Robins (2017) considered such RR learning in efficient semiparametric estimation of linear regression functionals with low dimensional regressors. Hirshberg and Wager (2018) gave different RR estimators when the regression is restricted to a Donsker class. None of these works are about machine learning.
The Athey, Imbens, and Wager (2018) learner of the average treatment effect is based on a specific regression learner and on approximate balancing weights when the regression is linear and sparse. Our estimator allows for a wide variety of regression learners and does not restrict the regression to be sparse or linear. We do this via regularized RR learning that can also be interpreted as learning of balancing weights or inverse propensity scores, as further discussed in Section 4. Zhu and Bradic (2017) showed that it is possible to attain root-n consistency for the coefficients of a partially linear model when the regression function is dense. Our results apply to a wide class of affine and nonlinear functionals and similarly allow the regression learner to converge at relatively slow rates. Chernozhukov, Newey, and Robins (2018) have previously given the Dantzig learner of the RR. We innovate here by allowing the functional to depend on data other than the regressors, by giving a Lasso learner of the RR, by deriving convergence rates for both Lasso and Dantzig as learners of the true RR rather than a sparse approximation to it, by allowing for a general regression learner rather than just Dantzig, and by providing learners for nonlinear functionals. These results are innovative relative to other previous work in the ways described in the previous paragraphs.
In Section 2 we describe the objects we are interested in, their DML estimators, give a Lasso learner of the RR, and an estimator of the asymptotic variance for DML. Section 3 derives L 2 convergence rates of Lasso and Dantzig RR learners. Section 4 gives conditions for root-n consistency and asymptotic normality of DML and consistency of the asymptotic variance, in general and for the examples. Section 5 shows how to construct Lasso and Dantzig RR learners for nonlinear functionals and gives large sample inference results for the DML estimator and its asymptotic variance estimator.
Learning Affine Functionals
For expositional purposes we first consider objects of interest that are L 2 continuous affine functionals of a conditional expectation. To describe such an object let W denote a data observation and consider a subvector (Y, X ′ ) ′ where Y is a scalar outcome with finite second moment and the covariate vector X that takes values x ∈ X , a Borel subset of R d . Denote the conditional expectation of Y given X as
Let m(w, γ) denote an affine functional of a possible conditional expectation function γ : X −→ R that depends on the data observation W . The object of interest is
We focus on functionals where E[m(W, γ) − m(W, 0)] is a mean square continuous linear functional of γ. This continuity property is equivalent to the semiparametric variance bound for θ 0 being finite, as discussed in Newey (1994) . In this case the Riesz representation theorem implies existence of α 0 (x) with E[α 0 (X) 2 ] finite and
for all γ(x) with E[γ(X) 2 ] finite. We refer to α 0 (x) as the RR.
There are many important examples of this type of object. One is the average treatment effect. Here X = (D, Z) and γ 0 (x) = γ 0 (d, z), where D ∈ {0, 1} is the indicator of the receipt of the treatment and Z are covariates. The object of interest is
When the treatment effect is mean independent of the treatment D conditional on covariates Z then θ 0 is the average treatment effect, Rosenbaum and Rubin (1983) . Here m(w, γ) = γ(1, z) − γ(0, z) and the RR is
Another interesting example is the average effect of changing the conditioning variables according to the map x −→ t(x). The object of interest is
where F t denotes the CDF of t(X). The object θ 0 is the average policy effect of a counterfactual change of covariate values similar to Stock (1989) . Here m(w, γ) = γ(t(x)) − y and the RR is
A third object of interest is a bound on average consumer surplus for economic demand functions. Here Y is the share of income spent on a commodity and X = (P 1 , Z), where P 1 is the price of the commodity and Z includes income Z 1 , prices of other goods, and other observable variables affecting utility. Letp 1 <p 1 be lower and upper prices over which the price of the commodity can change, κ a bound on the income effect, and ω(z) some weight function. The object of interest is
where Z 1 is income and u is a variable of integration. When individual heterogeneity in consumer preferences is independent of X and κ is a lower (upper) bound on the derivative of consumption with respect to income across all individuals then θ 0 is an upper (lower) bound on the weighted average over consumers of exact consumer surplus (equivalent variation) for a change in the price of the first good fromp 1 top 1 ; see Hausman and Newey (2016) . Here m(w, γ) = ω(z)
where f 0 (p 1 |z) is the conditional pdf of P 1 given Z. A fourth example is the average conditional covariance between Y and some other variable, say W 1 . In this case the object of interest is
This object is useful in the analysis of covariance while controlling for regressors X and is an important component in the coefficient β 0 of W 1 for a partially linear regression of Y on W 1 and unknown functions of x. This object differs from the previous three examples in m(w, γ) depending on w other than the regressors x. Here m(w, γ) = w 1 {y − γ(x)} and the RR is
DML of θ 0 can be carried out using the doubly robust moment function
given in Chernozhukov et al. (2016) . This function has the doubly robust property that
for all γ and α. Consequently, ψ(w, θ, γ, α) is debiased in that any functional derivative of E[ψ(W, θ 0 , γ 0 , α)] with respect to α and of E[ψ(W, θ 0 , γ, α 0 )] with respect to γ is zero. Therefore a DML learnerθ can be constructed from machine learning estimatorsγ andα by plugging these into the moment function ψ(w, θ, γ, α) in place of γ and α and solving forθ from setting the sample moment of ψ(w, θ,γ,α) to zero. To help avoid potentially severe finite sample bias and to avoid regularity conditions based onγ andα being in a Donsker class, which machine learning estimators are usually not, we also use sample splitting. We constructγ andα from observations that are not being averaged over. Let the data be W i , (i = 1, ..., n), assumed to be i.i.d.. Let I ℓ , (ℓ = 1, ..., L) be a partition of the observation index set {1, ..., n} into L distinct subsets of about equal size. Letγ ℓ andα ℓ be estimators constructed from the observations that are not in I ℓ . We construct the estimator θ by setting the sample average of ψ(W i , θ,γ ℓ ,α ℓ ) to zero and solving for θ. This estimator has the explicit formθ
A variety of regression learnersγ ℓ of the nonparametric regression E[Y |X] could be used here, as discussed in the Introduction. We also need an estimatorα ℓ to constructθ. We give here Lasso and Dantzig learnersα ℓ . These learners make use of a p × 1 dictionary of functions b(x) where p can be much bigger than n. The learners take the form
whereρ is a vector of estimated coefficients. For notational convenience we drop the ℓ subscript, with the understanding that the description which follows should be applied only to the observations not in I ℓ for each ℓ. The learners for α 0 are based on the fact that the Riesz representation implies that for
Here we see that the cross moments M between the true, unknown RR α 0 (x) and the dictionary b(x) are equal to the expectation of a known vector of functions m(w, b)−m(w, 0). Consequently an unbiased estimator of
Likewise an unbiased estimator of
The estimatorM is analogous to 
Minimum distance versions of Lasso and Dantzig can be constructed by replacing
The objective function here is a ℓ 1 penalized approximation to the least squares regression of
, where 2r L is the penalty. Making the analogous replacement in the constraints of the Dantzig selector gives a Dantzig estimator
where λ D > 0 is the slackness size. These two minimization problems can be thought of as minimum distance versions of Lasso and Dantzig respectively. Either of theseρ may be used in equation (2.4) to form an estimator of the RR. This estimator of the RR may then be substituted in equation (2.3) along with a machine learning regression estimator to construct an estimator of the object of interest. We derive the properties ofθ under weak conditions that only require a relatively slow L 2 convergence rate forγ. Our results on Lasso and Dantzig minimum distance can be applied to show that these produce fast enough convergence rates without assuming sparseness of the ℓ 1 regularized approximation to the true regression.
It is interesting to note that the estimator b(x) ′ρ of the RR does not require any knowledge of the form of α 0 (x). In particular it does not depend on plugging in nonparametric estimates of components of α 0 (x). Instead it is a linear in b(x) estimator that usesM as an estimator of M in an ℓ 1 regularized least squares approximation of the least squares projection of α 0 (x) on b(x).
In the next Section we will derive convergence rates for the Lasso and Dantzig estimators of the RR and in Section 4 formulate sufficient conditions for root-n consistency and asymptotic normality ofθ from equation (2.3). For asymptotic inference we also need a consistent estimator of the asymptotic variance of √ n(θ − θ 0 ). In order to rely only on L 2 rates for our asymptotic inference results we construct such an estimator by trimming the RR estimator. Let
).
An estimator of the influence function ofθ for the ith observation iŝ
An estimator of the asymptotic variance is then the sample varianceV ofψ i given bŷ
To summarize, based on an estimated RR we have given a doubly robust machine learning estimator of a linear functional of a nonparametric regression. We have given Lasso and Dantzig estimators of the RR that are linear in approximating functions. We have also given an estimator of the asymptotic variance of √ n(θ − θ 0 ).
Properties of Lasso and Dantzig Minimum Distance
In this Section we derive L 2 convergence rates for Lasso and Dantzig minimum distance estimators. We apply these result to obtain rates for regularized estimators of RRs. We also give L 2 rates for Lasso and Dantzig nonparametric regression estimators. A key component of these results are regularized population approximations to unknown true functions via the Lasso and Dantzig selector. To describe these population approximations let α 0 denote the true value of some unknown function, · denote the mean-square norm with
|ρ j | the ℓ 1 norm of a p × 1 vector ρ, and |ρ| ∞ = max j |ρ j |. The coefficients of the Lasso ℓ 1 regularized approximation are
where r 0 is a penalty that may be different than r L that appears in the estimator and will be further specified below.
where λ 0 is a slackness constraint that may be different than the λ L that appears in the Dantzig estimation and will be further specified below. Because of the ℓ 1 penalization for Lasso and the ℓ 1 constraint for Dantzig these coefficient vectors will often be sparse. The first condition we specify is a fundamental approximation rate hypothesis for the mean square approximation of α 0 (x) by a linear combination of b(x).
Assumption 1: There isρ, ε n , and B n such that
For example, suppose that
where the first infinite sum is a mean square limit. Then Assumption 1 will be satisfied for
Lemma 1: If Assumption 1 is satisfied then for any r 0 ≥ ε n /2 and λ 0 ≥ ε n /2 both ρ L and ρ D exist and
The number M L of nonzero elements of ρ L will be useful for our inference results. For Assumption 2: There are constants k 3 and k 1 such that
This Assumption allows us to give results for Lasso in terms of the number M L of nonzero elements of ρ L . For the Dantzig selector we will state results in terms of the effective dimension of ρ D which is given by
The effective dimension is the reciprocal of the identifiability factors that were introduced in Chernozhukov et al. (2013) as a generalization of the restricted eigenvalue of Bickel et al. (2009) 
where the last inequality follows by Cauchy-Schwartz. Then
Hence we can view s D as a measure of effective dimension of ρ D . The usefulness of the eigenvalue condition of Assumption 2 depends on the sparseness of the ℓ 1 regularized approximating coefficients ρ L . Many rich function classes admit sparse linear approximations with respect to conventional dictionaries b. For instance, Tsybakov (2009) and Belloni, Chernozhukov, and Wang (2014) give examples of Sobolev and rearranged Sobolev balls, respectively, as function classes and elements of the Fourier basis as the dictionary b, in which regularized approximations have small errors.
Assumption 3: There is B b n such that with probability one,
As shown in Lemma A1 in the Appendix, this condition implies that
The rates of convergence of the estimators of the RR will also depend on the convergence rate for |M − M| ∞ . Here we impose a general condition to obtain rates for a variety of cases.
In what follows we will give the form of ε M n in specific settings. The following result gives an L 2 convergence rate for the Lasso estimator of the RR. 
thenρ L exists with probability approaching one and
If in addition Assumption 2 is satisfied then
The first conclusion gives a relatively slow rate that does not depend on Assumption 2 (i.e. without sparseness) and the second result includes the faster rate. The choice of r L that yields these results is one that converges to zero slightly faster than the variance component ε M n + ε G n (1 + B n ) and the bias component (1 + B n )r 0 . The convergence rates then depend on r L as in the conclusion of Theorem 2.
The next result gives an L 2 convergence rate for the Dantzig selector.
Theorem 3: If Assumptions 1, 3, and 4 are satisfied and ε
These rate results are useful in specifying conditions for root-n consistency and asymptotic normality ofθ and consistency of the asymptotic variance estimator, to which we now turn.
Large Sample Inference
In this Section we give conditions for root-n consistency and asymptotic normality of the estimatorθ. We also show that the asymptotic variance estimator is consistent. These results allow us to carry out large sample inference about the object of interest in the usual way. We also apply the general results to each of the examples. Recall that the estimator iŝ
′ρ ℓ . We impose the following conditions.
Boundedness of V ar(Y |X) is standard in the regression literature. It may be possible to weaken the second and third conditions but it is beyond the scope of the paper to do so. All of these conditions are imposed to make sure that only L 2 rates are needed forγ and forα. This helps the results apply to machine learning estimators where only L 2 convergence rates are available. This is a primitive condition that leads to a convergence rate forM .
Lemma 4: If Assumption 6 is satisfied then
Note that for m(w, b j ) = yb j (x) the minimization problems in equations (2.5) and (2.6) are those for the Lasso and Dantzig regression respectively. Thus the convergence rates of Theorems 2 and 3 apply to obtain population L 2 rates for Lasso and Dantzig learners for γ 0 .
Our results forθ will rely on a convergence rate forγ. In order to allow these results to apply to as wide a variety of machine learning estimatorsγ as possible we just hypothesize such a rate.
The results of Section 3 imply such a rate for Lasso or Dantzig selector. The next condition imposes rates that will be sufficient for root-n consistency ofθ. Let
The next results gives large sample inference based onθ. 
If in addition ∆ −→ ∞ and ∆ε
This result allows γ 0 to be "dense" and estimated at relatively slow rates ifα converges at a sufficiently fast L 2 rate. We now give more specific regularity conditions for the examples.
Average Treatment Effect
For the average treatment effect we consider a dictionary of the form Then the RR learner is given bŷ
might be thought of as "weights." These weights sum to one if q(z) includes a constant but need not be nonnegative. The first order conditions for Lasso and the constraints for Dantzig are that for each j,
where r = r L for Lasso and r = λ D for Dantzig. Here we see that RR learner sets the weightsω
to approximately "balance" the overall sample average with the treated and untreated averages for each element of the dictionary q(z). The resulting learner of the ATE iŝ
3)
The conditions we give are sufficient for this estimator to be root-n consistent whenγ ℓ has a sufficiently fast L 2 convergence rate. The constraints of equation (4.2) are similar to those of Zubizarreta (2015) and Athey, Imbens, and Wager (2017) though the source of these constraints is ℓ 1 regularized best L 2 approximation of the RR α(x) = π 0 (z)
linear combination of the dictionary b(x). We show here that this type of balancing is sufficient to debias any regression learner under sufficient regularity conditions. 
and iii) Assumptions 1, 2, and 7 are satisfied, then for α 0 (x) = π 0 (z)
In comparison with Athey, Imbens, and Wager (2018) this result depends on relatively fast estimation of the RR, or equivalently the dictionary balancing weights, while allowing for relatively slow estimation of the regression. This result can be applied to any regression estimator γ. Another advantage of the estimator here is its DML form allows us to trade-off rates at which the mean and the inverse propensity score are estimated while maintaining root-n consistency, when a Lasso or Dantzig regression estimator is used. Also, we do not require that the regression be linear and sparse.
Average Policy Effect
For the average policy effect let b(x) be a dictionary satisfying Assumption 3. Note that m(w, b) = b(t(x)) − y, so thatM
Forρ ℓ equal to the Lasso or Dantzig coefficients, the learner of the RR is given byα ℓ (x) = b(x) ′ρ ℓ . The first order conditions for Lasso and the Dantzig constraints are that for each j
Hereα ℓ (X i ) acts approximately as a reweighting scheme in making the sample average of the dictionary after transformation b(t(X i )) be approximately equal to the sample average of the reweighted dictionary b(X i )α ℓ (X i ). The resulting learner of the average policy effect iŝ
is bounded; ii) Assumptions 3 and 8 are satisfied for
iii) Assumptions 1, 2, and 7 are satisfied then for
The third example, estimation of a bound for average equivalent variation, is treated in detail in Chernozhukov, Hausman, and Newey (2018) . We consider here the fourth example.
Expected Conditional Covariance
For the expected conditional covariance let b(x) be a dictionary satisfying Assumption 3. Note that m(w, b) − m(w, 0) = −w 1 b(x) so that
Here the Lasso or Dantzig are those obtained from Lasso or Dantzig regression where the dependent variable is −W 1i . The resulting learner of the expected conditional covariance iŝ 
and iii) Assumptions 1, 2, and 7 are satisfied then for
This result gives root-n consistency and asymptotic normality of the expected conditional covariance estimator when the regression estimator converges fast enough in L 2 and when E[W 1 |X] is estimated by Lasso or Dantzig. This asymmetric treatment may be useful in settings where one wants to allow one of the conditional expectation functions to be estimated at a slower rate.
For further bias reduction estimation of E[Y |X] and E[W 1 |X] from different samples may be warranted, as in Newey and Robins (2018) . It is beyond the scope of this paper to analyze such estimators.
Nonlinear Functionals
Debiased machine learning estimators of θ 0 = E[m(W, γ 0 )] for nonlinear m(w, γ) can also be constructed. The estimator is similar to the linear functional case except that the RR is that of a linearization and a differentM is needed. In this Section we show how to constructM that can be used to machine learn the RR and give conditions that are sufficient for valid large sample inference for nonlinear functionals.
As before a RR is important in the construction of the estimator. Here the RR is that for a linearization of the functional. Suppose that m(w, γ) has a Gateaux derivative D(w, ζ, γ) where ζ represents a deviation from γ and D(w, ζ, γ) is linear in ζ. That is suppose that
where τ is a scalar. We will assume that E[D(W, γ, γ 0 )] is a linear mean square continuous functional of γ so that there is a RR α 0 (x) satisfying
for all γ(x) with finite second moment. This Riesz representation is analogous to equation (2.2) with the functional m(w, γ) − m(w, 0) replaced by the first order approximation D(w, γ, γ 0 ). The Riesz representation implies that for
A learnerθ can be constructed from an estimatorα ℓ (x) of the RR α 0 (x) and a learnerγ ℓ (x) of E[Y |X = x] exactly as in equation (2.3). This estimator may not be doubly robust due to the nonlinearity of m(w, γ) in γ. Nevertheless it will have zero first order bias and so be root-n consistent and asymptotically normal under sufficient regularity conditions. It has zero first order bias because α 0 (x)[y − γ 0 (x)] is the influence function for E[m(W, γ)], as shown in Newey (1994) , and because a sample average plus an average of an estimate of that influence function has zero order bias; see Chernozhukov et al. (2016) .
An estimatorα ℓ (x) is needed to constructθ. We continue to consider estimatorsα ℓ (x) described in Section 2, but based on a differentM ℓ , where it is now convenient to include an ℓ subscript. For a machine learning estimatorγ ℓ,ℓ ′ of E[Y |X] obtained from observations not in either I ℓ or I ℓ ′ the estimatorM ℓ is given bŷ
This estimator uses further sample splitting whereM is constructed by averaging over observations that are not used inγ ℓ,ℓ ′ . For convenience we have used the same partitioning of the observations as before. This additional sample splitting helps us allow for p to still be large in this setting where we are plugging in a nonparametric estimator into many sample moments.
Next we obtain a convergence rate forM . 
Lemma 9: If Assumptions 7 and 8 are satisfied then
To allow for nonlinearity of m(w, γ) in γ we impose the following condition Assumption 10: There are ε, C > 0 such that for all γ with γ − γ 0 ≤ ε,
It is a specific condition that corresponds to E[m(W, γ)] being an L 2 differentiable function.
Let
Theorem 10: If Assumptions 1-3, 5, and 7-10 are satisfied with ε
6 Appendix: Proofs of Results
In this Appendix we give the proofs of the results of the paper, partly based on useful Lemmas that are stated and proved in this Appendix. The first Lemma states a well known necessary condition for minimizing the Lasso objective function.
Lemma A0: For any p × 1 vectorM , p × p positive semi-definiteĜ, and r > 0, if
Proof: Because the objective function is convex in ρ, a necessary condition for minimization is that 0 belongs to the sub-differential of the objective, i.e.
Therefore for each j we have
where e j is the j th unit vector. Dividing through by 2 and addingM j − e ′ jĜ ρ * both sides of each inequality gives
The conclusion follows because this inequality holds for each j. Q.E.D.
Proof of Lemma 1: For r 0 ≥ ε n /2,
The first inequality in the conclusion follows from
The second inequality in the conclusion follows from
and dividing through by 2r 0 . Next, note that the first order conditions for ρ L with r 0 = λ 0 imply that
Therefore ρ L for r 0 = λ 0 satisfies the constraints of the Dantzig minimization problem, and hence
Furthermore by the triangle inequality we have
Squaring both sides then gives
We next give some Lemmas that will be useful in the proof of Theorem 2.
The following result gives the rate of convergence of |Ĝ − G| ∞ . Let A(W ) Ψ 2 be the subGaussian norm of a random variable A(W ) as in Vershynin (2018) .
Lemma A1: If Assumption 3 is satisfied then
n .
Proof: Define
For any constant C,
Note that E[T ijk ] = 0 and
. By Hoeffding's inequality there is a constant c such that
For any C > 8/c. Thus for large enough C,
where
Proof: Follows by adding and subtractingM
Lemma A3: For any ρ and α(x),
Lemma A4: If Assumptions 1, 3, and 4 are satisfied then for
Then by the triangle and Holder inequality, Lemmas 1 and
Lemma A5: If Assumptions 1, 3, and 4 are satisfied and ε
Lemma A4,
Dividing through by 2r L and using [ε
(6.1)
Subtracting o p (1)|ρ L | 1 from both sides then gives
implying the conclusion. Q.E.D.
Lemma A6: If Assumptions 1, 3, and 4 are satisfied and ε
Proof: It follows as in equation (6.1) of the proof of Lemma A5 that
Therefore with probability approaching one,
Note that |ρ Lj | + |ρ Lj − ρ Lj | − |ρ Lj | = 0 when ρ Lj = 0 and that |ρ Lj | − |ρ Lj | ≤ |ρ Lj − ρ Lj | by the triangle inequality. Then adding |ρ L − ρ L | 1 /2 to and subtracting |ρ L | 1 from both sides gives 
Proof: The population and sample Lasso first order conditions give
Then by the triangle and Holder inequalities we have
Proof of Theorem 2: Note that by Lemma 1,
By Lemmas A5 and A7,
The first conclusion then follows by eq. (6.2) and r 0 = o(r L ). If Assumption 2 is satisfied letδ =ρ L −ρ L . Then by Lemma A6 with probability approaching one
Dividing through by |δ| 1 then gives
It follows thatδ
). The conclusion then follows from eq. (6.2) Q.E.D.
The following result is useful for the proof of Theorem 3:
Proof: By ρ D satisfying the constraint given in the definition of ρ D , Lemma 1, and the triangle and Holder inequalities
It follows that with probability approaching one |M −Ĝρ D | ∞ ≤ λ D , so that ρ D is feasible for the sample Dantzig constrained minimization problem, implying the first conclusion.
To show the second conclusion note that by the first conclusion, with probability approaching one,
Proof of Theorem 3: For this proof letδ =ρ
giving the slow rate by λ 0 = o(λ D ). Also by the first conclusion of Lemma A8 |ρ D +δ| 1 = |ρ D | 1 ≤ |ρ D | 1 with probability approaching one, so that by the definition of s D and the second conclusion of Lemma A8,
It then follows from the second conclusion of Lemma A8 that
The fast rate then follows from eq. (6.3). Q.E.D.
Proof of Lemma 4: Define
Note that E[T ij ] = 0 and
n . By Hoeffding's inequality there is a constant c such that 
Then the first conclusion follows by Theorem 13 of Chernozhukov et al. (2016) .
To prove the second conclusion let
where for notational convenience we drop the ℓ subscript onγ ℓ andα ℓ∆ . Let E −ℓ [·] denote the expectation conditional on the subvector of the data where i / ∈ I ℓ . Then for i ∈ I ℓ , by Assumption 5
where the last inequality follows by α 0 (x) bounded which implies α ∆ − α 0 ≤ α − α 0 for large enough ∆. Also by α 0 (x) bounded, for large enough n we have |α 0 (x)| ≤ ∆, so that
It then follows that
It then follows by the triangle and conditional Markov inequalities and summing over ℓ that
ThenV p −→ 0 follows by the law of large numbers in the usual way. Q.E.D.
Proof of Theorem 6: Note that
Therefore max Next, it also follows by hypothesis i) and the form of α 0 (x) that V ar(Y |X) and α 0 (x) are bounded. In addition, by iterated expectations,
Combining these inequalities with the analogous inequalities for γ(0, z) it follows that Assumption 5 is satisfied. The conclusion then follows by Theorem 5. Q.E.D.
Proof of Theorem 7: Note that
By α 0 (x) bounded, the distribution of t(X) is absolutely continuous with respect to the distribution of X so that by Assumption 3,
It then follows by hypothesis ii) of the statement of Theorem 7 that Assumption 6 is satisfied with A(W ) = 1 and B m n = B b n .
Next, it also follows by hypothesis i) that V ar(Y |X) and α 0 (x) are bounded. In addition, by iterated expectations,
Thus we see that Assumption 5 is satisfied. The conclusion then follows by Theorem 5. Q.E.D. Thus we see that Assumption 5 is satisfied. The conclusion then follows by Theorem 5. Q.E.D.
Proof of Lemma 9: Definê
Note that M =M (γ 0 ). Let Γ ℓ,l be the event that γ ℓ,l − γ 0 < ε and note that Pr(Γ ℓ,l ) −→ 1 for each ℓ andl. When Γ ℓ,l occurs, Also by Assumption 9 ii) and the fact that Pr(Γ ℓ,l ) −→ 1 for each ℓ andl
The conclusion then follows by the triangle inequality. Q.E.D.
Proof of Theorem 10: The first conclusion follows exactly as in the proof of Theorem 5. We prove the second conclusion by verifying the conditions of Lemma 14 of Chernozhukov et al. (2016) . Let λ in Chernozhukov et al. (2016) be α here and φ(w, γ, λ) in Chernozhukov et al. (2016) 
Also, √ n α(X){Y − γ 0 (X)}]F 0 (dW ) = 0.
Therefore Assumption 6 of Chernozhukov et al. (2016) is satisfied, so the first conclusion follows by Lemma 14 of Chernozhukov et al. (2016) . Q.E.D.
