There are a lot of biological and experimental data from genomics, proteomics, drug screening, medicinal chemistry, etc. A large amount of data must be analyzed by special methods of statistics, bioinformatics, and computer science. Big data analysis is an effective way to build scientific hypothesis and explore internal mechanism.
| INTRODUCTION
Gene expression data can be originated from different techniques such as quantitative real-time PCR (qRT-PCR), microarray, ChIP assay, ChIP-on-chip, high-throughput ChIP-sequencing, etc. Levels of the gene expression are calculated based on relative quantity of house-keeping genes (ie, GAPDH, β-actin, cyclophilin A1) or absolute magnitude subsequent to a standard curve. The gene expression of special proteins may be typical marker under physiological and pathological conditions. In the field of clinical medicine, biomarkers such as calcitonin for medullary thyroid carcinoma, alpha fetoprotein for hepatocellular carcinoma, glial fibrillary acidic protein for glioma, carcinoma antigen 15-3 for breast cancer, and so on, are often utilized for diagnosis and prognostic evaluation of relevant tumors. [1] [2] [3] [4] In addition, F13A1 gene is for screening abnormal bleeding risk. 5 Parkinson's disease may have a high level of tissue transglutaminase. 6 Gene T235 is a marker for the persistent microalbuminuria in 
| DATA TYPES OF GENE EXPRESSION
The gene expression can be detected or measured via routine PCR or qRT-PCR. One or more genes are determined at one time, based on designed primers. Relative quantification of the gene expression is usually normalized to the level of housekeeping gene with the into different groups for further investigation. 7 There are a few terms that explain data types of gene expression in Geo database as follows:
1. GSM (GEO sample) stands for the experimental data of a single sample.
GDS (GEO dataset) is a collection of GSM that is arranged manu-
ally on a topic. Thus, GSM and GDS share the same platform. (Table 1) . If the raw data are used for direct comparison, it can overemphasize the role of the high abundance genes during the comprehensive analysis, and/or may weaken the function of the low gene-expression levels. Therefore, in order to ensure the reliability of the result, the original data need to be normalized. 8, 9 There are many kinds of data normalization methods, including min-max normalization, log function conversion, arc tangent function conversion, z-score normalization, and fuzzy quantization. They may be linear type (ie, M ± SD) and curve type (ie, seminormal distribution).
Different normalization methods have diverse effects on the evaluation of resultant data. [10] [11] [12] Unfortunately, there is no general rule to follow in the selection of data normalization methods. The min-max normalization, also called standardization of deviations, is the linear transformation of the original data, and the result falls to the [0, 1] interval. The log function conversion can be completed via x* = log 10 (x). A problem is that the result does not necessarily fall on the [0, 1] interval (Table 2 ). It should be divided by log10 (max). The atan function transformation uses an inverse tangent function to achieve the normalization of data. The data less than 0 will be mapped to the [−1, 0] interval. The most common method is the z-score normalization (or zero-mean normalization) (Table 3) , which is used as standard method in SPSS package (The IBM SPSS ® Software, Armonk, NY, USA). The processed data conforms to the normal distribution, that is, the mean is 0 and the SD is 1. Its conversion function contains μ for the mean value and σ for the SD of all sample data.
| MULTIVARIATE DATA ANALYSIS
There are different statistical methods for big data analysis. Several techniques that are generally applied for microarray gene expression are summarized as follows.
| Correlation analysis
It describes the correlation between two or more than two random variables, for example, the relationship between body height and weight, and relative humidity between the air and rainfall. When abovementioned variables are plotted in the Cartesian coordinate 
The correlation coefficient r is any value between −1 and 1. 
| Cluster analysis
The goal of cluster analysis is to collect data on similar basis for classification ( Figure 2 
| Principal components analysis
In many cases, there is a certain correlation between the two variables. It can be explained that the two variables share common data information or have a overlap of datasets. The principal components analysis (PCA) is a technology for analyzing and simplifying datasets ( Figure 3) . 19, 20 There is more information about PCA theory and application in the platforms "Principal Component Analysis (PCA) in R" and "Principal Component Analysis in Python" (website https://datascienceplus.com/principal-component-analysis-pca-in-r/;
https://plot.ly/ipython-notebooks/principal-component-analysis/).
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The PCA method is usually used to reduce the dimension of dataset, while maintaining the greatest contribution of the other side in the dataset. This is achieved by preserving low-order principal components and ignoring higher order principal components. Such loworder components often retain the most important aspect of data.
The PCA technique can take out as many of the less comprehensive variables as possible to reflect the information of the original variables. However, this is not necessary and depends on the specific application. Moreover, since PCA relies on the given data, the accuracy of the data has a great impact on the analysis results.
The most classical approach in PCA analysis is to express the vari- 
T A B L E 2 Logarithmic transformed data (log e ratio, reference series: GSE9539) 
