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Mammalian transcriptomes display complex circa-
dian rhythms with multiple phases of gene expres-
sion that cannot be accounted for by current models
of the molecular clock. We have determined the un-
derlying mechanisms by measuring nascent RNA
transcription around the clock in mouse liver. Unbi-
ased examination of enhancer RNAs (eRNAs) that
cluster in specific circadian phases identified func-
tional enhancers driven by distinct transcription fac-
tors (TFs). We further identify on a global scale the
components of the TF cistromes that function to
orchestrate circadian gene expression. Integrated
genomic analyses also revealed mechanisms by
which a single circadian factor controls opposing
transcriptional phases. These findings shed light on
the diversity and specificity of TF function in the gen-
eration of multiple phases of circadian gene tran-
scription in a mammalian organ.INTRODUCTION
A substantial proportion of mammalian genes are expressed
with a circadian rhythm driven by a cell autonomous molecular
clock (Hughes et al., 2009; Miller et al., 2007; Panda et al.,
2002). The clock mechanism involves a network of transcrip-
tional-translational feedback loops comprised of core transcrip-
tional activators BMAL1/CLOCK and two sets of repressors,
PER/CRY (Reppert and Weaver, 2001; Takahashi et al., 2008)
and Rev-erbs a and b (Bugge et al., 2012; Cho et al., 2012; Rip-
perger and Schibler, 2001). Under normal conditions, each
cellular clock is synchronized by systemic cues and generates
multiple phases of rhythmic output (Asher and Schibler, 2011;
Dibner et al., 2010; Peek et al., 2012).
Although each circadian transcription factor (TF) binds DNA
with genome-wide oscillation peaking at a specific time (Feng
et al., 2011; Koike et al., 2012; Rey et al., 2011), binding of
an individual circadian TF, e.g., BMAL1, has been reported at
genes oscillating with a range of phases, many of which do1140 Cell 159, 1140–1152, November 20, 2014 ª2014 Elsevier Inc.not correlate with the circadian regulator’s binding phase (Me-
net et al., 2012). Moreover, genome-wide studies have re-
vealed a substantial portion of circadian TF binding tens to
hundreds of kilobases away from known transcription start
sites (TSS) (Feng et al., 2011; Koike et al., 2012; Rey et al.,
2011) and a high degree of overlap between core clock TFs
with competing effects on circadian rhythms, such as BMAL1
and Rev-erba (Cho et al., 2012; Koike et al., 2012). Further-
more, several clock output TFs have been suggested to
generate transcriptional rhythms with delayed phase relative
to BMAL1/CLOCK, but these mechanisms have not been
explored genome-wide (Asher and Schibler, 2011). Thus, a
fundamental question remains as to how the interaction of mul-
tiple regulators at the genome, particularly at distal enhancer
elements, produces distinct phases of circadian transcriptional
activity.
Here, we applied Global Run-On sequencing (GRO-seq) (Core
et al., 2008; Wang et al., 2011) to mouse livers collected at mul-
tiple times of day to measure the circadian activity of enhancer
regions based on enhancer RNA (eRNA) transcription (Hah
et al., 2013; Kim et al., 2010). We identified thousands of oscil-
lating enhancers with varying peak activity times, and in partic-
ular, we found that specific phases of oscillation are associated
with distinct regulatory motifs and TF binding patterns. Our data
suggest that specific phases of enhancer activity in vivo are
achieved by a dominant regulator at each site, determined in
part by sequence content, in contrast to combinatorial regula-
tion models based primarily on synthetic in vitro models (Ukai-
Tadenuma et al., 2008). Furthermore, we show that eRNA
oscillations are highly predictive of the rhythmicity and phase
of transcription at nearby genes, demonstrating a large-scale
and previously unexplored role for distal regulatory elements in
the generation of transcriptional rhythms. By combining circa-
dian enhancer maps, transcription factor cistromes, and genetic
ablation of Rev-erba and Clock, we demonstrate that circadian
eRNAs can be used to both identify the TFs coordinating specific
phases of gene transcription and, importantly, uniquely distin-
guish the functional binding sites within a circadian TF cistrome.
Thus, an integrative approach using multiple genomic tech-
niques provides the most detailed and robust model to explain
the generation and coordination of multiple phases of rhythm
within a single tissue.
Figure 1. Circadian Transcription in Mouse
Liver
(A) Genome browser view of nascent transcripts at
Bmal1/Arntl and Rev-erba/Nr1d1 loci at eight time
points. GRO-seq signals on the + and strand are
illustrated in blue and red, respectively. Y axis
scale refers to the normalized tag count per million
reads.
(B) Heat map of the relative transcription of 1,261
oscillating genes sorted by oscillation phase.
(C) Relative expression of pre-mRNA (green) and
mRNA (black) determined by GRO-seq and RT-
qPCR, respectively, throughout the day. Data are
double plotted for better visualization. RT-qPCR
data are expressed as the mean ± SEM (n = 3–4
per time point) and normalized to the maximal
expression of the day.
See also Figure S1 and Table S1.RESULTS
Circadian Transcription in Mouse Liver
GRO-seq was performed on mouse liver nuclei collected every
three hours throughout a 24 hr light-dark cycle. Transcription
of known circadian genes showed robust oscillation patterns,
exemplified by Bmal1 (Arntl) and Rev-erba (Nr1d1) (Figure 1A).
A total of 11,288 active gene transcripts were identified, of
which 1,261 (11%) were transcribed with oscillating patterns
(JTK_CYCLE [Hughes et al., 2010], p < 0.01, 21 % period (t)
% 24 hr, peak to trough ratio > 1.5) (Figure 1B; Table S1A avail-
able online). Rhythmic mRNA expression of known circadian
genes determined by RT-quantitative PCR (RT-qPCR) was asso-
ciated with their nascent transcription (Figure 1C), and biological
replicates of GRO-seq samples at Zeitgeber Time (ZT) 10 and
ZT22 showed a high degree of correlation (Pearson correlation
coefficient, r = 0.95) (Figure S1A). In addition, genes oscillating
in similar phases showed closely related biological functions
(Figure S1B; Table S1B). Together, these results demonstrate
the robustness of our data.
De Novo Identification of Circadian Liver
Enhancer RNAs
Analysis of the liver GRO-seq data revealed eRNA transcription
in both inter- and intragenic regions, exemplified by highlightedCell 159, 1140–1152, Noregions in the vicinity of Ppara and Cry2,
respectively (Figure 2A). To globally iden-
tify eRNA loci, we developed a pipeline
to search for genomic locations pro-
ducing bi- and unidirectional short RNA
transcripts (Extended Experimental Pro-
cedures), which identified 19,086 high
confidence de novo eRNA loci (>300 bp
from TSS) (Table S2A). The average
GRO-seq signal of de novo eRNAs
showed a bimodal profile in both inter-
and intragenic regions (Figure 2B). Anal-
ysis of public chromatin immunoprecipi-
tation sequencing (ChIP-seq) data (TableS2B) from mouse liver suggested that de novo eRNA loci were
enriched for other epigenomic features including H3K27ac,
H3K4me1, DNase I hypersensitivity, and RNA polymerase II
(Pol2) recruitment, consistent with the function of these sites
as enhancers (Figure 2C). eRNA signals correlated with Pol2 oc-
cupancy and histone acetylation but not histone methylation
(Figure S2A), consistent with earlier reports (Hah et al., 2013; Li
et al., 2013; Wang et al., 2011) and in agreement with the notion
that H3K4me1 andH3K27acmark enhancer identity and activity,
respectively (Creyghton et al., 2010).
To examine dynamics of eRNA transcription across the 24 hr
cycle, eRNA transcripts were quantified using GRO-seq tag
counts within ±500 bp from the centers of eRNA loci. Remark-
ably, 5,724 (30%) of eRNAs were found to be transcribed in a
circadian manner (JTK_CYCLE, p < 0.05, 21 % period (t) %
24 hr, peak to trough ratio > 1.5) (Table S2C), and their relative
expression peaked at different times of the day (Figure 2D).
Based on their peak expression time (hereafter referred to as
‘‘phase’’), circadian eRNAs were divided into eight groups
(phase ZT0–ZT24, at 3 hr intervals), represented by eight colors
in Figure 2D. Interestingly, circadian eRNAs were not evenly
distributed across the eight phase groups. A total of 71% of
circadian eRNAs oscillated with a phase between ZT18 and
ZT3, whereas 29%of circadian eRNAs oscillated in other phases
(Figure 2E; Table S2C). Examples of circadian eRNAs with phasevember 20, 2014 ª2014 Elsevier Inc. 1141
Figure 2. De Novo Identification of Circa-
dian Liver Enhancer RNAs
(A) Genome browser view of intergenic (upper
panel) and intragenic (lower panel) eRNAs (yellow
boxes).
(B) GRO-seq tag densities in 4 kb windows sur-
rounding de novo intergenic (upper panel) and
intragenic (lower panel) eRNA loci are shown for
the plus (blue) and minus (red) strand. Y axis
shows average reads per 10 million reads (RPTM)
per 10 bp bin.
(C) Average ChIP-seq tag densities of epigenetic
marks in 2 kb window surrounding all de novo
eRNA loci (prior to the selection of high confidence
eRNAs) and matched control regions.
(D) Heat map of the relative transcription of oscil-
lating eRNAs throughout the day. Color coding of
eRNA population in eight phase groups (from ZT0
to ZT24, at 3 hr intervals) is shown on the right.
(E) Rose diagram showing the prevalence of eRNA
loci in each phase group. For each wedge, the
color corresponds to that in (D) and the area is
proportional to the number of eRNAs in that group.
(F) Genome browser view of oscillating eRNAs at
Cry1 locus.
(G) RT-qPCR validation of circadian transcription
for intergenic, intragenic, and noncyclic eRNAs at
indicated gene loci. Data are expressed asmean ±
SEM (n = 3–4 per time point) and normalized to the
first time point.
See also Figure S2 and Table S2.ZT22 at the Cry1 locus are shown in Figure 2F. eRNA transcripts
oscillating in different phases were confirmed by RT-qPCR (Fig-
ure 2G) at selected intergenic and intragenic eRNA loci (Fig-
ure S2B). The unbalanced phase distribution of eRNAs agrees
with the previous finding that histone acetylation, a reflection
of enhancer activity, was globally high around ZT22 and low
around ZT10 in the mouse liver (Feng et al., 2011). Moreover,
the average H3K27ac level at eight groups of eRNA loci showed
the same oscillatory pattern as the circadian eRNAs within each
group (Figure S2C). Therefore, circadian eRNAs oscillate in
diverse phases, suggesting that circadian enhancer activities
are orchestrated by distinct mechanisms in liver.
Phase-Specific Transcription Factors at Circadian
Enhancers
We have shown that gene body and eRNA transcription occur in
multiple phases. As previous studies suggested correlated tran-
scription of eRNA and nearby target genes (Core et al., 2008;
Hah et al., 2013; Kim et al., 2010), we examined whether eRNA
oscillations are related to circadian gene transcription. The
expression of genesmapped closest to oscillating eRNAs (within
200 kb from TSS) showed rhythmic patterns in phase with eRNA
expression (Figure 3A). Among all genes mapped to circadian
eRNAs, 423 (34%) circadian gene transcripts were mapped to
1,124 (20%) circadian enhancers and oscillation phases be-
tween each enhancer-gene pair were highly correlated (r = 0.9)1142 Cell 159, 1140–1152, November 20, 2014 ª2014 Elsevier Inc.(Figure S3A). This is likely an underestimate based on the strin-
gent eRNA-gene mapping criteria and, indeed, if the analysis is
not limited to the nearest gene, up to 76% of circadian genes
in different phases have in-phase eRNAs (phase difference
<3 hr between gene and eRNA) located within 200 kb of their
TSSs. By contrast, for random genes this number is 10% on
average (hypergeometric test, p < 0.001) (Figure S3B). Together,
these results suggest that circadian eRNAs predict rhythmic
transcription of nearby genes and are likely to be functionally
associated with circadian genes of the same phase.
Although gene body and eRNA transcription occur in multiple
phases, the core clock oscillator in liver has only one peak and
one trough in a 24 hr period (Koike et al., 2012). We considered
the possibility that specific circadian TFs were responsible for
the different phases of gene expression by driving the transcrip-
tion of diversely phased eRNAs. To this end, we performed
motif analysis on the eight groups of circadian enhancers using
500 bp windows centered on each eRNA locus (Figure S3C).
First, candidate phase-specific TFs with the most enriched mo-
tifs in each enhancer group were selected by de novo motif min-
ing (Table S3). Then, annotated motifs of candidate TFs were
used to quantify the motif enrichment in each enhancer group,
revealing four major types of motifs specifically enriched in six
enhancer groups (Figure 3B). Specifically, an E-box motif was
the most enriched at circadian eRNA loci in phase ZT6–ZT9,
coincident with the peak of BMAL1 binding to the genome
Figure 3. Phase-Specific Transcription Factors at Circadian Enhancers
(A) Relative transcription of genes closest to oscillating eRNAs (within 200 kb of TSS).
(B)Motifs specifically enriched in each eRNAgroup are labeled in the clock diagram on the left. Position weight matrix (PWM) of eachmotif and its best enrichment
p value in assigned groups are shown in the table on the right.
(C) Correlation of motif occurrence and TF binding in eight eRNA phase groups. In each plot, the red dots represent the fraction of eRNA loci bound by the
indicated TF (top 3,000 ChIP-seq peaks), and black bars represent the fraction of eRNA loci containing the correspondingmotif. Correlation coefficient r is shown
for phase-specific motifs. TFs recognizing different types of motifs are grouped in colored boxes corresponding to those used for eRNA phases.
See also Figure S3 and Table S3.(Koike et al., 2012; Rey et al., 2011; Ripperger and Schibler,
2006). However, although BMAL1/CLOCK has been previously
linked to circadian gene regulation in liver, the ZT6–ZT9 eRNAs
comprised only 6% of circadian enhancers, consistent with an
earlier study in which only 5% of total circadian genes were
transcribed in phase with nearby BMAL1 binding (Menet et al.,
2012).
We also discovered that a D-box motif, recognized by PAR-
bZIP proteins including DBP, TEF, HLF, and E4BP4 (Cowell
et al., 1992; Li and Hunger, 2001; Mitsui et al., 2001), was the
most enriched motif at phase ZT9–ZT15 eRNA loci (Figure 3B),Ccoinciding with the phase of known target genes for these TFs
(Gachon et al., 2006). Moreover, the RevDR2 and RORE motifs,
bound by Rev-erba/b (Harding and Lazar, 1995) and RORa/g
(Gigue`re et al., 1994), were the top motifs at eRNA loci with the
most common phase, ZT18–ZT24 (Figure 3B), coinciding with
the trough of repression by Rev-erba (Bugge et al., 2012; Feng
et al., 2011). By contrast, motifs characteristic of ETS binding
sites were highly enriched in the phase ZT0–ZT3 enhancers,
implying a potential role of ETS proteins in the circadian regula-
tion of transcripts with this phase (Figure 3B). In addition to these
phase-specific motifs, constitutively enriched motifs in allell 159, 1140–1152, November 20, 2014 ª2014 Elsevier Inc. 1143
enhancer groupswere identified, most prominently the Forkhead
and HNF4 motifs (Figure 3B).
We tested whether the motif enrichment in a given eRNA
group was predictive of TF binding by overlapping each group
of circadian eRNAs with TF cistromes determined by ChIP-
seq. Specifically, we analyzed previously published cistrome
data for core clock TFs (Feng et al., 2011; Koike et al., 2012)
and performed additional ChIP-seq experiments for E4BP4
and RORa. To minimize the effects of variable ChIP-seq quality
in different studies, only the 3,000 strongest ChIP-seq peaks
for each TF were used in the analysis. Notably, the genomic
binding sites of E-box-binding factors BMAL1, CLOCK, and
NPAS2were enriched at eRNAswith phase ZT6–ZT9 (Figure 3C),
where de novo analysis implicated the E-box motif. Similarly,
genomic binding of Rev-erba and RORa was enriched at eRNAs
whose transcription peaked at ZT21–ZT24 (Figure 3C), where the
RevDR2 and ROREmotifs weremost prominent. Also consistent
with the bioinformatic predictions, the D-box binding factor
E4BP4 bound most commonly at eRNAs with phase ZT9–ZT15
(Figure 3C). By contrast, binding of FOXA1 and HNF4A, whose
motifs were equally enriched in all eRNA groups, did not display
a preference for eRNA loci of a specific phase (Figure 3C). Thus,
the regulatory activities of six TFs coincide with the rhythmic
eRNA expression in the enhancer group at which they were en-
riched. These data strongly suggest that TFs bound specifically
at each enhancer group are potential drivers of their circadian
transcription and enhancer activities.
Phase Correlation between eRNA and Gene Body
Transcription Marks Functional Enhancers of
Circadian Genes
We next considered whether the specific TFs found to bind
at circadian enhancers were driving transcription of nearby in-
phase genes, focusing on the most common circadian en-
hancers (phase ZT18–ZT24). Within 200 kb of 325 circadian
genes in phase ZT18–ZT24, 539 neighboring eRNA loci showed
circadian eRNA transcription in phase ZT18–ZT24 (‘‘correlated
enhancers’’), while 857 eRNA loci did not produce correlated
eRNA transcription (‘‘noncorrelated enhancers,’’ eRNA expres-
sion ZT22/ZT10 < 1.5) (Figure 4A).
Correlated enhancers showed higher enrichment of the
RevDR2 and RORE motifs in comparison to noncorrelated en-
hancers (Figure 4B). Notably, relative enrichment of the RevDR2
motif, which is a preferential binding site for Rev-erba (Harding
and Lazar, 1995; Zhao et al., 1998) was 2-fold higher than that
of the RORE motif shared by Rev-erba and RORa (Gigue`re
et al., 1994), suggesting that Rev-erba may play a more impor-
tant role in regulating the correlated enhancers. ChIP-seq tag
densities of Rev-erba and its corepressor HDAC3 were dramat-
ically stronger at correlated enhancers than at noncorrelated
enhancers (Figure 4C), supporting the idea that the correlated
enhancers in phase ZT18–ZT24 were controlled by Rev-erba.
To test this hypothesis, GRO-seq was performed on livers from
mice genetically lacking Rev-erba (Rev-erba/) at ZT10, when
Rev-erba levels normally peak and maximally repress histone
acetylation and gene transcription (Feng et al., 2011). Indeed,
eRNA signals at the correlated enhancers were markedly dere-
pressed in Rev-erba/ mice, while no such change was seen1144 Cell 159, 1140–1152, November 20, 2014 ª2014 Elsevier Inc.at the noncorrelated enhancers (Figure 4D). Similar results
were obtained at both inter- and intragenic enhancers (Fig-
ure S4). Importantly, gene body transcription that normally
peaked at ZT18–ZT24 was also extensively derepressed in
Rev-erba/ mice at ZT10 (Figure 4E), indicating these genes
are direct targets of Rev-erba. Together, these results demon-
strate that eRNAs in phase ZT18–ZT24 mark functional Rev-
erba binding sites that regulate neighboring target genes with
correlated phase. Conversely, noncorrelated enhancers are not
bound by Rev-erba and do not control Rev-erba target genes.
Circadian eRNAs Reveal the Functional Rev-erba
Cistrome at Oscillating Genes
The findings to this point demonstrate that Rev-erba regulates
circadian genes in phase ZT18–ZT24 via enhancers oscillating
in phase with gene body transcription. However, these en-
hancers account for only a small fraction of the complete Rev-
erba cistrome (Feng et al., 2011). We therefore considered
whether circadian eRNAs in phase ZT18–ZT24 uniquely mark
the functional subset of Rev-erba binding sites controlling circa-
dian genes in liver. To test this, Rev-erba sites near circadian
genes were divided into three groups, of which 887 (33%) over-
lapped de novo eRNA loci, 347 (13%) were found at TSSs of
circadian genes (within 300 bp), and the remaining 1,455 (54%)
were not associated with detectable eRNA transcription (Fig-
ure 5A). Of the eRNAs transcribed at Rev-erba binding sites,
30% peaked at ZT18–ZT24, while 19% peaked in other phases,
and 51% were constitutively expressed eRNA and did not oscil-
late (Figure 5A).
Rev-erba and its corepressor HDAC3 bound more strongly at
sites producing ZT18–ZT24 eRNAs than at other types of binding
sites (Figure 5B), resulting in a marked decrease in histone H3K9
acetylation from ZT22 to ZT10 (Figure S5). To directly assess the
functionality of Rev-erba binding on individual gene expression,
we constructed a list of high confidence target genes whose
nascent andmature transcriptswere derepressed inRev-erba/
livers at ZT10 compared towild-type (WT) (Tables S4A–S4C). The
enrichment of derepressed circadian genes in Rev-erba/mice
was >3-fold higher near Rev-erba sites producing ZT18–ZT24
eRNAs, compared to other Rev-erba sites (Figure 5C), suggest-
ing that ZT18–ZT24 eRNAs mark functional Rev-erba sites.
Moreover, circadian genes with phase around ZT21–ZT24 were
highly enriched for derepression inRev-erba/mice (Figure 5D),
consistent with the enrichment of circadian eRNAs in this phase.
Together, these data strongly suggest that only a subset of the
Rev-erba cistrome associated with antiphase eRNAs is func-
tional in controlling circadian gene transcription.
eRNA Analysis Identifies E4BP4 as a Key Mediator of
Gene Activation by Rev-erba
While eRNAs clearly delineate the functional Rev-erba cistrome
responsible for direct transcriptional repression, there remains a
substantial set of genes paradoxically downregulated at ZT10 in
Rev-erba/ mouse livers, which cannot be explained through
direct regulation by Rev-erba. To identify factors mediating this
opposing effect on gene transcription, we constructed a list of
high confidence target genes whose nascent and mature tran-
script levels were decreased in Rev-erba/ livers at ZT10
Figure 4. Phase Correlation between eRNA and Gene Body Transcription Marks Functional Enhancers of Circadian Genes
(A) Heatmap of the relative transcription of 325 circadian genes in phase ZT18–ZT24 (left) and their neighboring eRNAs (right). A total of 539 eRNAs in correlated
phase are shown in the red box while 857 noncorrelated eRNAs are in the blue box.
(B) Enrichment of RevDR2 and RORE motif in correlated eRNA loci relative to noncorrelated eRNA loci (hypergeometric test, ***p < 0.001).
(C) ChIP-seq tag density of Rev-erba (left) and HDAC3 (right) in 2 kb windows surrounding correlated (red) and noncorrelated eRNA loci (blue). Y axis shows the
average tag count per 10 bp bin normalized to 10 million total reads.
(D) Comparison of GRO-seq tag density (RPTM per 10 bp bin in 2 kb window) surrounding correlated (left) and noncorrelated (right) eRNA loci in WT and Rev-
erba/ livers at ZT10.
(E) Heatmap of transcriptional changes betweenWT andRev-erba/ livers at ZT10, for the 325 circadian genes in phase ZT18–ZT24 (right column), compared to
the same number of random genes (left column). Data are expressed as log2 fold change.
See also Figure S4.
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Figure 5. Circadian eRNAs Reveal the
Function of the Rev-erba Cistrome at Oscil-
lating Genes
(A) Distribution of Rev-erba ChIP-seq peaks near
circadian genes (upper panel) and subdistribution
of eRNA-producing Rev-erba peaks near circa-
dian genes (lower panel).
(B) Boxplot showing Rev-erba and HDAC3 peak
height at binding sites from (A). Y axis indicates
normalized tag count in each peak (RPTM) (***p <
0.001, one-way ANOVA and Tukey’s test).
(C) Enrichment of derepressed genes in Rev-
erba/ mice at circadian genes bound by
different Rev-erba peaks from (A) relative to a
random set of Rev-erba peaks (hypergeometric
test, ***p < 0.001).
(D) Enrichment of derepressed genes in Rev-
erba/ mice in 8 groups of circadian genes with
indicated phases relative to randomly selected
genes (hypergeometric test, ***p < 0.001).
See also Figure S5 and Table S4.(Tables S4A–S4C). Profiling of eRNAs near genes that were
downregulated in the Rev-erba/ livers revealed a marked
and specific enrichment for phases between ZT9 and ZT15 (Fig-
ure 6A), which were shown earlier to be enriched for the D-box
motif and binding of the D-box repressor E4BP4 (Figure 3C).
We hypothesized that, by controlling the circadian expression
of E4BP4, Rev-erba indirectly dictated the circadian expression
of a large set of genes controlled by D-box enhancers whose
expression would thus be in phase with Rev-erba. Indeed,
E4BP4 gene expression was circadian in WT mouse livers but
constitutively elevated in Rev-erba/ mice (Figure 6B), consis-
tent with a previous report (Duez et al., 2008). Furthermore,
Rev-erba bound along with its NCoR-HDAC3 corepressor com-
plex to several sites at the E4BP4 (Nfil3) locus, suggesting that
E4BP4 expression is directly controlled by Rev-erba (Fig-
ure S6A). By contrast, there were weaker changes in hepatic
expression of D-box activating factors Dbp, Tef, and Hlf in livers
of Rev-erba/ mice, and the expression of these factors re-
mained circadian with similar phases (Figure S6B).1146 Cell 159, 1140–1152, November 20, 2014 ª2014 Elsevier Inc.To identify putative functional E4BP4
sites, we analyzed the complete set of
E4BP4 ChIP-seq peaks for those with
higher eRNA levels at ZT9–ZT15 (ZT10/
ZT22 > 3 or ZT13/ZT1 > 3). These sites,
which we refer to as ‘‘E4BP4+eRNA’’
sites, were enriched 2-fold around genes
downregulated in Rev-erba/mice (Fig-
ure 6C), demonstrating a significant as-
sociation between E4BP4 binding and
gene regulation downstream of Rev-
erba. Transcriptome profiles from livers
of WT mice (Hughes et al., 2009) con-
firmed that putative E4BP4 target genes
(downregulated in Rev-erba/ livers
and near E4BP4+eRNA sites) were
generally circadian with average peak
and trough expression in phase withRev-erba and E4BP4 levels, respectively (Figure 6D, green
line). The average GRO-seq transcription profile for this same
group of genes showed a similar pattern over a 24 hr cycle
(Figure 6D, blue line). Both patterns are consistent with direct
repression by E4BP4 leading to circadian oscillation in phase
with Rev-erba protein levels. In contrast, Rev-erba target genes
(upregulated in Rev-erba/ livers and near Rev-erba sites
overlapping ZT18–ZT24 eRNAs) were on average antiphase to
Rev-erba expression in WT livers, consistent with direct tran-
scriptional repression by Rev-erba (Figure 6E). As a control,
genes that were expressed near oscillating eRNAs, but un-
changed in the Rev-erba/ livers, were not systematically
phased relative to Rev-erba or E4BP4 levels (Figure 6F).
These findings support a model in which Rev-erba indirectly
activates genes in phase ZT9–ZT15 by repressing the D-box
repressor E4BP4. Such a model predicts that E4BP4 target
genes would be constitutively downregulated in Rev-erba/
livers, with increased E4BP4 binding at nearby functional sites.
Indeed, expression profiling over a 24 hr cycle revealed that
Figure 6. E4BP4 Functions Downstream of Rev-erba
(A) Enrichment of oscillating eRNAs in each phase group near genes downregulated in Rev-erba/ livers relative to control genes. Significantly enriched phases
are noted as corresponding to D-box/E4BP4-enriched phase group. (hypergeometric test, *p < 0.05).
(B) mRNA expression of E4BP4/Nfil3 in WT andRev-erba/ livers measured by RT-qPCR throughout the day. Data are expressed asmean ±SEM (n = 2 per time
point and genotype) normalized to the first WT time point.
(C) Enrichment of E4BP4+eRNA bound genes among those downregulated (green) or upregulated (red) in Rev-erba/ livers relative to unchanged genes (gray)
(hypergeometric test, *p < 0.05).
(D–F) Average circadian expression profiles in WT mouse livers (Hughes et al., 2009) and corresponding transcription profiles by GRO-seq for (D) genes
downregulated in Rev-erba/ livers within 200 kb of E4BP4 binding at ZT9–ZT15 circadian eRNAs, (E) genes upregulated in Rev-erba/ livers within 200 kb of
Rev-erba binding at ZT18–ZT24 circadian eRNAs, and (F) nonregulated control genes (expressed in liver within 200 kb of circadian eRNA in any phase).
(G) ChIP-qPCR of E4BP4 binding at genes downregulated inRev-erba/ livers at ZT10. Binding is shown at ZT10 (solid bars) and ZT22 (hashed bars) inWT (blue)
and Rev-erba/ (orange) livers. Data are expressed as mean ± SEM (one-way ANOVA, *p < 0.05, #p < 0.1, n = 3–4 per group).
(H) mRNA expression measured by RT-qPCR in liver overexpressing Rev-erba (mice injected with AAV-Tbg-Rev-erba) or control liver (mice injected with
AAV-Tbg-GFP) at ZT22. Data are expressed as mean ± SEM (one-way ANOVA, *p < 0.05, #p < 0.1; n = 6 per group).
(I) ChIP-qPCR of E4BP4 binding at same sites as (G) in liver overexpressing Rev-erba (orange) or control liver (blue). Data are expressed asmean ±SEM (one-way
ANOVA, *p < 0.05, #p < 0.1, n = 5–6 per group).
See also Figure S6.
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genes near E4BP4+eRNA sites showed attenuated rhythmic
expression in Rev-erba/ livers (Figure S6C). Furthermore,
E4BP4 genomic binding was increased at ZT10 and no longer
circadian at these sites in Rev-erba/ livers (Figure 6G).
We also tested the effect of ectopic expression of Rev-erba in
mouse livers on E4BP4 expression and function. Interrogation of
data from a previously published experiment (Kornmann et al.,
2007) revealed upregulation of the genes putatively controlled
by E4BP4 in livers constitutively expressing Rev-erba, particu-
larly at the physiological peak time of E4BP4 expression (Fig-
ure S6D). Indeed, while constitutive expression of Rev-erba in
mouse liver repressed its direct targets such as Bmal1 and
E4BP4/Nfil3, it upregulated E4BP4 target genes at ZT22 (Fig-
ure 6H). This effect was much less apparent at ZT10 when
E4BP4 is already at physiologically low levels (Figure S6E).
Importantly, E4BP4 binding at putative functional sites near
these geneswas reduced at ZT22, consistent with loss of repres-
sion by E4BP4 at the implicated D-box elements (Figure 6I).
These results strongly suggest that E4BP4 functions down-
stream of Rev-erba, via sites transcribing eRNA in phase ZT9–
ZT15, to repress the genes that are downregulated in Rev-
erba/ livers and upregulatedwhen Rev-erba is overexpressed.
Circadian eRNAs Define Functional Cistromes that
Distinguish CLOCK and Rev-erba Target Genes
CLOCK and Rev-erba have opposite effects on gene transcrip-
tion; however, their maximal binding to the genome occur in
roughly the same time window (ZT8–ZT10) (Cho et al., 2012;
Feng et al., 2011; Koike et al., 2012). ChIP-seq results suggest
that 80% of genes bound by CLOCK within 200 kb of TSS
were also bound by Rev-erba (Figure S7A), resulting in 15%–
35% of circadian genes in different phases cobound by these
two factors (Figure S7B). The question as to how co-occurrence
of CLOCK and Rev-erba binding affects rhythmic gene tran-
scription remains unsolved (Zhao et al., 2014).
Having demonstrated that functional Rev-erba sites marked
by ZT18–ZT24 eRNAs correlated with target gene phase (Figures
4 and 5), we tested whether eRNAs oscillating in other phases
could identify the functional cistromes of other clock compo-
nents. To this end, we analyzed published microarray data
measuring gene expression in livers of WT and Clock mutant
mice (Miller et al., 2007). We first noted that genes downregu-
lated in the Clock mutant mice were significantly enriched for
circadian eRNAs in the phase ZT6–ZT9 compared to control
genes (Figure S7C), corresponding to the enrichment of E-box
motif and CLOCK binding. We then selected putatively func-
tional CLOCK sites (Koike et al., 2012) producing eRNAs in
phase with CLOCK binding (Table S5, eRNA level ZT7/ZT19 >
3 or ZT10/ZT22 > 3) and correlated with nearby gene transcrip-
tion and compared these sites to the remainder of the CLOCK
cistrome.
Target genes within 200 kb of putatively functional CLOCK
sites showed rhythmic mRNA expression in WT mice (Miller
et al., 2007), peaking at the time point corresponding to ZT10
in our studies (Figure 7A, yellow line). These genes also showed
reduced expression overall in Clock mutant mice, particularly at
time points corresponding to ZT6 and ZT10 (Figure 7A, orange
line). By comparison, genes near other CLOCK sites showed1148 Cell 159, 1140–1152, November 20, 2014 ª2014 Elsevier Inc.weaker average rhythm and weaker average reduction in Clock
mutant mice (Figure 7B). Further confirming that CLOCK sites
marked by in phase eRNA represent the functional subset of
the CLOCK cistrome, target genes near these sites are signifi-
cantly enriched for circadian genes specifically in phases ZT6–
ZT12, but not opposing phases (Figure 7C) and are also signi-
ficantly enriched for genes downregulated >1.5-fold in Clock
mutants (Figure 7D). The fact that mRNA levels of some CLOCK
target genes cycle in phases ZT9–ZT12 is likely due to delays in
the phase of mature mRNA oscillations relative to nascent tran-
scription, as noted in previous studies (Menet et al., 2012). Taken
together, these results demonstrate that CLOCK sitesmarked by
in phase eRNAs represent the functional component of the total
cistrome.
To examine whether CLOCK and Rev-erba are both functional
at cobound circadian genes, functional binding sites of each
factor were mapped to their closest circadian genes. CLOCK
binding sites at TSS were included in this analysis as they are
also enriched at genes downregulated in Clock mutant mouse
livers (Figure S7D), consistent with previous studies (Rey et al.,
2011). Remarkably, the majority of cobound circadian genes
contained functional binding sites of only one factor but not
both, with genes around phase ZT6–ZT9 and ZT18–ZT24 most
enriched for functional CLOCK and Rev-erba sites, respectively
(Figure 7E). These findings suggest exclusive functions of either
CLOCK or Rev-erba at most cobound genes. Consistent with
this notion, expression profiling showed that cobound genes
exclusively carrying functional CLOCK sites, such as Nr1d1,
Nr1d2, and Tef, are deactivated in Clock mutant mice, while
those only carrying functional Rev-erba sites, such as Cry1
and E4BP4, are derepressed in Rev-erba/ mice (Figures 7F
and S7E). Therefore, despite frequent colocalization of their
binding, CLOCK and Rev-erba control distinct sets of circadian
genes that can be predicted from their regulation of eRNAs.
DISCUSSION
Unbiased analysis of the nascent transcription of over 5,000
circadian eRNAs and the TF motifs at these sites has allowed
us to identify the direct genomic targets ofmultiple circadian reg-
ulators in mouse liver. Circadian eRNA loci are enriched for
enhancer marks, the phase of eRNA oscillation correlated with
that of nearby genes, and knockout studies demonstrated the
causal relationship between TF binding and the transcriptional
regulation at enhancers and the genes they control. These re-
sults informed the comparison of cistromes with gene expres-
sion and thus revealed the functional cistromes of multiple TFs
that bind at thousands of genomic sites in liver.
Previous genomic studies of circadian gene regulation have
focused primarily on the core clock components BMAL1/
CLOCK, which bind DNA with a uniform genome-wide phase
peaking at ZT6–ZT9 (Hatanaka et al., 2010; Koike et al., 2012;
Menet et al., 2012; Rey et al., 2011; Yoshitane et al., 2014), yet
only a small fraction of circadian gene transcription is in this
phase. Our data suggest that only the genes with phase ZT6–
ZT9 are the true BMAL1/CLOCK targets, while many other genes
are bound, but not controlled, by BMAL1/CLOCK possibly due
to inactive binding or long distance looping to different genes.
Figure 7. Circadian eRNAs Define Func-
tional Cistromes that Distinguish CLOCK
and Rev-erba Target Genes
(A) Average expression of genes within 200 kb of
CLOCK binding sites producing eRNA in phase
with CLOCK binding and target gene expression
in WT (yellow line) and Clock mutant (orange line)
mouse livers from Miller et al. (2007) (Wilcoxon
test of gene fold-change distribution versus
matching time points in (B), *p < 0.05).
(B) Average expression of genes within 200 kb of
CLOCK binding sites lacking in-phase eRNA in
WT (dark gray line) and Clock mutant (light gray
line) mouse livers from Miller et al. (2007).
(C) Enrichment of circadian genes expressed in
phase with CLOCK binding (ZT6–ZT12) or anti-
phase to CLOCK binding (ZT18–ZT24) for the
gene groups used in (A) (yellow) and (B) (gray)
relative to random genes (hypergeometric test,
*p < 0.05).
(D) Enrichment of genes downregulated in Clock
mutant livers among the gene groups used in
(A–C) relative to random genes (hypergeometric
test, *p < 0.05).
(E) Fraction of oscillating genes cobound by
CLOCK and Rev-erba that are within 200 kb of TF
binding sites producing rhythmic eRNA in phase
with CLOCK activation (blue), Rev-erba repres-
sion (red), or both (green). Oscillating genes are
divided according to their phases. Representa-
tive genes are noted in each group.
(F) Enrichment of CLOCK and Rev-erba regulated
genes (expression fold change inmutant >95% of
random genes) in those with eRNA predicted
functional binding sites in (E), relative to random
genes (hypergeometric test, ***p < 0.001, not
significant [N.S.] p > 0.05).
See also Figure S7 and Table S5.Moreover, despite extensive binding region overlap with Rev-
erba (Cho et al., 2012), whose repressive activity would conflict
with activation by BMAL1/CLOCK, our results demonstrate on
a genome-wide scale that enhancer activity is primarily con-
trolled by one factor or the other.
Importantly, our unbiased identification of enhancers revealed
not only the ZT6–ZT9 enhancers marked by E-box motifs and
bound by BMAL1, NPAS2, and CLOCK but also more abundant
sets of enhancers in other phases. Those peaking at ZT0–ZT3,
ZT9–ZT15, and ZT18–ZT24 were enriched for ETS, D-box, and
RevDR2/ROREmotifs, respectively. The ETSmotif is recognized
by a large family of TFs (Hollenhorst et al., 2011), some of which
have recently been implicated in circadian biology and will be
the focus of future research (Anafi et al., 2014; Ciarleglio et al.,
2014). Moreover, by integration of enhancer sites with cistromic
data, E4BP4 emerged as a key regulator of the ZT9–ZT15 D-box
enhancers in normal liver, as well in the Rev-erba/ livers, and
Rev-erba was clearly a strong antiphase repressor bound to
RevDR2/RORE sites at ZT18–ZT24 enhancers.Cell 159, 1140–1152, NovInterestingly, the phase of circadian en-
hancers exhibited an uneven distribution,
with 42% of circadian eRNAs peakingduring the late night (ZT18–ZT24), while rhythmic gene transcrip-
tion was more evenly distributed across all phases. A possible
explanation is that the regulation of genes whose transcription
peaks in the light cycle might be primarily regulated at promoters.
For example, BMAL1 controls gene transcription at both pro-
moters and enhancers (Rey et al., 2011), whereas Rev-erba, the
main controller of the ZT18-24 phase, binds mainly intergenically
(Feng et al., 2011; Lam et al., 2013). The overabundance of en-
hancers in phase ZT18–ZT24 is surprising, yet remarkably consis-
tent with the previously unexplained finding of Koike et al. (2012)
that the global peak of initiated Pol2 occurs at ZT22–ZT24.
Analysis of oscillating eRNAs in mice fed normal chow ad libi-
tum did not reveal the motifs for TFs previously suggested to
entrain liver circadian gene expression to feeding/fasting cycles,
such as CREB, SREBP, PPARs, and FOXO1 (Adamovich et al.,
2014; Eckel-Mahan et al., 2013; Vollmers et al., 2009). Some of
these TFs, such as CREB and SREBP, bind preferentially to pro-
moters of target genes (Everett et al., 2013; Gilardi et al., 2014;
Seo et al., 2009), which would not be captured by analysis ofember 20, 2014 ª2014 Elsevier Inc. 1149
eRNAs. Phase-specific enrichment could also have been
masked by motifs bound by constitutive liver TFs, such as
HNF4A and FOXA1, that bind at enhancers in all phases. It will
be interesting to profile eRNAs under altered dietary conditions
in future studies to examine the interplay between metabolic
cues and circadian rhythms at enhancers.
Rev-erba expression and repressive function peaks at ZT10 in
liver, thereby orchestrating circadian transcription in the
opposing phase (ZT22) (Feng et al., 2011). Consistent with this,
recruitment of Rev-erba and its corepressor was strongest at
sites of ZT18–ZT24 eRNA transcription. It should be noted that
the entire Rev-erba cistrome in liver includes thousands of other
binding sites, with <10% characterized by rhythmic eRNAs anti-
phase to Rev-erba binding. Deletion of Rev-erba specifically
activated transcription of these eRNAs, as well as the genes
they control, thus clearly delineating the functional component
of the Rev-erba cistrome.
In addition to the direct regulation of circadian genes antiphase
to Rev-erba expression, we uncovered a large set of in-phase
circadian transcripts that were downregulated in the absence
of Rev-erba, contrary to its powerful repressive function. Func-
tional enhancer analysis suggested that the downregulated
genes in Rev-erba/ mice were mediated by D-box factors,
including E4BP4, a direct target of Rev-erba. While the direct
regulation of E4BP4 by Rev-erba has been recognized (Duez
et al., 2008), a relatively small number of E4BP4 target genes
have been identified in liver, based primarily on in vitro studies
of proximal promoter constructs (Tong et al., 2010; Ueda et al.,
2005). Our study includes a ChIP-seq study of E4BP4 in liver,
and our integrative analysis demonstrates the extensive,
genome-wide effects of this pathway, revealing how a single
TF, such as Rev-erba, can regulate opposing phases of circadian
gene expression by its direct and indirect actions.
Together, the present studies reveal mechanisms for gener-
ating and coordinating multiple phases of circadian transcription
in a single organ. They also demonstrate that the unbiased anal-
ysis of enhancer activity and correlated gene expression is a
powerful method of discovering relevant TFs and their specific
functional cistromes, which can bemore generally applied to un-
derstanding the transcriptional regulation of physiology and dis-
ease states.
EXPERIMENTAL PROCEDURES
Mice
WT C57Bl/6 mice were purchased from the Jackson Laboratories. The Rev-
erba/ mice were obtained from B. Vennstro¨m and backcrossed greater
than or equal to seven generations with C57Bl/6 mice. WT and mutant male
mice (10- to 12-week-old) were housed under standard 12 hr light/12 hr dark cy-
cles, with lights on (ZT0) at 7 a.m. and lights off (ZT12) at 7 p.m. and euthanized
at indicated times. All animal care and procedures followed the guidelines of the
Institutional Animal Care and Use Committee of the University of Pennsylvania.
Antibodies
E4BP4 antibodies (Santa Cruz sc-9550 and sc-9549) were mixed in 1:1 ratio
for ChIP. RORa antibody was purchased from Santa Cruz (sc-6062).
GRO-Seq
The GRO-seq was performed as previously described (Core et al., 2008;
Step et al., 2014; Wang et al., 2011). Raw data are available in Gene Expres-1150 Cell 159, 1140–1152, November 20, 2014 ª2014 Elsevier Inc.sion Omnibus (GEO) (GSE59486). See also Extended Experimental
Procedures.
De Novo Identification of eRNAs
A pipeline was constructed for genome-wide de novo identification of eRNA
loci. See also Extended Experimental Procedures.
Analysis of Oscillating Gene Transcripts and eRNAs
RPKTM values across all time points for each transcript and eRNA feature
were analyzed for significant circadian oscillations using JTK_CYCLE (Hughes
et al., 2010). Motif mining at oscillating eRNAs was performed by applying
HOMER to the 500bp window centered on each locus. See also Extended
Experimental Procedures.
Gene and eRNA Expression Analysis
Total RNA was extracted from liver using the RNeasy Mini Kit (QIAGEN)
and treated with DNase (QIAGEN). RNA was reverse transcribed using
the High-Capacity cDNA Reverse Transcription Kit (Applied Biosystems).
Quantitative PCR was performed with Power SYBR Green PCR Mastermix
on the PRISM 7500 (Applied Biosystems) and analyzed by the standard
curve method. Gene or eRNA expression was normalized to mRNA levels
of housekeeping gene 36B4 (Arbp). Primer sequences can be found in
Table S1D.
Microarray Analysis
Microarray analysis of WT and Rev-erba/ livers (n = 5) was performed by the
PennMicroarray Core. Raw data are available fromGEO (GSE59460). See also
Extended Experimental Procedures.
ChIP
ChIP-qPCR and ChIP-seq experiments were performed as described (Feng
et al., 2011) with minor changes. Raw data for RORa and E4BP4 ChIP-seq
are available in GEO (GSE59486). See also Extended Experimental
Procedures.
ChIP-Seq Data Analysis
Sequenced reads were aligned to the mouse reference genome (mm9) and
peak calling was performedwith HOMER (Heinz et al., 2010). Sources of public
ChIP-seq data analyzed are listed in Table S2B. See also Extended Experi-
mental Procedures.
Liver-Specific Gene Expression
Flag-Rev-erba and GFP cDNAs were subcloned into hepatocyte-specific AAV
vector AAV8-Tbg (Bell et al., 2011) and tail veins were injected with 1 3 1012
genome copies per mouse. Livers were harvested 2 weeks after injection.
ACCESSION NUMBERS
The GEO accession number for the GRO-seq and ChIP-seq data reported in
this paper is GSE59486. The GEO accession number for the microarray data
reported in this paper is GSE59460.
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