This correspondence presents a novel hybrid wrapper and filter feature selection algorithm for a classification problem using a memetic framework. It incorporates a filter ranking method in the traditional genetic algorithm to improve classification performance and accelerate the search in identifying the core feature subsets. Particularly, the method adds or deletes a feature from a candidate feature subset based on the univariate feature ranking information. This empirical study on commonly used data sets from the University of California, Irvine repository and microarray data sets shows that the proposed method outperforms existing methods in terms of classification accuracy, number of selected features, and computational efficiency. Furthermore, we investigate several major issues of memetic algorithm (MA) to identify a good balance between local search and genetic search so as to maximize search quality and efficiency in the hybrid filter and wrapper MA.
I. INTRODUCTION
Feature selection has become the focus of many research areas in recent years. With the rapid advance of computer and database technologies, data sets with hundreds and thousands of variables or features are now ubiquitous in pattern recognition, data mining, and machine learning [1] - [4] . To process such huge data sets is a challenging task because traditional machine learning techniques usually work well only on small data sets. Feature selection addresses this problem by removing the irrelevant, redundant, or noisy data. It improves the performance of the learning algorithm, reduces the computational cost, and provides better understandings of the data sets.
Feature selection algorithms may be widely categorized into two groups, i.e., 1) filter methods and 2) wrapper methods [2] , [4] - [10] . Filter methods evaluate the goodness of the feature subset by using the intrinsic characteristic of the data. They are relatively computationally cheap since they do not involve the induction algorithm. However, they also take the risk of selecting subsets of features that may not match the chosen induction algorithm. Wrapper methods, on the contrary, directly use the induction algorithm to evaluate the feature subsets. They generally outperform filter methods in terms of prediction accuracy, but they are generally computationally more intensive. In summary, wrapper and filter methods can complement each other, in that filter methods can search through the feature space efficiently while the former provides good accuracy. In this correspondence, we propose a novel wrapper-filter feature selection algorithm (WFFSA) using a memetic framework [11] - [16] , i.e., a combination of genetic algorithm (GA) [17] - [20] population-based metaheuristic search methods inspired by Darwin's principles of natural evolution and Dawkins' notion of a meme defined as a unit of cultural evolution that is capable of local refinements. Recent studies on MAs have revealed their successes on a wide variety of real-world problems. Particularly, they not only converge to high-quality solutions but also search more efficiently than their conventional counterparts [11] - [16] .
The goal of WFFSA is to improve classification performance and accelerate the search to identify important feature subsets. In particular, the filter method fine-tunes the population of GA solutions by adding or deleting features based on univariate feature ranking information. Hence, our focus here is on filter methods that are able to assess the goodness or ranking of the individual features. We denote such filter methods as filter ranking methods in this correspondence and investigate the proposed WFFSA for several filter ranking methods. Empirical study of WFFSA on several commonly used data sets from the University of California, Irvine (UCI) repository [21] and several microarray data sets indicates that it outperforms recent existing methods in the literature in terms of classification accuracy, selected feature size, and efficiency. Furthermore, we also investigate the balance between LS and genetic search to maximize the search quality and efficiency of WFFSA.
The rest of this correspondence is organized as follows. Section II describes the WFFSA based on a memetic framework. The experimental results and discussions are presented in Section III. Finally, Section IV concludes this correspondence.
II. WFFSA
In this section, we introduce the proposed WFFSA for classification problems, which is depicted in Fig. 1 . In the first step, the GA population is initialized randomly, with each chromosome encoding a candidate feature subset. Subsequently, on all or portions of the chromosomes, an LS or meme is applied in the spirit of Lamarckian learning [11] - [14] . The mechanism to do local improvement can be to reach a local optimum or to improve the solution. Genetic operators are then used to generate the next population. This process repeats until the stopping conditions are satisfied. We describe each component in detail as follows.
A. Encoding Representation and Initialization
In the feature selection problem, a representation for candidate feature subset must be chosen and encoded as a chromosome. In most 1083-4419/$25.00 © 2007 IEEE studies, a chromosome is a binary string of length equal to the total number of features, so that each bit encodes a single feature (as shown in Fig. 2 ). A bit of "1" ("0") implies the corresponding feature is selected (excluded). The length of the chromosome is denoted here as n. The maximum allowable number of bit 1's in each chromosome is denoted as m. When prior knowledge about the optimal number of features is available, we may limit m to no more than the predefined value; otherwise, m is equal to n. At the start of the search, a population size of p is randomly initialized.
B. Objective Function
The objective function is simply defined by the classification accuracy, i.e.,
where S c denotes the corresponding selected feature subset encoded in chromosome c, and the feature selection criterion function J(S c ) evaluates the significance for the given feature subset S c . In this correspondence, J(S c ) is specified as the classification accuracy for S c . Note that when two chromosomes are found having similar fitness, i.e., the difference between their fitness is less than a small value of ε, the one with the smaller number of selected features is given higher chances of surviving to the next generation.
C. LS Improvement Procedure
Much work on the use of domain knowledge and heuristics has resulted in highly effective search [11] - [13] , [22] . Taking this cue, we consider here the use of filter ranking methods as memes or LS heuristics in our WFFSA. Later, we show in Section III that using filter ranking methods as memes, MA is capable of converging to improve classification accuracy and at lower number of selected features when compared to existing methods recently proposed in the literature.
Given a candidate chromosome c, we define X and Y as the sets of selected and excluded features encoded in c, respectively. Both X and Y are ranked using the univariate filter ranking method and with the most important feature ranked the highest. In this correspondence, we consider three different filter ranking methods, namely: 1) ReliefF [5] ; 2) gain ratio [23] ; and 3) chi-square [6] . These methods rank features based on different criteria that include Euclidean distance, information entropy, and chi-square statistics, respectively. We further define two basic LS operators of the WFFSA LS improvement procedure. 1) "Add": select a feature from Y using the linear ranking selection [24] and move it to X. 2) "Del": select a feature from X using the linear ranking selection [24] and move it to Y .
The Add and Del operations are illustrated in Fig. 3 . Here, F5 and F4 are the highest and lowest ranked features in Y , whereas F3 and F6 are the highest and lowest ranked features in X. Using the Add and Del operations, F5 is the most likely feature to be moved to X, whereas F6 is the most likely feature to be moved to Y . The two most likely resultant chromosomes after the Add and Del operations are also depicted in Fig. 3 .
The intensity of LS is quantified by the LS length l and interval w. LS length defines the maximum number of Del and Add operations in each LS. Therefore, there are a total of l 2 possible combinations of Add and Del operations applied on a chromosome. LS interval specifies the w elite chromosomes in the population that undergo LS improvement procedure in each generation. The LS improvement procedure may be applied on a chromosome until a local optimum or an improvement is reached. The locally improved chromosome is evaluated and replaces the original chromosome if it is of higher quality. Here, we further investigate three different LS strategies that are characterized by different LS intensity.
1) Improvement First Strategy: In this strategy, a random choice from the l 2 combinations of Del and Add operations is used to search on the candidate chromosome. The LS stops once an improvement is obtained either in terms of classification accuracy or a reduction in the number of selected features without deterioration in accuracy greater than ε. This procedure is outlined in Fig. 4 .
2) Greedy Strategy: In contrast to the improvement first strategy, the greedy strategy carries out all possible l 2 combinations of Del and Add operations, and the best improved solution is used to replace the original chromosome in the population. The greedy strategy is outlined in Fig. 5 .
3) Sequential Strategy: We also consider the sequential strategy described in [16] . The hybrid GA (HGA) was reported in [16] to generate better search performances than GA, sequential forward search (SFS), sequential forward floating search (SFFS), PTA(l, r) (plus-l and take away-r) and multistart algorithms. There, instead of using a filter ranking method, the Add operation searches for the most significant feature y in Y in a sequential manner, i.e., y = arg max a∈Y J (X ∪ {a}), and moves it to X. In the same way, the Del operation searches for the least significant feature x from X in a sequential manner, i.e., x = arg max a∈X J (X − a), and moves it to Y .
4) Evolutionary Operators:
In the evolution process, standard GA operators such as linear ranking selection, uniform crossover, and mutation operators based on elitist strategy may be applied. However, if prior knowledge on the optimum number of features is available, the number of bit 1 in each chromosome may be constrained to a maximum of m in the evolution process. Since the standard uniform crossover and mutation operators may violate this constraint, restrictive crossover and mutation are proposed here. In restrictive crossover, the crossover operations are applied only on alleles with bit 1 and in either of the two parent chromosomes. We outline the restrictive crossover in Fig. 6 . Based on the same principles, the restrictive mutation operator is outlined in Fig. 7 .
5) Computational Complexity:
In this section, we analyze the computational complexity of the proposed WFFSA. The ranking of features based on the filter methods have linear time complexity in terms of feature dimensionality: they are conducted offline, and the obtained rank list may be reused for each LS in WFFSA. Consequently, the computational for feature ranking is a one-time offline cost and is considered to be negligible compared to that of fitness evaluation in (1) . Hence, we define the computational cost of a single fitness evaluation as the basic unit of computational cost in our analysis.
The computational complexity for GA can be derived as O(pg), where p is the size of population and g is the number of search generations. The expected computational complexity of WFFSA with improvement first strategy is O (pg + l 2 wg/2). Here, we assume that each l 2 combination of Add and Del operation has equivalent likelihood to obtain the first improvement; therefore, the average trails to obtain the first improvement is l 2 /2. In a single search generation, l 2 w/2 fitness function calls are incurred in the LS. The ratio of LS to genetic search is thus l 2 w/2p.
In the greedy strategy, LS evaluates all possible l 2 combinations of Add and Del operations to attain the best possible locally improved solution. The computational complexity is thus O (pg + l 2 wg). In a single search generation, l 2 w fitness function calls are incurred in the LS, and the ratio of LS to genetic search is l 2 w/p.
For the sequential strategy proposed in HGA [16] , a total of (2|Y | − l)l/2 and (2|X| + l)l/2 calls to the fitness function are incurred on the Add and Del operations, respectively. Since |X| + |Y | = n, the total classification calls in the LS is nlw. The computational complexity of sequential strategy is thus O(pg + nlwg). The ratio of LS to genetic search is then nlw/p.
Since we are working with classification problems where n l, it is easy to determine that nlw l 2 w > l 2 w/2. Consequently, the sequential LS strategy in HGA [16] would require significantly more computations, hence incurring more time than both the improvement first strategy and greedy strategy of the WFFSA.
III. EXPERIMENTAL RESULTS AND DISCUSSIONS
In this section, we present an experimental study of WFFSA on commonly used benchmark and biological data sets. In particular, we focus on four UCI data sets having more than 15 features and four microarray data sets (i.e., ALL/AML [25] , Colon [26] , NCI60 [27] , and SRBCT [28] ) having thousands of features in our study.
In the WFFSA, we employed a population size of 30 and a stopping criterion of 6000 fitness function calls for UCI data sets. On microarray data sets, as the feature size is significantly larger, the population size is increased to 50 or 100, and the stopping criterion is increased to 10 000 or 20 000. Furthermore, the maximum number of selected features is unconstrained for the UCI data sets, i.e., m = n. On the other hand, it has been shown in the literature [8] , [25] - [29] that microarray data sets could be learned with high accuracies with only hundreds or tens of features. In effect, we make use of this prior knowledge to constrain the maximum number of selected features m as depicted in Table I . In effect, the restrictive crossover and mutation operations are applied on the microarray data sets. In our experimental setup, we employ crossover and mutation probabilities of p c = 0.6 and p m = 0.1, respectively. Linear ranking selection [24] with selection pressure of 1.5 is used for selection. The threshold ε to determine fitness similarity between two chromosomes is configured as 0.001 for UCI data sets and 0.02 for microarray data sets. The fitness of a chromosome or selected feature subset is evaluated using the one nearest neighbor (1NN) classifier and the leave-one-out cross validation (LOOCV). Here, we use the classification accuracy estimated from LOOCV and the number of selected features as performance measures. It is worth noting that the configurations of the parameter used here have been  TABLE I  DATA SETS AND PARAMETERS USED FOR EXPERIMENTS   TABLE II COMPARISON RESULTS OF FILTER, GA, AND WFFSA METHODS investigated empirically for the data sets considered and are summarized in Table I .
A. Comparison of Filter, GA, and WFFSA
The search performances of the filter ranking methods GA and WFFSA using several filter ranking methods and LS strategies on the eight data sets considered are summarized in Table II . The comma-delimited pairwise numeric values in the table represent the classification accuracy and the corresponding number of selected features. Due to the stochastic nature of GA and WFFSA, the average results for ten independent runs are reported. The parentheses highlight the best result found across the ten runs. For each data set, the bold-faced and bold-italic-faced representations in Table II emphasize the best average performance and the best solution found among all methods, respectively. Six WFFSAs obtained based on the three filter ranking methods (i.e., ReliefF-WFFSA-R, gain ratio-WFFSA-G, or chi-square-WFFSA-C) and two LS strategies (i.e., improvement first or greedy) have been investigated. In the WFFSAs, the LS length l and interval w in improvement first strategy and greedy strategy are configured as l = 4, w = 1 and l = 4, w = 5, respectively.
We discuss the performances for the various feature selection algorithms considered. On filter ranking methods, the t features with highest rank are chosen to induce the 1NN LOOCV classification. We increase t from 1 to m, and the optimal value is determined when the best classification accuracy is obtained. The best classification accuracy and the corresponding t value for each filter ranking methods are reported in Table II (i.e., columns 3-5). It can be observed that WFFSAs outperform all three filter ranking methods and GA in terms of classification accuracy. The improvement in performance is more significant for the Sonar, Colon, and NCI60 data sets. Moreover, WFFSAs reduce the number of selected features significantly. On the ALL/AML and SRBCT data sets, WFFSAs use less than one-third of the features required by GA and filter ranking methods to arrive at the improved classification accuracy. The best solutions found on all eight data sets shown in column 2 were attained by WFFSAs. We also study the performance of WFFSA for three different filter ranking methods since it was shown in [11] that inappropriate use of meme may result in MA performing poorer than standard GA. The results in Table II indicate that WFFSA-R performs better than the other counterparts on seven out of the eight data sets in terms of average performance. For ReliefF filter ranking method, the feature goodness is evaluated by its ability to distinguish the near hit (nearest neighbors from the same class) and near miss (nearest neighbors from different classes). Therefore, it makes good sense that features with high score in ReliefF are more likely to help 1NN identify the correct nearest neighbor, hence generating good classification accuracy. On the other hand, gain ratio and chi-square do not appear to possess such mechanisms to compliment 1NN, hence being less effective here.
Furthermore, we compare the results obtained by WFFSAs to the recently proposed HGA(3) [16] for the UCI data sets in Table III . The best average performance and the best solution for each data set are highlighted using bold typeface representation. The results indicate that WFFSAs generate the best solutions on all four data sets and give competitive results to existing methods in terms of average performance. Even so, it is worth noting that HGA(3) consumed more than 200 000 fitness function calls to arrive at the competitive performance on these UCI data sets. In contrast, WFFSA incurs less than 6000 fitness function calls to arrive at superior or competitive performances.
To illustrate the generality and efficacy of the WFFSA framework, we consider also the use of different induction algorithms, particularly standard 1NN and support vector machine (SVM) with radius margin bound [30] , and compare their performances with other recent studies in the literature using internal and external cross-validation schemes on the real-world microarray data sets. In external cross validation, each data set is randomly split into k stratified folds with k − 1 folds for training and one fold for testing. The performance of the final selected features obtained is measured on the unseen testing data. The procedure is repeated k times. The best average performance and/or the best solution are reported in Table IV . Table IV indicates that WFFSAs display superior performances on most of the microarray data sets in comparison to the existing counterparts.
B. Study on LS Strategies
Over the recent years, much work has shown that an appropriate balance between LS and genetic search is necessary for efficient memetic search [11] - [15] . In this section, we examine the balance between LS and genetic search using different LS strategies, which are characterized by different intensities of genetic search and LS. Ten independent runs of WFFSA with different combinations of strategy, LS length l, and interval w are conducted on two representative UCI and microarray data sets, i.e., the Sonar and Colon data sets. The Tables V and VI. The LS heuristic or filter ranking method used is ReliefF since it is shown to give better search performance than the other counterparts.
The results in Tables V and VI indicate that WFFSA for l = 4 and w = 1 obtains the best average accuracy on the improvement first strategy. On the Sonar data set, WFFSA for l = 4 and w = 1 and using the improvement first strategy is found to perform significantly better than the other configurations of WFFSAs statistically, using the twotailed paired t-test at significance level of 0.05. On the Colon data set, the superiority of WFFSA for l = 4, w = 1 and an improvement first strategy is, however, not statistically conclusive using the same t-test. Overall, we note that WFFSA with improvement first strategy generally performs better than using the greedy strategy. WFFSA obtains better results when LS is applied only to the single or five elite chromosomes instead of the entire population. In line with the observations in [12] and [14] , conducting LS on all chromosomes can result in unnecessary computation. Since the computational budget is often limited (i.e., based on the maximum number of fitness function calls allowed), the genetic search will be reduced proportionally due to possible redundant computation spent on LS. Without sufficient genetic search, the MA is more likely to be trapped in the local optimum and hence may lead to poor search quality under limited computational budget. We also compare WFFSA-R with an MA based on sequential strategy (MA-S). In MA-S, we configure l = 4 and w = 5. The comparison results are reported in Table VII . On all the data sets, both WFFSA-R with improvement first strategy or greedy strategy (they are labeled as WFFSA-R First and WFFSA-R Greedy, respectively, in Table VII ) displays significantly better performance than MA-S statistically using two-tailed paired t-test at significance level of 0.05. The superior performance of WFFSA over MA-S is more obvious on the microarray data sets where n l. So far, the results obtained further strengthen the importance of balance tradeoff between LS and genetic search for efficient MA search. A search dominated by either genetic search (e.g., GA) or LS (MA-S) would generally not perform effectively. The WFFSA for l = 4 and w = 1 based on the improvement first strategy thus gives the most appropriate tradeoff of LS and genetic search than GA, MA-S, and all other configurations considered in this correspondence. As shown in Fig. 8 , the average search trends of WFFSA-R First, WFFSA-R Greedy, MA-S (l = 4, w = 1), and MA-S (l = 4, w = 5) on the Sonar and NCI data sets suggest that WFFSA-Rs search more efficiently than GA and MA-S under limited computational budget.
IV. CONCLUSION
In this correspondence, we have proposed a novel hybrid filter and wrapper feature selection algorithm based on a memetic framework. We use filter ranking method as LS heuristic in the MA. The experimental results presented show that the proposed method searches more efficiently and is capable of producing good classification accuracy with a small number of features simultaneously. Most importantly, it outperforms GA, MA with sequential LS, as well as many existing algorithms in the literature. Furthermore, our study on various LS strategies, LS length, and interval allows us to identify a suitable balance tradeoff of genetic search and LS in the memetic search. This allows us to maximize the effectiveness and efficiency of the proposed hybrid filter and wrapper feature selection algorithm for classification problem using a memetic framework.
