Volatility estimation based on high-frequency data is key to accurately measure and control the risk of financial assets. A Lévy process with infinite jump activity and microstructure noise is considered one of the simplest, yet accurate enough, models for financial data at high-frequency. Utilizing this model, we propose a "purposely misspecified" posterior of the volatility obtained by ignoring the jump-component of the process. The misspecified posterior is further corrected by a simple estimate of the location shift and re-scaling of the log likelihood. Our main result establishes a Bernstein-von Mises (BvM) theorem, which states that the proposed adjusted posterior is asymptotically Gaussian, centered at a consistent estimator, and with variance equal to the inverse of the Fisher information. In the absence of microstructure noise, our approach can be extended to inferences of the integrated variance of a general Itô semimartingale. Simulations are provided to demonstrate the accuracy of the resulting credible intervals, and the frequentist properties of the approximate Bayesian inference based on the adjusted posterior.
Introduction
In the past decade, jumps have played an increasingly important role in asset price modeling. The necessity of jumps is supported by both empirical and realistic considerations such as (i) sudden and relatively large changes observed in real stock prices; (ii) the implied volatility smile phenomenon, which is more pronounced for short maturity options; and (iii) the proper management of risk [33, 6] . Though early on (e.g., Merton's model) the attention was centered on finite-jump activity models (i.e., those exhibiting finite jumps in finite time intervals), infinite-activity models are considered more realistic as suggested by many studies based on real asset returns [3, 27, 32, 36, 35] . Here we consider a one-dimensional Lévy process X = {X t } t≥0 defined on some probability space (Ω, F, (F t ) t≥0 , P ) over a fixed time horizon t ∈ [0, T ] , which is a fundamental and widely-used tool to model jump processes with infinite activity. Concretely,
where µ ∈ R and θ ∈ [0, ∞) are the drift and the variance parameters, respectively, W = {W t } t≥0 is a Wiener process, and J = {J t } t≥0 is an independent pure-jump Lévy process. In financial applications, X t typically represents the log-return or log-price process log(S t /S 0 ) of an asset with price process {S t } t≥0 . In that case, the parameter σ = θ 1/2 is called the volatility of the process and contributes to the total "variability" of the process X. Further details about the model and its components are given in § 2.
With improvements in computational power and the advent of electronic-based financial markets, high-frequency data (every minute, second, or even nanosecond) has become widely available. While exploiting the convenience of massive data, we also suffer from market microstructure frictions (e.g., serial autocorrelation, price discreteness, and temporary demand-supply imbalance) caused by the nature of trading at high frequency. In an attempt to explain the nature of tick-by-tick data, [39] and [37] introduced the concept of microstructure noise, in which the observed transaction log-price Y t at time t is a noisy measure of an underlying "efficient" log-price X t :
Our purpose is to estimate the variance parameter θ based on high-frequency sampling observations Y t 0 , Y t 1 , . . . , Y tn (0 = t 0 < · · · < t n = T ) of the process over a fixed period of time [0, T ] . From the perspective of frequentist point estimation, when there is no microstructure noise, [28] proposed a consistent estimator by eliminating those increments of the process, ∆ i Y := Y t i − Y t i−1 , which are larger in absolute value than a suitably defined threshold. The asymptotic efficiency of the estimator with the restriction of a bounded variation jump process J is proved later in [7] . When the microstructure noise is taken into account but jumps are not present, several estimators have been proposed. The two-scale estimator in [37] considered two different estimation scales of the process to estimate and eliminate the effect of the noise. The preaveraging approach in [19] replaced the increments ∆ i Y with a weighted summation over a small window. The kernel method in [1] utilized the weighted realized autocovariances. When both noise and jumps are present, [30, 31] introduced the modulated bipower variation estimator using the bipower variation of the weighted average of the increments. The estimator is consistent, but cannot achieve the efficient convergence rate n −1/4 , which represents the best rate that can be achieved for the estimation problem in presence of noise and jumps. [5] proposed two quantile-based realized volatility estimators by employing empirical quantiles of the averaged returns. The estimators are both consistent and asymptotically efficient, but only applicable for processes with finite jumps. More recently, [24] combined the preaveraging method of [19] and the thresholding ideas of [28] to construct a consistent estimator of the integrated variance that is robust to both noise and infinite jump activity. The details of this estimator are explained in § 7.
Whereas there are numerous frequentist estimators available, the development of an explicit and efficient Bayesian approach which can accommodate high-frequency data remains a largely open problem. For a fully Bayesian approach, the joint posterior of the parameters must be derived based on the full likelihood function and a joint prior distribution for all the parameters in the model. Then, integrating the joint posterior over the nuisance parameters (in our case the parameters related to the jump component J and microstructure noise ε) yields a marginal posterior distribution for the parameter of interest. Since the posterior is often intractable, Markov Chain Monte Carlo (MCMC) methods are typically used to sample from the joint posterior, and then numerical integration over the nuisance parameters is achieved by simply ignoring the corresponding MCMC output for those parameters. MCMC-based Bayesian methods have been applied to the volatility estimation problem by several studies. [4] and [9] used MCMC for a diffusion process augmented by a Poisson jump process. More recently, additional model complexity has been accommodated by taking infinite activity into consideration. [36] proposed an MCMC estimation method using both spot and option prices. Their jumps are assumed to follow either a variance gamma process or an α-stable process. [22] developed an automated sequential Monte Carlo algorithm by adding an additional re-sampling step for variance gamma jumps.
[16] applied a slice sampling approach with a similar variance gamma assumption. [14] incorporated realized variation and realized power variation into a MCMC procedure, and analyzed a generalized variance gamma process. [35] considered both returns and the Chicago Board of Options Exchange (CBOE) Volatility Index (VIX) to obtain the posterior for the jump part. The variance gamma process and normal inverse gamma process were considered.
Although the papers mentioned above considered Bayesian inference derived from the joint posterior, they all require strong assumptions about the structure of the jumps, which severely limit the practical value of these methods. Without these simplifying assumptions, it is quite challenging to write down the full likelihood function under the semi-parametric setting (1) , which means that it is also difficult to obtain the full joint posterior without such assumptions. One of these assumptions is the choice of a particular specification of the jump process J, among many possible jump processes. However, empirical results in [27] , [36] , and [26] suggested that different jump assumptions lead to different estimation results for volatility. The posterior depends heavily on the structure of the jumps. Thus, sticking to just one jump type increases the possibility of misspecification and, therefore, can lead to inaccurate estimation and inference.
Moreover, specifying and calculating the distribution of the jump component may incur heavy computational costs, especially when working with high-frequency data. For this reason, nearly all of the aforementioned studies consider only daily returns data. Some literature like [22] and [14] did apply their methods to hourly data and 5-minute data, respectively. However, they both fixed one of the parameters of the jump process as constant, in order to reduce the computational load.
The difficulties of deriving the posterior and the associated heavy computational costs are mainly caused by the jumps, which are only related to the nuisance parameters. Our target of estimation, the variance or volatility, is not affected by the jumps, and is modeled by a simple Gaussian process, for which Bayesian inference can be more easily obtained. Based on this observation, one plausible idea to tackle the problem is to ignore the nuisance parameters in the nonparametric part of the process, replace the nuisance parameters in the parametric part by their consistent estimators, and construct a posterior only for the parameter of interest. The advantages of such an approach are that one need not specify a prior on the jump process, and it is not necessary to obtain samples from the full joint posterior. By contrast, we will directly obtain an approximation to the marginal posterior for the volatility, which we will show can be used for accurate Bayesian inference. This approach was recently used by [29] . They derived a 'purposely misspecified' posterior for a jump-diffusion model with constant volatility, finite jump activity and without microstructure noise, which targets the parameter of interest, the volatility, directly. Using a misspecified model on purpose, the inherent difficulty of specifying the likelihood function in a nonparametric model is tackled by omitting the complicated nuisance component of the model. The bias and the inaccurate variance caused by the misspecification are later corrected by applying a location shift and rescaling the likelihood using a Gibbs posterior. They showed that the adjusted posterior possesses good asymptotic properties, as guaranteed by a Bernstein-von Mises theorem.
In this paper, we study a 'purposely misspecified' posterior for the variance θ of the model (2) either with or without microstructure noise, which is a considerably more difficult and realistic setting in comparison to the finite jump activity model without microstructure noise that was studied by [29] . Our main result is a Bernstein-von Mises Theorem for the adjusted posterior for the volatility parameter, which shows that the proposed posterior is asymptotically normal and centered at a consistent estimator, and with variance shrinking at rates n −1/2 and n −1 , respectively, depending on whether a microstructure noise is incorporated or not in the model.
The novel contributions of this paper can be summarized as follows. First, we allow the jump process to be any Lévy process with bounded variation, i.e. there is no parametric assumption about the nuisance component, and no assumption of finite jump activity. We also allow for an additive microstructure noise in the data. These relaxations of the stronger assumptions made in the existing literature help to alleviate inaccuracies introduced by model misinterpretation, and also avoid expensive computational costs. In fact, we also show that in the situations when the microstructure noise can be ignored (e.g., when working with medium range frequencies), our approach can be extended to the estimation of the integrated variance of a general Itô semimartingale X. In particular, we allow stochastic volatility and a general pure-jump semimartingale component J.
It is important to remark that our proposed inference procedure is among the first Bayesian approaches that can accommodate truly high-frequency data; due to high computational costs and lack of theoretical performance guarantees, most of the existing literature involves methods which are only applicable to low frequency data, such as daily observations. Finally, our results suggest that, under certain circumstances, misspecification on purpose can serve as a vehicle for accurate approximate Bayesian inference about low-dimensional interest parameters in complex, possibly infinite-dimensional models.
The paper is organized as follows. A detailed description of the setting and model are provided in § 2. Differences between finite and infinite activity when deriving the 'purposely misspecified' posterior are highlighted in § 3. This analysis reveals the importance of proposing a modified version of the Bernstein-von Mises theorem, which is stated in § 4. The misspecified model is presented in § 5, and further extended in § 8. The main results are stated in § 6 and § 7. Simulation results given in § 9 illustrate the performance of our procedures. Discussion and concluding remarks are in § 10. The proofs and further technical details appear in the Appendix.
Model setup
As mentioned in § 1, we consider a one-dimensional continuous-time process defined on some probability space (Ω, F, (F t ) t≥0 , P ) over a fixed and finite time horizon, X = {X t ; t ∈ [0, T ]}, which is assumed to follow model (1) . It consists of a drift part with constant coefficient µ ∈ R, a diffusion part with constant coefficient θ ∈ R + , which represents the volatility or variance, and a pure jump part J = {J t } t≥0 . The parameter space for θ, denoted as Θ, is assumed to be a bounded and open subset of (0, +∞) such that 0 / ∈Θ. The jump component J is assumed to be a pure jump Lévy process, which is used in many fields of science. In mathematical finance, a Lévy process is widely recognized to provide a better fit to intraday returns than plain Brownian motion. A comprehensive overview of the applications of Lévy processes can be found in [2] and [6] . A Lévy processes is defined as a càdlàg, real valued stochastic process, which has independent and stationary increments, and is stochastically continuous. It is known that a Lévy process X takes the general form (1) with J defined as
x µ(dx, ds),
where µ is a Poisson random measure on R + × R\{0} with mean measure ν(dx)dt such that R\{0} (|x| 2 ∧ 1)ν(dx) < ∞. This is the so-called Lévy-Itô decomposition of X and ν is called the Lévy measure of X.
The contaminated process, which equals to X t plus a noise component ε t , is observed at equally-spaced discrete times {0 = t 0 < t 1 < . . . < t n = T }, t j − t j−1 = ∆ n = T /n. More specifically, we observe
The data is assumed to be generated by the model (2)-(4) with true volatility value θ * , which is the target to be estimated. The Lévy model with microstructure noise (2) is considered one of the simplest, yet accurate enough, models for financial data at high-frequency. For an assessment of its empirical accuracy, we refer to [11] . The process Y satisfies the following assumptions:
Assumption (N).
1. The microstructure noise components, ε = {ε t j } n j=1 , are independent and identically distributed (i.i.d.), and follow a N (0, σ 2 ε ) distribution. In Bayesian framework, we assume that the i.i.d. holds true conditionally on the unknown parameter σ ε .
2. The processes ε and X are independent.
Assumption (JD). The Blumenthal-Getoor index α of J is less than 1:
In particular, this implies that the paths of the process J are of bounded variation, almost surely.
Assumption (JF).
The process J has a finite 16th moment. Combined with (JD)-1, this assumption is equivalent to
Remark 2.1.
1. [15] suggested that the independence assumption for ε and X is reasonable for moderate intraday frequency (e.g. 1 minute).
2. For a Lévy process, the Blumenthal-Getoor index α controls the small jump activity of the process: it becomes larger as the small jumps are more persistent. The assumption of α < 1 is inspired by [7] and [21] , and used later in § 7 to apply a central limit theorem (CLT) for a threshold estimator of the volatility. [21] concluded that when α ≥ 1, there is no CLT in general for a realized quadratic threshold estimator of the integrated variance. Its rate of convergence to the integrated variance is much slower than n −1/2 . A detailed proof of both the CLT and lack-of-CLT can be found in [7] . A similar bounded variation assumption also appear in previous studies, such as [5] , [7] , [21] , and [24].
3. It is important to remark that in the absence of microstructure noise, we can take a stochastic volatility model and much more general pure-jump semimartingales J of bounded variation (see § 8). We also don't require the condition (JF).
For future reference, let us recall the following common notation for the increments and jumps of an arbitrary continuous-time càdlàg process {U t } t≥0 :
Comparison with finite jump activity models
In this section, we present a motivating example using a simpler finite jump activity model, in order to illustrate the usefulness of the approximate Bayesian inference obtained via purposeful misspecification. [29] proposed this approach, but did not make comparisons to the true marginal posterior for the volatility parameter. In the next subsection, we provide this comparison through a simulation experiment. We then summarize the theoretical results in [29] and explain what issues arise when considering the more complicated and realistic setting of infinite jump activity.
An illustration through simulation
We first empirically compare the "purposely misspecified" posterior from [29] with a marginalized full Bayesian posterior. The goal of the comparison is to assess the accuracy of the former method and to motivate our approach. A simple jump diffusion model without noise is considered. Concretely, model (1) is used with a compound Poisson jump process:
Here, N = {N t } t≥0 is a Poisson process with rate λ, and {ξ i } i≥1 are i.i.d. random variables independent of N and W . We assume that {ξ i } i≥1 , which represent the jump sizes, follow a uniform distribution U (−1, 1). This assumption enables us to derive a joint posterior and perform Gibbs sampling for the parameters Θ = (µ, θ, λ). The other parameters and settings are inherited from [29] :
For simplicity, in what follows, we approximate the Poisson process by a Bernoulli process; namely, N is assumed to be a point process such that P [
The joint posterior density based on the data X X X (n) = (∆ 1 X, . . . , ∆ n X) can be written as
The priors chosen for µ, θ, λ are a standard Gaussian distribution, an inverse gamma distribution, and a beta distribution, respectively. The posterior for θ is estimated by two methods: (i) Gibbs sampling from the full joint posterior, followed by numerical integration to yield the marginal posterior (i.e., we simply ignore the MCMC output for the nuisance parameters µ and λ); and (ii) a direct posterior for θ obtained by purposeful misspecification. We emphasize that the Gibbs sampling approach, which is exact modulo finite simulation error, is only available here because of the very strong assumptions made regarding the jump process. This method is not available for the most complicated and realistic settings we consider in this paper. The second method is an approximation using a misspecified model to directly obtain a posterior for θ without the need to first obtain the full joint posterior and marginalize. The latter method, as shown in this paper, works quite well even in much more complicated and realistic settings than those considered in this section. Figure 1a -1b compares the two approaches. Figure 1a shows the posteriors for 10 different simulations. The 'purposely misspecified' posterior typically resembles quite well the Gibbs distribution of the samples simulated from the joint posterior, which is supposed to recover the correct posterior for the volatility through marginalization of the joint one. Both posteriors center around the true volatility. The 95% highest posterior density intervals are shown in Figure 1b . The similarities of the two empirical posteriors as well as their credible intervals demonstrate the accuracy of the 'purposely misspecified' posterior, and therefore, the validity of the inference based on it. In general, it is quite complicated to perform fully Bayesian analysis for infinite jump activity models based on high-frequency data because of the lack of tractable joint posteriors. To perform MCMC sampling from those joint posteriors, some studies (e.g. [27]) consider the unobserved jump increments ∆ i J as a latent parameter. However, with high frequency data, this may cause numerical difficulties. Taking model 3 in [28], for example, a variance gamma jump component J is utilized with drift −0.2, variance 0.2, and variance of the subordinator 0.23 (see more details in § 9). The sample size is 1000, and the time interval ∆ n = 0.001. Under these model settings, the jumps have extremely small sizes. More than 90% of the jump sizes are less than 10 −7 , and, hence, they are difficult to be recovered in the MCMC sampling. As mentioned in § 1, in the previous studies that incorporate infinite jump activity for high-frequency data, models are simplified in order to conduct MCMC sampling.
Theoretical challenges
[29] applied their purposely misspecified approach to the simpler model setting of an uncontaminated jump-diffusion model with constant volatility and finite jump activity. They first constructed a misspecified model by omitting the jump part J. Under this misspecified model, the resulting misspecified posterior was shown to be asymptotically normal conditionally on a given path of J. Since the result works for all possible J, it can be generalized to a version which does not depend on J. Even though such an asymptotic normality does hold for a suitably centered and scaled misspecified posterior for the volatility, the misspecification of the model has the adverse effect of causing this misspecified posterior to center in the wrong place and to have an incorrect and inefficient variance compared to the true marginal posterior obtained by marginalizing the full joint posterior over the drift and jump parts of the model. Therefore, [29] proposed to correct for the bias and inefficiency of the misspecified posterior by, respectively, shifting the center by an estimate of the bias, and rescaling the log likelihood using a properly chosen temperature parameter. Since the Bernstein-von Mises theorem involves convergence in total variation norm, and this norm is invariant with respect to location shifts, the resulting corrected posterior for volatility still admits a Bernstein-von Mises theorem but with a correct center and efficient variance equal to the Cramér-Rao lower bound.
In a model with infinite jump activity, we can similarly ignore the jump part and consider a misspecified model, but it is impossible to conclude an unconditional Bernstein-Von Mises theorem from the analogous result for the conditional posterior given a fixed path of the jump process J. The main reason is that for a jump process with infinite activity, the realized 2 for almost every path of J (i.e., a.s. convergence does not hold but merely convergence in probability). The almost sure consistency is necessary to prove the properties of the posterior, which is required when proving the local asymptotic normality (LAN) of the likelihood and an optimal convergence rate of the posterior mean. The satisfaction of these two conditions facilitates the establishment of a Bernstein-von Mises theorem under misspecification (see [25] ). In [29] 's model, because the jump part J is assumed to have finitely many jumps in a finite time interval, J can be expressed as a finite summation of the discontinuities. Thus, there exists n 0 ∈ N, such that for n > n 0 , the quadratic variation [J] is exactly equal to [J] n . However, with infinite jump activity, the convergence of [J] n to [J] does not hold for almost every path of J. This complication leads to the failure of the usual conditions used to prove a Bernstein-von Mises theorem.
On the other hand, for a general semimartingale, it is well-known that [J] n does converge to [J] in probability [20] . Furthermore, for Lévy processes, a rather good rate of convergence of O p (n −1/2 ) can be obtained (see Lemma A.2 below). We find that this weaker convergence (i.e. in probability rather than almost surely) is enough to demonstrate the desired property of the posterior by applying an unconditional version of the Bernstein-Von Mises theorem and skipping the intermediate results under the conditional probability measure given the jump part.
Besides the infinite jump activity complicating the nonparametric part of the model, the parametric part is also affected by the presence of the noise ε. Good news is that the variance of the noise, σ 2 ε , is an additional nuisance parameter. The adjusted posterior for volatility, and the associated Bernstein-von Mises theorem, must include corrections for deliberately ignoring the presence of microstructure noise.
A semiparametric version of the misspecified BvM Theorem
As explained in the previous section, the misspecified Bernstein-von-Mises Theorem of [25] plays a crucial role in proving the asymptotic properties of the purposely misspecified posterior. To accommodate the more complicated settings of our model, the result needs to be generalized to a semiparametric version, which is stated as follows.
Skorokhod space of all càdlàg R-valued functions) and a collection of semiparametric models on
where Θ is an open subset of R × R d and U is an open subset of an infinite dimensional topological space F. Let P (n) 0
, where Y · denotes the sample path of J and g : Θ × D([0, ∞)) → Θ ⊂ R is a known deterministic function. Our data consists of
Suppose there are purposely misspecified models for X (n) denoted asP ϑ (·) :=P (·|ϑ), ϑ ∈ Θ , which are distributions on R n parameterized by ϑ with densitiesp ϑ . Let Π be a prior distribution with a density π that is continuous and positive on Θ . Define the misspecified posterior distribution based on Π andP ϑ (·) as
Assume {P ϑ , ϑ ∈ Θ } satisfy a stochastic local asymptotic normality (LAN) condition relative to a given sequence δ n → 0 as norming rate, i.e. there exist some random quantities ∆ n, and V n such that for every compact set K ∈ R and > 0,
Also, for any sequence of constants M n → ∞, the posterior Π n is assumed to satisfy
Then, Π n converges to a sequence of normal distributions in total variation:
The proof of the above result follows the original proof in [25] . The main modifications are changing the almost sure convergence to convergence in probability, and adding a nuisance parameter which does not affect the proof.
Remark 4.1. Condition (6) above is equivalent to
for all ζ, > 0. This means that as n → ∞, the set of those Y · which satisfy the condition will cover its probability space with probability 1. This is weaker than the misspecified Bernsteinvon-Mises Theorem in [25] when applying their theorem with P
The second condition (7) and conclusion can be compared with their counterparts in [25] in the same way.
The misspecified model
Our methodology starts with a misspecified model ignoring the drift and the jump component. Namely, Y t is assumed to follow
This means that we first misinterpret the increments of the underlying process X as independent Gaussian variables, with mean zero, and variance θ. Under the misspecified model (8), our target of estimation is still θ, but what it represents changes because of the misspecification. In the absence of jumps, θ measures the total variation of the underlying process X per unit time and, hence, it can efficiently be estimated by the scaled realized quadratic variation,
which coincides with the maximum likelihood estimator (MLE) of the parameter θ in the underlying misspecified model X t = θ 1/2 W t . However, under the model X t = θ 1/2 W t + J t , θ merely controls the variation of the continuous component and, in the infill limit, the realized quadratic variation (9) will aggregate both the true volatility, θ * , and the scaled variation introduced by the jump process
Throughout, this total variation is denoted as
which takes values on the random parameter domain
For any sample path of J, Θ is an open set in (0, +∞), and 0 / ∈Θ . Furthermore, there exists some deterministic constant δ 0 > 0 such that Θ ⊂ (δ 0 , +∞) and, hence, Θ ⊂ (δ 0 , +∞).
In § 5.1, we explicitly write the misspecified likelihood function and the corresponding MLE for θ under the model (8) . Bayesian inference under this misspecified model is proposed in § 6. We will show that, given that the data Y is misinterpreted by the model (8), the posterior of θ can be approximated by a normal distribution. Further extensions are subsequently considered.
Misspecified likelihood function and MLE
Let us first note that, because of the presence of the noise ε, the increments ∆ j Y = Y t j − Y t j−1 , j = 1, 2, . . . , n, are not independent. To deal with the dependency and write an explicit likelihood function, we follow [13, 12] and transform the observed data {∆ j Y } j into independent random variables {R j } j via R = (P n )(∆Y), where
, and P n is a symmetric orthogonal matrix with entries
[ 13, 12] showed that, under the misspecified model (8), R j is Gaussian distributed, with mean zero, and variance equal to
For future reference, let us also note that under the true model (2), the conditional distribution of R j given J is
Based on these Gaussian variables, the likelihood function of the parameters θ and σ 2 ε given the data {∆ j Y } can be explicitly written under the misspecified model. However, note that only θ is the parameter of interest, while σ 2 ε is merely the nuisance parameter. Instead of writing the likelihood function based on λ n j (θ) and maximizing it over a two dimensional space, we replace the nuisance parameter, σ 2 ε , with its consistent estimatorσ 2 ε = 1 2n n j=1 ∆ j Y 2 , and then, obtain a pseudo-likelihood function for θ. The properties ofσ 2 ε and the rationale of the replacement are further demonstrated in Lemmas C.2 and C.4. Then, it is natural to consider the following misspecified log likelihood functionl n of θ given the data ∆Y 1 , ∆Y 2 , . . . , ∆Y n :
The corresponding MLEθ n is the root of the score functioṅ
We further assume that the MLEθ n is unique.
Remark 5.1. The misspecified likelihood function (11) can be simplified and directly applied to a model without the microstructure noise (i.e., Y = X in (2)) by taking σ 2
In this case, the MLE can be obtained in closed form as
Thus, the misspecified model is consistent with the one in [29] and, hence, the model with finite jump activity can be viewed as a particular case of our results.
Bernstein-von Mises Theorems
We assume that the prior distribution Π of θ possesses a continuous and positive density π on (δ 0 , +∞). Denote P * as the distribution of the process {Y t } t≥0 under the true model (2), and E * as the corresponding expectation. Based on the prior Π and the likelihood function (11), we introduce the Gibbs posterior Π n [38, 23] with temperature parameters κ n as
where A is a Borel set of R + . The Gibbs posterior increases the flexibility of the Bayesian procedure, which would allow us to further correct for the misspecification. Specifically, the misspecification causes the posterior for volatility to contract too quickly, making the Bayes estimator (e.g. the posterior mean) superefficient. Rescaling the likelihood flattens out the likelihood and also the posterior, slowing down the contraction of the posterior. Choosing the temperature parameter optimally will make the posterior contract at the efficient rate established by frequentist asymptotic analysis. We assume that κ n converges in probability to a random variable κ † as n → ∞ under the true measure P * . Note that κ n may be datadependent, and therefore it is possible that the random variable κ † also depends on the data under P * . Our main result states that, as the sample size n increases, the misspecified posterior based on Π and the misinterpreted data {∆Y i } will be approximately normal and centered at the maximum likelihood estimatorθ n obtained from the misspecified likelihood (11) under the true measure P * . The asymptotic variance is equal to the temperature parameter κ † times the inverse of the Fisher information of the misspecified likelihood. We give two versions. The first result covers situations where the microstructure noise ε can be ignored. This is the case when, for instance, we use medium range frequencies such as 5-minute or daily observations. We achieve the standard n −1/2 rate of convergence. The second result covers the more realistic case where the microstructure noise is explicitly incorporated in the model. This is needed when working with ultra high frequencies. This comes at the cost of a slower n −1/4 rate of convergence.
Theorem 6.1. Suppose that the data Y t 0 , . . . , Y tn is generated according to (2)- (4) with ε t ≡ 0 and Assumption (JD)-1 is satisfied. Then, the misspecified posterior defined in (15) withl n given as in (13) and κ n P * → κ † , for some positive r.v. κ † , can be approximated by a normal distribution in the sense that
where T V represents the total variation distance,θ n is the MLE (14) , and θ † is defined in (10).
Theorem 6.2. Under the framework and assumptions (N), (JD), and (JF) above, the misspecified posterior Π n defined in (15) withl n given as in (11) and κ n P * → κ † , for some positive r.v. κ † , is such that
whereθ n is the corresponding MLE (i.e., the root of the score function (12)) and θ † is defined in (10) .
The proofs of the two theorems utilize Theorem 4.1, and are contained in the Appendix.
Remark 6.1. It is worth nothing that Theorem 6.1 holds without any restriction on the Blumenthal-Getoor index α. In fact, this result holds for a large class of pure-jump semimartingales J and even quite general stochastic volatility models (see Section 8) . The restriction of α < 1 is needed when correcting the posterior as shown below.
Correcting for misspecification
The main conclusions of Theorems 6.1 and 6.2, namely, as n → ∞,
state that the misspecified posterior Π n is approximately normally distributed, centered at θ n , which is a biased estimator of θ * in the presence of jumps. Furthermore, the asymptotic variance may not be the most efficient either since we ignored the drift and the jump components on purpose. To adjust the bias and variance, what we need is a consistent estimator for the true parameter θ * , which admits a feasible central limit theorem. In what follows, we will first propose a general correction procedure and the corresponding Bernstein-von Mises theorem for any estimator with these two properties. Concrete instances of these estimators for both the no-noise and the general cases are presented thereafter. Suppose we have an estimatorθ n of θ * such that
where, in accordance with Theorems 6.1 and 6.2, the rate of convergence β is − 1 4 when σ ε = 0, and − 1 2 when σ ε = 0. Our goal is to adjust the posterior so that it centers atθ n and matches the asymptotic variance ofθ n . For the center, we simply shift the posterior by the right amount, while for the asymptotic variance, we adjust the temperature parameter. Concretely, define the estimator
The notation [J] n comes from the fact that this is a consistent estimator for the quadratic variation of the jump component J, because, as shown in the Appendix (see (30) and (60)),
andθ n is a consistent estimator of θ * by construction. We will then adjust the location of the posterior by subtracting T −1 [J] n (this operation will necessarily center the posterior atθ
To adjust the variance, we adopt a sequence of the temperature parameters and its limit of the form:
where the quantitiesV n andV asy,n are suitable consistent estimators of V and V asy , respectively. The choice of these estimators will be specified below in § 7.1- § 7.2. Finally, we can define the adjusted misspecified posterior Π n as one having the density function
where π n is the misspecified posterior obtained in Theorems 6.1 and 6.2 with κ n and κ † defined in (18). Asymptotic normality of the adjusted posterior is established by the following result.
Theorem 7.1. With the same conditions as in Theorem 6.2 or Theorem 6.1 except for the temperature parameter κ n defined as in (18), the adjusted posterior Π n defined above can be approximated by a normal distribution in the sense that,
A location shift in Theorem 6.1 or Theorem 6.2 with κ n defined in (18) gives us the proof of Theorem 7.1.
This theorem illustrates that any type of 1 − α credible interval (CI B,α ) of Π n is asymptotically the same as a 1 − α confidence interval for θ * based on N (θ n , V n 2β ). The upper and lower bounds of the CI B,α can then be approximated byθ n ± √ V n 2β z α/2 as n → ∞, where z α/2 is the α/2 quantile of the standard normal distribution. Becauseθ n satisfies a central limit theorem with asymptotic variance V , we have that
Therefore, the 1 − α credible interval has approximately the correct repeated sampling coverage under P * , which indicates frequentist validation of the Bayesian inference based on the adjusted posterior.
Correction for a model without microstructure noise
When the variance σ 2 ε of the noise is 0, we can use the thresholded realized quadratic variation of [28] 
where η n is a threshold proportional to n −w for some suitable exponent w. Consistency ofθ n is established in [28] for any w ∈ (0, 1/2) when J consists of the superposition of a general finite-jump activity process and an independent Lévy process. [7] showed thatθ n satisfies a central limit theorem with asymptotic variance 2θ * 2 n −1 under Assumption (JD) provided that w ∈ . With the estimatorθ n described above, we apply Theorem 7.1 with β = −1/2, V = 2θ * 2 , and the temperature parameters taken as
By Slutsky's Theorem, it is clear that κ n → κ † in P * -probability. We then obtain the following.
Corollary 7.2. Using the same conditions as in Theorem 6.1 except for the temperature parameter κ n defined as in (22), and assume (JD), the adjusted posterior Π n with density (19) can be approximated by a normal distribution in the sense that,
Remark 7.1. As we will show in Section 8 below, the result above also holds for stochastic volatility models and more general pure-jump processes J.
Correction for the general model
When the variance of the noise is positive, one possible solution is to adopt the estimatorΣ n proposed in [24] , which combines the thresholding approach of [28] with the pre-averaging method of [19] (see also [20] for a detailed exposition of the theory). The pre-averaging method is used to mitigate the effect of the noise ε. Utilizing this method, we formulate several overlapping blocks of increments, and calculate proxies of the increments of the uncontaminated process X by taking the weighted average of the increments of Y within each block. Then, the estimator is defined as the sum of the squares of those new quasi-increments that are less than some threshold, and is further debiased using an estimator of the variance of the noise. This estimator meets our requirements, when we include both infinitely many jumps with bounded variation and normally distributed microstructure noise. For completeness, we describe the key aspects of this estimator below. The estimator depends on two parameters: the length of the block k n and the weight function g. The latter satisfies the following regularity conditions:
• g is continuous on [0, 1], piecewise C 1 with a piecewise Lipschitz derivative g , and
One simple and common choice is g(s) = s ∧ (1 − s). Next, for some constant c, let k n = cn 1/2 (the notation a defines the largest interger that is smaller than a), c 1 = cḡ, c 2 = 1 0 (g (s)) 2 ds/c, and also definê
where we recall thatσ 2 ε = 1 2n n j=1 ∆ j Y 2 and the threshold u n satisfies
for some 0 ≤ w 1 < w 2 < 1/4 and w 1 > 1/(8 − 4β). The estimator is consistent and admits a central limit theorem. More specifically, by Theorems 1 and 3 in [24], (16) holds witĥ θ n =Σ n , β = −1/4, and
where
The temperature parameters in (18) can be defined as
The convergence of κ n to κ † can be established through the consistency ofΣ n andσ 2 ε for θ * and σ 2 ε , respectively, as well as the property that when X n = O P * (1) and Y n P * → 0, then
→ 0. Then, we have the following corollary of Theorem 7.1. Corollary 7.3. With the same conditions as in Theorem 6.2 and with the temperature parameter κ n defined as in (23), the adjusted posterior Π n defined above can be approximated by a normal distribution in the sense that,
Extension to more general semimartingales without noise
Thus far, we have assumed constant parameters for both the drift and diffusion components and a Lévy process for the jump component J. In this section, we show that, in fact, when the microstructure noise can be ignored, the purposely misspecified posterior approach can also be applied to stochastic volatility models and more general jump processes J. As mentioned before, it is generally believe that the microstructure noise is relatively negligible when using medium range frequencies such as 5-minute or daily observations. We consider the model
where W is a Wiener process, J is a suitable pure-jump semimartingale, and β = {β t } t≥0 and σ = {σ t } t≥0 are càdlàg adapted processes. The parameter of interest is the scaled integrated variance
We again use the misspecified model (8) for X with ε = 0. The corresponding log likelihood function would then be the same as in Remark 5.1 with associated MLẼ
An analysis of the proof of 
where W is a Wiener process independent of W and µ is a Poisson random measure on R + ×R with predictable compensator ν(ds, dx) = dsdx, independent of (W, W ). The coefficients of σ and J (including δ : Ω × R + × R → R\{0} andδ : Ω × R + × R → R\{0}) are random processes satisfying standard conditions for the integrals therein to be well defined. As explained in Section 7, the step to correct the center and variance of the misspecified posterior Π n requires an estimatorθ n of θ * enjoying a CLT with a rate of n −1/2 . As it turns out, the thresholded realized quadratic variation of [28] , defined in (21), does again the job at least in the case of bounded variation jump process J. Specifically, [18] (see Theorems 2.4 and 2.11 therein) obtains a feasible CLT for (21) under the same framework as above, but with an additional condition on J that amounts to J having bounded variation paths.
When the microstructure noise is taken into account, the extension is not as direct as for the no noise case, because after applying an orthonormal transformation to remove the autocovariance introduced by the noise, similar to that at the beginning of Section 5.1, the distribution of the transformed data does not depend anymore only on the target parameter θ * = T −1 T 0 σ 2 t dt. Instead, the variance of each transformed data depends on a weighted sum of the 'volatility' of each increments. Then, analyzing the transformed data using the same procedure as before can only provide us an estimator of some value larger than the integrated volatility, but not about the exact parameter θ * .
Simulation
This section discusses the finite sample performance of the adjusted posterior defined in Theorem 7.1. We aim to show the plausibility of the limit (20) at large sample size. This is demonstrated through comparing the empirical coverage probability of the credible interval derived from the adjusted posterior and the confidence interval from its corresponding asymptotic normal distribution in the theorem. We also aim to compare the "purposely misspecified" method with the frequentist central limit theorem (CLT) (16).
Infinite jump activity without noise
In order to incorporate infinite jump activity, the jump component is set be a variance gamma process
where a = −0.2, b = 0.2, {G t } t≥0 is Gamma process such that G h Γ(∆ n /c, c), with c = 0.23, and {B t } t≥0 is an Wiener process independent of the Wiener process W . For the drift and diffusion components, let µ = 0.1 and θ = 0.3. All the parameters are taken from [28] . For simplicity, we adopt the widely-used threshold η n = n −w , where w ∈ (0, 0.5) and n is the sample size. This is a possible and conventional choice in terms of consistency and efficiency.
In the following simulation, we use w = 0.39. For the prior of θ, an inverse gamma distribution is applied with shape and scale both equal to one. Since the temperature parameters do not affect the conjugacy, the misspecified posterior and the adjusted posterior both follow inverse gamma distribution.
Single sample path
First of all, 5000 equally spaced observations are simulated based on the parameters defined above (sample size n = 5000). The adjusted posterior Π n is generated using Corollary 7.2. The results are shown in Figure 2 . The adjusted posterior for one possible sample path is plotted as the dashed line and compared with the corresponding asymptotic normal distribution N (θ n , 2θ * 2 n −1 ) (the solid line). These two lines can hardly be distinguished from each other. Moreover, they are both roughly centered at the true volatility 0.3. This true volatility also lies between the dashed vertical lines which mark out the 95% highest posterior density (HPD) interval of the adjusted posterior. It turns out that the adjusted posterior recovers the asymptotic normal distribution, which proves the validity of Corollary 7.2. This suggests that the adjusted posterior will be centered at an efficient estimator with optimal variance when the sample size is large enough.
Point estimators
In the second step, we evaluate the consistency of the point estimators. The biases of the means of two distributions defined in Corollary 7.2 are compared: the mean of the adjusted posterior Π n , and the mean of the asymptotic normal distributionθ n =θ n − T −1 [J] n , which is also the threshold estimator in [28] . We also consider the misspecified posterior adjusted by the latent realized quadratic variation of the jump component
The corresponding asymptotic normal distribution has meanθ * n =θ n −T −1 [J] n . The analysis of these four point estimators is based on 1000 simulations. For each simulation, 5000 equally spaced observations are generated and used to calculate the biases.
The distribution of the biases is plotted in Figure 3 . The solid line is formed by the biases of the threshold estimator, while the dashed line is formed by the biases of the mean of the adjusted posterior Π n . The dotted line represents the bias ofθ * n . The bias of the mean of the adjusted posterior using the realized quadratic variation is represented by the dashed-dotted line. The similarity of the solid and the dashed lines as well as the similarity of the dotted and the dashed-dotted lines suggest that the posterior mean and the mean of the asymptotic normal distribution have similar behavior in terms of their difference with the true volatility. The biases are relatively small since the volatility is 0.3 while most of the biases are within 0.01 range.
Remark 9.1. We may increase the accuracy of the adjusted posterior Π n by using a better estimator of the quadratic variation of the jump [J] to correct the misspecified posterior Π n defined in Theorem 6.1. While the dashed and the solid lines have higher probability for the positive values, the dotted and the dashed-dotted lines are more symmetric. This suggests that the right-skewed tendency of our posterior mean might be because of the poor estimates for the jump component. The better the estimation of the [J] we applied, the closer distribution to the symmetric dashed-dotted line we will get. One approach is to optimize the threshold η n in the threshold parameterθ n .
Comparison based on confidence interval
In order to evaluate the accuracy of the inference, we compare the empirical coverage probability of the credible interval of the posterior with the confidence intervals of the asymptotic distribution and of the CLT based on the threshold estimator. For simplicity, in this section, we use "CI" to represent both the credible interval and the confidence interval. We increase the sample size n to 105000, which is approximately the number of the stock data obtained within one year with 5-minute interval. The coverage probabilities of the 95% CIs based on 1000 repeats are listed in Table 1 . For each repeat, we simulate a sample path with 105000 observations. Probability CI's are built from 0.943 Asymptotic normal distribution N (θ n , 2θ * 2 n −1 ) 0.944 HPD interval based on posteriorπ n (θ) = π n (θ + [J] n ) 0.940 Equal-tail credible interval based on posteriorπ n (θ) = π n (θ + [J] n ) 0.940 Normal distribution using [28]'s estimator and variance Table 1 : Empirical coverage probability of the confidence interval.
Therefore, it can be concluded that the HPD interval has the highest coverage probability among all the CIs derived from various distributions defined above. However, all the coverage probabilities are slightly less than 0.95. We may fill this gap by adopting a more refined frequentist estimatorθ n to serve as the center of the posterior or by utilizing a more accurate misspecified model. Except the conjugate prior, an non-informative prior, the uniform distribution, and an exponential distribution are also for the simulation based on the same model. The results are compatible with the inverse-gamma prior.
Lévy Model with microstructure noise
In order to illustrate the results in presence of both infinitely many jumps and microstructure noise, we conduct simulation for the following model from [24]:
2 ), for i = 1, 2, . . . , n. The jump part J t is a trimmed symmetric β-stable process with β = 0.5. The trimmed process means that after we simulated the increments of all the jumps, the largest 2% of them (ranked by absolute values) will be discard to match the behaviour for high-frequency tick-by-tick data. To allow a comparison, simulation is conducted based on exactly the same parameters described in the paper except one constant c, which determines the length of the preaveraging blocks by k n = c∆ −1/2 n . The choice of c is not clearly stated in the paper. Thus, we choose the same c = 1/3 as in the original work [19] . The sample size is set as n = 15600 and ∆ n = 1/7800 taken from [24] .
For the adjusted posterior, the data is divided into two parts. The first half is used to evaluate the estimatorΣ n in [24] , which is used in the prior, and the rest is used to make inference. The prior is chosen to be a truncated normal distribution with lower boundary 0, centered atΣ n obtained using the first half of the data, and standard deviation 0.06. We generate 20000 MCMC samples, in which the first 5000 are burned. We generate 1000 times posteriors, each based on 20000 MCMC samples. The results can be summarized as follows. 
Conclusion
In this paper, we consider an infinite activity model with microstructure noise over a fixed time horizon. A "purposely misspecified" posterior is proposed for the volatility, the variation of the diffusion component. We theoretically and empirically prove that the posterior can be approximated by a normal distribution centered at a suitable estimator with the optimal variance. Thus, valuable inference can be developed based on the Bayesian credible intervals, whose empirical coverage probability is shown to be close to the nominal one by simulation. Compared to [29] , we generalize the feature of finite many jumps to infinite jumps, propose an extension to handle stochastic volatility and general Itô jump processes of bounded variation, and add the microstructure noise. These results suggest more possibilities of further use of the method.
The purposely misspecified method contributes to the Bayesian framework by ignoring the infinite-dimensional nuisance parameter and directly making inference of the parameter of interest. It provides us a Bayesian posterior without any requirement for assigning a prior and specifying the likelihood of the complicated jump part. Thus, the difficulties of deriving the full posterior and obtaining a marginalized posterior can also be avoided.
The recentering and rescaling procedure is also highly flexible. Any consistent and efficient estimator can be used as a correction. Furthermore, the variance can be adjusted in response to the information. For example, when the variance of the volatility θ * is foreknown, the temperature parameter can be set to the correct variance over the optimal one.
Considering the good performance of the misspecified model and the complexity of the nonparametric nuisance part, it may be noteworthy to apply the "purposely misspecified" method to other semiparametric problems.
[ 
A Realized Quadratic Variation Asymptotics
In this section, we give some preliminary lemmas regarding the rate of convergence of the realized quadratic variation of a Lévy process. Without loss of generality, throughout we assume T = 1, and let ∆ n = 1 n . As it is well-known, unlike a finite jump activity process J, the quadratic variation [J] = s≤1 ∆J 2 s can no longer be expressed for large enough n as a sum of the squared increments of the jump part,
under the presence of infinitely many jumps on [0, 1]. However, for bounded variation processes, we shall prove that the latter converges to [J] at a rate of n −1/2 .
Lemma A.1. Under Assumption (JD),
Then,
and, thus,
Using the Lévy-Itô decomposition (3), the expression can be 'split' into two terms:
For the second term of (28), by Assumption (JD) and applying Lemma 2.1.5 of [20] with Y t = t 0 J s− − J t i−1 dJ 2s , p = 1, and u = t i − t i−1 = 1 n , there exist constants C 1 , C 2 , and C 3 such that the expectation of
, independent of i. Thus,
Similarly, for the first term of (28), applying Lemma 2.1.
n , and some constant C 0 , we have
. Following the same analysis as in (29), the expectation of the first term of (28) is also bounded. Thus, the proof is completed.
The following lemma gives the rate of convergence of the realized quadratic variation of a general Lévy process with nonzero Brownian component (θ > 0). The results is due to [17] (see Theorem 2.6 and Remark 5 therein). Related results for general semimartingales can be found in [18] . The convergence of processes below is in the sense of finite-dimensional, stably in law.
Lemma A.2. Let
be the realized quadratic variation of the process X defined in (1) with θ > 0 and J satisfying Assumption (JD)-1 (i.e., X is a Lévy process). Then,
where IV t = θt + s≤t (∆J s ) 2 and
with W being a Wiener process independent of W and {Z s } s≥0 being i.i.d. N (0, 1) variables, independent of W and W .
B Proof of Theorem 6.1
Proof Of Theorem 6.1. We apply Theorem 4.1 with
We shall prove next that the two condition (6) and (7) are satisfied. We start with the condition (7), which requires that, for every sequence of constants M n → ∞,
Using Markov's inequality,
Sinceθ n is the unique MLE, we could approximate the right hand side expectation by the Laplace approximation ( [8] ):
Since M n → ∞, for condition (7), it suffices to show that, for n → ∞,
Sinceθ n is the realized quadratic variation of the Lévy process X, this directly follows from the central limit theorem of Lemma A.2. Second, the models should satisfy the stochastic local asymptotic normality (LAN) condition (6) . That means that, for every > 0,
Let V θ † = (2κ † θ †2 ) −1 and ∆ n,θ † = n 1/2 θ n − θ † . Using Taylor expansion to approximate the log likelihood and plugging in the first and second derivatives, the left hand side of the LAN condition can be written as
Noted that P * (|κ n − κ † | > δ) → 0 when n → ∞ for arbitrary δ > 0 and, from the result obtained in Lemma A.2, the LAN condition holds. Therefore, for arbitrary > 0,
Thus, we finishes the proof of Theorem 6.1.
C Proof of Theorem 6.2
As in the proof of Theorem 6.1, we apply Theorem 4.1 with
As before, there are two conditions that need to be satisfied. The first is the LAN property (6), which will be proved in § C.4. The second condition is (7). By applying the same Markov inequality and Laplace approximation as in the proof of Theorem 6.1, we can conclude that a sufficient condition for (7) is
which will be proved in § C.3. Before the conditions for the theorem are demonstrated, we give some preliminary lemmas.
The following notations are often used throughout the proof:
1. a n b n indicates that there exists a constant C such that |a n | ≤ C|b n | for every n large enough. If a n b n and b n a n , then we write a n b n .
2. To simpify the notation, in what follows, we use p ij to represent p n ij , and λ j to represent λ n j .
C.1 Preliminary lemmas
Without loss of generality, we assume E * [∆ j J] = 0. Otherwise, the drift component µ can be redefined correspondingly to µ + E * [∆ j J]/∆ n to obtain the required of zero-expectation property of the jump increments ∆ j J. The limiting behavior of the moments of the jump increments will be frequently used later in the proof. We summarize it in the following lemma.
Lemma C.1. Under assumptions (N), and (JF), for k = 1, 2, . . . , 16, and i = 1, 2, . . . , n,
A faster convergence rate is needed later for the fourth moment:
The first statement directly follows from Theorem 4.3 of [10] . The proof of the second and the third statements is included in Appendix E.
Recall that σ 2 ε is the variance of the noise, which can be estimated usingσ
The following result states some needed properties ofσ ε .
Lemma C.2. Under assumption (JF), we have
When H has finite 8th moment, by Markov's inequality, we have
Then, it suffices to demonstrate that H has finite 8th moment. We prove this by analyzing the moment generating function (m.g.f.) of H conditioned on J, and showing that the 8th derivative of that m.g.f. is finite at zero.
Recall that for j ∈ {1, 2, . . . , n}, given J, R j independently follow normal distribution
Because P n is an the orthogonal matrix , we haveσ 2 ε = 1 2n
Then, H can be written as
Let M (0) = M H , and the kth-derivative
Similarly,
where C 0 = 1, C 1 = 14, C 2 = 168, C 3 = 1680, C 4 = 13440, C 5 = 80640, C 6 = 322560, and C 7 = 645120.
We adopt c n,0 = 1, c n,1 , c n,2 , . . . , c n,8 to express the numerator of the i-th moment of H, which is defined as follows.
The terms in c n, 8 can be expressed in general as
By (32)- (33), and following the similar procedure as proving (32), for any 1 ≤ k ≤ 8,
Thus, all the terms in c n,10 have expectations of O(n 4 ). The rate n 4 can be only achieved when m 2 = 4, m j = 0, j = 1, 3, 4, . . . , 8. Thus, E * [c n,10 ] = O(n 4 ). This means that H has 8th finite moment. We complete the proof.
The following Lemma will be used later to prove the asymptotic properties of the log likelihood function (11) , and its derivative. Proof. For the lower bound, note that since sin x ≤ x,
For the upper bound, we divide the summation into two parts. For j ≤ √ n, we have
Recall that λ j (θ) = θ n + 2σ 2 ε 1 − cos jπ n+1 . Applying Lemma C.3 with a = θ and b = σ 2 ε , and since 0 / ∈Θ , we get
C.2 Likelihood functions
In this section, we introduce several properties of the misspecified likelihood functionl n defined in (11) . The results will be needed when checking the conditions of Theorem 4.1. In the misspecified model (8) , when the variance of the noise is assumed to be known, the likelihood function of θ is given by
Recall that
In what follows, we denote the corresponding first and second derivatives of l n andl n with respect to θ asl n ,l n ,l n , andl n , respectively. The moments of the variable R j are frequently used in the following lemmas. We summarize them here. Recall that given J, the R j s independently follow the normal distribution
. By (32)-(33), the moments of R j are such that
The last inequality holds because n −1 ≤ λ j (θ * )/θ * .
The following Lemma C.4 aims to control the difference between l andl and their corresponding derivatives. Recall that l uses the true variance σ 2 ε , whilel adoptsσ 2 ε to replace σ 2 ε . With Lemma C.4, the desired properties ofl can be attained through the analysis of l, which simplifies the proof by using the true parameter instead of an estimator.
Lemma C.4. Let l andl be given as in (11) and (35), respectively. If assumptions (N) and (JF) hold true, then for any integer k ≥ 1,
Proof. Define
Then, λ j (θ) = λ j (θ, σ 2 ε ), and l n andl n can be written using λ j (θ, σ 2 ε ) and λ j (θ,σ 2 ε ) as
.
The expressions inside the absolute values in (38) can then be expressed as
We first derive an upper bound for the first and second derivative of g and h. Fixed a τ > 0, and consider all x ≥ τ . Noted that 2n 1 − cos
Next, let τ = 0. Noted that λ j (ζ, x) ≥ λ j (θ, x) ≥ θ n , and
Now, we are ready to prove the boundedness of G n and H n uniformly for θ ∈ Θ . Let D n be the interval betweenσ 2 ε and σ 2 ε . By Taylor expansion,
The first term is O P * (1) by Lemma C.2, and (39) with τ = σ 2 ε /2. For the second term, we break up D n into two sub-regions: {x > σ 2 ε /2} ∩ D n and {x ≤ σ 2 ε /2} ∩ D n . Then, the second term,
The last equality is based on Lemma C.2. Therefore, G n = O P * (1). For H n , similarly, using Taylor expansion,
For the first term of (42), recalling thatσ 2 ε = 1 2n n i=1 R 2 i , in order to obtain the expectation of R 2 j (σ 2 ε − σ 2 ε ), we take expectation of R 2 j andσ 2 ε − σ 2 ε seperately, subtract the term E * R 2 j 2 /(2n), and then add back the term E * R 4 j /(2n):
All the three terms above can be bounded applying Lemma C.2, (36), and (37):
The last inequality is because λ j (θ) ≤ θ + 2σ 2 ε . We then have
By (40),
The expectation of the first term of (42) is bounded.
Similarly to the proof of the second term of G n = n i=1 |α i |, we derive the limiting behavior of the second term of (42) by dividing D n into two sub-regions:
By Lemma C.2 and (37), for j ∈ {1, 2, . . . , n},
Then, using (40),
= O(1).
Noted that when
Thus, H n = O P * (1). Because equations (34), (39) and (41) all hold uniformly for θ ∈ Θ , we have sup θ∈Θ G n = O P * (1) and sup θ∈Θ H n = O P * (1).
The following lemma states a property of the jump components that will be used in Lemma C.6 below.
Lemma C.5. Let g and h be known deterministic functions such that the expectation below is finite. Then, for any a, b, c, d ∈ {1, 2, . . . , n}, a < b < c < d, we have 
This is exactly the same characteristic function of B, because of its independence of a, b, c, and d.
The following result will be needed in Lemmas C.7 and C.8. 
Proof. Recall that R j follows a normal distribution when conditioning on J. Denote E J (·) = E * (·|J). Our first step is to take the conditional expectation of the expanded square given J:
We compare (43) with the following equation:
By the mutually independence of R j s, the second term of the right-hand side of (43) is equal to the second term of (44). Then, the absolute value of the difference between the left-hand side of (43) and (44) is
whose square root is O(n 1/4 ). Then, to prove the result, it suffices to show
Note that
We divide the absolute value into five terms:
We will show that each term is O P * (n 1/4 ). By Lemma A.1, i.e.
, the first term is such that:
= O P * (1).
Similarly, for the fourth term of (45), For the second term of (45), we square it to avoid analyzing the absolute value:
Next, applying Lemma C.5 with g(x, y, u, v) = x 4 and h(x) = 
By the orthogonality of matrix P n , we have These imply (47), and thus the first term of (46) is O P * (n 1/2 ). For the second component of (46), applying Lemma C.5 with g(x, y, u, v) = x 2 y 2 and h(x) = 
where Σ(j) = i =k p ij p kj ∆ i J∆ k J. We will show that the two components of the right-hand side of (48) are both O P * (n 1/2 ). For the the first component of (48), first note that, since E * ∆ i J = 0, the expectation of the numerator is bounded since
Then, for the first component of (48), we have
n 2 E * Σ 2 (j)
The last term is O(n 1/2 ) by (34). For the second component of (48), we first look at the numerator Σ(s)Σ(t) =
In the following two lemmas, we establish some needed asymptotic properties of the misspecified likelihood function under all the assumptions in § 2.
Lemma C.7. Let Γ(θ, ζ) :=
, recalling that σ ε is the standard deviation of the noise. n (θ † ) = O P * (1).
Proof. The first statement can be proved as follows. For any ζ ∈ Θ , there exist a ζ * ∈ Θ such that ζ = ζ * + [J] and, noting that θ † = θ * + [J], we have ζ − θ † = ζ * − θ * . Hence, by the boundedness of Θ, it is enough to prove that, for any fixed δ > 0,
The first component is O P * (n −1/4 ) by Lemma C.6 with p = 3. The second component converges to −I(θ), which results from (3.1)-(3.2) in [12] . This concludes the proof of the first assertion. For the second statement, without loss of generality, let ζ ≤ ζ and note that 
Applying Slutsky's theorem, (59) and (34) to (58), the lemma can be proved.
C.3 MLE and its convergence rate
In this section, we prove that
which, as explained at the beginning of Appendix C, implies the condition (7) of Theorem 4.1. Sinceθ n be the maximum of the misspecified log likelihood functionl n defined in (11). We then have −l n (θ † ) = (θ n − θ † )
