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Abstract
We study asymptotic properties of the continuous Glauber dynamics with unbounded death and constant
birth rates. In particular, an information about the location of the spectrum for the symbol of the Markov
generator is obtained. The latter fact is used for the proof of the ergodicity of this process. We show that the
speed of convergence to the equilibrium is exponential.
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1. Introduction
The continuous Glauber type dynamics may be characterized as a birth-and-death Markov
processes on the configuration space (CS) in continuum with the given grand canonical Gibbs
equilibrium states as symmetrizing measures. The Markov generators of these processes are
related with the (non-local) Dirichlet forms of Gibbs measures. The latter fact gives the pos-
sibility to construct the so-called equilibrium Glauber dynamics associated with these forms (see
e.g. [10]). There are many possibilities to choose a particular form of the square field expression
inside of the Dirichlet forms. Each of them leads to the corresponding birth and death intensi-
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rate, which means that all information about the interaction in the system is included in the birth
rate (G+ Glauber dynamics). Another extremal possibility is to take a constant birth rate and to
assure the reversibility of the dynamics via proper death coefficient (G− Glauber dynamics). In
the case of G+ equilibrium dynamics and a positive interaction potential, there exists a spectral
gap for the generator in the high temperature and low density regime [2,10,17]. This gives the
exponential L2 ergodicity for the corresponding Markov semigroup.
Coming to the problem of the non-equilibrium Glauber dynamics, we note that only re-
cently were constructed Markov processes with some classes of initial distributions (i.e., Markov
functions) for G+ [9] and G− [8] dynamics. These papers use a constructive approach to the
dual Kolmogorov equation describing the evolution of the initial distributions in the Glauber
stochastic dynamics. Let us stress that in the infinite particle case, the class of admissible initial
conditions should be considered as an essential parameter in the study of dynamical properties.
Depending on the initial conditions, stochastic dynamics may have very different types of be-
havior including the possibility to explode in a finite time. Roughly speaking, a choice of initial
states defines the level of deviation from the equilibrium dynamics.
In the present paper we analyze ergodic properties of such non-equilibrium random evolu-
tions. Namely, we consider the case of G− stochastic dynamics for interaction potentials which
satisfy stability and strong integrability conditions (but admit a possible negative part). The main
result concerning the ergodicity is stated in Theorem 3.2. We show that under natural restrictions
on the parameters of the system the time evolution for a class of initial measures converges to
the invariant Gibbs measure. More precisely, we need to consider the equilibrium state in the
high temperature and low density regime to assure the uniqueness of the limiting Gibbs measure.
Then, depending on these parameters, we define explicitly the set of admissible initial states. Let
us stress that this set forms a ball (in a proper metric) in the space of all probability measures
on the CS. This ball includes the invariant Gibbs measure as well as all probability measures
on the CS with the common Ruelle bounds. The convergence of measures on the CS is defined
in the sense of their correlation functions convergence. We show the exponential rate of such
convergence in the Ruelle type norm on correlation functions.
2. Foundations
We consider the Euclidian space Rd . By B(Rd) we denote the family of all Borel sets in Rd .
Bb(Rd) denotes the system of all sets in B(Rd) which are bounded.
The space of n-point configurations is
Γ
(n)
0 = Γ (n)0,Rd :=
{
η ⊂ Rd ∣∣ |η| = n}, n ∈ N0 := N ∪ {0},
where |A| denotes the cardinality of the set A.
The space Γ (n)Λ = Γ (n)0,Λ for Λ ∈ Bb(Rd) is defined analogously to the space Γ (n)0 . As a set,
Γ
(n)
0 is equivalent to the symmetrization of
(˜
Rd
)n = {(x1, . . . , xn) ∈ (Rd)n ∣∣ xk = xl if k = l},
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the corresponding topology and Borel σ -algebra, which we denote by O(Γ (n)0 ) and B(Γ (n)0 ),
respectively.
The space of finite configurations
Γ0 :=
⊔
n∈N0
Γ
(n)
0
is equipped with the topology O(Γ0) of disjoint union. Let B(Γ0) denote the corresponding Borel
σ -algebra.
A set B ∈ B(Γ0) is called bounded if there exists Λ ∈ Bb(Rd) and N ∈ N such that B ⊂⊔N
n=0 Γ
(n)
Λ .
The configuration space
Γ := {γ ⊂ Rd ∣∣ |γ ∩Λ| < ∞ for all Λ ∈ Bb(Rd)}
is equipped with the vague topology O(Γ ). It is a Polish space (see e.g. [7]). B(Γ ) denotes the
corresponding Borel σ -algebra. The filtration on Γ with a base set Λ ∈ Bb(Rd) is given by
BΛ(Γ ) := σ
(
NΛ′
∣∣Λ′ ∈ Bb(Rd), Λ′ ⊂ Λ),
where NΛ : Γ0 → N0 is such that NΛ(η) := |η ∩Λ|. For short we write ηΛ := η ∩Λ.
For every Λ ∈ Bb(Rd) the projection pΛ : Γ → ΓΛ :=⊔n0 Γ (n)Λ is defined as
pΛ(γ ) := γΛ.
One can show that Γ is the projective limit of the spaces {ΓΛ}Λ∈Bb(Rd ) w.r.t. these projections.
In the sequel we will use the following classes of function on Γ0:
• L0(Γ0) – the set of all measurable functions on Γ0;
• L0ls(Γ0) – the set of measurable functions with local support, i.e., G ∈ L0ls(Γ0) if there exists
Λ ∈ Bb(Rd) such that G Γ0\ΓΛ= 0;• L0bs(Γ0) – the set of measurable functions with bounded support, i.e., G ∈ L0bs(Γ0) if there
exists Λ ∈ Bb(Rd) and N ∈ N such that G Γ0\⊔Nn=0 Γ (n)Λ = 0;• B(Γ0) – the set of bounded measurable functions;
• Bbs(Γ0) – the set of bounded functions with bounded support.
Remark 2.1. Any function G : Γ0 → R can be presented as the collection of functions G =
(G(n), n 0), G(n) : Γ (n)0 → R due to the structure of the space Γ0.
On Γ we consider the set of cylinder functions FL0(Γ ), i.e., the set of all measurable func-
tions F ∈ L0(Γ ) which are measurable w.r.t. BΛ(Γ ) for some Λ ∈ Bb(Rd). These functions are
characterized by the following relation:
F(γ ) = F ΓΛ (γΛ).
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note by FL0(Γ, BΛ(Γ )).
Next we would like to describe some facts from the harmonic analysis on the configuration
spaces based on [6].
The following mapping between functions on Γ0 and functions on Γ plays the key role in our
further considerations:
KG(γ ) :=
∑
ξγ
G(ξ), G ∈ L0ls(Γ0), γ ∈ Γ,
see e.g. [12,13]. The summation in the latter expression is taken over all finite subconfigurations ξ
of γ , which is denoted by the symbol ξ  γ .
The K-transform is linear, positivity preserving, and invertible, with
K−1F(η) :=
∑
ξ⊂η
(−1)|η\ξ |F(ξ), F ∈ FL0(Γ ), η ∈ Γ0. (1)
The map K , as well as the map K−1, can be extended to more wide classes of functions. For
details and further properties of the map K see, e.g. [6].
One can introduce a convolution
 : L0(Γ0)× L0(Γ0) → L0(Γ0)
(G1,G2) → (G1  G2)(η)
:=
∑
(ξ1,ξ2,ξ3)∈P3∅(η)
G1(ξ1 ∪ ξ2)G2(ξ2 ∪ ξ3), (2)
where P3∅(η) denotes the set of all partitions (ξ1, ξ2, ξ3) of η in 3 parts, i.e., all triples (ξ1, ξ2, ξ3)
with ξi ⊂ η, ξi ∩ ξj = ∅ if i = j , and ξ1 ∪ ξ2 ∪ ξ3 = η.
It has the property that for G1,G2 ∈ L0ls(Γ0)
K(G1  G2) = KG1 · KG2.
Due to this convolution we can interpret the K-transform as the Fourier transform in configura-
tion space analysis, see also [1].
Let M1(Γ ) be the set of all probability measures on B(Γ ), and let M1fm(Γ ) be the set of all
probability measures μ which have finite local moments of all orders, i.e.
∫
Γ
|γΛ|n μ(dγ ) < +∞
for all Λ ∈ Bb(Rd) and n ∈ N0.
A measure ρ on (Γ0, B(Γ0)) is called locally finite if ρ(A) < ∞ for all bounded sets A from
B(Γ0). The set of such measures is denoted by Mlf(Γ0).
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Γ0
(G G)(η)ρ(dη) 0, ∀G ∈ Bbs(Γ0),
where G is the complex conjugate of G.
A measure ρ is called normalized if and only if ρ({∅}) = 1.
One can define a transform K∗ : M1fm(Γ ) → Mlf(Γ0), which is dual to the K-transform, i.e.,
for every μ ∈ M1fm(Γ ), G ∈ Bbs(Γ0) we have∫
Γ
KG(γ )μ(dγ ) =
∫
Γ0
G(η)(K∗μ)(dη).
The measure ρμ := K∗μ is called the correlation measure of μ. As it is shown in [6], for μ ∈
M1fm(Γ ) and any G ∈ L1(Γ0, ρμ) the series
KG(γ ) :=
∑
ηγ
G(η) (3)
is μ-a.s. absolutely convergent. Furthermore, KG ∈ L1(Γ,μ) and
∫
Γ0
G(η)ρμ(dη) =
∫
Γ
(KG)(γ )μ(dγ ). (4)
Fix a non-atomic and locally finite measure σ on (Rd,B(Rd)). For any n ∈ N the product
measure σ⊗n can be considered by restriction as a measure on (˜Rd)n and hence on Γ (n)0 . The
measure on Γ
(n)
0 we denote by σ
(n)
.
The Lebesgue–Poisson measure λzσ on Γ0 is defined as
λzσ :=
∞∑
n=0
zn
n! σ
(n).
Here z > 0 is the so-called activity parameter. The restriction of λzσ to ΓΛ will be also denoted
by λzσ . We write λz instead of λzσ , if the measure σ is considered to be fixed.
The Poisson measure πzσ on (Γ,B(Γ )) is given as the projective limit of the family of mea-
sures {πΛzσ }Λ∈Bb(Rd ), where πΛzσ is the measure on ΓΛ defined by πΛzσ := e−zσ (Λ)λzσ .
A measure μ ∈ M1fm(Γ ) is called locally absolutely continuous w.r.t. πzσ iff μΛ := μ ◦ p−1Λ
is absolutely continuous with respect to πΛzσ = πzσ ◦ p−1Λ for all Λ ∈ Bb(Rd). In this case,
ρμ := K∗μ is absolutely continuous w.r.t. λzσ . Let kμ : Γ0 → R+ be the corresponding Radon–
Nikodym derivative, i.e.
kμ(η) := dρμ
dλzσ
(η), η ∈ Γ0.
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k(n)μ :
(
Rd
)n → R+,
k(n)μ (x1, . . . , xn) :=
{
kμ({x1, . . . , xn}), if (x1, . . . , xn) ∈ (˜Rd)n,
0, otherwise
(5)
are the well-known correlation functions in statistical physics, see e.g. [15,16].
For technical purposes we also recall the following result:
Lemma 2.1. Let n ∈ N, n 2, and z > 0 be given. Then
∫
Γ0
. . .
∫
Γ0
G(η1 ∪ · · · ∪ ηn)H(η1, . . . , ηn) dλzσ (η1) . . . dλzσ (ηn)
=
∫
Γ0
G(η)
∑
(η1,...,ηn)∈Pn∅ (η)
H(η1, . . . , ηn) dλzσ (η)
for all measurable functions G : Γ0 → R and H : Γ0 × · · · ×Γ0 → R with respect to which both
sides of the equality make sense. Here Pn∅ (η) denotes the set of all ordered partitions of η in n
parts, which may be empty.
This lemma is known in the literature as Minlos lemma (cf., [11,14]), and it will be crucial for
calculations in many places below.
3. Glauber dynamics with competition
We study the special class of the Glauber dynamics on Γ with the birth rate equal to a constant
(see [8,9]) and the death rate equal to some unbounded function. In applications, this death rate
may be considered as a competition between particles (or individuals) of a system.
3.1. Potential and Gibbs measures on configuration spaces
A pair potential is a Borel, even function φ : Rd → R∪ {+∞}. We assume that φ satisfies the
following standard conditions, known from statistical physics:
(S) (Stability). There exists B > 0 such that, for any η ∈ Γ0, |η| 2
E(η) :=
∑
{x,y}⊂η
φ(x − y)−B|η|.
Note that the stability condition implies that the potential φ is bounded from below. Namely,
φ(x)−2B, ∀x ∈ Rd . (6)
Y. Kondratiev et al. / Journal of Functional Analysis 258 (2010) 3097–3116 3103(SI) (Strong Integrability). For any β > 0,
Cst(β) :=
∫
Rd
∣∣1 − exp [βφ(x)]∣∣dx < ∞.
Throughout the paper we assume that the conditions (S) and (SI) are satisfied. For γ ∈ Γ and
x ∈ Rd \ γ we define the relative energy of interaction as follows:
E(x,γ ) :=
{∑
y∈γ φ(x − y), if
∑
y∈γ |φ(x − y)| < ∞,
+∞, otherwise.
A probability measure μ on (Γ,B(Γ )) is called a Gibbs measure with parameters β > 0 and
z > 0 if it satisfies
∫
Γ
∑
x∈γ
F (γ, x)μ(dγ ) =
∫
Γ
∫
Rd
e−βE(x,γ )F (γ ∪ x, x)z dx μ(dγ ) (7)
for any measurable function F : Γ × Rd → [0,+∞]. Note that any fixed γ ∈ Γ as a set in Rd
has zero Lebesgue measure, so that the expression E(x,γ ) on the right-hand side of (7) is almost
surely well-defined. The set of all Gibbs measures, which correspond to the potential φ, activity
parameter z > 0, and inverse temperature β > 0, will be denoted by G(φ, z,β). For the fixed
potential φ we will write G(z,β) instead of G(φ, z,β).
Remark 3.1. It is well known (see e.g. [14,15]) that if φ is stable and
C(β) :=
∫
Rd
∣∣1 − e−βφ(x)∣∣dx < z−1e−1−2Bβ
then the class G(φ, z,β) is non-empty. Moreover, under these conditions, for any μ ∈ G(φ, z,β)
the corresponding correlation function kμ satisfies the following bound
kμ(η) constC(β)−|η|, η ∈ Γ0.
3.2. Generator of Glauber type dynamics
The mechanism of the evolution of configurations in Γ we describe by some formally given
generator. The action of such generator in the case of Glauber type dynamics has the following
form (see e.g. [8])
(LF)(γ ) :=
∑
x∈γ
eβE(x,γ \x)D−x F (γ )+
∫
Rd
D+x F (γ ) dx, (8)
where D−F(γ ) = F(γ \ x)− F(γ ) and D+F(γ ) = F(γ ∪ x)− F(γ ).x x
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Remark 3.3. In the case where E(x,γ ) is given by a potential with a non-trivial positive part, the
death rate of the operator L will be unbounded. In the considered model, the death rate reflects
a competition between points of the configuration. In the spatial ecology models such a situation
is related with the density dependent mortality notion (see e.g. [4]).
3.3. Spectral properties of the symbol
Let us consider the operator L on those functions from FL0(Γ, BΛ(Γ )) for which (8) is
well-defined. One can easily check that this operator has the Markov property (it satisfies the
maximum principle for the generators of Markov semigroups). Therefore, one may think about
this operator as a Markov pre-generator. As it was shown in [8], the following result holds:
Proposition 3.1. The image of L under the K-transform (or symbol of L) on functions G ∈
Bbs(Γ0) is given by
Lˆ := K−1LK = L0 +L1 +L2,
where
L0G(η) := −A(η)G(η), A(η) =
∑
x∈η
∏
y∈η\x
eβφ(x−y);
L1G(η) := −
∑
ξ⊂η,ξ =η
G(ξ)
∑
x∈ξ
∏
y∈ξ\x
eβφ(x−y)
∏
y∈η\ξ
(
eβφ(x−y) − 1);
L2G(η) := 
∫
Rd
G(η ∪ x)dx,  > 0.
In the present paper, we study the operator (Lˆ,D(Lˆ)) in the Banach space
LC := L1
(
Γ0,C
|η| λ(dη)
)
with the domain
D(Lˆ) := {G ∈ LC | L0G ∈ LC},
where C > 0 and λ := λ1 is the Lebesgue–Poisson measure with intensity z = 1.
Remark 3.4. In our recent paper [8] we have shown that for any triplet of positive constants C, ,
and β which satisfies
2eCst(β)C + 2e2BβC−1 < 3
the symbol (Lˆ,D(Lˆ)) is a generator of a holomorphic semigroup Tt in LC . Moreover, there
exists a non-equilibrium Markov process which corresponds to L.
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tion we investigate the spectrum of the operator Lˆ. For this purpose, we have to decompose the
space LC . Namely, we set
L0 := {G ∈ LC | G = cψ0, c ∈ R}, ψ0(η) =
{1, η = ∅,
0, η = ∅, (9)
and
L1 :=
{
G ∈ LC
∣∣G(∅) = 0}.
Then, one can easily see that any G ∈ LC can be presented as the sum of functions from L0
and L1. Moreover, such decomposition is unique due to the structure of functions on Γ0 (see
Remark 2.1). The decomposition corresponding to G ∈ LC will be denoted by (G0,G1), where
G0 ∈ L0, G1 ∈ L1. As result,
LC = L0 + L1 (10)
and the operator Lˆ can be represented in the form
Lˆ :=
(
L00 L01
L10 L11
)
,
where L00 : L0 → L0, L01 : L1 → L0, L10 : L0 → L1, and L11 : L1 → L1 are the parts
of the operator (Lˆ,D(Lˆ)) corresponding to the decomposition of LC .
Simple calculations show that L00 = 0, L10 = 0, and
L01G(η) = ψ0(η)
∫
Rd
G(1)(x) dx, L11G(η) =
(
1 − ψ0(η)
)
LˆG(η),
for any G = (G(n), n 0) ∈ D(L01) = D(L11), where
D(L11) :=
{
G1 ∈ L1
∣∣ ∃G0 ∈ L0: (G0,G1) ∈ D(Lˆ)}.
Remark 3.5. Since L10 = 0, the space L0 is invariant for the operator L11. Moreover, it is clear
that L0 ⊂ D(Lˆ) and, as result, D(L11) coincides with D(Lˆ)∩ L1.
The main result concerning the ergodicity will be stated in terms of correlation functions
convergence. For this reason we introduce also the Banach space
KC :=
{
k : Γ0 → R
∣∣ k ·C−|·| ∈ L∞(Γ0, λ)}, C > 0,
which is dual to LC with respect to the duality defined as
〈〈G,k〉〉 :=
∫
Γ0
G(η)k(η)λ(dη). (11)
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Analogously to the decomposition of LC we get the following representation for the
space KC :
KC = K0 + K1, (12)
where
K0 := {k ∈ KC | k = cψ0, c ∈ R}, (13)
and
K1 :=
{
k ∈ KC
∣∣ k(∅) = 0}.
Then, according to this decomposition the adjoint operator to Lˆ on KC has form
Lˆ∗ :=
(
L∗00 L∗01
L∗10 L∗11
)
.
Since the operator Lˆ is closed and densely defined in LC , the corresponding adjoint operator Lˆ∗
in KC , with respect to the duality (11), has the same spectrum as Lˆ (see e.g. [5]). The spectral
properties of the operator Lˆ are described in the following theorem.
Theorem 3.1. Let
D = D(β,,C) := exp{e2βBCCst(β)}+ 2e2BβC−1 < 1 + 1√
2
.
Then the following statements are fulfilled:
1. The point z = 0 is an eigenvalue of the operator Lˆ which corresponds to the eigenvector ψ0.
2. There exists z0 > 0 such that
I1 = {z ∈ C: Re z > −z0} \ {0}
and
I2 =
{
z ∈ C: |arg z| < 3π
4
}
\ {0}
belong to the resolvent set of the operator Lˆ.
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set of the operator L11 acting in the space L1. In order to do this it is enough to show existence
of the following resolvents in the space L1:
(
L110 − (u + iw)1
)−1
and
(
1+ (L110 − (u + iw)1)−1(L111 + L112 ))−1,
where L11i is the part of the operator L11 corresponding to the operator Li , i = 0,1,2. The
existence of (L11 − (u + iw)1)−1 in L1 follows then from the identity
(
L11 − (u + iw)1
)−1 = (1+ (L110 − (u + iw)1)−1(L111 +L112 ))−1(L110 − (u + iw)1)−1.
The first resolvent (L110 − (u + iw)1)−1 exists in the space L1 since
A(η) > 0, ∀η = ∅.
It is also clear that the second resolvent
(
1+ (L110 − (u + iw)1)−1(L111 +L112 ))−1
exists in L1 if
∥∥(L110 − (u + iw)1)−1(L111 +L112 )∥∥< 1,
where ‖ · ‖ := ‖ · ‖L1 throughout the proof of this theorem. Below we verify the latter bound.
Let η = ∅, then for G ∈ L1
(
L110 − (u + iw)1
)−1
L111 G(η)
= −
∑
ξ⊂η,ξ =η G(ξ)
∑
x∈ξ
∏
y∈ξ\x eβφ(x−y)
∏
y∈η\ξ (eβφ(x−y) − 1)∑
x∈η
∏
y∈η\x eβφ(x−y) + u + iw
.
As result
∣∣(L110 − (u + iw)1)−1L111 G(η)∣∣
A−1(η)
[∑
ξ⊂η
∣∣G(ξ)∣∣∑
x∈ξ
eβE(x,ξ\x)B(η \ ξ, x)− ∣∣G(η)∣∣A(η)], η = ∅,
where B(η,x) :=∏ |eβφ(x−y) − 1|. Then, using the Minlos lemmay∈η
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Γ0\{∅}
∣∣(L110 − (u + iw)1)−1L111 G(η)∣∣C|η| λ(dη)

∫
Γ0\{∅}
λ(dξ1)
∫
Γ0
λ(dξ2)
|G(ξ1)|∑x∈ξ1 eβE(x,ξ1\x)B(ξ2, x)C|ξ1|C|ξ2|∑
x∈ξ1 e
βE(x,ξ1\x)e−βm|ξ2|
−
∫
Γ0\{∅}
|G(η)|∑x∈η∏y∈η\x eβφ(x−y)∑
x∈η
∏
y∈η\x eβφ(x−y)
C|η| λ(dη), (14)
where m := −min {0,minφ}  2B (see (6)). For the last bound we have used the following
inequality:
∑
x∈ξ1∪ξ2
∏
y∈ξ1∪ξ2\{x}
eβφ(x−y) 
∑
x∈ξ1
∏
y∈ξ1\x
eβφ(x−y)
∏
y∈ξ2
eβφ(x−y)

∑
x∈ξ1
∏
y∈ξ1\x
eβφ(x−y)e−βm|ξ2|.
The estimate (14) gives
∫
Γ0\{∅}
∣∣(L110 − (u + iw)1)−1L111 G(η)∣∣C|η| λ(dη) ‖G‖ exp{eβmCCst(β)}− ‖G‖
= (exp{eβmCCst(β)}− 1)‖G‖.
It is clear now that
∥∥(L110 − (u + iw)1)−1L111 ∥∥ exp{e2βBCCst(β)}− 1.
Next we estimate the norm of (L110 − (u + iw)1)−1L112 in L1. The simple inequality
∣∣(L110 − (u + iw)1)−1L112 G(η)∣∣ A−1(η)
∫
Rd
∣∣G(η ∪ x)∣∣dx, η = ∅,
yields
∫
Γ0\{∅}
∣∣(L110 − (u + iw)1)−1L112 G(η)∣∣C|η| λ(dη)
 e2Bβ
∫
Γ0\{∅}
1
|η|
∫
Rd
∣∣G(η ∪ x)∣∣C|η| dx λ(dη)
= e2Bβ
∫
Γ \(Γ (1)∪{∅})
|η|
|η| − 1C
|η|−1∣∣G(η)∣∣λ(dη) 2e2Bβ
C
‖G‖,
0 0
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also used the following inequality
1
|η|
∑
x∈η
∏
y∈η\x
eβφ(x−y)  exp
{
2β
|η|E(η)
}
 e−2βB.
Therefore,
∥∥(L110 − (u + iw)1)−1L112 ∥∥ 2e2BβC−1
and finally by assumption of the theorem
∥∥(L110 − (u + iw)1)−1(L111 +L112 )∥∥ exp{e2βBCCst(β)}+ 2e2BβC−1 − 1
= D − 1 < 1.
The latter fact implies
∥∥(L11 − (u + iw)1)−1∥∥
= ∥∥(1+ (L110 − (u + iw)1)−1(L111 + L112 ))−1(L110 − (u + iw)1)−1∥∥
 (2 −D)−1∥∥(L110 − (u + iw)1)−1∥∥, (15)
but
∥∥(L110 − (u + iw)1)−1∥∥ 1
((min|ξ |1 A(ξ) + u)2 + w2) 12

((
min|ξ |1 |ξ |e
−2βB + u
)2 +w2)− 12 .
As result we have shown that {z ∈ C | Re z 0} is a subset of the resolvent set of L11. Moreover,
for any z ∈ C: Re z 0, z = 0
∥∥(L11 − (u + iw)1)−1∥∥ (2 − D)−1 min
{(
e−4βB +w2)− 12 , 1|z|
}
,
where z = u + iw.
Now, let 0 > u > −z0, z0 = (2 − D)e−2βB , w ∈ R. Since
∥∥(L11 − (u + iw)1)−1∥∥= ∥∥(1− (L11 − iw1)−1u)−1(L11 − iw1)−1∥∥
we have
∥∥(L11 − (u + iw)1)−1∥∥ (2 −D)−1
(
1 − |u|
)−1(
e−4βB +w2)− 12 . (16)
z0
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Next we note that imaginary and real parts of each z = u + iw ∈ I2, with u < 0 satisfy the
following relation
|w| > |u|.
This inequality implies
∣∣A(η) + u+ iw∣∣> ((A(η) + u)2 + u2) 12  A(η)√
2
.
Using this bound and the same arguments as before, one can show that I2 belongs to the resolvent
set of L11 as well. Moreover, for each z = u + iw ∈ C, such that 3π4 > |arg z| > π2 , z = 0
∥∥(L11 − (u + iw)1)−1∥∥ (1 − √2(D − 1))−1(( min|ξ |1A(ξ) + u
)2 + w2)− 12
 (1 −
√
2(D − 1))−1
|w| <
2(1 − √2(D − 1))−1
|w| + |u|
 2(1 −
√
2(D − 1))−1
|z| . (17)
Now we are ready to prove the facts claimed in the theorem. It is clear that the vector ψ0
is an eigenvector of the operator Lˆ with the eigenvalue 0. Suppose that there exists another
eigenvector ψ¯ = (ψ¯0, ψ¯1) ∈ D(Lˆ), ψ¯0 ∈ L0, ψ¯1 ∈ L1, which corresponds to the eigenvalue 0.
Then the following should be true:
L00ψ¯0 + L01ψ¯1 = 0,
L11ψ¯1 = 0.
The last equality implies that ψ¯1 = 0, and hence ψ¯ = const ψ¯0. That proves the first statement of
the theorem.
Let z ∈ I1 ∪ I2, z = 0 be arbitrary and fixed. To prove the second statement of the theorem,
we consider the following equation
(Lˆ − z1)R = G, R ∈ D(Lˆ), G ∈ LC.
It can also be rewritten in the form
(L00 − z1)R0 + L01R1 = G0,
(L11 − z1)R1 = G1,
where R = (R0,R1), G = (G0,G1), and R0,G0 ∈ L0, R1,G1 ∈ L1. The solution to the second
equation exists and it is unique:
R1 = (L11 − z1)−1G1.
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R0 = 1
z
(
L01(L11 − z1)−1G1 −G0
)
,
which means that the resolvent of the operator Lˆ is defined for all z ∈ I1 ∪ I2, z = 0. 
Remark 3.7. It is easy to see that, under conditions of Theorem 3.1, for any ε > 0 there exists
0 < ω = ω(ε) < π2 such that
Sect
(
−z0 + ε, π2 + ω
)
:=
{
z ∈ C
∣∣∣ ∣∣arg {z + z0 − ε}∣∣ π2 + ω
}
,
where z0 = (2 −D)e−2βB is a subset of I1 ∪ I2. Moreover, there exists M = M(ε) > 0 such that
∥∥(L11 − z1)−1∥∥ M(ε)|z| (18)
for all z ∈ Sect(−z0 + ε, π2 +ω) \ {0}.
For the readers convenience we recall below some facts well known from the functional anal-
ysis which we use in the sequel (see e.g. [3]):
Definition 3.1. A closed linear operator (A,D(A)) with dense domain D(A) in a Banach space
X is called sectorial (of angle ω) if there exists 0 < ω π2 such that the sector
Sect
(
π
2
+ω
)
:=
{
z ∈ C
∣∣∣ |arg z| < π2 +ω
}
\ {0}
is contained in the resolvent set ρ(A), and if for each ε ∈ (0,ω) there exists Mε  1 such that
∥∥(A − z1)−1∥∥ Mε|z| , for all 0 = z ∈ Sect
(
π
2
+ω − ε
)
.
Theorem 3.2. Let (A,D(A)) be a sectorial operator of angle ω. Then A is the infinitesimal
generator of a C0 semigroup T (t) satisfying ‖T (t)‖ C for some constant C. Moreover,
T (t) = 1
2πi
∫
Υ
eζ t (ζ1−A)−1 dζ (19)
where Υ is any piecewise smooth curve in Sect(π2 + ω) running from ∞e−iθ to ∞eiθ for π2 <
θ < π2 + ω. The integral (19) converges for t > 0 in the uniform operator topology.
The direct application of this theorem to the operator (L11,D(L11)) and Remark 3.7 imply
the following proposition:
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2
. Then, (L11,D(L11)) is the infinitesimal generator
of a uniformly bounded holomorphic semigroup T˜t . Moreover, the semigroup T˜t can be given in
the form (19).
4. Ergodicity
The existence of the semigroup T˜t corresponding to L11 in L1 proved in this paper using
the spectral properties of Lˆ can also be derived from the existence of Tt in LC , obtained in our
recent paper [8]. Below we show how to do this.
The condition which ensures the existence of Tt corresponding to Lˆ has form (see e.g. [8]):
exp
{
CCst(β)
}+ e2BβC−1 < 3
2
.
Suppose that it is satisfied. The space L0 is invariant with respect to the semigroup Tt . As result,
there exist the factor semigroup Tt/L0 on the factor space LC/L0 and the operator Lˆ/L0 in this
space, the action of which is given by
(Lˆ/L0)[G] := [LˆG], (20)
where [G] ∈ LC/L0 is the equivalence class corresponding to G ∈ LC . Since L0 ⊂ D(Lˆ) is the
invariant subspace for Lˆ, the definition (20) is correct. Moreover, (Lˆ/L0,D(Lˆ)/L0) turns out
to be the generator for Tt/L0 . Identifying the space LC/L0 with L1 one can easily see that
the operator Lˆ/L0 corresponds to the operator L11 in the sense of similarity, i.e. there exists an
(isometric) isomorphism J such that
J−1L11J = Lˆ/L0 .
Moreover, the latter isomorphism determines also the semigroup on L1:
T˜t = J (Tt/L0)J−1.
Its generator is exactly (L11,D(L11)) by the construction. In addition, for each t  0 the operator
T˜t coincides with (Tt )11, which is the part of the operator Tt , corresponding to the decomposi-
tion (10), acting in the space L1.
Remark 4.1. Let (T ∗t )t0 be the semigroup adjoint to (Tt )t0 with respect to the duality (11).
It easy to see that the subspace K1 is invariant for the operators T ∗t , t  0. Moreover, (T ∗t )11
(the part of T ∗t acting in K1 with respect to the decomposition (12)) coincides with T ∗t |K1
(restriction of T ∗t to the invariant subspace K1).
In the sequel we will consider only those parameters β,,C which satisfy the following
conditions
D(β,,C) = exp{e2βBCCst(β)}+ 2e2BβC−1 < 1 + 1√
2
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exp
{
CCst(β)
}+ e2BβC−1 < 3
2
.
The class of all such parameters we denote by P .
Remark 4.2. The conditions above are satisfied if, for example,
D(β,,C) <
3
2
.
In the next theorem we study the properties of the semigroup (T ∗t )t0 on the invariant sub-
space K1.
Theorem 4.1. Assume (β,,C) ∈ P . Then, for any ε > 0 there exists C(ε) > 0 such that
∥∥T ∗t ∣∣K1∥∥ e−(z0−ε)tC(ε),
where z0 = (2 −D)e−2βB .
Proof. Let ε > 0 be arbitrary and fixed. According to Remark 3.7, there exists 0 < ω = ω(ε) <
π
2 such that Sect(−z0 + ε, π2 + ω) is a subset of the resolvent set of L11. Moreover, there exists
M = M(ε) > 0 such that
∥∥(L11 − z1)−1∥∥ M(ε)|z| (21)
for all z ∈ Sect(−z0 + ε, π2 +ω) \ {0}. Due to Proposition 3.2, for any moment of time t  0
T˜t = 12πi
∫
Υ0
eζ t (ζ1−L11)−1 dζ, (22)
where Υ0 is a piecewise smooth curve in Sect(π2 + ω) running from ∞e−i(
π
2 +θ) to ∞ei( π2 +θ)
for 0 < θ < ω. Since the integrand in the formula (22) is analytic in the region containing
Sect(−z0+ε, π2 +ω), the corresponding integral is by the Cauchy’s integral theorem independent
of the particular choice of Υ0. Hence, we may change Υ0 by the contour Υ−z0+ε := Υ0 − z0 + ε,
i.e.
T˜t = 12πi
∫
Υ−z0+ε
eζ t (ζ1− L11)−1 dζ.
The change of variables ζ → (ζ + z0 − ε) in the last integral leads us to the following equality
T˜t = e−(z0−ε)t 12πi
∫
eζ t
(
(ζ − z0 + ε)1−L11
)−1
dζ.Υ0
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‖T˜t‖ e−(z0−ε)t M(ε)
π
∞∫
0
e−ρt sin θ
∣∣ρei( π2 +θ) − z0 + ε∣∣−1 dρ.
One may easily check that the last integral is finite. Therefore, for t  0
∥∥T ∗t ∣∣K1∥∥ e−(z0−ε)tC(ε), (23)
where we have used the fact that ‖T˜t‖ = ‖(T ∗t )11‖ = ‖T ∗t |K1‖. 
Now, given an initial correlation function k0 from the class KC , we want to study the behavior
of kt := T ∗t k0 for t > 0. More precisely, we would like to show in the last part of the work
that kt converges to the invariant correlation function as t → 0. Toward this end we should
adjust the initial correlation functions with the possible parameters of the considered system.
The corresponding result is described in the theorem below.
Theorem 4.2. Let the initial measure μ0 ∈ M1(Γ ) has the correlation function k0, which be-
longs to KC for some C > 0. Assume that (β,,C) ∈ P and, additionally,
e2βBC−1 exp
{
e2βBCCst(β)
}
< 1. (24)
Denote kμ the correlation function corresponding to μ ∈ G(,β). Then, for any ε > 0 there
exists C(ε) > 0 such that
∥∥T ∗t k0 − kμ∥∥KC  e−(z0−ε)tC(ε)‖k0 − kμ‖KC ,
where z0 = (2 −D)e−2βB .
Proof. Let us clarify the sense of each condition assumed in the theorem. The assumption
(β,,C) ∈ P ensures existence of the semigroup T ∗t in the Banach space KC . Moreover, ac-
cording to Theorem 4.1, it implies the following bound
∥∥T ∗t ∣∣K1∥∥ e−(z0−ε)tC(ε).
The condition (24) gives the existence of μ ∈ G(,β) and the following bound for the corre-
sponding correlation function
kμ(η) C|η|, η ∈ Γ0. (25)
Since μ is invariant measure for the operator L, using the properties of the K-transform, it is not
difficult to see that
T ∗t kμ = kμ.
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rt := kt − kμ,
where kt := T ∗t k0 and k0 ∈ KC . Since k0(∅) = 1 and kμ(∅) = 1, we have r0(∅) = 0. Hence, the
condition (24) implies that r0 is a function from K1. Indeed,
|r0| = |k0 − kμ| constC|η|.
Finally, using Theorem 4.1 we have
‖kt − kμ‖KC =
∥∥T ∗t r0∥∥KC  e−(z0−ε)tC(ε)‖k0 − kμ‖KC ,
that concludes the proof of the theorem. 
Remark 4.3. For any fixed C > 0 there exist small  > 0 and β > 0 such that the conditions of
Theorem 4.2 are fulfilled.
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