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Distinguishing between Le´vy walks
and strong alternative models:
comment
MARIE AUGER-ME´THE´,1 MICHAEL J. PLANK,2 AND
EDWARD A. CODLING3,4,5
Reynolds (2012) proposed that power spectra and the
ﬁrst-signiﬁcant-digit law of Benford (1938) can be used
to distinguish between movement data arising from a
Le´vy walk (LW) and data from a strong alternative
model: the composite correlated random walk (CCRW).
Under the CCRW model, the animal typically switches
between two behavioral phases, one with a relatively
large mean step length, representing movement between
patches of food for example, and one with a smaller
mean step length, representing movement within a patch
(Benhamou 2007). These are sometimes referred to as
extensive and intensive movement phases (Knell and
Codling 2012). The results of Reynolds (2012) are
important as CCRWs can produce movement patterns
that appear similar to LWs, even though the underlying
processes are quite different (Benhamou 2007, Plank
and Codling 2009, Codling and Plank 2011, Gautestad
2012). In this comment, we show that the results of
Reynolds (2012) are not robust to changes in the
parameters of the CCRW model and that the proposed
methods cannot always reliably distinguish between
different movement models. We further discuss a
number of methodological points related to the study
of Reynolds (2012) that should be considered when
testing movement models.
Reynolds (2012) used simulations to generate step
lengths for LWs and for CCRWs. Similarly to others
(Plank and Codling 2009, Codling and Plank 2011), he
showed that simulated CCRW data can be misclassiﬁed
as arising from a power law (i.e., as being from a LW)
using standard comparative tests based on Akaike
weights (Edwards 2008). In addition, Reynolds (2012)
claimed that a test of absolute ﬁt (G test), which has
been suggested as a method of resolving this issue
(Auger-Me´the´ et al. 2011), does not correct this
misidentiﬁcation. Reynolds (2012) proposed two alter-
native approaches for distinguishing between a LW and
a CCRW, based on (1) the power spectrum of the time
series of turning points in the movement path and (2)
Benford’s law of ﬁrst signiﬁcant digits.
Power spectra
In the simulations of Reynolds (2012: Supplement),
step lengths for the LW were drawn from a discrete
truncated Pareto (also referred to as a discrete truncated
power law) distribution with minimum step length xmin
¼ 1, maximum step length xmax¼ 13 105, and exponent
l ¼ 2. Reynolds (2012) did not generate full movement
paths for the CCRW, which would require turning
angles and transitions between states to be simulated
(e.g., Plank and Codling 2009, Codling and Plank 2011).
Instead, Reynolds (2012) only considered the step
lengths that would be generated by this type of CCRW.
Each step was randomly assigned as being in the
intensive phase (e.g., with probability pI ¼ 0.9) or the
extensive phase (with probability pE ¼ 1  pI), and the
step length was then drawn from an exponential
distribution with (for example) mean sI ¼ 15 for the
intensive phase and sE¼ 74 for the extensive phase. The
theoretically expected spectrum of a LW is S( f ) ; f b
(where f is frequency) with b¼ 3 l (Viswanathan et al.
1996). On log-log axes, this power spectrum is linear
with slope b and, for a LW with l ’ 2, the expected
value of b is approximately 1. Reynolds (2012) claims
that a CCRW will always produce noise close to being
‘‘white’’ (b ’ 0).
We repeated the simulations in Fig. 2 of Reynolds
(2012) and obtained similar results: the power spectrum
of the turning point time series for the CCRW with these
parameter values is very different from that of the LW
(Fig. 1a, b). The LW power spectrum appears approx-
imately linear on log-log axes with a slope of b ’ 0.63,
while the CCRW appears relatively ﬂat with b ’ 0.
However, for other choices of parameter values for the
CCRW, the difference between the power spectra of the
CCRW and of the LW is much less pronounced. As an
example, consider the CCRW with pI¼ 0.9, sI¼ 1.2, sE¼
12. This CCRW has a greater relative difference between
the mean step lengths of the two phases (sE/sI) than that
considered by Reynolds (2012). Like the example of
Reynolds (2012), this CCRW would be misidentiﬁed as
a LW with l ’ 2 using Akaike weights and maximum-
likelihood estimation (MLE). However, the power
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spectrum for this CCRW is not ﬂat and, at least for
some frequencies, is approximately linear (Fig. 1d).
Reynolds (2012) did not give a criterion to assess
whether a given power spectrum is signiﬁcantly different
from linear, nor provide an algorithm to estimate b. The
method therefore relies on a subjective assessment of
whether the power spectrum is approximately linear and
whether the observed slope b is signiﬁcantly different
from the expected slope of 3  l. In addition, a power
spectrum from a real-world data set can only be linear
over a ﬁnite frequency range. In such cases, where the
model parameters are unknown, it is not clear how to
deﬁne the frequency range over which the power
spectrum should be assessed. For the power-spectrum
method to be useful, an objective, quantitative method
for resolving these issues needs to be deﬁned, and the
resulting rejection rate for data from LW and from
CCRW tested.
To illustrate that this is not a trivial exercise, we
estimated b using simple linear regression on log-log
axes, for a range of parameter values for the CCRW. We
restricted attention to CCRW where the animal spends
more time in the intensive phase than the extensive
phase (i.e., pI . 0.5) because this region of parameter
space (1) is more biologically relevant and (2) contains
most of the cases where the CCRW would be mistaken
for a LW with l ’ 2 using MLE-based tests (Fig. 2a, b).
For most of these cases, b is estimated to be much
greater than 0 and, in some cases, close to the value of
0.63 estimated for a l ¼ 2 LW (Fig. 2d). We
acknowledge that simple linear regression over a ﬁxed
frequency range is an extremely crude method of
characterizing the power spectrum, especially if the data
are nonlinear. Nevertheless, our results highlight the
potential difﬁculties in correctly assigning movement
data to candidate models using power spectra and
demonstrate that a more sophisticated criterion is
needed.
FIG. 1. Example simulation output for (a, e) a discrete truncated Le´vy walk (TLW) with exponent l¼ 2, minimum step length
xmin ¼ 1, maximum step length xmax ¼ 100 000, minimum step length cutoff a ¼ 10; (b, f) a composite correlated random walk
(CCRW) with the parameter values considered by Reynolds (2012), intensive phase probability pI¼ 0.9, intensive phase step length
sI¼ 15, extensive phase step length sE¼ 74, xmin¼ 0, a¼ 10; (c, g) a continuous TLW with l¼ 2, xmin¼ 1, xmax¼ 100 000, a¼ 1;
(d, h) a CCRW with pI ¼ 0.9, sI ¼ 1.2, sE ¼ 12, xmin ¼ 0, a ¼ 1. Panels a–d show the average power spectrum (S( f ), where f is
frequency) of an ensemble of 50 movement paths, each having a turning point time series u(t) of length 1000. For consistency with
Reynolds (2012), we show the results for the ﬁrst 500 frequencies. The exponent b was estimated using linear regression on log-log
axes. The mean maximum-likelihood estimation (MLE) value of l, l¯MLE, and the mean Akaike weight for the power law, w¯, for the
each set of simulations are presented. Panels e–h show the ﬁrst-signiﬁcant-digit distribution P(n), the relative frequency of the 1000
sampled step lengths whose ﬁrst signiﬁcant digit is n; rectangles represent observed frequencies and dots represent expected
frequencies for a LW with l¼ 2. Results of a v2 test comparing these two distributions are shown. The MLE value of l and the
Akaike weight for the power law, w, are presented for each simulation.
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Benford’s ﬁrst-signiﬁcant-digit law
The ﬁrst-signiﬁcant-digit method is more robust than
the power-spectrum method. Both the example CCRWs
considered above have ﬁrst-signiﬁcant-digit distribu-
tions that are signiﬁcantly different (P , 0.05) from a
LW with l¼ 2 (Fig. 1f, h). Fig. 2e shows the proportion
of simulated CCRWs whose ﬁrst-signiﬁcant-digit distri-
bution is signiﬁcantly different (P , 0.05) from that of a
FIG. 2. Test results for CCRWs simulated as in Reynolds (2012) across a range of values of the parameters sE and pI¼ 1 pE
with sI¼ 1.2 and xmin¼ 0: (a) the mean MLE value of l , white dots represent 1.95  l  2.05; (b) the mean Akaike weight for the
power law, with 1 indicating strong support for the LW; (c) the percentage of simulations for which the G test indicated that the
step length distribution was signiﬁcantly different (P , 0.05) from that of a LW with l¼ lMLE; (d) power-spectrum exponent b,
estimated using linear regression on log-log axes of the ensemble average power spectrum when using the ﬁrst 500 frequencies; (e)
the percentage of simulations whose ﬁrst-signiﬁcant-digit distribution is signiﬁcantly different (P , 0.05) from that of a LW with l
¼ lMLE. For panels (b–e), the lighter the shading, the more closely the CCRW resembles a LW under the proposed test. For the
power-spectrum method, the u(t) time series was of length 1000; for all other methods, the step length sample size was 1000 steps
(after removing steps smaller than the cutoff a ¼ 1). All results show the average of 50 replicate simulations.
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LW with l ¼ lMLE (where lMLE is the maximum-
likelihood estimate of the LW exponent) across a range
of parameter values for the CCRW. This conﬁrms that
this method rarely misidentiﬁes CCRWs for LW with
1.95 , l , 2.05 (indicated by the white dots in Fig. 2a).
Although the optimum exponent in simple search
models is l ’ 2 (Viswanathan et al. 1999), theoretical
mechanisms have been proposed for LW with different
values of l (Reynolds 2010a, b, 2013). Also, some of the
studies providing empirical evidence for LWhave estimat-
ed exponents outside the range 1.95–2.05 (e.g., Sims et al.
2008, Humphries et al. 2010, 2012). It is therefore relevant
to investigate CCRWs with a wider range of lMLE.
Widening the range only slightly to 1.8 , lMLE , 2.2
increases the potential misidentiﬁcation of CCRWs for
LWs using this test. Extending the analysis to all CCRW
that are classiﬁed by Akaike weights as a LW with 1 ,
lMLE , 3 shows that a broad range of parameter
combinations leads the ﬁrst-signiﬁcant-digit method to
misidentify CCRWs for a LW (Fig. 2e). In contrast, the G
test, a test of absolute ﬁt, shows that, across the same
parameter range, almost all the CCRW samples have a
step-length distribution that is signiﬁcantly different (P ,
0.05) from that of a LW with l¼lMLE (Fig. 2c).
The misidentiﬁcation of CCRW for LW can be partly
mitigated by increasing the number of random walk
steps in the simulation (the results in Fig. 2e are for 1000
steps per simulation). However, with empirical data, the
sample size is usually limited by practical considerations.
Even if the sample size can be increased, this does not
guarantee a better ﬁt because, unlike simulated data that
are drawn from simple statistical distributions, empirical
data are typically subject to substantial sources of
variation that are not included in the model.
Simulations and data processing
Akaike weights and the value of lMLE depend on the
chosen value of the minimum step length cutoff, a. This
cutoff represents the start of the tail of the power-law
distribution and all observed step lengths smaller than
the cutoff are removed from the analysis. Some authors
advocate that the complete distribution should be
explored, in which case the cutoff value is set to be the
minimum observed step length (Edwards et al. 2012).
Others advocate that only part of the distribution should
be explored (Clauset et al. 2009), in which case the
choice of this cutoff value is either arbitrary, as
mentioned by Reynolds (2012), or relies on methods
that identify the part of the empirical distribution that
most closely resembles a power law (Clauset et al. 2009).
Fig. 3 shows that, to reproduce Fig. 1 of Reynolds
(2012), it is necessary to use a cutoff value much greater
than the minimum observed step length. The choice of
cutoff can therefore impact the level of evidence for a
LW with l ’ 2. Again, this highlights the need to use an
objective method for selecting the cutoff based on the
observed data alone (e.g., Edwards 2008, Clauset et al.
2009), not on the model parameters, which would in
reality be unknown.
Reynolds (2012: Supplement) simulated discrete LWs,
which allow only integer step lengths, rather than the
more commonly used continuous LWs, which allow a
continuous range of step lengths. Many animals do not
necessarily make turns at discrete time intervals and
would, therefore, be better described by a continuous
LW than by a discrete LW. The power spectrum of a
continuous LW (Fig. 1c) visually resembles the power
spectrum of a CCRW (Fig. 1d) and has a comparable
estimate for b. The value of b for the continuous LW is
FIG. 3. Histogram of the Akaike weights value for the LW for 100 CCRW simulations with sI¼ 15, sE¼ 74, pE¼ 0.9 (a) with a
cutoff of a¼ 10 and (b) with a cutoff equal to the minimum observed step length (mean observed xmin¼ 0.015). An Akaike weight
of 1 indicates strong support for the LW. The mean lMLE (l¯MLE) for each set of simulations is displayed. Note that applying the
cutoff effectively removes step lengths from the simulation. We ensured that the comparison was made on step length distributions
of the same sample size by simulating enough steps to have 1000 remaining after the cutoff was applied.
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affected by the points in the nonlinear, high-frequency,
end of the spectrum, a problem that could be avoided by
analyzing the spectrum over a different frequency range.
Nevertheless, these results emphasize the importance of
not relying on subjective comparisons and of the need
for a robust method for quantifying how different an
observed power spectrum is from the expected power
spectrum for a LW.
Conclusion
We investigated whether the two methods proposed by
Reynolds (2012) can be used to distinguish between a LW
and a strong alternative model (a CCRW). The power-
spectrum method lacks an objective criterion to identify
whether amovement path is consistentwith aLW.Visually
assessing the ﬁt of a linear model to data on log-log axes is
notoriously inaccurate (Stumpf andPorter 2012) andusing
basic regression metrics such as r2 can also be highly
misleading (Edwards 2008, Clauset et al. 2009). Our results
show that,without an objective criterion, it is not clear how
to consistently differentiate the power spectrum of a
CCRW from that of a LW with l¼2.
In contrast to the power-spectrum method, the ﬁrst-
signiﬁcant-digit method is based on a well deﬁned
statistical hypothesis test. This test can differentiate a
CCRW from a LW when attention is restricted to
CCRW whose MLE exponent lies in the narrow range
1.95 to 2.05. However, including CCRW whose MLE
exponent lies in a wider range reveals that the ﬁrst-
signiﬁcant-digit method becomes less reliable. These
results may also be sensitive to the subjective choice of
cutoff value, as changing this value alters the results of
the Akaike test and the maximum-likelihood estimate
for the LW exponent l.
Following Reynolds (2012), we have investigated the
rate of type I error of the power-spectrum and ﬁrst-
signiﬁcant-digit methods, i.e., the proportion of samples
from the CCRW model that the methods fails to
distinguish from a LW. An effective test should also
have a low rate of type II error, i.e., it should not reject
too many samples that are generated from a LW model.
Placing tight restrictions on, for example, the MLE
exponent of the data reduces the type I error rate, as we
have seen in the ﬁrst-signiﬁcant-digit method. However,
this is likely to come at the expense of a higher type II
error rate. Until objective criteria for determining
whether a given sample is consistent with a LW are
provided, and the rates of type I and type II error are
shown to be acceptable, the results of these methods
should be treated with caution.
All of our analyses were done in R (R Development
Core Team 2012) and the code used to create all ﬁgures
can be found in the Supplement.
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Distinguishing between Le´vy walks
and strong alternative models: reply
ANDY M. REYNOLDS1
At the time of writing the Note (Reynolds 2012),
composite correlated random walks (CCRW) were
regarded as being competing models of movement
patterns that resemble Le´vy walks (LW), and even as
potential replacements for LW (Benhamou 2007). Now
CCRW are seen more as mechanistic models pointing at
a way by which organisms could approximate LW, as
evidenced in recent theoretical and empirical studies of
mussels (Mytilus edulis) and the Australian desert ant
Melophorus bagoti (de Jager et al. 2011, 2012, Jansen et
al. 2012, Reynolds 2013, Reynolds et al. 2014; A. M.
Reynolds, unpublished manuscript). This shift in empha-
sis addresses why CCRW could resemble LW and why
differentiating between these two patterns can be so
difﬁcult. The required ‘‘ﬁne-tuning’’ of the suite of
parameters in a CCRW could be brought about by
selection pressures for LW, in accordance with the LW
foraging hypothesis (Viswanathan et al. 2008). Tuning is
required because most CCRW do not resemble LW and
ﬁne-tuning is required if a CCRW is to resemble the
particular kind of LW associated with optimal foraging.
Rather than distinguishing between LW and strongly
competing models, the tools that I advocated in my Note
(Reynolds 2012)—power spectrum and signiﬁcant ﬁrst
analyses—can thus help identify underlying processes
giving rise to LW movement patterns. This is a
signiﬁcant change because, with the surge in empirical
support for LW (Korobkova et al. 2004, Reynolds et al.
2007a, b, Sims et al. 2008, Humphries et al. 2010, de
Jager et al. 2011, Harris et al. 2012, Hays et al. 2012), the
debate has now shifted from whether some organisms
perform LW to when and why organisms perform LW
(Ornes 2013). The critical reevaluation of the analysis
tools by Auger-Me´the´ et al. (2014) is therefore timely.
Auger-Me´the´ et al. (2014) suggested that the tools are
not as reliable as previously thought. In particular, they
note (1) that LW and CCRW do have different power
spectra but that it is not clear how this difference can be
used to distinguish between LW and CCRW, and (2)
that signiﬁcant ﬁrst-digit analyses can reliably distin-
guish between LW and CCRW when the Le´vy (power-
law) exponent is close to 2 (1.95–2.05), but are less
reliably when the Le´vy exponent is not close to 2.
I address both of these criticisms and show that for
the most part they stem from misunderstandings and
misapplications of the tools.
Power spectra
LW are characterized by power spectra, S, that
exhibit power-law scaling, S } fb, over an extended
range of frequencies, f (Viswanathan et al. 1996). The
scaling exponent b approaches 3 l asymptotically for
sufﬁciently long LW. In Reynolds (2012), I stated that
this ‘‘is quite unlike the power spectra that characterize
CCRW, which are always close to being ‘white’ (b ’
0.0)’’ and that, as a consequence, power spectra can
distinguish between LW and CCRW. Nonetheless,
Auger-Me´the´ et al. (2014) rightly point out that I did
not provide an algorithm for b and that power spectra
for real-world data set can only exhibit power-law
scaling over a ﬁnite frequency range. They add, that ‘‘in
such cases, where the model parameters are unknown, it
is not clear how to deﬁne the frequency range over which
the power spectrum should be analyzed.’’ The simplest
and most used algorithm is linear regression on log-log
scales. That is, the slope of a plot of log(S )/log(t) (where
t is time) should be b This is, in effect, the algorithm
that Auger-Me´the´ et al. (2014) used; they report that the
spectrum for a CCRW, which resembles a LW with
Le´vy exponent l ¼ 2 (Fig. 1a), is not ﬂat but is instead
curvilinear around about one decade. They suggest that,
as a consequence, the spectrum of a CCRW can be
confounded with the spectrum of a LW. This is not
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