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1. Introduction
Optical, or diffuse tomography, refers to the use of low energy probes to
obtain images of highly scattering media. This represents an emerging area for
the application of new mathematical tools to important problems in medical
imaging. It is our contention that it poses important mathematical challenges
dealing with the solution of large systems of nonlinear equations. In this paper
we present a case for which a complete solution is possible; however the
consideration of any larger system presents at the moment a number of unresolved
difficulties.
A variety of mathematical models of the underlying physics are reviewed in
[1] including the ones considered in [4,7–10], where we have discussed both
the “direct”, as well as the more interesting “inverse problem” for a discrete
model. The time evolution of the system is governed by a Markov chain with
discrete state space and discrete time. The one step transition probability matrix
is denoted by P . Some of the states are “incoming”, some are “outgoing”, and the
rest are “hidden” states. The first two types correspond to sources and detectors
respectively, and the hidden ones represent the state of a photon while it moves in
the interior of the object.
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The simplest direct problem consists of going from P to the “input–output”
matrix, namely a matrix whose rows and columns are labelled by the incoming
and outgoing states respectively and whose entries are the probabilities of
eventually making it from any input to any output state. The inverse problem
consists of recovering as much of P as possible from this “input–output” matrix.
For any source–detector pair one can use, given the present state of technology,
not only the total photon count as described above, but also “time-of-flight”
data consisting of some information about the distribution of the arrival time for
photons for any source–detector pair. This extra information was not used in [4,
8–10], in large part because this kind of measurement was not available at the
time. In other words, we will consider here a more complex direct problem and
its corresponding inversion.
In this paper we manage to reduce the nonlinear inversion problem in question
to the solution of a finite number of linear problems. This is an important step
beyond the most recent results in [7] where the “time-of-flight” information
was used through the solution of a set of nonlinear equations, while the “total
photon count” had been handled in [4,8–10] by means of linear equations. For the
situation in the three-dimensional case, see [6].
The immediate payoff of this reduction to an equivalent finite number of linear
systems is that we can produce explicit solutions as we will see below. Explicit
results that use only photon count had been given earlier, but those that use time
of flight information are given here for the first time.
The main motivation for this line of work is, as mentioned above, recent work
in diffuse or optical tomography, i.e., the inverse problem resulting form the use
of very low energy sources like an infrared laser to obtain images of diagnostic
value. Presently this is used in a neonatal clinic to measure oxigen content in
the brain of premature babies as well as in the case of repeated mammographies.
With the development of highly specific markers that respond well in the optical
or infrared region there are many potential applications of this emerging area [15].
For a very nice and up-to-date discussion of work in this area one can see [1,2]. It
is also very worthwhile looking into [3,12]. For a start at the problem of dealing
with larger systems, see [13,14].
2. Using the photon count
We find it convenient to label the states as in Fig. 1. In this figure, incoming
states are labeled by numbers enclosed in squares, outgoing states are labeled by
numbers enclosed in circles, and hidden states are labeled by numbers enclosed
in diamonds.
The one step transition probability matrix P is naturally broken up into blocks
that connect different types of states. We denote by PIO the block dealing with
a one step transition from an arbitrary incoming to an arbitrary outgoing state.
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Fig. 1. Labeling the states.
PHH denotes the corresponding block connecting hidden to hidden states, PIH the
one connecting incoming to hidden states and finally PHO accounts for one step
transitions betweem hidden and outgoing states. For completness we give these
matrices below. The matrix PHH:


0 N11S 0 0 0 0 N11E 0
S21N 0 0 S21E 0 0 0 0
W21N 0 0 W21E 0 0 0 0
0 0 E22W 0 0 E22N 0 0
0 0 S22W 0 0 S22N 0 0
0 0 0 0 N12S 0 0 N12W
0 0 0 0 E12S 0 0 E12W
0 W11S 0 0 0 0 W11E 0


,
the matrix PHO:


N11W 0 0 0 0 0 0 N11N
0 S21W S21S 0 0 0 0 0
0 W21W W21S 0 0 0 0 0
0 0 0 E22S E22E 0 0 0
0 0 0 S22S S22E 0 0 0
0 0 0 0 0 N12E N12N 0
0 0 0 0 0 E12E E12N 0
W11W 0 0 0 0 0 0 W11N


,
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the matrix PIH:

0 E11S 0 0 0 0 E11E 0
E21N 0 0 E21E 0 0 0 0
N21N 0 0 N21E 0 0 0 0
0 0 N22W 0 0 N22N 0 0
0 0 W22W 0 0 W22N 0 0
0 0 0 0 W12S 0 0 W12W
0 0 0 0 S12S 0 0 S12W
0 S11S 0 0 0 0 S11E 0


,
and the matrix PIO

E11W 0 0 0 0 0 0 E11N
0 E21W E21S 0 0 0 0 0
0 N21W N21S 0 0 0 0 0
0 0 0 N22S N22E 0 0 0
0 0 0 W22S W22E 0 0 0
0 0 0 0 0 W12E W12N 0
0 0 0 0 0 S12E S12N 0
S11W 0 0 0 0 0 0 S11N


.
The choice of names for the variables in P is meant to indicate the correspond-
ing transitions, for instance N11S means that we enter pixel 11 going north and
exit it going south.
Using the approach of [8,9] we find it convenient to introduce the matrices A,
X, Y , W by means of
A = P−1HO,
PIO = XA−1, PHH =A−1W, PIH =XA−1W − Y.
We assume, here and below, that we are in the generic situation where all inverses
introduced do exist. First notice that from A, X, W , and Y one can recover (in
that order) the matrices PHO, PIO, PHH, and, finally, PIH.
Let QHO denote the the matrix whose entries are the probabilities of eventually
going from a given hidden state to a given outgoing one. Then we can obtain the
following input–output relation:
QIO = PIO + PIH(I − PHH)−1PHO
by eliminating QHO from the relations QIO = PIO +PIHQHO and QHO = PHO +
PHHQHO. An alternative derivation is given in Section 3.
One advantage of using the matrices A, X, W and Y is that the input–output
relation above can be rewritten, by multiplying both sides first by A on the right
and then by (I −A−1W) on the right again, in the form
QIO(A−W)=X− Y.
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This is the first set of linear equations that we will use.
In [8,9] we exploited the block structure of the matrices A, W , X, Y to show
that once QIO is given one can take A arbitrarily and solve the equations above
in a nice decoupled fashion. It is convenient to record here the block structure, as
well as the names of the unknowns in these matrices, namely, the matrix W :

0 −w3 0 0 0 0 −w13 0
−w1 0 0 −w7 0 0 0 0
−w2 0 0 −w8 0 0 0 0
0 0 −w5 0 0 −w11 0 0
0 0 −w6 0 0 −w12 0 0
0 0 0 0 −w9 0 0 −w15
0 0 0 0 −w10 0 0 −w16
0 −w4 0 0 0 0 −w14 0


,
the matrix A:

a1 0 0 0 0 0 0 a2
0 a3 a4 0 0 0 0 0
0 a5 a6 0 0 0 0 0
0 0 0 a7 a8 0 0 0
0 0 0 a9 a10 0 0 0
0 0 0 0 0 a11 a12 0
0 0 0 0 0 a13 a14 0
a15 0 0 0 0 0 0 a16


,
the matrix Y :

0 y3 0 0 0 0 y13 0
y1 0 0 y7 0 0 0 0
y2 0 0 y8 0 0 0 0
0 0 y5 0 0 y11 0 0
0 0 y6 0 0 y12 0 0
0 0 0 0 y9 0 0 y15
0 0 0 0 y10 0 0 y16
0 y4 0 0 0 0 y14 0


,
and the matrix X:

x1 0 0 0 0 0 0 x16
0 x3 x5 0 0 0 0 0
0 x4 x6 0 0 0 0 0
0 0 0 x8 x10 0 0 0
0 0 0 x7 x9 0 0 0
0 0 0 0 0 x12 x14 0
0 0 0 0 0 x11 x13 0
x2 0 0 0 0 0 0 x15


.
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The resulting expressions for X(A), Y (A), and W(A) in terms of the data
matrix QIO and the arbitrary entries in A are given below.
We give these expressions in complete detail since they are that is all needed to
obtain the advertised explicit formulas in Section 4. In exchange for this we only
illustrate one of these formulas in Section 4. The reader can get all the other ones
by using the ones given below.
We find it convenient to introduce the standard notation Q[i, j, k; l,m,n] for
the determinant of the minor of the data matrix QIO made up of rows i, j, k and
columns l,m,n. A similar notation is used below for smaller minors, and for
simplicity in the notation, the (i, j)th entry of the matrix QIO is denoted by Qij .
For the entries in X(A) we have:
x1 = Q[1,4,5;2,3,8]a15+Q[1,4,5;1,2,3]a1
Q[4,5;2,3] ,
x2 = Q[4,5,8;2,3,8]a15+Q[4,5,8;1,2,3]a1
Q[4,5;2,3] ,
x3 = Q[2,4,5;3,1,8]a5+Q[2,4,5;2,1,8]a3
Q[4,5;1,8] ,
x4 = Q[3,4,5;3,1,8]a5+Q[3,4,5;2,1,8]a3
Q[4,5;1,8] ,
x5 = Q[1,2,6;4,3,5]a6+Q[1,2,6;4,2,5]a4
Q[1,6;4,5] ,
x6 = Q[1,3,6;4,3,5]a6+Q[1,3,6;4,2,5]a4
Q[1,6;4,5] ,
x7 = Q[5,6,7;2,3,5]a9+Q[5,6,7;2,3,4]a7
Q[6,7;2,3] ,
x8 = Q[4,6,7;2,3,5]a9+Q[4,6,7;2,3,4]a7
Q[6,7;2,3] ,
x9 = Q[2,3,5;4,6,7]a8+Q[2,3,5;5,6,7]a10
Q[2,3;6,7] ,
x10 = Q[2,3,4;4,6,7]a8+Q[2,3,4;5,6,7]a10
Q[2,3;6,7] ,
x11 = Q[2,3,7;4,5,7]a13+Q[2,3,7;4,5,6]a11
Q[2,3;4,5] ,
x12 = Q[2,3,6;4,5,7]a13+Q[2,3,6;4,5,6]a11
Q[2,3;4,5] ,
x13 = Q[4,5,7;7,1,8]a14+Q[4,5,7;6,1,8]a12
Q[4,5;1,8] ,
x14 = Q[4,5,6;7,1,8]a14+Q[4,5,6;6,1,8]a12
Q[4,5;1,8] ,
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x15 = Q[4,5,8;1,6,7]a2+Q[4,5,8;6,7,8]a16
Q[4,5;6,7] ,
x16 = Q[1,4,5;1,6,7]a2+Q[1,4,5;6,7,8]a16
Q[4,5;6,7] .
For the entries in Y (A) we have something very similar:
y1 = Q[2,4,5;3,2,8]a15+Q[2,4,5;2,1,3]a1
Q[4,5;2,3] ,
y2 = Q[3,4,5;3,2,8]a15+Q[3,4,5;2,1,3]a1
Q[4,5;2,3] ,
y3 = Q[1,4,5;1,3,8]a5+Q[1,4,5;1,2,8]a3
Q[4,5;1,8] ,
y4 = Q[4,5,8;1,3,8]a5+Q[4,5,8;1,2,8]a3
Q[4,5;1,8] ,
y5 = Q[1,4,6;3,4,5]a6+Q[1,4,6;2,4,5]a4
Q[1,6;4,5] ,
y6 = Q[1,5,6;3,4,5]a6+Q[1,5,6;2,4,5]a4
Q[1,6;4,5] ,
y7 = Q[2,6,7;3,2,5]a9+Q[2,6,7;2,4,3]a7
Q[6,7;2,3] ,
y8 = Q[3,6,7;3,2,5]a9+Q[3,6,7;3,2,4]a7
Q[6,7;2,3] ,
y9 = Q[2,3,6;6,4,7]a8+Q[2,3,6;6,5,7]a10
Q[2,3;6,7] ,
y10 = Q[2,3,7;6,4,7]a8+Q[2,3,7;6,5,7]a10
Q[2,3;6,7] ,
y11 = Q[2,3,4;5,4,7]a13+Q[2,3,4;5,4,6]a11
Q[2,3;4,5] ,
y12 = Q[2,3,5;5,4,7]a13+Q[2,3,5;5,4,6]a11
Q[2,3;4,5] ,
y13 = Q[1,4,5;1,7,8]a14+Q[1,4,5;1,6,8]a12
Q[4,5;1,8] ,
y14 = Q[4,5,8;1,7,8]a14+Q[4,5,8;1,6,8]a12
Q[4,5;1,8] ,
y15 = Q[4,5,6;6,1,7]a2+Q[4,5,6;7,6,8]a16
Q[4,5;6,7] ,
y16 = Q[4,5,7;6,1,7]a2+Q[4,5,7;7,6,8]a16
Q[4,5;6,7] ,
and finally for W(A) we get:
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w1 = Q[4,5;3,8]a15+Q[4,5;3,1]a1
Q[4,5;2,3] ,
w2 = Q[4,5;8,2]a15+Q[4,5;1,2]a1
Q[4,5;2,3] ,
w3 = Q[4,5;8,3]a5+Q[4,5;8,2]a3
Q[4,5;1,8] ,
w4 = Q[4,5;3,1]a5+Q[4,5;2,1]a3
Q[4,5;1,8] ,
w5 = Q[1,6;3,5]a6+Q[1,6;2,5]a4
Q[1,6;4,5] ,
w6 = Q[1,6;4,3]a6+Q[1,6;4,2]a4
Q[1,6;4,5] ,
w7 = Q[6,7;3,5]a9+Q[6,7;3,4]a7
Q[6,7;2,3] ,
w8 = Q[6,7;5,2]a9+Q[6,7;4,2]a7
Q[6,7;2,3] ,
w9 = Q[2,3;7,4]a8+Q[2,3;7,5]a10
Q[2,3;6,7] ,
w10 = Q[2,3;4,6]a8+Q[2,3;5,6]a10
Q[2,3;6,7] ,
w11 = Q[2,3;5,7]a13+Q[2,3;5,6]a11
Q[2,3;4,5] ,
w12 = Q[2,3;7,4]a13+Q[2,3;6,4]a11
Q[2,3;4,5] ,
w13 = Q[4,5;8,7]a14+Q[4,5;8,6]a12
Q[4,5;1,8] ,
w14 = Q[4,5;7,1]a14+Q[4,5;6,1]a12
Q[4,5;1,8] ,
w15 = Q[4,5;7,1]a2+Q[4,5;7,8]a16
Q[4,5;6,7] ,
w16 = Q[4,5;1,6]a2+Q[4,5;8,6]a16
Q[4,5;6,7] .
3. Using the first moment of time of flight
If we denote the expression
PIH(I − PHH)−2PHO
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by R, then one can see that the first moment of the “time of flight” can be
expressed as
QIO +R.
Proof. Start from the observation that the j th moment of the time of flight is
given by
Q
(j)
IO = PIO +
∞∑
k=0
PIHP
k
HHPHO(k + 2)j . (1)
In particular, if j = 0 we recover (after an appropriate summation of the
corresponding geometric series) the expression forQIO ≡Q(0)IO given in Section 2.
We will return to this expression at the end of the paper.
For j = 1 we get
Q
(1)
IO = PIO + 2PIH(I − PHH)−1PHO + PIHPHH(I − PHH)−2PHO
= Q(0)IO + PIH(I − PHH)−2[I − PHH +PHH]PHO
= Q(0)IO +R. ✷
It is, of course, also possible to generate all moments from the function
A(λ) = PIOeλ +
∞∑
k=0
PIHP
k
HHPHOe
(2+k)λ
= eλPIO + e2λPIH
(
I − eλPHH
)−1
PHO.
Since QIO is taken as data we can considerR as the extra information provided
by the expected value of time of flight.
Now we come to our second important linear system of equations, namely
QIOA−X(A)=R
(
A−W(A)).
This follows, for instance, by noticing that each side of this identity is given by
PIH(I − PHH)−1.
It is a remarkable fact the we can use these equations to solve for the ratios
of the entries that appear in the columns of the matrix A. In fact, we do not need
to use all the 64 equations given above and eight of them do the job as shown
by the formulas below: it is enough to measure the expected value of the time of
flight between the source at position labelled 1 and all possible detector positions.
Given the expense involved in making these “time-of-flight” measurements this
is important from a practical standpoint.
a15
a1
= R11Q[4,5;3,2]+ (R12 +Q12)Q[4,5;1,3]+ (R13 +Q13)Q[4,5;2,1]
R18Q[4,5;2,3]+ (R12 +Q12)Q[4,5;3,8]+ (R13 +Q13)Q[4,5;8,2],
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a16
a2
= R11Q[4,5;7,6]+ (R16 +Q16)Q[4,5;1,7]+ (R17 +Q17)Q[4,5;6,1]
R18Q[4,5;6,7]+ (R16 +Q16)Q[4,5;7,8]+ (R17 +Q17)Q[4,5;8,6],
a5
a3
= R11Q[4,5;8,2]+ (R12 −Q12)Q[4,5;1,8]+R18Q[4,5;2,1]
R11Q[4,5;3,8]+ (R13 −Q13)Q[4,5;8,1]+R18Q[4,5;1,3],
a6
a4
= (R12 −Q12)Q[1,6;4,5]+R14Q[1,6;5,2]+R15Q[1,6;2,4]
(R13 −Q13)Q[1,6;5,4]+R14Q[1,6;3,5]+R15Q[1,6;4,3],
a9
a7
= R12Q[6,7;4,3]+R13Q[6,7;2,4]+ (R14 −Q14)Q[6,7;3,2]
R12Q[6,7;3,5]+R13Q[6,7;5,2]+ (R15 −Q15)Q[6,7;2,3],
a10
a8
= (R14 −Q14)Q[2,3;7,6]+R16Q[2,3;4,7]+R17Q[2,3;6,4]
(R15 −Q15)Q[2,3;6,7]+R16Q[2,3;7,5]+R17Q[2,3;5,6],
a13
a11
= R14Q[2,3;6,5]+R15Q[2,3;4,6]+ (R16 −Q16)Q[2,3;5,4]
R14Q[2,3;5,7]+R15Q[2,3;7,4]+ (R17 −Q17)Q[2,3;4,5],
a14
a12
= R11Q[4,5;8,6]+R18Q[4,5;6,1]+ (R16 −Q16)Q[4,5;1,8]
R11Q[4,5;7,8]+R18Q[4,5;1,7]+ (R17 −Q17)Q[4,5;8,1] .
These are not the only possible inversion formulas and this raises the
interesting issue of finding consistency conditions that the matrixR should satisfy.
A similar study has been made for the matrix QIO in some of the papers in the
references.
4. The explicit formulas
By referring to PIO = XA−1, the expressions for X(A) in Section 2, and the
expressions at the end of Section 3, one sees that PIO is determined from QIO and
Q
(1)
IO .
As an example of these explicit expressions, notice that
(PIO)88 = a2x2 − a1x15
a15a2 − a1a16
can be expressed as
(PIO)88 =
(
a15
a1
− a16
a2
)−1
×
[(
Q[4,5,8;2,3,8]
Q[4,5;2,3]
a15
a1
+ Q[4,5,8;1,2,3]
Q[4,5;2,3]
)
−
(
Q[4,5,8;1,6,7]
Q[4,5;6,7] +
Q[4,5,8;6,7,8]
Q[4,5;6,7]
a16
a2
)]
.
Now using the expressions at the end of Section 3 we obtain a completely explicit
formula for this entry of PIO in terms of the data.
The other blocks in P are not uniquely determined, in fact, the entire problem
admits a natural “gauge transformation” given exactly by a diagonal matrix D
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with entries (a−11 , a
−1
3 , a
−1
6 , a
−1
7 , a
−1
10 , a
−1
11 , a
−1
12 , a
−1
16 ). Using this matrix and the
expressions in the previous sections one can easily see that there are explicit
formulas of the form
PIH = P˜IHD−1, PHH =DP˜HHD−1, PHO =DP˜HO
where the matrices P˜IH, P˜HH, and P˜HO are explicitely given in terms of the data
in the same manner as PIO.
Notice that this gauge transformation preserves the required block structure of
all the matrices in question. Moreover, the probability of going from an arbitrary
incoming state to an arbitrary outgoing state in m steps, given by the matrix
PIO, if m= 1, or PIHPm−2HH PHO, if m 2,
is clearly invariant under the transformation mentioned above. It follows then by
referring to formula (1) for the j th moment of the time-of-flight distribution that
this is not affected by this gauge.
In conclusion, we have shown that the zeroth and first moments of the time-of-
flight distribution determine the matrix P up to the choice of the arbitrary diagonal
matrix D introduced above.
The only way to make further progress in this inverse problem, and try to
get a unique solution, is to use some extra physical information in the form of
restrictions on the unknowns of the problem. In particular, any restriction that
would determine the arbitrary diagonal matrix D would give a unique solution.
An example of possible physical conditions like “microscopic reversibility” was
used in [9]. The case of “isotropic scattering” was considered in [5,11].
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