I. INTRODUCTION
W HILE IN explicit time-stepping schemes like Yee's leapfrog algorithm, the time-step length is limited by the Courant-Friedrich-Levy (CFL) criterion in order to ensure stability of the algorithm, implicit time integration methods often are numerically unconditionally stable. Hence, the time-step length is restricted rather by the admissible truncation error of the method than by the stability of the time integration process. To follow the evolution of the time varying process, adaptive time-step lengths will often offer advantages in comparison to equidistant ones in terms of efficiency and accuracy. This approach has a twofold advantage: First, the execution of a simulation is simplified because no a priori knowledge of the evolving electromagnetic field is necessary to choose an appropriate time-step length. Second, one can expect an increased efficiency of the calculation, especially for abruptly varying excitation currents.
Whereas error controlled variable time-step selection has been an issue right from the start in mathematical literature of time integration methods, only more recent publications have made contributions to this topic for transient magnetic field simulations [1] - [3] .
II. FI TD FORMULATION
Starting with Maxwell's equations in integral form and allocating integral quantities such as voltages and fluxes on the edges and facets of a dual grid doublet , four matrix equations, the so-called Maxwell-grid-equations, can be derived with the finite integration technique (FIT) [4] . Within the FIT, the matrix equivalents and for the curl operators on the two grids contain metric-free incidence relations of the two grids and . Metric informations and approximations are only included in the material matrices and for the conductivities and reluctivities, respectively.
Using the vector of the path integrated modified vector potential components as primary state variable, a nongauged transient eddy-current formulation driven by source currents (1) has been introduced in [5] .
The numerical treatment of the system of differential-algebraic equations (1) is realized by finite integration implicit timedomain (FI TD) schemes, wherein the performed time stepping requires a repetitive solution of large sparse (non-)linear systems of equations.
III. ADAPTIVE TIMESTEPPING
Adaptive time stepping can be implemented elegantly by utilization of so-called embedded implicit Runge-Kutta (IRK) methods, which deliver for each time step both a solution of a given order and an embedded solution of lower order. Their difference can be used to produce an error criterion [6] .
For the nongauged formulation, this error vector can either be generated by the vector potentials or by the magnetic flux densities . In theory, the vectors of the potentials may contain irrotational numerical noise even for numerical methods with weak gauging property [5] , so the usage of the divergence-free magnetic flux densities might be expected to be the better approach. Nevertheless, numerical experiments indicate that a criterion built up with the vector potentials seems to yield a better estimation for the truncation error of the time integration. For this reason, we will use an error vector with the orders and of the Runge-Kutta method.
Here, two time-stepping schemes are investigated. One is a three stage Rosenbrock-Wanner (ROW) method, a special variant of an implicit Runge-Kutta method. This method is of third order and has an embedded scheme of second order [7] . While the time integrator of third order is stiffly accurate and L-stable [6] , the embedded method of order two is only A-stable. Furthermore, as will be shown later in the section of numerical results, the choice of the coefficients used here may 0018-9464/02$17.00 © 2002 IEEE be inappropriate for the considered system of differential-algebraic equations (DAE).
The other employed time integrator is a singly diagonally implicit four stage Runge-Kutta method of order three with an embedded solution of order two [SDiRK3(2)] [2] . In contrast to the ROW3(2) method used in [8] , this method of order three as well as the embedded one of order two are stiffly accurate and L-stable.
A. Error Estimators and Error Tolerances
The norm of the error vector can be used to predict the required time-step length to achieve an a priori user defined accuracy. One suitable error norm for the differences built up by the magnetic flux densities is given in [3] as (2) where is the solution of higher order at the time and denotes an absolute error tolerance value. The introduction of the parameter is necessary to avoid numerical overflow [3] as well as an unnecessarily fine time discretization, if the magnetic flux component vectors at that time are small in value compared to their maxima during the whole transient process [2] .
The influence of the absolute tolerance parameter on the adaptive scheme is large [10, p. 131], [8] , because our problems are not scaled to receive algebraic solutions with a 2-norm in the interval -a procedure usually undertaken in the mathematical literature. To determine appropriate values for the sensitive absolute tolerance , an a priori linear magnetostatic calculation can be performed for the highest excitation currents in the whole time interval of the transient simulation. The parameter in (2) can then be chosen as a proper fraction of the squared norm of the received magnetic flux vector, which is of maximum order of magnitude (3) A more conservative, but typically more reliable, option which is, therefore, used in the following is to determine by its update with the maximum norm of the magnetic fluxes that were previously calculated during the time marching process (4) Another practical error norm is given in [11] with y a (5) In this norm is an absolute tolerance for the component . In the following, we will not choose different absolute tolerances for each specific solution component, so our choice of is similar to the choice of in (2): (6) with . Although the variants largely resemble each other, the choice thereof plays an important role in our experiences for the reached efficiency of a simulation. More details to demonstrate these differences are given in the results section.
B. Time-Step Selection
Based on the error norm as an estimation of the local truncation error, the prediction of a new time step, either for the next simulation step, or for a repetition of the last step in case of insufficient accuracy, is performed by a step size controller. Hereby, a solution is rejected, if a situation with occurs, where is an acceleration factor typically set as 1.2.
A controller scheme involving a maximum and minimum error and a linear step size variation has been proposed in [3] .
More advanced schemes can be received using control-theory models [11] . Understanding the simulation as a control loop leads to a reinterpretation of a standard time-step predictor originating from mathematical literature (e.g., [6] ) as I-controller scheme [11] (7)
where is the higher order in the time integration scheme and denotes a safety factor, typically set as 0.9 [7] . With a more realistic assumption for the dynamic behavior of the time integration process, a more complex PI-controller time-step selection scheme is achieved [11] (8) with the typical choice . In practice, the PI-control scheme exhibits a more conservative time-step selection and usually it will require more overall time steps than the I-controller. For this reason, a sophisticated hybrid PI/I-controller scheme was suggested in [11] . To avoid successive rejections of solutions and to facilitate the restart of the time integration process, after a rejection the decision is made by an I-controller instead of a PI-scheme. In addition procedures to estimate a temporarily reduced process order are proposed for this extended controller.
IV. NUMERICAL RESULTS
A number of eddy-current models has been examined to evaluate the accuracy and efficiency of the proposed methods.
One of the models is an eddy-current test problem consisting of a copper plate with a rectangular hole and a driving coil above [see Fig. 1(b) ]. An example with permeabilities is the c-shaped magnet model shown in Fig. 1(a) .
To enable a comparison of the accuracy of the different methods, a solution with a very small fixed time-step length is generated for each chosen excitation form. Supported by a study of the convergence, the resulting solutions of the magnetic flux densities are regarded as reference values.
In the following, some parameter configurations are examined with the aim to receive a robust time-stepping algorithm which works independent of the chosen geometry and a current excitation. The absolute tolerance or is determined according to (4) and (6), respectively.
The first decision must be made in regard to the chosen time integrator. In Fig. 2(a) , a typical simulation progress with the ROW method is shown. Remarkable is the extremely fine sampling in the beginning of the time integration and the quite large step sizes in the further simulation. This behavior leads to inefficient time marching processes, and furthermore, to accuracies unsatisfactory for different tolerances [ Fig. 2(b) ]. Since the ROW time-stepping process develops similarly for other parameter configurations, we must conclude that this time integrator seems to be less appropriate for the considered DAEs than the Fig. 3 . Diagrams depicting the chosen time-step lengths for the example of Fig. 1(b) with different current excitation forms. The controller is a PI-controller using the error norm (5) with an absolute toleranceã determined according to (6) , where is set as 10 . For the sinusoidal excitation additionally the evolution of the error norm is displayed. in the following regarded SDiRK3(2) method. For the application of the linearly implicit ROW method, some refinement of the coefficients is necessary here. Table I demonstrates, that the choice of the error norm and the parameter or is of significance to the attainable efficiency and accuracy of the process. We tend to employ the error norm (5) with 10 , because schemes with norm (2) do not always satisfy the accuracy thresholds for the tested absolute tolerances.
The adaption of the step lengths for different excitation forms can be observed in Fig. 3 . A comparison of the relative errors of the magnetic fluxes according to the reference solution (
) is shown in Fig. 4 for different values of predefined relative tolerances. As intended, the solutions can be seen to adhere to the given thresholds for the utilized excitation (5) . The investigated example is that of Fig. 1(b) with a sinusoidal excitation current. forms, which are taken as examples for those emerging in practical applications.
The selection of the controller as an important component of the adaptive scheme is a determining factor for the obtained efficiency. Unfortunately, the sophistication of the I-controller toward the PI-and hybrid PI/I-controller is not significantly gainful here (compare Fig. 5 ), but at least the I-controller represents a notable improvement compared to the linear controller in [3] . This especially becomes evident in case for the highest prescribed tolerance, which leads to nonterminating step rejections for the controller in [3] , if no further adaptation of the internal controller settings is carried out.
The use of an estimation contributes to the efficiency of the system: The tolerance threshold is approached more tightly, thus resulting in lower counts of time steps. Table II compares the number of steps for the example in Fig. 1(b) and a given relative tolerance of achieved with and without this procedure. However, this special refinement technique is more prone to accidentally transgress the tolerance threshold due to the internal acceleration factor of the controller.
To estimate the efficiency of the adaptive step size selection, a comparison to solutions calculated by an equidistant time stepping with a comparable step number is performed. Here, the observations depend on the chosen excitation: If fast transitions as well as quasi-stationary stages alternate as in the exponential increasing or ramped curve, the adaption is rewarding, in the sinusoidal case, however, no increased accuracy is gained (Fig. 6 ).
V. CONCLUSION
For a simplified handling of eddy-current simulations, the possible use of error-controlled time marching schemes is recommended. The appropriateness of implicit embedded time integrators for the purpose of FI TD calculations is demonstrated on different test examples: The truncation error of the transient fields does not exceed a user prescribed relative tolerance. Depending on the deployed current excitation form, an improvement of the accuracy in comparison to fixed time-step solutions can be observed.
