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Abstract. The goal of this paper is to reveal hidden structures on the singular cohomology and the
Griffiths period integral of a smooth projective hypersurface in terms of BV(Batalin-Vilkovisky) alge-
bras and homotopy Lie theory (so called, L∞-homotopy theory).
Let XG be a smooth projective hypersurface in the complex projective space Pn defined by a homo-
geneous polynomial G (x ) of degree d ≥ 1. Let H = Hn−1prim(XG ,C) be the middle dimensional primitive
cohomology of XG . We explicitly construct a BV algebra BVX = (AX ,QX ,KX ) such that its 0-th coho-
mology H0KX (AX ) is canonically isomorphic to H. We also equip BVX with a decreasing filtration and
a bilinear pairing which realize the Hodge filtration and the cup product polarization on H under the
canonical isomorphism. Moreover, we lift C[γ] :H→C to a cochain map Cγ : (AX ,KX )→ (C,0), where
C[γ] is the Griffiths period integral given byω 7→
∫
γ
ω for [γ]∈Hn−1(XG ,Z).
We use this enhanced homotopy structure on H to study an extended formal deformation of XG and
the correlation of its period integrals. If XG is in a formal family of Calabi-Yau hypersurfaces XGT , we
provide an explicit formula and algorithm (based on a Gröbner basis) to compute the period matrix
of XGT in terms of the period matrix of XG and an L∞-morphism κ which enhances C[γ] and governs
deformations of period matrices.
Contents
1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1. Main theorems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2. Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3. Approach to the proofs of the theorems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.4. Physical motivation; (0+0)-dimensional field theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.5. Plan of the paper . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2. Lie algebra representations and period integrals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
⋆ e-mail: jaesuk@ibs.re.kr. The work of Jae-Suk Park was supported by the IBS (CA1305-01).
⋆⋆ e-mail: jeehoonpark@postech.ac.kr. The work of Jeehoon Park was partially supported by Basic Science Research
Program through the National Research Foundation of Korea(NRF) funded by the Ministry of Education, Science and Tech-
nology(2013023108) and was supported by Basic Science Research Program through the National Research Foundation of
Korea(NRF) funded by theMinistry of Education(2013053914).
2 Jae-Suk Park, Jeehoon Park
2.1. Period integrals of Lie algebra representations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2. Cochain map attached to a period integral . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3. The origin of the cochain complex associated to ρ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3. The descendant functor and homotopy invariants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.1. Why descendant functors? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2. Explicit description of the homotopy descendant functor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3. Cohomology of a descendant L∞-algebra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.4. Deformation functor attached to a descendant L∞-algebra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.5. Invariants of homotopy types of L∞-morphisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.6. Differential equations attached to variations of period integrals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.7. Explicit computation of the generating power series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.8. A flat connection on the tangent bundle of a formal deformation space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4. Period integrals of smooth projective hypersurfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.1. Toy model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2. The Lie algebra representationρX associated to a smooth projective hypersurface XG . . . . . . . . . . . . . . . . . . . 45
4.3. Period integrals attached to ρX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.4. The commutative differential graded algebra attached to a smooth hypersurface . . . . . . . . . . . . . . . . . . . . . . . 48
4.5. The BV algebra attached to a smooth hypersurface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.6. A cochain level realization of the Hodge filtration and a spectral sequence . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.7. Computation of the KX -cohomology of (AX ,KX ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.8. Lifting of a polarization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.9. The L∞-homotopy structure on period integrals of smooth projective hypersurfaces . . . . . . . . . . . . . . . . . . . . 59
4.10. Extended formal deformations of period integrals of XG . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.11. Extended formal deformations of the periodmatrix of XG . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.12. The Gauss-Manin connection and extended formal deformation space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.13. Explicit computation of deformations of the Griffiths period integrals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5. Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.1. The quantum origin of the Lie algebra representationρX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.2. The homotopy category of L∞-algebras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
1. Introduction
The purpose of this paper is to attempt to establish certain correspondences between the Griffiths pe-
riod integrals of smooth algebraic varieties and period integrals, defined in section 2, attached to rep-
resentations of a finite dimensional Lie algebra on a polynomial algebra. Such correspondences allow
us to reveal hidden BV(Batalin-Vilkovisky) algebra structures and L∞-homotopy structures in period
integrals, leading to their higher generalization. We work out the correspondence in detail when the
variety is a smooth projective hypersurface and when the representation is the Schrödinger represen-
tation of the Heisenberg Lie algebra twisted by Dwork’s polynomial associated with the hypersurface.
The period integrals of this kind of example have been studied extensively by Griffiths in [11]. We will
enhance the Griffiths period integral into an L∞-morphism κ which governs correlations and defor-
mations of period matrices.
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1.1. Main theorems
Let n be a positive integer. Let XG be a smooth hypersurface in the complex projective n-space Pn de-
fined by a homogeneous polynomialG (x ) =G (x0, · · · ,xn ) of degree d inC[x0, · · · ,xn ]. LetHn−1(XG ,Z)0
be the subgroup of the singular homology group Hn−1(XG ,Z) of XG of degree n − 1, which consists
of vanishing (n − 1)-cycles, and let Hn−1prim(XG ,C) be the primitive part of the middle dimensional co-
homology group Hn−1(XG ,C), i.e. Hn−1(XG ,Z)0 = ker(Hn−1(XG ,Z) → Hn−1(Pn ,Z)), and Hn−1prim(XG ,C)
= coker(Hn−1(Pn ,C)→Hn−1(XG ,C)). Then we are interested in the following period integrals
C[γ] :H
n−1
prim(XG ,C)−→C, [̟] 7→
∫
γ
̟, (1.1)
where γ and̟ are representatives of the homology class [γ]∈Hn−1(XG ,Z)0 and the cohomology class
[̟]∈Hn−1prim(XG ,C), respectively. We shall often use the shorthand notationH=Hn−1prim(XG ,C) from now
on. We also use the notation that
FjH=Hn−1,0prim (XG ,C)⊕H
n−2,1
prim (XG ,C)⊕ ·· · ⊕H
n−1−j ,j
prim (XG ,C), 0≤ j ≤ n − 1,
whereHp ,q =Hp ,qprim(XG ,C) is the (p ,q )-th Hodge component ofH.
LetH (XG ) be the rational de Rham cohomology group defined as the quotient of the group of rational
n-forms on Pn regular outside XG by the group of the forms dψ where ψ is a rational n − 1 form
regular outside XG . For each k ≥ 1, let Hk (XG ) ⊂ H (XG ) be the cohomology group defined as the
quotient of the group of rationaln-forms on Pn with a pole of order≤ k alongXG by the group of exact
rational n-forms on Pn with a pole of order ≤ k along XG . Griffiths showed that any rational n-form
on Pn with a pole of order ≤ k along XG can be written as a rational differential n-form F (x )ΩnG (x )k , where
Ωn =
∑
j (−1)j x j dx0∧· · ·∧ddx j ∧· · ·∧dxn and F (x ) is a homogeneous polynomial of degree kd − (n+1).
He also showed thatHn (XG ) =H (XG ) and there is a natural injection Hk (XG ) ⊂ Hk+1(XG ) for each
k ≥ 1. Moreover, Griffiths defined the isomorphism (the residue map)
Re s :H (XG )→H
by
1
2πi
∫
τ(γ)
F (x )
G (x )k
Ωn =
∫
γ
Re s

F (x )
G (x )k
Ωn

,
where τ(γ) is the tube over γ, as in (3.4) of [11], such that Re s takes the pole order filtration
H1(XG )⊂H2(XG )⊂ ·· · ⊂Hn−1(XG )⊂Hn (XG ) =Hn+1(XG ) = · · ·=H (XG ) (1.2)
ofH (XG )
 
=Hn+ℓ(XG ) for all ℓ≥ 0

onto the increasing Hodge filtrationF•H
F0H⊂F1H⊂ ·· · ⊂Fn−1H=H (1.3)
of the primitive middle dimensional cohomology H = Hn−1prim(XG ,C). The Griffiths theory provides us
with an effective method of studying the period integrals C[γ] on the hypersurface XG as well as an
infinitesimal family of hypersurfaces.
In this article, we provide a new homotopy theoretic framework to understandH (XG ) ≃ H and such
period integrals. Our main result is to construct a BV algebra BVX whose 0-th cohomology is canon-
ically isomorphic to H and lift the polarized Hodge structure on H to BVX . Moreover we enhance the
period integral C[γ] :H→C to a cochain mapCγ : BVX → (C,0).
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Definition 1.1. A BV (Batalin-Vilkovisky) algebra1 over | is a cochain complex (A ,K =Q +∆)with the
following properties:
(a)A =⊕m∈ZAm is a unitalZ-graded super-commutative andassociative|-algebra satisfyingK (1A ) =
0.
(b)Q2 =∆2 =Q∆+∆Q = 0, and (A , ·,Q) is a commutative differential graded algebra:
Q(a ·b ) =Q(a ) ·b +(−1)|a |a ·Q(b ),
for any homogeneous elements a ,b ∈A .
(c) ∆ is a differential operator2 of order 2 and (A ,K ,ℓK2 ) is a differential graded Lie algebra (DGLA),
where ℓK2 (a ,b ) := K (a ·b )−K (a ) ·b − (−1)|a |a ·K (b ):
ℓK2 (a ,b )− (−1)|a ||b |ℓK2 (b ,a ) = 0,
ℓK2 (a ,ℓ
K
2 (b ,c ))+ (−1)|a |ℓK2 (ℓK2 (a ,b ),c )+ (−1)(|a |+1)|b |ℓK2 (b ,ℓK2 (a ,c )) = 0,
K ℓK2 (a ,b )+ ℓ
K
2 (Ka ,b )+ (−1)|a |ℓK2 (a ,Kb ) = 0,
for any homogeneous elements a ,b ∈A .
(d) (A , ·,ℓK2 ) is a Gerstenhaber algebra3:
ℓK2 (a ·b ,c ) = (−1)|a |a · ℓK2 (b ,c )+ (−1)|b |·|c | · ℓK2 (a ,c ) ·b , a ,b ,c ∈A .
In Section 4, we explicitly construct a BV algebra BVX := (AX , ·,QX ,KX ) associated to XG . In the intro-
duction, we briefly summarize the construction and some of its features. Let
AX :=C[y ,x0, · · · ,xn ][η−1,η0, · · · ,ηn ], (1.4)
be the Z-graded super-commutative polynomial algebra, where y ,x0, · · · ,xn are formal variables of
degree 0 and η−1, · · · ,ηn are formal variables of degree −1. We define three additive gradings onAX
with respect to the multiplication, called ghost number gh∈Z, charge ch∈Z andweight wt∈Z, by the
following rules:
gh(y) = 0, gh(x j ) = 0, gh(η−1) =−1, gh(ηj ) =−1,
ch(y) =−d ,ch(x j ) = 1, ch(η−1) = d , ch(ηj ) =−1,
wt(y) = 1, wt(x j ) = 0, wt(η−1) = 0, wt(ηj ) = 1,
where j = 0, · · · ,n . The ghost number is same as the (cohomology) degree. Write such a decomposition
as follows:
AX =
⊕
gh,ch,wt
A g h
X ,ch,(wt)
=
⊕
−n−2≤j≤0
⊕
w∈Z≥0
⊕
λ∈Z
A j
X ,λ,(w ). (1.5)
We define a differential KX (of degree 1)
KX :=

G (x )+
∂
∂ y

∂
∂ η−1
+
n∑
i=0

y
∂G (x )
∂ x i
+
∂
∂ x i

∂
∂ ηi
(1.6)
1 We normalize so that the Lie bracket and the differential have degree 1, and the binary product has degree 0.
2 This means that ℓ∆3 = ℓ
∆
4 = · · ·= 0 in our terminology of the descendant functor.We will explain the notion of the descen-
dant functor later in subsection 3.2.
3 In fact, this condition (d ) follows from (c).
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and let ∆ := ∂
∂ y
∂
∂ η−1
+
∑n
i=0
∂
∂ x i
∂
∂ ηi
andQX := KX −∆. The wt grading turns out to give a (decreasing)
filtered subcomplex (F •AX ,KX ) of (AX ,KX ) defined by
F 0AX =AX , F iAX =
⊕
k≤n−1−i
AX ,(k ), i ≥ 1.
Let π0 be the projection map fromAX toA 0X . We define two cochain mapsCγ : (AX ,KX )→ (C,0) and∮
: (AX ,QX )→ (C,0) as follows:
Cγ(u ) :=−
1
2πi
∫
τ(γ)
∫ ∞
0
π0(u ) · e yG (x )dy

Ωn , (1.7)
for homogeneous elements u ∈AX of charge d − (n +1),Cγ(u ) := 0 for other homogeneous elements
with respect to charge, where [γ] ∈ Hn−1(XG ,Z)0 and τ : Hn−1(XG ,Z)→ Hn (Pn −XG ,Z) is the tubular
neighborhood map (see (3.4) in [11]),4 and∮
u :=
1
(2πi )n+2
∫
X (ǫ)
∮
C
π0(u )
y n
dy

dx0 ∧ · · · ∧dxn
∂G
∂ x0
· · · ∂G
∂ xn
, u ∈AX ,
where C is a closed path on C with the standard orientation around y = 0 and
X (ǫ) =
¨
x ∈Cn+1
∂G (x )∂ x i
= ǫ > 0, i = 0,1, · · · ,n « .
Then
∮
defines a symmetric bilinear pairing 〈·, ·〉X onAX by
〈u ,v 〉X :=
∮
π0(u ·v ), u ,v ∈AX . (1.8)
Theorem 1.1. The triple BVX := (AX , ·,QX ,KX ) becomes a BV algebra over Cwith following properties:
(a) We have a decompositionAX =
⊕
−(n+2)≤m≤0AmX and there is a canonical isomorphism
J :H0KX (A )
∼→H
where H0KX (A ) is the 0-th cohomology module.
(b)QX (f ) = ℓ
KX
2 (yG (x ), f ) for any f ∈AX .5
Moreover, the followings hold:
(c) The map J sends the decreasing filtration (F •AX ,KX ) on (AX ,KX ) to the Hodge filtration onH.
(d) The pairing 〈·, ·〉X onAX induces a polarization (the cup product pairing) onH (up to sign) under J .
(e) The cochainmapCγ : (AX ,KX )→ (C,0) induces the period integral C[γ] under J .
4 Wewill see that π0(u ) is homogeneous of charge d − (n +1) if and only if the integral
∫∞
0
π0(u ) · e yG (x )dy

Ωn defines a
differential n-form on Pn −XG .
5 It is easy to see that the homogeneous coordinate ring of XG is isomorphic to the weight zero part of the cohomology
ringH0QX (AX )(0). Since (AX ,KX ) can be viewed as a quantization of (AX ,QX ), the singular cohomologyHmay be regarded as
a quantization of the homogenous coordinate ring of XG .
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The novel feature here is that we are able to put an associative and super-commutative binary product
· on the cochain complex (AX ,KX ) which turns out to govern correlations and deformations of the
period integral C[γ] :H→C. 6 In addition, we simultaneously realize the Hodge theoretic information
onH (the Hodge filtration and the cup product polarization) at the BV algebra level.
A consequence of the BV structure on H is that the period integral C[γ] : H→ C can be enhanced to
an L∞-morphism κ = κ1,κ2, · · · , where κ1 = C[γ] and κm is a linear map from the m-th symmetric
power SmH of H into C, which is a composition of two non-trivial L∞-morphisms such that κ de-
pends only on the L∞-homotopy types of each factor. We recall that an L∞-algebra, or homotopy Lie
algebra, (V,ℓ) is a Z-graded vector space V with an L∞-structure ℓ= ℓ1,ℓ2,ℓ3, · · · , where ℓ1 is a differen-
tial such that (V,ℓ1) is a cochain complex, ℓ2 is a graded Lie bracket which satisfies the graded Jacobi
identity up to homotopy ℓ3 etc. An L∞-morphismφ =φ1,φ2, · · · is a morphism between L∞-algebras,
say (V,ℓ) and (V ′,ℓ′), such that φ1 is a cochain map of the underlying cochain complex, which is a Lie
algebra homomorphism up to homotopy φ2, etc. An L∞-homotopy λ = λ1,λ2, · · · is a homotopy of
L∞-morphisms such that λ1 is a cochain homotopy of the underlying cochain complex, etc.7 We use
this hidden L∞-homotopy theoretic structure to study certain extended deformations and correla-
tions of period integrals; we develop a new formal deformation theory of XG which leaves the realm of
infinitesimal variations of Hodge structures of XG . This new formal deformation theory has directions
that do not satisfy Griffiths transversality.
Theorem 1.2. There is a non-trivial L∞-algebra

A˜ , ℓ˜

X
associated to XG with the following properties:
(a) The cohomologyH :=Hn−1prim(XG ,C), regarded as an L∞-algebra (H,0) concentrated in degree 0 with
zero L∞-structure 0, is quasi-isomorphic to the L∞-algebra

A˜ , ℓ˜

X
.
(b) For each representative γ of [γ] ∈ Hn−1(XG ,Z)0 there is an L∞-morphism φCγ = φCγ1 ,φ
Cγ
2 , · · · from
(A˜ , ℓ˜)X into (C,0) – the ground field C regarded as an L∞-algebra (C,0) with zero L∞-structure 0 –
whose L∞-homotopy type
h
φCγ
i
is determined uniquely by the homology class [γ] of γ.
(c) There is an explicitly constructible L∞-morphism κ = κ1,κ2, · · · from (H,0) into (C,0) which is the
composition κ :=φCγ •ϕH of the L∞-quasi-isomorphismϕH from (a) and the L∞-morphismφCγ asso-
ciated to γ from (b) such that
(i) κ :=φCγ •ϕH depends only on the L∞-homotopy types of ϕH andφCγ and
6 SinceH (XG ) is defined as the cohomology of the de Rham complex with the wedge product, one might think to play
a similar game to find hidden correlations. But if one wedges two n-forms then the resulting differential form is a 2n-form
which can not be integrated against a fixed cycle γ.
7 AnyZ-graded vector spacemay be regarded as an L∞-algebrawith zero L∞-structure.The cohomologyof an L∞-algebra
is defined to be the cohomology of the underlying cochain complex. An L∞-quasi-isomorphism is a L∞-morphism φ =
φ1,φ2, · · · such thatφ1 is a cochain quasi-isomorphism. See Appendix 5.2 for the definitions of L∞-algebras, L∞-morphisms,
and L∞-homotopies as well as the category and the homotopy category of L∞-algebras.
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(ii) κ1 =C[γ] =φ
Cγ
1 ◦ϕH1 :
(H,0)
C [γ]=φ
Cγ
1 ◦ϕH1
((
κ=φCγ•ϕH
>>
ϕH
<<
ϕH1 // (A˜ , ℓ˜)X
φCγ
<<
φ
Cγ
1 // (C,0) . (1.9)
Note that ϕH1 is a cochain quasi-isomorphism from (H,0) to (A˜ , ℓ˜1)X , φ
Cγ
1 is a cochain map from
(A˜ , ℓ˜1)X to (C,0) and both are defined up to cochain homotopies. Within their own homotopy types, a
choice of ϕH1 corresponds to a choice of representative̟ of the cohomology class [̟]∈Hn−1prim(XG ,C),
while a choice of φ
Cγ
1 corresponds to, after dualization, a choice of representative γ of the homology
class [γ] ∈ Hn−1(XG ,Z)0 in the integral
∫
γ
̟ in (1.1) such that κ1
 
[̟]

= φ
Cγ
1 ◦ϕH1
 
[̟]

=
∫
γ
̟ and
Cγ =φCγ1 .
1.2. Applications
Note that BVX is very explicit (a super-commutative polynomial ring with derivative operators) and
amenable to computation. Here we explain some applications how to use the theorems in subsection
1.1 to analyze the period integral and the periodmatrix of XG and their deformations.More precisely, if
XG is in a formal family of hypersurfaces XGT , we provide an explicit formula and an algorithm (based
on a Gröbner basis) to compute the period integral (see Theorem 1.3) of XGT in terms of the period
integral of XG and the L∞-morphism κ = φ
Cγ •ϕH in Theorem 1.2. We also do the same work for the
period matrix (see Theorem 1.4) of XGT . This explicit formula can be viewed as an explicit solution to
Picard-Fuchs type differential equations for period integrals of a formal family of hypersurfaces using
the L∞-homotopy data and the initial solution. We assume that XG is Calabi-Yau, i.e. d = n + 1, in
Theorems 1.3 and 1.4; our deformation theory works especially well in this case. If XG is not Calabi-
Yau, some of statements are still literally true and some can be modified to be true. But we decided to
postpone the non-Calabi-Yau deformation in anther paper for the sake of simplicity of presentation
and for technical reasons.8
For our deformation theory, we define the following formal power series
Z[γ]

ϕH

:= exp
 ∞∑
n=1
1
n !
∑
α1,··· ,αn
t αn · · · t α1 φCγ •ϕHn (eα1 , · · · ,eαn )
!
− 1∈C[[t ]], (1.10)
which depends only on the homology class [γ] ∈ Hn−1(XG ,Z)0 of γ and the L∞-homotopy type

ϕH

of the L∞-quasi-isomorphism ϕH : (H,0) // (A˜ , ℓ˜)X . This generating power series shall be used to
determine the period integral and the period matrix of a projective hypersurface deformed from XG .
8 If cX := d −(n+1) 6= 0, then one can find a homogeneous polynomial g (x ) of theminimal degree andminimal i ≥ 0 such
thatCγ
 
y i g (x )
 6= 0 and y i g (x ) ∈A 0
cX
and then use Cγ

y i g (x )(e
Γ
ϕH
/y i g (x )−1)

instead of Cγ(e
Γ
ϕH − 1) =Z[γ]

ϕH

; this
amounts to twisting of "the measure e yG (x )dyΩn " in (1.7) by a new measure "y i g (x )e yG (x )dyΩn " which is invariant under
the classical charge symmetry y 7→λ−d y ,x i 7→λx i , λ ∈C×.
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Let {eα}α∈I be a C-basis ofH, where I is an index set, and denote theC-dual of eα by t α. Let XGT ⊂ Pn
be a formal family of smooth hypersurfaces defined by
GT (x ) =G (x )+ F (T ),
where F (T ) ∈ C[[T ]][x ] is a homogeneous polynomial of degree d with coefficients in C[[T ]] with
F (0) = 0 and T = {T α}α∈I ′ are formal variables with some index set I ′ ⊂ I .
By a standard basis of H we mean a choice of basis e1, · · · ,eδ0 ,eδ0+1, · · · ,eδ1 , · · · , eδn−2+1, · · · ,eδn−1 for
the flag F•H in (1.3) such that e1, · · · ,eδ0 gives a basis for the subspace Hn−1−0,0 := Hn−1,0prim (XG ,C) and
eδk−1+1, · · · ,eδk , 1≤ k ≤n−1, gives a basis for the subspaceHn−1−k ,k =Hn−1−k ,kprim (XG ,C).We also denote
such a basis by {eα}α∈I where I = I0 ⊔ I1 ⊔ · · · ⊔ In−1 with the notation {e ja }a∈I j = eδj−1+1, · · · ,eδj and
{t aj }a∈I j = t δj−1+1, · · · , t δj . We assume that I ′ ⊂ I1, since Hn−2,1 governs the deformations of complex
structures of X .
Theorem 1.3. Assume that X is Calabi-Yau. For any standard basis {eα}α∈I of H with I = I0 ⊔ I1 ⊔ · · · ⊔
In−1, there is an L∞-quasi-isomorphism f : (H,0) // (A˜ , ℓ˜)X such that
(a) for each 0 ≤ k ≤ n − 1, the set
¦
f1
 
e ka
©
a∈Ik corresponds to a set

F[k ]a (x )
	
a∈Ik of homogeneous
polynomials of degree dk = d (k + 1)− (n + 1) such that¨
Re s
(−1)k k !F[k ]a (x )
G (x )k+1
Ωn
«
a∈Ik
=
¦
e ka
©
a∈Ik
.
(b)We have the following equation
1
2πi
∫
τ(γ)
Ωn
GT (x )
=
1
2πi
∫
τ(γ)
Ωn
G (x )
+Z[γ]([ f ])
t β=0,β∈I \I ′
t α=Tα ,α∈I ′
.
Note that 12πi
∫
τ(γ)
Ωn
GT (x )
in (b ) above is a geometrically defined invariant of the formal family of hyper-
surfaces XGT ; recall that the image of
Ωn
GT (x )
under the residue map represents a holomorphic (n − 1)-
form on XGT . Thus the L∞-homotopy invariantZ[γ]([ f ])
t β=0,β∈I \I ′
t α=Tα,α∈I ′
tells us how to compute the period
integral of a deformed hypersurface XGT from the period integral of XG .
Now we explain how to use L∞-homotopy theory to compute the period matrix of a deformed hyper-
surface. Let {γα}α∈I be a basis ofHn−1(X ,C)0 by noting that
dimCHn−1(X ,C)0 = dimCH.
LetΩ(X ) =ωα
β
(X ) be the period matrix of X , i.e.
ωαβ (X ) :=
∫
γα
eβ =
1
2πi
∫
τ(γα)
(−1)k k !F[k ]β (x )
G (x )k+1
Ωn , α,β ∈ I .
Let Ω(XGT ) =ω
α
β
(XGT ) be the period matrix of a formal hypersurface XGT defined byGT (x ). Note that
smooth projective hypersurfaces with fixed degree d have same topological types and their singular
homologies (consisting of vanishing cycles) and primitive cohomologies are isomorphic.
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Theorem 1.4. Assume that X is Calabi-Yau. The L∞-quasi-isomorphism f : (H,0) // (A˜ , ℓ˜)X in
Theorem 1.3 induces a 1-tensor {T α(t )f } ∈ C[[t ]], which is explicitly computable and depends only on
the L∞-homotopy type of f , such that
(a)Z[γ]

f

(t ) =
∑
α∈I T
α(t )f C[γ](eα),
(b) T α(t )f = t α+O (t 2), ∀α ∈ I .
In addition, we have the following formula betweenωαβ (XGT ) andω
β
α (XG ) via {T α(t )f };
ωαβ (XGT ) =
∂
∂ t β

Z[γα]

f

(t )
t β=0,β∈I \I ′
t α=Tα,α∈I ′
=
∑
ρ∈I

∂
∂ t β
T ρ(t )f

ωαρ(XG )
t β=0,β∈I \I ′
t α=Tα,α∈I ′
,
for each α,β ∈ I .
This theorem says that Ω(X ) and Ω(XGT ) are “transcendental” invariants but their relationship is “al-
gebraically computable up to desired precision”; if we know the period matrix Ω(X ) =Ω(XG0) and the
polynomials GT (x ), then there is an algebraic algorithm to compute the period matrix Ω(XGT ). The
matrix

∂
∂ t β
T ρ(t )f
t β=0,β∈I \I ′
t α=T α,α∈I ′
gives a linear transformation formula from ωα
β
(XG ) to ωαβ (XGT ). Note
that 
∂
∂ t β
T ρ(t )f

t a=0,a∈I
= δ
ρ
β
,
∂
∂ t β

Z[γα ]

f

(t )

t a=0,a∈I
=ωαβ (XG ),
where δ
ρ
β is the Kronecker delta. Thus the matrix
∂
∂ t β

Z[γα]

f

(t )

can be thought of as a general-
ization of the periodmatrix of a formal deformation of XG . We will sometimes call the matrix
∂
∂ t β

Z[γα]

f

(t )

{α,β∈I }
the period matrix of an extended formal deformation (or an extended period matrix) of XG , associated
to the L∞-quasi-isomorphism f .
Fromproperty (a ) above, we see that the 1-tensor {T α(t )f }determines the generating seriesZ[γ]

f

(t )
completely if it is combined with the period integral C[γ] :H→C. Property (b ) in Theorem 1.4 also al-
lows us to define an invertiblematrix (2-tensor)Gαβ (t )f := ∂αT β (t )f = δαβ+O (t ), where ∂αmeans the
partial derivative with respect to t α, with inverse G−1α β (t )f in C[[t ]]. We can further define a 3-tensor
{Aαβσ(t )f } ∈C[[t ]] depending only on the L∞-homotopy type of f such that for all α,β ,σ ∈ I ,
Aαβ
σ(t )f =
∑
ρ∈I

∂αGβρ(t )f

G−1ρ σ(t )f . (1.11)
Our approach shall provide an effective algorithm (using a Gröbner basis) for computing the 3-tensor
Aαβ γ(t )f ; see subsection 4.13. Also there is a concrete algorithm to determine the 1-tensor {T α(t )f }
from the 3-tensor {Aαβ γ(t )f } (its calculation can be implemented in a computer algebra system such
as SINGULAR by our new homotopy method). This means that, for an arbitrary homogeneous polyno-
mial F (x ) of degree kd − (n + 1),k ≥ 1, there is an effective algorithm to compute the period integral
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∫
γ
Re s

F (x )
G (x )k
Ωn

from the finite data {C[γ](eα) : α ∈ I }. Specializing the generating seriesZ[γ]

f

(t )
for any 1-parameter family, by setting t α = 0 for all α ∈ I except for one parameter t β with β ∈ I ′, one
can derive an ordinary differential equation of higher order, which turns out to be the usual Picard-
Fuchs equation. In fact, Aαβσ(t )f can be regarded as a generalization of the Gauss-Manin connection;
see subsection 4.12.
As another application of our new approach to understanding H and C[γ], we were able to prove the
existence of a cochain level realization of the Hodge filtration and a polarization onH (statements (c )
and (d ) of Theorem 1.1). We put a weight filtration on (AX , ·,KX ) which induces the Hodge filtration
onH under the isomorphism H0KX (AX )≃H and analyze this filtered complex to obtain a certain spec-
tral sequence, which we call the classical to quantum spectral sequence; see Propositions 4.8 and 4.9.
Moreover, we lift a polarization of H to a bilinear paring onAX ; see Definition 4.1 and Theorem 4.2.
This might provide a new optic for understanding the period domain of homotopy polarized Hodge
structures and the (infinitesimal) variation of polarized Hodge structures at the level of cochains.
1.3. Approach to the proofs of the theorems
We turn to the general framework behind the theorems. In this subsection, we will briefly indicate
how we approach their proofs. We associate to XG a representation of a finite dimensional abelian Lie
algebra g of dimension n + 2 on a polynomial algebra with n + 2 variables;
ρX : g→ End|(A), A := |[y ,x0, · · · ,xn ] = |[y ,x ].
This Lie algebra representation comes from the Schrödinger representation of the abelian Lie sub-
algebra of the Heisenberg Lie algebra of dimension 2(n + 2) + 1 twisted by the Dwork polynomial
y ·G (x ) ∈ |[y ,x0, · · · ,xn ]. Let α−1,α0, · · · ,αn be a |-basis of g. We also introduce variables y−1 = y ,y0 =
x0,y1 = x1, · · · ,yn = xn for notational convenience. If we consider the formal operators (twisting ρ by
y ·G (x )),
ρX (αi ) := exp(−y ·G (x )) ·
∂
∂ yi
·exp(y ·G (x )), i =−1,0, · · · ,n ,
then we can see that
ρX (αi ) =
∂
∂ yi
+
h ∂
∂ yi
,y ·G (x )
i
+
1
2
hh ∂
∂ yi
,y ·G (x )
i
,y ·G (x )
i
+ · · · ≡ ∂
 
y ·G (x )
∂ yi
+
∂
∂ yi
.
With the notion of period integrals of Lie algebra representations, we will show that the period inte-
grals of such representations are theGriffithsperiod integrals of the hypersurfaceXG . If we use the dual
Chevalley-Eilenberg cochain complex (AρX , ·,KρX ), which computes the Lie algebra homology associ-
ated to ρX , then we can realize C[γ] as the homotopy type of a cochain mapCγ : (AρX , ·,KρX )→ (C, ·,0)
of cochain complexes equipped with a super-commutative product. In fact, (AX ,KX ) in Theorem 1.1
is (AρX ,KρX ).
This leads us to study the category C| of cochain complexes over a field | equipped with a super-
commutative product. An object of C| is a unital Z-graded associative and super-commutative |-
algebra A with differential K , denoted (A , ·,K ). A morphism in C| is a cochain map (note that a
morphism is not necessarily a ring homomorphism).
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– The basic principle here is that all Theorems in this article can be derived systematically from a
pair (AX , ·,KX )∈Ob(C|) andCγ : (AX , ·,KX )→ (|, ·,0) ∈Mor(C|).
Note that a BV algebra in Definition 1.1 can be regarded as an object of C|. This category C| is stud-
ied in the context of homotopy probability theory by the first named author in [19]. The failure of ring
homomorphism (with respect to the product ·) of a morphism in C| is related to the notion of inde-
pendence (so called, cumulants) in probability theory and the differential K is related to homotopy
theory. But here we will not touch any issues related to probability theory. Instead we will provide a
self-contained argument and proofs regarding C|. The category C| can be seen as a bridge between
period integrals of XG and L∞-homotopy theory. The relationship between the period integral of XG
and C| is made by the representation ρX , and the relationship between C| and L∞-homotopy theory
will be given by the descendant functorDes.
The descendant functor is a homotopy functor from the category C| to the category L of L∞-algebras
(we include Appendix 5.2 explaining notations for the homotopy category of unital L∞-algebras suit-
able for our purpose), which is defined by using the binary product · of an object of C|. See Definition
3.1 and Theorem 3.1 for details. This functor can be regarded as an organizing principle (or tool) to
understand the correlations among Cγ(x1),Cγ(x1 · x2), · · · ,Cγ(x1 · · ·xm ), where x1, · · · ,xm are homoge-
neous elements in AX and m ≥ 1. This functor unifies two different failures of compatibility of al-
gebraic structures into one language; we show that measuring how much the product · fails to be a
derivation of K induces an L∞-algebra structure onAX , denoted (AX ,ℓKX ), andmeasuring howmuch
Cγ fails to be a |-algebra homomorphism induces an L∞-morphism from (AX ,ℓKX ) to (|,0), denoted
φCγ . Note that the descendant functor is independent of hypersurfaces and their period integrals and
is a general notion which measures incompatibilities of mathematical structures of the category C|.
Once we get a descendant L∞-algebra (AX ,ℓKX ), we can study an extended formal deformation func-
tor attached to it. This deformation includes the classical geometric deformation and has new direc-
tions which violate Griffiths transversality. Theorem 1.2, Theorem 1.3, and Therem 1.4 can be derived
by a careful analysis of (AX ,ℓKX ) and the descendant L∞-morphismφCγ .
1.4. Physical motivation; (0+0)-dimensional field theory
We briefly explain the physical motivation behind the article. We decided to include it because the
physical viewpoint was crucial to the conception of the paper. Even if the description is not entirely
precise from a mathematical point of view, our hope is that it will be more helpful than confusing
in guiding the reader through the rather elaborate constructions to follow. What we prove regarding
XG and its period integrals in the article is essentially to work out the details of the simplest possible
field theory, a (0+0)-dimensional field theory with the Dwork polynomial Sc l = y ·G (x ) as the classical
action. Here (0+0) means 0-dimensional time and 0-dimensional space. 9 The basic principle is that
any space can be viewed as the space of fields of a classical field theory of dimension 0. A key point of
the paper is that this principle is very useful in putting classical objects into an illuminating context
that makes them amenable to natural generalizations.
9 Every physical quantity has physical dimension [mass]a [length]b [time]c , a ,b ,c ∈ Z. In the present case, we are dealing
with (0+ 0)-dimensional space-time so that there is only one unit, which is converted to the weight wt of y . Note that a
natural filtration generated by y induces the Hodge filtration onH; see (c ) of Theorem 1.1.
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LetCFTScl be such a (0+0)-dimensional classical field theory. Thenwe can view the smooth hypersur-
face XG as (the reduced component) of the classical equations of motion space of CFTScl
10, i.e.
∂ Sc l
∂ y
=G (x ) = 0,
∂ Sc l
∂ x i
= y · ∂G (x )
∂ x i
= 0, ∀i = 0,1, · · · ,n .
The space of classical fields isA :=A1
C
×An+1
C
\{0}whose ring of regular algebraic functions is isomor-
phic to A = C[y ,x0,x1, · · · ,xn ] = C[y ]. We call yi ’s classical fields for each i = −1, · · · ,n . The gauge
group C∗ acts on A1
C
× An+1
C
\ {0} by λ · (y ,x0, · · · ,xn ) := (λ−d y ,λx0, · · · ,λxn ) for λ ∈ C∗ (note that
ch(y ) =−d and ch(x i ) = 1), so that Sc l is invariant under the gauge action. Then the ringRc l of classi-
cal observables modulo physical equivalence is isomorphic to the charge zero part 11 of the Jacobian
ring J (Sc l ) := C[y ]
.
∂ Scl
∂ y
, ∂ Scl
∂ x0
, · · · , ∂ Scl
∂ xn

. This motivates us to construct the commutative differential
graded algebra (AX , ·,QX ) whose cohomology is isomorphic toRc l (when XG is Calabi-Yau) or J (Sc l )
(when XG is not Calabi-Yau). Roughly speaking, one can regard the passage from the ringRc l or J (Sc l )
to the CDGA (AX , ·,QX ) as an enhancement of classical algebraic geometry to derived algebraic geom-
etry.
We like to emphasize that if one just applies natural field theoretic constructions to the variety viewed
as the classical equations of motion space, all classical constructions in the paper follow. We summa-
rize the correspondence between the structures in CFTScl and the structures arising in our paper in
Table 1.1.
(0+0)-dimensional classical field
theoryCFTScl
enhanced homotopy theory of hy-
persurfaces
the space of classical fields mod-
ulo the gauge group
the weighted projective space
Pn+1(−d ,1, · · · ,1)
the classical equations of motion
space
the union of one point and the hy-
persurface XG
the space of classical observables
modulo physical equivalence
the charge zero part
of the Jacobian ring
C[y ]
.
∂ Scl
∂ y
, ∂ Scl
∂ x0
, · · · , ∂ Scl
∂ xn

homotopy enhancement of
CFTScl
the CDGA (AX , ·,QX )
Table 1.1. Classical field theory
Then we quantize CFTScl by essentially following the Batalin-Vilkovisky (BV) quantization scheme
in [3], to construct a (0+0)-dimensional quantum field theory QFTScl whose partition function is
the Griffiths period integral of XG ; this leads us to the construction of BVX = (AX , ·,QX ,KX ) and the
10 This physical viewpoint suggests thatwe can use the potentialScl =
∑k
i=1 ykGk (x )whenwedealwith a smoothprojective
complete intersection X in Pn given by homogeneous polynomialsG1(x ), · · · ,Gk (x ).
11 If XG is Calabi-Yau (d = n + 1), then classical observables (elements of charge zero) lift to quantum observables; this
is the anomaly-free case. If XG is not Calabi-Yau (d 6= n + 1), then classical observables (elements of charge zero) do not
lift to quantum observables; there is an anomaly in this case. In fact, quantum observables have the background charge
cX = d − (n +1).
EnhancedHomotopy Theory for Period Integrals of Smooth Projective Hypersurfaces 13
cochain map Cγ which enhances C[γ]. We call ηi the anti-field of the classical field yi and ∆ is the
BV operator in [3]. We view the differential KX as a BV quantization of the differential operatorQX . In
this case, the space of quantum observables modulo physical equivalence is isomorphic to themiddle
dimensional primitive cohomology H of XG , since the 0-th KX -cohomology group H0KX (AX ) is iso-
morphic to H. For each middle dimensional homology class [γ] ∈ Hn−1(XG ,Z)0, the cochain map Cγ
becomes a Feynman path integral, in the sense of Batalin-Vilkovisky in [3], such that the expectation
value Cγ(O) of a quantum observableO is the period integral
∫
γ
ω, whereω is a representative of co-
homology class [ω]∈H; recall that
Cγ(O) =−
1
2πi
∫
τ(γ)
∫ ∞
0
π0(O) · e yG (x )dy

Ωn , O ∈AX ,
and the measure − 12πi
∫
τ(γ)
∫∞
0
π0(•) · e yG (x )dy

Ωn can be regarded as a path integral measure in
QFTScl . In addition, QFTScl has a smooth formal based moduli space MXG whose tangent space is
isomorphic to H and, if XG is Calabi-Yau (anomaly-free in physical terminology), the tangent space
has a structure of the formal Frobenius manifold. The quantummaster equation inQFTScl
∂α∂β e
Γ =
∑
γ∈I
Aαβ
γ∂γe
Γ +K

Λαβ · e Γ

for ∀α,β ∈ I ,
can be seen as a vast generalization of the Picard-Fuchs type differential equations. We also have
worked out the generating functions of every quantum correlation (see (1.10) for their definition) up
to finite ambiguity by an explicitly executable algebraic algorithm.
If we just apply a natural algebraic homotopy theoretical quantization, which is proposed by the first
named author in [18] and enhances the BV quantization in [3], to the classical field theory CFTScl ,
then all quantum constructions in our paper follow. We also summarize the correspondence between
the structures inQFTScl and the structures appearing in the paper in Table 1.2.
(0+0)-dimensional quantum field
theoryQFTScl
enhanced homotopy theory of hy-
persurfaces
the space of quantum observables
modulo physical equivalence
the middle dimensional cohomol-
ogyH=Hn−1prim(XG ,C)
BV quantization of CFTScl the BV algebra BVX
Feynman path integral and parti-
tion function
the Griffith period integralsCγ
the quantummaster equation a generalization of the Picard-
Fuchs equations
the generating functions of every
quantum correlation
the generating power series
Z[γ]

ϕH

=Cγ(e
ΓϕH − 1)
Table 1.2. Quantum field theory
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1.5. Plan of the paper
Now we explain the contents of each section of the paper. The paper consists of 3 main sections and
the appendix. In the first main section, Section 2, we explain the general theory of period integrals as-
sociated to a Lie algebra representation. In subsection 2.1, we define the notion of period integrals of a
Lie algebra representation ρ (see Definition 2.1). Then, in subsection 2.2, we explain how to construct
a cochain complex associated to ρ which is dual to the Chevalley-Eilenberg complex, and a way of
associating a morphism into (|,0) in the category C| to its period integral. Then we illustrate by an
example why the dual Chevalley-Eilenberg complex is crucial and more suitable to understand the
period integral of ρ than the cohomology Chevalley-Eilenberg complex attached to ρ in subsection
2.3.
The second main section, Section 3, is about the general theory of the category C|. The key concepts
are the descendant functor, generating power series, and flat connections. In subsection 3.1, we explain
the basic philosophy of the descendant functor. In subsection 3.2, we provide a way to understand the
categoryC| in terms of L∞-homotopy theory; we construct the homotopy descendant functor from the
category C| to the category L of L∞-algebras. Then we show that a descendant L∞-algebra is formal
in subsection 3.3. In subsection 3.4, we attach a deformation problem to the descendant L∞-algebra
of (A , ·,K ) and explain what we deform. In subsection 3.5, we define a notion of the generating power
series, which organizes various correlations and deformations of period integrals into one power series
in the deformation parameters, and show that they are L∞-homotopy invariants. Then we verify that
the generating power series attached to a versal formal deformation satisfies a system of partial dif-
ferential equations (Theorem 3.3) with respect to derivatives of deformation parameters and show the
coefficients Aαβ γ(t ) appearing in the differential equations are L∞-homotopy invariants, in subsec-
tion 3.6. In subsection 3.7, we provide a way to compute the generating power series explicitly. Finally,
in subsection 3.8, this system of partial differential equations is interpreted as the existence of a flat
connection on the tangent bundle of a formal deformation space attached to (A ,ℓK ). In light of this,
Section 2 can be regarded as a general way to provide examples of objects along with morphisms to
the initial object (the period integrals of Lie algebra representations) in the category C|.
In the third main section, Section 4, we apply all the general machinery of the previous sections to
reveal hidden structures on the singular cohomologies and the Griffiths period integrals of smooth
projective hypersurfaces. Section 4 can be viewed as a source of explicit examples of non-trivial pe-
riod integrals of certain Lie algebra representations, and gives non-trivial examples of objects and
morphisms into the initial object in C|. In subsection 4.1, we apply the general theory to the toymodel
to illustrate our homotopical viewpoint of understanding the Griffiths period integral. In subsection
4.2, we explain how to attach a Lie algebra representation ρX to a projective smooth hypersurface X .
In subsection 4.3, we briefly recall Griffiths’ theory of period integrals of smooth projective hypersur-
faces and construct a non-trivial period integral of its associated Lie algebra representation. Then,
in subsection 4.4, we explicitly construct a commutative differential graded algebra (AX ,QX ) whose
cohomology essentially describes the coordinate ring of XG and in subsection 4.5 we construct the
cochain complex (AX ,KX ) with super-commutative product (a quantization of (AX , ·,QX )) attached
to the hypersurface X . As a consequence we prove (a ), (b ) and (e ) of Theorem 1.1. We prove (c ) and
(d ) of Theorem 1.1 in subsections 4.6 and subsection 4.8, respectively. In subsection 4.7, we com-
pute its K -cohomology H iK (A ) of A for every i ∈ Z. In subsection 4.9, we prove Theorem 1.2. We
verify Theorems 1.3 and 1.4 in subsections 4.10 and 4.11. We provide a precise relationship between
the Gauss-Manin connection and our flat connection on the tangent bundle of a formal deformation
space in subsection 4.12. Finally, in subsection 4.13, we explain how to compute (extended formal) de-
formations of the Griffiths period integrals and the periodmatrices via the ideal membership problem
based on the Gröber basis.
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The main idea of this paper originated from the first named author’s work on the algebraic formalism
of quantum field theory, [18]. Thus, in the appendix, Section 5, we decided to add an explanation of
the quantum origin of the Lie algebra representation attached to a given hypersurface XG (subsection
5.1). Finally, we include subsection 5.2 on L∞-algebras, L∞-morphisms, and L∞-homotopies in order
to explain the notations and conventions used throughout the paper.
Before finishing the introduction, we mention two things. Firstly, our theory can be generalized to
toric complete intersections from hypersurfaces and conjecturally to any algebraic varieties. We will
carry out the details for (toric) complete intersections in another papers and the relevant references
which play a similar role as [11] would be [1], [8], and [25]. Secondly, it may seem artificial to study C|
at a first glance: we study the category C| whose objects are (A , ·,K ), where we do not require com-
patibility between the super-commutative product · and the differential K , and whose morphisms
are not structure preserving maps in the sense that they preserve only additive and differential struc-
tures (i.e. they are cochain maps), not super-commutative ring structure (note a difference between
the category C| and the category of CDGAs, i.e. commutative differential graded algebras, where all
the structures are compatible). But this category C| is worth investigating and studying; the objects
in C| include BV algebras, and the Griffiths period integral of the hypersurface XG can be interpreted
(very neatly) as a morphism from (AX , ·,KX ) to the initial object (|, ·,0) in the category C|. Further the
shadow L∞-homotopy information obtained by applying the descendant functormeasures the failure
of compatibilities among structures and reveals hidden structures on the period integral C[γ].
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2. Lie algebra representations and period integrals
2.1. Period integrals of Lie algebra representations
Let | be a field of characteristic 0 and g be a finite dimensional Lie algebra over |. Let ρ : g→ End|(A)
be a |-linear representation of g. We assume thatA is a commutative associative |-algebra (with unity)
throughout the paper.
Definition 2.1. We call a |-linear map C :A→ | a period integral12 attached to ρ if C (x ) = 0 for every x
in the image of ρ(g ) for every g ∈ g.
12 We use this terminology in a different sense than arithmetic geometers (a comparison of rational structures of relevant
cohomology groups); we simply choose this terminology since the period integrals of smooth hypersurfaces can be under-
stood as an example.
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Note that such a mapC is necessarily zero if A is an irreducible g-module. For a given Lie algebra rep-
resentation ρ, it would be an interesting question to find non-trivial period integrals. Here we present
a simple non-trivial example.
Example 2.1. Let g be a one-dimensional Lie algebra |=R generated by α. Let ρ be a Lie algebra rep-
resentation on A = |[x ] given by ρ(α) = ∂
∂ x
−x ∈ End|(A). Then we consider the Gaussian probability
measure 1p
2π
e−
x2
2 dx and define a |-linear map
C : |[x ]→ |,
f (x ) 7→C (f (x )) := 1p
2π
∫ ∞
−∞
f (x )e−
x2
2 dx .
(2.1)
This is an example of a period integral of ρ, since
1p
2π
∫ ∞
−∞

∂ f (x )
∂ x
−x f (x )

e−
x2
2 dx = 0.
The above Gaussian period integral is a special example of a more general kind. Let
A = |[q ] = |[q1,q2, · · · ,qm ]
be a polynomial ring with m variables for m ≥ 1. Let S = S(q ) ∈ A. Let JS ⊂ A be the Jacobian ideal
of S(q ), i.e. the ideal generated by
∂ S(q )
∂ q1
,
∂ S(q)
∂ q2
, · · · , ∂ S(q )
∂ qm
. Let g = gS be the finite dimensional abelian
Lie algebra over | of dimension m , generated by α1,α2, · · · ,αm . We define the following Lie algebra
representation ρS : g→ End|(A):
ρS(αi ) = exp

−S(q )

· ∂
∂ q i
·exp

S(q )

=
∂
∂ q i
+
∂ S(q )
∂ q i
, i = 1,2, · · · ,m . (2.2)
We remark that this representation ρS is obtained by twisting the Schrödinger representation of (a
certain abelian Lie subalgebra) of the Heisenberg Lie algebra by the polynomial S(q ); see subsection
5.1 for details. This motivates us to call ρS the quantum Jacobian Lie algebra representation associated
to S(q )∈ A. It turns out that there are many interesting non-trivial examples of period integrals of ρS .
Example 2.2. We give an example for whichm = 1, which generalizes the previous Gaussian example.
Let S(x ) ∈R[x ] = A be a polynomial such that
lim
x→∞
f (x )eS(x ) = lim
x→−∞
f (x )eS(x ) = 0
for every f (x ) ∈R[x ]. Let g be a one-dimensional Lie algebra generated by α. Then theR-linear map
C :R[x ]→R,
f (x ) 7→C (f (x )) :=
∫ ∞
−∞
f (x )eS(x )dx ,
(2.3)
is an example of a period integral of ρS , since
C
 
ρS(α)(f (x ))

=
∫ ∞
−∞
 ∂ f (x )
∂ x
+
∂ S(x )
∂ x
f (x )

eS(x )dx = 0, ∀f (x ) ∈R[x ].
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Such aperiod integralC attached toρ =ρS gives rise to amapC : A/Nρ→ |, whereNρ :=
∑
α∈g imρ(α).
Note that, in general,C fails to be an algebra homomorphism andNρ fails to be an ideal of A. This fail-
ure will play a pivotal role in studying the period integral C via L∞-homotopy theory.
Our main example, which we will focus on in section 4, is when the Lie algebra representation ρS
is constructed out of S = y ·G (x ), the so-called Dwork polynomial ofG (x ), whereG (x ) is the defining
equation of a smooth projective hypersurface. Then the rational period integral of a smooth projective
hypersurface XG , which was extensively studied by Griffiths and Dwork, can be interpreted as the
period integral of ρS (see subsection 4.3).
We remark that studying a non-trivial period integral of a Lie algebra representation of a non-abelian
Lie algebra would be a very interesting question, though we limit all the examples to the abelian case
in this article.
2.2. Cochainmap attached to a period integral
We now explain our strategy to study period integrals, assuming such a nonzero period integral C is
given. Themain idea is to enhance the |-linear mapC : A→ | to the cochain complex level (we do this
in this subsection) and develop an infinity homotopy theory (see section 3) by analyzing the failure of
C to be an algebra homomorphism systematically. In this paper, the relevant homotopy theory will be
the L∞-homotopy theory (this fact is related to the assumption that A is a commutative |-algebra).
Let C : A → | be a nontrivial period integral attached to ρ : g→ End|(A). We will construct a cochain
complex (A , ·,K ) = (Aρ , ·,Kρ ) with super-commutative product · whose degree 0 part is A, and a
cochain map C : (A ,K ) → (|,0), where we view (|,0) as a cochain complex which has only degree
0 part and zero differential.
Let α1, · · · ,αn be a |-basis of g where n is the dimension of g. We consider g as a Z-graded |-vector
space with only degree 0 part. Then g[1] is a Z-graded |-vector space with only degree -1 part. Let
η1, · · · ,ηn be the |-basis of g[1] corresponding to α1, · · · ,αn , so that they have degree -1. We consider
the following Z-graded super-commutiave algebra
S(g[1]) = T (g[1])/J (2.4)
where T (g[1]) is the tensor algebra of g[1] and J is the ideal of T (g[1]) generated by the elements of
the form x ⊗ y − (−1)|x |·|y |y ⊗ x with x ,y ∈ T (g[1]). Note that |x | here means the degree of x . We can
also view A as a Z-graded |-algebra concentrated in degree zero part. Then we define the Z-graded
|-algebraAρ as the supersymmetric tensor product of A and S(g[1]).
Proposition 2.1. The |-algebraA =Aρ is a Z-graded super-commutative algebra and we have a de-
composition ofA into
A −n ⊕A −(n−1)⊕ ·· · ⊕A −1⊕A 0
whereAm is the |-subspace ofA consisting of degree m elements, withA 0 =A.
Proof. The fact that A is super-commutative (xy = (−1)|x |·|y |y x for every homogeneous x ,y ∈ A )
follows from the construction. It is clear that η2i = 0 for i = 1, · · · ,n , since 2η2i = 0 (recall that η1, · · · ,ηn
is a |-basis of g[1]whose degree is -1) and the characteristic of | is not 2. Therefore the smallest degree
which the elements ofA can have is −n (for example, η1 · · ·η2 · · ·ηn has degree −n).
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Now we construct a differential K = Kρ coming from the Lie algebra representation ρ;
Kρ :Am →Am+1,
wherem ∈Z. Define
Kρ =
n∑
i=1
ραi ⊗
∂
∂ ηi
− I ⊗
n∑
i ,j ,k=1
1
2
f i j
kηk
∂
∂ ηi
∂
∂ ηj
:Am →Am+1, (2.5)
where { f i j k } ∈ | are the structure constants of the Lie algebra g defined by the relation [αi ,αj ] =∑n
k=1 f i j
kαk and ραi = ρ(αi ). Note that ραi only acts on the degree zero part A = A 0 via the rep-
resentation ρ and the partial derivative operator ∂
∂ ηi
increases degree 1, since ηi has degree -1. We
shall often omit the tensor product symbol in the expression of Kρ . Next, we show that Kρ is actually
a differential ofAρ .
Proposition 2.2. We have that K 2ρ = 0 and Kρ(1A ) = 0.
Proof. This follows from the fact thatρ : g→ End|(A) is a Lie algebra representation.
We extend our period map C : A → | to C :A → | by setting C (x ) =C (x ) if x ∈A 0 = A andC (x ) = 0
otherwise.
Proposition 2.3. We can extend any period map C attached to ρ to a cochain mapC from (Aρ ,Kρ) to
(|,0), i.e.C ◦Kρ = 0.
Proof. Note that A =A 0ρ . We only have to check C (Kρ(x )) = 0 when Kρ(x ) ∈ A =A 0ρ . Let us write the
general element x inA −1ρ as
x =
n∑
i=1
Fi ·ηi , where Fi ∈ A.
ThenKρ(x ) =
∑n
i=1ρ(αi )(Fi )∈ A. By the definition of the period integral attached toρ, we immediately
see thatC (Kρ (x )) = 0 for any x ∈A −1ρ .
Example 2.3. We illustrate the above construction for Example 2.2. In this case, the cochain complex
Aρ with super-commutative product, associated to ρ =ρS(x ), is given by
Aρ =R[x ][η], η2 = 0, ηx = xη,
where η is an element of degree -1 (the so-called ghost component). ThenAmρ = 0 unlessm = 0,−1.
The differential Kρ is given by
Kρ =ρ(α)
∂
∂ η
=

∂
∂ x
+
∂ S(x )
∂ x

∂
∂ η
.
The period integral C in (2.3) can be enhanced to a cochain map C : (Aρ , ·,Kρ )→ (R, ·,0) by Proposi-
tion 2.3. Then C induces the map C : HK (Aρ)→ R, where HK (Aρ) = ⊕i≤0H iK (Aρ) with i -th degree
cohomology H iK (Aρ) of (Aρ ,Kρ ). Then it turns out that HK (Aρ) = H0(Aρ) and is a finite dimen-
sional R-vector space of dimension equal to the degree of ∂ S(x )
∂ x
. In section 3, we will provide a general
machinery to understand important properties (correlations and deformations) of such an enhanced
period integral C by using L∞-homotopy theory. We refer to subsection 4.1 for a detailed analysis of
Example 2.3 via L∞-homotopy theory.
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When we study the period integral of a Lie algebra representation ρ of g, we are particularly inter-
ested in the case where ρ(α) is a differential operator of order n for α ∈ g. Recall the definition of
Grothendieck:
Definition 2.2. LetA be a unitalZ-graded |-algebra. Letπ ∈ End|(A ). We callπ a differential operator
of order n, if n is the smallest positive integer such that ℓπn 6= 0 and ℓπn+1 = 0, where
ℓπn (x1,x2, · · · ,xn ) = [[· · · [[π,Lx1 ],Lx2 ], · · · ],Lxn ](1A ),
for x1, · · · ,xn ∈ A . Here Lx :A →A is left multiplication by x , and the commutator [L,L′] := L · L′ −
(−1)|L|·|L′|L′ · L ∈ End|(A ), and 1A is the identity element ofA .
If the Lie algebra g is non-abelian, then Kρ for its arbitrary Lie algebra representation ρ has order at
least 2, because of the term ∂
∂ ηi
∂
∂ ηj
in (2.5). In general, Kρ for any Lie algebra representation ρ has
order at least the order of ρ(αi )+ 1 for any αi ∈ g, because of the term ρ(αi ) ∂∂ ηi in (2.5).
2.3. The origin of the cochain complex associated to ρ
In subsection 2.2, we constructed a cochain complex (Aρ ,Kρ ) associated to ρ and explained how to
enhance the period integral C of ρ to a cochain mapC . This can be seen as a degree-twisted cochain
complex of the (homology version of) the Chevalley-Eilenberg complex in [5]; see Proposition 2.4. For
a given Lie algebra representation ρ, there are two kinds of standard complexes, the cochain complex
for the Lie algebra cohomology Hk (g,A) and the chain complex for the Lie algebra homologyHk (g,A).
It will be crucial to use the Lie algebra homology complex instead of the cohomology complex for our
analysis of period integrals, for which we will explain the reason.
We briefly recall the Chevalley-Eilenberg complex for cohomology. We define a Z-graded vector space
C (g;ρ) =
⊕
p≥0
Cp (g;ρ), where Cp (g;ρ) := A ⊗| Λpg∗.
If β ∈ g∗ =Hom|(g,|), define ε(β ) :Λpg∗→Λp+1g∗, for any integer p ≥ 0, by wedging with β :
ε(β )ω= β ∧ω.
Similarly, if X ∈ g, then define ι(X ) :Λpg∗→ Λp−1g∗, for any integer p ≥ 1, by contracting with X :
ι(X )β = β (X ), for β ∈ g∗
and extending it as an odd derivation
ι(X )(α∧β ) = ι(X )α∧β +(−1)|α|α∧ ι(X )β
to the exterior algebra Λ•g∗ of g∗. Here α ∈ Λpg∗ if and only if |α|= p . Notice that ε(α)ι(X )+ ι(X )ε(α) =
α(X ) id. If we let {αi } and {β i } be canonically dual bases for g and g∗ respectively, then it is well-known
that the Chevalley-Eilenberg differential on C (g;ρ) can be written as
dρ = d =
∑
i
ρ(αi )⊗ε(β i )− id⊗
1
2
∑
i ,j ,k
f ki j · ι(αk )ε(β i )ε(β j ) :Cp (g;ρ)→Cp+1(g;ρ). (2.6)
This construction gives the cochain complex (C (g;ρ),dρ ), called the Chevalley-Eilenberg complex at-
tached to ρ, which computes the Lie algebra cohomology of ρ. If one compares dρ with Kρ , then the
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wedging operator ε(β i ) corresponds to ∂
∂ ηi
and the contracting operator ι(αk ) corresponds to multi-
plication by ηk . Note that the Chevalley-Eilenberg complex is obtained by adding degree 1 elements
{β i } to A and the cochain complex (Aρ ,Kρ) is obtained by adding degree -1 elements {ηi } to A. Thus
C (g;ρ) has no negative degree components andAρ has no positive degree components. This duality
between Kρ and dρ leads us to prove that (Aρ ,Kρ) is, in fact, a degree-twisted version of the Lie alge-
bra homology Chevalley-Eilenberg complex. In proving such a result, we also briefly recall the (dual)
Chevalley-Eilenberg complex which computes the Lie algebra homology; we consider aZ-graded vec-
tor space
E (g;ρ) =
⊕
p≥0
Ep (g;ρ), where Ep (g;ρ) := A ⊗| Λpg,
and equip it with the differential δρ defined by
δρ (a ⊗ (x1 ∧ · · · ∧xn )) =
n∑
i=1
(−1)i+1ρ(x i )(a )⊗ (x1 ∧ · · · ∧ xˆ i ∧ · · · ,∧xn )
+
∑
1≤i<j≤n
(−1)i+j a ⊗ ([x i ,x j ]∧x1 ∧ · · · ∧ xˆ i ∧ · · · ∧ xˆ j ∧ · · · ∧xn ).
(2.7)
Then we twist 13 the degree of the chain complex E (g;ρ) in order to make a cochain complex E˜ (g;ρ) =⊕
p≤0 E˜
p (g;ρ);
E˜ p (g;ρ) := E−p (g;ρ), p ≤ 0.
Then E˜ (g;ρ) has only negative degrees up to the |-dimension of g and becomes a cochain complex.
Proposition 2.4. The cochain complex (Aρ ,Kρ ) is isomorphic to the cochain complex (E˜ (g;ρ),δρ ).
Proof. If we denote a |-basis of g by α1, · · · ,αn , the |-linear map sending αi to ηi , for each i = 1, · · · ,n ,
clearly defines anA-module isomorphism (a |-vector space isomorphism, in particular). The commu-
tativity with differentials follows from a direct comparison between (2.5) and (2.7).
Since we assume that A has a commutative associative product in addition to the module structure,
this induces a natural super-commutative product on E˜ (g;ρ), i.e. the tensor product algebra of A and
the alternating algebra Λ•g. Then it is clear that the module isomorphism in Proposition 2.4 also re-
spects the algebra structure. The binary product of A has important information about correlation of
period integrals.
The Chevalley-Eilenberg complex (E (g;ρ),dρ ) has been studied more often by algebraic topologists
and algebraic geometers rather than (E (g;ρ),δρ ) (or equivalently (Aρ ,Kρ )).14 But, in our theory, (E (g;ρ),δρ )
is more useful and the failure of Kρ being a derivation will play a key role in deriving an L∞-algebra
from (Aρ , ·,Kρ ) by the descendant functor (in Section 3) and studying the corresponding formal defor-
mation theory.
We add a simple justification why (Aρ , ·,Kρ ) is more suitable than (C (g;ρ),∧,dρ ) for understanding
the period integral C of ρ. Observe that we can similarly enhance C : A → | to a cochain map C ′ :
(C (g;ρ),dρ ) → (|,0) by setting C ′(x ) = C (x ) if x ∈ C 0(g;ρ) = A and C ′(x ) = 0 otherwise; note that
13 The degree twisting is needed for consistency with degree convention of the L∞-morphisms which we will consider in
Section 3; we want our L∞-morphisms have degree 1 instead of -1.
14 For example, the Chevalley-Eilenberg complex C (g;ρy ·G (x )) of the quantum Jacobian Lie algebra representation ρy ·G (x ) in
(2.2) where q 1 = y ,q 2 = x0,q 3 = x2, · · · ,qm = xn andG (x ) is a defining polynomial of a smooth projective hypersurface XG of
dimension n −1, turns out to be the algebraic Dwork complex studied in several articles, including [1], and [13].
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C ′ ◦ dρ = 0 merely by the definition of C ′. But this cochain map C ′ loses the key information of the
period integral C ; we illustrate this by using the toy example 2.1. The induced map of C ′ on the 0-
th cohomology H0(g,A) = H0dρ (C (g;ρ)) contains all the information of C . In Example 2.1, we see that
H0(g,A) := ker(dρ)∩C 0(g;ρ) = 0, since the differential equation
∂ f (x )
∂ x
−x f (x ) = 0
does not have a non-zero solution in A = |[x ]. This means that the map C ′ : H •(g,A) → R induced
from the cochain mapC ′ is zero; so it is not a good cochain level realization of C in (2.1). On the other
hand, the 0-th cohomology H0Kρ (Aρ) is isomorphic to the |-vector space |[x ]/Nρ , where
Nρ = {
∂ f (x )
∂ x
−x f (x ) : f (x ) ∈ |[x ]}.
The induced map C of C on the cohomology |[x ]/Nρ has substantial information about C . This
justifies our use of the (twisted) homological version (Aρ ,Kρ) of the Chevalley-Eilenberg complex
rather than the cohomological version.
3. The descendant functor and homotopy invariants
This section is about the general theory of the descendant functor from the category C| to the cate-
gory L| of L∞-algebras over |. This theory will provide the general strategy for analyzing the period
integrals of a Lie algebra representation and its associated cochain complex and cochain map via L∞-
homotopy theory.
3.1. Why descendant functors?
Here we explain how the notion of a descendant functor arises in the study of period integrals of Lie
algebra representations. This provides the general framework behind themain theorems of this paper.
Let | be a field of characteristic 0 and g be a finite dimensional Lie algebra over |. Let ρ : g→ End|(A)
be a |-linear representation of g, where A is a commutative associative |-algebra, such that ρ(g ) acts
on A as a linear differential operator for all g ∈ g. We called a |-linear map C : A → | a period integral
attached to ρ : g→ End|(A), ifC (x ) = 0 for every x ∈Nρ :=
∑
g∈g imρ(g ). Hence such a period integral
C induces a map PC : A/Nρ → |. Two closely related properties of our period integrals are that, in
general,
(i) C : A→ | fails to be an algebra homomorphism,
(ii)Nρ fails to be an ideal of A.
The descendant functor Des is designed to provide a general framework to understand such period
integrals and their higher structures by exploiting those failures and successive failures systemati-
cally. The domain category of Des is the category C| and the target category is the category L| of
L∞-algebras over |.
The category C| is defined such that objects are triples (A , · ,K ), where the pair (A , · ) is a Z-graded
super-commutative associative |-algebra while the pair (A ,K ) is a cochain complex over |, andmor-
phisms are cochain maps. We note that two of the salient properties of the category C| are that
(i) morphisms are not required to be algebra homomorphisms,
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(ii) the differential andmultiplication in an object have no compatibility condition.
Then the functorDes :C|→L| takes
(i) a morphism f in C| to an L∞-morphismφ
f =φ
f
1 ,φ
f
2 ,φ
f
3 , · · · , whereφ
f
1 = f andφ
f
2 ,φ
f
3 , · · · measure
the failure and higher failures of f being an algebra homomorphism,
(ii) an object (A , · ,K ) in C| to an L∞-algebra (A ,ℓK = ℓK1 ,ℓK2 ,ℓK3 , · · · ), where ℓK1 = K and ℓK2 ,ℓK3 , · · ·
measure the failure and higher failures of K being a derivation of the multiplication inA .
Morphisms in both categories C| andL| come with a natural notion of homotopy and the descendant
functor induces a well defined functor from the homotopy category hC| to the homotopy category
hL|. We sometimes use =⇒ to denote the descendant functor Des : C| =⇒ L|. The exposition given
here regardingDes is only a sketch and we refer to [19] for a full treatment.
The general construction, developed in subsection 2.2, associates to a representation ρ : g→ End|(A)
an object (Aρ , · ,Kρ ) of the category C| such that the subalgebraA 0ρ is isomorphic to A and the 0-th
cohomology H0K (Aρ) of the cochain complex (Aρ ,Kr ) is isomorphic to the quotient A/Nρ . Then, a
period integral C : A → | attached to ρ gives a morphism C up to homotopy (see Proposition 2.3)
from the object (Aρ , · ,Kρ ) onto the initial object (|, ·,0) of the category C|, i.e. C is a |-linear map of
degree 0 fromA onto | such that C ◦ K = 0. We then realize the period map P ρC : A/Nρ → | by the
following commutative diagram
HK (Aρ)
f
$$❍
❍❍
❍❍
❍❍
❍❍
PC (0) // |
Aρ
C
??
⑧
⑧⑧
⑧
⑧⑧
⑧⑧
where f is a cochain quasi-isomorphism from HK (Aρ), considered as a cochain complex with zero
differential, into the cochain complex (A ,K )ρ which induces the identity map on cohomology. Note
thatPC (0) := f ◦C :HK (Aρ)→ | depends only on the cochain homotopy types of f andC . Note also
thatPC (0) is a zero map onH iK (Aρ) unless i = 0 so that it can be identified withP
ρ
C via isomorphism
betweenH0K (Aρ) and A/Nρ .
Our general framework together with various propositions will allow us to enhance the above com-
mutative diagram as follows;
S

HK (Aρ)

ϕ
%%
κ
// |
S

Aρ
 φC
==
where S(V ) is the super-commutative algebra of V (see (2.4)) and the dotted arrows are the following
L∞-morphisms
1. the L∞-morphism φ
C =φC1 ,φ
C
2 , · · · is the descendantDes(C ) ofC such thatφC1 =C ,
2. ϕ =ϕ1,ϕ2, · · · is an L∞-quasi-isomorphism fromHK (Aρ) considered as a zero L∞-algebra into the
L∞-algebraDes(Aρ) such thatϕ1 = f .
3. the L∞-morphism κ = κ1,κ2, · · · is the composition φC •ϕ in L| such that κ1 = φC1 ◦ϕ1 =PC (0) :
HK (Aρ)→ |.
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Note that the L∞-morphismφC =Des(C ) is determined byC , while there are many different choices
of L∞-quasi-isomorphismϕ. One of ourmain theorem shows that L∞-morphism κ :=φ
C •ϕ depends
only on the cochain homotopy type ofC and the L∞-homotopy type of ϕ.
3.2. Explicit description of the homotopy descendant functor
Herewe shall give details about thehomotopy descendant functor from the homotopy category of C| to
the homotopy category ofL| of L∞-algebras over | by using the binary product as a crucial ingredient.
When the representation space of ρ has an associative and commutative binary product, (Aρ ,Kρ )
attached to a Lie algebra representation ρ also has a |-algebra structure. This implies that (Aρ , ·,Kρ )
and a period integralC : (Aρ , ·,Kρ )→ (|, ·,0) is an object and amorphism of C| respectively.
An L∞-algebra structure on A is a sequence of |-linear maps ℓ = ℓ1,ℓ2, · · · such that ℓn : Sn (A ) →
A satisfy certain relations (see Definition 5.3) and an L∞-morphism from an L∞-algebra (A ,ℓ) to
another L∞-algebra (A ′,ℓ′) is a sequence of |-linear maps φ =φ1,φ2, · · · such that φn : Sn (A )→A ′
satisfy certain relations (see Definition 5.4). We use a variant of the standard L∞-algebra such that
every |-linear map ℓn for n = 1,2, · · · , is of degree 1. See subsection 5.2 for our presentation of L∞-
algebras, L∞-morphisms, and L∞-homotopies (suitable for the purpose of describing correlations),
which is based on partitions of {1,2, · · · ,n},
As we already indicated, our algebraic analysis is based on two facts: the differential K is not a |-
derivation of the (super-commutative) product ofA and the cochainmap (period integral) f : (A , ·,K )→
(|, ·,0) is not a |-algebra map in general. Therefore it is natural to propose the following definition for
ℓK1 :A →A and ℓK2 :S2(A )→A :
ℓK1 (x ) =Kx ,
ℓK2 (x ,y ) =K (x · y )−Kx · y − (−1)|x |x ·Ky .
(3.1)
so that ℓK2 measures the failure of K to be a derivation of the product. In the case of morphisms, we
propose the following definition for φ
f
1 :A →A ′,φ
f
2 :S
2(A )→A ′ in the same vein:
φ
f
1 (x ) = f (x ),
φ
f
2 (x ,y ) = f (x · y )− f (x ) · f (y ),
(3.2)
so that φ f2 measures the failure of f being an algebra map. But then there would be many choices
for how to measure higher failures15 , i.e. how to define ℓK3 ,ℓ
K
4 , · · · and φ
f
3 ,φ
f
4 , · · · in a systematic way.
We provide one particular way so that resulting ℓK becomes an L∞-algebra and φ
f becomes an L∞-
morphism in a functorial way; see Theorem 3.1. For the definition of the descendant functor, let us
set up some notation related to partitions. A partition π = B1 ∪ B2 ∪ · · · of the set [n ] = {1,2, · · · ,n} is a
decomposition of [n ] into a pairwise disjoint non-empty subsets Bi , called blocks. Blocks are ordered
by the minimum element of each block and each block is ordered by the ordering induced from the
ordering of natural numbers. The notation |π| means the number of blocks in a partition π and |B |
15 A homotopy associative algebra (so called, A∞-algebra) can be also used as a target category; we can construct a A∞-
descendant functor from C| to the category of A∞-algebras over |, which even works if we drop the super-commutativity of
the multiplication in an object of the category C|. The descendant functor is a more general notion; we recently found that
the pseudo character (a generalization of the trace of a group representation) is also a sort of a descendant which measures
different higher failures. But we limit our study only to L∞-descendant functor in this article.
24 Jae-Suk Park, Jeehoon Park
means the size of the block B . If k and k ′ belong to the same block in π, then we use the notation
k ∼π k ′. Otherwise, we use k ≁π k ′. Let P(n ) be the set of all partitions of [n ]. We refer to the appendix
for more details regarding the partition P(n ) appearing in the following definition.
Definition 3.1. For a given object (A , ·,K ) in C|, we defineDes (A , ·,K ) = (A ,ℓK ), where ℓK = ℓK1 ,ℓK2 , · · ·
is the family of linear maps ℓKn :S
n (A )→A , inductively defined by the formula16
K (x1 · · ·xn ) =
∑
π∈P(n )
|Bi |=n−|π|+1
ε(π, i ) ·xB1 · · ·xBi−1 · ℓK (xBi ) ·xBi+1 · · ·xB |π| , (3.3)
for any homogeneous elements x1,x2, · · · ,xn ∈A . Here we use the the following notation:
xB = x j1 ⊗ ·· · ⊗x jr if B = {j1, · · · , jr },
ℓ(xB ) = ℓr (x j1 , · · · ,x jr ) if B = {j1, · · · , jr },
ε(π, i ) = ε(π)(−1)|xB1 |+···+|xBi−1 |.
For a given morphism f : (A , ·,K )→ (A ′, ·,K ′) in C|, we define a morphismDes(f ) as the family φ f =
φ
f
1 ,φ
f
2 , · · · constructed inductively as
f (x1 · · ·xn ) =
∑
π∈P(n )
ε(π)φ f (xB1 ) · · ·φ f (xB |π| ), n ≥ 1, (3.4)
where φ f (xB ) = φ
f
r (x j1 , · · · ,x jr ) if B = {j1, · · · , jr }, 1 ≤ j1, · · · , jr ≤ n, for any homogeneous elements
x1, · · · ,xn ∈A . Here φ fn : Sn (A )→A ′ is a |-linear map defined on the super-commutative symmetric
product ofA .
Remark 3.1. Wewill call the aboveDes (A , ·,K ) andDes(f ) a descendant L∞-algebra and a descendant
L∞-morphism respectively. These descendant L∞-structures will appear in the study of the period
integrals of smooth projective hypersurfaces. Note that not every L∞-algebra over | is a descendant
L∞-algebra over |; for example, an inducedminimal L∞-algebra structure on the cohomology HK (A )
of a descendant L∞-algebra (A ,ℓK ) is always trivial; see Proposition 3.1.
According to the definition, we have (3.1). For n ≥ 2, the following holds:
ℓKn (x1, · · · ,xn−1,xn ) = ℓKn−1(x1, · · · ,xn−2,xn−1 ·xn )
−ℓKn−1(x1, · · · ,xn−1) ·xn − (−1)|xn−1|(1+|x1 |+···+|xn−2|)xn−1 · ℓKn−1(x1, · · · ,xn−2,xn ).
IfA has a unit 1A and K (1A ) = 0, then one can also easily check that
ℓKn (x1,x2, · · · ,xn ) = [[· · · [[K ,Lx1 ],Lx2 ], · · · ],Lxn ](1A ) (3.5)
for any homogeneous elements x1,x2, · · · ,xn ∈ A . Here Lx : A → A is left multiplication by x and
[L,L′] := L · L′− (−1)|L|·|L′|L′ · L ∈ End|(A ), where |L|means the degree of L.
16 This is a sumover all π ∈P(n)which have a block Bi of the given size, andmoreover if there ismore than one such block,
then we sum over each of choice of such a block. Note that ε(π) depends on x = (x1 , · · · ,xn ), even though x is omitted for the
sake of the notational simplicity. Such a dependence is explained in the appendix.
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Unravelling the definition also shows (3.2). For n ≥ 2, we have
φ fn (x1, · · · ,xn ) =φ
f
n−1(x1, · · · ,xn−2,xn−1 ·xn )−
∑
π∈P(n ),|π|=2
n−1≁πn
φ f (xB1 ) ·φ f (xB2 ).
Let ArtZ
|
denote the category of unital Z-graded commutative Artinian local |-algebras with residue
field |. Let γ ∈ (ma ⊗A )0, where a ∈ Ob(ArtZ| ), and let ma denote the unique maximal ideal of a; the
tensor product ma⊗A also has a natural induced Z-grading and (ma⊗A )n denotes the |-subspace
of homogeneous elements of degree n .
Lemma 3.1. For every γ ∈ (ma ⊗A )0 and for any homogeneous element λ ∈ a ⊗A whenever a ∈
Ob(ArtZ
|
), we have identities in a⊗A ;
K (e γ− 1) = e γ · LK (γ), (3.6)
where LK (γ) =
∑
n≥1
1
n !ℓ
K
n (γ, · · · ,γ), and
K (λ · e γ) = LKγ (λ) · e γ+(−1)|λ|λ ·K (e γ− 1), (3.7)
where LKγ (λ) := Kλ+ ℓ
K
2
 
γ,λ

+
∑∞
n=3
1
(n−1)!ℓ
K
n
 
γ, · · · ,γ,λ.
Proof. Note that we use the following notation (see Definition 5.1);
ℓKn
 
a 1⊗ v1, · · · ,an ⊗ vn

= (−1)|a 1 |+|a 2 |(1+|v1 |)+···+|an |(1+|v1 |+···+|vn−1 |)a 1 · · ·an ⊗ ℓKn (v1, · · · ,vn )
for a i ⊗ vi ∈ (ma⊗A )0 with i = 1,2, · · · ,n . Hecne the above infinite sum is actually a finite sum, since
ma is a nilpotent |-algebra. Then the first formula follows from a simple combinatorial computation
by plugging in γ =
∑n
i=1a i ⊗ vi ; the reader may regard (3.6) as an alternative definition of the L∞-
descendant algebra (A ,ℓK ).
For the second equality, let a= |[ǫ]/(ǫ2)be the ring of dual numbers, which is an object ofArtZ
|
. Denote
the power series e X − 1 by P(X ) and let P ′(X ) = e X be the formal derivative of P(X ) with respect to X .
Then it is easy to check that P(γ+ ǫ ·λ) = P(γ)+ (ǫ ·λ) ·P ′(γ) for ǫ ·λ ∈ (a⊗A )0. This says that
P ′(γ+ ǫ ·λ) · LK (γ+ ǫ ·λ) = K  P(γ+ ǫ ·λ) by (3.6)
= K (P(γ))+K
 
(ǫ ·λ) ·P ′(γ)
= P ′(γ) · LK (γ)+K  (ǫ ·λ) ·P ′(γ) by (3.6).
On the other hand, we have that
P ′(γ+ ǫ ·λ) · LK (γ+ ǫ ·λ) = P ′(γ) · LK (γ)+ (ε ·λ) ·P ′(γ) · LK (γ)+P ′(γ) · LKγ (ǫ ·λ)
where LKγ (ǫ ·λ) = K (ǫ ·λ)+
∑∞
n=2
1
(n−1)!ℓ
K
n
 
γ, · · · ,γ, (ǫ ·λ). By comparison, we get that
K
 
(ǫ ·λ) ·P ′(γ) = (ǫ ·λ) ·P ′(γ) · LK (γ)+P ′(γ) · LKγ (ǫ ·λ)
= LKγ (ǫ ·λ) ·P ′(γ)+ (ǫ ·λ) ·K (P(γ)).
Then this implies the second identity according to our sign convention.
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Lemma 3.2. The descendants ℓK define an L∞-algebra structure over | onA .
Proof. For every γ ∈ (ma⊗A )0, we consider LK (γ) =
∑
n≥1
1
n !ℓ
K
n (γ, · · · ,γ). Then (3.6) says that
K (e γ − 1) = e γ · LK (γ) = LK (γ) · e γ.
Applying K to the above, we obtain that
0= K

LK (γ) · e γ

= LKγ (L
K (γ)) · e γ− LK (γ) ·K (e γ − 1)
= LKγ (L
K (γ)) · e γ,
where we have used K 2 = 0 for the 1st equality. The 2nd equality follows from Lemma 3.1 and the
3rd equality results from the fact that LK (γ) · K (e γ − 1) = LK (γ)2 · e γ vanishes, since LK (γ)2 = 0 by the
super-commutativity of the product (note that LK (γ) has degree 1). Hence the following expression
χ(γ) := LKγ (L
K (γ)) = K (LK (γ))+ ℓK2
 
γ,LK (γ)

+
∞∑
n=3
1
(n − 1)!ℓ
K
n
 
γ, · · · ,γ,LK (γ)
vanishes for every γ ∈ (ma⊗A )0 whenever a ∈ Ob(ArtZ| ). We then consider a scaling γ→ λ · γ, λ ∈ |∗,
and the corresponding decomposition χ(γ) = χ1(γ) +χ2(γ) +χ3(γ) + · · · such that χn (λ ·γ) = λnχn (γ),
i.e., we have for n ≥ 1
χn (γ) =
n∑
k=1
1
(n −k )!k !ℓ
K
n−k+1

ℓKk (γ, · · · ,γ),γ, · · · ,γ

.
It follows that χn (γ) = 0, for all n ≥ 1 and for all γ ∈ (ma ⊗A )0 and every a ∈ Ob(ArtZ| ). Hence A ,ℓK ,1A  is an L∞-algebra over | by Definition 5.1.
Lemma 3.3. For every γ∈ (ma⊗A )0 and for any homogeneous element λ ∈ a⊗A , We have identities in
a⊗A ;
f (e γ− 1) = e Φ f (γ)− 1, (3.8)
where Φ f (γ) =
∑
n≥1
1
n !φ
f
n (γ, · · · ,γ), and
f (λ · e γ) = Φ fγ (λ) · e Φ
f (γ), (3.9)
where Φ
f
γ (λ) :=φ
f
1 (λ)+
∑∞
n=2
1
(n−1)!φ
f
n
 
γ, · · · ,γ,λ.
Proof. Recall the sign convention from Definition 5.2;
φn
 
a 1⊗ v1, · · · ,an ⊗ vn

= (−1)|a 2 ||v1 |+···+|an |(|v1 |+···+|vn−1 |)a 1 · · ·an ⊗φn (v1, · · · ,vn ) .
for a i ⊗ vi ∈ (ma⊗A )0 with i = 1,2, · · · ,n , whenever a ∈ Ob(ArtZ| ). The first equality is a simple com-
binatorial reformulation of Definition 3.1 with the above sign convention. We leave this as an exercise
(plug in γ=
∑n
i=1a i ⊗ vi ); the reader can regard (3.8) as an alternative definition of a descendant L∞-
morphism φ f .
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Again, let a = |[ǫ]/(ǫ2) ∈ Ob(ArtZ
|
) be the ring of dual numbers. Denote the power series e X − 1 by
P(X ) and let P ′(X ) = e X be the formal derivative of P(X ) with respect to X . Note that P(γ+ ǫ · λ) =
P(γ)+ (ǫ ·λ) ·P ′(γ) for ǫ ·λ∈ (a⊗A )0. Inside a⊗A we have that
f (P(γ))+ f
 
(ǫ ·λ) ·P ′(γ)= f  P(γ+ ǫ ·λ)= P Φ f (γ+ ǫ ·λ)
= P

Φ f (γ)+Φ fγ (ǫ ·λ)

= P(Φ f (γ))+P ′(Φ f (γ)) ·Φ fγ (ǫ ·λ).
Then this finishes the proof of (3.9).
Lemma 3.4. The descendantsφ f define an L∞-morphism from (A ,ℓK ) into (A ′,ℓK
′
).
Proof. Applying K ′ to the relation f (e γ− 1) = e Φ f (γ)− 1 in (3.8), we obtain that
f
 
K (e γ− 1)= K ′(e Φ f (γ)− 1),
where we have used K ′ f = f K . Then (3.6) implies that
f

LK (γ) · e γ

= LK
′ 
Φ f (γ)

· e Φ f (γ). (3.10)
Then (3.10) combined with (3.9) says that
Φ fγ (L
K (γ)) · e Φ f (γ) = LK ′

Φ f (γ)

· e Φ f (γ). (3.11)
Therefore the following expression
ζ(γ) :=
 
φ
f
1

LK (γ)

+
∞∑
n=2
1
(n − 1)!φ
f
n
 
γ, · · · ,γ,LK (γ)!− LK ′ ∞∑
n=1
1
n !
φ fn (γ, · · · ,γ)
!
vanishes for every γ ∈ (ma⊗A )0 whenever a∈Ob(Ak ). Thenwe consider a scaling γ→ λ ·γ, λ ∈ |∗, and
the corresponding decomposition ζ(γ) = ζ1(γ)+ζ2(γ)+ζ3(γ)+ · · · such that ζn (λ ·γ) =λnζn (γ), where
ζn (γ) =
∑
j1+j2=n
1
j1!j2!
φ f j1+1

ℓKj2
 
γ, · · · ,γ,γ, · · · ,γ
−
∞∑
r=1
∑
j1+···+jr=n
1
r !
1
j1! · · · jr !
ℓK
′
r

φ
f
j1
(γ, · · · ,γ), · · · ,φ fjr (γ, · · · ,γ)

.
It follows that ζn (γ) = 0, for all n ≥ 1 and all γ ∈ (ma ⊗A )0 whenever a ∈ Ob(ArtZ| ). Thus, by using
Definition 5.2, it follows that the sequence φ f defines an L∞-morphism between L∞-algebras.
Lemma 3.5. Let f : (A ,K )→ (A ′,K ′) and f ′ : (A ′,K ′)→ (A ′′,K ′′) be two morphisms in C|. Then we
have
φ f
′◦ f =φ f
′ •φ f ,
where • is the composition of L∞-morphisms (see Definition 5.5).
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Proof. Consider γ∈ (ma⊗A )0 whenever a∈Ob(ArtZ| ). Then (3.8) implies that
e Φ
f ′
 
Φ f (γ)

− 1= f ′(e Φ f (γ)− 1) = (f ′ ◦ f ) e γ− 1= e Φ f ′◦ f (γ)− 1.
Therefore, if we set X (γ) = Φ f ′
 
Φ f (γ)

and Y (γ) = Φ f ′◦ f (γ), then we have X (γ) = Y (γ) for every γ ∈
(ma⊗A )0. Consider the decomposition X (γ) = X1(γ)+X2(γ)+ · · · and Y (γ) = Y1(γ)+Y2(γ)+ · · · , where
Xn (λ ·γ) =λn ·Xn (γ) and Yn (λ ·γ) = λn ·Yn (γ), λ∈ |∗. Then Xn (γ) = Yn (γ) for all n ≥ 1. The equality (3.8)
implies that
Yn (γ) =
1
n !
φ f
′◦ f
n (γ, · · · ,γ).
The direct computation gives us that
Xn (γ) =
∞∑
r=1
∑
j1+···+jr=n
1
r !
1
j1! · · · jr !
φ f
′
r

φj1(γ, · · · ,γ), · · · ,φjr (γ, · · · ,γ)

≡ 1
n !

φ f
′ •φ f

n
(γ, · · · ,γ)
We hence conclude that φ
f ′◦ f
n (γ, · · · ,γ) =

φ f
′ •φ f

n
(γ, · · · ,γ) for all n ≥ 1. It follows that φ f ′◦ f =
φ f
′ •φ f .
Now we turn our attention to cochain homotopies in C| and L∞-homotopies in L|.
Definition 3.2. Two morphisms f : (A , ·,K )→ (A ′, ·,K ′) and f˜ : (A , ·,K )→ (A ′, ·,K ′) in C| are called
homotopic, denoted by f ∼ f˜ , if there is a polynomial family F (τ) : (A , ·,K ) → (A ′, ·,K ′) in τ of mor-
phisms with F (0) = f and F (1) = f˜ satisfying
∂
∂ τ
F (τ) = K ′σ(τ)+σ(τ)K (3.12)
for some polynomial familyσ(τ) in τ belonging toHom(A ,A ′)−1.In this case, we callσ(τ) a homotopy
between f and f ′.
Definition 3.3. Given twomorphisms f : (A , ·,K )→ (A ′, ·,K ′) and f˜ : (A , ·,K )→ (A ′, ·,K ′) inC|, and a
homotopyσ=σ(τ) and a polynomial family F = F (τ) as in (3.12), we define the descendant homotopy
λn =λ
F,σ
n ∈Hom(SnA ,A ′)−1 for each n ≥ 1, by the following formula
σ(e γ− 1) = e ΦF (γ) ·ΛF,σ(γ), (3.13)
where ΛF,σ(γ) :=
∑∞
n=1
1
n !
λn (γ, · · · ,γ) and γ ∈ (ma⊗A )0 whenever a∈Ob(ArtZ| ).
Compare the formula (3.13) with the formula (3.6) for the descendant L∞-algebra and the formula
(3.8) for the descendant L∞-morphism.
Lemma 3.6. Let f , f˜ : (A ,K , ·) → (A ′,K ′, ·) be morphisms which are homotopic in C| in the sense of
Definition 3.2. For every γ∈ (ma⊗A )0 and any homogeneous element µ∈ a⊗A , we have the following
identity in a⊗A ;
σ
 
e γ ·µ= e ΦF (γ) ·ΛF,σγ (µ)+ΦFγ (µ) ·ΛF,σ(γ), (3.14)
where ΛF,σγ (µ) =λ1(µ)+
∑∞
n=2
1
(n−1)!λn
 
γ, · · · ,γ,µ.
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Proof. Again, let a= |[ǫ]/(ǫ2) ∈Ob(ArtZ
|
) be the ring of dual numbers. Denote the power series e X − 1
by P(X ) and let P ′(X ) = e X be the formal derivative of P(X ) with respect to X . For ǫ ·µ ∈ (a⊗A )0, we
have the following identities in a⊗A
σ
 
P(γ)

+σ
 
P ′(γ) · ǫµ=σ  P(γ+ ǫ ·µ)
= P ′

ΦF (γ+ ǫ ·µ)

·ΛF,σ(γ+ ǫ ·µ)
=

P ′

ΦF (γ)

+P ′

ΦFγ (ǫ ·µ)

− 1

·

ΛF,σ(γ)+ΛF,σγ (ǫ ·µ)

=σ
 
P(γ)

+P ′

ΦFγ (ǫ ·µ)

ΛF,σ(γ)+P ′

ΦF (γ)

ΛF,σγ (ǫ ·µ)−ΛF,σ(γ).
This translates into
σ
 
P ′(γ) · ǫµ= P ′ΦFγ (ǫ ·µ)ΛF,σ(γ)+P ′ ΦF (γ)ΛF,σγ (ǫ ·µ)−ΛF,σ(γ).
Then (3.14) follows from this computation combined with our sign convention.
Lemma 3.7. The descendants of morphisms which are homotopic in C| are L∞-homotopic in the sense
of definition 5.9.
Proof. By Definition 3.2, there is a polynomial family F (τ) in τ of morphisms with F (0) = f and F (1) =
f˜ satisfying
∂
∂ τ
F (τ) = K ′σ(τ)+σ(τ)K (3.15)
for some polynomial family σ(τ) in τ belonging to Hom(A ,A ′)−1. Recall that
ΦF (γ) =
∑
n≥1
1
n !
φFn (γ, · · · ,γ) and F (e γ− 1) = e Φ
F (γ)− 1,
whereφF =φF (τ) =φF1 ,φ
F
2 , · · · is the descendant of F = F (τ). Then the identity (3.15) implies that
∂
∂ τ
e Φ
F (γ) = K ′σ(e γ− 1)+σK (e γ− 1) = K ′

P ′(ΦF (γ)) ·ΛF,σ(γ)

+σ(P ′(γ) · LK (γ)), (3.16)
where F = F (τ) andσ=σ(τ). The formulas (3.7) and (3.14) say that the right hand side of (3.16) is the
same as (with cancellation of middle terms due to (3.11))
LK
′
ΦF (γ)

ΛF,σ(γ)

·P ′(ΦF (γ))+P ′(ΦF (γ)) ·ΛF,σγ (LK (γ)).
The left hand side of (3.16) is the same as P ′
 
ΦF (γ)
 · ∂
∂ τ
ΦF (γ). Therefore we eventually get
∂
∂ τ
ΦF (γ) = LK
′
ΦF (γ)

ΛF,σ(γ)

+ΛF,σγ (L
K (γ)). (3.17)
Decomposing the equality (3.17) by |∗-action γ→ aγ,a ∈ |∗, we have the following form of the flow
equation appearing in Definition 5.9 of L∞-homotopy of L∞-morphisms: for every γ ∈ (ma ⊗A )0
whenever a∈Ob(ArtZ
|
)
∂
∂ τ
φFn (τ)(γ, · · · ,γ)
=
n∑
k=1
∑
j1+···+jr=n−k
1
k !
1
r !
1
j1! · · · jr !
ℓK
′
r+1

φFj1(γ, · · · ,γ), · · · ,φ
F
jr
(γ, · · · ,γ),λk (γ, · · · ,γ)

+
∑
j1+j2=n
1
j1!j2!
λj1+1

γ, · · · ,γ,ℓKj2 (γ, · · · ,γ)

,
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whereφFn (0) =φ
f
n andφFn (1) =φ
f˜
n , for all n ≥ 1.
Remark 3.2. The explicit description of L∞-homotopies in Definition 5.9, which is hard to come up
with in the literature, is motivated by our formalism of the descendant functor: we have defined L∞-
homotopy (motivated by the derivation of the equality (3.17) from the natural notion of cochain ho-
motopyσ) so thatDes becomes a homotopy functor.
Let hC| be the homotopy category of C|, i.e. objects in hC| are the same as those in C| andmorphisms
in hC| are homotopy classes of morphisms in C| in the sense of Definition 3.2. We also define the
category L| (respectively, hL|) to be the (respectively, homotopy) category of L∞-algebras over | in
the same way by using Definition 5.9 for L∞-homotopy. If we combine all of the above lemmas, we
have the following result.
Theorem 3.1. The assignmentDes is a homotopy functor from the homotopy category HC| to the ho-
motopy categoryHL, which we call the descendant functor.
The functorDes is faithful but not fully faithful; two non-isomorphic objects in C| can give isomorphic
L∞-algebras underDes, the trivial L∞-algebra (V,0) can not be a descendant L∞-algebra (unless V has
a commutative and associative binary product), and an arbitrary L∞-morphism between descendant
L∞-algebras need not be a descendant L∞-morphism.
3.3. Cohomology of a descendant L∞-algebra
Here we prove that a descendant L∞-algebra is formal in the sense of Definition 5.8. By Theorem 5.1,
on the cohomology of an L∞-algebra (V,ℓ) there is a minimal L∞-algebra structure (H ,ℓH ) together
with an L∞-morphism ϕ from H to V . If an L∞-algebra (V,ℓ) is a descendant L∞-algebra, i.e. (V,ℓ) =
(A ,ℓK ) =Des(A , ·,K ) for some object (A , ·,K ) in C|, then this minimal L∞-algebra structure on the
cohomology HK of (A ,K ) is trivial.
Proposition 3.1. Let (A , ·,K ) be an object of C| and let (A ,ℓK ) be its descendant L∞-algebra. Then the
minimal L∞-algebra structure on the cohomology HK of (A ,ℓK ) is trivial, i.e. ℓHK2 = ℓ
HK
3 = · · · = 0, and
there is an L∞-quasi-isomorphismϕH from (HK ,0) into (A ,ℓK ).
Proof. LetH =HK for simplicity. Let f :H →A be a cochain quasi-isomorphism between the cochain
complexes (H ,0) and (A ,K ), which induces the identity map on H . Note that f is defined up to
cochain homotopy. We remark that choosing f amounts to choosing a splitting of the short exact se-
quence
0→ Im K −i →Ker K i →H i → 0
for each i . Let h :A →H be a homotopy inverse to f such that h ◦ f = IH and f ◦h = IA +Kβ+βK for
some |-linear map β fromA intoA of degree −1. Let 1H = h(1A ). We need to establish that (i) the
minimal L∞-structure ν = ν2,ν3, · · · on H is trivial (we use the notation νk = ℓHKk ), i.e., ν2 = ν3 = · · ·= 0,
(ii) there is a family ϕH = ϕH1 ,ϕ
H
2 , · · · , where ϕH1 = f and ϕHk is a |-linear map from Sk (H ) intoA of
degree 0 for all k ≥ 2 such that, for all homogeneous elements a 1, · · · ,an ofH and for all n ≥ 1∑
π∈P(n )
ε(π)ℓK|π|

ϕH
 
a B1

, · · · ,ϕH  a B |π| = 0.
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We shall use mathematical induction. Set ϕH1 = f . Then we have
KϕH1 = 0.
Define a |-linear map L2 :S2(H )→A of degree 1 such that, for all homogeneous elements a 1,a 2 ∈H ,
L2
 
a 1,a 2

:= ℓK2
 
ϕH1 (a 1),ϕ
H
1 (a 2)

.
Then Im L2 ⊂Ker K ∩A by the definition of ℓK2 and thus we can define ν2 :S2(H )→H by ν2
 
a 1,a 2

:=
h ◦ L2
 
a 1,a 2

. On the other hand, it follows that h ◦ L2
 
a 1,a 2

= 0 for every homogeneous elements
a 1,a 2 ∈H , because we have
L2
 
a 1,a 2

= K
 
ϕH1 (a 1) ·ϕH1 (a 2)
−KϕH1 (a 1) ·ϕH1 (a 2)− (−1)|a 1 |ϕH1 (a 1) ·KϕH1 (a 2)
= K
 
ϕH1 (a 1) ·ϕH1 (a 2)

.
Hence ν2 = 0. From h ◦L2
 
a 1,a 2

= 0, we have 0= f ◦h ◦L2
 
a 1,a 2

= L2
 
a 1,a 2

+KϕH2 (a 1,a 2)where
ϕH2
 
a 1,a 2

:= β ◦ L2
 
a 1,a 2

is a |-linear map from S2(H ) to A of degree 0. Hence we have, for all
homogeneous a 1,a 2 ∈H ,
KϕH2
 
a 1,a 2

+ ℓK2
 
ϕH1 (a 1),ϕ
H
1 (a 2)

= 0.
Fix n ≥ 2 and assume that ν2 = · · · = νn = 0 and there is a family φ[n ] = ϕH1 ,ϕH2 , · · · ,ϕHn , where ϕHk is a
linear map Sk (H )→A of degree 0 for 1≤ k ≤ n , ϕH1 = f and such that, for all 1≤ k ≤n ,∑
π∈P(k )
ε(π)ℓK|π|

φ[n ]
 
a B1

, · · · ,φ[n ] a B |π|= 0. (3.18)
Define the linear map Ln+1 :Sn+1(H )→A of degree 1 by
Ln+1
 
a 1, · · · ,an+1

:=
∑
π∈P(n+1)
|π|6=1
ε(π)ℓK|π|

φ[n ]
 
a B1

, · · · ,φ[n ] a B |π|
= K
∑
π∈P(n+1)
|π|6=1
ε(π)φ[n ]
 
a B1
 · · ·φ[n ] a B |π|.
Then Im Ln+1 ⊂Ker K ∩A , and
h ◦ Ln+1
 
a 1, · · · ,an+1

= 0. (3.19)
Define the linear map νn+1 :Sn+1(H )→H of degree 1 by
νn+1
 
a 1, · · · ,an+1

:= h ◦ Ln+1
 
a 1, · · · ,an+1

.
It follows that, by the assumption, ν2 = · · · = νn = νn+1 = 0. By applying the map f : H →A to (3.19),
we obtain
K ◦β ◦ Ln+1
 
a 1, · · · ,an+1

+ Ln+1
 
a 1, · · · ,an+1

= 0
Set ϕHn+1 = β ◦ Ln+1 :Sn+1(H )→A , which is a |-linear map of degree 0. Hence
Ln+1
 
a 1, · · · ,an+1

+KϕHn+1
 
a 1, · · · ,an+1

= 0.
If we set φ[n+1] =ϕH1 , · · · ,ϕHn ,ϕHn+1, then the above identity can be rewritten as follows:∑
π∈P(n+1)
ε(π)ℓK|π|

φ[n+1]
 
a B1

, · · · ,φ[n+1] a B |π|= 0.
This finishes the proof.
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3.4. Deformation functor attached to a descendant L∞-algebra
In general, one can always consider a deformation functor associated to an L∞-algebra. Here we con-
sider a deformation problem attached to the descendant L∞-algebra (A ,ℓK ) of an object (A , ·,K ) in
C|. Recall that ArtZ| is the category of Z-graded commutative artinian local |-algebras with residue
field |. Let a∈Ob(ArtZ
|
), andma denote themaximal ideal of a.
Definition 3.4. Let Γ , Γ˜ ∈ (ma⊗A )0 such that
K (e Γ − 1) = 0= K (e Γ˜ − 1).
Then we say that Γ is homotopy equivalent (or gauge equivalent) to Γ˜ , denoted by Γ ∼ Γ˜ , if there is a
one-variable polynomial solution Γ (τ)∈ (ma⊗A )0[τ]with Γ (0) = Γ and Γ (1) = Γ˜ to the following flow
equation
∂
∂ τ
e Γ (τ) = K

λ(τ) · e Γ (τ)

for some one-variable polynomial λ(τ)∈ (ma⊗A )−1[τ].
Note that the above infinite sum is actually a finite sum, since ma is a nilpotent |-algebra. We used the
product structure onA to define the homotopy equivalence. Note that
K (e Γ − 1) = 0 is equivalent to
∞∑
n=1
1
n !
ℓKn (Γ , · · · ,Γ ) = 0
by (3.6). Define a covariant functorDef(A ,ℓK ) from Art
Z
|
to Set, where Set is the category of sets, by
a 7→Def(A ,ℓK )(a) =
n
Γa ∈ (ma⊗A )0 :
∞∑
n=1
1
n !
ℓKn (Γa, · · · ,Γa) = 0
o
/∼ (3.20)
where ∼ is the equivalence relation given in Definition 3.4. One can send a morphism in ArtZ
|
to a
morphism in Set in an obvious way. Let dDef(A ,ℓK ) be the extension of Def(A ,ℓK ) to the category of Z-
graded complete commutative noetherian local |-algebras with residue field |; see [12], p 83. Wewant
to study this deformation functor. Any L∞-structure on HK = HK (A ), induced from the descendant
(A ,ℓK ) via Theorem5.1, is trivial by Proposition 3.1, i.e. (A ,ℓK ) is formal (see Definition 5.8). Theorem
5.1 also implies that there is an L∞-quasi-isomorphism ϕH = ϕH1 ,ϕ
H
2 , · · · from (HK ,0)→ (A ,ℓK ), i.e.
ϕHm is a |-linear map from S
m (HK ) intoA of degree 0 for allm ≥ 1 such that∑
π∈P(n )
ε(π)ℓK|π|
 
ϕH (a B1 ), · · · ,ϕH (a B |π| )

= 0
for every set of homogeneous elements a 1, · · · ,an of HK and for all n ≥ 1. In fact, the L∞-homotopy
types of L∞-morphisms from (HK ,0) into (A ,ℓK ) are classified by dDef(A ,ℓK )(ÓSH ). To be more precise,
we have the following results:
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Proposition 3.2. Assume that HK =HK (A ) is finite dimensional over |.
(a) The deformation functorDef(A ,ℓK ) is pro-representablebyÓSH := lim←−n⊕nk=0Sk (H ∗K )withH ∗K =Hom(HK ,|),
i.e. there is an isomorphic natural transformation fromHom(ÓSH , ·) todDef(A ,ℓK )(·).
(b) There is a bijection betweendDef(A ,ℓK )(ÓSH ) and the setn
ϕ : ϕ =ϕ1,ϕ2, · · · is an L∞-morphism from (HK ,0) to (A ,ℓK )
o
/∼
where∼means the L∞-homotopy equivalence relation given in Definition 5.9.
Proof. (a) This is a special case of Theorem 5.5 of [16], because (A ,ℓK ) is formal by Proposition 3.1.
(b) Let {eα : α ∈ I } be a homogeneous |-basis of the Z-graded |-vector space HK =HK (A ), where I
is an index set. Let t α be the |-dual of eα, where eα varies in {eα : α ∈ I }. Then {t α : α ∈ I } is the dual
|-basis of {eα : α ∈ I } and the degree |t α|= −|eα| where eα ∈H |eα|K . We consider the power series ring
|[[t α]] = |[[t α :α ∈ I ]]. Let J be the uniquemaximal ideal of |[[t α]], so that
aN := |[[t
α]]/JN+1 ∈Ob(ArtZ
|
) (3.21)
for arbitraryN ≥ 0. ThenÓSH is isomorphic to lim←−N aN . For a given L∞-homotopy type of ϕ, we define
[Γ ] = [Γ (ϕ)] =
 ∞∑
n=1
1
n !
∑
α1,··· ,αn
t αn · · · t α1 ⊗ϕn (eα1 , · · · ,eαn )

∈dDef(A ,ℓK )(ÓSH ),
where [·] means the homotopy equivalence class. Let us check that this is a well-defined map, i.e. it
sends L∞-homotopy types to homotopy equivalence classes. Let ϕ˜ be L∞-homotopic to ϕ and Γ˜ :=
Γ (ϕ˜). By Definition 5.9, there exists a polynomial solution Φ(τ) = Φ1(τ),Φ2(τ), · · · of the flow equation
with respect to a polynomial family λ(τ) = λ1(τ),λ2(τ), · · · such that Φ(0) =ϕ and Φ(1) = ϕ˜. If we set
Ξ(τ) =
∑
n≥1
1
n !
∑
α1,··· ,αn
t αn · · · t α1 ⊗Φn (τ)(eα1 , · · · ,eαn ),
Λ(τ) =
∑
n≥1
1
n !
∑
α1,··· ,αn
t αn · · · t α1 ⊗λn (τ)(eα1 , · · · ,eαn ),
then we have Ξ(0) = Γ and Ξ(1) = Γ˜ . Moreover, the flow equation implies (by a direct computation)
that
∂
∂ τ
eΞ(τ) = K (Λ(τ) · eΞ(τ)).
Hence Ξ(0) = Γ and Ξ(1) = Γ˜ are homotopic to each other in the sense of Definition 3.4. Conversely,
for a given equivalence class [Γ ] of a solution of theMaurer-Cartan equation
[Γ ] =
 ∞∑
n=1
1
n !
∑
α1,··· ,αn
t αn · · · t α1 ⊗ vα1···αn

∈dDef(A ,ℓK )(ÓSH ),
defineϕ[Γ ]n (eα1 , · · · ,eαn ) := vα1 ···αn for anyn ≥ 1 and extend it |-linearly. Thenϕ[Γ ] is an L∞-morphism
and is also a well-defined map by a similar argument.
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This proposition, combined with Proposition 3.1, says that there exists an L∞-quasi-isomorphism ϕH
such that the pair (ÓSH ,Γ ) where
Γ =
∞∑
n=1
1
n !
∑
α1,··· ,αn
t αn · · · t α1 ⊗ϕHn (eα1 , · · · ,eαn )∈dDef(A ,ℓK )(ÓSH ),
is a universal family in the sense of Definition 14.3, [12]. If Γ ∈ (mÓSH ⊗A )0 corresponds to ϕ, we will
use the notation Γ = Γϕ .
Remark 3.3. (a) This proposition can be generalized to any L∞-algebra (V,ℓ), if we replace ArtZ| by
the category of unital Artinian local |-CDGAs (commutative differential graded algebras) with residue
field |; see Theorem 5.5, [16].
(b) Let C|A be the full subcategory of C| whose objects consist of unital Z-graded commutative ar-
tinian local |-algebras with residue field | and a differential which kills the unity (we do not require a
compatibility between the differential and the multiplication). Then we can construct a (generalized)
deformation functorPDef(A ,·,K ) from C|A to Set, by associating, for any object (A , ·,K ) of C|,
a 7→ PDef(A ,·,K )(a) = {Γa ∈ (ma⊗A )0 : K e Γa = 0}/∼
where ∼ is the equivalence relation given in Definition 3.4. The key point here is that a morphism
f : (a, ·,Ka)→ (a′, ·,Ka′ ), in C|A (recall that these are not ring homomorphisms) sends the solution Γa
of K e Γa = 0 to the solution Φ f (Γa) of K e Φ
f (Γa) = 0. We will study this functor more carefully in a sequel
paper.
Now we examine what we are deforming by the functor Def(A ,ℓK ). A solution of the functor Def(A ,ℓK )
gives a formal deformation of (A , ·,K ) ∈Ob(C|) inside the category C|; see Lemma 3.8 below. We use
new notation KΓ for LKΓ in (3.7)
KΓ (λ) := L
K
Γ (λ) :=
 
Kλ+ ℓK2
 
Γ ,λ

+
∞∑
n=3
1
(n − 1)!ℓ
K
n
 
Γ , · · · ,Γ ,λ! , (3.22)
for any homogeneous element λ ∈ a⊗A .
Lemma 3.8. Let a ∈Ob(ArtZ
|
) and Γ ∈ (ma⊗A )0 be a solution of the Maurer-Cartan equation in (3.20).
Then KΓ is a |-linear map on a⊗A of degree 1 and satisfies
K 2Γ = 0.
In other words, (a⊗A , ·,KΓ ) is also an object of the category C|.
Proof. If we plug in λ= KΓ (v ) for any homogeneous element v ∈ a⊗A in (3.7), then
K (KΓ (v ) · e Γ ) = KΓ (KΓ (v )) · e Γ = K 2Γ (v ) · e Γ
since K e Γ = 0. But the left hand side of the above equality is
K (K (v · e Γ )− (−1)|v |v ·K e Γ ) = K 2(v · e Γ ) = 0
by using (3.7) again. Therefore K 2Γ (v ) · e Γ = 0, which implies that K 2Γ = 0. It is obvious that KΓ has
degree 1 by its construction.
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By the above lemma,we can consider the cohomologyHKΓ (a⊗A ) of the cochain complex (a⊗A , ·,KΓ ).
Moreover, we can formally deform amorphismC : (A , ·,K )→ (|, ·,0) by using a solution forDef(A ,ℓK ).
Lemma 3.9. Let C : (A ,K )→ (|,0) be a cochain map. Let Γ ∈ (ma⊗A )0 be the solution of the Maurer-
Cartan equation in (3.20). If we define
CΓ (x ) =C

x · e Γ

, x ∈ a⊗A ,
thenCΓ : (a⊗A ,KΓ )→ (a⊗|,0) is also a cochain map, where KΓ is given in (3.22).
Proof. We have to check thatCΓ ◦KΓ = 0. This follows from (3.7);
(CΓ ◦KΓ )(x ) =C

KΓ (x ) · e Γ

=C

K

x · e Γ

= 0,
for any homogeneous element x ∈ a⊗A .
3.5. Invariants of homotopy types of L∞-morphisms
Throughout this subsection we assume that the cohomology space HK = HK (A ) is a finite dimen-
sional |-vector space: let {eα :α ∈ I } be a homogeneous |-basis ofHK where I ⊆N is a finite index set.
Let {t α : α ∈ I } be the dual |-basis of {eα : α ∈ I }. Recall that the degree of t α is−|eα|where eα ∈H |eα|K .
Proposition 3.3. Let C : (A , ·,K ) → (|, ·,0) be a morphism in the category C|. Let C : HK → | be the
inducedmap on cohomology. Then C :HK → | can be enhanced to an L∞-morphismφC •ϕH for some
L∞-quasi-isomorphismϕH , i.e. in the following diagram
(HK ,0)
φC •ϕH
((
ϕH
<<
ϕH1 // (A ,ℓK )
φC
<<
φC1 =C // (|,0), (3.23)
we have C =C ◦ϕH1 .
Proof. Theorem 3.1 gives us the descendant L∞-morphismφC of the cochain mapC . Proposition 3.1
supplies us with an L∞-quasi-morphism ϕH (which is not a descendant L∞-morphism). Let φC •ϕH
be the L∞-morphism from (HK ,0) to (|,0) which is defined to be the composition of L∞ morphisms
ϕH and φC . Then the desired result C = C ◦ϕH1 follows, since the first piece ϕH1 of ϕH is a cochain
quasi-isomorphism and it induces the identity onHK .
Definition 3.5. LetC : (A , ·,K )→ (|, ·,0) be a morphism in the category C|.
(a) Let a ∈ Ob(ArtZ
|
). A solution Γ ∈ (ma⊗A )0 of the Maurer-Cartan equation
∑∞
n=1
1
n !ℓn (Γ , · · · ,Γ ) = 0,
i.e. K (e Γ − 1) = 0, is called a versal solution, if the corresponding L∞-morphism ϕ[Γ ] is an L∞-quasi-
isomorphism.
(b) Let Γ ∈ (mÓSH ⊗A )0 be a solution of K (e Γ −1) = 0 corresponding to an L∞-morphismϕ (by Proposi-
tion 3.2):
Γ = Γ (t )ϕ =
∞∑
n=1
1
n !
∑
α1,··· ,αn
t αn · · · t α1 ⊗ϕn (eα1 , · · · ,eαn ) ∈ (mÓSH ⊗A )0. (3.24)
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We define the generating power series attached toC and Γ , as the following power series in t = {t α :α ∈
I } ofmÓSH ;
C (e Γ − 1) =C (e Γ (t )ϕ − 1)∈ÓSH0.
Lemma 3.10. LetC : (A , ·,K )→ (|, ·,0) be amorphism in the category C|. If we defineΩα1 ···αn ∈ | by the
following equality
C (e Γ (t )ϕ − 1) = e ΦC (Γ (t )ϕ)− 1=
∞∑
n=1
1
n !
∑
α1,··· ,αn
t αn · · · t α1 ⊗Ωα1···αn ∈ÓSH0, (3.25)
then we have
ΦC (Γ (t )ϕ) =
∞∑
n=1
1
n !
∑
α1,··· ,αn
t αn · · · t α1 ⊗ (φC •ϕ)n (eα1 , · · · ,eαn )∈m0ÓSH ,
Ωα1 ···αn =
∑
π∈P(n )
ε(π)(φC •ϕ)(eB1 ) · · · (φC •ϕ)(eB |π| )∈ |,
(3.26)
where eB = e j1 ⊗ ·· · ⊗ e jr for B = {j1, · · · , jr }.
Proof. We leave this combinatorial lemma as an exercise; it follows from Definition 5.5 of the compo-
sition of L∞-morphisms.
Definition 3.6. For a given L∞-morphism κ = κ1,κ2, · · · , from an L∞-algebra (V,0) to (|,0), we define
the following power series in t = {t α :α ∈ I } ofmÓSV ;
Z[κ](t ) := exp
  ∞∑
n=1
1
n !
∑
α1,··· ,αn
t αn · · · t α1 ⊗κn (eα1 , · · · ,eαn )
− 1 ∈ÓSV 0,
where {eα : α ∈ I } is a basis of a |-vector space V and {t α : α ∈ I } is its dual |-basis. Here we use the
notationÓSV := lim←−n⊕nk=0Sk (V ∗) with V ∗ =Hom(V,|).
If we let V =HK andÓSV =ÓSH , then (3.8) implies that
Z[φC •ϕ](t ) =C (e Γ (t )ϕ − 1). (3.27)
Themain theoremhere is that the generating power seriesC (e Γ (t )ϕ−1) is an invariant of the homotopy
types of C and Γ (t )ϕ . Accordingly, we show thatZ[φC •ϕ](t ) is an invariant of the L∞-homotopy types
of the two L∞-morphisms. Let Γ , Γ˜ ∈ (ma⊗V )0 such that
∞∑
n=1
1
n !
ℓn (Γ , · · · ,Γ ) = 0=
∞∑
n=1
1
n !
ℓn (Γ˜ , · · · , Γ˜ ).
Theorem 3.2. Let Γ be homotopy equivalent to Γ˜ (see Definition 3.4). Let C˜ be a cochain map which is
cochain homotopic toC . Then we have
C (e Γ − 1) = C˜ (e Γ˜ − 1). (3.28)
Similarly, if ϕ (corresponding to Γ ) is L∞-homotopic to some ϕ˜ (corresponding to Γ˜ ) and φ
C is L∞-
homotopic to some L∞-morphism φ˜, then we have
Z[φC •ϕ](t ) =Z[φ˜•ϕ˜](t ). (3.29)
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Proof. We first prove (3.29). If ϕ (corresponding to Γ ) is L∞-homotopic to some ϕ˜ (corresponding to
Γ˜ ) and φC is L∞-homotopic to some L∞-morphism φ˜, then Lemma 5.1 implies that φ
C •ϕ is L∞-
homotopic to φ˜ • ϕ˜. Because both φC •ϕ and φ˜ • ϕ˜ are defined from (HK ,0) into (|,0), i.e. both HK
and | have zero L∞-algebra structures, they should be the same by Definition 5.9:
φC •ϕ = φ˜ • ϕ˜.
Therefore we have the equality (3.29):
Z[φC •ϕ](t ) =Z[φ˜•ϕ˜](t ).
We now prove (3.28) by using the equalities (3.27) and (3.29). Since Proposition 3.2, (b) gives a corre-
spondence between the homotopy types of Γ = Γϕ and the L∞-homotopy types of ϕ and Lemma 3.6
says thatφC˜ is L∞-homotopic toφC , we see the invarianceC (e Γ −1) = C˜ (e Γ˜ −1) as follows by using
(3.27) and (3.29):
C (e Γϕ − 1) =Z[φC •ϕ](t ) =Z[φC˜ •ϕ˜](t ) = C˜ (e
Γϕ˜ − 1) = C˜ (e Γ˜ − 1).
We also provide an alternative proof of (3.28) in order to illustrate a key idea behind L∞-homotopy
invariance in a better way. IfC : (A ,K )→ (|,0) is cochain homotopic to C˜ , then C˜ =C +S ◦K where
S is a cochain homotopy. SinceC ◦K = 0, we have
C˜ (e Γ − 1) =C (e Γ − 1).
If Γ is homotopy equivalent to Γ˜ , Definition 3.4 says that there is a polynomial solution Γ (τ) ∈ (mÓSH ⊗
A )0[τ] with Γ (0) = Γ and Γ (1) = Γ˜ to the following flow equation
∂
∂ τ
e Γ (τ) = K

λ(τ) · e Γ (τ)

for some 1-variable polynomial λ(τ)∈ (mÓSH ⊗A )0[τ]. This implies that
e Γ˜ − e Γ = K
 ∫ 1
0
λ(τ) · e Γ (τ)dτ
!
,
which in turn implies thatC (e Γ˜ ) =C (e Γ ).
Let Z be the quotient |-vector space of all (the degree 0) cochain maps from (A ,K ) to (|,0)modulo
the subspace of all the maps of the form S ◦K where S :A → | varies over |-linear maps of degree
-1. In other words,Z is the space of cochain homotopy classes of maps from (A ,K ) to (|,0).
Proposition 3.4. Let (A ,K ) = (Aρ ,Kρ) be associated to a Lie algebra representation ρ. The |-vector
spaceZ is isomorphic to the |-dual of H0K (A ).
Proof. Since every representative C of an element of Z has degree 0 and (|,0) is concentrated in
degree 0, all the homogeneous elements except for degree 0 elements in A vanish under the map
C . In fact, there is no |-linear mapS :A → | of degree -1, sinceA does not have positive degree, i.e.
A 1 =A 2 = · · ·= 0. Then it is clear thatZ is isomorphic to the |-dual ofA 0/K (A −1) =:H0K (A ).
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3.6. Differential equations attached to variations of period integrals
Themain goal of this subsection is to prove that the generating power seriesC (e Γ (t )ϕH−1) =Z[φC •ϕH ](t )
attached to C and a Maurer-Cartan solution Γ (t )ϕH corresponding to an L∞-quasi-isomorphism ϕH
satisfies a system of second order partial differential equations.
These differential equations, which are obtained by analyzing the binary product structure onA and
the differential K , are governed by the underlying infinity homotopy structure on (A , ·,K ), namely the
descendant L∞-algebra (A ,ℓK ); we will show that the differential equations themselves are invariants
of the L∞-homotopy type of the solution of the Maurer-Cartan equation. See Theorem 3.3 for details.
Moreover, these differential equationswill lead to a flat connection on the tangent bundle of the formal
deformation space ofDef(A ,ℓK ); see Theorem 3.4.
By Proposition 3.2, a (homotopy type of) solution Γ = Γϕ ∈ (mÓSH⊗A )0 of theMaurer-Cartan equation
∞∑
n=1
1
n !
ℓKn (Γ , · · · ,Γ ) = 0, (3.30)
gives us an (L∞-homotopy type of) L∞-morphismϕ from (HK ,0) to (A ,ℓK ). We will make differential
equations with respect to the parameters {t α} in the complete local |-algebra ÓSH . Here recall thatÓSH := lim←−n⊕nk=0Sk (H ∗K )which is isomorphic to |[[t ]].
Theorem 3.3. LetC : (A , ·,K )→ (|, ·,0) be amorphism in the category C|. Let Γ = Γ (t )ϕH ∈ (mÓSH ⊗A )0
be a solution of the Maurer-Cartan equation (3.30) corresponding to an L∞-quasi-isomorphism ϕH
from (HK ,0) to (A ,ℓK ). Assume that HK (A ) is a finite dimensional |-vector space and HKΓ (ÓSH ⊗A ) is
a freeÓSH-module satisfying
dim|HK (A ) = rkÓSHHKΓ (ÓSH ⊗A ). (3.31)
Then there exist elements Aαβ γ(t ) = Aαβ γ(t )Γ ∈ÓSH depending on Γ , where t = {t α : α ∈ I }, such that∂α∂β −∑
γ
Aαβ
γ(t )∂γ
C (e Γ − 1) = 0, for α,β ∈ I , (3.32)
where ∂α means the partial derivative with respect to t α whereα ∈ I . Moreover, if Γ˜ and Γ are homotopy
equivalent, then Aαβ γ(t )Γ˜ = Aαβ
γ(t )Γ .
Proof. Note that Γ = Γ (t ) depends on t . Then the condition K (e Γ (t )− 1) = 0 implies that
K (∂αe
Γ (t )) = K
 
∂αΓ (t ) · e Γ (t )

= 0,
which says, by the equality (3.7), that
KΓ (t )
 
∂αΓ (t )

= 0.
Therefore, combined with the condition (3.31), we may assume that {[∂αΓ (t )] : α ∈ I } is an ÓSH-basis
ofHKΓ (ÓSH ⊗A ), since ϕH1 is a cochain quasi-isomorphism. Here [·]means the cohomology class. The
condition K e Γ (t ) = 0 also implies that
K (∂α∂βe
Γ (t )) = K
 
∂αβΓ (t )+ ∂αΓ (t )∂βΓ (t )
 · e Γ (t )= 0,
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where ∂αβ =
∂ 2
∂ tα∂ tβ
, and the equality (3.7) says that
KΓ (t )
 
∂αβΓ (t )+ ∂αΓ (t )∂βΓ (t )
 · e Γ (t ) = 0.
Thuswe should be able towritedown [∂αβΓ (t )+∂αΓ (t )∂βΓ (t )] as anÓSH-linear combination of [∂αΓ (t )]’s,
i.e. there exists a unique 3-tensor Aαβ γ(t )∈ÓSH such that
∂αβΓ (t )+ ∂αΓ (t )∂βΓ (t ) =
∑
γ
Aαβ
γ(t )∂γΓ (t )+KΓ (t )(Λαβ (t )) (3.33)
for some Λαβ (t )∈ÓSH ⊗A . Then this is equivalent to
∂α∂β e
Γ (t )−
∑
γ
Aαβ
γ(t )∂γe
Γ (t ) = K (Λαβ (t ) · e Γ (t )). (3.34)
Wefinish the proof by applyingC to the above equality and using the fact thatC is a cochain map, i.e.
C ◦K = 0.
If Γ˜ (t ) and Γ (t ) are homotopy equivalent, then, according to Definition 3.4, we have
e Γ˜ (t )− e Γ (t ) = K
 ∫ 1
0
λ(τ)e Γ (t )(τ)dτ
!
, (3.35)
where Γ (t )(1) = Γ˜ (t ) and Γ (t )(0) = Γ (t ). By using (3.34) we can derive the following;
∂α∂β (e
Γ˜ (t )− e Γ (t ))+
∑
γ
Aαβ
γ(t )Γ ∂γe
Γ (t )−
∑
γ
Aαβ
γ(t )Γ˜ ∂γe
Γ˜ (t )

= K

Λαβ (t ) · e Γ (t )− Λ˜αβ (t ) · e Γ˜ (t )

.
Therefore (3.35) implies that∑
γ
Aαβ
γ(t )Γ ∂γe
Γ (t )−
∑
γ
Aαβ
γ(t )Γ˜ ∂γe
Γ˜ (t ) ∈ Im K .
After we add
∑
γAαβ
γ(t )Γ˜ ∂γe
Γ (t ) and subtract to the above, we can apply (3.35) to prove that
D :=
∑
γ
 
Aαβ
γ(t )Γ −Aαβ γ(t )Γ˜

∂γΓ (t )

· e Γ (t ) ∈ Im K .
Note thatD has the form K (ξ · e Γ (t )) for some ξ. Then (3.7) implies that∑
γ
 
Aαβ
γ(t )Γ −Aαβ γ(t )Γ˜

∂γΓ (t ) ∈ Im KΓ (t )
Since {[∂αΓ (t )] : α∈ I } is anÓSH-basis ofHKΓ (ÓSH ⊗A ), the desired result Aαβ γ(t )Γ =Aαβ γ(t )Γ˜ follows
if we take the KΓ (t )-cohomology of the above.
The method used in the proof can be made into an effective algorithm (see subsection 4.1 for a toy
model case and subsection 4.13 for the smooth projective hypersurface case) to compute C (e Γ (t )ϕ ).
It leads to the Picard-Fuchs type differential equation for a family of hypersurfaces if we interpret the
period integrals of hypersurfaces as period integrals of quantum Jacobian Lie algebra representations
attached to hypersurfaces; see subsection 4.10.
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3.7. Explicit computation of the generating power series
The goal of this subsection is to reduce the problem of computing the generating power seriesC (e Γ −
1) attached to C and Γ = ΓϕH to the problem of computing the 3-tensor Aαβ γ(t )Γ for α,β ,γ ∈ I that
appeared in (3.32). We also provide the proof of Theorem 1.4 LetC : (A , ·,K )→ (|, ·,0) be amorphism
in the category C|. Let Γ = ΓϕH ∈ (ma ⊗A )0 be a solution of the Maurer-Cartan equation (3.30) cor-
responding to an L∞-quasi-isomorphism ϕH from (HK ,0) to (A ,ℓK ). Assume that HK (A ) is a finite
dimensional |-vector space andHKΓ (ÓSH ⊗A ) is a freeÓSH-module satisfying (3.31). Let us write Γ as
Γ =
∞∑
n=1
1
n !
∑
α1,··· ,αn
t αn · · · t α1 ⊗ϕHn (eα1 , · · · ,eαn )∈ (mÓSH ⊗A )0. (3.36)
Lemma 3.11. There exist T γ(t )∈ÓSH ≃ |[[t ]] and Λ ∈ÓSH ⊗A such that
e Γ = 1+
∑
γ
T γ(t ) ·ϕH1 (eγ)+K (Λ)∈ (ÓSH ⊗A )0. (3.37)
Proof. Recall that {eα : α ∈ I } is a Z-graded homogeneous basis of HK . Since ϕH1 is a cochain quasi-
isomorphism, {ϕH1 (eγ)} form a set of representatives of a basis of HK . Therefore the result follows,
because K (e Γ ) = 0 and K is ÓSH-linear.
Remark 3.4. SinceC ◦K = 0, we can express the generating power series as
C (e Γ (t )ϕH − 1) =
∑
γ
T γ(t ) ·C (ϕH1 (eγ)). (3.38)
So the above lemma, combined with Theorems 1.2 and 4.4, gives us Theorem 1.4.Moreover, its explicit
expression (1.11) in terms of Aαβ γ(t )Γ in (3.32) can be derived by a direct computation.
Note that C (ϕH1 (eγ)) does not depend on t and T γ(t ) does not depend on C . Thus we only need to
know the values C (ϕH1 (eγ)) on the basis {eγ : α ∈ I } of the cohomology group HK and the formal
power series T γ(t ) = T γ(t )ΓϕH , which depends only on the homotopy type of ϕ
H , in order to compute
C (e Γ − 1). Let us explain how to compute T γ(t ). We reduce its computation to the computation of
Aαβ γ(t )Γ . Let us write T γ(t ) as a power series in t as follows:
T γ(t ) = t γ+
∞∑
n=2
1
n !
∑
α1,··· ,αn
t αn · · · t α1 ·Mα1α2···αn γ, for γ ∈ I ,
for a uniquely determined M
γ
α1α2 ···αn ∈ |. We define a |-multilinear operation Mn : Sn (HK )→ HK as
follows
Mn (eα1 , · · · ,eαn ) =
∑
γ
Mα1α2 ···αn
γeγ, n ≥ 2.
We also write that the 3-tensor Aαβ γ(t )Γ in (3.32) as follows:
Aαβ
γ(t )Γ =mαβ
γ+
∞∑
n=1
1
n !
∑
α1,··· ,αn
t αn · · · t α1mα1 ···αnαβ γ, for α,β ,γ ∈ I ,
EnhancedHomotopy Theory for Period Integrals of Smooth Projective Hypersurfaces 41
for a uniquely determinedmα1 ···αnαβ γ ∈ |. We define a |-multilinear operationmn : T n (HK )→ HK as
follows
mn (eα1 , · · · ,eαn ) =
∑
γ
mα1α2 ···αn
γeγ, n ≥ 2.
Proposition 3.5. Let M1 be the identity map on HK . Then we have the following relationship between
mn andMn :
Mn (v1, · · · ,vn ) =
∑
π∈P(n )
|B |π||=n−|π|+1
n−1∼πn
ε(π)M |π|

vB1 , · · · ,vB |π|−1 ,m
 
vB |π|

.
for any homogeneous element v1, · · · ,vn ∈HK and n ≥ 2. The following is also true:
– Mn is a |-linear map from Sn (HK ) into HK of degree zero for all n ≥ 1
– Mn+1
 
v1, · · · ,vn ,1H

=Mn
 
v1, · · · ,vn

for all n ≥ 1, where 1H is a distinguished element correspond-
ing to 1A .
Proof. The equality (3.32) and (3.38) imply that
∂α∂β
∑
γ
T γ(t ) ·C (ϕH1 (eγ))
=∑
ρ
Aαβ
ρ(t )Γ ∂ρ
∑
γ
T γ(t ) ·C (ϕH1 (eγ))
 ,
for α,β ∈ I . The combinatorial formula betweenmn andMn follows essentially from comparing the
t -coefficients of both sides. We leave readers to verify this formula and the remaining properties of
Mn as exercises.
This explicit combinatorial formula says that the data ofmn , n ≥ 2 completely determinesMn ,n ≥ 2,
and vice versa; knowing Aαβ γ(t )Γ for α,β ,γ ∈ I , is equivalent to knowing T γ(t ) for γ ∈ I . By Proposi-
tion 3.5, it is enough to give an algorithm to compute the 3-tensor Aαβ γ(t )Γ and to know the values
C (ϕH1 (eα)),α ∈ I , in order to compute the generating power series C (e Γ − 1). We will provide an ef-
fective algorithm for computing Aαβ γ(t )Γ , when a versal Maurer-Cartan solution Γ is associated to
(AX , ·,KX ), which is attached to a projective smooth hypersurface XG ; see subsection 4.13.
3.8. A flat connection on the tangent bundle of a formal deformation space
Here we will show that the system of differential equations (3.32) can be reformulated to give a flat
connection on the tangent bundle of a formal deformation space. The proposition 3.2, (a) says that the
deformation functorDef(A ,ℓK ) is pro-representable byÓSH . Thuswe can consider a formal deformation
spaceM attached to the universal deformation ringÓSH ofDef(A ,ℓK ) so thatΩ0(M ) =ÓSH , i.e.M is the
formal spectrum of ÓSH . Let TM be the tangent bundle of M and T ∗M be the cotangent bundle of
M . Let Γ (M ,TM ) be the |-space of global sections of TM and Ωp (M ) be the |-space of differential
p-forms onM . We list some important properties of the 3-tensor Aαβ γ(t )Γ in (3.32), which we use to
prove the existence of a flat connection on TM .
Lemma 3.12. The 3-tensor Aαβ γ := Aαβ γ(t )Γ in Theorem 3.3 satisfies the following properties.
Aαβ
γ− (−1)|eα||eβ |Aβαγ = 0,
∂αAβγ
σ− (−1)|eα||eβ |∂βAαγσ+
∑
ρ

Aβγ
ρAαρ
σ− (−1)|eα||eβ |AραγAβρσ

= 0,
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for all α,β ,γ,σ ∈ I , where ∂α means the partial derivative with respect to t α.
Proof. The first one follows from the super-commutativity of the binary product of A . The second
one can be proved by taking the derivatives of (3.32) with respect to t and using the associativity of the
binary product ofA . We leave this as an exercise.
Note that TM is a trivial bundle and let us write TM =M×V , where V is isomorphic toH ∗K . Themost
general connection is of the form d +A, where A is an element of Ω1(M )⊗ˆEnd|(V ). Here ⊗ˆ denotes
the completed tensor product. We define a 1-form valued matrix AΓ by
(AΓ )β
γ :=−
∑
α
dt α ·Aαβ γ(t )Γ , β ,γ∈ I , (3.39)
where Aαβ γ(t )Γ is given in (3.32). Then AΓ ∈Ω1(M )⊗ˆEnd|(V ).
Theorem 3.4. Let Γ = ΓϕH ∈Def(A ,ℓK )(ÓSH ) which corresponds to an L∞-quasi-isomorphismϕH . Then
the |-linear operator DΓ := d +AΓ defined in (3.39)
DΓ := d +AΓ : Γ (M ,TM )→Ω1(M )⊗Ω0(M ) Γ (M ,TM ), (3.40)
is a flat connection on TM .
Proof. We compute the curvature of the connection DΓ as follows;
D2Γ = dAΓ +A
2
Γ .
Then a simple computation confirms that dAΓ +A2Γ = 0 is equivalent to the second equality of Lemma
3.12 by using the first equality of Lemma 3.12. Thus dAΓ +A2Γ = 0 andDΓ is flat.
Proposition 3.6. Let ϕH be an L∞-quasi-isomorphism from (HK ,0) to (A ,ℓK ). The generating power
seriesC (e Γ − 1) attached toC and Γ = ΓϕH satisfies the equation
d
 
∂γC (e Γ − 1)

=−AΓ
 
∂γC (e Γ − 1)

, i.e. DΓ
 
∂γC (e Γ − 1)

= 0,
where we view ∂γC (e Γ − 1) as a column vector indexed by γ ∈ I .
Proof. If we multiply (3.32) by dt α and sum over α∈ I , then we get∑
γ
 ∑
α
dt α∂αδβ
γ−
∑
α
dt α ·Aαβ γ(t )
!
∂γC (e Γ − 1) = 0, for β ∈ I , (3.41)
where δβ γ is the Kronecker delta symbol. Then the desired equality follows from the definition of AΓ
in (3.39), by noting that d =
∑
αdt
α∂α.
4. Period integrals of smooth projective hypersurfaces
In [11], P. Griffiths extensively studied the period integrals of smooth projective hypersurfaces. We use
his theory to give a non-trivial example of a period integral of a certain Lie algebra representation
and reveal its hidden structures, namely its correlations and variations, by applying the general theory
we developed so far. We start with a toy example in order to illustrate our applications of the general
theory more transparently.
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4.1. Toy model
We go back to the example 2.2. We have a (quantum Jacobian) Lie algebra representation ρS attached
to a polynomial S(x ) ∈R[x ] of degree d +1. The associated cochain complex (AρS , ·,KρS ) = (AS , ·,KS )∈
Ob(C|) is given byAS =R[x ][η] =A −1S ⊕A 0S and KS =

∂
∂ x
+S′(x )

∂
∂ η
. The map C defined by C (f ) =∫∞
−∞ f (x )e
S(x )dx can be enhanced toCS : (AS , ·,KS )→ (|, ·,0) by Proposition 2.3.
Proposition 4.1. The cohomology groupH−1KS (AS ) vanishes andH
0
KS
(AS ) is a finite dimensional|-vector
space. Its dimension is the degree of the polynomial S′(x ).
Proof. Even though the proof is straightforward, we decide to provide details in order to give some
indication about themore complicatedmulti-variable version, Lemma4.5. Note thatKS consists of the
quantum part∆= ∂
∂ x
∂
∂ η
and the classical partQ =S′(x ) ∂
∂ η
. The image ofA −1 under the classical part
Q defines the Jacobian ideal of R[x ]. We first solve an ideal membership problem (just the Euclidean
algorithm in the one variable case); for a given any f (x ) ∈R[x ], there is an effective algorithm to find
unique polynomials q (0)(x ),r (0)(x ) ∈R[x ] such that
f (x ) =S′(x )q (0)(x )+ r (0)(x ), deg(r (0)(x ))≤ d − 1. (4.1)
Then we use the quantum part∆ to rewrite (4.1);
f (x ) =−∂ q
(0)(x )
∂ x
+(S′(x )+
∂
∂ x
)q (0)(x )+ r (0)(x )
=−∂ q
(0)(x )
∂ x
+ r (0)(x )+KS (q
(0)(x ) ·η).
Then we again use the Euclidean algorithm to find unique q (1)(x ),r (1)(x ) ∈R[x ] such that
−∂ q
(0)(x )
∂ x
=S′(x )q (1)(x )+ r (1)(x ), deg(r (1)(x ))≤ d − 1.
This implies that
f (x ) =S′(x )q (1)(x )+ r (1)(x )+ r (0)(x )+KS

q (0)(x ) ·η

=−∂ q
(1)(x )
∂ x
+ r (1)(x )+ r (0)(x )+KS

q (1)(x ) ·η+q (0)(x ) ·η

.
We can continue this process, which stops in finite steps, which shows that the dimension ofH0KS (AS )
is not bigger than d . But 1,x , · · · ,xd−1 can not be in the image of KS because of degree. Thus the result
follows. The vanishing of H−1 is trivially derived, since any solution u (x ) to the differential equation
∂ u (x )
∂ x
+S′(x ) ·u (x ) = 0 can not be a polynomial.
This type of interaction between quantumand classical components of KS will be the key technique to
compute effectively (a fancy way of doing integration by parts) the generating power series C (e Γ − 1)
of period integrals of the quantum Jacobian Lie algebra representation. Therefore (AS ,KS ) is quasi-
isomorphic to the finite dimensional space (H0KS (AS ),0)with zero differential; this is a perfect example
to apply all the results developed in section 3. We record a general result in order to compute descen-
dant L∞-algebras.
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Proposition 4.2. Let S ∈ |[q1, · · · ,qm ] be a multi-variable polynomial. The descendant L∞-algebra of
the cochain complex (A , ·,K )ρS = (AρS , ·,KρS ) associated to the quantum Jacobian Lie algebra rep-
resentation ρS in (2.2) is a differential graded Lie algebra over |, i.e. ℓ
KρS
3 = ℓ
KρS
4 = · · · = 0. Moreover,
(AρS , ·,ℓ
KρS
2 ) is a Gerstenhaber algebra over |.
Proof. The equality (3.5) implies the result, since KρS is a differential operator onAρS of order 2. For
the second claim, we have to show that ℓ
KρS
2 is a derivation of the product:
ℓ
KρS
2 (a ·b ,c ) = (−1)|a |a · ℓ
KρS
2 (b ,c )+ (−1)|b |·|c |ℓ
KρS
2 (a ,c ) ·b , (4.2)
for any homogeneous elements a ,b ,c ∈AρS . This follows froma direct computation, which uses again
the fact that KρS is a differential operator of order 2.
Thus, by Proposition 4.2, the descendant L∞-algebra (R[x ][η],ℓ2), where
ℓ2(u ,v ) := ℓ
KS
2 (u ,v ) = KS (u ·v )−KS(u ) ·v − (−1)|u |u ·KS (v ),
is a differential graded Lie algebra (no higher homotopy structure) which is quasi-isomorphic to (H ,0)
where H =HKS (AS ). But note that the descendant L∞-morphism φC from (R[x ][η],ℓ2) to (R,0) does
have a non-trivial higher homotopy structure:φC3 ,φ
C
4 , · · · do not vanish. This higher structure governs
the correlation of the period integral
∫∞
−∞u (x )e
S(x )dx . Let {e0, · · · ,ed−1} be an R-basis ofH . We define
an L∞-morphism f = f1, f2, · · · , from (H ,0) to (R[x ][η],ℓ2) by
f1(e i ) = x
i , for i = 0,1, · · · ,d − 1, f2 = f3 = · · ·= 0,
which is clearly an L∞-quasi-isomorphism. The version of Theorem 1.2 for the toy model (which fol-
lows from Proposition 3.3 and Theorem 3.2) can be summarized as the following commutative dia-
gram:
(H ,0)
C=φC1 ◦ f 1
))
κ=φC • f
<<
f
;;
f 1 // (R[x ][η],ℓ2)
φC
;;
φC1 // (R,0) , (4.3)
ThenΣ(t )f :=
∑∞
n=1
1
n !
∑
α1,··· ,αn t
αn · · · t α1⊗ fn (eα1 , · · · ,eαn ) =
∑d−1
i=0 t i ·x i ∈R[x ][t ], where {t α}= {t0, · · · , td−1}
is anR-dual basis to {e0, · · · ,ed−1}. Hence the generating power series forC and f is
Z[φC • f ](t ) =C (e
Σ(t ) f − 1) = exp
 ∞∑
n=1
1
n !
φCn
 
d−1∑
i=0
t i ·x i , · · · ,
d−1∑
i=0
t i ·x i
!!
− 1,
which is an L∞-homotopy invariant (Theorem 3.2). Lemma 3.11 says that there exists a power series
T [i ](t ) = T [i ](t )f ∈R[[t ]] for each i = 0,1, · · · ,d − 1 such that
Z[φC • f ](t ) =
d−1∑
i=0
T [i ](t ) ·
 ∫ ∞
−∞
x i eS(x )dx
!
.
EnhancedHomotopy Theory for Period Integrals of Smooth Projective Hypersurfaces 45
Note that the 1-tensor T [i ](t ) has all the information of the integrals
∫∞
−∞x
m eS(x )dx for m ≥ d , and
is completely determined by the cochain complex
 
R[x ][η], ( ∂
∂ x
+S′(x )) ∂
∂ η

with super-commutative
multiplication. TheEuclidean algorithmenhancedwith quantumcomponent in Proposition 4.2,which
we generalize to the Griffiths period integral (Lemma 4.5), can be used to compute T [i ](t ) effectively
and consequently compute all the moments
∫∞
−∞x
m eS(x )dx ,∀m ≥ d from the finite data∫ ∞
−∞
eS(x )dx ,
∫ ∞
−∞
x · eS(x )dx , · · · ,
∫ ∞
−∞
xd−1eS(x )dx .
Our general theory says that this determination mechanism is governed by L∞-homotopy theory,
more precisely, the interplay between the 1-tensor T γ(t ) and the 3-tensor Aα,β γ(t )Σ (Proposition 3.5).
4.2. The Lie algebra representationρX associated to a smooth projective hypersurface XG
Let n be a positive integer. We use x = [x0,x1, · · · ,xn ] as a projective coordinate of the projective n-
space Pn . Let G (x ) ∈ C[x ] be the defining homogeneous polynomial equation of degree d ≥ 1 for a
smooth projective hypersurface, denoted X = XG , of Pn . Let g be an abelian Lie algebra of dimension
n + 2. Let α−1,α0, · · · ,αn be a C-basis of g. Let
A :=C[y ,x0, · · · ,xn ] =C[y ,x ]
be a commutative polynomial C-algebra generated by y ,x0, · · · ,xn . We also introduce variables y−1 =
y ,y0 = x0,y1 = x1, · · · ,yn = xn for notational convenience. For a givenG (x ) of degree d , we associate a
Lie algebra representation ρX =ρXG on A of g as follows:
ρi :=ρX (αi ) :=
∂
∂ yi
+
∂ S(y ,x )
∂ yi
, for i =−1,0, · · · ,n , (4.4)
where S(y ,x ) = y ·G (x ). In other words, this is the quantum Jacobian Lie algebra representation ρS(y ,x )
associated to S(y ,x ) = y ·G (x ) in (2.2). Of course, we extend this C-linearly to get a map ρX : g →
EndC(A). This is clearly a Lie algebra representation of g. We will show that Griffiths’ period integrals
of the projective hypersurface XG are, in fact, period integrals of ρX in the sense of Definition 2.1 .
4.3. Period integrals attached to ρX
We briefly review Griffiths’ theory and find a nonzero period integral attached to ρX .
Proposition 4.3. LetC be a non negative integer. Every rational differential n-formω on Pn with a pole
order of≤ k along XG (regular outside XG with a pole order of ≤ k ) can be written as
ω=
F (x )
G (x )k
Ωn ,
where Ωn =
∑n
i=0(−1)ix i (dx0 ∧ · · · ∧ ˆdx i ∧ · · · ∧ dxn ) and F is a homogeneous polynomial such that
degF +n + 1= k degG = kd .
46 Jae-Suk Park, Jeehoon Park
Griffiths defined a surjective C-linear map, called the tubular neighborhood map τ, (3.4) in [11]
τ :Hn−1(XG ,Z)→Hn (Pn −XG ,Z),
where Hi ’s are singular homology groups of the topological spaces XG (C) and Pn (C)− XG (C). It is
known that this map is an isomorphism if n is even. He also studied the followingC-linearmap, called
the residuemap
Re s :H (XG ) → Hn−1(XG ,C),
ω 7→  γ 7→ 1
2πi
∫
τ(γ)
ω

whereH (XG ) is the rational de Rham cohomology group defined as the quotient of the group of ratio-
nal n-forms on Pn regular outside XG by the group of the forms dψ whereψ is a rational n − 1 form
regular outside XG . It turns out that there is an increasing filtration ofH (XG ) (see (6.1) of [11]):
H1(XG )⊂ ·· · ⊂Hn−1(XG )⊂Hn (XG ) =Hn+1(XG ) = · · · ≃H (XG ),
whereHk (XG ) is the cohomology group defined as the quotient of the group of rational n-forms on
Pn with a pole of order≤ k along XG by the group of exact rational n-forms on Pn with a pole of order
≤ k along XG . The isomorphism Hn (XG ) ≃ H (XG ) follows from Theorem 4.2, [11] and the fact that
the natural mapHk (XG )→Hk+1(XG ) is injective follows from Theorem 4.3, [11]. Moreover, Griffiths
proved that Re s sends this filtration given by pole orders to the Hodge filtration of Hn−1(XG ,C). For
each k ≥ 1, if we define Fk ⊂ Hn−1(XG ,C) to be the C-vector space consisting of all (n − 1,0), (n −
2,1), · · · , (n − 1−k ,k )-forms. Then
F0 ⊂F1 ⊂ ·· · ⊂Fn−2 ⊂Fn−1 =Hn−1(XG ,C). (4.5)
Theorem 8.3, [11], says thatHn (XG ) goes into the primitive part of Fk−1 under Re s and Re s is a C-
vector space isomorphism fromH (XG ) to the primitive partHn−1prim(XG ,C) ofHn−1(XG ,C).
Now we construct a C-linear map Cγ : A → C for each γ ∈ Hn−1(XG ,Z), which is a period integral
attached to ρX . For y k−1F (x ) where F (x ) is a homogeneous polynomial of degree dk − (n + 1) and
k ≥ 1, define
Cγ(y
k−1F (x )) = − 1
2πi
∫
τ(γ)
∫ ∞
0
y k−1F (x ) · e yG (x )dy

Ωn
=
(−1)k−1(k − 1)!
2πi
∫
τ(γ)
F (x )
G (x )k
Ωn .
In the second equality, we used the Laplace transform:∫ ∞
0
y k−1e y Tdy = (−1)k (k − 1)!
T k
.
Note that F (x )
G (x )k
Ωn is a representative of an element ofHk (XG ) and
∫
τ(γ)
F (x )
G (x )k
Ωn is well-defined. If x ∈ A
is of the form y k−1F (x ), but with F (x ) homogeneous of degree not equal to dk − (n + 1), we simply
define Cγ(x ) = 0. Because the elements y k−1F (x ), where k ≥ 1 and F (x ) varies over any homogeneous
polynomials in C[x ], constitute a C-basis of A, the above procedure, extended C-linearly, gives a map
Cγ : A→C. Then we claim that this is a period integral attached to the Lie algebra representation ρX .
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Proposition 4.4. Let γ ∈ Hn−1(XG ,Z). The C-linear map Cγ is a period integral attached to ρX , i.e.
Cγ
 
ρi (f )

= 0 for every f ∈ A.
Proof. Recall that
ρ−1 = G (x )+
∂
∂ y
,
ρi = y
∂
∂ x i
G (x )+
∂
∂ x i
, i = 0, · · · ,n .
It is enough to check the statementwhenρi (x ) is aC-linear combination of the forms y k−1F (x ), where
k ≥ 1 and F (x ) varies over any homogeneous polynomials in C[x ] such that degF +n + 1= kd , since
Cγ is already zero for other forms of polynomials. Let f (x ) ∈ C[x ] be a homogeneous polynomial of
degree kd −n . Then for each k ≥ 1 we have
ρi (y
k−1 f (x )) =
∂G (x )
∂ x i
· y k f (x )+ y k−1 ∂ f (x )
∂ x i
.
We compute
2πi ·Cγ

∂G (x )
∂ x i
· y k f (x )+ y k−1 ∂ f (x )
∂ x i

=(−1)k k !
∫
τ(γ)
∂G (x )
∂ x i
· f (x )
G (x )k+1
Ωn +(−1)k−1(k − 1)!
∫
τ(γ)
∂ f (x )
∂ x i
G (x )k
Ωn
=(−1)k (k − 1)!
∫
τ(γ)
k · f (x ) · ∂G (x )
∂ x i
−G (x ) · ∂ f (x )
∂ x i
G k+1
Ωn
=
∫
τ(γ)
d
 (−1)k (k − 1)!
G (x )k
∑
0≤h<j≤n

xhA j (x )−x jAh (x )

(· · · ˆdxh · · · ˆdx j · · · )
 ,
where Ai (x ) = f (x ) and A j (x ) = 0 for j 6= i . The last equality is a simple differential calculation, which
can be found in (4.4) and (4.5) of [11]. Therefore this expression has the form
∫
τ(γ)
dω and this is zero,
which is what we want. Now we look at
ρ−1(y k−1 f (x )) =G (x )y k−1 f (x )+ (k − 1)y k−2 f (x ).
Then we can similarly check (this is much easier and follows from the factor (−1)k−1(k − 1)! and sign)
that
Cγ
 
G (x )y k−1 f (x )+ (k − 1)y k−2 f (x )= 0,
for all k ≥ 1 and any homogeneous polynomial in C[x ].
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4.4. The commutative differential graded algebra attached to a smooth hypersurface
We now have two data: the Lie algebra representation ρX attached to the smooth projective hyper-
surface XG and a period integral Cγ : A → C attached to ρX for γ ∈ Hn−1(XG ,Z). In subsection 2.2, we
constructed a cochain complex (AρX , ·,KρX ) with super-commutative product · whose degree 0 part
is A (in fact, an object in the category CC) and a cochain map (AρX , ·,KρX ) → (C, ·,0). We introduce
another Lie algebra representation πX of the abelian Lie algebra g of dimension n + 2 related to XG .
Let
πi :=πX (αi ) :=
∂ S(y ,x )
∂ yi
, i =−1,0, · · · ,n .
This defines a representationπi : g→ EndC(A). The sameprocedure gives a cochain complex (AπX ,KπX ).
From now on, we denote KπX byQX . Note that the C-algebraA appearing in the cochain complexes
attached to ρX and πX should be the same, since we use the same Lie algebra g. But the differentials
KX := KρX andQX := KπX are different. The differentials K andQ are given as follows:
AX := AρX =C[y ][η] =C[y−1,y0, · · · ,yn ][η−1,η0, · · · ,ηn ]
KX := KρX =
n∑
i=−1

∂ S(y ,x )
∂ yi
+
∂
∂ yi

∂
∂ ηi
:A →A ,
QX := KπX =
n∑
i=−1
∂ S(y ,x )
∂ yi
∂
∂ ηi
:A →A .
Since
∂ S(y ,x )
∂ yi
∂
∂ ηi
is a differential operator of order 1, the differentialQX is a derivation of the product
ofAX . Thus (AX , ·,QX ) is a CDGA (commutative differential graded algebra). But K is not a derivation
of the product, as we have already pointed out: the differential operator ∂
∂ yi
∂
∂ ηi
has order 2. We also
introduce the C-linear map
∆ := KX −QX =
n∑
i=−1
∂
∂ yi
∂
∂ ηi
:A →A .
Note that∆ is a also a differential of degree 1, i.e.∆2 = 0. Therefore we have
∆QX +QX∆= 0.
It follows from this and Proposition 4.2 that (AX , ·,KX ,ℓKX2 ) satisfies all the axioms in Definition 1.1,
and thus we get the following theorem:
Theorem 4.1. The triple (AX , ·,KX ,ℓKX2 ) is a BV algebra over C.
Proposition 4.5. Let HnQX (AX ) be the n-th cohomology group of the CDGA (AX , ·,QX ). Then H
0
QX
(AX )
has an inducedC-algebra structure and we have
H0QX (AX )≃C[y ,x ]/JS ,
where JS is the Jacobian ideal defined as the ideal of A =C[y ,x ] generated by G (x ),y
∂G
∂ x0
, · · · ,y ∂G
∂ xn
.
Proof. This is clear from the construction.
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Proposition 4.6. The cohomology group H−1QX (AX ) is both anA 0-module and an H
0
QX
(AX )-module.
Proof. We consider R ∈ A −1X such that QXR = 0. For any f ∈ A 0X = A, we have QX (f · R) = 0, since
A ⊆KerQX . Let S =QXσ whereσ ∈A −2X . Then we have
S · f =QX (σ · f ), for f ∈A 0X .
Therefore H−1QX (AX ) is an A-module. Note that H
0
QX
(AX ) has a C-algebra structure inherited fromA ,
since QX is a derivation of the product of AX . Then one can similarly check that H−1QX (AX ) is also a
H0QX (AX )-module.
But notice that H−1KX (AX ) is not anA
0
X -module under the product · ofA . Indeed, consider R ∈ A −1
such that KX (R) = 0. For any f ∈A 0X , the equation (3.1) says that
KX (R · f ) = ℓKX2 (R , f )+KXR · f . (4.6)
Because ℓKX2 is not zero, H
−1
KX
(AX ) does not necessarily have an A-module structure. In fact, this will
play an important role in understanding the complex (AX ,KX ).
4.5. The BV algebra attached to a smooth hypersurface
Here we prove parts (a ), (b ), and (e ) of Theorem 1.1. We drop X from the notation for simplicity if there
is no confusion; (A , ·,K ) = (AX , ·,KX ). We start by recalling the decomposition ofA in (1.5);
A =
⊕
gh,ch,wt
A g h
ch,(wt)
=
⊕
−n−2≤j≤0
⊕
w∈Z≥0
⊕
λ∈Z
A jλ,(w ).
Associated with the charges ch, we define the corresponding Euler vector field
Eˆch =−dy
∂
∂ y
+
n∑
i=0
x i
∂
∂ x i
+dη−1
∂
∂ η−1
−
n∑
i=0
ηi
∂
∂ ηi
Associated with the weightswt, we define the corresponding Euler vector field
Eˆwt = y
∂
∂ y
+
n∑
i=0
ηi
∂
∂ ηi
.
Then u ∈A j
λ,(w ) if and only if Eˆch(u ) = λ ·u , Eˆwt(u ) =w ·u , and gh(u ) = j . Note thatQ preserves the
charge and the weight, and commutes with Eˆch and Eˆwt. The differential K also commutes with Eˆch
and preserves the charge but K does not preserve the weight. The operator∆ decreases the weight wt
by 1. Also note that gh(S(y )) = 0, ch(S(y )) = 0 andwt(S(y )) = 1.
If we define
R :=−d · yη−1+
n∑
i=0
x iηi ∈A −1, (4.7)
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then
QR =
  n∑
i=0
x i
∂
∂ x i
−d · y ∂
∂ y

S(y ,x ) = 0,
which follows from the fact thatG (x ) is a homogeneous polynomial of degree d . Moreover, R can not
beQ-exact for degree reasons. Then a straightforward computation says that
KR =n + 1−d .
We define aC-linear map δR :A →A by
δR (x ) = ℓ
K
2 (R ,x )+KR ·x = ℓK2 (R ,x )+ (n + 1−d ) ·x , x ∈A . (4.8)
It is clear that δR preserves the ghost number, since R ∈ A −1 and ℓK2 is a degree one map; for any
m ∈Z, we have δR :Am →Am . Proposition 4.2 implies that ℓK2 is a derivation of the product;
ℓK2 (a ·b ,c ) = (−1)|a |a · ℓK2 (b ,c )+ (−1)|b |·|c |ℓK2 (a ,c ) ·b ,
for any homogeneous elements a ,b ,c ∈A . Using this one can compute that
ℓK2 (R ,F ) =−d ·

y
∂ F
∂ y
−η−1
∂ F
∂ η−1

+
n∑
i=0

x i
∂ F
∂ x i
−ηi
∂ F
∂ ηi

= Eˆch(F ),
for any F ∈A .
Lemma 4.1. The map δR preserves the degree ofA . Moreover, we have
δR ◦K = K ◦δR
δR (A m )∩Ker K ⊆ K (A m−1)⊆Am
for each m ∈Z.
Proof. We compute, for x ∈A ,
K (δR (x )) = K
 
ℓK2 (R ,x )+KR ·x

= K
 
K (R ·x )+R ·Kx −KR ·x+K (KR ·x )
= K (R ·Kx )
= ℓK2 (R ,Kx )+KR ·Kx = δR (Kx ).
Note that δR (x ) = Eˆch(x )+KR ·x = Eˆch(x )+ (n + 1−d )x for x ∈A and
K (R ·x ) = ℓK2 (R ,x )+KR ·x −R ·Kx = δR (x )− ·Kx , x ∈Am .
This implies that δR (Amc )∩Ker K ⊆ K (A m−1c ) for each m ∈ Z and any charge c ∈ Z, since δR (u ) =
(c −d +(n + 1)) ·u if and only if u ∈Ac .
We define the background charge cX of (A , ·,K ) by
cX := d − (n + 1).
Then it is clear that KerδR =AcX .
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Lemma 4.2. The pair (Ker δR ,K ) = (AcX ,K ) is a cochain complex and the natural inclusion map from
(Ker δR ,K ) to (A ,K ) is a quasi-isomorphism. In other words, the K -cohomology is concentrated in the
background charge cX .
Proof. The relation δR ◦ K = K ◦δR , Lemma 4.1, says that if x ∈ Ker (δR ) then Kx ∈ Ker (δR ). Thus K
is a C-linear map from Ker δR to Ker δR . Since K 2 = 0, we see that (Ker δR ,K ) is a cochain complex. If
we index K by Km :Am →Am+1 for eachm ∈ Z, then the inclusion map from (Ker δR ,K ) to (A ,K )
induces aC-linear map
HmK (Ker (δR )) :=
Ker (Km )∩Ker (δR )
Km−1(Am−1)∩Ker (δR )
−→ Ker (Km )
Km−1(Am−1)
=:HmK (A ).
Injectivity is immediate from thedefinitions. Surjectivity follows from thedecompositionA =Ker (δR )⊕
im(δR ) and δR (Am )∩Ker K ⊆ Km−1(Am−1) in Lemma 4.1. Therefore we conclude that the inclusion
map is a quasi-isomorphism.
Let us denote the complex (Ker δR ,K ) = (AcX ,K ) by (B ,K ). Then
B =AcX =
⊕
m∈Z
Bm =B−n−2⊕ ·· · ⊕B0
where Bm is the degree m (ghost number m ) part of B . We use this complex (B ,K ) to relate the
0-th cohomology group of (A ,K ) to the middle dimensional primitive cohomology of the smooth
projective hypersurface XG . Themain result of this subsection is the following:
Proposition 4.7. Let HnK (A ) be the n-th cohomology group of the cochain complex (A ,K ) = (AX ,KX ).
Then H0K (A ) is isomorphic toH as a C-vector space, whereH=Hn−1prim(XG ,C).
Proof. A simple computation shows thatB0 is spanned (as a C-vector space) by homogeneous poly-
nomials of the form y k−1F (x ), where the degree of F (x ) is kd − (n + 1) with k ≥ 1. Then we define a
C-linear map J by
J :B0→Hn−1(XG ,C)
y k−1F (x ) 7→
(
γ 7→ − 1
2πi
∫
τ(γ)
∫ ∞
0
y k−1e yG (x )dy

F (x )Ωn
)
,
and extending it C-linearly. Proposition 4.4 says that K (B−1) goes to zero under the map J and so J
induces a C-linear map H0K (B)→Hn−1(XG ,C). Now recall thatH (XG ) was defined to be the rational
De Rham cohomology group defined as the quotient of the group of rational n-forms on Pn regular
outside XG by the group of exact rational n-forms on Pn regular outside XG . Theorem 8.3, [11], tells us
that the residue map Re s induces an isomorphism betweenH (XG ) and Hn−1prim(XG ,C). Thus, to prove
the proposition, it is enough to show that the following map (extended C-linearly)
J ′ :B0→Ω(V )n
y k−1F (x ) 7→ −
∫ ∞
0
y k−1e yG (x )dy · F (x )Ωn = (−1)k−1(k − 1)!
F (x )
G (x )k
Ωn ,
(4.9)
where Ω(V )n is the group of rational n-forms on Pn regular outside XG , induces an isomorphism
J ′ :H0K (B)→H (XG ), i.e. J factors through the isomorphism J ′. This follows fromCorollary 2.11, (4.4),
and (4.5) in [11] with a computation below. An arbitrary homogeneous (as a polynomial in x and y )
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element of B−1 can be written as Λ =
∑n
i=0Ai (y ,x )ηi + B (y ,x )η−1, where Ai (y ,x ) = y
k ·M i (x ) and
B (y ,x ) = y l ·N (x ) are homogeneous polynomials of A =C[y ,x ]. Then we have
KΛ =
n∑
i=0
A i (y ,x )
∂G
∂ x i
y +G (x )B (y ,x )+
n∑
i=0
∂ Ai (y ,x )
∂ x i
+
∂ B (y ,x )
∂ y
=
n∑
i=0
y k+1M i (x )
∂G
∂ x i
+
n∑
i=0
y k
∂M i (x )
∂ x i
+G (x )y lN (x )+ l y l−1N (x ).
If we apply J ′ to KΛ, then a simple computation shows that
J ′(KΛ) = k !(−1)k−1
(k + 1)
∑n
i=0M i (x )
∂G (x )
∂ x i
−G (x )
∑n
i=0
∂M i (x )
∂ x i
G (x )k+2
·Ωn . (4.10)
Note that J ′
 
G (x )y lN (x )+ l y l−1N (x )

= 0. The relation (4.5), [11] says that J ′(KΛ) is an exact rational
differential form. Thus J ′ induces a C-linear map J ′ : H0K (B)→H (XG ). The surjectivity of J ′ follows
from Proposition 4.3. Griffiths showed that any exact differential n-form u (x )
G (x )k
∈ Ω(V )n ,k ≥ 1, can be
written as17
u (x )
G (x )k
= d

β
G (x )k−1

for some (n − 1)-form β on Pn −XG :see the theorem 4.3, [11]. Because the right hand side of (4.10) is
exactly of the form d

β
G (x )k−1

above, exact differential n-forms insideΩ(V )n match precisely with the
image of K (B−1) under the map J ′. Thus J ′ is injective.
We see that Theorem 4.1, Proposition 4.7, and Proposition 4.5 give the proof of parts (a ) and (b ) of
Theorem 1.1. Note that part (e) of Theorem 1.1 is straightforward by defining
Cγ(x ) :=
 0 if x ∈
⊕
i≤−1A i ,
Cγ(x ) if x ∈A 0.
(4.11)
It is a simple computation that this definition matches with (1.7) andCγ : (A ,K )→ (C,0) is a cochain
map which induces Cγ after taking the 0-th cohomology.
4.6. A cochain level realization of the Hodge filtration and a spectral sequence
This subsection we prove part (c) of Theorem 1.1 and construct a certain spectral sequence. Let us de-
fine a decreasing filtration F • on (A , ·,K ) = (AρX , ·,KρX ) by using the weight gradingwt, such that the
isomorphism Re s ◦ J ′ :H0K (A )→H, where J ′ is given in (4.9), sends F • to the decreasing Hodge filtra-
tion onH=Hn−1prim(XG ,C). Then we analyze a spectral sequence, which we call the classical to quantum
spectral sequence, associated to the filtered complex (F •A ,K ). Then this spectral sequence gives a
17 This fact fails to hold when X is not smooth: for a singular projective hypersurface XG , Dimca proved that
u (x )
G (x )k
=
d

β
G (x )k+(n+1)m

for some positive integerm , in [7].
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precise relationship between theQ-cohomology HQ (A ) (which we view as classical cohomology) and
the K -cohomology HK (A ) (which we view as quantum cohomology).
In this subsection we shift the degree of (A ,K ) to consider C =A [−n − 2] so that C i =A i+n+2 for
each i ∈Z. 18 Then we have a cochain complex (C ,K );
0→C 0 K→C 1 K→ ·· · K→C n+2→ 0.
We define a filtered complex as follows;
C =: F 0C ⊃ F 1C ⊃ ·· · ⊃ F n−1C ⊃ F nC = {0}
where the decreasing filtration is given by the weights
F iC =
⊕
k≤n−1−i
C
(k ), i ≥ 1.
The associated graded complex to a filtered complex (F pC ,K ) is the complex
GrC =
⊕
p≥0
Gr pC , Gr pC = F
pC
F p+1C , (4.12)
where the differential is the obvious one d 0 induced from K . We observe that this differential d 0 is, in
fact, induced fromQ, because we have that K =∆+Q,∆ : F pC → F p+1C andQ : F pC → F pC .
The filtration F pC onC induces a filtration F pHK (C ) on the cohomology HK (C ) by
F pH
q
K (C ) =
F pZq
F pBq
,
whereZq = ker(K :C q →C q+1) and Bq = K (C q−1). The associated graded cohomology is
GrHK (C ) =
⊕
p ,q
Gr pH
q
K (C ), Gr pH
q
K (C ) =
F pH
q
K (C )
F p+1H
q
K (C )
. (4.13)
Then the general theory of filtered complexes implies that there is a spectral sequence {Er ,d r } (r ≥ 0)
with
E
p ,q
0 =
F pC p+q
F p+1C p+q , E
p ,q
1 =H
p+q (Gr pC ), E p ,q∞ =Gr pH
p+q
K (C ).
Note that
Er =
⊕
p ,q≥0
E p ,qr , d r : E
p ,q
r → E p+r,q−r+1r ,d 2r = 0,
andH (Er ) = Er+1.
Proposition 4.8. The classical to quantum spectral sequence {Er } satisfies
E
p ,q
1 ≃Gr pH
p+q
Q (C ),
E
p ,q
2
≃→ E p ,q∞ =Gr pH
p+q
K (C ).
In particular, {Er } degenerates at E2.
18 The reason for ghost number shifting is to get a spectral sequence in the first quadrant
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Proof. Note that the differential d 0 of E0 =GrC is induced fromQ, because we have that K =∆+Q,
∆ : F pC → F p+1C andQ : F pC → F pC . Using this observation, we compute
E
p ,q
1 :=
{a ∈ F pC p+q : K (a ) ∈ F p+1C p+q+1}
K (F pC p+q−1)+ F p+1C p+q
≃ {a ∈ F
pC p+q : Q(a ) = 0}
Q(F pC p+q−1)+ F p+1C p+q ≃H
p+q
Q (Gr
pC ).
SinceQ preserves the weight andQ ◦ Eˆwt = Eˆwt ◦Q, we conclude thatHp+qQ (Gr pC )≃Gr pH
p+q
Q (C ).
By a general construction of the spectral sequence we can also describe E
p ,q
2 :
E
p ,q
2 :=
{a ∈ F pC p+q : K (a ) ∈ F p+2C p+q+1} 
K (F p−1C p+q−1)+ Fp+1C p+q⋂{a ∈ F pC p+q : K (a ) ∈ F p+2C p+q+1} .
Since K (F pC \ F p+1C )⊆ F pC \ F p+2C and F pC p+q/F p+1C p+q =C p+q
(n−1−p ), we have
E
p ,q
2 ≃
{a ∈ F pC p+q : K (a ) = 0} 
K (F p−1C p+q−1)+ F p+1C p+q⋂{a ∈ F pC p+q : K (a ) = 0}
≃
kerK ∩C p+q
(n−1−p )
C p+q
(n−1−p ) ∩K (C
p+q−1
(n−1−p )⊕C
p+q−1
(n−1−p+1))
≃ F
pH
p+q
K (C )
F p+1H
p+q
K (C )
.
Since
FpH
p+q
K (C )
Fp+1H
p+q
K (C )
=Gr pH
p+q
K (C ), we are done.
SinceC [n + 2] =A , we also define a filtered complex (F •A ,K ) in the same way:
A =: F 0A ⊃ F 1A ⊃ ·· · ⊃ F n−1A ⊃ F nA = {0}, F iA =
⊕
k≤n−1−i
A
(k ), i ≥ 1.
Then we have
H
p
K (C ) =H
p−n−2
K (A ), Gr pH
p+q
K (C ) =Gr pH
p+q−n−2
K (A ), p ,q ≥ 0.
Recall the decreasing Hodge filtration onH=Hn−1prim(XG ,C):
FqH=
⊕
i+j=n−1
i≥q
H i ,j =Hn−1,0⊕Hn−2,1⊕ ·· · ⊕Hq+1,n−q−2⊕Hq ,n−1−q ,
where H i ,j is the cohomology of (i , j )-forms on the hypersurface XG . Thus F 0H = H and F nH = 0.
Then the following proposition is clear.
Proposition 4.9. The isomorphism Re s ◦ J ′ :H0K (A )→H sends FqH0K (A ) toFqH for each q ≥ 0.
This proposition proves part (c ) of Theorem 1.1.
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4.7. Computation of the KX -cohomology of (AX ,KX )
Here our goal is to compute H iKX (AX ) for every i ∈ Z in addition to H
0
KX
(AX ) ≃ H. We achieve this by
showing that (AX ,KX ) is degree-twisted cochain isomorphic to a twisted de Rham complex appearing
in [1]. Adolphson and Sperber computed the cohomology of a certain de Rham type complex, which
we briefly review now. They considered the complex of differential formsΩ•
C[y ,x ]/C with boundarymap
∂S defined by ∂S(ω) = dS∧ωwhereS = y ·G (x ). They introduced the bigrading (deg1,deg2) onΩ•C[y ,x ]/C
as follows;
deg1(x i ) = deg1(dx i ) = 1, i = 0, · · · ,n , deg2(x i ) = deg2(dx i ) = 0, i = 0, · · · ,n ,
deg1(y ) = deg1(dy ) =−d , deg2(y ) = deg2(dy ) = 1.
(4.14)
Then (Ω•
C[y ,x ]/C,∂S) is a bigraded cochain complex of bidegree (0,1). One can also consider the follow-
ing twisted de Rham complex (Ω•
C[y ,x ]/C,DS := d +∂S), a so-called algebraic Dwork complex, where d is
the usual exterior derivative. For (u ,v ) ∈Z2, let us denote byΩs ,(u ,v )
C[y ,x ]/C the submodule of homogeneous
elements of bidegree (u ,v ) in Ωs
C[y ,x ]/C.
Lemma 4.3. We have the following relationship between (Ω•
C[y ,x ]/C,DS ) and (AX ,KX ):
(a) For each s ∈Z, if we define aC-linearmap Φ : (Ωs
C[y ,x ]/C,DS )→ (A
s−(n+2)
X ,KX ) by sending d yi 1 · · ·dyi s
to (−1)i 1+···+i s−s (· · · ηˆi 1 · · · ηˆi s · · · ) for−1≤ i 1 < · · ·< i s ≤ n and extending itC-linearly, then Φ◦DS = KX ◦Φ
and Φ induces an isomorphism
H sDS (Ω
•
C[y ,x ]/C)≃H
s−(n+2)
KX
(A •X ).
for every s ∈Z.
(b) Themap Φ induces aC-linearmap fromΩ
s ,(u ,v )
C[y ,x ]/C toA
s−(n+2)
X ,c ,(w ) where c =u +cX andw +s − (n+2) =
v − 1.
(c) The map Φ satisfies that Φ ◦ ∂S =QX ◦Φ and Φ ◦d =∆ ◦Φ.
Proof. These follow from straightforward computations.
Remark 4.1. Lemma 4.3 implies that two cochain complexes (Ω•
C[y ,x ]/C,DS ) and (AX ,KX ) are degree-
twisted isomorphic each other. 19 But we emphasize that the natural product structure, the wedge
product, on Ω•
C[y ,x ]/C and the super-commutative product · on AX are quite different and Φ is not a
ring isomorphism. It is crucial for us to use the super-commutative product · onAX to get all themain
theorems of the current article.
We proved thatH0KX (AX ) is canonically isomorphic toHn (Pn \X ,C)≃H. Nowwe describe all the other
cohomologies.
Proposition 4.10. Assume that n > 1.20 Then we have the following description of the total cohomology
of (AX ,KX ):
H sKX (AX ) = 0, for s 6=−n ,−1,0,
H−1KX (AX )≃H
0
KX
(AX ), and H−nKX (AX )≃C.
(4.15)
19 In fact, (Ω•
C[y ,x ]/C,DS ) is theChevalley-Eilenberg complex associated to the Lie algebra representationρX which computes
the Lie algebra cohomology and, on the other hand, (AX ,KX ) is the dual Chevalley-Eilenberg complex which computes the
Lie algebra homology.
20 If n = 1, then the same result holds except dimCH−1KX (AX ) = dimCH0KX (AX )+1; see (1.12), [1].
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(Ω•
C[y ,x ]/C,∧,DS ) is a Dwork complex (AX , ·,QX ,KX ,ℓ
KX
2 ) is a BV algebra
(Ω•
C[y ,x ]/C,∧,∂S ) is not a CDGA (AX , ·,QX ) is a CDGA
(Ω•
C[y ,x ]/C,∧,d ) is a CDGA (AX , ·,∆) is not a CDGA
Table 4.1. Comparison with the algebraic Dwork complex
Proof. This follows from the classical to quantum spectral sequence associated to the filtered cochain
complex (F •wtAX ,KX ) andTheorem1.6 in [1].We shift the degree of (AX ,KX ) to considerC =AX [−n−
2] so thatC i =A i+(n+2)X for each i ∈Z. According to Proposition 4.8 we have the classical to quantum
spectral sequence {Er } which satisfies
E
p ,q
1 ≃Gr pH
p+q
Q (C ),
E
p ,q
2
≃→ E p ,q∞ =Gr pH
p+q
K (C ).
(4.16)
In particular, {Er } degenerates at E2. Then we have
H
p
K (C ) =H
p+n+2
KX
(AX ), Gr pHp+qK (C ) =Gr pH
p+q+n+2
KX
(AX ), p ,q ≥ 0.
Note that Lemma4.3 implies thatHpQ (C )≃H
p
∂S
(Ω•
C[y ,x ]/C) forp ≥ 0 andLemma4.2 says thatH
q
KX
(AX ) =
H
q
KX
(AX ,cX ) for q ≤ 0. Moreover it is known that dimC(H0QX (AcX )) = dimCH (see page 1194, [1]). Now
it is easy to see that Theorem 1.16 in [1] implies the desired result combined with Lemma 4.2, (4.16),
and Lemma 4.3. In fact, the isomorphism H0KX (AX )≃H
−1
KX
(AX ) is given by [ f ] 7→ [R · f ] where f ∈A 0X
and R =
∑n
µ=−1 ch(yµ)yµηµ ∈A −10 , andH−nKX (AX ) is generated by
[Φ
 
dy ∧dG ]
where Φ is the map in Lemma 4.3.
4.8. Lifting of a polarization
The goal here is to prove part (d ) of Theorem 1.1. The primitive cohomology H behaves well with
respect to the cup product pairing. Recall that the following bilinear pairing 〈·, ·〉
〈ω,η〉 := (−1) (n−1)(n−2)2
∫
XG
ω∧η, ω,η ∈H=Hn−1prim(XG ,C),
provides a polarization of a Hodge structure of weight n − 1 onH, i.e.
1. 〈ω,η〉= (−1)n−1〈η,ω〉,
2. 〈ω,η〉 ∈Z ifω,η∈Hn−1(XG ,Z),
3. 〈·, ·〉 vanishes onHp ,q ⊗Hp ′,q ′ unless p =q ′,q = p ′,
4. (
p−1)p−q 〈ω,ω〉> 0, ifω∈Hp ,q is non-zero,
whereH=
⊕
p+q=n−1H
p ,q is the Hodge decomposition andω is the complex conjugation ofω.
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Definition 4.1. We define a C-linear map
∮
:AX → C such that
∮
is a zero map onA jX if j 6= 0, other-
wise: ∮
u :=
1
(2πi )n+2
∫
X (ǫ)
∮
C
u
∂ S
∂ x0
· · · ∂ S
∂ xn
y dy
dx0 ∧ · · · ∧dxn
=
1
(2πi )n+2
∫
X (ǫ)
∮
C
u
y n
dy

dx0 ∧ · · · ∧dxn
∂G
∂ x0
· · · ∂G
∂ xn
for all u ∈A 0X , where C is a closed path onCwith the standard orientation around y = 0 and
X (ǫ) =
¨
x ∈Cn+1
∂G (x )∂ x i
= ǫ > 0, i = 0,1, · · · ,n « ,
which is oriented by d (arg ∂G
∂ x0
)∧ · · · ∧d (arg ∂G
∂ xn
)> 0.
Our definition of
∮
is motivated by the Grothendieck residue. We construct a lifting of 〈·, ·〉 toAX by
using
∮
; see (1.8).
Theorem 4.2. (a) TheC-linearmap
∮
:AX →C is concentrated inweight n−1, charge 2cX = 2d −2(n+
1), and ghost number 0, i.e.
∮
factors through the projection map fromAX toA 0X ,(n−1),2cX .21
(b) We have ∮
QX (u ) = 0,
∮
QX (u ) ·v =
∮
(−1)|u |+1u ·QX (v ), ∀u ,v ∈AX .
(c) Under the map J : (AX ,cX ,QX )→ (H,0), we have
cab
λ
∮
u ·v =
∫
XG
J (u )∧ J (v ) =: (−1) (n−1)(n−2)2 〈J (u ), J (v )〉, u ∈AX ,(a ),cX ,v ∈AX ,(b ),cX , (4.17)
where cab = d ·(−1)
a (a+1)
2 +
b (b+1)
2 +b
2
andλ is the residueof the fundamental class of Pn , viewed inHn (Pn ,Ωn ).
Proof. We use the notation (A ,K =Q +∆) = (AX ,KX =QX +∆) for simplicity.
(a) Note that
∮
u = 0 for u homogeneous (with respect to the weight) of some weight other than n −1,
since
∮
C
1
ym
dy = 0 unlessm = 1. When we write u ∈A 0λ as u =
∑
k≥0 y
k ·uk (x ), where uk ∈C[x ]λ+kd ,
a simple computation confirms that ∮
u = Res0
¨
un−1
∂G
∂ x0
· · · ∂G
∂ xn
«
, where the right hand side is the Grothendieck residue given in (12.3), [21]. Then Lemma (12.4), [21]
implies that ifλ 6= 2cX then
∮
u = 0. Hence
∮
is concentrated in charge 2cX . Thereforewe get the result.
21 In fact, one can show thatA 0X ,(n−1),2cX /QX (A
−1
X ,(n−1),2cX ) is isomorphic toC.
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(b) It suffices to consider the case when the integrandQ(Λ) is an element ofA 0
(n−1),2cX , when we prove
that
∮
◦Q = 0. Thus it is enough to check that
∮
Q(Λ) = 0 for Λ ∈ A −1
(n−1),2cX . An arbitrary element
Λ∈A −1
(n−1),2cX can be written as a C-linear combination of terms like
Λ= y n−1M (x )η−1+
n∑
i=0
y n−2Ni (x )ηi
where M and Ni , i = 0,1, · · · ,n are monomials in x such that ch(M ) = deg(M ) = 2cX + d (n − 2) and
ch(Ni ) = deg(Ni ) = 2cX +d (n − 2)+ 1. Then
Q(Λ) =y n−1M ·G + y n−1
n∑
i=0
Ni
∂G
∂ x i
.
Note that Eˆch(G ) = ch(G ) ·G and ch(G ) = d 6= 0, and so we get
G =
1
ch(G )
n∑
i=0
x i
∂G
∂ x i
.
Hence
QΛ= y n−1
n∑
i=0
1
ch(G )
M ·x i
∂G
∂ x i
+ y n−1
n∑
i=0
Ni
∂G
∂ x i
= y n−1
n∑
i=0
N˜i
∂G
∂ x i
.
where
N˜i (x ) =
1
ch(G )
M ·x i +Ni . (4.18)
It follows that ∮
QΛ=
∮
y n−1
n∑
i=0
N˜i (x )
∂G
∂ x i
=
1
(2πi )n+1
∫
X (ǫ)
 
n∑
i=0
N˜i (x )
∂G
∂ x i
!
dx0 ∧ · · · ∧dxn
∂G
∂ x0
· · · ∂G
∂ xn
=Res0
¨∑n
i=0 N˜i (x )
∂G
∂ x i
∂G
∂ x0
· · · ∂G
∂ xn
«
= 0,
where we used again Lemma 12.4, [21], in the final step (
∑n
i=0 N˜i (x )
∂G
∂ x i
belongs to the Jacobian ideal).
Hence
∮
is a cochain map from (A ,Q) to (C,0).
The second equality ∮ 
Qα ·β +(−1)|α|α ·Qβ

= 0,
also follows easily from the same computation above.
(c) Note that
J ([y k F (x )]) = Re s

(−1)k k !F (x )Ωn
G k+1

.
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Let u = y aA(x ) and v = y bB (x )where a +b = n−1 (if a +b 6= n−1, then both sides in (4.17) are zero).
Then Remarks on page 19 of [4] imply that∫
XG
J (u )∧ J (v ) = (−1)(n−1)a !b !
∫
XG
Re s
A(x )Ωn
G a+1
∧Re sB (x )Ωn
Gb+1

=
cab
λ
Res0
¨
A(x )B (x )
∂G
∂ x0
· · · ∂G
∂ xn
«
=
cab
λ
∮
y n−1A(x )B (x ) =
cab
λ
∮
u ·v.
This finishes the proof.
Note that
∮
◦KX 6= 0. For example, if we assume that d =n − 1, then there exists µ∈A −1(n−1),0 such that
∆(µ) = y n−1det

∂ 2G (x )
∂ x i ∂ x j

∈A 0
(n−1),0,
(since∆ :A −1→A 0 is surjective) and
∫
∆(µ) 6= 0 by (12.5) in [21].
4.9. The L∞-homotopy structure on period integrals of smooth projective hypersurfaces
The goal here is to prove Theorem 1.2, which describes how to understand the period integrals of
smooth projective hypersurfaces in terms of homotopy theory, by applying the general theory devel-
oped in sections 2 and 3. Let {[rα]}α∈J be a C-basis of
⊕
m<0H
m
KX
(AX ). Note that J is a finite index set.
For each α ∈ J , we introduce new indeterminates θα corresponding to rα such that gh(θα) = |θα| =
|rα| − 1 in order to find a resolution of (AX , ·,KX ) in the category CC. We define a super-commutative
algebra
A˜X =AX [θα : α ∈ J ]/I , (4.19)
whereAX [θα : α ∈ J ] is the super-commutative algebra generated by θα overAX and I is the ideal
generated by θ 2α and θα · f for f ∈AX \C. If we define K˜ (θα) = rα for each α ∈ J and K˜ (f ) = K (f ) for
f ∈AX , then this defines a C-linear map K˜ : A˜ •X →A˜ •X of degree 1.
Lemma 4.4. The triple (A˜X , ·, K˜X ) is an object of the category CC. We have HpK˜X (A˜X ) = 0 for every p 6= 0
and H0
K˜X
(A˜X ) =H0KX (AX ). In other words, (A˜X , ·, K˜X ) is a resolution of (H
0
KX
(AX ),0) inside CC.
Proof. This is clear from the construction.
We remark that (A˜X , ·, K˜X ) does not give a BV algebra: since one can easily check that ℓK˜Xm 6= 0 for every
m ≥ 1, the differential K˜X can not be decomposed as Q˜ + ∆˜ satisfying the axioms of a BV algebra.22
We apply the descendant functor (Theorem 3.1) to (A˜X , ·, K˜X ) and put

A˜ , ℓ˜

X
=Des(A˜X , ·, K˜X ). The
above lemma, together with Proposition 4.7, implies the following proposition.
Proposition 4.11. The descendant L∞-algebra

A˜ , ℓ˜

X
is quasi-isomorphic to (H,0), whereH=Hn−1prim(XG ,C).
22 Jeehoon Park and Donggeon Yhee proved that one has to add infinitely many new formal variables to make a BV resolu-
tion of (AX , ·,KX ). See [20] for a precise meaning of such a BV resolution.
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The strategy we have developed so far suggests that we have to understandC[γ] using the composition
of L∞-morphisms; Proposition 2.3, Proposition 3.3, Theorem 3.2, Proposition 4.4, and Proposition 4.7
imply the following theorem (a restatement of Theorem 1.2).
Theorem 4.3. For each γ ∈Hn−1(XG ,C)0, the period integral C[γ] can be enhanced to the composition of
L∞-morphisms through (A˜ , ℓ˜)X : we have the following diagram of L∞-morphisms of L∞-algebras:
(H,0)
ϕH1

C [γ] &&▲▲
▲▲
▲▲
▲▲
▲▲ κ:=φ
Cγ•ϕH
''
(C, ·,0) +3 (C,0)
(A˜X , ·, K˜X )
Cγ
99rrrrrrrrrr
(A˜ , ℓ˜)X

ϕH

φCγ
==
(4.20)
where C[γ] is the same as (φ
Cγ •ϕH)1 =Cγ ◦ϕH1 . The L∞-morphism κ := φCγ •ϕH depends only on the
L∞-homotopy types of ϕH andφ
Cγ . Here the notation =⇒ means that we take the descendant functor.
The composition φCγ •ϕH is not a descendant L∞-morphism: we do not have a super-commutative
associative binary product on H (the differential K is not a derivation of the product ofA so it does
not induce a product on H). Note that ϕH is an L∞-quasi-isomorphism; such quasi-isomorphisms
are classified by the versal solutions Γ ∈ (mÓSH⊗A˜ )0 =mÓSH⊗A˜ 0 to the Maurer-Cartan equation (see
Proposition 3.2 and Definition 3.5):
K˜ (Γ )+
1
2
ℓK˜2 (Γ ,Γ )+
1
3!
ℓK˜3 (Γ ,Γ )+ · · ·= 0.
Note that (mÓSH⊗A˜ )0 = (mÓSH⊗A )0. So we found a hidden structure of the period integral C[γ] : H ≃
H (XG )→C for a fixed γ ∈Hn−1(XG ,Z)0: there is an L∞-quasi-isomorphism from the L∞-algebra (H,0)
to the L∞-algebra (A˜ , ℓ˜)X , and a sequence of C-linear maps (φCγ •ϕH)m : Sm (H)→ C, which reveals
hidden correlations and deformations of C[γ], such that C[γ] = (φ
Cγ •ϕH)1. Then the theory of L∞-
algebras suggests that we can study a (new type of) formal variation of the Griffiths period integral.
We discuss this issue in the next subsections.
4.10. Extended formal deformations of period integrals of XG
Weprove Theorem 1.3 here. Proposition 3.2 implies that the extended deformation functor attached to
(A˜ , ℓ˜)X is pro-representableby the completed symmetric algebraÓSH. LetMXG be the associated formal
moduli space. Now we consider the generating series Z[γ]

ϕH

in (1.10). Note that L∞-homotopy
types of quasi-isomorphisms ϕH : (H,0) // (A ,ℓ)X are not unique, though the L∞-homotopy type
of φCγ is uniquely determined by [γ] ∈ Hn−1(XG ,Z)0. The results in Section 2 specialized to (A˜ , ℓ˜)X
gives us the following theorem (see Proposition 3.2, Definition 3.6, and Lemma 3.10).
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Theorem 4.4. Let {eα}α∈I be a basis of Hwith dual basis {t α}α∈I . Then for any L∞-quasi-isomorphism
ϕH from (H,0) to (A˜ , ℓ˜)X , we have the following versal solution to theMaurer-Cartan equationof (A˜ , ℓ˜)X :
Γ (t )ϕH =
∑
α∈I
t αϕH1 (eα)+
∞∑
k=2
∑
α1,··· ,αk∈I
t αk · · · t α1 ⊗ϕHk
 
eα1 , · · · ,eαk
∈ (C[[t ]]⊗ˆA )0
such that Γ (t )ϕH is gauge equivalent to Γ (t )ϕ˜H if and only if ϕ
H is L∞-homotopic to ϕ˜H, and
Z[γ]

ϕH

=Cγ

e
Γ (t )ϕH − 1

.
Note that the dual basis {t α}α∈I is an affine coordinate on H. Let XGT ⊂ Pn be a formal family of
smooth hypersurfaces defined by
GT (x ) =G (x )+ F (T ), (4.21)
where F (T ) ∈ C[[T ]][x ] is a homogeneous polynomial of degree d with coefficients in C[[T ]] with
F (0) = 0 and T = {T α}α∈I ′ are formal variables with some index set I ′ ⊂ I . Recall that by a standard
basis of H we mean a choice of basis e1, · · · ,eδ0 , eδ0+1, · · · , eδ1 , · · · ,eδn−2+1, · · · ,eδn−1 for the flag F•H in
(1.3) such that e1, · · · ,eδ0 gives a basis for the subspace Hn−1−0,0 := Hn−1,0prim (XG ,C) and eδk−1+1, · · · ,eδk ,
1 ≤ k ≤ n − 1, gives a basis for the subspace Hn−1−k ,k = Hn−1−k ,kprim (XG ,C). We denote such a basis
by {eα}α∈I where I = I0 ⊔ I1 ⊔ · · · ⊔ In−1 with the notation {e ja }a∈I j = eδj−1+1, · · · ,eδj and {t aj }a∈I j =
t δj−1+1, · · · , t δj . We need to assume that I ′ ⊂ I1 when XG is Calabi-Yau.
For (a ) of Theorem 1.3 (recall that XG is assumed to be Calabi-Yau), we define C-linear maps f :
(H,0)→ (A˜ , ℓ˜)X :
f = f1, f2, f3 · · · , f1(e ka ) := y k · F[k ]a (x )∈ A˜ 00 , (4.22)
where F[k ]a (x ) can be chosen to be any homogeneous polynomial of degree d (k+1)−(n+1) = dk such
that { F[k ]a (x )
G (x )k+1
Ωn : a ∈ I , 0 ≤ k ≤ n − 1} is a set of representatives of a basis ofH (XG ) ≃H and F[1]a (x )
is the t a -coefficient of F (T ) with t a = T a ; we define fm : Sm (H)→ A˜ 0,m ≥ 2 so that fm (e 1a 1 , · · · ,e 1am )
is the t am · · · t a 1-coefficient of y F (T ) with t a = T a ,a ∈ I ′. Then f is clearly a L∞-quasi-isomorphism
satisfying (a ) of Theorem 1.3 by the Griffiths theorem onH (XG ) and our general theory: the fact that
f1 is a quasi-isomorphism comes from the construction; the fact that it is a morphism of L∞-algebras
is completely trivial because H is concentrated in degree 0 and A˜ is concentrated in non-negative
degree, so all relations that need to be checked are easily seen to be zero. Then (b ) of Theorem 1.3
follows from the following computation;
1
2πi
 ∫
τ(γ)
Ωn
GT (x )
−
∫
τ(γ)
Ωn
G (x )
!
=− 1
2πi
 ∫
τ(γ)
∫ ∞
0
e y ·GT (x )dyΩn −
∫
τ(γ)
∫ ∞
0
e y ·G (x )dyΩn
!
=Cγ(e
∑
a∈I ′ T
a y ·F[1]a (x )− 1)
= exp
 
ΦCγ
 ∑
a∈I ′
T a · f1(e [1]a )
!!
− 1
=Z[γ]([ f ])(t )
t β=0,β∈I \I ′
t α=Tα,α∈I ′
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where we used the definition ofCγ and the equalities (3.8) and (3.26). Let
Γ (t )f 1 =
∑
a∈I0
t a0 F[0]a (x )+ y ·
∑
a∈I1
t a1 F[1]a (x )+ · · ·+ y n−1 ·
∑
a∈In−1
t an−1F[n−1]a (x ). (4.23)
We can do a similar computation (a period integral of an extended formal deformation of XG ) ;
Cγ(e Γ (t ) f1 − 1)
=− 1
2πi
∫
τ(γ)
∫ ∞
0
e Γ (t ) f1 · e y ·G (x )dy

Ωn −
1
2πi
∫
τ(γ)
Ωn
G (x )
= exp
ΦCγ
∑
a∈I0
t a0 F[0]a (x )+ y ·
∑
a∈I1
t a1 F[1]a (x )+ · · ·+ y n−1 ·
∑
a∈In−1
t an−1F[n−1]a (x )

− 1
= exp
 ∞∑
n=1
1
n !
∑
α1,··· ,αn
t αn · · · t α1

φCγ • f

n
(eα1 , · · · ,eαn )
!
− 1=Z[γ]([ f ]).
The properties, which can be easily checked,∫ ∞
0
e Γ (t ) f1 · e y ·G (x )dy

t=0
Ωn =
−Ωn
G (x )
,
∂
∂ t ak
∫ ∞
0
e Γ (t ) f1 · e y ·G (x )dy

t=0
Ωn = (−1)k+1k !
F[k ]a ·Ωn
G (x )k+1
, ∀a ∈ Ik ,
for example, imply that Griffiths transversality is violated for k ≥ 2. Note that the deformation in part
(b ) is a geometric deformation of the complex structure of XG , a family of hypersurfaces. Though
this extended deformation does not have a clear geometric meaning yet, the above properties are the
key components to prove Theorem 1.4, which demonstrates the usefulness of L∞-homotopy theory
to compute an extended period matrix ∂
∂ t β

Z[γα ]

f

(t )

{α,β∈I }
. Also, the generating power series
Z[γ]([ f ])(t ) is a natural generalization of the geometric invariant.
4.11. Extended formal deformations of the period matrix of XG
We prove Theorem 1.4, which demonstrates usefulness of the L∞-homotopy theory to compute the
period matrices of a deformed hypersurface and an extended formal deformation. Since Lemma 3.11
directly implies (a ) and (b ) of Theorem 1.4, we concentrate on proving the second part of Theorem
1.4, i.e.
ωαβ (XGT ) =
∂
∂ t β

Z[γα]

f

(t )
t β=0,β∈I \I ′
t α=Tα,α∈I ′
=
∑
ρ∈I

∂
∂ t β
T ρ(t )f

ωαρ(XG )
t β=0,β∈I \I ′
t α=Tα,α∈I ′
,
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for each α,β ∈ I . Since we have
2πi ·Z[γα]([ f ]) =−
∫
τ(γα)
∫ ∞
0
e
Γ (t ) f · e y ·G (x )dy

Ωn −
∫
τ(γ)
Ωn
G (x )
,
we have, for each α,β ∈ Ik ,0≤ k ≤ n − 1,
∂
∂ t β
Z[γα]([ f ])(t )
t β=0,β∈I \I ′
t α=T α,α∈I ′
=
1
2πi
∫
τ(γα)
(−1)k k !F[k ]β (x )
G (x )+
∑
a∈I ′ T
aF[1]a (x )
k+1Ωn
=ωαβ (XGT ).
This finishes the proof.
4.12. The Gauss-Manin connection and extended formal deformation space
Let HK =HK (A ) be the cohomology group of (AX ,KX ). This subsection we assume that X is Calabi-
Yau. Let ϕH be an L∞-quasi-isomorphism from (HK ,0) to (A˜ , ℓ˜)X by Proposition 4.11. Then we see
that the system of second order partial differential equations (3.32) holds for a uniquely determined 3-
tensor Aαβ γ(t )Γ ∈C[[t ]]≃ÓSH for Γ = Γ (t )ϕH , where ÓSH := lim←−n ⊕nk=0Sk (H ∗K ) with H ∗K =Hom(HK ,C);
the assumption in Theorem 3.3 can be checked for (A , ·,K ).
In subsection 3.8, we reinterpreted the 3-tensor Aαβ γ(t )Γ as a flat (integrable) connection DΓ on
TMXG =MXG ×V , where V is isomorphic toH ∗K . Here we provide an explicit relationship betweenDΓ
and the Gauss-Manin connection on a geometric formal deformation given by an element inHn−2,1.
Recall the notation in (4.22) and (4.23). The Gauss-Manin connection is defined on a formal (geomet-
ric) deformation spaceX over the formal spectrum ofC[[t a1 : a ∈ I1]] such that the fibreX0 is isomor-
phic to XG and the fibreXp at a general p is isomorphic to a smooth projective hypersurface of degree
d in Pn . Let π be a morphism fromX to the formal spectrum Sp f

C[[t a1 : a ∈ I1]]

. The algebraic de
Rham primitive cohomology (locally free) sheafH n−1
dR ,prim(X /C[[t a1 : a ∈ I1]]) on Sp f

C[[t a1 : a ∈ I1]]

corresponds to our flat connection DΓ on the tangent bundle TMXG restricted from Sp f
 
C[[t ]]

to
Sp f

C[[t a1 : a ∈ I1]]

. Note that the stalkH n−1dR ,prim(X /C[[t a1 : a ∈ I1]])p at p such thatXp is smooth, is
isomorphic to theH=Hn−1prim(XG ,C).
Then the following matrix of 1-forms with coefficients in power series in T
(AΓ f )β
γ :=−
∑
α∈I1
dt α1 ·Aαβ γ(t )Γ f
t β=0,β∈I \I ′
t α=Tα,α∈I ′
, β ,γ∈ I ,
becomes the connection matrix of the Gauss-Manin connection along the geometric deformation
given by the Hn−2,1-component of the L∞-homotopy type of f in Theorem 1.3. Then Theorem 3.3
implies the following proposition;
Proposition 4.12. We have
∂γω
α
β (XGT )−
∑
ρ∈I
Aγβ
ρ(t )Γ f ·ωαρ(XGT ) = 0, γ ∈ I1,α,β ∈ I ,
whereωαβ (XGT ) is the periodmatrix of a deformed hypersurface XGT .
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4.13. Explicit computation of deformations of the Griffiths period integrals
Weuse the same notation as subsection 4.12. Here we provide an algorithm to compute Aαβ γ(t )Γ , gen-
eralizing themethod (a systematic way of doing integration by parts in the one-variable case) in Propo-
sition 4.1. In subsection 3.7, we saw that the explicit computation problem of the generating power se-
riesC (e Γ −1) reduces to the problem of computing Aαβ γ(t )Γ , in addition to the dataC (ϕH1 (eα)),α ∈ I .
Because of the relationship (1.11) we can also determine the matrix Gαβ (t )ϕH := ∂αT β (t )ϕH from
Aαβ γ(t )Γ . We recall thatA =A −n−2⊕ ·· · ⊕A −1⊕A 0, K =∆+Q, and
KΓ =∆+QΓ ,

∆=
n∑
i=−1
∂
∂ yi
∂
∂ ηi
,
QΓ =
n∑
i=−1
∂ (yG (x ))
∂ yi
∂
∂ ηi
+ ℓK2 (Γ , ·) =Q + ℓK2 (Γ , ·).
If Λ=
∑n
i=−1λiηi ∈A −1, where λi ∈A 0, i =−1,0, · · · ,n , then
QΓ (Λ) =
n∑
i=−1
λi
∂ (yG (x ))
∂ yi
+ ℓK2 (Γ ,Λ), ∆(Λ) =
n∑
i=−1
∂ λi
∂ yi
.
Note that
K 2Γ =∆
2 = 0, K (1A ) =Q(1A ) =∆(1A ) = 0,
where 1A is the identity element inA 0 =C[y ,x ].
For any L∞-quasi-isomorphism ϕH from (HK (A ),0) to (A ,K ), we clearly have that ∆(Γ (t )ϕH ) = 0.
Thus we have
Q(Γ )+
1
2
ℓK2 (Γ ,Γ ) = 0,
because K (Γ ) + 12ℓ
K
2 (Γ ,Γ ) =Q(Γ ) +∆(Γ ) +
1
2ℓ
K
2 (Γ ,Γ ) = 0, which is equivalent to K (e
Γ − 1) = 0. Then
this says that
∆QΓ +QΓ∆=Q
2
Γ = 0.
So we have a cochain complex (ÓSH ⊗A , ·,QΓ ) with super-commutative product. Note that QΓ is a
derivation of the binary product of ÓSH ⊗A . We tacitly think ofQΓ as the classical component of the
differential KΓ =QΓ+∆; we view∆ as the quantum component of KΓ on the other hand. The key point
in the algorithm of computing Aαβ γ(t )Γ is that we can use the ideal membership problem based on
Gröbner basis methods to compute the answer to a problem that involves only QΓ and relate it the
corresponding problem on KΓ , by utilizing the quantum component∆.
Lemma 4.5. Let Γ = Γ (t )ϕH be a versal Maurer-Cartan solution. Then there is an algorithm to compute
a finite sequence A
(m )γ
αβ (t )∈ (ÓSH ⊗A )0, wherem = 0,1, · · · ,M for some positive integer M, such that
Aαβ
γ(t )Γ = A
(0)γ
αβ
(t )−A(1)γ
αβ
(t )− ·· · −A(M )γ
αβ
(t )∈ÓSH .
where Aαβ γ(t )Γ is in (3.32).
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Proof. We use the notation Γαβ = ∂αβΓ (t ) and Γα = ∂αΓ (t ). One can check that HQΓ = HQΓ (ÓSH ⊗A )
is a finitely generated ÓSH ⊗A 0-module, whose generators are given by {Γγ : γ ∈ I }. Then, for Γα ·Γβ ∈
(ÓSH ⊗A )0, we can find A(0)γαβ (t ) ∈ ÓSH ⊗A 0 and Λ(0)αβ (t ) ∈ (ÓSH ⊗A )−1 (this is an ideal membership
problem) such that
Γα ·Γβ =
∑
γ
A
(0)γ
αβ
(t ) ·Γγ+QΓ (Λ(0)αβ (t )), (4.24)
sinceQΓ is a derivation of the binary product. Then the relation (4.24) can be rewritten as
Γα ·Γβ =
∑
γ
A
(0)γ
αβ (t ) ·Γγ+KΓ (Λ
(0)
αβ (t ))−∆(Λ
(0)
αβ (t )).
Let R (1) = ∆(Λ(0)
αβ
(t )) and we can find A
(1)γ
αβ
(t ) ∈ÓSH ⊗A 0 and Λ(1)
αβ
(t ) ∈ (ÓSH ⊗A )−1 (again by an ideal
membership problem) such that
R (1) =
∑
γ
A
(1)γ
αβ
(t ) ·Γγ+QΓ (Λ(1)αβ (t )).
Set R (2) =∆(Λ(1)αβ (t )) and we can find A
(2)γ
αβ (t ) ∈ÓSH ⊗A 0 and Λ(2)αβ (t ) ∈ (ÓSH ⊗A )−1 similarly such that
R (2) =
∑
γ
A
(2)γ
αβ (t ) ·Γγ+QΓ (Λ
(2)
αβ (t )).
We can continue this way and observe that this process stops after a finite number of steps. Then
Theorem 3.3 guarantees that we can choose Λ(M )αβ (t ) such that∆(Λ
(M )
αβ (t )) = Γαβ so that we have
Γα ·Γβ =
∑
γ
Aαβ
γ(t )Γ ·Γγ−∆(Λ(M )αβ (t ))+KΓ (Lαβ (t )),
where
Aαβ
γ(t )Γ = Aαβ
γ(t )Γ = A
(0)γ
αβ
(t )−A(1)γ
αβ
(t )− ·· · −A(M )γ
αβ
(t ) ∈ÓSH
Lαβ (t ) = Λ
(0)
αβ
(t )−Λ(1)
αβ
(t )− ·· · −Λ(M )
αβ
(t )∈ (ÓSH ⊗A )−1
for some positive integerM . Note that this equality is same as (3.33), which finishes the proof.
This enables us to compute a new formal deformation of the Griffiths period integral, i.e. the generat-
ing power seriesCγ(e
Γ (t )ϕH − 1) attached to C[γ] and a formal deformation dataϕH .
5. Appendix
5.1. The quantum origin of the Lie algebra representationρX
In this section, we explain how we arrive at the key definition in (4.4), the definition of the Lie alge-
bra representation ρX attached to a hypersurface XG . An interesting thing is that this has a quantum
origin. It is well known that the representation theory of the Heisenberg group plays a crucial role in
quantum field theory and quantummechanics. We will focus on the Lie algebra representation of the
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Heisenberg Lie algebra in order to explain our motivation for the definition in (4.4). For each inte-
ger m ≥ 1, we consider the universal enveloping algebra of the Heisenberg Lie algebraHm over | as
follows:
U (Hm ) = |〈q1, · · · ,qm ;p1, · · · ,pm ;z 〉/I
where I is an ideal of the free |-algebra |〈q1, · · · ,qm ;p1, · · · ,pm ;z 〉, generated by
[q i ,p j ]− zδij , [q i ,z ], [pi ,z ], [q i ,q j ], and [pi ,p j ]
for all i , j = 1, · · · ,m . Here, [x ,y ] = x ·y−y ·x andδij is the usual Kronecker delta symbol. Then (Hm , [·, ·])
is a nilpotent Lie algebra whose |-dimension is 2m +1. Let IP be the left ideal ofU (Hm ) generated by
p1, · · · ,pm , i.e.U (Hm )IP ⊂ IP . Then the Schrödinger representation ofU (Hm ) is given by
ρSch :U (Hm )→ End|(U (Hm )/IP ), f 7→
 
g + IP → f · g + IP

. (5.1)
This celebrated representationhas attainedmuch attention fromboth physicists andmathematicians.
This representation canbe used to deriveboth theHeisenbergmatrix formulationand the Schrödinger
wave differential equation formulation of quantummechanics through Dirac’s transformation theory.
It also plays a crucial role in the study of theta functions and modular forms via the oscillator (also
called Weil) representation coming from the Schödinger representation. We have the Schrödinger Lie
algebra representation ρSch (with the same notation) of Hm on the same |-vector space U (Hm )/IP
from (5.1). Let P be the abelian |-sub Lie algebra ofHm spanned by p1, · · · ,pm . If we restrictρSch to P,
we get
ρSch|P : P→ End|(U (Hm )/IP ), (5.2)
which is a Lie algebra representation of P. This Lie algebra representation of P corresponding to ρSch
is our starting point to arrive at the definition in (4.4). Note that the representation spaceU (Hm )/IP
does not have a |-algebra structure, since IP is not a two-sided ideal. This is a very important point
in a mathematical algebraic formulation of quantum field theory (see the the first author’s algebraic
formalism of quantum field theory [18] for related issues). But we decided to simplify the quantum
picture by introducing the Weyl algebra.23 The m-th Weyl algebra (which is introduced to study the
Heisenberg uncertainty principle in quantum mechanics), denoted Am , is the ring of differential op-
eratorswith polynomial coefficients inm variables. It is generated byq1, · · · ,qm and ∂
∂ q1
, · · · , ∂
∂ qm
. Then
we have a surjective |-algebra homomorphism
r :U (Hm )→ Am ,
defined by sending z to 1, q i to q i , and pi to
∂
∂ q i
for i = 1, · · · ,m and extending the map in an obvi-
ous way. Note that z ;q1, · · ·qm ;p1, · · ·pm are |-algebra generators ofU (Hm ). Therefore them-th Weyl
algebra is a quotient algebra ofU (Hm ). We further project the representation ρSch to Am to get a Lie
algebra representation of Am on Am /r (IP ), denoted ρWey,
ρWey : Am → End|(Am /r (IP ))≃ End|(|[q1, · · · ,qm ]). (5.3)
The benefit of working with the Weyl algebra is that Am /r (IP ) is isomorphic to |[q1, · · · ,qm ] as a |-
vector space and so Am /r (IP ) has the structure of a commutative associative |-algebra which is in-
herited from |[q1, · · · ,qm ]. Recall that in Definition 2.1 we assumed the representation space of the
23 This has the benefit of dramatically reducing the length of our paper, although it hides certain important quantum
features of the theory. In later papers, we will pursue how this phenomenon (IP is only a leftU (Hm )-ideal, not two-sided) is
related to understanding period integrals, which seems important in order to connect our theory to the theory of modular
forms.
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Lie algebra representation was a commutative associative |-algebra. 24 Note that ρWey restricted to
r (IP ) is isomorphic to the representation on |[q1, · · · ,qm ] obtained by applying the differential op-
erators ∂
∂ q1
, · · · , ∂
∂ qm
. Now let m = n + 2 and put y = q1,x0 = q2, · · · ,xn = qn+2 in order to connect
to ρX , where G (x ) is the defining equation of the smooth projective hypersurface XG . Then when
XG = Pn , the representation ρX is isomorphic to ρWey. Recall that A = |[y ,x ] = |[y−1,y0, · · · ,yn ].
Dirac’s transformation theory in quantummechanics suggests considering the following deformation
of ρWey :Am → End|(Am /r (IP )): for F ∈ A, consider the formal operators
ρ[i ] := exp(−F (y )) · ∂
∂ yi
·exp(F (y )), i =−1,0, · · · ,n .
These operators ρ[i ], i = −1,0, · · · ,n , will act on exp(−F (y )) · A/r (IP ) ≃ Am /r (IP ) ≃ A (as |-vector
spaces). Formally, we can write and check
ρ[i ] =
∂
∂ yi
+
h ∂
∂ yi
,F
i
+
1
2
hh ∂
∂ yi
,F
i
,F
i
+ · · ·
≡ ∂
∂ yi
+
∂ F
∂ yi
(mod r (IP )),
(5.4)
where F = F (y ). For any F ∈ A = |[y ], define ρ[F ] : r (IP )→ End|(Am /r (IP )) via the rule
r (pi ) 7→
 
Q + r (IP ) 7→ρ[i ] ·Q + r (IP )

, i =−1,0, · · · ,n .
Proposition 5.1. If F = y ·G (x ) ∈ A, then we have a canonical isomorphism between the Lie algebra
representationsρ[F ], defined above, and ρX , defined in (4.4).
Proof. The abelian Lie algebra g in the definition of ρX is isomorphic to r (IP ) and it is clear from (5.4)
that the natural |-vector space isomorphism Am /r (IP ) ≃ A realizes the Lie algebra representation
isomorphism between ρ[F ] and ρX .
5.2. The homotopy category of L∞-algebras
An L∞-algebra is a generalization of an Z-graded Lie-algebra such that the graded Jacobi identity is
only satisfied up to homotopy. An L∞-algebra is also known as a strongly homotopy Lie algebra in
[23], or Sugawara Lie algebra. It has also appeared, albeit the dual version, in [24]. It is also the Lie
version of an A∞-algebra (strongly homotopy associative algebra), which is the original example of
homotopy algebra due to Stasheff. In this paper we encounter a variant of L∞-algebra such that its
Lie bracket has degree one. In other words, a structure of L∞-algebra on V in our paper is equivalent
to that of the usual L∞-algebra on V [1], where V [1] means that V [1]m = Vm+1 form ∈ Z. We should
also note that the usual presentation of L∞-algebras and L∞-morphisms via generators and relations
relies on unshuffles, which can be checked to be equivalent to our presentation based on partitions.
Let ArtZ
|
denote the category of Z-graded artinian local |-algebras with residue field | and ÕArtZ
|
be
the category of complete Z-graded noetherian local |-algebras. Let R ∈Ob(ÕArtZ
|
) concentrated in de-
gree zero. For A ∈ Ob(ArtZ
|
), mA denotes the maximal ideal of A which is a nilpotent Z-graded super-
commutative and associative |-algebra without unit. Let V =
⊕
i∈ZV
i be aZ-graded vector space over
24 This assumption is why we encounter L∞-homotopy theory, when we analyze period integrals. If it is not commutative,
then we would need a different type of homotopy theory such as A∞-homotopy theory.
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a field | of characteristic 0. If x ∈ V i , we say that x is a homogeneous element of degree i ; let |x | be
the degree of a homogeneous element of V . For each n ≥ 1 letS(V ) =⊕∞n=0Sn (V ) be the freeZ-graded
super-commutative and associative algebra over | generated byV , which is the quotient algebra of the
free tensor algebra T (V ) =
⊕∞
n=0T
n (V ) by the ideal generated by x ⊗y − (−1)|x ||y |y ⊗x . Here T 0(V ) = k
and T n (V ) = V ⊗n for n ≥ 1.
Definition 5.1 (L∞-algebra). The triple VL = (V,ℓ,1V ) is a unital L∞-algebra over | if 1V ∈ V 0 and
ℓ= ℓ1,ℓ2, · · · be a family such that
– ℓn ∈Hom(SnV,V )1 for all n ≥ 1.
– ℓn (v1, · · · ,vn−1,1V ) = 0, for all v1, · · · ,vn−1 ∈V , n ≥ 1.
– for any A ∈Ob

ArtZ
|

and for all n ≥ 1
n∑
k=1
1
(n −k )!k !ℓn−k+1
 
ℓk
 
γ, · · · ,γ ,γ, · · · ,γ= 0,
whenever γ ∈ (mA ⊗V )0, where
ℓn
 
a 1⊗ v1, · · · ,an ⊗ vn

= (−1)|a 1 |+|a 2|(1+|v1 |)+···+|an |(1+|v1 |+···+|vn−1|)a 1 · · ·an ⊗ ℓn (v1, · · · ,vn ) .
Every L∞-algebra in this paper is assumed to satisfy ℓn = 0 for all n >N for some natural numberN .
Definition 5.2 (L∞-morphism). A morphism of unital L∞-algebras from VL into V ′L is a family φ =
φ1,φ2, · · · such that
– φn ∈Hom(SnV,V ′)0 for all n ≥ 1.
– φ1(1V ) = 1V ′ andφn (v1, · · · ,vn−1,1V ) = 0, v1, · · · ,vn−1 ∈V , for all n ≥ 2.
– for any A ∈Ob

ArtZ
|

and for all n ≥ 1∑
j1+j2=n
1
j1!j2!
φj1+1

ℓj2 (γ, · · · ,γ),γ, · · · ,γ

=
∑
j1+···+jr=n
1
r !
1
j1! · · · jr !
ℓ′r

φj1(γ, · · · ,γ), · · · ,φjr (γ, · · · ,γ)

,
whenever γ ∈ (mA ⊗V )0, where
φn
 
a 1⊗ v1, · · · ,an ⊗ vn

= (−1)|a 2 ||v1 |+···+|an |(|v1|+···+|vn−1 |)a 1 · · ·an ⊗φn (v1, · · · ,vn ) .
It is convenient to introduce an equivalent presentation of L∞-algebras andmorphisms based on par-
titions P(n ) of the set {1,2, · · · ,n}, in order to present the proof of Theorem 3.1 regarding the descen-
dant functor.
Let us set up some notation related to partitions. A partitionπ= B1∪B2∪· · · of the set [n ] = {1,2, · · · ,n}
is a decomposition of [n ] into a pairwise disjoint non-empty subsets Bi , called blocks. Blocks are or-
dered by theminimum element of each block and each block is ordered by the ordering induced from
the ordering of natural numbers. The notation |π| means the number of blocks in a partition π and
|B |means the size of the block B . If k and k ′ belong to the same block in π, then we use the notation
k ∼π k ′. Otherwise, we use k ≁π k ′. Let P(n ) be the set of all partitions of [n ].
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Let τi ,j be a transposition (i j ). We define the Koszul sign ε(τ,{x i ,x j }) := (−1)|x i ||x j | for any homoge-
neous elements x i ,x j ∈ V . For a permutation σ of [n ], we decompose σ as a product of transpo-
sitions σ =
∏
k τi k ,jk . Then define ε(σ,{x1, · · · ,xn }) =
∏
k ε(τ,{x i k ,x jk }) for homogeneous elements
x1, · · · ,xn ∈V . The Koszul sign ε(π) for a partition π= B1∪B2∪· · · ∪B|π| ∈ P(n ) is defined by the Koszul
sign ε(σ,{x1, · · · ,xn }) of the permutationσ determined by
xB1 ⊗ ·· · ⊗xB |π| = xσ(1)⊗ ·· · ⊗xσ(n ),
where xB = x j1 ⊗ ·· · ⊗ x jr if B = {j1, · · · , jr }. Let |xB | = |x j1 |+ · · · + |x jr |. Note that ε(π) depends on
the degrees of x1, · · · ,xn but we omit such dependence in the notation for simplicity. Then it can be
checked that the following definitions 5.3 and 5.4 are equivalent to the above ones; for an arbitrary
finite set {v1, · · · ,vN } of homogeneous elements in V , consider |[[t1, · · · , tN ]], where |t j | = −|v j |, 1 ≤
j ≤ N . Let J be the maximal ideal of |[[t1, · · · , tN ]], so that A := |[[t1, · · · , tN ]]/JN+1 ∈ ArtZ| . Let γ be∑N
j=1 t j v j , which is an element of (mA ⊗V )0. Definitions 5.1 and 5.2 imply, after simple combinatorics,
the claimed relations inDefinitions 5.3 and 5.4 for alln satisfying 1≤ n ≤N . It is clear that the converse
is also true.
Definition 5.3 (L∞-algebra). An L∞-algebra is a Z-graded vector space V =
⊕
m∈ZV
m over a field |
with a family ℓ = ℓ1,ℓ2, · · · , where ℓk : Sk (V )→ V is a linear map of degree 1 on the super-commutative
k -th symmetric product Sk (V ) for each k ≥ 1 such that∑
π∈P(n )
|Bi |=n−|π|+1
ε(π, i )ℓ|π|(xB1 , · · · ,xBi−1 ,ℓ(xBi ),xBi+1 , · · · ,xB |π| ) = 0. (5.5)
Here we use the the following notation:
ℓ(xB ) = ℓr (x j1 , · · · ,x jr ) if B = {j1, · · · , jr }
ε(π, i ) = ε(π)(−1)|xB1 |+···+|xBi−1 |.
An L∞-algebrawith unity (or a unital L∞-algebra) is a triple (V,ℓ,1V ), where (V,ℓ) is an L∞-algebra and
1V is a distinguishedelement inV 0 such that ℓn (x1, · · · ,xn−1,1V ) = 0 for all n ≥ 1 and every x1, · · · ,xn−1 ∈
V .
An ordinary Lie algebra can be viewed as a L∞-algebra concentrated in degree -1. It follows immedi-
ately for degree reasons that ℓ1= 0 for all i 6= 2, and that ℓ2 satisfies the axioms of a Lie bracket.
Definition 5.4 (L∞-morphism). Amorphism from an L∞-algebra (V,ℓ) to an L∞-algebra (V ′,ℓ
′) over |
is a familyφ =φ1,φ2, · · · , whereφk :Sk (V )→ V ′ is a |-linear map of degree 0 for each k ≥ 1, such that∑
π∈P(n )
ε(π)ℓ′|π|(φ(xB1 ), · · · ,φ(xB |π| ))
=
∑
π∈P(n )
|Bi |=n−|π|+1
ε(π, i )φ|π|(xB1 , · · · ,xBi−1 ,ℓ(xBi ),xBi+1 , · · · ,xB |π| ).
A morphism of unital L∞-algebras from (V,ℓ,1V ) to (V ′,ℓ′,1V ′ ) over | is a morphism φ of L∞-algebras
such thatφ1(1V ) = 1V ′ andφn (x1, · · · ,xn−1,1V ) = 0 for all n ≥ 2 and every x1, · · · ,xn−1 ∈V .
Remark 5.1. If one uses an interval partition of [n ] instead of P(n ), we can prove that this formalism
gives an equivalent definition to the usual definition of A∞-algebras and A∞-morphisms.
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If we letπ= B1∪· · ·Bi−1∪Bi∪Bi+1∪· · ·∪B|π| ∈ P(n ), then the condition |Bi |= n−|π|+1 in the summation
implies that the set B1, · · · ,Bi−1,Bi+1, · · · ,Bn are singletons. Let ℓ1 = K . For n = 1, the relation (5.5) says
that K 2 = 0. For n = 2, the relation (5.5) says that
K ℓ2(x1,x2)+ ℓ2(Kx1,x2)+ (−1)|x1|ℓ2(x1,Kx2) = 0.
For n = 3, we have
ℓ2(ℓ2(x1,x2),x3) +(−1)|x1|ℓ2(x1,ℓ2(x2,x3))+ (−1)(|x1 |+1)|x2|ℓ2(x2,ℓ2(x1,x3))
= −K ℓ3(x1,x2,x3)− ℓ3(Kx1,x2,x3)
−(−1)|x1|ℓ3(x1,Kx2,x3)− (−1)|x1|+|x2|ℓ3(x1,x2,Kx3).
Because the vanishing of the left hand side is the graded Jacobi identity for ℓ2, we see that ℓ2 fails to
satisfy the graded Jacobi identity. Thus the failure of ℓ2 being a graded Lie algebra is measured by the
homotopy ℓ3.
Corollary 5.1. A Z-graded vector space over | is an L∞-algebra with ℓ= 0, which we refer to as a trivial
L∞-algebra. A cochain complex (V,K ) is an L∞-algebra with ℓ= ℓ1, where ℓ1 = K . A differential graded
Lie algebra (DGLA) (V,K , [, ]) is an L∞-algebra with ℓ= ℓ1,ℓ2, where ℓ1 = K , and ℓ2(·, ·) = [·, ·].
Let ℓ1 = K and ℓ′ = K ′. For n = 1, the relation in Definition 5.4 says that
φ1K = K
′φ1.
For n = 2, we have
φ1(ℓ2(x1,x2))− ℓ′2(φ1(x1),φ1(x2)) = K ′φ2(x1,x2)−φ2(Kx1,x2)− (−1)|x1 |φ2(x1,Kx2).
Henceφ1 is a cochainmap from (V,K ) to (V ′,K ′), which fails to be an algebramap. The failure of being
an algebra map is measured by the homotopy φ2. For n = 3, the above says
φ1(ℓ3(x1,x2,x3))− ℓ′3(φ1(x1),φ1(x2),φ1(x3))
+φ2(ℓ2(x1,x2),x3)+ (−1)|x1|φ2(x1,ℓ2(x2,x3))+ (−1)(|x1 |+1)|x2|φ2(x2,ℓ2(x1,x3))
−ℓ′2(φ2(x1,x2),φ1(x3))− ℓ′2(φ1(x1),φ2(x2,x3))− (−1)|x1||x2|ℓ′2(φ1(x2),φ2(x1,x3))
= K ′φ3(x1,x2,x3)−φ3(Kx1,x2,x3)− (−1)|x1|φ3(x1,Kx2,x3)− (−1)|x1|+|x2|φ3(x1,x2,Kx3).
Now we define composition of morphisms.
Definition 5.5. The composition of L∞-morphismsφ :V → V ′ andφ′ :V ′→V ′′ is defined by 
φ′ •φn (x1, · · · ,xn ) = ∑
π∈P(n )
ε(π)φ′|π|
 
φ(xB1 ), · · · ,φ(xB |π| )

,
for every homogeneous elements x1, · · · ,xn ∈V and all n ≥ 1.
Then it can be checked that unital L∞-algebras over | and L∞-morphisms form a category.
Definition 5.6. The cohomology H of the L∞-algebra (V,ℓ) is the cohomology of the underlying complex
(V,K = ℓ1). An L∞-morphismφ is a quasi-isomorphism ifφ1 induces an isomorphism on cohomology.
In fact, any L∞-algebra can be strictified to give a DGLA, i.e. any L∞-algebra is L∞-quasi-isomorphic
to a DGLA.
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Definition 5.7. An L∞-algebra (V,ℓ) is called minimal if ℓ1 = 0.
We recall the following well-known theorem, sometimes called the homotopy transfer theorem. See
the chapter 10 of [15] for a detailed discussion on the homotopy transfer theorem.
Theorem 5.1. There is the structure of a minimal L∞-algebra (H ,ℓ
H = ℓH2 ,ℓ
H
3 , · · · ) on the cohomology H
of an L∞-algebra (V,ℓ) over | together with an L∞-quasi-isomorphismφ from (H ,ℓ
H ) to (V,ℓK ). Both
the minimal L∞-algebra structure and the L∞-quasi-isomorphism are not unique, while ℓH2 is defined
uniquely.
Definition 5.8. An L∞-algebra (V,ℓ) is called formal if it is quasi-isomorphic to an L∞-algebra (V ′,0)
with the zero L∞-structure.
Definition 5.9. Two L∞-morphisms φ and φ˜ of unital L∞-algebras from (VL ,ℓ,1V ) into (V ′L ,ℓ
′,1V ′) are
L∞-homotopic, denoted by φ ∼∞ φ˜, if there is a polynomial family λ(τ) = λ1(τ),λ2(τ), · · · in τ, where
– λn (τ)∈Hom(SnV,V ′)−1 for all n ≥ 1.
– λn (τ)(v1, · · · ,vn−1,1V ) = 0, v1, · · · ,vn−1 ∈V , for all n ≥ 1,
and a polynomial family Φ(τ) = Φ1(τ),Φ2(τ), · · · of L∞-morphisms, where
– Φn (τ)∈Hom(SnV,V ′)0 for all n ≥ 1,
– Φ1(τ)(1V ) = 1V ′ and Φn (τ)(v1, · · · ,vn−1,1V ) = 0, v1, · · · ,vn−1 ∈V , for all n ≥ 2,
and Φ(0) =φ and Φ(1) = φ˜, such that Φ satisfies the following flow equation
∂
∂ τ
Φn (τ)(γ, · · · ,γ)
=
n∑
k=1
∑
j1+···+jr=n−k
1
k !
1
r !
1
j1! · · · jr !
ℓ′r+1

Φj1(τ)(γ, · · · ,γ), · · · ,Φjr (τ)(γ, · · · ,γ),λk (τ)(γ, · · · ,γ)

+
∑
j1+j2=n
1
j1!j2!
λj1+1(τ)

γ, · · · ,γ,ℓj2 (γ, · · · ,γ)

for all n ≥ 1 and γ ∈ (mA ⊗V )0 whenever A ∈Ob(ArtZ| ).
It can be checked that ∼∞ is an equivalence relation (see 4.5.2 of [14] for another form of the above
definition).
Lemma 5.1. Consider L∞-morphisms φ : VL → V ′L and φ′ : V ′L → V ′′L . Let φ˜ ∼∞ φ and φ˜
′ ∼∞ φ′. Then
φ˜
′ • φ˜ ∼∞ φ′ •φ.
Proof. Let Φ(τ), where Φ(0) = φ and Φ(1) = φ˜, be a polynomial solution to the flow equation with a
polynomial family λ(τ). Let Φ′(τ), where Φ′(0) = φ′ and Φ′(1) = φ˜
′
, be a polynomial solution to the
flow equation with polynomial family λ′(τ). Then Φ′′(τ) := Φ′(τ) • Φ(τ) is a polynomial family25 in
25 When we apply Definition 5.5, Φ′
m
,m ≥ 1 are viewed as τ-multilinear functions. For example, if Φ1(x )(τ) = A(x )τ3 + B(x )
and Φ′1(x )(τ) = A
′(y )τ2 + B ′(y ) for x ∈ V,y ∈V ′, then
(Φ′1 ◦Φ1)(x )(τ) =A ′(A(x ))τ5 +A ′(B(x ))τ2 + B ′(A(x ))τ3 + B ′(B(x )).
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Hom(V,V ′′)0 such that Φ′′(0) = φ′ •φ and Φ′′(1) = φ˜′ • φ˜. It can be checked that, for all n ≥ 1 and
γ ∈ (mA ⊗V )0 whenever A ∈Ob(ArtZ| ),
∂
∂ τ
Φ′′n (γ, · · · ,γ)
n∑
k=1
∑
j1+···+jr=n−k
1
k !
1
r !
1
j1! · · · jr !
ℓ′′r+1

Φ′′j1(γ, · · · ,γ), · · · ,Φ
′′
jr
(γ, · · · ,γ),λ′′k (γ, · · · ,γ)

+
∑
j1+j2=n
1
j1!j2!
λ′′j1+1

γ, · · · ,γ,ℓj2 (γ, · · · ,γ)

where λ′′(τ) is the polynomial family in Hom(V,V ′′)−1 given by
λ′′n
 
γ, · · · ,γ= ∑
j1+···+jr=n
1
r !
1
j1! · · · jr !
λ′r

Φj1 (γ, · · · ,γ), · · · ,Φjr (γ, · · · ,γ)

+
∑
j1+···+jr=n
1
r !
1
j1! · · · jr !
Φ′r

Φj1(γ, · · · ,γ), · · · ,Φjr−1 (γ, · · · ,γ),λjr (γ, · · · ,γ)

.
This proves the lemma.
The above lemma implies that the homotopy category of unital L∞-algebras is well-defined, where the
morphisms in that category consists of L∞-homotopy classes of L∞-morphisms.
Let (V,K , [, ]) and (V ′,K ′, [, ]′) be an ordered pair of DGLAs over |. Then a morphism f : V → V ′ of
DGLAs is an L∞-morphism φ = φ1 such that φ1 = f . If f : V → V ′ is a DGLA morphism, then f˜ =
f + K ′s + s K is a cochain map homotopic to f by the cochain homotopy s . In this case, there is an
L∞-morphism φ˜ = φ˜1,φ˜2, · · · which is homotopic to φ = φ1 = f by an L∞-homotopy λ = λ1,λ2, · · ·
such that λ1 = s and φ˜1 = f˜ . Let f˜ : V → V ′ be a cochain map and [ f˜ ] be the cochain homotopy class
of f˜ . Then there is a representative f of [ f˜ ]which is a DGLAmorphism if and only if f˜ can be extended
to an L∞-morphism φ˜, i.e. φ˜1 = f˜ which is L∞-homotopic to a cochain map.
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