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Abstract
The SCENIC project is aimed at making the environment become an integral part of the acoustic system. The goal is to boost the
performance of arrays of speakers and microphones and, in some cases, to enable applications that would not be possible otherwise.
This paper describes how this can be achieved.
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In any sound analysis and rendering application the environment plays a major role, whether desired or undesired.
Before reaching our senses acoustic wavefronts propagate through the environment in a very complex and hard-to-
predict fashion. The sounds that are received do not just depend on the geometry and the physics of the environment
but also on the position and the characteristics of the acoustic sources and the receivers. This is particularly true
with space-time processing of acoustic signals acquired with microphone arrays or rendered by speaker arrays. Array
processing is a hot topic for the audio research community. Microphone arrays allow us to localize acoustic sources;
track them as they move; separate them from each other and from reverberations and noise; or even infer their radiation
pattern. Similarly, there is a great deal of frenzy around multi-channel and speaker array research, aimed at altering the
directivity pattern of sound rendering systems; controlling the perceived spatial location of the source and its radiation
pattern; or altering the acoustic response of the environment. Reverberations, however, make these goals very hard to
achieve, which is why research has recently focused on developing processing solutions that are robust against them.
Looking at the environment as a liability, however, can only go so far. If we are interested in overcoming the main
challenges problems that advanced space-time audio processing is facing today, we cannot treat the environment as an
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Making the best out of the environment’s acoustics means understanding propagation in complex enclosures. This
is a formidable task that has been the focus of a great deal of research in the past decades. This research has produced
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plethora of ad-hoc solutions that only seldom are compared with each other, let alone jointly used. The existing
pproaches to this problem can be roughly divided into global approaches, which model the whole wavefield; and
ocal approaches, which model the acoustic channel that links source to receiver (point-to-point approach). Among
he global modelling methods, again we recognize two leading classes of approaches: those that model the acoustic
avefield and its interaction with the enclosure (environment); and those that focus on paths of acoustic propagation
rays). The wavefield approach is based on a space-time discretization of the equations that govern propagation, therefore
ssues of spatial sampling become relevant. Geometric methods, on the other hand, implement the general solution of
he acoustic propagation’s equations, as they focus on waves that propagate along acoustic paths and their interaction
ith the environment. One interesting feature of the geometric approach is that the environment is no longer seen just as
set of complex boundary conditions but it is separately modelled to account for wavefront scattering. Most space-time
rocessing applications, however, are based on a local approach. Source localization, tracking and separation methods
hat are designed to withstand a certain degree of reverberation, in fact, are based on channel estimation, where the
hannel is the point-to-point description that we need to retrieve in order to survive the environmental impact. It is
n this complex scenario that the SCENIC Project is operating, by developing a unified theory that brings together
avefield methodologies, geometric solutions and channel-based methods in a harmonized fashion; with the goal of
aming the environment and making it part of the global design of tomorrow’s sound systems.
A geometric viewpoint - There are several space-time audio processing tasks that can take advantage of a better
nderstanding of the acoustic propagation in complex enclosures. Let us consider, for example, the task of localizing
coustic sources using microphone arrays. If we consider the “dry sound” as a source of information and the rever-
erations as a source of disturbance, we can expect the localization accuracy to worsen as the reverberation increases.
nowing the geometry of the environment, on the other hand, can be used for reversing this trend. A rather straightfor-
ard solution, for example, is to track the locations of multiple virtual (wall-reflected) sources, match them and group
hem together with the corresponding real source, and use the geometric information on the acoustic paths not just for
educing the localization’s uncertainty or for better source separation, but also for doing things that the localization
lgorithm could not do without the help of the environment, e.g. overcoming the limits of “visibility” (e.g. listening
behind the corner”). The sensor arrays can thus join forces with the image arrays to form a virtually expanded sensing
ystem. Symmetrically, a rendering system based on an array of speakers, can exploit the environment to expand
hrough its mirror images, in order to enable wavefield synthesis in reverberant environments. Indeed, in order for
ur algorithms to be able to take advantage of the environment, we need to know its geometry and its “radiometric”
reflective) properties. The process of extracting this information is called “acoustic scene reconstruction” and, in the
CENIC process, it can be conducted in the acoustic domain using simple acoustic stimuli (e.g. voices, finger snapping,
oises).
In the area of computer vision, 3D scene reconstruction relies on a corpus of image-based processing solutions
ased on projective geometry. The typical approach consists of extracting image features (corners, edges, etc.) from
ifferent views of the same scene, and determining correspondences between them. Each pair of corresponding features
etermines a projective constraint. Projective invariants are used for stratifying the underlying geometry and the
onstraints are used for nailing down each geometric layer one by one. Information is progressively incorporated in
rder to first perform self-calibration (aimed at determining the mutual positioning of the cameras that are acquiring
he images), and then determining the geometry and the reflectivity of the scene surfaces. A thorough understanding of
dvanced projective geometry and of the theory of projective invariants has generated a plethora of new applications
anging from shape from motion, to camera ego-motion reconstruction from video, to 3D modelling from unconstrained
ideo footage, which are commonly used today, for example, for the manufacturing of advanced special effects in film
roduction. The SCENIC project is doing today for space-time processing what 3D vision did two decades ago as it
as developed a harmonic theory of geometrical acoustics that enables scene reconstruction through constraints in the
rojective space. This theory is not a direct application of what that the methodologies developed for 3D vision cannot
e readily applied to audio applications. The underlying geometrical model of clusters of sensors and emitters does
ot generally exhibit a center of projection (acoustic lenses are not practically used), and propagation delays cannot be
eglected (we don’t just look at distributions of energy like in photo-cameras, but we need to consider phases as well).
t is possible, however, to recognize points in space where acoustic rays meet, which are real or virtual (wall-reflected)
ources, as well as real or virtual listening points. With respect to such points, the modelling becomes projective
nd certain rules and constraints of projective geometry can be applied. Today, the theory of geometrical acoustics
tarts from acoustic measurements in the forms of TOAs (Times of Arrival), TDOAs (Time Differences of Arrival)
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or DOAs (Directions of arrival), which are swiftly extracted using channel-based algorithms. Such measurements are
then converted into constraints that, in a projective space, take on a quadratic form, regardless of their nature. Clever
geometrical combinations of such constraints can then be used for extracting all kinds of information on the source
location, the structure of the environment, and more. Thanks to the flexibility of the geometrical framework, information
can be progressively added to the environment description repository, as natural sounds are produced and acquired in
the environment of interest. New developments are currently under study, which exploit channel-based representations
of the perceived radiometry of the scene (radial images of the environment). Along with the radial emission patterns
of the sources (which can be estimated in real time), this information can be used for extracting information on
the environment’s geometry, along with its radiance. As far as geometric rendering is concerned, we propose a new
modeling paradigm for performing WaveField Synthesis in a reverberating environment, which exploits the concept
of geometric decomposition of the wavefield. Using a real-time beam tracer we can produce a good approximation
of the desired wavefield by overlapping acoustic beams generated with an array of speakers, as well with all virtual
arrays (wall-reflected arrays). With this system we can achieve two results that were not possible before: exploiting
the environment to perform WFS in a reverberating space, using an array of smaller dimension; and rendering not just
sources, but also a virtual environment (by rendering all virtual sources along with their visibility through the virtual
walls).
A WaveField Viewpoint - Global methods based on WaveField Synthesis traditionally rely on WF measurement in
a finite and limited number of listening points. Indeed, the WF reconstruction “between” such points (WF interpolation)
is governed by an equivalent to Shannon’s sampling theorem for the spatial dimensions (spatial sampling). Therefore by
some assumptions on free-field propagation, accuracy and resolution limits are directly to be linked to the availability
of a large number of sensors and on an environment that does not introduce significant reverberations. WF analysis
and re-synthesis is a powerful approach that allows us to do a great deal, from inferring the impulse response anywhere
in space, to knowing the modal behavior of environments with an arbitrary accuracy, as long as the hypotheses for a
correct WF interpolation and extrapolation can be considered as valid. In practice, though, these hypotheses are quite
demanding, as they are satisfied only in a restricted range of situations, i.e. with acoustically “transparent” environments
(or at least with simple and known environments) and when WF acquisitions are performed on a sufficiently dense grid.
An approximate knowledge of the geometry and the physical characteristics of the environment opens the way to new
exciting possibilities. Knowing the environment allows us to overcome such limitations and improve the resolution and
the accuracy of the WF beyond the limits of the sensor grid (WF extrapolation). Furthermore this knowledge enables
a significant reduction of the number of sensors (virtual expanded array). Most of all, it is also possible to compute
green functions for not just the desired sources but also for the image (wall-reflected) sources along with their visibility
through the walls of a virtual environment. This means that WFS principles can be adopted to achieve the same two
goals indicated above for the geometrical case (based on exactly the same principles).
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