Introduction
The growing use of wireless communications, espe cially cellular telephony, has created a new interest in the study of the propagation and scattering of electro magnetic waves. This has driven the research about the characteristics of wave propagation and scattering in big areas. FDTD method should be convenient, but it demands a great amount of memory and computer time. Until now, work has been done to improve the speed by using FDTD parallel algorithms, but no effort has been made in being able to solve problems needing more memory than available in parallel computer enviroments. This limit the size of problems FDTD can deal with. This paper presents the initial research ac tually done regarding this matter. A big size FDTD solver could allow the simulation of many interesting behaviours in realistic size models. The main objective is to solve the problem of the memory, by adding mem ory in different computers and lessening the amount of memory needed.
Yee's Formulation of FDTD
The Finite Difference Time Domain method (also known as FDTD) is a computational method for solving numerically different electromagnetic phenomena. It is based in the Maxwell equations in differential format. In linear, isotropic nondispersive materials (materials with field independent, direction independent and fre quency independent properties) the simple constitutive relationships can be used, obtaining: deals with the 2-D case, which can be obtained from the above mentioned equations. Assuming that there is no variation in the geometry, the materials nor in the electromagnetic excitation field in the z-direction, then all partial derivatives with respect to z become zero. This 2-D problem will use the TM formulation. The Maxwell's curl equations (1) and (2) would be converted into the following (also see fig. (1)):
The Let be A1 fixed matrix _??_ Xt+l = A1X1 .. (10) Equation (10) shows the well proven fact that, with the exception of the boundary conditions, all the vari ables Hx, Hy and Ez of time step t+1 are dependant only of the variables of time step t. And the set of op erations that is done from one time step to the next always is the same, represented by the multiplication to matrix A. If the eq. 
In eq. (9) 
The inclusion of point-source antennas in the grid is done using the soft source approach. A soft source is a superposition of the source waveform (in the electric or magnetic components) with the fields existing in the source region. Soft sources let propagating signals nat urally pass through the source region without abnormal reflections. For example, if the signal is expressed as an electric field, the equation for the component should be:
same units as E (V/m), operating in this special point (i,j). In this research, the antenna has been modeled as a single point soft source. In our case, we will define the source as a current J9rC, so our function f becomes: 4 For some "n", the size of the array (zn = 6n2 + 4n -1 for Hy or Hy and 6n2 -2n -1 for E ,z) representing this equation becomes very large, and then we take the variables XT_n ,i,j,c one by one, create a new array and process this variable in the same way as we processed xL. Each stage of processing is called a level, where the stage processing xL until getting all the XT-n ,i,j,c is called level 1; the stage beginning with the processing of any xb is level 2, and so on. Each level uses a distinct array to represent the respective equations.
The algorithm is recursive in nature, that is, a pro cess that repeat itself. The pseudocode of the algorithm called "solution" is as shown in fig. (3) . The initial call would use the parameters (T,i,j,c). The implementation as a recursive program in most programming languages (C, Fortran) is inefficient, so it was implemented as an equivalent non-recursive algorithm controlled for many conditions and counters, simulating the flow of the re cursion.
Parallel Algorithm of FDTD

Previous research and the most common Parallel FDTD
Most common parallelization is achieved by spatial partition or decomposition. There is a lot of research in this kind of parallelization (7) (9) We have also done experiments with 3D problems and spa tial parallelization, simulating the scattering of a small sphere, and the table (1) . shows the results in time and speed-up. The 1803 simulation was too big for only one processor, so the speed up has been calculated respect the speed using 4 processors and then multiplied by 4. It was run using a network of workstations attached with a LAN Ethernet 100 Mbps and the message passing li brary MPI (Message Passing Interface), over TCP/IP. It can be observed that, for any number of processors, there are some very small problems that need very few computations and relatively more communication per There is also a range of medium size problems, and they have a good speed-up. Finally, there are relatively big problems where again the speed-up is not good, because each time step all processors try to transfer and to receive a huge amount of data almost at the same time; this causes a busy network, collision of IP packets and slowdowns in the process. From this data, it can be shown that the most common parallel FDTD method used until now can not scale conveniently for large problems in a network of workstations using a slow network as the ethernet 100Mbps. For better networks (for example, Myrinet) better speed-up for big problems should be expected. So, a secondary objective should be to improve the scal ing and, if possible, the processing time.
There are super-linear speed-up but also very poor speed-up. We think that the better explanations for these unexpected results are:
(1) Virtual memory access when running in only one processor, because the problem with 1443 cells (more than 71 Mb) is big for a worksta tion with 128 Mb of physical memory. Generally, the free physical memory after the loading of the operating system and other basic software is be tween 50 and 60 Mb in this workstation. But when the work is distributed among 4 or more processors, virtual memory is not required. (2) For the small problem of 603 cells, we suspect that there is cache miss because the memory re quired is 5.1 Mb. In only one processor, the data cache size available is only 1 Mb and the RAM should be accessed 6 times by time step. But the group of four processors has to store only 1. 
Parallel FDTD solving the big System of Linear Equations
The parallelization is done by distributing the variables in the sparse arrays between the different processors. Each processor stores one sub set of variables, as shown in fig. (2) . As the solution of the system of equations progresses, the eq. (21) for solv ing variable x1 can be expressed as eq. (22), with p= number of processors, where the each small summation inside of the big summation is performed by a separate processor, and later the parallel program gathers all the partial additions.
xL=-(cn1xn1+cn2xn2+ ... +cnznxnzn)+bnc= -zn ‡"k=1cnkxnk+constant =-p ‡"r=1(zpn ‡"k=1 cnkxnk )+constant (22) The solution process and the point when the parallelization is done is shown in fig. (4) , where the verti cal axis is the time, and the initial process is to solve the value of xtb,=,J,C; as it is shown, after n time steps, the solution is broken down into the solution of many other variables xta ,i,J,c, where to = t6 -n, and at this point the distribution of variables begins. The commu nication between processors is low compared with the common parallelization of the FDTD method. For this parallelization to be effective, it is better to distribute the work load proportionally to the speed of each pro cessors. This is an important advantage of this method when used in Network of Workstations, where not all the processors are the same type. If the speed of each processor is Si, for 1 < i < p, then each processor should be in charge of approximately: This algorithm has been improved using some techniques in order to avoid repeating some calculations, by storing some results from one step of the calculations in one level to the next calculation of the same level, and copying these results instead of recalculating them. For example, in solving the variable xri = ETz(i,j), and after that, the variable x12 = E"(i, j + 1), for some fig . (6) , with the same parameters as the small one, the same kind of dielectric (concrete) and rectangular shapes . But for doing this, further improvements must be made in the algorithm. The distribution of buildings in the medium and big models was chosen in order to compare with results in (2) . The buildings are hollow structures, the walls have a thickness of 25 cm. and the inside is free space. Only the medium size problem has been similated in that pa per, and the time it took to simulate it was about one week, with the common, non-parallel FDTD. Those results can be used as reference.
The propagation of the wave by the small cube made of concrete is shown from fig. (7) to fig. (9) for differ ent times. The propagation through the concrete at a different speed is shown in all these figures, and the re flections are more notorious at time=60At=2.262ns. In fig. (10) , the normal, sequential, FDTD method is compared side by side, showing that there are very good agreement between both results.
Conclusion and future directions
We have introduced a new parallel 2D FDTD algorithm for the simulation of big areas, beginning with the mathematical foundations of our algorithm and the parallel solution of huge sparse systems of linear equa tions. It is important to remark that our algorithm, from the point of view of the formulas, is exactly equiv alent to the Yee formulation, but expressed in matricial way and with an aditional process to change the matrix into a triangular one. The algorithm allows us to define soft sources of the emmiting antenna.
The main advantage of this algorithm is that it needs less memory than the normal parallel FDTD algorithm, only 3% of memory. It is very convenient for parallel environments with different kinds of processors, because the load balancing is very simple and effective, while the normal FDTD algorithm generally must divide the simulation in similar domains, being more restricted to consistent when they are compared to a sequential, nor mal FDTD simulation. The main disavantage of our method is the time it takes for practical values of T. That is, the processing time grows (apparently) in an exponential way with the duration T of the simulation. This increased process ing time is in exchange for saving memory, because the algorithm does not store all the data it computes permanently; instead it stores it and later must discard it to make space for other data, but some data already calculated is needed some time after it was discarded. Another reason for the slowness is the binary search it executes as part of the operations in a storage struc ture for sparse arrays. Some steps have been taken to address this problem, but have not been enough. That is the reason for not presenting simulation of medium or big areas. More research will be done in the future to cope with this problem. There are some promising alternatives like the hybridization of the normal FDTD method inside of the process that solves the linear equa tion, or the factorization of the matrix A in many sim pler matrices.
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