The last decade has seen a dramatic increase in the use of species distribution models (SDMs) to characterize patterns of species' occurrence and abundance. Efforts to parameterize SDMs often create a tension between the quality and quantity of data available to fit models. Estimation methods that integrate both standardized and nonstandardized data types offer a potential solution to the trade-off between data quality and quantity. Recently several authors have developed approaches for jointly modeling two sources of data (one of high quality and one of lesser quality). We extend their work by allowing for explicit spatial autocorrelation in occurrence and detection error using a Multivariate Conditional Autoregressive (MVCAR) model and develop three models that share information in a less direct manner resulting in more robust performance when the auxiliary data is of lesser quality. We describe these three new approaches ('Shared', 'Correlation', 'Covariates') for combining data sources and show their use in a case study of the Brown-headed Nuthatch in the Southeastern U.S. and through simulations. All three of the approaches which used the second data source improved out-of-sample predictions relative to a single data source ('Single'). When information in the second data source is of high quality, the Shared model performs the best, but the Correlation and Covariates model also perform well. When the information quality in the second data source is of lesser quality, the Correlation and Covariates model performed better suggesting they are robust alternatives when little is known about auxiliary data collected opportunistically or through citizen scientists. Methods that allow for both data types to be used will maximize the useful information available for estimating species distributions. 24 does not represent any official USGS finding or policy. 25 
manuscript has not yet been approved for publication by the U.S. Geological Survey (USGS), it

Abstract:
26
The last decade has seen a dramatic increase in the use of species distribution models (SDMs) to 27 characterize patterns of species' occurrence and abundance. Efforts to parameterize SDMs often 28 create a tension between the quality and quantity of data available to fit models. Estimation Efforts to parameterize SDMs often create a tension between the quality and quantity of 60 data available to fit models. Ideally SDMs would be parameterized using high quality data 61 collected under standardized design-based sampling protocols that include randomization, 62 consistent sampling methods, and that control for observer effort and detection uncertainty. Poisson point process models, and distance sampling) to be fit while using a common set of 120 principles for integrating data sets.
121
Methods
122
Modeling Framework
123
In developing a framework for data integration to estimate species distributions we took into Brown-headed nuthatch in Southeastern U.S.
150
As a motivating example and to facilitate understanding, we consider modeling the and ܻ ଶ equal to total number of eBird sightings in grid cell ݅ (Figure 1 ). We first develop the 167 most general 'Shared' model where occupancy probability is jointly estimated for both data sets 168 and then develop two alternative models ('Correlation' and 'Covariates') along with a spatial 169 model for only one data source ('Single').
170
General Model
171
Let ܻ be the response for spatial location ݅ = 1, … , ݊ and data type ݆ = 1, … , ‫ܬ‬ after we 172 discretize the spatial domain (note that this is not a requirement). Let's say our objective is to 
182
We use a MVCAR model for the random effects , … , . effects for all other locations, for all ݇ ≠ ݅, the full conditional distribution is
190
where ߩ ∈ ሺ0,1ሻ controls the strength of spatial dependence; ߙ ത is the mean of the ߙ over region random effect ߠ and the random effect for the first data type ߠ ଵ .
195
Shared Model
196
We use a probit link for occupancy probability ‫ݍ‬ሺߠ ሻ = Φሺߠ ሻ, where ‫ݍ‬ denotes the 197 inverse link function and Φ is the standard normal distribution function, and likelihoods:
where ‫‬ = Φሺߠ ଵ ሻ is the BBS detection probability, ߣ = exp ሺߠ ଶ ሻ is the eBird abundance in 200 grid cell i, ‫ܧ‬ is the eBird effort (auxiliary information provided with eBird data) in grid cell i,
201
and ‫‬ > 0 is the eBird false positive rate parameter which we treated as a constant, but could 202 vary spatially. Note that we could also include an offset (e.g., ‫ܣ‬ ߣ , where ‫ܣ‬ is the area of cell i) 203 to account for variation in grid cells.
204
The multivariate prior for in this context induces dependence among occupancy, In (4), ܻ ଶ no longer directly informs about ܼ . However, the second data source contributes 232 information about occupancy probability indirectly through the dependence between relative 233 abundance ሺߠ ଶ = logሺߣ ሻሻ and occupancy probability Φሺߠ ሻ. Because information is shared 234 only through the cross-covariance Σ, we refer to the model as the 'Correlation' model.
235
When both data sources are deemed reliable, this approach should be inferior to the 236 'Shared' model because the link between the second data source and occupancy probability is 237 obscured by an additional layer of hierarchy. However, unlike (3), the link between the two data 238 sources can be severed by simply setting Σ ଶ = Σ ଵଶ = 0. Therefore, this approach should be 239 preferred when the quality of the second data source is less certain.
240
Covariate Model
241
In (4), the second data source affects occupancy probability only through the estimated 242 MVCAR covariance matrix. A more direct way to facilitate this information sharing is to use the 243 second data source as a constructed covariate in the mean occupancy probability, i.e., as We fit all four models (Shared, Correlation, Covariates, and Single) described above to ; ܰ ෩ ; ߤ̂ሻ, where ‫;ݕ‪ሺ‬ܤ‬ ܰ; ߤሻ is the binomial probability mass function with ܰ 280 trials and success probability ߤ; smaller scores indicate better fit for both metrics.
281
Simulation study 282 To further explore the properties of the different data-fusion approaches presented we 283 conducted a simulation study. We generated data from two sources under the Shared model and whether occupancy probability is shared or not, the strength of correlation between the two data 289 sources ሺ߶ ∈ ሼ0.0, 0.8ሽሻ, which also dictates the quality of the second data source (shared: both 290 are high quality, ߶ = 0.8: second data source is of okay quality, ߶ = 0: second data source is 291 poor quality), the proportion of sites for which the first data source is included in the training 292 data for model fitting (0.25 or 0.5), and the average detection probability ("low" sets mean of 293 ߠ ଶ = −0.5 so that average detection probability is about 0.3, and "high" sets mean of ߠ ଶ = 0 so 294 that average detection is about 0.5). This approach allowed us to simulate the ecological process
295
(i.e. latent occurrence probability and spatial correlation) and the sampling process separately log(q) ~ N(0, 100 2 ), ߩ ~ Uniform(0, 1), and Σ ~ InvWishart(3.1, 0.1I).
306
We simulate 100 data sets for each data generation (Shared or Correlation) scenario. The 312 Table 1 gives the average (over data sets) classification accuracy, i.e., the percentage of test-set 313 regions with ܼ መ = ܼ .
314
Simulation results
315
Not surprisingly the Shared model performs the best when the data is generated from the 316 Shared model (Table 1) incorrectly assumes the true underlying occupancy state is shared by the second data source.
331
In summary, the simulation study confirms that the Shared model is the most powerful 332 when both data sources provide high-quality information about occupancy probability; the
333
Correlation model is slightly less powerful, but more robust to contamination of the second data 334 source (e.g., low quality of information); and the Covariates model is a simple and useful 335 addition to the Single data source model.
336
Results
337
All three models that incorporated eBird data had smaller MSE and deviance than the 338 single (BBS only) model (Table 2 ). The three models that incorporated eBird data had similar
339
MSEs and the Shared occupancy model had the lowest deviance ( Central Texas, Northern Arkansas, and Tennessee, compared to the other models (Figure 2) . In 343 contrast, the models that incorporated eBird data clearly delineated a boundary of the species 344 range (Figure 2) . Table 3 shows the spatial variability in the performance of the models by state. 
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Estimating site occupancy rates when detection probabilities are less than one. the thinning process for data source j = 1, 2 so that sightings from data source j follow a
10
Poisson process with intensity λ j (s) = θ j (s)λ(s). The observed data are aggregated by regions 11 B 1 , ..., B n , and for identifiability we model only the integrated intensities over these regions with 12 the assumption that the thinning processes and the intensity are constant within these regions:
, where Z i is the binary indicator that 14 the species occupies region i. The integrated intensities over region i for response j is then data are given as presence/absence data with the probability of occurrence in sampling occasion
information it is not possible to identify all three latent processes δ 0i , δ 1i , and δ 2i , and so we directly 21 model θ ji = δ 0i + δ ji + log |B i | for j = 1, 2. After these assumptions we have
as in (1). This is similar to the thinned IPP that others have developed. We then extend their work Table A1 . Sensitivity (Monte Carlo standard error) for estimating occupancy probability in the simulation study. The column labels give the data generating model and the model fit to each data set, and the rows specify the conditions of the simulation (% training is the percentage of the first data source used to fit the model, Detection represents the detection probability with low ~ 0.3 and high ~ 0.5, and is the MVCAR cross-correlation parameter). Table A2 . Specificity (Monte Carlo standard error) for estimating occupancy probability in the simulation study. The column labels give the data generating model and the model fit to each data set, and the rows specify the conditions of the simulation (% training is the percentage of the first data source used to fit the model, Detection represents the detection probability with low ~ 0.3 and high ~ 0.5, and is the MVCAR cross-correlation parameter). T is the candidate and (θ i0 , θ i1 , θ i2 ) T is the current value. The remaining parameters ρ and log(p 0 ) are also updated using Metropolis sampling, with beta and Gaussian candidate distri-23 butions, respectively, adaptively tuned during burn-in to give acceptance probability near 0.3.
