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Abstract. Recent technological advances have increased the quantity of
movement data being recorded. While valuable knowledge can be gained
by analysing such data, its sheer volume creates challenges. Geovisual
analytics, which helps the human cognition process by using tools to
reason about data, offers powerful techniques to resolve these challenges.
This paper introduces such a geovisual analytics environment for explor-
ing movement trajectories, which provides visualisation interfaces, based
on the classic space-time cube. Additionally, a new approach, using the
mathematical description of motion within a space-time cube, is used to
determine the similarity of trajectories and forms the basis for clustering
them. These techniques were used to analyse pedestrian movement. The
results reveal interesting and useful spatiotemporal patterns and clusters
of pedestrians exhibiting similar behaviour.
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1 Introduction
Movement of individual objects such as animals, humans, human-operated ob-
jects or complex natural phenomena represent one of the main processes in the
physical environment. For the purposes of data representation and modeling,
such moving objects are considered as entities, whose position and/or geomet-
ric attributes change over time [1]. Despite the diversity of sources of movement
data, fundamentally the same process is captured: how objects move through the
basic framework of the physical world, defined by geographic space and time.
While the ubiquitous nature of location technologies has created issues for
analysing movement data, specifically for pattern recognition and path predic-
tion [2], it also provides an opportunity to understand how moving objects in-
teract with each other and their environment. Due to interest in understanding
human spatial behaviour, pedestrian mobility has long been an active research
area in location based services [3], emergency management [4], determining in-
frastructural requirements [5] and urban planning [6]. Within urban planning
and design, the vitality of a city is not generally measured using spatial analy-
sis but by quantifying the number of people visiting the city and the economic
value that brings. However, understanding the spatial and temporal aspects of
the city, for example, the time spent and routes used by pedestrians can enhance
a city’s vitality. Current techniques in urban analysis, map the city based on its
morphology, but questions about how the city network is used still remain. By
analysing the activity patterns of individual pedestrians, repetitive behaviour
and similar goals can be identified. This information can be translated into de-
signs which address the requirements of the population, which is a key goal in
urban design [6], [7].
This paper introduces a geovisual analytics tool for trajectory exploration,
which contains novel techniques to help analysts comprehend movement datasets
by visually representing the temporal and spatial aspects of movement simul-
taneously. Principle routes and frequent stopping locations can be determined.
A new approach for identifying clusters of similar behaviour, also forms part of
this research. A case study, using pedestrian data collected in the city of Delft
in the Netherlands demonstrates these techniques.
This paper is structured as follows; the next section provides some related
work in the area of movement data visualisation and analysis. Section 3 presents
the novel visualisation and analysis techniques used to cluster movement data. A
case study of pedestrian data, which reveals interesting spatiotemporal patterns
and classifies pedestrians based on behaviour, is presented in Section 4. The
paper concludes with a discussion and future work in Sections 5 and 6.
2 Visualisation and Analysis of Trajectory Data
Driven by the increase in the quantity of movement data, this section exam-
ines questions regarding techniques to represent, interpret, analyse and compare
movement data.
2.1 Trajectory Representation and Visualisation
The path of a moving object is usually represented as a trajectory which is a
sequence of positions in a two-dimensional (2D) geographic environment with
time stamps [8], i.e. T = (x1, y1, t1), ..., (xn, yn, tn) for some n, such that (xi, yi)
is the measured geographic location of the moving object at time ti. Often tra-
jectories have associated attribute data, which can be static, if the attribute
has the same value for the object regardless of its position, (e.g. object type)
or dynamic, if the attribute changes over time (e.g. attributes which describe
physical properties of movement, such as velocity and acceleration). Other in-
terpretations conceptualise movement as a sequence of moves and stops [27],
or activity chains [9]. A taxonomy for describing common movement patterns
such as convergence, divergence and concurrence in space and time as well as
behavioural patterns including pursuit, play and flocking activities which can be
used to classify trajectories, has also been proposed [10].
For visual analysis, the complete trajectory can be represented on a 2D map,
however, this removes the temporal aspect, as the sequence in which locations
were visited is removed. While animation can be included, it is not possible to
interpret the entire spatiotemporal extent of trajectories using this technique.
A series of separate maps representing distinct time periods can show the pro-
gression of moving entities [11]. This so-called situation-oriented point-of-view
offers a discrete rather than a continuous view of the movement and contrasts
with a trajectory-oriented point of view which shows each trajectory through-
out its life cycle. Trajectory-oriented visualisations are valuable when studying
movement patterns, however in order to visually analyse the temporal patterns
of trajectories, a technique capable of representing time is required.
The Space-time Cube (STC), which originates from Time Geography, is a
visual technique for representing a trajectory-oriented point of view, incorpo-
rating the temporal elements of trajectories [12], [13]. In a web-based STC, the
geographic coordinates appear on the x-axis and y-axis, while time is represented
along the orthogonal z-axis. Time increases along this axis so that more recently
occurring events appear above older events. Using this approach, a trajectory
can be plotted as a three-dimensional (3D) polyline in the STC. While the STC
is not a new concept, due to technological advances it has recently gained in-
terest among the geovisual analytics research community for visual exploration
of trajectories [14], [15]. A STC is suitable for simultaneously visualising a rela-
tively low number of trajectories. When that number increases, the STC suffers
from occlusion and cluttering, making it difficult to identify trends [16]. Usually
aggregation, for example, using kernel densities [17] or generating clusters of the
most salient patterns [18] can resolve this. We extend this idea with a new ap-
proach for clustering trajectories based on the projection of trajectories on the
sides of the STC, described in Section 3.
2.2 Trajectory Similarity
One of the most important tasks for trajectory analysis is the identification of
similar trajectories to reveal significant patterns. For example, it is used in animal
ecology to estimate migration routes [19] and in meteorology to predict hurricane
movement [20]. In urban planning, planners are interested in spatiotemporal
patterns of pedestrians which requires using a large set of individual movement
data over a long period.
Methods for identifying groups of similar trajectories are mostly based on
their geometric similarity in 2D geographic space. Examples use the Euclidian
distance [21], the Hausdorff Metric [22] and the Fre´chet Distance Metric [23].
Dynamic Time Warping [24] considers the temporal aspect by stretching the
time axis in order to identify similarities in trajectory shape. This allows a com-
parison of trajectories which span different periods and spatial regions. Spatial
transformations can also realign trajectories for better comparison. The Longest
Common Substring (LCSS) approach does not consider the entire trajectory
but instead finds similarities between substrings [25]. Edit Distance on Real
Sequence (EDR), which measures the number of operations (insert, delete or
replace) required to transform one trajectory to another, extends this by assign-
ing penalties to the gaps between two matched sub-trajectories [26]. Similarity is
also measured by examining the places and locations where stops occur [27]. This
approach has also been extended to consider places where entities move slowly as
significant [28]. Additional attributes of movement (speed, acceleration, duration
and direction) are also used to determine similarity [1].
The research presented in this article follows this trend. We augment a geo-
visual environment, based on the STC, with a new and effective technique for
identifying salient clusters of trajectories. This novel approach relies on the phys-
ical decomposition of movement in orthogonal directions. Each trajectory is then
described in terms of speed and acceleration at each point in each direction be-
fore similarity measures and clustering are applied. These techniques, as well
as a description of the geovisual analysis environment are discussed in the next
section.
3 Trajectory Exploration Environment
In the environment introduced here, two visualisation components are used to
analyse movement data. The first element visualises trajectories in a STC where
a virtual globe represents the spatial aspect and the second component plots
trajectory paths decomposed into latitude and longitude to enable comparison.
Additionally, powerful analysis tools cluster trajectories based on a novel simi-
larity metric described in Section 3.3.
3.1 Web-based Space-time Cube
The principle visualisation component is a STC draped over a virtual globe
(Google Earth), which provides a pseudo 3D view of the Earth. The third di-
mension represents the terrain of the underlying landscape. As demonstrated
in figure 1, we manipulate the z-axis to represent time by draping a STC over
the elevation surface (while the z-axis is a sum of elevation and trajectory time
stamp, this can be changed). The trajectories therefore appear as lines floating
above the surface of the Earth. The further from the surface a point on the
trajectory appears, the more recent the observation. Time can be represented
using different paradigms: each trajectory can start at a position relative to its
time stamp in the overall dataset or each trajectory can begin their path at the
Earth’s surface.
Figure 1 also shows the visualisation interface. The bridge-like structures
visible on the surface of the Earth represent trajectories. The points, connecting
Fig. 1. (a) A STC containing trajectories draped over a virtual globe. (b) A STC
containing hurricane trajectories shown in Google Earth
to the ground, along the trajectory are the points where the entity’s location
was recorded. Colours distinguish individual trajectories. The user can change
the viewing angle, zoom level, interact with and identify spatial content. Using
Google, the analyst can take advantage of Google Street View and Google Maps
to obtain additional spatial information about the study area.
Through visual exploration, the analyst can obtain new information about
the trajectories being studied. For example, it is possible to gauge the speed
of entities (using the slope of the 3D polylines representing trajectories), the
sequence in which locations are visited (by examining the position of the polyline
of the z-axis relative to the Earth’s surface) and compare the progress of entities
using the same route (by examining the distance from the Earth’s surface of
the polylines representing the entities). Additionally, stopping positions can be
determined by identifying areas with a large number of recordings in which the
z-axis position of the polyline changes, indicating time has progressed but the
entity’s spatial position has not altered.
3.2 Physical decomposition of movement in space-time cube
As described above, the path of a moving object in the STC is approximated as a
series of straight-line segments between sampled points (xi, yi, ti) and (xi+1, yi+1,
ti+1) [8]. Each trajectory is therefore represented by a continuous 3D polyline.
This is combined with a principle stemming from classical mechanics: the physi-
cal description of motion in an inertial frame of reference. In our context, we are
interested in the mathematical description of this motion, which is normally done
via vector analysis in the inertial frame of reference [29]. In classical mechan-
ics, the inertial frame of reference is represented by a 3D Cartesian coordinate
system located at an arbitrary starting point in space (denoted by 0) in which
the object, that is not under effect of any force, either appears to be at rest
or in a state of uniform motion in a straight line. The position of the object
is described with a position vector (x, y, z) stretching from the starting point 0
to the object. This vector is a function of time, i.e. (x(t), y(t), z(t)). This vec-
tor and corresponding vectors of velocity and acceleration are decomposed into
perpendicular directions of the coordinate system axes by projections onto rel-
evant planes. Calculations describing various properties of movement are then
completed separately for each plane defined by two of the axes.
We borrow this concept of decomposition and adapt it for our STC. The iner-
tial frame of reference is replaced with the STC. We project each trajectory onto
the x-t and y-t planes. These two projections are represented as two separate
graphs that show how each object moves in one of the two geographic direc-
tions (figure 2). This approach is similar to the projection of time series data
on to arbitrary planes developed within the GeoTime community [14]. These
projected graphs can be used to visually investigate similarities of movement
in each coordinate direction before applying the clustering techniques described
below.
Fig. 2. Trajectories in a STC decomposed and projected on the x-t and y-t planes
3.3 Trajectory Comparison
To investigate similarity of trajectories we adopt a mathematical approach that
looks at the shape of each projected curve. This can be done separately for each
projection or by considering both projections simultaneously. Shape similarity
is calculated based on the slope and rate of change of slope of a mathematical
function in a graph. Similar approaches are used for time series [30], however
there, only the slope of time series is utilised, while we also add the rate of
change in slope for a more detailed approach.
The first step in obtaining the required dataset is to invert the axes in each
projection graph. This is done because the projected curves, as they are in a
STC do not necessarily fulfill the criteria to form mathematical functions of a
single variable, where at each value of the independent variable there should be
at most one value of the dependent variable. Time cannot be given as a function
of a single x or y coordinate as an object can visit the same location at different
times. The inversion resolves this and is also logical from the conceptual sense
of movement through time, since every object is always moving in a linear and
unidirectional motion along this dimension. Similarity of two curves x = f1(t)
and x = f2(t) in the t-x plane is then based on their slopes and rate of change
in slope. Mathematically, the slope of a function x = f(t) at a certain point t is
represented as the slope of the tangent to f at that point, which is calculated
as the first derivative at that point, i.e. slope S = df(t)/dt. Since we derive
over time, in physical terms this is equal to velocity of movement in x direction.
Rate of change in slope is calculated as the second derivative of the function,
i.e. change in slope C = df2(t)/dt2. In physical terms, this is acceleration in x
direction.
The shapes of two curves are more similar the more the slopes of the two
curves (the derivatives) and the rate of change in slopes of the curves (the second
derivatives) are similar to each other at each point t. Based on this principle,
curves can be grouped into groups of similarly-shaped curves using the dataset
of the first and second derivatives over time at all sampling times. Note, it is
possible to compare either direction only (x or y) or both (x and y) in terms of
first and second derivatives. For example, if the original trajectories are sampled
from entities moving in a block-like city centre (e.g. Manhattan), then looking
at each coordinate axis makes sense. If however objects move in a more uncon-
strained manner (e.g. hurricanes), then a joint dataset of derivatives in both x
and y directions is a better option.
This principle does not consider the actual values on the curves (i.e. partic-
ular locations). The result is independent of the actual location of the moving
objects. We are interested in studying movement behaviour, regardless of loca-
tion. Furthermore, as the approach normalises time over each trajectory, it is not
necessary for the trajectories being compared to be from the same period. The
results of the procedure are therefore groups of trajectories that show similar
behaviour, regardless of where and when the trajectories are positioned.
3.4 Spectral Clustering
Clustering, which involves identifying similarities between data points and using
this as a basis to group them [31] is performed on the decomposed trajectories.
Spectral Clustering [32], specifically the technique developed by Chen et al. [33]
is used in the approach described here. Spectral Clustering has been effective
for trajectory analysis [34], [35] however; the similarity measure was based on
trajectory location, rather than movement behaviour, as in our case.
Spectral Clustering is a graph-based clustering technique. The graph is con-
structed by calculating a similarity matrix S = s[ij] between all the data points
in attribute space. We determine similarity using Euclidian distance between the
first and second derivatives, as described in the previous section. An adjacency
matrix of the similarity graph, G = (V,E) is then produced, where V is the
set of all data points, x1...xn. Two vertices in the graph are connected only if
the similarity between them (sij), is larger than a given threshold value. With
this approach, the complexity of original similarity matrix is reduced (making it
sparse), as only significant similarities are considered. Clustering now involves
partitioning the similarity graph into k groups which can be determined through
domain knowledge or analysis. Clusters are formed so that the edges between
groups have a low similarity score while the edges within groups have a high
similarity score. With Spectral Clustering, clusters are based on local similar-
ity in the attribute space making this method faster. Additionally it can detect
clusters that simple k-means would not recognise.
The groups resulting from the clustering process are then visualised. Firstly,
the trajectories, which form each group, are plotted. The resulting graphs can
explain the groupings and assist the analyst to apply expertise to classify entities
based on the spatiotemporal movement patterns. The information is linked to the
STC visualisation where individual clusters can be displayed for further visual
analysis. The next section presents a case study which effectively applies these
techniques to a real dataset.
4 Case Study
This section presents how the above approach is used to analyse pedestrian
movement in the city of Delft, the Netherlands. Emphasis is placed on how
the STC, summary plots, and associated analytics are used to infer knowledge
and interpret the data. Data were collected over a 4 day period by distribut-
ing GPS receivers to pedestrians at car-park facilities in Delft. The receivers
recorded the location of participants every 5 seconds. From the origin location,
each participant made one journey on foot, represented by a single trajectory,
from the origin, including stops, back to the origin which marks the end of a trip.
Therefore, a trip can have multiple destinations and activities. The researchers
who collected the data are interested in routes, destinations and sequences. This
section demonstrates how temporal geovisualisation and clustering can answer
these questions.
4.1 Route Analysis
A cleaned and validated set of trajectories representing the paths of 113 pedes-
trians was used to create the initial visualisation (figure 3) which highlights the
spatiotemporal extent of the pedestrians. Each trip starts at ground level (time
0).
Through interaction, common spatial routes can be identified, for example,
the majority of pedestrians travel east, while very few cross the barrier caused
by railway tracks, west of the origin. Temporal analysis, achieved by examining
Fig. 3. All trajectories viewed from above and from the side in the STC showing the
temporal and spatial elements of trajectories simultaneously.
the height of the trajectories on the time axis, shows that pedestrians generally
travel in an anti-clockwise direction, visiting areas to the south of the origin first
before regions, which are parallel with, or north of the origin. Domain knowledge
indicates that pedestrians therefore visit chain stores before visiting boutiques.
The inclusion of temporal aspects of trajectories in the visualisation envi-
ronment helps identify temporal co-existence which represents pedestrians who
were travelling together. For example, trajectories which follow similar spatial
and temporal routes are likely to be related. Examining figure 4, we can see two
trajectories which initially follow this pattern. Midway through the trip, there
is a split; one pedestrian continues walking while the other pedestrian stops at
a single location. By examining the spatial content at the stop location, also
shown in figure 4, it appears to be an office; a long stop here could indicate a
meeting or an appointment. The ability to detect the spatial feature in this way
demonstrates the power of the approach using Google Earth. Later, both tra-
jectories exhibit a similar pattern again and return to the origin at a same time.
Such behaviour seems to suggest that these pedestrians are travelling together
and gives an indication of the social connections in the city.
Common locations where people stop provide evidence of salient areas [28].
Stopping locations are determined by the frequency of observations at the same
location (based on a temporal threshold). Figure 5 shows all the stopping loca-
tions of pedestrians in this case study. Notable stopping locations are the two
town squares where there are cafe´s and restaurants. The height of the rectangu-
lar prism indicates the duration of a stop which can distinguish between a stop
at a restaurant and a visit to a shop perhaps. Multiple stopping locations on
Fig. 4. The STC showing two trajectories exhibiting spatiotemporal coexistence for a
portion of their trips.
a particular route are significant. Figure 5 identifies the main shopping district
based on the frequency and duration of stops which are indicative of people
entering and leaving stores.
4.2 Cluster Analysis
Interactive graphs show the decomposed trajectories and are used to identify
similarity among trajectories in each direction. As described in section 3.4, clus-
tering is applied to the trajectories described in terms of speed and acceleration
at each observation point, in each direction. Visual analysis suggested that 6
clusters produce descriptive results without overlap or gaps.
Fig. 5. The STC showing all identified stopping locations and the identification of a
shopping area based on the duration and frequency of stops.
Figures 6 - 11 show the graphs describing these clusters. Each graph has the
same temporal extent to exemplify the differences between shorter and longer
trips in each cluster. Time is represented on the x-axis while the location is shown
on the y-axis. Each cluster is represented by two graphs (latitude and longitude),
however for the purpose of presentation; only one arbitrary graph for each cluster
is shown here. Examining the graphs, it is clear to see how the temporal aspects of
movement (duration, speed and acceleration) effect the clustering. The number
of stops detected also plays an important role in classifying trajectories.
Fig. 6. Graph representing the trajectories in the longitude direction of cluster 1. The
cluster represents long trips with few stops.
When interpreting the graphs, the straight lines and high oscillating areas on
a trajectory represent stop locations (oscillation occurs when a GPS receiver is
stationary or the signal is lost when entering a building), while the smooth areas
represent movement (figure 6). Using this knowledge, it is possible to describe
the clusters in terms of movement patterns in Table 1. The trajectories, which
form each cluster, can be visualised independently in the STC in order to gain
further insight into pedestrian behaviour and determine if a spatial correlation
also exists. For example, when the trajectories and stop locations for cluster 4,
which contains a mix of medium and short length stops, is visualised using the
STC, we can see pedestrians generally have their longest stop midway through
their trip. While the trajectories within a cluster can be aggregated to find
the most common trend or patterns, the geographic context is not considered
during clustering and so visualising this aggregation in the STC is not necessarily
beneficial.
Fig. 7. Graph representing the trajectories in the latitude direction of cluster 2. The
cluster represents long trips with many stops.
Fig. 8. Graph representing the trajectories in the latitude direction of cluster 3. The
cluster represents short trips with no stops.
Fig. 9. Graph representing the trajectories in the longitude direction of cluster 4. The
cluster represents medium length trips.
Fig. 10. Graph representing the trajectories in the longitude direction of cluster 5. The
cluster represents short trips with one stop.
Fig. 11. Graph representing the trajectories in the latitude direction of cluster 6. The





Trip Duration Number of Stops/
Stop Duration
Potential Explanation
6 1 Long Few/Long Stops Having lunch, a coffee or at-
tending a meeting
7 2 Medium-Long Many/Short Stops Shopping
8 3 Short No Stops Wandering around the city
for brief window shopping




10 5 Short One/Short Specific purpose for trip -
shopping
11 6 Medium One/Long Specific purpose for trip -
meeting or lunch
Table 1. Summary of the clusters produced, along with a potential explanation of the
behaviour detected
5 Discussion
Although the approach is an effective visual analysis tool, there are several lim-
itations which should be considered when interpreting the results. This section
describes these limitations and indicates how future work can resolve many of
them. One of the powers of Google Earth is the digital terrain model which
shows the topography of the landscape. When analysing trajectories using the
approach described above, analysts must be cognisant of the fact that the height
of the trajectories is relative to the topography of the landscape. Analysts must
examine the distance between the terrain (the Earth’s surface) and the height
of the trajectory at a given location to understand its temporal aspects. To
aid with this, a shaded area between the Earth’s surface and the trajectory has
been included. The path of the trajectory may also be rendered along the Earth’s
contours to help interpret its relative height. In the case study described in this
paper, we consider trajectories in the city of Delft in the Netherlands which is a
flat geographical region and so this issue is not apparent.
The clustering approach described here projects each trajectory into its lati-
tude and longitude components to visually identify similarity in movement pat-
terns. While this may be considered an arbitrary choice, it is based on the fact
that this is how movement is generally recorded and described. While trajectories
can be described by many different attributes, in this study, we are interested in
the behaviour of walking pedestrians who are not necessarily in the same spatial
area. Velocity and acceleration are therefore good proxies for this form of be-
haviour as stops and moves can be used to gauge similarity in spatially disjoint
regions.
The clustering technique produced six clusters. As is the case with most clus-
tering techniques applied to real-world data, assessing the validity of the cluster
assignments is not possible without some ground truth. While the pedestrians
in the case study were asked if they were going shopping or visiting tourist lo-
cations, this information did not translate to the richer data revealed in the
clusters. In future studies, questions can be tailored to match cluster outputs.
6 Conclusion
Movement is a fundamental aspect of the physical world. Studying movement
data and recognising patterns can be utilised in many domains to predict future
movement, assess how spaces are used and identify unusual behaviour. This
article introduces a powerful geovisual environment, for exploring movement
data. The concept of a classic STC is extended and used in conjunction with
Google Earth so that the temporal and spatial aspects of trajectories can be
analysed simultaneously. The approach adheres to the classic visual information
seeking mantra by providing an ’Overview first’, followed by ’Zoom and filter’,
and ’Details-on-demand’ paradigm [36].
Similarity among trajectories is determined by describing them in terms of
the speed and acceleration at each observation point. Euclidean distance in the
attribute space of first and second derivatives then determines similarity before
Spectral Clustering is applied to produce groups. The techniques are particularly
valuable for detecting trajectories which have a similar duration and contain a
similar number of stops but are not necessarily in the same geographic location.
The approach was tested by exploring pedestrian trajectories in a city. While
pedestrian movement and city life have been investigated before, existing ap-
proaches are generally based on counting and local observations without insight
into complete activity patterns [37]. Knowing more about how people use the
city, not only as individuals in a specific situation, but also translated to gen-
eral situations based on the clusters of pedestrians produced, interventions to
improve the city can be proposed, for example by identifying barriers that cause
an imbalance between frequently visited and neglected places.
In the case study, the clustering of pedestrian trajectories results in 6 groups
of pedestrians. While the descriptions of the clusters are indicative of activities
undertaken by pedestrians in a city centre, the ground truth regarding the actual
activities and intentions of those pedestrians would be beneficial to validate the
clusters. This will be carried out in a future study and the results will be used
to enhance the clustering technique.
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