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ABSTRACT
During the dynamics tests of the Saturn V - Apollo vehicle
sufficient data was obtained to evaluate the modal damping forces. However,
the use of this data was limited to the choice of a linear damping force.
The result was that variations in the computed values of linear damping
from different tests could not be explained. In this study both linear
and nonlinear damping forces are investigated. To accomplish this
required the development of analytical and empirical techniques not
presently available in Lite literature. It also required some conditioning
of the raw experimental data. The conclusion Is that a nonlinear damping
force will yield results much more consistent than those using linear
damping. Numerical values are given for the first two modes of two
Saturn V - Apollo configurations. Considerable differences between resonant
amplitudes using linear damping compared with nonlinear damping are noted
when the results are extrapolated to force levels above those used in the
tests. Linear viscous damping is shown to be very conservative as far as
the structure is concerned.
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I	 rigid-body rotational inertia
K	 elope of sllp hytstervt;fss curve WLLLally
V
K 1 slope of ali.p hysteresis curve after slij-;pagc
modal stiffness of j th modeKj
K 
modal stiffness in vehicle pitch plane
KP modal stiffness in principal pitch plane
KT rigid-body spring stiffness
K 
modal stiffness in vehicle yaw plane
modal stiffness in principal yaw plane
Y
K	 , K coupled stiffness terms between pitch and yaw
PY	 YP
ri normalized damping c-efficient
M any one modal mass
modal mass of j th modeMj
Q any one modal displacement
Q modal displacement vector
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S	 the Laplace transform variable
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Y 
	 yaw amplitude at the vehicle tail
a 
	 coefficients of energy terms in the energy polynomial
fn	natural forcing frequency in cycles per second
g	 acceleration due to gravity at sea level
[kJ	 stiffness matrix
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t	 thv independent variable time
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Aw	 energy loss or input energy
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j	 phase angle for the j th mode
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phase angle for tail node near the 2 nd mode
Tn(t)	 harmonic functions to approximate Q(t)
d.	 coefficient of damping force, G S a Cla.
H, B	 a ratio of gamma functions
vii
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b	 horizontal difference on amplitude frequency curve
e	 vertical difference on amplitude frequency curve
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101	 mode shape or transformation matrix
Aij	 modal displacement of m  in the 
_jth 
mode
Ok (Qj )	 the energy loss functions in the computer program
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CHAPTER I
INTRODUCTION
The purpose of this report is to investigate the system damping of a
large launch vehicle with its payload; in particular the Saturn V - Apollo
system. No logical explanation has been given to the reported damping values
previously obtained from dynamic test and analysis. There are reasons for
this. First,'the experimental test data has :lot been conditioned or
modified. Only the test records that are accurate should be used. Secondly,
engineers have not accounted for sources of damping other than the linear
viscous damping commonly used. Finally, the analytical techniques for
determining the system damping from experimental data have not been perfected
to the point that a rigorous analysis of the data can be performed. Each of
these reasons for the reported inconsistent values of damping are eliminated
in this final report.
The particular vehicle configurations that were studied are discussed
in the second chapter. They are the Saturn V - Apollo vehicles; Configuration
I at time point two and Configuration II at time point eleven, as simulated
in the dynamic test tower at the Marshall Space flight Center. The lumped
parameter or modal approach for studying this continuous system is reviewed
and the fundamentals of energy dissipation and hysteretic damping Tire intro-
duced in this chapter.
Conditioning of the experimental test data is explained in the third
chapter. It is shown that test records occur which may contain undesirable
- 2 -
effects, and Lhe desirable data must be filtered or separated out. TvsL
records containing principal pitch and yaw modal coupling ar e conditioned
so that uncoupled data is obtained. With data which has been conditioned,
one can determine modal damping coefficients that are more accurate than
those previously available. These coefficients are still based on linear
viscous damping and are shown to be frequency dependent.
To be able to decide what analytical representations of damping
(including nonlinear forms) can best describe modal damping, additional
test data must be used. The energy loss per cycle,or energy dissipation,
is easily obtained for this purpose. In chapter four the energy loss per
cycle is used along with other test records on amplitude and frequency to
obtain nonlinear representations of damping. This requires new analytical
techniques to be used with the resulting nonlinear modal equations. Three
such techniqu,,--s are introduced and discussed in detail.
An empirical method to determine modal damping is shown in chapter
five. This technique uses a polynomial in amplitude and frequency to describe,
modal energy loss per cycle. Terms of this polynomial are directly related
to modal damping forces, and damping coefficients are easily determined from
the coefficients of the energy loss polynomial. Energy loss coefficients are
obtained from a computer program which fits the polynomial to the set of
energy loss values obtained from tests.
A summary of analytical results and the resulting conclusions art!
discussed in chapter six.
CHAPTER II
THE SATURN V VEHICLE AND ITS DYNAMIC PARAMETERS
It is the purpose of this chapter to place in perspective the type
of vehicles of concern and what analytical techniques can be used on
such vehicles. One must constantly be aware of what type of test data has
been collected and how it cau best be utilized. However, if a particular
analytical approach appears to be useful, it will be explored with the
hope that desirable experimental test data may be available in the future.
From the standpoint of expense and time involved with obtaining test
data, a maximum amount of information is desired from a minimum amount of
test data. Thus, only a few dynamic parameters are obtained from the tests.
How these parameters interface with analytical techniques is quite important.
Of particular interest is the interface that permits one to determine the
damping of the vehicle system.
Furthermore, it is desirable to see whether linear viscous damping
is a reasonable approximation to system damping. Other nonlinear represen-
Cations of damping are known to exist and may be predumiaiant. line rgy
dissipaCiun is a dynamic parameter directly related to system damping; and
this fact is utilized to a great extent throughout this study. Also, it
is desirable to know the sub-system or component damping based on what the
total vehicle damping is.
- 3 -
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2.1 The Saturn V Tests.
The dynamic test vehicle (DTV) is the Saturn V vehicle. The Saturn
V Dynamic Test Program was conceived by the George C. Marshall Space Flight
Center at Redstone Arsenal in 1962. The primary objective of this program
was to obtain structural dynamic data from a test specimen,the 500-D
vehicle, representing as closely as possible the Saturn V vehicle and its
flight environment. A knowledge of these structural dynamic characteristics
was required for the flight control system design, for the determination of
vehicle loads, and for the verification of propulsion system stability on
the Saturn V flight models. The test was also intended to verify the
analytical methods and results used in flight simulation analyses of the
Saturn V vehicle.
The vehicle was supported in a semi-free condition using a unique six
degree of freedom oil/gas suspension system with restraining springs for
rigid body lateral and roll stability. This gave the vehicle essentially no
restraint in the horizontal direction and very soft spring support in the
vertical direction. In addition to the hydrodynamic supports, the vehicle
support system included two sets of lateral stabilizing springs. Both sets
were located as close as possible to the mean nodal point locations so that
they would restrain the. vehicle as little as possible during flexible body
bending modes. The upper stabilizing system consisted of 16 springs attached
tangentially so that they would also provide the roll restraint necessary LO
keep the vehicle centered during roll testing. The entire vehicle was
enclosed in a 400 foot steel tower to provide access to the vehicle and co
minimize the effects of the weather on the test. The vehicle was excited
using 10,000 pound capacity electrodynamic shakers oriented to excite
- 5 -
pitch, yaw, roll, and longitudinal motions. Accelerometers and rate gyros
were used for the primary data instrumentation.
At the conclusion of each test, rapid data validation was achieved by
use of the digital computer for data reduction. Analysis of the data was
immediately performed to declare the test data valid or to declare the need
for retest.
The final step in the Test Program was Lite currelation by The Boeing
Company of the test data with their analytical data and the subsequent
projection of the dynamic characteristics to flight control design L11.
The test vehicle itself was a full scale Saturn V vehicle (500-D) built
to flight vehicle specifications. Where deviations from these specifications
occurred, the deviations were designed so as not to change the overall
dynamic response of the vehicle. For example, the engine mass simulators
were designed to represent the mass and center of gravity location of the
flight article very closely (within five percent). The vehicle consists of
(1) the propulsion stage, Lite booster rocket containing the S-IC, S-II, and
S-IVB stages, (2) the instrument unit (IU) which houses the primary flight
control and guidance systems, (3) the payload which consists of the conunand
and service modules, and (4) the lunar excursion module simulator. The full
test vehicle was approximately 365 feet high with a base diameter of 33
feet. The physical size of the test specimen and the liquid propellants it
contained required testing the vehicle in the vertical position.
Based on analytical studies, the dynamic characteristics of Lite free-
free, cryogenic flight vehicle were simulated by filling the S-IC fuel and
liquid oxygen tanks with water. The upper stage tanks were left empty for
*See Reference Piigo 115.
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lateral testing. This is referred to as "Configuration I", see Fig. (2.1).
During lateral tests a single shaker was used and during longitudinal
and roll testing two shakers were used. Only lateral bending modes are
investigated in this study, but the analysis in general is not limited to only
lateral motion.
Accelerometers and rate gyros were used to define the primary vehicle
dynamic characteristics such as the vehicle mode shapes and structural
characteristics in the IU flight sensor location. A typical test employed
about 120 instruments which fed their outputs directly into the data acquisition
system. The instrument outputs were continuously monitored, recorded, and
visually displayed by the data acquisition system during testing.
The data acquisition system automatically controlled the frequency
sweeps by monitoring the instrumentation outputs continuously to insure
that the vehicle transients had settled to an acceptable level prior to
recording data. Eacli time the system checked or recorded data, it took .a
full three cycles at the rate of 900 data points per second from each of the
120 sensors simultaneously.
All data, including raw test output frequency response plots, curve
fit frequency response plots, and vehicle mode shapes, were plotted on high
speed plotters for visual analysis.
At the conclusion of testing, a very large package of data had been
collected. Test records for a specimen of this size have not been previously
available. These data afford an excellent opportunity to compare analytical
and test dynamic parameters for very large space vehicles.
In addition to the complete vehicle test information, particularly
t
A
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useful information on a truncated version of the vehicle was available. This
is the same vehicle minus the first booster stage,or the S-IC stage. This
is referred to as Configuration II, as shown in Fig. (2.2). Data for the
test of this vehicle was Available for time point 11. This is for a time
when certain maximum loads are imposed and the propulsion tanks are at a
curtail: fill condition, which was simulated by wafer. Data collected for Lhis
Configuration II was obtained directly from Lhe Boeing Compauy
[21
 .
- o -
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2.2 Modal Equation of Motion.
To be able to extend the test results to other configurations and to
permit design changes to be checked and verified, it is necessary to develop
an analytical technique that allows one to use test results to determine
system parambters in the mathematical modal of the vehicle.. The collection
of test data was based on a pre-test analysis. Thus, further analysis is
limited in scope to what was done prior to testing the vehicles. The technique
commonly applied to this complex continuous free-free vibrating beam like
system is the normal mode, or modal, technique. This technique is based on
the ability to approximate a continuous system by a N-degree-of-freedom
model as shown in Fig. (2.3).
It is rather easy to calculate the response amplitudes of systems
having two or three degrees of freedom. The analysis of a large system with
perhaps more than one hundred degrees of freedom is simplified by the appli-
cation of modal techniques. This technique utilizes four propt•rties of the
system, (1) natural modal frequencies, (2) resonant amplitudes or amplitude
frequency plots, (3) mode shapes, and (4) energy dissipation per cycle. With
these four things known, any system can be considered to be an equivalent
single degree of freedom system. The amplitude of an arbitrarily chosen
nodal mass is taken as the reference for a vibrational mode. The amplitudes
of all other nodal masses are ratios of the reference mass in calculating
amplitude, so that the mode shape becomes normalized for the mode. Generalized
mass is actually the equivalent muss of the total system in one of its primary
or normal modes. The four properties make up what ir+ referred to as the
"dynamic characteristics" of the system; they arcs all that is necessary to
perform a dynamic analysis.	 j
L X1
X2	
mi
I	 M2
XI-I
Mi-I
KPI-I -X I ) * CO 1-1 -X1)
ml
^. XI+1
Mn_^
Mp
^Me
FIG. 2.3 N-DEGREE-(1M-PREE(XIM MATNK.MATICAI. MODEL
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A distributed mechanical system can be investigated as a system of
nodal points with the mass lumped at these nodes, and the displacement of the
nodes as dependent variables in the ordinary d i fferential equations of
motion, see Fig. (2.3). For many systems the damping terms in the equations
of motion can be neglected. Such is the case for many of Llie launch vehicles
used in our present space efforts. Chang [31 states that if damping is small
the natural modes of vibration should not differ significantly from those
predicted neglecting the damping.
To place the idea of a modal equation of motion in prospective it is
desirable to review its classical formulation. The equations of motion for
the undamped lump-mass system in vector-matrix notation are
Lm j V + [k I x = F	 (2.2.1)
To uncouple the equations let
x	 Q
where LOJ is the matrix of mode shapes which uncouples the equations of
motion and Q are the principal coordinates. Substituting into Eq. (2.2.1)
and premultiplying by the transpose gives
T 
Imhol Q +	 [0 1 T [k]LOI	 LO I T F
	
(2.2.2)
If the proper L41 matrix is chosen.each coefficient matrix is diagonalized.
Thus
[0 
1 
T [m]LO] - tm -3
L41 T [.k 3 LO I -
2
where W
n	 M
	
K	 tv 
2 M
	
i	 n j
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For example, consider four lumped masses and consider only two modes.
Thus
X11 012
021 02210ij]
031 032
X41 042
where	 ij is the normalized modal displacement of the ith mass in the jth
mode.	 Substituting
bllml	 +	 a21m2 + 031m3	 +	 Q4 1m4	 U
rt J	 J	 =
0	 02 m12m + b2 m	 +	 02 m	 +	 62 m22 2	 32 3	 42 4
provided [mJ is diagonal with m 	 being the ith lumped mass.
With the force applied only at the rth lumped mass point, say at the
i = 4 mass, then 0
163TF 611021'31641 U
612022'32042 0
641 F(t) F(t)
= F
042 
F (t)	 '-X
With a sinusoidal forcing function
F(L)	 =	 F Sin Wt
the modal forcing functions become
F Sin wt
where Fe _ t643F. In general
Fej	 brJF	 (2.2.3)
with the load at the rth mass point.
- 14 -
Making the appropriate substitutions into Eq. 2.2.2 yields
Mj ] Q + [.` Kj	Q = FF
	
(2.2.4)
which can Le separated into n separate uncoupled equations. Each equation
represents a different mode of vibration. Looking at any one of the modes
and dropping the subscripts
MQ + KQ = Fe Sin U)t
This equation describes the modal response as long as the forcing frequency
W is not near the natural frequency tun = /K-/M . When this occurs the
modal amplitude is large and damping must be included. Thus, the modal
equation of motion becomes
F
Q + Mg^Q, Q] + tu2Q =	
C 
Sin tut	 (2.'2.5)
where g(Q, QJ is the modal damping. Methods to determine the appropriate
damping terms is the object of this study.
From test information the system parameters in Eq. (2.2.5) can be
found. That is, the natural modal frequency yields tun , the mode shapes as
shown in Figs. (2.1) and (2.2) yield the columns in the transformation
matrix 101, and the generalized mass is calculated knowing the actual mass.
The form of the damping term and the magnitude of the damping coefficients are
determined from energy dissipation per cycle, res onanL amplitudes, and the
shape of the ampl(Ludi• versus frequency curves.
+wtiMU+rw^r`ie:^?sN^! Yx:..ixv+v rt	 '	 .^sRS .wr...mMr^r..,:• «^ w..«.a.w,..::^^-:-,-ro.^+r»rs:..e.a... .o-r...i >ww.s+.=MM:=w"^"*Pt"^ 	..	 3^	 _	 rha,^ya,>,..:.-...
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2.3 Modal Damping and Energy Dissipation.
When the Apollo-Saturn V structural system has no damping, it will
continue to oscillate without an external driving force to add energy to
the system. However, many sources of damping are present and energy is
removed from the system. The analytical representation of damping is differenL
for the different sources of damping. Consider ttie modal damping force
function of Eq. (2.2.5) as
Modal Damping Force = g EQ , Q]	 (2.3.1)
Some of the typical analytical representations of damping are shown in
Table 2.1; see Reference [4]. The possible source of each case is also shown.
As mentioned above, a useful technique in studying different
analytical representations of damping is to make a comparison of energy
dissipation per cycle, LAW/cycle. This is obtained by integrating the force
times the displacement over a vibration cycle. As mentioned above, only
the damping forces will remove energy from the system. Thus,
AW/cycle =	 [g(Q. Q)] dQ 	 (2.3.2)
cycle
Consider the input force F(t) to be a type which maintains a constant
response amplitude. The response may be approximated by
Q	 A sin(Wt - §),	 (2.3.3)
where A is the amplitude, W is the frequency, and § is the phase angle.
This amplitude, frequency, and phase may be determined by using the method
of W. IILLv discussed in Section 4.2.
	 The vo.loci.ly becomes
dQ - A W cus(Wt - ).	 (2.3.4)
dt
^Mag4 EYdGMfJ. .'^I..Fd1!{s _-m1RYw^	 ^...^y. w^•.ntiW...^gy. ..	
"	 .,... .'^H4^3,'+la&.'i^A'^	 :
1
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TABLE 2.1. ANALYTICAL REPRESENTATION OF DAMPING
Case
d 0', 
Q ) Source
I Cl Q Viscous or
environmental
II C2I Q I (sign)dt Material or\ slip
III
`
ign^
J
C3(2 
	
(s
)2
Environmental
IV C41 Q	 ddqt Material
V C1(1 + aQ2) ^ , C 1 a = C5 All Sources
Substituting any of the damping functions of Table 2.1 into Eq. (2.3.2),,with
displacement and velocity given by Eqs. (2.3.3) and (2.3.4), the energy
loss per cycle is obtained by integrating between the limits of §/W and
2rr + t/W. The energy content is similarly obtained from
AW/cycle	 (2.3.5)
M( /knax)2
The results for each damping function shown in Table 2.1 are shown in T b lv
2.11.
i
I
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TABLE 2.11. ENERGY LOSSES - SINUSOIDAL RESPONSE
Case AW/cycle =	 AW/2W
I
2Clrr A w
Clrr
Mw
II 22C2A 2C12Mw
III 3 3A 3 w 2
8C A
3M
IV
4	 33 4A w
4C4A
Mw
V 2	 n 4C5n A w + 4A w C5a
C5rr	 C5rr aA2
Mw	 +	 4Mw
Most authors consider the damping to be from a single source when
investigating a dynamic system. This is sufficient when the damping is
small and/or when one has a simple sub-system of a more complex system.
Furthermore, many authors consider only viscous damping, Case I. The
present basis for determining the modal damping of the Saturn V is also
based on viscous damping. By observing the resonant amplitudes of a response
curve the viscous damping coefficient is obtained. The coefficient for other
cases can also be computed to give this resonant amplitude. When a response
curve is observed, there is an equal reason to believe that damping is
characterized by any other case rather than viscous damping. This dilemma
- 18 -
may be solved by observing the response curves for a different force
amplitude. It is noted from Table 2.II that energy losses per cycle vary with
different powers of amplitude. Thus, with the change in response amplitude,
using the same damping coefficients, response curves will now show a difference.
This is illustrated in Chapter IV.
Extending the idea that no complex dynamic system can have a single
source of damping, or that one analytical representation may or may not
be better than another, a method to allow all possible sources or analytical
representations of damping is shown in Chapter V. If all sources are
present the total energy loss per cycle is the sum from each source.
2.4 Hysteretic Representations of Damping.
Regardless of the particular damping mechanism involved, all materials
exhibit multi-valued load-deflection curves under cyclic loading. These
curves form the familiar hysteresis loops used in defining the constitutive
relationships of materials. Also, interfacial slip joints produce similar
hysteresis loops. Typical hysteresis loops for linear and nonlinear damping
characteristics are shown in Fig. (2.4).
The area between the loading and unloading branches of the hysteresis
loop is proportional to the energy dissipated by the system during one cycle
of motion. Thus, the area inclosed by the hysteresis loop is a measure of
the damping capacity of the system.
Mathematically, the energy dissipated per cycle (AW) is given by
AW = r F _, dQ	 (2.4.1)
where F  is the symbolic representation of linear or nonlinear force, and
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Q is the mechanism deformation.
Many investigators have employed hysteresis relationships in their
study of the damping properties of materials and structural systems. Notable
contributions to structural analysis techniques have been made by Chang L3],
and Lazan [5]. In this study , an analytical representation of damping will
be used to define the nonlinear damping functions. The analytical repre-
sentation of slip damping is discussed in the following paragraphs.
When an external load is applied to a built-up structure, microscopic
relative displacements occur along the interface. This mechanism is the
principle contributor to the damping of the system.
As the applied load goes through its growth phase, the force-
deflection plot is of a constant slope, proportional to the structural
stiffness. At the onset of relative displacements along the mating surfaces,
referred to as interfacial slip, there is an abrupt change in stiffness,
which causes the force-deflection curve to change radically to a less steep
slope. This reduced slope now remains constant until the applied load
reaches its maximum. The curve Llicn becomes the same as during load
initiation, but in the negative direction. It does not change until the
shear force system along the interface created by the load increasing toward
its positive maximum has been completely cancelled, and an equal and opposite
system has been established. At this point, slip again occurs, giving rise
to a slope change on the force-deflection diagram which is of the same
magnitude but opposite in direction to the "slip slope" obtained during
positive load phase. When the load reaches its minimum, force-deflection
slope takes on the same value and direction as with load Lnitiation,
however, it will intercept the x-axis on the negative side of the origin.
Qing Branch
Load i
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Q
ng Brarch
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Q
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- 21 -
After the cancellation and re-establishment of a sufficiently large inter-
facial shear force system increasing in the positive direction, slip will
again occur. Progression along this force-deflection slope closes the curve.
This reasoning has been used to conclude that the force-de.flecLion
hysteresis path describes a parallelogram. The longitudinal axis of the
parallelogram is anti-symmetric about the x-axis and is inclined from the
y-axis due to the force contribution by the spring, see Fig. (2.4c).
It is a well-known fact Lhat a measurement of the system damping is
equal to the area enclosed by the force-deflection hysteresis curve. It
would be desirable to analytically represent the damping force by a function
of terms involving displacement and velocity.
After trying several combinations of displacement and velocity in
search of a hysteresis curve of suitable shape, it was found that a function
g(Q, Q) = C 342 (sign Q) is a good simple simulation of the damping
force. For increasing and decreasing load the slopes are equal and very
nearly constant. However, the velocity-square plot exhibits a lobe at top
and bottom rather than a straight line. This is illustrated in Fig. (2.5).
Therefore, slip damping can be represented by Case III in Table I
which has an energy loss per cycle
AW/cycle 3C3A3W2	(2.4.2)
	
Including Case III as part of the. gross vehicle damping would allow for slip 	
I
damping as well as environmental damping (vortex shedding in aerodynamic
studies). Static tests are conducted to determine hysteresis loops for slip
damping; however, these loops are not frequency dependent. No good test
information or analysis is available to justify frequency independence. Thus,
SQUARED
- 2'2 -
FORCE (SPRING ♦ DAMPING)
FIG. 2.5 ANALYTICAL APPROXIMATION OF SLIP DAMPING
HYSTERESIS BY VllLOCrJ!Y SQUARED DAMPING
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an equivalent coefficient C3w2 is obtained by equating the energy of each
closed curve in Fig. (2.5).
Integrating the area enclosed by the slip damping curve in Fig. (2.5)
yields
AW/cycle = A2 (K - Kl) - A2 (K - Kl )	 (2.4.3)
Setting this equal to Eq. (2.4.2) gives
3(AZ
 - A^)(K - K1)
C3 =	 3 2	 (2.4.4)
81 uu
the coefficient of the equivalent analytical representation of slip damping,
C342 (sgn Q). The amplitude 'X approaches A and the stiffness factor 	 K
approaches K for small damping.
2.5 Modal Versus Sub-System Damping.
In general the effects of damping are not investigated on the component
or subsystem level, but are treated as overall, or modal, characteristics
of the system. This approach to structural analysis generally yields valid
information of gross systcmi behavior, but it fails to define the contribution
of cacti sub - system. Information of this nature is particularly important in
design and control theory studies. In addition, the structural analyst often
requires detailed knowledge of the vehicle response station-by - station along
the vehicle.
Procedures that are particularly suited for dynamic response studies
of complex systems, such as an aerospace vehicle, are documented by McTigue
and Riley [ 6], Foss [7], and DaDeppo [8].
Methods presented by the authors of [6] and [7] are quite similar, in
that they employ a matrix formulation of normal mode techniques to solve for
the dynamic response of systems possessing linear damping. The contribution
..	 v^.^.,,e+^-^r e's=..^'!
	 ...	 . 9^	 S."..^•.fi%^i^YfiiM.S	 4 xc .a a. •^ . bwt ,.^.^ ,r. +s*	 "''^"	 m	 >^,.,t-•,_""^^';^^..	 v„
- 24 -
by Fos s consists of a spacial coot'dinate transformation technique which
enablvs the analysis of syHLems possessing mass, stiffness, and damping
matrices that cannot be simultaneously diagonalized.
A method of constructing the viscous damping matrix for a freely
vibrating system is given by DaDeppo [8]. This method assumes that the
damping matrix can be expressed as a linear combination of matrices that
depend only on mass and stiffness. Further, the method requires that
experimentally determined damping ratios for the normal modes of vibration
must be obtained before the uncoupled equations of motion can be solved.
The first phase of this modification and expansion has been developed
by Koenig and Drain L91. In this paper, a method of analyzing a lightly
damped lumped-parameter system is presented in which the normal restrictions
of proportional relationships between mass, stiffness, and damping are
overcome. This method provides the basic approach used in formulating the
linear analysis technique.
e
CHAPTER III
ANALYSIS OF TEST DATA AND LINEAR DAMPING FORCE
The test data available to the analyst contains information that is
desirable for theoretical analysis and, in fact, contains additional
experimental data not necessary for the analysis. It then becomes
necessary to condition, or filter, this test data so that only the desired
information is obtained. Such is the case when one attempts to produce
only bending motion of the frees-free vehicle in one plane, say the vehicle
pitch plane. The test results shown in this chapter are a typical example.
They are for the Saturn V Configuration I vehicle explained in Cha;^.ter II.
The objective of this chapter is to show what analytical techniques can be
applied to a typical set of experimental test data so that the modal damping
and other modal parameters can be determined.
In the first section the experimental test data is investigated and an
analytical technique for determining modal principle pitch and yaw frequencies,
mass, and damping is shown. This technique for determining both pitch and
yaw modal parameters from one test has obvious advantages. In the second
section a technique for determining a linear viscous damping coefficient is
illustrated for the Configuration I vehicle second mode. It is shown how
this coefficient varies with frequency. An average equivalent linear viscous
damping coefficient for each mode can be obtained.
I
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3.1	 Conuitioninb of Experimental 'Pest Data.
As explained in the previous chapter, the test data is collected as
accelerometer readings at different discrete frequencies for each nodal
point along the vehicle axis. A record of the maximum accelerometer reading
per unit input load versus frequency can be plotted as shown in Fig..(3.1).
An attempt was made to keep the input force relatively constant at each
frequency. The record shown is for the Configuration I vehicle.
Various deductions can be made by observing this data. These are as
follows;
1) Yaw motion is excited with the force only in the pitch
direction.
2) The resonant spikes appear to have a greater slope on the
low frequency side.
),3) The resonant frequencies, or modal frequencies, appear to be
Y	 Y ''	 well defined.
4) Multiple peaks appear for some resonant spikes.
5) Modal coupling may occur between resonant frequencies.
6) Damping is very light causing the tall and narrow spikes.
In the course of this study each of the above items will be investigated
for cause and effect relationships.
For further study, the response near the second mode; or second
spike on Fig. (3.1), is observed in greater detail. Any other mode can be
st,idied to the same way, as all are considered to have the same features.
Converting from accelerations to displacements is accomplished by uividing
the acceleration by the frequency squared (in radians p(:r second) and
multiplying by 386 (in. per sec. squared). This conversion is shown in
Table 3.I. These values are shown for the vehicle tip (Station 4197)
displacement; however, additional accelerometers are attached at other
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cps, lb. Plane Plane Plane Plane
x Y f W F
s/lb. x 104 9 s/lb, x 104 in.	 X in.	 Y in. x 102 in. x 102
1 1.778 11.17 942 .8992 .1021 .261 .0296 .858 .0974
2 1.783 11.20 952 1.014 .1178 .297 .0350 .978 .114
3 1.788 11.235 967 1.208 .1549 .358 .0459 1.250 .160
4 1.793 11.27 973 1.417 .2319 .419 .0687 1.503 .246
5 1.798 11.30 960 1.709 .3662 .497 .1065 1.824 .391
6 1.803 11.33 962 2.218 .5341 .641 .1595 2.45 .590
7 1.807 11.36 930 3.254 1.270 .904 .3530 3.63 1.42
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record the pitch motion of the other nodal points. It
in this section how modal displacements are obtained
It is important to know the nodal displacements at the tail of the
vehicle, Station 116. This is where the external. sinusoidal forcing
function is applied. Displacements for the tail node are also available
from recorded data on acceleration. The computed Lail displacements are
also shown in Table 3.1.
	
However, only pitch accelerometer readings were
recorded for nodes other than the tip; and yaw values are obtained from
Yaw Displ. = Tip Yaw Ace.	 x Pitch Displ.	 (3.1.1)
Tip Pitch Acc.
That is, the yaw mode shape is assumed to be the same as the pitch mode shape,
only at a reduced amplitude. This is illustrated in Fig. 2.1.
The presence of both pitch and yaw motion, with the input force only
in the pitch direction, indicates the vehicle has "Planar Coupling".
There are two known causes for planar coupling In the Saturn V vehicle.
These are both due to mass and stiffness not being axially symmetric. Such
is the case with the (1) lunar module and (2) the command-service module
interface. Below station 3100 the vehicle structure is symmetrical. 	 The
flight-type lunar module located in the service module possesses both mass
and stiffness axial unsymmetry. The test vehicle, however, contained a
symmetric component which simulated only the weight and C. G. of the lunar
module. However, there is significant stiffness axial unsymmetry at the
command module-service module triterface. The interface structure is made
up of six Bi-POD type supports which attach the command module to the
service module. Three of these are attached to the command module by
tension ties. They other three Bt-PODS rest on compre HHlon pads, but duo
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to initial pretension loads, they are assumed to be effective in both tension
and compression. Ia addition to the six Bi-POD supports, a torsion strut
was added to one Bi-POD to give torsional strength to the interface. This
strut is shown to be the primary stiffness coupler. Its effect on vehicle
motion was that the vehicle tip subscribed an elliptic path. Thus, pitch
excitation excited both modes lying in the principal major and minor vehicle
planes. All sensor readings recorded during testing were the superposition
of the two principal modes being excited. There is a slight difference in
the frequency of the two modes, so their phrase relationship varies considerably
near resonance. A stiffness analysis was performed to determine the location
of the principal major and minor planes. Major and minor planes of motion
are inclined approximately 28  from the vehicle pitch and yaw planes used
in the dynamic test.
A plot of the tail displacement versus frequency is shown in Fig. (3.2).
Many of the observations made from Fig. (3.1) are also possible in this
Figure. The unsymmetrical, or warped, shape of the curve is obvious. Also,
if one would connect the data points by the clashed line, two resonant peaks
occur. The corresponding phase angle between the tail displacement and force
is available from test data. This is shown in Fig. (3.3).
It might be assumed from Fig. (3.2) that the system exhibits a nonlinear
soft spring characteristic. The amplitude versus frequency curve of such
nonlinear systems are warped as in Fig. (3.2). However, the presence of
two resonant peaks and the known presence of yaw motion leads one to
believe that planar coupling is the cause of the warped curve. Also, the
yaw maximum amplitude is at a higher frequency titan for pitch.
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It is desirable to convert from nodal variables to modal variables before
further investigation of the experimental data is attempted. The technique
of converting from nodal variables (x i) to the modal variables (Q n) is
explained in Section (2.2). That is, from Eq. (2.2.2)
(x) = 161 (Q)
	
(3.1.2)
where 4 1 , is the displacement of the ith mass at the resonant frequency of
the j th mode. Therefore,
K i = 6 i1Q1 + 0 12Q2 + 6 13Q + ...	 ( 3.1.3)
for the itli node. For the tail displacement
xt = Ot1Q1 + 0t2Q2 + 0t3Q3 + ...	 (3.1.4)
Any one of the modal displacements can be solved for in terms of the one
nodal displacement and the remaining modal displacements. That is, for the
second mode
Q 	 xt - a t1Q 1 40%dt4Q4	 (3.1.5)
2	 Ot2
where the influence of modes through the fourth mode are considered.
The modal displacements are obtained by solving the modal equations of
motion
MjQj + gj (Q, Q) + KjQj = Fej (t)	 (3.1.6)
where the subscript j refers to the j th mode, see Eq. (2.2.5). The solution
of this equation with either nonlinear or linear damping can be represented
as
Q 
	
= A  Sin (wt - §j )	 (3.1.7)
where 0j is the phase angle with respect to the driving force. With a
linear viscous damping force
- 34 -
s j (Q, 4) _ Cj4j
the amplitude becomes
A^ =	 Fejl	 2	 (3.1.8)
..	 MjW 2 I(1 - rj ) + (2^jrj)
where
Fe j (t)	 Fe sin Wt:, IF I = Fe	 (3.1.9)
K 
^W	
M	
modal frequency squared	 r
d
t
r j W = frequency ratio	 ( 3.1.10)j
._
0j = 2Mjwj = damping factor
Furthermore, the modal force is related to the nodal force by
Fej (t) = F(t)O tj = 0 tjF Sin Wt	 (3.1.11)
when the load in applied at the tail (t).
The phase angle for the linear system is given by
2F r
= tan-1 2 2	 (3.1.12)
j	 1-rj
When the forcing frequency is not near the modal frequency ( 1 - r2) >> 2tjrj
and	 0, rj << 1
j	 n, rj >> 1
Substituting into P.q. (3.1.11) yields
Qj = A
i 
Sin Wt, rj	 1
qj	 -Ai Sin Wt, r j	 1
r
0
.y
Srt^.Nrt.ts..n,'s'U'*W-f;i*t"l+rwvk.G..4"'+W`Lrf*4hu!"'. 4W—,
	 A4:'*0. WI
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where
A c
	0tjF
j MW2 1 - r^j
(3.1.14)
Now one is prepared to solve for any modal displacement amplitude
using Eq. (3.1.4). The second mode (j = 2) is of interest, so Eq. (3.1.5)
with x  for that mode is of interest. Substituting into Eq.(3.1.5) gives
x  + (0
t1A 1	 ^t3A3
	
Qt4A4 ) Sin u)t
A2 Sin (u)t	
2)t26	
(3.1.15)is
where the A  values (j # 2) are the undamped amplitudes given in Eq. (3.1.14)
with the modal parameters 4 tj , Mj , and W  available from test data. These
values are shown in Table 3.11. Note that
tj is the relative displacement
of tip to tail when W = Wj.
TABLE 3.II MODAL, PARAMETERS FROM TESTS
MODE TAIL MODE FACTOR MODE MASS MODE FREQ.
j
b tj M
lb. sec?
j'	 in. u^j,	 rps.
1 .084 62.9 6.95
2 .041 21.0 11.39
3 .028 23.5 16.19
4 .086 245.0 21.58
Due to the method of support for the ConfIguration I vohicle there
is a contribution to the nodal displacements from a "rigid-body rotation".
The vehicle is essentially rotating about a fixed nodal point as Shown in
Fig. (3.4). IL is supported by air bearings and hung like rs pv ndulum,
with lateral support given by springs as shown. The equation of motion
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can be written as
I^ + ly = +RF Sin Wt
where I is the vehicle moment of inertia about the fixed node. With somo
friction to dampen the free vibrations
Y(t)	 RF	
Sin WtI( -w2 + T)
where WR = 1.00, the rigid-body frequency. Thus the tail displacement due
to rigid body rotation is
2
xt =	 2 
F 2 Sin Wt
I( -W + WR)
or the amplitude
) 2
2
XK =
	
R F	 (3.1.16)t	 Iuu^ f l_ ( tu	 i
WR J
This discussion leads one to conclade that further conditioning of the
tail displacement amplitudes shown in Fig. (3.2) must be accomplished before
they can be substituted into Eq. (3.1.15)as the amplitude of x t . The tail
displacement includes the vehicle bending displacement and the rigii-body
displacement. Thus
xt = xB + xt
where the superscript B refers to the bending. The bending displacement~
are those of interest and the ones to use in Eq. (3.1.15). SOIVin" fnr the'
bending d1splaceinvnLs	 l3	 R
x  - x  - xt
= xt - Xt Si n Wt
which are substituted for x t in Eq. (3.1.15).
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Therefore,
x + (-Xt + 
6 t1 A1 	 t3 A3
 
dt4A4)Sin wt
A2 Sin(tut - ^2) _	
t 
	 (3.1.18)
t2
where the amplitude of x  is given in Fig. (3.2). This equation may be
written
x
A2 Sin(tut	 2) _t + Ct2 Sin tut	 (3.1.19)
t2
where Ct2 is the amplitude of the correction factor which accounts for rigid-
body rotation and modes near the second mode for tail displacements. Thus,
K
C	
=	
-Xt + 
0
tlA1 - ^'0 3 - bt4A4
	 (3.1.20)
t2	 bt2
The motion of each nodal point undergoes harmonic motion; as
observed during the tests. In other words
xt = Xt Sin (tut	 t2)	 (3.1.21)
where the phase angle ^t2 is that between the tail displacement and the
input force. This is shown previously in Fig. (3.3). Substituting Eq.•(3.1.21)
into Eq. (3.1.19), a panding the trigonometric terms as the sum of sines
and cosines, and equating coefficients of like trigonometric terms gives
X
A2 Sin ^ = bt Sin ^
t2
and	 X
A2 Cos 
02	 bt 
Cos §
t2 + Ct2
t2
These equations may be 6-1ved for the desired modal amplitude and phase
angle, which are;
X Sin §
tan §2
	
t	 t2 (3.1.22)
x  
Cos 
§t2 + Ct2dt2
The test data and computed modal values are shown in Table 3.111.
The values of 
§2 
and A2 f.o- the second mode are plotted in Fig. (3.5)
and (3.6) respectively. The unsymmetrical warped shape of each curve
indicates that rigid-body rotation and modal coupling were nut the cause
of the warped tail displacement curve. Thus, the warping is ~till considered
to be due to planar, pitch and yaw, coupling.
With the modal amplitude and phase angle one essentially has single-
degree-of-freedom response data for the vehicle pitch motion. With the
response being a coupled planar motion one can represent the modal system
as shown in Fig. (3.7). If the force was placed in the principle pitch (p)
direction no mULion in the principle yaw (y) direction would occur. The
force applied to the Configuration I vehicle was not along either principle
axis. Therefore, the vehicle has "planar coupling".
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TABLE 3.111 SECOND MODE AMPLITUDE & PHASE ANGLE
Point
Tail
Amplitude
x  
in.
Tail
Phase Angle
t2 rad.
Mode
Factor
dt2
Rigid-Bo y
and Yaw
Correction
Ct2
Mode
Phase Angle
^2 rad.
Mode
Correction
Ct2Cos §2
Modal
Amplitude
A2
 in.
1 .00858 .219 .041 + .0625 .175 + .0616 .271
2 .00978 .238 + .0622 .189 + .0610 .300
3 .01250 .287 + .0620 .239 + .0602 .365
4 .01503 .364 + .0615 .313 + .0585 .426
5 .01824 .479 + .0608 .423 + .0554 .500
6 .0245 .613 + .0603 ,559 + .0512 .649
7 .0363 1.020 + .0578 .967 + .0328 .919
8 .0398 1.500 + .0566 1.442 + .0072 .978
9 .0367 1.726 + .0559 1.663 -	 .0051 .891
10 .0369 2.047 + .0566 1.989 -	 .0230 .878
11 .0356 2.237 + .0559 2.185 -	 .0322 .836
12 .0321 2.450 + .0556 2.402 - .0410 .742
13 .0288 2.571 + .0561 2.525 -	 .0457 .657
14 .0252 2.697 + .0556 2.654 -	 .0491 .566
15 .0227 2.792 + .0561 2.753 -	 .0515 .502
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The sysLvii i shown in Fig. (3. 1) call be analyzed lu predieL whaL woLluu
will occur along tiu v v ► -I ► icle plLch (p) direction. The modal pitch para-
meters are determined as a function of principle pitch and yaw parameters.
The analytical results can be compared with the test results of Figs. (3.5)
and (3.6). Thus, the principle pitch parameters and yaw parameters, as well
as damping, can be determined that will reproduce test results
e
Li
F 
Kp
►
Figure 3.7 Single -Degree- of-Freedom Model with
Planar Coupling
If mass M is given a displacement p, the deformation of springs Kp is
p Cos A, and the spring force is K—
P
(Cos A) p. The p component of this force
is	
KP(Cos2 0)p
Considering the Ky springs, the force in the spring is Ky Sin A p. The
p component is	
Ky Sin 20 p
The total force in the p direction is
Kh p - (Kp Cos 20 + Ky Sin 26)p
where
Kp	 Kn Cos 20 + KY Sin 20	 ( 3.1.24)
and Kp is the equivalent spring constant. With the mass given a displace-
'	 ment in the y direction, the force in the y direction from the Kp spring
i
'#A.	 ^ ..	 -.?4.,rev-,t:F.''^P7 ^54QM^.f^9^t#'rf(#M....•iitls +KV.w^.ewr^bl.T+..r:. e.-vVw ..^.alnw^w.-... a,..sn..... w.ra+v *i^.. ... ^^r «...r-a,: . i^+R °t. . .a,... :' aK +SIFSWT'.«^^r'^13.	 '^i.	 .4!^F+^I^TiD"s' 	 r	 m,	 -.._...
- 44 -
is
F yCos2^
and from the - spring is
I y ySin2^
Thus the total y force is
Ky y = (K- Cos 2 0 + Ky Sin2O)y
K = K Sin 28 + K- Cos 2A
y	 p	 y
For the total force in the y direction due to a P displacement
(3.1.25)
Kyp p - (Kp Cos 9 Cos S - Ky Sin 6 Sin O)p
Also, the total p force due to a y displacement is
	
Kpy y - (Kp Cos S Cos 6 - Y Sin 	 0 Sin A)y
and
Kyp = Kpy	 Kp Sin A Cos A - Y SinA 	 Cos 9	 (3.1.26)
The differential equations of motion for this single- degree- of-freedom
linear system are
Mp + K  p + Kpy y + Cp = F  Sin tut	 (3.1.27)
My + K  y + Kyp p + Cy - U	 (3.1.28)
where the damping factor "C" is considered to be the satuc in either direction
(axially symmetric).
By solving the equations of motion fur the steady-state response, tiie
amplitude in the p-direction may be determined. Initial conditions are all
zero. Thus, taking the Laplace transform of Eqs. (3.1.27) and (3.1.28) gLves
KIn matrix notation using w = —
M
s 2 + M	 ps + w	
WPY
	
P(s) 1 
P 
W/M
2	 2
W2	s2 + C s + W2	 y(s)	 s + W
YP	 M	 Y
Solving for p(s) using Cramer's rule,
FP W/M	 2
s2 + 2	 wpYW
0	 s2 +M s +u1
P(s)
2 C
	
2	 2
s + M s 
+ 
Wp	 WPY
W2	 s2 + M s + 
WYYP
_ N s
D(s )
The characteristic equation describing the system is
1	 (s2+gs+W2) (s 2 + E s + W2 )-w2 W2
G(s)	 M	 p	 M	 Y	 PY YP
which has four roots. The result of Cramer's rule gives
P(s) a
M(a2 + W2)
Fw(K2 +Cs +W2)
P	 M	 v
(a 2 + a + W2 ) (a 2 + C a + W2 ) - W2 W2
M	 p	 M	 Y	 PY ;'P
which has six terms in a partial lEraction expansion. 'that is
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P( s )	 C1	 +	 C2	 +	 C3	 +	
C4	
+	
CS	
+	
C 
- a +jW
	
a- ju)	 s+s3	 s+s4	 a+s5
	
8+s6
where s3 through s6 are the roots of the characteristic equation. Roots
s 3 through a 6 are complex and there is no contribution from these last four
terms to the steady-state motion. Thus
Pas s) - 
s +1jW + s C2 jW 	 (3.1.29)
The first two coefficients of the partial fraction expansion are
C = limit	 (s + jW) P(s)1	 a -- -jW
C2 
a limitW (
a -
 jW) P(s)
That is,
F-W2 + (M)(-jW) + W2J
1	 M(-2j) ( -W2 - M jW + Wp	
PY
)(-
W2 
- M jW + W2) 
-WWYP
Fp (-W2 + 
M 
jW + W2)
2	
M(2j) (-W2 + M jW + W2)(-W2 + M jW +
Y	 PY) 
_W2
After much algebra
(N 1N3 + N2N4 ) j + N 1N4 - N2N3	F^
C1	 2	 2	
(3.1.30)
N 3 + N4
and C2 is the conjugate of C l , where
w'	 `
- 4 7 -
N 1 - -W2 + w Sill 0 + wy Cos 2A
C
N	 w2 = - M 
2	 (3.1.31)
N3	 (wp - W2 ) (Wy - w2) - 1 M) w2
N4 = - M w[ (WP - W2 ) + (w2 - W2)]
Substituting C1 and C2 into Eq. (3.1 . 29) and taking the inverse
La)lace tran^.larrA gives the steady-state solution
	
P( t
) = Cle-cwt + C2ejwt	 (3.1.32)
	
This exponential solution call 	 expressed as a trigonometric solution
	
p(t) = A Sin (Wt - 4)	 (3.1.33)
where	 ^
[(N 1N4 - N2N 3 ) 2 + (N1N3 + N2N4 ) 2	F
A=	
NZ + NZ	 M	
(3.1.34)
3	 4
and
tan	 =	 23	 14	 (3.1.35)N N + N N
	
1 3	 2 4
By substituting the values of N from Eqs. (3.1.31) into this equation the
amplitude and phase angle are expressed in terms of principle values.
That is, with the N i values from Eqs. (3.1.31) , the ampli tudc and fre(Itivney
are in terms of Ole three parameters
p
, Wy, And M; or the four parameters
Kp Ky, C, and M.
The amplitude and phase angle of Eqs. (3.1.34) and (3.1.35) are the
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analytical values in the vehicle pitch direction. The corresponding
experimental test values are shown in Figs. (3.5) and (3.6). At different
frequencies (W), values of amplitude A = A2 and/or phase angle § = §t2
are selected. Thus, the system parameters are determined by solving the
resulting set of nonlinear algebraic equations.
It is not within the scope of this study to proceed further with the
technique outlined above for finding the linear damping coefficient C.
However, it is important to note that modal paramete*s for both pitch and
yaw motion can be obtained from a single test. Thus, there may be a
distinct advantage in the planar coupling which was originally considered
to be an unfortunate oversight.
Ratner than proceed with the coupled data it is considered a good
approximation to uncouple the motion using a linearization technique which
assumes that the system is linear and the principle pitch and yaw frequencies
and Wy are known. This is not a bad assumption because the two peaks
observed in Fig. (3.2) indicate that
w- = 11.40
	
rps.	 (3.1.36)
Y = 11.50
	
rps.	 (3.1.37)
3.2 Linearized Data and Damp ing Coefficient.
In the previous section the accelerometer readings were used to
obtain tail displacements and subsequently modal displacements and phase
angles. Alternately one can assume a modal equation, or damping term in
Eq. (2.2.5), and calculate the response in both the pitch and yaw direction:
independently; as if each is excited by a component of the actual force.
Thus, f;qs. (3.1.7) through (3.1.12) are used for both the pitch and yaw
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motions with an assumed linear damping Fj and natural frequencies W  given
by Eqs. (3.1.36) and (3.1.37). A control on the assumed damping is made
by selecting one that makes the energy input per cycle in both the principle
pitch and yaw directions sum to the total input energy per cycle.
Before the pitch and yaw response can be determined it is necessary
to separate the input force into the pitch and yaw forces; as well as
pitch and yaw energies, if energy loss per cycle is used to determine the
damping coefficient. A sketch of the vehicle cross-section is shown in
Fig. (3.8) where the barred axis refers to the principal (uncoupled) axis.
As mentioned previously, the barred axes are A = 28 o from the vehicle pitch
and yaw axes.
PPLIMLIPLE PITCH
Axis
VEHICLE PIrGH
AXl S
y
VENI«E YAW
	 M^
AXIS	
IF, 51n W t
9 "^ PRINCIPLE YAW
AIt1 S
Figure 3.8	 Rotation to principle Pitch & Yaw Axes
To separate pitch and yaw motions the vehicle is considered to have
two forces acting on it, one in the principle pitch direction and the
other in principle yaw direction. That is,the modal forces are
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Fp = Fe Sin Wt Cos A	 (3.2.1)
Fy = -Fe Sin Wt Sin A	 (3.2.2)
where the vehicle pitch force is
Fp = F Sin Wt	 (3.2.3)
as given in Section (2.2). With the force applied at the tail node of the
vehicle Fe = btjF
Fp = 0tj F Sin Wt Cos 9	 (3.2.4)
Fy = - dtj F Sin Wt Sin 9
	 (3.2.5)
for the j th mode.
The energy loss per cycle for the damping force was discussed in
Sections (2.3) and (2.4). Similarly for the external force
AW/cycle =	 F(t)dx	 (3.2.6)
cycle
where x is the displacement at the force or at the tail where
xt = X  Sin(Wt - fit )
	
(3.2.7)
as given in Eq. (3.1.21) for the second mode. Alternately one car. write
Cy. (3.2.6) as	 l	 2TT+4	
dxt
	
f
t
AW/cycle = W	 F(t)dt d(Wt)	 (3.2.8)
0t
for the period of motion. Integrating this function gives
AW/cycle - TT X t F Sin §t	(3.2.9)
the energy input per cycle.
This energy input must be equal to the energy dissipation. The
viscous damping or (Case I)
9j (Q, Q) = C ljQ	 (3.2.10)
The energy dissipation is given in Table 2.11 as
AW/cycle = TiC l jA^W
In terms of the damping factor used in the previous section (Clj = 2MjWi j)
AW/cycle = 2rM W ^.A2Wj j I i
for the j th mode.
(3.2.11)
There is energy dissipation in both the pitch and yaw modes. The
amplitudes A  are given in Eq. (3.1.8) for linear viscous damping. That
is for the principle pitch amplitude
IF- I
A.-2	 2	 F	 2	
(3.2.12)jp	
MjW2_ L(1
	 rj p) 2 + ( 2,jrjp)
and similarly for the principle yaw amplitude. Substituting into ( 3.2.11)
gives	 211C Q F Cos W 32 F.W
AW/cycle	 =	 t	 (3.2.13)
P
MjWjP 
[ (l - rjp) 2 + (2Fjrj )2
and for the principle yaw motion
211C bt F Sin 6 32 ^ ,W
L1W/cycle	 3	 2 2	 2	 (3.2.14)
Y	 MjW3Y (1 - rji) + (2FjrjY)
The input energy being made equal to the energy dissipation in each mode
gives, from Eq. (3.2.9),
`:
?	 11 XtF Sin §t = AW/cycle( - -	 (3.2.15)
r"	 p+ y
1
f^
- ^cn2K> .' •uMr +,?krmltx^awi. rz,^ rpla^eriau+r^u	 ^-^-	 -°" :•,.^^a..i^.^...^:..+a^a. !i:nv'-.^u++':... 	 _ .	 ..	 ,...	 .:.. -..;:_.,_..._.
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where fJ is to be determined by trial and error.
Once again, numerical results for the Configuration I vehicle second
mode will be used. The result is that ^, 2 will be determined for this
vehicle. The known or assumed parameters for the second mode are
0t2 = 0.041
A	 = 28 degrees
M2	= 21.0 lbsec, 2 /in.	 (3.2.16)
w2P = 11.40 rps.
W2- = 11.50 rps.
Those parameters which vary with frequency are F, X t , § t , and the frequency
ratios r i p and rj -	 The left side of Eq. (3.2.15) can be plotted as a
function of frequency using numerical values in Table 3.1 and Fig. (3.3).
This plot is shown in Fig. (3.9).
Actually the damping coefficient E can be found with only one value of
W. Substituting E(Is. (3.2.13) and (3.2.14) into Eq. (3.2.15), and selecting
a frequency and input energy from Fig, ('• 9), one can solve for the damping
factor F- For example with W = - = 11.39
114.5 = 2n[•041(922)(.883)32_^ (11.39)
21.0(11.40) 3 [(1-.999) 2 + 4F,2(.999)2]
2TT[.041(922)(.469)32F(ll.39)
+ 21.0(11.50) 3 [(1-.991) 2 + 4F2(.991)2]
Solving for F by trial and error gives
F. - .0059
which represents approximately .6 percent of critical damping. Conticquently
the amount of energy dissipated in the principle pitch direction is 106.1 inch
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pounds compared with 8.40 inch pounds in the principle yaw direction
when W = 11.39. The corresponding amplitudes at this frequency are
A 2 = 1.025 inches and A 2	 .286 inches.
At each value of W for which the input energy and force is known a
damping factor is obtained and a set of amplitudes and energy losses per
cycle are calculated. The results are shown in Table 3.IV. Note that a
considerable variation in the linear damping coefficient F occurs. This
coefficient is shown Lo vary with frequency; having Lhe largest value near
the resonant frequencies. The average, or equivalent, linear damping
coefficient for this second mode is F = .005. Therefore, the average
damping coefficient is
m
C l = mM
	
	
W 	 2.30	 (3.2.18)
i=1
where m = 15, tae number of data points. The average linear second mode(s)
Configuration I vehicle damping force defined by Eq. (3.2.10) is
	
9 8 (Q, Q) s 2.30 (1	 (3.2.19)
A plot of the principal pitch and yaw amplitudes in shown in Fig. (3.10).
Wi.th the excepLioaa of two data points for the pitch amplitudes the curves are
symmetrical. Checking these two points (6 & 9) in Figs. (3.2) and (3.3),it
is noted that experimental values for these points are sensitive to slight
variations in frequency. For the further studies in Chapter V the amplitude
at point six is taken as .885 and at point nine is taken as 1.010 to
eliminate experimental errors (see Table 3.IV). One can conclude from
Fig. (3.10) that the principle cause of the unsymmetry shown in the modal
amplitude of Fig. (3.6) 1s pitch and yaw coupling.
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TABLE 3.IV LWEAR DAMPLNG COEFFICIENT AND PITCH & YAW SECOND :LODE VALUES
POINT
INPUT
FREQUENCY
ENERGY
INPUT*
LINEAR
DAMPING**
=
PITCH MODE PARAMETERS YAW ;LODE PARAMETERS
A2- in. AW/cycle A2- in. AW/cycle
;/cycle
1 11.17 5.75 .00328 .310 5.05 .115 .70
2 11.20 6.87 .00276 .364 6.11 .127 .76
3 11.235 10.6 .00296 .438 9.55 .146 1.05
4 11.27 16.3 .00290 .552 14.90 .169	 ! 1.40
5 11.30 25.8 .00300 .690 24.0 .190 1.80
6
I3	 11.33 43.0 .00250 .990 40.6 .224 2.40
6+ 11.33 i	 53.8 ,	 .00378 .885 50.6 .217 3.16
7 11.36 }	 91.0 .0053 .974 85.5 .245 5.50
8 11.39 114.5 .0059 1.025 106.1 .286 8.40
9 11.42 104.7 .0063
i
.935 93.2 .341 12.6
9+ 11.42 113.0 .0058 1.010 100.5 .350 12.5
10 11.455 95.8 .0050 .923 73.5 .487 20.6
z ^
11 11.49
i
81.0 .00330 .719 29.4 .948 51.6
12 I	 11.52 59.4 .00430 .546 22.2 .703 4	 37.3
13 11.55 46.0 (	 .0070 .421 21.6 .379 20.7
14 11.58
i
31.9 .0092 .343 18.80 .286 13.1
15 11.61 23.6 .0082 .310 13.75 .259 9.85
w See Table 3.1 for parameters.
Irk
Second mode constants are in Eq. (3.2.16).
+ Corrected for experimental error.
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CHAPTER IV
DETERMINATION OF A NONLINEAR DAMPING FORCE
Tho purpusr of this chapter is to permit the dampinf, force to be a non-
linear function of modal amplitudes and velocities. The -iialytical techniques
for obtaining this modal damping force are discussed in detail. Once again
the techniques bre limited by the type and accuracy of the experimental test
data.
In general the computed values of linear viscous damping change as
the amplitude of motion changes. This indicates that the viscous damping
coefficient is not a constant In the modal equations of motion. To predict
what damping coefficient to use for amplitudes outside the range of test
values is only a hazardous guess. However, with a nonlinear damping force
one ca:, obtain a constant damping coefficient which has a much batter
chance of predicting responses outside the range of test values. Furthermore,
response amplitude versus frequency plots can be approximated more accurately.
Experimental data on the Configuration II vehicle, discussed in
Chapter II, provides enough necessary information for analytical studies.
In this test data, three amplitude versus frequency sweeps were conducted
over the first and second modes. This additional information provides the
extra data necessary to calculate what type of damping, force should be
used, as well as the constant coefficient of this dampl.ng  term, or terms.
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4.1 From Variable Linear Damping Coefficients.
The modal equation of motion given by Eq. (2.2.5) is
F
	
+ Mg[Q, ^] + tun Q	 Me Sin uit
where g(Q, Q) is the modal damping force. With linear viscous damping
g (Q. Q) = Clo
	
(4.1.1)
which is Case I in Table I. Thus
Q + M1 Q + wnQ = Me Sin tut	 (4.1.2)
which is a linear differential equation. The coefficient of the damping
term can be written
I=
M	 2Clwn
where	 C
F1 	 2Mw
n
Values of F1 have been computed by The Boeing Company [2] for the Configuration
II vehicle for three different resonant amplitudes and for the first and
second modes.	 A procedure for calculating these Fl values is discussed
below.
The steady state solution of Eq. (2.1.2)^with the input frequency the
same as the modal frequency (resonance at w - w ), becomes
n
F
Q	 =	 e	 Cos w t	 (4.1.4)
as
	 2Mw2F	 n
n'1
Thus, the maximum amplitude at resonance becomes
.	 F
m	 2	
(4.1.5)
2n
which shows that the amplitude varies linearly with the input force
x xidNY +.M^r+o.rikMAs..F. wwaA.r. ^.yrw	 <.,...r,+,.awa..>-suwn^..» ^.o.aw...^a, +w.,^Y.a. . w^,,.q^*^raQ$RkaS°:R^nY ^i^,ri^e"^& _,	 }aN^'A	 ^w	 ^,.., ....
	 .
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amplitude, Solving for the damping coefficient
F
eFl	
2Mw2A
n m
or
r•
C 1
 =
	
	 A	 (4.1.7)
n m
The dynamic parameters of the mode necessary to calculate the damping
parameters are obvious from Eq. (4.1.6). These parameters were available
directly from test data and strip charts. However, some of the accelerometer
readings were obviously in error and were not averaged in with the others.
The dynamic parameters of the first and second mode are shown in Table 4.1
for the three different force levels used in each sweep of frequency.
The modal amplitude An is computed from Eq. (4.1.5) and the damping
coefficient C1 is computed using Eq. (4.1.7) with u) n = 277fn. These
results are shown in Table 4.11. The results show that the dumping coefficient
changes. This should not be true if the natural frequency does not change
and the system is linear (A directly proportional to F e); see Eq. (4.1.7).
The damping coefficient C 1 as a function of An for the first mode is
shown in Fig. (4.1) and for the second mode is shown in Fig. (4.2). These
curves along with the additional system parameters of energy dissipation can
be used to obtain a new damping force g(Q, 4) with appropriate constant
damping coefficients. For the average linear damping coefficient, the
damping force for the first (F) mode is
9r.(R  4)	 1.643 R
and for the second(s) mode is	 (4.1. 3)
9 s (Q, Q)	 5.797
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TABLE 4.1 500-D VEHICLE YAW TESTS (CONFIGURATION II)
Sweep/Test Info. First Mode Second Mode
"All
F	 =	 Force 675	 lb. 970
fn =	 Modal Frequency 1.66882	 cps. 2.72468
M	 =	 Generalized Mass 48.7921 lb.sec. 2 /in. 33.0058
Cl =	
Average Damping .00146946 .00465191
Or 
=	 Displ. at Load Pt. .028685 .028415
Fe =	 Modal Force
 19.37	 lb. 27.35r
"B"
Force 875 1426
Modal Frequency 1.66577 2.71952
Generalized Mass 49.2457 37.2351
Average Damping .00160711 .00455892
Displ. at Load Pt. .028521 .028272
Modal Force 24.95 40.35
nCn
Force 1035 1944
Modal Frequency 1.66401 2.71573
Generalized Mass 50.7830 33.5607
Average Damping .00166541 .00552947
Displ. at Load Pt. .028006 .028725
Modal Force 28.98 55.80
From previous work shown above
cycle 
W n 
Amyl
for linear viscous damping, see Table 2.11. However, the damping
coefficient, C l , in linearly dependent on amplitude, Am as shown in Fig. (4.1)
and (4.2).
I
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Mode/Sweep C1 = lineardamping coeff.
m - modal
amplitude
AW/cycle = energy loss
per cycle
1st
A 1.504	
lb.	 sec.
1.229	 in. 74.76	 in.	 lb. i
B 1.657 1.439 112.79
C 1.768 1.567 142.69
2nd
A 5.257 .3061 26.49
B 5.801 .4071 51.60
C 6.333 .5164 90.52
That is,
C1 = C01 + C11 m	 (4.1.9)
where C 
0 
is the value of C 1 at m = 0 and C11 is the average slope of the
two line segments (practically the same for each segment). Thus
C1 = .506 + .800Am "First Mode"
(4.1.10)
C1 = 3.715 + 5.127Am "Second Mode"
Substituting Eq. (4.1.9) into Eq. (4.1.8) shows in general for the first
two modes
cycle
W	
tt A2WC01 + IT Amu^Cll
	 (4.1.11)
where CO1 and C11 are constant for all 
a► val ues. As shown in Table 2.11,
the second term on the left is the typical form for the ent.rgy lo.s per
cycle: when the damping term in Eq. (4.1.2) is
and front
	
(4.1.11)
_ 3
C3	 4 X11 (4.1.1:3)
That is, for this damping term
pW	 4 A3U)C
cycle	 3 m 3
Also, some linear viscous damping is present as indicated by the first term
on the left in Eq. (4.1.11). Thus, the damping force for the first (F)
mode becomes
9F (Q, Q) _ . 506 Q + 1.8861Q14	 (4.1.14)
and for the second (s) mode becomes
gs (Q, Q) = 3.715 Q + 12.081QIQ	 (4.1.15)
These results indicate that a better expression for the modal equation
of motion to replace Eq. (4.1.2) is
C
Q + Cl Q + M3 IQIQ + wnQ = Fe sin wt	 (4.1.16)
for the Configuration II vehicle being studied. because of the limited
experimental data this must be considered as a first-order correction to the
damping term. With additional experimental data one may find that the
equivalent linear damping coefficient is a function of amplitude to a higher
power than that obtained above. Also, one may find a dependence of the
linear damping coefficient on frequency as amplitude is held constant.
The main objective of this study was to show a method with which one
can obtain a better damping term than the commonly used linear viscous
damping by using experimental data based on linear damping. This was done
3 `'	 with the limited data available on the Configuration II vehicle. The same
procedure may be followed on other missile configurations. It is recommended
that such studies be conducted with much more experimental data being made
i1.8
1.7
. Sec.Cl,	
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1.6
1.5
1.4
12 1.3
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4.2 From Amplitude Versus Frequency Plots.
Normally the test information is displayed as an amplitude versus
frequency plot at each vehicle station. The corresponding modal displacement
versus frequency is obtained as shown in Chapter III, Section 3.2. If the
experimental data is of sufficient accuracy the shape of the amplitude- '
frequency curve will indicate the type or types of damping present. Coeffients
of the damping functions are once again determined from resonant amplitudes.
To use this method requires one to obtain an approximate solution of
the nonlinear differential equations of motion. All fives cases of damping;
will be considered by substituting into Eq. (2.2.5).
The method preferred by this author to solve the nonlinear modal
equations of motion for systems having a steady-state response is the Ritz
Averaging Method [10 ]. Solving the modal equation of motion
F
	
Q + M g[Q, Q ] + WnQ	 Me Sin Wt	 (2.2.5)
given previously, with different cases of damping (see Table 2.I)forms a
basis for comparing these cases. Furthermore, a direct link between the
methodology of this section and energy loss per cycle is possible. For a
review of the Ritz Averaging Method, the following discussion is included.
Galerkin Kays to expand the solution Q(t) into a series
Q( t) ° U An*n(t)
If the series is the exact one, when substituted into Eq. (2.2.5)
F
	
S [Q ] = Q + M g(Q, Q) + Wn Q-	 Me Sin Wt = 0
However, an exact series is rarely known, so one is faced with an approximate
solution series Q(t) and
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»_	 _	 F
S^3 = Q + 
M 
g(Q, Q) + Wn Q - Me Sin Wt # 0
The object is to make the error
SIQ- ] - S[Q] - SIQ-I
a minimum. Ritz says make ^ (t) harmonic functions and minimize the error
s
over one cycle. Using the first two terms of Fourier series
Q(t)	 Al Cos u)t + A2 Sin Wt - A Cos (Wt - 0	 (4.2.1)
The idea is to minimize the integral error squared or
2	 tl I _	 2
InoAS[ Q - S[ Q ^^ dt = U
n=1	 n	 t 0
With two constants
2n
InSCQ] a
aA 
d(Wt)
	 0, n = 1, 2
0	 n
Substituting Q(t) from Eq. (4.2.1) into this equation yields
2	 F
I1	 - (W ) Cos § + G(A, W) + Cos § - e - 0
n /	 MU) A
n
2
I2 = - ( !L
 )S in $ - G(A, W) + Sin f - 0
n
where
	 2rr
G(A, W) = 
IT nW2	
g(Q, Q) Sin (Wt -4)d(Wt)
	
(4.2.2)
MA	 0
The phase angle 0 is determined from I2 as
= arc tan G(A, W 2	 (4.2.3)
1 ( Wn )
Klotter found that by combining I 1 and I2 in a particular way that a
2
simple expression can be obtained. That is, with T1 2 _ W
(W
 Wn
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2	 2	 F 2
(1 - T1)	 + (G(A, w)	 =1
	
e_ I
	 (4.2.4)
Mw A
n
The amplitude versus frequency curve is easily obtained by plotting this
equation in parts. First, the first term on the left side is plotted, then
the forcing term on the right is added to obtain an undamped curve. Then
the damping term is added and the final A versus T12 curve is obtained for
a particular modal mass M, frequency W n , and equivalent force Fe (See Fig. 4.3).
Different curves are obtained for each damping case g(Q, 0) used in Eq. (4.2.2)
or Eq. (4.2.4). Differences can be used to evaluate the representation of
damping, and to determine which one is best if accurate experimental amplitude
frequency curves are availahlc.
A very important relationship is found to exist between energy losses
per cycle, as given in Table 2.11,and the damping term in Eq. (4.2.4), as
given by Eq. (4.2.2). That is
Gi (A, w) -
	
	 2A W/cycle	 (4.2.5)
C irrA u,n
where Z i is the normalized damping coefficient normalized with respect to
critical linear viscous damping (note that Zl = Fl shown in Eq. (4.1.3) )
Ci
Z i - 2Mw	 (4.2.6)
n
Table 4.111 is a summary of the five cases of damping studied previously anti
shows the damping force, energy loss per cycle, and damping term. One
should further note that the denominator on the right side of Eq. (4.2.5) is
similar to the energy loss for viscous damping.
The best method to show differences in amplitude versus frequency for
various damping cases is to observe the horizontal difference, 6 , and the
I
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FIG. 4.3 TYPICAL AMPLITUDE VERSUS FREQUENCY RATIO CURVE
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vertical difference, e , between the undamped and damped curves, as sno•an
in Fig. (4.3). Numerical results for the bending of the Saturn V vehicle
show that the most narrow spike for the first mode results from Cases I and
11, and Cases III and IV yield the widest spike. Case V can be made narrow
or wide depending on the free parameter Or.. Furthermore, damping can be
neglected except for a narrow band of frequencies near resonance (TI = 1).
This helps jti s tify the statements of Chang L 3 J quote d and used in
obtaining the modal equations of motion, Eq. (2.2.5).
TABLE 4.111 DAMPING TERM FOR DIFFERENT CASES OF DAMPING
Case
Dampigg Force
g(Q, Q)	 lb.
Energy Loss/Cycle
QW/cycle
Damping Term
G(A, W)
I Cl Q Cln A 2 W 2Z1 W
n
II C2 jQ j (sgn Q) 2C2A2 4Z2 n1ui
n
III Q3(Q)2(sgn Q) 3 C3A3W2
2
'^ ^3 TT
n
IV C4 (Q 1Q 3 C4A3W 3 i4 T1 wAW
n
V Cl(Q + aQ2Q), Clrr A2W(1 + A2 41 2 Z1 w (1 + A2^
n
C 1OL = C5
The undamped curve is the same for all cases. The difference between chi:
damped and undamped curves is a function of the type of damping in the syst-enl.
This is represented by a horLzontal difference b(or 1 - 71 ) at a particular
(4.2.7)
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amplitude, or by a vertical difference a at a particular frequency ratio,
see Fig. (4.3). The different curves for different damping cases can be
compared with experimental data and the curve which fits the data best is
the single one that should be used for the system. Similar conclusions are
possible: by using the phase angle, $, versus frequency ratio, 112.
One u►usL know the dynamic parameters to ploL amplitude versus frequency
ratio curves. Given the generalized mass M, natural modal frequency W11,
and equivalent modal force Fe , the various damping coefficients
n, n = 1, 2, 3, 4, 5, are calculated knowing the resonant modal amplitude
A 11 . To illustrate, the values given in Table 4.1, as obtained for the
Saturn V Configuration II first mode vehicle tests (Sweep C), are used as
follows:	 2
M = 50.7838 lb. sec.in.
fn = 1.66401 cps.
F = 28.98 lb.
e
A = 1.567 in.
m
The undamped curve is obtained using the first three values. The damping
coefficients n are obtained when TI
2 
= 1, or W = Wn , and A = A il . Thus
for each case F
£1 =	 e
2MW2A
n 
TT F
^2 4MW A
nm
3Tr F
^3 =	
e
16MW3A2
n 
(4.2.7)
F
__	 e
^I  x
2Mw2AA 4+aA2 filar Z5
M
For the last case 
Zl is given if the damping coefficient a is known.
Furthermore, with two terms and two coefficients representing the damping
g(Q, Q), an additional degree of freedom exists. Thus, the curve can be
made to fit another data point; say att^ 2
 = r 2 , or w = WI , where A = A1.
This allows for 
Z  
and a to be solved for simultaneously. In general, one
could have "k" damping terms and coefficients which could be made to fit "k""
data points.
Figures (4.4) are for the experimental data given above. In Fig. (4.4)
one curve is for the undamped case and the other two curve: are for Cases I
through IV. Figure (4.5) is for Case V with a - 1.0 and a = 100.0. Case I
has the narrowest spike and Case IV is the widest spike. Case III lies
slightly inside Case IV and Case II lies slightly outside Case I. Case V is
the same as Case I with a - 0 but wider than Case IV when a - 100.0. Curves
for the phase angle §, as given by Eq. (4.2.3), as a function of frequency
ratio, complement the amplitude versus frequency curves. Figure (4.6) shows
all cases superimposed on a single coordinate system.
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From the above amplitude versus frequency curves it is hard to
distinguish differences between each damping case. A better indicator
is the difference between the damped and undamped curves both horizontally
(b) and vertically (e), as indicated previously. Figure (4.7) shows the
horizontal difference b as a function of amplitude A. Figure (4.8) shows
the vertical difference a as a function of amplitude A. From these curves
one can distinctly see differences between the various representations of
damping. Note that a versus A is only useful for small values of A. Experi-
mental data points can also be plotted on these difference curves if the
curve envelope defining by the undamped system is determined. As
shown previously, the undamped curve lies at a distance
F
t	 e
MW2A
n
from the backbone 2 =('^	 1) curve. Therefore,
Fe 112 ) = be , r12<1
MW A
n
(4.2.8)
where A and T1 are data points and be is the experimental b. It then becomes
a simple observation to see what curve or damping representation is the best
fit for the data. Thus, the best representation of damping is known.
Difficulty in implementing this procedure for finding the best damping term
is discussed below.
After further investigation it becomes apparent that the horizontal
difference, b, is very small compared with the distance fro°t the backbone
to the undamped curve, Fe /MW 2A, for small values of amplitude. The maximum
distance from the undamped curve (b) occurs for Case I damping.
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Therefore,
F2	
1 - '12 , A < < Am	(4.2.9)
Mw A
n
For example, with A = 1.01 and Case I damping; b = .001209, where the
distance to the undamped curve is .005404 for Configuration II first mode
Sweep C. Thus, the. conclusion is that the system can be considered undamped
for A < m. Figure (4.9) illustrates the maximum percent error (Case I)
in using the undamped curve for different amplitude ratios. A practical
limit of A/ m = .5 for neglecting damping represents a maximum error of
14 percent when Eq. (4.2.9) is used instead of Eq. (4.2.4) with linear viscous
damping.
For A < .5A the experimental data is not accurate enough to distinguish
the damped from the undamped curves. Thus, only in a very narrow band of
frequency ratio (say .992 < TI  < 1.008) is damping a significant factor.
However, with amplitudes near maximum, the damping is very significant.
That is, as A Am one has 1 - 712 0 and S Fe /MW 2A. Giv en accurate
experimental data near the maximum amplitude, A m, the most appropriate damping
case may be determined.
Sufficient data near Am was not available from the amplitude versus
frequency sweeps for the Configuration I vehicle or the Configuration II
vehicle. An illustration of this is shown in Section 3.1 for Configuration 1.
There are many factors that affect the amplitude versus fre.quviicy curves nsore
than the type of system damping. however, those amplitudes nvar a nodal or
resonant frequency are greatly influenced by damping; the muxl influence
being at resonance. More data points at or near resonance are desired, for
this analytical technique.
-:,r'Al,Y rRMS^ ru ...ti5.ar	 ,..; :.t .. M iwM4.W.MY:a4 w i a.r^+.r^.w- ^+. w .
. ^....^.: r.•+.-...,:,iy^.
	
....^.;
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One concludes from the above discussion that the three resonant
amplitudes of Configuration II vehicle, shown in Table 4.II, can b.: used
as data in lieu of different points on one amplitude versus frequency curve.
Figures (4.6) and (4.7) are of no value for this data but Eqs. (4.2.7) can
be used to select damping coefficient and the most appropriate.3nodal damping
case. A damping case. is selected based on (1) its ability to predict
maximum amplitudes and (2) the minimum percent variation in each calculated
damping coefficient.
Consider the Configuration II vehicle: in its first mode (Sweeps A, B,
and C, see Table 4.II). In Table: 4.IV the damping coefficients Z  were
obtained for Sweep C using Eqs. (4.2.7). Using these same damping coefficients,
along with experimental data for M, F e , and tun for Sweeps A and B, the
maximum amplitudes Am is computed using Eqs. (4.2.7). A comparison of the
computed amplitude and actual amplitude is shown in Table 4.IV with the
percent error being
A' - A
m
A 
m X 100 - percent error
m
Indications are that Case V with Ot = 1.0, or
gm
 4) - Cl (0+ Q24)	 (4.2.10)
is the best damping case from the five possibilities studied. The
coefficient
C1	 2 XIMtun - 0.5486 and
9F (Q, 4) - 0.5486 6 + Q24)	 (4.2.11)
is obtained, which agrees with previous results where Case I plus Case IV was
used in Section 4.1.
- SO -
An alternate method exists for evaluating which case of damping is
most appropriate using the three sweeps. With the modal amplitude m
known, a set of damping coefficients, n, can be calculated for each
Sweep A, B, and C. These results are shown in the Table 4.V. The coefficient
with least percent variation determines the most appropriate damping term.
The same conclusions as above are obtained.
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TABLE 4.IV ERRORS IN USING DAMPING COEFFICIENTS OBTAINED FROM
ONE SWEEP TO PREDICT OTHER AMPLITUDES - FIRST MODE
PERCENT ERROR IN MAXIMUM AMPLITUDE
Case .£ M	 F	 W A# A % Error
n e	 n m m
I .0016654 48.79	 19.37	 1.6688 1.085 1.229 -	 11.7
II .02737
1
1.087 -	 11.5
III .00011996 SWEEP "A" 1.301 +	 5.8
IV .002507 1.303 +	 6.0
V	 (a = 1) .0010332 1.255 +	 2.1
I .0016654 49.24	 24.95	 1.6657 1.390 1.439 -	 3.4
II .02737 1.390 -	 3.4
III .001196 SWEEP "B" 1.474 +	 2.4
IV .002507 1.475 +	 2.5
V	 (a = 1) .0010332 If 1.461 +	 1.5
*Obtained from Sweep C where Am = 1.567
.vv •A.aH4 MA.K :s.s.'S.v/r r,Nu#..^-.sut.l.e?'E.{Jr^"^.tu Aaiia v,n^k Wla 'mse^• . hs.a.a eaf.6.'., y,n ra.......aswu	 a^. ^,. ^.s-.st. K .sf• rs...u:w^M a	 s.6:.4.sxs r^	 '.E-.Y:' t	 w•	 ^:=a	 -'^F .y a	 .''•'s
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TABLE 4.V PERCENT VARIATION IN DAMPING COEFFICIENTS
CALCULATED FROM VARIOUS SWEEPS - FIRST MODE
VARIATIONS IN DAMPING COEFFICIENTS
System Experimental Data & Computed ramping
Maximum
Percent
Parameter VariationSwee	 A Swee	 B Swce^ C*
M 18.79 49.24 50.78
Fe 19.37 24.95 29.90
X
w 1.6688 1.6657 1.6640
n
A 1.229 1.439 1.567
m
z1 .0014695 .0016071 .0016654 - 11.8%
z2 .02421 .02643 .02737 - 11.5%
z3 .0013450 .00012490 .0011996 + 12.1°
z4
.002819 .002634 .002507 + 12.4%
Z5
 (OL	 1.0) .0010674 .0010600 .0010332 +	 3.3%
This case was ust-d for S values in the Table 4.IV.
n
i
i
i
I
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4.3 From an Equivalent Energy Dissipation Function.
From Table 2.11 in Chapter II the energy loss per cycle, or energy
dissipation, is given as
AW/cycle = CTf A2W
	 (4.3.1)
with a linear viscous modal damping force g(Q, Q) = CQ and a steady state
amplitude Q = A Sin (Wt - b). The modal damping coefficient as determined
in Section 4.1 is	 F
__	 e
Cj	
Wnm
(4.3.2)
where the subscript j refers to the j'r mode. This equation can also be
obtained from the first equation of Eqs. (4.2.7).
After investigating the first four cases of damping in Table 2.1, it is
noted that they may be represented by either
g(Q, Q) = al N J p (sign Q), p > o	 (4.3.3)
or
g(Q, Q) = aIQII^ ( sign Q), h ' o	 (4.3.4)
In Cases I through IV the exponent "p" is an even integer. This restriction
on the exponent can be relaxed to make these functions even more general.
The object is to equate the energy dissipation of Eq. (4.3.1) to that
computed for the damping forces above.
The energy dissipation for equation (4.3.3) is
AW/cycle
	
	 g(Q, Q)dQ
cycle
1	 g(Q, 0)&d(Wt)	 (4.3.5)= 
W period
Eqs. (4.3.3) and (4.3.4) are substituted into Eq. (4.3.5) with a une term
approximation of the nonlinear response as Q - A Sin (Wt 	 The results
+ 2)for Eq. (4.3.3) is	 1	 I('L.
L1W/cycle p 2v/T1 OrA	 Wp	 p + 3	 (4.3.6)
2 )
I
Fas u eF+ WPAP
n m
(4.3.9)
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and for Eq. (4.3.4) is
p+2 r (p 2 )
AW/cycle =	 2a A uP 
r 
(p + 4)	 (4.3.7)
2
where 1' refers to Gamma Functions. These are referred to as Energy
Dissipation Functions.
The technique to determine the coefficient Cc and exponent p is Co
equate energies of the linear damping case to either one of the nonlinear
cases at different values of the input force for each mode. Necessary
experimental infornation is available on the Configuration II vehicle first
and second modes to allow this technique to be applied.
First, consider the nonlinear damping force to be that of Eq. (4.3.3).
Equating the energy dissipation function of Eq. (4.3.1) to that of
Eq. (4.3.6) gives
a = ¢	 CWp-lAp-1
where	 ^ rrp + 31 _
= 2	 `p + 2J O(P)	 (4.3.8)rC 2 )
Substituting for the linear damping coefficient, C, as given in Eq. (4.3.2)
requires that the energy dissipation be evaluated at the natural modal
frequency, W = Wn , where the amplitude is a maximum A m. Thus,
There are available at each resonant frequency, or mode., three sets of
data for amplitude and force. Letting the subscript r denote each set
corresponding to Sweeps A, B, and C.
F
a	
r _
	 or
wPAp , r . 1,2,3
	
(4.3.10)
n mr
F
er = constant, r = 1,2,3
Ap
mr
(4.3.11)
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A properly chosen value of the exponent p will make the damping coefficient
ar relatively constant for any r value. Because ^ and cup only vary with
p, it is desirable to make
The value of p that does this is the desired exponent in Eq. (4.3.3).
Test data for the first mode is available in Tables 4.1 and 4.11.
That is,
r = 1, Fel = 19.37, Aml = 1.229
r = 2, Fe2 = 24.95, m2 = 1.439 	 (4.3.12)
r = 3 3, 	 = 28.98, Anti = 1.567
Plotting log (Fer ) versus log ( mr), the slope of this curve is the
exponent p. Such a plot is shown in Fig. (4.10). The slope of this
straight line is the exponent
	
p = 1.859
	
(4.3.13)
With the exponent known the coefficient a is computed from Eq. (4.3.10)
using any r and 0 calculated from Eq. (4.3.8). That is, with W  = 10.47
1.155
and
cx. = 0.1917
The damping force for the first (F) node of the Configuration 11 vel ► icle
can be represented as	 r
1.859
	
gr,(Q, Q) _ .1917 I	 +	 (sign Q)	 (4.3.14)
The data for the second mode is also plotted in Fig. (4.10).
Following the same procedure as above, the slope of this straight line is
	
p - 1.342	 (4.3.15)
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The corresponding values of wn , S and a are
w = 17.09
n
s	 =	 1.064
a = 3.005
Thus, the damping force for the second (s) mode of the Configuration II
vehicle can be represented as
1.342 - ^ _•---_ -
98 (Q, Q) = 3.01I	 (s LgIl Q)	 (4.3.16)
Ll the above paragraphs the force given by Eq. (4.3.3) was used to
describe damping. The same procedure may be followed for Eq. (4.3.4).
Equating energy dissipation functions of Eqs. (4.3.1) and (4.3.7) yields
a = B wpC1Ap
	
(4.3.17)
where	 r(p + 4)
77	 2B = 2
	
r(p + 2\	 (4.3.18)
2 )
Considering the force and amplitudes of resonance, Eq. (4.3.2) is used to
substitute for C in Eq. (4.3.17). Therefore
F
a= B wpAp+l
	
(4.3.19)
n m
For different forces and amplitudes at resonance
F
a	 B	 er	 , r - 1,2,3
r	
wpA p+l
n mr
to correspond to sweeps A, B, and C. Once again a value of the Cxponc:nt p
is chosen so that
FCr	
= constant, r = 1, 2, 3
	
(4.3.20)
Ap+l
mr
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Comparing this equation with Eq. (4.3.11), one notes that P + 1 is now what
p was before. Thils, the value of p for the first mode is
p = .865
and for the second mode is
p = .342
Calculating the coefficients B using Eq. (4.3.18), and tUn for the same tun
values as before gives
a = 3.89 FIRST MODE	 (4.3.21)
a = 59.4 SECOND MODE	 (4.3.22)
Thus, the damping force for the first (F) and second (s) modes of the
Configuration II vehicle can be represented as
9F (Q, Q) = 3.89 1Q1	
t 1 • (sign Q)	 (4.3.23)
and `-
'
	 .342..__.
L9s(Q, Q) = 59.4 JQJ ! ^ 1	 (sign(4.3.24)
No apparent Ldvantage seems to exist for using Eqs. (4.3.14) and
(4.3.16) rather than Eqs. (4.3.23) and 4.3.24). Either set will yield
the resonant amplitudes equally well. However, their influence on energy
i
dissipation is different, as shown by Eqs. (4 . 3.6) and (4.3.7). The
relative influence of an amplitude change on energy dissipation is
greater than for a frequency change in Eq. (4.3.7) (Ap+2W13 relative to
AP+lW ). Where the damping greatly affects the amplitudes is in a iuirrow
band of frequencies near resonant modes, as shown in Seetion 4 . 2. 'lluH,
the range of W is also smaller than the range of A. 'Therefore, u:iing
the equations where energy dissipation is more sensitivee to amplitude, A,
one should use Eqs. (4.3.23) and (4 . 3.24).
^r, •.r...^-rnw.w«.^
	 ,u!..e ..,._.^.m as .bv ..a
-•"a ,..^«.	 .w..F. ....:e r<.^..:..: N: .."....... .^:^.> r :
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The amplitude of the resonant response for forces above those used in
the experimental test can be obtained by extrapolation. From the equations
for the damping coefficients one can solve for 
m 
as a function of the force
Fe . Thus, from Eq. (4.3.9), for example,
p F
c^
n10	 W1)4.
n
p F ^
__ 1	 e
Wn	 a
(4.3.25)
Only when p	 1.0 does amplitude increase linearly with force. For thc
first mode p = 1.859, so the amplitude will not increase as rapidly as the
force does. To illustrate this influence on extrapolation, consider tile:
modal force to be 90.0 lbs. For a constant coefficient linear visco;is
damping (p = 1.0) the amplitude Am = 4.84. Extrapolation in Fig. (4.10)
shows Am = 2.90. This represents a 67% error in the predicted amplitude.
Thus, a grossly overdesigned vehicle may result
CHAPTER V
AN EMPIRICAL METHOD TO DETERMINE DAMPING FORCE
In the previous chapters the damping force was determined by analytical
techniques. The different techniques utilized different parts of the test
data. In general, only one or two terms were used to describe the damping
force. In this chapter an empirical method is introduced that permits;
many damping forces to be considered for each mode. The fi ►sal selection of
a few terms to represent dumping is based on systematic elimination of u ►any
possibilities. As much test data as desired can be used to make the selection.
The method is based on a set of data points for amplitude, A, frequency,
W, and energy loss or input, E. A polynomial in amplitude and frequency is
chosen to represent the energy loss of the system. Coefficients of the
polynomial are obtained from a computer program. That is, a three dimen-
sional surface that contains or approximates the data points is obtains-J.
Each term in the energy loss polynomial is related to an analytical repre-
sentation of damping. Also, statistical data on how accurately each tens
and each set of terns approximate the data is obtained from the computer
program.
llata used for this empirical method is that for the Configuration 1
vehicle shown in Chapter III. Numerical results show good agreement with
analytical techniques.
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5.1 The Polynomial Representation of Energy Loss per Cycle.
The energy loss per cycle or energy dissipation due to different
modal damping forces was discussed previously in Section (2.3). Due to
the complexity of the Saturn V vehicle, it i., likely that many sources of
damping art, present. To say that the modal damping force can he represvilLed
by a single term is to say that this source of damping is prc-dominant and
other sources are relatively insignificant. Whatever the damping may be, an
empirical method can decide what the modal force or forces should be.
Investigating Table 2.11, it is obvious that authors are attempting
to make energy loss per cycle dependent on different powers of modal
amplitude (A) and frequency (w). As a result, the analytical representations
of damping have resulted as shown in Table 2.1. The result of all sources
or cases of damping being present is that energy loss per cycle is an
albegraic sum of each. Furthe snore, the energy loss per cycle, AW/cycle,
due to damping equals the external input energy supplied to the system by
the external force, or aft discussed in Section (3.2),
F
N/cycle - E
	
Me Sin tut ck2
	
(5.1.1)
cycle
If enough damping terms are present one can complete the spectrum on
powers of amplitude and frequency as follows:
AW/cycle - a 
I 
A 2 + a 
2 
A 2 w + a 
3 
A 
2 
W 
2
+ a 
4 
A 3 + a 
5 
A 
3 
W + a 6 A 
3 
W 2 + ... - E(A,W)	 (5.1.2)
Each term on the left results from a certain representation of modal
damping force g(Q, 4).
The coefficients a  in L.I. (5.1.2) can be determined emperically if
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sufficient data pibints are available. Experimental data is obtained for
each mode, as shown in Section 3.1, and the amplitude A, frequency W
(near resonance), and energy input, E are calculated. Thus, points (A, ui, I3)
are obtained on a three-dimensional plot. The object is to fit a surfacr
describing energy as a polynomial in amplitude and frequency, I,(A, W),
Eq. (5.1.2),to the set of data points. The relative magnitude of the
coefficients a  will show what terms in Eq. (5.1.2) are significant. A
computer program has been obtained and modified for the Univac 1108. The
original program, obtained from SHARE program catalog, was called "Multi-
variate Regression Program I" and is discussed in the following section.
The input to this program is the set of data points (A, w, E) and thr form
of the polynomial E(A, W) to represent the left side of Eq. (5.1.2). Thus,
E(A, W) is made to fit the data points. First, the program tries to fit
the data with each single term in E(A, u)) and orders the terms based on a
statistical goodness-of-fit. Next the program fits the data with the total
polynomial E(A, w) and selects coefficients of each term for a best fit.
The order of importance of the terms are given based on a statistical T-ratio
test. Finally, a table is given to show the percent error in fitting tine
surface E(A, w) to the data points (A, w, E).
Figure 5.1 shows the energy surface as a function of amplitude and
frequency E(A, w) where fifteen data points (A, u), E) are fitted wiLh zero
error. Energy losses, available from experimental tests, for Iivr amplitude
values at each frequency near or at resonance are shown. The viii-rgy loss
function is selected and the curve fit program yields coefficients of the
damping terms. Table 5.1 shows the conversion factors from the coefficients 	 {
of energy terms to the damping force coefficient; for the five cases shown
in Table 2.1.
A,G1)
w
E)
W1 Wn w2
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FIG. 5.1 ENERGY LOSS VERSUS AMPLITUDE AND FREQUENCY
TABLE 5.1 DAMPING COEFFICIENTS FROM ENERGY TERMS
CASE DAMPING FORCE
E(Q,
	
Q)
ENERGY TERMS IN
E(A,	 u))
DAMPING COEFFICIENT
Ci
I CIQ a1A2u) CI = a1/it
II 0210 (sign (2) 112A2 C2 = a2/2
III C3(Q)2(sig^i 4) a3Aui2 C3 m la3/8
IV C410^ a 4 
A 
3 
w C4 = 3a4
 A
V C5Q24 a 5 
A 
4 
w C5 = 4a5/tr
One could also invent other damping forces g(Q, Q) to complete the spectrum
of the polynomial E(A, tu). Also, if fractional powers were used, the
damping terms of Eqs. (4.3.3) and (4.3.4) could be obtained.
In the following section the details of the curve fitting program
are discussed. The statistical tests used to evaluate the results oC the
curve fit are aiso briefly discussed.
5.2 Program to Compute Damping Coefficients.
The object of this program is to define a surface, which is described
by a sum of terms each being a function of the independent variables,
which will best contain a given set of data points. For this study, the
data points are energy loss values as a function of ampli.tudL' (A) and
frequency (w). The terms 14k (A,w)] are energy loss functions each due to
a different source of damping being present. The object is to obtain the
best fit of the sum of terms (energy losses).
n
akAk (A , W)	 (5.2.1)
k=1
to the set of data points obtained experimentally.
To satisfy this objective program SDA :3104 from the Share Program
Library has been obtained. This program was prepared by the Department of
Navy, David Taylor Model Basin, and is entitled, "Multtvarints.- Rvi,ression
Program I." However, this program was much too extensive, required
computing hardware not available, and was written in Fortran II laaguagv.
Thus, considerable revision in this program has been required. Iv tits
following paragraphs the main features of the revised program are discussed.
The program must be given a series of m observations which have been
- 96 -
mnde on p variables X i , i = 1, 2, ..., p, where an "observation" fs an
ordered p-tuple of observedly coincident values of the variables. Hence,
the j ils observation is
(X 1j, X2j , X3j , " " Xpj ) = Q 	 (5.2.2)
A series of transformations are to be made on each observation so that
I = 14 100 ), 420
1
), ..., 0nNi), E (Q j )]	 (5.2.3)
The transformation E(Q j ) is to be distinguished from the 4(Qj ) because
E is considered to be the "dependent" variable; that is, fixed for given
values of the "independent"variables 4k. The variable E(Qj ) represents
the exact E(Q j ) obtained from the j th observation.
The program then determines A = (a l , a 2 , ..., an) such that
m	
( n
	
)2
1	
ak0k(Qj) - E(gj )I = minimum	 (5.2.4)
j=1 k=1 
The program prints out and evaluates the resultant curve fit according to
several criteria. The program also optionally prints out certain by-
products of the computation including the correlation coefficients for all
possible pairs of the transformed variables. Plots of the deviations vs.
any of the variables may be made. Provision is made for ease in li.tting
the same curve on a number of daLil rota or in fitting a number of curves
on the same data set.
For the purpose of a statistical evaluation of the curve I 1 tht-
program gives the following information:
M
Ib
i(Qj )	 "Sumif
J-1
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6 i (Qj ) = m (sum)	 "Average value"
m	 ^^
G01 =	 m	 [.^i(Qj) - aL(Qj)J2	 "Standard I)rviati.on"
j=1
m	 !
0i(Qj )	 "Sum of Squares"
j=1
A comparison of the significance of one term fits is also obtained. This
is a listing in decreasing order of importance the variables 6 i and their
significance as an indicator of E when taken by themselves. The program
also tries to fit a plane to the data points and independent variables
read in.
Furthermore, a "goodness-of-fit" table is printed out containing such
information as
m m
LE(Qj ) ] CE(Qj) ]
m	 ;
LE(Qj) - E ( Q j ) ]
S
j=1 j=1 j=1
m m
CE (Qj ) ]2 , C	 (Qj ) 11 ,
m
LE(Qj) - E (Qj ) J2
j=1 j=1 j=1
and so on.	 The values of	 a k ,	 Lite rogre-ision coefficients of 	 k ,
 
are
printed out along; with Lheir sLandurd error.	 Another	 list	 Is also nhaciv
where the variables 0 are printed out in decending order of	 imimrLance	 is
measured by the T-ratio test.	 A number of other critcri:^ of Ow regrh-ssion
are calculated and printed out. They are;
a) Root-mean-square error
b) The average absolute deviation
c) The average absolute present of deviation
d) The standard error of the regression
e) The largest absolute deviation
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f) The largest absolute percent of deviation
g) The square of the correlation coefficient
h) The correction coefficient, fitted curve versu:i observed curve
i) A table brcakIng down thv observations by number tied by pt , rcent .
Fur the damping study of the Saturn V wissile system, certain dependent
and independent variables are defined for the above general curve.-fit prograu ► .
There are two variables X i , i = 1,2. which are the amplitude (A) and
frequency (u)). Thus, for Eq. (5.2.2) X1 = A and X2 = w giving
(A, 
U)) 
= 
Q j
The transformations on these observations 6k(A, W) represent the energy loss
per cycle. This is,
61 = A2
62 = A 
2 
W
63 = A3Uu
64 = A 
3 
W 
2
represent a set of transformations previously obtained for typical systems.
Logically other terms could be added to this set as studies of the vehicle
system may indicate. The dependent variable is the energy loss per cycle;
a linear combination of 6 functions. Thus, as shown by Eq. (5.2.1.),
E(A, w) - a 161 + a2 62 + a363 + ...	 (5.2.5)
makes the set of functions shown in Eq. (5.2.3) complete.
The m observations of the two variables (A, w) and Lite total energy
loss	 E	 are	 input data obtained from experimental studies. WILh Lhis
Input the coefficients a  are calculated according Lo Eq. (5.1.4). 'These
coeificients are in turn linearly related to Lite coefficients of the damping
term in the equation of motion for the system, see Table 5.1.
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The program proceeds to fit the sum of functions given by Eq. (5.2.1)
to the experimental data. It evaluates this fit by performing statistical
studies. Of signiftennL importance in these studies is a comparison of one-
term fits and a listing in order of importance 	 the 6k variables. Another
result of these studies shows 4  variables in descending order of importance.
For future efforts in checking this program, a set of reasonable data
with known results will be selected and the curve:-fit program executed.
The results that the program should yield will be known in advance, and
whether these results are reproduced or not will be the check. Furthermore,
numerical results for the Configuration I vehicle are obtained with data
available from Chapter III.
A printout of the computer program, instructions for input data, and
the output format will be provided by the University of Alabama in 11unLsville
Research Institute upon request.
5.3 Numerical Results for Empirical Oampin
To check-out the computer program, a fictitious set of experimental
data is calculated and two polynomials in amplitude and frequency are used
to approximate this data. For the first step, a set of 14 energy loss
values, E(A, w) - E, were calculated from
1.571 A2u) + 1.067 A3w = E;
with increasing w and a bell-shaped distribution for A. The program was
asked to fit these data points (E, A, w) with the true energy loss express tun
E(A, w) m a 1 01 + a202	 (5.3.1)
where the transformations or polynomials are
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f5 1 = A2w
b2 = A3uu
The results of the regression program, or curve-fit program, gave
a l = 1.571
a2 = 1.066
which agrees with the calculated input data. Furthermore, the sii;nificanct,
of one-term fits showed i ti l to be more significant than 6 2 ; with the Same
ordering for the T-ratio test.
If the same set of data points is used, and the five term expression
for energy loss per cycle
E(A, w) = a 1 41 + a 202 + a 303 + a404 + a 5 45	 (5.3.2)
is used to fit this data, with d l and 62 the same and
63 = A3w2
04 - A2
65 = A4w
the results are similar. However, coefficients a l and a2 are reduced and	 i
the other coefficients are given some small value. That is, the computer
program shows the following order of significance and corresponding
coefficient values
E(A, w) = 1.455 A 2 w + . 827 A3w + . 1179 A3w2 + .222 A2 + .0223 A4w (5.3.3)
The coefficients should be a l = 1.571, a2 = 1.067 and thv remaining,
coefficients zero. This illusLraLes the inaccuracy in assuming energy
i
losses that are actually not present In the system; a fact Lhat will he
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recorded for later intcrpretacion. However, it is concluded that the
curve-fit program is functioning properly, and can predict the damping.
It should be noted that the percent error in fitting the data points
using the second (not accurate) polynomial was more than twice what it
was using the true polynomial. Thus, the polynomial which yields the
greatest accuracy indicates the damping terms which should be included in
the modal equation of motion. Table 5.11 shows the data (W, A, E) and the
percent deviation in E using Eq. (5.3.3). The percent deviation is small
even with the less accurate polynomial.
TABLE 5.11 NUMERICAL RESULTS FOR C}IECK-OUT DATA
W A E E(A,W) % DEVIATION
1.500 .800 2.329 2.324 .221
1.520 .860 2.790 2.792 -.057
1.540 .920 3.320 3.318 .061
1.560 .970 3.830 3.816 .377
1.580 1.020 4.360 4.361 -.015
1.600 1.040 4.940 4.958 -.357
1.620 1.120 5.610 5.609 .014
1.640 1.180 6.450 6.453 -.053
1.660 1.230 7.230 7.234 .085
1.680 1.170 6.480 6.479 .008
1.700 1.110 5.770 5.768 .026
1.720 1.060 5.220 5.221 -.018
1.740 1.010 4.690 4.700 -.223
1.760 .950 4.110 4.104 .139
From Eq. (5.3.3)
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With the computer program checked-out, the numerical results for the
Saturn V Configuration I vehicle will be obtained. The experimental test
data for this vehicle are shown in Chapter III. furthermore, this data is
for the second bending mode.
First, the modal amplitude values obtained directly from the tail
displacements X  in Table 3.1 as
_	 X	 X
A2 ` ¢t2	 0.041
	 (5.3.4)
are used. This is similar to Eq. (3.1.23) but does not allow for corrections
due to phase changes, rigid body motion, and adjacent modes. The input
frequency, w, and energy, E = AW/cycle, are given in Table 3.IV . The energy
loss polynomial, E(A, u)), is now chosen to be used in the computer program
as	 it
E(A, W) = I a k0k (A , W)	 (5.3.5)
k=1
The program yields the most significant energy loss terms and their
corresponding coefficients, ak.
At this point it is helpful to discuss the selection of Eq. (5.3.5)
in more detail. The most general polynomial used was as follows:
E(A, w) = a IA2uu + a2A2 + a3A3W2
+ a 
4 
A 
3 
W + a 
5 
A 
4 
W + a 6 
A
+ a 
7 
A 3 + a 
8 A 4 + a 9 
A 
2 
W 
2	 (5.'3.0)
The first five terms are for the damping forces shown in 'lablc 2.1, or
Table 5.1, and the remaining are considered to complete a spectrum of powers
on A and W. When attempting to use the nine term polynomial to the very
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rough data discussed above, negative coefficients resulted. However, the
program gives two indications of those terms which best fit the data. By
repeating the procedure with the few terms of most significance a new set
of improved results occur. Repeating this again one can obtain a good
energy loss polynomial with only one or two terms In it. Furthermore, a
danger exists in including energy losses in the polynomial which do nut
exist in the system. This was illustrated In the check-out data.
For the roughly calculated modal amplitudes given by Eq. (5.3.4) it
is desirable to assume an energy loss polynomial with only one or two
terms. That is, there are many things, such as modal coupling, that are
affecting the amplitude more than damping. However, it is interesting to
compare results on this very rough data with the analytical results for
linear viscous damping of Chapter III, and the results for improved or
conditioned data shown below. For this purpose, two energy loss polynomials
B 1 (A, W) = a IA2W + a4A 3Le 	(5.3.7)
E 2 (A, W) = a I A 
2 
W
	
(5.3.8)
are considered. The computer results of this study are shown in Table 5.111.
The computer program gave the energy polynomials.
E l (A, W) - 5.221 A 2 w + 5.538 A 3 W
E2 (A, w) - 9.942 A2w
	 (5.3.9)
with the A 2 W term in E 1 being more significant than A3W. The percent deviation
for E2 is shown to be fairly good near frequencies where damping is important.
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TABLE 5.111 COMPUTED ENERGY LOSS AND PERCENT DEVIATION
FOR ROUGH MODAL DATA
W A2 E E1(A,W) E2(A,W) % DEVIATION
for E2
11.17 .209 5.'A5 3.11 4.85 21.76
11.20 .239 6.87 4.18 6.36 14.05
11.235 .305 10.6 7.22 10.39 17.53
11.27 .367 16.7 11.08 15.17 9.14
11.30 .445 25.8 17.20 22.25 13.77
11.33 .598 43.0 34.57 40.28 6.32
11.36 .886 91.0 90.06 88.46 2.79
11.39 .971 114.5 113.82 106.77 6.75
11.42 .896 102.7 93.10 90.95 11.44
11.455 .901 95.8 94.43 92.04 3.92
11.49 .868 81.0 86.81 86.06 -	 6.25
11.52 .783 59.4 67.50 70.21 - 18.21
11.55 .7025 46.0 51.93 56.66 - 23.19
11.58 .614 31.9 37.64 43.40 - 34.79
11.61 .553 23.6 29.41 35.30 - 52.15
The corresponding damping forces for the energy los-4 polynomials
in Eq. (5.3.9) can be obtained frcnu Tablu 5.1. Thus, for the Cunfiguratlon
I vehicle second mode
gs (Q, Q)	 1.66 Q + 4.151QIQ _ ,	 (5.3.10)
or
9 (Q. Q)	 3.165 Q	 (5.3.11)
is the empirically determined damping force. Surprisingly, the damping
force of Eq. (5.3.11) compares very well with the reKulLs of 8ectJoo (3.2)
givoaa by Eq. (3.2.19).
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Finally, an improved set of experimental data is used to obtain
empirical equations for damping. The data shown in Table 5.IV, for the
Configuration I vehicle second mode, has been corrected for pitch and yaw
coupling assuming that the linear damping factor varies with frequency.
The canputer program may be used to obtain the energy loss polynomial which
approximates the data points (A2- UJ, E-) for the principle pitch motion.
Hased on rough data, the amplitude squared times frequency term was shown
to be reasonably accurate. Thus, the two polynomials frtnu Eq. (5.3.6) used
Lo approximate the energy loss are
E3 (A, W) = a 1 A 2 W + .1
3A3 W2
	(5.3.12)
E4(A, W) = a3 A3W2 (DATA POINTS 4 THRU 12 ONLY)	 (5.3.13)
which allows for the dependence of damping force on velocity squared, 	 1
Table S.IV shows the results of the computer program. The smallest percent
t
deviations shown in the table were for E4 near the resonant frequency.	 g
The computer program gave
F. 3 (A, W) = 1.17 A 2 W + .604 A 3 W 2	 (5.3.14)
E
4 
(A, W) _ .707 A 
3 
W 
2
	
(5.3.15)
with the A 
3 
W 2 tern► being more significant in the E3 polynomial. The
damping forces can be obtained by the conversion factors shown in Table 5.1.
Thus, for the Configuration 'I vehicle second mode
96 (Q, 4) - 0.373 4 + 0.230 (4) 2 (sign 4)
or
gs(Q Q)
	
0.265(4)2(mign Q)
' _	
^ !'	 r.,	 rY l.. Y' 	 fy	 a.:o^'Y	 p,g,y1,^ 7MJY'A`Ye 4?Y.Vi'^4•^,<.	 ..:. '.js , 2 V i ,^.a. ... _	 t:	 f •= t^
2.
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is the empirically determined damping; force. Results show that Ey. (5.3.17)Ik
H yields the most accurate results. To compare with the results of Section 3.2
where g s (Q, Q) = 2.30 Q, the computer program gave gs (Q, Q) = 2.39 Q which
is in good agreement. However, deviations were much larger than for
Eq. (5.3.17).
Other modes and vehicle configurations can he studied by this
empirical method. The computer program is easily applied and has consider-
able flexibility in choosing the most appropriate damping terms.
TABLE 5.IV COMPUTED ENERGY LOSS AND PERCENT DEVIATION
FOR PRINCIPLE PITCH DATA
W A2p E E3(A,W) E4(A,W) % DEVIATION
for E4
11.17
11.20
.310
.364
5.05
6.11
3.50
5.40 X X11.235 .438 9.55 8.94
11.27 .552 14.90 16.93 15.11 -	 1.4
11.30 .690 24.00 31.65 29.67 -	 23.6
11.331 .885 50.60 64.16 62.94 -	 24.4
11.36 .974 85.50 88.70 88.58 -	 2.1
11.39 1.025 106.10 98.44 98.83 6.8
11.421 1.010 100.50 94.84 95.05 5.4
11.455 .923 73.50 73.78 73.00 0.7
11.49 ./19 29.40 36.61 34.71 -	 18.1
11.52 .546 22.20 17.08 15.28 10.1
11.55
11.58
.421
.343
21.60
18.80
8.14
4.86 X X11.61 .310 13.75 3.73
tcorrected experimental data
CHAPTER VI
SUMMARY AND CONCLUSIONS
Alti,ough each chapter and section contains its own swmnary, i.l is
desirable to collect all results into one summary. Different analytical
techniques for different Saturn V - Apollo vehicles are used. These are
discussed and referenced for ease in referring to detailed discussions.
Also, a new and very useful empirical method i.s summarized. In each case
the experimental test data influences the amount and type of information
possible for determining the damping force. The type of test data available
is summarized and a discussion of desirrd test results is given.
It is concluded that nonlinear damping is present in thv Saturn V
vehicle and it call 	 predicted.
6.1 Modal Damning Force Summar
Modal damping forces have been obtained using different analytical
techniques as well as an empirical method. These forces are to be used in
i
the modal equation of motion given by Eq. (2.2.5). Only the first and
second modes of the 500-D Saturn V dynamic test vehicle were investigated.
However, the methodology may be applied to higher modes without modification.
Both the Configuration I and Configuration II vehicles were studied.
These configurations arc discussed in Chapter 11. Not all techniques were
used on each confiquruti,on. Sonic depvndenct , of analytical Lvehnlque on the
type and amount of test data exists. This dcpenderice will be discussed
in the following section. Hysteretic or structural damping can be
- 107 -	
i
..	 ^.Y+".'Wk:we;. .^a.aw.►t-»mow.	 •.
f. 108 -
a..
z
represented by velocity squared damping (see Section 2.4).
A summary of the modal damping forces are as follows:
Configuration I vehicle - second mode
g s (Q, Q) = 2.30 Q	 (3.2.19)
gs (Q, Q) = 1.66 Q + 4.151QJQ
	
(5.3.10)
9S (Q, Q) = 3.165 Q	 (5.3.11)
g s (Q, Q) _ .373 Q + .230 (Q) Z (sign (^)	 (5.3.16)
g s (Q,	 = •265(4) 2 (Sign c2)	 (5.3.17)
Configuration 11 vehicle - first and second modes
9F (Q, Q) = 1.643 c	 (4.1.8)
9F (Q, Q) _	 .506 Q + 1.8861QJQ (4.1.14)
a
9F (Q, Q) _	 .5486 Q + .5486 Q 2Q (4.2.11) 
9 (Q, Q) _	 .1917jQI 1.859 (sign Q) (4.3.14)F
9F (Q, Q) =	 3.89	 ^Q^	
1QI.86 r
^(sign Q) (4.3.23)
g s (Q, Q) =	 5.797 Q (4.1.8)
944 (Q, 3.715 Q + 12.081* (4.1.15)
9 8 (Q, Q) =	 3.0.1 (	 1.342
	
.n
^1 ^	 (mil,	 Q) (4.3. 16) 
9 8 0, Q) =	 59.4IQl	 IQI .342 (sign (j) (4.3.7.4)
Damping `Drees for the Configuration I vehicle, wore olA11111ed in
Chapters III and V. In Chapter III the vehicle was assumed to leave linear
viscous damping, and great card was observed in obtaining an error free
average damping coefficient (F = .005) for the second mode.	 Actually, the
i
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linear coefficient was found to vary with frequency. Variations with
amplitude, or force, may also be present, but data was not available to
evaluate this possible variation. In Chapter V an empirical method to
determine first mode damping was used. With this method the damping
force, or forces, are selected so that the energy dissipation equals the
input energy. A very general expression of modal damping may be assumed,
and U ►e computer program that equaLes energios is used to decide wl'ich
damping forces are significant.
Damping forces for the Configuration 11 vehicle are obtained in
Chapter IV. In this chapter three analytical techniques are used which
permit the damping force to be nonlinear. Each method utilizes the input
energy and the peak resonant amplitudes at different force levels. In the
first method of Section 4.1 an amplitude dependent linear damping coeffi-
cient is substit,ited into the energy dissipation function. This results in
• constant coefficient energy dissipation function that would result from
• linear plus a nonlinear damping lorce. In the second method of Section 4.2
the shape of the amplitude versus frequency curve is shown to change with
different damping forces. Also, relationships between the maximum modal
peak or resonant amplitudes and the damping coefficients for different
damping forces were obtained. The damping force that predicts the resonant
amplitudes with least variation in this coefficient is the best one to use.
The third method of Section 4.3 assumes a nonlinear damping force which is
either the velocity raised to an unknown power or amplitude times velocity
to an unknown power. The coefficient and exponent of the damping force is
chosen knowing the energy dissipation find resonant amplitudes.
Damping force of the /eloe ty squared type was detected. T it, ;+,
:': :y Ya. w%	 '.::.es'^►^^'Aa!': ^-	 } -..::^,f.1''k`.d`.4°t'^ibR.4N.:+h1v.-4Ffy ^' '.- .. i^M ad N.`w.1:NYw^ w.Sf.• 	 ..ri...	 ..	 z	 n	 ...	 ,.>,.	 .•	 ♦ 	 . a	 ..	 }: •n..
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one concludes that slip damping is a major contributor at the amplitudes
tested.
6.2 Experimental Test Data Summary.
The object of this section is to summarize the tyre of test data that
was available and its utilization in determining the modal damping forces.
The test data was made available by The Boeing Company through the
cooperation of the sponsor, and by graduate students at U.A.H. who were
employed by The Boeing Company.
The types of test data that are utilized in obtaining the modal
damping force are summarized as follows;
1. The resonant amplitudes and corresponding modal frequencies.
2. The energy dissipation and energy input per cycle.
3. The shape of the modal amplitude versus frequency curves.
Furthermore, to convert from nodal output data to modal parameters, the mode
shape factors Oij are utilized. The modal mass M  may be either calculated
or determined from test data. The types of test data are listed in
decreasing order of importance as utilized in this study.
Modal test data may contain extraneous information that is undesirable
when attempting to determine the damping force. This is illustrated in
Chapter III, Section 3.1. In this section the nodal displacements of the
Configuration I vehicle tail were converted to modal displacements and
corrected for rigid body rotations and adjacent modal displacements. However,
the results still contained the influence of planar pitch and yaw coupling.
The natural modal frequency in pitch is different than in yaw,and the coupling
produces an unsymmetrical or warped amplitude versus frequency curve,
a
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However, once the principle pitch and yaw modal frequencies are known the
motion can be uncoupled. A method for determining principle pitch and
yaw frequencies and the damping coefficient is shown. Actually the planar
coupling may be used to advantage; as principle pitch and yaw modal
parameters can be determined from one test.
It may be concluded from the discussion above that rigid body
rotation, adjacent modes, and planar coupling have a significant influence
on the amplitude versus frequency curve shape. In Chapter IV, Section 4.2
the influence of damping on the shape of this curve is investigated. It is
shown that damping is only significant near each modal frequency and that
accurate test data is required to be able to tell what damping force should
be used. The test data available was not considered accurate enough, but
may become accurate when planar coupling is removed.
The test data available for the Configuration II vehicle was much
more useful than for the Configuration I vehicle. That is, many more data
points were available near each resonant mode. This was due to the fact
that three frequency sweeps were made at three different force levels.
This modal test data is shown in Chapter IV, Table 4.1. However, modifications
in the raw data accelerometer readings were necessary to obtain this data.
These accelerometer readings were considered to be good if they had their
maximum values at the resonant frequency; regardless of what that r:adi.ng
was. For two accelerometers out of the ap proximately twenty that were
averaged to obtain modal parameters, the readings were obviously ill error.
The modal damping was predictahle and logical after those readings were
removed.
A general observation of the text data shows that test y were conducted
14
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at what appears to be quite low bending amplitudes. Whether calculated
results for modal damping can be used to accurately predict near resonant
amplitudes above those used to obtain the damping is speculative. If the
same sources of damping are present at the same relative magnitudes, no
problem exists.
6.3
	
Conclusions.
It is concluded that damping of the Saturn V vehicle can be predicted
with reasonable accuracy. Different analytical techniques may be used to
obtain the damping force. Each has its own advantages and disadvantages
depending on the experimental test data available, east of.'AEiplication,
accuracy of results, and its ability to be extended. An empirical method
is also used which has a broad application; capable of permitting many sources
of damping to occur simultaneously. Conclusions concerning the test data,
each analytical technique, the empirical method, and the results for linear
and nonlinear damping are discussed below.
The type of experimental test data most useful is amplitude and
energy input values at or near each resonant modal frequency. Only near
these resonant frequencies is damping a major contributor to the amplitudes
(see Section 4.2). Different farce levels should be used; as the relatimi-
ship between force and amplitude is an indication of linear or noiilinrnr
damping, as well as stiffness. With only a single amplitude versus
frequency curve, the presence of nonlinear nodal damping is difficult to
detect. Furthermore, with the bending not being coplanar, the test data
is complicated by the presence of planar coupling (see Section 3.1).
This coupling is undesirable if pure amplitude versus frequency curves are
4
-Aqq
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desired, but may be desirable in obtaining both principle pitch and yaw
modal parameters from a single test.
Presently used analytical techniques assume linear viscous damping.
This can only yield an equivalent damping coefficient. Many sources of
damping such as material damping, fuel sloshing, and slip damping are
nonlinear functions. Thus, the linear damping coefficient is not constant
and may vary with modal resonant amplitude and/or frequency (see Section 3.2).
Each analytical representation of damping has a known energy loss per cycle
value; which is a function of amplitude and frequency to different powers
(see Section 2.3). Energy loss 1u11ctiuns along with the amplitude and
frequency dependent linear damping coefficient can be used to derive a
constant coefficient nonlinear damping force (see Section 4.1). Similarly,
a single term damping force with an unknown coefficient and exponent of
the modal velocity or amplitude can be used. The exponent is found so
that resonant amplitudes are obtained and the coefficient is selected
based on energy dissipation (see Section 4.3).
The empirical method simply assumes energy dissipation to be a poly-
nomial in amplitude and frequency (see Section 5.1). With the input energy
equal to the energy dissipation, the coefficients of the polynomial are
selected using a computer program.(see Section 5.2). The rosults are that
each term in the polynomial is related Co a damping force (sce Section 5.3).
Statistical information from the computer program indicates which damping
force or forces best fits the data. It is concluded that this method allows
the most freedom in selecting the appropriate damping force, but a danger
exists in permitting too many forces to occur. This method is relatively
easy to apply once the energy input values are obtained.
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The Saturn V Configuration I vehicle has about .5 percent critical
damping for its second mode. Both the average linear coefficient and the
empirical method gave these results (2.3 Q). Amplitude dependence could
be observed with the test data available; therefore, the best results
indicL, ted the damping force .230IQI 2 (sign Q) should be added to the linear
viscous damping force .373 Q.
i
The Saturn V Configuration II vehicle has about .16 percent critical
damping for its first mode, and about .5 percent critical damping for its
second mode. These are based on an average linear viscous damping coeffi-
cient. Sufficient data was available for this vehicle to permit one to
determine a nonlinear damping force. It was determined that either the
form IQIQ or Q24 should be added to the linear damping term 4. Typical
results give for the first mode damping force .506 Q + 1.886IQI4. The best
results for a single term nonlinear damping force are: .1917I4I
1.859 (sign Q)
for the first mode and 3.01I4I 1.342 (sign 4) for the second mode.
It is further concluded that an equivalent viscous damping coefficient
cannot be used to accurately predict resonant amplitudes at force levels
above those of the experimental test. The result is that the predicted
nodal amplitudes will be much higher than actual amplitudes. Fortunately,
this is a conservative prediction when stresses are considered. However,
the vehicle is overdesigned for stress with nonlinear damping present. A
typical example, for the Configuration II vehicle first mode, shows that
amplitudes 67 percent larger than actual amplitudes are predicted using
linear damping when test results are extrapolated to force levels three
times those of the test.
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