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ABSTRACT
Estimating the heat loads on re-entry vehicles is a crucial
part of preparing for atmospheric re-entry manoeuvres. Re-
entry flows at high altitudes are in the rarefied regime and
are governed by high enthalpies and thermodynamic non-
equilibrium. Additionally, catalytic gas-surface reactions
change the gas flow composition and can have a major in-
fluence on the heat transfer. Our goal is to estimate the
heat loads without a priori fitting of simulation parameters
to experiments. We use the tool PICLas for simulations of
such rarefied gas flows. It combines different particle meth-
ods, including the Direct Simulation Monte Carlo method,
for modelling of gases. Recently it has been extended to
include different catalysis models to treat reactions on sur-
faces. We evaluate a kinetic Monte Carlo approach to model
catalytic gas-surface interactions in combination with flow
simulations using particle methods. Here, the adsorbate dis-
tribution is modelled by reproducing a surface system using
a kinetic Monte Carlo approach and estimating the necessary
parameters using model assumptions. This catalytic model is
compared to a simple recombination model. We present sim-
ulations that show the capability of the implemented models
for a SiO2 surface in an Oxygen flow. Furthermore, simula-
tion results are compared to heat fluxes and recombination
coefficient obtained from the respective experiment. The
results show that simulations using the kinetic Monte Carlo
approach match the experimentally obtained values. Thus,
the approach can be used to estimate the reactivity of oxygen
flows over SiO2 surfaces.
Index Terms— Plasma flow, PICLas, DSMC, Catalysis,
Monte Carlo, Surface modelling, KMCS
1. INTRODUCTION
In plasma flow applications, such as atmospheric entries, high
forces and heat fluxes are exerted on the thermal protection
system (TPS) of entry vehicles. Since the flow is very reac-
tive, a large amount of the heat flux is resulting from reac-
tions of the gas with the TPS surface. Therefore, heteroge-
neous reactions have to be considered for design purposes of
TPS. These reactions involve different interaction types [1]
that have to be considered.
Flow predictions for design purposes of TPS are made ei-
ther on the basis of experiments or numerical simulations. Ex-
periments reflect the real physics, however, they do not pro-
vide a complete insight into all phenomena for a full scale
problem. This results from many simultaneously occurring
interactions and their mutual dependencies, which can not be
measured with sufficient accuracy. In addition, the same con-
ditions of the full (real) scale problem can rarely be repro-
duced by experiments due to technical restrictions. In con-
trast, numerical simulations typically exhibit improved result
and phenomena evaluation. However, they can only reflect
the physical problem as accurately as the used models. Con-
sequently, simulations may yield inaccurate results or predict
unrealistic behaviour.
Catalytic flows near thermal and chemical non equilib-
rium have been investigated by few research groups [2, 3, 4,
5]. The focus was mainly on describing surface interactions
by modelling rate equations and fitting parameters to experi-
ments. Our goal is to be able to simulate a broader range of
flow cases and surfaces without a priori parameter fitting to
experiments. Here, we focus on two catalytic models. The
first is a simple recombination model [6] The second is a mi-
croscopically driven kinetic surface description.
In this work, we use PICLas [7] to simulate a catalytic
plasma flow [8] with enabled catalytic models. PICLas en-
ables numerical simulations of rarefied plasma flows using
particle methods such as the Direct Simulation Monte Carlo
(DSMC) [9] and Particle In Cell (PIC) method [10]. Themod-
ular framework of PICLas allows for the implementation of
other particle methods, besides PIC and DSMC. Here, we fo-
cus on the DMSC method when simulating the gas flow. The
DSMC method approximates the collision term of the Boltz-
mann equation considering binary collisions. Surface inter-
actions are mos commonly treated with an extended Maxwell
scattering model [11]. The surface modelling approach in PI-
CLas has been extended with catalytic models to treat hetero-
geneous reactions [12].
In the first chapter we describe the approach for the mod-
elling of the gas flow and the Direct Simulation Monte Carlo
method. In the second chapter we illustrate the catalytic mod-
els implemented in PICLas. In the third we give an overview
of PICLas. Subsequently, the simulation setup is described
and simulation results are shown and discussed.
2. DIRECT SIMULATION MONTE CARLO
METHOD
The solution of the Boltzmann equation, especially the colli-
sion integral, can be treated by the Direct Simulation Monte
Carlo method. The Boltzmann equation describes the micro-
scopic gas state and the changes of the microscopic distribu-
tion.
∂f
∂t
+ ~v · ∇~x f =
∂f
∂t
∣∣∣∣
Coll
(1)
Here, f(~x,~v, t) is the particle distribution function dependent
on the particles’ position ~x, velocity ~v, time t, and ∂f∂t |Coll
representing the Boltzmann collision integral accounting for
binary inter-particle collisions. This equation is solved by di-
rectly simulating particles and their interactions with one an-
other. Herein, the particle distribution function of the gas sys-
tem is statistically approximated with Np representative dis-
crete particles distributed in space The particle motion and in-
ter particle collisions are separated. To reduce computational
effort not all real molecules Nreal are simulated but the sim-
ulation particles Nsim are weighted with Wp = Nreal/Nsim.
The simulation time step is chosen to resolve the collision
frequency of the simulated gases [9]. Within DSMC, particle
collisions are treated statistically and the appropriate prob-
abilities are calculated with phenomenological models [13].
Each computational cell must contain at least four simula-
tion particles for representative collision treatment and sam-
pling purposes. Before the collision treatment the particles
are paired. This is done locally within each computational
cell using either a statistical or a nearest neighbour approach.
For statistical particle pairing the mesh cell sizes are deter-
mined by the mean free path λ to ensure physically meaning-
ful particle separation distances. The nearest neighbour pair-
ing does not depend on cell sizes, but the simulated particle
mean separation distance has to be lower than λ. Addition-
ally, an octree cell-subdivision is implemented [14] to be grid
independent for statistical pairing and reduce computational
cost for the nearest neighbour approach. Collision processes
lead to momentum and energy exchange (relaxation) as well
as chemical reactions. These include dissociation, recombi-
nation and exchange reactions, that are treated with an Arrhe-
nius based approach [9]. Finally, macroscopic properties that
are of interest such as pressure and temperature are calculated
as moments from the sampled resulting particle statistics.
3. SURFACE REACTION MODELS
The first of the considered models is a simple recombina-
tion approach. Gas particles that collide with surfaces have
a chance to recombine, e.g. O(gas) +O(surf) → O(gas)2 .
The second approach uses a kinetic Monte Carlo surface
(KMCS) model for gas-surface reactions. This results in a
more complex reaction treatment that also considers disso-
ciation and exchange reactions. In this work, only a short
overview of the basic functionality is given. A more detailed
description will be available in a following publication.
3.1. Simple Recombination Model
The first model is an extension of the Maxwell scattering
on surfaces and has a straightforward implementation within
a DSMC framework. Here, an additional coefficient γ is
added, defining the ratio of recombining Nrec to incident
atoms Ni [6]. For γ = 0 the surface is defined to be non-
catalytic and fully catalytic for γ = 1. The corresponding
probabilities are chosen for each surface collision with
Pads,i = γi − Prec,i, (2)
Prec,i = γi (1− exp(−Ns)) , (3)
such that they reduce statistical noise [4]. Here, Ns is the
number of particles that are adsorbed on the surface. In case a
particle adsorbs, it is removed from the flow and added to the
respective surface element. In the case of recombination, an
adsorbed particle is removed from the surface and the incident
particle species is switched and scattered diffusively. Every
particle, which does not recombine or adsorb onto the surface,
is scattered diffusively.
3.2. Kinetic Monte Carlo Surface
In the first step, a surface structure is replicated and the dis-
tribution of adsorbates is modelled using a Monte Carlo ap-
proach [15]. N2x number of surface atoms are distributed in
a structured lattice as shown in Figure 1. Adsorbates are dis-
tributed on well defined sites that are defined by the number
of metal atoms nm interacting with each adsorbate. Figure 2
shows the different site types on the modelled fcc(100) sur-
face type. Possible site types are, on-top sites T for n = 1,
bridge sites B for n = 2 and n-fold hollow sites H for n > 2
surface atoms interacting with one adsorbate.
: surface atom
: sub-layer surface atom
: bridge connection
Fig. 1. On each surface element the surface is modeled by
replicating its structure with one lattice of distributed atoms.
fcc(100) type structure is modeled, exemplary shown with
Nx = 4 surface atoms in each lattice direction.
2
HT
B1
B2
Fig. 2. Adsorbates, red filled circles, occupy sites such as on-
top sites (T) for n = 1, bridge sites (B) for n = 2 and n-fold
hollow sites (H) for n > 2 atoms that directly interact with
the respective adsorbate.
For this model we assume that all chemical processes on
surfaces of the form
A+ B
rA−B
−−−→ AB , (4)
are described by the rate equation
rA−B =
dnA−B
dt
= kr,A−B · nA · nB, (5)
where rA−B is the rate for the considered reaction of A with
B, kr,A−B the rate coefficient and nA and nB are the respec-
tive number densities.
The reaction rate coefficient kr,A−B in Equation 5 for sur-
face reactions can be written as
kr,A−B = νr exp
(
−
Ea
kBTs
)
, (6)
with pre-exponential factor νr, activation barrier Ea, Boltz-
mann constant kB and surface temperature Ts. The variables
νr and Ea have to be defined for each reaction. Here, the
missing parameters νr and Ea are estimated using reasonable
phenomenological descriptions.
3.2.1. activation barriers
The activation barriers Ea in Equation 6 and reaction en-
thalpies∆hr are estimated using the UBI-QEP method [16]:
∆hr = [QAB +DAB −QA −QB] , (7)
Ea =
1
2
(
∆hr +
QAQB
QA +QB
)
, (8)
whereQAB,QA andQB are the heat of adsorption for molec-
ular and atomic adsorbed species and DAB the dissociation
bond energy. The heat of adsorption QA for simple cases
such as an atomic adsorbates bound in an nm-fold site in near
zero coverage limit is defined with
QA = Q0A
(
2−
1
nm
)
(9)
In order to account for lateral interactions and coverage ef-
fects, the heat of adsorption is scaled with
ςM =
nm∑
j
(2 · (1/mj)− (1/mj)
2)
nm
. (10)
Here, mj is the number of bound adsorbates in the nearest
vicinity of the jth surface site-atom. This scaling factor is
used to correct the assumption of the near zero coverage limit
in Equation 9.
3.2.2. pre-exponential factors
The pre-exponential factor, which is necessary for the reac-
tion rate coefficient (Equation 6) is estimated with the transi-
tion state theory [17, 18] defined with
νr =
kBT
h¯
ΦA∗
ΦA
, (11)
where h¯ is the Planck constant and ΦA∗ is the partition func-
tion for the transition state and ΦA for the adsorbed or gas
state. The total partition function Φ for a polyatomic species
in the gas state is the product of the translational, vibra-
tional and rotational partition functions of the considered
species [19].
For the consideration of surface processes, additional as-
sumptions are applied [20]. For the partition functions of ad-
sorbates we neglect translational and rotational states. How-
ever, the vibrational states of the surface bonds of the adsor-
bates [21] must not be neglected. Consequently, a vibrational
partition function Φvib−KMCS is introduced containing two
additional vibrational modes, one perpendicular and one in
tangential direction to the surface. Here, the characteristic
vibrational temperatures Θchar−KMCS = QA/(200 · kB) for
both modes are estimated from the effective heat of adsorp-
tion QA for the considered adsorbate.
3.2.3. Probabilities
Probabilities for desorption processes of each adsorbate are
calculated similarly to Ref. [15] with
Ps = kr ·∆t = νr exp
(
−
Ea
kBTs
)
·∆t. (12)
where∆t is the chosen simulation time step.
The probability for adsorption processes is expressed as a
function of the mean velocity of particles v⊥,mean perpendic-
ular to the surface
P̂ads = exp
(
−
π · Ea
2 ·m · v2
⊥,mean
)
. (13)
In order to address molecular adsorption, which is a non-
activated process and for which Ea,ads = 0 applies, we addi-
tionally consider instant desorption. Consequently, the prob-
ability for molecular adsorption (no dissociation or recombi-
nation) yields
P̂molec−ads = 1− exp
(
−
π ·Ediff
2 ·m · v2
⊥,mean
)
, (14)
where Ediff is the diffusion barrier that we approximate with
≈ 10% of the adsorption enthalpyQA
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4. THE SIMULATION TOOL PICLAS
We use the particle simulation tool PICLas [10] for simula-
tions. Figure 3 shows how a representative time step is re-
alized. First the particles are inserted into the domain. Then,
∆t
Boundary
interaction
DSMC-
Collisions
SamplingSurface
Emission
Particle
movement
Particle tracking
∆~x,
∆Nout,
∆Nads,
∆NER
∆v
∆Ndes
∆Nin
Fig. 3. Scheme of a time step loop in PICLas. Collisions are
solved with the DSMC module. Surface models add-ons are
depicted red.
each time step starts with an emission step where particles are
inserted at an inflow surfaces using a surface flux [22]. After
the emission, particles are moved within the simulation do-
main and their positions are updated. This is combined with
a boundary interaction routine in the particle tracking block.
During these interactions, the location of particles intersect-
ing boundaries is updated or the particles are removed from
the domain. Following, inter particle collisions are treated
with the DSMC method, where velocity and internal energies
of the particles are changed. In the last step the macroscopic
values are sampled and an output is generated. The changes
and add-ons performed in the project context are highlighted
red and are described in the following.
5. SIMULATIONS
5.1. Setup
In the next step, PICLas simulations are presented based on a
setup from plasma wind tunnel (PWT) experiments [8]. For
this, a mesh is created for the ESA standard pressure probe.
PICLas uses 3D hexahedral meshes, and here it is build using
GridPro [23]. The setup consist of a ≈ 40◦ cylindrical do-
main to reduce computational effort. Figures 4 and 5 show a
representative mesh slice as well as the boundary conditions.
Three simulations are performed using first non-catalytic
then fully catalytic surfaces and last kinetic Monte Carlo
surfaces. The inflow conditions are calculated from an ex-
-8 -6 -4 -2 0 2
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Fig. 4. A radial slice of the mesh.
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Fig. 5. The 3D simulation domain with defined boundaries.
perimental flow characterization [8] and are given in Table 1.
Rotational and vibrational temperatures are assumed to be
equal to translational temperature. An adaptive pressure
boundary [24] with p∞ = p∞,inflow is applied to the out-
flow condition because of low Mach numbers. Dissociation
bond energy of oxygen DO2 = 498.34kJmol
−1 is taken
from Ref. [25], the Arrhenius coefficients for oxygen gas
reactions from Ref. [26], and the remaining physical parame-
ters such as characteristic vibrational temperatures are taken
from the NIST database. For the VHS collision model in the
DSMC method the chosen parameters are the VHS exponent
ωVHS = 0.77 [9] and reference temperature Tref = 273K
resulting in the reference diameters dref,O2 = 4.07 · 10
−10m
and dref,O = 3.11 · 10
−10m. The particle weighting factor
and simulation time step are chosen with Wp = 1 · 10
10 and
∆t = 5 · 10−8 s.
The flow inside the simulation domain is initialized with
two species (O, O2), uniformly distributed using the inflow
parameters. The total simulation duration is chosen with
tend = 1.40 · 10
−3 s. At tsim = 1 · 10
−3 s the flow and
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Table 1. Parameters calculated for inflow boundary at the
center of inflow (r = 0m). Parameters are static pressure,
total pressure, translational temperature, surface temperature,
particle number density forO andO2, velocity in x-direction,
Mach number at inflow and global Knudsen number in that
order.
Property Unit Value
p∞ Pa 40
ptot Pa 149
Ttr K 3342
Ts,SiO2 K 1398
nO m
−3 8.15 · 1020
nO2 m
−3 5.18 · 1019
vx ms
−1 2412.30
Ma∞ - ≈ 1.44
KnVHS - ≈ 0.01
surface values have reached steady state after which sampling
is enabled. From this moment the sampling is enabled for
tsample = 4 · 10
−4 s.
Although the UBI-QEP model for the estimation of ac-
tivation barriers is constructed for transitional metals [27],
we use the same formalism here. The pre-oxidized SiC.
Recombination reactions of gas phase oxygen (O(gas)) on
SiO2 surfaces are considered to be reactions of gas phase
O(gas) with bound O(surf) in the SiO2 lattice [28]. Conse-
quently, the catalytic surface is taken to be a reconstructed
silicate substrate rather than SiO2 and we replicate it with
a Si surface lattice with Si-atom distances present in SiO2
(σ ≈ 2.62 · 1018m−2). Derived from Ref. [29] bond
orders of Si and O in the SiO2 crystal are taken to be
nm,O = 2 and mj,Si = 4. This forms a fcc(100) type
surface structure as shown in figure 6 with O bound in 2-fold
(bridge) sites. The discretisation on each surface element
: Si-atom
: O-atom
: bridge connection
Fig. 6. The pre-oxidized SiC surface (SiO2) is represented
by a reconstructed silicate substrate. Si surface atoms form a
fcc(100) structure with O bound in 2-fold (bridge) sites.
is realised with Nx = 40. The dissociation bond energy
DSi−O = 798kJmol
−1 [25] of the Si –O bond is used as
heat of adsorption Q0A for atomic oxygen. Applying equa-
tions 9 and 10, we derive QA on the reconstructed Si that
represents a SiO2 surface for an oxygen surface coverage of
θO/Si = 2. This derived QA = 451.81kJmol
−1 also repre-
sents the value given by Ref. [30] for the dissociation bond
energy of the O–SiO bond in the real SiO2 surface.
5.2. Results
First, we would like to comment on the comparison of simu-
lation results and experimental data. The simulation result is
strongly dependant on the defined inflow condition for such a
plasma flow. The experimental flow characterization [8] with
which these simulations are compared has many dependen-
cies and is subject to a combination of uncertainties. Con-
sequently, this can lead to great deviations of the simulation
results and experimental measurements at the probe surface.
5.2.1. Pressure on probe surface
The simulated pressure along the probe surface is shown in
figure 7 and compared to experimental measurements. Simu-
lated values for the pressure are above the experimental values
but predict a similar progress along the surface.
0 1 2 3 4
50
100
150
l (cm)
p
(P
a)
Exp. [8]
PICLas
Fig. 7. Pressure distribution along the probe surface for the
chosen inflow conditions.
5.2.2. Convective reactive heat fluxes on the probe surface
The heat fluxes along the surface for all simulations are shown
in figure 8. The results are separated into three parts. First, the
simulation results for non-catalytic γ = 0 and fully catalytic
surfaces γ = 1 are listed in red. Here, the minimum and
maximum heat fluxes for this flow are achieved. Secondly,
the simulation result using the KMCS method are presented.
These results are split into four portions, one for each reac-
tion type. ∆Relax shows the portion resulting from relaxation
of colliding particles at the surface. This heat flux portion is
equal to the non-catalytic (γ = 0) case. ∆ER combines all
heat fluxes resulting from recombination reactions of incident
particles and adsorbates. ∆LH combines all heat fluxes re-
sulting from recombination reactions of two adsorbates with
subsequent desorption. ∆Diss combines all heat fluxes result-
ing from dissociation reactions on the surface. The sum of all
these heat fluxes yields the total heat flux resulting from using
the KMCS method. The third part added to figure 8 is the ex-
perimentally measured data value that represents the integral
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heat-flux onto the forward facing surface. It is illustrated with
six data points, each one at q˙exp = 208 kWm
−2.
0 1 2 3 4
0
1
2
3
4
l (cm)
q˙
(1
0
2
k
W
m
−
2
)
Recomb.
γ = 0
γ = 1
—
KMCS
total
∆Relax
∆ER
∆LH
∆Diss
—
Experiment
[8]
Fig. 8. Heat fluxes onto the probe surface. First simulation
results achieved with the simple recombination model are de-
picted. Secondly, results using the KMCS method split into
separate reaction portions. Third, experiment measurements.
With the KMCS method the heat flux q˙KS−total is esti-
mated between the heat fluxes for γ = 0 and γ = 1. It is
in a good agreement with experimentally measured values,
considering the uncertainties of the chosen inflow condition.
The heat flux portions show that most of the reactive heat flux
results from an ER-reaction of oxygen atoms on the surface.
A small part of the colliding O2 molecules dissociate on the
SiO2 surface, which slightly decreases the heat flux.
Here, the effective recombination coefficient is calculated
with
γeff =
2 ·NO,LH + 2 ·NO,ER
2 ·NO2,Diss
·
1
NO,Coll
, (15)
where NO,LH, NO,ER, and NO2,Diss are the number of the
respective reactions and NO,Coll the number of surface colli-
sions. Figure 9 shows the effective recombination coefficient
0 1 2 3 4
0.6
0.8
1
1.2
1.4
·10−1
l (cm)
γ
e
ff
(−
)
Massuti [8]
PICLas
Fig. 9. Recombination coefficient along the probe surface.
that results from the PICLas simulation. In the region of in-
terest (l = 0 − 4 cm) the recombination coefficient takes the
values 0.07 to 0.15. This is in a good agreement with the
reference value of 0.11 for this setup.
5.2.3. Computational times
For the shown simulations we analyzed the computational
times. Each computation was performed on 200 Intel Xeon
E5-2670 v2 (Sandy Bridge) processors. Table 2 shows the
computational times and increase in computational time us-
ing catalytic models. These results show almost no increase
in computational cost while using the recombination model.
This is expected, since this model only adds one additional
check prior to reflection of the recombining atoms. In con-
trast, using the KMCS method increases the computational
cost by 40% in comparison to simulations without enabled
catalysis modelling. This results from a profound modelling
and discretisation on every surface.
Table 2. Computational times given in CPUh for simulations
with different surface models applied.
DSMC Recomb KMCS scaling
C1 C2 C3 (C3− C1)/C1
305 309 423 0.39
6. CONCLUSION
Statistical particle methods such as the DSMC method are
well established for design purposes of TPS. In order to pre-
dict catalytic flows these methods use reactive surface models.
Two modelling approaches that treat surface reactions
were implemented into the plasma flow solver PICLas. The
first model accounts for simple recombination of atomic
species on the surface. The second model is a kinetic Monte
Carlo approach where a surface structure on each surface
element is replicated and reactions on the replicated surface
are modelled statistically. This model is intended to be in-
dependent of parameter fitting and reaction parameters are
estimated with phenomenological assumptions. In contrast to
the simple recombination model a broad range of reactions
including Eley-Rideal, Langmuir-Hinshelwood and dissocia-
tion reactions can be defined.
The ability of each model to predict the flow and surface
reactivity was tested by conducting a simulation of a catalytic
oxygen flow over an ESA standard pressure probe.
The recombination model leads to only a slight increase
in the computational effort. However, the application of the
recombinationmodel is limited to flows where the recombina-
tion coefficient was fitted beforehand, or for simulations with
the goal to estimate the maximum and minimum bounds of
the heat loads.
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The KMCS method is capable of estimating the heat
loads that result from surface reactions with a good agree-
ment to experiments without priorly fitting of parameters.
This also applies to the effective recombination coefficient. A
challenge of the KMCS method is the need to phenomenolog-
ically replicate the occurring processes at the surface before
conducting simulations. This includes surface structure, ad-
sorbate binding-sites and binding-energies. In this work, the
chosen structural surface parameters for oxygen flows over
SiO2 surfaces are well suited to reproduce the considered
plasma flow. The computational effort increases by 40%
with the chosen discretisation.
7. REFERENCES
[1] Kurt K Kolasinski and Kurt W Kolasinski, Surface sci-
ence: foundations of catalysis and nanoscience, John
Wiley & Sons, 2012.
[2] Markus Fertig, Modellierung reaktiver Prozesse
auf Siliziumkarbid-Oberfla¨chen in verdu¨nnten
Nichtgleichgewichts-Luftstro¨mungen, dissertation,
Universita¨t Stuttgart, 2005.
[3] Jose Padilla and Iain Boyd, “Assessment of gas-surface
interaction models in DSMC analysis of rarefied hyper-
sonic flow,” in 39th AIAA Thermophysics Conference,
2007, p. 3891.
[4] M. Laux, Direkte Simulation verdu¨nnter, reagierender
Stro¨mungen, dissertation, Universita¨t Stuttgart, 1995.
[5] Alexandra N Molchanova, Alexander V Kashkovsky,
and Yevgeniy A Bondar, “Surface recombination in the
direct simulation Monte Carlo method,” Physics of Flu-
ids, vol. 30, no. 10, pp. 107105, 2018.
[6] Stefanos Fasoulas, Experimentelle und theoretis-
che Charakterisierung einer hochenthalpen Stickstoff-
stro¨mung zur Wiedereintrittssimulation, dissertation,
Universita¨t Stuttgart, 1995.
[7] S Fasoulas, C-D Munz, M Pfeiffer, J Beyer, T Binder,
S Copplestone, A Mirza, P Nizenkov, P Ortwein,
and W Reschke, “Combining particle-in-cell and di-
rect simulation Monte Carlo for the simulation of re-
active plasma flows,” Physics of Fluids, vol. 31,
no. 7, pp. 072006, 2019, https://github.com/piclas-
framework/piclas, [Online; release V1.4.0].
[8] Bartomeu Massuti-Ballester and Georg Herdrich, “Ex-
perimental Methodology to Assess Atomic Recombina-
tion on High-Temperature Materials,” Journal of Ther-
mophysics and Heat Transfer, vol. 32, no. 2, pp. 353–
368, 2017.
[9] Graeme Austin Bird, Molecular gas dynamics and the
direct simulation of gas flows, Clarendon, Oxford, 1994.
[10] Claus-Dieter Munz, Monika Auweter-Kurtz, Stefanos
Fasoulas, Asim Mirza, Philip Ortwein, Marcel Pfeiffer,
and Torsten Stindl, “Coupled particle-in-cell and direct
simulation Monte Carlo method for simulating reactive
plasma flows,” Comptes Rendus Me´canique, vol. 342,
no. 10, pp. 662–670, 2014.
[11] JC Maxwell, “On stresses in rarefied gases arising from
Inequalities of temperature (abstract) Phil,” Mag, vol.
27, pp. 304, 1878.
[12] Wladimir Reschke, BartomeuMassuti-Ballester, Marcel
Pfeiffer, Georg Herdrich, and Stefanos Fasoulas, “Vali-
dation of DSMC and CFD based catalysis modelling us-
ing plasma wind tunnel flows,” in AIP Conference Pro-
ceedings. AIP Publishing, 2019, vol. 2132, p. 070020.
[13] Claus Borgnakke and Poul S Larsen, “Statistical col-
lision model for Monte Carlo simulation of polyatomic
gas mixture,” Journal of computational Physics, vol. 18,
no. 4, pp. 405–420, 1975.
[14] Marcel Pfeiffer, Asim Mirza, and Stefanos Fasoulas, “A
grid-independent particle pairing strategy for DSMC,”
Journal of Computational Physics, vol. 246, pp. 28–36,
2013.
[15] Stephen J Lombardo and Alexis T Bell, “A Monte Carlo
model for the simulation of temperature-programmed
desorption spectra,” Surface Science, vol. 206, no. 1-
2, pp. 101–123, 1988.
[16] EM Shustorovich and AV Zeigarnik, “The UBI-
QEP method: Basic formalism and applications to
chemisorption phenomena on transition metal surfaces.
Chemisorption energetics,” Russian Journal of Physi-
cal Chemistry A, Focus on Chemistry, vol. 80, no. 1, pp.
4–30, 2006.
[17] Henry Eyring, “The activated complex in chemical re-
actions,” The Journal of Chemical Physics, vol. 3, no.
2, pp. 107–115, 1935.
[18] Donald G Truhlar, Bruce C Garrett, and Stephen J Klip-
penstein, “Current status of transition-state theory,” The
Journal of physical chemistry, vol. 100, no. 31, pp.
12771–12800, 1996.
[19] Andrew Cooksy, Physical Chemistry: Thermodynam-
ics, Statistical Mechanics & Kinetics, Pearson, 2014.
[20] VP Zhdanov, J Pavlı´cˇek, and Z Knor, “Preexponential
factors for elementary surface processes,” Catalysis Re-
views Science and Engineering, vol. 30, no. 4, pp. 501–
517, 1988.
7
[21] JE Black, P Bopp, K Lu¨tzenkirchen, and M Wolfsberg,
“The calculation of vibrational frequencies of atoms ad-
sorbed on metal surfaces: H, O, and S on Ni (100)
and Ni (111) as examples,” The Journal of Chemical
Physics, vol. 76, no. 12, pp. 6431–6438, 1982.
[22] Alejandro L. Garcia and Wolfgang Wagner, “Genera-
tion of the Maxwellian inflow distribution,” J. Comput.
Physics, vol. 217, pp. 693–708, 2006.
[23] Program Development Corp., Gridpro User Manual,
2017, V2.2, GUI-Version 6.6.
[24] Erin Farbar and Iain D Boyd, “Subsonic flow bound-
ary conditions for the direct simulation Monte Carlo
method,” Computers & Fluids, vol. 102, pp. 99–110,
2014.
[25] ed. John R. Rumble, CRC Handbook of Chemistry and
Physics, vol. 99, CRC Press/Taylor & Francis, Boca
Raton, FL., Internet Version 2018.
[26] Chul Park, John T Howe, Richard L Jaffe, and Gra-
ham V Candler, “Review of chemical-kinetic problems
of future NASA missions. II-Mars entries,” Journal of
Thermophysics and Heat transfer, vol. 8, no. 1, pp. 9–
23, 1994.
[27] E Shustorovich, “Chemisorption energetics and surface
reactivity: UBI-QEP versus DFT projections,” Russian
Journal of Physical Chemistry B, vol. 1, no. 4, pp. 307–
329, 2007.
[28] WA Seward and EJ Jumper, “Model for oxygen recom-
bination on silicon-dioxide surfaces,” Journal of ther-
mophysics and heat transfer, vol. 5, no. 3, pp. 284–291,
1991.
[29] Hans Ernst Schwiete and Christoph Hummel, “Die
Gitterenergie des SiO 2 und der Natriumsilikate,” in
Thermochemische Untersuchungen im System SiO2 und
Na2OSiO2, pp. 89–92. Springer, 1958.
[30] Alexander Frank Wells, Structural inorganic chemistry,
Oxford university press, 2012.
8
