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Abstract
For a finite abelian group, A, we investigate the problem of determining those rings R which are maximal
as rings in the near-ring M0(A) of all 0-preserving functions on A. We find this problem is related to prop-
erties of certain covers of A by subgroups. Special attention is given to the case where A is an elementary
abelian p-group.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let A be an abelian group and let M0(A) := {f :A → A|f (0) = 0} denote the near-ring of
zero preserving functions on A where the operations are pointwise addition and composition of
functions. In this paper we continue with the investigation of the problem of determining rings in
M0(A). It is well known that M0(A) is a simple near-ring, [9], for any group A, not necessarily
abelian. On the other hand M0(A) does contain subrings, in particular, End(A), the ring of all
endomorphisms of the abelian group A.
Recently it was found that End(A) is maximal as a ring in M0(A) when A is a torsion abelian
group, [5]. In [2] this investigation was extended to torsion-free abelian groups where it was
found that in many instances End(A) is again maximal as a ring in M0(A). For a survey of these
results see [6].
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map, id or I . We call any ring R in M0(A) a subring of M0(A) and when R is maximal as a ring
in M0(A) we say R is a maximal ring. Throughout the remainder of this paper, unless noted to
the contrary, all groups are finite abelian groups and the adjective “abelian” is often omitted. As
usual we use Z to denote the integers and Zn to denote the integers modulo n.
For |A| = 1 or |A| = 2, M0(A) = End(A), hence M0(A) is itself a ring. Thus for the remainder
of the paper we take |A| 3.
In a recent work, [8], Neumaier determined all maximal subnear-rings of M0(G) for any finite
group G. Here we restrict to finite abelian groups and focus on maximal subrings of M0(A).
Suppose R is a subnear-ring of M0(A). Then R is a subring of M0(A) if and only if for
each ρ ∈ R, y ∈ A, ρ|Ry ∈ End(Ry), i.e., R is linear on Ry. In fact, suppose this condition
holds and let ρ1, ρ2, ρ3 ∈ R and y ∈ A. Since ρ2(y), ρ3(y) are in Ry we get ρ1(ρ2 + ρ3)y =
ρ1(ρ2(y) + ρ3(y)) = ρ1, ρ2(y) + ρ1ρ3(y) = (ρ1ρ2 + ρ1ρ3)(y). Therefore R is left distributive
and hence a ring. The converse follows in a similar manner.
Using the above as motivation, let R be a subring of M0(A). From the collection of cyclic R-
submodules, Rx, of A we choose the maximal elements which, in turn, gives us a cover, C(R), of
A. Thus for a ring R, we define C(R) := {Ry|y ∈ A and Ry is maximal as a cyclic R-submodule
of A}. We call this cover, C(R), the cover of A determined by R.
We note that C(R) is an irredundant cover in that each cell, Ry, contains an element in no other
cell of the cover, or equivalently, no cell is contained in the union of the others. When we use
the word “cover” we will always mean an irredundant cover. So formally, a (finite, irredundant)
cover of a group A is a set {Ci}si=1 of subgroups of A, (called cells) where A =
⋃s
i=1 Ci and
each Ci contains at least one element that is not in any other cell. We observe that if A is a cyclic
group then A has only one cover, namely C = {A}. Because of this cyclic groups will lead to
trivial results in our investigations and we henceforth assume A is not cyclic.
Next we show that every cover of A determines a subring of M0(A). To this end suppose
C = {Ci}si=1 is a cover of A. Define R(C) := {ρ ∈ M0(A) | ρ|Ci ∈ End(Ci), for each cell Ci}. It
is straightforward to verify that R(C) is a subring of M0(A) which we call the ring determined
by C.
Another reason for considering covers is the following result.
Theorem 1.1. Let A be a finite abelian group. If R is a maximal subring of M0(A) then R =
R(C) for some cover C of A.
Proof. As above, let C(R) be the cover of A determined by R andRC(R) the ring determined by
C(R). The cells of C(R) are of the form Ry, y ∈ A, so for each ρ ∈ R, ρ|Ry ∈ End(Ry). Hence
R ⊆RC(R) and since R is maximal, R =RC(R) as desired. 
This raises the specific question which is the focus of the next two sections.
(Q): Which covers C of A determine maximal subrings R(C) of M0(A)?
2. General results
In this section we present some general results. In particular we show that one may restrict the
study of maximal subrings of M0(A) to p-groups. We first give an example which shows, perhaps
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each other.
Example 2.1. Let A = (Z2)5 with a basis {b1, b2, . . . , b5}. Let C be the cover given by A =
〈b1, b2, b3〉 ∪ 〈b1, b4〉 ∪ 〈b2, b4〉 ∪ 〈b3, b4〉 ∪ 〈b1 + b2, b5〉 ∪ 1-dimensional subspaces. Thus for
ρ ∈R(C), since ρ(Ci) ⊆ Ci for each cell Ci , ρ(bi) = αibi , αi ∈ Z2, i = 1,2,3,4, and ρ(b1 +
b2) = β(b1 + b2). Thus α1 = α2 = β and so, on C1 = 〈b1, b2, b3〉, ρ can be represented by the
matrix
b1 b2 b3
b1
b2
b3
[
α1 0 0
0 α1 0
0 0 γ3
]
.
Thus we see that R(C) “splits” C1 into 〈b1, b2〉 ∪ 〈b1, b3〉 ∪ 〈b1 + b2, b3〉. Therefore CR(C) is
the cover given by A = 〈b1, b2〉 ∪ 〈b1, b3〉 ∪ 〈b1 + b2, b3〉 ∪〈b1, b4〉 ∪ 〈b2, b4〉 ∪〈b3, b4〉 ∪ 〈b1 +
b2, b5〉∪ 1-dimensional subspaces. Hence CR(C) 	= C. Moreover, if we let R =R(C), then for
each ρ ∈ R, ρ ∈RC(R) but there are maps in RC(R) which are not linear on 〈b1, b2, b3〉. Thus
RC(R)  R.
We mentioned above that End(A) is a maximal subring of M0(A). In the next result we show
that the cover determining End(A) is the improper one, C = {A}.
Theorem 2.2. Let C be a cover of A. Then R(C) = End(A) if and only if C = {A}.
Proof. Clearly if C = {A} then by definition, R(C) = End(A). For the converse let C = {Ci}
be such that R(C) = End(A). Then CR(C) = C(End(A)) = {A}. (Recall A is a finite abelian
group.) But then A ⊆ Ci for each Ci in C so C = {A}. 
Let C be a cover for A and suppose there is a subring S of M0(A) such that S ⊇ R(C).
Then for each ρ ∈R(C) and for each y ∈ A, ρ(Sy) ⊆ Sy, i.e., each Sy is R(C)-invariant. In
general we say a cover D = {Dj } is R(C)-invariant if R(C)(Dj ) ⊆ Dj for each Dj ∈ D. Also
if C = {Ci} and D = {Dj } are covers for A we say C D if for each Ci in C, there exists some
Dj in D such that Ci ⊆ Dj .
Again let C be a cover for A. Consider the collection of all subgroups, M , of A on
which each ρ ∈ R(C) acts linearly, i.e., R(C) ⊆ Hom(M,A). Choose the maximal elements,
M1,M2, . . . ,Mt in this collection. Let LR(C) = {M1, . . . ,Mt } and note that A = M1 ∪· · ·∪Mt .
However, it may be that Mi ⊆ ⋃j 	=i Mj so LR(C) is not a cover in our use of the word.
None-the-less one can still associate a ring RLR(C) with LR(C) and for any cover D, define
D  LR(C) in a similar way. With these definitions one has CR(C) ⊆ C ⊆ LR(C). Further,
RCR(C) ⊇R(C). Examples indicate that these inclusions may be proper. Of course, if R(C) is
maximal we have RCR(C) =R(C).
Theorem 2.3. Let C be a cover of A. Then R(C) is a maximal subring of M0(A) if and only if
for each R(C)-invariant cover D of A with D LR(C), R(D) =R(C).
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LR(C). For each ρ ∈ R(C) and each Dj ∈ D, ρ(Dj ) ⊆ Dj . Moreover, for each Dj ∈ D,
there exists Mi in LR(C) such that Dj ⊆ Mi . Since ρ is linear on Mi,ρ is linear on Dj so
ρ|Dj ∈ End(Dj ), hence R(C) ⊆R(D). The maximality of R(C) implies the desired equality.
Conversely suppose the condition holds for R(C) and let S be a maximal subring of M0(A)
with S ⊇R(C). We note that the cover C(S) = {Sxi} is R(C)-invariant and since S ⊇R(C),
R(C) is linear on each Sxi . But then, C(S) LR(C) so, by hypothesis, RC(S) =R(C). From
Theorem 1.1, RC(S) = S so S =R(C) is maximal. 
Corollary 2.4. Let A be an abelian group isomorphic to one of the groups Zp ⊕ Zp or Zp ⊕
Zp ⊕Zn where p is a prime and n a positive integer with gcd(n,p) = 1. Then M0(A) has exactly
two maximal subrings, End(A) and R(C) where C is the cover of A given by maximal cyclic
subgroups, i.e., cyclic subgroups that are not contained in any other cyclic subgroup.
Proof. From [1], A has a unique (irredundant) cover by proper subgroups, namely the cover C
by the maximal cyclic subgroups. So, from the above theorem, R(C) is maximal. Thus M0(A)
has at least two maximal subrings. If S is any maximal subring of M0(A), S 	= End(A), then
from Theorem 1.1, S =RC(S). But C(S) is a cover and C(S) 	= {A} so we must have C(S) = C
and hence S =R(C). 
We next give a decomposition result.
Theorem 2.5. Let R be a subring of M0(A). Suppose N1 and N2 are R-invariant subsets of A
such that A = N1 ∪ N2 and N1 ∩ N2 = {0}. Suppose further that for i = 1,2,R contains the
function ei that is the identity on Ni and zero off Ni . Then R ∼= R1 ⊕ R2 where Ri is the ring
R|Ni , i = 1,2.
Proof. If ρ ∈ R then ρ(Ni) ⊆ Ni for i = 1,2 so Ri := {ρ|Ni |ρ ∈ R} is a ring. Moreover the map
ψ :R → R1 ⊕ R2 given by ψ(ρ) = (ρ|N1, ρ|N2) is a ring morphism, in fact, a monomorphism
since A = N1 ∪ N2. It remains to show ψ is surjective. To this end let (ρ|N1 , σ|N2) ∈ R1 ⊕ R2,
ρ,σ ∈ R. Define τ ∈ M0(A) by
τ(x) =
{
ρ(x), x ∈ N1,
σ (x), x ∈ N2.
Note that τ is well defined since N1 ∩ N2 = {0}. Since τ = ρe1 + σe2 then τ ∈ R and ψ(τ) =
(τ|N1 , τ|N2) = (ρ|N1, σ|N2) as desired. 
Let C = {Ci}si=1 be a cover of A, A = C1 ∪ · · · ∪ Ck ∪ Ck+1 ∪ · · · ∪ Cs , and let N1 := C1 ∪· · · ∪ Ck and N2 := Ck+1 ∪ · · · ∪ Cs . Suppose N1 ∩ N2 = {0}. We note that for i = 1,2,Ni is
R(C)-invariant and ei ∈R(C). By Theorem 2.5, R(C) ∼= R1 ⊕ R2 where Ri is R(C)|Ni . Now
suppose S is a subring of M0(A) with S R(C). We show that each Ni is S-invariant. Assume
the contrary and there exists σ ∈ S, cˆ ∈ N1 with σ(cˆ) = a 	= 0, a ∈ N2. Since S is a ring, for
each ρ ∈R(C), ρ(id + σ) = ρid + ρσ and so for each x ∈ N1, ρ(x + σ(x)) = ρ(x)+ ρσ(x). If
cˆ+a ∈ N2 we use ρ = e2 and x = cˆ to obtain cˆ+a = a, a contradiction since cˆ 	= 0. If cˆ+a ∈ N1
we obtain 0 = a, again a contradiction. Therefore, σ(N1) ⊆ N1 for each σ ∈ S and similarly for
N2. We now apply Theorem 2.5 to obtain S ∼= S1 ⊕ S2 where Si := {σ|Ni |σ ∈ S}, i = 1,2. Since
S ⊃R(C) then Si ⊇ Ri .
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with S ⊇R(C) then S ∼= S1 ⊕ S2 and Si ⊇ Ri , i = 1,2.
As an application of the above we let C = {Ci}si=1 be a cover of A,A = C1 ∪ · · · ∪ Ck ∪
Ck+1 ∪ · · · ∪Cs where the C	, k + 1 	 s are subgroups such that C	 ∩ (⋃j 	=	 Cj ) = {0}. We
call N := C1 ∪ · · ·∪Ck the non-trivial part and T := Ck+1 ∪ · · ·∪Cs the trivial part of the cover
C. The cells of N are nontrivial cells and those of T trivial cells.
Corollary 2.7. Let C be a cover of A with A = N ∪ T , the decomposition into the nontrivial and
trivial parts. Then R(C) ∼= R1 ⊕ (⊕sj=k+1 End(Cj )) where R1 = {ρ|N | ρ ∈R(C)}.
Proof. It follows from the definition of R(C) that N and each Cj j = k + 1, . . . , s are R(C)-
invariant. We have A = N ∪ Ck+1 ∪ · · · ∪ Cs with trivial intersection between any two different
subsets. Further, for each subset, R(C) contains the idempotent function that is the identity
on that subset and zero otherwise. From Theorem 2.5 and induction we obtain R(C) ∼= R1 ⊕
Rk+1 ⊕ · · · ⊕ Rs where R1 =R(C)|N and Rj =R(C)|Cj , j = k + 1, . . . , s. It remains to show
that Rj ∼= End(Cj ) for j = k+1, . . . , s. Let f ∈ End(Cj ). We extend f to fˆ ∈R(C) as follows:
fˆ (x) =
{
f (x), x ∈ Cj ,
0, x ∈ A\Cj .
Since Cj ∩ (⋃i 	=j Ci) = {0}, fˆ is well defined, and f ∈ End(Cj ) implies fˆ ∈R(C). We obtain a
ring morphism ϕ : End(Cj ) → Rj given by ϕ(f ) = fˆ|Cj . It is clear that ϕ is an isomorphism. 
Corollary 2.8. Suppose that each cell Ci in C is R(C)-cyclic and, as above, A = N ∪T . If each
Ci ⊆ N, i = 1,2, . . . , k, is maximal as a subgroup in N then R(C) is a maximal ring in M0(A).
Proof. Let Ci = R(C)xi , i = 1,2, . . . , s. Let S be a subring of M0(A), S ⊇ R(C). Then we
know from a generalization of Corollary 2.6, S ∼= S1 ⊕ Sk+1 ⊕ · · · ⊕ Ss . For j = k + 1, . . . , s,
Sxj ⊆ Cj ⊆ R(C)xj . But S ⊇ R(C) implies that Sxj ⊇ R(C)xj . Thus on these Cj , S|Cj =
R(C)|Cj . For j = 1,2, . . . , k, Sxj ⊇R(C)xj = Cj . Since Sxj ⊆ N and Cj is maximal in N we
have S|Cj =R(C)|Cj for all j = 1,2, . . . , k. So S =R(C). Hence R(C) is a maximal subring
of M0(A). 
As a final application of the decomposition theorem we suppose C = {Ci}si=1 is a partition
of A, i.e., Ci ∩ Cj = {0} for i 	= j . Then from the decomposition theorem, R(C) ∼= R1 ⊕ · · · ⊕
Rs where Ri = {ρ|Ci | ρ ∈ R(C)}. As in the proof of Corollary 2.7, Ri ∼= End(Ci). We have
established the first statement in the following corollary.
Corollary 2.9. Let C = {Ci}si=1 be a partition of A. ThenR(C) ∼=
⊕s
i=1 End(Ci). FurtherR(C)
is a maximal subring of M0(A).
Proof. For the final statement, we note that since C is a partition, A must be an elementary
abelian p-group for some prime p, [10]. Thus the result follows from Theorem 3.6 of the next
section. However, we give an independent proof here. Since Ri ∼= End(Ci) we know each cell Ci
is R(C)-cyclic, say R(C)xi = Ci , i = 1,2, . . . , s. Let S be a subring of M0(A) with S ⊇R(C).
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Ci for some i, say i = 1. Thus there exists σ1 ∈ S such that σ1(x1) = y with y ∈ Cj\{0}, j 	= 1.
Since C1 ∩Cj = {0}, x1 + y /∈ C1 ∪Cj so x1 + y ∈ Ck , k /∈ {1, j}. We define ρˆ ∈ M0(A) by
ρˆ(x) =
{
x, x ∈ Cj ∪Ck,
0, otherwise,
and find that ρˆ ∈R(C). Then, as in the discussion prior to Corollary 2.6, we obtain a contradic-
tion. Thus S =R(C) and R(C) is maximal. 
We conclude this section with another decomposition result which will show that, to investi-
gate maximal subrings of M0(A), it suffices to consider groups of prime power order.
We first present an easy lemma which is of some interest in its own right.
Lemma 2.10. If R is a subring of M0(A) then R ⊆ MZ(A) = {f ∈ M0(A)|f (na) = nf (a), for
each n ∈ Z, a ∈ A}.
Proof. The result follows from the distributive laws in R. In fact, let f ∈ R, n ∈ Z. If n > 0 then
f (n · id) = f (id+· · · + id︸ ︷︷ ︸
n
} = f · id+· · · + f · id︸ ︷︷ ︸
n
= n(f · id)
and if n 0, −f (n · id) = f (−n · id) = −n(f · id), hence the result. 
Lemma 2.11. Let A be a finite abelian group with primary decomposition A =⊕ti=1 Ai , |Ai | =
p
ni
i where the pi are distinct prime integers. Then MZ(A) ∼=
⊕t
i=1 MZ(Ai).
Proof. Let f ∈ MZ(A) and (0, . . . ,0, xi,0, . . . ,0) ∈ Ai and let f (0, . . . ,0, xi,0, . . . ,0) =
(y1, . . . , yt ). If qi = |A|/pnii , then qif (0, . . . ,0, xi,0, . . . ,0) = f (0, . . . ,0, qixi,0, . . . ,0) =
qi(y1, . . . , yt ) = (0, . . . ,0, qiyi,0, . . . ,0). If q ′i is the inverse of qi modulo pnii , then we get
f (0, . . . ,0, xi,0, . . . ,0) = (0, . . . ,0, yi,0, . . . ,0) so f|Ai ∈ MZ(Ai). It follows that the map
ϕ :MZ(A) −→⊕si=1 MZ(Ai) given by ϕ(f ) = (f |A1 , . . . , f |At ) is a ring isomorphism. 
Theorem 2.12. Let R be a subring of M0(A) where A has primary decomposition A =⊕ti=1 Ai ,|Ai | = pnii where the pi are distinct prime integers. Then R ∼= R1 ⊕· · ·⊕Rt where Ri is a subring
of MZ(Ai) ⊆ M0(Ai). Consequently R is maximal in M0(A) if and only if Ri is maximal in
M0(Ai), i = 1,2, . . . , t .
Proof. The result follows directly from the proof of Lemma 2.11. 
Recall that a cover C of least cardinality among the covers of A is called a minimal cover.
We show that when C is a minimal cover for A,R(C) is a maximal ring in M0(A). From the
above theorem it suffices to consider only (noncyclic) p-groups. Thus we take |A| = pn and
recall [3,4] that every minimal cover of A has p + 1 cells, each cell Ci is a maximal subgroup
of A and there exists a subgroup B of A, |B| = pn−2, such that B is contained in each cell of C
and every element not in B is in exactly one cell of C. If C = {Ci}p+1i=1 than {Ci/B} is a cover
of A/B (∼= Zp ⊕ Zp). Thus there exist a1, a2 in A such that Ci/B = 〈αa1 + a2〉/B,α ∈ Z, or
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1)a1 + a2〉 ⊕ B}. Now choose any cell, say 〈αa1 + a2〉 ⊕ B and let y be arbitrary in this cell.
Define a function ϕ ∈ M0(A) by
ϕ(x) =
{
0, x /∈ 〈αa1 + a2〉 ⊕B,
βy, x = β(αa1 + a2)+ u, u ∈ B.
Then one verifies that ϕ is indeed a well-defined function and linear on each cell of C, hence
ϕ ∈R. In this manner we see that each cell Ci is R(C)-cyclic and since each cell Ci is a maximal
subgroup of A we have the following:
Corollary 2.13. Let A be an abelian p-group, p a prime and let C be a minimal cover for A.
Then R(C) is a maximal subring of M0(A).
3. Maximal rings associated with covers of elementary abelian p-groups
Throughout this section we assume V is a finite elementary abelian p-group. So V is a vector
space over the field F = Zp . As above we will denote a cover of V by C and let C1, . . . ,Cn be
the cells of C. The ring associated with the cover C is denoted by R(C).
We begin with examples for which R(C) is not maximal in M0(V ). Observe that since V is
a vector space, a cover for V can be obtained in the following way: let C1, . . . ,Cs be subgroups
(subspaces) of V each containing an element not in the others and each having a nontrivial
intersection with at least one other, now use one-dimensional subspaces Ds+1, . . . ,Dt to obtain
a cover {Ci}∪ {Di} where {Ci} consists of the nontrivial cells and {Di} is the collection of trivial
cells. This construction of a cover is used in the following examples.
Example 3.1. Let V = F 4 where F = Z2, and let {e1, e2, e3, e4} be a basis for V . Con-
sider the cover C of V with nontrivial cells C1 = 〈e1, e2, e3〉, C2 = 〈e1, e4〉, C3 = 〈e2, e4〉,
C4 = 〈e1 + e2, e4〉. The ring R(C) consists of all functions f ∈ M0(V ) that are linear on and
preserve C1,C2,C3,C4 and each of the trivial cells. This forces each f ∈R(C) to have e1, e2
and e1 + e2 as eigenvectors with the same eigenvalue. Note that C2 ∪C3 ∪C4 = 〈e1, e2, e4〉 since
F = Z2, and 〈e1, e2, e4〉 is R(C)-invariant.
Let C′ be the cover of V with nontrivial cells C1 = C′1 = 〈e1, e2, e3〉 and C′2 = 〈e1, e2, e4〉.
Then R(C) ⊆R(C′). Since the functions in R(C′) need not have e1, e2, e1 + e2 as eigenvectors
the inclusion is proper and R(C) is not maximal.
Note that in the above example C2 ∪C3 ∪C4 was a subgroup of V and cell C1 “forced”R(C)
to be linear on C2 ∪ C3 ∪ C4. This allowed for a bigger ring. The next example is similar to the
previous one except that the “linear extension” is less obvious.
Example 3.2. Let V = F 6, where F = Z2, and let {e1, . . . , e6} be a basis for V . The cover C
of V has nontrivial cells C1 = 〈e1, e2, e3〉, C2 = 〈e1, e2, e4〉, C3 = 〈e1, e5, e6〉, C4 = 〈e2, e5, e6〉,
C5 = 〈e1 + e2, e5〉. As in the previous example every function in R(C) must have e1, e2 and
e1 + e2 as eigenvectors with the same eigenvalue. FurthermoreR(C) is linear on Ĉ = 〈e1, e2, e5〉
and Ĉ is R(C)-invariant.
Let C′ be the cover with nontrivial cells C1,C2,C3,C4, Ĉ. Clearly R(C) ⊆ R(C′). Every
function in R(C′) must have e1 and e2 as eigenvectors but with possibly different eigenvalues.
So R(C′) is a proper extension of R(C).
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cover C with nontrivial cells C1 = 〈e1, e3〉, C2 = 〈e2, e4〉, C3 = 〈e1 +e2, e5〉, C4 = 〈e1, e2〉. Note
that C4 contains e1 + 2e2 which is not in any other cell, so C is a cover. Every function in R(C)
must have e1, e2, e1 + e2 as eigenvectors with the same eigenvalue. Since C4 is R(C)-invariant
then every function in R(C) when restricted to C4 is simply a constant multiple of the identity
map.
Now decompose C4 into a union of its four one-dimensional subspaces, discarding those three
that are in C1 ∪C2 ∪C3. This gives a new cover C′ of V :
V = C1 ∪C2 ∪C3 ∪ 〈e1 + 2e2〉 ∪ · · · .
Since R(C) acts trivially on C4 then 〈e1 + 2e2〉 is R(C)-invariant. This means R(C) ⊆R(C′).
Since R(C′) is not required to be linear on C4 it is easy to see that R(C′) is a proper extension
of R(C).
We now investigate covers C of V for which R(C) is maximal in M0(V ). Ideally we want to
decide the maximality of R(C) directly from the properties of C.
We observe that if G1, . . . ,Gn are groups and we form the set G1 ∪ · · · ∪ Gn = S, then this
also gives rise to a ring namely
R(S) = R(G1 ∪ · · · ∪Gn) =
{
f :S → S | f|Gi ∈ End(Gi) ∀i
}
.
This ring will be used in the sequel.
Let V be a vector space over a field F and let W1, . . . ,Wn be subspaces of V . The ring
R(W1 ∪ · · · ∪Wn) contains id, the identity map, and also contains every scalar multiple of id. So
for α ∈ F , R(W1 ∪ · · · ∪Wn) contains iα where iα(v) = αv for all v ∈ W1 ∪ · · · ∪Wn.
The proof of the next lemma is clear.
Lemma 3.4. Let V be a vector space over a field F . Suppose W1, . . . ,Wn (n 2) are subspaces
of V . Let Hn = W1 ∩ Wn + · · · + Wn−1 ∩ Wn and let α ∈ F . The scalar function iˆα in R(W1 ∪
· · · ∪Wn−1) extends to the scalar function iα in R(W1 ∪ · · · ∪Wn−1 ∪Hn).
Let C = {C1, . . . ,Cn} be a cover for V . For k = 1, . . . , n let Hk =∑i 	=k(Ci ∩Ck), a subgroup
of Ck . The subgroup Hk may be regarded as a measure of how far Ck is from being an isolated
cell. In Theorem 3.6 we find that if Hk is a proper subgroup of Ck for every cell then R(C) is
maximal in M0(V ).
But first another lemma.
Lemma 3.5. Let C = {C1, . . . ,Cn} be a cover of the finite elementary abelian p-group V .
Suppose that for some k, Hk = ∑i 	=k(Ci ∩ Ck) does not equal Ck . Let x ∈ Ck\Hk and let
Sk =⋃i 	=k Ci . Then for every y ∈ Ck there is a function f ∈R(C) such that f (x) = y. Hence
Ck is a cyclic R(C)-module. In particular if Ck is an isolated cell (Hk = {0}) then the zero
function in R(Sk) extends using any endomorphism of Ck .
Proof. Let α ∈ Zp . Then the scalar function iˆα is in R(Sk). By Lemma 3.4, iˆα extends to the
scalar function iα ∈R(Sk ∪Hk). Let h1, . . . , ht be a basis for Hk . Since x /∈ Hk we may use x in
an extension h1, . . . , ht , x = x1, . . . , xu to a basis for Ck . Define f to agree with iα on Sk ∪Hk ,
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with iα on Sk ∪Hk and takes x to y. The remaining part of the proof is clear. 
Theorem 3.6. Let C = {C1, . . . ,Cn} be a cover of the finite elementary abelian p-group V . If
Hi 	= Ci for every cell Ci , then R(C) is maximal in M0(V ).
Proof. Suppose R′ is a subring of M0(V ) such that R′ R(C). From Lemma 3.5 each cell Cj
is a cyclic R(C)-module with any element in Cj\Hj as a generator.
Let f ∈ R′. If f (Cj ) ⊆ Cj for the cell Cj , then Cj being a cyclic R(C)-module and R′ ⊃
R(C), means f is linear on Cj . Hence if f (Cj ) ⊆ Cj for every cell then f ∈R(C) by definition
of R(C). But R′ is assumed to be a proper extension of R(C) so there must exist a cell, say C1,
and a generator x ∈ C1 such that R′x properly contains C1. Note that R′ is linear on the group
R′x. Let w ∈ R′x\C1 with say w ∈ C2. Then R′ is linear on C1 ⊕ 〈w〉, and hence R is linear on
C1 ⊕ 〈w〉. So for all r ∈ R we have
r(x +w) = rx + rw. (∗)
Since x ∈ C1\C2 and w ∈ C2\C1 then x+w is in a third cell, say C3. (Note: V cannot be covered
by two cells.)
By Lemma 3.4 the identity function id ∈ R(C2 ∪ · · · ∪ Cn) extends uniquely to the identity
function îd ∈ R(H1 ∪C2 ∪ · · · ∪Cn). Further îd extends in many ways to a function in R(C). In
particular given y 	= x in C1, îd extends to a function r ∈R(C) such that r(x) = y. So (since r
extends id),
r(x +w) = x +w (x +w ∈ C3)
whereas r(x)+ rw = y +w (w ∈ C2)
contradicting (∗). 
We have seen that if the cover C = {C1, . . . ,Cn} of V is a partition of V thenR(C) is maximal
in M0(V ). Now Theorem 3.6 says, intuitively, that if the cells are minimally related to each other
(Hi  Ci for every i) then R(C) is maximal.
We shall continue to call a cell Ci nontrivial if there is a cell Cj , j 	= i, such that Ci ∩Cj 	= {0}.
Otherwise the cell Ci is trivial or isolated. The next two results show that if a cover has too few
nontrivial cells then R(C) is maximal. We note that if C has precisely two nontrivial cells, say
C1 and C2, then R(C) is maximal. This follows immediately from Theorem 3.6 and the fact that
H1 = C1 ∩C2  C1 and H2 = C1 ∩C2  C2.
Theorem 3.7. Let C = {C1, . . . ,Cn} be a cover of V with precisely three nontrivial cells
C1,C2,C3. Then R(C) is maximal.
Proof. We show first that each cell is R(C)-cyclic. By Lemma 3.5 this is true for each of the
isolated cells and for any nontrivial cell such that Hi 	= Ci . So assume there is a cell, say C1,
such that C1 = H1 = C1 ∩C2 +C1 ∩C3. To create a function f ∈ R(C1 ∪C2 ∪C3) begin with
an arbitrary f1 ∈ End(C1 ∩ C2 ∩ C3). Extend f1 linearly to the larger subspace C1 ∩ C2. This
gives a function f2 ∈ End(C1 ∩ C2) having C1 ∩ C2 ∩ C3 as an invariant subspace. Repeat the
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We note complete freedom at each extension since (C1 ∩C2)∩ (C2 ∩C3) = C1 ∩C2 ∩C3, etc.
To extend f3 to a function f ∈ R(C1 ∪C2 ∪C3) we note that since C1 = (C1 ∩C2)+ (C1 ∩C3),
f3 has a unique linear extension to C1. Similarly if C2 = H2 then f3 extends uniquely to C2. If
H2  C2 take a basis for H2, enlarge it to a basis for C2, define f arbitrarily on the basis elements
in C2\H2 to obtain an endomorphism of C2 having H2 as an invariant subspace. Repeat this for
C3 to obtain f ∈ R(C1 ∪C2 ∪C3).
To see that C1 is cyclic we note that C1 ∩C2 and C1 ∩C3 are cyclic R((C1 ∩C2)∪ (C1 ∩C3))-
modules. Let x and y be generators for C1 ∩C2 and C1 ∩C3 respectively. Then x + y is unique
to C1 and generates C1. So C1 is cyclic, generated by any one of its unique elements.
To show R(C) is maximal we assume R′ is a subring of M0(V ) that properly contains R(C).
So there exists an f ∈ R′ that does not preserve at least one of the nontrivial cells, say C1.
Therefore there exists a generator x of C1 and a function f ∈ R′ such that f (x) is not in C1.
Consider the group R′x which contains C1 as a proper subgroup.
Case 1. Suppose R′x does not contain any unique elements of C2 or C3. Then R′x ⊆ C1 ∪
(C2 ∩ C3) and R′x = C1 ∪ (R′x ∩ C2 ∩ C3), which is not possible. (No group is a union of two
proper subgroups.)
Case 2. Suppose R′x contains unique elements of, say C2. If y is such an element then Ry =
C2 and R′x contains C1 ∪C2. Since R′x 	= C1 ∪C2 then R′x must also contain a unique element
of C3. This means R′x ⊇ C1 ∪ C2 ∪ C3. Since R′x cannot contain any nonzero elements in
isolated cells then R′x = C1 ∪C2 ∪C3. Since R′ is linear on R′x, then R is linear on R′x. So the
three cells C1,C2,C3 of the group R′x has forced linearity on the group R′x. But by Maxson
and Meyer [7], to force linearity requires p + 2 4 cells. So Case 2 is not possible either, and
R′ =R(C). 
Similar to Corollary 2.8 we have
Lemma 3.8. Let C be a cover of V . Assume each Ci is a cyclic R(C)-module. Let C1, . . . ,Ck
be the nontrivial cells of C. Then R(C) is a maximal subring of M0(V ) if each Ci is a maximal
subgroup of the set S = C1 ∪ · · · ∪Ck .
Lemma 3.9. Let C be a cover of V with nontrivial cells C1, . . . ,Ck . Let S = C1 ∪ · · · ∪Ck . Then
a nontrivial cell Ci is maximal in S if and only if Ci has the property that whenever s ∈ S such
that Ci + s ⊆ S then s ∈ Ci .
Proof. Assume Ci is maximal in S. Let s ∈ S be such that Ci + s ⊆ S. Then S contains the group
Ci + 〈s〉 which in turn contains Ci . The maximality of Ci implies s ∈ Ci .
Conversely if Ci is not maximal in S then there is a subgroup H of S with Ci  H . Let
s ∈ H\Ci then Ci + s ⊆ S. 
Theorem 3.10. Let V be an elementary abelian p-group. Let C be a cover of V with nontrivial
cells C1, . . . ,Ck . If k < p then each nontrivial cell Ci is maximal in S = C1 ∪ · · · ∪ Ck . In
addition if each Ci is a cyclic R(C)-module then R(C) is maximal in M0(V ).
Proof. By our definition of a cover, each cell Ci contains an element xi that is in no other cell, xi
is unique to Ci . Suppose s ∈ S with Ci + s ⊆ S. In particular αxi + s ∈ S for every α ∈ Zp . We
have |{αxi + s: α ∈ Zp}| = pk. By the pigeonhole principle there exists α,β ∈ Zp with α 	= β
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(α − β)xi is in Cj . Since α − β 	= 0 then xi is in Cj . Due to the uniqueness of xi this implies
Cj = Ci . This means αxi + s is in Ci with αxi in Ci . Hence s ∈ Ci . By Lemma 3.9, Ci is
maximal in S. 
Let C be a cover of the finite elementary abelian p-group V , a vector space over Zp . Let
C1, . . . ,Ck be the nontrivial cells of C. We call C basis generated if there exists a basis B for V
such that for i = 1, . . . , k, Ci = 〈Bi〉 with Bi ⊂ B . So each nontrivial cell of C is generated by a
subset of B . Note that for a basis generated cover, Bi ⊆ Bj if and only if i = j .
As an example let V = Z42. Let B = {v1, v2, v3, v4} be a basis for V , and let C be the cover of
V with nontrivial cells C1 = 〈v1, v2, v3〉, C2 = 〈v2, v3, v4〉, C3 = 〈v1, v3, v4〉. Then C is a basis
generated cover of V .
Theorem 3.11. Let V be a finite elementary abelian p-group. Let C be a basis generated cover
of V with nontrivial cells C1, . . . ,Ck . Then
(1) each cell is a cyclic R(C)-module, and
(2) R(C) is a maximal subring of M0(V ).
The proof of the theorem is immediate from the next two lemmas and the corollary.
Let C be a basis generated cover of V with nontrivial cells C1, . . . ,Ck and using the basis B =
{v1, . . . , vn}. Let Ci = 〈Bi〉 with Bi ⊂ B . If v ∈ V then there exist unique scalars α1, . . . , αn ∈ Zp
such that v = α1v1 + · · · + αnvn. Some of the scalars may be 0. Let B(v) = {vj ∈ B: αj 	= 0}.
Note that B(0) = ∅ and v ∈ Ci if and only if B(v) ⊆ Bi . Moreover if B(v) is not a subset of any
Bi then v belongs to an isolated cell.
Using the above setting have the following lemma.
Lemma 3.12. Arbitrarily select scalars c1, . . . , cn ∈ Zp . Define f :V → V as follows: if v ∈ V
with v = α1v1 + · · · + αnvn, then
f (v) =
{
α1c1v1 + · · · + αncnvn if B(v) ⊆ Bi for some i
v if B(v) 	⊆ Bi for all i.
Then f ∈R(C).
Proof. If v is in more than one cell, say v ∈ Ci ∩ Cj , then B(v) = Bi ∩ Bj since C is basis
generated. So f is a function.
If D is an isolated cell then f is the identity on D and trivially f ∈ EndD.
If Ci is a nontrivial cell and v ∈ Ci then B(f (vi)) ⊆ B(vi) ⊆ Bi so f (vi) ∈ Ci . So f preserves
each cell. It is clear that f is linear on each cell. 
Corollary 3.13. Let C be a basis generated cover of V using the basis B of V . Then each cell of
C is a cyclic R(C)-module.
Proof. Each trivial cell is always cyclic. Let Ci be a nontrivial cell with Ci = 〈y1, . . . , ys〉 where
{y1, . . . , ys} ⊂ B . The element y = y1 +· · ·+ys is unique to Ci , for if y ∈ Cj then {y1, . . . , ys} ⊂
Cj , and hence Ci ⊆ Cj meaning Ci = Cj using the fact that C is basis generated.
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f (y1 +· · ·+ys) = c1y1 +· · ·+ csys , a typical element in Ci . Hence Ci is a cyclicR(C)-module
generated by y. 
Lemma 3.14. Let C be a basis generated cover of V using the basis B of V . Let C1, . . . ,Ck be
the nontrivial cells of C. Each nontrivial cell is maximal in the set S = C1 ∪ · · · ∪Ck .
Proof. Let C1 = 〈z1, . . . , z	〉 with {z1, . . . , z	} = B1 ⊂ B . Suppose s ∈ S with C1 + s ⊂ S and
s /∈ C1. We may assume s = α1w1 + · · · + αrwr where each scalar αi is nonzero and each wi is
in B but not in B1 = {z1, . . . , z	}.
As in the proof of the previous corollary z = z1 + · · · + z	 is unique to the cell C1. Since
z+ s = z1 + · · · + z	 + α1w1 + · · · + αrwr is in S then there is a cell Ci that contains z+ s. But
C is basis generated so Ci must contain z1, . . . z	, w1, . . . ,wr which in turn means C1 ⊂ Cj . This
contradicts the concept of a cover. So no s can exist outside of C1 and C1 is maximal. Similarly
the other nontrivial cells are maximal in S. 
Theorem 3.11 now follows from Lemmas 3.9 and 3.14 and Corollary 3.13.
Let C be a cover of V with C being a nontrivial cell of C. By definition of nontrivial cell there
is at least one other cell C′ such that C ∩C′ 	= ∅. For a nontrivial cell let #(C) be the number of
different nonzero subgroups C ∩C′ for all cells C′ 	= C.
As an example let V = Z43 with basis B = {v1, v2, v3, v4}. Let C be a cover of V with nontriv-
ial cells C1 = 〈v1, v2, v4〉, C2 = 〈v1 +2v2, v3〉, C3 = 〈v1, v3 +v4〉, C4 = 〈v1, v3〉. Then #C1 = 2,
#C2 = 2, #C3 = 1, #C4 = 2.
Let C be a cover of V with nontrivial cells C1, . . . ,Ck . Let C1 = 〈x1, . . . , xm〉, C2 =
〈y1, . . . , yn〉, . . . , and let T = {xi} ∪ {yj } ∪ · · · . Then T is a set of generators for the nontrivial
cells of C.
Lemma 3.15. Let C be a cover of V . Let T be a set of generators for the nontrivial cells of C.
Suppose R(C) contains every function of the following form:
for α ∈ Zp , t ∈ T then fα,t :V → V is defined by fα,t (t) = αt , fα,t (s) = 0 if s ∈ T with s 	= t
and fα,t is linear on each cell of C.
Then R(C) is maximal in M0(V ).
Proof. Since (R(C),+) is a group,R(C) contains fα1,t1 +· · ·+fαg,tg for any distinct t1, . . . , tg∈ T and any α1, . . . , ag ∈ Zp . This function takes ti to αiti for i = 1, . . . , g and all other genera-
tors to 0.
Each cell of C is a cyclic module. For if C = 〈x1, . . . , xn〉 where xi ∈ T and y ∈ C, then
y = α1x1 + · · · + αnxn for some α1, . . . , αn and (fα1,x1 + · · · + fαn,xn)(x1 + · · · + xn) = y. So
x1 + · · · + xn generates C.
Suppose R′ is a subring of M0(V ) with R′ ⊇R(C). If R′ properly contains R(C) then, as
before, there is a nontrivial cell, say C1, such that R′(C1)  C1. So R′(C1) involves a second
nontrivial cell, say C2, and there exists a y ∈ C2\C1 such that y ∈ R′(C1). Let C1 = 〈x1, . . . , xn〉,
C2 = 〈y1, . . . , ym〉 and y = α1y1 + · · · + αmym, αi ∈ Zp , where {xi} ∪ {yj } ⊆ T . Since y /∈ C1
there exists a generator, say y1 such that α1 	= 0 and y1 /∈ C1. By hypothesis there is a function
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C2\C1. R(C) is linear on C1 ⊕〈y1〉. Let x = x1 + · · · + xn as before. Then f (x + y1) = f (x)+
f (y1) for every f ∈R(C). But f1,y1 ∈R(C) and f1,y1(x+y1) = 0, since x+y1 is in a third cell,
and f (x) = 0, f (y1) = y1. So f1,y1(x + y1) 	= f1,y1(x)+ f1,y1(y1) and R(C) is maximal. 
Theorem 3.16. Let C be a cover of the finite elementary abelian p-group V . Let C1, . . . ,Ck be
the nontrivial cells of C. Suppose each Ci has dimension 2 as a vector space over Zp . Then
R(C) is maximal in M0(V ) if and only if #Ci  2 for every nontrivial cell Ci .
Proof. If Ci and Cj are different nontrivial cells then they have dimension 2 and either Ci ∩Cj =
{0} or else Ci ∩ Cj = 〈e〉, dimension 1. In the latter case 〈e〉 must be R(C)-invariant. So in
particular for every f ∈R(C) there is a scalar α such that f (e) = αe. We call such an element e
an eigenvector for R(C). Any nonzero element in V that is not an eigenvector for R(C) we will
call a regular element.
Associated with the cover C we have the various nontrivial intersections Ci ∩Cj , each being
of dimension 1 and generated by an eigenvector of R(C). Let 〈e1〉, . . . , 〈es〉 be the different
nontrivial cell intersections, each ei being an eigenvector. We want now to create functions in
R(C).
Begin with the set 〈e1〉∪ · · ·∪ 〈es〉 ≡ E. Arbitrarily select α1, . . . , αs ∈ Zp and define f (e1) =
α1e1, . . . , f (αs) = αses and extend linearly to each subspace. This defines f on E.
Now we extend f to each nontrivial cell. Suppose Cj is a cell such that #Cj = 1. Then
Cj ∩ E = 〈e〉 for some e ∈ {e1, . . . , es}. Since Cj has dimension 2 then Cj = 〈e, bj 〉 for some
regular element bj ∈ Cj . For any α,β ∈ Zp let f (b) = αe + βbj and extend f linearly to all of
Cj . In this way f is extended to all cells Cj with #Cj = 1.
Suppose Cj is a nontrivial cell such that #Cj = 2. Then Cj ∩E = 〈e〉 ∪ 〈e′〉 where e 	= e′ and
e, e′ ∈ {e1, . . . , es}. In this case we have Cj = 〈e, e′〉. Since f is already defined on e and e′, say
f (e) = ce, f (e′) = c′e′, extend f linearly to all of Cj : f (αe+βe′) = αce+βc′e′. This extends
f to all cells Cj with #Cj = 2.
Define f linearly, but otherwise arbitrarily on each isolated cell to create a function in R(C).
If #Cj = 1 then bj is a generator for Cj . If #Cj = 2 then e + e′ is a generator. So each cell is
cyclic. A more important observation is the cover C and the ring R(C) satisfy the hypotheses of
Lemma 3.15. So R(C) is maximal in M0(V ).
Conversely suppose there is a cell, say C1, with #C1  3. Then C1 ∩E = 〈e〉∪〈e′〉∪〈e′′〉∪ · · ·
for at least three different eigenvectors e, e′, e′′. Since e, e′, e′′ belong to different one dimen-
sional subspaces of C1 with the dimension of C1 equal 2, then every f ∈R(C) when restricted
to C1 is just a scalar multiple of the identity map on C1. So C1 is not R(C)-cyclic. Decompose
C1 as a union of its 1-dimensional subspaces C1 = 〈e〉 ∪ 〈e′〉 ∪ 〈e′′〉 ∪ 〈a1〉 ∪ 〈a2〉 ∪ · · · . Discard
those subspaces such as 〈e〉, 〈e′〉, 〈e′′〉 that are in other cells. From the concept of cover there
must be subspaces 〈b1〉, . . . , 〈bs〉 unique to C1. Let C′ = {〈b1〉, . . . , 〈bs〉,C2, . . .}, a new cover
of V . Then one verifies that R(C) is a proper subring of R(C′), so R(C) is not maximal. 
We have given above several conditions on a cover C of an elementary abelian p-group A
which imply that R(C) is a maximal subring. However, we have not been able to find necessary
and sufficient conditions. Thus we conclude the paper with the following problem.
Problem. Characterize those covers C of a finite elementary abelian p-group A such that R(C)
is a maximal ring in M0(A).
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