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ABSTRACT
Of the solar system’s four terrestrial planets, the origin of Mercury is perhaps the most mysterious.
Modern numerical simulations designed to model the dynamics of terrestrial planet formation
systematically fail to replicate Mercury; which possesses just 5% the mass of Earth and the highest
orbital eccentricity and inclination among the planets. However, Mercury’s large iron-rich core and
low volatile inventory stand out among the inner planets, and seem to imply a violent collisional
origin. Because most algorithms used for simulating terrestrial accretion do not consider the
effects of collisional fragmentation, it has been difficult to test these collisional hypotheses within
the larger context of planet formation. Here, we analyze a large suite of terrestrial accretion
models that account for the fragmentation of colliding bodies. We find that planets with core
mass fractions boosted as a result of repeated hit-and-run collisions are produced in 90% of our
simulations. While many of these planets are similar to Mercury in mass, they rarely lie on
Mercury-like orbits. Furthermore, we perform an additional batch of simulations designed to
specifically test the single giant impact origin scenario. We find less than a 1% probability of
simultaneously replicating the Mercury-Venus dynamical spacing and the terrestrial system’s degree
of orbital excitation after such an event. While dynamical models have made great strides in under-
standing Mars’ low mass, their inability to form accurate Mercury analogs remains a glaring problem.
Keywords: Mercury, Planetary Formation, Terrestrial Planets, Collisional Fragmentation
1. INTRODUCTION
The late stages of terrestrial accretion (giant impact
phase) have been studied numerically (Duncan et al.
1998; Chambers 1999) by numerous authors. By as-
suming a surface density of solids roughly commen-
surate with the minimum mass solar nebula (Weiden-
schilling 1977), numerical integrators produce appropri-
ately massed Earth and Venus analogues (at the proper
orbital locations) with great frequency regardless of
whether other parameters are varied (Chambers 2001;
O’Brien et al. 2006; Raymond et al. 2006, 2009; Hansen
2009; Clement et al. 2018). However, replicating the
small mass of Mars (∼10% that of the Earth) requires
modification to the classic initial conditions (Wetherill
1991); the exact mechanism for which is a topic of con-
tinued debate (Thommes et al. 2008; Walsh et al. 2011;
Izidoro et al. 2014; Fischer & Ciesla 2014; Dra¸z˙kowska
et al. 2016; Raymond & Izidoro 2017b; Clement et al.
2018). Notably, Raymond et al. (2009) demonstrated
that a configuration of Jupiter and Saturn with a mu-
tual inclination of 1.5 ◦ and eJ = eS = 0.1 (extra eccen-
tric Jupiter and Saturn, EEJS) consistently produced a
small Mars. However, these initial conditions appeared
unlikely since interactions between the primordial gas
disk and the growing gas planets are thought to result
in a system of fully formed giant planets on near circu-
lar orbits (Papaloizou & Larwood 2000; Tanaka & Ward
2004; Cresswell et al. 2007). In a similar manner, the gi-
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ant planets can influence Mars’ formation via resonance
sweeping (the so-called “dynamical shakeup;” Thommes
et al. (2008); Bromley & Kenyon (2017)) or mean mo-
tion resonance (MMR) crossing (Lykawka & Ito 2013).
It has also been proposed that the Mars forming region
and primordial asteroid belt were largely empty, and sub-
sequently implanted with material from the outer solar
system during Jupiter’s growth phase (Izidoro et al. 2015;
Raymond & Izidoro 2017b,a). An alternative idea, the
“Grand Tack” hypothesis (Walsh et al. 2011; Walsh &
Levison 2016), suggests that the still-forming Jupiter and
Saturn migrated in to the inner solar system during the
gas disk phase of evolution, and subsequently back out.
By truncating the primordial disk of planetesimals at ∼ 1
au, the terrestrial planets form out of a narrow annulus,
and Mars’ final mass is greatly limited (Hansen 2009).
Finally, a giant planet orbital instability (the so-called
“Nice Model;” Gomes et al. (2005); Tsiganis et al. (2005);
Morbidelli et al. (2005)) timed in conjunction with the
late stages of terrestrial planet formation can also re-
sult in a small Mars (Clement et al. 2018; Clement et al.
2019a,b). Interestingly, the Nice Model instability might
also explain Mercury’s uniquely excited orbit (Roig et al.
2016).
Despite these significant advances, fully understand-
ing the formation of Mercury (which is only ∼5% the
mass of Earth) remains a mystery to dynamicists. Most
previous studies of terrestrial planet formation find that
Mercury analogues form in only 5-10% of simulated sys-
tems (Chambers 2001; Raymond et al. 2009; Clement
et al. 2018). While terrestrial planet formation simula-
tions occasionally produce planets near Mercury’s loca-
tion, its other physical characteristics seem to suggest
it also had a unique accretion history. In particular,
it has an unusually large iron-rich core (∼70-80% of its
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2entire mass; Siegfried & Solomon (1974); Hauck et al.
(2013); Nittler et al. (2017a); Margot et al. (2018)) and
depleted volatile inventory (however the MESSENGER
mission detected abundances of moderately volatile ele-
ments similar to that of the other terrestrial planets).
These features have generally been interpreted as the
consequences of an energetic, fragmenting collision dur-
ing its formation (Benz et al. 1988; Asphaug 2010; As-
phaug & Reufer 2014), though other explanations have
also been proposed.
Models of terrestrial planet formation in the solar sys-
tem require truncation of the inner disk at ∼0.5 au in
order to replicate the modern mass distribution and or-
bital excitation profile of the inner planets. However, the
number of known multi-planet systems of terrestrial ex-
oplanets with semi-major axes less than Mercury’s (eg:
Kepler-102, Kepler-11, Kepler-85 and TRAPPIST-1; Lis-
sauer et al. (2013, 2014); Gillon et al. (2017)) seem to im-
ply that this is not always the case. In fact, Mulders et al.
(2018) argued that as many as ∼90% of Main Sequence
stars possess close-in Super-Earths. Volk & Gladman
(2015) proposed that the young solar system may have
contained a similar population of tightly packed planets.
In this scenario, some time in the solar system’s early
history these planets underwent a cataclysmic instability
that left behind Mercury as the lone survivor. However,
the simulations of Volk & Gladman (2015) demonstrated
quasi-stability in known systems of exoplanets and did
not include realistic collisions (see further discussion in
Wallace et al. (2017)). Furthermore, the systems studied
in that work were not necessarily analogous to the young
solar system since they did not include the other planets.
In an alternative scheme, the lack of planets interior to
Mercury might be explained by planetesimal shepherd-
ing during Jupiter’s outward migration phase (Raymond
et al. 2016). Another idea is that Jupiter’s inward mi-
gration in the Grand Tack model could have cleared out
the Mercury forming region via resonant excitation of
small planetesimals (Batygin & Laughlin 2015), though
this scenario directly conflicts with the results of accre-
tion models (Kenyon & Bromley 2009; Raymond et al.
2016).
Nevertheless, Mercury’s iron-rich composition makes
the collisional hypothesis a compelling one. However,
most modern integration schemes (Duncan et al. 1998;
Chambers 1999; Grimm & Stadel 2014) used for model-
ing the giant impact phase of terrestrial accretion treat
all collisions as perfectly accretionary. Thus, if Mercury
truly originated from a large, energetic collision during
the tail-end of planet formation, it makes sense that N-
body simulations consistently fail to produce accurate
Mercury analogs. For recent reviews on the topics of
Mercury’s formation and composition consult Solomon
et al. (2018), Nittler et al. (2017b)and Margot et al.
(2018).
While the literature concerning the collisional origin
of the moon is extensive (Hartmann & Davis 1975; C´uk
& Stewart 2012; Canup 2012; Herwartz et al. 2014;
Mastrobuono-Battisti et al. 2015; Kaib & Cowan 2015;
Quarles & Lissauer 2015; Rufu et al. 2017; Citron et al.
2018), the topic of Mercury’s collisional origin is not
as well explored. Nevertheless, two different collisional
scenarios (Sarid et al. 2014; Solomon et al. 2018) have
been proposed to explain Mercury’s high core mass frac-
tion (CMF) and low concentration of volatiles. The first
scheme involves the erosion of an originally larger planet
by repeated hit-and-run collisions (Asphaug et al. 2006;
Svetsov 2011; Chau et al. 2018). However, hydrody-
namical simulations indicate that the disrupted volatiles
would eventually be re-accreted, and the resulting planet
would not be as volatile poor as Mercury (Marchi et al.
2014). The second scenario concerns a fragmenting colli-
sion between two large protoplanets (Benz et al. 2007;
Asphaug 2010; Asphaug & Reufer 2014; Chau et al.
2018). While the logical target for a Mercury-forming im-
pact would be the proto-Venus, the lack of an internally
generated magnetic dynamo might be evidence that pri-
mordial stratification still exists within the Venus’ core.
This may imply that the planet was never disrupted by
such a large impact (Jacobson et al. 2017).
While the specific collisional parameters required in ei-
ther Mercury-forming scenario have been evaluated be-
fore (Asphaug et al. 2006; Svetsov 2011; Asphaug &
Reufer 2014; Chau et al. 2018), the full picture of the
event within the greater context of terrestrial planet for-
mation as a whole is not as well understood. Since the
various regimes of collisional parameter space have been
mapped by Leinhardt & Stewart (2012) and Genda et al.
(2012), traditional N-body integrators used for investi-
gating the dynamics of terrestrial planet formation can
be modified to include the effects of collisional fragmen-
tation. Chambers (2013) performed the first such simu-
lations, and found several examples of the fragmentation
processes producing planets with CMFs similar to Mer-
cury. Dwyer et al. (2015) performed an in-depth anal-
ysis of the bulk chemical content of the planets formed
in these same simulations, and noted that it was diffi-
cult to form Mercury-like planets with low silicate mass
fractions. However, the small sample size of just 8 in-
tegrations makes it difficult to draw any statistical con-
clusions from these simulations. Additional authors have
used similar N-body codes to study planetary dynamics
(Bonsor et al. 2015; Carter et al. 2015; Leinhardt et al.
2015; Quintana et al. 2016; Wallace et al. 2017). How-
ever, no dedicated study of the dynamical barriers in-
volved in forming Mercury via repeated hit-and-run col-
lisions or a single giant impact has been performed. It
should also be noted that Lykawka & Ito (2017) inves-
tigated the possibility of Mercury forming naturally in
the inner region (between 0.2 and 0.5 au) of the terres-
trial disk, and found that the final Mercury analogs were
typically over-massed and under-excited. In this paper,
we systematically investigate Mercury’s collisional origin
using the modified version of the Mercury6 hybrid inte-
grator (Chambers 1999) described in Chambers (2013).
Our analysis is divided into three segments. First, we in-
vestigate the frequency of planets with Mercury-like com-
positions formed in a large sample of 360 full simulations
of terrestrial planet formation. Next, we analyze the ar-
chitectures of these systems of terrestrial planets, and
specifically look for Mercury-like planets on Mercury-like
orbits. In the final section of this manuscript, we com-
ment on the dynamical barriers involved in the scenario
where Mercury forms via a single giant impact.
2. METHODS
3We investigate three suites of simulations designed to
replicate the early instability scenario (Clement et al.
2018; Clement et al. 2019a,b), the Grand Tack and low
mass asteroid belt hypotheses (Walsh et al. 2011; Ray-
mond & Izidoro 2017b), and a control set using classic
initial conditions (Chambers 2001, 2013). For a complete
discussion and full presentation of these simulations, con-
sult Clement et al. (2019a).
Our work utilizes the same modified version of the
Mercury6 hybrid integrator (Chambers 1999) described
in Chambers (2013) and Dwyer et al. (2015). The colli-
sional fragmentation algorithm functions by first calcu-
lating the largest remnant utilizing relations from Lein-
hardt & Stewart (2012). The leftover mass is divided
in to an appropriate number of equal-massed fragments,
with masses greater than the minimum fragment mass
(MFM). Our simulations use a 6 day time-step and set
the MFM to ∼10% the mass of Mercury. Because colli-
sions producing & 90 fragments can cause the Bulirsch-
Stoer portion of Mercury ′s hybrid-symplectic integrator
to be bogged down, we find a MFM of 0.0055 M⊕ to be
the limit of our resolution (for a more in depth discussion
of this see Wallace et al. (2017)). Objects are consid-
ered to be merged with the Sun at 0.1 au, and removed
via ejection at 100 au. Because of the hybrid symplec-
tic scheme’s inability to accurately integrate through low
pericenter passages (Chambers 1999), removing objects
that pass within ∼0.1 au of the Sun is common practice
in similar numerical studies (Chambers 2001, 2013).
2.1. Control Simulations
For our primordial control disks, we choose the sim-
plest set of initial conditions consistent with those chosen
by many previous authors (Chambers 2001; Raymond
et al. 2006; O’Brien et al. 2006; Chambers 2013; Kaib &
Chambers 2016; Clement et al. 2018). We first begin 100
integrations of a 5 M⊕ terrestrial forming disk of bodies
distributed between 0.5 and 4.0 au. As in Clement et al.
(2018), half the disk mass is placed in 100 equal-mass
embryos, and the other half in 1,000 equal-mass planetes-
imals. While the planetesimals do not interact gravita-
tionally or collide with one another, they can experience
fragmenting collisions if they collide with one of the em-
bryos. When this is the case, the resulting fragments are
also treated as planetesimals (fragments from embryo-
embryo collisions are considered fully self-gravitating).
The radial spacing within the disk is selected to achieve
a surface density profile proportional to r−3/2 (Birnstiel
et al. 2012). Angular orbital elements are drawn ran-
domly, and eccentricities and inclinations are selected
from near circular gaussian distributions (σe = .02 and
σi = .2
◦). Thus all initial eccentricities and inclinations
are below 0.001 and 1◦, respectively. Since the outer
planets are thought to form first (Haisch et al. 2001;
Halliday 2008; Kleine et al. 2009), we include Jupiter and
Saturn in a 3:2 MMR (aJ = 5.6 au, aS = 7.6 au) in these
integrations (Wetherill 1996; Chambers & Cassen 2002;
Levison & Agnor 2003; Raymond et al. 2004; Clement
et al. 2018). These simulations are evolved for 200 Myr,
and become our control set.
2.2. Instability Scenario
To test the effects of a Nice Model style instability
(Gomes et al. 2005; Tsiganis et al. 2005; Morbidelli et al.
2005), we take snapshots of our control disks at 1,5 and
10 Myr, and input them in to unstable giant planet con-
figurations (Nesvorny´ 2011; Clement et al. 2018). Be-
cause ice giants are routinely excited to the point of ejec-
tion in simulations of the classical Nice Model (Gomes
et al. 2005), the current version includes one or two ad-
ditional primordial ice giants (Nesvorny´ & Morbidelli
2012). As in Clement et al. (2018), we perform one set
of integrations using a 5 giant planet configuration, and
a second with a 6 giant planet configuration. These sim-
ulations are evolved for an additional 200 Myr using the
same integrator and time-step described above. To en-
sure we only sample systems where the evolution of the
giant planets is most akin to the actual solar system, sim-
ulations that fail to eject an ice giant within 5 Myr, and
those where Jupiter and Saturn’s period ratio exceeds
2.8 (the present ratio is 2.49) are deleted. Through this
process, our initial sample of 600 instability simulations
is reduced to 160.
There are advantages and disadvantages to both a 5
and 6 giant planet instability. For instance, a 6 planet
setup excites Jupiter’s eccentricity in two stages (with
each primordial ice giant ejection). This evolution-
ary scheme can potentially prevent Jupiter’s eccentricity
from being damped to below its modern value via secular
friction (Nesvorny´ & Morbidelli 2012). Since the precise
nature of the solar system’s instability is unconstrained,
we study both types of giant planet configurations (for a
complete discussion of this methodology consult Clement
et al. (2018) and Clement et al. (2019a)). Other previous
works test the effects of the Nice Model by performing a
large number of instability simulations, selecting the run
with the best final giant planet architecture, and then
“replaying” the chosen instability in the presence of the
objects of interest to the study (eg: the terrestrial plan-
ets, asteroid belt, etc; Brasil et al. (2016); Roig et al.
(2016); Deienno et al. (2017)). However, given the un-
constrained, chaotic nature of the giant planets’ particu-
lar evolution within the instability, we choose to perform
many simulations, and then select a sample of the best
final Jupiter-Saturn configurations (Kaib & Chambers
2016; Clement et al. 2018).
2.3. Annulus Scenario
To roughly replicate the initial conditions supposed by
the Grand Tack (Walsh et al. 2011) and low mass as-
teroid belt (Raymond & Izidoro 2017b) models, we lay
down 400 equal-mass planet embryos in a narrow annu-
lus between 0.7 and 1.0 au (Hansen 2009). Planetesimals
are not used in these 100 simulations, and thus each ob-
ject interacts gravitationally with every other object in
the run), and the total disk mass is set to 2.0 M⊕. The
integrator, time-step and method of selecting orbital ele-
ments are the same as described above. Including the ad-
ditional 100 control simulations and 160 instability runs,
our total sample of fully accreted systems of terrestrial
planets is 360. A summary of our three sets of terrestrial
planet formation simulations is provided in table 1.
2.4. Analysis Metrics
2.4.1. Core Mass Fraction Calculation
In order to filter out Mercury-like objects with a high
CMFs (Siegfried & Solomon 1974; Hauck et al. 2013),
4Set ain (au) aout (au) Mtot (M⊕) Nemb Npln
Control 0.5 4.0 5.0 100 1000
Instability 0.5 4.0 5.0 100 1000
Annulus 0.7 1.0 2.0 400 0
Table 1
Summary of initial conditions for complete sets of terrestrial planet formation simulations. The columns are (1) the name of the
simulation set, (2) the inner edge of the terrestrial forming disk, (3) the disk’s outer edge, (4) the total disk mass, (5) the number of
equal-mass embryos used, and (6) the number of equal-mass planetesimals used.
we calculate the mass of each object’s iron core using the
same method described by Chambers (2013). We first as-
sume that each body is fully differentiated, with 30% of
its mass concentrated in the core, and the other 70% rep-
resenting its silicate-rich mantle material. In fully accre-
tionary collisions, the new object’s core mass is equal to
the sum of the impactor and target bodies’ core masses.
In a fragmenting collision, the fragments come from the
mantle material. If the mantle is depleted, the remaining
fragments come from the core material. If the fragment-
ing collision is of the hit-and-run type, the fragments first
come from the mantle of the projectile, and then from its
core. In the subsequent text, we refer to an object with
CMF > 0.5 as a “high CMF” object.
2.4.2. Terrestrial Angular Momentum Deficit
To compare the orbital excitation of our systems to
the solar system quantitatively, we calculate the nor-
malized angular momentum deficit (AMD, equation 1)
for all of our integrated systems (Laskar 1997). AMD
quantifies the deviation of the orbits in a system from
perfectly co-planar, circular orbits. While the terrestrial
planets’ AMD can evolve marginally over Gyr timescales
(Laskar 1997; Agnor 2017), a simulated system finishing
with an AMD greater than twice the modern value of
AMDMVEM is considered a poor solar system analog
by most authors (Raymond et al. 2009; Clement et al.
2018).
AMD =
∑
imi
√
ai[1−
√
(1− e2i ) cos ii]∑
imi
√
ai
(1)
2.4.3. Mercury-Venus dynamical spacing
In general, a successful Mercury analog must undergo
a series of CMF-reducing collisions during the planet-
formation epoch, and then finish on an orbit that is sta-
ble for ∼4 Gyr. Because late (t > 200 Myr) instabilities
are common results of terrestrial planet formation models
(Clement & Kaib 2017), we are particularly interested in
Mercury-like planets sufficiently dynamically separated
from Venus-like planets (eg: not on crossing orbits). For
this reason, we compare the difference in the perihelion
of Venus analogs and the aphelion of Mercury analogs, as
well as the planets’ relative period ratios, to solar system
values throughout our study. However, forming Mercury
on an orbit well separated from Venus does not necessar-
ily imply that the same is true for Venus and Earth, or
Earth and Mars. For that reason we also employ metrics
from Clement et al. (2018) and Clement et al. (2019a)
to quantify the entire inner solar system’s structure. To
satisfy this criterion (criterion A), a terrestrial system
must contain 4 planets meeting the following require-
ments: MMerc < 0.2M⊕; MV en,Ear > 0.6M⊕; MMars <
0.3 M⊕; aMerc < 0.5 au; 0.5 au < aV en,Ear < 1.3 au; and
1.3 au < aMars < 2.0 au. Given the stochastic nature
of the planet formation process, it is unreasonable to ex-
pect our systems simultaneously match a large number of
highly specific constraints (Nesvorny´ & Morbidelli 2012;
Clement et al. 2018). Therefore, we maintain broad suc-
cess criteria, and avoid multiplying metrics.
3. RESULTS AND DISCUSSION
3.1. High CMF Objects
The integrator’s fragmentation routine ejects equal
massed fragments in uniform directions along the col-
lisional plane. When an impact with sufficient energy to
erode core material occurs, it is realistic to assume that
the resulting fragments will not be made of equally mixed
fractions of core and mantle material. More likely, many
fragments will be made entirely of mantle elements, and
a few will come mostly from the core (Chambers 2013).
Our method of assigning mantle material to the first frag-
ments produced is plausible for embryos that have their
CMFs boosted as the result of repeated hit-and-run col-
lisions. However, when a particularly energetic collision
creates many fragments, and fully erodes the entire man-
tle inventory, we must randomly assign particular frag-
ments as originating from the core. In figure 1, we plot
all objects larger than 0.01 M⊕ from all of our differ-
ent batches of terrestrial planet formation simulations
with CMFs greater than 0.5. While the annulus simula-
tions produce the best Mercury analogs, the instability
simulations prove most efficient at producing very large
objects with high CMFs (several of which are nearly the
mass of the Earth). Since the average impact velocities
are higher in the annulus set due to the higher initial
surface density and lower embryo masses (vimp/vesc =
2.51 for fragmenting collisions as compared to 2.14 and
2.26 for the control and instability sets, respectively), the
fragmentation process is more likely to grind high CMF
objects down in to many, smaller particles. This is also
evidenced by the larger percentage of hit and run col-
lisions (42% of all collisions) in the annulus set versus
the other sets (22% for control and 29% for instability).
Indeed, our fully formed annulus simulations contain ap-
proximately twice as many objects with masses less than
Mercury and perihelia less than 2.0 au than our other
simulation sets. Thus, our results imply that the higher
initial surface density of the annulus set makes it diffi-
cult for those systems to produce high massed, high CMF
objects via the multiple hit-and-run process. Similarly,
the instability batch is less efficient at producing lower
massed, high CMF objects.
The majority of the larger objects in figure 1 are em-
bryos with CMFs boosted as a result of repeated hit-and-
run collisions. Smaller collisional fragments with masses
closer to the MFM are more common, but also more
likely to be on unstable orbits. The reason for this is that
our sample is biased towards objects that are produced
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Figure 1. Distribution of all objects with masses greater than 0.01
M⊕ and CMFs greater than 0.5 surviving 200 Myr of terrestrial
planet formation. The colors black, red and green correspond to
the control, instability and annulus simulations respectively. The
yellow star plots the actual planet Mercury.
near the end of our integration. Many high CMF objects
are produced throughout the duration of the simulation
that eventually merge with one of the growing terrestrial
planets, or are lost from the system via ejection or merger
with the Sun. As the terrestrial planets grow larger over
the course of the simulation, the MFM is smaller relative
to the the total mass involved in fragmenting collisions,
and more fragments are produced. Because of this, and
the fact that we randomly assign mantle and core mate-
rial to fragments, we are also interested in the high CMF
objects that were produced, but eventually lost (but may
have survived if assigned to a different fragment). We
note that the early instability scenario (Clement et al.
2018; Clement et al. 2019a,b) produces the most objects
with boosted CMFs per simulation. This is the result
of the orbital excitation induced in the inner solar sys-
tem by the chaotic perturbations from the unstable giant
planets. Indeed, fragmenting collisions account for ∼11%
of all collisions in the instability runs.
Nevertheless, high CMF objects are a common type
of object produced in our planet formation simulations,
regardless of the initial conditions. We note many exam-
ples of such bodies surviving the planet formation process
on stable orbits. 90% of all our simulations finish with at
least one high CMF object. However, some of these bod-
ies that finish in the asteroid belt and Mars region are
more representative of small debris, leftover from the ter-
restrial formation process that will be eventually cleared
in the subsequent 4.5 Gyr of evolution (see Chambers
(2013) and Clement et al. (2019a) for a further discus-
sion of the longer accretion timescales in fragmentation
simulations).
3.2. Prevalence of Mercury Analogs
The CMF results presented in the previous section
should be taken in context with the fact that Mercury
analogs (regardless of CMF) are still rare in all of our
simulations. We define a Mercury analog as any planet
with m < 0.2 M⊕ and a < 0.5 au. Our most successful
simulation set at meeting this metric is the annulus set
(16%). However, only two of those Mercury analogs have
CMFs greater than 0.5. Both the instability scenario and
control runs meet this metric less than 2% of the time.
Furthermore, only one of our criterion A (Clement et al.
2018) satisfying simulations yields a high CMF Mercury
analog.
In the actual solar system the difference between Mer-
cury’s aphelion and Venus’ perihelion is ∼0.25 au. Figure
2 plots the cumulative distribution of qV enus−QMercury
for all systems that form a Mercury-Venus pair (planet
with a < 0.5 au and m < 0.2 M⊕, interior to a larger
body with a < 1.3 au and m > 0.6 M⊕). It is clear that
systems with Mercury-Venus spacings similar to the solar
system are almost non-existent in all 3 of our simulation
sets. This is largely due to our chosen initial conditions
(specifically the location of the inner terrestrial disk’s
edge). Truncating the primordial terrestrial disk at 0.5
or 0.7 au is often justified in the literature as a means
of preventing Earth or Super-Earth massed planets from
growing near Mercury’s orbit (Chambers 2001; Raymond
et al. 2009). These authors also cite Mercury’s hypothet-
ical collisional origin (Benz et al. 1988) as a rationale for
neglecting the planet in N-body studies of planet forma-
tion in the solar system (Raymond et al. 2009). Our work
indicates that such assumptions are precarious from a
dynamical standpoint. Even in our most successful sim-
ulation set (annulus), where 16% of systems form small
(m < 0.2 M⊕) planets interior to 0.5 au, only 2 such
systems meet criterion A, and no system finishes with
PV enus/PMercury within 20% of the solar system value.
In figure 3, we plot examples of final inner solar sys-
tem architectures where a high CMF object finishes on a
Mercury-like orbit. While none of these systems match
all aspects of the actual solar system, they demonstrate
that the fragmentation process within the larger context
of terrestrial planet formation is a viable explanation for
Mercury’s peculiar composition. In particular, the sys-
tem denoted “Annulus 2” provides an excellent match to
the real masses and CMFs of Mercury, Venus, Earth and
Mars. As is true in the vast majority of our simulations,
however, the semi-major axis spacing of the inner plan-
ets in this system is incorrect. We also provide plots of
the giant planets’ evolution within the Nice Model for
figure 3’s two Instability simulations in figure 4. Though
neither final giant planet configuration perfectly matches
the solar system, both Jupiter-Saturn systems finish in a
state mostly analogous to the real one. Because the ter-
restrial disk is less affected by the particular dynamics of
the ice giants (Clement et al. 2018), we consider both of
these outcomes adequate for our analysis.
3.3. Dynamical Barriers to the Single Impact Scenario
Our terrestrial accretion simulations rely on the
stochasticity of the planet formation process to gener-
ate high CMF planets similar to Mercury. Such planets
have their mantle inventories depleted via complex and
unique sequences of fragmenting collisions, erosive hit-
and-run impacts, and accretion events with objects also
altered in CMF. Taking in to account the chaotic na-
ture of planet formation, and the fact that ∼90% of our
simulations finish with a high CMF terrestrial planet,
it seems reasonable to argue that this process might ex-
plain Mercury. However, similar to the results of previous
studies (Chambers 2001; Raymond et al. 2009; Clement
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Figure 2. Cumulative distribution of the difference between the
perihelion of Venus analogs and aphelion of Mercury analogs (top
panel), and relative period ratios (bottom panel), produced in our
complete simulations of terrestrial planet formation. The figure
only depicts systems that finish with a planet (Mercury) with a <
0.5 au and m < 0.2 M⊕, interior to a larger body (Venus) with
a < 1.3 au and m > 0.6 M⊕. The red vertical lines corresponds to
the solar system values for Mercury and Venus. The different line
styles denote our different simulation sets.
et al. 2018), our simulations consistently fail to gener-
ate Mercury-massed planets sufficiently dynamically sep-
arated from Venus-like planets. In this final section, we
perform an additional suite of simplified simulations to
study whether a single giant impact, occurring at the end
of the planet formation epoch, might explain Mercury’s
offset from Venus.
Our simulations focus on the preferred single energetic
impact scenario from Asphaug & Reufer (2014), where
a 0.25 M⊕ object strikes a 0.85 M⊕ target. Chau et al.
(2018) also agreed with this most promising scheme in a
similar study that considered multiple initial target and
projectile masses and several different collisional scenar-
ios. At the beginning of such a scenario, we assume that
the potential targets are nearly formed versions of Venus,
Earth (MEarth = MV enus = 0.85M⊕), and Mars on their
modern orbits, while the projectile occupies an unstable
orbit. To determine suitable unstable locations to place
the projectile, we first use the WHFAST integrator (Rein
& Tamayo 2015) in the REBOUND simulation package
(Rein & Liu 2012) to investigate the object’s stability in
a/e space. To account for the effects of general relativity,
we utilize the additional forces provided in the expanded
REBOUNDx library (Tamayo et al. 2016). We probe all
regions of a/e phase space (0.1< a <2.0 au) with 50 Myr
integrations. It should be noted that 50 Myr may not
be long enough to detect unstable regions because secu-
lar resonance overlaps can take Gyr timescale to develop
(Lithwick & Wu 2011). In the interest of minimizing
computational time, we chose 50 Myr for a first-order
approximation of the parameter space.
After mapping this parameter space, we designate 4
different zones in which to place a potential Mercury-
forming projectile. These are listed in table 2. We then
perform a large suite of 1 Gyr simulations of these scenar-
ios using a 5 day time-step. Each integration includes the
effects of general relativity, and sets the MFM to 0.025
M⊕. In the first 3 scenarios, we vary the speed at which
the fragments are ejected in random directions within the
collisional plane (5, 10 and 20% greater than the mutual
escape velocity). In Scenario 4, we evaluate the high
inclination parameter space proposed in Jackson et al.
(2018).
Regardless of the parameters varied, accurate Mercury
analogs are exceedingly rare in this suite of single gi-
ant impact simulations. In the following subsections, we
briefly discuss the scenario’s major shortcomings.
3.3.1. Dynamical Offset from Venus
A common outcome of fragmenting collisions (particu-
larly those of the hit-and-run variety) is the re-accretion
of ejected fragments (Chambers 2013). This is particu-
larly the case when the velocity vectors of the projectile
and target objects are near parallel. In this scenario
the fragments are ejected along a plane nearly parallel
to the orbit of the target particle; and are still on or-
bits where they heavily interact with this remnant. Be-
cause the fragments have lower masses than the origi-
nal projectile object, the subsequent collisions are much
more likely to be totally accretionary (Leinhardt & Stew-
art 2012). We attempt to replicate Mercury and Venus’
modern orbital offset by boosting the velocity of escap-
ing fragments. We find that this only slightly limits the
probability of fragment re-accretion. In such a scenario,
the initial two velocity vectors are far from parallel, and
the fragments are often ejected on to highly excited or-
bits. Over the subsequent billion years of evolution, these
bodies can be further excited by chaotic interactions with
the other planets (Laskar 1997; Laskar & Gastineau 2009;
Clement & Kaib 2017) to the point where they are either
ejected from the system or collide with the Sun. In gen-
eral, increasing the fragment ejection velocity leads to a
far lower chance of immediate re-accretion by the tar-
get body. However, this difference becomes statistically
insignificant when the integration is extended to 1 Gyr
because of the longer timescales of re-accretion for high
velocity fragments. Additionally, increasing the ejection
speed leads to about a factor of two increase in the chance
of loss due to collision with the Sun or ejection from the
system. Figure 5 plots the Mercury-Venus dynamical
offset for all fragments that finish the 1 Gyr integration
sunward of Venus in the same manner as figure 2. Inter-
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Figure 3. Semi-Major Axis/Eccentricity plot of selected successful simulations. The size of each point is proportional to the mass of the
planet. The color of each point indicates the planet’s CMF. The top 6 panels show examples from each of our 3 simulation sets (Control,
Annulus and Instability). The bottom panel shows the actual solar system.
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Figure 4. Giant planet instability evolutionary schemes for the
two instability systems from figure 3. The perihelia and aphelia
are plotted for each outer planet in the simulation. The horizontal
dashed lines correspond to the modern semi-major axes of Jupiter,
Saturn, Uranus and Neptune. The top panel corresponds to “In-
stability 1” and the bottom panel plots “Instability 2.”
estingly, though the subsets that fix the fragment ejection
velocity at 20% greater than the mutual escape velocity
provide the best matches to the actual solar system, the
total sample of such objects (2) is a full order of mag-
nitude smaller than that of the other subsets. Since all
three subsets include roughly an equal number of simu-
lations, we suspect this is due to the fact that subset c
(table 2, column 5) simulations are twice as likely to lose
fragments via merger with the Sun than are subsets a
or b. Thus ejecting a fragment with sufficient energy to
subsequently scatter off and dynamically separate from
the initial target particle also implies a greater chance of
losing the fragment by other means.
3.3.2. Terrestrial AMD
Nearly all modern simulations of planet formation in
the inner solar system struggle to replicate the extremely
low eccentricities and inclinations of the solar system’s
four terrestrial planets. In fact, when integrated over Gyr
timescales, the orbits of all the planets except Mercury
usually stay remarkably low (Quinn et al. 1991; Laskar
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Figure 5. Cumulative distribution of the difference between the
perihelion of Venus and aphelion of fragments (top panel), and
relative period ratios (bottom panel), in all simulation batches after
1 Gyr of evolution. The red vertical lines correspond to the solar
system values for Mercury and Venus. The different line styles
denote the fragment ejection speed (percentage greater than the
mutual escape speed; denoted as subsets a, b and c in table 2,
column 5).
& Gastineau 2009). For the formation of Mercury by
energetic collision model to be viable, the resulting ter-
restrial system must be appropriately dynamically cold.
In figure 6, we plot the cumulative distribution of AMDs
across all four of our scenarios. This final distribution of
AMDs should be taken in context with the fact that our
simulation set-ups are quite idealized. If the Mercury-
forming impact occurred during the later stages of planet
formation, a population of small bodies would have still
existed to damp out the excited orbits of the young plan-
ets via dynamical friction. Nevertheless, our results in-
dicate that it is unlikely for a system to undergo such
a violent dynamical process and finish in a state simi-
lar to the solar system. The fact that the solar system’s
AMD is outside the range of the values for scenarios 3
and 4 (table 2) does speak against these initial projectile
orbits. In particular, no scenario 4 systems finish the 1
Gyr evolution with an AMD within a factor of two of the
solar system.
9Scenario ao (au) eo io (◦) vfrag/vesc Nsim Nfrag
1 0.43-0.45 0.25-0.5 0-1 (a)1.05,(b)1.1,(c)1.2 5472 235
2 0.85-0.87 0.25-0.5 0-1 (a)1.05,(b)1.1,(c)1.2 3286 1956
3 0.34-0.36 0.25-0.5 0-1 (a)1.05,(b)1.1,(c)1.2 9840 62
4 0.43-0.45 0.6-0.75 30-40 (a)1.05 569 113
Table 2
Summary of initial conditions for simulations to produce Mercury as suggested by Asphaug & Reufer (2014). The columns are (1) the
scenario number, (2-4) the semi-major axis, eccentricity and inclination ranges from which the projectiles orbit is selected, (5) the
fragment ejection velocity with respect to the mutual two-body escape velocity (6) the total number of integrations performed, and (7)
the total number of integrations where fragmenting collisions occurred.
Jackson et al. (2018) prefer the multiple hit-and-run
setup of Asphaug & Reufer (2014) from a probabilis-
tic perspective, however the majority of their favored
pre-impact orbits have extremely high inclinations (∼20-
60◦). In the actual solar system, the orbits of all the
terrestrial planets except Mercury (e=0.20, i=6.3◦) are
nearly circular and co-planar (all three have inclinations
less than 2.5◦, Venus and Earth have eccentricities less
than 0.02). For this reason, many studies of early so-
lar system giant impacts only consider co-planar projec-
tiles (Quarles & Lissauer 2015; Kaib & Cowan 2015).
In order for a high-inclination impactor scenario to be
viable, some mechanism is needed to dissipate the non-
perpendicular components of angular momentum deliv-
ered by a several-Mars-massed projectile in order to keep
the final orbits in the inner solar system dynamically
cold. As a point of reference, only 5 of the terrestrial ob-
jects (a< 2.0 au, m> 0.1M⊕) in our 360 complete planet
formation simulations attain inclinations larger than 20◦
(the highest being 34◦). This indicates that it is unlikely
that the hypothetical Mercury forming impactor could
have originated on a highly excited, non-coplanar orbit.
Less than 1% of simulations in our best subset (sce-
nario 1; table 2), finish with four terrestrial planets, a
system AMD less than twice AMDMVEM , and qV enus -
QFrag within ∼20% of the solar system value. An exam-
ple of a successful system’s evolution is plotted in figure
7. Initially, the projectile is interacting heavily with the
proto-Venus, quickly exciting both objects. Through re-
peated close encounters, Venus’ eccentricity is excited to
∼0.10, and it continues to oscillate between ∼0.01 and
0.20 over the next 125 Myr. Since Venus’ excited orbit
continually brings it in close proximity to Earth, its ec-
centricity excitation quickly bleeds to Earth via stochas-
tic diffusion. Eventually, the projectile smashes into the
proto-Venus at a velocity of 1.93 times the mutual escape
velocity. This collision ejects five fragments, each with a
mass of ∼0.032 M⊕. 4 Myr later, Venus absorbs one of
the initial fragments. Two of the fragments are quickly
scattered on to orbits where they heavily interact with
Earth, and the other two undergo a series of hit-and-run
collisions with one another and Venus. Through this pro-
cess, four additional fragments are produced. Over the
next 10 million years, Earth excites the eccentricity of
the outer two fragments, placing them on orbits where
they eventually merge with Venus. At 157 Myr, there are
just 2 remaining fragments in the system, both interior
to Venus’ orbit. These two bodies undergo a series of
three hit-and-run collisions before they finally merge at
187 Myr. During this sequence of repeated hit-and-run
collisions with other fragments, the final “Mercury” ana-
log dissipates angular momentum and finishes on an orbit
that is sufficiently dynamically separated from Venus.
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Figure 6. Cumulative distribution of system AMDs after 1 Gyr of
evolution, normalized to the solar system value for Mercury, Venus,
Earth and Mars. The different line styles represent the different
initial projectile orbital parameter space tested (table 2). The red
vertical line corresponds to the solar system value.
Thus we cannot rule out the Asphaug & Reufer (2014)
giant impact scenario as dynamically incompatible with
Mercury’s current orbit. However, our simplified sim-
ulations indicate that it represents a rare and unlikely
pathway for Mercury’s formation.
4. CONCLUSIONS
In this paper we presented a dynamical analysis of the
various avenues proposed for Mercury’s formation utiliz-
ing an N-body code that includes the effects of collisional
fragmentation. A major limitation of our work is that the
integrator must cap the total number of fragments by set-
ting a MFM in order to maintain a reasonable number
of bodies in the calculation.
In the first part of our study, we utilized the largest
sample of complete simulations of terrestrial planet for-
mation that include the effects of collisional fragmen-
tation to search for objects with high CMFs boosted by
repeated hit-and-run collisions. While the very large ma-
jority of the planets we produce differ from Mercury in
terms of their orbits, masses and CMFs, this sample also
provides numerous objects with compositions similar to
Mercury. 90% of all our complete simulations of ter-
restrial planet formation finish with a high CMF object
(CMF>0.5). We find that our annulus and instability
sets produce the most high CMF objects. Our instabil-
ity simulations are most efficient at generating the largest
high CMF objects, and the annulus runs yielded better
matches to the terrestrial system as a whole. Depend-
ing on the particular initial conditions of a simulation,
10
80 100 120 140 160 180 200
Time (Myrs)
0.2
0.4
0.6
0.8
1.0
1.2
q,
Q
Projectile
Venus
Earth
Figure 7. Example evolution of a successful simulation in the
scenario 1b set (table 2, column 5) . The perihelia and aphelia are
plotted for each body in the simulation. After the projectile (color
coded black) smashes into the proto-Venus at 131 Myr, five frag-
ments are ejected. Four more fragments are formed over the next
25 Myr in four different collisions between the original fragments.
Each fragment is coded a different non-greyscale color.
we find that planets with similar masses and orbits to
Mercury from 1-15% of the time. However, only one of
our 360 simulations generated a Mercury analog with the
proper mass, orbit and CMF within a larger terrestrial
architecture that matches the real one.
Additionally, we performed a large suite of simulations
designed to replicate the collisional scenario of Asphaug
& Reufer (2014). Our results indicate that such a vi-
olent collision occurring late in the giant impact phase
represents a very low-likelihood scenario for Mercury’s
origin. In particular, replicating the present dynami-
cal separation between Mercury and Venus proves chal-
lenging. Increasing the velocity of escaping fragments to
∼20% greater than the mutual escape velocity can help
in attaining this separation, but only to a minor degree.
We also conclude that highly excited, non-co-planar ini-
tial projectile orbits similar to those proposed in Jackson
et al. (2018) are unlikely. In particular, the final systems
of planets in this scenario systematically fail to match
the solar system’s low AMD. Despite all the efforts made,
forming Mercury continues to be a major challenge for
terrestrial planet formation models.
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