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Abstract
We analyze the errors arising from discrete readjustment of the hedging portfolio when
hedging options in exponential Le´vy models, and establish the rate at which the expected
squared error goes to zero when the readjustment frequency increases. We compare the
quadratic hedging strategy with the common market practice of delta hedging, and show that
for discontinuous option pay-offs the latter strategy may suffer from very large discretization
errors. For options with discontinuous pay-offs, the convergence rate depends on the underly-
ing Le´vy process, and we give an explicit relation between the rate and the Blumenthal-Getoor
index of the process.
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1 Introduction
We study the problem of hedging an option with a discretely rebalanced portfolio in an exponential
Le´vy model. This setting corresponds to an incomplete market and therefore gives rise to two kinds
of hedging errors. The market incompleteness error is the difference between the option’s pay-off
and the theoretical hedging portfolio which assumes continuous rebalancing. This error and its
minimization has been analyzed in several papers in the context of exponential Le´vy models [18, 8].
In this study we therefore focus on the discretization error, denoted by εT , and defined as the
difference between the theoretical continuously rebalanced portfolio and the discretely rebalanced
one.
The error from discrete-time hedging and the related problem of approximating a stochastic
integral with a Riemann sum has been analyzed by several authors in the context of diffusion
models or continuous Itoˆ processes. Bertsimas, Kogan and Lo [4] and later Hayashi and Mykland
[17] gave the conditions under which the renormalized hedging error
√
nεT converges weakly to a
nondegenerate limiting distribution as the number of discretization dates n goes to infinity. The
rate of L2 convergence of the discretization error to zero was analyzed by Zhang [24], who showed
∗Corresponding author
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that for European Call and Put options nE[ε2T ] converges to a nonzero finite limit as n→∞ and
by Gobet and Temam [15], who studied irregular pay-offs and showed in particular that for digital
options
√
nE[ε2T ] converges to a nondegenerate limit. Geiss [14, 13], showed that for irregular
pay-off functions the convergence rate of n rather than
√
n may be recovered by taking a non-
equidistant (but deterministic) time net, where the rebalancing frequency increases as the option
approaches expiry.
In the context of discontinuous processes, the limiting behavior of the discretization error was
studied in [23] from the point of view of weak convergence, and it was shown in particular that if
the underlying process has no diffusion component,
√
nεT → 0 in probability as n→∞. However,
in financial applications the risk is more commonly measured by an L2 criterion. In this paper we
therefore concentrate on the rate of L2 convergence of the discretization error to zero, and we show
that for this criterion, the convergence rates are different both from the rates of weak convergence
and from the rates found by various authors for continuous processes.
First, the limit limn→∞ nE[ε
2
T ] is positive in all cases and may be infinite. This means that
for pure-jump Le´vy processes, the rate of L2 convergence is different from the rate of convergence
in probability. This phenomenon is not encountered in diffusion models, and is explained by the
fact that the big jumps do not contribute to the rate of convergence in probability, while they do
contribute to the rate of L2 convergence.
Second, the convergence rate of the discretization error may depend on the hedging strategy.
In this paper, we analyze and compare two specific hedging strategies: the quadratic hedging,
which is the optimal strategy for the L2 criterion, and the delta hedging, which is known to be
suboptimal in exponential Le´vy models, but is commonly used in practice and has been shown
to be relatively close to optimal in terms of hedging error [9]. We find that although for options
with regular pay-offs the two strategies have similar discretization errors, in the case of irregular
pay-offs, the delta hedging strategy, because it involves differentiation of the option price function,
suffers from much larger discretization errors than quadratic hedging.
Finally we show that for options with irregular pay-offs, such as digitals, the convergence rate of
the discretization error depends on the fine properties of the Le´vy measure near zero. We assume
that the small jumps have stable-like behavior with index α (which is the case in many models
used in practice) and characterize the convergence rates for the two strategies depending on α.
In this paper, we suppose that the rebalancing dates are equidistant. Equidistant rebalancing
is common market practice, especially for not-so-liquid underlyings which are not observed con-
tinuously. Although the convergence rates for options with irregular pay-offs may be improved
by taking non-equidistant dates as in [14], in many practical situations such non-equidistant time
grids cannot be used (for example, when one needs to hedge a portfolio of options on the same
underlying with different expiry dates).
The rest of the paper is structured as follows. After recalling the Fourier transform approach
to option pricing in exponential Le´vy models in section 2, we establish, in section 3, a general
criterion for the L2 convergence with a given rate of the error from discrete hedging. In section
4, we first study the case of options with regular (Lipschitz) pay-offs and show that in this case
for both quadratic hedging and delta hedging maximum convergence rate is attained. Next we
turn to options with discontinuous payoffs and compute the convergence rates for both strategies
as function of the parameter α characterzing the small jumps. In this case, the convergence rate
for delta hedging is found to be strictly lower than for quadratic hedging, which shows that the
former strategy may suffer from much larger discretization errors and should therefore be avoided
in practice.
2
2 Pricing and hedging in exp-Le´vy models
Standard notation and basic assumptions We now introduce the common notation for
the rest of the paper. Given a filtered probability space (Ω,F , (Ft)t≥0, P ), let the stock price
be modeled by St = e
Xt where X is a Le´vy process with characteristic triple (a2, ν, γ). The
assumption that S0 = 1 is with no loss of generality. Since we study the L
2 hedging error, we will
always suppose that S is square integrable. The characteristic function of X is denoted by φt and
the characteristic exponent by ψ: E[eiuXt ] ≡ φt(u) ≡ etψ(u). The process S can be written in the
form
St = 1 +
∫ t
0
bSudu+
∫ t
0
aSudWu +
∫ t
0
Su−
∫
R
(ez − 1)J˜(du× dz) ,
whereW is a standard Brownian motion, J˜ a compensated Poisson random measure with intensity
measure dt × ν and b := γ + 12a2 +
∫
R
(ez − 1 − z1|z|≤1)ν(dz). Furthermore, we denote A :=
a2 +
∫
R
(ez − 1)2ν(dz).
We assume that there exists a risk-neutral probability Q ∼ P , such that the prices of all assets
are martingales under Q (the interest rate is assumed to be zero). Moreover, we assume that X is a
Le´vy process under Q with characteristic exponent ψ¯, characteristic function φ¯t and Le´vy measure
ν¯.
Option pricing Consider a European option with pay-off G(ST ) at time T and denote by g
its log-payoff function: G(ex) ≡ g(x). Prices of European options can be computed from the
risk-neutral characteristic function φ¯.
Proposition 1.
(i) Suppose that there exists R ∈ R such that
g(x)e−Rx has finite variation on R, (1)
g(x)e−Rx ∈ L1(R), (2)
EQ[eRXT−t ] <∞ and
∫
R
|φ¯T−t(u − iR)|
1 + |u| du <∞. (3)
Then
C(t, St) := E
Q[G(ST )|Ft] = 1
2pi
∫
R+iR
gˆ(u)φ¯T−t(−u)S−iut du, (4)
where
gˆ(u) :=
∫
R
eiuxg(x)dx
and moreover
|gˆ(u + iR)| ≤ C
1 + |u| , u ∈ R (5)
for some C > 0.
(ii) Suppose that g is differentiable and there exists R ∈ R such that
g′(x)e−Rx has finite variation on R, (6)
g(x)e−Rx ∈ L1(R) and g′(x)e−Rx ∈ L1(R) (7)
EQ[eRXT−t ] <∞. (8)
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Then the representation (4) holds and
|gˆ(u+ iR)| ≤ C
1 + |u|2 , u ∈ R (9)
for some C > 0.
For the proof, see [22].
For the digital option with pay-off G(ST ) = 1ST≥K , conditions (1) and (2) are satisfied for all
R > 0 and
gˆ(u+ iR) =
Kiu−R
R− iu .
For the European call option with pay-off G(ST ) = (ST −K)+, conditions (6) and (7) are satisfied
for all R > 1 and
gˆ(u + iR) =
Kiu+1−R
(R− iu)(R− 1− iu) .
In any case, conditions (1) and (2) imply |G(S)| ≤ CSR for some C > 0 and all S > 0.
In this paper, we study the behavior of the discretization error for the commonly used hedging
strategies: the delta hedging strategy and the quadratic hedging strategy. Our method is based
on the integral representation for the strategy F of the form
Ft = F0 +
∫ t
0
µudu+
∫ t
0
σudWu +
∫ t
0
∫
R
γu−(z)J˜(du× dz), ∀t < T. (10)
Below we show how this representation can be obtained for the strategies we are interested in.
Delta hedging The delta hedging strategy is the classical hedging strategy inherited from the
Black-Scholes model and given by Ft =
∂C(t,St)
∂S . It is not optimal in exponential Le´vy models but
is nevertheless commonly used by market practitioners.
Proposition 2 (Delta hedging). Let the conditions (1), (2) and (3) for all t < T be satisfied, and
assume that ∫
R+iR
|gˆ(u)φ¯T−t(−u)(−iu)|du <∞, ∀t < T. (11)
Then the delta hedging strategy is given by
Ft =
∂C(t, St)
∂S
=
1
2pi
∫
R+iR
gˆ(u)φ¯T−t(−u)(−iu)S−iu−1t du. (12)
Assume in addition ∫
|x|>1
e2(R−1)xν(dx) <∞ . (13)
Then the representation (10) holds for F with
µt =
1
2pi
∫
R+iR
gˆ(u)φ¯T−t(−u)(−iu)S−1−iut (ψ(u + i)− ψ¯(−u))du , (14)
σt =
a
2pi
∫
R+iR
gˆ(u)φ¯T−t(−u)(−iu)(−1− iu)S−1−iut du , (15)
γt(z) =
1
2pi
∫
R+iR
gˆ(u)φ¯T−t(−u)(−iu)S−1−iut (e(−1−iu)z − 1)du . (16)
Proof. The expression (12) is deduced directly from (4) using the dominated convergence theorem
and the condition (11). The martingale representation follows by applying Lemma 6 with f(u) :=
1
2pi gˆ(u+ iR)(R− iu) and R′ = R− 1.
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Quadratic hedging under the martingale probability Quadratic hedging in the literature
comes in three different flavors: one can (i) minimize the global L2 hedging error computed under
the martingale probability (as in [12] and many subsequent papers); (ii) minimize the local variation
of the hedging portfolio under the historical probability (as in e.g. [11]) or (iii) minimize the global
L2 hedging error under the historical probability (as in [18, 6]). In this paper we choose the
martingale approach, that is, we minimize
EQ


(
G(ST )− C(0, S0)−
∫ T
0
FtdSt
)2 . (17)
This approach is the simplest of the three and thus enables us to explain the main ideas and insights
in a less technical setting. See [8] for some arguments towards using this strategy in practice rather
than minimizing the quadratic hedging error under the historical measure. Our methodology can
also be applied to the local risk minimization, and yields the same results, with more technicalities
and under appropriately modified assumptions.
The solution to the minimization problem (17) is given by the Kunita-Watanabe decomposition,
and can be explicitly written as (see [6])
Ft =
d〈C, S〉Qt
d〈S, S〉Qt
,
where we denote Ct := C(t, St).
Proposition 3. Assume (1)–(2); (3) for all t < T and∫
|x|>1
e2(Rx∨x)ν¯(dx) <∞. (18)
Then the quadratic hedging strategy under the martingale probability is given by
Ft =
1
2pi
∫
R+iR
gˆ(u)φ¯T−t(−u)S−iu−1t Υ(u)du (19)
where Υ(u) =
ψ¯(−u− i))− ψ¯(−u)− ψ¯(−i)
ψ¯(−2i)− 2ψ¯(−i) . (20)
Assume in addition that ∫
|x|>1
e2(R−1)xν(dx) <∞.
Then the representation (10) holds for F with
µt =
1
2pi
∫
R+iR
gˆ(u)φ¯T−t(−u)Υ(u)S−1−iut (ψ(−u+ i)− ψ¯(−u))du , (21)
σt =
a
2pi
∫
R+iR
gˆ(u)φ¯T−t(−u)Υ(u)(−1− iu)S−1−iut du , (22)
γt(z) =
1
2pi
∫
R+iR
gˆ(u)φ¯T−t(−u)Υ(u)S−1−iut (e(−1−iu)z − 1)du . (23)
Proof. The first part of this result (expression (19) for the optimal strategy) is proved in [22,
Proposition 7]; under slightly different conditions this result also follows from the general theorem
in [18].
To obtain the martingale representation (21)–(23), we apply, once again, Lemma 6, with R′ =
R − 1 and f(u) = 12pi gˆ(u + iR)Υ(u + iR). The validity of condition (61) follows from Lemma 4,
assumption (3) and assumption (18).
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3 Errors from discrete hedging: general result
Since continuously rebalancing one’s portfolio is unfeasible in practice, we assume that the hedging
portfolio is rebalanced at equally spaced dates Ti = iT/n, i = 0, . . . , n − 1, and denote by h the
distance between the rebalancing dates: h := T/n. For t ∈ (0, T ] we denote by η(t) the rebalancing
date immediately before t and by η(t) the rebalancing date immediately after t:
η(t) = sup{Ti, Ti < t}, η(t) = inf{Ti, Ti ≥ t}.
The trading strategy is therefore piecewise constant and is assumed to be given by Fη(t), where (Ft)
is the ‘ideal’ continuous-time hedging strategy that the agent would use if continuous rebalancing
were possible. The value of the hedging portfolio at time t is V0+
∫ t
0
Fs−dSs with continuous hedging
and V0 +
∫ t
0 Fη(s)dSs with discrete hedging. F
h
t denotes the left-continuous difference between the
continuously rebalanced strategy and the discretely rebalanced one: Fht := Ft− − Fη(t). We study
the L2 convergence to 0, when h → 0, of the difference between discrete and continuous hedging
portfolio ∫ T
0
(Ft− − Fη(t))dSt ≡
∫ T
0
Fht dSt.
Choose a function r(h) : (0,∞)→ (0,∞) with limh↓0 r(h) = 0 (the rate of convergence to zero
of the hedging error). We shall see that under suitable assumptions E[(
∫ T
0 F
h
t dSt)
2/r(h)] converges
to a finite nonzero limit when h ↓ 0.
Theorem 1. Assume that the hedging strategy F is of the form (10) and
lim
h↓0
h
r(h)
E
[∫ T
0
S2t (η(t)− t)
(
µ2t +
∫
R
γ2t (z)ν(dz)
)
dt
]
= 0 . (24)
Then
lim
h↓0
1
r(h)
E


(∫ T
0
Fht dSt
)2 = lim
h↓0
A
r(h)
E
[∫ T
0
S2t (η(t)− t)
(
σ2t +
∫
R
γ2t (z)e
2zν(dz)
)
dt
]
, (25)
whenever the limit on the right-hand side exists.
Corollary 1. Assume that (24) is satisfied and
E
[∫ T
0
S2t
(
σ2t +
∫
R
γ2t (z)e
2zν(dz)
)
dt
]
<∞. (26)
Then
lim
h↓0
1
h
E

(∫ T
0
Fht dSt
)2 = A
2
E
[∫ T
0
S2t
(
σ2t +
∫
R
γ2t (z)e
2zν(dz)
)
dt
]
.
If the condition (26) is not satisfied, then clearly the limit in (25) can only exist with a con-
vergence rate worse than r(h) = h. Therefore the best possible convergence rate which can be
obtained with Theorem 1, and which is realized for regular strategies, is r(h) = h. However, worse
rates may arise in the presence of irregular pay-offs. In the following, we will refer to the situation
when (26) is satisfied and r(h) = h as regular regime and to the other situations as irregular regime.
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Proof of Corollary 1. The proof is very similar to that of the Riemann-Lebesgue lemma. Let
gh(t) :=
η¯(t)− t
h
, f(t) := E
[
S2t
(
σ2t +
∫
R
γ2t (z)e
2zν(dz)
)]
.
For any piecewise constant function u : [0, T ]→ R, we clearly have
lim
h↓0
∫ T
0
gh(t)u(t)dt =
1
2
∫ T
0
u(t)dt.
Let (fn)n≥1 be a sequence of piecewise constant functions satisfying fn(t) ≤ fn+1(t) ≤ f(t) and
limn→∞ fn(t) = f(t) for all t ∈ [0, T ]. Then, by monotone convergence, since |gh| ≤ 1,
lim
n→∞
∫ T
0
(f(t)− fn(t))gh(t)dt = 0,
uniformly on h, which proves that
lim
h↓0
∫ T
0
f(t)gh(t)dt =
1
2
∫ T
0
f(t)dt.
Proof of Theorem 1. We define auxiliary probability measures P 1 and P 2 by
dP k
dP
∣∣∣
Ft
:=
ekXt
etψ(−ik)
, k = 1, 2.
Under P k, the process (W
(k)
t ) defined by W
(k)
t =Wt − akt is a standard Brownian motion and
J˜ (k)(dt× dz) = J˜(dt× dz)− dt× (ekz − 1)ν(dz)
is a compensated Poisson random measure. Therefore, the drift of F under P k is given, by
µ
(k)
t = µt + akσt +
∫
R
γt(z)(e
kz − 1)ν(dz). (27)
The hedging error satisfies
1
r(h)
E


(∫ T
0
Fht dSt
)2 = 1
r(h)
E


(∫ T
0
Fht dS
m
t
)2
+
b2
r(h)
E

(∫ T
0
Fht Stdt
)2+ 2b
r(h)
E
[∫ T
0
Fht Stdt×
∫ T
0
Fht dS
m
t
]
, (28)
where Sm denotes the martingale part of S. The first term in the right-hand side satisfies
E
(∫ T
0
Fht dS
m
t
)2
= AE
[∫ T
0
(Fht )
2S2t dt
]
= A
∫ T
0
etψ(−2i)EP
2
[(Fht )
2]dt
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if the expectations are finite. The expectation under the integral sign can be decomposed as follows:
EP
2
[(Fht )
2] = EP
2


(∫ t
η(t)
µ(2)s ds
)2
+ EP
2

(∫ t
η(t)
σsdW
(2)
s +
∫ t
η(t)
∫
R
γs−(z)J˜
(2)(ds× dz)
)2
+ EP
2
[(∫ t
η(t)
σsdW
(2)
s +
∫ t
η(t)
∫
R
γs−(z)J˜
(2)(ds× dz)
)∫ t
η(t)
µ(2)s ds
]
. (29)
The second term in the right-hand side above satisfies
EP
2


(∫ t
η(t)
σsdW
(2)
s +
∫ t
η(t)
∫
R
γs−(z)J˜
(2)(ds× dz)
)2 = EP 2
[∫ t
η(t)
(
σ2s +
∫
R
γ2s (z)e
2zν(dz)
)]
and its integral gives, using integration by parts and switching back to the probability P ,
A
r(h)
∫ T
0
etψ(−2i)EP
2
[∫ t
η(t)
(
σ2s +
∫
R
γ2s (z)e
2zν(dz)
)]
dt
=
A
r(h)
∫ T
0
dtEP
2
[
σ2t +
∫
R
γ2t (z)e
2zν(dz)
] ∫ η(t)
t
esψ(−2i)ds
=
A(1 +O(h))
r(h)
E
[∫ T
0
S2t (η(t)− t)
(
σ2t +
∫
R
γ2t (z)e
2zν(dz)
)]
,
which converges to the same limit as (25). In view of this result and of the fact that the cross terms
in (28) and (29) can be estimated using the Cauchy-Schwartz inequality, to prove the theorem it
remains to show that, under the assumptions and when the limit in the right-hand side of (25)
exists,
lim
h↓0
1
r(h)
∫ T
0
etψ(−2i)EP
2

(∫ t
η(t)
µ(2)s ds
)2 dt = 0 (30)
and lim
h↓0
1
r(h)
E


(∫ T
0
Fht Stdt
)2 = 0. (31)
Proof of (30) The expression under the lim sign satisfies
1
r(h)
∫ T
0
etψ(−2i)EP
2
(∫ t
η(t)
µ(2)s ds
)2
dt ≤ h
r(h)
∫ T
0
etψ(−2i)EP
2
[∫ t
η(t)
(µ(2)s )
2ds
]
dt
=
h(1 +O(h))
r(h)
∫ T
0
(η(t)− t)E
[
S2t (µ
(2)
t )
2
]
dt
≤ Ch
r(h)
∫ T
0
(η(t)− t)E
[
S2t µ
2
t + S
2
t σ
2
t + S
2
t
(∫
R
γt(z)(e
2z − 1)ν(dz)
)2]
dt,
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for some constant C <∞, where the last estimate follows from (27). By the Jensen inequality (for
|z| > 1) and the Cauchy-Schwartz inequality (for |z| ≤ 1),
(∫
R
γt(z)(e
2z − 1)ν(dz)
)2
≤ 2
∫
|z|≤1
(e2z − 1)2ν(dz)
∫
|z|≤1
γ2t (z)ν(dz)
+ 2
∫
|z|>1
|e2z − 1|ν(dz)
∫
|z|>1
γ2t (z)|e2z − 1|ν(dz) ≤ C
∫
R
γ2t (z)(1 + e
2z)ν(dz).
The limit (30) now follows from the assumptions of the theorem and the existence of the limit
(25).
Proof of (31) The error term in (31) can be rewritten as
1
r(h)
E

(∫ T
0
Fht Stdt
)2 = 2
r(h)
n∑
i=1
∫ Ti
Ti−1
dt
∫ Ti
t
dsE[(Ft − FTi−1)(Fs − FTi−1)StSs]
+
2
r(h)
∑
1≤i<j≤n
∫ Ti
Ti−1
dt
∫ Tj
Tj−1
dsE[(Ft − FTi−1)(Fs − FTj−1 )StSs]
=
2
r(h)
n∑
i=1
∫ Ti
Ti−1
dt
∫ Ti
t
dse(s−t)ψ(−i)E[(Ft − FTi−1 )2S2t ]
+
2
r(h)
n∑
i=1
∫ Ti
Ti−1
dt
∫ Ti
t
dsesψ(−i)EP
1
[(Ft − FTi−1)(Fs − Ft)St]
+
2
r(h)
∑
1≤i<j≤n
∫ Ti
Ti−1
dt
∫ Tj
Tj−1
dsesψ(−i)EP
1
[(Ft − FTi−1 )(Fs − FTj−1 )St]
=
O(h)
r(h)
∫ T
0
dtE[(Ft − Fη(t))2S2t ] +
2
r(h)
∫ T
0
dt
∫ T
t
dsesψ(−i)EP
1
[(Ft − Fη(t))(Fs − Fη(s)∨t)St].
The first term in the last line converges to zero by the first part of the proof. To compute the second
term, we introduce the conditional expectation with respect to Fη(s)∨t inside the expectation EP1.
The fact that the local martingale part of F has zero expectation can be justified using (25).
Finally, we get∣∣∣∣∣ 2r(h)
∫ T
0
dt
∫ T
t
dsesψ(−i)EP
1
[(Ft − Fη(t))(Fs − Fη(s)∨t)St]
∣∣∣∣∣
=
∣∣∣∣∣ 2r(h)
∫ T
0
dt
∫ T
t
dsesψ(−i)EP
1
[
(Ft − Fη(t))St
∫ s
η(s)∨t
µ(1)u du
]∣∣∣∣∣
=
∣∣∣∣∣ 2r(h)
∫ T
0
dt
∫ T
t
dsE[µ(1)s (Ft − Fη(t))StSs]
∫ η(s)
s
e(u−s)ψ(−i)du
∣∣∣∣∣
≤ 2
r(h)
∫ T
0
dtE[(Ft − Fη(t))2S2t ]
1
2
∫ T
0
dsE[(µ(1)s )
2S2s ]
1
2
∫ η(s)
s
e(u−s)ψ(−i)du
≤ C
(
1
r(h)
∫ T
0
dtE[(Ft − Fη(t))2S2t ]
) 1
2

 1
r(h)
∫ T
0
dsE[(µ(1)s )
2S2s ]
{∫ η(s)
s
e(u−s)ψ(−i)du
}2
1
2
,
9
where the last implication follows from the Jensen inequality. The first factor in the in the right-
hand side above was shown to be bounded in the beginning of the proof. As for the second factor,
1
r(h)
∫ T
0
dsE[(µ(1)s )
2S2s ]
{∫ η(s)
s
e(u−s)ψ(−i)du
}2
=
O(h)
r(h)
∫ T
0
ds(η(s)− s)E[(µ(1)s )2S2s ],
which can be shown to converge to zero in the same way as we did in the proof of (30).
4 Convergence rates of specific strategies
We start by introducing a set of assumptions on the Le´vy measure ν of X , which will be used in
different theorems later in this section. In theorems dealing with the delta-hedging strategy we
require:∫
|x|>1
eRxν¯(dx) <∞,
∫
|x|>1
e2(Rx∨x)ν(dx) <∞, and
∫
|x|>1
e2(R−1)xν(dx) <∞. (32)
The first condition guarantees the integrability of the option payoff under Q (recall that pay-off
function satisfies |G(S)| ≤ CSR), the second ensures the square integrability of the option price and
the stock price under P , and the last condition allows to construct a martingale-drift representation
for the strategy.
For analyzing the quadratic hedging under the martingale probability we require the stock price
and the option pay-off to be square integrable under Q as well:∫
|x|>1
e2(Rx∨x)ν¯(dx) <∞,
∫
|x|>1
e2(Rx∨x)ν(dx) <∞, and
∫
|x|>1
e2(R−1)xν(dx) <∞. (33)
The following alternative assumptions determine the decay properties of characteristic function
of X at infinity.
(H1) The Le´vy measure ν is of the form ν = ν0 + ν1 where ν0 is a finite measure on R and ν1 has
a positive density of the form
ν1(x) =
k(x)
|x| ,
where the function k is right-continuous and increasing on (−∞, 0) and left-continuous and
decreasing on (0,∞).
(H2-α) The Le´vy measure ν satisfies
lim sup
r→0
rα−2
∫
[−r,r]
x2ν(dx) > 0.
(H3-α) The Le´vy measure ν satisfies ∫
[−1,1]
|x|αν(dx) <∞.
(H4-α) The Le´vy measure ν has a density satisfying
ν(x) =
f(x)
|x|1+α , limx→0+ f(x) = f+, limx→0− f(x) = f−
for some constants f− > 0 and f+ > 0.
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The assumption H1 guarantees at least power-law decay of the characteristic function at infinity
(see Lemma 1 in the Appendix). It is satisfied by most parametric infinite intensity processes used
in financial modeling: for the variance gamma [19] and CGMY [5] processes this is immediately
clear by looking at the Le´vy measure while for the normal inverse Gaussian process [2] and the gen-
eralized hyperbolic distribution [10] it follows from the self-decomposability of these distributions
shown in [16] and the characterization of self-decomposable distributions in [21, Chapter 3].
The assumptions H2-α, H3-α and H4-α with 0 < α < 2 characterize different aspects of
stable-like behavior of small jumps of the Le´vy process. They are satisfied by the CGMY process
(with α = Y ), the normal inverse Gaussian process (with α = 1) and the generalized hyperbolic
distribution (with α = 1 in general; see [7, pages 125–126]). They are not satisfied by the variance
gamma process. It is clear that the assumption H4-α implies H2-α and H3-α.
We start our analysis with regular pay-offs, in which case the convergence takes place in the
regular regime with the rate r(h) = h. In the following theorem and its proof, we use the notation
of Propositions 2 and 3.
Theorem 2 (Regular pay-offs). Let the pay-off function and the Le´vy process satisfy the conditions
(6)–(7) for some R ∈ R and assume that one of the three alternative conditions holds:
• ν satisfies the assumption H1 and a = 0;
• ν satisfies the assumption H2-α with α ∈ (0, 2) and a = 0;
• a > 0.
Let the hedging strategy be given by Proposition 2 and assume that (32) holds or let the hedging
strategy be given by Proposition 3 and assume that (33) holds. Then
lim
h↓0
1
h
E

(∫ T
0
Fht dSt
)2 = A
2
E
[∫ T
0
S2t
(
σ2t +
∫
R
γt(z)e
2zν(dz)
)
dt
]
. (34)
Remark 1. As will become clear from the proof, for example, for delta hedging, the limiting
renormalized discretization error can be evaluated via a two-dimensional integral.
lim
h↓0
1
h
E

(∫ T
0
Fht dSt
)2
=
A
8pi4
∫
R+iR
∫
R+iR
du1 du2(φT (−u1 − u2)− φ¯T (−u1)φ¯T (−u2))gˆ(u1)gˆ(u2)f(u1, u2),
where f(u1, u2) = −u1u2ψ(−u1 − u2)− ψ(−u1 − i)− ψ(−u2 − i) + ψ(−2i)
ψ(−u1 − u2)− ψ¯(−u1)− ψ¯(−u2)
.
In any case, our goal in this paper is not to compute the hedging error explicitly but rather to gain
an understanding of its behavior as the rebalancing step tends to zero.
Proof. Step 1. From Lemma 1 or, under the condition a > 0, directly from the form of the
characteristic function, and from Lemma 5 it follows that∫
R
|φ¯T−t(u− iR)|
1 + |u| du <∞, ∀t < T,
and therefore Proposition 2 holds.
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With µ, σ and γ as in (14)–(16) for the delta hedging strategy or as in (21)–(23) for the
quadratic hedging strategy, define
I1(t) := E[S
2
t µ
2
t ] , I2(t) := E[S
2
t σ
2
t ] , (35)
I3(t) := E[S
2
t
∫
R
γ2t (z)ν(dz)] , I4(t) := E[S
2
t
∫
R
γ2t (z)e
2zν(dz)] . (36)
Suppose that we can show that
∫ T
0
Ii(t)dt < ∞ for i ∈ {1, 2, 3, 4}. Then assumption (26) of
Corollary 1 is satisfied and assumption (24) of Theorem 1 is satisfied as well (r(h) = h). Therefore,
by an application of Corollary 1 the proof is complete.
Step 2. For the delta hedging strategy (proposition 2, ) from equations (14)–(16) and the bound
(9),
Ii(t) ≤ C
∫
R+iR
∫
R+iR
|fi(u1, u2)φ¯T−t(−u1)φ¯T−t(−u2)φt(−u1 − u2)|
(|u1|+ 1)(|u2|+ 1) du1du2
for some C > 0, where
f1(u1, u2) = (ψ(−u1 + i)− ψ¯(−u1))(ψ(−u2 + i)− ψ¯(−u2)),
f2(u1, u2) = a
2(−1− iu1)(−1− iu2),
f3(u1, u2) =
∫
R
(e(−1−iu1)z − 1)(e(−1−iu2)z − 1)ν(dz)
= ψ(−u1 − u2 + 2i)− ψ(−u1 + i)− ψ(−u2 + i))− f2(u1, u2)
and
f4(u1, u2) =
∫
R
e2z(e(−1−iu1)z − 1)(e(−1−iu2)z − 1)ν(dz)
= ψ(−u1 − u2)− ψ(−u1 − i)− ψ(−u2 − i) + ψ(−2i)− f2(u1, u2)
From Lemmas 5 and 4,
|fi(u1 + iR, u2 + iR)| ≤ C(1 +
√
|ℜψ(u1)|)(1 +
√
|ℜψ(u2)|) (37)
for some C <∞ and i ∈ {1, 2, 3, 4}. Corollary 2 and Lemma 5 then imply that Ii(t) ≤ J(t), where
the function J is defined by
J(t) = C
∫
R2
(1 +
√
|ℜψ(u1)|)(1 +
√
|ℜψ(u2)|)
(1 + |u1|)(1 + |u2|) e
c(ℜψ(u1+u2)t+ℜψ(u1)(T−t)+ℜψ(u2)(T−t))du1du2
(38)
for some constants C > 0 and c > 0 (which will later change from line to line).
For the quadratic hedging strategy (proposition 3), by the same arguments, we get that
Ii(t) ≤ C
∫
R2
(1 +
√
|ℜψ(u1)|)(1 +
√
|ℜψ(u2)|)|Υ(u1 + iR)Υ(u2 + iR)|
(1 + |u1|2)|(1 + |u2|2)
× ec(ℜψ(u1+u2)t+ℜψ(u1)(T−t)+ℜψ(u2)(T−t))du1du2
From Lemma 4 we now get that
|Υ(u+ iR)| ≤ C(1 +
√
|ψ(u)|) ≤ C(1 + |u|),
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which implies Ii(t) ≤ J(t).
It remains to show that
∫ T
0 J(t)dt <∞, and the theorem will be proved.
Step 3. Assume first that ν satisfies H1. The change of variables u1+u2 = v1 and u1−u2 = v2
together with (52) and Lemma 3 yields
J(t) ≤C
∫
R2
(1 +
√
|ℜψ((v1 + v2)/2)|)(1 +
√
|ℜψ((v1 − v2)/2)|)
(1 + |v1 + v2|)(1 + |v1 − v2|) e
c(ℜψ(v1)T+ℜψ(v2)(T−t))dv1dv2 .
Now by (53)
J(t) ≤ C
∫
R2
1 + |ℜψ(v1/2))|+ |ℜψ(v2/2)|
(1 + |v1 + v2|)(1 + |v1 − v2|) e
c(ℜψ(v1)T+ℜψ(v2)(T−t)dv1dv2 .
Step 4. In this last step we consider the integral of J(t) over [0, T ].
∫ T
0
J(t)dt ≤ C
∫
R2
(1 + |ℜψ(v1/2))|+ |ℜψ(v2/2)|)ecℜψ(v1)T
(1 + |v1 + v2|)(1 + |v1 − v2|)
1− ecℜψ(v2)T
ℜψ(v2) dv1dv2
≤ C
∫
R2
(1 + |ℜψ(v1/2))|+ |ℜψ(v2/2)|)ecℜψ(v1)T
(1 + |v1 + v2|)(1 + |v1 − v2|)
1
1 + |ℜψ(v2)|dv1dv2
≤ C
∫
R2
(1 + |ℜψ(v1)|)ecℜψ(v1)T
(1 + |v1 + v2|)(1 + |v1 − v2|)dv1dv2,
where the last inequality follows from (46).
From Lemma 2 we then get
∫ T
0
J(t)dt ≤ C
∫
R
(1 + |ℜψ(v1)|)(1 + log(1 + |v1|))ecℜψ(v1)
1 + |v1| dv1,
and also ∫ T
0
J(t)dt ≤ C
∫
R
(1 + log(1 + |v1|))ecℜψ(v1)
1 + |v1| dv1,
for different constants c and C. Lemma now 1 allows to conclude that this integral is finite,
completing the proof of the theorem under the assumption H1.
Suppose now that one of the two alternative assumptions is satisfied. Then, from Lemma 1,
or, if a > 0, directly from the form of the characteristic function, we get
J(t) ≤ C
∫
R2
(1 + |v1 + v2|α/2)(1 + |v1 − v2|α/2)
(1 + |v1 + v2|)(1 + |v1 − v2|) e
−cT |v1|
α−c(T−t)|v2|
α
dv1dv2,
where we set α = 2 if a > 0. To finish the proof in this case, it is now sufficient to repeat the
arguments from the beginning of step 3 onwards, taking ψ(u) = −|u|α.
Next, we turn to options with irregular pay-offs. In this case the convergence rate of the
discretization error to zero is not necessarily r(h) = h, but depends on the properties of the Le´vy
measure of X near zero. Therefore, we need to make a precise assumption about these properties.
For the same reason (to compute the precise convergence rate and the constant rather than just
an upper bound) it is necessary to fix the pay-off profile.
Theorem 3 (Delta hedging, digital options). Let the pay-off function be given by G(ST ) = 1ST≥K
and assume (32) for some R > 0. Let the hedging strategy be given by Proposition 2.
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1. Assume that a = 0 and ν satisfies the assumption H4-α with α ∈ (1, 2). Then the hedging
error satisfies
lim
h↓0
1
r(h)
E


(∫ T
0
Fht dSt
)2 = ADα
2pi(f+ + f−)1/α
pT (logK),
with r(h) = h1−1/α, where Dα is a constant depending only on α and given explicitly by
Dα :=
1
(2Γ(−α) cos(pi(2− α)/2))1/α
∫
R
dv
1− e−|v|α − |v|αe−|v|α
|v|α(1 − e−|v|α)
and pT is the density of XT , which can be computed from the characteristic function via
pT (logK) =
1
2pi
∫
R
dve−iv logKeTψ(v).
2. Assume that a > 0. Then the hedging error satisfies
lim
h↓0
1√
h
E

(∫ T
0
Fht dSt
)2 = AD
2pia
pT (logK),
with
D :=
∫
R
dv
1− e−v2 − v2e−v2
v2(1 − e−v2) . (39)
Proof. We use the notation introduced in the proof of Theorem 2. The proof below covers both
cases by setting α = 2 in the case a > 0. As a preliminary remark, observe that by Lemma 5, the
risk-neutral characteristic exponent ψ¯ also has the property (48) of Lemma 1. This shows that
condition (11) is satisfied and Proposition 2 holds.
Step 1. Let
ei(u1, u2, t) := fi(u1 + iR, u2 + iR)φ¯T−t(−u1 − iR)φ¯T−t(−u2 − iR)
× φt(−u1 − u2 − 2iR)Kiu1+iu2−2R.
Then, with a change of variables,
Ii(t) =
1
4pi2
∫
R2
ei(u1, u2, t)du1du2 =
h−1/α
8pi2
∫
R2
ei
(
v1 + v2h
−1/α
2
,
v1 − v2h−1/α
2
, t
)
dv1dv2 .
In this first step we would like to show that∫ T
0
h−1(η¯(t)− t)ei
(
v1 + v2h
−1/α
2
,
v1 − v2h−1/α
2
, t
)
dt ,
is bounded from above by a function which does not depend on h and is integrable with respect
to v1 and v2. This will on one hand prove the assumption (24) (with r(h) = h
1−1/α) and on the
other hand will enable us to use the dominated convergence theorem for computing the limit in
(25).
Using property (48), corollary 2, and the estimate (37),
|ei(u1, u2, t)| ≤ Ce−c{t|u1+u2|
α+(T−t)|u1|
α+(T−t)|u2|
α}(1 + |u1|α/2)(1 + |u2|α/2)
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for some constants c, C > 0 which may change from line to line. By Lemma 3, we then get:∣∣∣∣ei
(
v1 + v2
2
,
v1 − v2
2
, t
)∣∣∣∣ ≤ Ce−c{T |v1|α+(T−t)|v2|α}(1 + |v1|α + |v2|α),
and finally, evaluating the time integral explicitly using the formula
∫ T
0
(η¯(t)− t)ea(T−t)dt =
n∑
i=1
ea(T−Ti)
∫ h
0
teatdt =
(aheah − eah + 1)(1− eaT )
a2(1 − eah) , (40)
we get
∫ T
0
h−1(η¯(t)− t)
∣∣∣∣ei
(
v1 + v2h
−1/α
2
,
v1 − v2h−1/α
2
, t
)∣∣∣∣ dt
≤ Ch−2(h(1 + |v1|α) + |v2|α)e−cT |v1|
α
∫ T
0
(η¯(t)− t)e−c(T−t)h−1|v2|αdt
≤ C(1 + |v1|α)e−cT |v1|
α−c|v2|αe−c|v2|α − e−c|v2|α + 1
|v2|α(1− e−c|v2|α)
,
where the last inequality follows from the bound 1 − e−x ≤ x, x ≥ 0. Since the last expression is
integrable with respect to v1 and v2 (it is bounded near zero and behaves like
1
|v2|α
at infinity),
step 1 is completed.
Step 2. Let us now compute the renormalized limiting hedging error
ε0 := lim
h→0
Ah1/α−1E
∫ T
0
S2t (η¯(t)− t)
(
σ2t +
∫
R
γ2t (z)e
2zν(dz)
)
dt
= lim
h→0
A
8pi2
∫
R2
dv1 dv2
∫ T
0
h−1(η¯(t)− t){e2 + e4}
(
v1 + v2h
−1/α
2
,
v1 − v2h−1/α
2
, t
)
dt .
By the dominated convergence theorem, whose application is justified by Step 1, we can compute
the limit inside the integral with respect to v1 and v2.
lim
h→0
∫ T
0
h−1(η¯(t)− t){e2 + e4}
(
v1 + v2h
−1/α
2
,
v1 − v2h−1/α
2
, t
)
dt = eTψ(−v1−2iR)Kiv1−2RL1L2,
with
L1 = lim
h→0
h
{
ψ(−v1 − 2iR)− ψ
(
−v1 + v2h
−1/α
2
− i(R+ 1)
)
− ψ
(
−v1 − v2h
−1/α
2
− i(R+ 1)
)
+ ψ(−2i)
}
,
L2 = lim
h→0
∫ T
0
dt(η¯(t)− t)h−2e(T−t){−ψ(−v1−2iR)+ψ¯(− v1+v2h
−1/α
2
−iR)+ψ¯(−
v1−v2h
−1/α
2
−iR)},
provided that both limits exist. Now, a direct computation using Lemma 5 and equations (47) of
Lemma 1 yields L1 = 2
−α(c+ + c−)|v2|α, v2 6= 0, where the constants c+ and c− are defined in
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Lemma 1. To compute L2, we first observe that for all v2 6= 0
lim
h→0
{
−ψ(−v1 − 2iR) + ψ¯
(
−v1 + v2h
−1/α
2
− iR
)
+ ψ¯
(
−v1 − v2h
−1/α
2
− iR
)}
= −∞,
lim
h→0
h
{
−ψ(−v1 − 2iR) + ψ¯
(
−v1 + v2h
−1/α
2
− iR
)
+ ψ¯
(
−v1 − v2h
−1/α
2
− iR
)}
= −2−α(c+ + c−)|v2|α 6= 0.
Combined with the explicit formula (40), these two limits allow to conclude that
L2 =
κ(v2)e
κ(v2) − eκ(v2) + 1
κ(v2)2(1 − eκ(v2))
, κ(v2) = −2−α(c+ + c−)|v2|α.
Finally, assembling L1 and L2 together and performing the integration with respect to v1 and v2,
the proof is completed.
The behavior of the quadratic hedging strategy for options with irregular pay-off is very different
from that of delta hedging: the convergence rate improves rather than deteriorates when the
Blumenthal-Getoor index α decreases, and in many cases the convergence takes place in the regular
regime even for digital options.
Theorem 4 (Martingale quadratic hedging, digital options, regular regime). Let the pay-off func-
tion and the Le´vy process satisfy the conditions (1)–(2) and (33) for some R ∈ R, and assume that
one of the two alternative conditions holds:
• a = 0 and ν satisfies the assumptions H1 and H3-α+ for some α+ ∈ (0, 1].
• a = 0 and ν satisfies the assumptions H2-α− and H3-α+ with 0 < α− ≤ α+ < 32 .
Let the hedging strategy be given by Proposition 3. Then
lim
h↓0
1
h
E


(∫ T
0
Fht dSt
)2 = A
2
E
[∫ T
0
S2t
(
σ2t +
∫
R
γt(z)e
2zν(dz)
)
dt
]
.
Proof. From the assumption H3-α+, for all u ∈ R,
|Υ(u+ iR)| = 1
A¯
∣∣∣∣
∫
R
ν(dx)(eRx−iux − 1)(ex − 1)
∣∣∣∣ ≤ C + C
∣∣∣∣∣
∫
|x|≤1
ν(dx)(e−iux − 1)eRx(ex − 1)
∣∣∣∣∣
≤ C
∫
|x|≤1
ν(dx)|ux|α+−1|e−iux − 1|2−α+eRx|ex − 1| ≤ C(1 + |u|α+−1). (41)
for some constant C > 0 which changes from line to line. The same argument as in the proof of
Theorem 2 then yields
Ii(t) ≤ J(t) := C
∫
R2
(1 +
√
|ℜψ(u1)|)(1 +
√
|ℜψ(u2)|)
(1 + |u1|(2−α+)∧1)(1 + |u2|(2−α+)∧1)
× ec(ℜψ(u1+u2)t+ℜψ(u1)(T−t)+ℜψ(u2)(T−t))du1du2,
which leads to∫ T
0
J(t)dt ≤ C
∫
R2
(1 + |ℜψ(v1)|)ecℜψ(v1)T
(1 + |v1 + v2|(2−α+)∧1)(1 + |v1 − v2|(2−α+)∧1)
dv1dv2. (42)
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If α+ ≤ 1, the above expression reduces to∫ T
0
J(t)dt ≤ C
∫
R2
(1 + |ℜψ(v1)|)ecℜψ(v1)T
(1 + |v1 + v2|)(1 + |v1 − v2|)dv1dv2,
which is exactly the same as in Theorem 2, and so the proof is completed.
Suppose α+ > 1. By assumptions of the theorem this means that H2-α− is satisfied with
α− > 0. By Lemmas 1 and 2, the integral (42) then reduces to∫ T
0
J(t)dt ≤ C
∫
R
(1 + |ℜψ(v1)|)ecℜψ(v1)T
1 + |v1|2α+−3 dv1 ≤ C
∫
R
(1 + |ℜψ(v1)|)e−cT |v1|α−
1 + |v1|2α+−3 dv1,
which is clearly finite.
Theorem 5 (Martingale quadratic hedging, digital options, irregular regime). Let the pay-off
function be given by G(ST ) = 1ST≥K and assume (33) for some R > 0. Let the hedging strategy
be given by Proposition 3.
1. Let a = 0 and let ν satisfy the assumption H4-α with α ∈ ( 32 , 2). Then the hedging error
satisfies
lim
h↓0
1
r(h)
E


(∫ T
0
Fht dSt
)2 = 1
2pi
AQα
γ+γ−
A¯2
(f+ + f−)
3
α−2pT (logK)
with r(h) = h
3
α−1, where Qα is a constant depending only on α and given by
Qα :=
(
2Γ(−α) cos
(
pi(2 − α)
2
)) 3
α
−2 ∫
R
dv
1 − e−|v|α − |v|αe−|v|α
|v|4−α(1− e−|v|α) ,
and the constants γ+, γ− are defined in equations (43)–(44) in terms of f+, f− and α.
2. Let a > 0. Then the hedging error satisfies
lim
h↓0
1√
h
E

(∫ T
0
Fht dSt
)2 = AD
2pia
pT (logK)
a4
A¯2
with D as in (39).
Remark 2. The limiting case when a = 0 and ν satisfies H4- 32 is not covered by Theorems 4 and
5. While it is easy to show that the convergence rate in this case will be better than r(h) = h1−ε
for every ε > 0, it may not necessarily be equal to r(h) = h but include, for example, additional
logarithmic factors.
Remark 3. When a > 0 the convergence rate is r(h) =
√
h both for delta hedging and the
quadratic hedging, but the corresponding constant differs by a factor a
4
A¯2
, which is strictly smaller
than one whenever the underlying Le´vy process has jumps. Therefore, also in this case the
quadratic hedging strategy is superior to delta hedging.
Proof. As in the proof of Theorem 3, we establish the result in two steps: first, we find an up-
per bound and second, we will use the dominated convergence theorem to compute the limiting
renormalized hedging error. If a > 0, we set α = 2.
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Step 1. Let
ei(u1, u2, t) := fi(u1 + iR, u2 + iR)φ¯T−t(−u1 − iR)φ¯T−t(−u2 − iR)
× φt(−u1 − u2 − 2iR)Kiu1+iu2−2RΥ(u1 + iR)Υ(u2 + iR)
(R − iu1)(R − iu2) .
Then, with a change of variables,
1
r(h)
∫ T
0
(η¯(t)− t)Ii(t)dt = 1
2
∫ T
0
h1−
4
α (η¯(t)− t)
∫
R2
ei
(
v1 + v2h
−1/α
2
,
v1 − v2h−1/α
2
, t
)
dv1dv2
In this first step we would like to show that∫ T
0
h1−
4
α (η¯(t)− t)ei
(
v1 + v2h
−1/α
2
,
v1 − v2h−1/α
2
, t
)
dt
has an integrable bound.
First, we need to analyze the behavior of Υ(u) as u→∞. Suppose first that a = 0. Then
lim
u→+∞
Υ(u+ iR)
uα−1
= lim
u→+∞
1
uα−1A¯
∫
R
(eRx−iux − 1)(ex − 1)ν(dx)
= lim
u→+∞
1
uα−1A¯
{∫
R
(e−iux − 1)xν(dx)
+
∫
R
e−iux{e(1+R)x − eRx − x}ν(dx) +
∫
R
{1 + x− ex}ν(dx)
}
.
Since the two terms in the last line are bounded and α > 1,
lim
u→+∞
Υ(u+ iR)
uα−1
= lim
u→+∞
1
uα−1A¯
∫
R
(e−iux − 1)xν(dx)
= lim
u→+∞
1
uα−1A¯
{∫ ε
0
(e−iux − 1)f(x)
xα
dx−
∫ ε
0
(eiux − 1)f(−x)
xα
dx
}
,
where ε is chosen such that |f(x)| ≤ N for all x with |x| ≤ ε and some N < ∞. By a change of
variables and dominated convergence we then get
lim
u→+∞
Υ(u+ iR)
uα−1
= lim
u→+∞
1
A¯
{∫ εu
0
(e−ix − 1)f(x/u)
xα
dx −
∫ εu
0
(eix − 1)f(−x/u)
xα
dx
}
=
f+
A¯
∫ ∞
0
(e−ix − 1)
xα
dx − f−
A¯
∫ ∞
0
(eix − 1)
xα
dx.
Evaluating the integrals (see [21, lemma 14.11]) and treating the limit u → −∞ in a similar
manner, we finally obtain
lim
u→+∞
Υ(u+ iR)
|u|α−1 =
Γ(1− α)
A¯
{f+e−ipi(1−α)/2 − f−eipi(1−α)/2} := γ+
A¯
, (43)
lim
u→−∞
Υ(u+ iR)
|u|α−1 =
Γ(1− α)
A¯
{f+eipi(1−α)/2 − f−e−ipi(1−α)/2} := γ−
A¯
. (44)
If a > 0, a similar computation which is omitted to save space yields
lim
u→∞
Υ(u+ iR)
u
= −ia
2
A¯
. (45)
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Using property (48), corollary 2, estimate (37) and limits (43), (44) and (45),
|ei(u1, u2, t)| ≤ Ce−c{t|u1+u2|
α+(T−t)|u1|
α+(T−t)|u2|
α}(1 + |u1|3α/2−2)(1 + |u2|3α/2−2)
for some constants c, C > 0 which may change from line to line. By Lemma 3, we then get:∣∣∣∣ei
(
v1 + v2
2
,
v1 − v2
2
, t
)∣∣∣∣ ≤ Ce−c{T |v1|α+(T−t)|v2|α}(1 + |v1|3α−4 + |v2|3α−4),
and finally, evaluating the time integral using the formula (40),
∫ T
0
h1−
4
α (η¯(t)− t)
∣∣∣∣ei
(
v1 + v2h
−1/α
2
,
v1 − v2h−1/α
2
, t
)∣∣∣∣ dt
≤ C(h1− 4α (1 + |v1|3α−4) + h−2|v2|3α−4)e−cT |v1|
α
∫ T
0
(η¯(t)− t)e−c(T−t)h−1|v2|αdt
≤ C(1 + |v1|3α−4)e−cT |v1|
α−c|v2|αe−c|v2|α − e−c|v2|α + 1
|v2|4−α(1− e−c|v2|α) ,
where the last inequality follows from the bound 1 − e−x ≤ x3− 4α , x ≥ 0, which holds because
3 − 4α ∈ (13 , 1). Since the last expression is integrable with respect to v1 and v2 (it behaves like
1
|v2|4−2α
near zero and like 1|v2|4−α at infinity), step 1 is completed.
Step 2. Similarly to the proof of Theorem 3, we compute
lim
h→0
∫ T
0
h1−
4
α (η¯(t)− t){e2 + e4}
(
v1 + v2h
−1/α
2
,
v1 − v2h−1/α
2
, t
)
dt
= eTψ(−v1−2iR)Kiv1−2RL1L2L3,
where L1 and L2 are the same as in the proof of Theorem 3, and
L3 = lim
h→0
h2−
4
α
Υ
(
v1+v2h
−1/α
2 + iR
)
Υ
(
v1−v2h
−1/α
2 + iR
)
(
R− i v1+v2h−1/α2 + iR
)(
R− i v1−v2h−1/α2
) = γ+γ− (v2
2
)2α−4
if a = 0 and L3 =
a4
A¯2
if a > 0. Assembling the three factors together, the proof is completed.
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A Characteristic function estimates in exponential Le´vy mod-
els and other useful results
Below we use the common notation introduced in the beginning of section 2.
Lemma 1.
1. Let the Le´vy measure ν satisfy the assumption H1 on page 10. Then (i) for every t > 0 there exist
constants C > 0 and c > 0 such that
|φt(z)| ≤ C|z|
−c, z ∈ R
and (ii) there exists a constant c such that
u ≥ v implies ℜψ(u) ≤ ℜψ(v) + c for all u, v > 0 . (46)
2. Let ν satisfy the assumption H2-α with α ∈ (0, 2). Then there exist c > 0 and C > 0 such that
|φt(z)| ≤ Ce
−ct|z|α , ∀t > 0, ∀z.
3. Let ν satisfy the assumption H4-α with α ∈ (1, 2) and let a = 0. Then the characteristic exponent ψ
satisfies
lim
u→+∞
ψ(u)
|u|α
= −c+ and lim
u→−∞
ψ(u)
|u|α
= −c−, (47)
where
c+ = −Γ(−α){f+e
−ipiα/2 + f−e
ipiα/2}, c− = −Γ(−α){f+e
ipiα/2 + f−e
−ipiα/2}
and there exist constants c1, c3 ∈ R and c2, c4 > 0 such that for all u ∈ R,
c1 − c2|u|
α < ℜψ(u) < c3 − c4|u|
α. (48)
If a > 0 then equations (47) hold with c+ = c− =
a2
2
and inequality (48) holds with α = 2.
Proof.
1. The property (i) is Lemma 28.5 in [21]; let us concentrate on property (ii). Since this property is
linear in ψ and clearly satisfied by a Le´vy process with zero Le´vy measure, we can suppose without
loss of generality that a = 0. Let u ≥ v and u, v > 0, then
ℜψ(u)− ℜψ(v) =
{∫
R
(cos(ux)− 1)ν0(dx)−
∫
R
(cos(vx)− 1)ν0(dx)
}
+
{∫
R
(cos(ux)− 1)
k(x)
|x|
dx−
∫
R
(cos(vx)− 1)
k(x)
|x|
dx
}
. (49)
A change of variables (y = ux and y = vx) yields for the second term∫
R
(cos(ux)− 1)
k(x)
|x|
dx−
∫
R
(cos(vx)− 1)
k(x)
|x|
dx =
∫
R
(cos(y)− 1)
|y|
(k(y/u)− k(y/v))dy ≤ 0.
Thus, (46) is satisfied with c = 2
∫
R
ν0(dx).
21
2. This follows from the proof of Proposition 28.3 in [21].
3. Choose ε > 0 and N <∞ such that |f(x)| ≤ N for all x with |x| ≤ ε. Since α > 1,
lim
u→+∞
ψ(u)
uα
= lim
u→+∞
1
uα
∫
|x|≤ε
(eiux − iux− 1)ν(dx)
= lim
u→+∞
1
uα
∫
|x|≤ε
(eiux − iux− 1)
f(x)
|x|1+α
dx.
By a change of variables and dominated convergence we then get
lim
u→+∞
ψ(u)
uα
= lim
u→+∞
∫
|x|≤εu
(eix − ix− 1)
f(x/u)
|x|1+α
dx
= f−
∫ 0
−∞
(eix − ix− 1)
dx
|x|1+α
+ f+
∫ +∞
0
(eix − ix− 1)
dx
|x|1+α
.
These integrals are explicitly computed in [21, page 84], and the case u→ −∞ can be treated in a
similar manner. The estimates (48) follow directly from (47). For the case a > 0 see [3, page 16].
Lemma 2. Let α > 1
2
, α 6= 1. Then there exists C <∞ with∫
R
dv
(1 + |u+ v|α)(1 + |u− v|α)
≤ C(1 + |u|)1−2α.
In the case α = 1, there exits C <∞ with∫
R
dv
(1 + |u+ v|)(1 + |u− v|)
≤ C
1 + log(1 + |u|)
1 + |u|
.
Proof. In the case α 6= 1, we have∫
R
dv
(1 + |u+ v|α)(1 + |u− v|α)
=
∫ ∞
0
dv
(1 + ||u| + v|α)(1 + ||u| − v|α)
≤
2
1 + |u|α
∫ 2|u|
0
du
1 + ||u| − v|α
+ 2
∫ ∞
2|u|
dv
(1 + |v|α)(1 + | v
2
|α)
≤
C
(1 + |u|)α
∫ |u|
0
dv
(1 + v)α
+ C
∫ ∞
2|u|
dv
(1 + v)2α
≤
C
(1 + |u|)2α−1
,
where C is a constant which may change from inequality to inequality. In the case α = 1 the proof is done
in a similar manner (the logarithmic factor appears in the first integral of the last line).
Lemma 3.
1. For any Le´vy process X,
ℜψ(u) ≤
1
4
ℜψ(2u), u ∈ R. (50)
2. Assume that there exists a constant C > 0 such that
u ≥ v ⇒ ℜψ(u) ≤ ℜψ(v) +C , u, v > 0 . (51)
Then
ℜψ((u+ v)/2) + ℜψ((u− v)/2) ≤ (ℜψ(u) + ℜψ(v))/8 + C/4 (52)
and
√
|ℜψ((u+ v)/2)||ℜψ((u− v)/2)| ≤ 8(|ℜψ(u/2)| + |ℜψ(v/2)|) + 2C (53)
for all u, v ∈ R.
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Proof. By the Le´vy-Khintchine formula
ℜψ(2u) = −4a2
u2
2
+
∫
R
(cos(2ux)− 1)ν(dx)
= −4a2
u2
2
+ 2
∫
R
(cos(ux)− 1)2ν(dx) + 4
∫
R
(cos(ux)− 1)ν(dx)
≥ −4a2
u2
2
+ 4
∫
R
(cos(ux)− 1)ν(dx) ,
which proves (50). Combined with (51), this immediately yields
ℜψ((u+ v)/2) ≤ (ℜψ(u) + ℜψ(v))/8 + C/4 , u, v > 0 , (54)
and therefore, since ℜψ ≤ 0, for all u, v ∈ R,
ℜψ((u+ v)/2) + ℜψ((u− v)/2) = ℜψ(|u+ v|/2) +ℜψ(|u− v|/2)
= ℜψ((|u|+ |v|)/2) + ℜψ((|u| − |v|)/2) ≤ (ℜψ(|u|) + ℜψ(|v|))/8 + C/4 .
Finally, taking absolute values in the above inequality, we have
|ℜψ((u+ v)/2)|+ |ℜψ((u− v)/2)| ≥ (|ℜψ(|u|)|+ |ℜψ(|v|)|)/8 − C/4,
and after a change of variables,
|ℜψ((u+ v)/2)|+ |ℜψ((u− v)/2)| ≤ 8(|ℜψ(u/2)| + |ℜψ(v/2)|) + 2C,
from which (53) follows.
Lemma 4. Let R,R′ ∈ R with R ≤ R′ and assume∫
|x|>1
e−xRν(dx) <∞, and
∫
|x|>1
e−xR
′
ν(dx) <∞.
Then there exists C > 0 such that for all u, v ∈ C with ℑu ∈ [R,R′], ℑv ∈ [R,R′] and ℑu+ℑv ∈ [R,R′],
|ψ(u+ v)− ψ(u)− ψ(v)| ≤ C(1 +
√
|ℜψ(ℜu)|)(1 +
√
|ℜψ(ℜv)|).
Proof. From the Le´vy-Khintchine formula,
|ψ(u+ v)− ψ(u)− ψ(v)| =
∣∣∣∣−a2uv +
∫
R
(eiux − 1)(eivx − 1)ν(dx)
∣∣∣∣
≤ c1 + c2a
2(1 + |ℜu|)(1 + (|ℜv|) +
(∫
|x|≤1
|eiux − 1|2ν(dx)
) 1
2
(∫
|x|≤1
|eivx − 1|2ν(dx)
) 1
2
. (55)
for some constants c1 and c2. Let u = α+ iβ, then
ℜψ(ℜu) = −
a2α2
2
−
∫
R
(cosαx− 1)ν(dx). (56)
Therefore,
∫
|x|≤1
|eiux − 1|2ν(dx)
=
∫
|x|≤1
(e−βx − 1)2ν(dx) + 2
∫
|x|≤1
e−βx(1− cos(αx))ν(dx) ≤ c3 + 2e
|β||ℜψ(α)| (57)
for some c3 <∞. Combining (55), (56) and (57), the proof is completed.
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Corollary 2. Let R and R′ be as in Lemma 4. Then there exist constants C1 ∈ R and C2 > 0 for all
u ∈ C with ℑu ∈ [R,R′],
ℜψ(u) ≤ C1 + C2ℜψ(ℜu).
Lemma 5. Let R,R′, R¯, R¯′ ∈ R with R ≤ R′ and R¯ ≤ R¯′, such that∫
|x|>1
(e−xR + e−xR
′
)ν(dx) <∞, and
∫
|x|>1
(e−xR¯ + e−xR¯
′
)ν¯(dx) <∞.
Then there exists C > 0 such that for all u, v ∈ C with ℜu = ℜv, ℑu ∈ [R,R′] and ℑv ∈ [R¯, R¯′],
|ψ(u)− ψ¯(v)| ≤ C(1 +
√
|ℜψ(ℜu)|).
Proof. Let z = ℜu = ℜv. The difference in question can be rewritten as
ψ(u)− ψ¯(v) = ψ(z)− ψ¯(z)
+ ψ(u)− ψ(ℜu)− ψ(iℑu)
+ ψ¯(ℜv) + ψ¯(iℑv)− ψ¯(v)
+ ψ(iℑu) − ψ(iℑv). (58)
Let us start with the first line. From Theorem 33.1 in [21], γ− γ¯−
∫ 1
−1
x(ν− ν¯)(dx) = a2η for some η ∈ R.
This relation yields
|ψ(z)− ψ¯(z)| =
∣∣∣∣a2ηz +
∫
R
(eizx − 1)(eϕ(x) − 1)ν(dx)
∣∣∣∣ ,
where ϕ(x) is defined by eϕ(x) = ν(dx)/ν¯(dx). Equation (56) shows that when a > 0, the first term in
the right-hand side satisfies the required bound; let us focus on the second term (the integral). In the
following, C denotes a constant which may change from line to line.∣∣∣∣
∫
R
(eizx − 1)(eϕ(x) − 1)ν(dx)
∣∣∣∣ ≤ C +
∣∣∣∣∣
∫
|x|≤1
(eizx − 1)(eϕ(x) − 1)ν(dx)
∣∣∣∣∣
≤ C +
∣∣∣∣∣
∫
{x:|x|≤1}∩{x:|ϕ(x)|≤1}
(eizx − 1)(eϕ(x) − 1)ν(dx)
∣∣∣∣∣
≤ C +
(∫
{x:|x|≤1}
|eizx − 1|2ν(dx)
)1/2(∫
{x:|ϕ(x)|≤1}
(eϕ(x) − 1)2ν(dx)
)1/2
≤ C + C
(∫
{x:|x|≤1}
|eizx − 1|2ν(dx)
)1/2
≤ C(1 +
√
|ℜψ(z)|),
where the second and the fourth inequality follow from [21, Remark 33.3 ] and the last one follows from
(57). Finally,
|ψ(z)− ψ¯(z)| ≤ C(1 +
√
|ℜψ(z)|). (59)
Applying Lemma 4 to the second and the third line in (58), and observing that the fourth line is bounded
by a constant, we get
|ψ(u)− ψ¯(v)| ≤ C
(
1 +
√
|ℜψ(z)|+
√
|ℜψ¯(z)|
)
.
Now, using (59) for a second time, the proof is completed.
B Martingale representations for Fourier integrals
Lemma 6. Let the process F be defined by
Ft =
∫
R
f(u)φ¯T−t(−u− iR)S
R′−iu
t du, (60)
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where f is a deterministic function satisfying∫
R
|f(u)φ¯T−t(−u− iR)|du <∞, ∀t < T. (61)
Assume ∫
|x|>1
e2R
′xν(dx) <∞ and
∫
|x|>1
eRxν¯(dx) <∞. (62)
Then the representation (10) holds for F with
µt =
∫
R
f(u)φ¯T−t(−u− iR)S
R′−iu
t (ψ(−u− iR
′)− ψ¯(−u− iR))du, (63)
σt = a
∫
R
f(u)φ¯T−t(−u− iR)(R
′ − iu)SR
′−iu
t du, (64)
γt(z) =
∫
R
f(u)φ¯T−t(−u− iR)S
R′−iu
t (e
(R′−iu)z − 1)du. (65)
Proof. Let t < T . Applying the Itoˆ formula under the integral sign in (60), we find, under the condition
(62),
Ft − F0 =
∫
R
duf(u)
∫ t
0
φ¯T−s(−u− iR)S
R′−iu
s (ψ(−u− iR
′)− ψ¯(−u− iR))ds
+
∫
R
duf(u)
∫ t
0
φ¯T−s(−u− iR)(R
′ − iu)SR
′−iu
s adWs
+
∫
R
duf(u)
∫ t
0
φ¯T−s(−u− iR)S
R′−iu
s−
∫
R
(e(R
′−iu)z − 1)J˜X (ds× dz). (66)
To finish the proof, we apply a suitable Fubini-type theorem to each of the three terms. For the first term,
we use the standard Fubini theorem (path by path), whose applicability condition is∫
R
du
∫ t
0
∣∣∣f(u)φ¯T−s(−u− iR)SR′−ius (ψ(−u− iR′)− ψ¯(−u− iR))∣∣∣ ds
≤ C sup
s≤t
SR
′
s
∫
R
du
∫ t
0
∣∣∣f(u)e(T−s)ℜψ¯(−u−iR)∣∣∣ (1 +√|ℜψ¯(u)|) ds
≤ C sup
s≤t
SR
′
s
∫
R
du
∫ t
0
∣∣∣f(u)e(T−s)cℜψ¯(u)∣∣∣ (1 +√|ℜψ¯(u)|) ds
≤ C sup
s≤t
SR
′
s
∫
R
du
∣∣∣f(u)e(T−t)cℜψ¯(u)∣∣∣ <∞ a.s.,
where we used Lemma 5 to pass from line 1 to line 2 and Corollary 2 from line 2 to line 3, and the constants
c > 0 and C > 0 may change from line to line. Note that sups≤t S
R′
s <∞ a.s. because S is ca`dla`g.
Let us now assume that σ > 0 and study the second term in the right-hand side of (66), which can be
written as ∫
R
µ(du)
∫ t
0
Hus dWs, (67)
where µ(du) = |f(u)φ¯T−t(−u− iR)|du is a finite positive measure on R and
Hus =
af(u)φ¯T−s(−u− iR)
2pi|f(u)φT−t(−u− iR)|
(R′ − iu)SR
′−iu
s .
By the Fubini theorem for stochastic integrals (see [20, page 208]), we can interchange the two integrals
in (67) provided that
E
∫ t
0
µ(du)|Hus |
2ds <∞. (68)
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From Corollary 2 it follows that
|φ¯T−s(−u− iR)|
|φ¯T−t(−u− iR)|
≤ C,
for all s ≤ t ≤ T for some constant C > 0 which does not depend on s and t. To prove (68) it is then
sufficient to check
E
∫ t
0
∫
R
|f(u)φ¯T−t(−u− iR)||S
2(R′−iu)
s |
2(R′ − iu)2dudt <∞.
After evaluating the expectation explicitly using (62), the finiteness of this integral follows from
|φ¯T−t(−u− iR)| ≤ Ce
−(T−t)σ
2u2
2 . (69)
Therefore, the second term on the right-hand side of (66) is equal to
∫ t
0
σsdWs.
Let us now turn to the third term in the right-hand side of (66). Here we need to apply the Fubini
theorem for stochastic integrals with respect to a compensated Poisson random measure [1, Theorem 5]
and the applicability condition boils down to
E
∫ t
0
∫
R
|f(u)φ¯T−t(−u− iR)||S
2(R′−iu)
s |
2
∫
R
|e(R
′−iu)z − 1|2ν(dz)dudt <∞. (70)
If σ > 0, this is once again guaranteed by (69), and when σ = 0,∫
R
|e(R
′−iu)z − 1|2ν(dz) = ψ(−2iR′)− 2ℜψ(−u− iR′).
Therefore, evaluating the expectation explicitly, and using Lemma 5, the integrability condition (70)
reduces to ∫
R
|f(u)φ¯T−t(−u− iR)|(1 + |ℜψ¯(u)|)du <∞,
which holds by Corollary 2 and assumption (61).
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