This paper deals with a novel interactive approach of Artificial Neural Network (ANN) as an optimization tool for optimizing process parameters of rotary furnace. This approach solves a very challenging problem in the area of rotary furnace i.e. selection of optimal process parameters for producing homogenous quality castings. Rotary furnace involves several critical parameters like flame temperature, preheat air temperature, rotational speed of the furnace, excess air percentage, melting time, fuel consumption and melting rate of the molten metal which should be controlled throughout the melting process. In this paper the relation between input parameters such as flame temperature, preheat air temperature, rotational speed of the furnace and excess air percentage is established with output parameters such as melting time, fuel consumption and melting rate. Our model of feed-forward and backward ANN can work in practical scenario of industry by predicting the output process parameter in any number, this also help the decision maker to know the impact of input parameter on output of furnace before actually running it and input parameter needed to fed to the rotary furnace to have output of perquisite parameter. Back propagation neural network is used as a decision support tool. The network maps the forward and reverse relationship between process inputs and process output and predicts the optimal process parameters almost instantaneously. Accuracy of the forecast depends on training of the input parameters and a well trained set of parameters provides high accuracy. Trained network replaces the knowledge of an experienced worker reducing labor cost drastically. The input and output process parameters of rotary furnace used in this work are obtained from the intensive experimentation conducted in the faculty of engineering, Dayalbagh Educational Institute, Agra.
INTRODUCTION
Realizing the fact that process parameters in rotary furnace have direct impact over the quality of casting being produced, it becomes imperative to choose the right combination of these parameters. The correct combination of process parameters leads to fulfill various objectives. These objectives can be in terms of maximizing production, minimizing cost or maximizing quality. In normal course the selection of process parameters for rotary furnace is based on experience which involves trial and error. This kind of approach does not guarantee to produce quality casting every time and also requires significant investment of time, raw material and human resource. In this paper, we present a solution to the problem of choosing appropriate process parameters for rotary furnace to produce quality homogeneous casting using artificial neural network approach.
Nowadays artificial neural networks have been used extensively as a soft computing tool because of its inherent capability to learn mapping between a set of input and output values [2] . The output values can be easily predicted once the network is trained for a given set of input values. Accuracy of the forecast depends on the training of the network. Therefore in the process of forecasting it is necessary to train the network carefully and a well determined trained network provides required accuracy. In this work, the method uses one backpropagating neural network to accomplish the mapping of process inputs and process output. This network can then be used interactively to choose the best rotary furnace set up parameter.
Figure 1: Layout of Rotary Furnace
The basic idea of Rotary Furnace technique is of using a dome rotating continuously to create homogeneity in the casting. The rotary furnace consists of a cylindrical structure, which rotates continuously about its axis. The furnace can be run by a variety of fuels but at present we are considering a Diesel blended with bio-fuels fired furnace. This technique suits the conditions and requirements of the local foundries in terms of the cost of castings produced as well as their quality. Moreover the pollutants emitted by the furnace are well within the range specified by the Pollution control Board of India. The Rotary furnace is the most versatile and economical mode of melting iron in ferrous foundries. But it is very strange that a very little information is available in the form of literature on this furnace.
ARTIFICIAL NEURAL NETWORKS CONCEPT
Artificial Neural Networks (ANNs) are massively parallel adaptive networks of simple nonlinear computing elements called neurons or nodes which are intended to abstract and model some of the functionalities of the human nervous system in an attempt to partially capture some of its computational strengths.
A neural network consists of simple processing elements (nodes), connection links and learning rules. Each processing element collects input and produces an output after the weighted combined inputs are processed by an activation function. Connections are the links between nodes. The connections are characterized individually by their strength or weights and collectively by their configuration.
Artificial Neural Networks (ANNs) are currently gaining wide popularity in manufacturing field [3, 4] . ANNs are proposed to represent the relationship between the operating conditions and the process-related variables because of their data driven approach i.e. they can capture and model extremely complex relationships even without the help of an explicitly stated mathematical model. This property of ANNs is extremely useful in situations where it is difficult to derive the mathematical model that links the various parameters.
BACKPROPAGATION NEURAL NETWORKS
The Back propagation (BP) neural network is a multiple layer network with one input layer, one output layer and some hidden layers between input and output layers [8] . Its learning procedure is based on gradient search with least sum squared optimality criterion. Calculation of the gradient is done by partial derivative of sum squared error with respect to weights. After the initial weights have been randomly specified and the input has been presented to the neural network, each neuron computed weighted sums of inputs from all neurons in the preceding layer are used as inputs to succeeding layers and final the networks weighted sum is calculated. The sums and activation (output) values for each neuron in each layer are propagated forward through to entire network to compute an actual output and error of each neuron in the output layer. The error for each neuron is computed as the difference between actual output and its corresponding target output, and then the partial derivative of sum-squared errors of all the neurons in the output layer is propagated back through the entire network and the weights are updated. In course of the BP learning, a gradient search procedure is used to find connection weights of the network, but it tends to trap itself into the local minima. The local minima may be avoided by adjusting value of the momentum.
EXPERIMENTAL SET UP AND DATA COLLECTION
The rotary furnace data used to train the artificial neural networks have been extracted from the experiments conducted on self designed and developed furnace as shown in the the molten charge, to have better heat transfer, the maximum time is given to refractory to be in contact with the charge. The quantity of fuel consumed is reduced in subsequent heats and normally it is found to be almost constant in third heat onwards [10, 11] .
Numbers of experiments were conducted at different percentage of excess air varying from 10% to 50% and amount of air preheat from 200 o C to 400 o C.
Large numbers of heats were taken from the rotary furnace with the variations of the above mentioned parameters and finally a set of 30 heats was obtained from the furnace. This data was used to train the artificial neural network.
ANN APPLICATION FOR ROTARY FURNACE PARAMETERS
Rotary furnace involves several critical parameters like flame temperature, preheat air temperature, rotational speed of the furnace, excess air percentage, melting time, fuel consumption and melting rate of the molten metal which should be controlled throughout the melting process which in turn are responsible for producing quality homogeneous castings [1, 9] .
In this section we present an artificial neural network based parameter selection for rotary furnace, considering the process input parameters as: 1) Flame temperature, t f.
2) Preheat air temperature, a t.
3) Rotational speed of furnace , r m 4) Excess air percentage, a p
The process output parameters are taken as
In terms of decision making terminology, the decision space is a set of all possible combinations of flame temperature; preheat air temperature, revolutions per minute of the furnace, excess air percentage, melting time and fuel consumption for a particular objective such as maximizing melting rate. The objective space is a set of all mappings from decision space with the objective function such as melting rate. The goal in this rotary furnace set up problem is to choose the most preferred alternative of melting rate for a set of input process parameters (flame temperature, preheat air temperature, revolutions per minute of the furnace, excess air percentage, melting time and fuel consumption).
We define the process input vector as: where f € F. F represents the objective space. We wish to find the best x that maximizes f i.e,
f max represents the maximum in terms of process outputs and x max is maximum in terms of process inputs.
In this method two backpropagating error network are developed for learning forward mapping between the input and output process vectors and reverse mapping between output and input process vectors. The major advantage of this method is that the decision maker can directly interact between decision space and objective space for selecting the best rotary furnace parameters.
The procedure of optimizing the process parameters of rotary furnace consists of three phases:
1) Training phase and 2) Testing phase 3) Simulation phase
Training phase -In this phase the network is trained to learn the relationship between process inputs and process output. The steps followed in this phase are:
Step 1: Set frequency of progress displays, maximum number of epochs or iterations to train, sum-squared error goal, number of hidden layers, number of neurons in hidden layers, and number of epochs or iterations.
Step 2: Assign the training pair of input and output vectors as shown in table 1 and table 2 to the back propagation neural network.
Step 3: The network will attempt to learn the mapping and if the sum squared error goal is reached before the end of available epochs, the training is stopped. If the network is unavailable to reach the error value at the end of epochs, then error value is presented for further training.
If the error value is not reduced, increase the number of neurons or nodes in the hidden layer or number of hidden layers and go to step 2. Else go to step 3.
Step 4: The network has learned the mapping between input and output. Now, go to testing phase.
Testing phase -The network is provided with the values it
is not familiar with and the results are tested with the experimental results. The steps followed in this phase are:
Step 1: Present the trained network with input vectors which it is not familiar with as shown in table 3
Step 2: Obtain the output values and as shown in table 5 and compare them with the output obtained from experimentation as shown in table 4.
Step 3: If the process output values exceed the maximum allowable make suitable changes in the network, otherwise if the process output values are satisfactory, select the corresponding input vector and stop.
Simulation Phase -In this phase decision maker can make desired changes in the output vector and can select the corresponding input vector.
Step 1: Forward mapping network is provided with process input vectors and obtain process outputs.
Step 2: Compare the obtained output process vectors with experimental values obtained from the furnace.
Step 3: If it is desired to make necessary changes in the output vector then these changes can be made and proceed to step 5
Step 4: Otherwise choose the corresponding process input vector if the results are satisfactory. Stop
Step 5: Present the changed process outputs in reverse mapping network and obtain the corresponding process inputs.
Step 6: If the results obtained by reverse mapping network are satisfactory, Stop. Otherwise again make suitable changes in process input vector and go to step 2.
TRAINING, TESTING AND SIMULATING ARTIFICIAL NEURAL NETWORK
The Artificial Neural Network was implemented by using MATLAB software package (MATLAB version 7.0 with neural network toolbox) using 201 experimental data sets, out of which 180 data sets were used for training, testing and validation and rest 21 were used for verifying the results obtained by simulating the model. Levenberg-Marquardt algorithm for training. The code randomly divided input vectors and target vectors into three sets as follows:  60% were used for training.  20% were used to validate that the network is generalizing and to stop training before overfitting.  The last 20% were used as a completely independent test of network generalization. Table 1 and Table 2 shows the random data sets from among 180 experimental data sets used for input and output variables used for modeling of forward and reverse mapping neural network. The network provided with input and output values was made to learn the mapping while reducing the error value to the desired value.
The simulation of neural network is done by feeding a new set of input process values for forward mapping and output process values for reverse mapping. Table 5 (random set). The 21 input process values predicted by simulation from backward mapping are shown in Table 6 (random set). 
RESULTS AND DISCUSSION
Artificial neural network modeling is a tool which helps in knowing about the system and how it will behave in real world. In this paper two NN models for rotary furnace were developed (Feed-forward neural network model and backward neural network model) which would be helpful for the decision maker for optimum functioning of rotary furnace.
The values used for the mapping of feed-forward neural network model are shown in The ANN models used in this paper can investigate and simulate any number of output parameter at one run, this help the decision maker to have various input-output sets available with him for optimum functioning of the rotary furnace.
A comparison of error of 21 output sets obtained each from forward and backward ANN model is shown in figure 5 and figure 7 . The polynomial trend curve shown in figure 6 and figure 8 shows the error between actual experimental output results and simulated results obtained from forward and backward NN models. The maximum positive, negative and mean error percentage calculated each from feed-forward and backward NN is shown in table 9 and table 10. As our model of feed-forward and backward NN can work in practical scenario of industry by predicting the output process parameter in any number (which in our case is 21), this also help the decision maker to know the impact of input parameter on output of furnace before actually running it. The backward NN model is a step forward by helping the decision maker to have input available to him for a specific set of output requirement as needed by him. 
CONCLUSION
The proposed approach of using Artificial Neural Networks as an optimization tool solves a very challenging problem of selecting the optimal process output of melting rate for the production of homogenous high quality castings. The forward ANN gives a maximum error of 0.087314 which is quite admissible and accepted by decision maker, the polynomial curve gives an error of maximum .035 and is quite satisfactory. Although for the backward ANN model has a problem that it has only 3 input and 4 output which is quite difficult to implement in a model, but our model gives satisfactory result with a maximum error of 0.79703 and the polynomial curve has an maximum error of .037 which is accepted by decision maker as it is the maximum error among 21 output sets. The decision maker can directly interact with the networks and identify desired process inputs and corresponding process outputs and vice versa through forward and reversed mapping networks. The optimum result obtained is almost instantaneous that guides the decision maker to select best rotary furnace parameters. Although the adopted approach is used for optimizing rotary furnace parameters in this work, it can be applied to other metal cutting or removing operations with the same accuracy [6, 7] .
