result in unacceptablylarge errors throughout the computational domain, especiallyif the systemhas instabilities. (For an exampleof this seeHagstromand Keller [11] .) The primary purposeof this work is to developaccurateboundary conditions to be imposed at suchboundaries. We are also interested in establishingerror estimatesand convergence theorems,standard componentsof theoretical numericalanalysiswhich seem rarely to havebeenstudied in the context of time dependentpartial differential equations on unboundeddomains. For linear, separabledifferential operators,the exact boundary conditions may be representedin terms of appropriate eigenfunction expansionsand transform variables. (See, e.g., Gustafssonand Kreiss [7] .) For example, supposex is the spatial coordinate normal to the boundary and the x-dependence of the transform solutions takes the form e _(°)x with s the dual variable to time and l indexing a tangential normal mode.
An exact relation at the boundary is given in transform space by:
(0__xx)_,(s)) _ta = 0. 
Substituting this into (1) leads to a local operator. The complete asymptotic boundary condition is defined by the composition of a small number of these operators:
In Sections2 and 3, we presentin detail the asymptotic analysisand the subsequent derivation of asymptotic boundary conditions. Somenumerical considerationsare discussedin Section 4. In Section5 we derive estimatesof the error as a function of the sizeof the computational domain. Theselead to the convergence of the solution of the problem on the truncated domain to the solution on the full domain.
A primary motivation of this work is the developmentof accurateboundary conditions at artificial boundariesfor the Navier-Stokesequations. This is carried out in [10] for incompressibleflows, where extensivenumericalexperiments are described. Earlier applications of someof the ideasgiven here appear in [8] and [9] 
Asymptotic Expansions
We consider, for definiteness, a general system of equations in a semi-infinite channel:
Ou
Ou v OU 02u 02u
These are supplemented by boundary and initial conditions defining a signalling problem:
Dlu(x, yl,t) =0,
Eou (O,y,t) = g(y,t).
We assume that the matrices Do, Da and E0 are such that the problem is well-posed.
We allow a stratified medium; that is U, V, W, A and B are functions of y. Note that equation (4) may be a far field approximation to a problem whose coefficients are either nonlinear or functions of x.
A representation of the solution of problem (4-9) may be obtained by means of Laplace transforms and eigenfunction expansions.
The eigenvalue problem to be solved is: 
We denote by N" the set of indices of eigenvalues which meet the condition above and will refer to the function At(s) as the dispersion relation. Let
The assumption of well-posedness then implies the existence of a unique collection of functions al(s) such that:
Eo(Y'_l(s)vl(y;s)) ZEAr = _(y;s).
If cj(t) is the inverse transform of at(s), a final expression for u may be obtained: = LEAr j_Ot u,(x,y,t) = c,(p)q,(x,y,t-p)dp,
where 1 qt(x, y,t) = _ri fc e't+x'(°)" vt(y; s)ds (17) and C is an appropriate inversion contour.
To compute asymptotic expansions of u, valid for x large, we must evidently find expansions of ql-If (17) is evaluated along rays t = -yx , x >> 1, the exponent becomes
x("Is + At(s)).
In order to use the method of steepest descent, we seek points s* such that:
> 0,
Then, assuming that for 0 < 7,,,;,, < 7 < 7,=_ < _ there exists s*(7) satisfying (19-21) with inversion contour, C, which can be deformed to the steepest descent path, we have:
ql (x,y,t) ,'_ e_(_'(_)(,s)+_'("(_))) v_(y; * t t 3'mi_ _<-_< 3'._a_.
(23) X Substituting these into (16) formally yields an approximation of ut for t > 3".._x;
This representation has a simple interpretation: the signal data, c_, generates wave packets which propagate at their group velocity. At the point (x,t), x >> 1, the solution is approximately the superposition of waves generated at times varying from t -3'marX for the slowest waves to t -3'mi,_x for the fastest.
Now consider the specialization of these results to hyperbolic systems.
In particular, we take the wave equation written as a first order system:
and suppose that Y0 = 0 and yl = 1. For an appropriate choice of boundary conditions we have: 
For general signal data the large x behavior will be dominated by the wave group with least decay (which may be growth for problems with instabilities). Therefore we seek 3' such that the expression above is maximized. Setting to zero the derivative of the decay rate with respect to 3' yields:
ds* N(s* + --7-(3' + A_)) = 0, (29) a3' which by 19) reduces to:
=o.
5 That is, assuming (19) defines a curve in s space, critical points of the decay rate occur as the curve crosses the imaginary axis.
Suppose, for simplicity, that a unique solution of (30), _t, exists.
(If s* is imaginary, its complex conjugate must also be used.) So long as this wave packet is excited by the initial data, we expect that the dominant contribution to the convolution integral defining ut(x, y, t) will come from a neighborhood of (_-p)
x Introducing a local approximation to el we obtain:
t-_m°_x)
Here we have:
where s" is evaluated at "_l.
Also we assume that t > _tx.
(34)
The expressions above represent a restriction to the neighborhood of a single point in the dispersion relation.
In what follows this restriction will enable us to find an asymptotic boundary condition which consists of local operators. Furthermore, techniques will be given for the numerical computation of the various quantities defined in (34-36).
3
Construction of the boundary conditions
We now suppose that an artificial boundary is located at x = r. (0ur ( ) _ ,y, _ _(,,y,t-p) dp.
In many casesthe unknownfunctions rl may be eliminated to yield a direct relationship between u and 0_, Of course, this condition will be nonlocal in y and t and, in general, too difficult to use.
If, however, the asymptotic expansion given in (32) 
The steepest descent result involves the restriction of the transforms to a neighborhood of s*(_t). An asymptotic expansion of the x derivative may then be obtained by replacing Al(s) by its Taylor series about the critical value of s:
Using, for example, the first two terms we have:
These may be substituted into (37) to finally obtain a condition on ut. The time derivative is brought outside the integral to further simplify the expression. This involves the neglect of terms from the limits of integration which should be exponentially small. The asymptotic boundary condition we propose is, then, given by:
A hierarchy of conditions may be obtained by use of more terms in the Taylor series.
These would involve derivatives of higher order. Their stable implementation would require the use of Pad6 approximants, as discussed by Engquist and Majda [5] . For example, a potential approximation at the next order is:
The condition derived involves only one normal mode, ul. We may, however, apply it
For problems where a small number of modes have similar minimum decay rates, a product boundary condition is used. Also, if the criticM s" is imaginary we must include its complex conjugate in the product. We have in general:
We have never used more than two modes.
Numerical considerations
In order to apply the asymptotic boundary conditions derived above, we must find _t as well as the first two terms of the Once the critical value of s has been found, we must compute ,k_. Differentiating (44) with respect to s yields: The latter is simply a proof of well-posedness.
For reference we write down the problem satisfied by the error, e(x, y, t).
Problem 1 Le =0, (x,y)C (0,r) × (y0,Ya),
_(x,U,0) = 0,
Dje(x,yj,t)=O, j =0,1,
Be(r,y,t) = Bu(r,y,t).
Here, L is the differential operator appearing in (4) and B is the asymptotic boundary operator appearing in (43).
A general approach to the investigation of the effect of the boundary conditions on the well-posedness of an initial-boundary value problem is to freeze coefficients at each point of the boundary and to study solutions of the frozen coefficient system. In particular, we must show that no solutions of the frozen coefficient problem of the form:
are in the null space of the boundary operator.
For problems with decay in the dominant wave groups, that is NA_ < 0 in (43), it is clear that an eigensolution satisfying the conditions above cannot exist as: 
We then make:
Assumption 1 3 C > 0 independent of r such that,
(In what follows we mean all constants to be independent of T unless otherwise stated.)
The requirement that C be independent of T can easily be dropped, though we must Assumption 4 There exists z such that, for 0 < j < 2: fO°¢ z"'(")hj,j(p)dp < go < _, should be used to modify the asymptotic analysis.
The main estimates are derived in the following collection of lemmas, whose proofs depend on the validity of Assumptions (2 -5) .
Lemma 1 1 IIBq_01ll., = 0(-_). IIq,olll._.
Proof:
We have, by our assumptions on the properties of the transforms,
IIq,olla._ = I1¢_011a,_(1 + 0(_)).
Writing out the integral expression for IlCt0ll_,, and introducing the change of variables p = t yields:
"g r e'f(P)lcos(rg(p) + O(p))lh(p)dp.
Here, f(p) = _(s*(p)p+ )Wo(S*(p))),
g(p) = _(s'(p)p + _,oO'(p))),
II,to(-; _'(p))ll(_o,_) (69)
Again, by assumption, f(p) has a maximum at p = "_10= p0. (2) in the appendix applies.
In each case the result is: O(1) ). 
Again we will compute an _ymptotic approximation to this integral using Laplace's formula if s*(po) = 0 or Theorem (2) if it isn't. We note that B has been chosen to have a simple zero at p = po, which implies that:
We thereby conclude:
]]B¢,0lla., : o(_)]]¢,olla,,.
The conclusion of the lemma follows directly. 
where we have used Assumptions (2) and (5). From the integral representation of 11¢,11
we have:
O°eH'(P'ht(p)dp' (83) l#lo where fl(P) = N(s*(p)p + A,(s*(p))),
[B(s*(p), At(s'(p)))[ (85) h,(p) = IIv,(';s*(p))ll(_o,u,) X/IAT(s*(p))l However, by Assumptions (4) and (3), the expression on the right is bounded by:
We have, therefore, for some constant K4:
K4 e 67 (e_,o liB(u-U,o)ll,,_ < _ -Ic,ol,).
By Assumption (5) and the asymptotic expansion of [[qs0[[ computed in the proof of Lemma
(1), the term in parentheses is bounded by [[Uto[[1, , . We have thus shown that 7/> 0 can be chosen such that:
completing the proof of the lemma.
Lemma 4 There exists K such that:
Proof:
We have, by lemmas (2) and (3): IIBulll._ _< IIBu,oll,., + IlB(u -U,o)lll., _<0(1)11U,o111.,. [16] R. Higdon, "Numerical absorbingboundaryconditionsfor the waveequation", Math. Comp., 49, (1987) , 65-90.
[ 17] H.-O. Kreiss, "Difference approximations for boundary and eigenvalue problems for ordinary differential equations", Math. Comp., 26, (1972) , 605-624.
[18] L. Sirovich, Techniques of Asymptotic Analysis, Applied Mathematical Sciences, Vol.
2, Springer-Verlag, (1971) .
[19] J. Strikwerda, "Initial boundary value problems for incompletely parabolic systems", Comm.
Pure Appl. Math., 30, (1977) , 797-822.
A Asymptotic expansion of an integral
In this section we compute the asymptotic expansion as r _ o¢ of the following integral which is needed for the derivation of our error estimates:
The assumptions we will make are:
Assumption 6
• The function f attains a global maximum at Po C (p_,p+) and is thrice continuously differentiable in a neighborhood of po with f"(p0) ¢ 0.
• The function g is twice continuously differentiable in a neighborhood of Po and 9'(po)¢ o.
• The function h is bounded outside a neighborhood ofpo and near p = po satisfies:
where ho _t 0 and, if m is odd:
• The function 0 is continuous in a neighborhood ofpo.
• If p± = :l:oo then f(p) ---, -(x_ at least algebraically as Ipl _ _.
The smoothnessand decayconditions can be relaxed somewhat. If m is odd and (95) does not hold we must simply consider higher order terms in the expansion of f and h. 
71" n=l 4(-1) "+' c,_ -.
(100) _r 4n 2 -1 As the series converges uniformly, I may be expressed as the sum of integrals:
where I,_ = e "f0') cos(2n(r9(p) + O(p)))h(p)dp. In the usualway werestrict the integral to a small, fixed interval about P0, introducing an error which is exponentially small. Using the fact that g'(Po) 7_ 0 we are able to make a change of variables so that the remaining integral becomes:
eTJ(P°) f_l<_ e-TF(") c°s(nrulfI(u' Tldu'
where
and
We l)reak this integral into two parts, i_ = e_:(_)(1_+ I_),
= / e -rF2ua COS (nTtt)A(u, T)dtt.
Here we have,
The asymptotic analysis of I_ may be carried out using the method of steepest descent.
i" leading to an exponentially small The exponent has a single critical point at u = 2-_2 contribution.
To estimate 1_ we first rewrite A:
where 6a and 62 are bounded functions. Introducing the change of variables,
we obtain: 
where, following the usual transformation, (a(v,T)-a(v+ ,r)) oo Here G is given by:
Again G is absolutely integrabh, uniformly in r so we need only show that
Making use of the fact that for fixed v the limit r --+ cxD implies u --_ 0 we have: 
From these we may conclude that (117) holds and, therefore, that lim,_oo I_ = 0. We have shown, then, that I_ = o(r-2 ). This, in turn, implies:
I,_ = o (e'1('°)r-'_a2) , r -_ oo.
As the bounds obtained above may be made independent of n, we conclude that the contribution of the oscillatory terms is dominated by the contribution of the first term in the Fourier series, completing the proof of the theorem.
It should be noted that we have not computed the leading order asymptotics of I,_.
One might at first glance expect that I_ determines the leading order behavior. We have, however, shown that it is exponentially small while the bounds obtained for the remaining terms decay algebraically. 
