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IETS signal for the molecule chemisorbed along the [110] direction. Moreover, our results give us insight of the electronic and vibrational symmetries at play. The vibrational frequencies need to go beyond the harmonic approximation in order to be compared with the experimental ones, hence we present a Morse-potential fitting of the potential energy surface in order to evaluate accurate vibrational frequencies. The final IET spectra are evaluated with the help of the selfconsistent Born Approximation and the effect of temperature and modulation-voltage broadening are explored. This ensemble of results reveals that the IETS of O 2 is more complicated that a simple decrease of conductance and cannot be ascribed to the effect of a single orbital molecular resonance.
I. INTRODUCTION
Single-molecule vibrational spectroscopy is now possible thanks to the development of the inelastic electron tunneling spectroscopy (IETS) operating with the scanning tunneling microscope (STM) 1 . The STM is thus conferred with the ability to chemically analyze surfaces on the atomic scale 2, 3 . IETS has rapidly become a mature technique and multimode analysis on molecular substrates have been accomplished 4 as well as analysis of extended vibrations or phonons 5 . The characterization and control of single molecule reactivity through the excitation of a specific vibrational mode is a challenging area for the STM-based IETS technique 6, 7 . Within this context, the interaction of O 2 with metals, which plays a central role in many technological processes, has served as a model system to explore and control the fundamentals of gas/surface reactivity.
The chemisorption and dissociation of O 2 on silver surfaces have been widely investigated in last decades in an attempt to understand the catalytic properties of silver, which are extensively exploited in industrial-oxidation processes. Molecular beam experiments provide detailed information on how reactivity depends on the collision energy, the molecular rovibrational or electronic state, and the surface temperature and coverage. Combining this technique with either electron energy loss spectroscopy (EELS), infrared spectroscopy, or thermal desorption spectroscopy (TDS), it is also possible to extract information on the energetics ruling the elementary gas/surface processes -activation energies, atomic and molecular adsorption energies, reactive paths. Thanks to these kind of studies we know that O 2 dissociation on flat Ag surfaces is characterized by rather large activation energies 8, 9 and, as a consequence only molecular adsorption is possible at crystal temperatures below 150 K [10] [11] [12] . The chemisorption of O 2 on the Ag(110) surface has been particularly controversial because of the initial disagreement regarding the nature and orientation of the chemisorbed molecule. Density functional calculations performed by Gravil et al. 8 shed light to this controversy showing the existence of two distinct chemisorption states with essentially equal energies. This theoretical finding was subsequently corroborated by EELS and TDS studies 13 , though the final confirmation came with the STM-IETS investigations by
Hahn et al. [14] [15] [16] . Compared with other spectroscopies, the great advantage of IETS operated with STM is that it provides simultaneous topographical and spectroscopical images with atomic resolution. This permits an almost direct identification of the molecular state. Ref. [27] is close to 4 eV. However, we also verify that the results shown in this work, are reproduced for U varying within the range 2-4 eV. Such a verification is necessary because the calculated U value actually depends on the projectors and the used constrained method to fix the final electronic structure. The adsorption positions are optimized by fully relaxing the O atoms and the two uppermost silver layers until atomic forces are less than 0.02 eV/Å.
B. Vibrational frequency evaluation: beyond the harmonic approximation
The diagonalization of the dynamical matrix gives the vibrational modes within the harmonic approximation. The method implemented in VASP uses finite differences to compute the second derivative of the hamiltonian with respect to a constant displacement ∆R of every coordinate of the active atoms, here the oxygen ones. In Table I we give the first 4 molecular modes on the surface for atomic displacements, ∆R = 0.025, 0.03 and 0.04Å.
The displacement of 0.04Å is the one that has the better overall agreement with the experimental measurements. The dispersion is still considerable, despite DFT is known to yield frequencies within ∼ 5% the experimental values 28 . The use of a rigid displacement to estimate the dynamical matrix is too simple to capture the complexity of molecular modes on surfaces. Indeed, a small displacement will be probing a region too flat of the potential energy surface (PES), and a large value will be probably in the anharmonic part of the PES. The situation becomes more difficult when we consider modes that span several tens of meV as is the present case. A ∆R that probes the harmonic potential corresponding to the center-of-mass coordinates (at ∼ 30 meV) will be too large to probe the O-O stretch mode (at ∼ 80 meV).
The vibrational frequencies are accurately calculated if several points of the PES are obtained and fitted to a Morse potential. This is the strategy followed here. We use the eigenvectors of the simple finite difference method. These eigenvectors change little from displacement to displacement (less than the frequencies do) and are a good starting point to plot the PES along a given mode. Figure 1 shows the PES along the O-O stretch mode and the corresponding Morse-potential fit. Solving the one dimensional the Schrödinger equation
for this PES, we find a frequency of 83.626 meV. This value is now in good agreement with the experimental frequency of 82.0 meV. Therefore, we safely conclude that the uncertainty in the frequency evaluation is due to the anharmonicities of the PES and not to the DFT calculation.
C. IETS simulations
The IETS simulations of O 2 on Ag(110) are performed using two different methods.
For the quantitative evaluation of IETS and its spatial distribution we use the many-body extension of the Tersoff-Hamman theory for the STM 19, 22 . The current implementation is based on DFT results regarding the electronic structure and the electron-vibration couplings.
Briefly, the conductance change due to the excitation of a localized vibration to the lowest order in the electron-vibration coupling, v is given by the opening of the inelastic channel, leading to an increase of conductance, ∆σ ine (r), and the change in the elastic channel to the same order in v, ∆σ ela (r), which means a decrease in conductance. In Ref. [31] , an all-order theory shows that the decrease of conductance is related to the appearance of vibrational side-bands in the elastic electron transmission. The decrease is maximum when a molecular level is resonant with the Fermi energy and such that side bands appear at ± Ω.
Due to the strong molecular character at the Fermi energy, approximations replacing the energy dependence by the behavior at the Fermi energy are not correct any longer.
Hence, we use the full electronic structure and energy dependence for the finite bias of the measurements. In this case, we extend the customary IETS treatment 19, 22 to new equations that keep all the energetic dependence. Hence, the inelastic contribution to the conductance change is given by:
where ρ(r 0 , E F + eV ) is the local density of states evaluated at the STM tip's center r 0 and at the Fermi energy plus the energy of the electron at the corresponding bias, V . The Fermi distribution function is given by f ( ) and Ω is the frequency of the considered mode. Since we are using periodic-boundary calculations, the electronic states are Bloch states with band indexes n and m and k-vector k. Note that the local electron-vibration potential v couples states with the same k-vector. The elastic term is The second method is the use of the self-consistent Born approximation (SCBA) [32] [33] [34] [35] based on a parameterized hamiltonian following Ref. [31] . In spite of the hamiltonian simplification, SCBA is numerically difficult and the evaluation of the spatial distribution of the SCBA signal is beyond our capabilities, instead we have fixed the STM-substrate symmetry and evaluated the IETS as a function of the applied bias. Results are shown depending on temperature and modulation voltage of the experimental lock-in amplifier in Sec. V.
III. ELECTRONIC STRUCTURE OF O 2 ON Ag(110)
Despite local and semilocal DFT have proven to be accurate in determining variational ground state properties of the many-body system such as the electron density, it cannot assure a reliable treatment of the spectroscopic properties. In many cases, the electronic structure is incorrect due to the inadequate description of the on-site The DFT+U is aimed to correct the electronic structure without perturbing the physical magnitudes for which the GGA excels. A detail comparison of these quantities is shown in Table II (Table II) These similarities are indeed consistent with the experimental observations of almost identical chemisorption energies 13 and equal probability to find any of the two configurations 14 .
However, the small differences found in the GGA calculations already point to a slightly larger charge transfer from the surface to the O 
IV. SPATIAL DISTRIBUTION OF CONSTANT CURRENT IETS SIGNALS
Our STM-IETS simulations, based on the DFT+U electronic structure, are able to reproduce qualitatively, and many times quantitatively, the reported experimental findings: show that the inelastic contribution is due to the π ⊥ g (at resonance with E F ) and not to the energetically distant σ u in the O-O stretch and center-of-mass modes. Otherwise, there would be a certain intensity modulation along the molecular axis caused by the nodes of the σ u orbital. Similarly, the absence of nodes along the molecular axis and the maximum intensity obtained at the center of the molecule in Fig. 6 (c) show that the image is basically due to the π ⊥ u and not to the σ g in the antisymmetric stretch mode. In the hindered rotation mode, Fig. 7 (c) shows that the inelastic contribution is uniquely formed by the π u as predicted by the previous symmetry analysis. In order to compute the bias dependence of the inelastic signal, we use the self-consistent Born approximation SCBA. Briefly, the SCBA consists in using the Born expression for the electron-vibration self-energy (lowest order in the electron-vibration matrix element) replacing the free-electron Green's function by the full Green's function 39 . This last function is unknown, hence an iterative process is used where the starting step is the free-electron
Green's function, and the second step uses the self-energy computed with the Green's function obtained from the first step. This self-consistent procedure is stable and has the virtue of generating high-order terms in the electron-vibration coupling.
The SCBA has been implemented in DFT based approaches 42 
VI. CONCLUSIONS
We have conducted STM-IETS simulations, based on the DFT+U electronic structure and applying an extension of the Tersoff-Hamman theory to the presence of inelastic ef- show the surface structure. 
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