Abstract. For a given pcf self-similar fractal, a certain network (weighted graph) is constructed whose ideal boundary is (homeomorphic to) the fractal. This construction is the first representation of a connected self-similar fractal as the boundary of a reversible Markov chain (i.e., a simple random walk on a network). The boundary construction is effected using certain functions of finite energy which behave like bump functions on the boundary. The random walk is shown to converge to the boundary almost surely, with respect to the standard measure on its trajectory space.
Such a compactification can be constructed in terms of a family of functions 22 so as to have certain desirable characteristics. The following result is [Woe09, 23 Thm. 7.13].
24
Theorem 1.2. If F is a countable family of bounded functions on X, then there exists 25 a unique (up to the appropriate notion of equivalence) compactification X = X F of X 26 such that
27
(a) every function f ∈ F extends to a continuous function on X, and 28 (b) F separates boundary points: for distinct ξ, η ∈ B, there is f ∈ F with f (ξ) f (η). 29 Theorem 1.3. The compactification X F of Theorem 1.2 is equivalently characterized 30 as X F = X ∪ (Ω ∞ / ∼) where 31 Ω ∞ = {ω = (x n ) ∈ X N . . . x n → ∞ and f (x n ) converges for all f ∈ F}, (1.1)
and (x n ) ∼ (y n ) ⇐⇒ lim f (x n ) = lim f (y n ), for every f ∈ F.
(1.
2)
The network N F is compactified in Definition 6.3 according to Theorem 1.3, 32 and Theorem 6.7 shows that the random walk on N F converges almost surely 33 (with respect to the natural path-space measure) to a point of B F = N F \ N F , 34 theory for N F .
23
In [Woe09, §7], Woess remarks that the measurable structure of the Poisson 24 boundary of a network makes it the "right" model for distinguishable limit 25 points at infinity which the random walk can attain. The boundary measure where ϕ ∈ L ∞ (P) is prescribed, and ν x is a certain Radon-Nikodym derivative 30 of ν o . This allows one to obtain an energy form on the fractal as the trace of the 31 energy form on the network. More precisely, for ϕ ∈ L ∞ (P), formula (1.4) gives
32
the harmonic extension h = h ϕ of ϕ to N F , whence one defines the trace energy 33 form E P via 34 E P (ϕ) := E(h ϕ ), dom E P = {ϕ ∈ L ∞ (P) . . . h ϕ ∈ dom E}.
(1.5)
In this way, one obtains a (Dirichlet) energy form E P on the fractal. This approach 1 has already been successful for studying trees with totally disconnected fractal 2 boundary: see [Kig10] , where an extended discussion of (1.4)-(1.5) is given in 3 the context of the Douglas integral.
4
For the network N F = (V, E ∪ F) constructed below, the vertex set is denoted 5 V, and E and F are sets of "horizontal edges" and "vertical edges", respectively,
6
following Kaimanovich's terms in [Kai03] . However, this is not the same as the graphs described by Kaimanovich. In particular, the Sierpinski network 8 discussed here is different from the Sierpinski graph in [Kai03] , where the author 9
shows how the Sierpinski gasket can be interpreted as the hyperbolic boundary 10 of a graph, in the sense of Gromov. Also, the present construction is rather 11 different from the nonreversible Markov processes (corresponding to directed 12 graphs) considered by Denker & Sato [DS01, DS99] and also by Ju, Lau, and 13 Wang [JLW09] . (See also [LW09] for a representation of a pcf self-similar fractal 14 as the hyperbolic boundary of a graph.) The paper [Car72] provides a very 15 readable account of harmonic functions and boundaries specific to trees. (ii) c xy = c yx ∈ [0, ∞).
22
for all vertices x and y (which is henceforth denoted x, y ∈ G). We write 23 c(x) := y∼x c xy and require c(x) < ∞, for each fixed x. In this definition, 24 connected means that for any x, y ∈ G, there is a path connecting x to y, i.e., there 25 is a finite sequence {x i } n i=0
with x = x 0 , y = x n , and c x i−1 x i > 0, i = 1, . . . , n.
26
Definition 2.2. The Laplacian on G is the linear difference operator which acts 27 on a function v : G → R by
The domain of ∆ is specified 29 in Definition 2.5.
30
Definition 2.3. The energy of a function u : G → R is given by the Dirichlet form 31
Each summand in (2.2) is nonzero iff x ∼ y, so this is really a sum over the edges 32 in the network, whence the initial factor of 1 2 . The domain of the energy is
The collection {v x } x∈G forms a reproducing kernel for
10 it is called the energy kernel and (2.5) shows its span is dense in H E . Define
12 Definition 2.6. Denote the (free) effective resistance between x and y by 
Remark 2.8. It will be useful (especially in §6) to discuss energy kernel elements 
where the central equality follows from Lemma 2.7. It is shown in [JP09b] that is a composition of a rigid motion of R d and a homothety with scaling factor 8 r j ∈ (0, 1), for j = 0, 1, . . . , J. Also, each Φ j has unique fixed point q j . Let
. . , q J } and define the action of Φ on the space of compact subsets 10 of
The (fractal) attractor F is the unique nonempty compact subset of R d satis-12 fying the fixed-point equation F = Φ(F ); cf. [Hut81] . length m, then we write the length of w ∈ W m as |w| = m, and use the following 15 shorthand notation for a composition of the mappings Φ j :
Let W 0 = {∅}, where ∅ is the unique word of length 0, and let Φ ∅ = I be the 17 identity mapping. For a word w ∈ W m , the set Φ w (F ) is called a m-cell. We 18 denote the set of all finite words by W := ∞ m=0 W m and the set of all infinite 19 words by W .
20
There is a continuous surjection
where w|n := w 1 w 2 . . . w n is the truncation of w. Thus F is a quotient of W 22 by the equivalence relation w ∼ F w iff π(w) = π(w ). Points ξ = π(w) of the 23 fractal F can be approximated most easily 2 by sequences of rational points (see 24 Definition 3.8):
, where ξ n := Φ w|n (q), for some fixed q ∈Ṽ 0 . This leads to the discretization described in Definition 3.2 and is also the idea 26 behind the network construction in §3.2.
27
2 In light of (3.3), it is clear that lim n→∞ Φ w|n (q) = ξ for any q ∈ F , but it is convenient (and sufficient) to consider q ∈Ṽ 0 .
Definition 3.2 (Discrete prefractal approximants). We define ) and
When (3.7) is satisfied, one can define
and be assured that the limit exists in [0, ∞] and has the self-similar property
The domain of the quadratic form (3.8) is dom E F := {u : F → R . . . E F (u) < ∞}.
24
Axiom 1 (Regularity). The self-similar set F is required throughout to be post- for x, yinṼ 0 (and hence for all x, y ∈Ṽ, by (3.6)), and the standard choice of 10 renormalization factors is to take r 0 = r 1 = r 2 = 3 5 .
11
3.2. Construction of the network. Let us use a superscript for subsets of F ×Z + 12 to indicate the "vertical coordinate", as in the following definitions.
13
Definition 3.6. ForṼ k ⊆ F :
and let
be the vertices of N F at level k, and the subnetwork of N F at level k, respectively. 16 The vertex set of the network N F is V := ∞ k=0 V k ; see Figure 3 .2.
17
Remark 3.7. Note that Γ k−1 is not a subgraph of Γ k ; rather, these are disjoint 18 subgraphs of N F .
19
Definition 3.8. A rational point of a pcf self-similar set is a point ξ for which 20 one can find q ∈Ṽ 0 and w ∈ W m for some (finite) m, such that ξ = Φ w (q). generation of a rational point ξ is the first time it appears, i.e., the smallest m for 1 which such a representation can be found:
Thus,Ṽ k is the set of rational points of generation k, and to each vertex in V k 3 there corresponds a rational point.
4
A junction point is rational point which has more than one such representation; 5 for any pcf self-similar set there is an N ∈ N such that any junction point ξ has 6 at most N such representations. 
is called the set of vertical edges at level k, and the set of all vertical edges is For the conductances of the vertical edges, choose a system of probability 3 weights to associate to the mappings in the IFS defining F :
Now define the vertical conductances by
, as in (3.13).
6
Remark 3.11. In this paper, we will always choose uniform probability weights.
7
Consequently, we may renormalize and take c xy = 1 for any edge [x, y] ∈ F, to 8 avoid dealing with the extraneous factor of 1 J+1 .
9
It is shown in [Hut81] that for an IFS of the type described in §3.1, there is 10 actually an invariant measure with support F , uniquely determined by a choice 11 of probabilities {µ 0 , µ 1 , . . . , µ J }, where µ j > 0 for j = 0, 1, . . . , J and J j=0 µ j = 1. 12 Here, each µ j is associated to Φ j , and one has a self-similar measure satisfying
See [Hut81] and [Str06, §1.2]. Also, [Kig01, Kig03] describe the harmonics 14 structures on self-similar sets corresponding to different weightings. These 15 generalization will be considered in a forthcoming paper.
16
Definition 3.12. The network N F is the network with vertices V as in Defini-17 tion 3.6 and edges E ∪ F as described in Definition 3.9 and Definition 3.10. working in this generality is that [Hut81] shows that for an iterated function 2 system of the type described in §3.1, there is actually an invariant measure with µ j = 1. Here, each µ j is associated to Φ j ,
5
and one has a self-similar measure satisfying structures on self-similar sets corresponding to different weightings. These 8 generalization will be considered in a forthcoming paper.
9
Example 3.14 (Sierpinski network). For the case F = SG of Example 3.5, the 
Example 3.15 (Cantor network). The (standard, ternary) Cantor set C is defined
13
by an iterated function system of two mappings Φ 0 (x) = x 2 and Φ 1 (x) = x+1 2 . For 14 the case F = C, the Cantor network N C is depicted in Figure 3 .4.
15
Definition 3.16 (Directly above and directly below). We say that y = (y 1 , y 2 ) ∈ V l 16 is directly below x = (x 1 , x 2 ) ∈ V k iff x 1 = y 1 in F and x 2 > y 2 . In this case, one 17 also says x is directly above y.
18
Lemma 3.17. For any ξ ∈Ṽ k , there is a vertex (ξ, k + 1) in V k+1 directly above (ξ, k).
19
Proof. If ξ ∈Ṽ k , then ξ = Φ w (q j ) for some w ∈ W k and j ∈ {0, 1, . . . , J}, and
since q j is the fixed point of Φ j .
21
The previous lemma states that every vertex has a neighbour directly above itself. It is easy to see that a vertex x = (ξ, k) ∈ V also has a neighbour directly 23 below itself except in the case when ξ ∈Ṽ k \Ṽ k−1 and k = . is denoted by |γ| = N.
7
A finite path γ = (y n ) N n=0
is also used to denote the cylinder set in Ω consisting 8 of all infinite paths starting with the specified finite path:
If γ = (x) is a path of length 0, then Ω(γ) = Ω(x) is the collection of paths starting 10 at x.
11
Definition 4.2. For any probability measure ν on N F , the space Ω carries a 12 natural probability measure P ν for which
where p(x, y) = c xy /c(x) is the transition probability of the random walk; see 14 [Dyn69] . For ν = δ x , we write P x := P δ x for this probability measure on Ω(x). 15 We also use E ν to denote expectation with respect to P ν and E x [ f ] = f dP x .
16
Definition 4.3. The random walk started at a point x 0 on a network is the re-17 versible Markov chain denoted by (X n )
, where X 0 = x 0 and X n is a V-valued 18 random variable on Ω for each n = 1, 2, . . . . Thus X n (ω) is the n th coordinate of 19 ω and denotes the location of the random walker at time n. As mentioned in 20 Definition 4.2, the likelihood that a random walker at x ∈ V steps to y ∼ x is 21 given by p(x, y) = c xy /c(x). More generally, the probability that a random walker 22 at x ∈ V will be at z after taking N steps is given by The next result is superceded by Theorem 6.7, but is heuristically helpful. the binary tree into N SG , and it is well-known that the binary tree is transient. Since the iterated function system always contains at least two maps Φ 0 and Φ 1 ,
11
it is easy to see how one can embed the binary tree in a general network N F in 12 a similar fashion.
13
Definition 4.6. One calls ω ∈ Ω(o) a path to infinity iff ω = (x n ) n∈N eventually 14 leaves every finite subset of V. That is, for a finite set A ⊆ V, there must be some 15 N such that x n A for all n ≥ N. In this case, we write ω → ∞ or x n → ∞. For a 16 path ω ∈ Ω(o), the limiting value of f along ω is
Remark 4.7 ("At infinity"). The imprecise terminology at infinity is used in two 18 different senses in this paper: one refers to vertices of N F with second coordinate 19 tending to ∞, and the other refers to the location X n (ω) of the random walker, as 20 n → ∞. However, it is shown in Theorem 6.7 that P is supported on the paths 21 to infinity. That is, the paths which do not eventually leave every finite subset form a set of P-measure 0, and consequently these two notions of "at infinity" 1 agree up to a set of paths of P-measure 0. 
is a sequence in V ⊆ F × N, 8 then one says this sequence tends to ξ as n → ∞ iff x n → ξ with respect to 9 the resistance metric on F and z n → ∞.
is a path in N F , 10 write ω → ξ if the vertices in ω form a sequence tending to ξ. We also extend 11 Definition 3.16 so that x = (x 0 , z 0 ) ∈ N F is directly below ξ ∈ SG iff {(x 0 , k)} ∞ k=z 0 12 tends to ξ.
Remark 5.2 (Boundary heuristics). The notion of a sequence in N F converging 14 to a point of F in Definition 5.1 is a temporary heuristic. More rigourously, we 15 compactify the network N F as in Theorem 1.3 and obtain the boundary B F = 16 N F \N F as in Definition 1.1. After the boundary is shown to be (homeomorphic 17 to) F in Theorem 7.4, it will be clear that sequences which converge in the sense 18 of Definition 5.1 correspond to sequences in N F which converge to points of 19 B F F in the usual sense.
20
Similarly, the notion of functions on N F on separating points of F is presented 21 just below in Definition 5.3, and this should also be considered a heuristic. Later, 22 these functions will be continuously extended to functions on N F , where they 23 will separate points of B F F in the usual sense.
24
The goal of this section is to construct functions of finite energy on N F that 25 separate points of F in the following sense.
26
Definition 5.3. For distinct points ξ, ζ ∈ F , it follows from (3.3) that there are 27 w (ξ) , w (ζ) ∈ W such that lim n→∞ Φ w (ξ) |n (q) = ξ and lim n→∞ Φ w (ζ) |n (q) = ζ, for any 28 q ∈ F . A function u on N F is said to separate the points ξ and ζ iff for any q ∈ F , 29 one has In fact, the construction of "harmonically generated function" (see Defini-32 tion 5.4) presented below allows one to choose arbitrarily small disjoint neigh-33 bourhoods U of ξ and W of ζ (U, W ⊆ F ), and then construct a function of finite 34 energy u on N F for which lim ω u > 0 if ω tends to point of U, and lim ω u < 0 if 1 ω tends to a point of W, and lim ω u = 0 if ω tends to some point of F \ (U ∪ W), 2 whenever ω is a path in N F that tends to some point of F in the sense of f : G → R is a sum over the edges of the network and thus decomposes in terms 7 of this partition as
where
2 denotes the restriction of the energy to a 9 subset H of the edges of the graph. The sum E H is understood to contain each 10 edge only once, so that exactly one term appears in the sum for each (undirected) 11 edge {(xy), (yx)} in H.
12
Considering Φ j as a map Φ j : F → F , define a mapping
and let Ψ w denote a composition of the mappings Ψ j as in (3.2).
15
Definition 5.4 (Harmonically generated function). A harmonically generated func- with prescribed values on V 0 = {q 0 , q 1 , . . . , q J }.
For the fractal SG, the harmonic extension matrices A j are given by the harmonically generated function u defined on N F via (5.4) has finite energy.
13
Proof. The harmonic extension algorithm has two useful features which facil-14 itate the use of (5.1) in computing the energy of u. Following the notation of 15 Definition 3.2, let r max := max{r 0 , r 1 , . . . , r J } be the largest of the renormalization 16 factors, and observe that
Note that 0 < r max < 1 by Axiom 1, which implies that
is a convergent 18 geometric series. Second, consider E F k (u). If we pick a vertex x ∈ V k , then it 19 follows from the harmonic extension procedure that u(y) = u(x) for any vertex 20 y which is directly above x, and so there will be no contribution to the sum 21 from any such edges. Neglecting these elements of F k , Definition 3.10 and 22 the harmonic extension procedure imply that each nonzero summand in E F k (u) 23 appears also in E E k (u), and hence
6 Combining these facts with 24 the decomposition (5.1) gives
and shows that E(u) < ∞. f ∈ D, then lim f (X n ) = lim f HD (X n ) P-a.s., and the limit is a random variable in 16 L 2 (Ω, P).
17
In other words, Theorem 5.11 states that with respect to the usual path space Proof. If ξ is a fixed rational point of F (see Definition 3.8) and x n = (ξ, n),
is a sequence in N F tending to ξ. 
It is clear by symmetry that the set of paths in Ω(o) tending to {q 1 , . . . , q J } is a set 32 of P-measure 0, so Theorem 5.11 implies that u HD 0. If ξ is a junction point, the set K(ξ, m) consists of at least two (but at most 10 finitely many) m-cells. If ξ is an irrational point or a rational point which is not 11 a junction point, then K(ξ, m) consists of just one m-cell; see Definition 3.8.
12
Definition 5.16 ((Localized) harmonically generated functions). Recall from 13 Definition 3.8 that every rational point ξ ∈ F has a generation of birth m ξ ; see 14 (3.12). For m ≥ m ξ , the vertex (ξ, m) is the unique point of Γ m which is directly 15 below ξ, and ξ is a boundary point of an m ξ -cell in F .
16
For a fixed x = (ξ, m) ∈ N F , define the (localized) harmonically generated function 17 u x by repeating the construction of u via the harmonic extension procedure of 18 Lemma 5.7 on the set N F ∩ (K(ξ, m) × [m, ∞)) and extending u x by 0 elsewhere. 19 More precisely, let Q be the largest subset of V 0 such that for each q ∈ Q there 20 is a w (q) ∈ W m with Ψ w (q) (q) = ξ, and define
Note that Ψ w (q) (N F ) and Ψ w (q ) (N F ) are disjoint except for the vertices directly 22 below ξ, for q, q ∈ Q with. For either q or q , formula (5.7) indicates that 23 u x takes the value 1 on the set of vertices directly below ξ, and hence (5.7) is 24 well-defined and unambiguous.
25
Lemma 5.17. For x = (ξ, m) ∈ N F , the harmonically generated function u x of Defini-26 tion 5.16 has finite energy.
27
Proof. Just as in the proof of Lemma 5.12, one can see that u x vanishes on the set 28 of vertices directly below the boundary points of K(ξ, m), viz., the neighbours 29 of ξ (m) in Γ m , and the vertices directly above them. Since u x is extended by 0 on 30 the complement of q∈Q Ψ w (q) (N F ), there is no contribution to the energy sum 31 (5.1) from edges exterior to q∈Q Ψ w (q) (N F ), except for the edges connecting ξ
to its neighbours in Γ k−1 . Denote this contribution to the energy of u x by E. Then 33 E(u x ) ≤ CE(u) + E, where C = 1 if ξ is a rational point which is not a junction 34 point, and C = N if ξ is a junction point at which N m-cells intersect. The rest 35 of the argument for E(u x ) < ∞ and u x 0 is directly analogous to the proof of 36 Lemma 5.12.
37
(globally) harmonic function on N F , and E((u x ) HD ) < ∞. (and by symmetry) that u x is nonvanishing at ∞ on a set of positive P x -measure. (6.1) 7 In fact, it follows from Theorem 6.7 that u x is supported at ∞ P x -a.s. The details of this proof can readily be filled in after reading §6.
Without loss of generality, one may restrict to intervals with a, b ∈ Q and a < b. . Let X n be the random walk on N F , and let 2 f : N F → R. Then for any a < b,
where the constant C x := 2G(x, x)/c(x) depends only on x and G is the Green function.
4
Definition 6.3. Define an equivalence relation on Ω by
The boundary of N F is then We will be particular interested in the set Ω ∞ ⊆ Ω defined by
Lemma 6.4. The set Ω ∞ is measurable with respect to A, the Borel σ-algebra of N F .
11
Proof. We will boil down Ω ∞ in terms of cylinder sets. To begin, note that 12 Ω ∞ = x∈N F Ω x , where
is a bounded sequence, one can write
where Ω(y 0 , . . . , y l ) is a cylinder set as in (4.1), and similarly for u x (y k ) ≤ a.
Lemma 6.5. For every x ∈ N F , one has P x (Ω ∞ ) = 1.
1
Proof. We must show that lim n→∞ f (X n ) exists P x -almost surely, for every func-2 tion in the family F of (5.8). From Theorem 6.2, we have
and therefore lim n→∞ u x (X n ) exists Pr x -almost surely.
5
Lemma 6.6. For each x ∈ N F , the function X ∞ : Ω → B F defined by
is measurable with respect to A.
7
Proof. In view of (5.8) and (6.3), the topology on B F has a subbasis consisting 8 of the sets
for any x ∈ N F , x ∞ ∈ B F , and ε > 0. (Note that x ∞ is not related to x in any 10 way; they are free to vary separately.) Observe from (6.5) that u x is defined at 11 x ∞ , y ∞ ∈ B F by continuity. Since
and similarly for W x,x ∞ ,ε , one can see that [X ∞ ∈ U x,x ∞ ,ε ], [X ∞ ∈ W x,x ∞ ,ε ] ∈ A.
13
Theorem 6.7 (Convergence to the boundary). There is a random variable X ∞ such 14 that for every x ∈ N F , 15 lim n→∞ X n = X ∞ , P x − almost surely, (6.10) in the topology of N F .
16
Proof. This is a restatement of the combined results of Lemma 6.4, Lemma 6.6, 17 and Lemma 6.4. according to Lemma 7.3, and denote x n = (ξ n , n). Then ξ n is a rational 7 point of F , so there is a q ∈Ṽ 0 and w 1 . . . w n ∈ W n such that ξ n = Φ w 1 ...w n (q). In for which ξ n = Φ w|n (q), for every n ∈ Z + . Now define It is easy to verify that g is the inverse of f . 
