The k-median problem is a well-known strongly NP-hard combinatorial optimization problem of both theoretical and practical significance. The previous best approximation ratio for this problem is 2.611+ǫ (Bryka et al. 2014) based on an (1, 1.95238219) bi-factor approximation algorithm for the classical facility location problem (FLP).
Introduction
The k-median problem is closely related to the facility location problem (FLP), one of the most important problems in the field of operations research and computer science. Formally, in the FLP, we are given a facility set F and a client set D. Opening facility i ∈ F incurs an opening cost of f i , and connecting client j to facility i incurs a connection cost of c ij . The connection costs form a metric (that is, nonnegative, symmetric, and satisfying the triangle inequality). The objective is to open some facilities in F and connect each client in D to an opened facility such that the total opening and connection cost is minimized.
The k-median problem is the most important variant of the FLP. In the k-median problem, there is no facility open cost, but no more than k facilities are allowed to be opened.
The FLP can be formulated as an integer liner program (ILP). Let binary variable x ij represent whether client j is connected to facility i or not and binary variable y i represent whether facility i is opened or not. x ij ≤ y i , ∀i ∈ F, j ∈ D,
x ij , y i ∈ {0, 1}.
The first constraint above represents that each client must be connected to at least one facility, while the second constraint specifies that clients are connected to only opened facilities.
On the other hand, the k-median problem can be formulated as the following ILP: min i∈F,j∈D c ij x ij s. t.
i∈F x ij ≥ 1, ∀j ∈ D purpose of this concept is to balance the facility and connection cost in the optimal solution to create more room for an improved solution. The obvious connection between bi-factor and the normal approximation ratio is that any (γ f , γ c ) bi-factor approximation algorithm implies an approximation ratio of max{γ f , γ c } for the FLP. There is another important concept, so-called bi-point solution, for the k-median problem.
Definition 1.2 Bi-point solution:
Given a k-median instance I, a bi-point solution is a pair of facility setsF 1 ,F 2 ⊆ F with |F 1 | ≤ k ≤ |F 2 |, along with two reals number a and b
The connection cost of the bi-point solution is defined as aD 1 + bD 2 , where D 1 and D 2 are the connection costs of opening facilities inF 1 andF 2 , respectively.
Literature Review
Shomys et al. [11] offer the first constant approximation ratio for the FLP via the linear programming rounding technique, which was extended many times subsequently with improved approximation ratios (c.f. [4, 12] ). Note that the FLP is a special case of the set cover problem. Based on the greedy scheme for the set cover problem, Jain et al. [6] propose an algorithm in which they revise the greedy algorithm into a dual ascent process where the dual variable can be viewed as the contribution for opening facility and paying the connection cost. In the analysis of the algorithm, they use the dual-fitting scheme to obtain factor-revealing LPs with approximation ratio of 1.61 and bi-factor of (1, 2). Mahdian et al.
[10] obtain an approximation ratio of 1.52 and bi-factor of (1.11, 1.78) by using the technique of scaling up the facility cost before running the 1.61-approximation algorithm by Jain et al. [6] . Bryka et al. [2] scale up the contribution of the clients for opening facility to obtain an improved bi-factor (1, 1.95238219). Li [8] introduces a non-uniform random variable into the process of linear programming rounding to obtain the currently best approximation ratio 1.488 for the FLP. Relevant to this work is the 3-approximation algorithm (Jain and Vazirani [7] ) based on the standard primal-dual scheme with Lagrangian multiplier persevering (LMP) property, which states that the facility opening cost plus three times the connection cost for the solution obtained by the algorithm is no more than three times the optimal value.
The first constant approximation algorithm for the k-median problem is given by Charikar et al. [3] in which they propose a 6 -approximation algorithm through local search scheme with the so-called multi-swapping operation (that is, use p facilities to swap p facilities opened in the current solution). The algorithm iteratively finds a local optimal solution by this swap operation, starting from any feasible solution. Jain and Vazirani [7] give a 6-approximation algorithm using the LMP property. Li and Svensson [9] show that if there is a solution with k + ǫ facilities (where ǫ is a positive constant), there will be a solution with k facilities and the cost only increases by a factor of 1 + ǫ. This observation leads to an (1 + √ 3 + ǫ)-approximation algorithm for the k-median problem. Bryka et al.
[2] further improve the approximation ratio for the k-median problem to 2.611 + ǫ based on an (1, 1.95238219) bi-factor approximation for the FLP.
As a negative result, Guha and Khuller [5] show that the existence of an α-approximation algorithm for the FLP with α < 1.463 is impossible unless NP ⊆ DT IME(n
where n c is the number of the clients.
High level idea of our algorithm
We give an improved bi-factor approximation for the FLP which results in an improved approximation ratio for the k-median problem. The main idea leading to this improvement is that the worst-case instances in the factor-revealing LP with different parameters may be different. Therefore we should expect to have an improved solution if we run the same algorithm with different parameters and choose the best (cheapest) one. However, analyzing this solution through factor-revealing LP directly, we can not identify the clients in this solution corresponding to that in the optimal solution. In order to overcome this difficulty, the main technique in showing the bi-factor of the parametric algorithm is to focus on the convex combination of the solutions, which is much more amenable to the tool of factorrevealing LP, compared to directly handling the cheapest solution.
We present an improved (1, 1.93812708) bi-factor approximation algorithm for the FLP and an improved (2.592 + ǫ)-approximation algorithm for the k-median problem in Section 2 and 3 respectively. Some conclusions are given in Section 4.
2 Improved bi-factor approximation algorithm for the FLP
Algorithm
We first recall the algorithm proposed by Bryka et al. [2] . In the algorithm, denoteF as the opened facility set, and A as the active client set in which the client is unconnected. They introduce a parameter θ to scale up the contribution of the active client. For brevity, we denoted the algorithm as BPRS (θ).
Algorithm 2.1 BPRS(θ) ([2])
Step 0 Initially, all facilities are un-opened and all clients are un-connected, that is, setF := ∅ and A := D.
Step 1 For each i ∈ F \F , calculate the roott 
where (x) + := max{x, 0}. Set
Step 2 For each i ∈F , calculatet
Step 3 Set i * = arg min{t Step 4 Repeat Steps 1-3 above until all clients are connected, that is, A = ∅.
In our algorithm, we run BPRS(θ l ) for a list of pre-selected parameters θ l (l = 1, 2, · · · , L),
and output the solution with the smallest cost.
Algorithm 2.2
Step 0 Fix parameters θ l (l = 1, 2, · · · , L).
Step 1 Step 2 Output Alg = arg min l=1,...,L cost(Alg l ), namely the solution with smallest cost among
2.2 Analysis: a new factor-revealing LP
A new factor-revealing LP
In the algorithm, we define r l ji as the connection cost for client j when client i is connected to an opened facility if client j is connected at time v 
where {p l } is a combination coefficient, that is, p l ≥ 0 (l = 1, 2, · · · , L) and L l=1 p l = 1. Our purpose is to prove a bi-factor of (γ f , γ c ) such that:
Note that Cost * f and Cost * c are the facility opening cost and the connection cost in an optimal solution, respectively. Assume that the opened facility set is F * in the optimal solution, and the set of clients connected to i ∈ F * is N i in the optimal solution.
Evidently (4) follows if we can prove the following inequality for each i ∈ F * :
Or equivalently,
For convenience, we omit the subscript i since all clients in N i are all connected to i.
Thus, we can use the subscript i to denote a client. The following program (5) gives γ c for any given γ f .
Theorem 2.3 The value of γ c can be obtained by the following factor-revealing LP for any
given γ f :
The proof available in the appendix of this Theorem is similar to that in [6] . Moreover, calculating γ c requires knowing the number of the clients in the star centered at facility f in Theorem 2.3. Without knowing the number, we need to consider all possible numbers as the following result dictates.
Corollary 2.4 For the FLP, there is a bi-factor of (γ f , γ c ) for a fixed γ f , where
γ c = sup n {η n }.
Upper bound of the factor-revealing LP
Finding the exact value of γ c in Corollary 2.4 involves all n and turns out to be highly computationally intensive. Instead, we give an upper bound indexed by a parameter t in the factor-revealing LP (5)- (13) for each n. One property of this upper bound useful later is that it is increasing with respect to the parameter t. For proving the upper bound of the factor-revealing LP (5)- (13), we need two lemmas first.
Lemma 2.5 η n ≤ η n·m , for any positive integer m.
Lemma 2.6 For each t and n, we have
Note that (15)- (16) and (19)- (22) are the same as the corresponding constraints in program (5). Actually these two programs differ only by two constraints: (8) and (9) are replaced by (17) and (18), respectively. Lemmas 2.5-2.6 imply the following result.
Lemma 2.7 For each integer t and n, η n ≤ ρ t .
Proof. For any integer t and n, we have
✷
An upper bound for γ c in our algorithm is the minimum ρ t over the convex combination of coefficients {p l } for any fixed t. However, finding the optimal {p l } is computationally expensive. For our purpose, it suffices to calculate γ c only for some selected t, p l , θ l , and γ f .
The factor-revealing LP and the upper bound in Bryka et al. [2] correspond to l = 1 in programs (5) and (14) in our algorithm, respectively. Note that our factor-revealing LP and the upper bound are separable in terms of l. Therefore, the proofs (available in the appendix) for Lemmas 2.5-2.6 are similar to those in Bryka et al. [2] .
Numerical results
In the numerical experiments, we set l = 2, p 1 = 0.93, p 2 = 0.07, θ 1 = 1, θ 2 = 1.35, and γ f = 1. The following table compares the values of ρ t between our algorithm and that by Bryka et al. [2] for different t. Tables 1-2 for t = 500 and n = 500 show that our upper bound 1.93812708 is strictly smaller than the lower bound 1.94918216 of the algorithm in Bryka et al. [2] , therefore leading to an improved bi-factor approximation algorithm which is summarized in the following lemma.
Lemma 2.8 Algorithm 2.2 is an (1, 1.93812708)-approximation algorithm for the FLP.
Proof. The lemma is concluded by Lemma 2.7 and Table 1 for t = 500. ✷ 3 Improved (2.592 + ǫ)-approximation for the k-median problem Obtaining the bi-point solution of the k-median problem involves the dual program of the LP-relaxation.
If we fix the value of l, the dual of (23) can be viewed as an instance of the FLP with the facility cost l. Changing the value of l adjusts the number of the opened facilities.
The (1, 1.93812708) bi-factor approximation in Lemma 2.8 to the FLP, together with the approach of Jain et al. [6] , imply a bi-point solution for the k-median problem whose cost is within 1.93812708 · OP T , where OP T is the optimal value of the k-median problem.
We now call upon the following result from Byrka et al. [2] to obtain an improved approximation ratio for the k-median problem. A bi-point solution for the k-median problem can be converted to a solution with k +f (ǫ) facilities and with a cost no more than 1.3371α times the optimal solution, where f (ǫ) is a constant dependent on k, and α is the approximation ratio to obtain the bi-point solution. Moreover, the solution with k + f (ǫ) facilities can be converted into a feasible integer solution for the k-median problem with a cost scaled by no more than a factor of (1 + ǫ). From Lemma 2.8, we have α = 1.93812708, leading to our main result. 
Conclusions
In this work, we offer an improved approximation algorithm for one of the most important problems in location theory. A natural question is to see whether our multi-parameter idea can be extended to other problems such as the classical FLP. Our preliminary experiments showed negative result: calculating the factor-revealing LP in Bryka et al. [2] for γ f = 1.11
revealed that γ c is increasing with respect to θ; and hence the multi-parameter idea cannot improve the bi-factor. Now, we prove the desired ρ t ≥ η tn . Since r l ji satisfies (7), we obtain that Taking summation of the above inequality over 1 to t leads to 
