We propose a new biproportional method specifically designed for joint projection of Supply and Use tables (SUTs). In contrast to standard inputoutput techniques, this method does not require the availability of total outputs by product for the projection year(s), a condition which is not often met in practice. The algorithm, called the SUT-RAS method, jointly estimates SUTs that are immediately consistent. It is applicable to different settings of SUTs, such as the frameworks with basic prices and purchasers' prices, and a setting in which Use tables are separated into domestic and imported uses. Our empirical evaluations show that the SUT-RAS method performs quite well compared to widely used short-cut methods.
Introduction
Input-output (IO) tables provide a detailed picture of the interactions in an economy, summarizing the production and use of all goods and services, and of income generated in the production process. These tables are extensively used in a wide range of studies ranging from the analysis of international trade, productivity, efficiency, income inequality to ecological and environmental studies (see, for example, ten Raa (2005) and Miller and Blair (2009) , and extensive references thereof). These analyses are relied on the use of symmetric input-output tables (SIOTs) either from the product-by-product or industry-by-industry type. An IO-table is often constructed from underlying Supply and Use tables (SUTs) by means of a particular technology assumption. In fact, SUTs provide more detailed and useful information, since they explicitly distinguish between commodities and industries that allows appropriately considering secondary products besides the main products of industries. However, many IO analyses require the linking of an IO table to additional data sets such as international trade and employment statistics. While the first dataset is organised by product, the second is typically collected at an industry basis. Linking these to a SIOT that is either from the product-by-product or industry-by-industry type is problematic. Instead, SUTs being industry-by-product provide a natural link to the additional data sources.
There exists, however, a problem of timeliness of SUTs (and SIOTs), which mainly has to do with the large financial costs and human efforts required to collect the appropriate data. Thus, the majority of countries provide benchmark tables based on the detailed surveys on mainly five years intervals. To fill the gap in-between the benchmark SUTs, it is necessary to use the so-called non-survey methods. Many different non-survey methods have been employed in updating the SIOTs. Jackson and Murray (2004) and Pavia et al. (2009) provide recent overviews and evaluations of the various methods.
The updating procedures for SIOTs could in principle also be used for project-2 ing SUTs. In Temurshoev et al. (2010) eight different methods were studied and evaluated in the estimation of the Dutch and Spanish Use and Supply tables and it was concluded that the well-known (G)RAS algorithm was generally superior. 1 There is, however, one important drawback of using SIOTs updating methods in order to estimate SUTs: one has to have both the row and column sums of the Use and Supply tables for the projection year(s). This is largely impractical for SUTs estimation because, although outputs by industry are available from other sources (such as national accounts), outputs by product are typically not available for the projection year. One, of course, can project SUTs on the base of only column totals information using, for example, a one-sided RAS method, that has to satisfy only one constraint, namely, the column sums condition, rather than both the column sums and row sums conditions. This is the basis of one of the few existing SUTupdating procedures which was used in the construction of intermediate inputs in the EU KLEMS database and known as the EUKLEMS method (Timmer et al. 2005, Broersma and van Moergastel 2007) . 2 It is obvious that such estimation of SUTs is inefficient as it does not use the full potential of the original RAS algorithm, and require arbitrary adjustments to make supply and use tables consistent with respect to the derived outputs by products.
In this paper, we propose a new method for simultaneous estimation of SUTs that does not require the availability of the use and supply totals by products, which are, instead, endogenously derived. We apply the traditional RAS procedure not separately to the Use and the Supply tables, but instead write the problem in terms of the joint estimation of SUTs such that the two requirements of the SUT framework are satisfied. These are the identities of total inputs and total outputs by industry, and total supply and total use by products. It is proved that, like the (G)RAS procedure, the estimates of SUTs are derived by biproportional 3 adjustments of the original SUTs. However, unlike the (G)RAS algorithm, the process of updating supply and use tables are not independent: only three dependent (and not four pairwise independent) multipliers need to be computed to jointly estimate the Use and Supply tables. Because of its closeness to the original (G)RAS algorithm, we refer to this method as the SUT-RAS approach.
We show that the SUT-RAS method is rather flexible and can be used in a range of settings. In Section 2 we separately consider the situation in which Supply and Use tables are both given in basic prices, and when the Supply table is in basic prices and includes the transformation into purchasers' prices, while the Use table is given at purchasers' prices. The latter setting is most common in available datasets worldwide. Various interesting applications also require series in which the Use table is separated in domestic and imported uses and this is considered as well.
Additionally, we also study the possibility of introducing additional projection data, besides the minimum information on the projection year(s) that are needed for the SUT-RAS implementation, including exogenous export and imports statistics, e.g., from international trade sources.
In Section 3 the performance of the SUT-RAS method is tested for a set of SUTs Eurostat 2008, Chapter 14) . 3 This method relies on two assumptions: first, the shares of industries in the production of commodities remain constant, and second, the fixed input coefficients determine the relations of all product inputs to production of industries (the so-called fixed product sales structure model). In contrast, the SUT-RAS method is a theory-based approach, which minimizes the deviations of the projected Use and Supply tables structure from that of some benchmark year. And while joint estimation in SUT-RAS immediately guarantees the consistency of the SUTs, the Euro needs an ad-hoc assumption of the fixed product sales structure to make SUTs consistent. It is found that the SUT-RAS method performs quite well compared to EUKLEMS and Euro methods in estimation of Belgian and Spanish SUTs. Finally, Section 4 gives some concluding remarks.
The problem of joint estimation of Supply and

Use tables
In this section we present the theoretical model of joint estimation of Supply and Use tables (SUTs) and provide its solution. Since Use tables in base year can be available both at basic and purchasers' prices, we consider both cases. Thus, first we give the details of the updating method when the original benchmark SUTs are at basic prices, while the second case is analyzed in one of the later sections.
Estimation of SUTs at basic prices
Let us first consider the case when the benchmark SUTs are both given at basic prices. For the projection year(s) the following data is available: 4 (i) x b -output totals by industry, (ii) v b -value-added totals by industry, (iii) y b -totals of final demand categories, and (iv) M -overall sum of commodity imports. The subscript b indicates that the corresponding vector/matrix is expressed in basic prices. These data are typically available from the national accounts. The question is how the availability of this minimal information together with some benchmark SUT of the earlier period can be used to estimate the consistent SUTs for the projection year(s). 
To do so, let us first present a framework of SUTs at basic prices. Define the vector of commodity outputs at basic prices by q b and the vector of sectoral intermediate use totals by u b . The last vector can be easily derived, since by definition it equals the difference between the vectors x b and v b . Imports vector m is given at CIF prices. The null matrix and null vector of appropriate dimensions are denoted, respectively, by O and 0. Further, the summation vector of ones is denoted by ı. Table 1 gives SUTs' framework, where p, s, f and m determine a member of, respectively, products, industries (or sectors), final demand categories and total imports sets. This notation will be shown to be useful below. Thus, Table 1 shows
i.e., total use by product is equal to total supply by product, and As in Junius and Oosterhaven (2003) , we define z ij ≡
x ij a ij whenever a ij = 0, and set z ij = 1 for a ij = 0. This mathematical trick will be shown to be very useful, since it will allow to preserve signs of the original elements in the estimated matrix. Next, define sets I = {p}, II = {{s}, {f }}, and III = {{s}, m}, and the expanded vectors of total outputs and total uses, respectively, as x = (x b , M ) and u = (u b , y b ) . We consider the following constrained optimization problem:
k∈I a kj z kj = u j for all j ∈ II,
where |a ij | is the absolute value of a ij and e is the base of the natural logarithm.
Function (2) is the objective used in the Generalized RAS (GRAS) problem (see Lenzen et al. 2007 , Huang et al. 2008 . Minimizing this function implies that we want x ij to be as close as possible to the original element a ij for all i and all j. This is because for z ij = 1 the value of (2) is zero, which is its minimum possible value. This objective function is the transformation of the well-known informationbased entropy measure. Employing Table 1 , let us find the meaning of the three constraints of our problem. Condition (3) by using the definition of z ij boils down to s x ps + f x pf − s x sp − x mp = 0 (note that x mp = m p ), which in matrix
Thus, this constraint ensures the identity of supply and use by products, and as a result the commodity output vector is endogenously determined. Constraint (4) guarantees that the column totals of the estimated intermediate use matrix and final demand matrix are equal to u , while (5) requires that the row totals of the Make matrix and commodity imports match their given totals, x. Thus, these two conditions will also guarantee that total input by industry is equal to total output by industry. Note that we do not explicitly consider the zero matrices of A in the above problem, since implicitly they are already accounted for. This is because we set z ij = 1 for all a ij = 0, which implies that any cell that was zero in the original matrix A remains zero in the estimated matrix X as well.
From the SUTs construction we know that the intermediate Use matrix, Make matrix, and imports vector do not allow for negative elements, while the final demand matrix allows for negative entries as well. Thus, let us define P 0 as a matrix with all non-negative entries of U 0 , and N 0 ≡ P 0 − U 0 , which contains absolute values of the negative elements of U 0 , that is those of Y b,0 . Then, the associated Lagrangean of our problem is L =
where λ p , τ j and µ i are the corresponding Lagrange multipliers of the constraints (3)-(5). The optimal solutions of this function can be easily derived as:
e λp e τ j if a pj ≥ 0 for all p ∈ I and all j ∈ II, e −λp e −τ j if a pj < 0 for all p ∈ I and all j ∈ II,
z ip = e µ i e −λp for all i ∈ III and all p ∈ I,
Thus, expressions (6) and (7) give, respectively, the estimates of U and V. Note 8 that for the solution of the problem (2)-(5) it always holds that z ij > 0, which means that the estimated matrices will preserve the signs of the original elements.
For simplicity, denote r u (p) ≡ e λp , s u (j) ≡ e τ j and r v (i) ≡ e µ i . Then, using the optimal solutions (6)-(7), we thus established the following result.
Theorem 1. The solutions of the problem (2)-(5) of updating SUTs at basic prices are given by
Theorem 1 clearly shows the similarity of the joint SUTs updating to the RAS and GRAS solutions: in this case in order to get the corresponding estimates, the semipositive Supply table V 0 is scaled row-and column-wise similar to RAS procedure, while the Use table U 0 is scaled also row-and column-wise, but the factors are different depending on whether one is updating its non-negative or strictly negative entries similar to the GRAS algorithm. Because of this closeness to the (G)RAS algorithm, we refer to our method as the SUT-RAS approach. However, the main difference now is that we join these two tables according to the SUTs framework from the outset, and do not consider RASing each matrix separately. As a result, the estimates are dependent in the sense that we use only three dependent multipliers (i.e., r u , s u and r v ) for the joint estimation of the SUTs components, and not four multipliers, which would be pairwise independent, in the case of separate updating of U 0 and V 0 . The last option, however, is largely unfeasible from the practical perspective, because the totals of outputs by products, q b , are not available for the majority of countries around the world (except e.g., for Japan that produces annual symmetric input-output tables by products). But when the components of the SUTs are joined, we need not know this vector, which will be obtained endogenously, and furthermore, the consistency of SUTs is immediately guaranteed. Thus, in contrast, for example, to Euro method (see e.g., Eurostat 2008, Chapter 14) , no further steps are needed to equalize sectoral inputs and outputs. 5
Given Theorem 1, our task is now to find out how the row and column multipliers can be computed. By plugging the optimal solutions in the constraints (3)-(5), we are able to determine these vectors. First, constraint (3) implies that Uı − V ı = 0.
Using Theorem 1 we thus haver
Premultiplying the last equation by the diagonal matrixr u , yieldŝ
This is a quadratic equation in r u without a linear term that admits two solutions, but for our purposes we only need its positive root. Thus,
This is a quadratic equation in s u , and as in (8) we are interested only in its positive root, thus
where • is the Hadamard product of elementwise multiplication.
Finally, condition (5) states that Vı = x, thus using again Theorem 1 we obtain
where is the Hadamard element by element division.
Note from (10) that it must be always the case that x is a strictly positive vector.
Also it follows from (9) that u should be a strictly positive vector either, otherwise that each product has its own specific sales structure, irrespective of the industry where it is produced.
10 the diagonal matrix P 0 r u −1 is not defined. 6 We observe that equations (9) and (10), besides the exogenously given data, depend directly only on r u . Thus, we propose the following algorithm for computing the required row and column multipliers.
Step t = 1, . . . , k. Calculate r u (t) on the base of s u (t − 1) and r v (t − 1), and then use r u (t) to compute s u (t) and r v (t).
Finally, we want to briefly discuss whether the convergence of the above algorithm is guaranteed and whether there exist more than one solution to our problem. In our minimization problem, function (2) is the sum of strictly convex functions, hence is itself strictly convex either. Constraints (3)-(5) are linear equality constraints, thus are convex as well as concave functions, but not strictly so. It is well-known that the sum of a strictly convex function and a convex function is a strictly convex function (see e.g., Chiang 1984 , Theorems I-III, p.342). Thus, our Lagrangian is a strictly convex function, which guarantees that there exists a unique solution to the problem (2)-(5). This it turn implies that the above mentioned algorithm surely converges provided that the solution to our SUT-RAS problem exists. We can say more about the necessary and sufficient conditions for the global minimum of our problem using the Kuhn-Tucker sufficiency theorem. The last states that if the following sufficient conditions hold: (a) the objective function is differentiable and convex in the non-negative orthant, (b) each constraint is differentiable and concave in the nonnegative orthant, and (c) the solution satisfies the Kuhn-Tucker minimum conditions, then the solution gives global minimum of the minimization function (for details see e.g., Chiang 1984, Chapter 21) . The reader may confirm that the Kuhn-Tucker minimum conditions are satisfied in our SUT-RAS setting.
It is well-known that the Kuhn-Tucker minimum conditions become necessary when the so-called constraint qualification is satisfied. But our setting with the linear constraints immediately implies that the constraint qualification is satisfied, thus if the above mentioned conditions (a) and (b) are realized, then the Kuhn-Tucker minimum conditions will be necessary-and-sufficient for a minimum. This is indeed the case for the SUT-RAS problem (2)-(5). And, moreover, since the minimization function is strictly convex, the solution is a unique global minimum. The vector e can contain any other information from the final demand matrix. That is, it can also be consumption by households, investments, or the sum of any final demand categories by product. Thus, in comparison to (1), now the benchmark 
SUTs estimation with additional information
. Note that this matrix has lower column dimension than U 0 in the previous section. For the sake of presentation simplicity, we do not introduce additional notations or sub(super)scripts, and assume that the reader understands that, for example, u = (u b , y r b ) in this section is different from u in the previous section. Also the Make matrix is now written without the subscript b; that is, 
It is easy to check that Theorem 1 still holds for this case as well, but the multipliers are now computed differently. So, the first constraint (11) implies that
13 This is a quadratic equation in r u with linear term, hence its positive root is
which boils down to (8) whenever f = 0.
Similarly, constraint (12) 
This will yield exactly the same expression for the column multiplier s u as in (9), but remember that now its row dimension is reduced due to considering exogenous information from the final demand matrix.
In the same way, condition (13) states that Vı = x, thus using again Theorem 1 we obtain similar expression to (10) as follows
Here again it is true that the vectors u and x must be strictly positive, otherwise the multipliers s u and r v are not defined (which, however, can be easily dealt with in practical applications, see fn. 6). The algorithm of computing the three multipliers and the final estimates in the presence of exogenous information is exactly the same that was presented in Section 2.1. Table 3 , which is different from Table 1 for SUTs at basic prices in only one respect, besides difference in prices. This is the inclusion of a valuation adjustment matrix T, which includes row-wise trade margins, transportation margins, and product taxes that are net of subsidies. The only difference with the official published SUTs is that now the totals of the trade and transportation margins do not sum to zero, because the products' trade and transportation negative figures are nullified, and their totals in absolute value are given in the vector t, which is a strictly positive vector. The reason for this adjustment is that with zero totals the estimation of the valuation adjustment matrix is not possible. 8 That is why, the overall sum of products in the Supply table given in Table 3 is equal to q + c, where q is the commodity output at purchasers' prices and c has the totals of margins from t, which are distributed over the trade and transportation products, and zeros otherwise. Note that U, Y, q, u and y are all expressed in purchasers' prices, thus do not have subscript b. Furthermore, the vector c with trade and transportation margins figures is exogenously given for the SUT-RAS method.
Updating
To give more clear picture of T, t and c, let us consider a four product economy, which is assumed to have the following valuation adjustment matrix in the official 
It may be the case that for the projection year the distribution of margins over the trade and transportation products is unknown, and only their overall values are given. In that case, we suggest to distribute the totals over corresponding commodities in c using the constant shares from the benchmark valuation adjustment matrix. So, in contrast to the SUTs estimation setting at basic prices, now we also require the availability of totals of margins and net taxes (i.e., t) for the projection year(s).
To estimate SUTs we again define the original matrix A as in (1), but with the price and dimension differences. However, mathematically our problem is very similar to (2)-(5), with only distinction that instead of (3) now we have j∈II a pj z pj − k∈III a kp z kp = −c p for all p ∈ I, which guarantees that the supply and use of products at purchasers' prices are equal, that is, Uı = V ı − c (remember that c is exogenous). Thus, the commodity output at purchasers' prices, q, is again endogenously derived. The main distinction of this setting from the SUTs at basic prices is that V 0 can also allow for negative entries as well: net taxes can be negative when subsidies exceed taxes. Thus, besides (6), the second optimal condition instead of (7) is 
As in Section 2.1, define r
Further, let P v 0 be a matrix with all non-negative elements of V 0 and
Thus, the optimal solutions (6) and (16) 
Theorem 2 again confirms that to jointly estimate consistent SUTs one needs to compute only three dependent multipliers r u , s u and r v . Their dependency reflects the fact that all the components of SUTs are estimated simultaneously. Using the supply and use by products identity condition, Uı − V ı = −c, together with Theo-
Its premultiplication by the diagonal matrixr u results again in the quadratic equation in r u , thus
where
Its solution in terms of s u is already given in (9) and is valid in the current setting as well. Finally, from (5) it follows that Vı = x. Thus, using Theorem 2, we obtainr
Note that mathematically the basic price SUTs estimation results are essentially a particular case of this purchasers' price setting when N v 0 is a zero matrix. After updating one can distribute the totals of margins in c over the corresponding trade and transportation products, which will result in zero totals of these margins as given in the official statistical publications.
Given our earlier discussions on the availability of extra exogenous information, the elaborations in Section 2.2 can be used in the current setting as well. Then in Table 3 we are not going to estimate the commodity imports vector m and a part of the final demand matrix, denoted by e that can be commodity exports vector, consumption vector, or the sum of any final demand categories by product. In which guarantees that the supply and use by products at purchasers' prices are equal, that is, Uı + e = V ı + m − c. Therefore, Theorem 2 holds for this setting with additional information as well, and only a small difference comes in the computation of the multiplier r u in (17), where instead of ±c we will have the vector f ≡ m−c−e (this is due to combination of Theorem 2 and the identity Uı − V ı = m − c − e).
As before, the other two multipliers s u and r v are defined, respectively, by (9) and (18), remembering that now they have different dimensions. In fact, this last setting is the most general of all frameworks considered above, since mathematically each of them is its particular case. 9
The algorithm of computing the three multipliers is similar to that presented in Section 2.1, with the only difference that in the last step of t = k+1 the final estimate of V should be derived using the corresponding expression from Theorem 2. Again our discussions in the last paragraph of Section 2.1 on uniqueness of the solution and convergence also hold in the current setting.
An important remark is that in order the estimated vectors of use and supply by products to be immediately consistent, it must be true that the exogenous given data is consistent itself. That is, it must hold that ı u + ı y + ı e = ı x + ı (m − c) in the most general case with additional exogenous information. In words, the economywide use (as a scalar) should be equal to the overall production. Otherwise, the SUT-RASing might still produce the required estimates, but the error by which the mentioned identity does not hold, will appear as the overall difference of the endogenized vectors of the use and supply by products. 10 The final note is that if we were to multiply the first constraint of our optimization problem, which links Supply and Use tables and guarantees their consistency product-wise, by minus one (-1), then we would obtain alternative expressions of the estimates. So it can be easily shown that then the estimated Use and Supply tables instead of those given in Theorem 2 would be equal to
where the corresponding multipliers (in a general case of the availability of exogenous information) are
where n u and p u are defined above under (17). Certainly, the two expressions with their corresponding multipliers result in exactly equivalent estimates, thus it is only a matter of taste which one of them to use.
SUT-RAS method: the case of domestic and imported
Use tables
In this section we provide a somewhat different SUTs estimation method, which distinguishes the intermediate and final Use tables into domestic and imported tables. Having Use tables separately for domestic and imported uses is important, since many economic analyses are based only on the domestic input structure of the economy, rather than its entire technology that includes also imported inputs.
If we want to use, for example, the setting analyzed in Sections 2. and the expanded vectors of total outputs and total uses as x = (x b , t) and u = (u , y ) . Our SUT-RAS problem is minimization of (2) with respect to the following 
Condition (19) ensures consistency of the supply and use of domestic products, while this identity for the imported products is reflected in (20) . Constraint (21) guarantees that the column sum of total (i.e., domestic and imported) Use 
Similar to the previous sections, define r Theorem 3. The solutions of the joint estimation of SUTs that distinguishes between domestic and imported use of products are given by
Theorem 3 shows that in order to estimate three matrices and one vector, we need to compute only five dependent multipliers, which can be derived by joint employment of the optimal conditions with the constraints (19)-(23). This principle should be clear by now to the reader, hence we only give the final results as follows:
From equations (28)-(32) it follows that if r d and r m converge, so do the other three multipliers. Thus we propose an algorithm similar to the one presented in Section 2.1 as follows:
-
Step t = 0. Initialize s u (0) = ı, r v (0) = ı and r = 1.
-Step t = 1, . . . , k. Calculate r d (t) and r m (t) on the base of s u (t − 1), r v (t − 1) and r(t − 1), and then use r d (t) and r m (t) to compute s u (t), r v (t), and r(t).
for sufficiently small > 0.
-Step t = k + 1. Derive the final estimates using Theorem 3 and multipliers from step k.
The discussions in the last paragraph of Section 2.1 on the unique solution and convergence applies to this SUT setting as well. We should note that Theorem 3 and multipliers' expressions (28)-(32) also hold for the case when Use tables are given in basic prices. In that case, one must not consider the valuation adjustment matrix T in the Supply table, and also set c = 0. Finally, in case of availability of additional information, such as imports and exports vectors, one can easily adapt the SUT-RAS problem of this section, similar to that described in Section 2.2.
Empirical assessment
We apply the proposed SUT-RAS method to the Spanish benchmark SUTs for 2000
and 2005, which are available from National Statistics Institute of Spain both at basic and purchasers' prices. The data were disaggregated into 72 products and 72 industries. We symmetrized the tables because we want to compare the results of SUT-RAS algorithm to two other methods of updating SUTs. These are the Euro method (Beutel 2002 , Eurostat 2008 , which requires symmetric SUTs, and EUKLEMS method (Timmer et al. 2005) . They require almost the same data availability for the projection year tables except for the Euro method, which does not use output vector by industry and computes it endogenously. We, however, think that since total outputs by industry are also available from the national accounts, it is more reasonable to use this extra important information rather than estimate it. It should be mentioned that the Euro method also requires that the Use table at basic prices is distinguished between domestic and imported intermediate and final uses. We do not explain the Euro and EUKLEMS methods in this paper due to space constraints, and refer the reader to Temurshoev et al. (2010) who present detailed description of both methods for updating SUTs.
In order to assess the relative performance of the methods, we use the following criteria:
1. Mean absolute percentage error (Butterfield and Mules 1980) :
is the true element, while x ij is its estimate, and X is the m × n matrix.
Thus, M AP E shows the average percentage by which each estimated element is larger or smaller than its true value. Note that we take the denominator in absolute value as well so that it does not allow to reduce the actual error when x true ij < 0. 25 2. Weighted absolute percentage error (Mínguez et al. 2009 ):
which weights each percentage deviation of x ij from x true ij by the relative size of the corresponding true element in the overall sum of the actual elements.
3. Standardized weighted absolute difference (Lahr 2001) :
which is somewhat similar to W AP E with the difference that the absolute deviations are weighted by the size of the true transactions.
4. The psi statistic (Kullback 1959, Knudsen and Fotheringham 1986) :
where s ij = (|x true ij | + |x ij |)/2. This information-based statistic has a lower limit of zero when X true = X, and upper bound of mn ln 2 when the non-zero elements of X true correspond to the zero elements of X, and vice versa. Unlike M AP E, W AP E and SW AD, the psi statistic is insensitive to the change in the positions of x true ij and x ij , and it offers the advantage of considering the case when x true ij = 0 and x ij = 0 (next to the reverse situation). 11 Knudsen and Fotheringham (1986) concluded that the psi statistic is one of the most useful goodness-of-fit measures for matrix comparative purposes, as they showed a linear relation between its value and the level of error.
5.
RSQ (or coefficient of determination) -the square of the correlation coefficient between the elements of the actual matrix, X true , and the predicted matrix,
11 When x true ij = 0, we set the corresponding element of M AP E, W AP E and SW AD to zero, and when x true ij = x ij = 0, the corresponding entry ofψ, along other goodness-of-fit measures, is nullified as well.
X, when at least one of the elements is different from zero.
The results of the estimation of Spanish SUTs at basic prices are given in Table 5 .
We use the 2000 SUTs as benchmarks and the required totals vectors from 2005
SUTs in order to estimate the 2005 tables, and then compare the estimates with the true 2005 SUTs. The final demand matrix for this exercise consists of total consumption, gross capital formation, and total exports. The second column of Table 5 , for example, shows that the Euro method produces the estimate of the Make matrix, whose elements are, on average, 21.6% larger or smaller than the true Make matrix entries according to M AP E. Similarly, the EUKLEMS and SUT-RAS methods are on average, respectively, 19.4% and 20.8%
'in error' according to M AP E. However, we should note that M AP E is not a good measure of goodness-of-fit, since it gives identical weights to all elements of a matrix of deviations of the estimated and true matrices. 12 In this respect, the W AP E indicator is much more relevant as it takes into account the relative size of each element of the true matrix, which, for example, strongly suggests that the Euro method is producing much worse predictions of the Make matrix and Supply table than those estimated by the EUKLEMS and SUT-RAS methods. In general, Table 5 shows that the EUKLEMS method outperforms the other two methods in estimating the Supply table in basic prices, although note that its average errors are quite close to those of the SUT-RAS algorithm. However, when we compare the estimates of the Use tables, we find that the SUT-RAS algorithm outperforms both the Euro and EUKLEMS methods. In particular, one can easily observe that the EUKLEMS is performing worst in the estimation of the final demand matrix. The reason for this large deviation is that EUKLEMS approach considers the column of changes in inventories as the residual between the commodity output vectors obtained from the estimated Supply and Use tables in order to make SUTs consistent. This procedure turns out to have a rather large negative impact on the overall quality of estimation of the final demand matrix. This is confirmed in Figure 1 , which illustrates W AP Es by final demand categories, whose sum for each method equals the overall W AP E given in Table 5 above. Figure 1 clearly Tables 5 and 6 . Further, we have to note that the coefficient of determination, RSQ, is a weak statistic for matrix comparison purposes either, which, in fact, has been already shown in Knudsen and Fotheringham (1986) . We, however, provide the values of the M AP E and RSQ measures here only for the sake of completeness, as these indicators are often reported in the studies on updating IO matrices. The results of the estimation are presented in Table 6 . Note that now it is the analysis in Section 2.3 that is applied to the data in order to get the estimates of our SUT-RAS method. We cannot evaluate the Euro method, since it requires the necessary data to be in basic prices and estimates SUTs at basic prices only. Again based on the 2000 SUT and using the 2005 expanded total outputs and total inputs vectors (i.e., x and u in Section 2.3) we estimate the 2005 SUTs, and then compare imported products, which overall comprised 22.6% of total imported uses, and the Euro method produces extra 1.52% error according to W AP E.
Often it is required to estimate taxes net of subsidies on products in the framework of SUTs at basic prices. This can be easily incorporated in the analysis of Section 2.1 by defining the expanded Supply and Use tables as follows (ignoring the subscripts 0's):
where n 1 and n 2 are, respectively, the vectors of net taxes of industries and final demand categories, and N is the overall sum of net taxes in the economy, i.e., The results are reported in Table 7 , which clearly suggest the superiority of SUT-RAS over the Euro method. In general, Euro method produces extra average error over the nine projection years ranging from 1.99% to 3.67%, and makes the largest errors in the estimation of Make matrices. The maximum and minimum individual errors are, respectively, 5.91% and 0.79% according to W AP E. Note that these differences are in fact quite large, because the W AP E indicator, in quantifying the deviations of the estimated matrices from the actual ones, takes into account the relative weight of each individual element in the overall sum of all true elements of the corresponding matrices. at basic prices, we consider two cases when the accurate information for imports and exports by product were used exogenously for the projection of 2005 SUTs.
We consider these cases because in reality international trade statistics provide an alternative source for time series of exports and imports. The implementation of the SUT-RAS procedure here is based on Section 2.2, whose results are given in Table 8 . The results show that, indeed, there are a few cases when adding true additional information produces poorer estimates. For example, having both exports and imports exogenous results in slightly poorer estimate of the Make matrix according to the M AP E and W AP E goodness-of-fit measures (i.e., they increase from 20.78% to 21.31% and from 3.03% to 3.07%, respectively). The same also holds for the estimated Use tables according to M AP E indicator, which as we know is not a good measure anyways. However, in general, we find that adding extra true exogenous information produces better projections. So, in the overall evaluations of the Make matrix together with total intermediate and final Use matrices, we observe that all goodness-of-fit measures, except M AP E, constantly decrease with added 34 true exogenous information. This also confirms the viewpoint of de Mesnard and Miller (2006) stated above for the case of our SUT-RAS algorithm in the example of Spain. Therefore, one can conclude that if for the projection years there exists more information than the minimum required exogenous data for the SUT-RAS approach, it is better to make use of them as well.
Conclusion
In this paper we have proposed a new method of estimation of Supply and Use tables (SUTs), which is labeled as the SUT-RAS procedure. The characterizing features of the SUT-RAS method are as follows:
-It does not require the availability of the vector of total outputs by product for the projection year(s), which is instead endogenously derived;
-It jointly estimates the Supply and Use tables;
-Estimated SUTs are immediately consistent, and thus, unlike the Euro method (Eurostat 2008) and EUKLEMS approach (Timmer et al. 2005) , no additional assumptions are needed in order to make SUTs consistent;
-The SUT-RAS procedure is biproportional and theory-based method;
-It is general enough to handle both basic and purchasers' price settings of SUTs;
-The SUT-RAS method is also appropriate for cases when intermediate and final Use tables are distinguished between domestic and imported uses;
-One can easily consider introduction of an extra accurate information into the SUT-RAS procedure, and -Unlike the Euro method, the Supply and Use tables do not have to be square.
Our empirical assessment of the method for the Spanish and Belgian SUTs data confirmed that the SUT-RAS method is performing quite well, where we made a 35 detailed comparison with the outcomes of the Euro and EUKLEMS methods. Thus, we conclude that the SUT-RAS method may be used for the estimation of SUTs, and is potentially preferable, because it is theory-based approach. The economic theory behind this approach is similar to the well-known (G)RAS method. That is, one estimates the new SUTs that are as close as possible to the benchmark SUTs, but they have to satisfy certain restrictions on the SUTs structure itself and on the available information of the projection year. For interpolation when two benchmarks for the beginning and ending year are available, we suggest to use a varying benchmarks scheme that gives higher (resp. lower) weight to closer (resp. further) benchmark SUTs for the projection years SUTs estimation. This procedure will more or less ensure that when structural change indeed happened during the interpolation period, the varying benchmarks take it into account. We should also mention that in the search procedure for the structure similarity, large elements are given a higher weight than small transactions. From a practical point of view this feature is desirable, because statisticians always try to estimate large entries of SUTs as accurate as possible, while they might give less attention to the small transactions accuracy.
