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A B S T R A C T
The ubiquitous mobile devices and web services acquire and collect
a lot of personal data about their users. In many cases, the confiden-
tiality of such data is not guaranteed and is frequently violated; thus,
the users’ sensitive data is often leaked to other users or third parties.
This work presents a model-driven approach called IFlow that al-
lows the development of distributed applications consisting of mobile
apps and web services with secure information flow. Using the mo-
deling language MODELFLOW, the developer creates a model of a
security critical application and specifies its information flow proper-
ties. Such properties are then guaranteed using automatic informati-
on flow control as well as interactive verification. The final application
consists of Android apps and Java web services generated automati-
cally from the application model that satisfy the specified information
flow properties.
Z U S A M M E N FA S S U N G
Die allgegenwärtigen und immer verbundenen mobilen Geräte sam-
meln große Mengen an persönlichen Daten über ihre Nutzer. In vie-
len Fällen wird die Vertraulichkeit solcher Daten nicht garantiert; so
kommt es bei mobilen Apps und Webservices oft zu Datenlecks, wo-
durch die Privatsphäre ihrer Nutzer verletzt wird.
Diese Arbeit stellt den modellgetriebenen Ansatz IFlow zur Ent-
wicklung informationsflusssicherer Anwendungen bestehend aus mo-
bilen Apps und Webservices vor. Hierzu wird mit der Modellierungs-
sprache MODELFLOW das Modell einer sicherheitskritischer An-
wendung erstellt, und ihre Informationsflusseigenschaften spezifi-
ziert. Anschließend können diese Eigenschaften mit Hilfe vollauto-
matischer Informationsflussanalyse sowie interaktiver Verifikation ga-
rantiert werden. Die finale Anwendung besteht aus Android-Apps
und Java-Webservices, die aus dem Modell generiert werden, und
die modellierten Informationsflusseigenschaften erfüllen.
v
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Teil I
E I N L E I T U N G

„That puts it well,“ G. G. said.
„You’re a policeman guarding human privacy.“
„You know what Ray Hollis says about us?“ Runciter said.
„He says we’re trying to turn the clock back.“
— Philip K. Dick, Ubik, 1968
1
M O T I VAT I O N
In der Zeit der allgegenwärtigen und immer verbundenen mobilen
Geräte scheint das Ideal der Privatsphäre nicht mehr als ein Wunsch-
traum zu sein.
Jedes solcher Geräte ist mit einer Reihe von Sensoren ausgestat-
tet, mit denen es persönliche Daten über seinen Besitzer (oft ohne
ihrer expliziten Zustimmung [44]) sammelt, und diese auf Webser-
ver von Dritten hochlädt. Aber auch die Nutzer selbst sind allzu
oft bereit, den mobilen Geräten ihre sensitive Informationen anzuver-
trauen. Dazu zählen beispielsweise die Kontaktdaten ihrer Freunde,
Kunden, oder Partner, private Photos, oder sogar höchst vertrauliche
Zahlungsdaten.
Viele der Anwendungen und Services, die diese Daten speichern,
austauschen, und verwerten, geben ihren Nutzern keine klare Aus-
kunft über den Umfang und Verwendungszweck der gesammelten
Informationen. Zudem kommt es bei mobilen Apps und Webservices
oft zu Datenlecks [24], was zu Verletzungen der Privatsphäre ihrer
Nutzer, aber auch Reputationsschäden bei den Entwicklern solcher
Anwendungen führen kann. Bei komplexen verteilten Anwendungen
bestehend aus einer Vielzahl von interagierenden mobilen Apps und
Webservices sind solche Datenlecks oft das Ergebnis von Implemen-
tierungsfehlern. So gab es Juni 2016 einen Datenleck bei Uber, ei-
nem der größten Vermittlungsdienste zur Personenbeförderung, bei
dem persönliche Daten wie Email-Adressen und vergangene Fahrten
durch nicht autorisierte Nutzer eingesehen werden konnten [74].
Heute sind die Nutzer auf herkömmliche Sicherheitsmechanismen
sowie die Datenschutz-Bestimmungen der Anwendung angewiesen,
die jedoch keine starken Garantien bzgl. der Geheimhaltung ihrer
sensitiven Information geben können. Ein solcher Mechanismus ist
beispielsweise das Berechtigungssystem, wie es bei den aktuellen
mobilen Plattformen wie Android, iOS, und Windows Phone zum
Einsatz kommt. Der Entwickler einer mobilen App muss eine Liste
von Berechtigungen angeben, die seine App vom Benutzer anfordert,
um z.B. auf den GPS-Sensor oder die SD-Karte zugreifen zu können.
Jedoch ist ein solches Berechtigungssystem zu grobkörnig, um die
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Vertraulichkeit der Nutzerdaten zu garantieren. Installiert etwa der
Nutzer eine App, die sowohl Zugriff auf den GPS-Sensor als auch
den Zugang zum Internet erhält, so kann er sich nicht vergewissern,
dass diese App seinen aktuellen Aufenthaltsort nicht an Drittpartei-
en verrät. Auch durch den Zusammenschluss mehrerer Apps, von
denen jede scheinbar harmlose Berechtigungen anfordert, kann es zu
Datenlecks kommen [38, 83].
Um die Geheimhaltung sensitiver Informationen in verteilten Sys-
temen bestehend aus mobilen Apps und Services zu garantieren, sind
Techniken notwendig, die den Informationsfluss (IF) in solchen Syste-
men betrachten. Jedoch stellt die praktische Anwendung der theo-
retischen Grundlagen und Analysetechniken für Informationsfluss-
kontrolle von realistischen und benutzerfreundlichen Systemen eine
Herausforderung dar.
2
Z I E L E U N D E R R E I C H T E E R G E B N I S S E
Das Hauptziel der vorliegenden Arbeit ist eine einheitliche System-
entwicklungsmethodik, die die Stärken der statischen Codeanalyse
und interaktiver Verifikation integriert, um sinnvolle und interessan-
te Informationsflusseigenschaften für reale Anwendungen zu garan-
tieren. Dieser Ansatz soll den Entwickler dabei unterstützen, starke
Informationsflussgarantien für seine Anwendung zu liefern, indem
er diese bereits in der Designphase berücksichtigt (Privacy by Design).
Der Fokus liegt dabei auf verteilten Anwendungen bestehend aus
mobilen Apps und Webservices.
Im Rahmen der Arbeit entstand der modellgetriebene Ansatz IFlow
zur Entwicklung informationsflusssicherer Anwendungen (siehe Ka-
pitel 3 für eine Übersicht über die Systementwicklungsmethodik von
IFlow). Die folgenden Ergebnisse wurden dabei erreicht:
• Entwicklung einer Modellierungssprache zum Design infor-
mationsflusssicherer Anwendungen und ihrer Eigenschaften
Im Lauf der Arbeit entstand die Modellierungssprache MODEL-
FLOW, die auf der Unified Modeling Language (UML) [71] auf-
baut. Damit ist es möglich, die Struktur und das Verhalten ei-
ner verteilten Anwendung bestehend aus mobilen Apps und
Services zu modellieren. Die Sprache erlaubt die intuitive und
flexible Spezifikation der Informationsflusseigenschaften dieser
Anwendung, sowie die Integration von händisch und extern im-
plementierten Modulen (wie etwa einer graphischen Benutzero-
berfläche oder einer vorinstallierten mobilen App), um die fle-
xible Entwicklung von möglichst realistischen Anwendungen
zu ermöglichen. Automatische Modelltransformationen gene-
rieren aus dem Anwendungsmodell ein formales Modell sowie
ausführbaren Java-Code, die bzgl. ihrer Informationsflusseigen-
schaften verifiziert bzw. analysiert werden können.
Kapitel 9 beschreibt im Detail die Sprache MODELFLOW zur
Modellierung der Struktur, des Verhaltens, und der Informa-
tionsflusseigenschaften einer IFlow-Anwendung. Das Kapitel
baut auf den in [48, 50–53, 93] publizierten Arbeiten auf.
• Erarbeitung formaler Grundlagen und der formalen Seman-
tik der Modellierungssprache
Die formale Semantik von MODELFLOW ist durch ein forma-
les Modell gegeben, das die modellierte Anwendung als eine
abstrakte Zustandsmaschine (engl. abstract state machine, ASM)
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abbildet, und das theoretische Informationsflussframework von
Rushby [80] instantiiert. Damit ist es möglich, die modellierten
Informationsflusseigenschaften mit dem interaktiven Beweiser
KIV [3] formal zu verifizieren, die sich auf die finale Anwen-
dung vererben.
Kapitel 15 beschreibt die Informationsflusstheorie und das for-
male Modell einer IFlow-Anwendung. Die formalen Grundla-
gen des IFlow-Ansatzes wurden in [53, 91–93] publiziert.
• Ansatz zur vollautomatischen Informationsflusskontrolle von
verteilten Anwendungen bestehend aus mobilen Apps und
Webservices
Um die vollautomatische, sprachbasierte Informationsflussana-
lyse des generierten und händisch implementierten Code zu
ermöglichen, wurde ein Ansatz zur automatischen Abstraktion
der verteilten Anwendung bestehend aus mobilen Apps und
Webservices als eine monolitische Java-Anwendung entwickelt.
Dies ermöglicht den Einsatz der vollautomatischen, sprachba-
sierten Informationsflusskontrolle der modellierten Anwendung
mit dem Java Object-sensitive ANAlysis (JOANA)-Framework [35],
sowie den Check der optionalen händischen Implementierung.
Der Ansatz garantiert, dass sich die so gezeigten Informations-
flusseigenschaften auf die finale, verteilte Anwendung beste-
hend aus mobilen Apps für die Android-Plattform und Java-
Webservices vererbt.
Kapitel 16 beschreibt den Aufbau und automatische Informati-
onsflussanalyse des Java-Codes einer IFlow-Anwendung, wäh-
rend Abschnitt 17.2 die eingesetzten Abstraktionstechniken er-
läutert. Die Grundlagen automatischer Informationsflussanaly-
se in IFlow wurden in [49, 51, 53] publiziert.
• Benutzerzentrische Sicht auf Informationsflusssicherheit
Mobile Apps unterscheiden sich von anderen sicherheitskriti-
schen Systemen wie Webservices oder Smartcard-Anwendun-
gen u.a. durch ihre direkte Schnittstelle zum Endnutzer. Des-
halb wurde besonderer Wert auf die intuitive Verständlichkeit
und Transparenz der modellierten Informationsflusseigenschaf-
ten, sowie die sichere Integration einer benutzerfreundlichen
graphischen Benutzeroberfläche gelegt. Zudem wurde ein An-
satz implementiert, der dem Nutzer die Spezifikation und Ana-
lyse eigener Informationsflusseigenschaften einer IFlow-Anwen-
dung ermöglicht.
Unterabschnitt 16.2.4 geht auf die benutzerzentrische Sicht im
IFlow-Ansatz ein, und baut dabei auf der in [51] publizierten
Arbeit auf.
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• Evaluation des Ansatzes anhand mehrerer Fallstudien
Der IFlow-Ansatz wurde anhand einer Reihe von Fallstudien
evaluiert. Dazu zählen die Anwendungen TravelPlanner zur Flug-
buchung bei einer Reiseagentur, BankingApp zum Verwalten ei-
nes Online-Kontos, DistanceTracker zum Aufzeichnen einer Lauf-
distanz, ContactSMSManager zum Verwalten von privaten Kon-
takten und Versand von SMS, sowie PrivateTaxi zum Vermitt-
lung von Fahrgemeinschaften.
Die Fallstudien und ihre Informationsflusseigenschaften wer-
den in Teil v beschrieben. Ausgewählte Fallstudien wurden u.a.
in [50, 93] publiziert.

Teil II
I F L O W : E I N M O D E L L G E T R I E B E N E R A N S AT Z
Z U R E N T W I C K L U N G
I N F O R M AT I O N S F L U S S S I C H E R E R S Y S T E M E
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S Y S T E M E N T W I C K L U N G S M E T H O D I K
IFlow ist ein modellgetriebener Ansatz, der den Entwickler bei der
Konzeption, Modellierung, Verifikation, Analyse, und Implementie-
rung informationsflusssicherer Anwendungen unterstützt. Der Fokus Der Ansatz entstand
im Rahmen des
gleichnamigen,
DFG-geförderten
Projekts „IFlow“
als Teil des koordi-
nierten Programms
„Reliably Secure
Software Systems
(RS3)“
liegt dabei auf verteilten Anwendungen bestehend aus mobilen Apps
und Webservices.
Der IFlow-Ansatz ermöglicht es einem Entwickler, den Nutzern sei-
ner Anwendung starke Garantien darüber zu liefern, wie diese mit
vertraulichen Daten umgeht, und welche Systemnutzer oder Service-
Betreiber diese Daten in Erfahrung bringen können. Die Privatsphäre
der Endnutzer wird dabei bereits beim Entwurf der Anwendung be-
rücksichtigt (Privacy by Design). Dazu nutzt der Ansatz modell- und
sprachbasierte Techniken der Informationsflusskontrolle, die den Fluss
geheimer Information durch ein System betrachtet. Solche Techniken
geben stärkere Garantien bezüglich Vertraulichkeit von Daten als der
bloße Einsatz von Verschlüsselung oder Zugriffskontrolle, da sie die
Geheimhaltung von Informationen selbst nach ihrer Entschlüsselung
bzw. nach einem erlaubten Zugriff garantieren können.
Der wissenschaftliche Hauptbeitrag von IFlow ist eine einheitliche
Systementwicklungsmethodik, die die Stärken der statischen Code-
analyse und interaktiver Verifikation integriert, um sinnvolle und in-
teressante Informationsflusseigenschaften für reale Anwendungen zu
garantieren.
Abbildung 1: Überblick über den IFlow-Ansatz
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Abbildung 1 gibt einen Überblick über den IFlow-Ansatz, der in
vier Phasen unterteilt wird: (1) Modellierung, (2) interaktive Verifi-
kation des formalen Modells, (3) statische Analyse des Codeskeletts,
und (4) Ausbau des Codeskeletts zur finalen Anwendung. Im Folgen-
den werden diese Phasen näher erläutert.
modellierung Der Entwickler erstellt ein abstraktes Modell der
verteilten Anwendung mit MODELFLOW–der Modellierungssprache
von IFlow, die auf UML aufbaut (1). MODELFLOW ergänzt UML umFür Modellierung
mit MODELFLOW
kann ein UML-Tool
wie MagicDraw
verwendet werden,
nomagic.com
ein IFlow-spezifisches UML-Profil, und definiert Regeln zur Modellie-
rung von verteilten Anwendungen und ihren Informationsflusseigen-
schaften.
Das Anwendungsmodell muss alle notwendigen Informationen
über die Anwendungskomponenten (d.h., mobile Apps und Webser-
vices) enthalten. Dies umfasst die statische sowie die dynamische
Sicht auf die Anwendung, die die Struktur und das Verhalten solcher
Komponenten festlegen. Zum Systemverhalten zählt die Interaktion
der Komponenten, die Verarbeitung der dabei ausgetauschten Nach-
richten, und ggf. Filtermethoden, die geheime Nutzerinformationen
anonymisieren. Weitere Teile des Systems wie etwa graphische Benut-
zeroberflächen dürfen im Modell unterspezifiziert sein, und zu einem
späteren Zeitpunkt von Hand implementiert werden. Der Entwickler
kann zudem das Modell mit Anforderungen an das Verhalten der
zukünftigen, manuellen Implementierung annotieren, die bei der Ve-
rifikation und statischer Analyse als Annahmen verwendet werden.
Zudem definiert das Modell die anwendungsspezifischen Informa-
tionsflusseigenschaften des Systems in einer für den Nutzer intui-
tiv verständlichen Form. Zu den unterstützten Eigenschaften zählt
die Vertraulichkeit geheimer Information (Nichtinterferenz), sowie Ga-
rantien bezüglich ihrer expliziten Freigabe (Deklassifikation). Dadurch
kann z.B. der Fluss geheimer Benutzerinformation wie etwa Kredit-
karten- oder Kontaktdaten zu bestimmten Anwendungskomponen-
ten verboten, oder nur in gefilterter bzw. anonymisierter Form erlaubt
werden.
interaktive verifikation Manche der modellierten Informati-
onsflusseigenschaften wie etwa die Sicherheit der modellierten Filter-
funktionen müssen mit Hilfe von interaktiver Verifikation garantiert
werden. Das abstrakte Anwendungsmodell wird hierzu automatisch
zu einem formalen Modell transformiert, das auf einer abstrakten
Zustandsmaschine (ASM) und algebraischen Spezifikationen basiert
(Abbildung 1, (4)). Die ASM bildet dabei das modellierte Verhalten
der Anwendung ab; die Beweisverpflichtungen werden aus den spe-
zifizierten Informationsflusseigenschaften abgeleitet.
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Das formale Modell kann mit dem interaktiven Beweiser KIV [4]
eingelesen werden, um die Anwendung bezüglich der Beweisver-
pflichtungen zu verifizieren.
statische codeanalyse Aus dem abstrakten Anwendungsmo-
dell wird automatisch ein monolithisches Java-Codeskelett generiert,
das die Struktur und das Verhalten der modellierten Anwendung im-
plementiert. Dieses Codeskelett abstrahiert dabei von plattformspezi-
fischen Funktionalität wie Netzwerkkommunikation oder Zugriff auf
den GPS-Sensor des mobilen Geräts, die für die finale, lauffähige An-
wendung benötigt wird, und simuliert dabei ihre Informationsflüsse.
Auch die Teile des Systems, deren manuelle Implementierung noch
nicht vorliegt, werden auf diese Weise abstrahiert.
Diese Abstraktionen erlauben es dem Entwickler, ein statisches In-
formationsflussanalysetool wie JOANA [32] einzusetzen, da sie die
Komplexität der Anwendung reduzieren. So können viele der model-
lierten Informationsflusseigenschaften vollautomatisch gecheckt wer-
den, ohne dass der Entwickler Erfahrung mit interaktiver Verifikati-
on vorweisen muss. Die Checkverpflichtungen werden dabei automa-
tisch aus den modellierten Eigenschaften abgeleitet.
Da zwischen dem formalen Modell und dem Codeskelett eine Re-
finement-Beziehung vorliegt, gelten die formal verifizierten Eigen-
schaften auch für das Codeskelett.
ausbau des codeskeletts zur finalen anwendung Damit
das generierte Codeskelett als eine verteilte Anwendung auf echter
Hardware lauffähig wird, werden die Abstraktionen der plattforms-
pezifischer Funktionalität durch Code ersetzt, der diese implemen-
tiert. Der IFlow-Ansatz garantiert, dass sich die Informationsflussei-
genschaften des Codeskeletts und des formalen Modells auf die finale
Anwendung vererben. Dazu wird die vom Entwickler bereitgestell-
te, manuelle Implementierung der noch fehlenden Funktionalität zu-
sätzlich auf die im Modell festgelegten Anforderungen hin analysiert,
bevor sie in die Anwendung integriert wird. Dadurch wird sicherge-
stellt, dass die händische Implementierung die Informationsflussei-
genschaften der Anwendung nicht verletzt. Anschließend können die
Anwendungskomponenten als Android-Apps und Java-Webservices
auf entsprechende Hardware installiert werden, und erfüllen die ga-
rantierten Eigenschaften der Gesamtanwendung.

4
B E S O N D E R E H E R A U S F O R D E R U N G E N
4.1 was bedeutet informationsflusssicherheit?
Das Ziel des IFlow-Ansatzes ist es, die modellgetriebene Entwicklung
von realen und informationsflusssicheren Anwendungen zu ermögli-
chen. Die wohl bekannteste Formalisierung der Informationsflusssi-
cherheit ist die Nichtinterferenz-Eigenschaft nach Goguen und Mese-
guer [31]. Diese sagt aus, dass die öffentliche Systemausgabe, die ein
Angreifer beobachten kann, nicht von geheimen Informationen oder
Systemaktionen abhängt. Die Informationsflusssicherheit einer realen
Anwendung geht jedoch über diese formale Eigenschaft hinaus. Ge-
heime Daten müssen beispielsweise oft öffentlicher gemacht (d.h., de-
klassifiziert) werden können. So hängt etwa das Ergebnis der Funkti-
on, die bei der Anmeldung das Passwort des Nutzers überprüft, von
dem in der Datenbank gespeicherten, geheimen Passwort ab; gleich-
zeitig muss ein öffentlicher Beobachter dieses Ergebnis erfahren dür-
fen, um sich anmelden zu können, weshalb es für ihn deklassifiziert
werden muss. Ein Ansatz zur Entwicklung realer, informationsflusssi-
cherer Systeme muss daher die Spezifikation und Verifikation von Ei-
genschaften bezüglich der Sicherheit solcher Deklassifikation ermög-
lichen.
4.2 praktische anwendbarkeit formaler methoden und
statischer codeanalyse für informationsflusskon-
trolle
Formale Frameworks für Informationsflusssicherheit wie [31, 62, 63,
80] sind recht komplex, weshalb die Formalisierung realer Systeme
und ihrer Eigenschaften nicht trivial ist [72]. Ein Ansatz, der sich an
einen Entwickler von mobilen Apps und Webservices richtet, muss
daher eine Programmier- oder Modellierungssprache zur Verfügung
stellen, dessen Elemente in einem solchen Framework instantiiert wer-
den können, und sie dennoch intuitiv und zugänglich bleibt.
Jedoch kann nicht davon ausgegangen werden, dass die meisten
Entwickler von mobilen Apps und Webservices mit formaler Me-
thoden und Verifikation von Informationsflusseigenschaften vertraut
sind. Um auch solche Entwickler beim Entwurf informationsflusssi-
cherer Anwendungen zu unterstützen, sowie die manuelle Implemen-
tierung von Teilen solcher Anwendungen zu ermöglichen, muss der
Ansatz auch vollautomatische Analysetechniken zur Verfügung stel-
len. Aktuelle Tools wie JOANA [32], die Korrektheitsgarantien bezüg-
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lich ihrer Informationsflussanalysealgorithmen geben, haben jedoch
wie alle statische Codeanalysetechniken eine Reihe von Einschrän-
kungen, u.a. auch bezüglich des Umfangs und Komplexität des ana-
lysierbaren Codes. Daher sind geeignete Abstraktionstechniken gefor-
dert, die es ermöglichen, den komplexen, plattformspezifischen Co-
de von verteilten Anwendungen bestehend aus mobilen Apps und
Webservices zu vereinfachen, damit diese vollautomatisch auf Infor-
mationsflussverletzungen geprüft werden können. Gleichzeitig muss
sichergestellt werden, dass die Eigenschaften, die für die abstrakte
Variante des Codes gezeigt wurden, sich auf die finale Anwendung
vererben.
4.3 schnittstelle zum endnutzer
Die Zielgruppe der mit IFlow entwickelten Anwendungen sind End-
nutzer von mobilen Apps und Webservices, die ihre Privatsphäre
ernst nehmen. Jedoch bedeutet Privacy nicht nur das Verbergen sen-
sitiver Information, sondern auch die Möglichkeit, die Freigabe sol-
cher Information zu kontrollieren, sowie die Transparenz des Systems
bezüglich ihrer weiteren Verwendung [104]. Somit muss ein IFlow-
Entwickler nicht nur Informationsflusseigenschaften garantieren, son-
dern diese dem Nutzer auch verständlich darlegen können. Zudem
soll der Nutzer weitere Informationsflussanforderungen selbst defi-
nieren können, und die Kontrolle über die Freigabe seiner Daten be-
halten.
Der Fokus von IFlow liegt mitunter auf mobilen Apps, die sich von
anderen sicherheitskritischen Anwendungen wie Webservices oder
Smartcard-Applets dadurch unterscheiden, dass sie die direkte In-
teraktion mit dem Nutzer ermöglichen. Daher muss die Sicherheit
und Privatsphäre bei der Mensch-Maschine-Interaktion berücksich-
tigt werden, die die für die praktische Sicherheit von realen Anwendun-
gen eine ausschlaggebende Rolle spielt [17, 58, 100]. Dazu zählen die
Sicherheit bei der Eingabe geheimer Nutzerinformation und ihr Be-
zug zu den garantierten Sicherheitseigenschaften, sowie fälschungssi-
chere Benutzeroberflächen und sinnvolle Sicherheitshinweise.
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T O O L U N T E R S T Ü T Z U N G
Im Rahmen des IFlow-Projekts entstand die prototypische Implemen-
tierung einer Reihe von Tools und Bibliotheken, die den Entwickler
bei der Modellierung und den Modelltransformationen, der Codege-
nerierung, der Informationsflussanalyse und -verifikation, sowie dem
Deployment unterstützen.
5.1 uml-profil und -bibliothek von modelflow
Die Modellierungssprache MODELFLOW definiert eine Reihe von
IFlow-spezifischen Daten- und Stereotypen sowie Operationen, die
für die Spezifikation der Anwendung, der Struktur und des Verhal-
tens ihrer Komponenten, und ihrer Sicherheitseigenschaften notwen-
dig sind.
Die MODELFLOW-spezifischen Stereotypen sind in dem IFlow-
UML-Profil IFlow.profile festgelegt, während die Datentypen und Klas-
senoperationen in der UML-Bibliothek IFlow.elements spezifiziert sind,
die der Modellierer in sein UML-Modell einbinden muss.
Abschnitt 9.2 gibt einen Überblick über die Stereotypen des IFlow-
UML-Profils, sowie die in MODELFLOW vordefinierten Datentypen
und Operationen. Eclipse Modeling
Framework ist ein
Projekt der Eclipse
Foundation zur
Modellierung und
Codegenerierung
Als UML-Editor wurde im Rahmen des IFlow-Projekts der UML-
Editor MagicDraw von No Magic genutzt, der den Export des Anwen-
dungsmodells in den XMI-Format des Eclipse Modeling Frameworks
für weitere Modelltransformationen unterstützt.
5.2 modellvalidierung , modelltransformationen, und
codegenerierung
Die Validierung und Transformation des Anwendungsmodells (sie-
he Abbildung 2) erfolgt in IFlow vollautomatisch, und wurde auf
Basis des Eclipse Modeling Frameworks (EMF) implementiert. Hier-
zu wurde ein Eclipse-Plugin entwickelt, das das MODELFLOW-An-
wendungsmodell im XMI-Format einliest (1), und in eine Instanz des
IFlow-eigenen MEL*-Metamodells auf Basis des Ecore-Modells von
EMF transformiert (2). Dabei wird das Anwendungsmodell sowie der
eingebettete Code der domänenspezifischen Sprache MEL* von IFlow
geparst, annotiert, und validiert.
Das MEL*-Metamodell bildet alle Elemente der MODELFLOW-Mo-
dellierungssprache ab, und schafft die Grundlage für weitere Modell-
transformationen und Codegenerierung. Die Modellelemente sowie
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Abbildung 2: Modelltransformationen in IFlow
die Modellierungsrichtlinien von MODELFLOW, die in diesem Trans-
formationsschritt validiert werden, sind in Teil iii im Detail erläutert.
Aus dem MEL*-Modell der Anwendung wird mit XPand ein for-XPand ist eine
Modell-zu-Text-
Transforma-
tionssprache
males Modell auf Basis einer ASM und algebraischer Spezifikationen,
sowie dessen Beweisverpflichtungen generiert, die mit dem interakti-
ven Beweiser KIV eingelesen und verifiziert werden können (3).
Zudem wird aus dem MEL*-Modell mit QVTo ein abstrakter Java-QVTo (Operational
Query/View-
/Transform) ist
eine Modell-zu-
Modell-Transfor-
mationssprache
Syntaxbaum (engl. Java Abstract Syntax Tree, JAST) des Java-Codes ge-
neriert, der zur ASM funktional äquivalent ist (4). Anschließend wird
aus dem JAST-Modell mit Hilfe einer Modell-zu-Code-Transformation
das Java-Codeskelett der Anwendung generiert (5). Die Checkver-
pflichtungen für das Codeskelett werden mit XPand direkt aus dem
MEL*-Modell abgeleitert (6).
Damit das Codeskelett als eine verteilte Anwendung auf den Ziel-
pflattformen lauffähig ist, werden im letzten Schritt zusätzlich not-
wendige Artefakte wie Android- und Webservice-Konfigurationsda-
teien mit XPand generiert (7).
Alle Transformationsschritte können aus Eclipse heraus mit Hilfe
eines IFlow-Kontextmenüs komfortabel aufgerufen werden. Die Er-
gebnisse der Modellvalidierung werden dabei in einer Eclipse-Konso-
le angezeigt.
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Das aus einem MODELFLOW-Modell generierte Codeskelett ist nicht
sofort lauffähig, sondern dient zunächst zur automatischen Infor-
mationsflussanalyse der Anwendung. Dazu nutzt es eine Reihe von
Codeabstraktionen, die von echter, plattformspezifischer Funktionali-
tät abstrahieren, aber ihre Informationsflüsse simulieren. Im Rahmen
dieser Arbeit ist eine Java-Bibliothek solcher Codeabstraktionen ent-
standen, die vom Codeskelett genutzt wird. Android ist eine
Plattform für mobile
Anwendungen,
android.com
Es existieren zwei weitere Versionen dieser Bibliothek, die dieselbe
Schnittstelle besitzen, und die für die finale, lauffähige Anwendung
notwendige, plattformspezifische Funktionalität implementieren. Sie Play! ist ein
Java und Sca-
la-Framework
für Webservices,
playframework.
com
stellen die erforderliche Funktionalität zur Verfügung, um die An-
wendungskomponenten des Codeskeletts als mobile Android-Apps
und Play!-Webservices zu installieren.
Details zu den implementierten Abstraktionstechniken sind in Ab-
schnitt 17.2 beschrieben.
5.4 analysewerkzeuge
Zusätzlich zu den in IFlow eingesetzten Verifikations- und Analy-
setools KIV und JOANA wird das Codeanalyse- und instrumentie-
rungstool Soot genutzt. Dazu wurde das Java-Tool MMChecker im-
plementiert, das auf Soot aufbaut, und die manuelle Implementie-
rung der im Codeskelett fehlender Funktionalität u.a. bezüglich der
Zugriffsverletzungen auf die Zielplattform-API prüft (siehe Unterab-
schnitt 16.2.3).
Zusätzlich wurde das Java-Tool DeclMod entworfen, das den mobi-
len Code der finalen Anwendung instrumentiert. Das Tool ermög-
licht es dem Nutzer, Deklassifikationseigenschaften außerhalb des
IFlow-Entwicklungszyklus mit Hilfe statischer Codeanalyse zu prü-
fen (siehe Unterunterabschnitt 16.2.4.3), und unerwünschte Informa-
tionsleaks über Deklassifikationsfunktionen zu verhindern (siehe Un-
terunterabschnitt 16.2.4.4).
5.5 android-software
Um dem Endnutzer einer IFlow-App die sichere Dateneingabe zu
ermöglichen, wurde die Android-App SecureInput entwickelt. Die-
se setzt eine Reihe von Sicherheitsmechanismen ein, um Phishing-
und Man-in-the-Middle-Angriffe zu verhindern, die in Android mög-
lich sind, und das Stehlen sensitiver Benutzereingabe erlauben. Die
Anwendung informiert den Nutzer, welche Information angefordert
wird, und zeigt ihm die hierfür garantierten Informationsflusseigen-
schaften an (siehe Unterunterabschnitt 17.2.2.4).
20 toolunterstützung
Die Android-App MyFlows erlaubt es dem Endnutzer, eigene an-
wendungsspezifische Informationsflussanforderungen für eine IFlow-
App zu definieren. Die Anforderungen werden mit der MODEL-
FLOW-Syntax für Informationsflusseigenschaften festgelegt, und wer-
de für den automatischen Check der IFlow-App im Informationsfluss-
analysetool-agnostischen Format RIFL [25] exportiert (siehe Unterab-
schnitt 16.2.4).
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A R C H I T E K T U R E I N E R I F L O W- A N W E N D U N G
Eine IFlow-Anwendung besteht aus einer Reihe von Anwendungsmo-
dulen und -komponenten, die in Abbildung 3 gezeigt werden, und im
Folgenden erläutert werden.
Abbildung 3: Architektur einer IFlow-Anwendung
anwendungskomponenten Als Anwendungskomponente
wird der logische Kern einer mobilen App bzw. eines Webservices
bezeichnet, der mit MODELFLOW spezifiziert wird. Eine IFlow-An-
wendung kann beliebig viele Anwendungskomponenten enthalten,
besteht aber üblicherweise aus mindestens einer mobilen App und
einem Webservice. Solche Komponenten importieren die IFlow-Bib-
liothek, und können mehrere Anwendungsmodule nutzen, um die
gewünschte Funktionalität zu implementieren.
iflow-bibliothek Die IFlow-Bibliothek stellt eine Reihe von vor-
definierten Klassen und Methoden zur Verfügung, die von jeder MO-
DELFLOW-Anwendung verwendet werden können. Neben vordefi-
nierten Operationen und graphischer Benutzeroberfläche implemen-
tiert sie einen Wrapper für plattformspezifische APIs, die den auto-
matischen Codecheck bzw. die Installation der Anwendungskompo-
nenten als mobile Apps und Webservices auf echter Hardware ermög-
lichen.
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anwendungsmodule IFlow unterstützt eine Reihe von verschie-
denen Anwendungsmodulen, mit denen eine Anwendungskompo-
nente interagieren kann. Dazu zählen die folgenden anwendungsspe-
zifischen Module:
• Manuelle Methoden sind Methoden, die vom Entwickler hän-
disch implementiert werden müssen, um anwendungs- und
plattformspezifische Funktionalität bereitzustellen
• Externe Komponenten sind externe Apps und Services, deren
Funktionalität nicht auf Modellebene spezifiziert wird
• Manuelle graphische Benutzeroberfläche wird vom Entwick-
ler händisch implementiert, und kann Anwendungskomponen-
ten aufrufen
Hinzu kommen die folgenden anwendungsunabhängigen Module,
die als Teil der IFlow-Java-Bibliothek implementiert sind:
• Vordefinierte graphische Oberfläche kann von einer mobilen
Anwendungskomponente angezeigt werden, um die Interakti-
on mit dem Nutzer zu ermöglichen
• Vordefinierte Operationen sind mathematische, kryptographi-
sche, und plattformspezifische Funktionen, die dem Modellie-
rer von MODELFLOW zur Verfügung gestellt werden
7
V O R G E H E N B E I D E R E N T W I C K L U N G M I T I F L O W
Bei IFlow liegt der Schwerpunkt auf Privacy by Design. Das bedeu-
tet, dass die Privatheit der von der Anwendung verwalteten Informa-
tionen schon in frühen Stadien der Entwicklung berücksichtigt wer-
den soll. Insbesondere muss dem Entwickler der Anwendung bereits
dann bewusst sein, welche Informationen als sensitiv angesehen wer-
den müssen, und für welche Systemkomponente sie nicht lesbar sein
dürfen.
Abbildung 4: Vorgehen bei der Entwicklung mit IFlow
Abbildung 4 zeigt das empfohlene Vorgehen bei der Entwicklung
von informationsflusssicheren Anwendungen mit IFlow.
Im ersten Schritt wird das Anwendungsmodell mit UML entwor-
fen, wobei das IFlow-UML-Profil genutzt wird (1).
Danach wird mit dem IFlow-Plugin für Eclipse die Transformati-
on des Anwendungsmodells zum MEL-Modell angestoßen, wodurch
es validiert wird (2). Werden hierbei Fehler gemeldet, so muss der
Modellierer diese beheben, und das Modell erneut validieren.
Werden bei der Validierung keine Fehler mehr gemeldet, so kann
das Codeskelett und die Codecheckverpflichtungen für das Informati-
onsflusskontrolltool JOANA generiert werden (3). Meldet JOANA ei-
ne Informationsflussverletzung, so muss der Modellierer zum Schritt
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(1) zurückkehren, und das Modell entsprechend korrigieren. Bei kom-
plexen Projekten bietet sich der iterative Prozess an, bei dem neue An-
wendungsfunktionen erst dann hinzugefügt werden, wenn die bereits
bestehende Anwendung durch automatische Codeanalyse als sicher
garantiert wurde.
Wurden Informationsflusseigenschaften modelliert, die nicht auto-
matisch gecheckt werden können, so muss das formale Modell gene-
riert werden, und anhand der generierten Beweisverpflichtungen mit
dem interaktiven Beweiser KIV formal verifiziert werden (4). Gelingt
dies nicht, so ist die Anwendung unsicher; der Modellierer muss zum
Schritt (1) zurückkehren, und das Modell entsprechend korrigieren.
Die formale Verifikation der Eigenschaften, die nicht durch Codeana-
lyse sichergestellt werden können, ist oft zeitaufwändiger, und sollte
erst dann gemacht werden, wenn die Anwendung vollständig model-
liert und erfolgreich gecheckt wurde.
Wurde das Codeskelett erfolgreich gecheckt und das formale Mo-
dell verifiziert, so muss der Entwickler die noch fehlende Funktiona-
lität (falls vorhanden) von Hand implementieren, und diese anhand
der generierten Checkverpflichtungen checken (5). Ist der Check nicht
erfolgreich, so muss die manuelle Implementierung entsprechend an-
gepasst werden.
Sind alle Checks erfolgreich, so kann das Codeskelett mit der ma-
nuellen Implementierung zu finalen Anwendungskomponenten als
mobile Apps und Java-Webservices kompiliert werden (6).
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V E RWA N D T E A R B E I T E N
Moebius stellt mit SecureMDD [65, 66] einen Ansatz zur modell-
getriebenen Entwicklung sicherheitskritischer Smartcard-Anwendun-
gen und kryptographischer Protokolle vor, der von Borek auf die
Entwicklung von sicheren Webservices erweitert wurde [11]. Secu-
reMDD umfasst die Modellierung, Verifikation, automatisches Mod-
el-Checking, und Codegenerierung einer Smartcard- oder Webser-
vice-Anwendung. Der Ansatz und die Modellierungssprache von Se-
cureMDD ähneln dem IFlow-Ansatz sowie dessen Sprache MODEL-
FLOW, jedoch haben die Ansätze unterschiedliche Ansprüche. Wäh-
rend mit SecureMDD die Sicherheit der modellierten Protokolle gegenüber
einem externen Angreifer formal verifiziert werden kann, indem das
komplette Verhalten der Protokollteilnehmer spezifiziert wird, liegt
in IFlow der Fokus auf der Informationsflusssicherheit einer unterspezifi-
zierten verteilten Anwendung bestehend aus Apps und Services, deren
Code händisch ergänzt und vollautomatisch gecheckt werden kann.
IFlow-Anwendungen sollen demnach keine unerwünschten Daten-
lecks gegenüber internen Systemteilnehmern (bzw. externen Beobach-
tern des Systems) aufweisen.
Jürjens stellt mit UMLSec [46] einen modell-getrieben Ansatz zur
Entwicklung sicherer Anwendungen mit UML. Der Fokus liegt dabei
auf kryptographischer Sicherheit, jedoch lässt der Ansatz ebenfalls
die Spezifikation einfacher Informationsflusseigenschaften durch Mo-
dellannotationen zu. UMLSec stellt einen Kern-UML-Profil zur Verfü-
gung, der eine Reihe von Standardeigenschaften unterstützt, jedoch
für spezifische Anwendungsdomänen und Sicherheitseigenschaften
explizit erweitert werden muss. Die Verbindung zur Codeebene wird
u.a. durch modellbasiertes Testen der Implementierung des model-
lierten Systems geschaffen.
Seehusen [84, 85] integriert ebenfalls Informationsflusssicherheit in
einen modell-getriebenen Ansatz. Dabei nutzt er von UML inspirierte
Zustandsmaschinen zur Modellierung von sicheren Systemen, sowie
Sequenzdiagramme zur Spezifikation von Sicherheitspolicies. Die un-
terstützten Informationsflusseigenschaften des modellierten Systems
bzgl. Geheimhaltung von Systemereignissen (ohne Betrachtung der
Deklassifikation) werden auf Modellebene betrachtet, wobei die for-
male Semantik des Anwendungsmodells auf STAIRS [39] basiert. Die
Sicherheitsbetrachtung auf Codeebene beschränkt sich bei dem An-
satz auf Mechanismen zum dynamischen Durchsetzung der model-
lierten Policy bei der händischen Implementierung des Systems.
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Alghathbar et al. [1] beschreiben das Logik-basierte System Flow-
UML zur Spezifikation und Verifikation von Informationsflusseigen-
schaften mit Horn-Formeln für UML-Anwendungsmodelle. Dabei
werden die Horn-Formeln gegen den Informationsfluss geprüft, der
aus UML-Sequenzdiagrammen abgeleitet wird. Der Ansatz
beschränkt sich auf die Sicherheitsbetrachtung von abstrakten Sys-
temen auf Modellebene, sowie auf transitive Informationsflüsse ohne
Betrachtung von Deklassifikation.
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G R U N D L A G E N
9.1 zielsetzung und lösungsansatz
Das primäre Ziel bei der Entwicklung des vorgestellten Ansatzes ist
die Spezifikation einer geeigneten Modellierungssprache für verteil-
te und informationsflusssichere Anwendungen. Eine solche Sprache
soll dabei eine Reihe von Anforderungen erfüllen, die im Folgenden
aufgezählt und erläutert werden.
Da der Ansatz den Entwickler einer sicheren Anwendung unter-
stützen soll, muss die dafür ausgelegte Modellierungssprache mög-
lichst intuitiv benutzbar sein, um den Einarbeitungsaufwand mini-
mal zu halten. Dafür ist es von Vorteil, wenn sich die Sprache auf
bereits bekannte Modellierungs- und Programmiersprachkonzepte
stützt. Dabei soll der Modellierer möglichst einfach den Sicherheits-
level der von der Anwendung verwalteten Informationen festlegen
können, um bereits in der Designphase die Informationsflusssicher-
heit des Gesamtsystems zu berücksichtigen (Privacy by Design).
Das Anwendungsmodell muss eine geeignete Abstraktion der fina-
len Anwendung darstellen, die verteilt auf Smartphones und Webser-
vices ausführbar sein soll. Dabei soll nur das nötigste modelliert wer-
den müssen, um daraus das formale Modell der Anwendung zu ge-
nerieren, mit dem sinnvolle Sicherheitseigenschaften der Anwendung
bewiesen werden können. Andererseits muss das Modell feingranu-
lar genug sein, um daraus den (nahezu) vollständigen Code der fina-
len, verteilten Anwendung generieren zu können, für den die bewie-
senen Eigenschaften gelten, wobei möglichst realistische Anwendun-
gen unterstützt werden sollen. Gleichzeitig soll der generierte Code
für automatische Informationsflussanalysetools analysierbar sein, wo-
bei sich die Ergebnisse der Analyse auf die finale Anwendung über-
tragen lassen sollen.
Zuletzt soll der Ansatz und somit die Modellierungssprache be-
nutzerzentrisch sein. Das bedeutet, dass u.a. die modellierten Infor-
mationsflusseigenschaften für den Endnutzer lesbar und verständ-
lich sind, während die vom Benutzer eingegebenen Daten im Modell
und insbesondere den modellierten Informationsflusseigenschaften
als solche annotiert sein müssen.
Im Hinblick auf diese Zielsetzungen wurde die Modellierungsspra-
che MODELFLOW im Rahmen des IFlow-Ansatzes entwickelt. Sie ba-
siert auf dem UML-Metamodell, wird aber durch ein MODELFLOW-
spezifisches UML-Profil sowie eine Reihe von vordefinierten Klassen
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erweitert. Zudem erhält sie durch das daraus generierbare formale
Modell eine Semantik.
Um das dynamische Verhalten der modellierten Anwendung zu
spezifizieren, wurde die objektorientierte und domänenspezifische
Programmiersprache „Model Extension Language“ (MEL) übernom-
men und erweitert, die ursprünglich im Rahmen eines Projekts zur
Entwicklung kryptographisch sicherer Chipkartenanwendungen ent-
wickelt wurde [65].
9.2 modellierungssprache für informationsflusssiche-
re systeme
Dieser Abschnitt gibt einen Überblick über die Modellierungsspra-
che MODELFLOW und ihre Elemente. Dazu zählen die unterstütz-
ten Diagrammtypen (vgl. Unterabschnitt 9.2.1), Stereotypen (vgl. Un-
terabschnitt 9.2.2), sowie vordefinierte Datentypen und Operationen
(vgl Unterabschnitt 9.2.3 und Unterabschnitt 9.2.4).
Die konkreten Modellierungsrichtlinien, die die Anwendung sol-
cher Elemente vorgeben, werden in den folgenden Kapiteln detailliert
beschrieben.
9.2.1 Diagrammtypen
Die folgenden UML-Diagrammtypen kommen in MODELFLOW zum
Tragen:
Klassendiagramme werden zur Definition von Anwendungskompo-
nenten und -modulen, sowie Daten- und Nachrichtentypen benutzt.
Sie stellen die statische Sicht auf die Anwendung dar.
Sequenzdiagramme beschreiben das dynamische Verhalten und die
Interaktion der Anwendungskomponenten.
Aktivitätsdiagramme werden in MODELFLOW verwendet, um Funk-
tionen zum Filtern oder Deklassifikation von Daten zu spezifizie-
ren. Zudem werden sie zur Spezifikation von Informationsflusseigen-
schaften und der Sicherheitsdomänen sowie derer Beziehungen ver-
wendet.
9.2.2 Stereotypen
MODELFLOW definiert eine Reihe von Stereotypen, die ein Mo-
dellierer nutzen kann, um Komponenten zu definieren, Modulein-
schränkungen zu spezifizieren, oder Anwendungsverhalten festzule-
gen.
Manche dieser Stereotypen haben zusätzliche Attribute (Tags), mit
denen weitere Eigenschaften festgelegt werden können.
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Dieser Abschnitt gibt einen Überblick über die in MODELFLOW
unterstützten Stereotypen, und somit über den Funktionsumfang der
Modellierungssprache.
9.2.2.1 Strukturierung des Modells
Das Modell wird mithilfe von Packages strukturiert, die mit den Ste-
reotypen aus Tabelle 1 annotiert werden. MODELFLOWdefiniert fünf
verschiedene Package-Typen. «ClassDiagram» wird zur Spezifikation
von Komponenten und Datentypen verwendet, «BehaviorDiagram»
enthält Sequenzdiagramme und Aktivitätsdiagramme, die das An-
wendungsverhalten beschreiben, «DomainDiagram» speichert das Do-
mänendiagramm, das die Sicherheitsdomänen der Anwendung de-
finiert, «InformationFlowProperties» enthält die spezifizierten In-
formationsflusseigenschaften, während «IFlowElements» die vorde-
finierten Klassen und Operationen speichert.
Alle Modellelemente müssen in einem der annotierten Packages
enthalten sein.
stereotyp metaklasse beschreibung
«ClassDiagramm» Package annotiert das Package mit den
Klassendiagrammen
«BehaviorDiagram» Package annotiert das Package mit den
Sequenz- und Aktivitätsdia-
grammen
«DomainDiagram» Package annotiert das Package mit dem
Domänendiagramm
«IFlowElements» Package annotiert das Package mit den
vordefinierten Klassen und Ope-
rationen
«InformationFlow
Properties»
Package annotiert das Package mit den
Informationsflusseigenschaften
Tabelle 1: Stereotypen für Packages
9.2.2.2 Komponenten
Komponenten werden in MODELFLOW als UML-Klassen repräsen-
tiert, die mit einem der Stereotypen aus Tabelle 2 annotiert sind. Es
gibt zwei Komponententypen: «Application» sowie «Service», die
jeweils den logischen Kern einer mobilen App bzw. eines Webservices
repräsentiert. Eine MODELFLOW-Anwendung muss mindestens ei-
ne «Application»-Komponente enthalten, da der Endnutzer nicht di-
rekt mit einem Webservice interagieren kann.
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stereotyp metaklasse beschreibung
«Application» Class annotiert die App-Komponente
«Service» Class annotiert die Service-Komponente
Tabelle 2: Stereotypen für Komponenten
9.2.2.3 Module
Komponenten können mit diversen Modulen interagieren, die jeweils
mit einem Stereotyp aus Tabelle 3 gekennzeichnet werden.
Dazu zählt die manuelle Methode, deren Signatur als Klassenoperati-
on mit dem «uses»-Stereotyp modelliert wird. Solche Methoden müs-
sen händisch implementiert werden, wobei die Stereotyp-Tags sources
und sinks die plattformspezifischen APIs (und dadurch plattformspe-
zifische Informationsquellen und -senken) einschränken, auf die die
Methode zugreifen darf.
Die vordefinierte Benutzeroberfläche, die als eine vordefinierte Klas-
se mit dem «User»-Stereotyp repräsentiert wird, erlaubt es dem Ent-
wickler, eine der vordefinierten Benutzerinteraktionen wie Eingabe-
aufforderung oder Listenauswahl in seiner Anwendung zu nutzen.
Dies erspart dem Entwickler den Implementierungsaufwand, verbes-
sert die Präzision der Informationsflussanalyse, und garantiert den
Zusammenhang zwischen den modellierten Informationsflusseigen-
schaften und der Benutzereingabe.
Die manuelle Benutzeroberfläche ist eine Anwendungsklasse mit dem
«GUI»-Stereotyp, die es dem Entwickler erlaubt, eine händisch zu im-
plementierende und anwendungsspezifische Benutzeroberfläche in
seine Anwendung einzubinden.
Die externe App ist eine Klasse mit dem «External Application»-
Stereotyp, die das Einbinden einer externen mobilen App ermöglicht,
während der externe Webservice durch eine Klasse mit dem «External
Service»-Stereotyp repräsentiert wird.
MODELFLOW unterstützt auch eine Reihe von vordefinierten Me-
thoden (beispielsweise zur Abfrage der aktuellen GPS-Position in ei-
ner mobilen Anwendung), die als Klassenoperationen im «IFlowEle-
ments»-Package modelliert sind.
9.2.2.4 Informationsflussannotationen
Um Informationsflusseigenschaften für die modellierte Anwendung
zeigen zu können, müssen diese im Modell festgehalten werden. Der
Entwickler hat hierfür zwei Werkzeuge: Annotation des Gesamtmo-
dells mit Sicherheitsdomänen wie „geheim“ und „öffentlich“, sowie die
explizite Modellierung von Eigenschaften, die den Informationsfluss
zwischen spezifizierten Quellen und Senken erlauben bzw. verbieten.
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stereotyp metaklasse beschreibung
«uses»
Tags: sources, sinks
Operation beschreibt eine Klassenope-
ration, die händisch imple-
mentiert wird. sources und
sinks beschreiben Informati-
onsquellen und -senken aus
den vordefinierten Klassen
PredefinedSources und Predefi-
nedSinks, auf die die Operati-
on zugreifen darf
«User» Class annotiert die vordefinierte
Klasse, die die vordefinierte
Benutzeroberfläche repräsen-
tiert
«GUI» Class annotiert die Klasse, die
die manuell implementierte
Benutzeroberfläche repräsen-
tiert
«ExternalApplication»
Tags: noResult, op-
tionalResult
Class annotiert die Klasse, die eine
externe mobile App repräsen-
tiert. noResult und optionalRe-
sult beschreiben, ob die App
eine (optionale) Antwortnach-
richt verschickt
«ExternalWebService» Class annotiert die Klasse, die einen
externen Webservice reprä-
sentiert
Tabelle 3: Stereotypen für Anwendungsmodule
Sicherheitsdomänen helfen dem Entwickler dabei, bereits bei der
Spezifikation der Anwendungsfunktionalität ihre Informationsfluss-
sicherheit zu berücksichtigen, und sind notwendig für die formale Ve-
rifikation. Sie werden in einem Domänendiagramm als Aktivitätskno-
ten spezifiziert. Der erlaubte Informationsfluss bzw. die Interferenz-
Relation zwischen den Domänen wird mithilfe von gerichteten Kon-
trollflusskanten definiert. Dabei ist eine solche Relation standardmä-
ßig transitiv, außer wenn sie mit dem «intransitive»-Stereotyp an-
notiert wurde.
Explizite Informationsflusseigenschaften sprechen konkret über die
für den Endnutzer relevanten Quellen und Senken von sensitiven
Daten. Sie werden insbesondere für den automatischen Informati-
onsflusscheck verwendet. Informationsflusseigenschaften werden als
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Mengen von Informationsflussquellen und -senken repräsentiert, die
auf Komponenten, Komponentenattribute, bzw. die Benutzereingabe
Bezug nehmen können und als UML-Send Signal Actions bzw. -Accept
Event Actions modelliert werden. Wird eine Quelle oder Senke mit
dem «otherSources»- bzw. «otherSinks»-Stereotyp annotiert, so re-
präsentiert sie alle Quellen bzw. Senken, die in der Informationsfluss-
eigenschaft nicht explizit vorkommen.
Ob der Informationsfluss zwischen einer Quelle und Senke statt-
finden darf, wird mit den Stereotypen «allowedFlow» bzw. «noFlow»
festgehalten. Diese annotieren die UML-Control Flows, die die Quel-
len und Senken in einer Informationsflusseigenschaft verbinden. Darf
der Informationsfluss nur über eine konkrete Deklassifikationsmetho-
de erfolgen, so muss diese im Klassendiagramm mit dem «declassi-
fy»-Stereotyp annotiert werden. Der mit «allowedFlow» erlaubte In-
formationsfluss muss dann über einen mit «via» annotierten Aktivi-
tätsknoten erfolgen, der auf diese Methode verweist. Ihr Stereotyp-
Tag filter legt dabei fest, ob es sich dabei um eine bewiesen sichere
Filterfunktion handelt.
Benutzernachrichten sowie Datentypklassen, die die Benutzerein-
gabe repräsentieren, können mit einer Klartextbeschreibung mit Hilfe
des «labeled»-Stereotyps annotiert werden.
9.2.2.5 Datentypannotationen
MODELFLOW unterstützt eine Reihe von speziellen Datentypen, die
durch die Stereotypen aus Tabelle 5 gekennzeichnet werden.
Darunter fallen die vordefinierten Listen von plattformspezifischen
Informationsflussquellen und -senken (wie etwa das Dateisystem oder
die vom mobilen Gerät verwalteten, anwendungsunabhängigen Kon-
taktdaten), die im «IFlowElements»-Package als UML-Enumerations
repräsentiert sind. Diese sind mit dem «PredefinedSources»- bzw.
«PredefinedSinks»-Stereotyp annotiert.
Annotiert man ein Attribut einer Klasse mit dem «key»-Stereotyp,
so werden Listenattribute von diesem Datentyp als eine Map inter-
pretiert.
Spezielle Datentypen, die als Nachrichtenklassen verwendet wer-
den, erben von einer abstrakten Klasse, die entweder mit dem «Messa-
ge»- oder dem «Usermessage»-Stereotyp annotiert ist. Dabei sind die
Nachrichtenklassen, die von einer «Message»-Klasse erben, anwen-
dungsspezifisch und werden zur Kommunikation zwischen Kompo-
nenten verwendet. Nachrichtenklassen, die von einer «Usermessage»-
Klasse erben, sind vordefiniert und repräsentieren die Benutzerin-
teraktionsmöglichkeiten mit einer vordefinierten Benutzeroberfläche.
Klassen, die Authentifikationsdaten für den Zugriff auf zugriffsbe-
schränkte Maps enthalten, werden mit dem Stereotyp «AuthData» ver-
sehen. Der Datentyp des Schlüssels einer solchen Map muss hierzu
dieser Klasse entsprechen.
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stereotyp metaklasse(n) beschreibung
«intransitive» ControlFlow erlaubt den intransiti-
ven Informationsfluss
zwischen zwei Domänen
«noFlow» ControlFlow verbietet den Informa-
tionsfluss zwischen In-
formationsquelle und -
senke
«allowedFlow» ControlFlow erlaubt den Informations-
fluss zwischen Informati-
onsquelle und -senke
«otherSinks» AcceptEventAction bezeichnet alle in der
Informationsflusseigen-
schaft nicht explizit
aufgelisteten Quellen
«otherSources» SendSignalAction bezeichnet alle in der
Informationsflusseigen-
schaft nicht explizit
aufgelisteten Senken
«via»
Tag: filter :
Boolean
CallBehaviorAction annotiert den Verweis
auf eine Deklassifikati-
onsmethode, über die In-
formation fließen darf.
Der Tag filter legt fest, ob
es sich dabei um eine be-
wiesen sichere Filterfunk-
tion handelt
«declassify» Operation annotiert eine Klassen-
operation als eine Deklas-
sifikationsmethode
«labeled»
Tag: label :
String
Class, Message, Property annotiert ein Modellele-
ment mit einem Klartext
(label), der in Informa-
tionsflusseigenschaften
und bei Benutzereinga-
ben angezeigt wird
«Predefined-
Sources»
Enumeration annotiert eine Enumera-
tion mit vordefinierten,
plattformspezifischen
Quellen
«PredefinedSinks» Enumeration annotiert eine Enumera-
tion mit vordefinierten,
plattformspezifischen
Senken
Tabelle 4: Stereotypen für Informationsfluss
36 grundlagen
stereotyp metaklasse(n) beschreibung
«key» Property annotiert ein Klassenattri-
but als den Schlüssel einer
Map
«Message» Class annotiert eine abstrakte
Klasse als Nachrichtenda-
tentyp
«Usermessage» Class annotiert eine abstrakte
Klasse als Nachrichtenda-
tentyp für die Kommuni-
kation mit der vordefinier-
ten Benutzeroberfläche
«AuthData» Class annotiert eine Klasse als
Authentifikationsdaten,
die beim Zugriff auf eine
zugriffsbeschränkte Map
benötigt werden
Tabelle 5: Stereotypen für Datentypen
9.2.3 Vordefinierte primitive Datentypen
MODELFLOW definiert vier primitive Datentypen, die der Entwick-
ler nutzen kann, um etwa Klassenattribute oder Operationsparameter
zu typisieren. Diese sind Integer, Boolean, String, und Double, abgebil-
det in Abbildung 5: Mit Integer können ganzzahlige Werten reprä-
sentiert werden, mit dem Double-Datentyp Gleitkommazahlen, mit
Boolean boolesche Werte, und mit String Zeichenketten. Der Standard-
wert der Variablen oder Attribute von diesen Datentypen kann Tabel-
le 6 entnommen werden.
Abbildung 5: Primitive Datentypen
9.2.4 Vordefinierte Klassen und Operationen
MODELFLOW definiert auch eine Reihe von komplexen Datentypen
und Operationen, die bei der Anwendungsmodellierung verwendet
werden können und in Abbildung 6 abgebildet sind.
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datentyp beschreibung standardwert
Integer speichert ganzzahlige Werte 0
Double speichert eine Gleitkommazahl 0
Boolean speichert einen booleschen Wert false
String speichert eine Zeichenkette „“ (leerer String)
Tabelle 6: Primitive Datentypen und ihre Beschreibung
• IFlowData ist eine abstrakte Klasse, von der alle vordefinierten
sowie anwendungsspezifischen Datentypen automatisch erben.
• User repräsentiert die vordefinierte Benutzeroberfläche. Ihre At-
tribute input, singleSelection, multipleSelection, und confirmRelease
bilden jeweils die Benutzereingabe, -auswahl(en), und -bestäti-
gung ab.
• GPSPos repräsentiert eine Ortsangabe, wobei ihre Attribute lati-
tude und longitude jeweils die geographische Länge bzw. Breite
repräsentieren.
• IFlowUtil stellt eine Reihe von Operationen zur Verfügung, die
der Entwickler in seinem Modell nutzen kann.
mathematische operationen Die folgenden in MODELFLOW
unterstützten mathematischen Operationen entsprechen den gleich-
namigen mathematischen Funktionen in Java:
• round( Double x ) : Integer rundet die Zahl x auf eine Ganzzahlige
Zahl
• abs( Double x ) : Double gibt den absoluten Wert der Zahl x zu-
rück
• toRadians( Double x ) : Double gibt den Wert der Zahl x in Radiant
zurück
• sqrt( Double x ) : Double gibt die Wurzel der Zahl x zurück
• atan2( Double x, Double y ) : Double gibt den Wert der Arkusfunk-
tion mit den Parametern x und y zurück
• sin(Double x) : Double gibt den Wert der Sinusfunktion mit dem
Parameter x zurück
• cos(Double x) : Double gibt den Wert der Kosinusfunktion mit
dem Parameter x zurück
• toString(Double x) : String gibt die String-Repräsentation der
Zahl x zurück
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listenoperationen MODELFLOW bietet eine Unterstützung
für Listen- und Map-Datentypen und stellt eine Reihe von Operatio-
nen zur Verfügung, mit denen solche Listen und Maps manipuliert
werden können. Die folgenden Operationen können auf eine Variable
oder ein Attribut mit dem Listentyp angewandt werden:
• add( e : IFlowData ) fügt ein Element e zur Liste hinzu
• contains( e : IFlowData ) : Boolean überprüft, ob ein Element e in
der Liste vorkommt
• get( i : Integer ) : IFlowData gibt ein Element aus der Liste an
Position i zurück
• isEmpty() : Boolean überprüft, ob die Liste leer ist
• remove( e : IFlowData) entfernt das Element e aus der Liste
• set( i : Integer, e : IFlowData) ersetzt das Element an Position i mit
Element e
• size() : Integer gibt die Anzahl der Elemente in der Liste zurück
Die folgenden Operationen können auf eine Variable oder ein At-
tribut mit dem Maptyp angewandt werden:
• containsKey( key : IFlowData ) : Boolean überprüft, ob ein Element
mit dem Schlüssel key in der Map vorhanden ist
• put( key : IFlowData, value : IFlowData) setzt das Element value
mit dem Schüssel key in der Map
• get( key : IFlowData ) : IFlowData gibt das Element mit dem
Schlüssel key zurück
• size() : Integer gibt die Anzahl der Elemente in der Liste zurück
plattformspezifische operationen
• Die Operation startGPSTracking() beginnt das Aufzeichnen der
aktuellen Position, und speichert diese in einer internen Liste
der App, die diese Operation aufruft.
• Die Operation stopGPSTracking() : GPSPos[*] gibt diese Liste zu-
rück und stoppt die Aufzeichnung.
ver- und entschlüsselung
• SymmKey, PublicKey, PrivateKey erben von der abstrakten Ober-
klasse Key, und repräsentieren jeweils einen symmetrischen, öf-
fentlichen, und privaten kryptographischen Schlüssel.
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• Encrypted repräsentiert symmetrisch oder hybrid verschlüsselte
Daten. Bei hybrider Ver-
schlüsselung wird
der Klartext mit
einem zufälligen
Schlüssel symme-
trisch verschlüsselt,
der seinerseits
mit einem öffent-
lichen Schlüssel
verschlüsselt wird
• SymmEncryption ist eine Hüllklasse für einen symmetrischen
Schlüssel, der in dem Attribut symmKey : SymmKey der Hüll-
klasse gespeichert wird. Sie stellt dem Modellierer die symme-
trische Verschlüsselungsoperation encrypt(data : IFlowData) : En-
crypted sowie die symmetrische Entschlüsselungsoperation de-
crypt(enc: Encrypted) : IFlowData zur Verfügung.
• Decryptor ist eine Hüllklasse für ein Schlüsselpaar, das in den
Attributen privateKey : PrivateKey und publicKey : PublicKey der
Hüllklasse gespeichert wird. Sie stellt die Operation decrypt(enc
: Encrypted) : IFlowData zur Verfügung, die die übergebenen Da-
ten mit dem geheimen Schlüssel privateKey hybrid entschlüsselt.
Das Ergebnis der decrypt-Operation muss immer an ein Klasse-
nattribut zugewiesen werden. Außerdem gibt sie mit der Opera-
tion getEncryptor() : Encryptor eine Instanz der Encryptor-Klasse
zurück, die ihren öffentlichen Schlüssel enthält.
• Encryptor ist eine Hüllklasse für einen öffentlichen Schlüssel,
der in dem Attribut publicKey : PublicKey der Hüllklasse gespei-
chert wird. Sie stellt die Operation decrypt(data : IFlowData) :
Encrypted zur Verfügung, die die übergebenen Daten mit dem
öffentlichen Schlüssel publicKey hybrid verschlüsselt.
• Nonce repräsentiert eine kryptographische Nonce, also eine Zu-
fallszahl, die im System nur einmal verwendet werden darf.
• Die Operation der IFlowUtil-Klasse generateDecryptor() : Decryp-
tor generiert ein asymmetrisches Schlüsselpaar, und gibt es als
Instanz der Decryptor-Klasse zurück.
• Die Operation generateEncryption() : SymmEncryption generiert
einen symmetrischen Schlüssel, und gibt ihn als eine Instanz
der SymmEncryption-Klasse zurück.
• Die Operation generateNonce() : Nonce generiert eine neue Nonce
und gibt diese zurück.
signierung
• Signature repräsentiert eine kryptographische Signatur.
• Signer ist eine Hüllklasse für ein asymmetrisches Schlüsselpaar,
das in ihren Attributen signKey : PrivateKey und verifyKey : Pu-
blicKey gespeichert wird. Sie stellt die Operation sign(data : IFlow-
Data) zur Verfügung, der die übergebenen Daten mit dem ge-
heimen Schlüssel signKey signiert. Außerdem gibt sie mit getVe-
rifier() : Verifier eine Instanz der Verifier-Klasse zurück, die ihren
öffentlichen Schlüssel enthält.
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• Verifier ist eine Hüllklasse für einen öffentlichen Schlüssel, der
in ihrem Attribut verifyKey : PublicKey gespeichert ist. Sie stellt
die Operation verify(sig : Signature, data : IFlowData) : Boolean
zur Verfügung, die die Signatur sig von den Daten data mit dem
öffentlichen Schlüssel verifyKey überprüft.
• Die Operation der IFlowUtil-Klasse generateSigner() : Signer ge-
neriert ein asymmetrisches Schlüsselpaar zur Signierung, und
gibt es als Instanz der Signer zurück.
Abbildung 6: Vordefinierte Datentypen und Operationen
benutzernachrichten Zur Interaktion mit dem Anwendungs-
modul vordefinierte Benutzeroberfläche, die durch die vordefinierte Klas-
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se User repräsentiert wird, werden vordefinierte Nachrichtendatenty-
pen genutzt. Diese erben von einer mit dem «UserMessage»-Stereotyp
annotierten Klasse und sind in Abbildung 7 abgebildet.
• GetSingleSelection lässt die Benutzeroberfläche eine Liste von Da-
ten anzeigen, aus der der Benutzer ein Element auswählen kann.
Die Liste wird als das Listenattribut selection vom generischen
Typ IFlowData modelliert. Eine Antwortnachricht muss ein At-
tribut vom komplexen Datentyp besitzen, der dem Typ des kon-
kreten Parameters von GetSingleSelection entspricht.
• GetMultipleSelection lässt die Benutzeroberfläche eine Listen von
Daten anzeigen, aus der der Benutzer mehrere Elemente aus-
wählen kann. Die Liste wird als das Listenattribut multipleSelec-
tion vom Typ IFlowData modelliert. Eine Antwortnachricht muss
ein Attribut vom anwendungsspezifischen Listendatentyp besit-
zen, der dem Typ des konkreten Parameters von GetMultipleSe-
lection entspricht.
• GetInput<Type> lässt die Benutzeroberfläche eine Eingabeauffor-
derung anzeigen. Die Eingabefelder entsprechen dabei den At-
tributen des Datentyps, der zwischen den spitzen Klammern
angegeben wird. Eine Antwortnachricht muss ein Attribut vom
anwendungsspezifischen Datentyp besitzen, der dem Typ zwi-
schen den spitzen Klammern entspricht.
• Confirm lässt die Benutzeroberfläche eine textuelle Meldung an-
zeigen, die vom Benutzer bestätigt werden muss.
• ConfirmRelease lässt die Benutzeroberfläche ein Dialog zum Be-
stätigen einer Deklassifikation anzeigen. Das Klassenattribut
what vom generischen Typ IFlowData enthält die zu deklassi-
fizierende Information, während das Attribut receiver vom pri-
mitiven Typ String die Beschreibung des Empfängers beinhaltet.
• Show lässt die Benutzeroberfläche Informationen anzeigen, die
im Klassenattribut data vom generischen Typ IFlowData enthal-
ten ist.
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Abbildung 7: Vordefinierte Benutzernachrichten
10
M O D E L L I E R U N G D E R S TAT I S C H E N S I C H T
In diesem Abschnitt wird erläutert, wie der statische Teil einer An-
wendung mit MODELFLOW modelliert wird. Die statische Sicht er-
fasst dabei Anwendungskomponenten und -datentypen, die für die
Komponentenkommunikation notwendige Nachrichtenklassen, sowie
Anwendungsmodule wie etwa manuelle Methoden, externe Anwen-
dungen, und die Benutzerschnittstelle. Damit wird die Struktur und
Aufbau der Anwendung definiert, wobei hierfür ausschließlich UML-
Klassendiagramme verwendet werden. Alle solche Diagramme und
die dazugehörigen Klassen werden in einem UML-Paket mit dem
«ClassDiagram»-Stereotyp abgelegt. Im Folgenden werden die MO-
DELFLOW-Modellierungsrichtlinien vorgestellt, an die sich der Ent-
wickler halten muss, um den statischen Teil seiner Anwendung zu
spezifizieren. Diese Richtlinien sind notwendig, um aus dem Anwen-
dungsmodell analysierbaren und lauffähigen Code sowie ein gültiges
formales Modell generieren zu können.
Abschnitt 10.1 erklärt die Modellierung von komplexen Datenty-
pen und stellt die vordefinierten Datentypen vor, Abschnitt 10.2 zeigt
die Spezifikationsrichtlinien für Anwendungskomponenten, während
Abschnitt 10.1 beschreibt, wie Klassenoperationen definiert werden.
10.1 komplexe datentypen
Zusätzlich zu den primitiven Datentypen Boolean, Integer, Double, und
String (siehe Unterabschnitt 9.2.3), sowie den vordefinierten komple-
xen Datentypen wie GPSData und Encryptor (siehe
Unterabschnitt 9.2.4), kann der Modellierer eigene, anwendungsspe-
zifische komplexe Datentypen definieren. Solche Datentypen werden
als UML-Klassen modelliert, und können eine beliebige Anzahl von
Attributen und Operationen enthalten. Diese Klassen erben implizit
von der abstrakten, vordefinierten IFlowData-Klasse (siehe Unterab-
schnitt 9.2.4). Der Klassenname muss dabei eindeutig sein.
attribute und assoziationen Ein komplexes Datentyp kann
in MODELFLOW beliebig viele Attribute haben. Attribute vom ei-
nem primitiven Datentyp werden als UML-Attribute modelliert, wäh-
rend solche vom komplexen Typ sowohl als UML-Attribute (kom-
pakte Darstellung) als auch als unidirektionale UML-Assoziationen
modelliert werden können. Zyklische Datentypabhängigkeiten sind
nicht erlaubt.
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Solche Attribute haben einen Namen, einen Typ, sowie eine Mul-
tiplizität. Der Name entspricht hierbei entweder dem Namen des
UML-Attributs, oder dem Namen des navigierbaren Endes der UML-
Assoziation, während der Typ als Datentyp des UML-Attributs bzw.
als UML-Klasse am Ende der UML-Assoziation modelliert wird, zu
der hin-navigiert wird. Der Name muss innerhalb eines Datentyps
eindeutig sein. Die Multiplizität bestimmt, ob es sich um eine Liste
bzw. Map handelt, und wird als die Multiplizität des UML-Attributs
oder des navigierbaren UML-Assoziationsendes festgelegt. Ist diese
als * , d.h. unbeschränkt modelliert, so handelt es sich bei diesem At-
tribut um eine Liste bzw. Map; anderenfalls ist die Multiplizität nicht
spezifiziert oder auf 1 beschränkt. Ist die Multiplizität unbeschränkt,
der Datentyp des Attributs komplex, und hat eines der Attribute die-
ses Datentyps den Stereotyp «key», so handelt es sich um eine Map,
wobei der «key»-Attribut den Schlüssel dieser Map darstellt (siehe
Tabelle 5).
operationen Ein komplexer Datentyp kann eine oder mehrere
Operationen enthalten, die von den Anwendungskomponenten auf-
gerufen werden können. Sie werden als UML-Operationen modelliert,
die beliebig viele Eingabeparameter und maximal einen Rückgabepa-
rameter haben dürfen. Die Parameter werden als UML-Parameter mo-
delliert und haben entsprechend jeweils einen Namen, eine Richtung
( in bzw. return ), und einen (komplexen oder primitiven, vorde-
finierten oder anwendungsspezifischen) Typ. (Rückgabe-)Parameter
können zusätzlich eine unbeschränkte Multiplizität * besitzen, was
einem Listendatentypen entspricht.
MODELFLOW unterstützt Operationen, die von drei verschiede-
nen Typen von Methoden definiert werden:
• Konstruktoren, die die Reihenfolge der UML-Assoziationen vor-
geben
• MEL*-Methoden, deren Spezifikation vollständig mit MODEL-
FLOW modelliert wird
• Manuelle Methoden, die händisch implementiert werden müssen
konstruktoren Im dynamischen Teil des Anwendungsmodells
können komplexe Datentypen durch den Aufruf ihres Konstruktors
instantiiert werden. Der Name des Konstruktors entspricht dem Na-
men des Datentyps. Jeder komplexe Datentyp besitzt einen impliziten
Standardkonstruktor, der keine Parameter entgegennimmt, und eine
neue Instanz von diesem Datentyp zurückgibt. Dabei erhalten alle
Attribute des neuen Objekts mit einem primitiven Datentyp einen
Standardwert, der Tabelle 6 entnommen werden kann.
Hat der Datentyp höchstens eine UML-Assoziation, so besitzt er
zusätzlich einen Standardkonstruktor mit Parametern, deren Namen
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und Typen den Attributen des Datentyps entspricht. Die Parameter-
reihenfolge entspricht dabei der Reihenfolge der modellierten UML-
Attribute mit der anschließenden UML-Assoziation.
Hat der Datentyp mehr als eine Assoziation, so kann die Reihen-
folge der UML-Assoziationen nicht dem Modell entnommen werden.
Daher benötigt der Datentyp einen expliziten Konstruktor, der alle
seine UML-Attribute und -Assoziationen als Parameter repräsentiert
und ihre Reihenfolge festlegt.
Der implizite oder modellierte Konstruktor weist die übergebenen
Parameter den Attributen seiner Klasse zu. Dieses Verhalten ist impli-
zit und muss nicht modelliert werden.
mel*-methoden Zusätzlich zu den Konstruktoren kann ein kom-
plexer Datentyp Operationen enthalten, die vollständig auf Modelle-
bene spezifiziert werden. Die Spezifikationssprache solcher Metho-
den ist MEL* (siehe Abschnitt 11.1 für Details).
MEL*-Methoden können verwendet werden, um beliebige Funktio-
nalität zu implementieren, die nicht plattformspezifisch ist, und mit
MEL* ausgedrückt werden kann. Dazu gehört z.B. das Filtern von
Daten, oder das Anonymisieren von privaten Informationen, die als
Parameter an die Methode übergeben werden. Die Methode darf le-
diglich auf ihre Ein- und Ausgabeparameter zugreifen. Dabei handelt
es sich oft um Deklassifikation von Information, d.h., die Rückgabe der
Operation wird als weniger geheim eingestuft als ihre Parameter. Sol-
che Deklassifikationsmethoden müssen mit dem «declassify»-Ste-
reotyp versehen werden; ihre Sicherheit kann formal bewiesen wer-
den.
manuelle methoden Der Modellierer kann zusätzlich Opera-
tionen deklarieren, deren Implementierung nicht Teil des Anwen-
dungsmodells ist. Diese Implementierung wird als manuelle Metho-
de bezeichnet, und die dazugehörige Operation erhält den Stereotyp
«manual». Es handelt sich dabei um eines der unterstützten Anwen-
dungsmodule, deren statische Modellierung in Unterabschnitt 10.3.1
ausführlich beschrieben wird.
nachrichtendatentypen Nachrichten, die zwischen Anwen-
dungskomponenten ausgetauscht werden, haben in MODELFLOW
einen eigenen Nachrichtendatentyp. Diese werden als UML-Klassen
modelliert und können wie herkömmliche komplexe Datentypen At-
tribute besitzen (vgl. Abschnitt 10.1), dürfen jedoch mit Ausnahme
von Konstruktoren keine weiteren Operationen definieren. Sie spezi-
fizieren den Typ der Nachricht, während ihre Attribute den Nachrich-
teninhalt modellieren.
Zur Kommunikation mit der vordefinierten Benutzeroberfläche wer-
den die Benutzernachrichtendatentypen verwendet, die in Unterab-
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schnitt 9.2.4 aufgezählt und erläutert wurden. Zur Kommunikati-
on der Anwendungskomponenten untereinander oder mit Anwen-
dungsmodulen wie externen Apps und Services werden anwendungs-
spezifische Nachrichtendatentypen als Klassen modelliert, die von
einer Oberklasse mit dem «Message»-Stereotyp erben (vgl. Unterab-
schnitt 9.2.2). Diese Oberklasse darf ihrerseits nicht selbst als Nach-
richtendatentyp verwendet werden.
datentypbeschreibung Um die Bedeutung eines Datentyps
bzw. dessen Attribute für den Endnutzer zu dokumentieren, können
die entsprechenden UML-Klassen, -Attribute und -Assoziationen mit
einer Kurzbeschriftung versehen werden. Dies ist in dem Fall not-
wendig, wenn der Datentyp bei der Kommunikation mit der vorde-
finierten Benutzeroberfläche als Basis für eine Eingabemaske genutzt
wird. Die Beschriftung des Datentyps wird dem Nutzer bei der Ein-
gabeaufforderung angezeigt, um zu erklären, welche Informationen
gerade abgefragt werden. Die Beschriftung der Attribute entspricht
der Beschriftung der einzelnen Eingabefelder, die von diesen Attribu-
ten repräsentiert werden.
Zur Beschriftung wird der Stereotyp «labeled» genutzt, dessen
Stereotyp-Tag label den Beschriftungstext enthalten soll. Wird der Ste-
reotyp auf die UML-Klasse angewandt, die den Datentyp repräsen-
tiert, so muss ihr Tag die Beschreibung der Information enthalten,
die durch den Datentyp strukturiert wird. Wird der Stereotyp auf die
UML-Assoziation bzw. -Attribut dieses Datentyps angewandt, so ent-
hält ihr Tag die Beschreibung der Teilinformation, die dieses Attribut
repräsentiert.
Da der Datentyp bei mehreren Eingabeaufforderungen verwendet
werden kann, muss die Beschriftung der Klasse bzw. ihrer Attribu-
te möglichst kontextunabhängig ausfallen. Die Beschriftung, die den
konkreten Kontext der Eingabeaufforderung beschreibt, wird im Se-
quenzdiagramm vorgenommen (vgl. Unterabschnitt 11.2.3).
10.2 anwendungskomponenten
Als Anwendungskomponente wird der logische Kern einer mobi-
len Anwendung bzw. eines Webservices bezeichnet, der vollständig
mit MODELFLOW spezifiziert wird. Eine Komponente wird im sta-
tischen Teil des Modells als eine UML-Klasse repräsentiert. Handelt
es sich um eine mobile Anwendung, so erhält die Klasse den «Appli-
cation»-Stereotyp, während Klassen, die Webservices repräsentieren,
mit dem Stereotyp «Service» annotiert werden müssen.
Für die Modellierung von Komponenten gelten größtenteils diesel-
ben Richtlinien wie für komplexe Datentypen. Komponenten kön-
nen Attribute haben, die ihren internen, persistenten Speicher re-
präsentieren. Solche Attribute werden als UML-Attribute (für Kom-
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ponentenattribute mit primitiven oder komplexen Datentyp) oder -
Assoziationen (für Komponentenattribute mit komplexen Datentyp)
modelliert (vgl. Abschnitt 10.1).
Komponenten können Operationen deklarieren, die durch manuel-
le Methoden oder MEL*-Methoden implementiert werden (vgl. Ab-
schnitt 10.1). Explizite Konstruktoren sind dagegen nicht notwendig,
da Komponenten nicht mit MEL* instantiiert werden dürfen. Statt-
dessen erhalten die Komponentenattribute beim Deployen der An-
wendung Standardwerte, die Tabelle 6 entnommen werden können.
10.3 anwendungsmodule
Eine lauffähige Anwendung besteht selten lediglich aus dem logi-
schen Kern einer mobilen App bzw. eines Webservices. Teile der fina-
len Anwendung, die nicht vollständig im Anwendungsmodell spezi-
fiziert sind, werden in MODELFLOW als Anwendungsmodule bezeich-
net. Dazu gehören u.a. manuelle Methoden, externe Webservices und
Apps, sowie die graphische Oberfläche.
Oft liegt die Implementierung solcher Module zum Zeitpunkt der
Modellierung noch nicht vor. Da diese jedoch für die Sicherheit der
Gesamtanwendung wichtig sein kann, müssen auf Modellebene Ein-
schränkungen bezüglich der Implementierung modelliert werden, an
die sie sich halten muss. Je nach Modultyp kann die finale Implemen-
tierung bezüglich dieser Einschränkungen analysiert werden.
Im Folgenden wird auf die Modellierung solcher Module im Detail
eingegangen.
10.3.1 Manuelle Methoden
Bei MODELFLOW-Anwendungen kann es sich um größere Systeme
handeln, die mit der Plattform, auf der sie ausgeführt werden, inter-
agieren können. Der Ansatz erlaubt es dem Entwickler, einzelne Me-
thoden, die im Anwendungsmodell deklariert, aber nicht spezifiziert
sind, händisch zu programmieren. Diese werden in MODELFLOW
manuelle Methoden genannt, und können bei der Informationsfluss-
analyse unabhängig von dem Codeskelett der Anwendung betrachtet
werden (siehe Unterabschnitt 16.2.3). Eine manuelle Methode stellt
somit ein Anwendungsmodul dar, mit dem das Codeskelett über klar
definierte Schnittstellen (Ein- und Ausgabeparameter der Methode)
interagiert. Zusätzlich zu komplexen Algorithmen, deren Sicherheit
bezüglich Informationsdeklassifikation nicht verifiziert werden muss,
kann in manuellen Methoden beispielsweise das Auslesen der aktuel-
len Standortposition des Nutzergeräts, das Schreiben und Lesen des
Dateisystems, oder Versenden von SMS implementiert werden.
Obwohl MODELFLOW manche dieser Funktionalitäten durch vor-
definierte Methoden unterstützt (vgl. Unterabschnitt 9.2.4), und die
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Modellierungssprache durch weitere solche Methoden erweitert wer-
den kann, kann es dennoch sinnvoll sein, Teile der Anwendung hän-
disch zu implementieren. Zum einen sollte das Codeskelett, der auf
Informationsflussverletzungen automatisch gecheckt wird, möglichst
minimal gehalten werden. Dies ist wichtig, da das eingesetzte In-
formationsflussanalysetool nur beschränkt große Anwendungen che-
cken kann ([32]). Zudem sinkt dadurch die Wahrscheinlichkeit für
Fehlalarme bei der Informationsflussanalyse.
Operationen, die durch manuelle Methoden implementiert werden
sollen, müssen mit dem «uses»-Stereotyp versehen werden (vgl. Un-
terunterabschnitt 9.2.2.4). Die Stereotyp-Tags reads und writes bezeich-
nen dabei die Plattform-spezifischen Quellen und Senken, auf die die
Methode zugreifen darf. Abgesehen von solchen Quellen und Sen-
ken darf die Implementierung nur auf ihre Ein- und Ausgabepara-
meter zugreifen. Für nähere Details zu den Informationsflussanota-
tionen siehe Kapitel 12. Handelt es sich zudem um eine Deklassifika-
tionsmethode, so muss die Operation zusätzlich mit dem Stereotyp
«declassify» annotiert werden.
10.3.2 Vordefinierte Operationen
MODELFLOW stellt eine Reihe von vordefinierten Operationen und
Datentypen zur Verfügung. Dabei handelt es sich um plattformspezi-
fische (z.B. zum Auslesen des GPS-Sensors) sowie kryptographische
Operationen (z.B. zum Verschlüsseln von Daten): eine detaillierte Auf-
listung findet sich in Unterabschnitt 9.2.4. Die Operationen können
im dynamischen Teil des Anwendungsmodells vom Modellierer auf-
gerufen werden.
10.3.3 Vordefinierte graphische Benutzeroberfläche
Um Informationen auf dem Bildschirm des Nutzergeräts anzuzei-
gen, oder Nutzerdaten abzufragen, kann der Anwendungsentwick-
ler auf eine vordefinierte Benutzeroberfläche zurückgreifen, die von
MODELFLOW zur Verfügung gestellt wird. Dabei profitiert der Be-
nutzer von zusätzlichen Sicherheitsmechanismen, die sicherstellen,
dass die garantierten Sicherheitseigenschaften sich tatsächlich auf die
Eingabe beziehen, die der Benutzer vornimmt (siehe Unterunterab-
schnitt 16.2.4.5 für Details).
Diese Benutzeroberfläche wird als die UML-Klasse User mit dem
Stereotyp «User» repräsentiert. Die Klasse hat eine Reihe von At-
tributen, die die Benutzereingabe oder -entscheidung repräsentieren,
die im dynamischen Teil des Anwendungsmodells abgefragt werden
kann.
Nachrichten an diese Benutzeroberfläche sind ebenfalls vordefi-
niert (vgl. Unterabschnitt 9.2.4), während die Antwortnachrichten an-
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wendungsspezifisch sind und eindeutig sein müssen. Die letzteren
werden wie alle anderen anwendungsspezifischen Nachrichten mo-
delliert, und müssen von einer Klasse mit dem Stereotyp «Message»
erben.
Der Modellierer kann die User-Klasse in das Klassendiagramm sei-
ner Anwendung integrieren, um die Nutzung der vordefinierten Be-
nutzeroberfläche im statischen Teil des Anwendungsmodells explizit
zu machen.
10.3.4 Manuelle grafische Benutzeroberfläche
Ein wichtiger Bestandteil der Apps für mobile Geräte wie Smartpho-
nes oder Tablets ist ihre grafische Oberfläche. Aufgrund der klei-
nen Bildschirmgröße, der Touch-Bedienung, und der Nutzung sol-
cher Apps unterwegs, muss diese besonders intuitiv sein und auf
die Anwendung zugeschnitten werden. Eine ansprechende und ein-
fach bedienbare grafische Oberfläche von sicherheitskritischen An-
wendungen trägt zudem zur Nutzersicherheit bei [19]. Sie erhöht die
Akzeptanz der Anwendung, und gibt dem Nutzer keinen Anlass, auf
eine einfachere, aber unsicherere Alternative auszuweichen. Außer-
dem macht der Nutzer einer solchen Anwendung weniger Fehler bei
der Bedienung, die die Sicherheit der Anwendung aushöhlen [100,
101].
Das Designen von Benutzeroberflächen mit UML ist prinzipiell
möglich [42], der Schwerpunkt von MODELFLOW liegt jedoch auf
der Entwicklung von informationsflusssicherer Anwendungslogik.
Daher wird es dem Entwickler in MODELFLOW ermöglicht, zusätz-
lich zur vordefinierten Benutzeroberfläche (vgl. Unterabschnitt 10.3.3)
eine händisch implementierte grafische Oberfläche zu integrieren.
Diese wird als eine anwendungsspezifische Klasse mit dem «GUI»-Ste-
reotyp im Anwendungsmodell repräsentiert. Sie kann eine Reihe von
Attributen besitzen, die die Benutzerentscheidungen oder -eingaben
repräsentieren und als UML-Attribute bzw. -Assoziationen model-
liert werden. Hierbei gelten dieselben Modellierungsrichtlinien wie
bei komplexen Datentypen (vgl. Abschnitt 10.1). Die «GUI»-Klasse de-
klariert keine Operationen, da ihr Verhalten von Hand implementiert
wird.
Nachrichten von und an die manuelle grafische Oberfläche werden
als Nachrichtendatentypen modelliert, die von der «Message»-Klasse
erbt (siehe Abschnitt 10.1).
10.3.5 Externe Apps und Webservices
Oftmals möchte man als Entwickler einer Anwendung auf bereits vor-
handene Apps und Services zugreifen, um z.B. Implementierungs-
aufwand zu sparen, oder andere Anwendungen zu integrieren. Da
50 modellierung der statischen sicht
der Code einer solchen externen Komponente oft nicht vorliegt, müs-
sen über ihre konkrete Implementierung Annahmen getroffen wer-
den, um Informationsflussanalyse der finalen Anwendung zu ermög-
lichen.
Die Integration externer Komponenten wird von MODELFLOW
ermöglicht, indem solche externen Apps und Services im Klassen-
diagram als UML-Klassen repräsentiert werden. Handelt es sich da-
bei um einen externen Webservice, so erhält die entsprechende Klas-
se den «ExternalWebService»-Stereotyp. Soll eine externe App in-
tegriert werden, so erhält die Klasse den Stereotyp «ExternalApp».
Solche Klassen können eine Reihe von Attributen enthalten, die den
internen Speicher dieser Komponenten repräsentieren. Sie werden
nur bei der Modellierung der Kommunikation benötigt, und müs-
sen nicht der tatsächlichen Implementierung der externen Kompo-
nenten entsprechen. Für die Modellierung der Attribute gelten die-
selben Richtlinien wie bei komplexen Datentypen (Abschnitt 10.1).
Externe Komponenten dürfen keine Operationen deklarieren.
In MODELFLOW muss die Inter-App-Kommunikation mit exter-
nen Apps nicht zwingend bidirektional sein. Android unterstützt bei-
spielsweise Inter-App-Kommunikation, bei der die Antwortnachricht
optional ist. Ist dies der Fall, so erhält die Klasse mit dem «Exter-
nalApplication»-Stereotyp den zusätzlichen Stereotyp-Tag optional-
Result. Ist man sich als Entwickler sicher, dass die externe App kei-
ne Antwortnachricht liefert, so erhält die dazugehörige Klasse den
Stereotyp-Tag noResult. Welche Kommunikationsart die externe App
unterstützt, muss ihrer Dokumentation entnommen werden. Wird
dies auf Modellebene falsch spezifiziert, so wird die Kommunikati-
on mit dieser App in der finalen Anwendung fehlschlagen.
10.4 zugriffskontrolle
Vor allem bei Webservices ist es oft notwendig, den Zugriff auf man-
che Datenspeicherbereiche nur bestimmten (z.B. registrierten) Benut-
zern zu erlauben. Ein solcher Speicherbereich wird in MODELFLOW
durch den Eintrag einer Map abgebildet, wobei der dazugehörige
Schlüssel ein Geheimnis darstellen muss; folglich darf nur ein Benut-
zer, dem das Geheimnis bekannt ist, auf den entsprechenden Map-
Eintrag zugreifen. Dadurch können beispielsweise benutzerspezifi-
sche Daten in einem solchen Map-Eintrag auf einem Webservice abge-
legt werden, die für andere Benutzer nicht zugänglich sind, solange
sie das dazugehörige geheime Map-Schlüssel nicht kennen. Ein sol-
cher Schlüssel stellt also die Authentifikationsdaten des Nutzers dar,
und kann z.B. aus seinem Benutzernamen und Passwort bestehen.Die Geheimhaltung
der Authentifikati-
onsdaten kann in
MODELFLOW als
eine Informations-
flusseigenschaft
formalisiert
werden (siehe
Abschnitt 12.2)
Hierfür wird der Datentyp des Map-Schlüssels (der als ein Attri-
but mit dem Stereotyp «key» modelliert ist, siehe Abschnitt 10.1) mit
dem Stereotyp «AuthData» markiert. Es muss sich dabei um einen
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komplexen Datentyp handeln, der Authentifikationsdaten eines Nut-
zers abbildet. Für den Zugriff auf eine solche Map gelten eine Reihe
von Modellierungsregeln, um unerwünschte Informationsflüsse zu
vermeiden, die in Unterabschnitt 11.2.6 aufgezählt werden.
Abbildung 8 zeigt ein Beispiel für zugriffsbeschränkte Benutzerda-
ten, die ein Bank-Webservice verwaltet. Dabei handelt es sich um den
Kontostand des Benutzers (balance), der in der Map accounts der Bank-
Komponente gespeichert wird. Um den Kontostand eines bestimm- Für die vollständige
Beschreibung der
Anwendung siehe
Kapitel 20
ten Nutzers aus der Map auszulesen oder zu aktualisieren, muss
beim Zugriff auf die Map mittels der vordefinierten Methoden (sie-
he Unterabschnitt 9.2.4) der korrekte Schlüssel in Form seines Benut-
zernamens und Passworts angegeben werden, die als Attribute des
AuthData-Datentyps modelliert sind.
Abbildung 8: Zugriffsbeschränkte Nutzerdaten der Banking-Fallstudie
10.5 statische sicht auf die travel planner-fallstudie
Die vorgestellten Modellierungsrichtlinien sollen nun anhand der sta-
tischen Sicht auf das Modell der Travel Planner-Fallstudie illustriert
werden. Es handelt sich hierbei um eine verteilte Anwendung beste-
hend aus den Apps zum Buchen von Flügen (TravelPlanner, TP) und
Speichern von Kreditkartendaten (CreditCardCenter, CCC), sowie den
Webservices einer Reiseagentur (TravelAgency, TA) sowie einer Flugli-
nie (Airline, A).
Travel Planner ist eine kompakte und übersichtliche Fallstudie, die
die wichtigsten Bestandteile von MODELFLOW demonstriert.
In Abbildung 9 ist das Klassendiagramm der Travel Planner-An-
wendung abgebildet, das ihre Anwendungskomponenten, -module,
sowie anwendungsspezifische komplexe Datentypen spezifiziert. Ab-
bildung 10 zeigt ein weiteres Klassendiagramm, das die Nachrich-
tendatentypen dieser Anwendung enthält. Die Diagramme sowie die
darin vorkommenden UML-Klassen sind im UML-Package mit dem
Stereotyp «ClassDiagram» abgelegt.
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komplexe datentypen Das Anwendungsmodell definiert drei
komplexe Datentypen:
• CreditCardDetails (vgl. Abbildung 9) repräsentiert die Kreditkar-
teninformationen des Nutzers, und besitzt drei Attribute vom
primitiven Typ String: name speichert den Namen des Kredit-
kartenbesitzers, number die Kreditkartennummer, und expiration
das Ablaufdatum der Kreditkarte.
• FlightOffer (vgl. Abbildung 9) repräsentiert das Flugangebot von
der Fluglinie, und hat zwei Attribute: id vom Typ Integer, das die
Identifikationsnummer des Angebots repräsentiert, und airline
vom Typ String, das die Bezeichnung der Fluglinie enthält
• RequestData (vgl. Abbildung 10) bildet die Anfragedaten ab, die
zum Abfragen von Flugangeboten verwendet wird. Das Attri-
but dat : String dieser Nachricht speichert dabei das Datum,
an dem der Flug stattfinden soll. Diese semantische Bedeutung
der Klasse und ihres Attributs ist im Tag label des Stereotyps
«labeled» enthalten, mit dem sie annotiert sind.
anwendungskomponenten Die vier Anwendungskomponen-
ten sind als Klassen TravelPlanner und CreditCardCenter jeweils mit
dem Stereotyp «Application», sowie TravelAgency und Airline jeweils
mit dem Stereotyp «Service» abgebildet.
komponentenattribute Die Komponente TravelPlanner
speichert das Flugangebot, das sie von TravelAgency erhält, in ihrem
Attribut flightOffer, das als UML-Assoziation zum komplexen Daten-
typ FlightOffer modelliert wird. Airline-Webservice verwaltet seiner-
seits eine Liste von solchen Flugangeboten, was durch das Attribut
flightOffers ebenfalls vom Typ FlightOffer mit der Multiplizität * re-
präsentiert wird. CreditCardCenter speichert die Kreditkarteninforma-
tionen des Nutzers im Attribut ccc vom Typ CreditCardData.
komponentenoperationen Das Modell der Travel Planner-
Fallstudie definiert vier Operationen zum Verarbeiten von Flugan-
geboten und Kreditkartendaten.
Die Operation declassifyCCD( ccd : CreditCardData ) : CreditCardDa-
ta der CreditCardCenter-Komponente nimmt Daten vom Typ Credit-
CardData als Eingabeparameter entgegen und gibt dieselben Daten
als Rückgabeparameter zurück. Sie wird zur expliziten Deklassifika-
tion von Kreditkartendaten des Nutzers benutzt, bevor sie an die Air-
line-Komponente geschickt werden. Daher erhält die Deklaration den
«declassify»-Stereotyp.
Die Operationen filterOffers( req : RequestData, fos : FlightOffer[*]) :
FlightOffer[*] und processBooking( id : Integer, ccd : CreditCardDetails
) der Komponente Airline müssen händisch implementiert werden,
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und erhalten daher den Stereotyp «manual». filterOffers wird zum Fil-
tern von Flugangeboten fos gemäß der Anfrage req verwendet, und
gibt eine Liste von Flugangeboten zurück, die der Anfrage entspre-
chen. processBooking bildet die Abwickelung des Bezahlvorgangs mit
den Kreditkartendaten ccd für das Flugangebot mit der Identifikati-
onsnummer id ab.
Abbildung 9: Klassendiagramm der Travel Planner-Anwendung
nachrichtendatentypen Das Anwendungsmodell definiert 14
Nachrichtendatentypen, die bei der Kommunikation zwischen den
modellierten Komponenten verwendet werden (siehe Abbildung 10).
Die Nachrichten SelectedFlightOffers, BookSelected, GetDeclassifiedC-
CD, und RetConfirm entsprechen dabei den Antwortnachrichten der
vordefinierten Benutzeroberfläche auf Standardbenutzernachrichten
zur Eingabe von Anfragedaten (GetInput<RequestData>), Auswahl ei-
nes Flugangebots (GetSingleSelection), Bestätigung der Deklassifikati-
on (ConfirmRelease), sowie Bestätigung der Buchung (Confirm) (vgl.
Abbildung 7 für alle in MODELFLOW unterstützten Standardbenut-
zernachrichten).
Die Nachrichten RequestFlightOffer und GetFlightOffers werden zur
Abfrage von Flugangeboten verwendet, die in den Nachrichten RetF-
lightOffers und RequestedFlightOffers zurückgegeben werden.
Die Nachricht ReleaseCCD veranlasst die Komponente CreditCard-
Center dazu, die Kreditkartendaten des Nutzers zu deklassifizieren,
die mit der Nachricht DeklassifiedCCD an den TravelPlanner zurückge-
geben werden.
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Die Nachrichten BookFlightOffers, PayCommission, OkPayCommissi-
on, und OkConfirmBooking werden beim Bezahlvorgang zwischen den
Komponenten TravelPlanner, Airline, und TravelAgency ausgetauscht.
Abbildung 10: Nachrichtendatentypen der Travel Planner-Anwendung
11
M O D E L L I E R U N G D E R D Y N A M I S C H E N S I C H T
In diesem Abschnitt wird erläutert, wie der dynamische Teil einer An-
wendung mit MODELFLOW modelliert wird. Die dynamische Sicht
beschreibt das Verhalten der Anwendung, und erfasst dabei Sequenz-
diagramme, die den Programmablauf und Komponentenkommuni-
kation definieren, sowie MEL*-Methoden, die als Aktivitätsdiagram-
me modelliert werden, und Filter- bzw. Deklassifikationsfunktionen
spezifizieren. Die Spezifikation erfolgt einem Dialekt der Model Ex-
tension Language [65]. Die resultierenden Diagramme werden im
UML-Paket mit dem «BehaviorDiagram»-Stereotyp abgelegt.
Im Folgenden werden die MODELFLOW-Modellierungsrichtlinien
vorgestellt, an die sich der Entwickler halten muss, um den dynami-
schen Teil seiner Anwendung spezifizieren zu können. Abschnitt 11.1
beschreibt die MEL*-Sprache für MODELFLOW, Abschnitt 11.2 be-
schreibt die Modellierung des Anwendungsverhaltens bezüglich der
Komponentenkommunikation, während Abschnitt 11.3 die Spezifika-
tion von Filter- bzw. Deklassifikationmethoden erläutert.
11.1 mel* als dialekt der model extension language
MODELFLOW erlaubt es, das Anwendungsverhalten in einem hohen
Detailgrad auf Modellebene zu spezifizieren. Dadurch ist es möglich,
den Funktionsumfang der gesamten Anwendung nahezu vollständig
im Anwendungsmodell abzubilden. Lediglich wenn bestimmte platt-
formspezifische Funktionalität gefragt ist, wird der Modellierer ver-
anlasst, die Anwendung durch händisch implementierten Code zu
erweitern (vgl. Unterabschnitt 10.3.1 und Unterabschnitt 10.3.4 für
Beschreibung der manuellen Anwendungsmodule).
Das Anwendungsverhalten wird in MODELFLOW mit UML-Se-
quenz- und Aktivitätsdiagrammen, sowie einer integrierten, textuel-
len Modellierungssprache MEL* festgelegt. MEL* ist somit ein Teila-
spekt von MODELFLOW, wobei ihre abstrakte Syntax Teil des MO-
DELFLOW-Metamodells ist.
model extension language (mel) Die Grundlage für MEL*
ist die Model Extension Language (MEL), die an die Bedürfnisse von
MODELFLOW angepasst und maßgeblich erweitert wurde. Bei MEL
handelt sich um eine intuitive, objektorientierte Sprache, die UML-
Diagramme ergänzt. Ihre Standardbibliothek von Datentypen und
Operationen ist auf die Domäne von kryptographischen Protokollen
ausgelegt. Die Syntax von MEL ist an Java angelehnt, und eignet sich
55
56 modellierung der dynamischen sicht
besonders zur Spezifikation der Nachrichtenverarbeitung in verteil-
ten Systemen.
gegenüberstellung von mel und mel* MEL* ist ein Dialekt
der Model Extension Language. Die Sprache ist wertbasiert; beim Ver-
gleich von zwei Objekten werden somit die Werte ihrer Attribute ver-
glichen. Wird ein Objekt an ein anderes zugewiesen, oder als Me-
thodenparameter übergeben, so wird dabei eine Kopie des Objekts
erstellt. Dies spielt bei der Informationsflussanalyse des Codes eine
wichtige Rolle, da hiermit Seiteneffekte vermieden werden und ma-
nuelle Methoden separat vom Codeskelett gecheckt werden können.
Zudem ist MEL* Null-frei, d.h., alle Attribute und Variablen erhalten
einen Standardwert und Operationen geben im Fehlerfall einen Stan-
dardwert zurück. Dies erleichtert ebenfalls die Informationsflussana-
lyse, da dadurch keine Informationsflüsse über Exception-Handler
berücksichtigt werden müssen.
Im Gegensatz zu MEL wird in MEL* die Kommunikation zwi-
schen Komponenten nicht mit Aktivitätsdiagrammen, sondern Se-
quenzdiagrammen beschrieben. Dies hat den Grund, dass die An-
wendungen in MODELFLOW umfangreicher ausfallen können als
reine kryptographische Protokolle, für deren Modellierung MEL ent-
worfen wurde. MODELFLOW-Anwendungen werden daher modula-
risiert betrachtet, wobei bei Modellierung der Komponenteninterakti-
on von der Funktionalität der Module (wie etwa Methoden, Benutzer-
schnittstellen, oder externe Komponenten) abstrahiert werden kann.
Als Folge eignen sich Sequenzdiagramme als knappe und übersicht-
liche Alternative zu Aktivitätsdiagrammen, da bei Sequenzdiagram-
men die Interaktion zwischen Komponenten im Vordergrund steht.
Jedoch kommen auch bei MODELFLOW die Aktivitätsdiagramme
zum Tragen. Sie werden verwendet, um Deklassifikations- bzw. Fil-
termethoden zu spezifizieren, die ihrerseits aus den Sequenzdiagram-
men heraus aufgerufen werden können. Diese Spezifikation geschieht
mit MEL*, wobei hier die konkrete Syntax von MEL (mit der Erweite-
rung um Schleifen) verwendet wird.
Die abstrakte Syntax und Semantik von MEL* ist bis auf die hinzu-
gekommene Unterstützung für Schleifen ähnlich zu MEL, und wird
in Unterabschnitt 11.1.1 zusammengefasst. Die konkrete Syntax von
MEL wurde in MEL* um Unterstützung von Sequenzdiagrammen er-
weitert, und wird in Unterabschnitt 11.1.2 beschrieben. Zudem hat
MEL* eine eigene Standardbibliothek von Datentypen und Operatio-
nen, die auf die Anwendungsdomäne von MODELFLOW angepasst
wurde. Diese wird in Unterabschnitt 11.1.3 erläutert.
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11.1.1 Abstrakte Syntax und Semantik: eine Zusammenfassung
Die abstrakte Syntax und Semantik von MEL* sind größtenteils der
Syntax und Semantik von MEL nachempfunden, die in [65] beschrie-
ben sind. Die MEL*-Syntax ist als Teil des MODELFLOW-Metamodells
definiert, das als Instanz des ECore-Metamodells abgebildet ist. . ECore ist das
Metamodell, das
vom Eclipse Mo-
deling Framework
spezifiziert wird
Im Folgenden werden die Elemente der abstrakten Syntax von
MEL* als EClass-Instanzen knapp zusammengefasst, wobei auf die
Attribute der in MEL identischen Elemente nicht näher eingegangen
wird. In MEL* neu hinzugekommene oder angepasste Elemente wer-
den unterstrichen und samt ihrer Attribute im Detail beschrieben.
• Typen als Unterklassen von MELType: IdentMELType (komple-
xer Typ), PrimitiveMELType (primitiver Typ), VoidMELType (Typ
für Ausdrücke, die keinen Rückgabewert haben), MELListType
(Listentyp)
• Literale als Unterklassen von Literal: BooleanLiteral (Boolsches
Literal), StringLiteral (String-Literal),
NumberLiteral( value : String, floatingPoint : EBoolean ) (Zahl-Lite-
ral). Im Gegensatz zu MEL unterstützt MEL* Gleitzahlen, wes-
halb der Wert (value) des Zahl-Literals als String gespeichert
wird. Handelt es sich um eine ganze Zahl, so hat floatingPoint
den Wert true, anderenfalls ist er false.
• Ausdrücke als Unterklassen von MEL: ParenthesizedExpr (ge-
klammerter Ausdruck), UnaryExpr (unärer Ausdruck), Binary-
Expr (Binärer Ausdruck), LiteralExpr (Literalausdruck), LocVa-
rAccess (Zugriff auf lokale Variable), FieldAccess (Zugriff auf At-
tribut), SFieldAccess (Zugriff auf statisches Attribut), Assignment
(Zuweisung), CreateExpr (Objekterzeugung), MethodCall (Metho-
denaufruf), StatementList (Liste von Anweisungen), Receive
(Nachrichtenempfang), Send (Nachrichtenversand).
MELIf( test : MEL, thenPart : MEL, elsePart : MEL ) bildet eine be-
dingte If -Verzweigung ab. Der Testausdruck ist durch das test-
Attribut repräsentiert, während die Attribute thenPart und el-
sePart die Ausdrücke repräsentieren, die ausgeführt werden,
wenn der Testausdruck den Wert true bzw. false hat.
MELWhile( test : MEL, content : MEL ) bildet eine While-Schleife
ab. Das test-Attribut speichert den Testausdruck der Schleife.
Der Ausdruck, der von der Schleife wiederholt ausgeführt wird,
ist durch das Attribut content repräsentiert.
MELFor( init : MEL, test : MEL, update : MEL, body : MEL ) reprä-
sentiert eine For-Schleife. Das Attribut init bildet die Initiali-
sierung des Schleifenzählers ab, test ist der Testausdruck der
Schleife, update repräsentiert die Aktualisierung des Schleifen-
zählers, während body den Rumpf der Schleife enthält.
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11.1.2 Konkrete Syntax
MEL* kann sowohl innerhalb von Sequenz- als auch Aktivitätsdia-
grammen verwendet werden. Aktivitätsdiagramme werden zur Spe-
zifikation von MEL*-Methoden genutzt, die z.B. Deklassifikation- bzw.
Filterfunktionen implementieren. Sequenzdiagramme werden hinge-
gen zur Spezifikation der Komponenteninteraktion verwendet, die
ihrerseits MEL*-Methoden aufrufen können.
Die konkrete Syntax von MEL* entspricht einer erweiterten Teil-
menge der Regeln der Model Extension Language. MEL* wurde um
Schleifen, sowie Sequenzdiagrammelemente erweitert. Ihre Regeln
sind im Anhang in Abbildung 59 abgebildet (siehe Anhang); die in
MEL* neu hinzugekommene Regeln sind unterstrichen. Bei ReplyMes-
sage, CallMessage, sowie ToSelfMessage handelt es sich dabei um den
MEL*-Code, der als Name einer Hin- oder Rücknachricht bzw einer
Nachricht „an sich selbst“ im Sequenzdiagramm abgebildet werden
kann. Bei ForExpr handelt es sich um eine For-Schleife, die als Aus-
druck in einer UML-Action verwendet werden kann. Ihre Argumente
entsprechen dabei dem Ausdruck zur Initialisierung des Schleifen-
zählers, dem Testausdruck der Schleife, sowie dem Ausdruck zur Ak-
tualisierung des Schleifenzählers. Die vollständige Beschreibung der
weiteren Regeln findet sich in [65]
11.1.3 Standardbibliothek
MEL* bietet eine eigene Standardbibliothek von Klassen und Ope-
rationen an, die der Entwickler in seiner Anwendung nutzen kann.
Diese können verwendet werden, um Listen bzw. Maps zu manipu-
lieren, kryptographische Operationen wie Signierung oder Verschlüs-
selung auszuführen, oder auf die Sensoren der mobilen Plattform
zuzugreifen. Die vordefinierten Klassen und Operationen der MEL*-
Standardbibliothek werden im Detail in Unterabschnitt 9.2.4 beschrie-
ben.
11.2 komponenteninteraktion
Die Komponenteninteraktion wird in MODELFLOW mit UML-Se-
quenzdiagrammen modelliert. Ein Sequenzdiagramm spezifiziert so-
mit einen Programmablauf, also den Typ und Reihenfolge von Nach-
richten. Die Verarbeitung der Nachrichten wird dabei mit MEL* be-
schrieben.
Abbildung 11 zeigt das Klassendiagramm sowie einen Ausschnitt
eines Sequenzdiagramms einer simplen MODELFLOW-Anwendung,
die zur Illustration der Richtlinien zur Modellierung der Komponen-
teninteraktion verwendet wird. Sie besteht aus zwei Anwendungs-
komponenten A und B, die zwei Nachrichten austauschen: A schickt
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an B zwei Ganzzahlen, die B addiert, den absoluten Betrag des Ergeb-
nisses in der Variable b : Integer speichert, und an A zurückschickt.
(a) Klassendiagramm (b) Sequenzdiagramm
Abbildung 11: Illustration des Nachrichtenversands in MODELFLOW
11.2.1 Komponenten
Die Komponenten, die im Sequenzdiagramm miteinander interagie-
ren können, sind Anwendungskomponenten (Apps und Webservices),
Benutzerschnittstellen, sowie externe Apps und Webservices. Sie wer-
den im Diagramm als UML-Lebenslinien repräsentiert, wobei jeder
Komponententyp genau eine Lebenslinie pro Sequenzdiagramm ha-
ben darf. Bei Angabe des Typs einer Lebenslinie muss auf die entspre-
chende UML-Klasse verwiesen werden, die die Komponente im Klas-
sendiagramm repräsentiert (vgl. Modellierung der statischen Sicht
auf eine Anwendung in Abschnitt 10.2 und Abschnitt 10.3, sowie
Komponenten A und B in Abbildung 11). Webservice-Komponenten
sind dabei zustandslose (stateless) Singletons, d.h., es gibt von jeder
Webservice-Komponente nur eine Instanz, die nicht die Sitzungsin-
formationen ihrer Aufrufer speichert.
11.2.2 Nachrichten
Nachrichten stoßen Aktionen an, die von Komponenten ausgeführt
werden (siehe Kapitel 15 für formale Definition einer Aktion). Sie spe-
zifizieren das Verhalten des Systems mit MEL*-Code, der als Name
der Nachricht modelliert wird. Es werden drei Nachrichtentypen un-
terstützt: (1) Initial-Nachrichten zwischen verschiedenen Komponen-
ten (CallMessage), (2) Nachrichten von Komponenten an sich selbst
(ToSelfMessage), sowie (3) Rücknachrichten (ReplyMessage). Mit dem
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MEL*-Code kann man Nachrichten zwischen Komponenten mit In-
halt füllen, diese Daten auslesen und verarbeiten, auf Komponente-
nattribute zugreifen, sowie weitere Operationen aufrufen.
Die Nachrichten werden wie folgt modelliert:
1. CallMessage ist eine Instanz einer UML-Synchronous call messa-
ge, die zwischen verschiedenen Lebenslinien versandt wird (vgl.
Nachricht 1 in Abbildung 11b)
2. ToSelfMessage ist eine Instanz einer UML-Synchronous call messa-
ge, deren Sender und Empfänger dieselbe Lebenslinie ist (vgl.
Nachrichten 2 und 3 in Abbildung 11b)
3. ReplyMessage ist eine Instanz einer UML-Reply message, die zwi-
schen verschiedenen Lebenslinien versandt wird (vgl. Nachricht
4 in Abbildung 11b)
Eine CallMessage wird zum Versand von Nachrichten verwendet,
die im Klassendiagramm als Unterklasse der «Message»- bzw. «User-
message»-Klasse modelliert sind. Jede CallMessage (mit Ausnahme der
vordefinierten Benutzernachrichten) muss eine Nachricht repräsen-
tieren, die zuvor in keinem Programmablauf vorgekommen ist. DieDer Nachrichtentyp
bestimmt eindeutig
die Nachrichtenbe-
handlungsmethode
der Empfängerkom-
ponente, vgl. Un-
terabschnitt 16.2.1
folgenden Komponententypen können eine solche Nachricht emp-
fangen: Anwendungskomponenten, externe Komponenten, sowie die
vordefinierte Benutzerschnittstelle.
Eine ReplyMessage wird zum Versand von Antwortnachrichten ver-
wendet, die im Klassendiagramm als Unterklasse der «Message»- bzw.
«Usermessage»-Klasse modelliert sind. Jede ReplyMessage muss eine
Nachricht repräsentieren, die zuvor in keinem Programmablauf vor-
gekommen ist. Die folgenden Komponententypen können eine sol-
che Nachricht empfangen: Anwendungskomponenten, externe Kom-
ponenten, sowie die manuelle Benutzerschnittstelle.
Jede CallMessage muss mit einer ReplyMessage beantwortet werden;
einer ReplyMessage muss immer eine CallMessage vorangehen. Bei der
Interaktion mit der vordefinierten Benutzerschnittstelle dürfen nur
vordefinierte Benutzernachrichten als CallMessage verwendet werden
(siehe Unterabschnitt 9.2.4 für Liste der vordefinierten Benutzernach-
richten und die Modellierung der Antwortnachrichten).
Der Name der dazugehörigen UML-Message enthält den MEL*-
Code, der diese Nachricht durch Aufruf ihres Konstruktors instanti-
iert, wobei das create-Schlüsselwort weggelassen wird (vgl. Unterab-
schnitt 11.1.2 für MEL*-Syntax). Die folgenden Regeln gelten für den
MEL*-Code der CallMessage und ReplyMessage:
• An den Konstruktor der Nachrichtenklasse können lokale Va-
riablen oder Komponentenattribute der sendenden Komponen-
te als Parameter übergeben werden. Die Anzahl der Parameter
entspricht dabei der Anzahl der Attribute der entsprechenden
Nachrichtenklasse.
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• Als Parameter dürfen nur Identifier oder Zuweisungen verwen-
det werden, wobei die linke Seite der Zuweisung ein Identifier
sein muss.
• Handelt es sich um einen Identifier, der auf Empfängerseite
einem Komponentenattribut entspricht, so werden die Daten
beim Empfang diesem Attribut zugewiesen.
• Handelt es sich um einen Identifier, der auf Empfängerseite
nicht einem Komponentenattribut entspricht, so werden die Da-
ten beim Empfang einer neuen, gleichnamigen lokalen Variable
zugewiesen (vgl. Parameter att1 in Abbildung 11b).
• Handelt es sich um eine Zuweisung, so muss die rechte Sei-
te der Zuweisung einer Variable des Senders entsprechen. Die
Daten werden auf Empfängerseite dem Attribut zugewiesen,
dessen Name dem Identifier auf der linken Seite der Zuwei-
sung entspricht (vgl. Zuweisung b := att2.b in Abbildung 11b:
A schickt an B die Ganzzahl, die im Feld b ihres Komponente-
nattributs att2 gespeichert ist, und dem Komponentenattribut b
von B zugewiesen wird). Gibt es kein solches Attribut, so wir
eine neue lokale Variable mit diesem Namen angelegt.
Eine ToSelfMessage kann eine oder mehrere MEL*-Ausdrücke ent-
halten (vgl. Unterabschnitt 11.1.2). Darin kann der Modellierer auf die
Attribute der Komponente zugreifen, die Sender und Empfänger die-
ser Nachricht ist. Zudem hat er Zugriff auf lokale Variablen, die beim
Nachrichtenempfang automatisch erstellt werden (vgl. Nachrichten 2
und 4 in Abbildung 11b).
11.2.3 Nachrichtenbeschriftung
Nachrichten, die als Antwort auf die Benutzernachricht GetInput<Ty-
pe> von der vordefinierten Benutzerschnittstelle versandt werden,
können beschriftet werden. Diese Beschriftung beschreibt den Kon-
text der Eingabeaufforderung, die GetType<Type> repräsentiert, und
ergänzt somit die Beschriftung des Datentyps Type, der als Basis für
die Eingabemaske genutzt wird.
Solche Beschriftungen erfüllen die folgenden Aufgaben:
• Sowohl die Beschriftung der Nachricht als auch die des Daten-
typs werden dem Benutzer während der Eingabeaufforderung
angezeigt. Sie erklärt, welche Information vom Nutzer erwar-
tet wird, wobei die Beschriftung des Datentyps erfassen soll,
um welche Daten es sich handelt, während die Beschriftung der
Nachricht festlegt, in welchem Kontext diese Daten abgefragt wer-
den.
62 modellierung der dynamischen sicht
• Die Beschriftung einer Antwortnachricht kann bei der Model-
lierung von Informationsflusseigenschaften als Quelle von In-
formation verwendet werden (vgl. Tabelle 7). Da der Endnutzer
der Anwendung sowohl ihre modellierten Eigenschaften ein-
sehen kann, als auch die Beschriftung bei der Eingabeauffor-
derung präsentiert bekommt, auf die die Eigenschaften Bezug
nehmen, wird für ihn unmissverständlich klar, welche Informa-
tionsflussgarantien für seine Eingabe gelten.
Diese Beschriftung wird durch den Inhalt des label-Tags vom Ste-
reotyp «labeled» festgehalten, mit der die Nachricht annotiert wird,
die als Antwort auf eine GetInput<Type>-Nachricht modelliert wurde.
11.2.4 Schleifen und Verzweigungen
MODELFLOW unterstützt Schleifen und bedingte Verzweigungen,
die in Sequenzdiagrammen mit Hilfe von kombinierten Fragmenten
modelliert werden. Die folgenden drei Fragmente kommen dabei zu
Tragen: alternatives Fragment (Schlüsselwort: alt), optionales Fragment
(Schlüsselwort: opt), sowie Schleife (Schlüsselwort: loop). Dabei fasst
ein opt-Fragment Nachrichten als Abläufe zusammen, die ausgeführt
bzw. versandt werden sollen, falls die modellierte Bedingung erfüllt
ist Ein alt-Fragment ist eine Erweiterung des opt-Fragments, bei dem
zusätzlich Nachrichten zusammengefasst werden können, die im Fal-
le der nicht erfüllten Bedingung ausgeführt bzw. versandt werden
sollen. Ein loop-Fragment fasst Nachrichten zusammen, die wieder-
holt ausgeführt werden, solange die modellierte Bedingung erfüllt ist.
Als Bedingung kann dabei ein beliebiger boolescher MEL*-Ausdruck
verwendet werden.
Die folgenden Modellierungsrichtlinien gelten für alle drei Frag-
menttypen:
• Kombinierte Fragmente dürfen beliebig geschachtelt werden.
• Programmabläufe dürfen nicht mit einem kombinierten Frag-
ment beginnen.
• Der Ablauf innerhalb eines kombinierten Fragments muss bei
derselben Komponente anfangen und aufhören.
• Der Ablauf innerhalb eines kombinierten Fragments darf nicht
bei Anwendungsmodulen wie Benutzerschnittstellen oder ex-
ternen Komponenten anfangen oder aufhören
• Ein kombiniertes Fragment darf keine ReplyMessage enthalten,
wenn die dazugehörige CallMessage außerhalb des Fragments
liegt.
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• Der Geltungsbereich einer lokalen Variable endet mit dem Be-
ginn bzw. Ende eines kombinierten Fragments, das eine oder
mehrere CallMessage bzw. ReplyMessage enthält, sowie mit einer
ReplyMessage.
Abbildung 11b zeigt ein Beispiel für die Modellierung eines opt-
Fragments. Dabei wird der MEL*-Code der zweiten ToSelfMessage
(Nachricht 3 im Sequenzdiagramm) nur ausgeführt, wenn der Wert
vom Komponentenattribut b kleiner Null ist.
Zudem unterstützt MODELFLOW implizite Verzweigungen. Wird
dem Benutzer eine Benutzeroberfläche angezeigt, so kann er die Ein-
gabeaufforderung abbrechen und zum Anfang des modellierten Pro-
grammablaufs zurückkehren. Dies muss nicht explizit modelliert wer-
den, sondern wird bei jeder Nachricht an die vordefinierte Benutze-
roberfläche implizit angenommen, und bei der Informationsflussana-
lyse berücksichtigt (vgl. Unterunterabschnitt 17.2.2.4).
11.2.5 Programmabläufe
Ein MODELFLOW-Modell darf mehr als ein Sequenzdiagramm be-
sitzen, um mehrere mögliche Programmabläufe zu spezifizieren. Ist
dies der Fall, so muss jedes Sequenzdiagramm mit einer CallMessa-
ge der manuellen Benutzeroberfläche an eine «Application»-Anwen-
dungskomponente beginnen. Dies entspricht einer Benutzerinterakti-
on, mit der ein durch das Sequenzdiagramm modelliertes Program-
mablauf angestoßen wird, und ermöglicht dadurch die Entwicklung
einer ereignisbasierten Anwendung.
Handelt es sich um eine simple Anwendung mit nur einem model-
lierten Programmablauf, so kann die manuelle Benutzeroberfläche
weggelassen werden, und die Komponenteninteraktion muss mit ei-
ner Nachricht an die vordefinierte Benutzerschnittstelle beginnen.
Die in diesem Kapitel präsentierte dynamische Sicht auf die Travel
Planner-Fallstudie illustriert den Fall mit nur einem Programmablauf
(siehe Abschnitt 11.4). Für eine komplexe Anwendung mit einer Viel-
zahl von modellierten Programmabläufen, siehe z.B. Kapitel 22.
11.2.6 Einschränkungen
Um die Korrektheit der Informationsflussanalyse zu gewährleisten,
müssen folgende Regeln eingehalten werden.
• Attribute, die Maps mit zugriffsgeschützten Einträgen abbilden
(vgl. Abschnitt 10.4), dürfen weder als linke oder rechte Seite ei-
ner Zuweisung agieren, noch als Parameter einer Methode ver-
wendet werden. Damit wird sichergestellt, dass der Zugriff auf
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die geschützte Einträge nur über die vordefinierten Methoden
möglich ist (siehe Unterabschnitt 9.2.4 für die Auflistung der
Methoden und Unterunterabschnitt 17.2.1.5 für Behandlung sol-
cher Einträge bei der Informationsflussanalyse).
• Die linke Seite der Zuweisung beim Aufruf der vordefinier-
ten decrypt-Methode muss einem Komponentenattribut entspre-
chen. Damit wird garantiert, dass der Fluss von Klartextinfor-
mationen zu einer Komponente bei der Codeanalyse entdeckt
wird (vgl. Unterunterabschnitt 16.2.2.1).
• Ein modellierter Programmablauf darf nur einen Aufruf eines
konkreten Webservices enthalten, wenn dadurch der interne Zu-
stand des Services (durch Zuweisung an einen seiner Attribute)
verändert wird. Dadurch wird sichergestellt, dass bei der Infor-
mationsflussanalyse jeder in der Realität mögliche Programma-
blauf berücksichtigt wird: ein Angreifer kann jederzeit mit dem
Webservice kommunizieren, was bei der Informationsflussana-
lyse auf eine beliebige Aktion des Angreifers vor und nach ei-
nem modellierten Programmablauf abgebildet wird (siehe Un-
terabschnitt 12.2.4 für Modellierung eines Angreifers und Unter-
unterabschnitt 17.2.1.5 für das Code-Refinement bezüglich der
möglichen Programmabläufe).
11.3 mel*-methoden
Als MEL*-Methoden wird die Spezifikation von Operationen auf Mo-
dellebene mit Hilfe von Aktivitätsdiagrammen bezeichnet (vgl. Ab-
schnitt 10.1 für Modellierung der dazugehörigen Klassenoperatio-
nen, sowie Abschnitt 10.1 für Zweck und Anwendung von MEL*-
Methoden).
Die Modellierung solcher Methoden ist angelehnt an die Modellie-
rung von Subdiagrammen, wie sie im SecureMDD-Ansatz definiert
wurden (vgl. [65]). Im Gegensatz dazu verwendet man dabei MEL*
statt der Model Extension Language, wodurch der Modellierer Zu-
griff auf die MODELFLOW-Standardbibliothek von Datentypen und
Operationen hat, sowie Schleifenkonstrukte verwenden kann.
Jede MEL*-Methode wird dabei durch ein eigenes Aktivitätsdia-
gramm modelliert, das genau einen Aktivitätsbereich enthält. Der
Name des Aktivitätsbereichs ist dabei der Name der Komponente,
die die dazugehörige Klassenoperation enthält, konkateniert mit zwei
Doppelpunkten, sowie dem Namen der Operation.
Der Methode können Argumente übergeben werden, die im Dia-
gramm als UML-ActivityParameterNodes repräsentiert werden, und
mit einem UML-JoinNode zusammengeführt werden. Der Ausgabepa-
rameter wird ebenfalls als ein ActivityParameterNode modelliert. Diese
Ein- und Ausgabeparameter müssen den Ein- und Ausgabeparame-
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tern der dazugehörigen Klassenoperation entsprechen. Die Methode
darf nicht auf Komponentenattribute zugreifen, daher müssen auch
diese explizit an die Methode als Parameter übergeben werden.
Das Verhalten der Methode wird mit UML-ActivityNodes festgelegt,
die MEL*-Code als Name enthalten, während der Programmfluss
durch die UML-ControlFlows zwischen den ActivityNodes modelliert
wird.
Verzweigungen werden mit UML-DecisionNodes modelliert, die
zwei ausgehende ControlFlows haben. Die UML-Guards auf den Con-
trolFlows legen die Bedingungen fest, wann welcher Kontrollfluss aus-
geführt werden kann. Wie bei den kombinierten Fragmenten kann
hierbei ein beliebiger boolescher MEL*-Ausdruck als Verzweigungs-
bedingung verwendet werden.
Schleifen werden mit dem MEL*-Sprachkonstrukt for spezifiziert
(vgl. Regel ForExpr der konkreten MEL*-Syntax in Abbildung 59).
Die Modelle der Fallstudien Distance Tracker, ContanctSMSManager
und Private Taxi illustrieren die Modellierung und Anwendung sol-
cher MEL*-Methoden (siehe Teil v).
11.4 dynamische sicht auf die travel planner-fallstu-
die
Die vorgestellten Modellierungsrichtlinien sollen nun anhand der dy-
namischen Sicht auf das Modell der Travel Planner-Fallstudie illus-
triert werden.
In Abbildung 12 ist das Sequenzdiagramm der Anwendung abge-
bildet. An dem Programmablauf nehmen die folgenden Komponente
teil, die als Lebenslinien repräsentiert sind: vordefinierte Benutzer-
schnittstelle (User), Reiseplanner-App (TravelPlanner), App zur Kre-
ditkartenverwaltung (CreditCardCenter), Webservice der Reiseagentur
(TravelAgency), sowie der Webservice der Fluglinie (Airline).
Der Programmablauf lässt sich in die folgenden Schritte unterglie-
dern:
1. Abfrage der Reisedaten des Benutzers (Nachrichten 1-2)
2. Abholen passender Flugangebote der Fluglinie über den Webser-
vice der Reiseagentur (Nachrichten 3-7)
3. Auswahl eines Flugangebots durch den Benutzer (Nachrichten
8-9)
4. Abfrage der Kreditkartendaten des Nutzer von der Kreditkarten-
App (Nachrichten 10-14)
5. Buchung des ausgewählten Flugs mit den Kreditkartendaten
(Nachrichten 15-16)
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6. Bezahlung der Kommission an die Reiseagentur, und Buchungs-
bestätigung (Nachrichten 17-21)
Abbildung 12: Sequenzdiagramm der Travel Planner-Anwendung
(1) abfrage der reisedaten Zur Abfrage der Reisedaten
schickt die Anwendungskomponente TravelPlanner die vordefinier-
te Nachricht GetInput<RequestData> an die vordefinierte Benutzer-
schnittstelle. Die Attribute des Datentyps in den spitzen Klammern
bestimmen, welche Eingabefelder dem Benutzer angezeigt werden
(vgl. Klasse RequestData in Abbildung 10). Die Antwortnachricht greift
auf das Attribut input der User-Komponente zu, das die Benutzerein-
gabe repräsentiert, und weist diesen der Variable requestData auf Emp-
fängerseite zu. Die Nachricht ist durch den «labeled»-Stereotyp mit
„Flight offer query“ beschriftet. Die Beschriftung wird dem Benutzer
bei der Eingabeaufforderung angezeigt, und erklärt, wofür die ange-
fragten Informationen verwendet werden.
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(2) abholen der flugangebote TravelPlanner sendet die Be-
nutzereingabe an TravelAgency, die sie an Airline weiterleitet. Diese
filtert die in ihrem Komponententattribut flightOffers gespeicherten
Flugangebote anhand der Benutzereingabe mit Hilfe der manuellen
Methode filterOffers. Das Ergebnis filteredFlightOffers schickt sie zu-
rück an TravelPlanner über die Komponente TravelAgency.
(3) auswahl eines flugangebots TravelPlanner zeigt dem Be-
nutzer eine Liste von den erhaltenen Flugangeboten mit Hilfe der
Benutzernachricht GetSingleSelection zur Auswahl an. Die Antwort-
nachricht greift auf das Attribut selection der User-Komponente zu,
die die Benutzerauswahl repräsentiert, und weist diese dem Attribut
flightOffer der TravelPlanner-Komponente zu.
(4) abfrage der kreditkartendaten TravelPlanner schickt an
CreditCardCenter die Nachricht ReleaseCCD, um die Kreditkartendaten
zu erhalten. Die Nachricht enthält den Namen der Fluglinie, die im
Attribut airline des Flugangebots flightOffer gespeichert ist.
CreditCardCenter zeigt dem Nutzer mittels vordefinierter Nachricht
ConfirmRelease ein Bestätigungsdialog mit dem Namen der Fluglinie
sowie den Kreditkartendaten an. Wird die Freigabe der Kreditkarten-
daten an die Fluglinie vom Benutzer bestätigt, wird diese explizit mit
der Deklassifikationsoperation declassifyCCD deklassifiziert, und das
Ergebnis an TravelPlanner verschickt. Bricht der Benutzer ab, so wird
der Programmablauf an den Anfang (Schritt (1)) zurückgesetzt.
(5) buchung des flugs Hat der Nutzer die Freigabe seiner Kre-
ditkartendaten an die Fluglinie bestätigt, wird an Airline die Nach-
richt BookFlightOffer mit der ID des Flugangebots sowie den Kredit-
kartendaten verschickt. Die Fluglinie wickelt den Kaufvorgang mit-
tels der manuellen Methode processBooking ab.
(6) kommission und buchungsbestätigung Um die Reise-
agentur von der erfolgreichen Kundenvermittlung zu informieren,
verschickt Airline die Nachricht PayCommission an TravelAgency. Diese
Nachricht kann zur Bezahlung einer Kommission an die Reiseagentur
genutzt werden, wovon im vorgestellten Modell abstrahiert wird. So-
bald TravelPlanner die Antwortnachricht OkConfirmBooking von Airline
erhalten hat, wird dem Benutzer eine Buchungsbestätigung mit Hilfe
der vordefinierten Benutzernachricht Confirm angezeigt. Der Bestäti-
gungstext wird einer Konfigurationsdatei der App entnommen, und
kann vom Entwickler vor dem Deployment der Anwendung ange-
passt werden (vgl. Artefakte der finalen Anwendung in Abbildung 2).
In dieser Fallstudie werden die Kreditkartendaten des Benutzers
(oder davon abgeleitete Daten) niemals an die Reiseagentur übermit-
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telt, während die Fluglinie die Kreditkartendaten nur nach expliziter
Benutzerbestätigung erfährt. Die Formalisierung dieser Eigenschaf-
ten wird im folgenden Kapitel beschrieben, und erfolgt unter Ande-
rem mit Hilfe von Nachrichtenannotation in geschweiften Klammern
(siehe Nachrichten 1, 10, 13, und 14), die die Sicherheitsdomäne der
Nachrichteninhalte bestimmen.
12
I N F O R M AT I O N S F L U S S M O D E L L I E R U N G
Dieser Abschnitt beschäftigt sich mit dem Kernthema des vorgestell-
ten Ansatzes zur Entwicklung informationsflusssicherer Systeme: der
Modellierung von Informationsflussannotationen und -eigenschaften.
Diese erfüllen eine Reihe von Funktionen:
• Der Entwickler der Anwendung ist bereits in der Designphase
veranlasst, die Informationsflusssicherheit zu berücksichtigen.
Dies beeinflusst seine Entscheidungen, welche Informationen
als geheim angesehen werden sollen, wo sie gespeichert wer-
den dürfen, und wie die Komponenteninteraktion auszusehen
hat. So können bereits in frühen Entwicklungsphasen Fehler
entdeckt und ausgebessert werden, was auch die nachfolgende
Informationsflussanalyse vereinfachen kann.
• Informationsflusseigenschaften werden durch ihre Modellierung
formalisiert, und können bei der Informationsflussanalyse der
Anwendung verwendet werden. Dadurch ist es für den Model-
lierer nicht notwendig, mit den der Analyse zugrunde liegen-
den formalen Methoden vertraut zu sein, um die gewünschten
Sicherheitseigenschaften präzise ausdrücken zu können. Somit
ist die Modellierungssprache unabhängig von einem bestimm-
ten formalen Modell oder Informationsflussanalysetool.
• Zur Sicherheit und Privatsphäre gehört nicht nur die Geheim-
haltung von sensitiven Daten, sondern auch die Transparenz
des Systems in Bezug darauf, welche Informationen es sammelt,
sowie mit wem (und unter welchen Umständen) sie geteilt wer-
den. Dafür müssen Informationsflusseigenschaften nicht nur
formal garantiert werden, sondern auch knapp, präzise, und
verständlich darstellbar sein. Nur so können die Benutzer der
Anwendung eine informierte Entscheidung treffen, ob und wie
sie mit dem System interagieren wollen.
In Abschnitt 12.1 wird die Informationsflusspolicy vorgestellt, die
die Sicherheitsdomänen von Daten und Interaktionen sowie ihre In-
terferenz-Relation festlegen. Sie formalisiert den erlaubten Fluss von
Informationen durch das System, und ist notwendig für die formale
Verifikation.
Abschnitt 12.2 beschreibt die Modellierung der Informationsfluss-
eigenschaften. Zusätzlich zu der Sicherheitspolicy können sie kom-
plexe Sicherheitsgarantien ausdrücken, indem sie z.B. die Umstän-
de der expliziten Informationsfreigabe formalisieren. Sie bilden die
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Grundlage für die automatische Informationsflussanalyse, und kön-
nen aufgrund ihrer intuitiven Darstellung auch dem Benutzer präsen-
tiert werden.
Sicherheitsdomänen, die Interferenz-Relation, sowie die Informa-
tionsflusseigenschaften werden mit Hilfe von Aktivitätsdiagrammen
modelliert, die im Paket mit dem Stereotyp «InformationFlowPro-
perties» abgelegt werden.
12.1 sicherheitspolicy
Die Sicherheitspolicy bildet in MODELFLOW die Grundlage für die
Spezifikation des erlaubten Informationsflusses innerhalb des model-
lierten Systems. Sie besteht aus Sicherheitsdomänen, ihrer Interferenz-
Relation, sowie den Sicherheitsannotation der Komponentenattribute
und -nachrichten. Die Domänen der einfachsten sinnvollen Sicher-
heitspolicy werden in der Fachliteratur oft high und low genannt, und
entsprechen der „hohen“ bzw. „niedrigen“ Sicherheitsstufe der In-
formation. Die Sicherheitsstufe der öffentlichen Information darf da-
bei jederzeit erhöht werden, während geheime Information nur in
bestimmten Fällen öffentlicher werden darf.
In MODELFLOW ist die Sicherheitspolicy notwendig für die forma-
le Verifikation der Anwendung (siehe Kapitel 15), und optional, falls
nur der automatische Informationsflusscheck auf der Codeebene ein-
gesetzt werden soll (siehe Kapitel 16). Unabhängig davon, wie die
Sicherheitseigenschaften garantiert werden sollen, wird der Entwick-
ler durch die Modellierung einer Sicherheitspolicy bereits in der De-
signphase veranlasst, Informationsflusssicherheit der zu entwickeln-
den Anwendung zu berücksichtigen. Zum Einen beeinflusst die Po-
licy die Daten- und Kommunikationsstruktur der Anwendung, da
der Modellierer die Komponentenattribute und Nachrichten sinnvoll
annotieren können muss. Zum Anderen können explizit modellierte
Informationsflusseigenschaften mit der Sicherheitspolicy verglichen
werden, und so auf Plausibilität und Konsistenz überprüft werden.
Abbildung 13 illustriert die Modellierung von Sicherheitdomänen
und ihrer Interferenz-Relation anhand der Travel Planner-Fallstudie.
Ihre vollständigen und annotierten Klassen- und Sequenzdiagramme
sind in Abbildung 9 und Abbildung 12 abgebildet.
12.1.1 Sicherheitsdomänen
Eine Sicherheitspolicy definiert eine Menge von Sicherheitsdomänen
(manchmal auch Sicherheitslevels bzw. -stufen bezeichnet), die zur
Annotation von Komponentenattributen und Nachrichten verwendet
werden. Dadurch legt man fest, wie vertraulich die darin gespeicher-
ten oder verschickten Informationen sind bzw. sein dürfen.
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Abbildung 13: Sicherheitsdomänen und ihre Interferenz-Relation in der Tra-
vel Planner-Fallstudie
In MODELFLOW werden Sicherheitsdomänen mit einem Aktivi-
tätsdiagramm modelliert. Eine Sicherheitsdomäne wird dabei durch
einen UML-Aktivitätsknoten repräsentiert, und ihre Bezeichnung ent-
spricht dem Namen dieses Knotens.
Dem Modellierer ist freigestellt, die Domänenbezeichnungen nach
Belieben zu wählen. Aus Gründen der Lesbarkeit bietet es sich je-
doch an, eine Domäne nach der Menge von Komponenten zu benen-
nen, die die damit annotierten Daten lesen dürfen. Besteht also eine
Anwendung aus der Menge der Komponenten C = {User, Airline, Tra-
velAgency}, so erhält die Domäne den Namen d ⊆ C (vgl. Domänen
(1), (2), und (3) in Abbildung 13).
Sollen Informationen öffentlicher gemacht werden können, so muss
hierfür eine explizite Deklassifikationsdomäne eingeführt werden. Ih-
re Bezeichnung ddecl ergibt sich dabei aus der Menge der Kompo-
nenten, die auf die Informationen vor der Deklassifikation zugreifen
durften, konkateniert mit einem ASCII-Pfeil -> , sowie der Menge
der Komponenten, die die Informationen nach der Deklassifikation
lesen können (ddecl ⊆ C×C). Kann beispielsweise nach der Deklas-
sifikation zusätzlich zur Komponente User die Komponente Airline
die Daten lesen können, so erhält die Deklassifikationsdomäne den
Namen {User}->{User, Airline} (vgl. Domäne (4) in Abbildung 13).
12.1.2 Interferenz-Relation
Die Sicherheitspolicy legt die Interferenz-Relation (kurz: , siehe Ka-
pitel 15 für eine formale Definition) zwischen den Sicherheitsdomä-
nen fest, die den erlaubten Fluss der Information in der Anwendung
bestimmt: interferiert (bzw. beeinflusst) eine Domäne d1 die Domäne
d2 (d1  d2), so darf Information von d1 zu d2 fließen, aber nicht
umgekehrt.
Die Interferenz-Relation (und somit die Richtung, in die Informa-
tion fließen darf) wird in MODELFLOW durch Kontrollflusskanten
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zwischen Aktivitätsknoten, die Domänen repräsentieren, abgebildet.
Die Relation ist automatisch reflexiv, und gibt eine direkte Interferenz
zwischen zwei Domänen an; sind die Kontrollflüsse zudem nicht mit
dem Stereotyp «interansitive» markiert, so sind sie implizit transi-
tiv. Es ist ebenfalls möglich, dass zwei Domänen in keinerlei Bezie-
hung zueinander stehen, und somit kein Informationsfluss zwischen
ihnen erlaubt ist. Zyklen durch nicht markierte Kontrollflüsse sind
dabei nicht erlaubt.
In Abbildung 13 interferiert die Domäne {User, TravelAgency, Airli-
ne} somit die Domäne {User, Airline} sowie implizit die Domäne {User}
Um festzulegen, dass Daten öffentlicher gemacht werden können,
muss Informationsfluss auch in die umgekehrte Richtung erlaubt wer-
den. In MODELFLOW ist ein solcher inverser Fluss nur über spe-
zielle Deklassifikationsdomänen möglich (vgl. Domäne (4) in Abbil-
dung 13). Beide Kontrollflusskanten von und zur Deklassifikations-
domäne müssen entgegen der Richtung der nicht markierten Kan-
ten modelliert werden, sowie intransitiv sein und daher mit dem Ste-
reotyp «intransitive» versehen werden. Deklassifikationsdomänen
müssen genau eine ein- und eine ausgehende Kante haben. Damit
dürfen Informationen nicht direkt von der Ursprungs- zur Zieldomä-
ne fließen, sondern nur über die Deklassifikationsdomäne.
Die in Abbildung 13 modellierte Sicherheitspolicy drückt somit aus,
dass Information immer geheimer werden darf, indem sie u.a. von
{User, Airline} (2) zu {User} (1) fließt; sie kann jedoch nur öffentlich
werden, wenn sie von {User} (1) zu {User}->{User, Airline} (4), und von
dort zu {User, Airline} (2) fließt. Da die Kanten von und zur Domäne
(4) als intransitiv markiert sind, darf Information nicht direkt von (1)
zu (2) fließen.
12.1.3 Sicherheitsannotation
(a) Annotation des Kompo-
nentenattributs ccd
(b) Annotation des Komponentenat-
tributs flightOffers
(c) Annotation der Nachricht Pay-
Commission
(d) Annotation des Deklassifikationsmetho-
denaufrufs declassifyCCD
Abbildung 14: Sicherheitsannotationen in der Travel Planner-Fallstudie
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Um erlaubte Informationsflüsse innerhalb einer MODELFLOW-
Anwendung zu bestimmen, müssen Komponentenattribute und Se-
quenzdiagrammnachrichten mit Sicherheitsdomänen annotiert wer-
den. Diese Klassifikation geschieht durch das Anbringen einer UML-
Zusicherung an das Attribut bzw. die Sequenzdiagrammnachricht.
Die Zusicherung muss dabei den Namen einer modellierten Sicher-
heitsdomäne tragen.
annotation der komponentenattribute Erhält ein Kom-
ponentenattribut die Sicherheitsdomäne d, so bestimmt diese die un-
tere Schranke für die Sicherheitsdomäne dh der Nachricht, die das
Attribut lesen darf; es muss also d  dh gelten. Dadurch kann man
als Modellierer beispielsweise festlegen, dass der Code einer weni-
ger vertrauenswürdigen (und somit „öffentlicheren“) Komponente
die im Attribut gespeicherte Information nicht lesen darf. Zudem be-
stimmt man mit d die obere Schranke für die Sicherheitsdomäne dl
der Nachricht, die das Attribut schreiben darf (dl  d). Damit darf
das Attribut keine geheimere Information speichern, als die Domäne
d es zulässt.
Abbildung 14a zeigt ein Anwendungsattribut ccd, das geheime In-
formationen speichert (siehe Abbildung 9 für das komplette Klassen-
diagramm). Das Attribut ist mit der Sicherheitsdomäne User anno-
tiert; es darf also nur der Benutzer, bzw. Aktionen mit der Sicher-
heitsdomäne {User} oder {User}->{User, Airline} gelesen werden (vgl.
Interferenz-Relation in Abbildung 13). Das Attribut flightOffers (siehe
Abbildung 14a) ist dagegen öffentlicher, und daher mit der Sicher-
heitsdomäne {User, TravelAgency, Airline} annotiert.
annotation der nachrichten Annotiert der Modellierer ei-
ne Nachricht Msg mit der Domäne d, so legt er dadurch fest, dass nur
vertrauenswürdiger(er) Code mit der Domäne dh die von Msg ver-
änderten Variablen und Attribute lesen darf (d  dh). Gleichzeitig MEL*-Code einer
Nachricht verändert
den Inhalt von
Variablen und Attri-
bute durch explizite
Zuweisungen sowie
das Versenden von
Nachrichten, was
dem Schreiben der
lokalen Variablen
des Empfängers
entspricht
bestimmt d die obere Schranke für die Domäne dl der Nachricht, die
Variablen und Attribute schreibt, auf die der Code von Msg lesend zu-
greift. Handelt es sich bei Msg um eine Call- bzw. Reply-Nachricht, so
bedeutet es insbesondere, dass der Empfänger der Nachricht keine In-
formation erhalten darf, die geheimer als d ist. Dies ist beispielsweise
in Abbildung 14c der Fall: mit der Nachricht (17) dürfen an den Emp-
fänger (die Airline) lediglich Informationen versandt werden, die mit
{User, TravelAgency, Airline} (oder einer öffentlicheren Domäne, falls
eine solche modelliert worden wäre) annotiert sind.
Diese Regeln sind ähnlich zu den bekannten Eigenschaften no-
read-up und no-write-down des Bell-LaPadula-Sicherheitsmodells
(siehe Kapitel 15).
Der Aufruf einer Deklassifikationsoperation, die im Klassendia-
gramm mit dem Stereotyp «declassify» versehen ist, muss als ei-
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ne eigenständige ToSelf -Nachricht modelliert werden, und mit einer
Deklassifikationsdomäne ddecl annotiert werden (mit dh  ddecl
und ddecl  dl). Dadurch legt der Modellierer fest, dass die an die
Deklassifikationsoperation als Parameter übergebene, geheime Infor-
mation genau die Sicherheitsdomäne dh haben muss, während das
Ergebnis der Operation die öffentlichere Domäne dl erhält. Anders
ausgedrückt, dürfen nur Nachrichten mit der Domäne dh Variablen
und Attribute schreiben, die als Parameter übergeben werden, wäh-
rend das Rückgabeparameter nur von einer Nachricht mit der Domä-
ne dl gelesen werden können. So muss in Abbildung 14d das Attribut
ccd in Nachricht (13) explizit deklassifiziert werden, bevor sie mit der
öffentlicheren Nachricht DeclassifiedCCD (14) versandt werden darf.
automatische domänenpropagation In MODELFLOW ist
es nicht notwendig, jede Nachricht explizit mit einer Sicherheitsdo-
mäne zu versehen, da sie in vielen Fällen automatisch aus den vor-
handenen Annotationen berechnet werden kann. So erhält eine nicht
annotierte Nachricht automatisch die Domäne der im Programmab-
lauf vorhergehender Nachricht. Dadurch ist es in einem modellierten
Programmablauf lediglich notwendig, die erste Nachricht, sowie die
Nachrichten, die eine andere Domäne als die vorherige haben sollen,
zu annotieren. Letzteres ist beispielsweise bei ToSelf -Nachrichten not-
wendig, die Deklassifikationsmethoden aufrufen. In Abbildung 14c
ist die Nachricht (18) nicht explizit annotiert, und erhält daher auto-
matisch die Domäne {User, TravelAgency, Airline} der vorhergehender
Nachricht (17).
Die Annotation der Komponentenattribute ist in MODELFLOW
optional, da ihre Domäne oft aus der Annotation der Nachrichten
berechnet werden kann, die diese schreiben bzw. lesen. Falls sich je-
doch die Domänen dieser Nachrichten nicht interferieren, so kann
die Domäne des Attributs nicht berechnet werden, was bei der Mo-
dellvalidierung dem Entwickler gemeldet wird.
12.2 informationsflusseigenschaften
Durch die in Abschnitt 12.1 vorgestellte Sicherheitspolicy lässt sich
der erlaubte Informationsfluss innerhalb der Anwendung ausdrücken.
Jedoch ist es damit nicht möglich, komplexere Informationsflussei-
genschaften, die bei realistischen Anwendungen oft notwendig sind,
zu modellieren. Dazu zählt, unter welchen Umständen geheime Infor-
mationen freigegeben werden dürfen, und welche Komponente diese
Freigabe vornehmen darf.
Die Policy eignet sich zudem nicht dazu, dem Endnutzer der An-
wendung präsentiert zu werden. Für jemanden, der mit den Grundla-
gen der Informationsflusstheorie nicht vertraut ist, ist die Policy nicht
intuitiv verständlich, zudem man das gesamte Anwendungsmodell
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und dessen Annotationen untersuchen muss, um daraus die einzel-
nen Informationsflusszusicherungen wie „Fluglinie erfährt nicht mei-
ne Kreditkartendaten“ abzuleiten.
Daher bietet MODELFLOW die Möglichkeiten, solche intuitiven
Informationsflusseigenschaften einzeln zu modellieren. Damit ist es
auch möglich, die Umstände und den Initiator einer Deklassifikation
auszudrücken, sowie den erlaubten oder verbotenen Informations-
fluss zwischen Komponenten, ihren Attributen, der Benutzereinga-
be, sowie verschiedenen Nutzern der Anwendung zu modellieren.
Somit sind die MODELFLOW-Informationsflusseigenschaften aus-
drucksstärker als eine Sicherheitspolicy, die Sicherheitsdomänen und
ihre Interferenz-Relation festlegt. Der Fokus solcher Eigenschaften
liegt darauf, was mit der für den Benutzer wichtigen Information
passieren darf, ohne dass abstrakte Konzepte wie Sicherheitsdomä-
nen und Interferenz-Relation hinzugezogen werden müssen.
Solche Eigenschaften werde mit Hilfe von UML-Aktivitätsdiagram-
men modelliert. Jede Eigenschaft ist dabei durch einen strukturierten
Aktivitätsknoten repräsentiert, die als Namen ihre intuitive Beschrei-
bung in Textform erhält. Die Diagramme modellieren Quellen von
Informationen als Send Signal Actions, während die Senken von Infor-
mation als Accept Event Actions modelliert werden. Der Name der je-
weiligen Action spezifiziert die konkrete Informationsflussquelle oder
-senke, die entweder eine Komponente, ein Komponentenattribut, ein
plattformspezifisches Datum, oder eine bestimmte Benutzereingabe
sein kann (vgl. Tabelle 7). Eine Eigenschaft darf entweder eine Send
Signal Action sowie mehrere Accept Event Actions, eine Accept Event Ac-
tion sowie mehrere Send Signal Actions, oder genau eine Accept Event
Action sowie genau eine Send Signal Action enthalten.
Eine Action kann auch mehrere konkrete Quellen und Senken zu-
sammenfassen, indem diese im Namen der Action durch Strichpunkt
getrennt aufgeführt werden.
12.2.1 Transitive Nichtinterferenz-Eigenschaften
In MODELFLOW ist es möglich, Informationsflusseigenschaften zu
modellieren, die durch eine transitive Interferenz-Relation
ausgedrückt werden können. Dies entspricht in MODELFLOW einer Die für die Veri-
fikation solcher
Eigenschaften
generierte Sicher-
heitspolicy kann
sehr wohl neue,
intransitive Kanten
enthalten, um impli-
zite Deklassifikation
zu ermöglichen
(siehe Unterunterab-
schnitt 15.2.1.2 für
Details)
Sicherheitspolicy, die keine intransitiven Kanten hat, und somit keine
Deklassifikation durch besondere Domänen erlaubt. In der Informa-
tionsflusstheorie redet man dabei von transitiver Nichtinterferenz (was
irreführend sein kann, da man sich dabei auf die Transitivität der
Interferenz-Relation bezieht [78]).
Eigenschaften, die durch eine transitive Interferenz-Relation ausge-
drückt werden können, werden im Folgenden transitive Nichtintere-
ferenz-Eigenschaften genannt. Eigenschaften, die durch eine intransi-
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typ syntax beschreibung
Komponente Component Name der UML-Klasse,
die Component repräsen-
tiert
Komponentenattribut Component.att Name des Attributs att
der UML-Klasse, die
Component repräsentiert
Benutzereingabe „label“ Wert des «labeled»-
label-Tags, mit dem
die Antwort auf ei-
ne Benutzernachricht
markiert ist (siehe Un-
terabschnitt 11.2.3 für
Diskussion)
Plattformzpezifische
Quelle
PredefinedSources.x Element x der vordefi-
nierten Enumeration Pre-
definedSources (vgl. Abbil-
dung 18)
Plattformzpezifische
Senke
PredefinedSinks.y Element y der vordefi-
nierten Enumeration Pre-
definedSinks (vgl. Abbil-
dung 18)
Tabelle 7: Erlaubte Namen einer Quelle bzw. Senke: konkrete Syntax
tive Interferenz-Relation ausgedrückt werden müssen, werden dage-
gen intransitive Nichtintereferenz-Eigenschaften genannt.
informationsflussspezifikation Um auszudrücken, dass
zwischen einer Informationsquelle und -senke kein Informationsfluss
stattfindet, modelliert man einen strukturierten Aktivitätsknoten, und
fügt ihm eine Send Signal Action sowie eine Accept Event Action hinzu,
die jeweils die gewünschte Quelle und Senke repräsentieren. Diese
werden durch einen Kontrollfluss von Quelle zu Senke verbunden,
der mit dem Stereotyp «noFlow» markiert wird. Soll der Informations-
fluss erlaubt sein, so muss die Kontrollflusskante mit dem Stereotyp
«allowedFlow» markiert werden.
Abbildung 15 zeigt eine Eigenschaft der Travel Planner-Fallstudie,
die den Informationsfluss der Kreditkartendaten, die im Attribut ccd
der Komponente CreditCardCenter gespeichert sind, zur Komponente
TravelAgency verbietet. Sie entspricht der intuitiven Sicherheitseigen-
schaft „Die Reiseagentur erfährt niemals die Kreditkartendaten des
Nutzers“.
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Abbildung 15: Verbotener Informationsfluss
zusammenfassen von quellen und senken Die Eigenschaft
kann auch auf alle in der Anwendung möglichen Quellen bzw. Sen-
ken verweisen, die in der strukturierten Aktivität nicht explizit mo-
delliert wurden. Diese werden mit einer Accept Event Action zusam-
mengefasst, die mit dem Stereotyp «otherSources» bzw.
«otherSinks» markiert wird. Dies ist beispielsweise dann nützlich,
wenn der Informationsfluss zu allen bis auf eine Senke verboten
werden soll: die Quelle wird durch einen mit «noFlow» markierten
Kontrollfluss mit einer «otherSinks»-Senke verbunden, und erhält
zudem einen «allowedFlow»-Kontrollfluss zur konkreten Senke, zu
der der Fluss erlaubt ist.
Abbildung 16: Verbotener Informationsfluss mit Ausnahmen
Abbildung 16 zeigt eine Eigenschaft der Travel Planner-Fallstudie,
die den Informationsfluss der Kreditkartendaten, die im Attribut ccd
der Komponente CreditCardCenter gespeichert sind, nur zur Kompo-
nente TravelPlanner erlaubt. Sie ist von der modellierten Anwendung
nicht erfüllt.
standardspezifikation Die Informationsflüsse von und zu
plattformspezifischen Quellen und Senken ist standardmäßig verbo-
ten, und muss durch «allowedFlow»-Kanten explizit erlaubt werden.
Nur der Zugriff auf das Netzwerk durch modellierte Komponenten-
kommunikation ist standardmäßig erlaubt, und muss explizit durch
eine «noFlow»-Kante zu PredefinedSinks.NETWORK bzw. von Predefi-
nedSources.NETWORK verboten werden.
Der standardmäßige Verbot hat eine Reihe von Vorteilen: die Les-
barkeit der Informationsflusseigenschaften wird erhöht, da ihre An-
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zahl überschaubar bleibt, der Modellierungsaufwand bleibt gering,
und die Anwendung ist bezüglich des Informationsflusses standard-
mäßig von ihrer Umgebung isoliert. Der Benutzer bei einer mit MO-
DELFLOW modellierten Anwendung also davon ausgehen, dass die-
se nicht auf anwendungsunabhängige Informationen wie seinen
Standort oder den Inhalt der SD-Karte zugreift, wenn dies nicht ex-
plizit angegeben wird.
12.2.2 Deklassifikationseigenschaften
Eigenschaften bei einer transitiven Interferenz-Relation sind in realis-
tischen Anwendungen oft zu einschränkend. Manchmal möchte man
den Informationsfluss erlaubten, wenn die Information zuvor anony-
misiert, gefiltert, oder die Informationsfreigabe explizit vom Benutzer
bestätigt worden ist. Dies entspricht einer Sicherheitspolicy mit einer
intransitiven Interferenz-Relation (intransitive noninterference), die die
Deklassifikation von Information erlaubt.
intransitive nichtinterferenz-eigenschaften
In MODELFLOW ist es möglich, Informationsflusseigenschaften zu
modellieren, die den Informationsfluss zwischen einer Quelle und
Senke verbieten, falls er nicht durch eine Deklassifikationsmetho-
de stattfindet. Dafür modelliert man wie in Unterabschnitt 12.2.1
beschrieben die gewünschte Quelle und Senke, und verbietet den
„direkten“ Informationsfluss (d.h., den Informationsfluss, der nicht
durch eine Deklassifikationsmethode stattfindet) zwischen den bei-
den mittels einer mit «noFlow» markierter Kontrollflusskante. Zusätz-
lich dazu modelliert man eine Deklassifikationsmethode als einen Ak-
tivitätsknoten, die den Namen dieser Funktion enthält (dabei muss
es sich um eine Klassenoperation handeln, die mit dem Stereotyp
«declassify» markiert ist, optional mit dem vorangestellten Namen
dieser Klasse). Dieser Knoten muss mit dem Stereotyp «via» ver-
merkt sein, dessen Tag filter festlegt, ob es sich dabei um eine bewie-
sen sichere Filter- bzw. Anonymisierungsfunktion handelt (vgl. Un-
terunterabschnitt 15.2.2.2) Durch das Verbinden der Quelle mit dem
Deklassifikationsknoten, sowie des Knotens mit der Senke durch mit
«allowedFlow» markierten Kontrollflüssen, legt der Modellierer fest,
dass der Informationsfluss von Quelle zur Senke über diese Funktion
(und nur über diese Funktion) erlaubt ist.
Abbildung 17 zeigt eine Eigenschaft der Travel Planner-Fallstudie,
die besagt, dass die Benutzerkreditkarten, die im Attribut ccd der
Komponente CreditCardCenter nicht an die Fluglinie (Airline) fließen
dürfen, außer, sie werden zuvor durch den Aufruf der Methode de-
classifyCCD deklassifiziert.
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Abbildung 17: Erlaubter Informationsfluss nach Bestätigung und Deklassifi-
kation
umstände der deklassifikation Es ist oft nicht ausreichend,
nur die Methode festzulegen, die die geheimen Daten deklassifizieren
soll. In MODELFLOW ist es daher möglich, auch die Umstände, bei
welchen die Deklassifikation stattfinden darf, einzuschränken. Insbe-
sondere kann man ausdrücken, dass die Deklassifikation nur nach ei-
ner expliziten Bestätigung durch den Nutzer ausgeführt werden darf,
die im Sequenzdiagramm als eine ConfirmRelease-Nachricht an die
vordefinierte Benutzerkomponente modelliert wird. Dies entspricht
der when-Dimension der „relativen“ Klasse der Deklassifikation, wie
sie von Sabelfeld et al. definiert wurde [81]; durch die Eigenschaft
wird relativ zur Ausführung anderer Aktionen im System festgelegt,
wann die Deklassifikation stattfinden darf.
In der Informationsflusseigenschaft wird dies durch einen UML-
Guard festgelegt, der das Schlüsselwort confirmation enthält, und an
den «allowedFlow»-Kontrollfluss von der Quelle zur Deklassifikati-
onsaktion angebracht wird.
So drückt die Eigenschaft in Abbildung 17 aus, dass die Kreditkar-
tendaten des Nutzers nur nach seiner expliziten Bestätigung für die
Fluglinie freigegeben werden dürfen.
initiator der deklassifikation Zusätzlich zur when-Dimen-
sion lässt sich auch die where-Dimension der Deklassifikation mit
MODELFLOW festlegen. Diese drückt nach Sabelfeld et al. aus, wo
im System die Deklassifikation stattfinden darf, und kann diesen Ort
auf vertrauenswürdige Teile des Systems beschränken [81].
Die Deklassifikationseigenschaft kann explizit die Komponente spe-
zifizieren, die diese Deklassifikation vornimmt, indem der Name
der Komponente dem Namen der Deklassifikationsmethode voran-
gestellt wird (getrennt durch zwei Doppelpunkte), die die Methode
deklariert und aufruft.
Dadurch wird für den Benutzer klargestellt, in welcher App bzw. in
welchem Webservice die Deklassifikation stattfindet. So kann er sich
bei der Eigenschaft in Abbildung 17 sicher sein, dass seine Kredit-
kartendaten lokal auf seinem Gerät deklassifiziert werden, bevor sie
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an die Fluglinie verschickt werden. Diese Eigenschaft kann schon bei
der Modellvalidierung geprüft werden, indem der Aufrufer der De-
klassifikation anhand der modellierten Sequenzdiagramme mit dem
geforderten Initiator der Deklassifikation verglichen wird.
ergebnis der deklassifikation Auch die what-Dimension der
Deklassifikation lässt sich in IFlow ausdrücken. Nach [81] wird dabei
spezifiziert, welche bzw. wie viel Information durch die Deklassifikati-
on freigegeben wird.
Die Deklassifikationseigenschaft kann mit dem Tag filter des Stereo-
typs «via» festlegen, dass es sich dabei um eine Filter- bzw. Anony-
misierungsfunktion handelt. Dies besagt intuitiv, dass ein öffentlicher
Beobachter der Ausgabe der Funktion vernachlässigbar wenig über
die Eingabe lernt: die Information wird somit ausreichend gefiltert
bzw. anonymisiert, bevor sie freigegeben wird.
Handelt es sich bei der Deklassifikationsfunktion beispielsweise
um eine, die die Distanz zwischen einer Liste von geographischen
Positionen berechnet, so kann sich der Benutzer sicher sein, dass die
dadurch freigegebenen Daten (nahezu) keinen Rückschluss auf diese
Positionen zulassen (vgl. Kapitel 21).
12.2.3 Plattformspezifische Eigenschaften
Aktuelle mobile Geräte stellen eine Reihe von anwendungsunabhän-
gigen Informationsquellen und -senken zur Verfügung. Dazu zählen
Sensoren (wie etwa Kameras, Mikrophone, oder GPS-Empfänger),
Dateisysteme (wie etwa der interne Speicher bzw. SD-Karten) und
viel mehr. Diese werden bei MODELFLOW als Attribute der vorde-
finierten Klassen PredefinedSources und PredefinedSinks repräsentiert
(vgl. Abbildung 18), und können als Quelle bzw. Senke in den model-
lierten Informationsflusseigenschaften vorkommen (siehe Tabelle 7
für Syntax).
Der Zugriff auf solche Quellen und Senken geschieht durch ma-
nuelle bzw. vordefinierte Methoden; die entsprechende Klassenope-
ration muss dazu im Klassendiagramm mit dem Stereotyp «uses»
markiert werden. Mit dem Tag reads dieses Stereotyps kann der Mo-
dellierer eine Liste von vordefinierten Quellen angeben, auf die die
Methode lesend zugreift, indem dem Tag die entsprechenden Attri-
bute der Klasse PredefinedSources zugewiesen werden. Mit dem Tag
writes wird dagegen eine Liste von vordefinierten Senken angegeben,
auf die die Methode schreibend zugreift. Dazu wird dem Tag mit ei-
ner Liste der Attribute der PredefinedSinks-Klasse befüllt. Verweist ei-
ne Informationsflusseigenschaft auf eine vordefinierte Quelle, so wer-
den damit die Rückgabewerte aller spezifizierten Operationen impli-
ziert, die auf diese Quelle lesend zugreifen. Verweist die Eigenschaft
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Abbildung 18: Vordefinierte, plattformspezifische Quellen und Senken
auf eine vordefinierte Senke, so sind damit die Eingabeparameter der
Operationen gemeint, die auf diese Senke schreibend zugreifen.
Handelt es sich um eine vordefinierte Methode, so stellt der an-
wendungsunabhängige Code des IFlow-Frameworks sicher, dass auf
keine weiteren Quellen und Senken zugegriffen wird. Eine manuelle
Methode muss dazu auf Codeebene auf API-Zugriffe hin analysiert
werden (vgl. Unterabschnitt 16.2.3).
12.2.4 Informationsfluss zwischen Anwendungsnutzern
Eine mit MODELFLOW modellierte Anwendung kann Webservices
enthalten, die aus dem Internet erreichbar sein müssen, und von meh-
reren Anwendern gleichzeitig genutzt werden können. Dies gilt nicht
nur für legitime Benutzer der Anwendung, die mit Hilfe der model-
lierten Apps mit den Webservices derselben Anwendung kommuni-
zieren, sondern auch für Angreifer, die sich nicht an das modellierte
Anwendungsverhalten halten müssen. Da dies in der Realität zu uner-
wünschten Informationsflüssen führen kann, selbst wenn es keine In-
formationsflussverletzungen innerhalb der modellierten Anwendung
mit nur einem Nutzer gibt, muss dies besonders berücksichtigt, und
die entsprechenden Garantien explizit modelliert werden.
In MODELFLOW ist es möglich, Eigenschaften über den Informa-
tionsfluss zwischen verschiedenen Nutzern der Anwendung auszu-
drücken. Als Nutzer ist dabei der Besitzer eines mobilen Geräts be-
zeichnet, auf dem eine oder mehrere Apps der betrachteten IFlow-
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Anwendung installiert ist, bzw. ein Angreifer, der mit Webservices
dieser Anwendung interagiert.
Da in der Realität mehrere Nutzer miteinander kooperieren, oder
sogar selbst als Angreifer agieren können, um der Anwendung die In-
formationen eines bestimmten legitimen Anwenders zu entwenden,
werden sie in MODELFLOW als eine Einheit betrachtet, und von ei-
nem konkreten, legitimen Nutzer unterschieden. Diese Gruppe von
Nutzern und Angreifern kann in einer Informationsflusseigenschaft
als eine namenlose Quelle bzw. Senke modelliert werden, die mit
dem Stereotyp «otherUser» markiert ist, während alle anderen Quel-
len und Senken sich auf Informationen beziehen, die für den legiti-
men Benutzer zugänglich sind (wie etwa der Speicher seines eigenen
mobilen Geräts, oder Webservice-Daten, für die er die Zugriffsberech-
tigung hat). Solche Nutzer können Daten untereinander austauschen,
sowie die öffentlichen Schnittstellen der modellierten Webservices in
beliebiger (und somit auch modellierter) Reihenfolge und mit beliebi-
gen Daten aufrufen. Hierbei wird angenommen, dass sie die Authen-
tifikationsdaten des legitimen Nutzers nicht kennen, die für den Zu-
griff auf entsprechend zugriffsgeschützte Daten notwendig sind, die
von Webservices verwaltet werden (siehe Abschnitt 10.4 für Model-
lierungsrichtlinien solcher zugriffsgeschützten Daten), sowie keinen
Zugriff auf das mobile Gerät des legitimen Nutzers haben (vgl. Un-
terabschnitt 17.3.2 für Diskussion der Gerät- und Plattformsicherheit).
Abbildung 19: Verbotener Informationsfluss der von BankingApp verwalte-
ten Daten eines Nutzers zu anderen Nutzern des Systems
Banking ist eine simple Bankenanwendung (siehe Kapitel 20 für die
Erläuterung und das Anwendungsmodell der Fallstudie), die es ei-
nem Benutzer erlaubt, mit Hilfe der mobilen BankingApp-Anwendung
sein Online-Konto mit Punkten aufzuladen (Abbildung 30), Punkte
abzubuchen (Abbildung 31), oder sein Kontostand abzufragen (Ab-
bildung 32). Die Nutzerkonten werden durch einen Bank-Webservice
verwaltet, der den Zugriff auf ein Konto nur nach einer erfolgreichen
Authentifikation erlaubt (für Modellierung der Benutzerauthentifika-
tion siehe Abschnitt 10.4).
Abbildung 19 zeigt eine mit MODELFLOW modellierte Eigenschaft,
die besagt, dass die von BankingApp verwalteten Informationen wie
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Überweisungsbeträge, Authentifikationsdaten, oder der Kontostand
eines konkreten Nutzers nicht zu anderen Nutzern des Systems flie-
ßen dürfen. Diese Eigenschaft ist von der modellierten Anwendung
erfüllt.
Abbildung 33 illustriert den Programmablauf zur Abfrage des Kon-
tostandes in einer Variation der Banking-Anwendung, für die die Ei-
genschaft nicht erfüllt ist. Darin weist der Modellierer den Konto-
stand eines Kunden dem nicht zugriffsgeschützten Service-Attribut
balance statt einer lokalen Variable zu. Ruft ein Angreifer (bzw. ein
Kunde, der die falschen Authentifikationsdaten angibt) dieselbe Ser-
vice-Schnittstelle auf, so erfährt er den Kontostand des letzten Aufru-
fers als Inhalt der Antwortnachricht RetBalance.
12.2.5 Konsistenz und Widerspruchsfreiheit
Bei der automatischen Modelltransformation wird sichergestellt, dass
die modellierten Informationsflusseigenschaften untereinander wi-
derspruchsfrei sind, sowie mit der modellierten Sicherheitspolicy
übereinstimmen.
Die Widerspruchsfreiheit wird garantiert, indem aus allen model-
lierten und Standard-Eigenschaften eine Informationsflusstabelle ab-
geleitet wird; die Spalten entsprechen dabei allen modellierten und
vordefinierten Informationsflusssenken, während die Zeilen alle mo-
dellierten und vordefinierten Informationsflussquellen repräsentie-
ren. Die Tabelleneinträge spezifizieren, ob der Informationsfluss zwi-
schen der Quelle und Senke verboten, erlaubt, oder nur nach Deklas-
sifikation erlaubt sind. Die Tabelle wird zunächst durch implizierte
Standardeigenschaften gefüllt (siehe Abbildung 12.2.1), wonach ein-
zelne Einträge durch modellierte Eigenschaften überschrieben wer-
den. Soll ein bereits überschriebener Eintrag erneut durch einen in-
kompatiblen Eintrag überschrieben werden, so gibt es zwischen den
modellierten Informationsflusseigenschaften einen Widerspruch, der
vom Modellierer aufgelöst werden muss.
Zudem wird bei der Modelltransformation validiert, dass die mo-
dellierten Informationsflusseigenschaften mit der Sicherheitspolicy
übereinstimmen, falls eine Sicherheitspolicy spezifiziert worden ist.
Dazu wird bei transitive Nichtinterferenz-Eigenschaften geprüft, dass
wenn der Fluss zwischen einer konkreten Quelle q und Senke s ver-
boten ist, sich auch ihre Domänen nicht interferieren dürfen:
dom(q) 6 dom(s) (1)
Da dadurch auch Flüsse über Deklassifikationsmethoden und somit
Deklassifikationsdomänen verboten sind, muss die Nichtinterferenz-
relation in Gleichung 1 mit einer Variante der modellierten Policy
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übereinstimmen, bei der alle intransitiven Kanten transitiv gemacht
wurden.
Bei intransitive Nichtinterferenz-Eigenschaften, die den Fluss von
einer Quelle q zu Senke s nur über die Deklassifikationsfunktion decl
erlauben, muss für v,w ∈ D gelten:Die zusätzlichen
Domänen v,w
werden benötigt,
da die Kanten von
und zu dom(decl)
intransitiv sind
dom(q) 6 dom(s)∧
dom(q) v dom(decl)∧
dom(decl) w dom(s)
(2)
Da auch nur Informationsflüsse über die konkrete Deklassifikations-
funktion decl erlaubt sind, und Flüsse über weitere Deklassifikations-
funktionen mit einer anderen Deklassifikationsdomäne verboten sind,
muss die Interferenz-Relation in Gleichung 2 mit einer Variante der
modellierten Policy übereinstimmen, bei der die intransitiven Kanten
(außer die von und zu dom(decl)) transitiv gemacht wurden.
Da die modellierte Sicherheitspolicy immer restriktiver als jede sol-
cher Varianten ist, ist die Anwendung auch immer dann bezüglich
der modellierten Eigenschaften sicher, wenn sie die modellierte Si-
cherheitspolicy nicht verletzt, und die Eigenschaften in keinem Wi-
derspruch dazu stehen. Dadurch ist es auch möglich, dass die An-
wendung eine konkrete Sicherheitseigenschaft garantiert, aber die
modellierte Sicherheitspolicy nicht erfüllt.
Ist der Informationsfluss zwischen einer plattformspezifischen
Quelle bzw. Senke und einer Anwendungskomponente verboten, so
kann bereits bei der Modelltransformation validiert werden, ob diese
Komponente Methoden aufruft, die Zugriff auf diese Quelle bzw. Sen-
ke hat. Ist dies der Fall, so ist die modellierte Eigenschaft nicht erfüllt.
Schlägt die Validierung fehl, so muss der Modellierer die Anwen-
dung bzw. ihre Informationsflusseigenschaften oder Sicherheitspolicy
entsprechend abändern.
13
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MODELFLOW ist an die Modellierungssprache von SecureMDD [65]
angelehnt, und nutzt ein Dialekt dessen domänenspezifischen Spra-
che MEL (vgl. Abschnitt 11.1), sowie dessen Komponentenmodell
(vgl. Abschnitt 10.2). SecureMDD modelliert das komplette Verhal-
ten der sicherheitskritischen Anwendungen, erlaubt jedoch die Inte-
gration externer Webservices [12]. Der Fokus von SecureMDD liegt
auf anwendungsspezifischen Sicherheitseigenschaften von Protokol-
len, die mit OCL spezifiziert werden, während IFlow die intuitive
Modellierung von Informationsflusseigenschaften ermöglicht.
Heldal et al. [40, 41] stellen ein UML-Profil vor, der das dezentrale
Annotationsmodell (decentralized label model, DLM [69]) zur Informa-
tionsflussspezifikation abbildet. DLM ist die Grundlage für die Java-
Erweiterung Jif zur Informationsflusskontrolle [68]; durch die Anno-
tation von UML-Elementen mit Jif-Labeln ist es möglich, Jif-Code zu
generieren, der mit dem Jif-Compiler und -Laufzeitumgebung auf In-
formationsflussverletzungen geprüft werden kann. Jedoch beschreibt
[41] solche Codegenerierung als zukünftige Arbeit, während [36, 49,
75] zeigen, dass Informationsflussannotationen im Stil des DLM hoch-
gradig nichttrivial sind.
UMLSec [46] ist ein UML-Profil zur Modellierung sicherer Syste-
me. Der Fokus liegt auf kryptographischer Sicherheit, das Profil un-
terstützt jedoch die simplen Informationsflussannotationen wie «no
down-flow», sowie die Sicherheitsdomäne {high}, womit der Fluss ge-
heimer Information zu einem öffentlichen Beobachter verboten wer-
den kann. Dies entspricht einer transitiven Sicherheitspolicy in IFlow.
Der Modell-getriebene Ansatz zur Informationsflusskontrolle von
Seehusen [84, 85] spezifiziert verbotene Informationsflüsse mit UML-
Sequenzdiagrammen, beschränkt sich dabei jedoch auf transitive Po-
licies.
Auch der UML-basierte Ansatz von Alghathbar et al. [1] betrachtet
nur transitive Informationsflüsse, modelliert diese jedoch nicht mit
UML, sondern spezifiziert sie mit Horn-Formeln.
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Ü B E R B L I C K
Das Ziel des IFlow-Ansatzes ist die Entwicklung von informations-
flusssicheren Anwendungen. Dies wird durch die Anwendung ver-
schiedener Modellierungs-, Analyse-, und Verifikationstechniken er-
möglicht.
Der Fokus der vorliegenden Arbeit liegt auf den automatisierten
Analysetechniken. Diese ermöglichen es dem Entwickler, den Groß-
teil der in IFlow formalisierbaren Eigenschaften für seine Anwen-
dung zu garantieren, ohne dass Kenntnis von formalen Methoden
vorausgesetzt werden muss.
Die Beschreibung der im Ansatz eingesetzten formalen Methoden,
sowie des formalen Modells und Frameworks baut auf den im Rah-
men des IFlow-Projekts publizierten Arbeiten auf [91–93]. Das for-
male Modell definiert die formale Semantik von MODELFLOW, und
kann für Verifikation von Informationsflusseigenschaften genutzt wer-
den, bei denen die automatischen Techniken scheitern.
Abbildung 20 zeigt eine Übersicht über die in IFlow für Analy-
se und Verifikation benötigten Artefakte und Tools. Aus dem UML-
Modell (1) wird eine interne Repräsentation des MEL*-Modells (2) er-
stellt, wobei die modellierten Informationsflusseigenschaften bereits
während der automatischen Modelltransformationen vervollständigt
und auf Konsistenz überprüft werden.
Das MEL*-Modell dient als Grundlage für das monolithische Co-
deskelett bestehend aus den Anwendungskomponenten sowie den
Abstraktionen der Module und der Plattformen (3, 4), und kann an-
hand der generierten Analyseverpflichtungen (8) automatisch auf In-
formationsflussverletzungen geprüft werden.
Das Codeskelett wird anschließend in einzelne Anwendungskom-
ponentpakete verteilt und mit den konkreten Implementierungen der
Module sowie der Plattformframeworks verknüpft (5), um als mobile
Apps und Webservices kompiliert zu werden. Der händisch imple-
mentierte Code wird hierbei im Kontext der App bzw. des Webser-
vices anhand der generierten Checkverpflichtungen (9) auf Zugriffs-
verletzungen geprüft, um bei der Analyse bzw. Verifikation nicht be-
rücksichtigte Informationsflüsse auszuschließen.
Das aus dem MODELFLOW-Modell generierte formale Modell (6)
baut auf einer abstrakten Zustandsmaschine und algebraischen Spe-
zifikationen auf, die das Verhalten und die Informationsflüsse des
Codeskeletts abbilden. Es kann verwendet werden, um die aus den
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modellierten Informationsflusseigenschaften generierte sowie manu-
ell spezifizierten Beweisverpflichtungen (7) zu verifizieren.
Im Kontext der prototypischen, konkreten Implementierung des
Ansatzes werden für die Analyse und Verifikation das Eclipse Mode-
ling Framework [90] (2), Joana [30] (8), Soot [57] (9), und KIV [3] (7)
eingesetzt.
Abbildung 20: Die in IFlow für Analyse und Verifikation benötigten Arte-
fakte und Tools
Im Folgenden werden die eingesetzten Techniken beschrieben, die
je nach Klasse der modellierten Eigenschaft verwendet werden kön-
nen, um die Infromationsflusssicherheit der Anwendung zu garantie-
ren:
• Eigenschaften bei transitiver Nichtinterferenz:
– automatische, PDG-basierte Informationsflussanalyse (8),
siehe Unterunterabschnitt 16.2.2.1
– (optional bei falsch positiven Ergebnissen der automati-
schen Analyse) formale Verifikation der transitiven Nichtin-
terferenz (7a), siehe Unterunterabschnitt 15.2.2.1 und Un-
terunterabschnitt 15.2.2.2
• Eigenschaften bei intransitiver Nichtinterferenz
– (bei bewiesen sicheren Deklassifikationsmethoden) auto-
matische, PDG-basierte Informationsflussanalyse des (an-
gepassten) Codeskeletts (8), siehe
Unterunterabschnitt 16.2.2.2
– formale Verifikation der intransitiven Nichtinterferenz (7a),
siehe Unterunterabschnitt 15.2.2.2
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– (optional für benutzerspezifizierte, komponentenlokale Ei-
genschaften) automatische Informationsflussanalyse von
instrumentiertem Android-Code (8), siehe
Unterunterabschnitt 16.2.4.3
• Umstände der Deklassifikation (wann Deklassifikation stattfin-
den darf)
– formale Verifikation der Abläufe der abstrakten Zustands-
maschine (7a), siehe Unterunterabschnitt 15.2.2.2
• Initiator der Deklassifikation (wo Deklassifikation stattfinden
darf)
– automatische Validierung des Anwendungsmodells (2), sie-
he Unterabschnitt 12.2.5
• Deklassifikationseigenschaften komplexer Filterfunktionen
– formale Verifikation des abstrakten Programms der Funk-
tion (7b), siehe Unterunterabschnitt 15.2.2.2
• Plattform-spezifische Zugriffsbeschränkungen
– statische Kontrollflussanalyse des Bytecodes (9), siehe Un-
terabschnitt 16.2.3
Abschließend umreißt Kapitel 17 das Verhältnis zwischen dem for-
malen Modell und dem Codeskelett, beschreibt im Detail die Refine-
mentbeziehung zwischen dem Codeskelett und der finalen Anwen-
dung, und diskutiert den Kontext, in dem die finale Anwendung aus-
geführt werden darf bzw. muss.

15
V E R I F I K AT I O N
Der IFlow-Ansatz ermöglicht die interaktive Verifikation der unter-
stützten Informationsflusseigenschaften. Hierzu wird automatisch ein
formales Modell der mit MODELFLOW modellierten Anwendung
generiert, das mit KIV [3] eingelesen und bzgl. der spezifizierten
Eigenschaften verifiziert werden kann. Dieses Kapitel erläutert die
formalen Grundlagen des IFlow-Ansatzes.
In Abschnitt 15.1 werden zunächst die Grundlagen der modellba-
sierten Informationsflusstheorie von Rushby vorgestellt, auf der das
formale Modell von IFlow aufbaut. In Abschnitt 15.2 wird erläutert,
wie formale Verifikation in IFlow eingesetzt wird. Dazu zeigt Unter-
abschnitt 15.2.1 das formale Modell von IFlow und dessen Beziehung
zur Informationsflusstheorie von Rushby. Unterunterabschnitt 15.2.1.2
erklärt das Prinzip der Deklassifikation, das für viele Anwendungen
notwendig ist, während Unterunterabschnitt 15.2.2.1 auf die Unwin-
ding-Theoreme von Rushby und van der Meyden eingeht. Abschlie-
ßend skizziert Unterunterabschnitt 15.2.2.2 das formale Framework
zur Verifikation der Deklassifikationsfunktionen.
15.1 nichtinterferenz bei rushby
In der Vergangenheit wurde eine Reihe von Informationsflusseigen-
schaften vorgeschlagen, um Sicherheitsanforderungen hinsichtlich der
Vertraulichkeit von Daten oder Systemaktionen zu formalisieren [61].
Eine davon ist die Nichtinterferenz, die die Intuition der mit MODEL-
FLOW modellierten Eigenschaften erfasst, und daher zur Formali-
sierung und Verifikation solcher Eigenschaften in IFlow verwendet
wird.
Der Begriff der Nichtinterferenz (oder Nicht-Beeinflussung, engl. non-
interference) wurde ursprünglich von Goguen und Meseguer einge-
führt [31]. Sie definieren Nichtinterferenz als die Eigenschaft, die
dann für ein gegebenes System gilt, wenn die Aktionen einer Grup-
pe von Nutzern keine Auswirkung darauf haben, was eine ande-
re Gruppe von Nutzern sehen kann. Hierfür erhalten die Aktionen
jeweils eine Sicherheitsdomäne, und die Eigenschaft wird als eine
Nichtinterferenz-Relation 6 zwischen diesen Domänen formalisiert.
Intuitiv drückt diese Relation die Richtung aus, in der die Informati-
on innerhalb des Systems nicht fließen darf.
Rushby stellt in [80] ein Framework vor, das das die Nichtinterfe-
renz-Eigenschaft für ein Transitionssystem formalisiert, und in IFlow
verwendet wird.
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15.1.0.1 Systemmodell
Das von Rushby betrachtete Systemmodell ist ein Transitionssystem
M. Im Folgenden wird die Variante vorgestellt, die Rushby zur For-
malisierung des Zugriffskontrollmechanismus verwendet. Dieses
führt eine interne Struktur der Systemzustände in Form von Spei-
cherstellen ein, die sich in unserem formalen Modell intuitiv auf
Komponentenattribute und Variablen abbilden lassen (siehe Unter-
abschnitt 15.2.1 für Details).
Das Systemmodell besteht dabei aus folgenden Komponenten:
• Menge S von strukturierten Systemzuständen mit dem Ausgangs-
zustand s0 ∈ S
• Menge N von Speicherstellen (names bei Rushby)
• Menge V von Speicherwerten
• Funktion contents : S ×N → V , die den Wert v ∈ V in der
Speicherstelle n ∈ N im Zustand s ∈ S festlegt
• Menge A von Systemaktionen
• Menge O von Ausgaben
• Funktion step : S× A → S, die den nächsten Systemzustand
s ′ ∈ S festlegt, wenn die Aktion a ∈ A im Zustand s ∈ S ausge-
führt wurde
• Funtion run : S × A∗ → S, die den nächsten Systemzustand
s ′ ∈ S beschreibt, wenn die Aktionssequenz α ∈ A∗ im Zustand
s ∈ S ausgeführt wurde
• Funktion output : S×D → O, die die Ausgabe o ∈ O festlegt,
die die Domäne d ∈ D im Zustand s ∈ S liest
15.1.0.2 Transitive Nichtinterferenz-Relation
Die Nichtinterferenz-Eigenschaft drückt aus, dass ein öffentlicher Be-
obachter nicht die Informationen erfahren darf, die von geheimen
Aktionen stammen. Um diese Aussage formalisieren zu können, de-
finiert Rushby zudem
• die Menge D von Sicherheitsdomänen wie etwa public oder se-
cret,
• die Funktion dom : A → D, die die Sicherheitsdomäne u ∈ D
der Aktion a ∈ A festlegt,
• die Funktion observe : D→ P(N), die festlegt, welche die Men-
ge von Speicherstellen aus N die Domäne d ∈ D beobachten
kann,
15.1 nichtinterferenz bei rushby 95
• die Funktion alter : D → P(N), die festlegt, welche die Menge
von Speicherstellen aus N die Domäne d ∈ D verändern kann,
• die reflexive Interferenzrelation  : D×D, die mit u  v den
Informationsfluss von Sicherheitsdomäne u ∈ D zur Domäne
v ∈ D erlaubt,
• ihre Komplementrelation 6 = (D×D)\ ,
• die Äquivalenzrelation≈d auf S, die besagt, dass zwei Zustände
s1, s2 ∈ S für die Domäne d ∈ D äquivalent sind, wenn alle
Werte der Speicherbereiche, die d beobachten kann, gleich sind:
s1 ≈d s2 :⇔ ∀l ∈ observe(d) : s1(l) = s2(l)
• die Funktion purge : A∗ ×D→ A∗, die für eine Domäne v ∈ D
aus der Aktionssequenz α ∈ A∗ alle Aktionen a ∈ A löscht, für
die gilt dom(a) 6 v.
Nach Rushby gilt die Aussage u 6 v dann, wenn der öffentliche
Beobachter mit der Domäne v nicht feststellen kann, ob in einem Sys-
temablauf α geheime Aktionen mit der Domäne u ausgeführt wur-
den. Werden also aus α mit der Funktion purge(α, v) alle geheimen
Aktionen a ∈ A mit dom(a) 6 v gelöscht, so muss gelten, dass der
Benutzer nicht anhand der für ihn sichtbaren Ausgabe zwischen α
und purge(α, v) unterscheiden kann:
output(run(s0,α), v) = output(run(s0,purge(α, v)), v) (3)
Das System gilt folglich als sicher, wenn Gleichung 3 erfüllt ist,
d.h., wenn öffentliche Beobachtungen nicht von geheimen Aktionen
abhängen. Dies kann mit Hilfe der Unwinding-Bedingungen bewiesen
werden, die in Unterunterabschnitt 15.2.2.1 näher erläutert werden,
wofür die Funktionen observe und alter benötigt werden.
15.1.0.3 Intransitive Nichtinterferenz-Relation
Die oben beschriebene Definition bezieht sich auf die transitive Ver-
sion der Nichtinterferenz-Relation, wie sie auch von Goguen und
Meseguer [31] formalisiert wurde. Für viele Anwendungen ist sie je-
doch zu einschränkend: implementiert etwa das System eine Funk-
tion zur Überprüfung des Benutzerpassworts checkPass(pass), so
hängt das Ergebnis der Funktion, das für einen öffentlichen Beob-
achter einsehbar sein muss, von dem geheimen Benutzerpasswort ab.
Soll also geheime Information mit der Domäne u durch eine Akti-
on a mit dom(a) = w zur Domäne v deklassifiziert, d.h., öffentlicher
gemacht werden können, aber der direkte Fluss der geheimen Infor-
mation zur Domäne v verboten sein, so wird die intransitive Variante
der Nichtinterferenz-Relation benötigt (vgl. Gleichung 4).
u w∧w v∧ u 6 v (4)
96 verifikation
Rushby formalisiert diese intransitive Nichtinterferenz-Eigenschaft,
indem er in Gleichung 3 die Funktion purge so modifiziert, dass diese
nur die geheime Aktionen von u löscht, die nicht von Aktionen von
w gefolgt werden.
15.2 verifikation in iflow
Um die Informationsflusseigenschaften einer IFlow-Anwendung in-
teraktiv verifizieren zu können, werden aus dem Anwendungsmo-
dell ein formales Modell sowie die Beweisverpflichtungen generiert.
Anschließend kann das formale Modell mit KIV [3] eingelesen und
bezüglich der generierten Beweisverpflichtungen verifiziert werden.
15.2.1 Formales Modell einer IFlow-Anwendung
Dieser Abschnitt gibt einen Überblick über das formale Modell einer
IFlow-Anwendung [29], welches die formale Semantik von MODEL-
FLOW definiert. Die Elemente des formalen Modells werden am Bei-
spiel der TravelPlanner-Fallstudie erläutert (siehe Abschnitt 10.5 für
die statische und Abschnitt 11.4 für die dynamische Sicht auf die An-
wendung).
Das Modell wird aus dem MEL*-Zwischenmodell abgeleitet, ausSiehe Abschnitt 5.2
für Details zu den
Transformationen
dem auch das Codeskelett generiert wird. Unterabschnitt 16.2.1 be-
schreibt die Struktur des Codeskeletts, während Abschnitt 17.1 die
Refinement-Beziehung zwischen dem formalen Modell und dem Co-
deskelett diskutiert.
datentypen Primitive MODELFLOW-Datentypen werden im for-
malen Modell wie gefolgt abgebildet: Integer entspricht einer unbe-
grenzten Ganzzahl, String einer algebraisch spezifizierten Zeichenfol-
ge, double einer endlichen Dezimalzahl, und Boolean einem Boolean.
Komplexe Datentypen werden dabei durch algebraische Spezifikatio-
nen abgebildet.
Listing 1 zeigt die Spezifikation der komplexen Datentypen der
Travel-Planner-Fallstudie: CreditCardDetails, FlightOffer, und Request-
Data.Siehe Abbildung 9
für das vollständige
Klassendiagramm
von TravelPlanner
komponenten Anwendungskomponenten, die vordefinierte und
manuelle grafische Oberflächen, sowie externe Apps und Services
werden auf Instanzen der Sorte Agent abgebildet (vgl. Listing 2). Da
sie mehrfach instantiiert werden können, erhalten sie zudem eine na-
türliche Zahl als eine eindeutige Identifikationsnummer.
Eine Komponente enthält zudem die folgenden Speicherstellen, auf
deren Wert mit der Funktiom s zugegriffen werden kann:
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1 data specification
2 using string−ops
3
4 CreditCardDetails = mkCreditCardDetails(. .name :
string; . .number : string; . .expiration : string);
5 FlightOffer = mkFlightOffer(. .id : int; . .airline : string);
6 RequestData = mkRequestData(. .date : string);
Listing 1: Spezifikation von komplexen Datentypen der Travel-Planner-
Fallstudie
1 data specification
2 using string−data, nat
3
4 Agent = mkAirline(. .id : nat) with isAirline
5 | mkCreditCardCenter(. .id : nat) with
isCreditCardCenter
6 | mkTravelAgency(. .id : nat) with isTravelAgency
7 | mkTravelPlanner(. .id : nat) with isTravelPlanner
8 | mkUser(. .id : nat) with isUser
Listing 2: Spezifikation von Komponenten der
Travel-Planner-Fallstudie
1. Komponentenattribute werden als Tupel aus dem Namen des
Attributs sowie einer Agenteninstanz spezifiziert. So entspricht
etwa das Attribut ccd der Komponente CreditCardCenter aus der
Fallstudie TravelPlanner dem Tupel ccd × CreditCardCenter(n).
2. Zudem erhält jede Komponente für jede empfangene Nachricht
eine eigene Mailbox-Variable, die ebenfalls als ein solcher Tu-
pel spezifiziert wird. Diese Mailbox speichert eine empfangene
Nachricht, bis sie von der Komponenten verarbeitet wird. So Siehe Abbildung 12
für das vollständige
Sequenzdiagramm
von TravelPlanner
speichert etwa Mailbox(GetFlightOffers) × Airline(0) die Nach-
richt GetFlightOffers an die Singleton-Instanz der Airline-An-
wendungskomponente der TravelPlanner-Fallstudie.
3. Zustandsvariablen werden wie auch Mailboxen nicht explizit
modelliert, sondern automatisch aus dem Sequenzdiagramm
abgeleitet. Sie garantieren die im Sequenzdiagramm modellier-
te Abfolge der Aktionen.
4. Modellierte lokale Variablen werden als Tupel aus dem Namen
der Variable und der Agenteninstanz abgebildet.
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So wird das Parameter requestData der Nachricht GetFlightOffers,
die in TravelPlanner an die Airline-Komponente versandt wird,
zum Tupel requestData × Airline.
komponentenverhalten und -interaktion Das Systemver-
halten wir im formalen Modell von IFlow durch eine ASM [13] ab-
gebildet. Die Regeln der ASM verändern ihren Zustand, der dem
Mapping s von Speicherstellen aller modellierten Komponente auf
die Werte in diesen Speicherstellen entspricht. Im einfachsten Fall
entspricht ein ASM-Schritt dem modellierten Verhalten einer Kompo-
nente zwischen dem Empfang einer CallMessage bzw. ReplyMessage,
und dem Versand der nächsten CallMessage bzw. ReplyMessage. Die
MEL*-Anweisungen wie Zuweisungen, Methodenaufrufe, und arith-
metische Operationen werden dabei auf entsprechende Anweisungen
eines abstrakten Programms abgebildet (für Details siehe [65]).
Eine ASM-Regel, die den Empfang einer Nachricht abbildet, über-
prüft, ob die dazugehörige Mailbox eine Nachricht enthält. Ist dies
der Fall, wird die Mailbox geleert, und die modellierten Anweisun-
gen werden ausgeführt. Der Versand der nächsten Nachricht ent-
spricht dabei dem Schreiben der Nachricht in die dazugehörige Mail-
box. Die ASM führt in jedem Schritt zufällig eine ihrer Regeln aus.
Eine solche ASM-Regel der Travel-Planner-Fallstudie für den Emp-
fang der Nachricht GetFlightOffer ist in Listing 3 abgebildet. Abbil-
dung 21 zeigt den dazugehörigen Ausschnitt aus dem vollständigen
Sequenzdiagramm (vgl. Abbildung 12).
Abbildung 21: Ausschnitt aus dem Sequenzdiagramm der TravelPlanner-
Fallstudie
Der Empfang der Nachricht 4 in Abbildung 21 entspricht dabei
den Zeilen 3-5 in Listing 3. Zeile 3 überprüft die dazugehörige Mail-
box Mailbox( GetFlightOffers ) der Airline, und Zeile 4 leert diese. Zei-
le 5 weist den Inhalt der Nachricht automatisch der lokalen Varia-
ble requestData zu. Zeilen 6-8 entsprechen dem Aufruf der manuel-Siehe Unterab-
schnitt 11.2.2
zu Details über
automatische
Generierung von
lokalen Variablen
len Methode filterOffers und der Zuweisung ihres Rückgabewerts an
die Variable filteresFlightOffers in Nachricht 5 des Sequenzdiagramms.
Abschließend schreiben Zeilen 9-10 diese Variable als Inhalt der Ant-
wortnachricht RetFlightOffers in die dazugehörige Mailbox Mailbox(
RetFlightOffers ) der TravelAgency.
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1 getFlightOffers−Airline ≡
2 let msg = s(Mailbox(GetFlightOffers) × Airline(0)) in {
3 if (isGetFlightOffersMessage(msg)) then {
4 s(Mailbox(GetFlightOffers) × Airline(0)) := null;
5 s(requestData × Airline(0)) := msg.requestData;
6 s(filteredFlightOffers × Airline(0)) :=
7 filterOffers(s(requestData × Airline(0)),
8 s(flightOffers × Airline(0)));
9 s(Mailbox(RetFlightOffers) × TravelAgency(0)) :=
10 RetFlightOffers(s(filteredFlightOffers × Airline(0)));
11 }}
Listing 3: Die ASM-Regel getFlightOffers-Airline
Vordefinierte und manuelle Methoden (wie filterFlightOffers in Ab-
bildung 21) werden im formalen Modell als algebraische Funktio-
nen abgebildet, deren Signatur der modellierten Methode entspricht.
MEL*-Methoden werden dabei zu abstrakten Programmen übersetzt.
Wurden zwischen einer CallMessage und einer ReplyMessage Nach-
richten mit verschiedenen Domänen modelliert, so werden diese in
mehrere ASM-Regeln unterteilt, wobei hintereinander auszuführen-
de Nachrichten mit derselben Domäne zu einer Regel zusammenge-
fasst werden. Die korrekte Reihenfolge solcher Regeln wird durch das
Überprüfen, Leeren, und Schreiben von automatisch generierten Zu-
standsvariablen garantiert (siehe auch Unterunterabschnitt 15.2.1.2).
Abgesehen von manuellen und vordefinierten Methoden werden
unterspezifizierte Anwendungsmodule wie die graphische Benutze-
roberfläche und externe Komponenten im formalen Modell wie im
Code abstrahiert, wobei solche Abstraktionen die Informationsflüs-
se ihrer konkreten Implementierung überapproximieren. Details so-
wie Pseudocode dieser Abstraktionen wird in Unterabschnitt 17.2.2
gezeigt und im Detail diskutiert. Unterunterabschnitt 17.2.1.5 erläu-
tert dabei die Überapproximation und Abbildung der in der finalen
Anwendung möglichen Programmabläufe. Solche Abstraktionen wer-
den als weitere Regeln der ASM abgebildet.
15.2.1.1 Instantiierung des Frameworks von Rushby
Um die in IFlow unterstützten Nichtinterferenz-Eigenschaften zu for-
malisieren, instantiiert das formale Modell von IFlow das Framework
von Rushby wie gefolgt:
zustände und speicherstellen Die Zustände des Transiti-
onssystems von Rushby sind in Speicherstellen strukturiert. Diese
Speicherstellen werden in der ASM des formalen Modells in IFlow als
(1) Komponentenattribute, (2) Mailboxen, (3) lokale Variablen, und (4)
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Zustandsvariablen abgebildet. Die Funktion contents wird in IFlow
durch die Funktion s abgebildet, die den Wert in einer Speicherstelle
zurückgibt.
aktionen Eine Aktion des Transitionssystems von Rushby ent-
spricht in IFlow einer Regel der ASM. Im einfachsten Fall entspricht
ein ASM-Schritt dem modellierten Verhalten einer Komponente zwi-
schen dem Empfang einer CallMessage bzw. ReplyMessage, und dem
Versand der nächsten CallMessage bzw. ReplyMessage (siehe Unterab-
schnitt 15.2.1 für Details zu ASM-Schritten). Die Menge der Domä-
nen D sowie die Zuordnung der Domänen zu Aktionen durch die
Funktion dom wird aus dem Anwendungsmodell übernommen (sie-
he Abschnitt 12.1 für Sicherheitsannotationen in MODELFLOW), und
durch automatisch generierte Domänen erweitert (siehe Unterunter-
abschnitt 15.2.1.2 zur impliziten Deklassifikation).
observe und alter Die Menge der von den Funktionen
observe(d) und alter(d) zurückgegebenen Speicherstellen
entspricht allen Speicherstellen, die von allen Aktionen mit der an-
gegebenen Domäne d beobachtet bzw. verändert werden:
observe(d) =
⋃
{observe(a) : dom(a) = d}
alter(d) =
⋃
{alter(a) : dom(a) = d}
Die Funktionen observe(a) und alter(a) werden dabei automa-
tisch aus dem MEL*-Code des Anwendungsmodells generiert.
output Die Funktion output(s , d) ist in IFlow fix und entspricht
den Werten aller Speicherstellen, die die Domäne d beobachten kann:
output(s , d) = {s(l) : l ∈ observe(d)}
purge In IFlow kommt die intransitive Variante der purge-
Funktion zum Einsatz (siehe Unterunterabschnitt 15.1.0.3).
15.2.1.2 Implizite Deklassifikation
Bei der Generierung der ASM aus dem Anwendungsmodell muss
zusätzlich eine Besonderheit beachtet werden. Enthält das Anwen-
dungsmodell zwei aufeinander folgende Aktionen a1 und a2 mit
dom(a1) 6 dom(a2), wobei a2 keine Variablen oder Komponen-
tenattribute liest, die a1 schreibt, so ist die Anwendung intuitiv si-
cher. Dies ist beispielsweise in der Travel Planner-Fallstudie der Fall:
die Nachricht 17 (PayComission) in Abbildung 22 liest nichts, was die
die Nachricht 16 schreibt. Außer der Tatsache, dass zuvor die AktionSiehe Abbildung 12
für das vollständige
Interaktions-
diagramm und
Abbildung 13 für
die modellierte
Interferenzrelation
processBooking ausgeführt wurde (was auch ein Blick in das Anwen-
dungsmodell verraten würde), erfährt der Empfänger der PayCommis-
sion keine weitere Information.
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Abbildung 22: Ausschnitt aus dem Sequenzdiagramm der TravelPlanner-
Fallstudie
Die ASM des generierten formalen Modells garantiert die model-
lierte Reihenfolge ihrer Schritte jedoch durch das Schreiben und Ab-
fragen der Mailboxen und der zusätzlichen, automatisch generierten
Zustandsvariablen (siehe Unterabschnitt 15.2.1 für Details). Ein sol-
cher Zustand wird in Abbildung 22 von der aus Nachricht 16 ge-
nerierten Aktion a16 gesetzt, der von der aus Nachricht 17 gene-
rierten Aktion a17 überprüft wird. Da die modellierte Sicherheits-
policy jedoch den Informationsfluss von dom(a16) zu dom(a17)
verbietet, kann die Unwinding-Bedingung AOI (siehe Unterunterab-
schnitt 15.2.2.1) nicht bewiesen werden.
Um auch ein solches System als sicher garantieren zu können, ohne
zusätzliche, explizite Deklassifikationsdomänen und -aktionen mo-
dellieren zu müssen, werden diese automatisch aus dem Modell be-
rechnet. Dazu wird in Abbildung 22 zwischen a16 und a17 eine
neue Aktion adecl eingefügt, die eine neue Deklassifikationsdomä-
ne dom(adecl) mit
dom(a16) dom(adecl)∧
dom(adecl) dom(a17)∧
dom(a16) 6 dom(a17)
erhält. Dadurch schreibt a16 zunächst den Zustand von adecl, die
diesen laut der neuen Interferenz-Relation lesen darf. adecl schreibt
ihrerseits den Zustand von a17, die diesen nun ebenfalls lesen und
überprüfen kann. Durch diese implizite Deklassifikation bildet die ASM
nach wie vor die modellierte Abfolge der Nachrichten ab, und ver-
letzt zugleich nicht die Nichtinterferenz-Relation.
15.2.2 Formalisierung und Verifikation der IF-Eigenschaften
15.2.2.1 Sicherheitspolicy
Durch die Instantiierung des Frameworks von Rushby kann der Ent-
wickler verifizieren, dass die IFlow-Anwendung bezüglich ihrer mo-
dellierten Sicherheitspolicy (und somit bezüglich der modellierten
transitiven und intransitiven Nichtinterferenz-Eigenschaften) sicher
ist. Dazu werden die Sicherheitsdomänen D, ihre intransitive Interfe-
renz-Relation  , sowie die Abbildung der Aktionen auf ihre Domä-
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nen dom aus der mit MODELFLOW modellierten Sicherheitspolicy
abgeleitet.Siehe Abschnitt 12.1
für Details zur
Modellierung der
Sicherheitspolicy
Nach Rushby [80] und van der Meyden [63] ist ein System dann
sicher, wenn die folgenden vier Unwinding-Bedingungen gelten:
• RMA1: s1 ≈d s2 → output(s1,d) = output(s2,d)RMA steht für
Reference Monitor
Assumption. In
einer Betriebssys-
temarchitektur
definiert ein
Referenzmonitor
Anforderungen an
ein Zugriffskon-
trollmechanismus
Sind zwei Zustände für eine Domäne gleich, so ist auch die
Ausgabe für diese Domäne gleich. Dies gilt in IFlow automa-
tisch, da output nur die Werte der Speicherstellen zurückgibt,
die diese Domäne beobachten kann.
• RMA2: s1 ≈dom(a) s2 ∧ s1(l) = s2(l)∧ l ∈ alter(dom(a)) →
step(s1,a)(l) = step(s2,a)(l) [63]
Die Bedingung fordert, dass die Menge observe, durch die ≈
definiert ist, nicht zu klein ist [63, 91]: wenn eine Aktion eine
Veränderung an einer Speicherstelle bewirken kann, dann muss
die Domäne der Aktion auch die Speicherstelle beobachten kön-
nen, deren Wert diese Veränderung verursacht hat. In IFlow gilt
dies automatisch, da observe aus dem Modell berechnet wird.
• RMA3: step(s,a)(l) 6= s(l)→ l ∈ alter(dom(a))
Die Bedingung garantiert, dass die Menge alter korrekt ge-
wählt wurde: verändert eine Aktion den Wert einer Speicher-
stelle, dann muss dies durch alter erlaubt sein. In IFlow gilt
dies automatisch, da alter aus dem Modell berechnet wird.
• AOI: alter(d1)∩ observe(d2) 6= ∅ → d1  d2AOI steht für
Alter/Observe re-
spects Inteference Wird eine Speicherstelle von d1 verändert, die von d2 beobach-
tet wird, so muss d1 d2 interferieren.
Die Beweisverpflichtungen RMA2 und RMA3 können in großen
Systemen wegen der step-Funktion sehr teuer werden. Aufgrund des
modellgetriebenen Ansatzes muss in IFlow jedoch lediglich AOI be-
wiesen werden, während RMA1-3 automatisch gelten.
15.2.2.2 Formalisierung der Informationsflusseigenschaften
Zusätzlich zur allgemeinen Sicherheitspolicy kann der Entwickler für
jede modellierte Informationsflusseigenschaft beweisen, dass die An-
wendung diese erfüllt. Da solche Eigenschaften nicht nur den Infor-Siehe Abschnitt 12.2
für Klassifika-
tion und Mo-
dellierung von
IF-Eigenschaften
mationsfluss zwischen Aktionen, sondern auch Speicherstellen wie
Komponentenattribute einschränkt, wird die neue Funktion dom :
N→ D eingeführt:
dom : N→ D ordnet einer Speicherstelle l ∈ N die Sicher-
heitsdomäne d ∈ D zu
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Für jede Speicherstelle werden zusätzlich zwei neue Beweisver-
pflichtungen eingeführt, die an die Bell-La-Padula-Eigenschaften [7]
angelehnt sind:
• no-read-up: l ∈ observe(d)→ dom(l) d
• no-write-down: l ∈ alter(d)→ d dom(l)
no-read-up besagt intuitiv, dass eine Aktion keine geheimeren Spei-
cherstellen lesen darf, als ihre eigene Domäne es zulässt. no-write-
down legt dagegen fest, dass eine Aktion keine öffentlicheren Spei-
cherstellen schreiben darf, als ihre eigene Domäne es zulässt.
Obwohl bei der Modelltransformation sichergestellt wird, dass die
modellierten Informationsflusseigenschaften nicht der definierten Si-
cherheitspolicy widersprechen, und sie somit auch dann gelten, wenn Siehe Unterab-
schnitt 12.2.5 zur
Konsistenz und
Widerspruchsfreiheit
der IF-Eigenschaften
die Anwendung diese Sicherheitspolicy erfüllt, kann eine Eigenschaft
auch gelten, wenn die Sicherheitspolicy verletzt ist. Dies liegt daran,
dass jede Informationsflusseigenschaft eine eigene Variante der mo-
dellierten Sicherheitspolicy impliziert, die mehr Informationsflüsse
zulässt als das Original.
transitive nichtinterferenz-eigenschaften Verbietet ei-
ne transitive Informationsflusseigenschaft den Informationsfluss von
einer Quelle q zur Senke s, so wird diese Eigenschaft als die folgende
Beweisverpflichtung formalisiert:
dom(q) 6 ′ dom(s)
Da in der originalen Interferenz-Relation der direkte Fluss von q
zu s zwar verboten, aber über eine Deklassifikationsfunktion decl er-
laubt sein könnte, würde dies nicht der Intuition der modellierten
Eigenschaft entsprechen, die jeglichen Informationsfluss von q zu s
verbietet. Daher wird eine Variante ′ der originalen Interferenzrela-
tion benutzt, die ihre transitive Hülle bildet:
 ′= +
Folgende Regeln gelten bei der Übersetzung der MEL*-Quellen
und-Senken zu Speicherstellen und Aktionen des formalen Modells:
• Eine Quelle oder Senke, die ein MODELFLOW-Komponenten-
attribut referenziert, wird auf die entsprechende Speicherstelle
abgebildet, die dieses Attribut im formalen Modell repräsentiert
Vergleiche dazu
Unterunterab-
schnitt 16.2.2.1
für die Übersetzung
solcher Quellen
und Senken zu
Attributen und
Parametern des
Codeskeletts
• Eine Senke, die eine MODELFLOW-Komponente referenziert,
wird auf die Mailboxen abgebildet, die für den Empfang der
an diese Komponente gerichteten Nachrichten zuständig sind,
sowie auf Attribute, an die das Ergebnis der decrypt-Operation
zugewiesen wird
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• Eine Quelle, die eine MODELFLOW-Komponente referenziert,
wird auf alle ihre (modellierten) Attribute, sowie auf auf die
Mailboxen abgebildet, in die diese Komponente schreibt, um
Nachrichten an andere Komponenten zu verschicken.
• Eine vordefinierte, plattformspezifische Senke wird auf die Ak-
tionen abgebildet, die solche Methoden aufrufen, die auf diese
Senke zugreifen (modelliert als Tag sink des «uses»-Stereotyps,
vgl. Unterunterabschnitt 9.2.2.4)
• Eine vordefinierte, plattformspezifische Quelle wird auf die Ak-
tionen abgebildet, die solche Methoden aufrufen, die auf diese
Quelle zugreifen (modelliert als Tag source des «uses»-Stereo-
typs, vgl. Unterunterabschnitt 9.2.2.4)
• Quellen und Senken, die mit den Stereotypen «otherSinks»
und «otherSources» annotiert sind, werden bereits beim Gene-
rieren der Informationsflusstabelle auf entsprechende Kompo-
nenten und ihre Attribute abgebildet (vgl. Unterabschnitt 12.2.1)
• Eine Quelle, die eine mit „label“ beschriftete Benutzereingabe
repräsentiert, wird auf die Mailbox abgebildet, in die die Nach-
richt reingeschrieben wird, die aus einer mit „label“ annotier-
ten Sequenzdiagrammnachricht generiert wurde (vgl. Unterab-
schnitt 11.2.3)
• Eine Quelle oder Senke, die einen anderen Systemnutzer reprä-
sentiert, wird auf das Attribut sl der OtherUser-Klasse abgebil-
det, welches dessen internen Zustand repräsentiert (vgl. Unter-
unterabschnitt 17.2.1.5)
Die Eigenschaft gilt dann, wenn für die Speicherstellen des Systems
die Eigenschaften no-read-up und no-write-down gelten, die Sicherheits-
policy aus Unterunterabschnitt 15.2.2.1 mit der neuen Interferenz-
Relation  ′ erfüllt ist, und die Beweisverpflichtung der Eigenschaft
nicht im Widerspruch zu dieser Relation steht.
intransitive nichtinterferenz-eigenschaften Verbietet
eine intransitive Informationsflusseigenschaft jeden Informationsfluss
von einer Quelle q zur Senke s (außer den Fluss durch die Deklassi-
fikationsfunktion d), so wird diese Eigenschaft als die folgende Be-
weisverpflichtung formalisiert:Der Fluss über
die Domäne d
wird durch die
Interferenzrela-
tion zugelassen,
siehe unten
dom(q) 6 ′ dom(s)
Die originale Interferenz-Relation könnte auch Flüsse von q zu s
die über andere Deklassifikationsfunktionen als d zulassen. Dies ent-
spricht jedoch nicht der intuitiven Eigenschaft, dass jeder Fluss von q
zu s über d stattfinden muss.
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Daher wird die Variante  ′ von  benutzt, die aus der Original-
Sicherheitspolicy generiert wird, in der alle intransitiven Kanten au-
ßer die von und zu dom(d) transitiv gemacht wurden. Hierfür wer-
den die Kanten von und zu dom(d) der Menge  abgezogen , aus Die Modellrichtli-
nien garantieren,
dass alle Kanten von
und zu dom(d)
intransitiv sind
dem Resultat wird die transitive Hülle gebildet, wonach die abgezo-
genen Kanten wieder hinzugefügt werden:
 ′= ( \
⋃
a,b∈D
{(a,dom(d)), (dom(d),b)})+∪ 
Die Eigenschaft gilt dann, wenn für die Speicherstellen des Systems
die Eigenschaften no-read-up und no-write-down gelten, die Sicherheits-
policy aus Unterunterabschnitt 15.2.2.1 mit der neuen Interferenz-
Relation  ′ erfüllt ist, und die Beweisverpflichtung der Eigenschaft
nicht im Widerspruch zu dieser Relation steht.
umstände der deklassifikation Eigenschaften bezüglich der
Umstände einer Deklassifikation können ebenfalls interaktiv verifi-
ziert werden. Um auszudrücken, dass eine Deklassifikation immer
nur nach dem Ausführen einer bestimmen Aktion (wie etwa Benut-
zerbestätigung) stattfinden darf, wird für jede solche Aktion ein Zäh-
ler z generiert. Dieser wird automatisch durch die Ausführung einer
solchen Aktion erhöht.
Aus der modellierten Deklassifikationseigenschaft, die die mögli-
chen Umstände der Deklassifikation einschränkt, wird eine neue Be- Siehe Unterab-
schnitt 12.2.2 für
Modellierung von
Deklassifikationsei-
genschaften
weisverpflichtung generiert. Diese drückt aus, dass der Wert des Zäh-
lers zd (entspricht der bisherigen Anzahl der Aufrufe der Deklassi-
fikationsaktion ad) für jeden möglichen Ablauf der ASM kleiner oder
gleich sein muss als der Zähler zu (entspricht der Anzahl der Ausfüh-
rung der Aktion, die den notwendigen Umstand der Deklassifikation
au–wie etwa Benutzerbestätigung–abbildet):
s(zu) = s(zd)∨
s(zu) = s(zd) + 1
ergebnis der deklassifikation Die Formalisierung der Ei-
genschaft, dass ein öffentlicher Beobachter aus dem Ergebnis einer
Deklassifikationsfunktion (nahezu) keine Information über ihre Ein-
gabe schließen kann, ist abhängig vom Zweck, Kontext, und der Im-
plementierung dieser Funktion.
Stenzel definiert dazu in [93] ein Schema für Formalisierung und
Verifikation von komplexen Deklassifikationsfunktionen, die unbe-
grenzte Schleifen, komplexe Datentypen, und komplexe mathemati-
sche Funktionen enthalten können. Dies entspricht der Art von Funk-
tionen, die mit MEL* spezifiziert werden können. Siehe Abschnitt 11.3
für Details zur
Modellierung
solcher Methoden
Sei eine Funktion ff gegeben, die mit MEL* spezifiziert wurde,
und in einer Deklassifikationsfunktion als eine sichere Filterfunktion
festgelegt wurde. Gleichung 5 zeigt das Schema für die Eigenschaft
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von ff, die bei geeignet gewählten Prädikaten assumption, property,
enoughDifferences, sowie der Konstante c bewiesen werden muss,
damit ff als sicher gilt.
∀in,out.ff(in) = out∧ assumption(in,out)→
∃set.size(set) > c∧
(∀a.a ∈ set→ ff(a) = out∧ property(a)∧
(∀a,b.a ∈ set∧ b ∈ set∧ a 6= b→ enoughDifferences(a,b))
(5)
Intuitiv teilt diese Eigenschaft die Eingaben der Funktion ff in
Äquivalenzklassen ein, so dass verschiedene Eingaben aus derselben
Äquivalenzklasse zur selben Ausgabe führen, wobei diese Äquiva-
lenzklasse mindestens c Elemente haben muss. Selbst wenn ein öf-
fentlicher Beobachter diese Ausgabe sieht, erfährt er nicht, welche
der c möglichen Eingaben dazu geführt hat. Dabei legt assumption
die Äquivalenzklasse, und property die Eingaben von ff fest, für die
die Eigenschaft gelten soll.
In manchen Fällen ist es möglich, eine Menge von verschiedenen
Eingaben zu konstruieren, die zur selben Ausgabe führen, aber den-
noch genug Gemeinsamkeiten haben, um daraus die Eingabe abzu-
leiten. Daher muss enoughDifferences für jedes Paar von Eingaben
aus der Äquivalenzklasse definieren, dass diese ausreichend verschie-
den sein müssen.
Da assumption, property, enoughDifferences, und c für jede De-
klassifikationsfunktion verschieden sowie abhängig von ihrem Kon-
text sind, und dabei recht komplex ausfallen können, sind sie kein
Teil der intuitiven Informationsflusseigenschaften von MODELFLOW,
sondern müssen vom Entwickler bei der Verifikation festgelegt wer-
den. Ein konkretes Beispiel, das das Schema instantiiert, ist in Kapi-
tel 21 zu finden.
16
C O D E A N A LY S E
Obwohl die Verifikation des generierten formalen Modells in IFlow
bezüglich der transitiven bzw. intransitiven Nichtinterferenzeigen-
schaft durch den modellgetriebenen Ansatz vereinfacht wird, ist da-
von auszugehen, dass die vollautomatische Informationsflussanaly-
se des generierten Codes die bevorzugte Variante für die meisten
App- und Webservice-Entwickler bleibt. Unterabschnitt 16.1.1 stellt
die theoretischen Grundlagen der verwendeten sprachbasierten Ana-
lysetechniken vor, die dies ermöglichen.
Unterabschnitt 16.2.2 beschreibt die Verwendung des PDG-basierten
Informationsflusskontrolltools Joana in IFlow. Unterabschnitt 16.2.3
stellt die Kontrollflussanalyse des manuell implementierten Codes
auf Zugriffe der Java- bzw. Android-API vor. Unterabschnitt 16.2.4
zeigt die Schnittstelle zur Spezifikation der Informationsflusseigen-
schaften durch den Endnutzer sowie die Instrumentierung und Ana-
lyse einer IFlow-Anwendungskomponente.
16.1 grundlagen
In den folgenden Abschnitten werden die Grundlagen der Informati-
onsflussanalyse mit Programmabhängigkeitsgraphen vorgestellt, die
in IFlow zum automatischen Check der modellierten Informations-
flusseigenschaften eingesetzt wird, sowie die Berechnung der platt-
formspezifischen Informationsflussquellen und -senken, die für die-
sen Check notwendig sind.
16.1.1 Informationsflussanalyse mit Programmabhängigkeitsgraphen
programm- und systemabhängigkeitsgraphen Hammer
stellt in [35] eine vollautomatische Informationsflussanalyse von Java-
Bytecode mit Hilfe von Programmabhängigkeitsgraphen (PDGs) bzw.
Systemabhängigkeitsgraphen (SDGs) vor. PDGs repräsentieren Kon-
trollabhängigkeiten in Programmen, und wurden von Ferrante et
al. in [28] definiert. Sie enthalten alle Knoten des Kontrollflussgra-
phen des Programms, die jedoch nicht durch Kontrollfluss-, sonder
Daten- und Kontrollabhängigkeitskanten verbunden sind. Dabei exis-
tiert zwischen zwei Anweisungen eine Kontrollabhängigkeit, falls die
erste Anweisung (wie etwa die Überprüfung eines Schleifenprädi-
kats) direkt die Ausführung der zweiten Anweisung (wie etwa einer,
die von der Schleife umschlossen ist) kontrolliert. Eine Datenabhän-
gigkeit zwischen zwei Anweisungen existiert dann, wenn die erste
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Anweisung einen Wert berechnet, der von der zweiten Anweisung
verwendet wird.
Um multiprozedurale Programme als solche Abhängigkeitsgraphen
abzubilden, führten Howitz et al. [45] die Systemabhängigkeitsgra-
phen ein, worin die Prozeduren als eigene Prozedurabhängigkeits-
graphen (ebenfalls PDGs) repräsentiert werden, die durch interpro-
zedurale Kanten verbunden sind. Interprozedurale Abhängigkeiten
bestehen aus Aufrufabhängigkeiten, die den Aufruf der Prozedur ab-
bilden, Eingabe- und Ausgabeparameterabhängigkeiten, die die for-
malen und tatsächlichen Parameter der Prozedur verbinden, sowie
zusammenfassende Abhängigkeiten, die die kontextsensitive Abhän-
gigkeit zwischen tatsächlichen Ein- und Ausgabeparametern eines
Aufrufs darstellen.
Abbildung 23: Simples Programm und dessen Systemabhängigkeitsgraph
Abbildung 23 zeigt ein simples Programm, das die Werte der Va-
riablen x und y mit Hilfe der Prozedur mul miteinander multipli-
ziert und das Ergebnis in Variable z ablegt. Die Initialisierung der
Variablen x und y geschieht in Zeilen 2 und 3, die durch gleich-
namige Knoten im SDG repräsentiert werden. Diese haben u.a. eine
Kontrollabhängigkeit vom Start-Knoten der main -Prozedur, Parame-
terabhängigkeiten zu den Knoten a und b, die die Eingabeparameter
der mul -Prozedur repräsentieren, sowie zusammenfassende Abhän-
gigkeiten zum Knoten z, die aus dem Verhalten der mul -Prozedur
berechnet wurden.
Um SDGs von Java Bytecode zu erstellen, wird u.a. eine Point-To-
Analyse ausgeführt, um zu bestimmen, auf welches Objekt im Heap
eine Referenz verweisen kann, sowie ob zwei Referenzen auf dassel-
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be Objekt zeigen können bzw. müssen (Aliasing). Die Repräsentati-
on der Parameterobjekte als Bäume sorgt dabei für die Objektsensi-
tivität der SDGs, womit zwischen Objektfeldern unterschieden wer-
den kann, während Kontextsensitivität durch Berechnung der zusam-
menfassenden Kanten erreicht wird. Dadurch wird die präzisere Pro-
grammanalyse auf Basis der PDGs erreicht. Auch k-CFA (control flow
analysis)-Algorithmen [64] zur Points-To-Analyse werden unterstützt.
Abhängigkeiten über Ausnahmebehandlungen werden ebenfalls im
SDG repräsentiert, was jedoch vermehrt zu falsch positiven Ergebnis-
sen der SDG-basierten Analyse aufgrund von impliziten Ausnahmen
führen kann (da z.B. jede Java-Operation, die Objekte manipuliert, ei-
ne NullPointerException werfen kann), die bei der Ausführung nicht
auftreten können [15, 35].
pdg-basierte informationsflussanalyse mit joana In-
nerhalb eines PDGs können mittels intraprocedural backwards slicing
BS(v) alle Knoten x ∈ PDG mit x →∗ v berechnet werden, wobei →∗
die Vorgängerrelation bezüglich der Abhängigkeitskanten darstellt.
Ist also x ∈ BS(v), so ist der Knoten v von x erreichbar, und hängt so-
mit davon ab. Sind hingegen alle Knoten x ∈ PDG gesucht, die von v
abhängen, so können diese mittels intraprocedural forward slicing FS(v)
mit v→∗ x berechnet werden. In [88] wird der Zusammenhang dieser
Slicing-Algorithmen und der Definition der transitiven Nichtinterfe-
renz nach Goguen und Meseguer [31] gezeigt, indem das Theorem
s ∈ BS(a) =⇒ dom(s) dom(a) (6)
bewiesen wird. Interferiert folglich die Domäne von a nicht die Do-
mäne von s, so darf es im PDG keinen Pfad von s→∗ a geben.
Durch die entsprechende Annotation von Knoten mit Sicherheits-
domänen, die in einer Interferenzrelation zueinander stehen, kann
somit der Informationsfluss zwischen diesen Knoten überprüft wer-
den. Ein Vorteil der PDG-basierten Informationsflussanalyse ist hier-
bei, dass nicht der gesamte PDG annotiert werden muss: für jeden
PDG-Knoten gilt, dass dessen Sicherheitsdomäne von den Domänen
ihrer Vorgängerknoten interferiert werden muss. Es muss daher ledig-
lich der Knoten v, der die Eingabe repräsentiert, mit dem Sicherheits-
level S(v) annotiert werden, während der Knoten w, der die Ausga-
be repräsentiert, mit dem geforderten Sicherheitslevel R(w) markiert
wird. Somit kann die Sicherheitsdomäne S(x) jedes Knotens x, das
ein Nachfolger des annotierten Knotens v mit x ∈ FS(v) ist, automa-
tisch berechnet werden (S(v)  S(x)). Die geforderte Domäne R(w)
muss dabei von der berechneten Sicherheitsdomäne S(w) interferiert
werden (S(w) R(w)); anderenfalls ist das Programm nicht informa-
tionsflusssicher.
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Das Programm aus Abbildung 23 kann somit folgendermaßen auf
dessen Informationsflussicherheit geprüft werden. Zunächst müssen
Sicherheitsdomänen, wie etwa high und low, sowie ihre Interferenz-
relation, wie z.B. low  high, spezifiziert werden. Um festzulegen,
dass der Wert von x nicht das Ergebnis der Multiplikationsopera-
tion interferieren darf, müssen entsprechend der Knoten 2 als high
(S(2) = high), und Knoten z als low (R(z) = low) annotiert werden.
Da es einen Pfad von 2 zu z gibt, wird die Sicherheitsdomäne von
z als high berechnet (S(z) = high), was jedoch im Widerspruch zur
geforderten Sicherheitsdomäne low steht (S(z) 6 R(z)), womit das
Programm als unsicher eingestuft wird.
Die Konstruktion der PDGs von monolithischen Java-Anwendun-
gen sowie die Algorithmen zur PDG-basierten Informationsflussana-
lyse sind im Tool Joana [30] der Karlsruher Universität implementiert.
einsatz in iflow Trotz den Nachteilen einer statischen Analy-
se, deren Ergebnisse zwangsläufig eine Überapproximation der in
der Realität möglichen Informationsflüsse darstellen, sowie die vie-
len Einstellungsmöglichkeiten bei der Analyse (wie etwa die Wahl
zwischen einer Mehrzahl von objektsensitiven und k-CFA Points-To-
Analysealgorithmen), deren Auswirkung auf die Qualität der Ana-
lyseergebnisse je nach Anwendung variiert und schwer vorhersag-
bar ist, sprechen folgende Argumente für die Anwendung der PDG-
basierten Informationsflussanalyse in IFlow:
• automatischer Check der transitive Nichtinterferenz-Eigenschaft
nach [31] bzw. [80]
• minimale erforderliche Sicherheitsannotation [36, 49]
• vergleichsweise hohe Präzision durch Berücksichtigung der Kon-
trollflüsse, des Kontextes, sowie der verschiedenen Objekte und
ihrer Felder [35, 89]
• Fokus auf Java-„Sicherheitskernel“ [35], was in IFlow dem zu
analysierenden Codeskelett entspricht
• Soundness der Informationsflussanalysealgorithmen [98, 99]
Dazu wird der PDG des automatisch generierten und zu Java-Byte-
code kompilierten Codeskeletts entsprechend der modellierten Infor-
mationsflusseigenschaften annotiert, und so auf Informationsflussver-
letzungen geprüft (siehe Unterabschnitt 16.2.2 für Details).
Obwohl die Theorie der PDG-basierten Informationsflussanalyse
auch Deklassifikation zulässt [35], wird der Zusammenhang zur in-
transitiven Nichtinterferenz nicht gezeigt, weshalb hierzu das gene-
rierte bzw. kompilierte Codeskelett vor der Analyse bzgl. Deklassi-
fikationseigenschaften entsprechend angepasst werden muss (siehe
Unterunterabschnitt 16.2.2.2 und Unterunterabschnitt 16.2.4.3 für De-
tails).
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joana vs . jif Neben Joana existieren weitere Tools zur sprachba-
sierten Informationsflusskontrolle von echten Anwendungen. Flow-
Droid [2] wurde speziell (und ausschließlich, was gegen dessen Ein-
satz in IFlow spricht) für Informationsflussanalyse von Android-An-
wendungen entwickelt.
Jif ist neben Joana das bekannteste Tool zur Analyse von Java-Code,
und stellt eine Erweiterung von Java dar, die auf dem Decentralized
Label Model aufbaut [69]. Dieses erlaubt es, Vertraulichkeit und Inte-
grität von Daten sowie ihre Deklassifikation durch Sicherheitstypen
und spezielle Operationen zu spezifizieren. Informationsflusskontrol-
le wird sowohl durch einen statischen Check als auch dynamische
Sicherheitstypüberprüfung während der Laufzeit umgesetzt.
Jif erfordert jedoch eine Vielzahl von Sicherheitsannotationen des
Quellcodes, da sie oft nicht automatisch inferiert werden können.
Selbst die Annotation vergleichsweise simpler Anwendungen fällt no-
torisch komplex aus [36, 75], und erfordert oft zusätzliche Deklassifi-
kationen: eine Beobachtung, die bei der Anwendung von Jif auf die
Travel Planner-Fallstudie bestätigt wurde [49]. Dafür müssten die An-
wendungsmodelle in IFlow durch zahlreiche zusätzliche Annotatio-
nen erweitert werden, was die Modellierung mit MODELFLOW deut-
lich erschweren würde. Die erforderte explizite Behandlung von im-
pliziten Ausnahmen im Code, das Fehlen der Jif-Laufzeitumgebung
für die Android-Plattform, sowie die stagnierte Entwicklung von Jif
sprechen ebenfalls gegen dessen Einsatz in IFlow [49].
16.1.2 Plattformspezifische Informationsquellen und -senken
informationsflussquellen und -senken In Abschnitt 12.2
zur Modellierung von Informationsflusseigenschaften mit MODEL-
FLOW wurde bereits das Konzept von Informationsflussquellen und
-senken eingeführt. Unterabschnitt 16.1.1 beschreibt, wie dieses Kon-
zept in PDG-basierter Informationsflussanalyse zum Tragen kommt:
durch die Annotation eines Knotens v mit der Sicherheitsdomäne
S(v) wird dieses als eine Quelle von Information festgelegt, während
das Markieren eines Knotens w mit der geforderten Sicherheitsdomä-
ne R(w) dieses als eine Informationssenke spezifiziert. Dabei bleibt
jedoch die Frage offen, wie solche Knoten bestimmt werden sollen.
Neben Quellen und Senken, die sich auf konkrete Benutzerein-
gaben bzw. Anwendungskomponenten beziehen, müssen auch an-
wendungsunabhängige, plattformspezifische Quellen und Senken be-
rücksichtigt werden, die von der Anwendung verwendet werden kön-
nen. Während die Abbildung von anwendungsspezifischen Quellen
und Senken auf PDG-Knoten des generierten Codeskeletts in Unter-
abschnitt 16.2.2 erläutert wird, erfolgt der Zugriff auf plattformspezi-
fische Quellen und Senken über die API der Plattformen, auf denen
die finale Anwendung ausgeführt wird. Solche APIs sind üblicherwei-
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se sehr umfangreich (die API von Android 4.2 umfasst beispielsweise
110.000 öffentliche Methoden). Das Erkennen von Methoden, die als
Informationsquelle oder -senke verwendet werden können (wie etwa
für den Zugriff auf das Dateisystem oder Sensoren des Geräts) stellt
daher eine Herausforderung dar. Die Aussagekräftigkeit der Informa-
tionsflussanalyse hängt jedoch sehr davon ab, ob solche Methoden
dabei berücksichtigt worden sind.
ansatz zum klassifizieren und kategorisieren von quel-
len und senken der android-api [77] stellt mit SuSi einen
Ansatz vor, der zum Bestimmen und Kategorisieren solcher Quel-
len und Senken in der Android API verwendet werden kann. Hier-
für wird der Android-Quellcode auf eine Reihe von syntaktischen
und semantischen Merkmalen mit Hilfe von maschinellem Lernen
analysiert. Es ist naheliegend, jedoch unzureichend, dabei lediglich
die durch das Android-Berechtigungssystem geschützte Schnittstel-
len zu betrachten, da diese nicht alle API-Methoden abdecken, die
zur In- oder Exfiltration von Information verwendet werden können
(ein Umstand, der auch von Malware ausgenutzt werden kann). Da-
zu definiert [77] Quellen als Aufrufe von API-Methoden, die geteilte
Ressourcen (wie etwa die Identifikationsnummer des Geräts) lesen
oder schreiben, und einen nicht-konstanten Wert zurückgeben. Sen-
ken werden als Aufrufe von API-Methoden definiert, die mindestens
einen nicht-konstanten Wert aus dem Anwendungscode als Parame-
ter entgegennehmen, und eine geteilte Ressource mit diesem Wert
beschreiben.
In dem Ansatz wurde überwachtes Maschinenlernen eingesetzt.
Der Klassifikator wurde anhand einer Untermenge von händisch an-
notierten Beispielen eintrainiert, und anschließend zur Klassifikation
und Kategorisierung der Android-API verwendet. Dabei sind Eigen-
schaften wie Methodenname, Klassenname, Methodenparameter so-
wie ihre Typen, Datenflüsse von Eingabeparametern zu eingebetteten
Methodenaufrufen (sowie von ihren Ausgaben zum Rückgabeparam-
ter), und die geforderte Berechtigung in die Klassifikation eingeflos-
sen. Das Verfahren wurde anhand einer Untermenge der händisch
annotierten Methoden evaluiert, und dabei eine Präzision von etwa
90% festgestellt.
einsatz in iflow In IFlow werden Listen von anwendungsun-
abhängigen Quellen und Senken zur Analyse der manuell implemen-
tierter Anwendungsmodule eingesetzt. Die Kategorien von Quellen
und Senken sind dabei in MODELFLOW durch die Attribute der
vordefinierten Klassen PredefinedSources und PredefinedSinks repräsen-
tiert.Android API-
Dokumentation:
developer.
android.com
Java API-
Dokumentation:
docs.oracle.com
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Obwohl SuSi nicht alle Quellen und Senken der Android-Plattform
erkennt, und mehrere falsch positiven Ergebnisse liefert, ist die da-
durch berechnete und kategorisierte Liste von Methoden vollständi-
ger als die händisch kompilierten Alternativen [77]. Da die Andro-
id API den Großteil der Java API implementiert, kann die mit SuSi
generierte Liste von Quellen und Senken auch für die Analyse von
Java-Code verwendet werden, falls dieser nur die in der Android-
API enthaltene Java-API nutzt. Dies kann in IFlow genutzt werden,
um nicht nur Android-, sondern auch Webservice-Javacode auf ver-
botene Zugriffe auf Quellen und Senken zu prüfen. Dabei muss die
dem Entwickler verfügbare API nicht gravierend eingeschränkt wer-
den, was die Implementierung flexibler und komfortabler macht.
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Die folgenden Abschnitte beschreiben den Ansatz zur automatischen
Analyse des automatisch generierten Codeskeletts als auch der manu-
ell implementierten Anwendungskomponenten, um die modellierten
Informationsflusseigenschaften zu garantieren.
16.2.1 Aufbau des Codeskeletts
Dieser Abschnitt beschreibt den Aufbau des Java-Codeskeletts, der
aus einem MODELFLOW-Modell einer IFlow-Anwendung generiert
wird [47]. Unterabschnitt 15.2.1 stellt den Aufbau des dazugehöri-
gen formalen Modells vor, während Abschnitt 17.1 ihre Refinement-
Beziehung diskutiert. Die Elemente des Codeskeletts werden Anhand
der TravelPlanner-Fallstudie erläutert (siehe Abschnitt 10.5 für die sta-
tische und Abschnitt 11.4 für die dynamische Sicht auf die Anwen-
dung).
Während dieser Abschnitt die Grundbausteine des Codeskeletts er-
läutert, beschreibt und diskutiert Abschnitt 17.2 im Detail die einge-
setzten Abstraktionstechniken, sowie die Besonderheiten bei der Ab-
bildung der modellierten Programmabläufe und der Komponenten-
kommunikation. Unterabschnitt 17.2.2 erläutert zudem die Abstrakti-
on der Anwendungsmodule wie die graphische Benutzeroberfläche,
externe Komponenten, und manuelle Methoden.
datentypen Primitive MODELFLOW-Datentypen werden auf
Java-Datentypen abgebildet. Integer entspricht einem int, String einem
Java-String, double einem double, und Boolean einem boolean.
Aus komplexen MODELFLOW-Datentypen werden gleichnamige
Java-Klassen generiert, die von der vordefinierten IFlow-Klasse
IFlowData erben. Die Attribute dieser Datentypen werden als At-
tribute solcher Klassen abgebildet.
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Listing 4 zeigt den relevanten Ausschnitt aus der Java-Klasse des
RequestData-Datentyps der Travel-Planner-Fallstudie, der das AttributSiehe Abbildung 9
für das vollständige
Klassendiagramm
von TravelPlanner
date von Typ String enthält. Die copy -Funktionen implementieren da-
bei die Kopiersemantik von MEL* Abschnitt 11.1: bei Zuweisungen,
Nachrichtenversand, und Übergabe als Parameter wird eine tiefe Ko-
pie des referenzierten Objekts erstellt.
Die Funktion extractSecurityLevel gibt einen Integer-Wert zu-
rück, der vom Inhalt einer Instanz von RequestData abhängt. Mit
propagateSecurityLevel kann die Abhängigkeit dieses Inhalts von
einem Integer-Wert simuliert werden. Diese Funktionen werden nur
für die statische Informationsflussanalyse benötigt; für Details siehe
Unterunterabschnitt 17.2.1.1.
Listing 4: Spezifikation des RequestData-Datentyps
1 public class RequestData implements IFlowData {
2 public String date = new String();
3
4 public RequestData copy() {
5 RequestData ret = new RequestData();
6 ret.copy(this);
7 return ret;
8 }
9
10 private void copy(RequestData from) {
11 this.date = from.date;
12 }
13
14 public int extractSecurityLevel() {
15 return IFUtility.extractSecurityLevel(this.date);
16 }
17
18 public void propagateSecurityLevel(int securityLevel) {
19 this.date = IFUtility.getTaggedType(String.class,
securityLevel);
20 }
21 ...
22 }
komponenten Anwendungskomponenten, vordefinierte und ma-
nuelle grafische Oberflächen, sowie externe Apps und Services wer-
den auf gleichnamige Java-Klassen abgebildet. Ihre modellierten At-
tribute werden auf gleichnamige Java-Attribute dieser Klassen abge-
bildet.
Das Verhalten der Anwendungskomponenten wird aus den model-
lierten Sequenz- und Aktivitätsdiagrammen abgeleitet.Siehe Kapitel 11
für Details zur
Modellierung
der dynamischen
Sicht auf eine
IFlow-Anwendung
Für jeden Typ einer Nachricht, die die Komponente empfängt, wird
eine eigene Nachrichtenbehandlungssmethode generiert. Der einzige
Parameter dieser Nachricht ist eine Instanz des entsprechenden Nach-
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richtendatentyps. Im einfachsten Fall bildet diese Methode die model-
lierten Anweisungen zwischen dem Empfang einer CallMessage bzw.
ReplyMessage, und dem Versand der nächsten CallMessage bzw. Reply-
Message. Der Versand einer CallMessage bzw. ReplyMessage wird daher
als ein Aufruf der Nachrichtenbehandlungssmethode der Empfänger-
komponente abgebildet. Die MEL*-Anweisungen wie Zuweisungen,
Methodenaufrufe, arithmetische Operationen, und Variablendeklara-
tionen werden dabei auf entsprechende Java-Anweisungen abgebil-
det (für Details siehe [65]).
Listing 5 zeigt einen relevanten Ausschnitt aus der Java-Klasse, die
die Anwendungskomponente Airline aus der TravelPlanner-Fallstudie
abbildet. Abbildung 24 zeigt den dazugehörigen Ausschnitt aus dem
vollständigen Sequenzdiagramm. Der Attribut flightOffers bildet
das modellierte Komponentenattribut flightOffers von Airline ab. Die
Methode getFlightOffers implementiert den Empfang und die Be-
handlung der GetFlightOffers-Nachricht.
Abbildung 24: Ausschnitt aus dem Sequenzdiagramm der TravelPlanner-
Fallstudie
Listing 5: Spezifikation der Anwendungskomponente Airline
1 public class Airline extends IFlowService {
2
3 public static List<FlightOffer> flightOffers = new
IFlowArrayList<FlightOffer>();
4
5 public static void getFlightOffers(GetFlightOffers inmsg0
) {
6 RequestData requestData = inmsg0.requestData;
7 List<FlightOffer> filteredFlightOffers;
8 filteredFlightOffers = new IFlowArrayList<
FlightOffer>(filterOffers(requestData.copy(),
new IFlowArrayList<FlightOffer>(flightOffers
)));
9 TravelAgency.retFlightOffers(new RetFlightOffers(
filteredFlightOffers));
10 }
11 ...
12 }
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Der Empfang der Nachricht 4 in Abbildung 24 entspricht dabei
den Zeilen 13 und 14 in Listing 5. Zeile 13 spezifiziert die Signatur
der Behandlungsmethode für Nachrichten vom Typ GetFlightOffers.
Zeile 14 weist den Inhalt der Nachricht automatisch der lokalen Va-
riable requestData zu. Zeile 16 entspricht dem Aufruf der manuellenSiehe Unterab-
schnitt 11.2.2
zu Details über
automatische
Generierung von
lokalen Variablen
Methode filterOffers und der Zuweisung ihres Rückgabewerts an die
Variable filteresFlightOffers in Nachricht 5 des Sequenzdiagramms. An
filterOffers wird eine Tiefenkopie der lokalen Variable
requestData übergeben, was der Kopiersemantik von MEL* und
des formalen Modells entspricht. Dadurch wird verhindert, dass die
zukünftige Implementierung der manuellen Methode den Inhalt des
requestData -Objekts ändern kann. Abschließend wird in Zeile 17
diese Variable als Inhalt der Antwortnachricht RetFlightOffers an Tra-
velAgency verschickt, indem diese als Parameter an ihre Nachrich-
tenbehandlungsfunktion retFlightOffers übergeben wird. Siehe
Unterunterabschnitt 17.2.1.4 für Details bezüglich Komponentenkom-
munikation der finalen Anwendung inklusive Implementierung des
Webservice-Interfaces sowie Kodierung und Konvertierung der Nach-
richten.
MEL*-Methoden der Anwendungskomponenten werden zu gleich-
namigen Java-Methoden transformiert, wobei die darin enthaltenen
MEL*-Anweisungen zu entsprechenden Java-Anweisungen transfor-
miert werden. Unterspezifizierte Anwendungsmodule wie die graphi-
sche Benutzeroberfläche und externe Komponenten werden abstra-
hiert, wobei solche Abstraktionen die Informationsflüsse ihrer kon-
kreten Implementierung überapproximieren. Details sowie Pseudoco-
de dieser Abstraktionen werden in Unterabschnitt 17.2.2 gezeigt und
im Detail diskutiert. Unterunterabschnitt 17.2.1.5 erläutert dabei die
Überapproximation und Abbildung der in der finalen Anwendung
möglichen Programmabläufe. Allgemeine Abstraktionstechniken, die
bei der Generierung des Codeskeletts zum Einsatz kommen, werden
in Unterunterabschnitt 17.2.1.1 diskutiert.
16.2.2 Informationsflussanalyse des Codeskeletts
Informationsflusseigenschaften werden in IFlow anhand des gene-
rierten Codeskeletts mittels PDG-basierter Informationsflussanalyse
durch Joana garantiert. Anwendungsmodule sowie die Plattformen,
auf welchen die verteilte Anwendung ausgeführt werden soll, werden
dabei durch Stubs abgebildet, die die Informationsflüsse der realen
Implementierung emulieren bzw. überapproximieren und von ihrer
Funktionalität abstrahieren. Abschnitt 17.2 argumentiert im Detail,
weshalb die Eigenschaften, die so für das monolithische, plattform-
unabhängige Codeskelett garantiert werden, auch für die finale, ver-
teilte Anwendung gelten, während Abschnitt 17.3 die hierfür getrof-
fene Annahmen an den Anwendungskontext erläutert.
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Meldet die Analyse keine Informationsflussverletzungen, so kann
der Code der Anwendungskomponenten (blaue Kästen in
Abbildung 20, (4) und (5)) auf Pakete verteilt werden. Die Stubs der
manuellen Module (rote Kästen in Abbildung 20, (4) und (5)) wer-
den durch ihre reale Implementierung ersetzt, falls diese nicht auf
illegale APIs zugreifen (vgl. Beschreibung ihrer Analyse in Unterab-
schnitt 16.2.3).
Um die Komponentenkommunikation sowie Deployment auf ein
Gerät zu ermöglichen, werden zusätzliche Proxy-Klassen und Konfi-
gurationsdateien automatisch aus dem Anwendungsmodell generiert
(grüne Kästen in Abbildung 20, vgl. dazu Unterunterabschnitt 17.2.1.4
für Diskussion des Refinements).
16.2.2.1 Transitive Nichtinterferenz-Eigenschaften
Bei transitiven Nichtinterferenz-Eigenschaften handelt es sich um In-
formationsflusseigenschaften, die durch eine Sicherheitspolicy mit ei-
ner transitiven Interferenzrelation ausgedrückt werden können. Ihre
Modellierung erfolgt (optional) durch eine Sicherheitspolicy, sowie
durch explizite Eigenschaften, die die Informationsflüsse zwischen
Quellen und -senken bedingungslos erlauben bzw. verbieten (siehe
Unterabschnitt 12.2.1 für Details).
Für eine Informationsflussanalyse mit Joana müssen Knoten des
generierten PDGs mit Sicherheitsdomänen annotiert werden. Da der
PDG aus dem Bytecode der Anwendung generiert wird, muss hierfür
der Java-Code des Codeskeletts zu Java-Bytecode kompiliert werden.
Die Annotationen bzgl. erlaubter bzw. verbotener Informationsflüs-
se werden aus der Informationsflusstabelle abgeleitet (vgl. Unterab-
schnitt 12.2.5), wobei ihre Zeilen und Spalten die MEL-Repräsentation
der modellierten bzw. plattformspezifischen Quellen und Senken dar-
stellen.
Als Schnittstelle zu Joana wird das Tool IFC Console verwendet, das IFC Console,
pp.ipd.kit.edu/
projects/joana/
Annotationen von Java-Klassenattributen und -Methodenparameter
automatisch zu Annotation der entsprechenden PDG-Knoten über-
setzt. Aus jedem Paar aus modellierter Quelle und Senke, zwischen
denen der Informationsfluss verboten ist, wird dabei eine eigene
Checkverpflichtung in Form einer Batch-Datei für IFC Console gene-
riert. Für den Check werden die Sicherheitsdomänen high und low
und die Interferenzrelation low high verwendet. Die PDG-Knoten,
die eine Quelle abbilden, werden dabei mit high annotiert, während
solche, die eine Senke repräsentieren, als low markiert werden. Die
mit MODELFLOW modellierten Sicherheitsdomänen werden bereits
bei der Modelltransformation auf Konsistenz und Widerspruchsfrei-
heit mit den modellierten Eigenschaften überprüft, und sind für den
automatischen Check nicht notwendig.
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Meldet Joana bei allen Checks, die aus einer modellierten Informati-
onsflusseigenschaft abgeleitet wurden, keine Informationsflussverlet-
zung, so gilt diese Eigenschaft für die modellierte IFlow-Anwendung.
Die folgenden Regeln gelten bei der Übersetzung der MEL-Quellen
und -Senken zu Java-Attributen und Methodenparametern:Vergleiche dazu
Unterunterab-
schnitt 15.2.2.2
für die Übersetzung
solcher Quellen
und Senken zu
Speicherstellen
und Aktionen des
formalen Modells
• Eine Quelle oder Senke, die ein MODELFLOW-Komponenten-
attribut referenziert, wird auf das entsprechende Attribut der
Java-Klasse abgebildet, die diese Komponente im Codeskelett
repräsentiert
• Eine Senke, die eine MODELFLOW-Komponente referenziert,
wird auf die Eingabeparameter ihrer Nachrichtenbehandlungs-
methoden abgebildet, sowie auf Attribute, an die das Ergeb-
nis der decrypt-Operation zugewiesen wird. Dies ist notwendig,
da der Fluss geheimer Klartextdaten zu einer Komponente erst
nach ihrer Entschlüsselung festgestellt werden kann (siehe Un-
terunterabschnitt 17.2.2.3 für Details)
• Eine Quelle, die eine MODELFLOW-Komponente referenziert,
wird auf die Eingabeparameter der Nachrichtenbehandlungs-
methoden abgebildet, die diese Komponente aufruft
• Eine vordefinierte, plattformspezifische Senke wird auf die Ein-
gabeparameter der Methoden abgebildet, die auf diese Senke
zugreifen (modelliert als Tag sink des «uses»-Stereotyps, vgl.
Unterunterabschnitt 9.2.2.4)
• Eine vordefinierte, plattformspezifische Quelle wird auf die
Rückgabeparameter der Methoden abgebildet, die auf diese
Quelle zugreifen (modelliert als Tag source des «uses»-Stereo-
typs, vgl. Unterunterabschnitt 9.2.2.4)
• Quellen und Senken, die mit den Stereotypen «otherSinks»
und «otherSources» annotiert sind, werden bereits beim Gene-
rieren der Informationsflusstabelle auf entsprechende Kompo-
nenten und ihre Attribute abgebildet (vgl. Unterabschnitt 12.2.1)
• Eine Quelle, die eine mit „label“ beschriftete Benutzereingabe
repräsentiert, wird auf die Eingabeparameter der Nachrichten-
behandlungsmethode abgebildet, die aus einer mit „label“ anno-
tierten Sequenzdiagrammnachricht generiert wurde (vgl. Unter-
abschnitt 11.2.3)
• Eine Quelle oder Senke, die einen anderen Systemnutzer reprä-
sentiert, wird auf das Attribut sl der OtherUser-Klasse abgebil-
det, welches dessen internen Zustand repräsentiert (vgl. Unter-
unterabschnitt 17.2.1.5)
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Bei der automatisch generierten Checkverpflichtung wird neben
der PDG-Annotation und den dafür benötigten Sicherheitsdomänen
auch der Algorithmus zur Points-To-Berechnung angegeben. Stan-
dardmäßig werden in IFlow unbeschränkt objektsensitive SDGs ge-
neriert, was jedoch je nach Anwendung trotz der genutzten Codeab-
straktionstechniken zu aufwendig ausfallen oder zu falsch positiven
Ergebnissen führen kann (siehe Erläuterung in Unterabschnitt 16.1.1).
Der Entwickler kann in diesen Fällen über die Benutzeroberfläche der
IFC Console andere Algorithmen wie 3-CFA angeben. Da die Informa-
tionsflussanalyse von Joana sound ist [98, 99], können dadurch kei-
ne Informationsflussverletzungen unentdeckt bleiben. Kann das Co-
deskelett aufgrund der Größe oder falsch positiven Ergebnisse nicht
analysiert werden, kann der Entwickler das Modell bzw. Codeskelett
der Anwendung entsprechend anpassen, oder die Eigenschaft inter-
aktiv verifizieren.
16.2.2.2 Intransitive Nichtinterferenz-Eigenschaften
Bei intransitive Nichtinterferenz-Eigenschaften handelt es sich um In-
formationsflusseigenschaften, die durch eine Sicherheitspolicy mit ei-
ner intransitiven Interferenzrelation ausgedrückt werden müssen. Ih-
re Modellierung erfolgt (optional) durch eine Sicherheitspolicy, sowie
durch explizite Eigenschaften, die die Informationsflüsse zwischen
Quellen und -senken nach expliziter Deklassifikation über eine De-
klassifikationsmethode erlauben (siehe Unterabschnitt 12.2.2 für De-
tails).
PDG-basierte Informationsflusskontrolle kann auch genutzt wer-
den, um solche intransitive Nichtinterferenz-Eigenschaften zu garan-
tieren. Dies wird jedoch nicht wie in [35] beschrieben durch das Anno-
tieren von PDG-Knoten als Deklassifikationsknoten erreicht, da [88]
den formalen Zusammenhang zwischen Slicing-Algorithmen und der
Nichtinterferenz nur für die transitive Interferenzrelation beweist,
und die IFC Console diese Funktionalität ohnehin nicht zur Verfügung
stellt. Stattdessen werden die Vorzüge des modellgetriebenen An-
satzes ausgenutzt, um den Check der intransitiven Nichtinterferenz-
Eigenschaften auf den Check der transitiven Nichtinterferenz zurück-
zuführen, der wiederum mit Joana ausgeführt werden kann.
Diese Technik kann nur bei Deklassifikationsmethoden eingesetzt
werden, die mit MEL* modelliert wurden (vgl. Abschnitt 11.3), und
deren Sicherheit als Filter bzw. Anonymisierungsfunktion formal ge-
zeigt wurde (siehe Unterunterabschnitt 15.2.2.2 für Details zur Be-
weistechnik). Solche Methoden sind in der modellierten Informati-
onsflusseigenschaft mit dem Tag filter des «via»-Stereotyps markiert.
Die in IFlow modellierten intransitive Nichtinterferenz-Eigenschaf-
ten fordern, dass die Informationsflüsse zwischen einer Quelle q und
Senke s nur über eine Filtermethode decl(in) : ret erlaubt sind. Eine
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sinnvolle Filtermethode besitzt zudem eine Abhängigkeit zwischen
ihren formalen Ein- und Ausgabeparameter, also gilt in →∗ ret im
PDG dieser Methode. Die Modellierungsrichtlinien für MEL*-Metho-
den garantieren, dass diese Methode frei von Seiteneffekten ist, d.h.,
sie greift nur auf ihre Ein- und Ausgabeparameter sowie darin dekla-
rierte lokale Variablen zu (vgl. Abschnitt 11.3). Folglich muss jeder
Pfad von in zu ret ein Teilpfad jedes Pfades zwischen q und s sein;
anderenfalls gäbe es einen Fluss von Information zwischen q zu s,
die nicht mit der Deklassifikationsmethode decl gefiltert bzw. anony-
misiert wurde.
Werden nun im SDG des generierten Codeskeletts alle Abhängig-
keitskanten zwischen den formalen Parametern in und ret (sowie die
zusammenfassende Kanten zwischen den dazugehörigen, tatsächli-
chen Parametern) entfernt, so darf es im resultierten SDG keinen
Pfad von q zu s mehr geben, was wiederum einer transitiven Nicht-
interferenz-Eigenschaft entspricht, die mit Joana überprüft werden
kann: dom(q) 6 dom(s).
Die beschriebene Modifikation des SDGs wird durch eine entspre-
chende Anpassung des Codeskeletts vorgenommen, in dem der
Rumpf der Deklassifikationmethode decl durch eine Return-Anwei-
sung ersetzt wird, die ein mit Standardwerten gefülltes Objekt zu-
rückgibt (siehe Tabelle 6 für IFlow-Standardwerte). Dieses hängt nicht
von den Eingabeparametern der Methode ab, weswegen der SDG
der Anwendung keine Abhängigkeitskanten zwischen den formalen
Parametern der Methode (und daher auch keine zusammenfassen-
de Kanten zwischen ihren tatsächlichen Parametern) enthält. Dies
ist eine sinnvolle Abstraktion einer bewiesen sicheren Filterfunkti-
on, da ein öffentlicher Beobachter ihrer Ausgabe dadurch nicht auf
die Eingabe schließen kann. Da das Codeskelett wie auch die Check-
verpflichtung automatisch aus dem abstrakten Anwendungsmodell
generiert wird, ist ein eindeutiger Zusammenhang zwischen dem Co-
deskelett und dessen modifizierter Variante gegeben; das modifizier-
te Codeskelett wird hierbei lediglich für den Check einer konkreten
modellierten intransitive Nichtinterferenz-Eigenschaft mit Joana ge-
nutzt. Es ist somit ausgeschlossen, dass zu viele Kanten im SDG ent-
fernt werden, was dazu führen könnte, dass unerwünschte Informa-
tionsflüsse nicht mehr gefunden werden können. Wird beim Check
keine Informationsflussverletzung gemeldet, so gilt die modellierte
intransitive Nichtinterferenz-Eigenschaft für die finale Anwendung.
Für die Annotation der PDG-Knoten als Quellen und Senken sowie
die Einstellungsparameter der Analyse gelten dieselben Regeln wie
in Unterunterabschnitt 16.2.2.1.
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Die PDG-basierte Informationsflussanalyse von intransitive Nicht-
interferenz-Eigenschaften erfordert die formale Verifikation der rele-
vanten Filtermethoden. Der Check solcher Eigenschaften ist daher
erst dann vollautomatisch, wenn die formalen Beweise der Sicher-
heit dieser Methoden bereits vorliegen. Dies ist beispielsweise dann
der Fall, wenn die Spezifikation der bereits verifizierten Filtermetho-
den in weiteren Fallstudien wiederverwendet wird, oder wenn die
Eigenschaft vom Anwendungsnutzer spezifiziert wurde und die Si-
cherheit der darin referenzierten Filtermethode bereits vom Entwick-
ler erbracht wurde (vgl. Unterabschnitt 16.2.4 für Spezifikation und
Check von Benutzereigenschaften).
Intransitive Nichtinterferenz-Eigenschaften, die den Informations-
fluss nur nach Verschlüsselung erlauben, können ohne Anpassung
des SDGs vollautomatisch gecheckt werden. Kryptographische Ope-
rationen werden in IFlow als eigenständige Anwendungsmodule be-
handelt, die für die codebasierten Informationsflussanalyse abstra-
hiert werden (für Details siehe Unterunterabschnitt 17.2.2.3). Diese
Abstraktion garantiert, dass das Ergebnis der Verschlüsselung nicht
von den Klartextdaten abhängt; werden die verschlüsselten Daten mit
dem korrekten Schlüssel wieder entschlüsselt, so hängt das Ergebnis
wiederum von dem ursprünglichen Klartext ab. Kryptographische
Operationen stellen somit eine Sonderform von Filterfunktionen dar,
deren Sicherheit bezüglich Informationsfluss bereits von Küsters et
al. [56] gezeigt wurde. Auch hier wird die Eigenschaft auf die transi-
tive Nichtinterferenz reduziert, die mit Joana vollautomatisch gezeigt
werden kann.
16.2.3 Check der manuellen Implementierung
In IFlow ist es möglich, das generierte Codeskelett um händisch im-
plementierten Code der Anwendungsmodule „manuelle Methode“
und „manuelle graphische Oberfläche“ zu erweitern. Bei der Informa-
tionsflussanalyse des generierten Codes werden Abstraktionen der
zukünftigen Implementierungen solcher Module genutzt, die eine
Reihe von Annahmen über diese Implementierung treffen (siehe De-
tails zu Refinement in Unterunterabschnitt 17.2.2.1 und Unterunter-
abschnitt 17.2.2.5).
16.2.3.1 Anforderungen an die Implementierung
anforderungen an die manuelle methoden Für die Im-
plementierung einer manuellen Methode gilt, dass diese zustandslos
sein muss, und nur auf im Modell erlaubte Quellen und Senken zu-
greifen darf (für Begründung siehe Unterunterabschnitt 17.2.2.1 zu
Coderefinement). Konkret bedeutet dies Folgendes:
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1. Der Code darf nur auf den Teil der plattformspezifischen API
zugreifen, der im MODELFLOW-Modell über den «uses»-Ste-
reotyp erlaubt ist, oder nicht als Quelle bzw. Senke privater In-
formation genutzt werden kann
2. Zugriff auf Java-API, die nicht Teil der Android-API ist, ist ver-
boten
3. Zugriff auf Klassen und Methoden des IFlow-Frameworks ist
verboten, da das Framework intern plattformspezifische APIs
und geteilte Ressourcen nutzt
4. Deklaration und Nutzung neuer Java-Klassen ist verboten, da
so zwischen Methoden(-aufrufen) geteilte, statische Ressourcen
implementiert werden können
5. Zugriff auf den internen Zustand der Anwendung (wie etwa
den Inhalt der Komponentenattribute) ist verboten
6. Zugriff auf Java-API für Reflexion ist verboten, da auf diese Wei-
se ein Aufruf von verbotenen Methoden vorgenommen werden
kann, der von einer statischen Bytecodeanalyse nicht entdeckt
wird
anforderungen an manuelle graphische oberfläche
Für die Implementierung der manuellen graphischen Benutzerober-
fläche gilt, dass diese weder auf plattformspezifische Quellen bzw.
Senken noch auf den internen Zustand des Anwendungskerns zu-
greift. Konkret bedeutet dies Folgendes:
1. Der Code darf nur auf den Teil der plattformspezifischen API
zugreifen, der nicht als Quelle bzw. Senke privater Information
genutzt werden kann
2. Zugriff auf Java-API, die nicht Teil der Android-API ist, ist ver-
boten
3. Die Interaktion mit der Anwendungskomponente darf nur über
Android-Intents erfolgenAndroid-Intents
sind Nachrichten-
objekte zur Inter-
und Intra-App-
Kommunikation
4. Da Intents u.a. auch für Android-Systemaufrufe genutzt wer-
den, wodurch Informationslecks entstehen können, wird die
direkte Nutzung dieses Android-Mechanismus verboten. Statt-
dessen muss der Entwickler die IFlow-Bibliothek nutzen, die
lediglich die Intent-Kommunikation mit der Anwendungskom-
ponente sowie innerhalb der manuellen Benutzeroberfläche er-
möglicht, indem sie die zu versendeten Intents zur Laufzeit
prüft und ggf. verwirft.
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5. Zugriff auf Java-API für Reflexion ist verboten, da auf diese Wei-
se ein Aufruf von verbotenen Methoden vorgenommen werden
kann, der von einer statischen Bytecodeanalyse nicht entdeckt
wird
16.2.3.2 Analyse der manuellen Implementierung
In IFlow wird die automatische Informationsflussanalyse des gene-
rierten Codeskeletts durch sorgfältig gewählte Modellierungsrichtli-
nien und Abstraktionstechniken gestützt, um dadurch falsch positive
Ergebnisse zu vermeiden (vgl. u.a. Unterunterabschnitt 16.2.3.1). Ma-
nuelle Anwendungsmodule sollen hingegen komplexeres, plattforms-
pezifisches Verhalten implementieren können, wovon auf Modellebe-
ne abstrahiert wird. Um falsch positive Ergebnisse bei der Informati-
onsflussanalyse solcher Module zu vermeiden, müsste der Entwick-
ler dieselbe Sorgfalt an den Tag legen, wodurch der Implementie-
rungsaufwand erheblich steigen würde. Würden anschließend den-
noch Informationsflussverletzungen gemeldet werden, so sind diese
oft schwer nachzuvollziehen und zu beheben, da die Ergebnisse der
Analyse sich auf den automatisch generierten Programmabhängig-
keitsgraph beziehen, der sehr umfangreich und komplex ausfallen
kann.
Daher wird in IFlow für die Analyse der manuellen Module die
Call Graph-Analyse genutzt [57]. Die Knoten des Graphs stellen da-
bei Methodenaufrufe innerhalb der Anwendung dar, während ihre
Aufrufhierarchie über gerichtete Kanten repräsentiert wird. Bei der
Analyse wird der Graph durchlaufen, und dabei überprüft, ob der
Methodenaufruf an der gegebenen Stelle erlaubt ist.
Bei der automatischen Codegenerierung erhält jedes manuelle Mo-
dul ein eigenes Java-Paket. Für die Call Graph-Analyse des Moduls
wird zunächst eine Menge der Methoden Mmm berechnet, die in
allen solchen Java-Paketen der manuellen Module Mod deklariert
werden. Nicht automatisch generierte Klassen aus den Paketen der
manuellen Methoden werden dabei verworfen. Anschließend wird
dynamisch eine neue main -Methode generiert, die diese Methoden
aufruft, und als Einstiegspunkt für die Berechnung des Call Graphs
gewählt. Bei der Analyse werden nur die Methoden m ∈ Mmm be-
trachtet, sowie solche, die von m aus aufgerufen werden (im Folgen-
den Mc). Dabei wird für jedes c ∈ Mc der Aufrufkontext berück-
sichtigt, der aus ihrem Aufrufer m, sowie dem aufrufenden Modul
mod ∈ Mod besteht. Für jede Methode c wird anschließend geprüft,
ob es die Anforderungen aus Unterunterabschnitt 16.2.3.1 erfüllt.
Modul mod wird hierbei benötigt, um die Klasse der Anforderun-
gen zu bestimmen (vgl. Anforderungen an manuelle Methoden in
Unterunterabschnitt 16.2.3.1 und an die manuelle graphische Ober-
fläche in Punkt 16.2.3.1).
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Methode m bestimmt dabei, ob der Aufruf von c in ihrem Kon-
text zugelassen ist. Dazu wird die im Anwendungsmodell durch den
«uses»-Stereotyp für m zugelassenen Kategorien von Quellen und
Senken mit Hilfe des SuSi-Tools auf eine Menge Ma von Android-
und Java-API-Methoden abgebildet (vgl. Unterabschnitt 16.1.2). Han-
delt es sich bei mod um die manuelle graphische Oberfläche, so gilt
Ma = ∅. Ist c ∈Ma, so ist der Aufruf erlaubt.
Für den Check der manuellen Implementierung wurde das Tool
MMChecker entwickelt, das Soot [57] nutzt. Soot wird zur Bytecode-
analyse und -instrumentierung von Java- und Android-Anwendungen
genutzt, und unterstützt neben Datenfluss- und Points-To-Analyse
auch die in IFlow erforderliche Berechnung und Analyse von Call-
Graphen. Die Analyse des händisch implementierten Codes mit MM-
Checker kann falsch positive Ergebnisse liefern und eine harmlose Im-
plementierung als unsicher klassifizieren. Dies liegt daran, dass die
mit SuSi berechnete Liste von kritischen API-Methoden nicht präzise
ist, und einige Einträge enthält, die keine Quelle bzw. Senke darstel-
len. Hierfür verwaltet MMChecker eine Whitelist der API-Aufrufen,
die von einem Experten nach sorgfältiger Untersuchung des als ver-
boten gemeldeten Aufrufs erweitert werden kann.
16.2.4 Benutzerzentrische Informationsflusssicherheit
Bisher wurden Informationsflusseigenschaften vorgestellt, die vom
Entwickler als Teil des Anwendungsmodells spezifiziert werden müs-
sen. Jedoch kann es auch weitere Sicherheitseigenschaften geben, die
für einen Anwendungsnutzer relevant sind, aber vom Modellierer
nicht berücksichtigt worden sind. IFlow ermöglicht es dem Nutzer,
seine eigenen Informationsflusseigenschaften zu spezifizieren (siehe
Unterunterabschnitt 16.2.4.1). Solche Eigenschaften können anschlie-
ßend in der Tool-unabhängigen Sprache RIFL exportiert werden, um
die mit IFlow entwickelten Android-Anwendungen überprüfen zu
können (siehe Unterunterabschnitt 16.2.4.2). Um die Überprüfung
von intransitive Nichtinterferenz-Eigenschaften zu ermöglichen, kön-
nen die Anwendungen vor dem Analyseschritt entsprechend instru-
mentiert werden (siehe Unterunterabschnitt 16.2.4.3). Um die sichere
Benutzereingabe auf der Android-Plattform zu ermöglichen, wurde
eine Reihe von Sicherheitsmechanismen implementiert (siehe Unter-
unterabschnitt 16.2.4.5).
16.2.4.1 Spezifikation von Benutzereigenschaften
Zur Spezifikation der Informationsflusseigenschaften durch den Nut-
zer wird dieselbe Notation wie in MODELFLOW verwendet. Um
jedoch dem Benutzer die Modellierung solcher Eigenschaften mit ei-
nem UML-Editor zu ersparen, wurde hierfür ein leichtgewichtiger
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Editor MyFlows als eine Android-Anwendung entwickelt.
Abbildung 25 zeigt die Ansicht der Anwendung für die Fallstudie
ContactSMSManager (vgl. Kapitel 22). Damit ist es möglich, Informa-
tionsflusseigenschaften in derselben Notation wie in MODELFLOW
zu spezifizieren.
Die bisher benutzerspezifizierten Informationsflusseigenschaften
können in einer Listenansicht eingesehen werden (siehe
Abbildung 25a). Sollen neue Eigenschaften spezifiziert werden, so
wird hierfür die Editor-Ansicht der Anwendung verwendet (siehe
Abbildung 25b). Dort werden im Toolbox-Bereich alle anwendungs-
und plattformspezifischen Quellen und Senken der jeweiligen An-
wendung dargestellt, die aus ihrem Modell abgeleitet werden. Diese
können dem Workbench-Bereich hinzugefügt werden, und miteinan-
der verbunden werden. Dabei wird der Benutzer gefragt, ob der Infor-
mationsfluss zwischen der ausgewählten Quelle und Senke erlaubt
oder verboten werden soll (analog zu «allowedFlow» und «noFlow» in
MODELFLOW). Wie in MODELFLOW erhält die spezifizierte Eigen-
schaft eine Bezeichnung im Klartext (Abbildung 25b (a)), und kann
anschließend auf dem Gerät gespeichert werden (Abbildung 25b (b)).
(a) Auflistung der Informations-
flusseigenschaften
(b) Editor für Informatiosnflusseigenschaften
Abbildung 25: Benutzerdefinierte Informationsflusseigenschaften
16.2.4.2 RIFL-Export
Der Nutzer spezifiziert die Eigenschaften nicht für die komplette, ver-
teilte IFlow-Anwendung, wie dies der Fall in MODELFLOW ist, son-
dern nur für eine App-Anwendungskomponente, die auf seinem Ge-
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rät installiert werden soll. Dadurch kann der Nutzer sich vergewis-
sern, dass die von ihm spezifizierte Eigenschaft tatsächlich für den
Code gilt, der auf seinem Gerät ausgeführt wird.
Zur Überprüfung solcher Eigenschaften kann ein beliebiges Infor-
mationsflussanalysetool verwendet werden, das Android-Apps unter-
suchen kann wie etwa [2, 67]. Dazu können die Eigenschaften in der
toolunabhängigen Sprache RIFL (RS3 Information-Flow Specification
Language [25]) zur Spezifikation von Einschränkungen des Informa-
tionsflusses in einer Java- bzw. Android-Anwendung exportiert wer-
den.
rs3 information-flow specification language Mit RIFL
können Quellen, Senken, sowie Sicherheitsdomänen festgelegt wer-
den. Dabei können Quellen und Senken den Sicherheitsdomänen zu-
geordnet werden, zwischen denen die Informationsflussbeziehungen
festgelegt werden. Der Informationsfluss von einer Quelle zu einer
Senke ist daher dann erlaubt, wenn der Fluss zwischen den dazuge-
hörigen Sicherheitsdomänen als erlaubt spezifiziert ist.
Die konkrete Form der Quelle und Senke hängt dabei von der ver-
wendeten Sprache der Anwendung ab. RIFL spezifiziert in [25], wie
Quellen und Senken für Java-Quellcode und Dalvik-Bytecode ange-
geben werden sollen. Die Spezifikation der Sicherheitsdomänen und
ihrer Interferenzrelation ist dabei sprachunabhängig.
transformation der benutzerspezifizierten eigenschaf-
ten zu rifl Die Übersetzung von Quellen und Senken der be-
nutzerspezifizierten Eigenschaften zu RIFL erfolgt analog zur Trans-
formation der Quellen und Senken in MODELFLOW zu Annotatio-
nen des Programmabhängigkeitsgraphen, und wird in Unterunterab-
schnitt 16.2.2.1 erläutert. Dabei werden die Quellen und Senken im
Dalvik-Format spezifiziert, da es sich bei der zu analysierenden An-
wendung um eine Android-App handelt.
Eine Ausnahme stellen dabei Quellen bzw. Senken dar, die sich
außerhalb der betrachteten Anwendung befinden, wie etwa eine an-
dere Anwendungskomponente oder ihre Attribute. Da nur eine kon-
krete App anstatt der gesamten, verteilten Anwendung auf Informa-
tionsflussverletzungen geprüft werden soll, werden solche externen
Quellen bzw. Senken auf alle ein- bzw. ausgehenden Nachrichten der
betrachteten Anwendung abgebildet. Dadurch werden auch Informa-
tionsflüsse erfasst, die nicht nur direkt zwischen der betrachteten An-
wendung und der externen Quelle bzw. Senke existieren, sondern
auch solche, die über andere Anwendungskomponenten stattfinden.
Wird etwa nur die TravelPlanner-App der Travel Planner-Fallstudie
Kapitel 19 auf illegale Informationsflüsse zur Anwendungskompo-
nente Airline geprüft, so werden dadurch auch die Flüsse an die Tra-
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velAgency-Komponente betrachtet, die ihrerseits die erhaltenen Infor-
mationen an die Airline weiterleiten könnte.
16.2.4.3 Codeinstrumentierung zur Überprüfung der modellierten intran-
sitive Nichtinterferenz-Eigenschaften
Um auch intransitive Nichtinterferenz-Eigenschaften des finalen Co-
des einer IFlow-Anwendungskomponente überprüfen zu können,
wird der in Unterunterabschnitt 16.2.2.2 erläuterter Ansatz verfolgt.
Dabei wird der Rumpf der Deklassifikationsmethode decl (über die
der Informationsfluss von einer Quelle q zu einer Senke s erlaubt
wird) durch eine Return-Anweisung ersetzt, die ein mit Standard-
werten gefülltes Objekt zurückgibt. Anschließend kann beispielswei-
se mit JoDroid [67] überprüft werden, ob es in der so modifizierten
Anwendungskomponente ein Informationsfluss von q zu s vorliegt,
was einer transitiven Nichtinterferenz-Eigenschaft entspricht. Ist dies
der Fall, so besitzt die originale Anwendungskomponente nicht die
ursprüngliche intransitive Nichtinterferenz-Eigenschaft, da die Infor-
mation, die von q zu s fließt, nicht notwendigerweise von decl gefil-
tert bzw. anonymisiert wird.
Diese Modifikation der Anwendungskomponente kann jedoch nicht
wie in Unterunterabschnitt 16.2.2.2 beschrieben auf Quellcode-Ebene
vorgenommen werden, da nun nicht das abstrakte Codeskelett, son-
dern die finale, lauffähige App analysiert werden soll. Stattdessen
wurde ein Tool zur Instrumentierung des Bytecodes der finalen An-
wendungskomponente auf Basis von Soot [57] entwickelt. Hierbei
wird der Bytecode der App in den Zwischencode Jimple transformiert,
in dem alle Anweisungen der vorgegebenen Deklassifikationsmetho- Jimple ist eine
vereinfachte Version
von Java, die maxi-
mal drei Operanden
pro Anweisung
erlaubt [94]
de decl entfernt werden. Danach wird dem nun leeren Rumpf der
Methode eine Jimple-Return-Anweisung hinzugefügt, die ein leeres
Objekt vom korrekten Typ erzeugt und zurückgibt, um somit den In-
formationsfluss von den Eingabeparametern von decl zu dessen Aus-
gabeparameter zu eliminieren. Anschließend wird der resultierende
Jimple-Code in das Ursprungsvorformat zurück konvertiert, der nun
auf Informationsflussverletzungen hin überprüft werden kann.
Da es sich bei der zu überprüfenden Eigenschaft wieder um eine
transitive Nichtinterferenz-Eigenschaft handelt, kann diese ebenfalls
im RIFL-Format exportiert werden (vgl. Unterunterabschnitt 16.2.4.2).
Dieser Ansatz darf nur für intransitive Nichtinterferenz-Eigenschaf-
ten verwendet werden, die den Informationsfluss durch Deklassifi-
kationsmethoden erlauben, deren Sicherheit formal bewiesen wurde
(vgl. Unterunterabschnitt 15.2.2.2).
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16.2.4.4 Codeinstrumentierung der Deklassifikationsmethoden zur Infor-
mationsflusskontrolle
Trotz Anonymisierung oder Filterung der privaten Daten ist der Nut-
zer der Anwendung unter Umständen nicht damit einverstanden, die-
se Daten freizugeben. MODELFLOW erlaubt es, die Freigabe der Da-
ten vom Benutzer explizit bestätigen zu lassen, und die Notwendig-
keit dieser Bestätigung mit einer Informationsflusseigenschaft auszu-
drücken (vgl. Abbildung 12.2.2).
Wurde die Möglichkeit, dass der Benutzer mit der Freigabe der
Information nicht einverstanden ist, bei der Modellierung der An-
wendung nicht berücksichtigt, so kann diese Freigabe durch eine Co-
deinstrumentierung der finalen Anwendungskomponente verhindert
werden. Ist durch den in Unterunterabschnitt 16.2.2.2 beschriebenen
Ansatz sichergestellt worden, dass der Informationsfluss von einer
Quelle q zu einer Senke s nur über eine konkrete Deklassifikationme-
thode decl vorliegt, so kann durch das Installieren der instrumentier-
ten Anwendungskomponente (bei der decl lediglich Standartwerte
zurückgibt) jeglicher Informationsfluss von q zu s unterbunden wer-
den.
Dieser Ansatz entspricht einem anwendungsspezifischen Äquiva-
lent des dynamischen Berechtigungsmechanismus, der in Android
implementiert ist. Entscheidet sich der Benutzer einer Android-App
gegen die Freigabe der durch Zugriffsberechtigungen geschützten,
anwendungsunabhängigen Daten (wie etwa die GPS-Position des
Nutzers), so erhält die Anwendung stattdessen blinde Daten (wie et-
wa die GPS-Position „0, 0“), die keinen Rückschluss auf die originale
Information zulassen. Durch die beschriebene Codeinstrumentierung
kann dieser Grad an Sicherheit auch für anwendungsspezifische In-
formationen erreicht werden. Der vorgestellte Ansatz ist zudem fein-
granularer als der Berechtigungsmechanismus von Android, da die
geheime Information weiterhin der Anwendung zur Verfügung steht,
und zu anderen Senken fließen darf.
16.2.4.5 Sicherheit bei der Benutzereingabe
Benutzereingaben sind oft eine Quelle von geheimen Informationen
wie Kreditkarten- oder Kontaktdaten. Daher ist es notwendig sicher-
zustellen, dass (1) der Modellierer oder der Nutzer bei der Spezifikati-
on von Informationsflusseigenschaften auf solche Quellen verweisen
kann, (2) dem Nutzer bewusst ist, welche Eigenschaften für die ange-
forderte Eingabe gelten, und (3) ein Angreifer nicht in der Lage ist,
diese Eingabe zu stehlen.
MODELFLOW erlaubt die Modellierung der Benutzereingabe als
Quelle geheimer Information. Dies geschieht durch die Beschriftung
der Nachrichten der vordefinierten Benutzeroberfläche mit einer Er-
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läuterung ihres Inhalts (siehe auch Unterabschnitt 11.2.3). Diese Be-
schriftung kann bei der Modellierung von Informationsflusseigen-
schaften verwendet werden (siehe Tabelle 7), und wird dem Benutzer
bei der Eingabeaufforderung angezeigt. Dadurch bezieht sich eine
solche Eigenschaft nicht auf ein abstraktes Konzept wie ein Attribut
einer Anwendungskomponente, dessen Bezeichnung nicht unbedingt
dem Inhalt entsprechen muss, sonder auf eine konkrete Benutzerein-
gabe.
Abbildung 26a zeigt die Beschriftung einer solchen Nachricht der
vordefinierten Benutzeroberfläche der ContactSMSManager-Fallstudie
(siehe Kapitel 22 für die ausführliche Beschreibung der Anwendung),
die ihren Inhalt („The new contact“) im Klartext erläutert.
Abbildung 26c zeigt dabei die Beschriftung des komplexen Daten-
typ derselben Fallstudie, der den Inhalt der einzelnen Eingabefelder
wie „First name“ oder „Phone number“ festlegt.
(a) Beschriftete Benutzereingabe (b) App zur sicheren Benutzereingabe
(c) Beschriftung eines komplexen Da-
tentyps
(d) Bestätigung der Benutzereingabe
Abbildung 26: Sichere Benutzereingabe
Um dem Nutzer einer IFlow-Anwendung anzuzeigen, welche In-
formation von ihm angefordert wird, wurde die anwendungsüber-
greifende Android-App SecureInput zur sicheren Benutzereingabe ent-
wickelt (vgl. Abbildung 26b), die von jeder installierten IFlow-App
genutzt wird. Der eindeutige Bezeichner der aufrufenden IFlow-App
(Abbildung 26b, a), die angeforderte Eingabe (Abbildung 26b, b), so-
wie die Beschriftungen der Eingabefelder (Abbildung 26b, c) werden
automatisch aus dem Anwendungsmodell generiert. Mit „Show gua-
rantees“ kann die Informationsflusseigenschaft für diese Eingabe an-
gezeigt werden (vgl. Abbildung 47).
Es gibt eine Reihe von Risiken, die mit der Benutzereingabe auf der
Android-Plattform verbunden sind, und einige Angriffsvektoren wie
Phishing ermöglichen [9]. Um das Stehlen der Benutzereingabe durch
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böswillige Apps zu verhindern, wurden die folgenden Sicherheitsme-
chanismen implementiert:
• Der Nutzer bestimmt während der Installation der AnwendungDas geheime Symbol
wird im internen
Speicher der An-
wendung abgelegt,
auf das andere
Anwendungen
keinen Zugriff
haben, vgl. Unterun-
terabschnitt 17.3.2.2
ein individuelles, geheimes Symbol, das ihm bei jeder Aufforde-
rung zur Benutzereingabe angezeigt wird (vgl. Abbildung 26d).
Da die Android-Plattform dem Nutzer keine Möglichkeit bietet,
die Identität der angezeigten Anwendung zu erfahren, schützt
dieser Mechanismus (inspiriert von W3C Petname Tool zur Iden-
tifikation vertrauter Webseiten [18]) gegen böswillige Apps, die
sich als die legitime App zur sicheren Benutzereingabe ausge-
ben.
• Die legitime IFlow-App muss explizit bei der App zur sicheren
Eingabe registriert werden. Dies kann beispielsweise bei der In-
stallation der IFlow-App nach Bestätigung des Nutzers erfolgen.
Dadurch wird sichergestellt, dass eine böswillige App nicht in
der Lage ist, die App zur sicheren Eingabe aufzurufen, um den
Benutzer zur Eingabe geheimer Information aufzufordern. Da-
mit der Nutzer zwischen den Eingabeaufforderungen gleich be-
nannter IFlow-Apps unterscheiden kann, die evtl. verschiedene
Garantien für dieselben Daten bieten, wird zusätzlich zu diesen
Garantien auch der eindeutige Bezeichner des Aufrufers ange-
zeigt (vgl. Abbildung 26b, a)
• Um böswillige Apps vom Anzeigen eines transparenten Over-
lays über die Eingabefelder der App zur sicheren Benutzerein-
gabe und so das Stehlen der geheimen Eingabe abzuhalten,
muss der Overlay-Schutz der Android-Plattform genutzt wer-
den (siehe Unterunterabschnitt 17.3.2.6 für Details)
17
R E F I N E M E N T
Dieses Kapitel widmet sich der Frage, wie die formalen Beweise und
Ergebnisse der Codeanalysen sich im IFlow-Ansatz auf die finale
Anwendung übertragen lassen. Hierzu wird in Abschnitt 17.1 argu-
mentiert, dass das formale Modell sowie das Codeskelett äquivalent
bezüglich der in IFlow relevanten Sicherheitseigenschaften sind. Ab-
schnitt 17.2 belegt, dass die finale Anwendung im Vergleich zum Co-
deskelett keine weiteren Informationsverletzungen aufweist, solange
der manuell implementierte Code eine Reihe von festgelegten Krite-
rien erfüllt. Abschnitt 17.3 beschreibt die eingesetzten Sicherheitsme-
chanismen, Annahmen über die genutzten Plattformen, sowie Vorga-
ben für das Deployment und Betrieb der Anwendung, auf die sich
die Argumentation der vorhergehender Abschnitte stützt.
17.1 asm und das codeskelett
Damit die Informationsflusseigenschaften, die für ein formales Mo-
dell einer IFlow-Anwendung gezeigt wurden, sich auf ihren finalen
Code vererben, muss dieser Code eine Verfeinerung des formalen
Modells darstellen. Dabei gilt insbesondere, dass der Code keine zu-
sätzlichen Informationsflüsse enthält, die im formalen Modell nicht
berücksichtigt wurden und die garantierten Eigenschaften verletzen.
Dieser Abschnitt gibt eine Übersicht darüber, weshalb diese Verfei-
nerungsbeziehung zwischen dem formalen Modell und dem gene-
rierten Codeskelett besteht, während Abschnitt 17.2 die Beziehung
zwischen dem Codeskelett und der finalen Anwendung im Detail
diskutiert.
Bei der Transformation des Anwendungsmodell zum formalen Mo-
dell und zum Codeskelett wird sichergestellt, dass diese semantisch
äquivalent sind. Eine Regel der ASM entspricht dabei einer Sequenz
von funktional äquivalenten Java-Anweisungen, die den modellier-
ten MEL*-Code implementieren. Die Reihenfolge dieser Regeln wird
aus den Sequenzdiagrammen abgeleitet und durch das Setzen und
Abfragen von Mailboxen und Zustandsvariablen erzwungen, wäh-
rend diese im Programmcode durch die Hintereinanderausführung
der Java-Anweisungen sichergestellt wird.
Im Folgenden wird auf die Aspekte der Modelltransformation in
IFlow eingegangen, die bezüglich der Verfeinerung zwischen dem for-
malen Modell und Code betrachtet werden müssen. Dabei wird u.a.
argumentiert, dass der Codeskelett alle Speicherstellen des formalen
Modells enthält, und dass die Regeln der ASM funktional äquiva-
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lent sind zu den entsprechenden Sequenzen von Java-Anweisungen.
Details zu den Transformationen des Anwendungsmodells zum for-
malen Modell können unter Unterabschnitt 15.2.1 eingesehen werden.
Details zum Aufbau des Codeskelett sind unter Unterabschnitt 16.2.1
zu finden.
datentypen Primitive Datentypen von MODELFLOW werden
im formalen Modell auf abstrakte Datentypen abgebildet, während
im Java-Code sie auf semantisch äquivalente Java-Datentypen ge-
mappt werden.
Komplexe Datentypen sind in MODELFLOW garantiert zyklenfrei
(vgl. Abschnitt 10.1). Das Codeskelett ist zudem sharing-frei (verschie-
dene Referenzen zeigen auf verschiedene Java-Objekte, da bei Zu-
weisungen und Parameterübergabe eine tiefe Kopie des Java-Objekts
erstellt wird), und Null-frei (vgl. Abschnitt 11.1 und Unterunterab-
schnitt 17.2.1.3). Die Objektstruktur ist daher ein Baum, und alle
Komponentenattribute und lokale Variablen sind automatisch vori-
nitialisiert, so dass die Datentypen des Codeskeletts auf algebraische
Datentypen abgebildet werden dürfen.
komponenten Eine MODELFLOW-Klasse, die eine Komponen-
te repräsentiert, wird im Codeskelett auf eine Java-Klasse abgebil-
det, während sie im formalen Modell auf Instanzen der Sorte Agent
gemappt wird. Im formalen Modell wie im Code werden Service-
Komponenten als Singletons betrachtet, während mobile Apps mehr-
fach instantiiert werden können (vgl. Unterabschnitt 15.2.1 und Un-
terunterabschnitt 17.2.1.5).
speicherstellen Komponentenattribute und lokale Variablen
werden im formalen Modell auf Speicherstellen einer Komponen-
teninstanz abgebildet. Im Code werden Komponentenattribute als
Attribute der jeweiligen Komponentenklasse repräsentiert, während
lokale Variablen auf lokale Java-Variablen abegbildet werden. Beim
Erstellen neuer Objekte durch das MEL*-Schlüsselwort create wird im
Code mit new ein neues Java-Objekt erzeugt, während im formalen
Modell ein neues Element des entsprechenden abstrakten Datentyps
erzeugt wird. Der Zugriff auf Variablen und Attribute erfolgt im for-
malen Modell durch den Lookup der entsprechenden dynamischen
Funktion; im Code entspricht dies dem Zugriff auf Variablen und
Klassenattribute.
Im formalen Modell erhält jede Komponenteninstanz für jede ein-
gehende Nachricht eine separate Mailbox. Im Code entspricht eine
solche Mailbox dem formalen Eingabeparameter der Methode, die
diese Nachricht verarbeitet.
Zusätzlich dazu enthält das formale Modell Zustandsvariablen, die
die Reihenfolge der ASM-Regeln erzwingen. Die Zustandsvariablen
17.1 asm und das codeskelett 133
können im Anwendungsmodell weder explizit gelesen noch geschrie-
ben werden, sondern werden automatisch aus den Sequenzdiagram-
men generiert.
Im Code müssen diese Variablen nicht explizit implementiert wer-
den, sondern entsprechen dem Befehlszähler der Java Virtual Machi-
ne. Die Reihenfolge der Java-Anweisungen, die aus dem MEL*-Code
generiert werden, entsprecht dabei der modellierten Reihenfolge der
MEL*-Anweisungen.
aktionen Die modellierten MEL*-Anweisungen werden im for-
malen Modell zu Aktionen zusammengefasst, die als ASM-Regeln
repräsentiert sind. Im Code werden sie zu funktional äquivalenten
Java-Anweisungen transformiert, die auf dieselben Speicherstellen
zugreifen wie die dazu entsprechenden ASM-Regeln. In der Regel
entspricht eine ASM-Regel dem Rumpf einer automatisch generier-
ten Java-Nachrichtenbehandlungsmethode.
Der Check der manuellen Implementierung garantiert, dass die fi-
nale Anwendung keine zusätzlichen Informationsflüsse über weitere
Speicherstellen enthält, die bei der formalen Verifikation nicht berück-
sichtigt wurden (vgl. Unterabschnitt 16.2.3).
kopiersemantik MEL* und das formale Modell von IFlow ha-
ben eine Kopiersemantik, während Java eine Referenzsemantik hat.
Daher wird auch im generierten Codeskelett die Kopiersemantik er-
zwungen, indem bei jeder Zuweisung und Übergabe der Variablen
als Methodenparameter eine tiefe Kopie davon erstellt wird.
komponentenkommunikation Im formalen Modell entspricht
das Versenden einer Nachricht dem Schreiben dieser Nachricht in
die entsprechende Mailbox, wonach die ASM-Regel ausgeführt wird,
die diese Nachricht liest und verarbeitet. Im Codeskelett entspricht
dies dem Aufruf der zur ASM-Regel funktional äquivalenten Nach-
richtenbehandlungsfunktion, die die zu versendende Nachricht als
Methodenparameter erhält.
benutzerinteraktion und ablaufabbruch Da der Benut-
zer der mobilen Anwendung diese schließen bzw. neustarten kann,
simulieren die Komponenten, die im formalen Modell und im Co-
de die Benutzeroberflächen repräsentieren, einen solchen Ablaufab-
bruch, wonach der Ablauf von Anfang an neugestartet wird (sie-
he Unterunterabschnitt 17.2.1.5 für Details). Zudem simulieren diese
Komponenten auch die möglichen Interaktionen des Nutzers mit der
graphischen Oberfläche, indem sie die Reihenfolge der modellierten
Sequenzdiagramme permutieren.
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informationsflusseigenschaften des formalen modells
und des codeskeletts Da in IFlow die modellbasierte Forma-
lisierung der Nichtinterferenz-Eigenschaft von Rushby genutzt wird,
die für abstrakte Transitionssysteme definiert wurde, während die fi-
nale IFlow-Anwendung ein Java-Programm darstellt, wurde im Rah-
men des Projekts bewiesen, dass für ein System, das diese Eigenschaft
hat, gilt:
s1 ≈sources(a∗,d) s2 → run(s1,a∗) ≈d run(s2,a∗) (7)
sources(a∗,d)
ist nach Rushby
eine Menge von
Domänen, die bei
einer intransitiven
Nichtinterferenz-
Relation in der Se-
quenz von Aktionen
a∗ die Domäne d
interferieren dürfen
Gleichung 7 sagt aus, dass die Ausführung einer Sequenz von Ak-
tionen a∗ in zwei verschiedenen Zuständen s1 und s2, die bezüglich
ihrer „öffentlichen“ Speicherstellen gleich sind, in neuen Zuständen
resultiert, die ebenfalls bezüglich dieser Speicherstellen gleich sind.
Dies entspricht der sprachbasierten Formalisierung der Nichtinterfe-
renz-Eigenschaft für Programmcode [20, 96], wenn eine Sequenz von
Aktionen als ein Programm betrachtet wird. Der Zusammenhang zwi-
schen der PDG-Repräsentation des Java-Codes und der transitiven
Nichtinterferenz-Eigenschaft nach Rushby wurde bereits in Unterab-
schnitt 16.1.1 erläutert.
Dies zeigt, dass die Informationsflusseigenschaften, die für das for-
male Modell gezeigt wurden, sich auf die Sprachebene übertragen
lassen.
17.2 codeskelett und die finale anwendung
Das generierte Codeskelett einer IFlow-Anwendung hat zwei Funk-
tionen. Zum Einen wird das Skelett für die Informationsflussanaly-
se verwendet, und zum Anderen dient es als Basis für den Code
der finalen und ausführbaren Anwendung. Daher muss sichergestellt
werden, dass das Codeskelett sowohl eine geeignete Struktur besitzt,
der die Analyse unterstützt, als auch nach konservativen Erweiterung
und Verfeinerung lauffähig wird und die modellierte Funktionalität
bietet, ohne neue Informationsflussverletzungen einzuführen. Solche
Verfeinerungen sind verwirklicht durch weiteren automatisch gene-
rierten Code, IFlow-spezifische Bibliotheken, sowie die vom Entwick-
ler bereitgestellte manuelle Implementierung. In diesem Abschnitt
wird im Detail argumentiert, wie das Codeskelett und die finale An-
wendung bezüglich ihrer Informationflüsse zusammenhängen.
Die Softwarearchitektur einer IFlow-Anwendung unterteilt sie in
Anwendungskomponenten, sowie Anwendungsmodule, die über fest de-
finierte Schnittstellen eingebunden werden, und im Modell unterspe-
zifiziert sind.
Das Codeskelett nutzt eine abstrakte “Stub”-Implementierung der
Module. Die finale Anwendung besteht aus den Anwendungskom-In der Program-
mierung wird der
Programmcode,
der anstelle eines
anderen Codes steht,
als Stub bezeichnet
ponenten, die anstatt der Stubs die konkrete, plattformspezifische,
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und funktionale Implementierung der Module nutzt. Zudem wird
bei dem Codeskelett von dem konkreten Anwendungskontext abstra-
hiert, indem Annahmen darüber getroffen werden, die u.a. durch
plattformspezifische Sicherheitsmechanismen erfüllt werden (vgl. Ab-
schnitt 17.3).
Dabei implementieren die abstrakten Modul-Stubs eine geeigne-
te und konservative Überapproximation der Informationsflüsse ih-
rer konkreten und funktionalen Gegenstücke, wodurch die Informa-
tionsflussanalyse der Anwendung möglich wird, während der Co-
de der Anwendungskomponenten möglichst einfach gehalten wird.
Dies wird u.a. durch die Abstraktion einer verteilten Anwendung als
einen monolithischen Sicherheitskernel erreicht, woraus ein Program-
mabhängigkeitsgraph mit möglichst wenigen Knoten und Abhängig-
keitskanten erstellt werden kann, um falsch positive Ergebnisse bei
der Informationsflussanalyse zu vermeiden. “Konservativ” bedeutet
dabei, dass die kleinste Menge an möglichen Informationsflüssen an-
genommen wird, die das unterspezifizierte Modell zulässt. Dies ist
beispielsweise sinnvoll bei Black-Box-Modulen wie externe Kompo-
nenten, deren Verhalten man oft nicht kontrollieren oder analysie-
ren kann. So könnten die Daten, die ein externer Webservice erhält,
u.a. auch an andere Anwendungskomponenten über nicht modellier-
te Übertragungskanäle weitergeleitet werden, wovon aber bei konser-
vativer Abschätzung abstrahiert wird. “Überapproximation” bedeu- „Black Box“ ist
ein System, dessen
innere Struktur
nicht bekannt ist
tet, dass alle Flüsse erfasst werden, die in der konkreten Implemen-
tierung des Moduls möglich sind. “Geeignet” ist die Approximation
dann, wenn sie von der eingesetzten Informationsflusskontrolle mit
möglichst wenigen Fehlwarnungen analysiert werden kann.
Sind also alle Modul-Stubs geeignete, konservative Überapproximatio-
nen ihrer konkreten Gegenstücke, so weist die finale Anwendung kei-
ne weiteren Informationsflüsse auf als solche, die bei der Informati-
onsflussanalyse des Codeskeletts gefunden wurden.
Im Folgenden werden die Techniken vorgestellt, die eine solche
geeignete Abstraktion möglich machen, und anschließend wird die
Verfeinerung der Module im Einzelnen diskutiert. Da derselbe Code
des Anwendungskerns für Analyse und Ausführung verwendet wird,
muss hier nicht weiter darauf eingegangen werden.
17.2.1 Allgemeine Abstraktionstechniken
17.2.1.1 Abhängigkeit zwischen Parametern und Zustand des Moduls
Eine der oft angewandten Techniken für das Abstrahieren von Modu-
len ist die Simulation des Informationsflusses zwischen den Ein- und
Ausgabeparametern (und gegebenenfalls dem persistenten Zustands)
eines Moduls. So kann bei einem Modul—wie etwa einer manuellen
Methode, die eine Eingabe erwartet und eine Ausgabe liefert—in des-
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sen abstrahierten Version eine Abhängigkeit zwischen den Ein- und
Ausgabeparametern simuliert werden. Dies stellt eine Überapproxi-
mation der Informationsflüsse dar, die in der konkreten Implemen-
tierung des Moduls vorkommen können, da diese auch weniger In-
formationsflüsse zwischen der Ein- und Ausgabe haben kann. Dies
ist beispielsweise dann der Fall, wenn die Eingabe des Moduls ein
Objekt von einem komplexen Datentyp ist, und die konkrete Imple-
mentierung des Moduls nur auf eine Untermenge dessen Attribute
zugreift, um die Ausgabe zu generieren.
In den folgenden Abschnitten werden die Eingabe- und Ausgabe-
parameter eines Moduls als die Mengen I ⊆ {in1..inn} und O ⊆
{out1..outm} bezeichnet. Der persistente Zustand des Moduls wird
in der folgenden Pseudocode-Notation als sl zusammengefasst. Die
Informationsflusssimulation von einer Menge von Variablen in1..inn
zu einer weiteren Variable out wird als out = (in1, .., inn) notiert.
Um im Codeskelett eine solche Informationsflussabhängigkeit zwi-
schen zwei Variablen von beliebigen MODELFLOW-Datentypen zu
simulieren, stellt das IFlow-Framework in der IFlowUtility -Klasse
die statischen Methoden extractSecurityLevel sowie
getTaggedType zur Verfügung (vgl. Listing 21).
Die Methode extractSecurityLevel erhält als Parameter Objekte
von beliebigen MODELFLOW-Datentypen, und gibt einen Integer zu-
rück, der von allen Attributen des Objekts abhängt. Es ist für komple-
xe Datentypen nicht ausreichend, die Ausgabe der Methode lediglich
von der Referenz auf das Objekt abhängig zu machen: ist ein als ge-
heim annotiertes Datum im Attribut des übergebenen Objekts gespei-
chert, so gäbe es in dem dazugehörigen Programmabhängigkeitsgra-
phen keine Abhängigkeit zwischen diesem geheimen Datum und der
Ausgabe der Methode. Der Quellcode der extractSecurityLevel -Die in IFlow einge-
setzte, code-basierte
Informationsfluss-
analyse ist objekt-
sensitiv (siehe [35])
Methode für komplexe MODELFLOW-Datentypen ist in Listing 21,
Zeilen 3-36 abgebildet. Die Code-Generierung stellt zudem sicher,
dass komplexe Modelflow-Datentypen von der vordefinierten
SecurityLevelExtractor -Klasse erben, damit extractSecurity-
Level rekursiv auf alle Attribute solcher Datentypen angewandt
werden kann (vgl. Listing 4).
Die Methode getTaggedType erhält als Parameter den gewünsch-
ten Datentyp sowie den Integer, der von der extractSecurityLevel -
Methode erstellt worden ist, und gibt eine neue Instanz vom angege-
benen Datentyp zurück, die von diesem Integer und somit von allen
an die extractSecurityLevel -Methode übergebenen Objekte und
ihrer Attribute abhängt. Sie wird u.a. dafür verwendet, die Ausgabe-
parameter der Module zu erstellen, die von allen Eingabeparametern
abhängen. Der Quellcode der getTaggedType -Methode für komple-
xe Modelflow-Datentypen ist in Listing 21, Zeilen 37-64 abgebildet.
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17.2.1.2 Benutzersimulation
IFlow-Anwendungen interagieren mit dem Nutzer, was bei der Infor-
mationsflussanalyse berücksichtigt werden muss. Der Nutzer kann
Eingaben tätigen, sowie die Entscheidung treffen, welche der mög-
lichen Interaktionsmöglichkeiten als nächste ausgeführt werden soll.
Beides ist sowohl über die vordefinierte, als auch über die manuelle
Benutzeroberfläche möglich.
Offensichtlich sind diese Entscheidungen eines Benutzers von ei-
ner Vielzahl von Faktoren beeinflusst. Manche dieser Faktoren sind
bereits Teil des Anwendungsmodells: Beispiele dafür sind Anzeige
auf dem Bildschirm bzw. das Ablegen von Daten auf einem vom Be-
nutzer lesbaren Datenträger. Ist der Benutzer im Besitz eines Geräts,
auf dem er Administrator-Rechte besitzt, so kann er sogar den inter-
nen Zustand der lokalen IFlow-Apps auslesen (siehe auch Anhang D).
Solche Informationen, die für den Benutzer zugänglich sind, können
seine Entscheidung beeinflussen, wodurch es zu zusätzlichen Infor-
mationsflussabhängigkeiten kommt, die selbst im Code der finalen
Anwendung nicht repräsentiert sind. Diese Annahme würde jedoch
jede feingranulare Informationsflussanalyse verbieten, da alle Infor-
mationen auf dem Gerät des Nutzers als gleich geheim bzw. öffent-
lich angesehen werden müssten. Dies kann auf Wunsch bei der Mo-
dellierung berücksichtigt werden (indem u.a. alle IFlow-Apps diesel-
be Sicherheitsdomäne erhalten bzw. als Informationsflussquelle oder
-senke modelliert werden), ist in MODELFLOW jedoch keine zwin-
gende Voraussetzung.
Daher wird bei der Informationsflussanalyse für den Benutzer an-
genommen, dass seine Entscheidungen bezüglich der nächsten Inter-
aktion oder der eingegebenen Daten zufällig getroffen werden. Im
Folgenden wird die Benutzereingabe in der Pseudocode-Notation als
u bezeichnet. Im generierten Code wird hierfür die API der Klasse
UserSimulator der IFlow-Bibliothek verwendet, die nur vom Co-
deskelett verwendet wird und intern die Pseudozufallszahlgenerie-
rung von Java nutzt. Dadurch wird bei der statischen Informations-
flussanalyse sichergestellt, dass die Benutzereingabe nicht fix ist, und
von keinen weiteren Informationen abhängt. Dies ist v.A. wichtig,
wenn über die Benutzereingabe verzweigt wird: wäre die Benutzerein-
gabe zur Kompilationszeit fix, so würde die statische Informations-
flussanalyse des Bytecodes nur einen der beiden Fälle berücksichti-
gen. So würde das Programm in Listing 6 als sicher eingestuft wer-
den, wenn die Benutzereingabesimulation für u immer den Wert
false zurückgeben würde, da in diesem Fall die kritische Zuwei-
sung von geheimen Daten in high an die öffentliche Variable low
niemals ausgeführt werden könnte.
Listing 6: Verzweigung über die Benutzereingabe
1 int high;
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2 int low;
3 if(u) low = high;
17.2.1.3 Ausnahmebehandlung
Die im Code ausgelösten Exceptions können zu neuen, bei der Mo-
dellierung nicht berücksichtigten Programmabläufen führen, die ih-
rerseits potentiell unerwünschte Informationsflüsse ermöglichen (vgl.
[37]). Dazu zählen implizite Informationsflüsse, wenn die Ausnah-
me von einem Exception-Handler weiter oben auf dem Call-Stack
abgefangen wird. Bei der Informationsflussanalyse der Programm-
abhängigkeitsgraphen werden daher Abhängigkeitskanten von der
Anweisung, die eine Exception auslösen können, zu dem Exception-
Handler eingefügt.
Um die Informationsflussanalyse zu vereinfachen, und zu garan-
tieren, dass sich die finale Anwendung wie das formale Modell ver-
hält, wird bei der Code-Generierung sichergestellt, dass keine der
Anweisungen Exceptions auslösen kann. Die MEL*-Sprache ist dabei
garantiert Null-frei (vgl. Abschnitt 11.1), während bei den Modulen
darauf geachtet wird, dass diese keine Laufzeitfehler auslösen und
keine Null-Referenzen zurückgeben. Dazu wird bei der konkreten
Implementierung der Module darauf geachtet, dass sie alle potentiell
auftretenden Laufzeitfehler intern abfangen, und im Ausnahmefall
ein neues Objekt statt einer Null-Referenz zurückgeben. Alle Kompo-
nentenattribute werden zudem mit Standardwerten initialisiert. Das
Auftreten eines Laufzeitfehlers und die Rückgabe eines neuen Ob-
jekts kann nur von den Eingabeparametern des Moduls sowie den
plattformspezifischen Quellen abhängen, auf die das Modul zugrei-
fen darf. Diese Informationsflussabhängigkeit zwischen den Ein- und
Ausgabeparametern sowie den plattformspezifischen Quellen und
Senken muss bei der IF-Simulation jedes einzelnen Moduls sicherge-
stellt werden (siehe Unterabschnitt 17.2.2 für Details). Dadurch wird
garantiert, dass der modellierte Programmfluss auch von der finalen
Anwendung eingehalten wird, und alle durch Exceptions potentiell
auftretenden Informationsflüsse bei der Analyse berücksichtigt wer-
den.
17.2.1.4 Komponentenkommunikation
Bei IFlow-Anwendungen handelt es sich um verteilte Systeme, was
bei der Informationsflussanalyse berücksichtigt werden muss. Die fi-
nale IFlow-Anwendung besteht aus einer oder mehreren Android-
Anwendungspaketen (APKs) und kompilierten Play-Web-Service-Pa-
keten, die von dem verwendeten Informationsflussanalysetool nicht
als eine Gesamtanwendung analysiert werden kann. Selbst wenn man
den Quellcode der Android-Apps und Webservices unverändert zu
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einer Codebasis zusammenführt, würde die Informationsflussanaly-
se zu ungenau ausfallen. Dies liegt daran, wie die eingehenden Nach-
richten von den unterliegenden Plattformen behandelt werden. Das
Android-System ruft hierfür die onCreate -Methode der in Android-
Manifest.xml spezifizierten Activity auf, in der der App-Entwickler
die vom Nachrichteninhalt abhängige Aktion ausführt. Das Play-Fra- AndroidMani-
fest legt u.a. die
Struktur und
Schnittstellen
einer Android-App
fest, und wird in
IFlow automatisch
generiert
mework leitet die empfangene Nachricht an die Nachrichtenbehand-
lungsmethode weiter, die in der routes -Datei des Webservices spe-
zifiziert ist.
routes legt u.a. die
Schnittstellen eines
Play-Webservices
fest, und wird in
IFlow automatisch
generiert
In beiden Fällen wird beim Erhalten einer eingehenden Nachricht
unabhängig von ihrem Typ oder Inhalt in jeder Komponente dieselbe
Java-Methode aufgerufen. Ein vereinfachter Code-Fragment, der die-
sen Umstand illustriert, ist in Listing 7 abgebildet. ComponentA bzw.
ComponentB repräsentieren dabei jeweils entweder eine Android-
App oder einen Webservice. Die generische Methode
handleIncomingMsg entspricht entweder der Android-Lebenszyklus-
Methode onCreate oder der internen Play-Framework-Methode, die
die Nachricht an eine spezifische Nachrichtenbehandlungsmethode
des Webservices weiterleitet. Dies stellt für eine statische Codeana-
lyse eine Herausforderung dar, da dabei nicht zwischen Nachrich-
tentypen oder -inhalt unterschieden werden kann. Bei der Informa-
tionsflussanalyse resultiert diese Umstand in einer unerwünschten
Überapproximation: so würde eine statische Informationsflussana-
lyse das in Listing 7 abgebildete Programm als unsicher einstufen
(wenn ComponentA.highSource als geheim und ComponentB.
lowSink als öffentlich annotiert sind), obwohl die geheimen Daten
niemals öffentlicher werden.
Listing 7: Vereinfachter Java-Code der Behandlung von eingehenden Nach-
richten bei Android und Play
1 class Msg { int type, content; }
2
3 class ComponentA {
4
5 static int highSource;
6
7 public static void sendMsg1(){
8 Msg msg1 = new Msg();
9 msg1.type = 1;
10 msg1.content = highSource;
11 ComponentB.handleIncomingMsg(msg1);
12 }
13 }
14
15 class ComponentB {
16
17 static int highSink, lowSink;
18
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19 public static void handleIncomingMsg(Msg msg){
20 if(msg.type == 1) receiveMsg1(msg);
21 else receiveMsg2(msg);
22 }
23
24 public static void receiveMsg1(Msg msg){
25 highSink = msg.content;
26 }
27
28 public static void receiveMsg2(Msg msg){
29 lowSink = msg.content;
30 }
31 }
Daher werden im Codeskelett der IFlow-Anwendungen die für
den Nachrichtentyp spezifischen Nachrichtenbehandlungsmethoden
direkt aufgerufen, ohne eine generische Nachrichtenbehandlungsme-
thode wie handleIncomingMsg in Listing 7 zu verwenden. Ein ver-
einfachter Code-Fragment, der diesen Umstand illustriert, ist in Lis-
ting 8 abgebildet. Die generische Nachrichtenbehandlungsmethode
handleIncomingMsg ist dennoch Teil des Codeskeletts, da sie in der
finalen Anwendung beim Empfang einer Nachricht von der verwen-
deten Plattform automatisch aufgerufen wird. Die automatische Co-
degenerierung sorgt dafür, dass bei einer eingehenden Nachricht die
korrekte Nachrichtenbehandlungsmethode aufgerufen wird.
Listing 8: Vereinfachter Java-Code der Behandlung von eingehenden Nach-
richten im Codeskelett einer IFlow-Anwendung
1 class Msg { int type, content; }
2
3 class ComponentA {
4
5 static int highSource;
6
7 public static void sendMsg1(){
8 Msg msg1 = new Msg();
9 msg1.type = 1;
10 msg1.content = highSource;
11 ComponentB.receiveMsg1(msg1);
12 }
13 }
14
15 class ComponentB {
16
17 static int highSink, lowSink;
18
19 public static void receiveMsg1(Msg msg){
20 highSink = msg.content;
21 }
22
23 public static void receiveMsg2(Msg msg){
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24 lowSink = msg.content;
25 }
26
27 public static void handleIncomingMsg(Msg_ msg_){
28 Msg msg = IFlow.convertIncomingMsg(msg_)
29
30 if(msg.type == 1) ComponentB.receiveMsg1(msg);
31 else ComponentB.receiveMsg2(msg);
32 }
33 }
Damit das Codeskelett als Teil der finalen Anwendung verwendet
werden kann, müssen diese direkten Aufrufe auf den plattformspe-
zifischen Nachrichtenübertragungsmechanismus abgebildet werden.
Dies wird durch die Verwendung von Proxy-Klassen in der fina-
len Anwendung gelöst. Kommunizieren im Anwendungsmodell die
Komponenten ComponentA und ComponentB miteinander, so wird im
finalen Quellcode von ComponentA (sei es eine Android-App oder ein
Webservice) die Klasse, die die Komponente ComponentB repräsen-
tiert, durch eine Proxy-Klasse ersetzt, die dasselbe Interface wie das
Original implementiert. In Listing 9 ist der Pseudo-Code einer sol-
chen Proxy-Klasse abgebildet, die die Kommunikationsstruktur der
finalen IFlow-Anwendung skizziert. Diese Proxy-Klassen gehören zu
den Artefakten der finalen Anwendung, und werden automatisch ge-
neriert (vgl. Abbildung 2)
Listing 9: Vereinfachter Java-Code einer Proxy-Klasse aus dem finalen Code
einer IFlow-Anwendung
1 class ComponentB {
2
3 public static void receiveMsg1(Msg msg){
4 IFlow.sendOutgoingMessage("CompontentB", msg);
5 }
6
7 public static void receiveMsg2(Msg msg){
8 IFlow.sendOutgoingMessage("CompontentB", msg);
9 }
10
11 }
Diese Klasse ist zuständig für die Kodierung des Inhalts der zu
versendenden Nachricht als ein JSON-String, die Konvertierung die-
ser Nachricht in ein plattformspezifisches Format (z.B. ein Android-
Intent oder ein HTTPS-Request) und das Versenden der Nachricht an
die jeweilige Zielkomponente (vgl. Listing 9, Zeilen 4 und 8). JSON steht für
JavaScript Object
Notation, und
ist ein Standard-
Datenformat
zum Datenaus-
tausch zwischen
Anwendungen
Das Empfangen von Nachrichten wird der generischen Nachrich-
tenbehandlungsmethode übernommen, die von der unterliegenden
Plattform aufgerufen wird (vgl. Listing 8, Zeile 27). Dort wird sie
in das IFlow-Format konvertiert, und an die spezifische Nachrichten-
behandlungsmethode weitergeleitet (vgl. Listing 8, Zeile 28). Dieses
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Machanismus stellt die Nachrichtenreihenfolge und den modellierten
Programmfluss sicher, und wird im Folgenden für jeden Komponen-
tentyp im Detail erläutert.
app-zu-app-kommunikation Die Kommunikation zwischen
IFlow-Apps wird mit Hilfe von expliziten, Signatur-geschützten An-
droid-Intents gelöst. Dadurch stellt die Android-Plattform sicher, dass
die Nachrichten von keinen anderen Apps auf dem Benutzergerät
abgefangen werden können (siehe Unterunterabschnitt 17.3.2.4 für
Details).
Die IFlow-Nachrichten werden vor dem Versand mit JSON codiert
und als ein Android-Intent verpackt.
Zum Versand der Nachricht wird die Lifecycle-Methode des An-
droid-Frameworks startActivityForResult verwendet, die die
Empfänger-App aufruft und ihr die Nachricht als Android-Intent
übergibt (vgl. Pseudo-Code in Listing 9, Zeilen 4 und 8, bzw. Lis-
ting 27 für die konkrete Implementierung in der IFlow-Bibliothek).
Der Empfänger des Intents wird aus dem Anwendungsmodell ent-
nommen und entspricht dem Paket- und Klassennamen der model-
lierten Ziel-App. Damit die Antwort der Ziel-App korrekt behandelt
werden kann, wird eine Callback-Methode angegeben, die das von
der Ziel-App erhaltene und als JSON kodierte Intent deserialisiert
und an die korrekte Nachrichtenbehanldungsmethode der Aufrufer-
App weiterleitet. Diese Callback-Methode wird in der Android-Life-
cycle-Methode onActivityResult der Aufrufer-App beim Erhalten
eines Antwort-Intents ausgeführt.
Die App, die ein mit startActivityForResult versandtes Intent
empfängt, spezifiziert in ihrer AndroidManifest-Datei die Activity, die
dieses eingehende Intent mit der Standard-Funktion des Android-
Frameworks onCreate bearbeiten soll. In IFlow-Apps ruft onCreate
die Codeskelett-Methode handleIncomingMsg() auf (vgl. Pseudo-
Code in Listing 8, Zeile 27), die den Inhalt des Intents deserialisiert
und an die spezifische Nachrichtenbehandlungsmethode weiterleitet.
Durch die automatische Generierung der AndroidManifest.xml-Datei,
der handleIncomingMsg sowie der Callback-Methoden zur Bahand-
lung der eingehenden Intents wird sichergestellt, dass der modellier-
te Nachrichtenfluss eingehalten wird und sich die finale Anwendung
äquivalent zum Codeskelett verhält.
app-zu-gui-kommunikation Die Kommunikation zwischen
IFlow-Apps und einer manuellen grafischen Oberfläche funktioniert
analog zur Kommunikation zwischen IFlow-Apps. Die modellierten
IFlow-App und ihre GUI werden als zwei Android-Activities einer
Anwendung implementiert. Dabei agiert die GUI-Komponente im-
mer als der Aufrufer der IFlow-App. Der Entwickler der GUI-Kom-
ponente nutzt die automatisch generierte Proxy-Klasse, die die auf-
17.2 codeskelett und die finale anwendung 143
zurufende IFlow-App repräsentiert, um mit dieser App zu kommu-
nizieren.
Die Nachrichtenkodierung sowie Kommunikation über Intents ver-
läuft wie weiter oben beschrieben, da es sich in beiden Fällen um
Kommunikation zwischen Android-Activities handelt.
app-zu-user-kommunikation Bei der Kommunikation
zwischen IFlow-Apps und der vordefinierten User-Komponente un-
terscheidet man zwischen einer in die App eingebetteten Benutze-
roberfläche und einer separaten App für sichere Benutzereingabe
mit annotierten Eingabefeldern. Im ersten Fall wird ein Android-
Fragment in die Activity der Aufrufer-App geladen, und beim Ein Android-
Fragment repräsen-
tiert einen Teil der
Benutzeroberfläche
einer App
Drücken des Bestätigungsknopfes die eingegebenen Daten an die von
der Aufrufer-App spezifizierte Callback-Methode übergeben, die die
spezifische Nachrichtenbehandlungsbethode des Aufrufers ausführt
(für Details siehe Unterunterabschnitt 17.2.2.4). Im zweiten Fall funk-
tioniert die Inter-App-Kommunikation analog zur Kommunikation
zwischen IFlow-Apps.
app-/service-zu-service-kommunikation Kommunikation
zwischen IFlow-Apps bzw. -Services und anderen IFlow-Services
wird mit Hilfe von HTTPS-POST-Anfragen gelöst. Dadurch kann si-
chergestellt werden, dass die Nachrichten nicht abgehört oder mani-
puliert werden können (vgl. Unterunterabschnitt 17.3.2.5).
Die IFlow-Nachrichten werden vor dem Versand mit JSON codiert
und als eine POST-Nachricht versandt (vgl. Pseudo-Code in Listing 9, POST ist eine der
in HTTP möglichen
Anfragemethoden
zum Übertragen von
Daten
Zeilen 4 und 8).
Zum Versand der Nachrichten wird die Apache-Bibliothek für
HTTP-Kommunikation verwendet. Das Ziel der POST-Anfrage wird
aus der Config-Datei ausgelesen, in der die URL des Webservices
vom Entwickler angegeben ist. Analog zur Kommunikation zwischen Config ist eines der
automatisch gene-
rierten Artefakte der
finalen Anwendung,
vgl. Abbildung 2
IFlow-Apps wird auch hier eine automatisch generierte Callback-
Methode angegeben, die beim Erhalten einer Antwort vom Webser-
vice die spezifische Nachrichtenbehandlungsmethode aufruft.
Der Play-Webservice, der die POST-Anfrage erhält, spezifiziert in
seiner routes-Datei die Nachrichtenbehandlungsmethode, die diese
Anfrage bearbeiten soll. Darin wird die Nachricht deserialisiert und
wie im Modell spezifiziert behandelt.
Durch die automatische Generierung der routes-Datei sowie der
Callback-Methoden zur Behandlung der eingehenden HTTPS-Ant-
wortnachrichten wird sichergestellt, dass der modellierte Nachrich-
tenfluss eingehalten wird und sich die finale Anwendung äquivalent
zum Codeskelett verhält.
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17.2.1.5 Programmabläufe
IFlow-Anwendungen werden bei der Informationsflussanalyse als se-
quentielle Programme betrachtet. Es muss somit sichergestellt wer-
den, dass in dem analysierten sequentiellen Programm alle Abläufe
betrachtet werden, die auch in der Realität vorkommen können. Fol-
gende Punkte müssen dabei berücksichtigt werden, die bei der Aus-
führung der finalen Anwendung eine Rolle spielen:
• Permutation der modellierten Programmabläufe zur Simulation
beliebiger Aufrufreihenfolge durch den Nutzer
• Implizite Programmablaufabbrüche
• Neustart einer App-Komponente
• Aufruf der Webservices durch andere Systemnutzer bzw. An-
greifer
permutation der modellierten programmabläufe In
MODELFLOW können mehrere Programmabläufe modelliert wer-
den (siehe Unterabschnitt 11.2.5). Es muss daher sichergestellt wer-
den, dass jede in der Realität mögliche Reihenfolge dieser Abläufe
vom sequentiellen Programm erfasst wird.
Solche Programmabläufe werden von der manuellen grafischen Be-
nutzeroberfläche angestoßen, deren Verhalten bis auf den Versand
und das Erhalten von Nachrichten nicht weiter spezifiziert ist. So-
mit ist die Reihenfolge, in der die Programmabläufe in der finalen
Anwendung ausgeführt werden können, von der manuellen Imple-
mentierung dieser Benutzeroberfläche sowie von der Benutzereinga-
be abhängig. Dieser Umstand wird in der Stub-Implementierung der
manuellen Benutzeroberfläche durch Abbildung aller möglichen Per-
mutationen der modellierten Programmabläufe simuliert, und wird
in Unterunterabschnitt 17.2.2.5 im Detail erläutert.
implizite programmablaufabbrüche Die modellierten Pro-
grammabläufe sind in der finalen Anwendung nicht atomar; wird
der Benutzer aufgefordert, mit der vordefinierten Benutzeroberfläche
zu interagieren, so kann er den Programmablauf abbrechen, indem
er den „Back-“ bzw. „Home-Button“ auf seinem mobilen Gerät betä-
tigt. Solche impliziten Abbrüche der Programmabläufe werden durch
die Stub-Implementierung der vordefinierten Benutzeroberfläche ab-
gebildet. Hierfür wird abhängig von der simulierten Benutzerabgabe
der aktuelle Programmablauf entweder fortgeführt oder zurückge-
setzt, was in Unterunterabschnitt 17.2.2.4 im Detail beschrieben wird.
neustart einer app-komponente Neben einem vom Benut-
zer initiierten Abbruch und Neustart eines modellierten Programma-
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blaufs kann die gesamte App vom Benutzer (oder sogar dem Betriebs-
system, falls die Systemressourcen des mobilen Geräts knapp werden
komplett geschlossen und zu einem späteren Zeitpunkt wieder ge-
öffnet werden. Eine App-Komponente unterscheidet sich somit von
einem Webservice, der im regulären Betrieb weder vom Nutzer noch
vom Betriebssystem neugestartet wird.
Im Codeskelett entspricht dies einem impliziten Programmablau-
fabbruch, wonach ein beliebiger weiterer modellierter Programmab-
lauf stattfinden kann, was bereits in den vorherigen Abschnitten be-
schrieben wurde. Zusätzlich ist es notwendig, dass der interne Zu-
stand der finalen Anwendung vor und nach dem Neustart einer App
gleich bleibt, da jede Komponente im analysierten Codeskelett als ein
Singleton mit einem persistenten Zustand abgebildet wird (vgl. Un-
terunterabschnitt 17.2.1.4). Dies wird für jede App sichergestellt, in-
dem der Inhalt jedes modellierten Komponentenattributs mittels der
Android SharedPreferences -API bei jedem Schließen und Öffnen
der Anwendung im Dateisystem persistent ablegt bzw. daraus wie-
derherstellt wird. Diese Funktionen werden bei jedem Schließen bzw.
Neustart der App mittels der Android Lifecycle -API aufgerufen,
wodurch garantiert wird, dass der interne Zustand jeder IFlow-App
persistent ist.
aufruf der webservices durch andere systemnutzer Im
Gegensatz zu IFlow-Apps, die gegen den externen Aufruf durch an-
dere Apps geschützt sind (siehe Unterunterabschnitt 17.3.2.4 für De-
tails), können andere Systemnutzer jederzeit die Schnittstellen eines
IFlow-Webservices aufrufen. Dabei kann es sich sowohl um andere
legitime Systemnutzer handeln, aber auch um einen Angreifer, der
sich nicht an die modellierten Programmabläufe halten muss. Dieser
Umstand sowie dessen Folgen für die möglichen Informationsflüsse
sind in Unterabschnitt 12.2.4 im Detail diskutiert worden.
Um die nicht explizit modellierten Aufrufe der Webservices im Co-
deskelett zu simulieren, und gleichzeitig den Informationsfluss zwi-
schen Systemnutzern zu entdecken, ist es naheliegend, solche Benut-
zer als Instanzen von Klassen abzubilden, die in MODELFLOW mo-
bile Apps repräsentieren.
Die statische Informationsflussanalyse von JOANA ist jedoch nicht
in der Lage, dynamisch angelegte Objekte für die Informationsfluss-
analyse als geheim bzw. öffentlich zu annotieren, weshalb Eigenschaf-
ten wie „Es gibt keinen Informationsfluss zwischen verschiedenen
Systemnutzern“ mit einem solchen Ansatz nicht garantiert werden
können. Zudem können öffentliche Webservice-Schnittstellen auch
von potentiellen Angreifern angesprochen werden, die sich nicht an
das modellierte Verhalten halten müssen.
Stattdessen wird wie in Unterabschnitt 12.2.4 beschrieben der kon-
krete, legitime Nutzer von allen anderen Nutzern und Angreifern
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unterschieden, die im Codeskelett zu einer Einheit zusammengefasst
werden.
Im Folgenden wird diese Einheit OtherUser genannt, und wird
durch die Codeskelett-Klasse OtherUser abgebildet (vgl. Pseudo-
Code dieser Klasse in Listing 10). Sie erhält einen gemeinsamen Spei-
cher sl, wodurch simuliert wird wird, dass die Nutzer und Angreifer
innerhalb dieser Einheit miteinander kooperieren und untereinander
Informationen austauschen können.
Seien ws1(var payload)..wsn(var payload) die Nachrichtenbe-
handlungsmethoden aller modellierten Webservices, wobei payload
die übertragenen Nachrichten repräsentieren. Das Codeskelett emu-
liert eine beliebige Anzahl von solchen Webservice-Aufrufen in einer
beliebigen Reihenfolge, indem der Code der OtherUser -Klasse die
Nachrichtenbehanldungsmethoden dieser Services aufruft (vgl. Zei-
len 6-8 in Listing 10). Die Reihenfolge und Anzahl dieser Aufrufe
hängt dabei von der emulierten Benutzereingabe u ab (vgl. Zeilen 4-
8), während der Nachrichteninhalt payload vom internen Speicher
sl der OtherUser -Einheit sowie der zufälligen Benutzereingabe ab-
geleitet wird (vgl. Zeile 5). Die Antwort des Webservices wird durch
die Nachrichtenbehandlungsmethoden in1(var in)..inn(var in)
(vgl. Zeilen 11-13) verarbeitet, wobei die erhaltene Nachricht in in
den internen Speicher sl einfließt. Dadurch hängt jede von OtherUser
versandte Nachricht von jeder von den Webservices erhaltenen Ant-
wortnachrichten ab, womit alle in der Realität möglichen Informati-
onsflüsse innerhalb der Gruppe der legitimen Nutzer und Angrei-
fer überapproximiert werden (unter der Annahme, dass keine weite-
ren Informationsflüsse außerhalb des modellierten Systems wie etwa
durch Social Engineering stattfinden; siehe Beschreibung des Anwen-
dungskontextes in Abschnitt 17.3).
Listing 10: Pseudocode der IF-Simulation eines beliebigen Webserviceaufru-
fers
1 class OtherUser {
2 var sl;
3 public init(){
4 while(u){
5 payload = (sl,u);
6 if(u == 1) ws1(payload);
7
...
8 if(u == n) wsn(payload);
9 }
10 }
11 public in1(var in){ sl = (sl,in); }
12
...
13 public inn(var in){ sl = (sl,in); }
14 }
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Um zu simulieren, dass OtherUser zum beliebigen Zeitpunkt mit
den modellierten Webservices interagieren kann, werden die Pro-
grammabläufe des konkreten, legitimen Nutzers mit den Aktionen
von OtherUser permutiert. Dies geschieht durch den aufeinanderfol-
gende Aufrufe der init() -Methoden von OtherUser sowie der ma-
nuellen Benutzeroberfläche Gui (siehe Unterunterabschnitt 17.2.2.5
für Spezifikation ihrer Simulation), was durch Pseudocode in Lis-
ting 11 veranschaulicht wird. Da jede dieser Methoden eine beliebige Enthält die Anwen-
dung keine manuelle
Oberfläche, so erhält
eine Anwendungs-
komponente eine
init -Methode,
die den einzigen
modellierten
Programmablauf
anstößt
Anzahl der Programmabläufe bzw. Webserviceaufrufe in einer be-
liebigen Reihenfolge implementiert, und mehrere Aufrufe desselben
Webservices innerhalb eines modellierten Programmablaufs von den
Modellierungsrichtlinien ausgeschlossen sind (siehe
Unterabschnitt 11.2.6), werden bei der Informationsflussanalyse alle
möglichen Permutationen solcher Abläufe bzw. Aufrufe berücksich-
tigt. Um in der realen Anwendung Interweaving und Nebenläufigkeit
der Webservices auszuschließen, ist die Webservicekommunikation
als synchron, und ihre Nachrichtenbehandlungsmethoden als syn-
chronisiert implementiert.
Listing 11: Pseudocode der IF-Simulation aller möglichen Programmabläufe
1 class Main {
2 public main(){
3 while(u){
4 Gui.init();
5 OtherUser.init();
6 }
7 }
8 }
In Abschnitt 10.4 wurde beschrieben, wie Zugriff auf bestimmte
Speicherbereiche eines Webservices (modelliert und implementiert
als Einträge einer Map) nur authentifizierten Nutzern erlaubt wird.
Auf Implementierungsebene wird also sichergestellt, dass ein Angrei-
fer (bzw. ein weiterer legitimer Nutzer) auf den Map-Eintrag eines
legitimen Systemnutzers nicht zugreifen darf (so wie beispielsweise
der individuelle Kontostand eines Nutzers anderen Systemnutzern
in der Banking-Fallstudie nicht bekannt wird, vgl. Kapitel 20). Auch
dieser Umstand muss bei Informationsflusssimulation des OtherUser
berücksichtigt werden, um false positives bei der Analyse des Infor-
mationsflusses zwischen Systemnutzern zu vermeiden, da eine stati-
sche Codeanalyse nicht zwischen Zugriffen auf benutzerspezifische
Map-Einträge unterscheiden kann. Hierzu wird von jeder Klasse, die
einen Webservice mit einer solchen Map repräsentiert, eine Schatten-
kopie erstellt. Diese Schattenkopie implementiert dieselben Webser-
viceschnittstellen und Verhalten wie das Original, greift jedoch bei
nicht zugriffgeschützten Webservice-Attributen auf die Attribute des
Originals zu. Bei Map-Attributen, deren Einträge zugriffsgeschützt
sind, greift die Schattenkopie stattdessen auf eigene Komponente-
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nattribute zu. OtherUser kommuniziert dabei mit den Schattenkopi-
en der Webservices, so dass die Webserviceaufrufe in1(var in)..
inn(var in) in Listing 10 sich auf diese Schattenkopien beziehen.
Abbildung 27 illustriert diesen Mechanismus anhand der Bankin-
gApp-Fallstudie. Abbildung 27a zeigt die AnwendungskomponenteSiehe Kapitel 20 für
eine Beschreibung
der Fallstudie
Bank, die eine zugriffgeschützte Map accounts, sowie ein nicht zugriff-
geschütztes Attribut balance enthält. Um die Nichtinterferenz zwi-
schen der Anwendungskomponente BankingApp und OtherUser zu
zeigen, wird in Abbildung 27b eine Schattenkopie von Bank erstellt,
mit der OtherUser interagiert. Diese Schattenkopie enthält eine eigene
Kopie der Map accounts, teilt sich jedoch das Attribut balance mit der
Original-Bank.
(a) Komponenten der BankingApp-Fallstudie (b) Schattenkopie der Bank-
Komponente
Abbildung 27: Abstraktion zugriffgeschützter Maps für Informationsfluss-
kontrolle
Auf diese Weise wird abgebildet, dass Nutzer in der Gruppe Othe-
rUser mit denselben Webservices und ihren Attributen wie der kon-
krete, legitime Nutzer interagiert (da die Schattenkopien der Webser-
vices dasselbe modellierte Verhalten wie die Originale implementie-
ren), jedoch keinen Zugriff auf die zugriffsgeschützten Speicherberei-
che des legitimen Nutzers zugreifen können (da OtherUser und der
legitime Nutzer dabei auf verschiedene, voneinander unabhängige
Speicherstellen zugreifen). Um zu garantieren, dass die Zugriffskon-
trolle ohne Kenntnis der Authentifikationsdaten des legitimen Nut-
zers nicht umgangen werden kann (etwa durch Versand des gesam-
ten Map-Inhalts als eine Nachricht), da der resultierende Informa-
tionsfluss durch den vorgestellten Analyseansatz nicht entdeckt wer-
den könnte, wird auf Modellierungsebene der Zugriff auf solche Map-
Attribute stark eingeschränkt (siehe Unterabschnitt 11.2.6).
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17.2.2 Anwendungsmodule
Im Folgenden werden die Module im Einzelnen diskutiert. Zunächst
wird die Funktionalität des Moduls kurz beschrieben, und dessen
Interaktion mit der Umgebung spezifiziert. Danach werden die An-
nahmen über die konkrete Implementierung des Moduls aufgezählt,
und im Anschluss die IF-Simulation des Moduls gezeigt, die diese
Annahmen im Codeskelett implementiert. Abschließend wird disku-
tiert, wie die konkrete Implementierung diese Annahmen erfüllt.
Bei allen Modulen werden nur die relevanten Informationsflüsse
zwischen ihren Ein- und Ausgabeparametern ({in1..inn} = M ∩ C
und {out1..outm} = M ∩ C) sowie plattformspezifischen Quellen Q
und Senken S innerhalb des Moduls betrachtet. Dabei ist M die Men-
ge aller Speicherbereiche, auf die das Modul zugreift, und C die
Menge der Speicherbereiche, auf die die Anwendungskomponenten
zugreifen. Informationsflüsse von und zu lokalen Variablen und als
nicht kritisch angesehenen plattformspezifischen API-Aufrufen wer-
den nicht speziell betrachtet, da dadurch allein keine unerwünsch-
ten Informationsflüsse verursacht werden können. Es wird zudem
zwischen zustandsbehafteten Modulen (das Modul kann Daten zwi-
schen Aufrufen zwischenspeichern) und zustandslosen Modulen un-
terschieden.
In folgenden Abschnitten werden die Informationsflussabhängig-
keiten zwischen Methodenparametern bzw. Klassenattributen in Mo-
dulabstraktionen und ihren konkreten Implementierungen im Sinne
der Vorgängerrelation →∗ in den Programmabhängigkeitsgraphen
ausgedrückt, die solche Abstraktionen und Implementierungen ab-
bilden. So bedeutet etwa in →∗ out für die formalen Eingabepara-
meter in und out einer Methode, dass es im PDG der Anwendung
zwischen jedem Knoten, der in repräsentiert, und jedem Knoten, der
out repräsentiert, einen Pfad gibt. Somit hängt out von in ab, und in
beeinflusst out. Handelt es sich dabei um Objekte von einem komple-
xen Datentyp, so bezieht sich diese Abhängigkeit auch auf alle ihre
Attribute.
17.2.2.1 Manuelle Methoden
kurzbeschreibung Manuelle Methoden sind im Kontext des
IFlow-Ansatzes solche Methoden, die vom Entwickler von Hand pro-
grammiert werden müssen. Damit können unter Anderem Algorith-
men oder Zugriffe auf plattformspezifische Quellen und Senken im-
plementiert werden.
Auf Modellebene ist das Modul die Klassenoperation mit dem «ma-
nual»-Stereotyp. Jede manuelle Methode wird zu einer gleichnami-
gen Methode dieser Klasse transformiert, die eine statische
execute(...) -Methode aufruft (vgl. Listing 12, Zeilen 2-4). Diese
wird den manuell implementierten Rumpf des Moduls enthalten. Die
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Ein- und Ausgabeparameter der Java-Methode entsprechen den mo-
dellierten Ein- und Ausgabeparametern der manuellen Methode in
MODELFLOW.
interaktion des moduls mit den anwendungskomponen-
ten Im Modell werden manuelle Methoden aus Sequenz- oder Ak-
tivitätsdiagrammen aufgerufen. Die Anwendungskomponenten inter-
agieren mit einer manuellen Methode durch das Schreiben ihrer Ein-
gabeparameter in1..inn , die im Code den formalen Eingabepara-
metern der Methode entsprechen, und das Lesen ihres Rückgabewer-
tes out , der im Code dem Rückgabewert der Methode entspricht.
Dabei ist n die Anzahl der modellierten Parameter der manuellen
Methode. Ihrerseits kann die Methode intern mit der unterliegenden
Plattform über die im Modell über das «uses»-Stereotyp erlaubten,
plattformspezifischen Quellen Qe und Senken Se kommunizieren.
annahmen über die konkrete implementierung Für die
konkrete Implementierung des Moduls wird Folgendes angenom-
men:
1. Das Modul interagiert mit den Anwendungskomponenten nur
über seine formalen Ein- und Ausgabeparameter:
M∩C = {in1..inn}∪ {out}
2. Das Modul greift nicht auf die im Modell verbotenen platt-
formspezifischen Quellen und Senken zu:
M∩Q = Qe
M∩ S = Se
3. Alle Eingabeparameter des Moduls beeinflussen die erlaubten,
plattformspezifischen Senken:
∀q∈Qe,x∈{1..n}inx →∗ q
4. Der Ausgabeparameter des Moduls ist von allen erlaubten platt-
formspezifischen Quellen beeinflusst:
∀s∈Ses→∗ out
5. Alle erlaubten plattformspezifischen Quellen beeinflussen alle
erlaubten plattformspezifischen Senken:
∀q∈Qe,s∈Seq→∗ s
6. Alle Eingabeparameter des Moduls beeinflussen dessen Ausga-
beparameter:
∀x∈{1..n}inx →∗ out
7. Das Modul ist zustandslos
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if-simulation des moduls im modul-stub Der automatisch
generierte Stub der Methode (siehe Listing 12) simuliert den Informa-
tionsfluss von allen Eingabeparametern zu dem Ausgabeparameter
mit Hilfe der dafür in der IFlow-Bibliothek vorgesehenen Funktionen
(vgl. Unterunterabschnitt 17.2.1.1), wodurch die Annahme 6 abgebil-
det wird. Von plattformspezifischen Quellen und Senken wird abstra-
hiert; stattdessen wird davon ausgegangen, dass es einen IF von allen
Eingabeparametern zu allen spezifizierten Senken, sowie von allen
spezifizierten Quellen zum Ausgabeparameter gibt (Annahmen 3-5).
Dies wird bei der Überprüfung der modellierten Informationsflussei-
genschaften berücksichtigt. Annahmen 1, 2, und 7 sind trivial erfüllt.
Listing 12: Pseudocode der IF-Simulation einer manuellen Methode
1 class MM {
2 public static var execute(var in1, .., var inn){
3 return out = (in1,..,inn);
4 }
5 }
Kann man zeigen, dass die getroffenen Annahmen über die manu-
elle Implementierung des Moduls korrekt sind, so gilt Folgendes:
• Die IF-Simulation dieses Moduls ist eine Überapproximation,
da alle relevanten Informationsflüsse, die in der konkreten Im- Als „relevant“
werden Informa-
tionsflüsse von
und zu Ein- und
Ausgabeparametern
sowie plattformspezi-
fischen Quellen und
Senken bezeichnet
plementierung verkommenen können, erfasst werden.
• Die Simulation ist geeignet, da hierfür speziell für die IF-Analy-
se entwickelte Framework-Methoden genutzt werden (vgl. Un-
terunterabschnitt 17.2.1.1).
• Die Simulation ist konservativ, da von potentiell möglichen In-
formationsflüssen außerhalb der entwickelten Anwendung zwi-
schen plattformspezifischen Quellen und Senken abstrahiert
wird, damit die Ergebnisse der Informationsflussanalyse aus-
sagekräftig bleiben. Dazu zählt beispielsweise das Szenario, bei
dem der Nutzer die Daten, die eine manuelle Methode per SMS
versandt hat, in eine Datei auf seinem Gerät abspeichert, auf die
eine andere manuelle Methode zugreift.
überprüfung der annahmen Mit Hilfe einer Call-Graph-
Analyse wird sichergestellt, dass die konkrete Implementierung nur
auf erlaubte plattformspezifische Quellen und Senken, und nie auf
den Anwendungskern zugreift (Annahmen 1 und 2, vgl. Unterab-
schnitt 16.2.3). Zudem wird dadurch auch garantiert, dass das Modul
zustandslos ist (Annahme 7). Annahmen 3-6 beschreiben bereits eine
Überapproximation aller möglichen relvanten Informationsflüsse in
der konkreten Implementierung, und müssen daher nicht überprüft
werden.
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Java-Exceptions, die innerhalb der execute -Methode aufgrund
von Programmierfehlern oder ungeeigneten Eingabedaten geworfen
werden könnten, werden von einer automatisch generierten Wrapper-
Methode abgefangen. Wird eine Exception geworfen, wird an den
Anwendungskern ein leeres Objekt zurückgegeben (vgl. Listing 12,
Zeilen 3-7 sowie Unterunterabschnitt 17.2.1.3).
Listing 13: Aufruf der manuellen Methode aus dem Anwendungskern
1 class IFlowApp extends IFlowApplication {
2
...
3 public var mm(var in1, .., var inn){
4 try { out = MM.execute(in1, .., inn); }
5 catch{ out = new var; }
6 return out;
7 }
8
...
9 }
17.2.2.2 Vordefinierte Module
kurzbeschreibung Modelflow stellt dem Modellierer eine Rei-
he von vordefinierten Klassen und Methoden zur Verfügung, die bei-
spielsweise zum Auslesen der aktuellen GPS-Position verwendet wer-
den können. Diese sind in Unterabschnitt 9.2.4 aufgelistet. Kryptogra-
phische Funktionen werden im nächsten Abschnitt gesondert behan-
delt.
Auf Modellebene ist das Modul eine Methode einer vordefinierten
Klasse. Auf Codeebene ist das Modul eine Methode einer vordefinier-
ten Java-Klasse der IFlow-Bibliothek. Die Ein- und Ausgabeparameter
der Methoden dieser Klasse entsprechen den modellierten Ein- und
Ausgabeparametern der Operationen der vordefinierten Klassen.
interaktion des moduls mit dem anwendungskern Im
Modell werden die Methoden der vordefinierten Klassen aus Sequenz-
oder Aktivitätsdiagrammen aufgerufen. Der Anwendungskern inter-
agiert mit dem Modul durch das Schreiben der Eingabeparameter I
der (modellierten) Klassenoperationen, die im Code den Eingabepa-
rametern der jeweiligen Methoden entsprechen, und das Lesen ih-
rer Rückgabewerte O, die im Code den Rückgabewerten dieser Me-
thoden entsprechen. Die Aufrufe der vordefinierten, statischen Me-
thoden startGPSTracking und stopGPSTracking innerhalb einer
IFlow-App werden in diesem Abschnitt als ein Modul betrachtet, da
sie intern einen gemeinsamen Zustand teilen.
Ihrerseits kann jede Methode der vordefinierten Klasse intern mit
der unterliegenden Plattform über die im Modell über das «uses»-
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Stereotyp erlaubten, plattformspezifischen Quellen Qe und Senken
Se kommunizieren.
annahmen über die konkrete implementierung Für die
konkrete Implementierung des Moduls wird Folgendes angenom-
men:
1. Das Modul interagiert mit dem Anwendungskern nur über des-
sen Ein- und Ausgabeparameter:
M∩C = I∪O
2. Das Modul greift nicht auf die im Modell verbotenen platt-
formspezifischen Quellen und Senken zu:
M∩Q = Qe
M∩ S = Se
3. Alle Eingabeparameter des Moduls beeinflussen die erlaubten,
plattformspezifischen Senken:
∀q∈Qe,in∈Iin→∗ q
4. Die Ausgabeparameter des Moduls sind von allen erlaubten
plattformspezifischen Quellen beeinflusst:
∀s∈Ses→∗ out
5. Alle erlaubten plattformspezifischen Quellen beeinflussen alle
erlaubten plattformspezifischen Senken:
∀q∈Qe,s∈Seq→∗ s
6. Das Modul ist zustandsbehaftet und hat den persistenten Zu-
stand sl ∈M.
7. Alle Eingabeparameter des Moduls sowie die erlaubten, platt-
formspezifischen Quellen beeinflussen den Zustand, und der
Zustand beeinflusst die Ausgabeparameter sowie die erlaubten,
plattformspezifischen Senken.
∀q∈Qe,s∈Se,in∈I,out∈Oin→∗ sl∧ q→∗ sl∧ sl→∗ out∧ sl→∗ s
if-simulation des moduls im modul-stub Jede vordefinier-
te Klasse bzw. Methode ist Teil der IFlow-Bibliothek. Der Pseudocode
der IF-Simulation einer vordefinierten Klasse Pc mit den vordefinier-
ten Methoden pm1 und pm2 ist in Listing 14 abgebildet. Darin wird
der Informationsfluss von allen Eingabeparametern {in1..inn} = I
zum persistenten Zustand sl, und davon zu den Ausgabeparametern
{out1,out2} = O mit Hilfe der dafür in der Bibliothek vorgesehenen
Funktionen (vgl. Unterunterabschnitt 17.2.1.1) simuliert, wodurch die
Annahmen 6-7 erfüllt wird. Von plattformspezifischen Quellen und
Senken wird abstrahiert; stattdessen wird davon ausgegangen, dass
154 refinement
es einen IF von allen Eingabeparametern zu allen spezifizierten Sen-
ken, sowie von allen spezifizierten Quellen zum Ausgabeparameter
gibt (Annahmen 3-5). Dies wird bei der Überprüfung der modellier-
ten Informationsflusseigenschaften berücksichtigt. Annahmen 1 und
2 sind trivial erfüllt.
Listing 14: Pseudocode der IF-Simulation einer zustandsbehafteten vordefi-
nierten Methode
1 class Pc {
2 private sl;
3 public var pm1(var in1, .., var inm){
4 sl = (sl,in1,..,inm);
5 return out1 = (in1,..,inm, sl);
6 }
7 public var pm2(var inm+1, .., var inn){
8 sl = (sl,inm+1,..,inn);
9 return out2 = (inm+1,..,inn, sl);
10 }
11 }
Kann man zeigen, dass die getroffenen Annahmen über die manu-
elle Implementierung des Moduls korrekt sind, so gilt Folgendes:
• Die IF-Simulation dieses Moduls ist eine Überapproximation,
da alle relevanten Informationsflüsse, die in der konkreten Im-
plementierung verkommenen können, erfasst werden.
• Die Simulation ist geeignet, da hierfür speziell für die IF-Analyse
entwickelte Methoden der IFlow-Bibliothek genutzt werden (vgl.
Unterunterabschnitt 17.2.1.1).
• Die Simulation ist konservativ, da von potentiell möglichen In-
formationsflüssen außerhalb der entwickelten Anwendung zwi-
schen plattformspezifischen Quellen und Senken abstrahiert
wird, damit die Ergebnisse der Informationsflussanalyse aus-
sagekräftig bleiben.
überprüfung der annahmen Hier sollen die aufgezählten An-
nahmen anhand der konkreten Implementierung der start - und
stopGPSTracking -Methoden diskutiert werden, die in Listing 28 ab-
gebildet sind. Die anderen vordefinierten Module sind analog im-
plementiert. Im Gegensatz zu der modellierten startGPSTracking -
Methode hat die konkrete Implementierung einen Eingabeparameter,
der einen Anwendungskontext entgegennimmt. Durch die automati-
sche Codegenerierung wird garantiert, dass beim Aufruf dieser Me-
thode nur der aktuelle Anwendungskontext (also die IFlow-App, die
die Methode aufruft) übergeben wird. Die Annahme 1 wird trotz der
Übergabe des Anwendungskontextes (und somit einer Referenz auf
den Anwendungkern) dennoch erfüllt, da dieser lediglich zur Inter-
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aktion mit der Android-Plattform verwendet wird, um die aktuelle
GPS-Position abzufragen (siehe Zeile 51).
Im Modell dürfen die Methoden nur auf den Standort des Geräts
zugreifen, der nur die Ausgabe des Moduls beeinflusst, was von der
konkreten Implementierung ebenfalls erfüllt wird (Annahmen 2-5,
siehe Zeilen 51 und 35). Schreiben in das Log und Anzeigen von
Benachrichtigungen wird als nicht relevant angesehen, da diese Be-
nachrichtigungen nur vom Gerätenutzer gesehen werden, und man
nur mit root-Rechten bzw. über das Debug-Interface auf die Logs zu-
greifen kann (vgl. Unterabschnitt 17.3.2).
Der persistente Zustand ist implementiert als die Singleton-Instanz
der GPSSensor -Klasse, die die aufgezeichneten Ortsangaben spei-
chert (Annahmen 6 und 7, vgl. Zeile 32).
17.2.2.3 Kryptographie
kurzbeschreibung IFlow bietet dem Modellierer die Möglich-
keit, Kryptographieoperationen in seiner IFlow-Anwendung zu nut-
zen. Aus der Sicht des Informationsflusses sind hierbei die Ver- und
Entschlüsselungsoperationen und ihre Abstraktionen besonders inter-
essant, die im Folgenden beschrieben werden.
Auf Modellebene besteht das Modul aus einer Instanz der vordefi-
nierten Klasse Decryptor, sowie einer Instanz der vordefinierten Klas-
se Decryptor, die aus der Instanz von Decryptor mit Hilfe der Operati-
on getEncryptor erstellt wurde (siehe Unterabschnitt 9.2.4 für Details).
Im Anwendungscode werden diese durch Instanzen der gleichnami-
ge Klassen aus der IFlow-Bibliothek repräsentiert.
interaktion des moduls mit dem anwendungskern Im
Modell werden Operationen der vordefinierten Klassen Encryptor und
Decryptor aus Sequenz- oder Aktivitätsdiagrammen aufgerufen. Die
Anwendungskomponenten interagieren mit dem Modul durch das
Schreiben ihres Eingabeparameters min , der im Code dem formalen
Eingabeparameter der Methode encrypt entspricht, sowie das Schrei-
ben ihres Eingabeparameters cin , der im Code dem formalen Ein-
gabeparameter der Methode decrypt entspricht. Zudem lesen die An-
wednungskomponenten den Rückgabewert mout der Methode de-
crypt, sowie den Rückgabewert cout der Methode encrypt, die im Co-
de den Rückgabewerten der gleichnamigen Methoden entsprechen.
annahmen über die konkrete implementierung Für die
konkrete Implementierung des Moduls wird Folgendes angenom-
men:
1. Das Modul interagiert mit dem Anwendungskern nur über des-
sen Ein- und Ausgabeparameter:
M∩C = {cin, cout,min,mout}
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2. Das Modul greift auf keine plattformspezifischen Quellen und
Senken zu:
M∩Q = ∅
M∩ S = ∅
3. Das Modul ist zustandsbehaftet und hat den persistenten Zu-
stand sl ∈M.
4. Der Eingabeparameter min der Operation encrypt des Moduls
beeinflusst den Zustand sl. Dieser Zustand beeinflusst den Aus-
gabeparameter mout der Operation decrypt, falls ihr Eingabe-
parameter cin einer der vorhergehenden Ausgaben cout von
encrypt entspricht. Jedoch beeinflusst min nicht den Rückgabe-
wert cout der Operation encrypt.
min →∗ sl∧min 6→∗ cout ∧ (cin = cout =⇒ sl→∗ mout)
if-simulation des moduls im modul-stub Der vereinfachte
Pseudocode der IF-Simulation der Klassen Decryptor und
Encryptor , der die im vorigen Abschnitten formulierten Annahmen
erfüllt, ist in Listing 15 abgebildet.
Decryptor bildet dabei ein asymmetrisches Schlüsselpaar ab; mit
Hilfe der getEncryptor -Methode kann die dazugehörige Instanz der
Encryptor -Klasse erhalten werden, die den öffentlichen Schlüssel
aus diesem Schlüsselpaar abbildet. Beide Instanzen teilen dabei zu
jedem Zeitpunkt einen gemeinsamen Zustand sl , der als eine Map
von Klartexten auf Geheimtexte repräsentiert wird.
Das Ergebnis der Verschlüsselung cout wird als ein Zufallswert ab-
gebildet, die nicht von der Eingabe abhängt. Die zu verschlüsselnde
Information min wird in der Map sl zusammen mit diesem Zufalls-
wert abgelegt. So wird simuliert, dass es keinen Informationsfluss des
Klartextes zu einem öffentlicher Beobachter von cout gibt, falls die-
ser nicht den geheimen Schlüssel besitzt, mit dem er den Geheimtext
entschlüsselt.
Bei der Entschlüsselung von cin mit der korrekten Instanz von
Decryptor wird ein Informationsfluss von dem Zustand sl zur ent-
schlüsselten Ausgabe mout simuliert. Damit wird abgebildet, dass
es einen Informationsfluss vom ursprünglichen Klartext zum Ergeb-
nis der Entschlüsselung mout gibt, falls die korrekte Instanz von
Decryptor verwendet wurde.
Listing 15: Pseudocode der IF-Simulation von Crypto-Operationen
1 class Decryptor {
2 Map sl;
3
4 public var decrypt(var cin){
5 if(sl.containsKey(cin))
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6 return mout = sl.get(cin);
7 else
8 return mout = random();
9 }
10
11 public Encryptor getEncryptor(){
12 return new Encryptor(sl);
13 }
14 }
15
16 class Encryptor {
17 Map sl;
18
19 public Encryptor(Map sl){
20 this.sl = sl;
21 }
22
23 public var encrypt(var min){
24 var rand = random();
25 sl.put(min, rand);
26 return cout = rand;
27 }
28 }
Kann man zeigen, dass die getroffenen Annahmen über die kon-
krete Implementierung des Moduls korrekt sind, so gilt Folgendes:
• Die IF-Simulation dieses Moduls erfasst alle relevanten Infor-
mationsflüsse der echten Implementierung, und insbesondere
den Fluss des zu verschlüsselnden Klartextes zum Ergebnis
der Entschlüsselungsoperation. Dabei gibt es keinen Informa-
tionsfluss dieses Klartext zum Ergebnis der Verschlüsselung: so
kann ein Angreifer, der den Geheimtext erfährt, daraus nicht
auf den Klartext schließen, ohne im Besitz des korrekten gehei-
men Schlüssels zu sein
• Die Simulation ist geeignet, da hierfür speziell für die IF-Analyse
entwickelte Methoden der IFlow-Bibliothek genutzt werden (vgl.
Unterunterabschnitt 17.2.1.1)
• Die Simulation ist konservativ, da von Angreifern abstrahiert
wird, die in der Lage sind, die eingesetzten Verschlüsselungs-
verfahren zu brechen
garantien der konkreten implementierung Die vorge-
stellte Abstraktion der Kryptographieoperationen nutzt ihre ideelle
Funktionalität, wie sie von Küsters et al. [55, 56] vorgeschlagen wur-
de (siehe auch [33]). Solche ideelle Funktionalität gibt u.a. Privatheits- „Polynomisch be-
grenzt“ bezieht sich
auf die Ressourcen
eines Angreifers
zum Brechen der
Verschlüsselung
garantien selbst in Gegenwart eines polynomisch unbegrenzten An-
greifers, der somit aus der Ausgabe der Verschlüsselung nie auf den
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Klartext schließen kann. Besitzt eine Anwendung, die solche Funk-
tionalität nutzt, die Nichtinterferenz-Eigenschaft, und ersetzt man
die ideelle Funktionalität durch ihre reale Implementierung (indem
man etwa die Operationen aus Listing 15 durch die RSA-Ver- und
Entschlüsselungsoperationen ersetzt), so hat die Anwendung die Ei-
genschaft der kryptographischen Ununterscheidbarkeit für einen po-
lynomisch begrenzten Angreifer (d.h., ein Angreifer kann anhand
eines Geheimtextes nicht entscheiden, welche von zwei Klartexten
verschlüsselt worden sind, außer es stehen ihm unbegrenzt viele Res-
sourcen zur Verfügung). Das bedeutet u.a., dass die verschlüsselten
Daten für einen solchen Angreifer geheim bleiben.
Die konkrete Implementierung der IFlow-Bibliothek nutzt hierzu
RSA-OAEP mit 2048-Bit-Schlüsseln für asymmetrische Verschlüsse-
lung, AES-CBC mit PKCS5-Padding und 256-Bit-Schlüsseln für sym-
metrische Verschlüsselung, und SHA256 mit RSA und 2048-Bit-Schlüs-
seln für Signaturen. Hierbei wird das „Bouncy Castle“-Framework
für Java genutzt.Bouncy Castle
https://www.
bouncycastle.
org/java.html
17.2.2.4 Vordefinierte grafische Benutzeroberfläche
kurzbeschreibung IFlow bietet eine vordefinierte graphische
Oberfläche an, die im Modell als die «User»-Komponente repräsen-
tiert ist. Damit kann der Modellierer eine Reihe von vordefinierten Be-
nutzerinteraktionsmöglichkeiten wie Bestätigung eines Dialogs oder
Listenauswahl nutzen, ohne diese händisch implementieren zu müs-
sen.
Auf Modellebene ist das Modul die vordefinierte Klasse mit dem
«User»-Stereotyp. Im Anwendungscode ist die «User»-Komponente
als eine Java-Klasse repräsentiert, das die notwendige Schnittstellen
für die modellierten Benutzerinteraktion bietet. Diese Klasse ist an-
wendungsspezifisch, und wird automatisch aus dem Modell gene-
riert.
interaktion des moduls mit dem anwendungskern Im
Modell kann eine IFlow-App im Sequenzdiagramm eine vordefinier-
te Nachricht an eine «User»-Komponente senden. Da eine vordefi-
nierte Nachricht mehrmals versandt werden kann, wird sie im Code
bei jedem Vorkommen auf eine eindeutig benannte Nachricht inx
abgebildet. Die «User»-Komponente antwortet mit einer eindeutigen
Rücknachricht outx. Im Code ist die Interaktion mit der manuellen
Benutzeroberfläche durch Aufrufe der Nachrichtenbehandlungsme-
thoden gelöst (siehe Unterunterabschnitt 17.2.1.4). Die Eingabepara-
meter des Moduls sind also die Methodenparameter
in1..inn der Nachrichtenbehandlungsmethoden in1(var in1)
..inn(var inn) der «User»-Komponente sowie die Benutzereinga-
be u , während die Ausgabeparameter des Moduls durch die Metho-
denparameter out1..outn der gleichnamigen Nachrichtenbehand-
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lungsmethoden out1(var out1)..outn(var outn) der aufrufenden
IFlow-App abgebildet sind. Dabei ist n die Anzahl der von der «User»-
Komponente erhaltenen Nachrichten.
Für manche Benutzerinteraktionen wird eine IFlow-App aufgeru-
fen, die für die sichere Benutzereingabe zuständig ist (siehe Unter-
unterabschnitt 16.2.4.5); für andere wird die Benutzeroberfläche der
aufrufenden Anwendung dynamisch angepasst.
annahmen über die konkrete implementierung Das Mo-
dul besteht aus (1) dem anwendungsspezifischen, automatisch gene-
riertem Code der «User»-Komponente, sowie (2) der darunterliegen-
den IFlow-Bibliothek, die die plattformspezifische, funktionale Im-
plementierung der Benutzerinteraktion zur Verfügung steht. Für (1)
wird im Codeskelett und der finalen Anwendung dieselbe Implemen-
tierung genutzt, wodurch dafür keine IF-Simulation benötigt wird.
Für (2) wird im Codeskelett eine Stub-Implementierung genutzt, wäh-
rend bei der finalen Anwendung eine konkrete Implementierung ein-
gesetzt wird.
Für die konkrete Implementierung des Moduls wird Folgendes an-
genommen:
1. Das Modul interagiert mit dem Anwendungskern nur über des-
sen Ein- und Ausgabeparameter:
M∩C = {in1..inn}∪ {out1..outn}
2. Das Modul greift auf keine plattformspezifische Quellen oder
Senken zu: Bildschirmausgabe
ist selbstverständlich
erlaubtM∩Q = ∅
M∩ S = ∅
3. Die Antwortnachricht ist beeinflusst von den in der Nachricht
an die «User»-Komponente erhaltenen Informationen sowie den
Benutzereingaben:
∀x∈{1..n}inx →∗ outx ∧ u→∗ outx
4. Der modellierte Kontrollfluss wird eingehalten, d.h., die Benut-
zerinteraktion ist entweder erfolgreich, und der Programmablauf
wird mit dem Versenden der Antwortnachricht an die aufru-
fende App-Komponente fortgeführt, oder sie wird abgebrochen,
wodurch man zum Anfang des Programmablaufs zurückkehrt
(siehe Unterunterabschnitt 17.2.1.5)
5. Das Modul ist zustandslos
if-simulation des moduls im modul-stub Im Benutzerober-
flächenmodul ist jede im Modell vorkommende Benutzeraktion als
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eigene und eindeutige Methode der «User»-Komponente implemen-
tiert, die die vordefinierte Nachricht mit anwendungsspezifischen Da-
ten entgegennimmt (vgl. Listing 16). Der Code der «User»-Kompo-
nente wird sowohl im Codeskelett als auch der finalen Anwendung
unverändert übernommen. Diese Methode hat die folgenden Aufga-
ben: (1) Instantiierung einer Callback-Methode outx, die nach erfolg-
reicher Benutzerinteraktion aufgerufen werden soll und die Antwort-
nachricht mit den Benutzerdaten an die aufrufende Komponente zu-
rückschickt (Zeile 3), und (2) Anzeigen der Benutzeroberfläche mit
der vordefinierten showUI -Methode, parametrisiert mit der Callback-
Methode sowie den anwendungsspezifischen Daten (Zeile 4).showUI ist stell-
vertretend für die
Methode der IFlow-
Bibliothek, die die
gewünschte Benut-
zeroberfläche anzeigt
Listing 16: Pseudocode der «User»-Komponente
1 class User extends IFlowUser {
2 public in1(var in){
3 var callback = (var out) -> out1(out);
4 showUI(in1, callback);
5 }
6
...
7 public inn(var in){
8 var callback = (out) -> outn(out);
9 showUI(inn, callback);
10 }
11 }
Listing 17 zeigt den Pseudocode der IF-Simulation der showUI -
Methode. Darin wird die Callback-Methode mit einem Datum para-
metrisiert, das aus den Eingabeparametern des Moduls inx sowie
der Benutzereingabe u abgeleitet wird (Annahme 3). Der Aufruf der
Callback-Methode ist bedingt und hängt ebenfalls von der simulier-
ten Benutzereingabe ab (Annahme 4). Wird die Methode nicht aus-
geführt, so kehrt der Programmfluss durch die Lifecycle-Simulation
(siehe Unterunterabschnitt 17.2.1.5) wieder zum ersten Schritt des mo-
dellierten Programmablaufs ab. Annahmen 1, 2, und 4 sind trivial
erfüllt.
Listing 17: Pseudocode der IF-Simulation der showUI -Methode
1 class IFlowUser {
2 public showUI(var in, var callback){
3 var out = (in, u);
4 if(u) callback(out);
5 }
6 }
Kann man zeigen, dass die getroffenen Annahmen über die kon-
krete Implementierung des Moduls korrekt sind, so gilt Folgendes:
• Die IF-Simulation dieses Moduls ist eine Überapproximation,
da alle relevanten Informationsflüsse, die in der konkreten Im-
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plementierung verkommenen können, erfasst werden: der In-
halt der Antwortnachricht hängt von allen Daten in der Nach-
richt an die «User»-Komponente ab, und der simulierte Kon-
trollfluss deckt bei jeder Benutzerinteraktion jeden möglichen
Programmablauf ab
• Die Simulation ist geeignet, da hierfür speziell für die IF-Analyse
entwickelte Methoden der IFlow-Bibliothek genutzt werden. Zu-
dem wird in der Simulation die konkrete Callback-Methode ex-
plizit aufgerufen, ohne dass die unterliegende Android-Platt-
form analysiert werden muss, die bei der finalen Anwendung
für den Aufruf der Callback-Methode zuständig ist.
• Die Simulation ist konservativ, da von potentiell möglichen In-
formationsflüssen abstrahiert wird, zu welchen der Benutzer
selbst beiträgt. So wäre es denkbar, dass die vom Benutzer ge-
lieferte Eingabe nicht zufällig ist (beispielsweise dadurch, dass
er sich die vorherigen Bildschirmausgaben gemerkt hat, und
das Modul somit als zustandsbehaftet angesehen werden müss-
te), was jedoch die IF-Analyse durch zu viele gemeldete IF-
Verletzungen weniger aussagekräftig machen würde.
garantien der konkreten implementierung Da der Code
der «User»-Komponente sowohl im Codeskelett als auch der finalen
Anwendung der gleiche ist, muss lediglich die konkrete Implemen-
tierung der showUI(var in, var callback) -Methoden des IFlow-
Frameworks auf die Annahmen hin untersucht werden.
Zur Anzeige einer Benutzeroberfläche kann sowohl ein Android-
Fragment verwendet werden, als auch eine externe IFlow-App zur Android-Fragments
sind Teile der
Benutzeroberfläche
einer Activity, die
ein eigenes Layout
haben
sicheren Benutzereingabe (siehe Unterunterabschnitt 16.2.4.5). In bei-
den Fällen wird der Inhalt der in -Variable lediglich zum Anzeigen
auf der Benutzeroberfläche verwendet.
Im Folgenden wird die konkrete Implementierung anhand der An-
zeige zur Auswahl eines Listenelements diskutiert (vgl. Listing 22
und Listing 23).
Zum Anzeigen eines Fragments lädt die konkrete Implementie-
rung die Beschriftungen der GUI-Navigationselemente aus einer XML-
Datei (vgl. Listing 23, Zeile 36) sowie die übergebenen anwendungs- Die Beschriftun-
gen der GUI-
Navigationselemente
sind statisch und
nicht geheim
spezifischen Daten aus der Nachricht an die «User»-Komponente (vgl.
Listing 23, Zeile 82).
Die Behandlung der Benutzerinteraktionsereignisse implementiert
den Aufruf der anwendungsspezifischen thode parametrisiert mit
den eingegebenen Benutzerdaten (im Falle einer Auswahlaufforde-
rung wie bei GetSingleSelection leiten sich diese Benutzerdaten
aus den erhaltenen, anwendungsspezifischen Daten ab, vgl. Listing 23,
Zeile 93). Der Benutzerabbruch (beispielsweise durch das Drücken
des Back-Hardwareknopfs auf dem Gerät) wird als das Versenden
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eines Fehler-Codes an den letzten Aufrufer implementiert, der die-
sen bis an den Erstaufrufer propagiert, wonach der Programmablauf
wieder von Anfang an beginnt (vgl. Listing 24). Anschließend wird
das Fragment in der Activity der Aufruferkomponente angezeigt (vgl.
Listing 22, Zeile 28).Die offizielle
Dokumentation
der verwendeten
API impliziert
keine Leaks der
übergebenen
Daten an weitere
Informationssenken
oder Zugriffe auf
weitere Quellen
Zum Aufruf der SecureInput-App zur sicheren Eingabe wird ein
expliziter Intent an diese App mit den anwendungsspezifischen Da-
ten aus der Nachricht an die «User»-Komponente konstruiert, die
Callback-Methode wird als Behandlungsmethode des Antwort-Intents
registriert, und der Intent versandt. Strenggenommen wird dadurch
die Annahme 2 verletzt, da dadurch aber keine Information an eine
andere Anwendungskomponente gelangen kann, kann dies vernach-
lässigt werden.
Folglich werden dadurch die Annahmen an die konkrete Imple-
mentierung erfüllt:
1. Die Daten aus der Nachricht an die «User»-Komponente wer-
den lediglich zur Anzeige auf dem Bildschirm und Zusammen-
stellen der Antwortnachricht durch die registrierte Callback-Me-
thode verwendet (Annahme 3)
2. Die Eingaben werden vom Benutzer auf dem Bildschirm getä-
tigt und werden ausschließlich (evtl. über einen Antwort-Intent)
an die registrierte Callback-Methode geschickt (Annahme 3)
3. Bei erfolgreicher Benutzereingabe wird der modellierte
Programmfluss durch die Callback-Methode fortgeführt, bzw.
vollständig abgebrochen, wonach der Programmablauf erneut
beginnen kann (Annahme 4)
4. Es wird nicht auf den Anwendungskern oder plattformspezifi-
schen Quellen oder Senken (außer zum Versenden eines explizi-
ten Intents an die App zur sicheren Benutzereingabe) zugegrif-
fen (Annahmen 1 und 2)
5. Das Modul hat keinen persistenten Zustand (Annahme 5)
17.2.2.5 Manuelle grafische Benutzeroberfläche
kurzbeschreibung IFlow bietet dem Modellierer die Möglich-
keit, eine eigene graphische Oberfläche für seine IFlow-Anwendung
zu implementieren. Dadurch können flexiblere Benutzerinteraktio-
nen ermöglicht werden als mit der vordefinierten Benutzeroberfläche.
Auf Modellebene ist das Modul eine Klasse mit dem «GUI»-
Stereotyp. Im Anwendungscode wird diese durch eine Klasse reprä-
sentiert, die das das Java-Interface IGUI implementiert. Im Codeske-
lett wird das Interface von einer automatisch generierten Klasse im-
plementiert, das die Informationsflüsse der echten Benutzeroberflä-
che simuliert. In der finalen Anwendung wird die Klasse durch eine
manuelle Implementierung der echten Benutzeroberfläche ersetzt.
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interaktion des moduls mit dem anwendungskern Im
Modell kann die «GUI»-Komponente im Sequenzdiagramm eine Nach-
richt outx an eine IFlow-App senden, und erhält von ihr eine Rück-
nachricht inx. Im Code ist die Interaktion mit der manuellen Benut- Im Gegensatz zur
vordefinierten
Benutzeroberfläche
ist die manuelle
Oberfläche der
Aufrufer der
IFlow-App
zeroberfläche durch Aufrufe der Nachrichtenbehandlungsmethoden
gelöst (siehe Unterunterabschnitt 17.2.1.4).
Die Eingabeparameter des Moduls sind also die Methodenparame-
ter in1..inn der gleichnamigen Nachrichtenbehandlungsmethoden
in1(var in1)..inn(var inn) der «GUI»-Komponente sowie die Be-
nutzereingabe u , während die Ausgabeparameter des Moduls durch
die Methodenparameter out1..outn der gleichnamigen Nachrichten-
behandlungsmethoden out1(var out1)..outn(var outn) der auf-
gerufenen IFlow-Apps abgebildet sind. Dabei ist n die Anzahl der
von der «GUI»-Komponente ausgehenden Nachrichten.
annahmen über die konkrete implementierung Für die
konkrete Implementierung des Moduls wird Folgendes angenom-
men:
1. Das Modul interagiert mit dem Anwendungskern nur über des-
sen Ein- und Ausgabeparameter:
M∩C = {in1..inn}∪ {out1..outn}
2. Das Modul greift auf keine plattformspezifische Quellen oder
Senken zu: Bildschirmausgabe
ist selbstverständlich
erlaubtM∩Q = ∅
M∩ S = ∅
3. Das Modul ist zustandsbehaftet und hat den persistenten Zu-
stand sl ∈M
4. Alle Eingabeparameter beeinflussen den persistenten Zustand
des Moduls
∀x∈{1..n}inx →∗ sl
5. Der persistente Zustand des Moduls sowie die Benutzereingabe
u beeinflusst alle Ausgabeparameter
∀x∈{1..n}sl→∗ outx ∧ u→∗ outx
6. Die Auswahl, welche Nachricht als nächste an die IFlow-App
versandt werden soll (und somit, welche als Sequenzdiagramm
modellierte Funktionalität der Anwendung angestoßen werden
soll), wird vom Nutzer getroffen und somit zufällig
if-simulation des moduls im modul-stub Der Pseudocode
der verwendeten IF-Simulation ist in Listing 18 abgebildet. Wie jede
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IFlow-Komponenten hat auch das «GUI»-Modul eine Nachrichtenbe-
handlungsmethode für jede modellierte eingehende Nachricht (vgl.
Listing 18, Zeilen 11-13). In dem Stub des Moduls wird mit den dafür
vorgesehenen Methoden aus der IFlow-Bibliothek (siehe Unterunter-
abschnitt 17.2.1.1) ein Informationsfluss von den eingehenden Nach-
richten zum Klassenattribut sl der generierten GUI -Klasse simu-
liert (Annahme 4, vgl. Listing 18, Zeilen 11-13). Im Codeskelett wird
dieselbe Instanz der GUI -Klasse verwendet, wodurch sl den persis-
tenten Zustand des Moduls abbildet (Annahme 3). Zudem implemen-
tiert diese Klasse auch eine init() -Methode, die im Codeskelett als
erste aufgerufen wird (siehe Unterunterabschnitt 17.2.1.5). Diese Me-
thode ist dafür zuständig, in einer (potentiell) endlosen Schleife und
in zufälliger Reihenfolge die Nachrichtenbehandlungsmethoden der
IFlow-App aufzurufen, um den modellierten Nachrichtenversand zu
simulieren (Annahme 6). Diese Nachrichten werden mit dem Klas-
senattribut sl sowie dem Benutzerinput u parametrisiert, um den
Informationsfluss von allen eingehenden zu der ausgehenden Nach-
richt zu simulieren (Annahme 5, vgl. Listing 18, Zeilen 6-8). Darüber
hinaus greift die Simulation weder auf plattformspezifischen Quellen
bzw. Senken noch auf den internen Zustand des Anwendungskerns
zu (Annahmen 1 und 2) und bildet somit alle Annahmen an die kon-
krete Implementierung ab.
Listing 18: Pseudocode der IF-Simulation des «GUI»-Moduls
1 class GUI implements IGUI {
2 var sl;
3 public init(){
4 while(u){
5 out = (sl,u);
6 if(u == 1) out1(out);
7
...
8 if(u == n) outn(out);
9 }
10 }
11 public in1(var in){ sl = (sl,in); }
12
...
13 public inn(var in){ sl = (sl,in); }
14 }
Kann man zeigen, dass die getroffenen Annahmen über die kon-
krete Implementierung des Moduls korrekt sind, so gilt Folgendes:
• Die IF-Simulation dieses Moduls ist eine Überapproximation,
da alle relevanten Informationsflüsse, die in der konkreten Im-
plementierung verkommenen können, erfasst werden: das Mo-
dul speichert alle erhaltenen Informationen ab, der Inhalt der
Nachricht an eine IFlow-App hängt von allen als Antwortnach-
richten erhaltenen Informationen ab, und der simulierte Kon-
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trollfluss deckt jede mögliche Benutzerentscheidung bezüglich
der als nächstes auszuführenden Interaktion mit dem Anwen-
dungskern ab
• Die Simulation ist geeignet, da hierfür speziell für die IF-Analyse
entwickelte Methoden der IFlow-Bibliothek genutzt werden (vgl.
Unterunterabschnitt 17.2.1.1)
• Die Simulation ist konservativ, da von potentiell möglichen In-
formationsflüssen abstrahiert wird, zu welchen der Benutzer
selbst beiträgt. So wäre es denkbar, dass die vom Benutzer gelie-
ferte Eingabe nicht zufällig ist, was jedoch die IF-Analyse durch
zu viele gemeldete IF-Verletzungen weniger aussagekräftig ma-
chen würde.
überprüfung der annahmen Mit Hilfe einer Call-Graph-
Analyse wird sichergestellt, dass die konkrete Implementierung we-
der auf plattformspezifische Quellen bzw. Senken noch auf den in-
ternen Zustand des Anwendungskerns zugreift (Annahmen 1 und
2, vgl. Unterabschnitt 16.2.3). Somit sind die einzig möglichen rele-
vanten Informationsflüsse innerhalb der konkreten Implementierung
des Moduls diejenigen, die bereits bei der IF-Simulation berücksich-
tigt worden sind (Annahmen 3-6, vgl. Unterunterabschnitt 17.2.2.5)
Java-Exceptions, die innerhalb der manuellen Implementierung des
Moduls geworfen werden führen entweder zum vorzeitigen Beenden
und Neustart der Anwendung, wonach wiederum alle modellierten
Benutzerinteraktionen möglich sind, oder werden vom Entwickler
abgefangen und behandelt. Beide Fälle sind von der IF-Simulation
implizit abgedeckt, da dadurch keine weiteren relevanten Informati-
onsflüsse entstehen können.
17.2.2.6 Externe Komponenten
kurzbeschreibung IFlow bietet dem Modellierer die Möglich-
keit, externe Apps und Services in seine Anwendung einzubinden.
Auf Modellebene ist das Modul eine Klasse mit dem «External-
Application»- oder «ExternalService»-Stereotyp. Ein solches Mo-
dul wird als zustandsbehaftet angenommen. Im Anwendungscode
wird diese Klasse durch eine gleichnamige, automatisch generierte
Java-Klasse abgebildet, die sowohl im Codeskelett als auch der fi-
nalen Anwendung genutzt wird. Die Klasse erbt von einer der im
IFlow-Framework definierten Klassen:
• ExternalApplicationGSL , repräsentiert eine zustandsbehafte-
te Android-App
• ExternalRestServiceGSL , repräsentiert einen zustandsbehaf-
teten REST-Webservice
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• ExternalSoapServiceGSL , repräsentiert einen zustandsbehaf-
teten SOAP-Webservice
Zudem nutzt die generierte Klasse manuelle Methoden zur Konver-
tierung zwischen den Nachrichtenkodierungen, die von der externen
bzw. IFlow-Anwendung unterstützt wird.
Im Folgenden wird das Modul anhand einer externen Android-
App diskutiert, die eine Antwortnachricht liefert. Die anderen unter-
stützten Komponententypen funktionieren analog, und verwenden
lediglich ein anderes Kommunikationsprotokoll (REST bzw. SOAP
über HTTPS statt Android-Intents).
interaktion des moduls mit dem anwendungskern Im
Modell kann eine IFlow-App und -Service im Sequenzdiagramm eine
Nachricht inx an eine externe IFlow-Komponente senden, und erhält
von ihr eine Rücknachricht outx. Im Code ist die Interaktion mit der
externen Komponente durch Aufrufe der Nachrichtenbehandlungs-
methoden einer automatisch generierten Schnittstellenklasse gelöst
(siehe Unterunterabschnitt 17.2.1.4).
Die Eingabeparameter des Moduls sind also die Methodenparame-
ter in1..inn der gleichnamigen Nachrichtenbehandlungsmethoden
in1(var in1)..inn(var inn) der externen Komponente, während
die Ausgabeparameter des Moduls durch die Methodenparameter
out1..outn der gleichnamigen Nachrichtenbehandlungsmethoden
out1(var out1)..outn(var outn) der aufrufenden IFlow-App un-
der -Service abgebildet sind. Dabei ist n die Anzahl der im Modell
an die externen Komponente gesandten Nachrichten.
annahmen über die konkrete implementierung Für die
konkrete Implementierung des Moduls wird Folgendes angenom-
men:
1. Das Modul interagiert mit dem Anwendungskern nur über des-
sen Ein- und Ausgabeparameter:
M∩C = {in1..inn}∪ {out1..outn}
2. Das Modul greift auf keine plattformspezifische Quellen oder
Senken zu:
M∩Q = ∅,M∩ S = ∅
3. Das Modul hat den persistenten Zustand sl ∈M
4. Alle Eingabeparameter beeinflussen den persistenten Zustand
des Moduls
∀x∈{1..n}inx →∗ sl
5. Der persistente Zustand des Moduls beeinflusst alle Ausgabe-
parameter
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∀x∈{1..n}sl→∗ outx
6. Die manuellen Methoden, die für die Konvertierung der Nach-
richtenkodierung zuständig sind, greifen auf keine plattforms-
pezifischen Quellen oder Senken zu. Darüber hinaus gelten für
sie dieselben Annahmen wie für alle anderen manuellen Metho-
den (siehe Unterunterabschnitt 17.2.2.1)
if-simulation des moduls im modul-stub Der Pseudocode
der Java-Klasse, die das Modul repräsentiert, ist in Listing 19 abgebil-
det. Dieser ist für die Kommunikation mit der echten externen An-
wendung zuständig, wird automatisch generiert und wird sowohl im
Codeskelett als auch der finalen Anwendung unverändert verwendet.
Wie jede IFlow-Komponente hat auch diese Klasse eine Nachrichten-
behandlungsmethode für jede modellierte eingehende Nachricht (vgl.
Listing 19, Zeilen 2-12).
Diese Methoden haben die folgenden Aufgaben:
1. Konvertierung der IFlow-Nachrichtenkodierung zur nativen
Nachrichtenkodierung der externen Anwendung mit Hilfe ei-
ner händisch implementierten Methode mmexAppInx (Zeile
3).
2. Instantiierung einer Callback-Methode, die beim Erhalten ei-
ner Antwortnachricht von der externen Komponente aufgeru-
fen werden soll (Zeile 4). Diese konvertiert die Antwortnach-
richt zur IFlow-Nachrichtenkodierung mit Hilfe einer händisch
implementierten Methode mmexAppOutx und leitet die resul-
tierende Nachricht an die aufrufende IFlow-Komponente wei-
ter.
3. Aufruf der executeRequest -Methode zum Versenden der Nach-
richt an die externe Komponente, parametrisiert mit der konver-
tierter Nachricht sowie der Callback-Methode (Zeile 5). executeRequest
ist stellvertretend
für die Methode der
IFlow-Bibliothek,
die für die Kommu-
nikation mit einer
externen App oder
Service zuständig ist
Listing 19: Pseudocode der Nachrichtenbehandlungsmethode des Moduls
1 class ExApp implements ExternalApplicationGSL {
2 public in1(var in){
3 var inEx = mmexAppIn1(in);
4 var callback = (outEx) -> out1(mmexAppOut1(out
));
5 executeRequest(inEx, callback);
6 }
7
...
8 public inn(var in){
9 var inEx = mmexAppInn(in);
10 var callback = (outEx) -> outn(mmexAppOutn(out
));
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11 executeRequest(inEx, callback);
12 }
13 }
Listing 20 zeigt den Pseudocode der IF-Simulation der execute-
Request -Methode, die gleichzeitig die Informationsflüsse in der ech-
ten externen Komponente abbildet. Darin wird mit den dafür vor-
gesehenen Methoden aus der IFlow-Bibliothek (siehe Unterunterab-
schnitt 17.2.1.1) ein Informationsfluss von der eingehenden Nachricht
zum Klassenattribut sl der ExternalApplicationGSL -Klasse simu-
liert (Annahmen 3 und 4, vgl. Listing 20, Zeilen 2 und 5). Danach
wird die übergebene Callback-Methode mit dem sl -Attribut para-
metrisiert und aufgerufen (Annahme 5, vgl. Listing 20, Zeile 6). Die
Beschreibung der IF-Simulation der verwendeten manuellen Metho-
den ist in Unterunterabschnitt 17.2.2.1 zu finden.
Die restlichen Annahmen 1, 2, und 7 sind von der IF-Simulation
trivial erfüllt.
Listing 20: Pseudocode der IF-Simulation von executeRequest
1 class ExternalApplicationGSL {
2 var sl;
3
4 public executeRequest(var inEx, var callback){
5 sl = (sl, inEx);
6 callback(sl);
7 }
8 }
Kann man zeigen, dass die getroffenen Annahmen über die kon-
krete Implementierung des Moduls korrekt sind, so gilt Folgendes:
• Die IF-Simulation dieses Moduls ist eine Überapproximation,
wobei das Grad der Überapproximation vom Modellierer ge-
wählt wurde: entweder speichert das Modul alle erhaltenen In-
formationen ab und nutzt diese, um eine Antwort zu versenden,
oder nutzt dafür lediglich die zuletzt erhaltene Nachricht von
der IFlow-Komponente
• Die Simulation ist geeignet, da hierfür speziell für die IF-Analy-
se entwickelte Framework-Methoden genutzt werden (vgl. Un-
terunterabschnitt 17.2.1.1). Zudem wird in der Simulation die
konkrete Callback-Methode explizit aufgerufen, ohne dass die
unterliegende Plattform analysiert werden muss, die bei der
finalen Anwendung für den Aufruf der Callback-Methode zu-
ständig ist.
• Die Simulation ist konservativ, da von potentiell möglichen In-
formationsflüssen abstrahiert wird, die die externe Komponen-
te zusätzlich haben könnte, wie beispielsweise die Weiterleitung
der erhaltenen Informationen an Werbenetzwerke
17.2 codeskelett und die finale anwendung 169
garantien der konkreten implementierung Da der Code
der Java-Klasse, die die externe Anwendung repräsentiert sowohl im
Codeskelett als auch der finalen Anwendung der gleiche ist, muss
lediglich die konkrete Implementierung der executeRequest(...) -
Methoden des IFlow-Frameworks auf die Annahmen hin untersucht
werden.
In Listing 25 ist die Implementierung dieser Methode zur Kommu-
nikation mit einer externen Android-App über Intents abgebildet. Es
existieren weitere Versionen dieser Methode, u.a. zur Kommunikati-
on mit Webservices, die jedoch alle analog implementiert sind.
In Zeile 22 wird überprüft, ob auf dem Gerät Anwendungen instal-
liert sind, die die Nachricht empfangen können (siehe Listing 25). Ist
dies der Fall, so wird die Callback-Methode bei dem Aufrufer regis-
triert (Zeile 23), und die externe Anwendung aufgerufen (Zeile 25).
Anderenfalls wird eine Fehlermeldung ausgegeben, und der model- Die offizielle
Dokumentation
der verwendeten
API impliziert
keine Leaks der
übergebenen Daten
an weitere Informa-
tionssenken oder
Zugriffe auf weitere
Quellen
lierte Programmfluss wird nicht fortgesetzt.
Die Annahmen an die konkrete Implementierung der Schnittstelle
zur Kommunikation mit der externen Komponente werden wie ge-
folgt erfüllt bzw. überprüft:
1. Es wird nicht auf den Anwendungskern oder plattformspezifi-
schen Quellen oder Senken (außer zum Versenden eines explizi-
ten Intents an die externe App) zugegriffen (Annahmen 1 und
2)
2. Die Daten aus der Nachricht an die externe Komponente wer-
den lediglich zum Versenden an die externe Komponente ver-
wendet (Annahmen 3-5)
3. Die zur Nachrichtenkonvertierung verwendeten manuellen Me-
thoden werden wie in Unterunterabschnitt 17.2.2.1 beschrieben
mit Hilfe einer Call-Graph-Analyse auf die Annahmen hin über-
prüft (Annahme 6)
Letztlich muss die eigentliche externe Komponente bezüglich der
formulierten Annahmen betrachtet werden. Da der Quellcode der ex-
ternen Komponenten oft nicht vorliegt, muss anhand ihrer Doku-
mentation (soweit vorhanden) entschieden werden, ob die Annah-
men 3-6 erfüllt sind. Im Fall einer externen Android-App garantiert
die Android-Plattform, dass die Annahme 2 erfüllt ist (siehe Unter-
abschnitt 17.3.2, während bei externen Webservices dies dann gilt,
wenn die Deployment- und Nutzungsvorgaben eingehalten werden
(vgl. Anhang D). Zudem lassen die Berechtigungen der externen An-
droid-App auf die plattformspezifischen Quellen und Senken zurück-
schließen, auf die die externe App möglicherweise zugreift (Annah-
me 1, vgl. Unterunterabschnitt 17.3.2.1).
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17.3 anwendungskontext
Die Komplexität heutiger Computersysteme verbietet es dem Ent-
wickler eines sicherheitskritischen Systems, alle Sicherheitsaspekte
selbstständig abzudecken und zu garantieren, ohne dabei die Benut-
zerfreundlichkeit und die Funktionalität zu vernachlässigen. Da bei
der Sicherheitsanalyse immer das Gesamtsystem betrachtet werden
muss, ist es notwendig, das sichere Zusammenspiel zwischen dem
entwickelten System und dessen Ausführungskontext zu garantieren.
Auch die in IFlow eingesetzte Informationsflussanalyse und -veri-
fikation trifft eine Reihe von Annahmen über den Kontext des De-
ployments und der Ausführung einer IFlow-Anwendung. Dazu zählt
z.B., dass die auf demselben mobilen Gerät installierten Apps mit-
einander nur über die vom Entwickler vorgegebenen Schnittstellen
interagieren können. Diese Annahmen können durch den sorgfälti-
gen Einsatz von verfügbaren Sicherheitsmechanismen, strikte Regeln
für das Deployment der Anwendung, sowie Einhaltung der besten Si-
cherheitspraxis sichergestellt werden. Auch wird den Endnutzern der
Anwendung empfohlen, sich an eine Reihe von Vorgaben bezüglich
Sicherheitseinstellungen und Nutzung zu halten. Nur dann können
die Informationsflusseigenschaften mit dem IFlow-Ansatz garantiert
werden.
Im Folgenden wird der Kontext einer IFlow-Anwendung konkreti-
siert. Abschnitt 17.3.1 beschreibt und rechtfertigt die angenommenen
Fähigkeiten der Angreifer, und Abschnitt 17.3.2 detailliert die einge-
setzten Sicherheitsmechanismen.
17.3.1 Angreiferfähigkeiten
Wenn man von unerwünschten Informationsfluss spricht, geht man
üblicherweise von einem “öffentlichen” Beobachter der als geheim
spezifizierter Information aus. Dieser wird im Kontext der vorliegen-
den Arbeit als Angreifer bezeichnet. Es kann mehr als einen explizit
modellierten Beobachter von solcher Information geben, zusätzlich
zu potentiellen Angreifern, die sich aus dem impliziten Anwendungs-
kontext ergeben. Ein solcher Angreifer kann sowohl passiv bleiben
und lediglich die Informationen lesen, die ihm zukommen. Jedoch
kann der Angreifer auch aktiv agieren, um die Freigabe solcher Infor-
mation zu bewirken. Zudem unterscheidet man zwischen dem An-
greifer, der als Teil des Systems agiert, und solchem, der von außer-
halb auf das System einwirkt.
Um sinnvolle Aussagen über die Sicherheit des Gesamtsystems ma-
chen zu können, von dem die mit IFlow entwickelte Anwendung ein
Teil ist, sowie geeignete Sicherheitsmaßnahmen sinnvoll auszuwäh-
len, sollen nun die verschiedenen Typen von Angreifern betrachtet
werden.
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17.3.1.1 Angreifer als Teil des modellierten Systems
Bei der Informationsflussanalyse in IFlow geht man von einem oder
mehreren öffentlichen Beobachtern im modellierten System aus. Die-
se leiten sich aus den Senken in den modellierten Informationsflussei-
genschaften ab. So kann eine Anwendungskomponente wie eine App
oder ein Service einen solchen Beobachter darstellen, aber auch eine
plattformspezifische Senke wie das Dateisystem oder das Handynetz.
Dadurch stuft man den Benutzer dieser App, Betreiber des Services,
oder auch den Empfänger einer SMS-Nachricht (bzw. den Netzbetrei-
ber) als nicht vertrauenswürdig ein. Die Informationsflussanalyse in
IFlow stellt sicher, dass ein solcher Beobachter in keinem der mögli-
chen Programmabläufe geheime Informationen in Erfahrung bringen
kann.
17.3.1.2 Dolev-Yao-Angreifer
Oft wird das Dolev-Yao-Modell verwendet, um Eigenschaften eines
sicherheitskritischen Protokolls zu beweisen [22]. Dabei geht man von
einem Angreifer aus, der die Nachrichten auf der Leitung zwischen
den Kommunikationsteilnehmern abhören, manipulieren, und unter-
drücken kann. Da es sich bei den IFlow-Anwendungen um verteilte
Systeme handelt, muss auch ein solcher Angreifer in Betracht gezo-
gen werden. Dieser wird nicht explizit in MODELFLOW berücksich-
tigt, sondern wird implizit bei der Kommunikation zwischen Apps,
Services, sowie zwischen Apps und Services angenommen. Diverse
Sicherheitsmechanismen auf der Codeebene garantieren, dass ein sol-
cher Angreifer keine geheime Information in Erfahrung bringen kann,
und daher bei der Informationsflussanalyse nicht berücksichtigt wer-
den muss. Insbesondere wird in IFlow von einem polynomisch be-
grenzten Angreifer ausgegangen (siehe Unterunterabschnitt 17.2.2.3).
17.3.1.3 Böswillige Apps und Services
IFlow-Anwendungen werden auf Android-Geräten sowie Webservern
installiert. Üblicherweise befinden sich auf diesen Geräten auch weite-
re Apps und Services, die nicht als vertrauenswürdig angesehen wer-
den dürfen. Abgesehen vom unbeabsichtigten Weiterleiten geheimer
Information an solche Anwendungen durch das mit IFlow entwickel-
te System, können solche Apps oder Services auch aktiv versuchen,
Nutzerdaten zu stehlen. Dies könnte beispielsweise durch das Aus-
lesen des gemeinsamen Speichers geschehen, aber auch durch Steh-
len des Fokus auf der Benutzeroberfläche. Ebenso könnten sie versu-
chen, sich als eine IFlow-App auszugeben, um das Vertrauen des Nut-
zers zu missbrauchen, oder mittels Inter-App-Kommunikation echten
IFlow-Apps geheime Daten zu entwenden. Auch von solchen Agen-
ten wird in IFlow auf Modellierungsebene abstrahiert; stattdessen
sorgen implementierte und vorgegebene Sicherheitsmechanismen auf
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Hardware- und Codeebene dafür, dass solche Angriffe verhindert
werden.
17.3.1.4 Unautorisierte Gerätenutzer
Mobile Geräte unterliegen verstärkt der Gefahr, dass unautorisier-
te Nutzer Zugriff auf sie bekommen. Verglichen mit Desktops oder
Server-Hardware ist es deutlich wahrscheinlicher, dass solche Gerä-
te an öffentlichen Plätzen unbeaufsichtigt gelassen werden, wo sie
gestohlen werden können. Eine Reihe von in Android eingebauten
Sicherheitsmechanismen kann vom Gerätenutzer eingesetzt werden,
um das Risiko von unautorisiertem Zugriff auf geheime Daten zu
minimieren.
17.3.1.5 Autorisierte Gerätenutzer
Erfahrung zeigt, dass die Endnutzer von sicherheitskritischer Anwen-
dung sich oft versehentlich selbst kompromittieren. Es muss also da-
von ausgegangen werden, dass der Nutzer ausreichend Sicherheits-
bewusstsein an den Tag legt (siehe Anhang D).
17.3.1.6 Plattform-Entwickler/Gerätehersteller/Behörden
Wie bei den meisten sicherheitskritischen Systemen muss auch bei
IFlow-Anwendungen einer Reihe von Aktoren vertraut werden. So
muss u.a. davon ausgegangen werden, dass die genutzten Sicherheits-
mechanismen der Zielplattformen fehlerfrei implementiert sind und
keine Schwachstellen aufweisen. Ebenso muss den Geräteherstellern
vertraut werden, dass sie die Hardware-Sicherheitsmechanismen kor-
rekt implementieren, und keine Hintertüren einbauen. In der Vergan-
genheit erwiesen sich solche Annahmen oft als irrtümlich; so konnten
sicherheitskritische Systeme wie TrustZone von ARM (u.a. für sichere
Aufbewahrung von kryptographischen Schlüsseln auf mobilen Gerä-
ten) umgangen werden. Jedoch sind Annahmen bzgl. der Sicherheit
solcher Geräte und Plattformen notwendig, wenn man diese nutzen
möchte.
Zuletzt wird im Rahmen von der vorliegenden Arbeit davon ausge-
gangen, dass sogenannte “state actors” wie Geheimdienste, Strafver-
folgunsbehörden o.Ä. außerhalb des Angreifermodells des Nutzers
liegen.
17.3.2 Plattformzusicherungen
Die in IFlow genutzten Plattformen bieten eine Reihe von Sicherheits-
mechanismen, die im Ansatz genutzt werden, um Informationsfluss-
eigenschaften bezüglich der in Abschnitt 17.3.1 spezifizierten Angrei-
ferfähigkeiten zu garantieren. Dabei handelt es sich um Mechanis-
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men, die vom generierten Code gemäß den besten Sicherheitspraxen
automatisch eingesetzt werden als auch solche, die der Endnutzer ex-
plizit aktivieren kann. Es wird in diesem Abschnitt hauptsächlich auf
Zusicherungen der Android-Plattform für IFlow-Apps eingegangen.
Auf Annahmen, die in IFlow über die Java-Webservice-Plattform ge-
troffen werden, wird in Anhang D eingegangen.
17.3.2.1 Android-Berechtigungssystem
Die meisten aktuellen mobilen Betriebssysteme wie Android, iOS,
sowie Windows Phone bieten dem App-Entwickler die Möglichkeit
die Zugriffsrechte der App einzuschränken. In Android sind manche
der Android-API-Zugriffe wie etwa Abfrage der aktuellen Position
über den GPS-Sensor explizit durch solche Berechtigungen geschützt.
Möchte der Entwickler sie nutzen, muss er diese Berechtigung bei der
Installation der App vom Benutzer anfordern. Der Nutzer muss der
Liste der angeforderten Berechtigungen zustimmen, um die Anwen-
dung installieren zu können. Dadurch soll u.a. sichergestellt werden,
dass der Benutzer darüber informiert wird, welche Funktionalität die
Anwendung implementiert, sowie auf welche seiner privaten Daten
die Anwendung voraussichtlich zugreifen wird. Es ist sinnvoll, die
Liste der angeforderten Berechtigungen minimal zu halten.
In Android können solche Berechtigungen auch während der Lauf-
zeit vom Benutzer abgefragt werden. Dadurch ist der Benutzer dar-
über im Klaren, zu welchem Zeitpunkt auf seine privaten Daten zu-
gegriffen wird, und hat zudem die Möglichkeit, diesen Zugriff zu
verwehren.
Jedoch hat dieses Berechtigungssystem einige gravierende Nach-
teile. Zum Einen sind die Berechtigungen sehr grobkörnig und nicht
vollständig [26]; somit ist es für eine Anwendung beispielsweise mög-
lich, Daten an einen Webserver zu versenden, ohne eine Berechtigung
dafür anzufragen (beispielsweise durch das Öffnen eines Browsers
mit einer bestimmten URL, die die geheimen Daten des Nutzers ko-
diert). Auch können durch ein solches Berechtigungssystem keine un-
erwünschten Informationsflüsse verhindert werden. Hat eine App so-
wohl Zugriff auf den GPS-Sensor als auch auf das Internet, so kann
sie die aktuelle Information des Nutzers jederzeit an ein Werbenetz-
werk versenden, selbst wenn die GPS-Funktionalität nur lokal auf
dem Gerät gebraucht wird, um die gewünschte Funktionalität zu ge-
währleisten. Zudem können Apps mit scheinbar harmlosen Berechti-
gungen miteinander kooperieren, um geheime Daten zu entwenden
[38, 83].
Obwohl die mit MODELFLOW modellierten Informationsflussei-
genschaften deutlich aussagekräftiger als die Berechtigungen in An-
droid sind, ist das Berechtigungssystem in Android nicht optional,
und es ist sehr wohl im Sinne des Entwicklers, nur die notwendigen
Berechtigungen anzufragen. Einerseits ist das ein für viele Endnut-
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zer bereits vertrautes Sicherheitsmechanismus, bei dem sie in neue-
ren Android-Versionen eine auch während der Laufzeit die Kontrolle
über manche ihrer Daten behalten. Anwendungen, die zu viele Be-
rechtigungen anfragen, werden von vielen Benutzern zu Recht kri-
tisch beäugt.
In IFlow wird die Liste der benötigten Berechtigungen automatisch
aus den «uses»-Annotationen der manuellen Methoden der IFlow-
App generiert und in AndroidManifest.xml dieser App geschrieben.
Dabei werden die Klassifikationen der kritischen API-Aufrufe ge-
nutzt [77], und diese auf geeignete Berechtigungen abgebildet. In
IFlow werden Berechtigungen auch genutzt, um Inter-App-Kommu-
nikation mit Intents abzusichern (siehe Unterunterabschnitt 17.3.2.4).
17.3.2.2 Sandboxing
Das Sicherheitsmodell von Android basiert auf dem unterliegenden
Linux-System. In Linux erhält jeder Nutzer eine eigene Identität (UID),
und kann nicht auf die Daten eines anderen Nutzers zugreifen. Ein
Android-Gerät hat üblicherweise nur einen physikalischen Nutzer,
daher nutzt Android diesen Sicherheitsmechanismus des Linux-Ker-
nels um die installierten Apps voneinander zu isolieren. Dabei wird
einer App bei der Installation eine eindeutige UID zugewiesen, und
sie wird in einem eigenen Prozess mit dieser UID ausgeführt. Zudem
wird jeder App ein eigenes Verzeichnis auf dem Dateisystem zuge-
wiesen, auf das keine andere App zugreifen kann. Dadurch werden
die Android-Apps auf Kernel-Ebene voneinander isoliert, und wer-
den somit in einer eigenen “Sandbox” ausgeführt. Eine Ausnahme
stellen Apps dar, die mit demselben öffentlichen Schlüssel signiert
sind; solche Apps können sich eine UID teilen, vorausgesetzt, dies ist
in ihrem Manifest explizit spezifiziert. Seit Android 4.3 implementiert
das Sicherheits-Kernel-Modul SELinux das sog. Mandatory Access Con-
trol (dt.: zwingend erforderliche Zugangskontrolle) in Android [23].
Dies bedeutet u.a., dass Anwendungen nicht eigenständig über die
Berechtigungen ihrer Ressourcen verfügen können, und somit bei-
spielsweise ihre Daten aufgrund eines Programmierfehlers öffentlich
lesbar machen können. Stattdessen werden Richtlinien über solche
Berechtigungen zentral von SELinux verwaltet. Während in Android
4.3 Verletzungen solcher Richtlinien lediglich protokolliert wurden,
werden solche Richtlinien in Android 5.0 erzwungen.
Solches System kann garantieren, dass Anwendungen nur über
klar definierte Schnittstellen miteinander kommunizieren können,
gibt aber wie auch das Berechtigungssystem in Android keine fein-
granularen Garantien bezüglich der Informationsflüsse zwischen den
Anwendungen, dem Betriebssystem, und dem Netzwerk.
Da IFlow-Apps als herkömmliche Android-Apps auf das Gerät in-
stalliert werden, nutzen auch sie die Vorteile der Prozessisolation. Ob-
wohl Apps aus einer IFlow-Anwendung mit demselben öffentlichen
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Schlüssel signiert sind (siehe Unterunterabschnitt 17.3.2.4), haben sie
dennoch eigene UIDs.
Dieses Sicherheitsmechanismus von Android rechtfertigt die An-
nahme, die bei der Informationsflussanalyse und -verifikation getrof-
fen wird, dass die Apps isoliert voneinander ausgeführt werden. Eine
IFlow-App kann also weder auf den Speicher einer anderen App zu-
greifen, noch hat eine andere (eventuell böswillige) App Zugriff auf
ihren Speicher (siehe Abschnitt. Die Kommunikation zwischen den
IFlow-Apps ist zudem nur über klar definierte Schnittstellen erlaubt,
die in dem MODELFLOW-Modell explizit spezifiziert sind.
Der Sandboxing-Mechanismus von Android stellt sicher, dass die
auf dem mobilen Gerät des Nutzer installierte Apps nicht auf die
Daten der IFlow-Apps zugreifen können.
17.3.2.3 APK-Signierung
APK ist das Paketformat von Android für die Distribution und In-
stallation von Apps, und enthält sowohl ihren Bytecode als auch die
Ressourcen wie Konfigurationsdateien und Bilder. Solche APKs müs-
sen vom Entwickler der Anwendung mit einem geheimen Schlüs-
sel signiert werden. Wird die App aktualisiert (beispielsweise durch
das manuelle Einspielen einer neuen APK, oder über den Update-
Mechanismus eines App-Stores), so muss die neue APK ebenfalls mit
demselben Schlüssel signiert sein (same-origin-policy). Dadurch wird
verhindert, dass dem Nutzer gefälschte Versionen einer App unter-
geschoben werden können, sei es durch einen Social Engineering-
Angriff (dies ist v.A. bei populären Apps ein beliebter Angriffsvektor
[95]), oder durch einen kompromittierten App-Store. Solche Signatu-
ren dienen auch zum Absichern von Inter-App-Kommunikation zwi-
schen vertrauenswürdigen Apps vom selben Hersteller.
In IFlow werden alle Apps aus einer IFlow-Anwendung mit dem-
selben geheimen Schlüssel signiert. Damit ist ein Angreifer nicht
mehr in der Lage, gefälschte Versionen bereits installierter IFlow-
Apps auf dem Gerät des Nutzers zu installieren, oder sich als eine
weitere IFlow-App auszugeben, um mit echten IFlow-Apps kommu-
nizieren zu können (siehe Unterunterabschnitt 17.3.2.4).
17.3.2.4 Inter-App-Kommunikation
Android stellt mehrere Möglichkeiten zur Verfügung, um Inter-App-
Kommunikation zu implementieren. In den meisten Fällen empfiehlt
sich die Kommunikation über sog. Intents. Intents sind Nachrichte-
nobjekte, die zwischen Bestandteilen einer Android-App wie Activi-
ties, Services, Content Providers, sowie Broadcast receivers ausgetauscht
werden und Nutzdaten enthalten können. Mit Intents können sol- IFlow-Apps nutzen
ausschließlich
Android-Activities,
die ihre Logik und
Benutzeroberfläche
implementieren
che Komponenten gestartet werden, wobei sie innerhalb einer App
verschickt werden können, um beispielsweise eine interne Activity
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anzuzeigen, oder auch zwischen verschiedenen Apps ausgetauscht
werden können. Der App-Entwickler kann dazu im Manifest ange-
ben, ob eine Komponente Intents von anderen Apps empfangen darf.
Man unterscheidet zwischen expliziten und impliziten Intents; erste-
re rufen eine konkret spezifizierte Komponente auf, während letztere
lediglich die Aktion wie etwa “Ort auf Karte anzeigen” angibt, und
der Nutzer eine der dafür geeigneten Komponenten auswählen kann,
um diese Aktion auszuführen. Dafür muss die Komponente lediglich
einen Intent-Filter in ihrem Manifest definiert haben, der die Aktion
festlegt, auf die die Komponente reagiert. Jede App ist in der Lage,
einen Intent-Filter für solche implizite Intents zu registrieren, und
somit gegebenenfalls Kommunikation, die für andere Apps gedacht
war, abzuhören.
Um die Inter-App-Kommunikation über Intents auf nur vertrauens-
würdige Apps einzuschränken, können manuelle Berechtigungen ver-
wendet werden, die die Signatur des Aufrufers überprüfen (signature-
level protection). Dadurch kann die App, die eine solche Berechtigung
verwendet, nur von Apps Intents erhalten, deren APK mit demselben
geheimen Schlüssel signiert wurde wie die Empfänger-App. Dies ist
u.a. dann sinnvoll, wenn die Empfänger-App auf Nachfrage über ein
Intent geheime Benutzerdaten an den Aufrufer liefern soll.
Die Kommunikation zwischen IFlow-Apps auf demselben Gerät
muss mit expliziten Intents erfolgen, die mit solchen manuellen Be-
rechtigungen geschützt sind. Dadurch sind andere (potentiell bös-
willige) Anwendungen auf dem Gerät des Nutzers nicht in der La-
ge, den IFlow-Apps geheime Daten über die Inter-App-Kommuni-
kationsschnittstellen zu entwenden. Da zudem explizite Intents von
Android nur an die spezifizierte Komponente weitergeleitet werden,
sind dadurch Angreifer-Apps im Sinne des Dolev-Yao-Modells in
IFlow ausgeschlossen.
17.3.2.5 App-zu-Service- und Service-zu-Service-Kommunikation
Die Kommunikation über das Internet muss als unsicher angenom-
men werden, und muss folglich gegen einen Dolev-Yao-Angreifer
gesichert werden. Die gängige Lösung ist das Transport Layer Secu-
rity (TLS)-Protokoll, ein Nachfolger des Secure Sockets Layer (SSL)-
Protokolls. Es implementiert eine Punkt-zu-Punkt Transportverschlüs-
selung zwischen zwei Teilnehmern und wird häufig bei der Siche-
rung von Protokollen wie HTTP, SMTP, XMPP und weiteren einge-
setzt [21]. Es kann mit einer Vielzahl von Kombinationen aus verschie-
denen Kryptoalgorithmen zum Hashen, Vershlüsseln, Authentifizie-
ren, sowie Schlüsselaustausch eingesetzt werden, wobei nur wenige
dieser Kombinationen (auch Cipher Suits gennant) als empfohlen und
sicher gelten. Im ersten Schritt werden Parameter wie unterstützte
Protokollversionsnummer, Cipher Suits zwischen den Kommunikati-
onsteilnehmern ausgetauscht. Nachdem die besten solcher Parameter
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ausgewählt wurden, werden Zertifikate der Teilnehmer ausgetauscht
und auf Gültigkeit überprüft. Schließlich wird ein symmetrischer Sit-
zungschlüssel ausgetauscht, mit dem die Kommunikation in der ak-
tuellen Sitzung verschlüsselt wird.
Server-Zertifikate werden üblicherweise von Zertifizierungsstellen
für die Server-Domäne ausgestellt. Um zu verhindern, dass gefälsch-
te, jedoch gültige Zertifikate von böswillige oder kompromittierte
Zertifizierungsstellen akzeptiert werden, wird manchmal das sog.
Certificate Pinning bzw. Public Key Pinning eingesetzt. Hiermit wird
das vom Entwickler als gültig angesehene Server-Zertifikat (oder öf-
fentlicher Schlüssel) in der Client-Anwendung gespeichert und beim
Aufbau einer Sitzung mit dem vom Server angegebenen Zertifikat
verglichen. Stimmen diese nicht überein, wird die Sitzung abgebro-
chen.
In IFlow wird jede App-zu-Service- und Service-zu-Service-Kom-
munikation mittels TLS geschützt. Dabei findet auch die Zertifikat-
überprüfung statt, wobei auch das Certificate Pinning genutzt wer-
den kann. Letzteres ist optional, da es beim Ändern des Zertifikats da-
zu kommen kann, dass sich bestehende Clients nicht mehr zum Ser-
vice verbinden können, ohne ein Update auszuführen. Damit ist die
Kommunikation über das Internet gegen einen Dolev-Yao-Angreifer
geschützt. Beim Deployment der IFlow-Webservices ist der Server-
Betreiber angewiesen, aktuell empfohlene TLS-Konfiguration vorzu-
nehmen (Cipher Suits mit kleinen Schlüssellängen, unsicheren Has-
halgorithmen wie MD5 oder SHA-1 oder Verschlüsselungsalgorith-
men mit Sicherheitsmängeln wie RC4 sind dabei möglichst zu mei-
den).
17.3.2.6 Overlay-Schutz
Eine vertrauenswürdige Benutzeroberfläche ist ein wichtiges Bestand-
teil einer Plattform für sicherheitskritische Anwendungen. Eine große
Rolle spielt dabei die Fähigkeit des Nutzers, Bedienelemente einer
vertrauenswürdigen Anwendung von weniger vertrauenswürdigen
unterscheiden zu können. Ist eine Anwendung in der Lage, Teile einer
anderen zu überlagern (overlay), ohne dass es dem Benutzer auffällt,
so werden Angriffe wie Click-Jacking (Umleitung einer Benutzerinter-
aktion an weniger vertrauenswürdige Anwendungen) möglich. Eben-
so können mit überlagerten Eingabefeldern geheime Informationen
gestohlen werden, oder der Sinn der dargestellten Informationen ma-
nipuliert werden.
Android implementiert erst seit Version 6 einen Schutz gegen sol-
che Angriffe. Apps, die andere Anwendungen überlagern möchten,
müssen eine neue Berechtigung anfordern, die der Nutzer explizit er-
lauben muss. Dadurch werden die aufgezählten Angriffe zwar nicht
unmöglich, werden aber deutlich erschwert.
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In IFlow wurde der sicheren Eingabeaufforderung besondere Ach-
tung geschenkt und Sicherheitsmaßnahmen gegen Phishing-Angriffe
in Form von zusätzlichen Beschriftungen und Querverweisen auf die
garantierten Informationsflusseigenschaften, benutzerdefinierte visu-
elle Merkmale, sowie explizite Verknüpfung zwischen der IFlow-App
und der IFlow-Eingabeaufforderung implementiert. Es ist in Kontext
von IFlow empfohlen, Android 6.0 oder höher zu verwenden, damit
der Nutzer von dem zusätzlichen Overlay-Schutz gegen bösartige An-
wendungen profitieren kann.
17.3.2.7 Nutzer-Authentifizierung
Mobile Geräte wie etwa Android-Smartphones bringen eine Reihe
von Herausforderungen beim Implementieren der Benutzer-Authen-
tifizierung. Herkömmliche Lösungen wie lange Passwörter sind in
diesem Kontext wenig benutzerfreundlich, da der Nutzer sie über
eine Bildschirmtastatur eingeben muss, während kurze Passwörter
anfällig für Bruteforce-Angriffe sind. Zudem sind bei solchen Gerä-
ten weitere Angriffsarten wie etwa Shoulder Surfing (bei dem der
Angreifer dem Opfer die geheimen Daten über die Schulter mitliest)
wahrscheinlicher, da diese oft an öffentlichen Plätzen genutzt werden.
Android implementiert mehrere Funktionen zur Authentifizierung
des Nutzers über die Bildschirmsperre [23]:
• Entsperrmuster: Der Nutzer legt auf einer 3x3-Matrix mindes-
tens vier Punkte fest, die für erfolgreiche Authentifizierung mit-
einander verbinden werden müssen. Die Sicherheit dieses Me-
chanismus wird als sehr niedrig eingestuft; einerseits ist die An-
zahl der möglichen Kombinationen sehr eingeschränkt, weshalb
diese Authentifizierungsmethode nicht für das Ableiten eines
geheimen Schlüssels (beispielsweise für die Speicherverschlüs-
selung) benutzt werden darf. Andererseits lässt sich das vorher
eingegebene Muster mit bestimmten Lichtverhältnissen und Ka-
meras anhand der Fingerabdrücke und Schmierflecken am Dis-
play ableiten (smudge attack). Wird das Muster mehr als fünf mal
falsch eingegeben, so kann man sich mit den Anmeldedaten ei-
nes am Gerät registrierten Google-Kontos authentifizieren. Ist
das dafür gewählte Passwort schwach, so kann dieses Mecha-
nismus als Hintertür für das Gerät verwendet werden.
• PIN/Passwort: Der Nutzer legt eine numerische PIN oder ein
alphanumerisches Passwort fest, das beim Entsperren eingege-
ben werden muss. Diese Information wird auch verwendet, um
daraus einen geheimen Schlüssel zum Verschlüsseln des Gerä-
tespeichers abzuleiten, da diese Methode zur Authentifizierung
des Nutzers auf Android als eine der sichersten gilt.. Viele Be-
nutzer wählen üblicherweise recht kurze PINs und Passwörter,
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um nicht zu viel Zeit mit dem Entsperren des Geräts zu ver-
bringen. Daher wird zum Ableiten des Schlüssels eine spezi-
elle kryptographische Hashfunktion verwendet (Key Derivation
Function), die die PIN oder das Passwort auf die notwendige
Länge streckt. Seit Android 4.4 wird hierfür die scrypt-Funktion
genutzt; seit Version 5.0 wird außer der PIN bzw. dem Pass-
wort kann auch ein Geheimnis aus einem sicheren Hardwareele-
ment auf dem Gerät (Trusted Execution Environment) verwendet
werden, um Offline-Angriffe auf die Speicherverschlüsselung
schwieriger zu gestalten.
Um Brute-Force-Angriffe auf dem Gerät (online-Angriffe) zu ver-
hindern, bei dem der Angreifer jede mögliche PIN manuell ein-
tippt, wird nach allen fünf falsch eingegebenen PINs eine War-
tezeit von 30 Sekunden erzwungen. Offline-Angriffe auf ein ver-
schlüsseltes Abbild des Gerätespeichers werden durch die Nut-
zung eines zusätzlichen Geheimnisses erschwert, das sich nur
auf einem sicheren Hardwareelement des Geräts befindet und
nicht extrahiert werden kann.
• Biometrische Merkmale: Android bietet in den neuesten Ver-
sionen eine Reihe von biometrischen Authentifizierungsmecha-
nismen. Darunter zählt zum Einen die Gesichtserkennung: der
Nutzer lässt sich von der Frontkamera des Geräts photogra-
phieren. Anschließend kann er (gute Lichtverhältnisse voraus-
gesetzt) sein Gerät mit seinem Gesicht entsperren. Diese Funk-
tionalität ist sein Android 4.0 verfügbar, und gilt als eine der
schwächsten Authentifizierungsmethoden, da die
Bilderkennung nicht verlässlich funktioniert, und durch ein Pho-
to des Besitzers überlistet werden kann. Ebenso kann die Stim-
me oder (seit Version 6.0) ein Fingerabdruck des Benutzers zur
Authentifizierung verwendet werden. Auch diese Merkmale las-
sen sich je nach benutzter Hardware relativ einfach fälschen.
• Vertraulicher Kontext: Seit Android 5.0 kann auch ein “ver-
traulicher” Kontext als Authentifizierungsmerkmal verwendet
werden. Darunter zählen “vertrauliche Umgebung” (wie etwa
der Wohnort des Nutzers), wo das Gerät automatisch entsperrt
wird, “vertrauliche Geräte” (wie Smart Watches), die das Ge-
rät entsperren, oder “On-Body Detection”, bei dem das Gerät
entsperrt bleibt, bis es hingelegt wird. Solche Mechanismen er-
höhen die Bedienungsfreundlichkeit auf Kosten der Sicherheit.
Die aufgezählten Faktoren können in vielen Fällen leicht ge-
fälscht werden, und deaktivieren effektiv andere Sicherheits-
maßnahmen wie die PIN-Eingabe.
Im Kontext der IFlow-Anwendungen ist es empfohlen, das Gerät
mit einer PIN oder einem Passwort zu sperren und zu verschlüsseln.
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Zudem sollten ausschließlich Geräte mit einem sicheren Element ver-
wendet werden, sowie die aktuellste Version von Android eingespielt
sein. Dadurch können Angriffe durch unautorisierte Benutzer deut-
lich erschwert werden.
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verifikation und codeanalyse zur informationsfluss-
kontrolle Said et al. [8] stellen einen modell-getriebenen Ansatz
zur Verifikation der Informationsflusssicherheit verteilter Anwendun-
gen vor. Die Anwendung wird mit secBIP, einer Sicherheitserweite-
rung von BIP [5] spezifiziert. Der Ansatz unterstützt das Garantie-
ren der transitiven Nichtinterferenz sowohl für Systemereignisse als
auch für Daten, indem zunächst die Sicherheit der verteilten Kom-
ponenten, und anschließend ihre Kommunikation und Komposition
verifiziert wird. Die Sicherheit der lauffähigen Implementierung des
modellierten und verifizierten Systems wird dabei nicht betrachtet.
Sfaxi et al. [86] definieren ein Framework zur Informationsfluss-
kontrolle in verteilten Systemen mit dem Fokus auf automatische Ve-
rifikation der Nichtinterferenz-Eigenschaft. Der Ansatz nutzt Jif, um
die Informationsflussicherheit des gesamten, verteilten Systems zu
zeigen, sowie automatische Analyse der Implementierung der einzel-
nen Anwendungskomponenten, um sicherzustellen, dass diese die Si-
cherheitspolicy der Gesamtanwendung nicht verletzen. Automatisch
generierte kryptographische Operationen stellen dabei die Sicherheit
der übertragenen Komponentenkommunikation sicher.
Zur Informationsflussanalyse von Android-Apps gibt es die An-
sätze JoDroid [67] sowie FlowDroid [2]. Beide führen statische By-
tecodeanalyse einer einzelnen Android-App aus, wobei JoDroid die
PDG-basierte Analyse von JOANA nutzt (vgl. Unterabschnitt 16.1.1),
während FlowDroid auf Soot aufbaut, und taint-tracking verwendet. Bei taint-tracking
wird sensitive
Information an ihrer
Quelle markiert, und
ihr Fluss durch die
Anwendung verfolgt
Zu vergleichbaren Ansätzen zählen auch [103], [102], und [6], deren
Implementierungen jedoch nicht öffentlich verfügbar sind [2].
[56] und [33] schlagen jeweils einen Ansatz zur Analyse von An-
wendungen, die Sicherheits-APIs für Krypto-Operationen nutzen. Da-
bei wird die funktionale Implementierung solcher Operationen durch
ihre ideelle Implementierung ausgetauscht, und anschließend die In-
formationsflussanalyse mit JOANA ausgeführt. Dieser Ansatz wird
auch in IFlow verfolgt, siehe Unterunterabschnitt 17.2.2.3.
benutzerzentrische sicherheit [59] stellt einen Ansatz zur
Spezifikation und Analyse von Informationsflusseigenschaften einer
Android-App durch den Nutzer. Hierzu wurde ein App-Store imple-
mentiert, in dem der Nutzer für eine im Store angebotene App platt-
formspezifische Quellen und Senken festlegen kann. Anschließend
prüft der Store, ob zwischen den ausgewählten Quellen und Senken
ein Informationsfluss vorliegt. Dabei werden weder Deklassifikation
noch anwendungsspezifische Quellen und Senken betrachtet.
181
182 verwandte arbeiten
[9] beschreibt einen anwendungsunabhängigen Ansatz zur siche-
ren Eingabe von sensitiven Benutzerdaten auf Android. Darin wird
eine Erweiterung von Android vorgeschlagen, die für eine geöffnete
App ihre Herkunft (wie etwa PayPal, Inc für die PayPal-App) auf dem
Display des Nutzers anzeigt. Die in dem Ansatz vorgestellten Sicher-
heitsmechanismen, die Phishing-Angriffe verhindern sollen, wurden
in [27] verbessert und erweitert. Jedoch sind diese Ansätze nicht mit
einer Standardversion von Android umsetzbar.
Teil V
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T R AV E L P L A N N E R
19.1 kurzbeschreibung
TravelPlanner ist eine verteilte Anwendung, die es ihrem Nutzer er-
laubt, relevante Flugangebote für seine Reise zu finden. Mit Hilfe der
TravelPlanner-App auf seinem mobilen Gerät kann der Nutzer den
Webservice der Reiseagentur nach verfügbaren und geeigneten Flug-
angeboten befragen. Nachdem er ein Flugangebot ausgewählt hat,
kann er den Flug direkt bei dem Webservice der Fluglinie buchen.
Dazu veranlasst er die CreditCardCenter-App, die seine Kreditkarten-
daten veranlasst, diese für die Fluglinie freizugeben, und kann so für
den Flug bezahlen. Die Fluglinie benachrichtigt anschließend die Rei-
seagentur über die erfolgreiche Buchung.
Die Fallstudie wurde mit Hilfe des IFlow-Ansatzes entwickelt. Da-
zu wurde das Anwendungsmodell mit MODELFLOW erstellt, und
daraus der Code und das formale Modell generiert. Mit Hilfe von
formaler Verifikation wurde gezeigt, dass der Webservice der Reise-
agentur niemals die Kreditkartendaten des Nutzers erfährt. Dieselbe
Eigenschaft konnte auch mit automatischer Informationsflussanaly-
se des Codeskeletts der Anwendung gezeigt werden. Zudem wurde
die Eigenschaft formal verifiziert, dass der Webservice der Fluglinie
die Kreditkartendaten erst nach expliziter Bestätigung des Nutzers
erfährt.
Die TravelPlanner-Fallstudie demonstriert die folgenden Aspekte
des IFlow-Ansatzes:
• Modellierung verteilter Anwendungen
• Interaktion mit dem Nutzer über die vordefinierte Benutzero-
berfläche
• Modellierung, formale Verifikation, und automatischer Check
einer transitive Nichtinterferenz-Eigenschaft
(Reiseagentur erfährt nicht die Kreditkartendaten)
• Modellierung und formale Verifikation einer intransitive Nicht-
interferenz-Eigenschaft
(Fluglinie erhält die Kreditkartendaten nur nach Deklassifikation)
• Modellierung und formale Verifikation der when-Dimension der
Deklassifikation
(Fluglinie erhält die Kreditkartendaten nur nach Benutzerbestätigung)
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19.2 anwendungsmodell , formales modell , und code
Die im Rahmen der Fallstudie entstandenen Artefakte sind bereits in
vorhergehenden Kapiteln im Detail beschrieben worden.
statische sicht Abschnitt 10.5 beschreibt die Klassendiagram-
me der TravelPlanner-Anwendung. Abbildung 9 zeigt dabei die An-
wendungskomponenten der Fallstudie, während Abbildung 10 ihre
Nachrichtendatentypen abbildet.
dynamische sicht Abschnitt 11.4 beschreibt das Sequenzdia-
gramm der Fallstudie, der das Abfragen und die Auswahl der Flug-
angebote, die Deklassifikation der Kreditkartendaten, und die Flug-
buchung modelliert.
informationsflussmodellierung Abschnitt 12.1 erläutert
die Modellierung der Sicherheitsdomänen und ihrer Relation, sowie
die Annotation der Diagramme der Fallstudie, während
Unterabschnitt 12.2.1 und Unterabschnitt 12.2.2 ihre Informations-
flusseigenschaften zeigt.
formales modell und code Unterabschnitt 15.2.1 beschreibt
das formale Modell in IFlow anhand der TravelPlanner-Fallstudie, und
zeigt Ausschnitte aus der Spezifikation der Anwendungskomponen-
ten und der komplexen Datentypen.
Unterabschnitt 16.2.1 erläutert den Aufbau des Codeskeletts der
Anwendung; Listing 4 zeigt hierzu die Java-Klasse, die aus einem
modellierten komplexen Datentyp generiert wurde, während Abbil-
dung 24 den Code der Airline-Komponente zeigt.
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B A N K I N G A P P
20.1 kurzbeschreibung
BankingApp ist eine simple Anwendung, die es ihrem Nutzer ermög-
licht, mit Hilfe der mobilen BankingApp mit seinem Konto zu in-
teragieren. Die Kontostände aller Nutzer werden dabei vom Bank-
Webservice verwaltet. Der Nutzer kann Punkte aufladen, diese wie-
der von seinem Konto abheben, und den aktuellen Kontostand anzei-
gen lassen.
Die Fallstudie wurde mit dem IFlow-Ansatz entwickelt. Mit Hil-
fe der automatischen Informationsflussanalyse des Codeskeletts der
sicheren Variante der Anwendung (siehe Unterabschnitt 12.2.4) wur-
de garantiert, dass sich die Nutzer der Anwendung nicht gegensei-
tig beeinflussen. Dadurch gilt insbesondere, dass weder ein legitimer
Nutzer, noch ein Angreifer den Kontostand eines anderen Benutzers
erfahren kann. Gleichzeitig wurde für die unsichere Variante der An-
wendung gezeigt, dass ein Angreifer den Kontostand eines legitimen
Nutzers in Erfahrung bringen kann.
Die BankingApp-Fallstudie demonstriert die folgenden Aspekte des
IFlow-Ansatzes:
• Modellierung verteilter Anwendungen mit mehreren Abläufen
• Integration einer manuellen Benutzeroberfläche in eine IFlow-
Anwendung
• Modellierung und automatischer Check der transitiven Nichtin-
terferenz zwischen Anwendungsnutzern
(BankingApp leakt keine Daten an andere Nutzer des Systems)
• Betrachtung eines aktiven Angreifers
20.2 anwendungsmodell und code
Der Aufbau und das Modell der Anwendung wurden bereits in Un-
terabschnitt 12.2.4 angesprochen. Die Fallstudie besteht aus der mobi-
len Anwendung BankingApp sowie einem Webservice Bank, und bie-
tet ihrem Nutzer die folgenden Funktionalitäten: (1) Aufladen des
Online-Kontos, (2) Abheben vom Online-Konto, sowie (3) Abfrage
des aktuellen Kontostandes.
statische sicht Abbildung 28 zeigt das Klassendiagramm der
Fallstudie, das die Anwendungskomponenten BankingApp und Bank,
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sowie das Anwendungsmodul GUI spezifiziert, das eine manuelle
Benutzeroberfläche abbildet. Zudem ist darin der komplexe Daten-
typ AuthData modelliert, das die Authentifikationsdaten eines Nut-
zers bestehend aus seinem Benutzernamen und Passwort repräsen-
tiert, sowie der Datentyp Account, der den Kontostand eines Nutzers
speichert. In Abbildung 29 sind die Nachrichtendatentypen der Fall-
studie abgebildet.
Abbildung 28: Komponenten und Datentypen der Banking-Fallstudie
Abbildung 29: Nachrichtendatentypen der Banking-Fallstudie
dynamische sicht Abbildung 30 zeigt das Sequenzdiagramm,
das den Programmablauf zum Aufladen des Online-Kontos model-
liert. Darin meldet sich die BankingApp mit Hilfe der Authentifikati-
onsdaten des Nutzers bei der Bank an, und gibt den aufzuladenden
Betrag an, den sie von der manuellen Benutzeroberfläche erhalten
hat. Abbildung 31 modelliert den Programmablauf zum Abheben
von Punkten. Auch darin meldet sich die BankingApp mit den Au-
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thentifikationsdaten des Nutzers bei der Bank an, und gibt den abzu-
hebenden Betrag an, den sie von der manuellen Benutzeroberfläche
erhalten hat. Abbildung 32 und Abbildung 33 zeigen jeweils die siche-
re und die unsichere Versionen der Programmabläufe zur Kontostan-
dabfrage, die in Unterabschnitt 12.2.4 im Detail diskutiert werden.
Die Informationsflusseigenschaft „BankingApp leakt keine Daten an
andere Nutzer des Systems“ ist dabei in Abbildung 19 abgebildet.
Abbildung 30: Aufladen des Online-Kontos in der Banking-Fallstudie
code Der Aufbau des Codeskeletts, der den automatischen Check
der Informationsflüsse zwischen verschiedenen Nutzern ermöglicht,
wird in Unterunterabschnitt 17.2.1.5 erläutert, während die Abstrakti-
on einer manuellen Benutzeroberfläche in Unterunterabschnitt 17.2.2.5
diskutiert wird.
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Abbildung 31: Abheben vom Online-Konto in der Banking-Fallstudie
Abbildung 32: Kontostand-Abfrage in der Banking-Fallstudie
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Abbildung 33: Unsichere Kontostand-Abfrage in einer Variante der
Banking-Fallstudie
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D I S TA N C E T R A C K E R
21.1 kurzbeschreibung
DistanceTracker ist eine Jogging-App, die mit dem IFlow-Ansatz ent-
wickelt wurde. Der Nutzer kann mit der gleichnamigen, mobilen An-
wendung DistanceTracker das GPS-Tracking vor seinem Lauftraining
starten, und die App beginnt, die aktuelle Position periodisch auf-
zuzeichnen. Sobald der Benutzer das Tracking anhält, wird aus der
Liste der aufgezeichneten GPS-Positionen eine Strecke berechnet, die
an den Webservice TrackerService gesandt wird (um dort z.B. mit an-
deren Nutzern verglichen zu werden).
Für die Fallstudie wurde formal bewiesen, dass TrackerService nur
die gelaufene Strecke des Nutzers erfährt. Dieselbe Eigenschaft konn-
te auch mit automatischer Informationsflussanalyse gezeigt werden.
Zudem wurde bewiesen, dass TrackerService aus den von der App
erhaltenen Daten nicht die aktuelle oder frühere GPS-Position des
Nutzers schließen kann.
Die DistanceTracker-Fallstudie demonstriert insbesondere die fol-
genden Aspekte des IFlow-Ansatzes:
• Nutzung vordefinierter Operationen zur Implementierung platt-
formspezifischer Funktionalität sowie mathematischer Berech-
nungen
(Zugriff auf den GPS-Sensor und Berechnung sphärischer Tri-
gonometrie)
• Modellierung von MEL*-Methoden
• Formale Verifikation und automatischer Check einer intransiti-
ven Nichtinterferenz-Eigenschaft
(TrackerService erfährt Information über Position des Nutzers nur
nach ihrer Anonymisierung bzw. Filterung)
• Formale Verifikation einer Deklassifikationseigenschaft bzgl. der
der what-Dimension der Deklassifikation
(TrackerService kann aus den anonymisierten bzw. gefilterten Infor-
mationen nicht auf die Position des Nutzers schließen)
21.2 anwendungsmodell und eigenschaften
statische sicht Abbildung 34 zeigt das Klassendiagramm der
DistanceTracker-Fallstudie, die ihre Anwendungskomponenten Di-
stanceTracker (mobile App) und TrackerService (Webservice), sowie ei-
193
194 distancetracker
ne Reihe der in der Anwendung benötigten, komplexen Datentypen
spezifiziert. Dazu zählt u.a. Distance, das die gelaufene Strecke des
Nutzers abbildet. Abbildung 35 zeigt die in der Anwendung verwen-
deten Nachrichtendatentypen.
Abbildung 34: Komponenten und Datentypen der DistanceTracker-
Fallstudie
Abbildung 35: Nachrichtendatentypen der DistanceTracker-Fallstudie
informationsfluss Die Attribute der Anwendungskomponen-
ten sind mit Sicherheitsdomänen annotiert, die zusammen mit ih-
rer Interferenzrelation in Abbildung 36 spezifiziert sind. Da die An-
wendung zwei Deklassifikationsfunktionen calcDist (zur Berechnung
der gelaufenen Strecke aus einer Liste von GPS-Positionen) und re-
lease (zur Freigabe dieser Strecke an den Webservice nach expliziter
Benutzerbestätigung) benötigt, sind zwei Deklassifikationsdomänen
{Locations->Distance} sowie {User->User,TrackerService} definiert. Die
aufgezeichneten GPS-Positionen (gespeichert im Attribut gpsLocations
von DistanceTracker, vgl. Abbildung 34) erhalten dabei die geheimste
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Sicherheitsdomäne {User}, die mit calcDist zur Domäne {OnlyDistan-
ce} deklassifiziert werden können, um anschließend mit release für
den Webservice mit der öffentlichsten Domäne {User,TrackerService}
freigegeben zu werden.
Abbildung 36: Sicherheitsdomänen und Interferenzrelation der
DistanceTracker-Fallstudie
Abbildung 37 zeigt die modellierte Informationsflusseigenschaft
der Anwendung, dass TrackerService die von der GPS-Position abgelei-
teten Informationen nur nach expliziter Deklassifikation und Nutzer-
bestätigung erhält. Abbildung 38 bildet die modellierte Informations-
flusseigenschaft ab, die besagt, dass TrackerService die GPS-Position
des Nutzers nicht erfährt, sondern nur seine gelaufene Distanz, die
mit der sicheren Filterfunktion calcDist berechnet wurde.
Abbildung 37: Informationsflusseigenschaft der DistanceTracker-Fallstudie
Zur Verifikation der Sicherheit der Filterfunktion calcDist muss
man das in Abbildung 39 beschriebene Schema instantiieren. Die Siehe Stenzel et al.
für eine detaillierte
Diskussion der
Sicherheit von
calcDist [93]
formalisierte Eigenschaft ist in Abbildung 39 abgebildet. Sie besagt,
dass es für jede Ausgabe von calcDist über 10,000 mögliche Eingaben
gibt, zwischen denen ein öffentlicher Beobachter der Ausgabe nicht
unterscheiden kann. Dabei muss jedes Element der Eingabeliste ei-
ne gültige GPS-Position darstellen, und alle möglichen Eingabelisten,
die zur selben Ausgabe führen, keine gemeinsamen Elemente haben.
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Abbildung 38: Informationsflusseigenschaft der DistanceTracker-Fallstudie
Dadurch wird sichergestellt, dass sich diese Eingaben wirklich unter-
scheiden, und die Funktion keine geheimen Informationen über die
Eingabe leakt.
∀ in, out. ff(in) = out ∧ assumption (in, out)→
∃ set. size(set) > 10.000 ∧
(∀ a. a ∈ set→ ff(a) = out ∧ property(a) ∧
(∀ a, b. a ∈ set ∧ b ∈ set ∧ a 6= b→ enoughDifferences(a, b)))
assumption(in, out) ≡ out = true
property(a) ≡ „all GPS positions in the input are valid degrees on
earth“
enoughDifferences(a, b) ≡ „the GPS positions of a and b are mutual-
ly disjoint“
Abbildung 39: Eigenschaft der Filterfunktion calcDist
dynamische sicht Abbildung 40 zeigt das Sequenzdiagramm
der Anwendung. Darin wird der Nutzer zum Starten bzw. Anhal-
ten des GPS-Trackings aufgefordert, wofür die vordefinierten Opera-
tionen startGPSTracking und stopGPSTracking verwendet werden. Die
Liste der aufgezeichneten GPS-Positionen wird dabei im Attribut gps-
Locations von DistanceTracker gespeichert. Daraus wird mit Hilfe der
calcDist-Funktion die gelaufene Strecke berechnet, die nach der Be-
nutzerbestätigung und expliziter Deklassifikation durch die release-
Funktion an den TrackerService geschickt wird.
Abbildung 41 zeigt das Aktivitätsdiagramm, das die MEL*-Metho-
de calcDecl spezifiziert. Diese erhält eine Liste von GPS-Positionen,
die sie in einer for-Schleife durchläuft, zwischen je zwei Positionen
die Distanz berechnet und zu einer laufenden Summe aufaddiert. di-
stance implementiert dabei die Haversine-Formel zur Berechnung der
Distanz zwischen zwei Punkten auf der Erde (vgl. Abbildung 43),
während prepareResult die gelaufene Distanz zurücksetzt, wenn sie
zu groß wird.
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Abbildung 40: Sequenzdiagramm der DistanceTracker-Fallstudie
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Abbildung 41: Spezifikation der MEL*-Methode calcDist
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Abbildung 42: Spezifikation der MEL*-Methode distance
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Abbildung 43: Spezifikation der MEL*-Methode distance
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C O N TA C T S M S M A N A G E R
22.1 kurzbeschreibung
ContactSMSManager ist eine IFlow-Anwendung bestehend aus zwei
mobilen Apps: ContactManager zum Verwalten von Kontaktdaten, so-
wie SMSManager zum Versenden von SMS. Mit ContactManager kann
der Nutzer neue Kontakte anlegen, sowie bereits vorhandene Kontak-
te ansehen oder löschen. Zudem kann er den ContactManager veran-
lassen, mit Hilfe der SMSManager-App eine SMS an einen der ausge-
wählten Kontakte zu versenden.
Für die Fallstudie wurde mit Hilfe automatischer Informations-
flussanalyse auf Codeebene gezeigt, dass die Anwendung nicht die
personalisierten Kontaktdaten des Nutzers leakt.
Die ContactSMSManager-Fallstudie demonstriert insbesondere die
folgenden Aspekte des IFlow-Ansatzes:
• Modellierung und automatischer Check einer Informationsfluss-
eigenschaft bzgl. der vom Nutzer eingegebenen Daten („Kon-
taktnamen werden von der Anwendung nicht als Inhalt einer
SMS verschickt“)
• Nutzung einer vordefinierten graphischen Oberfläche zur siche-
ren Benutzereingabe
• Nutzung einer manuellen Benutzeroberfäche
• Modellierung von MEL*-Methoden
22.2 anwendungsmodell und code
statische sicht Das Klassendiagramm in Abbildung 44 zeigt
die Komponenten und komplexen Datentypen der ContactSMSMana-
ger-Fallstudie. SMSManager und ContactManager bildet die mobilen
Apps der Anwendung zum Verwalten von Kontaktdaten und Ver-
sand von SMS ab. Die komplexen Datentypen Contact und SMSBody
repräsentieren dabei jeweils einen Kontakt (bestehend aus dem Na-
men, Vornamen, und der Telefonnummer), bzw. den Text einer SMS-
Nachricht. Die Datentypen erhalten dabei «label»-Annotationen wie
„Contact details“, die ihre Bedeutung dokumentieren, und dem Nut-
zer bei der Eingabeaufforderung angezeigt werden. Zudem definiert
das Diagramm u.a. die Deklassifikationsmethode removeName, die die
Kontaktdaten vor dem SMS-Versand filtert, sowie die manuelle Me-
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thode executeSendSMS, die den Versand einer SMS implementieren
soll, und daher auf die vordefinierte Senke SMS_MMS zugreifen darf.
Abbildung 44: Komponenten und Datentypen der ContactSMSManager-
Fallstudie
Abbildung 45 zeigt die Nachrichtendatentypen, die für die Inter-
App-Kommunikation benötigt werden.
informationsfluss Abbildung 46 zeigt die Sicherheitsdomä-
nen und ihre Interferenzrelation. Mit der Domäne {User} werden die
geheimen Kontaktdaten annotiert, die im Attribut contacts der Con-
tactManager-Anwendungskomponente gespeichert werden (vgl.
Abbildung 44). Diese können explizit zur öffentlichen Domäne
{User,Receiver} mit der Filtermethode removeName deklassifiziert wer-
den, um mit der executeSendSMS-Methode als SMS versandt werden
zu können.
Abbildung 47 zeigt die explizite Informationsflusseigenschaft der
Anwendung, die den direkten Informationsfluss der vom Benutzer
eingegebenen Kontaktdaten („The new contact“) zur vordefinierten
Senke PredefinedSinks.SMS_MMS verbietet, diesen aber nach dem Fil-
tern mit der Methode removeName erlaubt. Dies ist notwendig, da die
Kontaktdaten auch die Telefonnummer enthalten, die zum Versand
der SMS benötigt werden.
Abbildung 48 zeigt dabei die Prädikate zur Instantiierung des in
Unterunterabschnitt 15.2.2.2 beschriebenen Schemas zur Verifikation
der Filterfunktion removeName. Sie sagen aus, dass es für jede ge-
filterte Ausgabe eine Äquivalenzklasse von Eingaben mit derselben
Telefonnummer, aber verschiedenen Vor- und Nachnamen gibt. Die
22.2 anwendungsmodell und code 203
Abbildung 45: Nachrichtendatentypen und Datentypen der
ContactSMSManager-Fallstudie
Äquivalenzklasse muss ausreichend groß sein, damit die Filterfunkti-
on als sicher gilt; ein öffentlicher Beobachter kann dann allein anhand
der Ausgabe dieser Funktion nicht auf den Vor- und Nachnamen des
Besitzers der Telefonnummer schließen.
dynamische sicht Abbildung 49, Abbildung 50, und
Abbildung 51 zeigen die Sequenzdiagramme der Fallstudie zum Hin-
zufügen, Löschen, und Anzeigen der von ContactManager verwalte-
ten Kontaktdaten. Dabei interagiert die App mit einer manuellen Be-
nutzeroberfläche (GUI), während die Eingabe der Kontaktdaten über
die sichere, vordefinierte Benutzeroberfläche erfolgt. Dies geschieht
durch die Rückantwort NewContact des User-Moduls, das mit dem
Text „The new contact“ annotiert ist (vgl. Nachricht 3 in Abbildung 49).
Somit bezieht sich die Informationsflusseigenschaft in Abbildung 47
auf den Inhalt dieser Nachricht.
Abbildung 52 zeigt das Sequenzdiagramm zum Versand einer SMS.
Darin wird ein Kontakt mit der Funktion removeName explizit de-
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Abbildung 46: Sicherheitsdomänen und Interferenzrelation der
ContactSMSManager-Fallstudie
Abbildung 47: Informationsflusseigenschaft der ContactSMSManager-
Fallstudie
klassifiziert und gefiltert, indem ihr Inhalt bis auf die Telefonnum-
mer verworfen wird (vgl. Abbildung 53), wonach es an die mobi-
le Anwendungskomponente SMSManager weitergeleitet wird. Diese
fordert vom Nutzer die Eingabe des Nachrichtentextes, wonach sie
diesen mit der manuellen Methode executeSendSMS an den Kontakt
verschickt.
manuelle implementierung Die in der Fallstudie eingesetz-
ten manuellen Anwendungsmodule GUI und executeSendSMS wur-
den implementiert, so dass die finale Anwendung auf echter Hard-
ware lauffähig ist. Der Umfang dieser Implementierung stellt etwa
14% des automatisch generierten Java-Codes dar. Die manuelle Im-224 Zeilen Code für
die manuelle Imple-
mentierung vs. 1534
Zeilen Code für das
automatisch gene-
rierte Codeskelett
plementierung wurde mit MMChecker (siehe Unterabschnitt 16.2.3)
assumption(in, out) ≡ true
property(a) ≡ a.number = in.number
enoughDifferences(a, b) ≡ a.firstName 6= b.firstName ∧ a.surname
6= b.surname
Abbildung 48: Prädikate der Sicherheitseigenschaft der Filterfunktion remo-
veName
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Abbildung 49: Sequenzdiagramm der ContactSMSManager-Fallstudie zum
Hinzufügen von Kontakten
Abbildung 50: Sequenzdiagramm der ContactSMSManager-Fallstudie zum
Löschen von Kontakten
auf die im Modell spezifizierten Zugriffseinschränkungen erfolgreich
geprüft, und dabei keine Fehler festgestellt.
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Abbildung 51: Sequenzdiagramm der ContactSMSManager-Fallstudie zum
Anzeigen von Kontakten
Abbildung 52: Sequenzdiagramm der ContactSMSManager-Fallstudie zum
Versand einer SMS
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Abbildung 53: Aktivitätsdiagramm der ContactSMSManager-Fallstudie
zum Filtern eines Kontakts

23
P R I VAT E TA X I
23.1 kurzbeschreibung
PrivateTaxi ist die größte Anwendung, die im Rahmen des IFlow-
Projekts modelliert worden ist. Sie ermöglichst es ihren Nutzern,
Fahrgemeinschaften zu bilden, indem sie Fahrer und potenzielle Mit-
fahrer anhand ihrer angegebenen Routen miteinander in Verbindung
setzt.
Die Anwendung besteht aus den mobilen Apps PrivateRider für
Mitfahrer und PrivateRider für Fahrer, sowie den zwei Webservices
PrivateTaxiService und CalcDistanceService zur gegenseitigen Zuord-
nung der Nutzer bzw. Berechnung der Distanz zwischen den Routen
zweier Nutzer der Anwendung. Die Fahrer und Mitfahrer können
sich bei PrivateTaxiService für den Dienst registrierten, und anschlie-
ßend ihre geplanten Reiserouten angeben. Mit Hilfe der PrivateRider-
App kann sich der Mitfahrer die verfügbaren Fahrer anzeigen lassen,
die eine ähnliche Route haben, und einen dieser Fahrer auswählen.
Der Fahrer erfährt dadurch die Route des Mitfahrers, und kann die-
sen an seinem Startpunkt abholen. Dabei soll keiner der beteiligten
Webservices gleichzeitig sowohl die Kontaktdaten als auch die Stre-
cke der Nutzer in Erfahrung bringen können.
Die PrivateTaxi-Fallstudie demonstriert insbesondere die folgenden
Aspekte der Modellierung mit MODELFLOW:
• Nutzung von Kryptographie, um Informationsflusseigenschaf-
ten zu garantieren
(PrivateTaxiService erfährt nicht die Routen seiner Nutzer, da er
diese nicht entschlüsseln kann)
• Integration einer externen Anwendung
(Der Nutzer kann seinen Zielort mit Hilfe einer externen Karten-
App angeben)
• Integration einer manuellen Benutzeroberfläche
• Modellierung von MEL*-Methoden
• Nutzung von Filtermethoden, deren Eingabe von einem Angrei-
fer wählbar ist
(CalcDistanceService implementiert eine Filtermethode, deren Ein-
gabe aus den Nachrichten an den Service abgeleitet wird)
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23.2 anwendungsmodell
statische sicht Abbildung 54 zeigt die Komponenten und Da-
tentypen der PrivateTaxi-Fallstudie. Zusätzlich zu den mobilen Apps
PrivateRider (für den Mitfahrer) und PrivateDriver (für den Fahrer) de-
finiert das Diagramm die Webservices PrivateTaxiService (der die Fah-
rer und Mitfahrer einander zuordnet) sowie CalcDistanceService (der
die Distanz zwischen einem Fahrer und einem potenziellen Mitfahrer
berechnet). CalcDistanceService erhält dabei u.a. eine Deklassifikations-
MEL*-Methode isGoodMatch, die als Eingabe die Routen zweier Nut-
zer erhält, und berechnet, ob diese nahe genug aneinander liegen.
Mit der externen App PlacePicker kann der Nutzer sein Ziel auf einer
Karte angeben.
Zudem spezifiziert das Klassendiagramm u.a. vier komplexe, be-
schriftete Datentypen RegRiderInfo und RegDriverInfo, die die Regis-
trationsdetails der Fahrer bzw. des Mitfahrers repräsentieren, sowie
RegRiderPass und RegDriverPass, die ihre gewählten Passwörter abbil-
den. Die Klasse Match repräsentiert eine Zuordnung eines Fahrers zu
einem Mitfahrer, und speichert ihre Identifikationsdaten sowie öffent-
liche Schlüssel, Route bildet die Route eines Nutzers ab, während die
Datentypen Activity und Distance bereits aus der Fallstudie Distance-
Tracker bekannt sind. Der Fokus der Fallstudie liegt auf automatischer
Informationsflussanalyse der Anwendung, weshalb keine Sicherheits-
annotationen benötigt werden.
Abbildung 55 zeigt die Nachrichtendatentypen, die für die Kom-
munikation der Anwendungskomponenten benötigt werden.
dynamische sicht Das Modell der Fallstudie definiert neun Se-
quenz- und elf Aktivitätsdiagramme, um die folgende Funktionalität
abzubilden. Diese sind wegen ihrer Größe im Anhang abgebildet, sie-
he Anhang C.
• Die Fahrer und Mitfahrer legen auf dem PrivateTaxiService je-
weils ein Konto an, wobei sie ihre Namen und Passwörter über
eine sichere Benutzeroberfläche eingeben (Abbildung 60 und
Abbildung 61)
• Die Fahrer und Mitfahrer holen den öffentlichen Schlüssel des
CalcDistanceService ab, mit dem sie ihre Routen verschießen kön-
nen (Abbildung 62 und Abbildung 63)
• Die Fahrer und Mitfahrer bestimmen ihre Route, indem sie ih-
re Zielposition mit Hilfe der externen App PlacePicker auswäh-
len, während ihre Startposition ihrer aktuellen GPS-Position
entspricht. Sie verschlüsseln ihre Route mit dem öffentlichen
Schlüssel der CalcDistanceService, und veröffentlichen den resul-
tierenden Geheimtext bei PrivateTaxiService (Abbildung 64 und
Abbildung 65)
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• Der Mitfahrer erkundigt sich bei PrivateTaxiService, welche Fah-
rer sich in seiner Nähe befinden, und in dieselbe Richtung fah-
ren. Dazu vergleicht PrivateTaxiService die Route des Mitfah-
rers mit der Route von jedem angemeldeten Fahrer mit Hil-
fe des CalcDistanceService, und erstellt eine Liste von Vorschlä-
gen (inklusive Namen und öffentliche Schlüssel der vorgeschla-
genen Fahrer), die an den Mitfahrer geschickt werden (Abbil-
dung 66). CalcDistanceService ist in der Lage, die Routen der
Nutzer zu entschlüsseln, und nutzt zur Entscheidung, ob zwei
Nutzer einander zugeordnet werden sollen, die Filtermethode
isGoodMatch (Abbildung 69). Die von isGoodMatch genutzten
MEL*-Methoden calcDist. distance, und prepareResult sind iden-
tisch zu den gleichnamigen Funktionen aus der DistanceTracker-
Fallstudie (siehe Kapitel 21)
• Der Mitfahrer wählt einen der vorgeschlagenen Fahrer aus, ver-
schlüsselt seine Route mit dem öffentlichen Schlüssel dieses
Fahrers, und veröffentlicht das Resultat bei PrivateTaxiService
(Abbildung 67)
• Der Fahrer erhält von PrivateTaxiService die Informationen über
den Mitfahrer, der ihn ausgewählt hatte, kann seine Route mit
dem eigenen geheimen Schlüssel entschlüsseln, und ihn an-
schließend von seiner Startposition abholen (Abbildung 68)
Die Hilfs-MEL*-Methoden zum Verwalten von Zuordnungen zwi-
schen Fahrern und Mitfahrern sind in Abschnitt C.3 abgebildet.
informationsfluss Die Hauptsicherheitseigenschaft der Fall-
studie sagt aus, dass PrivateTaxiService die Namen der Nutzer erfährt,
aber nicht ihre Routen, während CalcDistanceService die Routen der
Nutzer einsehen kann, jedoch nicht ihre Namen. Dies soll sicherstel-
len, dass keines der Webservices den Standort ihrer identifizierten
Nutzer tracken können.
Abbildung 56 besagt, dass PrivateTaxiService über die Route eines
Nutzer (d.h., seinen Startort und den mit PlacePicker angegebenen
Zielort) nur die Ausgabe der Filterfunktion isGoodMatch erfährt. Ab-
bildung 57 legt fest, dass CalcDistanceService nie die persönlichen Re-
gistrierungsdaten wie etwa die Namen der Nutzer erfährt.
23.3 informationsflussanalyse
23.3.1 Automatische Codeanalyse
Für eine Reihe von manuell reduzierten Versionen des Codeskeletts
bestehend aus einer Untermenge der modellierten Abläufe konnte
mit Hilfe der automatischen Codeanalyse gezeigt werden, dass Priva-
teTaxiService die Route des Nutzers nicht erfährt. In einer von solchen
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Versionen veröffentlicht der Mitfahrer seine mit dem öffentlichen
Schlüssel des CalcDistanceService verschlüsselte Start- und Zielposi-
tion bei dem PrivateTaxiService, aus der eine Auswahl von passenden
Fahrern mit Hilfe von CalcDistanceService berechnet wird. Dies de-
monstriert die erfolgreiche Anwendung der Abstraktionen von kryp-
tographischen Operationen (siehe Unterunterabschnitt 17.2.2.3 für
Details): der Empfänger des Geheimtextes (PrivateTaxiService) wird
nicht vom Klartext (geheime Route des Nutzers) beeinflusst, da er
den für die Entschlüsselung benötigten geheimen Schlüssel nicht
kennt.
Aufgrund des Umfangs des resultierenden Programmabhängig-
keitsgraphen, der aus dem generierten Codeskelett erstellt wurde
(∼18,000 Knoten und ∼50,000 Kanten; vgl. PDG von ContactSMSMa-
nager mit ∼1,200 Knoten und ∼2,200 Kanten) konnte die AnwendungDie Größe des
Codeskeletts
der PrivateTaxi-
Anwendung
zusammen mit der
Abstraktion der
IFlow-Bibliothek
beträgt etwa
16,000 Zeilen Code
trotz der eingesetzten Abstraktionen nicht vollständig mit JOANA ge-
prüft werden, ohne dass falsch positive Ergebnisse gemeldet wurden.
23.3.2 Deklassifikationsmethode isGoodMatch
Die Fallstudie nutzt die Operation isGoodMatch(riderRoute : Route, dri-
verRoute : Route) : Boolean der Komponente CalcDistanceService, die
zwei Routen als Eingabeparameter entgegennimmt, und einen boo-
leschen Wert zurückgibt. Sie ist im Klassendiagramm mit dem Ste-
reotyp «declassify» als eine Deklassifikationsmethode markiert. Die
Methode isGoodMatch ist mit MEL* spezifiziert; sie berechnet den Ab-
stand zwischen den Start- und Zielpositionen zweier Routen (jeweils
kodiert als geographische Länge und Breite, die durch den vordefi-
nierten MODELFLOW-Datentyp GPSLocation repräsentiert werden),
und gibt true zurück, falls beide Abstände 1000m unterschreiten.
Das in Unterunterabschnitt 15.2.2.2 vorgestellte Framework erlaubt
es, die Eigenschaft zu formalisieren und zu beweisen, dass ein öffent-
licher Beobachter, der die Ausgabe der Methode lesen kann, nicht
ohne Weiteres auf die Eingabe schließen kann. Im Folgenden wird
diese Formalisierung vorgestellt und diskutiert.
deklassifikationseigenschaft Es liegt nahe, dieselbe Eigen-
schaft für die Methode isGoodMatch zu wählen, die bereits in Kapi-
tel 21 für die Methode calcDist vorgestellt wurde: sie besagt, dass ein
öffentlicher Beobachter nicht auf die Eingabe der Methode (Liste von
Positionen) schließen kann, wenn er nur ihre Ausgabe (Distanz zwi-
schen diesen Positionen) erfährt. Auch isGoodMatch erhält eine Liste
von Positionen (und zwar genau vier), und gibt ein Ergebnis zurück,
das von den Distanzen zwischen den Punkten der übergebenen Rou-
ten abgeleitet wird. Ihre Implementierung nutzt dabei calcDist der
Fallstudie DistanceTracker (vgl. Kapitel 21); es liegt also nahe, dass die
Eigenschaft trivial erfüllt ist.
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Im Gegensatz zur Distance Tracker-Fallstudie ist der öffentliche Be-
obachter in der Private Taxi-Fallstudie (repräsentiert z.B. durch die
Komponente PrivateTaxiService) jedoch zusätzlich in der Lage, die
Eingabe für die Methode isGoodMatch selbst zu wählen. So kann Pri-
vateTaxiService beispielsweise die Route eines legitimen Nutzers als
das erste Eingabeparameter riderRoute nutzen, welche ihr nur in ver-
schlüsselter Form vorliegt. Um die Route dieses Nutzers im Klartext
zu erfahren, kann der Angreifer versuchen, die Komponente CalcDist-
Service wiederholt aufzurufen, und dabei den zweiten Parameter so
zu wählen, so dass ihre Methode isGoodMatch true zurückgibt. Die Jeder ist in der Lage,
eine beliebige Route
mit dem öffentlichen
Schlüssel von
CalcDistService
zu verschlüsseln.
Sicherheit einer Deklassifikationsfunktion hängt somit nicht nur von
ihrer Spezifikation ab, sondern auch vom Kontext, in dem sie ausge-
führt wird.
Die Methode isGoodMatch kann somit mit einer Passwortcheck-Me-
thode verglichen werden, das in der Literatur ein Standard-Beispiel
für eine Deklassifikationfunktion darstellt (vgl. Abschnitt 4.1 und
[93]), da der durch sie mögliche Informationsfluss vernachlässigbar,
und sie für die Funktionalität vieler Anwendung notwendig ist. Ähn-
lich wie bei der Überprüfung einer vom öffentlichen Beobachter ein-
gegebenen Zeichenfolge mit einem geheimen, in der Datenbank ge-
speicherten Passwort, wird bei isGoodMatch die geheime Benutzerrou-
te riderRoute mit einer öffentlichen Eingabe driverRoute des Angreifers
verglichen. Gibt isGoodMatch den Wert falsch zurück, so erfährt der öf-
fentliche Beobachter nichts über die Position des Nutzers außer den
Bereichen auf der Erde innerhalb eines 1000m Radius um die Punkte
driverRoute.loc und driverRoute.dest, in denen der Benutzer sich nicht
befindet bzw. befinden wird, so wie bei dem Passwort-Checker der öf-
fentliche Beobachter nichts über das geheime Passwort eines Nutzers
erfährt außer dem, was es nicht ist [93].
Abbildung 58 zeigt die formalisierte Eigenschaft, dass es mindes-
tens 10.000 Eingaben für die Methode isGoodMatch gibt, die sich nur
bei einem von beiden Eingabeparametern unterscheiden, so dass die
Ausgabe der Methode false ist. Das bedeutet, dass es für die An-
wendungskomponente PrivateTaxiService aufwendig ist, die Position
eines konkreten Nutzers (in.riderRoute in Abbildung 58) in Erfahrung
zu bringen, selbst wenn sie diese methodisch mit selbst gewählten
Positionen (in.driverRoute in Abbildung 58) vergleichen lässt.
Um auszudrücken, dass die intuitive Eigenschaft auch dann erfüllt
ist, wenn der öffentliche Beobachter die Eingaben riderRoute und dri-
verRoute vertauscht, müssen sie auch in den Prädikaten property und
enoughDifferences vertauscht werden.
Jedoch ist ortsbezogene Privatsphäre ein komplexes Gebiet und
Gegenstand aktueller Forschung (vgl. u.a. [73, 97]). Es ist möglich,
dass durch abgefangene Metadaten, die Historie des Nutzerverhal-
tens, die spezifischen geographischen Gegebenheiten, oder Triangula-
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tion [43] die Position des Nutzers weiter bzw. schneller eingeschränkt
werden kann. Dies würde komplexere und anwendungsspezifische-
re Analyse- und Verifikationsmethoden erfordern, was über die Zie-
le des IFlow-Ansatzes hinausgeht. Ähnliche Einschränkungen gelten
jedoch auch für das Standardbeispiel der Deklassifikation durch ei-
ne Passwortcheck-Methode: der Wertebereich der Benutzerpasswör-
ter ist in der Realität stark beschränkt, und kann durch zusätzliche
Informationen weiter verkleinert werden.
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Abbildung 54: Komponenten und Datentypen der PrivateTaxi-Fallstudie
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Abbildung 55: Nachrichtendatentypen und Datentypen der PrivateTaxi-
Fallstudie
Abbildung 56: Informationsflusseigenschaft der PrivateTaxi-Fallstudie: Pri-
vateTaxiService erfährt über die Ortsdaten der Nutzer nur,
ob die Nutzer einander zugeordnet werden können
Abbildung 57: Informationsflusseigenschaft der PrivateTaxi-Fallstudie: Cal-
cDistanceService erfährt nicht die Namen der Nutzer
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∀ in, out. ff(in) = out ∧ assumption (in, out)→
∃ set. size(set) > 10.000 ∧
(∀ a. a ∈ set→ ff(a) = out ∧ property(a) ∧
(∀ a, b. a ∈ set ∧ b ∈ set ∧ a 6= b→ enoughDifferences(a, b)))
assumption(in, out) ≡ out = false
property(a) ≡ a.riderRoute = in.riderRoute ∧
„all GPS positions in the input are valid degrees on earth“
enoughDifferences(a, b) ≡ a.driverRoute.loc 6= b.driverRoute.loc ∧
a.driverRoute.dest 6= b.driverRoute.dest
Abbildung 58: Eigenschaft der isGoodMatch-Methode
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Z U S A M M E N FA S S U N G
Es ist nicht einfach, die Vertraulichkeit von sensitiven Nutzerdaten in
komplexen, verteilten Anwendungen zu garantieren. Wie die vorlie-
gende Arbeit zeigt, hilft es, die Betrachtung solcher Eigenschaften in
die Systementwicklungsmethodik zu integrieren.
Hierzu wurde eine neue Modellierungssprache MODELFLOW ent-
worfen, mit der die Struktur, das Verhalten, und die Informations-
flusseigenschaften eines sicherheitskritischen Systems bestehend aus
mobilen Apps und Webservices graphisch spezifiziert werden kön-
nen. Besonderer Wert wurde dabei auf Relevanz und Verständlichkeit
solcher Eigenschaften, sowie die sichere und benutzerfreundliche In-
teraktion mit dem Endnutzer gelegt, denn nur so kann die korrekte
Verwendung des Systems gewährleistet werden [79, 100].
Die formale Semantik von MODELFLOW ist durch das formale
Modell gegeben, das aus dem Anwendungsmodell generiert wird,
und ein formales Framework zur Informationsflusskontrolle instanti-
iert. Die für das formale Modell durch interaktive Verifikation garan-
tierten Eigenschaften vererben sich dabei auf den lauffähigen Code
der Anwendung.
Ein wichtiger Aspekt des vorgestellten Ansatzes ist die Möglich-
keit, Techniken zur vollautomatischen Informationsflusskontrolle ein-
zusetzen. So muss der Entwickler keine Kenntnisse in formalen Me-
thoden und interaktiver Verifikation vorweisen, um eine Vielzahl der
unterstützten Informationsflusseigenschaften garantieren zu können.
Der aus dem Modell generierte Code lässt sich mit einem aktuel-
len Informationsflussanalysetool vollautomatisch auf die spezifizier-
ten Informationsflusseigenschaften hin analysieren, wofür eine Rei-
he von Codeabstraktionstechniken entwickelt werden musste. Die-
ser Code kann händisch erweitert werden, ohne dass die garantier-
ten Eigenschaften verletzt werden, und als Android Apps und Java-
Webservices auf echter Hardware installiert werden.
Das Ergebnis dieser Arbeit ist der modellgetriebene Ansatz IFlow
zur Entwicklung informationsflusssicherer Systeme. Der Ansatz ist
toolunterstützt, und wurde anhand mehrerer Fallstudien evaluiert.
Durch dessen Einsatz lassen sich gängige Datenlecks wie etwa die
Freigabe persönlicher Daten an nicht autorisierte Nutzer vermeiden,
die in der Vergangenheit bei einer Vielzahl von Internet-Dienstleistern
wie Uber [74], Target [14], und Google [10] festgestellt wurden.
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Der vorgestellte Ansatz ist keineswegs die Lösung, sondern ein wei-
terer Schritt im Kampf um die Privatsphäre im Internet. Um mit den
sich ständig weiterentwickelnden Paradigmen und Mechanismen der
nativen Plattformen, Entwicklungssprachen und -tools für mobile Ge-
räte und Webservices Schritt zu halten, muss auch die Entwicklungs-
methodik ausgebaut und aktualisiert werden. Des weiteren ist die
Entwicklung einer Infrastruktur für die Verwaltung und Verbreitung
sicherer Anwendungen notwendig [59]. Auch müssen bereits vorhan-
dene Formalismen und Tools zur Informationsflusskontrolle weiter
verbessert werden, um ihre aktuellen Einschränkungen (wie etwa
bzgl. der Komplexität und Flexibilität der zu analysierenden Syste-
me [34]) zu beseitigen. Zuletzt müssen neben der Vertraulichkeit und
den Umständen der Freigabe geheimer Information auch die poten-
ziellen Folgen solcher Freigabe für den Endnutzer betrachtet und in-
tuitiv vermittelt werden können. Dies erscheint notwendig, um der
apathischen Einstellung vieler Nutzer gegenüber der Verletzung ih-
rer Privatsphäre entgegenzuwirken.
In der Zukunft werden das kommende „Internet der Dinge“ (In-
ternet of Things, IoT), das die Zahl an verbundenen Geräten bis 2020
auf 30 Milliarden ansteigen lassen soll [70], sowie neuartige Maschi-
nenlernalgorithmen [87] und dezentrale Konsensmechanismen [60]
neue Herausforderungen mit sich bringen. Solche Systeme benötigen
neue Lösungsansätze, um die Vertraulichkeit von Benutzerdaten zu
garantieren. So sind aktuell verbundene IoT-Geräte oft auf zentra-
le Server angewiesen, die die von den Geräten gesammelte Nutzer-
daten zentral und unverschlüsselt verwalten. Maschinenlernalgorith-
men, die z.B. Gesundheitsprobleme analysieren sollen, benötigen ih-
rerseits große Mengen an Rohdaten, die sensitive Krankheitsinforma-
tionen von Patienten enthalten und geschützt werden müssen [16].
Bei den meisten der aktuellen Konsensalgorithmen (bis auf wenige
Ausnahmen wie [54, 82]), die die Implementierung sicherer Anwen-
dungen ohne einer zentralen Autorität ermöglichen, sind alle verwal-
teten Nutzerdaten für alle Systemteilnehmer einsehbar.
Zuletzt soll erwähnt werden, dass die Privatsphäre der Nutzer im
Internet oft nicht aufgrund von Fehlimplementierungen, sondern aus
wirtschaftlichen Gründen verletzt wird. So sind heute viele Künst-
ler, Software-Entwickler, und Inhaltsanbieter auf Einnahmen durch
Werbenetzwerke angewiesen, an die sie die privaten Daten ihrer Nut-
zer verkaufen, um diesen zielgerichtete Werbung anzeigen zu kön-
nen. So sind heute viele Künstler, Software-Entwickler, und Inhalts-
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anbieter auf Einnahmen durch Werbenetzwerke angewiesen, an die
sie die privaten Daten ihrer Nutzer verkaufen, um diesen zielgerich-
tete Werbung anzeigen zu können. Um die Privatsphäre der Nutzer
zu schützen, müssen neben Werkzeugen, die die Entwickler bei der
Implementierung informationsflusssicherer Anwendungen unterstüt-
zen, alternative Einnahmequellen und Plattformen geschaffen wer-
den, die dieses Problem lösen.
Teil VII
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a.1 informationsflusssimulation zwischen variablen
Listing 21: Ausschnitt aus dem Quellcode der IFUtility -Klasse zur Simu-
lation einer Informationsflussabhängigkeit zwischen beliebigen
Variablen im generierten Codeskelett
1 public final class IFUtility {
2
...
3 /**
4 * Extracts the highest security level present among the
given objects by deeply inspecting every single
5 * object.
6 *
7 * <p>
8 * Note that this method cannot be used for the following
objects:
9 * <ul>
10 * <li>Primitive array types. In this case use the
dedicated methods for primitive array types</li>
11 * <li>Collections. In this case use the dedicated method
for collections.</li>
12 * </ul>
13 *
14 * <p>
15 * Note that in order to extract the security level from
arbitrary arrays of type {@code Object} it
16 * must be passed as the only argument casted to {@code
Object[]}. It is possible to pass it together
17 * with other objects, but then the method will return
the wrong result in certain situations.
18 *
19 * @param objects The objects to extract the highest
security level from.
20 *
21 * @return An integer value tagged with the highest
present security level among the objects extracted
22 * by deeply accessing all the given objects.
23 */
24 public static int extractSecurityLevel(Object...objects)
{
25 int securityLevel = 0;
26
27 for (Object object : objects) {
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28 if (object instanceof
SecurityLevelExtractor) {
29 securityLevel += ((
SecurityLevelExtractor)
object).extractSecurityLevel
();
30 } else {
31 securityLevel += (object != null)
? 1 : 0;
32 }
33 }
34
35 return securityLevel;
36 }
37 /**
38 * Returns an instance of the desired return type tagged
with the given security level.
39 *
40 * <p>
41 * For generic types use {@link #getTaggedType(
TypeReference, int)}.
42 *
43 * @param type The desired return type.
44 * @param securityLevel An integer value tagged with the
desired security level for the type instance
45 * to return.
46 *
47 * @return An instance of the desired return type tagged
with the given security level.
48 */
49 public static <T> T getTaggedType(Class<T> type, int
securityLevel) {
50 T taggedType = null;
51 try {
52 taggedType = IFUtility.initType(type);
53
54 if (securityLevel > 0) {
55 taggedType = IFUtility.initType(
type);
56 }
57 } catch (InstantiationException e) {
58 // Do nothing since JOANA does not care
in case exception handling is turned
off.
59 } catch (IllegalAccessException e) {
60 // Do nothing since JOANA does not care
in case exception handling is turned
off.
61 }
62
63 return taggedType;
64 }
A.2 vordefinierte benutzeroberfläche 229
65
...
66 }
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Listing 22: Quellcode von showGetSingleSelectionFragment zum Anzei-
gen einer Listenauswahl
1 class IFlowUser {
2
...
3 /**
4 * Shows a selection fragment in the main layout of the
given IFlow application, i.e. all
5 * the contents in the main layout are replaced with the
selection fragment.
6 *
7 * @param iFlowApplication The IFlow application in which
to show the selection fragment.
8 * @param titleIDName identifier name of title text
9 * @param items List of items to display as the
selectable options in the fragment.
10 * @param singleSelectionListener The selection listener
which is called when the user selects an
11 * item out of the list of items.
12 * @param addToBackStack Flag indicating if the returned
fragment should be put on the application
13 * task’s back stack or not.
14 *
15 * @return The IFlow selection fragment which is created
and displayed.
16 */
17 protected <T extends IFlowData>
GetSingleSelectionFragment<T>
showGetSingleSelectionFragment(IFlowApplication
iFlowApplication,
18 String titleIDName, List<T> items,
SingleSelectionListener<T>
singleSelectionListener, boolean
addToBackStack) {
19 GetSingleSelectionFragment<T> fragment =
GetSingleSelectionFragment.newInstance(
iFlowApplication, titleIDName,
20 items, singleSelectionListener);
21 FragmentTransaction transaction =
iFlowApplication.getFragmentManager().
beginTransaction();
22 transaction.replace(R.id.a_main_container,
fragment);
23
24 if (addToBackStack) {
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25 transaction.addToBackStack(null);
26 }
27
28 transaction.commit();
29
30 return fragment;
31 }
32
...
33 }
Listing 23: Quellcode von GetSingleSelectionFragment zum Anzeigen ei-
ner Listenauswahl
1 /**
2 * Fragment for receiving a user selected item out of a list of
items.
3 *
4 *
5 * @param <T> The type of IFlow data.
6 */
7 public class GetSingleSelectionFragment<T extends IFlowData>
extends ListFragment {
8
9 private String title;
10
11 /**
12 * The selection listener.
13 */
14 private SingleSelectionListener<T>
singleSelectionListener;
15
16 /**
17 * Static factory method for creating a new IFlow single
selection fragment.
18 *
19 * <p>
20 * It is best practice in Android to avoid a non-default
constructor for fragments and instead
21 * use a static factory method.
22 *
23 * @param iFlowApplication The IFlow application to
display the selection fragment in.
24 * @param items List of items to display as selection
options for the user.
25 * @param singleSelectionListener The listener to call
when the user selects an item.
26 *
27 * @return The newly created IFlow single selection
fragment configured with the given
28 * parameters.
29 */
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30 public static <T extends IFlowData>
GetSingleSelectionFragment<T> newInstance(
IFlowApplication iFlowApplication,
31 String titleIDName, List<T> items,
SingleSelectionListener<T>
singleSelectionListener) {
32 GetSingleSelectionFragment<T> fragment = new
GetSingleSelectionFragment<T>();
33 fragment.setDataItems(items, iFlowApplication);
34 fragment.setSingleSelectionListener(
singleSelectionListener);
35
36 int titleID = iFlowApplication.getResources().
getIdentifier(titleIDName, " string ",
iFlowApplication.getPackageName());
37 fragment.setTitle(iFlowApplication.getString(
titleID));
38
39 return fragment;
40 }
41
42 /**
43 * Sets fragment title
44 * @param title Title of the fragment
45 */
46 private void setTitle(String title) {
47 this.title = title;
48 }
49
50 /**
51 * Adds title header to the fragment
52 */
53 public void onActivityCreated(Bundle savedInstanceState) {
54 super.onActivityCreated(savedInstanceState);
55
56 TextView ret = new TextView(getActivity());
57
58 ret.setText(title);
59 ret.setTextSize(TypedValue.COMPLEX_UNIT_SP,18);
60 ret.setGravity(Gravity.CENTER);
61
62 this.getListView().addHeaderView(ret);
63 }
64
65 /**
66 * Set the selection listener.
67 *
68 * @param singleSelectionListener The selection listener
to set.
69 */
70 public void setSingleSelectionListener(
SingleSelectionListener<T> singleSelectionListener) {
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71 this.singleSelectionListener =
singleSelectionListener;
72 }
73
74 /**
75 * Sets the list of data items to present for selection.
76 *
77 * @param items The list of data items.
78 * @param iFlowApplication The IFlow application to
display the data items in.
79 */
80 public void setDataItems(List<T> items, IFlowApplication
iFlowApplication) {
81 IFlowArrayAdapter arrayAdapter = new
IFlowArrayAdapter(iFlowApplication, items);
82 this.setListAdapter(arrayAdapter);
83 }
84
85 @Override
86 public void onListItemClick(ListView l, View v, int
position, long id) {
87 super.onListItemClick(l, v, position, id);
88
89 @SuppressWarnings("unchecked")
90 T selectedItem = (T) l.getItemAtPosition(position
);
91
92 if (this.singleSelectionListener != null) {
93 this.singleSelectionListener.
onSingleSelection(selectedItem);
94 }
95 }
96 }
Listing 24: Quellcode von IFlowApplication zum Propagieren eines Be-
nutzerabbruchs
1 /**
2 * Represents an IFlow application.
3 *
4 */
5 public abstract class IFlowApplication extends Activity {
6
...
7 @Override
8 public void onActivityResult(int requestCode, int
resultCode, Intent data) {
9
...
10 if (data != null && dataProvider.getBooleanExtra(
CANCEL_NOTICE, false)) {
11 this.userInputCancelled();
12 return;
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13 }
14
...
15 }
16
17 /**
18 * Callback that is used to handle an input that should
have been done by the user
19 * but that was cancelled.
20 */
21 public void userInputCancelled() {
22 if (this.getCallingActivity() != null) {
23 IntentBuilder cancelNotice =
IntentBuilder.create().putExtra(
CANCEL_NOTICE, true);
24 this.setResult(RESULT_CANCELED,
IntentUtility.buildIntent(
cancelNotice));
25 this.finish();
26 } else {
27 this.init();
28 }
29 }
30
31
...
32 }
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Listing 25: Quellcode der executeRequestForResult -Methode zur Kom-
munikation mit einer externen Android-App
1 public abstract class ExternalApplicationGSL {
2
...
3 /**
4 * Starts an external application with the given intent
in order to retrieve a result.
5 *
6 * <p>
7 * If there is an application available to handle the
given intent, is used to start the external
8 * application. Otherwise the user is informed there
exists no application capable of handling the
9 * configured intent.
10 *
11 * <p>
12 * Note that the usage of this method only makes sense
for intent protocols returning a result.
13 *
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14 * @param externalApplication The external application to
start in order to obtain a result.
15 * @param iFlowApplication The IFlow application to start
the external application from.
16 * @param intentBuilder The configured intent builder.
17 * @param resultFunction The result function that
contains the program flow to resume after having
18 * received the desired result.
19 */
20 protected static final void executeRequestForResult(
ExternalApplication externalApplication,
IFlowApplication iFlowApplication,
21 IntentBuilder intentBuilder,
ResultFunction resultFunction) {
22 if (IntentUtility.isIntentResolvable(
iFlowApplication, intentBuilder)) {
23 iFlowApplication.setResultFunction(
resultFunction);
24
25 iFlowApplication.startActivityForResult(
IntentUtility.buildIntent(
intentBuilder), 0);
26 } else {
27 Toast.makeText(iFlowApplication, R.string
.external_app_unavailable_error_msg,
28 Toast.LENGTH_SHORT).show
();
29 }
30 }
31
...
32 }
Listing 26: Quellcode der isIntentResolvable -Methode zur Überprüfung
eines Android-Intents auf Gültigkeit
1 public final class IntentUtility {
2
...
3 /**
4 * Returns if the intent configured by the given builder
is resolvable for the given IFlow application.
5 *
6 * @param iFlowApplication The IFlow application from
which to resolve the built intent.
7 * @param intentBuilder The configured intent builder.
8 *
9 * @return <code>true</code> if the intent configured by
the builder is resolvable, otherwise
10 * <code>false</code>.
11 */
12 public static boolean isIntentResolvable(IFlowApplication
iFlowApplication, IntentBuilder intentBuilder) {
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13 PackageManager packageManager = iFlowApplication.
getPackageManager();
14 List<ResolveInfo> list = packageManager.
queryIntentActivities(intentBuilder.intent,
15 PackageManager.MATCH_DEFAULT_ONLY
);
16
17 return list.size() > 0;
18 }
19
...
20 }
Listing 27: Quellcode der Nachrichtenversandmethode zur Kommunikation
zwischen IFlow-Apps
1 public abstract class IFlowApplicationProxy extends
IFlowApplication {
2 /**
3 * Opens another IFlow application in order to retrieve a
result message.
4 *
5 * @param iFlowApplication The originating IFlow
application from which to invoke the other IFlow
6 * application.
7 * @param packageName The package name of the IFlow
application to open.
8 * @param className The fully qualified class name of the
IFlow application to open, i.e. including
9 * the package name.
10 * @param requestCode The request code to use for
starting the other IFlow application.
11 * @param key The data key with which the given message
is stored in the intent invoking the other
12 * IFlow application.
13 * @param message The IFlow message to send to the other
IFlow application.
14 * @param resultFunction The result function that will be
called when the invoked IFlow application
15 * finishes and returns its result.
16 */
17 protected <T extends IFlowMessage> void
startActivityForResult(IFlowApplication
iFlowApplication, String packageName,
18 String className, int requestCode, String
key, T message,
RequiredResultFunction resultFunction
) {
19 String jsonData = new Gson().toJson(message);
20 Intent intent = new Intent();
21 intent.setClassName(packageName, className);
22 intent.putExtra(key, jsonData);
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23 iFlowApplication.setResultFunction(resultFunction
);
24 iFlowApplication.startActivityForResult(intent,
requestCode);
25 }
26 }
a.4 vordefinierte methoden
Listing 28: Quellcode der startGPSTracking - und stopGPSTracking -
Methoden zum Aufzeichnen und Auslesen der aufgezeichneten
GPS-Positionen
1 public class IFlowUtil {
2
...
3 /**
4 * Starts GPSTracking for the given context
5 * @param context the context to track in
6 */
7 public static void startGPSTracking(Context context) {
8 GPSSensor sensor = GPSSensor.getInstance();
9 sensor.clearData();
10 sensor.setContext(context);
11 sensor.startSensor();
12 }
13
14 /**
15 * Stops GPS tracking and returns all tracked positions
16 * @return a list of all tracked Positions
17 */
18 public static List<GPSPos> stopGPSTracking() {
19 GPSSensor sensor = GPSSensor.getInstance();
20 sensor.stopSensor();
21 ArrayList<Location> locations = sensor.
getLocations();
22 ArrayList<GPSPos> pos = new ArrayList<GPSPos>();
23 for (Integer i = 0; (i < locations.size()); i++)
{
24 Location location = locations.get(i);
25 pos.add(new GPSPos(location.getLatitude()
, location.getLongitude()));
26 }
27 return pos;
28 }
29
...
30 }
31
32 public class GPSSensor implements LocationListener{
33
...
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34 @Override
35 public void onLocationChanged(Location location) {
36 if(location!=null){
37 hasLocation = true;
38 locations.add(location);
39 }
40 }
41
42 public ArrayList<Location> getLocations() {
43 return locations;
44 }
45
46 /**
47 * Starts the Sensor
48 */
49 public void startSensor(){
50 hasLocation = false;
51 locationManager = (LocationManager) mContext.
getSystemService(Context.LOCATION_SERVICE);
52 long curTime = System.currentTimeMillis();
53 for(String provider : locationManager.
getAllProviders()){
54 if(locationManager.isProviderEnabled(
provider)){
55 locationManager.
requestLocationUpdates(
provider, 5*1000, 0, this);
56 Location lastknown =
locationManager.
getLastKnownLocation(provider
);
57 if(lastknown != null){
58 long diff = curTime -
lastknown.getTime();
59 if(diff <ACCEPT_DIFF_MS){
60 onLocationChanged
(lastknown);
61 }
62 }
63 }
64 }
65 }
66
67 /**
68 * Stops the Sensor
69 */
70 public void stopSensor(){
71 while(!hasLocation){
72 try {
73 Thread.sleep(500);
74 } catch (InterruptedException e) {}
75 }
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76 if(locationManager != null){
77 locationManager.removeUpdates(this);
78 }
79 }
80 }
B
K O N K R E T E S Y N TA X V O N M E L *
Init = CallMessage | CallMessage*
ToSelfMessage = Expr | Stm*
CallMessage = Identifier ( ExprList )
ReplyMessage = Identifier ( ExprList )
Action = Expr | Stm*
Guard = Expr | else
Stm = Expr;
ExprList = ε | Expr[, Expr]*
Expr = Locvardecl | Assignment | CreateExpr | MethodCall
| BinaryExpr | UnaryExpr | LiteralExpr | FieldAccess
| Name | ( Expr ) | ForExpr
LocvarDecl = Identifier : Type | Identifier : Type := Expr
Assignment = FieldAccess := Expr | Name := Expr
CreateExpr = create Identifier ( ExprList )
MethodCall = Identifier ( ExprList ) | Expr.Identifier ( ExprList )
BinaryExpr = Expr Binop Expr
UnaryExpr = Unop Expr | Expr Unop
LiteralExpr = true | false | NumberLiteral | StringLiteral
FieldAccess = Expr.Identifier
ForExpr = for( Expr; Expr; Expr ) Stm*
Name = Identifier | Name.Identifier | self
Identifier = Gültiger Java Identifier
Type = IdentType | Boolean | Number | String
Binop = == | != | < | > | <= | >= | + | - | * | / | % | and | or
Unop = + | - | not | ++ | –
NumberLiteral = Gültiges Java Integer oder Float Literal
StringLiteral = Gültiges Java String Literal
IdentType = Identifier
Abbildung 59: Konkrete Syntax von MEL*
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M O D E L L D E R P R I VAT E TA X I - FA L L S T U D I E
c.1 sequenzdiagramme
Abbildung 60: Sequenzdiagramm der PrivateTaxi-Fallstudie zur Anmel-
dung eines Fahrers
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Abbildung 61: Sequenzdiagramm der PrivateTaxi-Fallstudie zur Anmel-
dung eines Mitfahrers
Abbildung 62: Sequenzdiagramm der PrivateTaxi-Fallstudie zum Abholen
des öffentlichen Schlüssels des CalcDistanceService für den
Fahrer
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Abbildung 63: Sequenzdiagramm der PrivateTaxi-Fallstudie zum Abholen
des öffentlichen Schlüssels des CalcDistanceService für den
Mitfahrer
Abbildung 64: Sequenzdiagramm der PrivateTaxi-Fallstudie zum Veröffent-
lichen der verschlüsselten Route des Fahrers
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Abbildung 65: Sequenzdiagramm der PrivateTaxi-Fallstudie zum Veröffent-
lichen der verschlüsselten Route des Mitfahrers
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Abbildung 66: Sequenzdiagramm der PrivateTaxi-Fallstudie zum Berech-
nen einer Liste von passenden Fahrern für einen Mitfahrer
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Abbildung 67: Sequenzdiagramm der PrivateTaxi-Fallstudie zur Auswahl
eines vorgeschlagenen Fahrers
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Abbildung 68: Sequenzdiagramm der PrivateTaxi-Fallstudie zur Abholung
des zugeordneten Mitfahrers
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c.2 filtermethoden
Abbildung 69: Aktivitätsdiagramm der PrivateTaxi-Fallstudie zur Berech-
nung, ob die Routen zweier Nutzer kompatibel sind
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c.3 hilfsmethoden
Abbildung 70: Aktivitätsdiagramm der PrivateTaxi-Fallstudie zum Löschen
aller Zuordnungen für einen Mitfahrer
Abbildung 71: Aktivitätsdiagramm der PrivateTaxi-Fallstudie zum Löschen
aller nicht ausgewählten Zuordnungen für einen Fahrer und
Mitfahrer
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Abbildung 72: Aktivitätsdiagramm der PrivateTaxi-Fallstudie zum Löschen
aller ausgewählten Zuordnungen für einen Fahrer
Abbildung 73: Aktivitätsdiagramm der PrivateTaxi-Fallstudie zum Löschen
aller nicht erfolgreichen Zuordnungen
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Abbildung 74: Aktivitätsdiagramm der PrivateTaxi-Fallstudie zur Abfrage
aller Fahrer, die auf der Suche nach einem Mitfahrer sind
Abbildung 75: Aktivitätsdiagramm der PrivateTaxi-Fallstudie zur Abfrage
von Zuordnungen für einen Mitfahrer
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Abbildung 76: Aktivitätsdiagramm der PrivateTaxi-Fallstudie zur Abfrage
einer Zuordnung für einen Fahrer
D
D E P L O Y M E N T- U N D N U T Z U N G S V O R G A B E N
Abschnitt 17.3 verdeutlicht, weshalb es nicht ausreichend ist, lediglich
die Anwendung auf Sicherheitsmängel zu untersuchen, ohne das Ge-
samtsystem zu betrachten. Der gesamte Anwendungskontext beste-
hend aus den Hardware- und Software-Plattformen sowie den An-
wendungsnutzern selbst spielt eine Rolle bei der Sicherheitsbetrach-
tung.
Jedoch ist es ebenfalls nicht ausreichend, in einem Ansatz zur
Entwicklung (informationsfluss-)sicherer Anwendungen nur den Pro-
zess der Entwicklung zu betrachten, ohne auf den Lebenszyklus und
Benutzung der resultierenden Anwendung zu erwähnen. Annahmen,
die in IFlow bei der Informationsflussanalyse getroffen werden, stüt-
zen sich auch auf den sicheren Deployment und Betrieb der entwi-
ckelten Anwendungen. Es muss also folglich eine Reihe von Vorga-
ben zum Deployment und Nutzung der Apps, Services, sowie mobi-
ler und Server-Hardware eingehalten werden.
d.1 vorgaben zum deployment
Beim Ausliefern und Installation von mit IFlow entwickelten Anwen-
dungen müssen die folgenden Punkte beachtet werden:
• Bei der Auslieferung von IFlow-Apps muss sichergestellt wer-
den, dass der Benutzer bereits die Anwendungen zur sicheren
Eingabe (siehe Unterunterabschnitt 16.2.4.5) sowie zum Spezi-
fizieren von Informationsflussanforderungen (siehe Unterunter-
abschnitt 16.2.4.1) installiert hat, oder diese zusammen mit den
IFlow-Apps installiert werden
• Vertrieb der Anwendung soll über vertrauenswürdige Kanäle
geschehen, die die Integrität und Authentizität der Installati-
onspakete garantieren
d.2 vorgaben für entwickler
Entwickler von IFlow-Anwendungen sind angewiesen, sich an die
folgenden Vorgaben zu halten:
• IFlow-Apps, die auf demselben Gerät installiert werden sollen,
müssen mit demselben geheimen Schlüssel signiert sein (siehe
Unterunterabschnitt 17.3.2.4)
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• Die zum Signieren verwendeten geheimen Schlüssel müssen
vertraulich aufbewahrt werden, da sie u.a. verwendet werden
müssen, um aktualisierte Versionen der IFlow-Apps zu signie-
ren (Unterunterabschnitt 17.3.2.3)
d.3 vorgaben für die endnutzer
Auch die Endnutzer von IFlow-Apps müssen selbstständig eine Reihe
von Punkten beachten, damit die Vertraulichkeit ihrer Daten sicher-
gestellt ist:
• Entwickler-Optionen auf der Zielplattform wie etwa Sideloa-
ding (manuelle Installation fremder APKs) oder Debugging
über die USB-Schnittstelle bei Android-Geräten dürfen nicht
aktiviert sein
• Nutzung von mobilen Geräten, die nicht auf den neuesten Stand
gebracht werden können soll gemieden werden
• Kritische Benutzereingaben dürfen nicht an öffentlichen Plätzen
getätigt werden (um beispielsweise das sogenannte “Shoulder-
Surfing” zu vermeiden)
• Kritische Benutzereingaben sollten nicht über nicht vertrauens-
würdige Software-Tastaturen von Drittanbietern eingegeben wer-
den
• Den Sicherheitsanweisungen von IFlow-Anwendungen am Bild-
schirm muss Folge geleistet werden
• Empfohlene Android-Version ist 6.0 oder höher, um u.a. vom
Overlay-Schutz Gebrauch zu machenSiehe Unterunter-
abschnitt 17.3.2.6
für Details zum
Overlay-Schutz d.4 vorgaben für die service-betreiber
Der Betreiber eines Webservices bzw. der System-Administrator der
Server, auf dem diese Services eingesetzt werden, müssen den aufge-
führten Vorgaben Folge leisten:
• Es muss sichergestellt werden, dass der Webserver nur über ei-
ne TLS-gesicherte Leitung erreichbar ist
• Der Server muss als sicher eingestufte Cipher Suits unterstützen,
und Clients mit unsicheren Cipher Suits ablehnen
• Der Server muss ein gültiges TLS-Zertifikat besitzen
• Um höhere Sicherheit zu garantieren, sollten geteilte bzw. vir-
tualisierte Hosting-Provider gemieden werden, da dies unter
Umständen zusätzliche Angriffsvektoren ermöglicht (vgl. etwa
[76])
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• Der virtuelle und physikalische Zugang zum Server muss nur
für autorisiertes Personal möglich sein
• Der Webservice darf nicht mit System- oder Administratorrech-
ten laufen
• Der Betrieb des Webservices muss protokolliert werden, und
die Protokolle müssen sicher und zugriffsbeschränkt aufbewahrt
werden
• Es dürfen keine geheime Benutzerdaten außerhalb der mit IFlow
entwickelten Anwendung gesammelt werden
• Fehlermeldungen dürfen nicht an den Benutzer ausgegeben
werden, weil man daraus für einen Angriff potentiell notwendi-
ge Informationen erschließen kann
• Sicherheitsmechanismen wie Angriffserkennungssysteme (Intru-
sion Detection Systems), Angriffsabwehrsysteme (Intrusion Pre-
vention Systems), und Firewalls sollten eingesetzt werden
d.5 allgemeine vorgaben
Alle Nutzergruppen, die IFlow-Anwendungen entwickeln, einsetzen,
oder pflegen, sind angewiesen, Folgendes zu beachten:
• Genutzte Software (Betriebssystem, installierte Anwendungen,
Firmware etc.) muss auf dem neuesten Stand gehalten werden
• Sicherheitsmechanismen des genutzten Betriebssystems dürfen
nicht durch den Nutzer deaktiviert werden (beispielsweise
durch das “rooting” des Geräts, wodurch unautorisierte An-
wendungen zu viele Rechte erhalten können)
• Die auf der Zielplattform verfügbaren Sicherheitsmechanismen
müssen auch tatsächlich aktiviert und genutzt werden (wie et-
wa die Bildschirmsperre bei mobilen Geräten)
• Geheime Authentifikationsinformation für die genutzten Ge-
räte oder Webserveraccounts wie PINs, Passwörter, geheime
Schlüssel usw. müssen geheim gehalten werden
• “Operational security” (OPSEC): Achtsamkeit bei Interaktion
mit anderen Personen oder Diensten, um nicht Opfer eines “so-
cial engineering”-Angriffs zu werden oder geheime Informatio-
nen versehentlich preiszugeben
• Sicherheit ist kein Zustand, sonder ein Prozess, bei dem zu je-
dem Zeitpunkt das Risiko eines erfolgreichen Angriffs abgewo-
gen werden muss. Alle Nutzer und Betreiber eines sicherheits-
kritischen Systems müssen einen Plan parat haben für den Fall,
256 deployment- und nutzungsvorgaben
dass ihre Systeme kompromittiert werden und/oder geheime
Daten gestohlen werden. Für manche Benutzergruppen ist das
Risiko besonders hoch und die Folgen besonders gravierend;
auf keine Fall dürfen diese sich ausschließlich Sicherheit der ge-
nutzten Software verlassen.
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