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Abstract
We prove extension of CR functions from a hypersurface M of CN in presence of the so-called sector
property. If M has finite type in the Bloom–Graham sense, then our result is already contained in [C. Rea,
Prolongement holomorphe des fonctions CR, conditions suffisantes, C. R. Acad. Sci. Paris 297 (1983) 163–
166] by Rea. We think however, that the argument of our proof carries an expressive geometric meaning and
deserves interest on its own right. Also, our method applies in some case to hypersurfaces of infinite type;
note that for these, the classical methods fail. CR extension is treated by many authors mainly in two frames:
extension in directions of iterated of commutators of CR vector fields (cf., for instance, [A. Boggess, J. Pitts,
CR extension near a point of higher type, Duke Math. J. 52 (1) (1985) 67–102; A. Boggess, J.C. Polking,
Holomorphic extension of CR functions, Duke Math. J. 49 (1982) 757–784. [4]; M.S. Baouendi, L. Roth-
schild, Normal forms for generic manifolds and holomorphic extension of CR functions, J. Differential
Geom. 25 (1987) 431–467. [1]]); extension through minimality towards unprecised directions [A.E. Tu-
manov, Extension of CR-functions into a wedge, Mat. Sb. 181 (7) (1990) 951–964. [6]; A.E. Tumanov,
Analytic discs and the extendibility of CR functions, in: Integral Geometry, Radon Transforms and Com-
plex Analysis, Venice, 1996, in: Lecture Notes in Math., vol. 1684, Springer, Berlin, 1998, pp. 123–141].
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction—Statement of the result
The celebrated theorem by Hans Lewy states that CR functions on a hypersurface M of CN
extend holomorphically to one side of M in the direction shown by the Levi form. This direc-
tion can be described equivalently through commutators of holomorphic and antiholomorphic
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L. Baracco / J. Math. Anal. Appl. 331 (2007) 220–229 221tangent vector fields or by graphing M as y1 = h and taking the complex hessian of h in com-
plex tangent directions. The theorem is that if the complex hessian is > 0 in some complex
direction, then CR functions extend to y1 > h. This result was further generalized by Rea who
proved in [5] holomorphic extension to y1 > h if the lowest k-homogeneous non-harmonic term
gk in the Taylor expansion of h satisfies gk > 0 in a sector of width > πk in some complex tan-
gent 1-dimensional plane. All these results were successively improved by Boggess and Pitts [3]
who proved extension in direction of iterated commutators of holomorphic and antiholomorphic
tangential vector fields for generic submanifolds M ⊂ CN of any codimension. Note that the
condition on commutators is equivalent to the “sector property” for the Taylor expansion and
so, for a hypersurface, Boggess–Pitts’s and Rea’s results are equivalent. A related result is due
to Trepreau and Tumanov, for a hypersurface and a higher codimensional submanifold, respec-
tively. They characterized the holomorphic extension through the “minimality” of M : in case of
a hypersurface, M is minimal if and only if it does not contain any germ of a complex hypersur-
face. This conclusion, which holds in full generality, is the ultimate answer to the problem: note
that in the hypotheses of Lewy, Rea, Boggess and Pitts, M turns out to be minimal. However,
differently from the former settings, minimality does not tell us the side of the extension which is
therefore still an open question in some cases. In the present paper, we investigate this problem
and for this purpose introduce a new family of analytic discs with singular boundary which can
be naturally “attached” to sectors of hypersurfaces. This theory was first introduced in [8,9] and
next developed in [2]. We give a simple presentation of it which is appropriate for the hypersur-
face case. These discs provide a geometric proof of Rea’s result and seem to fit very properly
the problem so that they can be applied to more general situations. In particular, they give the
proof of holomorphic extension to y1 > h(x1, z′, z¯′) when h(0, z2,0, . . . , z¯2,0, . . .) vanishes to
∞ order at z2 = 0 and h(x1, z2,0, . . .) > 0 when z2 belongs to a sector > πk of the z2-plane and
|x1| c|z2|k .
We discuss now in further detail the normal form of an equation for M . We start by noticing
that if M is a hypersurface of C2, then in suitable coordinates z = x + iy we can describe M by
y1 = h for
h = gk(z2)+O
(|z2|k+1 + |x1|2 + |x1||z2|), (1)
with gk homogeneous non-harmonic of degree k. In CN we write coordinates as z = (z1, z′)
z′ = (z2, z′′). Then there is an obvious version of (1) with parameters z′′
h = gk(z2)+O
(|z2|k+1 + |x1|2 + |x1||z2| + |z′||z′′|), (2)
still with gk homogeneous of degree k without harmonic terms. We assume that
gk  0 in a sector S of the z2 plane of amplitude > π
k
. (3)
Remark 1. (3) is not invariant. In fact one can produce some gk = 0 just by change of coordi-
nates. For example in C3 the function
h = |z3|2
under the change (z˜3 = z3 − z22, z˜2 = z2, z˜1 = z1) becomes
h˜ = |z2|4 + 2e z3z¯22 + |z3|2.
222 L. Baracco / J. Math. Anal. Appl. 331 (2007) 220–229Hence gk = 0 but g˜k = |z2|4. But there is an invariant condition, the so-called bracket type k,
which implies (3). Let Lj be the vector space spanned by Lie brackets of holomorphic and
antiholomorphic vector fields tangent to M of length  j . Assume
Ljz0 = T 1,0z0 M ⊕ T 0,1z0 M ∀j  k − 1, Lkz0 = C ⊗R Tz0M. (4)
It is easy to check that (4) by a choice of coordinates with z0 = 0 is equivalent to⎧⎪⎨
⎪⎩
∂α
z′∂
β
z¯′h(0) = 0 ∀|α| + |β| k − 1,
∂α
z′h(0) = 0, ∂¯αz′h = 0 ∀|α| k,
∂nz2 ∂¯
m
z2h(0) = 0 for some m+ n = k.
(5)
One can see that the third of (5) can be rewritten, possibly under a rotation in the z2-plane, as∑
ij
k!
i!j ! ∂¯
i
z2∂
j
z2h = 0. (6)
It is obvious that (4) or (5) imply (3) for either of ±gk in suitable coordinates. In fact it is obvious
that in suitable coordinates one gets (2) for h|z2 = gk(z2)+O(|z2|k+1) with gk(z2) of degree k.
Moreover one can assume that the equation of M is in normal form (meaning in particular that
it contains no harmonic term). This implies that gk is divisible by |z2|2. Hence gk has at most
2(k − 2) zeroes on the unit circle |z2| = 1. In particular there is a sector of amplitude  πk−2
where it has constant > 0 or < 0 sign. Note that (4) or (5) imply in fact that the sign is strictly
defined as in Rea’s condition of [5].
Example 2. In C2, let gk(z2) = |z2|2y22(y22 − a2x22). There are two zeroes y2x2 = ±a and a double
zero
y2
x2
= 0. Assume that
π
12
< arctg(a) <
π
6
.
There are sectors of amplitude > π6 where gk  0, but only sectors of amplitude 
π
6 where
gk < 0. On the other hand we have to remark that the strict sign, in this case < 0, is needed in
Rea’s method to get extension down, because only in this case his implication “(i) implies (∗)”
holds. But this problem can easily be fixed. In fact one could achieve gk < 0 in a sector of opening
> π6 just by adding a harmonic term gk + e z6. Hence after this rearrangement one enters in
fact Rea’s frame.
We also recall the critical example by Rea. For gk = |z2|4 + |z2|2ae z22, the sector where
gk < 0 is of amplitude 2(π2 − arctg(
√
a+1√
a−1 )). Hence this is >
π
4 if and only if arg(
√
a − 1 +
i
√
a + 1)2 (= arg(−2 + 2i√a2 − 1)) < 3π4 that is for a >
√
2. As it mentioned in Rea’s paper,
the above condition about the amplitude of the sector is necessary for holomorphic extension
from y1 > gk to the whole CN at 0. We can also treat by our method some hypersurface M of
type +∞. Thus, let M be defined by y1 = h for
h = g∞(z2)+O
(|x1|2 + |z′||z′′| + |x1||z2|), (2bis)
with g∞ being 0 of order +∞ at z2 = 0. In particular g∞ is not real analytic unless g∞ ≡ 0. In
this situation we can reformulate our sector property by assuming, for some integer k > 0, that
h > 0 for z2 in a sector of width >
π
and for |x1| c|z2|k. (3bis)
k
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x22
) serves the purpose. Note that in this situation h has to be
non-harmonic along the z2-plane in order to fulfill (3bis). We can then state
Theorem 3.
(i) Let M be a hypersurface of CN defined by an equation y1 = h such that the lowest homoge-
neous (non-harmonic) part of h|z2 , say gk , has degree k and satisfies (3). We also suppose
that h is Ck+2. Then holomorphic functions extend from y1 < h to the whole CN at z0 = 0.
(ii) Let h be in the form (2bis) and satisfy the sector property (3bis). Then holomorphic functions
extend from y1 < h to the whole CN at z0 = 0.
Remark. Note that if h is real analytic and M has type +∞, then by Nagano theorem there is
a complex hypersurface S ⊂ M passing through z0. It follows that any analytic disc attached to
M at z0 must be contained in S. In this situation h is necessarily harmonic in z2 and therefore
(3bis) cannot be fulfilled. Note also that in this case M is not minimal which is the condition
which characterizes the one-sided extension property from M . Hence, extension property in the
form of Theorem 3 could not hold in absence of minimality. If one wants a more “tangential”
statement our result can be rephrased as follows. Under (3) or (3bis) a continuous CR function on
M which extends holomorphically to y1 < h(x1, z′) uniformly continuous up to M , also extends
to the opposite side y1 > h(x1, z′).
We give now the proof of Theorem 3 which consists of several steps.
2. Proof of the main result
2.1. Preliminaries on Fα spaces
Let kα > 1 but (k − 1)α < 1 and denote by τ = reiθ the variable in the standard disc Δ. Let
us recall from [7,9] some basics about attaching analytic discs to M in the subclasses Fα of the
Hölder classes Cα . These are the spaces of real continuous functions σ(θ), θ ∈ [−π,π], which
are C1,α out of 0 and for which the following norm is finite
‖σ‖Fα := ‖σ‖C0 +
∥∥θσ (1)∥∥
Cα
.
(Here ·(1) denotes the first derivative.) We remark that for σ ∈Fα we must have θσ (1)|θ=0 = 0 for
otherwise θσ (1) → c = 0 which implies |σ | log |c|2 + log |θ | which contradicts the boundedness
of σ .
Let T1 denote the Hilbert transform normalized by the condition T1(·)(1) = 0; it is easy to see
that T1 is a bounded operator in Fα . We come back to our hypersurface M . We write coordinates
in CN as (z1,w) for w = (z2, . . .) and describe M by y1 = h(x1,w). We will use in an essential
way the following statement whose proof can be found in [9].
Proposition 4. Let h be of class Ck+2, and be written as in (2) for g homogeneous of degree k
and let w(τ) =∑m0m=1 am(1 − τ)mαie2, τ ∈ Δ. Then for any  there is δ such that if ‖h‖C1,α  δ,
‖w‖Fα  δ, |x01 | δ, then the equation
u(τ) = −T1h
(
u(τ),w(τ)
)+ x01 , τ ∈ ∂Δ, (7)
has an unique solution u ∈ Fα with ‖u‖Fα  . Moreover, if kα > 1, then this solution belongs
in fact to C1,β for β := kα−1 and, if w(τ) depends on some parameter η ∈ R so that η → (am),
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is Ck .) In particular for τ = reiθ , there are mixed derivatives in r, x01 and η for the harmonic
extension of u and of its harmonic conjugate v = T1u and they commute so that the following
holds
∂r∂
j
ηx01
v = ∂j
η,x01
∂rv ∀j  k. (8)
We refer to [9] for the proof.
Remark 5. One first solves Bishop’s equation (7) in the Fα spaces by the aid of the implicit
function theorem. To see that the solution u, and its harmonic conjugate v, are in fact in C1,β
in case kα > 1, one remarks that the composition φ((1 − τ)α) for φ = Ok belongs to C1,β .
This would give the immediate proof in the rigid case that is when h|z1,z2 is a function of z2
only, because then v(τ) = h(w(τ))τ ∈ ∂Δ. In the general case we put z1(τ ) = u(τ) + T1v(τ).
We can see that if z1(τ ) ∈ F jα , τ = eiθ , for j  k − 2, then indeed z1(τ ) ∈ F (j+1)α . In fact
the hypothesis (2) for h is responsible of such a gain of regularity for v at each step due to
g|z2 = Ok together with the fact that if σ ∈F jα , then θασ (θ) ∈F (j+1)α due to |(θασ (θ))(1)| =|θα−1σ(θ) + θασ (1)(θ)|  |θ |(j−1)α−1. But the Hilbert transform transfers the regularity in the
F (j+1)α sense from v to u, which yields z1(τ ) ∈ F (j+1)α, τ = eiθ . At the last step, in order to
pass from F (k−1)α to C1,β , we have to notice that u ∈F (k−1)α implies |u(2)(eiθ )| |θ |(k−1)α−2.
(It is not restrictive to suppose that functions of Fα are Ci,α out of 0.) But it is then easy to check
(cf. [2, Corollary 14(ii)]), that then θαu(eiθ ) ∈ C1,β for β = kα−1. Thus indeed z1(eiθ ) belongs
to C1,β .
When kα < 1, u and v are no more C1,β , in general. However the above argument shows that
they are at least Fkα . Since we will use this property in an essential way, we will give further
details of this fact.
2.2. Construction of a singular disc attached to M with controlled normal component
We recall our hypothesis (3). It is not restrictive to assume that the sector Ce2 ∩ T V where
gk  0 contains (1 − τ)αie2, τ ∈ Δ. (Here e2 is the unit vector of the z2-plane.) Let kα > 1 and
assume without loss of generality (k−1)α < 1. We then define, for a small real parameter η > 0:
w(τ) = wη(τ) := η(1 − τ)αie2. (9)
We attach to M a family of Fα-discs A(τ) = Aη(τ) whose “w-components” are w(τ). We
recall from (a) that η → (z1)η(τ ), R → C1,β is Ck . We also write z1(τ ) instead of (z1)η(τ ),
z1(τ ) = u(τ) + T1v(τ), and finally A(τ) = (z(τ ),w(τ)). We note that, since g = Ok , then we
have
∂jη v
∣∣
η=0 ≡ 0, ∂jη u
∣∣
η=0 ≡ 0 ∀j  k − 1. (10)
This is clear for j = 0,1. If it is true for 1 < j  k − 2, then
∂j+1η v|η=0 =
∑
m+n=j+1
(
j + 1
m
)
∂mw1∂
n
w¯1
(
gk +O
(|w1|k+1))(z0)(1 − τ)mα(1 − τ¯ )nα
+ ∂j+1η
(
O(u)O
(∣∣(u,w)∣∣2))∣∣ . (11)
η=0
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∂mz2∂
n
z¯2
g(z0) = 0 ∀m + n  k − 1. It follows that ∂j+1η v|η=0 = 0 and hence also ∂j+1η u|η=0
(= T1(∂j+1η v|η=0)) = 0. Hence if we Taylor-expand ∂rv at η = 0, we get
∂rv = ∂kη∂rv
∣∣
η=0η
k + o(ηk). (12)
Because of (3) we then get
∂kηv
∣∣
η=0 = |1 − τ |2αf
(
(1 − τ)α), (13)
where f  0∀τ ∈ Δ¯. Hence (2) yields, through Hopf’s Lemma:
∂r∂
k
ηv
∣∣
τ=1η=0 = −c < 0. (14)
By (12) we conclude ∂rv|τ=1 = −c′ηk < 0, for any η sufficiently small. We fix such a small η
and, by rescaling, we even suppose η = 1 and
∂rv|τ=1 < 0. (15)
2.3. Perturbation of the initial disc
We put
wηα(τ ) =
(−ηα + (1 − τ)α)ie2,
and solve the following Bishop’s equation in the class Fα :
uηα = −T1h
(
uηα (τ ),wηα (τ )
)+ x01η(k−1)α, τ ∈ ∂Δ, (16)
for ηα and |x01 | small. We write u = uηα , w = wηα , and let v = T1u + y01 for y01 =
h(x01η
(k−1)α,−ηαie2). This defines a family of analytic discs A = Aηα with A(τ) = (u(τ ) +
iv(τ ),w(τ)) of class Fα , attached to M (that is verifying A(∂Δ) ⊂ M), and with A(1) =
(x01 + iy01 ,−ηαie2). Note that the components u and v of these new discs are no more C1,β
because h is not infinitesimal of order k at (x01 + iy01 ,−ηαie2). However we can still expand u
and v with respect to ηα and x01η
α which yields, writing v0 for vηα |ηα=0.
Proposition 6. We have in a neighborhood of 0, and still writing τ = eiθ for τ ∈ ∂Δ.
|v − v0| c
(
ηα|θ |(k−1)α + η2α|θ |(k−2)α + · · · + ηkα). (17)
In particular
sup
{τ : |1−τ |η}
|v − v0| ηkα. (18)
Proof. We recall from Proposition 4 that the correspondence ηα → uηα , vηα , R →Fα is Ck . In
particular it makes sense to consider the Taylor expansion of v with respect to ηα :
v = v0 + ∂ηαv0ηα + · · · + ∂k−1ηα v0η(k−1)α +O
(
ηkα
)
. (19)
We recall that for ηα = 0 the corresponding disc passes through 0; in particular
v0 and u0 belong to C1,β . (20)
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argument which leads to (19) also gives(
∂
j
ηαu
)
0,
(
∂
j
ηαv
)
0 ∈F (k−j)α. (21)
In fact by differentiating j times, for j  k − 2, with respect to ηα Bishop’s equation (16), we
get an equation of the type
∂
j
ηαu = −T1
( ∑
j1+j2+j3+j4+j5=j
i1+i2=j1
cJI ∂
j1
x ∂
j2
z2 ∂
j3
z¯2
h
(
∂
1+j4
ηα u
)(
∂
1+j5
ηα u
)i2(∂ηαw)j2(∂ηα w¯)j2
)
,
(22)
where CJI for J = j1, . . . , j5, I = i1, i2 are combinatorial constants. It is also clear that
(∂
j
ηαv)0 = T1(∂jηαu)0. Note now that the expression on the right of (22), restricted to the w-plane,
is Ok−j and, in general, when a term involving ∂ηαu appears, then it appears with power  2 or
multiplied by a power of θα . Thus if ∂iηαu ∈Fmα , then ∂iηαv ∈F (m+1)α (because if φ = Ok , then
φ((1 − τ)α) ∈ Fkα , and if σ ∈ F jα , j  k − 2, then θασ ∈ F (j+1)α , whereas if σ ∈ F (k−1)α ,
then θασ ∈ C1,β . But T1 preserves the F (m+1)α classes and therefore ∂iηαu ∈ F (m+1)α ; thus we
can restart our argument. By recurrence we then get the proof of our claim (21).
Note now that since T1(·)|θ=0 ≡ 0, then ∂jηαu|ηα=0,θ=0 = 0 ∀j < k− 1 and ∂jηαv|ηα=0,θ=0 = 0
∀j < k. On the other hand, since each ∂jηαu|ηα=0 is in F (k−j)α (and the same for u), then∣∣(∂jηαu)0∣∣ c|θ |(k−j)α ∀j < k − 1, ∣∣(∂jηαv)0∣∣ c|θ |(k−1)α ∀j < k. (23)
If we plug (23) into (19) we clearly get (17). 
Proposition 7. We have for small η
|∂rvηα − ∂rv0|r=1− η2 → 0 for η → 0. (24)
In particular by combining (24) with (15) we conclude
∂rvηα |r=1− η2 <
c
2
with c independent of η. (25)
Proof. We show that the difference in (24) is O(ηkα−1). We write P = 1−r21+r2−2r cos(θ−φ) for the
Poisson kernel and evaluate for τ = 1 − η2 that is φ = 0 and r = 1 − η2 . We consider
∂rv − ∂rv0|r=1− η2 =
+π∫
−π
∂rP
(
v
(
eiθ
)− v0(eiθ ))dθ
∣∣∣∣
r=1− η2 , φ=0
. (26)
We fix δ small so that cos θ is approximately 1 − θ22 for |θ | δ. We take η δ; it follows
∂rP |r=1− η2 , φ=0 
1
θ2 + η2 
{ 1
η2
for θ  η,
1
θ2
for η < θ  δ.
(27)
(Here we use the symbol  to denote an estimate which holds up to positive multiplicative
constant.) On the other hand it is clear that for |θ | δ, we have uniformly in η:
∂rP |r=1− η ,φ=0  cδ. (28)2
L. Baracco / J. Math. Anal. Appl. 331 (2007) 220–229 227Let us then take the part of the integral in (26) with θ  0 (the other being estimated in the same
way), and decompose it in three parts
+π∫
0
· =
η∫
0
· +
δ∫
η
· +
π∫
δ
·. (29)
In the first integral we estimate |∂rP ||r=1− η2 ,φ=0 
1
η2
and |v − v|ηα=0| ηkα ; this yields
η∫
0

η∫
0
ηkα
η2
dθ  ηkα−1. (30)
In the second integral we estimate |∂rP ||r=1− η2 ,φ=0 
1
θ2
and |v − v|ηα=0  ηαθ(k−1)α ; this
yields
δ∫
η
· ηα
δ∫
η
θ(k−1)α−2 dθ  ηα
∣∣δ
η
θ(k−1)α−1  ηkα−1.
Finally in the third integral we estimate |∂rP ||r=1− η2 ,φ=0  cδ and |v−v|ηα=0  ηα which yields
π∫
δ
· cδηα. (31)
Thus we first fix δ so that (27) holds. With such a choice, and for η < δ, we get (30), (31); in
particular, since |∂rv − ∂rv|ηα=0||r=1− η2 = O(ηkα−1) then it is infinitesimal. 
We combine now Proposition 6 and Theorem 7. We get
v(1 − η) v
(
1 − η
2
)
+ 1
2
∂rv|r=1− η2
η
2
. (32)
Now by Proposition 6 we have
v
(
1 − η
2
)
 v0
(
1 − η
2
)
− ηkα ∼ ηkα,
and, by Proposition 7
∂rv|r=1− η2
η
2
> c
η
2
.
Hence the term in (32) is > 0.
We consider now the expansion in ηα for T1h instead of u along ∂Δ. We note that
∂
j
ηαT1h|ηα=0, θ=0 = 0 for any j , and even for j = k − 1 which was not the case of u. Remember
also that since
u− T1h = x01η(k−1)α, (33)
then ∂jηαT1h = ∂jηαu for any j = k − 1. Hence we get
−T1h = u|ηα=0 + ∂ηαu|ηα=0ηα + · · ·
− ∂k−1ηα T1h|ηα=0η(k−1)α + ∂kηαu|ηα=0ηkα +O
(
η(k+1)α
)
, (34)
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O(ηkα). Recalling also (33) we conclude that for r = 1 − 1
η
we have
u(r) = u0η(k−1)α +O
(
ηkα
)
. (35)
Hence for any η there is u0 with |u0| cη1−(k−1)α such that
u|r=1−η = 0. (36)
End of proof of Theorem 3. Summarizing up what we did up to now, we have found an analytic
disc that we still denote A(τ) = (u(τ ) + iv(τ ),w(τ))τ ∈ Δ with vertex at a point near z0 = 0,
such that for some value of the radius r close to 1:
u(r) = 0, v(r) > 0. (37)
As usual we denote by A also the range A(Δ). We also denote by ˚M− the open half space y1 < h
with boundary M . Denote by I the set I = {t ie1 |−c < t < 0}, and observe that for A small and
suitable c:
z + ∂A¯ ⊂ ˚M− ∀z in a (conic) neighborhood of I, (37a)
z + A¯ ⊂ ˚M− ∀z in a neighborhood of − cie1. (37b)
Also define the domain V =⋃(z + A) for z in a neighborhood of I . Remark that V contains
a neighborhood B1 of z0 as soon as c > v(r). Also, since A is Fα-small, we can suppose that
V ∩ ˚M− is connected and that V is contained in a neighborhood B of z0.
For f holomorphic in ˚M− ∩B , we then define on V :
F(z) = 1
2πi
∫
|τ |=1
f (z +A(τ)− iv(r)e1)
τ − r dτ.
(Since the integral is evaluated in the interior of M−, f needs not to have continuous boundary
value on M .)
We have that F is holomorphic and coincides with f on the open subset defined by (37b).
Then F and f coincide on the whole domain V ∩ ˚M−. Thus f is extended to V (which con-
tains B1).
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