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Abstract
The Euler equations with frictional force have been extensively studied. Since the Boltz-
mann equation is closely related to the equations of gas dynamics, we study, in this paper,
the Boltzmann equation with frictional force when the external force is proportional to the
macroscopic velocity. It is shown that smooth initial perturbation of a given global Maxwellian
leads to a unique global-in-time classical solution which approaches to the global Maxwellian
time asymptotically. The analysis is based on the macro–micro decomposition for the Boltz-
mann equation introduced in Liu et al. [Energy method for the Boltzmann equation, Physica D
188 (3–4) (2004) 178–192] and Liu and Yu [Boltzmann equation: micro–macro-decompositions
and positivity of shock proﬁles, Comm. Math. Phys. 246(1) (2004) 133–179] through energy
estimates.
© 2005 Elsevier Inc. All rights reserved.
Keywords: Boltzmann equation; H-theorem; Maxwellian states; Macro–micro-decomposition
Contents
1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
2. H -Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
3. Energy estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
3.1. Lower-order estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
3.2. Higher-order energy estimates w.r.t. M . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
3.3. Higher-order energy estimates w.r.t. M− . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
∗ Corresponding author at: Department of Mathematics, University of Macau, Av. Padre Tomas Pereira,
Macau, China. Fax: +853 838314.
E-mail address: swvong@umac.mo.
0022-0396/$ - see front matter © 2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2005.07.007
96 S.-W. Vong / J. Differential Equations 222 (2006) 95–136
4. Proof of the Main Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
Appendix A. Proof of Lemma 3.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
Appendix B. Proof of Lemma 3.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
Appendix C. Proof of Lemma 3.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
1. Introduction
Consider the following Boltzmann equation with external force proportional to the
macroscopic velocity u(x, t):
ft +  · ∇xf − u · ∇f = Q(f, f ), (1.1)
where f (t, x, ) is the distribution function for the particles at time t0, with spatial
coordinate x = (x1, x2, x3) ∈ R3, and velocity  = (1, 2, 3) ∈ R3. Here, the term
u · ∇f represents frictional force and we will normalize the constant factor  to be
1 without loss of generality. Moreover, the short-range interaction between particles is
given by the standard Boltzmann collision operator Q(f, g) with hard-sphere interaction
Q(f, g)() ≡ 1
2
∫
R3
∫
S2+
(
f (′)g(′∗) + f (′∗)g(′) − f ()g(∗)
−f (∗)g()
)
|( − ∗) · | d∗ d.
Here S2+ = { ∈ S2 : ( − ∗) · 0} and
{
′ =  − [( − ∗) · ],
′∗ = ∗ + [( − ∗) · ],
denote the velocities of particles after a collision, with  and ∗ being their velocities
before the collision.
We are interested in the inﬂuence of the frictional force on the large-time behavior
of the solutions. It is well-known that the Boltzmann equation is closely related to
the equations of ﬂuid dynamics. For the case of isentropic gas dynamics, it has been
proved (see [9]) that the solution to the Euler equations with frictional force can be
described by the compressible ﬂow through porous media. After that, a lot of studies
have been done on the large time behavior of solutions to the Euler equations with
linear frictional damping. Thus, we believe that it would be interesting to study the
large time behavior of non-trivial proﬁles of the Boltzmann equation under the effect of
frictional force. However, this is difﬁcult because there is still no general result in this
direction even for gas dynamics, when viscosity and heat conductivity are taken into
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account. As the ﬁrst step, in this paper, we study solutions of the Boltzmann equation
with frictional force near a given global Maxwellian.
Our analysis is based on the macro–micro decomposition of the Boltzmann equation
introduced in [13,15] which rewrites the Boltzmann equation into a system of the
type of gas dynamics. Hence, techniques used in the study of large time behavior of
solutions to the equations of gas dynamics can be applied.
Precisely, we decompose the solution f (t, x, ) of the Boltzmann equation with
frictional force into the macroscopic (ﬂuid) component, i.e., the local Maxwellian
M = M(t, x, ) = M[,u,](), and the microscopic (non-ﬂuid) component, i.e., G =
G(t, x, ) as follows:
f (t, x, ) = M(t, x, ) + G(t, x, ).
The local Maxwellian M deﬁned by the ﬁve conserved quantities—the mass density
(t, x), the momentum m(t, x) = (t, x)u(t, x), and the energy E(t, x)+ 12 |u(t, x)|2—is
given as
M ≡ M[,u,](t, x, ) ≡ (t, x)√
(2R(t, x))3
exp
(
−| − u(t, x)|
2
2R(t, x)
)
, (1.2)
where
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
(t, x) ≡
∫
R3
f (t, x, ) d,
mi(t, x) ≡
∫
R3
i ()f (t, x, ) d for i = 1, 2, 3,[

(
E + 1
2
|u|2
)]
(t, x) ≡
∫
R3
4()f (t, x, ) d.
(1.3)
Here (t, x) is the temperature which is related to the internal energy E by E = 32R
with R being the gas constant. The ﬁve collision invariants, which satisfy
∫
R3
j ()Q(h, g) d = 0 for j = 0, 1, 2, 3, 4,
are, cf. [1–5]:
⎧⎪⎪⎨
⎪⎪⎩
0() ≡ 1,
i () ≡ i for i = 1, 2, 3 or  = ,
4() ≡ 12 ||2.
(1.4)
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In the following, we deﬁne an inner product in  ∈ R3, w.r.t. a given Maxwellian
M˜ as:
〈h, g〉M˜ ≡
∫
R3
1
M˜
h()g() d
for functions h, g of  so that the above integral is well-deﬁned. With respect to this
inner product, the following functions are orthogonal bases for the macroscopic space:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0(; , u, ) ≡
1√

M,
i (; , u, ) ≡
i − ui√
R
M for i = 1, 2, 3,
4(; , u, ) ≡
1√
6
( | − u|2
R
− 3
)
M,〈
i , j
〉
M = ij , for i, j = 0, 1, 2, 3, 4.
(1.5)
By using these ﬁve functions, we deﬁne the macroscopic projection P0 and micro-
scopic projection P1 as follows:
⎧⎪⎨
⎪⎩
P0h ≡
4∑
j=0
〈h, j 〉Mj ,
P1h ≡ h − P0h.
(1.6)
We can see that the operators P0 and P1 are orthogonal self-adjoint projections for the
inner product 〈·〉M.
A function h() is called microscopic or non-ﬂuid if it has no ﬂuid component, that
is,
∫
R3
h()j () d = 0 for j = 0, 1, 2, 3, 4. (1.7)
It is clear that such a function is in the range of the microscopic projection P1 and the
solution f (t, x, ) satisﬁes,
P0f = M, P1f = G.
Under this decomposition of the solution, (1.1) becomes
(M + G)t +  · ∇x(M + G) − u · ∇(M + G) =
(
2Q(G,M) + Q(G,G)
)
. (1.8)
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Now, by applying P0 to (1.8), we have that
Mt + P0
(
 · ∇xM
)
+ P0
(
 · ∇xG
)
− u · ∇M = 0
and as usual, a system of ﬁve conservation laws can be obtained by taking the inner
product of the Boltzmann equation (1.1) with the collision invariants ()
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
t + divx m = 0,
mit +
3∑
j=1
(
ujmi
)
xj
+ pxi + ui = −
∫
R3
i ( · ∇xG) d, i = 1, 2, 3,
[

(
1
2
|u|2 + E
)]
t
+
3∑
j=1
(
uj
(

(
1
2
|u|2 + E
)
+ p
))
xj
+ |u|2
= −
∫
R3
4 ( · ∇xG) d.
(1.9)
Here p is the pressure. For the monatomic gases
p = 23 E = R.
Remark 1.1. Notice that if one neglects all the terms containing G, (1.9) is the Euler
equations with damping. The Euler equations with damping have been extensively
studied, cf. [9,10,17] and references therein. In this paper, we study the additional
effect of the microscopic component on the solutions.
On the other hand, by applying the microscopic projection P1 to (1.8), we have the
microscopic equation for G
Gt + P1
(
 · ∇xG +  · ∇xM
)
− u · ∇G = LMG + Q(G,G), (1.10)
i.e.,
G = L−1M
(
P1( · ∇xM)
)
+ L−1M
(
Gt + P1( · ∇xG) − u · ∇G − Q(G,G)
)
:= L−1M
(
P1( · ∇xM)
)
+, (1.11)
where
LMg = L[,u,]g ≡ Q
(
M + g,M + g
)
− Q(g, g).
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Remark 1.2. Comparing the term  with that for the Boltzmann equation without
force, one needs to control the extra term L−1M (u ·∇G), which represents the frictional
force.
Substituting (1.11) into (1.9), we have another form of the Boltzmann equation which
is in ﬂuid-type
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
t + divx m = 0,
mit +
3∑
j=1
(
uimj
)
xj
+ pxi + ui = −
∫
R3
i
(
 · ∇xL−1M
(
P1( · ∇xM)
))
d
−
∫
R3
i ( · ∇x) d, i = 1, 2, 3,
[

(
1
2
|u|2 + E
)]
t
+
3∑
j=1
(
uj
(

(
1
2
|u|2 + E
)
+ p
))
xj
+ |u|2
= −
∫
R3
4
(
 · ∇xL−1M
(
P1( · ∇xM)
))
d −
∫
R3
4 ( · ∇x) d.
(1.12)
By rewriting the equation in this form, we can later perform the analysis used for the
equations of gas dynamics to get our desired estimates.
Now, we recall some properties of the linearized collision operator LM. By deﬁnition,
LM is self-adjoint w.r.t. the inner product 〈h, g〉M, i.e.,
〈h,LMg〉M = 〈LMh, g〉M
and the null space N of LM is spanned by
j , j = 0, . . . , 4.
For the hard sphere model, LM takes the form, cf. [7]
(LMh) () = −	(; , u, )h() +
√
M()KM
((
h√
M
)
()
)
. (1.13)
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Here KM(·) = −K1M(·)+K2M(·) is a symmetric compact L2-operator, and 	(; , u, ),
KiM(·) have the following expressions:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
	(; , u, ) = 2√
2R
{(
R
| − u| + | − u|
)∫ |−u|
0
exp
(
− y
2
2R
)
dy
+ R exp
(
−| − u|
2
2R
)}
,
k1M(, ∗) = √
(2R)3
| − ∗| exp
(
−| − u|
2
4R
− |∗ − u|
2
4R
)
,
k2M(, ∗) = 2√2R | − ∗|
−1 exp
(
−| − ∗|
2
8R
− (||
2 − |∗|2)2
8R| − ∗|2
)
,
where kiM(, ∗)(i = 1, 2) are the kernels of the operators KiM(i = 1, 2), respectively.
Furthermore, there exists 
0(, u, ) > 0 such that for any function h() ∈ N⊥
〈h,LMh〉M − 
0(, u, )〈h, h〉M,
which implies, cf. [7,18,19]
〈h,LMh〉M − 
(, u, )〈	()h, h〉M (1.14)
with a constant 
(, u, ) > 0.
We can also see that the projections P0 and P1 have the following basic properties:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
P0(jM) = jM, P1(jM) = 0, j = 0, 1, 2, 3, 4,
LMP1 = P1LM = LM, P1(Q(h, h)) = Q(h, h),
LMP0 = P0LM = 0, P0(Q(h, h)) = 0,
〈jM, h〉M = 〈jM,P0h〉M, j = 0, 1, 2, 3, 4,
〈h,LMg〉M = 〈P1h,LM(P1g)〉M,〈
h,L−1M (P1g)
〉
M
=
〈
L−1M (P1h),P1g
〉
M
=
〈
P1h,L−1M (P1g)
〉
M
.
For a ﬁxed temperature  > 0 and mass  > 0, we will study classical solutions of
(1.1) near the global Maxwellian
M = M[
,0,
] = √(
2R
)3 exp
(
− ||
2
2R
)
.
102 S.-W. Vong / J. Differential Equations 222 (2006) 95–136
As in [11,14,20], the energy estimates will be performed under the inner product
〈· , ·〉M with M as the local Maxwellian and a suitably chosen global Maxwellian
M− = M[−,0,−](). Thus, a variation of the microscopic H -theorem is needed to
relate the dissipation estimates with different weights as in Lemma 2.2 of Liu et al.
[14]. That is, there exists a positive constant 0 = 0(, u, ; ˜, u˜.˜) > 0, which is not
required to be small, such that if 2 < ˜ <  and | − ˜| + |u − u˜| + | − ˜| < 0, the
following microscopic H -theorem:
−
∫
R3
GLMG
M˜
d

∫
R3
	()G2
M˜
d (1.15)
holds for a positive constant 
 = 
(, u, ; ˜, u˜, ˜) > 0.
Throughout the rest of this paper, we choose positive constants − and −, such
that they satisfy the following conditions:
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
− = ,

2
< − < ,
|− − | + |− − | < 0,
(1.16)
then it is easy to see that for such chosen −, −, (1.15) holds if we let M˜ ≡ M−.
In this paper, we will consider solutions in the following space:
HN
t,x,
(
R3 × R3) =
⎧⎪⎨
⎪⎩f (t, x, )
∣∣∣∣∣∣∣
0t 
1
x 


(
f (t, x, ) − M()
)
√
M−()
∈ L2
x,
(
R3 × R3)
|0| + |1| + ||N
⎫⎪⎬
⎪⎭ .
Under the above notations, our main result in this paper can be stated as follows:
Theorem 1.1. Assume that f0(x, )0 and N4. Then there exists a sufﬁciently small
constant ε, such that if
E =
∑
|1|+||N
∥∥∥∥∥∥
1x 

(f0(x, ) − M)√
M−
∥∥∥∥∥∥
L2
x,(R3×R3)
ε, (1.17)
then there exists a unique global classical solution f (t, x, ) to the Boltzmann equation
with frictional force (1.1) which satisﬁes f (t, x, )0 and is uniformly bounded in
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HN
t,x,
(
R3 × R3). Furthermore,
lim
t→∞ sup
x∈R3
∑
|1|N−4
∫
R3
∣∣1x (f (t, x, ) − M())∣∣2
M−()
d = 0. (1.18)
Now, we outline some main points for the proof of the theorem. Our method is
based on the decomposition of the solution w.r.t. the local Maxwellian as in [13] for
the Boltzmann equation without force. From the ﬂuid-type system (1.12) derived from
the macroscopic projection of the Boltzmann equation, one can see that dissipative
phenomena of solutions come from two parts: one comes from the ﬂuid component
which induces viscosity, conductivity, etc., another from the linearized collision operator
on the non-ﬂuid component. Furthermore, with the ﬂuid-type equations, techniques used
in the energy estimates for the equations of gas dynamics can be employed to study
the dissipation on both the ﬂuid and non-ﬂuid components of the solution.
When the equation is not subject to external force, derivatives on the ﬂuid variables
w.r.t. t can be transfered to that w.r.t. x through the ﬂuid equations. The main difference
in our case is the presence of an extra term u, representing the frictional force. However,
as we will see later, this term can be controlled by the dissipative terms in the energy
estimates for the macroscopic component.
Finally, we want to point out that the energy estimates are worked out both w.r.t. the
local Maxwellian M(t, x, ) and the global Maxwellian M−(). The energy estimates
w.r.t. a global Maxwellian are needed to absorb the polynomials in  coming from the
derivatives of the local Maxwellian because the collision frequency 	() in (1.13) is
only of the order of (1 + ||) for hard sphere model. However, to obtain the higher-
order energy estimates on the ﬂuid component M, there is no need to use the energy
estimates w.r.t. M− because all polynomials of  (if any) can be absorbed by M itself.
The rest of the paper is arranged as follows: the microscopic and macroscopic ver-
sions of the H -theorems are stated in Section 2. The main energy estimates are given
in Section 3 when N = 4. The case when N > 4 can be discussed similarly. For
the brevity of presentation, the proofs of some technical lemmas in this section are
given in Appendix A–C at the end of the paper. The proof of Theorem 1.1 is given in
Section 4.
Notation: Throughout this paper, O(1) or C is used to represent a generic positive
constant, C(·) is used to denote a positive constant which depends only on the quantities
listed in the parenthesis, and  is used to stand for a sufﬁciently small positive constant.
All these constants may vary from line to line.
For  = (0, 1) , we use  to denote 0t 1x . Here, 0 is a nonnegative integer
while 1 is a multi-index with length |1|. The length of || is 0 +|1|. We denote by
′ the fact that each component of  is not greater than that of ′. We also deﬁne
 < ′ if ′ and || < |′|. We will use C′ to represent
(

′
)
.
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2. H -Theorem
The H -theorem of the Boltzmann equation is based on the special property of the
bilinear structure of Q(f, f ) which satisﬁes
∫
R3
Q(f, f ) ln f d0,
and the equality holds only when the solution f (t, x, ) is a Maxwellian. The celebrated
theorem reﬂects the dissipative effects on both the microscopic and macroscopic scales.
On the microscopic level, dissipation comes from the linearized collision operator LM
as stated in (1.14) and (1.15) which is called the microscopic H -theorem. For the
macroscopic level, dissipative effect comes from the nonlinear collision operator in the
expressions of the viscosity and heat conductivity.
In the following, we will ﬁrst state some fundamental inequalities on the collision
operator Q(f, f ) and the linearized collision operator LM. The following lemma is
from [6].
Lemma 2.1. There exists a positive constant C > 0, such that
∫
R3
	()−1Q(f, g)2
M
d  C
{∫
R3
	()f 2
M
d ·
∫
R3
g2
M
d
+
∫
R3
f 2
M
d ·
∫
R3
	()g2
M
d
}
, (2.1)
where M can be any Maxwellian so that the above integrals are well deﬁned.
Based on Lemma 2.1, the following result was proved in [14]:
Lemma 2.2. If 2 < ˜ < , then there exist two positive constants 
 = 
(, u, ; ˜, u˜, ˜)
and 0 = 0(, u, ; ˜, u˜, ˜) such that if | − ˜| + |u − u˜| + | − ˜| < 0, we have for
h() ∈ N⊥,
−
∫
R3
hLMh
M˜
d

∫
R3
	()h2
M˜
d.
Here M ≡ M[,u,](t, x, ), M˜(t, x, ) = M˜[˜,u˜,˜](t, x, ).
As a direct corollary of Lemma 2.2 and the Cauchy inequality, we can get that
(cf. [14])
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Corollary 2.1. Under the assumptions in Lemma 2.2, we have
⎧⎪⎪⎨
⎪⎪⎩
∫
R3
	()
M
∣∣∣L−1M h∣∣∣2 d
−2
∫
R3
	()−1h2()
M
d,∫
R3
	()
M−
∣∣∣L−1M h∣∣∣2 d
−2
∫
R3
	()−1h2()
M−
d
(2.2)
holds for each h() ∈ N⊥.
To construct the entropy–entropy ﬂux pair to the Boltzmann equation with frictional
force, we ﬁrst derive the macroscopic version of the H -theorem as the one in [13] for
the Boltzmann equation without force. Set
−3
2
S ≡
∫
R3
M lnM d. (2.3)
Direct calculation yields
−3
2
(S)t − 32 divx(uS) + ∇x
(∫
R3
( lnM)G d
)
=
∫
R3
GP1
(
 · ∇xM
)
M
d (2.4)
and
⎧⎪⎨
⎪⎩
S = − 23 ln  + ln(2R) + 1,
p = 23  = k
5
3 exp(S),
E = , R = 23 .
(2.5)
Remark 2.1. It is worth pointing out that by deﬁning the macroscopic entropy S as
in (2.3), we can normalize the gas constant R to be 23 and in such a case E = .
A convex entropy–entropy ﬂux pair (, q) around the global Maxwellian M =
M[,0,] can be given as follows. First, denote the conservation laws (1.9) by
mt + divx n = −
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0∫
R3
1( · ∇xG) d∫
R3
2( · ∇xG) d∫
R3
3( · ∇xG) d∫
R3
4( · ∇xG) d
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
−
⎛
⎜⎜⎜⎜⎜⎜⎝
0
u1
u2
u3
|u|2
⎞
⎟⎟⎟⎟⎟⎟⎠
,
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where⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
m = (m0,m1,m2,m3,m4)t =
(
, u1, u2, u3, 
(
1
2 |u|2 + 
))t
,
n = (n1,n2,n3) ,
nj =
(
n
j
0, n
j
1, n
j
2, n
j
3, n
j
4
)t
=
(
uj , u1mj + 23 , u2mj + 23 , u3mj + 23 , uj
(
1
2 |u|2 + 53 
))t
,
j = 1, 2, 3.
Then the entropy–entropy ﬂux pair (, q) can be deﬁned as
⎧⎨
⎩
 = 
{
− 32 S + 32 S + 32 ∇m(S)|m=m(m − m)
}
,
qj = 
{
− 32 ujS + 32 ∇m(S)|m=m(nj − nj )
}
, j = 1, 2, 3.
(2.6)
Since ⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
(S)m0 = S +
|u|2
2
− 5
3
,
(S)mi = −
ui

, i = 1, 2, 3,
(S)m4 =
1

,
we have ⎧⎪⎪⎨
⎪⎪⎩
 = 3
2
{
 − S + 
[(
S − 5
3
)
 + |u|
2
2
]
+ 2
3

}
,
qj = uj + uj
(
 − 
)
, j = 1, 2, 3.
(2.7)
For m in any closed bounded region in D ⊂  = {m :  > 0,  > 0}, there exists a
positive constant C such that the entropy–entropy ﬂux being constructed satisﬁes (cf.
[13,14])
C−1 |m − m|2 C |m − m|2 . (2.8)
Note (, q1, q2, q3) satisﬁes the following partial differential equation:
t + divx q = −∇x
(∫
R3
(
G lnM + 3
2
4G
)
d
)
− 3
2
|u|2
+
∫
R3
P1 ( · ∇xM)G
M
d. (2.9)
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Integrating (2.9) w.r.t. x over R3 gives
d
dt
(∫
R3
(t) dx
)
+ 3
2
∫
R3
|u|2 dx = 
∫
R3
∫
R3
P1 ( · ∇xM)G
M
d. (2.10)
Remark 2.2. From the above estimate, we get the dissipation of the velocity u. In
high-order energy estimates, the frictional force generally induces dissipation of the
derivatives of u. These dissipative terms can be used to control the terms representing
the external frictional force when we transfer the derivatives of the ﬂuid variables w.r.t.
t to those w.r.t. x.
3. Energy estimates
In this section, we perform our energy estimates under the following a priori esti-
mates:
N(t)2 = sup
0 t
⎧⎨
⎩
∫
R3
∑
||4
|( − , u,  − )(, x)|2
+
⎛
⎝∫
R3
∑
||+||4
|G(, x, )|2
M−()
d
⎞
⎠ dx
⎫⎬
⎭
+
∑
||+||4
∫ t
0
∫
R3
∫
R3
	()|G(, x, )|2
M−()
d dx d20. (3.1)
Here 0 > 0 is a sufﬁciently small constant.
Sobolev’s inequality implies
N(0)O(1)0 (3.2)
and
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∣∣∣((t, x) − , u(t, x), (t, x) − )∣∣∣+ ∑
||2
|(, u, )|(t, x)O(1)0,
∫
R3
⎧⎨
⎩ 1M−
⎛
⎝|G|2 + ∑
||+||2
|G|2
⎞
⎠
⎫⎬
⎭ (t, x, ) dO(1)20.
(3.3)
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In the following estimates, if we change derivatives on the macroscopic variables
w.r.t. t to derivatives w.r.t. x, we will use the conservation laws
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
t +
3∑
j=1
(uj )xj = 0,
uit +
3∑
j=1
ujuixj +
2
3
()xi +
∫
R3
i ( · ∇xG)

d + u = 0, i = 1, 2, 3,
t +
3∑
j=1
(
ujxj +
2
3
ujxj
)
+
∫
R3
⎛
⎝4 −
3∑
j=1
ujj
⎞
⎠

( · ∇xG) d = 0.
(3.4)
The weighted integrals of the collision operators Q
(
G, 
′
G
)
and Q
(
M, 
′
G
)
w.r.t M and M− will be estimated as in the following lemma.
Lemma 3.1. Under the assumption (3.1), If || + |′|4, we have the following esti-
mates w.r.t. the weight M:
∫ t
0
∫
R3
∫
R3
	()−1
∣∣∣Q (G, ′G)∣∣∣2
M
d dx d
O(1)20
∫ t
0
∫
R3
∫
R3
	()
(
|G|2 + |′G|2
)
M
d dx d, (3.5)
and for || > 0,
∫ t
0
∫
R3
∫
R3
	()−1
∣∣∣Q (M, ′G)∣∣∣2
M
d dx d
O(1)20
∫ t
0
∫
R3
∫
R3
	()|′G|2
M
d dx d
+O(1)20
∑
||3
∫ t
0
∫
R3
∣∣∇x(, u, )∣∣2 + |u|2 dx d. (3.6)
The corresponding estimates w.r.t. the weight M− are as follows:
∫ t
0
∫
R3
∫
R3
	()−1
∣∣∣Q (G, ′G)∣∣∣2
M−
d dx d
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
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
O(1)20
∫ t
0
∫
R3
∫
R3
	()
(
|G|2 + |′G|2
)
M−
d dx d,
if max{||, |′|}2,
O(1)20
∫ t
0
∫
R3
∫
R3
	()
M−
×
⎛
⎝ ∑
|′′|3
|′′x 
′
G|2 + |G|2
⎞
⎠ d dx d if max{||, |′|} = ||3,
(3.7)
and
∫ t
0
∫
R3
∫
R3
	()−1
∣∣∣Q (M, ′G)∣∣∣2
M−
d dx d

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
O(1)20
∫ t
0
∫
R3
∫
R3
	()|′G|2
M−
d dx d, if 0 < ||2,
O(1)20
∑
|′′|3
∫ t
0
∫
R3
∫
R3
	()|′′x 
′
G|2
M−
d dx d
+O(1)20
∑
′′4
∫ t
0
∫
R3
∣∣∣∇x′′(, u, )∣∣∣2
+|′′u|2 dx d, if ||3.
(3.8)
Proof. We prove (3.5) and (3.8) only. The other two estimates can be treated similarly.
To prove (3.5), (3.3) and the fact that 2 < − <  imply
∑
||2
∫
R3
	()|G|2
M
d
∑
||2
∫
R3
|G|2
M−
dO(1)20.
With this, Lemma 2.1 and the fact that || + |′|4, we have that
∫ t
0
∫
R3
∫
R3
	()−1
∣∣∣Q (G, ′G)∣∣∣2
M
d dx d
O(1)
∫ t
0
∫
R3
(∫
R3
|G|2
M
d
∫
R3
	()|′G|2
M
d
+
∫
R3
	()|G|2
M
d
∫
R3
|′G|2
M
d
)
dx d
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O(1)20
∫ t
0
∫
R3
∫
R3
	()
(
|G|2 + |′G|2
)
M
d dx d,
which yields (3.5).
To prove (3.8), we have from Lemma 2.1 again that
∫ t
0
∫
R3
∫
R3
	()−1
∣∣∣Q (M, ′G)∣∣∣2
M−
d dx d
O(1)
∫ t
0
∫
R3
(∫
R3
|M|2
M−
d
∫
R3
	()|′G|2
M−
d
+
∫
R3
	()|M|2
M−
d
∫
R3
|′G|2
M−
d
)
dx d = I,′1 + I ,
′
2 . (3.9)
If 1 ||2, we have from (3.3) that
I
,′
1 + I ,
′
2 O(1)
2
0
∫ t
0
∫
R3
∫
R3
	()|′G|2
M−
d dx d.
On the other hand, if ||3, we must have |′|1 because || + |′|4. Thus from
(3.3) and the fact that 2 < − < , it follows that I ,
′
2 satisﬁes
I
,′
2  O(1)
2
0
∫ t
0
∫
R3
∫
R3
	()|M|2
M−
d dx d
 O(1)20
∑
|′′| ||−1
∫ t
0
∫
R3
|∇x
′′
(, u, )|2 + |′′u|2 dx d.
Here we have used the conservation laws and the fact that ||3.
For I,
′
1 , by using the identity
f 2(x1, x2, x3) = 2
∫ x1
−∞
∫ x2
−∞
∫ x3
−∞
(
ffx1
)
x2x3
dx1 dx2 dx3
∑
|′′|3
∫
R3
|′′x f |2 dx,
we have that
∫ t
0
(
sup
x∈R3
∫
R3
	()|′G|2
M−
d
)
d
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O(1)
∑
|′′|3
∫ t
0
∫
R3
∫
R3
	()|′′′x G|2
M−
d dx d.
Thus,
I
,′
1  O(1) sup
0 t,x∈R3
{∫
R3
∫
R3
∣∣M∣∣2
M−
d dx
}
×
∫ t
0
(
sup
x∈R3
∫
R3
	()|′G|2
M−
d
)
d
 O(1)20
∑
|′′|3
∫ t
0
∫
R3
∫
R3
	()|′′x 
′
G|2
M−
d dx d.
The above estimates on I,
′
1 and I
,′
2 give (3.8). This completes the proof of Lemma
3.1. 
Remark 3.1. As a direct consequence of Lemma 3.1, we have the following estimates
based on the bilinear forms of the Q(f, g) and LM(h):
∑
||4
∫ t
0
∫
R3
∫
R3
	()−1|Q(G,G)|2
M˜
d dx d
O(1)20
∑
||4
∫ t
0
∫
R3
∫
R3
	()|G|2
M˜
d dx d, (3.10)
and
∑
||4
∫ t
0
∫
R3
∫
R3
	()−1
∣∣(LMG) − LM (G)∣∣2
M˜
d dx d
O(1)20
∑
||4
∫ t
0
∫
R3
∫
R3
	()|G|2
M˜
d dx d
+O(1)20
∑
||3
∫ t
0
∫
R3
|∇x(, u, )|2 + |u|2 dx d. (3.11)
Here M˜ can be taken as M or M−.
We now give the energy estimates in the following subsections. The estimates on
the entropy (, u, ) and the non-ﬂuid component G will ﬁrst be given, followed by
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that on the derivatives w.r.t. the weight of the local Maxwellian M and the derivatives
w.r.t. the weight of the global Maxwellian M−, respectively.
3.1. Lower-order estimates
In this subsection, we will give the energy estimates on the entropy (, u, ) and
the non-ﬂuid component G(t, x, ).
Integrating (2.10) w.r.t. t from 0 to , we have that
∫
R3
 dx
∣∣∣∣∣
t
0
+ 3
2
∫ t
0
∫
R3
|u|2 dx d =
∫ t
0
∫
R3
∫
R3
P1( · ∇xM)G
M
d dx d. (3.12)
Note that
∫ t
0
∫
R3
∫
R3
P1( · ∇xM)G
M
d dx d
=
∫ t
0
∫
R3
∫
R3
P1( · ∇xM)L−1M
(
P1( · ∇xM)
)
M
d dx d
+
∫ t
0
∫
R3
∫
R3
P1( · ∇xM)L−1M ()
M
d dx d
 − C
∫ t
0
∫
R3
|∇x(u, )|2 dx d + O(1)
∫ t
0
∫
R3
∫
R3
	()
M(
|Gt |2 + |∇xG|2 + 20
(
|∇G|2 + |G|2
))
d dx d. (3.13)
Substituting (3.13) into (3.12), we have from (3.2) that
∫
R3
(t) dx +
∫ t
0
∫
R3
(
3
2
|u|2 + |∇x(u, )|2
)
dx d
O(1)N(0)2 + O(1)
∫ t
0
∫
R3
∫
R3
	()
M
(
|Gt |2 + |∇xG|2 + 20
×
(
|∇G|2 + |G|2
))
d dx d. (3.14)
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For the non-ﬂuid component, multiplying (1.10) by GM and integrating the result
w.r.t. t, x, and  over [0, t] ×R3 ×R3, we get from (1.14), Lemma 3.1, and Cauchy’s
inequality that
∫
R3
∫
R3
|G|2
M
d dx +
∫ t
0
∫
R3
∫
R3
	()|G|2
M
d dx d
O(1)N(0)2 + O(1)20
∫ t
0
∫
R3
∫
R3
	()|G|2
M−
d dx d
+O(1)
∫ t
0
∫
R3
(
|∇x(u, )|2 +
∫
R3
	()|∇xG|2
M
)
dx d. (3.15)
Similarly, if we take the weight as the global Maxwellian M−, we can get that
∫
R3
∫
R3
|G|2
M−
d dx +
∫ t
0
∫
R3
∫
R3
	()|G|2
M−
d dx d
O(1)N(0)2 + O(1)
∫ t
0
∫
R3
(
|∇x(u, )|2 +
∫
R3
	()|∇xG|2
M−
)
dx d.
(3.16)
3.2. Higher-order energy estimates w.r.t. M
In this subsection, the higher-order energy estimates of M, G, and f w.r.t. M will
be given in Lemmas 3.2–3.5. Since the proof of Lemma 3.4 is essentially the same as
that for Lemma 3.3, we will only prove Lemmas 3.2, 3.3 and 3.5.
In order not to be distracted from the proof of the Main Theorem 1.1, we postpone
the proofs of these Lemmas to the end of this paper.
Firstly, for M, we have
Lemma 3.2. Under the assumptions listed in Lemma 3.1, we have for j = 1, 2, 3 that
∑
||=j
∫
R3
∫
R3
|M|2
M
d dx +
∑
||=j
∫ t
0
∫
R3
(∣∣∣∇x(u, )∣∣∣2 + ∣∣∣u∣∣∣2
)
dx d
O(1)N(0)2 + O(1)0
∫ t
0
∫
R3
⎛
⎝ ∑
|| j
∣∣∣∇x(, u, )∣∣∣2 + ∑
|| j
∣∣∣u∣∣∣2
⎞
⎠ dx d
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+O(1)
∑
||=j
∫ t
0
∫
R3
∫
R3
	()
(|Gt |2 + |∇xG|2)
M
d dx d
+O(1)0
∫ t
0
∫
R3
∫
R3
	()
M
⎛
⎝ ∑
|| j
∣∣∇G∣∣2 + ∑
||4
∣∣G∣∣2
⎞
⎠ d dx d.
(3.17)
Secondly, for G, we have the following result:
Lemma 3.3. Under the assumptions listed in Lemma 3.1, we have for j = 1, 2, 3 that
∑
||=j
∫
R3
∫
R3
|G|2
M
d dx +
∑
||=j
∫ t
0
∫
R3
∫
R3
	()|G|2
M
d dx d
O(1)N(0)2 + O(1)0
∑
||=j
∫ t
0
∫
R3
∫
R3
|G|2
M−
d dx d
+O(1)
∫ t
0
∫
R3
⎛
⎝∑
||=j
|∇x(u, )|2 + 0
∑
||<j
∣∣∇x(, u, )∣∣2
+0
∑
|| j
∣∣u∣∣2
⎞
⎠ dx d
+O(1)
∑
||=j
∫ t
0
∫
R3
∫
R3
	()
M
|∇xG|2 d dx d
+O(1)0
∑
|| j
∫ t
0
∫
R3
∫
R3
	()
M
|G|2 d dx d
+O(1)0
∫ t
0
∫
R3
∫
R3
	()
M
⎛
⎝∑
||<j
|∇G|2
⎞
⎠ d dx d. (3.18)
Suitable combination of (3.17), (3.18), (3.14) and (3.15) gives
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Corollary 3.1. Under the assumptions listed in Lemma 3.1, we have
∫
R3
⎛
⎝ + ∫
R3
|G|2
M
d +
∑
1 ||3
∫
R3
|M|2 + |G|2
M
d
⎞
⎠ dx
+
∫ t
0
∫
R3
∑
||3
(
|∇x(u, )|2 + |u|2
)
+
∑
||3
(∫
R3
	()
M
|G|2 d
)
dx d
O(1)N(0)2 + O(1)0
∑
||4
∫ t
0
∫
R3
∫
R3
|G|2
M−
d dx d
+O(1)
∑
||=4
∫ t
0
∫
R3
∫
R3
	()
M
|G|2 d dx d
+O(1)0
∑
||3
∫ t
0
∫
R3
|∇x|2 dx d
+O(1)0
∫ t
0
∫
R3
∫
R3
	()
M
∑
||3
|∇G|2 d dx d. (3.19)
Now we turn to derivatives of the solutions f (t, x, ) w.r.t. the velocity . It is
easy to see that we only need to get the corresponding estimates on the non-ﬂuid
part and the main idea is to reduce them to the estimates on the derivatives of the
non-ﬂuid part w.r.t. the space and time variables x and t . More precisely, we can
get
Lemma 3.4. Under the assumptions listed in Lemma 3.1, we have
∑
||4
∫
R3
∫
R3
|G|2
M
d dx +
∑
||4
∫ t
0
∫
R3
∫
R3
	()|G|2
M
d dx d
O(1)N(0)2 + O(1)0
∑
||4
∫ t
0
∫
R3
∫
R3
|G|2
M−
d dx d
+O(1)
∫ t
0
∫
R3
|∇x(u, )|2 dx d
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+O(1)
∑
||3
∫ t
0
∫
R3
∫
R3
	()|∇xG|2
M
d dx d, (3.20)
for the index set 1 := { = (0, 1, ) : 1 || < ||, || = (0 + |1| + ||)4}, if we
use  to denote 0t 
1
x 

 , we have
∑
∈1
∫
R3
∫
R3
|G|2
M
d dx +
∑
∈1
∫ t
0
∫
R3
∫
R3
	()|G|2
M
d dx d
O(1)N(0)2 + O(1)0
∑
∈1
∫ t
0
∫
R3
∫
R3
|G|2
M−
d dx d
+O(1)0
∑
||2
∫ t
0
∫
R3
|u|2 dx d
+O(1)
∫ t
0
∫
R3
⎛
⎝ ∑
1 ||3
|∇x(u, )|2
+0
⎛
⎝|∇x(u, )|2 + ∑
||2
|∇x|2
⎞
⎠
⎞
⎠ dx d
+O(1)
∑
1 ||4
∫ t
0
∫
R3
∫
R3
	()|G|2
M
d dx d
+O(1)0
∑
1 ||4
∫ t
0
∫
R3
∫
R3
	()|G|2
M
d dx d. (3.21)
Consequently, we have
∑
||1,||+||4
∫
R3
∫
R3
|G|2
M
d dx
+
∑
||1,||+||4
∫ t
0
∫
R3
∫
R3
	()|G|2
M
d dx d
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O(1)N(0)2 + O(1)0
∑
||1,||+||4
∫ t
0
∫
R3
∫
R3
|G|2
M−
d dx d
+O(1)0
∑
3
∫ t
0
∫
R3
|u|2 dx d
+O(1)
∫ t
0
∫
R3
⎛
⎝∑
3
|∇x(, u, )|2 +
∑
4
∫
R3
	()|G|2
M
d
⎞
⎠ dx d.
(3.22)
As a direct consequence of (3.19) and (3.22), we have
Corollary 3.2. Under the assumptions listed in Lemma 3.1, we can deduce that
∫
R3
⎛
⎝ + ∫
R3
1
M
⎛
⎝ ∑
1 ||3
|M|2 +
∑
||3,||+||4
|G|2
⎞
⎠ d
⎞
⎠ dx
+
∫ t
0
∫
R3
∑
||3
(
|u|2 + |∇x(u, )|2
)
+
∑
||3,||+||4
∫
R3
	()|G|2
M
d dx d
O(1)N(0)2 + O(1)0
∑
||3,||+||4
∫ t
0
∫
R3
∫
R3
|G|2
M−
d dx d
+O(1)
∑
||=4
∫ t
0
∫
R3
∫
R3
	()
M
(
|G|2
)
d dx d
+O(1)0
∫ t
0
∫
R3
∑
||3
|∇x|2 dx d. (3.23)
We can see that the order of derivatives w.r.t. the space–time variable of G on the
right are higher than that on the left. In order to control the 4th-order derivatives,
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we work out the energy estimates to the original Boltzmann equation to give:
Lemma 3.5. Under the assumptions listed in Lemma 3.1, we have
∑
1 ||4
∫
R3
∫
R3
|f |2
M
d dx
+
∑
1 ||4
∫ t
0
∫
R3
(
|u|2 +
∫
R3
	()|G|2
M
d
)
dx d
O(1)N(0)2 + O(1)0
∑
1 ||4
∫ t
0
∫
R3
∫
R3
|G|2
M−
d dx d
+O(1)0
∫ t
0
∫
R3
∑
||3
( ∣∣∇x(, u, )∣∣2 + ∣∣u∣∣2 ) dx d
+O(1)0
∫ t
0
∫
R3
∫
R3
	()
M
⎛
⎝|G|2 + ∑
||3
∣∣∇G∣∣2
⎞
⎠ d dx d. (3.24)
Having obtained (3.23) and (3.24), We can now complete the energy estimates w.r.t.
M. To this end, since
∫
R3
|f |2
M
d =
∫
R3
|P0(M)|2 + |P1(M) + G|2
M
d

∫
R3
|P0(M)|2
M
d. (3.25)
A suitable linear combination of (3.23) and (3.24) gives
∫
R3
⎛
⎝ + ∑
1 ||4
(
|(, u, )|2
)
+
∫
R3
∑
||+||4
|G|2
M
d
⎞
⎠ dx
+
∫ t
0
∫
R3
⎛
⎝∑
||4
|u|2 +
∑
1 ||3
|∇x(u, )|2
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+
∑
||+||4
∫
R3
	()|G|2
M
d
⎞
⎠ dx d
O(1)N(0)2 + O(1)0
∑
||+||4
∫ t
0
∫
R3
∫
R3
|G|2
M−
d dx d
+O(1)0
∫ t
0
∫
R3
∑
||3
|∇x|2 dx d. (3.26)
To recover the estimates on ∇x in (3.26), we need to use the conservation laws
as in [8,12,16]. For this purpose, since
2
3
∇x = −u − ut − 23 ∇x − u · ∇xu −
∫
R3
( · ∇xG)

d, (3.27)
we have for ||3, that
∑
||3
∫ t
0
∫
R3
2
3
|∇x|2 dx d
= −
∑
||3
∫ t
0
∫
R3
∇x · ut dx d
−
∑
||3
∫ t
0
∫
R3
∇x · (u · ∇xu) dx d
−
∑
||3
∫ t
0
∫
R3
∫
R3
∇x ·
[
u + 2
3
∇x +  · 
(∇xG

)]
d dx d
−
∑
||3
(
1 − 1,||+1
) ∑
0<′
C
′

∫ t
0
∫
R3
∇x · ∇x−
′

′
(
2
3
)
dx d
=
4∑
j=1
Ij . (3.28)
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Now we estimate Ij (1j4) term by term. First for I1, by Cauchy’s inequality
and using the conservation laws (3.4) to change the t-derivatives to x-derivatives, we
have that
I1  O(1)N(0)2 + O(1)
∑
||3
∫
R3
∣∣(∇xu,  ( − ))∣∣2 dx
+O(1)
∑
||3
∫ t
0
∫
R3
(
0(
∣∣∇x∣∣2 + ∣∣u∣∣2) + ∣∣∇xu∣∣2) dx d. (3.29)
Similarly, noticing the a priori assumption (3.3), we can get that
I2O(1)0
∑
||3
∫ t
0
∫
R3
(
|∇x(, u)|2 + |u|2
)
dx d, (3.30)
I3  O(1)
∑
||3
∫ t
0
∫
R3
|∇x|2 dx d
+O(1)
∑
||3
∫ t
0
∫
R3
∫
R3
|u|2 + |∇x|2 + |∇x
G|2
M
d dx d (3.31)
and
I4O(1)0
∑
||3
∫ t
0
∫
R3
|∇x(, )|2 dx d. (3.32)
Substituting (3.29)–(3.32) into (3.28) and choosing  > 0 sufﬁciently small, we have
that
∑
||3
∫ t
0
∫
R3
|∇x|2 dx d
O(1)N(0)2 + O(1)
∑
||3
∫
R3
∣∣(∇xu,  ( − ))∣∣2 dx
+O(1)
∑
||3
∫ t
0
∫
R3
|u|2 dx d
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+O(1)
∑
||3
∫ t
0
∫
R3
|∇x(u, )|2 dx d
+O(1)
∑
||3
∫ t
0
∫
R3
∫
R3
|∇xG|2
M
d dx d. (3.33)
Combination of (3.26) with (3.33) results in
Corollary 3.3. Under the assumptions listed in Lemma 3.3.1, we have
∫
R3
⎛
⎝ + ∑
1 ||4
|(, u, )|2 +
∫
R3
∑
||+||4
|G|2
M
d
⎞
⎠ dx
+
∫ t
0
∫
R3
⎛
⎝∑
||4
|u|2 +
∑
||<3
|∇x(, u, )|2
+
∑
||+||4
∫
R3
	()|G|2
M
d
⎞
⎠ dx d
O(1)N(0)2 + O(1)0
∑
||+||4
∫ t
0
∫
R3
∫
R3
|G|2
M−
d dx d. (3.34)
3.3. Higher-order energy estimates w.r.t. M−
In this subsection, we consider certain higher-order energy estimates w.r.t. the global
Maxwellian M− = M[−,0,−]. In such cases, we need to use the microscopic H -
theorem (1.15). Comparing with the estimates w.r.t. the local Maxwellian M, the only
difference is that the ﬂuid part and the non-ﬂuid part are no longer orthogonal w.r.t.
the global Maxwellian M−, especially
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∑
1 ||4
∫
R3
P0(
M)(LMG)
M−
d = 0,
∑
1 ||4
∫
R3
P0(
M)(Q(G,G))
M−
d = 0.
(3.35)
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As a result, there is an extra error term in the following form:
∫ t
0
∫
R3
∑
||3
(
|∇x(, u, )|2 + |u|2
)
dx d. (3.36)
By repeating the procedure to deduce (3.34), we have that
∫
R3
⎛
⎝ + ∑
1 ||4
|(, u, )|2 +
∫
R3
∑
||+||4
|G|2
M−
d
⎞
⎠ dx
+
∑
||+||4
∫ t
0
∫
R3
∫
R3
	()|G|2
M−
d dx d
O(1)
⎛
⎝N(0)2 + ∫ t
0
∫
R3
∑
||3
(
|∇x(, u, )|2 + |u|2
)
dx d
⎞
⎠ .
(3.37)
Combining (3.37) with (3.34), we ﬁnally arrive at
∫
R3
⎛
⎝ + ∑
1 ||4
|(, u, )|2 +
∑
||+||4
∫
R3
|G|2
M−
d
⎞
⎠ dx
+
∫ t
0
∫
R3
⎛
⎝∑
||4
|u|2 +
∑
3
|∇x(, u, )|2
+
∑
||+||4
∫
R3
	()|G|2
M−
d
⎞
⎠ dx dO(1)N(0)2, (3.38)
which closes the a priori estimate (3.1) provided that we choose ε > 0 sufﬁciently
small such that
{
N(0) < ε,
O(1)ε2 < 20.
(3.39)
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4. Proof of the Main Theorem
By employing the local existence result and the energy estimates established in
Section 3, we can immediately deduce that the Boltzmann equation with frictional force
(1.1) admits a unique global classical solution f (t, x, ) ∈ H4
t,x,
(
R3 × R3) satisfying
f (t, x, )0.
To complete the proof of Theorem 1.1, we need only to show that (1.18) holds. For
this purpose, we have from (3.38) that
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∑
|1|3
∫ ∞
0
∫
R3
∫
R3
|1x G|2
M−
d dx dO(1),
∑
|1|3
∫ ∞
0
∣∣∣∣∣ ddt
∫
R3
∫
R3
|1x G|2
M−
d dx
∣∣∣∣∣ d
O(1)
∑
|1|3
∫ ∞
0
∫
R3
∫
R3
|1x G|2 + |1x Gt |2
M−
d dx d
O(1),
∑
|1|2
∫ ∞
0
∫
R3
∫
R3
|∇x1x M|2
M−
d dx dO(1),
∑
|1|2
∫ ∞
0
∣∣∣∣∣ ddt
∫
R3
∫
R3
|∇x1x M|2
M−
d dx
∣∣∣∣∣ d
O(1)
∑
|1|2
∫ ∞
0
∫
R3
∫
R3
|∇x1x M|2 + |∇x1x Mt |2
M−
d dx dO(1).
(4.1)
Consequently
lim
t→∞
∑
|1|2
∫
R3
∫
R3
|∇x1x (M − M)|2 + |∇x1x G|2
M−
d dx = 0. (4.2)
Since
∫
R3
|M − M|2 + |G|2
M−
dO(1)
(∫
R3
∫
R3
|M − M|2 + |G|2
M−
d dx
) 1
2
×
⎛
⎝ ∑
|1|=3
∫
R3
∫
R3
|1x M|2 + |1x G|2
M−
d dx
⎞
⎠
1
2
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+O(1)
⎛
⎝ ∑
|1|=1
∫
R3
∫
R3
|1x M|2 + |1x G|2
M−
d dx
⎞
⎠
1
2
×
⎛
⎝ ∑
|1|=2
∫
R3
∫
R3
|1x M|2 + |1x G|2
M−
d dx
⎞
⎠
1
2
,
we have from (4.2) that
lim
t→∞ sup
x∈R3
∫
R3
(
|M − M|2 + |G|2
M−
)
(t, x, ) d = 0. (4.3)
Thus
lim
t→∞ sup
x∈R3
∫
R3
|f (t, x, ) − M()|2
M−()
d
O(1) lim
t→∞ sup
x∈R3
∫
R3
|M(t, x, ) − M()|2 + |G(t, x, )|2
M−()
d = 0.
This proves (1.18). 
Remark 4.1. When we carry out the energy estimates to the macroscopic component
of the solution, similar to the Euler equations with frictional force, dissipation of u is
obtained. We think that this term will be useful for further study of this model.
Recently, there are a number of results concerning the asymptotic proﬁles of the Euler
equations with frictional force (see [10] and the references therein). As mentioned in
Remark 1.1, our equation is closely related to the Euler equations with frictional force.
We believe that there should also be rich results for the equation we have considered
and our result can be taken as a ﬁrst step in this direction.
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Appendix A. Proof of Lemma 3.2
To prove Lemma 3.2, note that M solves
Mt + P0
(
 · ∇xM
)
− u · ∇M = −P0
(
 · ∇x
(
L−1M (P1( · ∇xM))
))
− P0 ( · ∇x) ,
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applying (1 ||3) to the above identity and integrating its product with MM over
[0, t] × R3 × R3, we have that
1
2
∫
R3
∫
R3
|M|2
M
d dx
∣∣∣∣∣
=t
=0
= −
∫ t
0
∫
R3
∫
R3
(
|M|2
M2
Mt − 
M
M
[P0( · ∇xM)]
)
d dx d
−
∫ t
0
∫
R3
∫
R3
M
{
P0
{
 · ∇x
[
L−1M (P1( · ∇xM))
]}}
M
d dx d
+
∫ t
0
∫
R3
∫
R3
M
(
u · ∇M
)
M
d dx d
−
∫ t
0
∫
R3
∫
R3
M {P0 ( · ∇x)}
M
d dx d :=
8∑
j=5
Ij . (A.1)
In the following, we estimate Ij (j = 5, 6, 7, 8) term by term. First, the a priori as-
sumption (3.1) and the conservation laws (3.4) give
|I5|  O(1)0
∑
|′|<||
∫ t
0
∫
R3
(∣∣∣∣∇x′(, u, )
∣∣∣∣
2
+
∣∣∣′u∣∣∣2
+
∫
R3
|∇x
′
G|2
M
d
)
dx d. (A.2)
Since

{
L−1M h
}
= L−1M (h) −
||−1∑
j=0
∑
|′′|=j
Cj L
−1
M
(
Q
(

′′ (
L−1M h
)
, −
′′
M
))
,
where Cj are some positive constants, we thus get that
I6 = −
∫ t
0
∫
R3
∫
R3
M
{
∇x · P0
{

[
L−1M (P1( · ∇xM))
]}}
M
d dx d
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+O(1)0
∫ t
0
∫
R3
∣∣∇x(, u, )∣∣2 dx d − C
∫ t
0
∫
R3
∣∣∇x(u, )∣∣2 dx d
+O(1)0
∫ t
0
∫
R3
∑
|′| ||
∣∣∣∇x′(, u, )∣∣∣2 dx d. (A.3)
As to I8, from Lemma 3.1 and the a priori assumption (3.1), we can deduce that
there exists a sufﬁciently small constant  > 0 such that
|I8|  
∫ t
0
∫
R3
∣∣∇x(u, )∣∣2 dx d
+O(1)
∫ t
0
∫
R3
∫
R3
	()
(|∇xG|2 + |Gt |2)
M
d dx d
+O(1)0
∫ t
0
∫
R3
⎛
⎝ ∑
|′| ||
∣∣∣∇x′(, u, )∣∣∣2 + ∑
|′| ||
∣∣∣′u∣∣∣2
⎞
⎠ dx d
+O(1)0
∫ t
0
∫
R3
∫
R3
	()
M
⎛
⎝ ∑
|′| ||
|∇
′
G|2 +
∑
|′|4
|′G|2
⎞
⎠ d dx d.
(A.4)
Finally, we estimate I7.
I7 =
∫ t
0
∫
R3
∫
R3
P0
(
M
)

(
u · ∇M
)
M
d dx d
+
∫ t
0
∫
R3
∫
R3
P1
(
M
)

(
u · ∇M
)
M
d dx d
=
∑
′
C
′

∫ t
0
∫
R3
∫
R3
P0
(
M
)
M
(

′
u · ∇−
′
M
)
d dx d
+
∫ t
0
∫
R3
∫
R3
P1
(
M
)

(
u · ∇M
)
M
d dx d =
∑
′
J
1,′
7 + J 27 .
(A.5)
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It is easy to see that
∑
′<
|J 1,′7 | + |J 27 |  O(1)0
∫ t
0
∫
R3
∑
|′|<||
∣∣∣∇x′(, u, )∣∣∣2
+
∑
|′| ||
(
|′u|2 +
∫
R3
	()|′G|2
M
d
)
dx d. (A.6)
While for J 1,7 , we can get that
J
1,
7 =
∫ t
0
∫
R3
∫
R3
P0
(
M
)
M
(
u · ∇M
)
d dx d

∫ t
0
∫
R3
∫
R3
(
u · ∇M
) [(

− 3

2
)
+ 3
2
(
( − u) · u + | − u|
2
2

)]
d dx d
+O(1)0
∫ t
0
∫
R3
⎛
⎝ ∑
|′|<||
∣∣∣∇x′(, u, )∣∣∣2 + ∑
|′|<||
∣∣∣′u∣∣∣2
⎞
⎠ dx d
 O(1)0
∫ t
0
∫
R3
⎛
⎝ ∑
|′|<||
∣∣∣∇x′(, u, )∣∣∣2 + ∑
|′|<||
∣∣∣′u∣∣∣2
⎞
⎠ dx d
−3
2
∫ t
0
∫
R3
|u|2

dx d. (A.7)
Combining the estimates from I5 to I8, we get Lemma 3.2. 
Appendix B. Proof of Lemma 3.3
Since the proof of Lemma 3.4 is essentially the same as the one for Lemma 3.3,
we will only prove Lemma 3.3. To this end, Applying (1 ||3) to (1.10) and
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integrating its product with 
G
M over [0, t] × R3 × R3 yield
1
2
∫
R3
∫
R3
|G|2
M
d dx
∣∣∣∣∣
t
0
= −1
2
∫ t
0
∫
R3
∫
R3
|G|2
M2
Mt d dx d
−
∫ t
0
∫
R3
∫
R3
G ·  (P1( · ∇xM +  · ∇xG))
M
d dx d
+
∫ t
0
∫
R3
∫
R3
G ·  (u · ∇G)
M
d dx d
+
∫ t
0
∫
R3
∫
R3
G ·  (LMG)
M
d dx d
+
∫ t
0
∫
R3
∫
R3
G ·  (Q(G,G))
M
d dx d :=
13∑
j=9
Ij . (B.1)
Similar to the proof of Lemma 3.2, we can deduce that
|I9|O(1)0
∫ t
0
∫
R3
∫
R3
|G|2
M−
d dx d, (B.2)
|I10|  
∫ t
0
∫
R3
∫
R3
	()|G|2
M
d dx d
+O(1)
∫ t
0
∫
R3
∫
R3
	()|∇xG|2
M
d dx d
+O(1)
∫ t
0
∫
R3
|∇x(u, )|2 dx d
+O(1)0
∑
|′| ||
∫ t
0
∫
R3
∫
R3
	()|′G|2
M
d dx d
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+O(1)0
∫ t
0
∫
R3
⎛
⎝ ∑
|′|<||
∣∣∣∇x′(, u, )∣∣∣2 + ∑
|′|<||
∣∣∣′u∣∣∣2
⎞
⎠ dx d,
(B.3)
I12 =
∫ t
0
∫
R3
∫
R3
G · LM(G)
M
d dx d + 2
∑
|′|<||
C
′

×
∫ t
0
∫
R3
∫
R3
G · Q
(
−
′
M, 
′
G
)
M
d dx d
 −

2
∫ t
0
∫
R3
∫
R3
	()|G|2
M
d dx d + O(1)0
∑
|′|<||
×
∫ t
0
∫
R3
∫
R3
	()|′G|2
M
d dx d
+O(1)0
∫ t
0
∫
R3
⎛
⎝ ∑
|′|<||
∣∣∣∇x′(, u, )∣∣∣2 + ∑
|′|<||
∣∣∣′u∣∣∣2
⎞
⎠ dx d
(B.4)
and
|I13|  
∫ t
0
∫
R3
∫
R3
	()|G|2
M
d dx d
+O(1)
∑
|′| ||
∫ t
0
∫
R3
∫
R3
	()−1
∣∣∣Q (−′G, ′G)∣∣∣2
M
d dx d
 ( + 0)
∫ t
0
∫
R3
∫
R3
	()|G|2
M
d dx d
+O(1)0
∑
0<|′|<||
∫ t
0
∫
R3
∫
R3
	()|′G|2
M
d dx d. (B.5)
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Now we estimate I11. To this end, noticing
I11 =
∫ t
0
∫
R3
∫
R3
G(u · ∇(G))
M
d dx d
+
∑
0<′
C
′

∫ t
0
∫
R3
∫
R3
G(
′
u · ∇−
′
G)
M
d dx d :=
2∑
j=1
J
j
11,
we have from (3.1) and (3.3) that
J 111 =
1
2
∫ t
0
∫
R3
∫
R3
|G|2u · ∇M
M2
d dx d
 O(1)0
∫ t
0
∫
R3
∫
R3
	()|G|2
M
d dx d,
J 211  
∫ t
0
∫
R3
∫
R3
	()|G|2
M
d dx d
+O(1)
∑
0<′
∫ t
0
∫
R3
∫
R3
|′u|2|∇−
′
G|2
M
d dx d
 
∫ t
0
∫
R3
∫
R3
	()|G|2
M
d dx d
+O(1)0
∫ t
0
∫
R3
⎛
⎝ ∑
0<′
|′u|2 +
∑
0<′<
∫
R3
1
M
|∇
′
G|2 d
⎞
⎠ dx d.
The estimates from I9 to I13 give Lemma 3.3. 
Appendix C. Proof of Lemma 3.5
This appendix is devoted to proving Lemma 3.5. For this purpose, applying (1 ||
4) to (1.1), multiplying the resulting identity by 

f
M , and integrating the ﬁnal result
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w.r.t. t, x, and  over [0, t] × R3 × R3, we have that
1
2
∑
1 ||4
∫
R3
∫
R3
|f |2
M
d dx
∣∣∣∣∣∣
t
0
= −1
2
∑
1 ||4
∫ t
0
∫
R3
∫
R3
|f |2
M2
(Mt +  · ∇xM) d dx d
+
∑
1 ||4
∫ t
0
∫
R3
∫
R3
f (u · ∇f )
M
d dx d
+
∑
1 ||4
∫ t
0
∫
R3
∫
R3
f  (LMG)
M
d dx d
+
∑
1 ||4
∫ t
0
∫
R3
∫
R3
f  (Q(G,G))
M
d dx d :=
17∑
j=14
Ij .
(C.1)
We now estimate Ij (j = 14, 15, 16, 17) term by term. First, we can see that from
the conservation laws, we can change derivatives w.r.t. t to the derivatives w.r.t. x, thus,
from Lemma 3.1, (3.1) and (3.3), we can get that
I14  O(1)0
∑
1 ||4
∫ t
0
∫
R3
∫
R3
|G|2
M−
d dx d
+O(1)0
∫ t
0
∫
R3
∑
||3
( ∣∣∇x(, u, )∣∣2 + ∣∣u∣∣2 ) dx d, (C.2)
I16 =
∑
1 ||4
∫ t
0
∫
R3
∫
R3
(
P1(
M) + P1(G)
)
 (LMG)
M
d dx d
 −

2
∑
1 ||4
∫ t
0
∫
R3
∫
R3
	()|G|2
M
d dx d
132 S.-W. Vong / J. Differential Equations 222 (2006) 95–136
+O(1)0
∫ t
0
∫
R3
∫
R3
	()|G|2
M
d dx d
+O(1)0
∫ t
0
∫
R3
∑
||3
( ∣∣∇x(, u, )∣∣2 + ∣∣u∣∣2 ) dx d, (C.3)
I17 =
∑
1 ||4
∫ t
0
∫
R3
∫
R3
(
P1(
M) + P1(G)
)
 (Q(G,G))
M
d dx d
 
∑
1 ||4
∫ t
0
∫
R3
∫
R3
	()|G|2
M
d dx d
+O(1)0
∫ t
0
∫
R3
∫
R3
	()|G|2
M
d dx d
+O(1)0
∫ t
0
∫
R3
∑
||3
( ∣∣∇x(, u, )∣∣2 + ∣∣u∣∣2 ) dx d. (C.4)
As to I15, since
I15 =
∑
1 ||4
∫ t
0
∫
R3
∫
R3
(f )u · ∇f
M
d dx d
+
∑
1 ||4
∫ t
0
∫
R3
∫
R3
f (u) · ∇f
M
d dx d
+
∑
1 ||4
∑
0<′<
C
′

∫ t
0
∫
R3
∫
R3
f (−
′
u) · ∇
′
f
M
d dx d
:=
3∑
i=1
J i15, (C.5)
we have from (3.1), (3.3) and the conservation laws that
J 115 =
1
2
∑
1 ||4
∫ t
0
∫
R3
∫
R3
|f |2
M2
u · ∇M d dx d
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 O(1)0
∑
1 ||4
∫ t
0
∫
R3
∫
R3
	()|G|2
M
d dx d
+O(1)0
∫ t
0
∫
R3
∑
||3
( ∣∣∇x(, u, )∣∣2 + ∣∣u∣∣2 ) dx d. (C.6)
For J 215, we have that
J 215 =
∑
1 ||4
∫ t
0
∫
R3
∫
R3
P0
(
M
)
(u) · ∇M
M
d dx d
+
∑
1 ||4
∫ t
0
∫
R3
∫
R3
P1
(
M
)
(u) · ∇G
M
d dx d
+
∑
1 ||4
∫ t
0
∫
R3
∫
R3
G(u) · ∇G
M
d dx d
:= K1 + K2 + K3. (C.7)
Since K1 is exactly J 1,7 , we have from (A.7) that
K1  O(1)0
∫ t
0
∫
R3
∑
||3
( ∣∣∇x(, u, )∣∣2 + ∣∣u∣∣2 ) dx d
−3
2
∫ t
0
∫
R3
∑
1 ||4
|u|2

dx d.
Furthermore, it is easy to see that
K2O(1)0
⎛
⎝∫ t
0
∫
R3
∑
||<3
∣∣∇xx(, u, )∣∣2 dx d +
∫ t
0
∫
R3
∑
||3
|u|2 dx d
⎞
⎠
and
K3  O(1)0
∑
1 ||4
∫ t
0
∫
R3
∫
R3
	()|G|2
M
d dx d
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+O(1)0
∫ t
0
∫
R3
∑
||3
( ∣∣∇x(, u, )∣∣2 + ∣∣u∣∣2 ) dx d.
Thus
J 215  O(1)0
∑
1 ||4
∫ t
0
∫
R3
∫
R3
	()|G|2
M
d dx d
+O(1)0
∫ t
0
∫
R3
∫
R3
	()|∇G|2
M
d dx d
+O(1)0
∫ t
0
∫
R3
∑
||3
( ∣∣∇x(, u, )∣∣2 + ∣∣u∣∣2 ) dx d
−3
2
∑
1 ||4
∫ t
0
∫
R3
|u|2

dx d. (C.8)
At last, for J 315, note that
J 315 =
∑
1 ||4
∑
0<′<
C
′

∫ t
0
∫
R3
∫
R3
P0
(
M
)
(−
′
u) · ∇
(
P0
(

′
M
))
M
d dx d
+
∑
1 ||4
∑
0<′<
C
′

∫ t
0
∫
R3
∫
R3
×
P0
(
M
)
(−
′
u) · ∇
(
P1
(

′
M
)
+ ′G
)
M
d dx d
+
∑
1 ||4
∑
0<′<
C
′

∫ t
0
∫
R3
∫
R3
×
G(−
′
u) · ∇
(
P1
(

′
M
)
+ ′G
)
M
d dx d
 O(1)0
∑
||3
∫ t
0
∫
R3
∫
R3
	()|∇G|2
M
d dx d
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+O(1)0
∑
1 ||4
∫ t
0
∫
R3
∫
R3
	()|G|2
M
d dx d
+O(1)0
∫ t
0
∫
R3
∑
||3
( ∣∣∇x(, u, )∣∣2 + ∣∣u∣∣2 ) dx d. (C.9)
Putting (C.6), (C.8), and (C.9) together yields
I15  O(1)0
∑
||3
∫ t
0
∫
R3
∫
R3
	()|∇G|2
M
d dx d
+O(1)
∑
1 ||4
∫ t
0
∫
R3
∫
R3
	()|G|2
M
d dx d
+O(1)0
∫ t
0
∫
R3
∑
||3
( ∣∣∇x(, u, )∣∣2 + ∣∣u∣∣2 ) dx d
−3
2
∑
1 ||4
∫ t
0
∫
R3
|u|2

dx d. (C.10)
The above estimates give (3.24) and the proof of Lemma 3.5 is completed. 
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