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ABSTRACT
The primary goal of a forensic archaeologist is to reconstruct the context of scenes
involving skeletal remains using recording and mapping methods. However, the outdoor locations
of most forensic archaeology scenes can result in difficulties when recording and mapping scenes.
While close-range photogrammetry (CRP) has been considered for documenting context of
forensic sciences, this method lacks a sufficient procedural basis to guide data recording when
encountering problematic environmental conditions. The purpose of this research is to test how
light correction tools, a sheet and artificial lights, could improve harsh lighting conditions.
Photographs were taken of controlled scenes with skeletal remains in open, dappled, and shaded
lighting environments, and the models were processed using Agisoft® Metashape® Professional.
Phase 1 tested three different scenarios with four different iterations while varying the light
correction tools: (1) no artificial lighting tool; (2) only a sheet over the scene; (3) artificial lights
placed around the scene; and (4) a combination of lights and sheet. The accuracy was assessed
quantitatively, using the root-mean square (RMS) reprojection error and total scale bar error, and
qualitatively. The results indicated that no significant quantitative accuracy of the model changed
between iterations. However, the visual accuracy of the scene did improve with the sheet by
decreasing shadows across the scene. Phase 2 tested two larger scenarios using the same four
iterations. While the models were all highly accurate quantitatively, the iterations that included the
sheet appeared to have fewer qualitative errors. Guidelines are provided to successfully use light
correction tools to improve harsh lighting conditions of outdoor scenes.
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CHAPTER ONE
Many archaeological methodologies have been adopted for forensic applications. The
largest field of integration is that of forensic archaeology. This field of study applies established
archaeological methodologies to forensic casework (Dirkmaat & Adovasio, 1997; Mikhail et al.,
2001; Linder, 2003; Schultz & Dupras, 2008; Dupras et al., 2012; Dirkmaat & Cabo, 2012;
Christensen et al., 2014; Dirkmaat, 2015). One of the most important methodologies in both
traditional archaeology and forensic archaeology is the inclusion of maps and documentation of
context. More recently, digital recording methods have been employed in archaeological
research; one of the more notable of these methods is that of photogrammetry (Fussell, 1982;
Burtch, 2008; Barazzetti et al., 2011a; Barsanti et al., 2013; Howland et al., 2014). The use of
photogrammetry, and more specifically close-range photogrammetry (CRP), is now commonly
employed by archaeologists to accurately document and record their excavations; CRP has
become a relatively well-defined technique for the archaeological field (Fussell, 1982; Burtch,
2008; Barazzetti et al., 2011a; Barsanti et al., 2013). However, the use of photogrammetry has
not been employed regularly and is not well defined in the context of forensic investigations
(Barazzetti et al., 2011a; Gonzalez-Jorge et al., 2012). Despite CRP accuracy being comparable
to that of a total station, something which is regularly utilized by law enforcement and
anthropological teams, the use of this technology is not a standardized investigative practice
(Randles et al., 2010; Edelman & Aalders, 2018). This technique, if utilized, can be
advantageous to the analysis of crime scenes by investigators because photogrammetry can be
used to create a three-dimensional (3D) model of the scene. The model will include the accurate
position of the physical remains, as well as preserve the context and association of the evidence
in relation to the remains and other pieces of evidence (Ferrell, 2020).

1

In the pursuit of high-quality forensic archaeology research, the documentation of a
forensic scene remains one of the most important aspects of a proper recovery. For years, this
documentation has occurred through the creation of maps, both digital and hand-drawn, of the
scenes. The accurate documentation of the scenes is necessary to preserve the context of the
original scene, as the analysis of archaeological sites and forensic scenes is a destructive process
(Dirkmaat & Adovasio, 1997; Schultz & Dupras, 2008; Dupras et al., 2012; Dirkmaat & Cabo,
2012; Christensen et al., 2014; Dirkmaat, 2015). Therefore, the implementation of accurate
documentation techniques is a necessity when processing a scene and, at a minimum, will
include a hand-drawn map to ensure the preservation of the context and position of the subject
matter before the excavation. The most recent techniques include digital mapping, which uses
technology and computer software to generate accurate 3D reconstructions on a computer.
Commonly used digital mapping techniques as sited by current forensic archaeological literature
include the total station, TRIMBLE R8 GPS unit, and global imaging (GIS) software (Schultz &
Dupras, 2008; Dupras et al., 2012; Christensen et al., 2014; Dirkmaat, 2015). In the field of
forensic archaeology, the use of CRP as another digital mapping technique has become a useful,
though rarely used tool.
The use of mock scenes as more realistic representations of actual forensic scenes can
result in the improvement of current CRP guidelines, resulting in an improved understanding of
the limitations and benefits of this technology (Barazzetti et al., 2012; Gidusko, 2018; Ferrell,
2020). By using staged mock crime scenes, CRP environmental variables are more easily
controlled, and are able to be tested in an isolated environment resulting in specific guidelines
that more explicitly address outdoor crime scene variables (Colwill, 2016; Gidusko, 2018;
McCollum, 2020; Ferrell, 2020). These guidelines can be incorporated into future forensic

2

recovery protocols of human remains, and the creation of these guidelines will describe how to
best map more complicated crime scenes. There are a large number of variables inherent in a
crime scene; the number of variables is only exacerbated when the forensic scene is located
outdoors. Weather, size and dispersal of the remains, and the scene’s physical proximity to
investigative resources can become problematic when documenting real-life scenes (Dirkmaat &
Adovasio, 1997; Schultz & Dupras, 2008; Dupras et al., 2012; Dirkmaat, 2015). Therefore, as
many variables as possible must be tested to determine how they affect the rendering of accurate
models. However, the testing of multiple variables in one project is not scientifically sound;
testing only one or two variables per study allows focus and variable control. A larger number of
studies will allow for a complete set of guidelines to be written that address each of these
numerous variables that investigators may encounter at actual forensic scenes (Gidusko, 2018;
McCollum, 2020; Ferrell, 2020).
The variable that is directly tested in this research project is light. Natural light is a
necessary, however unavoidable, component of outdoor crime scenes and therefore is something
that must be addressed by photogrammetry users (Hochrein, 2003; Nedergaard et al., 2014;
Colwill, 2016). Light is an important variable when recording scenes using CRP technology
because the quality of available light can influence the positioning of shadows on detailed areas
of the scene, can affect the shutter speed of the camera and therefore the number of objects that
remain in focus in the photograph, and can influence the coloring of the overall model. By
controlling for the volatility of the light source’s influence, the CRP user can ensure a higher
quality model and more accurate portrayal of the scene.
The purpose of this research is to improve the application of CRP to scenes involving
uneven shadows that result from natural lighting. The lighting naturally occurring at the crime
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scene cannot be easily controlled, but this research will attempt to provide guidance on how best
to correct poor lighting in the field and during computer processing. Specifically, the first step of
this project is an experimental phase, testing how the lighting correction tools of tarps and
artificial lighting kits can be applied to small scenes. The second step of this project will be an
application phase, where these lighting correction methods are applied to larger mock forensic
scenes. Thirdly, the main overarching goal of this study is to develop improved guidelines to aid
in the mitigation of problematic natural lighting effects experienced by CRP users in the field of
crime scene investigation. To address these research goals, the data collection process of the
thesis is divided into a Phase 1 experimental phase, and a Phase 2 application phase. The Phase
1 experimental phase involves smaller and more confined scatters to initially test how light
correction tools affect scene quality. The Phase 2 application phase applies the light correction
techniques to larger scenes that are more reminiscent of forensic outdoor scenes.
The thesis will be organized as two standalone chapters followed by a short discussion
and conclusion chapter. Chapter 2 is a stand-alone chapter focusing on Phase 1 of the research
project, while Chapter 3 addresses the Phase 2 aspect of the research project.
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CHAPTER TWO
Introduction
The methodology of photogrammetry research has become an everchanging body of
literature since its first applications. Initially, photogrammetry was conducted by taking
overhead photographs and then developing these two-dimensional (2D) imaging sequences into
3D architectural reconstructions. These photographs could be taken from very tall ladders, using
a hot-air balloon, or using an early airplane (Fussell, 1982). This provided the necessary
overhead shots of large archaeological excavation sites that were then rendered into 3D models.
The first documented application of photogrammetry methods was their use to record the ruins of
Persepolis in 1885, and photogrammetry has proven to be a useful tool in preserving
archaeological sites ever since (Carbonnell, 1968; Fussell, 1982). By 1961, close-range
photogrammetry (CRP) was an emerging technique, which involved the photographs being taken
on the ground and within a few feet of the scene instead of by airplanes or other long-distance
photographic techniques (Burtch, 2008). The evolution of CRP technology has advanced along
with computers, and now CRP models are rendered using computer software instead of handdrawn maps. This allows for more accurate models and has expanded the technical applications
of photogrammetry technology to address smaller objects.
Despite the advances made in the technology, methodology, and subjects of
photogrammetry research, there is still a large gap in the literature when discussing the
guidelines applied to smaller variables. Given that some photogrammetry settings are outdoors,
the influence of natural variables must be addressed. Harsh lighting that affects the quality of
produced models is a problem encountered by all users of photogrammetry, and there are a
number of methods used in archaeology to control for lighting (Baltsavias, 1999; Ozbek et al.,
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2010; Partsinevelos et al., 2014; Sapirstein, 2016). Artificial lights have been used to better
illuminate indoor settings (Portalés et al., 2009; Teza et al., 2016). Tarps are also used by
archaeologists to help block light when needed (McPherron et al., 2009). However, these
practices have not extended to photogrammetry that is conducted at outdoor forensic scenes.
Outdoor forensic scenes are complex due to the number of environmental variables that
exist, and because they are complicated by such variables, a degree of visual error will always
occur when using photogrammetry. However, by continuing to investigate variables affecting
photogrammetry model quality, the distortion caused may be minimized. The most tried and true
method of scientific testing involves the experimentation of one variable in a small and
controlled setting. Problems develop from a lack of published literature that directly addresses
specific problematic variables encountered by outdoor photogrammetry users (Ferrell, 2020).
The first phase of this thesis specifically addresses this lack of experimentation. By focusing on
the isolated variable of light, this thesis will more accurately test how a white sheet, artificial
lighting source, and both of these together affect the quality of a CRP model. Beyond producing
high quality models, there are three goals of this research. The first is to experiment and
determine if the light correction tools, sheet or artificial lights, are effective at reducing distortion
caused by harsh lighting. The second goal is to test whether these techniques can then be
realistically applied to large, real world forensic scenes. Third, guidelines will be produced to
ensure that these practices can be easily integrated into photogrammetry practices when
necessary.

Literature Review
Before the intricacies of current research can be addressed, the importance of traditional
mapping and the evolution of 3D digital mapping technologies will be discussed. In addition to
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discussing the origins of 3D mapping techniques, a comparison of three main technologies will
occur: structure from motion technology, photogrammetry, and 3D scanners in archaeological
settings. Then, the unique problem of lighting in outdoor settings will be discussed in
archaeological and photogrammetry specific literature.

Traditional Mapping
The act of an archaeological excavation is an inherently destructive process, and harm to
the site may occur during or after excavation (Al-kheder et al., 2008; Barazzetti et al., 2011b;
Olson et al., 2013). Therefore, archaeologists must map the site throughout the excavation
process to preserve the integrity of a site that may ultimately be ruined. Initially, this action
involved hand-drawing maps and taking measurements of the scene to create an accurate scale
(Dupras et al., 2012). This practice was adapted to forensic archaeology, as investigators
realized that the context and association of the evidence in the initial scene was a vital aspect of
the investigation process (Dirkmaat & Adovasio, 1997; Schultz & Dupras, 2008; Dupras et al.,
2012; Dirkmaat & Cabo, 2012; Christensen et al., 2014; Dirkmaat, 2015). Therefore, methods
involving meter tapes were developed and applied to archaeological and forensic scenes. One of
the most commonly employed methods used to produce a plane view, or overhead view, is the
baseline control-point method (Dupras et al., 2012; Christensen et al., 2014). This method
involves placing a meter tape through the densely clustered, central aspect of the scene to act as a
baseline. Then, another measuring tape is placed perpendicular to the scene and used to measure
from the baseline to the piece of evidence. To achieve more accurate maps, multiple
measurement points may be recorded on the same piece of evidence. This method produces a
2D bird’s-eye view of the scene and the evidence. Limitations of this mapping method include
the artistic talent of the mapmaker, as well as human error in the recorded measurements. If the
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measurements are incorrectly recorded at the scene, the scale may appear off in the later map
production and the map could be unreliable.

3D Mapping Technologies
There are a number of 3D documentation methods that are used to produce more accurate
representations of archaeological sites and forensic scenes. The application of total stations and
global positioning systems (GPS) allowed researchers to record individual points at a location in
the context of the entire world (Howard, 2007; Dupras et al., 2012; Barazzetti et al., 2012;
Dirkmaat, 2015). Therefore, smaller scale recordings of the local scene, using photogrammetry
or laser scanners, could be geo-referenced on a global scale through the application of total
station technology. This allows for a more complete understanding of the location of an
archaeological site or forensic scene in relation to other areas of important context.
One commonly used type of visual recording technologies are structure from motion
(SfM) technologies. Structure from motion technology is a general digital recording method that
uses photographs to produce volumetric models (Benavides López et al., 2016). These
photographs are then run through computer software such as Agisoft’s Metashape after being
processed in Photoshop (Howland et al., 2014). The software uses common points throughout
the photograph catalogue and aligns the photographs to create a point cloud. This point cloud is
rendered to create a 3D model that is scaled and includes the digital elevations of the site. This
general method of SfM technology data collection and processing is the same for all variations
on this method.
Photogrammetry is a specific variation of SfM technology that relies more on the
complex non-linear 3D computer algorithms to align the photographs into a point cloud than
other SfM technologies (Benavides López et al., 2016). While routine SfM motion technology
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applications require the photographer to change camera settings and manually overlap
photographs for alignment, photogrammetry can be performed either at close-range or from a
distance using aerial photography methods (Mikhail et al., 2001; Linder, 2003; Burtch 2008;
Portalés et al., 2009).
Three-dimensional scanners appear rather similar in their application to structure from
motion technology, but the methodology itself is different. These 3D scanners use lasers to
record three-dimensional points in space as x, y, and z coordinates, and then renders them into a
model using computer software (Forte et al., 2012; Campana et al., 2012). The goals of this
technological application include the reconstruction of stratigraphic sequences in excavation pits,
the virtual visualization of artifacts in layers, the interpretation and contextualization of the site
in time and space, and mitigation of the overall destructive technique of excavation. It has been
a common practice to utilize laser scanning technology before the excavation of the site, and then
again post-excavation. However, an article by Forte and others (2012) explored the application
of three-dimensional laser scanning of the site of Çatalhöyük at more frequent frequencies than
pre-excavation and post-excavation. The researchers attempted to record the excavation process
in a manner that made the excavation process virtually reversible. They did this by taking 5minute scans during every level of the excavation’s stratigraphic layers, and the result is a highly
accurate model that can be virtually visited and excavated by all archaeologists.

3D Digital Mapping Technology Comparison
Both 3D scanners and SfM technology methods are highly accurate, and both can be
applied in close-range as well as aerial settings. However, the benefits and detriments of both
visual recording methods have led to a group of investigative archaeological literature that
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involves the recording of an archeological scene using more than one type of mapping
technology (Baltsavias, 1999; Al-kheder et al., 2008; Porter et al., 2016).
Some of the benefits of photogrammetry, specifically, include that it is highly economical
and involves easily portable equipment. The equipment required for most photogrammetry
modeling is a camera, scaled targets, and computer software that is usually less expensive for
academics. The limited equipment necessary means that photogrammetry technology equipment
can be easily transported to remote locations. However, despite these benefits, photogrammetry
requires a degree of specialized skills to record effectively, and it is easily affected by
environmental weather conditions. The photography recording protocols as well as the software
rendering, requires a specific technological knowledge. Additionally, the data collection itself is
also relatively slow, depending on the size of the scene that you would like to record. Smaller,
isolated aspects of archaeological sites, or contained forensic scenes, take hours to record
properly. The application is also limited by the environment. The application of data collection
for photogrammetry can be limited by environmental conditions including the location of the
scene, low light levels, and other weather effects (rain and wind).
Three-dimensional scanning is beneficial to archaeologists because the technology can be
more easily adapted to multiple weather environments, and it produces a model that is higher
quality, or at least comparable to that of SfM technology. These scanners are especially useful
when modeling homogenous surfaces, but the resolution can be insufficient when recording
cracks or other breaks in an otherwise smooth surface (Al-kheder et al., 2008). Another
challenge when using these scanners is that it is a highly specialized process, and the machines
themselves are not easily transported to remote archaeological locations. Furthermore, any scene
can take considerable time to scan and process, no matter the size. The process itself, is also
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relatively expensive, and therefore is limited by the number of researchers who can afford the
technology.

Light in Outdoor Settings
Despite the origin of many 3D digital recording technologies as archaeological
techniques, there is a lack of literature directly addressing the environmental considerations
necessary when using technology outside. However, the importance of quality lighting when
using 3D digital recording technologies is a recognized concern in archaeology and related
literature (Baltsavias, 1999; Ozbek et al., 2010; Partsinevelos et al., 2014; Sapirstein, 2016). It
has been mentioned as a contributing factor in local 3D photogrammetry modeling error.
Specifically, the shadows changed throughout the day and limited the time in which data
collection could occur (Sapirstein, 2016).
Research has been conducted using unmanned aerial vehicles (UAVs) to conduct
photogrammetry research in low levels of light (Burdziakowski & Bobkowska, 2021). As
discussed in the article, the majority of photogrammetry research conducted in poor light
occurred inside. Articles involving modeling the inside of religious buildings supported the use
of artificial lighting as a corrective tool (Portalés et al., 2009; Teza et al., 2016). However, the
general belief of the researchers was that “a photogrammetric product based on night-time
photos will exhibit lower geometric accuracy and reduced interpretative quality” (Burdziakowski
& Bobkowska, 2021, p. 3). Therefore, the goal of this research was to discover which steps of
their research process had the greatest influence on the quality of the produced model. Their
research process included data acquisition, processing using Agisoft® Metashape®, and spatial
analysis of their results. This study did find a reduction in geometry and a poor absolute quality
of the nighttime models; however, the nighttime geometry was still considered acceptable by the
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photogrammetry software. The authors were not able to determine which step of the research
process specifically had the largest impact on the lower quality nighttime model productions, and
they do not recommend the use of nighttime photogrammetry models for surveying or
cartographic projects. However, forensic investigators do not have the same luxury in choosing
the time at which they are needed at a scene. Therefore, it is important to note that it is possible
to use photogrammetry in poor lighting conditions, but that measures should be taken to improve
lighting conditions when possible to ensure the models are high quality.

Materials and Methods
The methods were derived from previous research conducted by University of Central
Florida students on the application of photogrammetry research to the field of forensic
archaeology (Gidusko, 2018; McCollum, 2020; Ferrell, 2020). The data collection field site is
located in the University of Central Florida’s natural lands. The natural lands that were tested
consisted of an oak hammock with pine flatwood matrix, and are relatively flat. The ground
surface is generally covered in pine needles, live oak leaves, and grass. This tract of land has
been consistently used in previous UCF Masters theses focusing on photogrammetry
(McCollum, 2020; Ferrell, 2020). Three locations were specifically selected so that the lighting
correction methods could be tested in an open, dappled, and shaded environment. These
scenarios are discussed in more detail later in this section.

Scene Materials
Each of the staged forensic scenes included a composite human skeleton, and several
clothing items that included a t-shirt, a pair of shorts, a tennis shoe, and a baseball cap (Table 1).
These scenes were approximately 1 meter by 1.5 meters in size. In addition to the skeletal and
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clothing material, four 1-meter Cultural Heritage Imaging calibrated photogrammetry scale bars
with coded targets surrounded the scene. The scale bars were placed around the scene to ensure
that they were visible in multiple overlapping images and from multiple angels (Cultural
Heritage Imaging, 2021). These scale bars are used to ensure that the scale of model is validated,
as the coded targets are automatically recognized as reference points by the software (Cultural
Heritage Imaging, 2021; Edelman & Aalders, 2018). A north arrow was also included in each
scene.
A queen-sized flat sheet was used as a cover for certain versions of the scene. The
purpose of the sheet was to test how the elimination of shadows cast on the scene by people, the
lights, and forest foliage affected final model quality. The sheet was held at an angle by
volunteers to block the sunlight and ensure that the scene did not experience shadowing. The
sheet was white to ensure that the light passing through the sheet was uncolored, and therefore
did not influence the final coloring of the scene in the same manner that a blue tarp would. The
white sheet also did not completely block the light in the same manner that a black tarp or sheet
would (McPherron et al., 2009).
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Table 1: Inventory of the human skeletal elements used in the three scenarios.
Skeletal Element Inventory

Scenario 1

Scenario 2

Scenario 3

Cranium

1

1

1

Mandible

1

1

1

Left

1

1

-

Right

1

1

1

Left

1

1

-

Right

1

1

1

Left

1

1

-

Right

-

1

-

Left

-

1

-

Right

1

1

1

Vertebrae

4

5

4

Ribs

5

5

5

Sternum

1

1

1

Left

1

1

1

Right

1

1

1

1

1

1

Left

1

1

1

Right

1

1

1

Left

1

1

1

Right

1

1

1

Left

-

1

1

Right

1

1

1

Left

-

-

-

Right

-

-

1

Left

-

-

-

Right

1

1

1

27

31

26

Scapula

Humerus

Radius

Ulna

Os Coxa

Sacrum
Femur

Tibia

Fibula

Patella

Tarsals

Total
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Field Technology
The camera used during photography is a NIKON D7200 model with a NIKKOR 18140mm 1:3.5-5.6G ED lens and uses SanDisk 128GB and 64GB Extreme Pro SD cards. This
lens is a zoom lens and not a fixed lens, the focal length was set to 18 mm to ensure stability
when shooting the photographs (Agisoft LLC., 2019b; Nikon Inc., 201). Fixed lenses have a
higher optical quality when compared to zoom lenses. Additionally, zoom lenses contain a
higher number of movable parts and therefore are more internally unstable than fixed lenses (De
Reu et al., 2014; Sapirstein & Murray, 2017). Both autofocus and manual focus were utilized
during data collection. The autofocus setting was not changed during the first rounds of data
collection, and the recorded focal lengths were either 18mm or 20 mm. When photographing
using the manual focus, the focal length of the lens was set to 18 mm, and then was not adjusted
during the data collection process (De Reu et al., 2014; Sapirstein & Murray, 2017). When
photographing the manual setting rounds the lens needed to be set to autofocus during collection
of the overhead photographs, because it was not easily possible to keep the overhead images
focused while using the extension pole. Therefore, the model was photographed in the manual
setting for every view except the overhead shots.
The aperture priority was kept consistent throughout photographing and was selected by
shooting a couple of practice photographs before beginning data collection (Sapirstein & Murray
2017). The scene size itself was small, therefore, a lower aperture value of f/8 was chosen with
an ISO of 400. This lower aperture allowed for an increased shutter speed and higher accuracy
in recording the scene. The small size of the scene combatted the more limited depth of field
that occurred due to the lower aperture.
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To provide artificial lighting in an outdoor setting, two sets of Neewer 3-Pack Dimmable
Bi-Color LED lights were purchased. Each of the sets contained three lights, so a total of six
lights surrounded the scene itself. The lights themselves were placed around the scene
approximately 0.3 meters (1 foot) from the scale bars. The settings could be altered to channel
yellow or white light (Figure 1). Each of the lights also had a dimmer panel placed over the face
of the light. The dimmer panel was kept in place during the scene’s recording, as this panel
appeared to reduce the opacity of the shadows produced by the lights themselves. It was noticed
that when the lights were on, skeletal elements that extended vertically from the ground or were
awkwardly shaped cast very dark shadows on certain aspects of the scene. The inclusion of the
dimmer panels aided in the reduction of these dark shadows. Additionally, each light included a
removable metal panel cover that protected the light and could be used to aim the light in smaller
settings. When they were not removed, the lights could not be properly angled at the ground to
point at the skeletal elements and evidence. Therefore, the metal panels were removed before
data collection began. The lights included two shades of light, yellow and blue. To use the
maximum brightness available, both of these light shades were turned to their highest settings.
The highest intensity of light brightness was necessary in the outdoor setting because of the
diffusion that occurred to the beams in the large expanse of open air. To mitigate this dispersal,
the light stands were kept at their shortest settings (Figure 1).
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Figure 1: (A) An image showing the lights set up in the field with their heights at the shortest
setting. (B) An image of the back of the light panel showing the settings used when the lights
were in use.

Scene Preparation and Data Collection
Prior to data collection, an appropriate area was located for each scene and the skeletal
elements were set out as a confined scatter. After placing the remains, the scale bars were
positioned around the remains before the careful cleaning of the scene began (Ferrell, 2020;
McCollum, 2020). Cleaning the scene involved cutting grass and clearing leaves or other
materials from around the skeletal elements and evidence. This was an important step, as
material that covered or obstructed important aspects of the scene contributed to processing
difficulties that resulted in visual discrepancies. After setting up and cleaning the scene, the
photographing of the scene began.
Each scenario was photographed four times. First, the scene was shot without any
lighting correction tools. Then, the scene was photographed using only the sheet. Next,
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photographs were taken of the scene with the artificial lights turned on. Finally, both the
artificial lights and the sheet were used to correct potential lighting problems.
The photographs were shot freehand from five different view angles (Figure 2). The five
view angles were defined using the position of the photographer’s body and the position in
which the camera was being held (Table 2). These five view angles were consistent throughout
all of the photography and ensured that consecutive images overlapped following the principle of
ad hoc geometry at different heights (Barazzetti et al., 2012; Edelman & Aalders, 2018).
Multiple photographs are also necessary to extract the 3D coordinates from the images, as a point
must be visible in at least three images from different points of view to be included in the
processing (Douglass et al., 2015; Willis et al., 2016; Edelman & Aalders, 2018).

Table 2: Descriptions and number of photographs for each view angle.
View Angle

Description

View 1
View 2
View 3
View 4
View 5
Overheads
Closeups

Kneeling while holding the camera at about waist height
Kneeling while holding the camera at about chest height
Standing with camera at about waist height
Standing with camera at about chest height
Standing with camera above head
Parallel overhead shots using an extension pole
Closeup photographs of complex areas and details of the
scene

Number of
Photographs
20
20
20
20
20
10
10
Total: 120
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Figure 2: Diagram of view angles. (A) Image of view angle 1, which is described as kneeling
while holding the camera at about waist height. This image was taken when the artificial lights
were in use. (B) Image of view angle 2, which is described as kneeling while holding the camera
at about chest height. This image was taken when only the sheet was in use. (C) Image of view
angle 3, which is described as standing with the camera at about waist height. This image was
taken when neither the lights nor the sheet were in use. (D) Image of view angle 4, which is
described as standing with the camera at about chest height. This image was taken when only
the sheet was in use. (E) Image of view angle 5, which is described as standing with the camera
above head. This image was taken when neither the lights nor the sheet were in use.

Additionally, a smaller number of overhead shots were taken parallel to the scene (Figure
3). These photographs were taken by attaching the camera to an extension pole and holding it
out over the scene. Close-up photographs were also taken of more complex areas of the scene.
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Joint surfaces, the trunk region, the cranium, and areas where leaves and debris may have
obscured part of the elements during photography were photographed again at a closer view. To
ensure that the scene itself was not disturbed by leaves or other debris being moved on to the
scale bars and evidence, an approximate radius of 0.6 meters (2 feet) was kept around the
periphery of the scene. The number of photographs varies with the size of the scene, but all of
the scenes for this phase were kept consistent. However, it is considered beneficial to take a
larger number of photographs, as images may be deleted or not included during the computer
processing phase.

Figure 3: (A) Image showing how the closeup photographs were taken to capture the details of
the clothing and skeletal elements. This image was taken when both the lights and the sheet were
in use. (B) Image demonstrating how the overhead shots were taken using an extension pole
held parallel to the scene. This image was taken when only the sheet was in use.
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Field Scenarios
The photography of one complete scene involved the recording of twelve complete
models (Table 3). There were three different scenarios, and each scenario was recorded four
times, using four iterations (Figure 4). The automatically focused scenes were chosen for close
analysis, following the practices of prior research (Ferrell, 2020). However, each scene was
photographed using both automatic and manual focus. All the scenes were approximately 1
meter by 1.5 meters in size. To better understand how the movement of the sun may have
contributed to the lighting quality of each scene, it was recorded using approximate degrees
throughout the data collection process. The scenes all were shot in the morning, and data
collection began between 9 and 10 a.m., and ended between noon and 1 p.m. The consistency of
starting times and tracking the sun’s motion ensured that the angle of sun on the scenes was not
drastically different. Despite the slight changes to the locations, the sun was always at
approximately the same degree when recording each of the three scenes. All the scenes were
located within the UCF natural lands, which has a latitude of 28.594˚ and longitude of -81.192˚.
An afternoon sun would be located differently in the sky and add another variable to the
experimental process.
Scenario 1 was located in an open environment. This location had little tree cover, and
therefore involved bright sunlight with little shadowing. The ground surface of this scene was
grass, with a sandy base soil. There were few leaves that blew onto the scene, but the grass and
other foliage was tall in certain areas and required careful grooming to prepare the scene. From
9 a.m. to 10:30 a.m. the sun’s position moved from approximately a 45 angle to a 70 angle.
There was one point during the day where the sky became incredibly overcast, and the sun was
not easily visible between the time of 10 and 11 a.m.

21

For Scenario 2, a shaded location was chosen. This environment included heavy tree
cover. The scene was almost completely shaded by tree branches, and the ground surface
consisted of pine needles and oak leaves. Despite the heavy canopy, a few streaks of light did
appear on the scene at certain points of the day. Data collection for this scenario took place
between approximately 9 a.m. and ended at approximately noon. Within this time period, the
sun moved from about a 40 angle to that of a 100 angle. Recording for the angles of
movement was taken every 15 minutes throughout the data collection period, and the sun
appeared to move approximately 5 each interval.
The location of Scenario 3 was in an area with dappled lighting. This place had a ground
surface of grass, pine needles, and oak leaves. The positioning of the overhead branches
contributed to partial lighting throughout the day. There were large patches of dark shadows and
bright spots projected on the scene. The lighting fluctuated during this period of data collection,
and there were periods of extreme sun as well as overcast skies. The data collection began
slightly before 9 a.m., and at this time the sun was at an angle of about 40. By 9:30 a.m., the
sun was located at about 60, and by noon it was located directly overhead.
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Table 3: Information showing the naming process of each model to promote easier identification
of specific models throughout this research.
Scenario

Scenario

Iteration ID

Iteration

Processing

Model ID

Number

Description

Description

Settings

Notation

1

Open

A

No Lights or Sheet 1

1A-1

1

Open

A

No Lights or Sheet 2

1A-2

1

Open

B

Sheet Only

1

1B-1

1

Open

B

Sheet Only

2

1B-2

1

Open

C

Lights Only

1

1C-1

1

Open

C

Lights Only

2

1C-2

1

Open

D

Lights and Sheet

1

1D-1

1

Open

D

Lights and Sheet

2

1D-2

2

Shaded

A

No Lights or Sheet 1

2A-1

2

Shaded

A

No Lights or Sheet 2

2A-2

2

Shaded

B

Sheet Only

1

2B-1

2

Shaded

B

Sheet Only

2

2B-2

2

Shaded

C

Lights Only

1

2C-1

2

Shaded

C

Lights Only

2

2C-2

2

Shaded

D

Lights and Sheet

1

2D-1

2

Shaded

D

Lights and Sheet

2

2D-2

3

Dappled

A

No Lights or Sheet 1

3A-1

3

Dappled

A

No Lights or Sheet 2

3A-2

3

Dappled

B

Sheet Only

1

3B-1

3

Dappled

B

Sheet Only

2

3B-2

3

Dappled

C

Lights Only

1

3C-1

3

Dappled

C

Lights Only

2

3C-2

3

Dappled

D

Lights and Sheet

1

3D-1

3

Dappled

D

Lights and Sheet

2

3D-2
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Figure 4: Workflow describing the data collection process followed in the field

Photograph Processing
After data collection in the field, preprocessing of the photographs occurred to prepare
them for the modeling software. The scene was photographed using RAW to produce a higher
quality file format than that of a compressed JPG image. These RAW images could then have
their lighting and exposure altered before conversion to TIFF files (Agisoft LLC., 2019b). The
program Adobe Bridge® was used to white balance the RAW photos; this was performed by
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using the white balance tool to select a spot on the white region of the scale bar following Ferrell
(2020) and Gidusko (2018). Then, images that were noticeably over or underexposed were
manually adjusted using the shadow, exposure, and highlight tools following Ferrell (2020).
After correction, the images were saved as TIFF files and imported to Agisoft® Metashape®
Professional.
The processing of the 3D models occurred using Agisoft® Metashape® Professional
Version 1.5.5 (Agisoft LLC., 2019a). This photogrammetry software application allows the user
to manually set analysis parameters, while still employing a mostly automated workflow to
develop the models (Green et al., 2014). Processing guides were used to determine the settings
chosen for processing, but changes were made to the original settings during the second round of
processing (USGS National UAS Project Office, 2017; Mayer et al., 2018; Ferrell, 2020). The
Metashape® program also has the capability to automatically extract information regarding the
camera used. This information includes the make, model, ISO setting, shutter speed, and
aperture settings for each set of photographs. This extracted information is then used by the
program to determine the camera position for each of the individual photographs taken during
data collection (Figure 5) (Baier & Rando, 2016).
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Figure 5: Camera positions for Model 2A-1, which did not use the artificial lights or the sheet.
Each of the blue rectangles represent the position and view angle at which each photograph was
taken. The white arrow indicates a 1-meter scale bar.

Processing Steps
Once the TIFF files were uploaded to Metashape®, the processing of the files into the
development of 3D models began based on recommendations from Ferrell (2020) and McCollum
(2020) (Figure 6). This process started with the application of the Detect Markers tool to register
the coded targets present in the scale bars at the scene. The missing markers were manually
selected to ensure that 12 markers were used when identifying the scale bars. After the targets
were recognized, the photographs could then be aligned into a sparse point cloud. The inclusion
of targets or markers is not necessary for the photogrammetry process, but is used to increase the
accuracy of the model.
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The sparse point cloud is constructed when the SfM algorithms in Metashape® detect
unique feature points present in multiple images that can be identified throughout the photo set
(Green et al., 2014; Douglass et al., 2015; Baier & Rando, 2016). From these feature points, the
scene geometry is developed as the feature points are aligned across the images. The alignment
of these points creates the sparse point cloud (Figure 7). The accuracy and precision is essential
when generating an accurate 3D model, because this initial alignment of points is used as the
basis from which the dense point cloud is developed (Douglass et al., 2015; Agisoft LLC.,
2019b). Photographs that do not present with an adequate number of recognizable points are
automatically deleted during this process.
To ensure that the sparse cloud is highly accurate, the Gradual Selection tool was used to
refine and optimize the generated points as recommended in Ferrell (2020). First, the
Reconstruction Uncertainty of the generated points was selected. This process selected and
deleted points that significantly deviated from the object or scene surface, and their deletion
reduced the number of extraneous points that existed in the sparse point cloud (Agisoft LLC.,
2019b). To achieve the most accurate results, it is recommended that no more than 50% of the
points be selected during this process. In general, this is the optimization tool that results in the
largest point deletion (Agisoft LLC., 2019b; McCollum, 2020; Ferrell, 2020). Secondly, the
Projection Accuracy of the model was refined. This step allowed for deletion of points that had
poorly localized projections. Then, the Tie Point Accuracy was tightened from 1 pixel to 0.1
pixels. The tightening of the tie point accuracy signifies that the tie points will be detected at a
smaller, more accurate scale of 0.1 pixels, not at only 1 pixel (Agisoft LLC., 2019b). Finally, the
program was optimized to reduce the Reprojection Error. This involved removing all the points
that were falsely matched across the model, or that had poor localization accuracy and large
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residuals. As this optimization process occurred, the Optimize Camera tool was used to refine
the camera locations after each round of point deletion. Throughout this process, the error (in
pixels) of each camera production was monitored. Ideally, each of the cameras would end close
to, or under, 0.3 pixels worth of error (Granshaw, 2016; Agisoft LLC., 2019b).

Figure 6: Workflow describing the pre-processing and processing steps of Chapter 2.
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Figure 7: The sparse point cloud of Model 2C-1, which used the artificial lights. The sparse point
cloud is generated when feature points are detected in the image and then tracked throughout the
set. Then, the scene geometry is constructed using these points. The white arrow identifies a 1meter-long scale bar.

After optimization, the scale bars themselves, of a known length, were identified using
the registered targets on the CHI scale bars. The incorporation of scale bars with known lengths
allowed for a more accurate scale production procedure within the software and does not require
the individual measurement of coordinate points for each of the targets using a Total Station
(Agisoft, LLC., 2019b). Four scale bars were used in total, as the CHI manual recommends this
number for larger outdoor scenes as the bars are more easily compromised in an outdoor setting
by the wind or other environmental influences (Cultural Heritage Imaging, 2021). For the
primary running of the models, the Scale Bar Accuracy of the models was set to 0.001, as that is

29

the default setting in Metashape®. For the second processing of these models, this number was
changed to 0.0001 as recommended in the CHI manual (Cultural Heritage Imaging, 2021).

Figure 8: The dense point cloud of Model 2C-2, which included the artificial lights. The dense
point cloud contains an enormous number of X, Y, and Z data points located close to each other.
The white arrow indicates a scale bar that is 1-meter long.

The final step of processing included running the processes to build a dense point cloud,
mesh, and texture (Figure 8). The dense point cloud is developed from the original sparse point
cloud and includes a higher number of X, Y, and Z data points located closer together (Douglass
et al., 2015; Granshaw, 2016; Agisoft LLC., 2019b). This cloud of information then allows
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Metashape® to produce the mesh. The mesh is a polygonal model that is used as a base for the
texture development (Figure 9). Texture development occurs when the software creates a mosaic
of all the photographed images and projects the photorealistic texture on the mesh. After adding
the texture, an orthomosaic map of the scene is generated from geometrically accurate
orthophotos that are stitched together by the software (Agisoft LLC., 2019b). The result is an
accurate plane view map of the scene that can be exported.

Figure 9: The solid polygonal mesh of Model 2A-1, which did not include the artificial lights or
the sheet. This polygonal mesh model is created by Metashape® using the point cloud
information.
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In this chapter, the models were processed twice in order to determine whether the
quality of the produced models could be improved through processing changes in addition to
changes in field practices. Specifically, further accuracy refinement of the sparse point cloud
and Scale Bar Accuracy resulted in additional deletion of photographs. For example, during the
first round of processing, the photo alignment settings included Generic Preselection of
photographs and a tie point limit of 40,000. When processing the second time, the Scale Bar
Accuracy setting was increased from a setting of 0.001 to a setting of 0.0001. The setting of
0.001 is the setting automatically programmed into Agisoft Metashape®, however, the newest
CHI guidelines suggested the setting be manually increased to 0.0001 (Agisoft LLC., 2019b;
Cultural Heritage Imaging, 2021). Additionally, the Generic Preselection was not selected, and
the tie point limit was increased from 40,000 to 50,000. Additionally, prior to alignment,
photographs that contributed fewer than 300 projections to the sparse point cloud or had a pixel
error over 5.0 were deleted. By reducing the number of images originally included in the sparse
point cloud generation, the overall accuracy of the scene was improved. This also allowed for
fewer generated points during the dense point cloud generation, and a more precise selection
process. Only the automatic focus scenes were processed using these changed settings; the
manual focus scenes were recorded and processed using only the initial settings. Once the
scenes had been processed using the original, and then adjusted settings, the scene that displayed
the higher qualitative and quantitative accuracy was chosen to be presented in the Results
Section.

Exports
Imagery of the 3D model was exported using multiple formats. To ease viewing the
results on all image viewing softwares, the final model orthomosaic images were exported in a
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tagged image file format (TIFF). These files are lossless and preserve the quality across viewing
platforms to ensure that anyone is able to view the models. Additionally, each model was saved
as a Metashape® project on an external hard drive. This ensures that the researchers may edit
and view the models to answer future research questions. For their presentation in this thesis,
bird’s-eye orthomosaic representations of the overall scene were included and used for visual
comparisons between the models. Closeup screenshots of the cranium were used for comparison
of detailed visual accuracy for each of the models. These screenshots were taken after the model
was completely processed.

Evaluating Error
For the purpose of this project, the error was measured in two ways to determine the
quantitative accuracy of the models. Based on previous studies, the root mean squared (RMS)
reprojection error and scale bar error were used (McCollum, 2020; Ferrell, 2020). The RMS
reprojection error measures the “distance between the point on the image where a reconstructed
3D point can be projected, and the original projection of that 3D point detected on the photo and
used as a basis for the 3D point reconstruction procedure” (Agisoft LLC., 2019b, p. 51). The
total RMS reprojection error is an average collected from all the feature points in the model, and
models are considered highly accurate when this error value is close to 0.3 pixels (Mayer et al.,
2018, Agisoft LLC., 2019b). This calculation is provided in the final report that is generated by
Metashape®.
The scale bar error represents the difference between the manually input scale bar length
and the distances that the software detects between a random sampling of points on the scale bars
(Agisoft LLC., 2019b). Therefore, the total scale bar error of the model is calculated by
Metashape® as the mean square root of the errors for the four reference scale bars used in the
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model (Agisoft LLC., 2019b). Physically, the scale bars themselves have a built-in precision
value of 0.1 mm. In a highly accurate model, the total scale bar error as calculated by
Metashape® will be less than 0.1 mm (Cultural Heritage Imaging, 2020).
When examining the qualitative visual accuracy of the models, each model was examined
for accuracy in the clothing and skeletal element geometry, the ground surface-subject interface
points, the subject-subject interfaces, and the scale bar geometry based on Ferrell (2020). A
visual examination of the orthomosaic generation of the model aided in the examination of the
scale bar geometry and the overall accuracy of the skeletal geometry. The orthomosaic also
shows clothing geometry, and subject-subject interfaces. For each of the models, a comparison
of the anterior of the cranium was conducted. This area of the cranium is highly variable, and
therefore the degree of accurate modeling seen of this bone was representative of the skeletal
element geometry of the scene. Additionally, the cranium sometimes exhibited surface-subject
interface distortion. Therefore, these close-up views of the anterior aspect of the cranium will
provide a gauge of model distortion for each of the models.

Results
The results of this project were tested for using qualitative and quantitative accuracy. To
better contextualize the results, each scenario is discussed separately, and then a comparison of
the successfulness of the lighting correction tools is explained in the Discussion section. Each
model was first examined for quantitative accuracy using the RMS reprojection errors and scale
bar error. Then, a more detailed discussion of the visual accuracy of each model for each
scenario will be addressed separately. To ensure that only the highest quality models were being
evaluated, each model was processed twice, but only the more accurate model was selected for
analysis. This selection is indicated by the number 1 or 2 that appears at the end of each model
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number. For example, Model 1A-2 is the model from the second round of processing while
Model 1B-1 is the model from the original processing set. Table 3 includes descriptions of the
scenarios, iterations, and resulting model notation for reference.

RMS Reprojection and Scale Bar Error
The RMS reprojection errors for the entire dataset ranged from 0.283 (Model 1A-2) to
0.358 (Model 3B-2) (Table 4). When comparing only Scenario 1 (Open), the range of values
was small. Model 1A-2 had the lowest RMS reprojection error with 0.283 pixels. The largest
measure of RMS reprojection error in Scenario 1 was from 1D-2, with an error of 0.312 pixels.
Within Scenario 2 (Shaded), the smallest error was 0.296 pixels (Model 2A-2), and Model 2D-2
recorded the largest error of 0.348 pixels. Scenario 3 (Dappled) showed Model 3A-1 had the
smallest recorded error of 0.284 pixels. Model 3B-2 produced the largest RMS reprojection
error with 0.358 pixels. The proximity of all the RMS reprojection error values to 0.3 pixels
signifies that all of the models are considered highly accurate (Mayer et al., 2018). However,
while the scale bar error was largest for Model 1C-1 at 0.1126 meters, it barely exceeded the
recommended error as defined by Cultural Heritage Imaging (2021). The smallest scale bar error
was found in Model 3C-2 at 0.0001 meters. Other than the high degree of error in Model 1C-1,
the range for all total scale bar error was 0.0008 meters.
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Table 4: Table providing the RMS Reprojection and total scale bar errors for all of the models.
Model

Iteration

RMS Reprojection Error

Total Scale Bar

Number

Description

(pixels)

Error (m)

1A-2

No Lights or Sheet

0.283

0.0009

1B-1

Sheet Only

0.286

0.0003

1C-1

Lights Only

0.288

0.1126

1D-2

Lights and Sheet

0.312

0.0002

2A-2

No Lights or Sheet

0.296

0.0002

2B-1

Sheet Only

0.346

0.0007

2C-2

Lights Only

0.327

0.0004

2D-2

Lights and Sheet

0.348

0.0006

3A-1

No Lights or Sheet

0.284

0.0003

3B-2

Sheet Only

0.358

0.0003

3C-2

Lights Only

0.303

0.0001

3D-1

Lights and Sheet

0.345

0.0003

Qualitative Visual Accuracy
As a representative of the scene upon its discovery, the accuracy of the visual appearance
of the final models is important to investigators. To best evaluate the degree of visual accuracy,
the model quality was measured using two approaches based off of recommendations from
Ferrell (2020). First, each model’s plane-view orthomosaic model was examined. This
overview image is similar to hand drawn plane-view maps, as it provides a view of the scene that
illustrates the original orientation and position of the remains and the evidence. Additionally,
this view allows for the easy analysis of the scale bar geometry and general clothing and bone
geometry. Then, the models were examined for detail. Close-up views of the anterior aspect of
the cranium were evaluated to determine the level of fine detail achieved during modeling. The
cranium has a highly complicated geometry that is difficult to capture during modeling. Ground
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surface-subject interface distortion is commonly seen on the cranial vault, and there is a degree
of noticeable distortion of the facial geometry. Then, a table summarized the degree of distortion
observed.

Scenario 1 (Open)
Visual Accuracy of Orthomosaics
The Model 1A-2 orthomosaic without light correction tools exhibits minor distortion of
some long bones and ribs, but only minimal distortion of the scale bar (Figure 10). There is
noticeable grass covering the farthest right target of the northern scale bar. Distortions of the
skeletal geometry of the model include minor distortion along the ribs, and the shafts of long
bones including both tibiae, the left humerus, and the right femur. The mandible is visible,
however, it somewhat blends into the ground surface due to its coloring. Beyond the color
similarities, there is no ground surface-subject interface distortion of the mandible. The shadow
of the light panel near the cranium appears on the scene and does cause a few dark shadows to be
projected on the scene. The shorts, os coxa, long bones, and shoe especially create dark
shadows. These shadows make it difficult to clearly see some of the skeletal materials. For
example, the vertebrae that is located to the Northeast of the shirt is in the shadow cast by the
light panel. There is no obvious visual distortion to the subject-subject interfaces.
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Figure 10: Model 1A-2 orthomosaic without using the lights and sheet correction tools, and
shadows from the artificial lights that were turned off.

Model 1B-1 with only a sheet produced an orthomosaic with minor distortion on a small
number of skeletal elements and evidence when reviewing the orthomosaic and not closeup
views (Figure 11). The scale bars have very minimal distortion, and only a few instances where
there is grass or shadows obscuring sections of the scale bars or markers. The cranium has no
obvious visual distortion to its geometry. The sutures, inferior aspect, teeth, and other features
are clear. In comparison, the mandible is present and identifiable, but not easily visible. The
coloring of the mandible continues to generate minor distortion at the ground surface-subject
interface. All of the bones in the model are easily identifiable, and there is no obvious visible
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distortion along the shafts of the long bones. There is no obvious visual distortion of the skeletal
clothing geometry or subject-subject interface distortion. The use of the sheet to block the sun
means that there are no bright patches or areas of shadows within the confines of the scale bars.
The scene has a homogenous level of light, without much variation.

Figure 11: Model 1B-1 orthomosaic using the sheet.

The overall visual accuracy of Model 1C-1 with the artificial lights exhibited very
minimal distortion (Figure 12). There is very minimal distortion of long bones in the
orthomosaic. The ribs exhibit slight distortion and blending at the ground surface-subject
interface. Additionally, the ribs located on top of the shirt experienced subject-subject interface
distortion at their interface with the shirt. There are some instances of minimal distortion along
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the scale bars, and the overall scale bar geometry is accurate. On the other scale bars, there are
pieces of grass that appear to cover different aspects of the bar. The mandible is more visible in
this orthomosaic and does not have as severe of a ground surface-subject distortion. The
cranium has no noticeable distortion, and the inferior aspect, as well as the right half of the skull
are extremely clear. There is minor distortion of the skeletal element and clothing geometry.
One rib that is located between the shirt and the left os coxa is severely distorted. The bone
appears disjointed, where sections of the bone have been moved or removed as a severe example
of ground surface-subject interface distortion. Overall, there is still a degree of slight shadowing
produced by the cranium and the shoe, but there is no noticeable shadow produced by the light
panels themselves. The general level of light is more consistent throughout the entirety of this
scene.

Figure 12: Model 1C-1 orthomosaic using the artificial lights.
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When viewing the orthomosaic of 1D-2 with the inclusion of the lights and sheet, there is
a minor degree of distortion across the model (Figure 13). Along the edges of each of the scale
bars, there is minor distortion caused by pieces of grass or debris obscuring sections of the scale
bar geometry. The black marker directly above the southern-most end target also appears to be
minimally distorted. On the western scale bar, there is a large stick or piece of grass visible on
the scale bar in-between the two southern-most targets. The southern scale bar exhibits minor
distortion on the far-western target. There is also a piece of grass or a leaf covering a small
portion of the scale bar near the far-eastern target. The skeletal elements are visible and
identifiable, however there is evidence of minor distortion of much of the skeletal element
geometry. The right scapula has minor distortion along its superior border. All of the ribs
present in the scene exhibit distortion along their bodies to varying degrees. This includes
ground surface-subject distortion along the interfaces of the ribs located on the ground, and
subject-subject interface distortion where the shirt and the ribs interact. There is also a leaf
present on one end of the rib placed under the shirt that was blown onto the scene during
recording, and is now covering the sternal end. In addition to distortion of the ribs, there is
distortion of the spinous processes of several vertebrae and along the edges of the vertebral
bodies. The long bones have minimal distortion along their shafts, but there is additional
evidence of distortion on the ischiopubic ramus of the left os coxa. The overall model is
relatively dark in color. The coloring is even, and there are no obvious sports of shadow or
brightness in the scene.
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Figure 13: Model 1D-2 orthomosaic using the sheet and artificial lights.

Visual Accuracy of the Crania
Scenario 1 visual analysis includes an examination of the anterior view of the skulls using
a closeup screenshot. This area of the cranium will be used as an example of distortion for each
of the iterations (Figure 14).
When examining Model 1A-2 without using the light correction tools, there is minor
distortion of the cranium. The inferior aspect of the skull has minimal distortion, and each of the
main features are easily determined. The occipital portion and the accompanying sutures of the
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cranial vault exhibit minor distortion, but the right squamosal suture has no obvious visual
distortion. There is minimal distortion of the interorbital spaces. There is evidence of severe
skeletal geometry distortion along the alveolar portion of the maxilla. The closeup view of the
anterior aspect of the skull does not show the teeth. However, the teeth are visible and easily
identifiable in the orthomosaic product. There is evidence of slight ground surface-subject
interface distortion where the cranial vault interacts with the ground surface. Additionally,
moderate subject-subject interface distortion exists along the right zygomatic arch. The leaves in
the background are moderately distorting the integrity of the skeletal geometry of the bone.
Therefore, the leaves and zygomatic arch are difficult to distinguish as separate elements in the
closeup views.
In Model 1B-1 when using the sheet, the cranium exhibited slight distortion in the
maxillary portion. The teeth are moderately distorted in this model, and the alveolar margin of
the maxilla exhibited minimally distorted skeletal geometry. There was additional minor
distortion along the parietal and occipital portions of the cranial vault. This distortion mostly
occurred along the ground surface-subject interface. However, the squamosal suture is still
easily identifiable in this rendering and there is no obvious visible distortion. There was severe
distortion of the skeletal geometry of the bone along the right zygomatic. From this view, it
appears as if the subject-subject interface between the temporal bone and the zygomatic are no
longer distinct. It is highly distorted and difficult to identify the separation between the
geometry of these two bones.
Overall, Model 1C-1 with the incorporation of the artificial lights exhibits less distortion
than either of the two previous models. The cranium exhibits little to no distortion. From the
inferior, overhead, and posterior views, there are no obvious visual distortions of the skeletal
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element geometry. The screengrab of the anterior view of the skull does show moderate
distortion in the right eye orbit and along the right mastoid process. Additionally, the right
zygomatic process is severely distorted and does not appear as a distinct bone process in the
model. However, the appearance of the teeth is less distorted than in previous models, and the
alveolar process contains identifiable tooth sockets less distorted than in previous models.
In Model 1D-2, with the use of the lights and sheet, there appears to only exist minor
distortion of the cranium. The sutures are visible, and there is very minimal distortion to the
nasal area and eye orbits. The inferior aspect of the skull appears to have minor distortion, and
both mastoid processes are visible. Along the cranial vault, where the frontal bone interacts with
the ground surface, there is minor distortion at the ground surface-subject interface. Minimal
distortion occurred on the maxilla and along the alveolar margin. The teeth are visible when
present, and the alveolar sockets are identifiable within the maxilla. In general, this model
appears to be the most visually accurate.
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Figure 14: Images of the cranial closeups from Scenario 1. (A) Model 1A-2 without using the
light correction tools. (B) Model 1B-1 using the sheet. (C) Model 1C-1 using the artificial lights.
(D) Model 1D-2 using the sheet and artificial lights.

Scenario 2 (Shaded)
Visual Accuracy of the Orthomosaics
The orthomosaic of Model 2A -1, which used no lighting correction tools, has no obvious
visual distortion of the skeletal geometry of the long bones in the scene (Figure 15). There is a
very minimal degree of visual distortion along the superior angle of the left scapula.
Additionally, there is a very minimal degree of distortion along the shaft of the left tibia. There
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is no obvious visual distortion caused by subject-subject interface corruption and the scale bar
geometry has no obvious visual distortion. The lighting of the scene is highly uneven. There are
large patches of dark shadows and bright sunlight throughout the scene. On the southern scale
bar, the area is extremely bright, and the scale bar targets are difficult to identify.

Figure 15: Model 2A-1 orthomosaic without using the light correction tools and sheet tools, and
shadows from trees overhead.
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This model, Model 2B-1 with the sheet, does exhibit minor to slight distortion of the
skeletal elements throughout the scene (Figure 16). Long bones show moderate distortion along
their shafts that sometimes make it appear as if the bone is slightly bent. This is best shown on
the left humerus, radius, ulna, and femur. Severe distortion occurred on the left fibula, right
tibia, right femur, and sacrum. These bones exhibited ground surface–subject distortion along
their interfaces that resulted in a doubling effect. Moderate distortion occurred on the shaft of
the left femur, as it appears that there is subject-subject interface distortion between the hem of
the shorts and the shaft. Additionally, minor subject-subject interface distortion exists on the left
scapula inside the shirt sleeve. In this model, the scale bar geometry is severely distorted
throughout. The eastern scale bar shows severe distortion and doubling especially along the
southern half. It also appears crooked. The northern scale bar exhibits severe distortion as well
along the western portion of the bar. The western scale bar has only minor scale bar geometry
distortion along the edges of the southern portion of the bar. The southern scale bar has no
obvious visible errors, and the lighting is consistent throughout the scene.
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Figure 16: Model 2B-1 orthomosaic using the sheet.

When examining Model 2C-1 which used the artificial lights, there is moderate distortion
to the skeletal geometry of the left humerus, left ulna, and left radius (Figure 17). These three
bones have a slight doubling effect occurring along the edges. There is also slight distortion
along the shaft of the left tibia, and it appears to be slightly bent. Minor distortion exists on the
edges of the left tibia and the left femur. Minor subject-subject distortion occurred at the
interface of the left scapula and the shirt. Additionally, the edge distortion seen on the left femur
may be contributed to subject-subject distortion with the hem of the shorts. However, there is no
obvious visual distortion of the scale bars. Except, there is a leaf located on the eastern scale bar
that is obscuring a portion of the bar. The lighting in this model is inconsistent. There are bright
spots located on the bars as well as throughout the model itself. Additionally, one of the field
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aides was positioned too close to the scene, and their leg was unable to be cropped out in the
final model.

Figure 17: Model 2C-1 orthomosaic using the artificial lights that resulted in a few bright spots
throughout the model (arrows). Note the distortion of the left arm bones in the northwest corner
that resulted in the appearance of doubling.

The final model of Scenario 2, Model 2D-2 which used the artificial lights and sheet, had
similar errors to Models 2B-1 and 2C-1 (Figure 18). There is severe distortion along the forearm
bones of both sides of the body that have caused the bones to appear to double. However, there
is only minimal distortion seen on the left and right humerus. The forearm bones are thinner,
and a combination of distortion in the skeletal element geometry as well as distortion of the
ground surface-subject interface may be contributing to the distortion of these bones. There is
minimal distortion of both tibiae, and the left fibula. Slight subject-subject distortion occurred
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where the left scapula is located inside of the shirt. There is also ground surface-subject
distortion of multiple ribs. The scale bar geometry shows only minimal distortion along the
edges and a leaf is located on the eastern bar near its most southern target. The lighting on the
scene is consistent, without extreme patches of light.

Figure 18: Model 2D-2 orthomosaic using the sheet and artificial lights.

Visual Accuracy of the Crania
The orthomosaic exports of Scenario 2 showed evidence of having similar levels of
distortion on the same locations within each model. This area of the cranium will be used as an
example of distortion for each of the iterations. The crania appear to have modeled in the same
manner, and the distortion appears similar in each model (Figure 19).
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The crania of Model 2A-1 which did not include lighting correction tools, has minor
distortion along the anterior portion of the nasal bones where it meets with the anterior nasal
aperture. There is minimal distortion seen within the right eye socket, and there is an example of
subject-subject interface distortion near the mastoid process. This severe distortion has the rib
appear to be on top of or in line with of the mastoid process. However, the rib is located on the
shirt further back in the frame. The sutures are clearly visible in this model, and there is no
obvious visual distortion at the ground surface-subject interface. Also, there is no obvious visual
distortion of the teeth or alveolar margin of the maxilla.
Model 2B-1, using the sheet, exhibits a cranium with slightly more distortion than in the
previous model. The sutures are present, but not clearly visible, and there is moderate distortion
of the anterior margin of the nasal bones. Minor distortion exists along the teeth and the alveolar
margin. Ground surface-subject distortion exists on the cranial vault where a portion of the vault
appears to be flattened and missing. Additionally, there is slight distortion of the skeletal
geometry of the cranial vault as it appears bumpy and uneven near the mastoid process, and it
should be smooth.
In general, Model 2C-1 which used the artificial lights, exhibits minimal distortion of the
skeletal geometry. There is slight distortion along the ground surface-subject interface of the
maxilla. Additionally, there is minimal distortion of the anterior nasal aperture’s edge and the
anterior portion of the nasal bone. There is no obvious visual distortion of the cranial vault or
mastoid process, and all the sutures are clearly defined. However, there is severe skeletal
geometry distortion along the maxilla under the anterior nasal aperture where a bone bridge
appears to have been mistakenly modeled across the right corner of anterior nasal aperture.
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Model 2D-2, using the artificial lights and the sheet, exhibited very minimal distortion of
the overall skeletal geometry of the cranium. There is very minor distortion to the alveolar
margin of the maxilla, but all of the teeth are identifiable. No obvious visual distortion due to
ground surface-subject interfaces appears to exist. However, minor distortion does exist on the
lateral edge of the left eye orbit. Minimal distortion is seen on the anterior edge of the nasal
bones, and there is minimal distortion along the edges of the cranial vault. All of the sutures are
visible and identifiable.

Figure 19: Images of the cranial closeups from Scenario 2. (A) Model 2A-1 without using the
light correction tools. (B) Model 2B-1 using the sheet. (C) Model 2C-1 using the artificial lights.
(D) Model 2D-2 using the sheet and artificial lights
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Scenario 3 (Dappled)
Visual Accuracy of the Orthomosaics
The Model 3A-1 used no sheet or lights, and overall exhibited minor distortion of the
skeletal geometry (Figure 20). There is minor distortion along the shaft of the left tibia. Slight
subject-subject interface distortion is present on the ala of the left os coxa where it interacts with
the shorts. Additionally, there is subject-subject interface distortion of the lower vertebrae on the
left side of the shirt. Part of the body of the vertebrae exhibits subject-subject distortion with the
shirt. There is no evidence of ground surface-subject interface distortion or distortion of the
clothing geometry. No obvious visual distortion of the scale bars exists. There is a leaf on the
southern scale bar located between the two western-most targets. The lighting throughout the
scene is highly variable. Bones like the sacrum, right humerus, and right ulna are very bright
white. Dark areas of shadow are seen on the shoe and the right os coxa.

Figure 20: Model 3A-1 orthomosaic without using the lights and sheet tools.
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In general Model 3B-2, which incorporated the sheet, exhibited minor distortion
throughout the skeletal and clothing geometry (Figure 21). Both tibiae had evidence of minimal
distortion along the shafts. Slight ground surface-subject distortion occurred along the shaft and
distal aspect of the left femur. The leaves located on the ground surface blended with the femur.
Additionally, there is minor shaft distortion along the right femur. Slight distortion also occurred
on the ala of the left os coxa. The distortion is attributed to the subject-subject distortion from
the shirt and the shorts. There is also very minimal distortion to the manubrium where there is
subject-subject interface with the tag of the shirt. A leaf is located on the head of the northern rib
located between the shirt and the shorts. Scale bar geometry exhibits very minimal distortion,
and there are a few leaves present on the scale bars. One is present on the northern scale bar near
the western target, and another is on the southern bar near the eastern target. The light is
consistent throughout the scene.

54

Figure 21: Model 3B-2 orthomosaic using the sheet.

Model 3C-2 incorporated the lighting correction tool of the artificial lights (Figure 22).
Overall, there was minor to slight distortion of the skeletal geometry of the model. No obvious
visual examples of subject-subject interface or clothing geometry is seen in this model. There is
moderate distortion of the rib near the hat due to ground surface-subject interface between the
anterior portion of the rib and the leafy ground surface. A leaf is present, partially obscuring the
head of the rib located between the shirt and the shorts. Additional moderate ground surfacesubject interface exists at the distal end of the right ulna, the distal end and shaft of the right
humerus, and the edges of right scapula. Slight distortion exists on the ala of the left os coxa,
and at the base of the sacrum. Minor distortion is shown on the shaft of the left femur. Both the
left and right shafts of the tibiae exhibit minimal distortion. There also exists minor distortion of
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the shaft of the right femur. The scale bars appear to have no obvious visual distortion of their
geometry. There is one leaf present on the Western scale bar near the northern target.
Throughout the scene, the light is very inconsistent. There are bright spots of light overexposing
some of the bones, including the right humerus. This extreme presence of light may have
contributed to the distortion of this bone.

Figure 22: Model 3C-2 orthomosaic using the artificial lights.

In general, the Model 3D-1 which included both the artificial lights and the sheet, showed
minimal distortion throughout (Figure 23). When discussing skeletal geometry, the left os coxa
exhibits slight distortion along the ala and the crest. The clothing geometry shows no obvious
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visual distortion. Minor distortion is seen along the crest of the right os coxa as well. Along the
superior and inferior angles of the scapula, there is minor distortion. Many long bones exhibit
minimal distortion along the shafts. These bones include both tibiae, the left fibula, and both
femora. Very minimal distortion is evident on the superior angle due to ground surface-subject
interaction. No obvious visual distortion of the scene is seen as subject-subject interface
distortion. There is no obvious visual distortion of the scale bar geometry, and the lighting is
consistent throughout the scene.

Figure 23: Model 3D-1 orthomosaic using the sheet and artificial lights.
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Visual Accuracy of the Crania
The orthomosaic representations of Scenario 3 exhibited similar levels of distortion.
Examination of closeup views of the anterior aspect of the cranium shows similar distortions,
making them gauges of distortion as seen in each of the iterations (Figure 24).
When examining the crania, Model 3A-1 which did not include the application of the
sheet or artificial lights, has moderate distortion of the alveolar margin. The teeth are not
identifiable, and the right side of the maxilla exhibits ground surface-subject distortion. The
sutures are only slightly visible. The edges of the anterior nasal aperture, as well as the interior,
exhibit minor distortion. Very minimal distortion exists around the cranial vault, and the rims of
the eye orbits.
Model 3B-2, which used the sheet, also exhibited moderate skeletal geometry distortion
along the alveolar margin. The teeth are not clearly defined or visible. Along the right portion
of the cranium, where the lateral portion of the right orbit touches the ground, there is evidence
of slight ground surface-subject distortion. The left zygomatic arch exhibits minor distortion, as
well as along the inferior portion of the cranium near the mastoid process. There is no obvious
visual distortion of the cranial vault. Around the anterior nasal aperture on the edges, there is
minimal distortion.
The Model 3C-2, which included the artificial lights, exhibited less distortion than the
previous two screenshot models. There are a small number of teeth visible, and only slight
distortion of the alveolar margin. No obvious visual distortion is present along the cranial vault,
or around the anterior nasal aperture. Minimal distortion exists along the left zygomatic arch.
There does not appear to be evidence of ground surface-subject distortion.
In general, Model 3D-1 which used both light correction tools, shows slight distortion.
There is evidence of slight ground surface-subject distortion along the right side of the maxilla
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and zygomatic bone. Additionally, there is subject-subject distortion of the left zygomatic bone
and the cranial vault. The distortion caused the two portions of the skull to combine and appear
indistinct. Along the alveolar margin, only a small number of teeth are modeled and there is
slight distortion. Around the anterior nasal aperture, including the nasal bones, there is minor
distortion. Minimal distortion exists along the edges of both eye orbits and in the intraorbital
space.

Figure 24: Images of the cranial closeups from Scenario 3. (A) Model 3A-1 without using the
light correction tools. (B) Model 3B-2 using the sheet. (C) Model 3C-2 using the artificial lights.
(D) Model 3D-1 using the sheet and artificial lights.
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Discussion
The accurate mapping of a forensic scene is an important aspect of a forensic
investigation, and a key aspect of a forensic archaeologist’s work as these maps are vital to
preserving the context of the scene. The preservation of the context of the scene beyond its
initial observation can aid the forensic archaeologist in their task to recreate the series of events
leading to the ultimate demise of the person (Dirkmaat & Adovasio, 1997; Dirkmaat & Cabo,
2012; Dupras et al., 2012; Dirkmaat, 2015). The successful integration of CRP into archaeology
suggests that such a tool may be easily applied to forensic research as well. However, only a
limited expanse of research exists that directly addresses specific guidelines for the application
of this technology (McCollum, 2020; Ferrell, 2020). Even rarer is the degree of research that
discusses problems, and their solutions, that photogrammetry users may encounter in the outdoor
environments of traditional archaeology or forensic archaeology scenes (Ferrell, 2020;
Burdziakowski & Bobkowska, 2021). Therefore, the current research seeks to develop
guidelines for the correction of problematic lighting caused by shadows in wooded
environments. This included a qualitative and quantitative investigation of the accuracy of the
produced models. These models were tested under three different lighting scenarios and
included four iterations of the scene that tested light correction tools. These tools included white
sheets and artificial lights. Additionally, the improvement of the models continued into the
processing phase, as the models were processed twice in Agisoft Metashape® utilizing different
settings (Agisoft LLC., 2019b).
While the current and previous projects have demonstrated the applicability of
photogrammetry to record skeletal remains, it is difficult to produce highly accurate models
without visual errors (Church, 2018; McCollum, 2020; Ferrell, 2020). For example, closeup
views of the skeletal elements in the orthomosaic models can exhibit distortion of the skeletal
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geometry, scale bar geometry, subject-subject interfaces, and ground surface-subject interfaces.
Therefore, this research seeks to overcome difficulties in lighting observed by Ferrell (2020) that
resulted in distortions. To directly address the three main goals of this research study, the
following discussion is organized to discuss each of these aspirations. First, this project sought
to answer whether light correction tools of sheets and artificial lights could affect the quantitative
and qualitative accuracy of the models. From the answer to this first question, the second goal
was to test how these light correction tools could be applied to scenes that were more reminiscent
of real-world forensic archaeology scenes. A final goal of the research was to develop guidelines
explaining how to document and process forensic archaeology scenes in a wooded environment
and in inconsistent lighting conditions. There were challenges and limitations that occurred
during data collection and processing, and these affected the results of the research project.
These circumstances helped contribute to the development of the final protocol guidelines
included in this discussion.

RMS Reprojection and Scale Bar Error
All the models produced, were deemed highly accurate by their recorded RMS
reprojection errors. The highest error rate was found during Scenario 3 (Dappled), while the
lowest was found during Scenario 1 (Open). In total, the deviation of the RMS reprojection error
was only 0.075 pixels. The scale bar error was relatively consistent throughout the scenarios,
with a range of 0.0008 meters. The only exception was Model 1C-1. This model had the highest
total scale bar error, with an error of 0.1126 meters. Including this outlier, the range of errors
increases to 0.1125 meters. The large degree of error observed in this model may have been
caused by the field aides disturbing the ground foliage and leaves as they walked around the
scene, or while they were located close to the perimeter of the scene while holding the sheet.
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Even with this wide variation, the National Forensic Science Technology Center (NFSTC)
considers scenes accurate if the measurements of the scene fall within ¼ of an inch or 6.35 mm
of the actual measurement (NFSTC, 2013).

Visual Accuracy
Each of the models did exhibit variations in their visual accuracy which are gauged using
the orthomosaics, and a closeup screenshot of the anterior view of the cranium (Table 5). As
discussed above, none of the models fell outside of the range of acceptable accuracy
quantitatively. However, the variation in visual accuracy of the models was noticeable. Even
when working in perfect lighting, photogrammetry models tend to experience a degree of visual
distortion despite their quantitative measurements appearing perfect (Howland et al., 2014;
McCollum, 2020; Ferrell, 2020). In general, none of these distorted details resulted in an
inability of the viewer to identify the bones or the features of the skeletal material. However, it
was noted that the models that included the sheet appeared more visually accurate than those
without. Distortion was more obviously noticeable in the screenshots than in the orthomosaics.
It has been noted that the orthomosaic renderings of the models are more visually precise than
the in-program screenshots (Ferrell, 2020). However, detailed scrutinization was still conducted
at the orthomosaic and closeup screengrab levels to ensure that the visual accuracy of the models
was being analyzed thoroughly. All distortions observed in the orthomosaics and the
screengrabs of the model were identified and described. There was also more noticeable
distortion of the scale bars in Scenario 1 (Open). This location had a ground cover of grass, not
leaves or pine needles. Without careful cleaning of the grass away from both sides of the scale
bars, the distortion appeared worse than in the other locations (McCollum, 2020).
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Table 5: Comparison of the visual accuracies as seen across each model. The “Ortho” rows indicate how the discussion applies to the
orthomosaics of each model, while “C-SS” stands for the cranial screenshots.
Model
Number

1A-2

1B-1

1C-1

Skeletal Element
Geometry

Clothing
Geometry

Scale Bar
Geometry

Ortho Minor distortion of long
bone and ribs

No obvious
visual
distortion

Minimal
distortion of
edges; some
grass on bars

C-SS

N/A

N/A

Ortho Minor distortion of long
bones and ribs

No obvious
visual
distortion

C-SS

N/A

Minimal
distortion of
edges; few
pieces of grass
N/A

Minor distortion overall;
severe distortion along
alveolar margin

Slight distortion of
splanchnocranium; minor
distortion of cranial vault

Ortho Minimal distortion overall

Minor
Minimal
distortion of distortion of
shoe
edges; few
pieces of grass
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Ground
SurfaceSubject
Interface
No obvious
visual
distortion

Subject –
Subject
Interface

Overall
Lighting

No obvious
visual distortion

Slight
distortion of
cranial vault
and ground
Minor
distortion due
to color of
mandible
No obvious
visual
distortion

Moderate
distortion of
right zygomatic
arch
No obvious
visual distortion

Severe
shadowing
from
artificial
lights
N/A

Slight
distortion of
ribs

Severe distortion
of right temporal
bone and
zygomatic arch
Slight distortion
of ribs on shirt

Consistent

N/A

Severe
bright spots
and
shadows

Model
Number

1D-2

2A-2

Skeletal Element
Geometry

Clothing
Geometry

Minimal distortion overall; N/A
moderate distortion of
right eye orbit and mastoid
process
Ortho Minor distortion of long
No obvious
bones and ribs
visual
distortion

Scale Bar
Geometry

C-SS

N/A

C-SS

N/A

Minor distortion
of edges; lots of
pieces of
grass/sticks;
N/A

Ortho No obvious visual
distortion

No obvious
visual
distortion

Minimal
distortion due to
uneven lighting

C-SS

N/A

N/A

Minor distortion overall

Minor distortion overall;
sutures are visible
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Ground
SurfaceSubject
Interface
No obvious
visual
distortion

Subject –
Subject
Interface

Overall
Lighting

Severe distortion
of right
zygomatic arch

N/A

Slight
distortion of
ribs

Slight distortion
of ribs on shirt

Consistent

Minor
distortion
between
frontal bone
and ground
No obvious
visual
distortion

No obvious
visual distortion

N/A

No obvious
visual distortion

No obvious
visual
distortion

Severe distortion
of mastoid
process due to
rib

Severe
bright spots
and
shadows
N/A

Model
Number

2B-1

2C-1

Skeletal Element
Geometry

Clothing
Geometry

Scale Bar
Geometry

Ortho Minor to slight general
distortion; moderate
distortion of long bone
shafts

Slight
distortion
near left
femur

C-SS

N/A

Severe distortion
of eastern and
northern scale
bars; minor
distortion of
edges of
southern scale
bar
N/A

Slight distortion overall;
sutures are visible;
moderate distortion of
nasal bones

Ortho Moderate distortion of left
arm bones for doubling
effect

Slight
distortion
near left
femur

No obvious
visual distortion
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Ground
SurfaceSubject
Interface
Severe
distortion of
left fibula,
right tibia,
right femur,
and sacrum
for a doubling
effect
Severe
distortion of
cranial vault
making it
disappear and
appear
uneven
No obvious
visual
distortion

Subject –
Subject
Interface

Overall
Lighting

Moderate
Consistent
distortion at
interface of left
femur and shorts;
minor distortion
at interface of
shirt and left
scapula
No obvious
N/A
visual distortion

Minor distortion
at interface of
shirt and left
scapula; minor
distortion at
interface of left
femur and shorts

Severe
bright spots
and
shadows

Model
Number

Skeletal Element
Geometry

C-SS

2D-2

Minimal distortion overall;
sutures are clearly defined;
severe distortion of
maxilla inferior to the
anterior nasal aperture
where bony bridge
developed
Ortho Severe distortion along
forearm bones of both
sides for doubling effect;
minimal distortion on both
humerii
C-SS

3A-1

Clothing
Geometry

Scale Bar
Geometry

N/A

N/A

Slight
distortion at
left scapula
location

Minimal
distortion along
edges; leaf
present on
eastern bar near
southern target
N/A

Minimal distortion overall; N/A
sutures are clearly defined

Ortho Minor distortion overall

No obvious
visual
distortion

No obvious
visual distortion
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Ground
SurfaceSubject
Interface
Slight
distortion at
interface of
maxilla and
ground

Subject –
Subject
Interface

Overall
Lighting

No obvious
visual distortion

N/A

Variable
distortion of
ribs with
ground
surface

Slight distortion
of left scapula
and shirt

Consistent

No obvious
visual
distortion
No obvious
visual
distortion

No obvious
visual distortion

N/A

Slight distortion
of lower
vertebrae on left
side of shirt;
Slight distortion
of left os coxa at
interface of
shorts

Severe
bright spots
and
shadows

Model
Number

Skeletal Element
Geometry

Clothing
Geometry

Scale Bar
Geometry

Minor distortion overall;
ill-defined sutures;
moderate distortion of
alveolar margin

N/A

N/A

Ortho Minor distortion overall

No obvious
visual
distortion

Very minimal
distortion; leaves
on bars

C-SS

N/A

N/A

C-SS

3B-2

Moderate distortion
overall
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Ground
SurfaceSubject
Interface
Slight
distortion at
interface of
right lateral
portion of the
orbit and
ground
Slight
distortion
along shaft
and distal
aspect of the
tibia
Slight
distortion at
interface of
lateral portion
of the right
orbit and
ground

Subject –
Subject
Interface

Overall
Lighting

No obvious
visual distortion

N/A

Slight distortion
of left os coxa at
interface of
shorts; minimal
distortion of
manubrium at
interface of shirt
No obvious
visual distortion

Consistent

N/A

Model
Number

3C-2

3D-1

Skeletal Element
Geometry

Clothing
Geometry

Scale Bar
Geometry

Ortho Slight distortion overall

No obvious
visual
distortion

No obvious
visual distortion

C-SS

N/A

N/A

No obvious
visual
distortion
N/A

No obvious
visual distortion

Minimal distortion overall

Ortho Minimal distortion overall

C-SS

Slight distortion overall

N/A
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Ground
SurfaceSubject
Interface
Moderate
distortion at
distal end of
right ulna,
right scapula,
and right
humerus
No obvious
visual
distortion
No obvious
visual
distortion
Slight
distortion of
right maxilla

Subject –
Subject
Interface

Overall
Lighting

No obvious
visual distortion

Severe
bright spots
and
shadows

No obvious
visual distortion

N/A

No obvious
visual distortion

Consistent

Slight distortion
of left zygomatic

N/A

Lighting Correction Tools
The lighting correction tools of the sheet and lights did not alter the RMS reprojection or
scale bar error of the produced models to a significant degree. However, the light correction
tools did influence the qualitative quality of the produced models. As outlined in Table 12, there
are variations between each of the model’s visual accuracies. In circumstances of dim lighting,
the artificial lights may not appear to change the model quality drastically. Additionally, a nonvisual contribution of the lights may be that their presence may contribute to a higher shutter
speed during recording. This higher shutter speed contributes to the overall quality of the model
by generating more accurate photographs during the initial data collection process.
Archaeologists employ artificial lighting in indoor settings to help increase shutter speed and
improve model accuracy (Portalés et al., 2009; Teza et al., 2016). The application of the sheet to
the scene eliminates dappled lighting from appearing on the scene because of trees or other
objects creating shadows. Therefore, processing difficulties that could have been caused by
inconsistent lighting within the scene are eliminated before the photographs are even uploaded to
a computer. Tarps can, and have been, used as well, but a sheet was chosen to allow the light to
not be completely blocked, only the shadows to be eliminated (McPherron et al., 2009). If the
application of such tools is feasible for the documentation of a scene, their inclusion will prove
beneficial to the overall visual quality of the model. The use of the sheet, especially, was helpful
to the overall visual quality of the scene. Lighting issues that are not addressed in the field using
the light correction tools can be partially corrected within the Adobe Bridge® processing step
(McCollum, 2020; Ferrell, 2020). Using Bridge® photographs that have harsh lighting can be
adjusted by changing the exposure of the image, or other settings (Ferrell, 2020). These preprocessing corrections are useful, however, are not a substitute for preparation and harsh lighting
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corrections enacted in the field that are a part of better photogrammetry practices. However,
both the lights and sheets as correction tools can result in challenges, as well as benefits, when
employed in the field.

Challenges and Limitations
The challenges of this project occurred in the field, as well as in the processing phase of
research. The outdoor nature of the data collection required specific weather (Ferrell, 2020). It
could not be raining, as lights, camera, and skeletal materials could not be exposed to moisture.
Additionally, the controlled scene could not be prepared for recording while the ground surface
was wet. While the wet ground surface could damage skeletal material, rain could also be
dripping from the trees causing further issues during data collection.
The need to clear the space on the outside of the scale bars, as well as inside the bounds
of the scene was another challenge (Ferrell, 2020). Not adequately clearing the grass along the
scale bars may have contributed to the distortion that occurred along the edges, and the heavy
distortion of the scale bars. Grass and foliage needed to be cleared on both sides of the scale
bars, not only along the interior edge. It was noted that the exterior edges of the bars often
exhibited more distortion than the interior edges, especially when the ground foliage was not
removed or cut. This distortion was exacerbated when accompanied by the movement of the
ground surface foliage around the bars from field aides walking too close to the perimeter of the
scene. Distortion that was caused by foliage next to the skeletal elements and evidence was
noted by McCollum (2020) and Ferrell (2020), which produced the guideline of clearing the
scene carefully. It was discovered that the cleanliness of the scene needed to be checked at the
level of every view angle and from every side to ensure that the scene was completely cleared.
The scene also needed to be re-checked at the beginning of every new model. This ensured that
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stray material that may have blown onto the scene was removed before recording continued.
After clearing, a 0.6-meter (2 foot) radius needed to be maintained by the photographer, the
lights themselves, and additional people on the scene. The photographer taking photographs too
close to the scale bars may have contributed to the distorted edges and the difficulty that
Metashape® had in accurately reconstructing the geometry of the scale bars. Additionally, the
ground surface of the Open location was a composition of grass and sand. Field aides walking
too close to the perimeter of the scene may have disturbed the ground foliage or shifted the sandy
surface. Another possibility is that the field aides may have unknowingly kicked ground foliage
onto the bars. The lights being placed within an approximate 0.6-meter (2 foot) radius may have
contributed to the projection of the shadows on to the scene itself, as well as making it more
challenging for the photographer to keep a standardized distance around the scene.
The equipment necessary for photogrammetry, though relatively minimal, also
contributed unique challenges to the data collection process. For example, the positioning of the
lights around the scene required the photographer to maneuver carefully to ensure that they were
not accidentally nudged out of position. The photographer also needed to be careful that no one,
including themselves, was between the lights and the scene when they were in use. The lights
also cast shadows themselves, and therefore may have contributed to some of the distortions seen
on models where the lights had been placed there but were not turned on. Therefore, the addition
of lights to the scene should only be enacted when the models involving the lights are occurring.
The use of the sheet also became challenging. Not only did the size of the sheet need to
be adequate to cover the size of the scene, but several people were needed to hold the sheet. For
these small scenes, a full-sized flat sheet was used, and three people were needed to hold the
sheet. The people could angle the sheet in the early morning to block the sun, but as the day
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progressed towards noon, the sun moved overhead. This became challenging, as the sheet was
barely large enough to adequately cover the scene and holding the sheet at a more parallel angle
put added strain on the additional team members. When holding the sheet, it was also necessary
to position people so they were not standing in front of the lights or were within the 0.6-meter (2
foot) radius of the scene. These criteria severely limited locations in which people could stand.

Conclusion
The proper documentation of a forensic scene is vital to the analysis of the scene.
However, these scenes are often complicated and often involve time constraints on data
collection. This is especially true when the scenes are located outside, and weather patterns may
shift suddenly and corrupt the scene. In archaeology, the recording of outdoor scenes has been
successfully accomplished using CRP. This research has demonstrated that such technology can
be applied successfully to forensic scenes to achieve fast and accurate scene documentation.
Furthermore, it has attempted to directly mitigate difficulties caused by inconsistent lighting that
is sometimes present in outdoor settings. The use of a white sheet or tarp, as well as artificial
lighting, were tested as methods to eliminate lighting problems. Even though the use of lighting
correction tools did not affect the overall quantitative quality of the models including the RMS
reprojection and total scale bar errors, they are considered useful. The use of such tools did
improve the overall visual appearance of the models by eliminating shadows and areas of bright
sun that could affect the overall visual accuracy of the models. These tools can be easily
integrated to current photogrammetry guidelines for forensic scenes, and the application of such
practices utilized by current forensic investigators. The 3D modeling results of such CRP
practices will create the benefit of accurate digital maps for the case reports and inclusion in
courtroom presentations.
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CHAPTER THREE
Introduction
The integration of archaeological techniques and tools into forensic investigations have
resulted in the advancement of forensic archaeology as a field (Christensen, 2014; Dupras et al.,
2012). This field incorporates the excavation expertise of traditional archaeological methods and
applies it to forensic settings. These methods include ground search methods, evidence recovery,
surveying, and mapping. Forensic archaeologists, in general, tend to work at outdoor scenes and
the integration of modern forensic techniques with archaeological methods has made that easier.
Forensic archaeologists are better able to analyze outdoor crime scenes because of their
background in taphonomic processes that may scatter human remains. These agents can include
animals, and through familiarity with the marks left by local animals, forensic archaeologists are
able to identify these animals and refine the search parameters. (Dirkmaat & Adovasio, 1997;
Schultz & Dupras, 2008; Dirkmaat & Cabo, 2012). Additionally, forensic archaeologists may
easily identify nonhuman versus human remains, provide a trauma analysis profile, and ensure
that all remains are handled appropriately and guarantee the chain of custody is maintained.
Their experience with excavation techniques also allows forensic archaeologists to excavate
human remains without damaging them or losing of the skeletal elements. These techniques
have been adopted from bioarchaeological techniques to ensure the complete and careful
recovery of ancient human remains. However, archaeologists do not experience the same
stringent evidence documentation protocols that are necessary in legal forensic work (Dirkmaat
& Adovasio, 1997; Schultz & Dupras, 2008; Dupras et al., 2012; Dirkmaat & Cabo, 2012;
Christensen et al., 2014; Dirkmaat, 2015).
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The protocols surrounding evidence collection at a forensic scene are strict. However,
the majority of these protocols are written for indoor settings (Dirkmaat & Cabo, 2012). This is
particularly true regarding guidelines on the recovery of human remains by law enforcement
officers. When forensic professionals encounter a set of forensic remains in an outdoor location,
the lack of established guidelines may lead to remains being collected quickly and their original
position not being well recorded. Once the remains and evidence are collected, there is no
procedure that can replace them in their original positions. If they are not properly documented
before removal, information about the scene may be lost. Specific questions that cannot be
answered through simple lab analysis include the postmortem interval, and the effects that
animal scavenging, or other taphonomic agents, may have had on the remains. These questions
cannot be properly addressed without knowledge of the original condition, position, and
orientation of the remains (Dirkmaat & Cabo 2012; Dupras et al., 2012; Dirkmaat 2015).
Therefore, the expansion of forensic archaeological protocols can only improve the quality of
outdoor crime scene investigator practices.
Including the practices of forensic archaeology scene recovery protocols into outdoor
crime scene investigation emphasizes the importance of documenting the original layout of the
scene (Dirkmaat & Adavasio, 1997). Originally, such documentation was executed through the
creation of a plane-view map. In more recent times, 3D digital documentation tools have been
used. In the context of the present study, the technology that will be used is close-range
photogrammetry (CRP). This technology has been applied when recording archaeological sites
but only recently have its uses been explored in the context of outdoor crime scene investigations
(Barazzetti et al., 2011a; Doneus et al., 2011; Green et al., 2014; Howland et al., 2014;
Sapirstein, 2016). Despite the small number of examples of CRP appearing in a forensic context,
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research has demonstrated that CRP can be successfully applied to outdoor scenes (Edelman &
Aalders, 2018; Gidusko, 2018; Church 2019; McCollum, 2020; Ferrell, 2020). Specifically,
these studies have tested the application of CRP on large, complex, staged outdoor scenes in a
wooded environment. They have developed guidelines outlining the procedures necessary for
data collection and processing, addressed the complications posed by partially obstructed
wooden environments, and experimented with its accuracy on different ground surfaces.
Specifically, Ferrell (2020) experimented with writing guidelines on how to correct model
distortion before and during processing the photographs in Metashape®. The study concluded
that one of the primary causes of visual distortion in the models originated from uneven lighting
conditions that could not be fixed during processing. The resulting guidelines did not include
recommendations on how to best correct these distortions beyond minor alteration during preprocessing.
Phase 1 of this research project included experimentation with four iterations of light
correction tools per model. These iterations included using no light correction tools, using a
sheet, using artificial lights, and finally using both the sheet and lights. In the experimental
phase, it was found that the application of the sheet contributed to fewer visual errors and higher
quality models. Additionally, the importance of preparing the scene before data collection and
remaining far back from the scene during recording was emphasized. However, these were small
scenes, not realistically sized scatters. The second phase of this research will test whether the
application of these light correction tools will have corrective effects on a scene of
approximately twice the size with scattering of skeletal elements.
The purpose of the Phase 2 research is to apply the procedures learned during Phase 1 to
real-world sized outdoor scatters. Three goals were developed for this study to attempt and
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correct lighting problems as encountered in large outdoor scenes. The first of these goals was to
examine which of the lighting correction tools, the sheet or the artificial lights, aided in the
qualitative and quantitative quality of the final models. Secondly, the learned procedures
regarding cleaning the scene and remaining at a distance during data collection needed to be
further tested on a real-world staged scene. Finally, guidelines needed to be adapted to
incorporate all valuable procedures that were learned during Phase 1 and confirmed during Phase
2 on how best to eliminate harsh lighting in the field that may cause distortions during
processing.

Materials and Methods
The natural lands located southeast of the University of Central Florida’s main campus in
Orlando were chosen as the field site for this project. Within the natural lands, two specific
locations were chosen. These locations were selected so that one model could be recorded in
dappled lighting, and the other in a primarily open location that involved little natural
shadowing. It was noted during the Phase 1 research, that these two scenarios experienced the
most drastic correction when the light correction tools were applied. Additionally, it is difficult
for a completely shaded location to be found in the natural lands. The wooded nature of the area
contributes itself more often to dappled scenes as the amount of time taken to properly record the
scene results in changes in the sun’s position throughout the day. A location that may be
completely shaded at the beginning of recording becomes more dappled throughout the day. The
dappled location, used for Scenario 1, had an oak hammock and pine flatwood matrix. The
ground surface was flat and covered in live oak leaves and pine needles. The open location, used
for Scenario 2, had a bottom surface that consisted of grasses and other plant matter and was
sandy. After the location selection, the scenes were staged. These were larger scenes that were
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approximately 4 m by 3.5 m in size, and involved more of a scatter than the smaller staged
scenes. Therefore, more bones were used to stage these scenes in addition to the shirt, shorts,
hat, and a pair of shoes. Approximately the same orientation and number of skeletal elements
was utilized in both scenes (Table 6).

Table 6: Inventory of the human skeletal elements used in the two scenarios.
Skeletal Element Inventory
Cranium
Mandible
Scapula
Clavicles
Humerus
Radius
Ulna
Vertebrae
Ribs
Sternum
Os Coxa
Sacrum
Femur
Tibia
Fibula
Patella
Tarsals

Left
Right
Left
Right
Left
Right
Left
Right
Left
Right

Left
Right
Left
Right
Left
Right
Left
Right
Left
Right
Left
Right

Metatarsals
Total
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Scenario 1
1
1
1
1
1
1
1
1
1
1
10
12
1
1
1
1
1
1
1
1
1
1
1
1
2
2
48

Scenario 2
1
1
1
1
1
1
1
1
1
1
1
9
12
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
47

Scene Materials
In addition to the skeletal and clothing material, four 1-meter Cultural Heritage Imaging
calibrated photogrammetry scale bars with coded targets surrounded the scene. Due to the larger
nature of the scene, four additional 0.5-meter scale bars were included around the scene. The
scale bars were placed around the scene to ensure that they were visible in multiple overlapping
images and from multiple angels (Cultural Heritage Imaging, 2021). These scale bars are used to
ensure that the scale of model is validated, as the coded targets are automatically recognized as
reference points by the software (Cultural Heritage Imaging, 2021: Edelman & Aalders, 2018).
A north arrow was also included in the scenes.
Two king-size flat sheets, sewn together, were used as a cover for certain versions of the
scene. The sheet would be held at an angle by volunteers to ensure that the entirety of the scene
was covered during these recording sessions. The sheet was white to ensure that there were no
color changes occurring to the photographs. Due to the expanded size of the sheet, and the
positioning of the sun during data collection, two tall stools were brought to the scene as well.
Two of the field aides would stand on the stools while holding the sheet to better angle it over
the scene. Sheet and tarps are successfully applied as a tool to limit sunlight exposure on the
scene in archaeology; however, a sheet was chosen to allow the sun to pass through the material
and not be completely blocked (McPherron et al., 200).

Field Technology
The camera used during photography is a NIKON D7200 model with a NIKKOR 18140mm 1:3.5-5.6G ED lens. The aperture priority was kept consistent throughout photographing
and was selected by shooting a couple of practice photographs before beginning data collection
(Sapirstein & Murray 2017). The larger size of the scene required a higher aperture. Therefore,
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an aperture of f/11 was chosen. To account for the higher aperture setting, a higher ISO was
used as well. An ISO of 800 was used for the first scene because the dappled area was darker.
Scenario 2 (Open) was located in direct sunlight, and therefore an ISO of 400 was used. These
settings accounted for a scene that would remain in focus throughout the entirety of the area,
while still maintaining a high shutter speed in low lights. Autofocus was used to document all of
the models. To provide artificial lighting in an outdoor setting, two sets of Neewer 3-Pack
Dimmable Bi-Color LED lights were purchased.

Field Scenarios
The first scenario was located in a setting with dappled lighting (Table 7) (Figure 25).
The ground surface consisted of pine needles and oak leaves. There was a large log running
along one side of the scene, which added an interesting element to its documentation and the
processing. The lighting was consistently uneven throughout the day. Data collection began at
around 11 a.m., as it had rained the night before and we needed to wait for the ground to dry
before placing the skeletal remains. At the start of data collection, the sun was located at
approximately 80. We completed data collection at approximately 1:40 p.m., and at this point
the sun had moved to approximately 100. During data collection, only 30 photographs were
taken from each viewpoint, except for the Model 1E-1. This model included 40 photographs
each round. Therefore, this scenario includes five different iterations, instead of only four. For
ease of comparison, this extra iteration will be referred to as Iteration E, which includes only the
lights and additional photographs. After discussion, it was decided that we continue to take 40
photographs per view angle, while taking 20 closeups and 20 overhead photographs. During
Scenario 2, 40 photos were taken at each view angle, with 20 overheads and 20 closeups.
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Scenario 2 was positioned in an open area that did not contain tree coverings. Here, the
ground surface consisted of grass and a sandy topsoil. Data collection for the day began at 11
a.m., and the sun was positioned at about 80. Recording of Scenario 2 ended at approximately 1
p.m. At this time, the sun had moved to a position of about 100.

Table 7: Information showing the naming process of each model to promote easier identification
of specific models throughout this research.
Scenario
Number
1

Scenario
Description
Dappled

Iteration
ID
A

1
1
1
1

Dappled
Dappled
Dappled
Dappled

B
C
C
D

1

Dappled

E

2

Open

A

2

Open

A

2
2
2
2
2
2

Open
Open
Open
Open
Open
Open

B
B
C
C
C
D

2

Open

D

Iteration
Description
No Lights or
Sheet
Sheet Only
Lights Only
Lights Only
Lights and
Sheet
Lights Only –
Plus
No Lights or
Sheet
No Lights or
Sheet
Sheet Only
Sheet Only
Lights Only
Lights Only
Lights Only
Lights and
Sheet
Lights and
Sheet
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Processing
Settings
1

Model ID
Notation
1A-1

1
1
2
1

1B-1
1C-1
1C-2
1D-1

1

1E-1

1

2A-1

2

2A-2

1
2
1
2
3
1

2B-1
2B-2
2C-1
2C-2
2C-3
2D-1

2

2D-2

Figure 25: Workflow describing the data collection process followed in the field.

Photograph Processing
After data collection in the field, preprocessing of the photographs occurred to prepare
them for the modeling software. The program Adobe Bridge® was used to white balance the
RAW photos; this was performed by using the white balance tool to select a spot on the white
region of the scale bar. Then, all images that were noticeably over or underexposed were
manually adjusted using the shadow, exposure, and highlight tools. After correction, the images
were saved as TIFF files and imported to Agisoft® Metashape® Professional Version 1.5.5 for
processing (Agisoft LLC., 2019a). Processing guides were used to determine the settings chosen
for processing, but changes were made to the original settings during the second round of
processing (USGS National UAS Project Office, 2017; Mayer et al., 2018; Ferrell, 2020).
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Processing Steps
Once the TIFF files were uploaded to Metashape®, the processing of the files into the
development of 3D models began (Figure 26). This process started with the application of the
Detect Markers tool to register the coded targets present in the scale bars at the scene. After the
targets are recognized, the photographs can be aligned into a sparse point cloud.
To ensure that the sparse cloud is highly accurate, the Gradual Selection tool was used to
refine and optimize the generated points (Figure 27). Throughout this process, the error (in
pixels) of each camera production was monitored. Ideally, each of the cameras would end close
to, or under, 0.3 pixels worth of error.

Figure 26: Workflow describing the steps of processing in Agisoft Metashape®.
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Figure 27: Model 2A-1 sparse point cloud.

After optimization, the scale bars themselves were generated using the registered targets
on the CHI scale bars (Figure 28). Four total scale bars were used in the processing stage, as the
CHI compromised in an outdoor setting by the wind or other environmental influences (Cultural
Heritage Imaging, 2021). However, six bars were included in each model. Only the 1-meter
scale bars were included directly in the Metashape® program. The scale bar accuracy of the
models was set to 0.0001 as recommended in the CHI manual (Cultural Heritage Imaging, 2021).
The final step of processing included running a batch process to build a dense point cloud, mesh,
and texture. This cloud of information then allows Metashape® to produce the mesh. The mesh
is a polygonal model that is used as a base for the texture development. Texture development
occurs when the software creates a mosaic of all the photographed images and projects the
photorealistic texture on the mesh. After adding the texture, an orthomosaic map of the scene is
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generated from geometrically accurate orthophotos that are stitched together by the software.
The final result is an accurate plane view map of the scene that can be exported.

Figure 28: The dense point cloud of Model 2A-1. Note the targets marked out on the scale bars
surrounding the scene.

The models of this chapter were processed multiple times in order to determine whether
the quality of the produced models could be improved through processing changes in addition to
changes in field practices. Specifically, changes were made to the settings when optimizing the
sparse point cloud. In general, the largest number of points is deleted during the refinement of
the Reconstruction Uncertainty. Changing the settings when optimizing the Reconstruction
Uncertainty results in a larger number of feature points left for the creation of the dense point
cloud. Therefore, a selection of models were processed more than once after altering the
Reconstruction Uncertainty optimization settings. From the resulting models, only the highest
quality one was selected for further analysis in this thesis. The determination of which
processing session was used is represented by the final number in the Model Number codes.
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Exports
The final results of this project were exported using multiple formats. To ease viewing
the results on all image viewing softwares, the final model orthomosaic images were exported in
a tagged image file format (TIFF). For their presentation in this thesis, bird’s-eye orthomosaic
representations of the overall scene were included and used for visual comparisons between the
models. Screenshots of the anterior aspect of the cranium were used for comparison of closeup
views.

Evaluating Error
For the purpose of this project, the error was measured in two ways to determine the
quantitative accuracy of the models: the root mean squared (RMS) reprojection error and scale
bar error. The scale bar error represents the difference between the manually input scale bar
length and the distances that the software detects between the markers on the scale bars (Agisoft
LLC., 2019b). In a highly accurate model, the total scale bar error as calculated by Metashape®
will be less than 0.1 mm (Cultural Heritage Imaging, 2020). Additional accuracy criteria are
applied to these models because they are forensic scenes. Forensic protocols recognize that
measurements are highly accurate as long as they are within 6.35 mm of the true measurement
(NFTSC, 2013).
The qualitative accuracy of the models was examined in addition to the quantitative error
measurements that were mentioned previously. A thorough examination of the 3D models and
the produced orthomosaics was conducted. Specifically, the models were examined for accuracy
in the clothing and skeletal element geometry, the ground surface-subject interface points, the
subject-subject interfaces, and the scale bar geometry. A general examination of the orthomosaic
generation of the model aided in the examination of the scale bar geometry and the overall
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accuracy of the skeletal geometry. The orthomosaic also shows clothing geometry, and subjectsubject interfaces. For each of the models, a comparison was conducted between the anterior of
the cranium. This area of the cranium is highly variable, and therefore the degree of accurate
modeling seen of this bone was representative of the skeletal element geometry of the scene.
Additionally, the cranium often exhibited surface-subject interface distortion. Therefore, these
close-up views of the anterior aspect of the cranium will provide a gauge of model distortion for
each of the models.

Results
The two scenarios in this chapter focused on identifying how effective the lighting
correction tools discussed in Chapter 2 are on larger scenes. Therefore, the lighting correction
tools were tested in two different types of lighting environments. Scenario 1(Dappled) was
located in a darker area of tree cover, and the entire scene was immersed in dappled lighting
throughout the day. In comparison, Scenario 2 (Open) was located in an open space. Here, the
shadows cast upon the scene were not caused by overhanging trees, but by the equipment and
data collectors themselves. To best analyze the results of the lighting correction tools on their
respective scenes, the quantitative and qualitative integrity of the models was analyzed. The
quantitative RMS reprojection and scale bar error are compared first. Then, the visual accuracy
of the models will be described when viewing both orthomosaic exports and screenshots of the
cranium.

RMS Reprojection and Scale Bar Error
When looking at the overall RMS reprojection errors for both scenarios, all the models
fall within the highly accurate category (Table 8). All of the numbers are extremely close to 0.3
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pixels, with the highest being 0.351 pixels for Model 1D-1. The lowest RMS reprojection error
is 0.264 pixels for Model 2C-3. Looking only at the errors of Scenario 1 (Dappled), the lowest
error number is 0.292 pixels for Model 1A-1. The highest range for Scenario 2 (Open) is 0.315
pixels for Model 2D-1. The total scale bar error also falls into the range of 0.1 meters for all of
the collected models, which indicates a highly accurate model as defined by the Cultural
Heritage Imaging and National Forensic Science Technology Center (Cultural Heritage Imaging,
2020; NFTSC, 2013). The smallest total scale bar error is found in Model 2B-1 with 0.00007
meters of error. Model 1D-1 has the highest overall RMS reprojection error and total scale bar
error with a total scale bar error of 0.0005 meters. However, these numbers both fall within the
acceptable limits of a model being considered highly accurate.

Table 8: Table showing the RMS Reprojection and total scale bar errors for all models.
Model
Numbers
1A- 1
1B- 1
1C- 2
1D- 1
1E- 1
2A- 1
2B-1
2C-3
2D-1

Iteration
Description
No Lights or Sheet
Lights Only
Sheet Only
Lights and Sheet
Lights with 40
photos
No Lights or Sheet
Lights Only
Sheet Only
Lights and Sheet

RMS Reprojection Error
(pixels)
0.292
0.334
0.275
0.351
0.347

Total Scale Bar
Error (m)
0.0002
0.0004
0.0002
0.0005
0.0004

0.269
0.289
0.264
0.315

0.0004
0.00007
0.0001
0.0003
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Qualitative Visual Accuracy
The visual accuracy of the models will be determined using two different techniques.
First, the overall plane view orthomosaic image of the model will be evaluated. This image
presents an excellent view of the overall scene but does not enable the viewer to closely turn and
examine individual skeletal elements or pieces of evidence within the model. To closely analyze
pieces of evidence, screengrabs were taken from within the Metashape® models. Specifically,
closeup views of the anterior aspect of the cranium are analyzed. The cranium was chosen
because it is an example of complex skeletal element geometry that often appears distorted after
processing in Agisoft®. It is also one of the most critical bones to forensic archaeological
investigations as it aids in the determination of sex, ancestry, and age for the biological profile.
To critically examine all aspects of distortion, specific criteria will be looked for in each
exported image. General clothing and skeletal element geometry will be analyzed in the
orthomosaic model. These more general observations will include an evaluation of the subjectsubject interface of the scene. This refers to areas where pieces of evidence, or skeletal
elements, are interfacing with each other. Additionally, the geometry of all the scale bars will be
examined in the orthomosaic model. The closeup images of the cranium will be analyzed for
skeletal geometry at a more detailed level. In a selection of models, the cranial vault distorts
along the ground surface–subject interface, where the cranium and the ground interact. These
four criteria will help guide the overall evaluation of the visual accuracy of the produced models.
While the orthomosaics exhibited fewer errors than the closeup model images, both of these
imagery options were evaluated for any distortions.
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Scenario 1 (Dappled)
Visual Accuracy of Orthomosaics
The orthomosaic image of Model 1A-1, which did not include light correction tools,
exhibits minor to slight distortion of the skeletal element and clothing geometry (Figure 29).
There is also minor distortion observed along the shaft of the right femur, and the left tibia.
Additionally, there is minimal distortion around the edges of the right humerus, right scapula,
and right radius. Subject to subject distortion appears only minorly at the location where a rib
crosses over the right radius. Another location includes where the left scapula interacts with the
interface of the shirt. There also appears to be moderate ground surface-subject interface
distortion of the ribs. The coloring of the ribs and the oak leaf matrix of the ground are very
similar. Therefore, it is relatively easy for distortion to occur due to the texture aspect of the
Agisoft® program not recognizing the two different colored geometries. Otherwise, there is no
obvious visual distortion of the scale bars, other skeletal elements, or the clothing geometry. The
lighting in this scene is relatively dark, and there are patches of bright light on the patella and
ribs west of the shorts. More patches of light appear on a number of scale bars, but do not appear
to affect the overall geometry of the scale bars.
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Figure 29: Model 1A-1 orthomosaic using no lights or sheet. Note the rib located in the grey
circle is almost unidentifiable due to the ground surface-subject interface distortion.

In general, there appears to be very minor distortion observed in the orthomosaic of
Model 1B-1, which included the sheet (Figure 30). There is minor distortion along the right
femur, but otherwise the model does not contain obvious visual distortion in the skeletal or
clothing geometry. There is no obvious visual distortion caused at the subject-subject interfaces
of the model materials. However, there is severe distortion caused by the light on northeastern
0.5-meter scale bar. This patch of very bright light completely obliterates the presence of the
target that is located at that end of the scale bar. In general, there are many patches of bright
white light that interact with the scale bars in this scene. The shade caused by the sheet also
contributes to the similarity in coloring that contributes to the ground surface-subject interface
distortion of the ribs as they blend into the background leaves.

90

Figure 30: Model 1B-1 orthomosaic using the sheet.

When examining Model 1C-2, which used the artificial lights, there is minor distortion of
the skeletal element geography (Figure 31). The right femur has minor distortion along the shaft
that makes the bone appear thinner than it is. On the left side, the femur has slight distortion that
contributes to the distal end of the bone sticking out of the shorts to appear fuzzy and fractured.
This is partially caused by subject-subject interface distortion caused by the interaction of the
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shaft of the left femur and the leg of the shorts. There is minimal distortion along the edges of
both tibiae. The coloring of the scene contributes to distortion of the ribs that results in them
disappearing into the background because of ground surface-subject distortion. The scale bar
geometry appears to be slightly distorted due to the severe patches of brightness and shadow that
appear on the scale bars. A small number of the targets are difficult to identify because of the
shadows. This inconsistent lighting endures throughout the model. Locations of very dark
shadows and others of very bright light make the visual accuracy of the entire model appear
slightly distorted. A few of the darkest shadows occurred because the light stands, and panels
used in this iteration cast shadows directly onto the scene.
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Figure 31: Model 1C-2 orthomosaic using the artificial lights, with highly dappled lighting
caused by trees. Note the scale bar within the circle that has distortion due to bright patches of
light on the targets.

Model 1D-1 used both the sheet and the artificial lights and does have the highest level of
RMS reprojection area as well as total scale bar error (Figure 32). However, the orthomosaic
model appears to be visually accurate. There is no obvious visual distortion of the long bones.
Evidence of minor distortion does occur on the left scapula. At this location the distortion is
subject-subject interface distortion occurring because of the shirt. The model appears to have no
other evidence of subject-subject distortion. Minimal ground surface-subject distortion
continues to occur between the ribs and the ground surface leaves. In this model, the mandible
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also appears to be slightly distorted and blending into the leaf background. There is very
minimal distortion to the outside edge of the southwestern 1-meter scale bar. The geometry of
the scale bar may have been altered due to a leaf or other vegetation. However, the overall color
of the model is very even, and there is no evidence of dark shadows or very bright patches of
light.

Figure 32: Model 1D-1 orthomosaic using lights and sheet. Note the minor distortion of the left
scapula caused by subject-subject interface distortion between the bone and shirt (arrow).

This model is of the same iteration as Model 1C-1; however, Model 1E-1 was included as
a way to test whether more photographs of a scene did contribute to the quality of the model.
While all the other models in this scenario had 30 photographs taken per viewpoint, Model 1E-1
had 40 photographs taken per view angle (Figure 33). In comparison, this model does appear to
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have higher visual accuracy than Model 1C-1. There is still minor distortion of the skeletal
element geometry. Additionally, there is minimal distortion along the superior border of the
right scapula and along the shaft of the right femur. There is no obvious visual distortion that
could be contributed to subject-subject interface distortion or ground surface-subject distortion.
On the scale bars, the geometry is moderately distorted due to the presence of very bright light
and dark shadows on the targets of certain scale bars. This dappled lighting is evident
throughout the model. The sacrum is brightly illuminated in this model, which has contributed
to the distortion of its finer detail in the orthomosaic. Other bones, for example vertebrae, are
highlighted in a similar manner.

Figure 33: Model 1E-1 orthomosaic using the lights, but with 40 photographs being taken each
round instead of 30.
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Visual Accuracy of Crania
Upon closer investigation, it becomes apparent that the above orthomosaics are not as
perfect as they appear. The orthomosaic representations do appear of higher visual quality
partially because they are generated as a process in Agisoft® that stitches the images together.
The images of the crania appear less refined because they are merely screenshots of the anterior
aspect of the skull after the texture had finished rendering (Figure 34).
In Model 1A-1, which included no sheet or lights, there is slight distortion of the skeletal
geometry of the right zygomatic arch where it appears to be bumpy and uneven. There is
minimal distortion to the mastoid process, but there is no obvious visual distortion of the sutures.
On the front of the face, there is evidence of minor skeletal geometry distortion of the anterior
nasal aperture and surrounding maxilla. The ground surface–subject interface of the cranial vault
does exhibit slight distortion from leaves and sticks that are obscuring portions of the cranium.
Model 1B-1 used the sheet and in general, does not exhibit such severe distortion as
Model 1A-1. There is minor distortion of the mastoid process and inferior aspect of the cranium.
However, the distortion of the right zygomatic process is only minimal. Additionally, there is no
obvious visual distortion of the anterior portion of the face near the anterior nasal aperture.
There is no obvious visual distortion of the cranial vault at the ground surface-subject interface.
The sutures appear clear and there is no obvious distortion of them. In this model, teeth are
visible in the maxilla and are easily identified as teeth.
The general appearance of Model 1C-2, which used the artificial lights, is not as high
quality as the previous model. There is slight distortion along the right zygomatic process and
into the mastoid process. Around the right eye socket, there is minor distortion of the edge of the
orbit. The maxilla, nasal bones, and anterior nasal aperture all exhibit minimal distortion. The
maxillary teeth are present, but exhibit a moderate degree of distortion, as they are not able to be
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easily identified. There appears to be very minimal distortion of the cranial vault at the ground
surface–subject interface.
Model 1D-1 used both lighting correction tools, and there is minimal distortion along the
occipital edge, but there is no obvious distortion of the cranial vault where it touches the ground
at the ground surface-subject interface. There is minor distortion of the teeth. The teeth are
identifiable as teeth but cannot be easily described due to their similarities in appearance and
subject-subject interface distortion. Very minimal distortion exists along the edges of the
anterior nasal aperture. Otherwise, there is no obvious visual distortion of the cranium.
When comparing Model 1E-1 and 1C-2, the visual appearance of Model 1E-1 is better.
There is slight distortion of the inferior aspect of the cranium as well as the mastoid process.
The distortion of the right eye orbit is minimal, and there is no obvious visual distortion of the
cranial vault or the maxillary and anterior aspect of the face. The teeth are easily viewed and
identified in this model. There is no obvious visual evidence of distortion to the cranial vault,
and very minimal distortion occurred to the edges of the anterior nasal aperture.
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Figure 34: Images of the screenshots of the crania from Scenario 1. (A) Model 1A-11 using no
light correction tools. (B) Model 1B-1 using the sheet. (C) Model 1C-2 using the artificial lights.
(D) Model 1D-1 with the lights and sheet. (E) Model 1E—1 using the artificial lights and 40
photographs per view angle.

Scenario 2 (Open)
Visual Accuracy of Orthomosaics
In Model 2A-1 which included no light correction tools, there is evidence of minor
distortion to the bodies of the ribs and the right femur (Figure 35). The left scapula exhibits
minimal distortion to the superior border. No obvious visual distortion of ground surface-subject
geometry or subject-subject distortion exists. There is no obvious visual distortion of the
clothing geometry. Additionally, there is only very minimal distortion of the eastern scale bar on
the outside edge. Throughout the model, there is only one slightly brighter spot. This location of
light is near the 1-meter northeastern scale bar. Otherwise, the model exhibits no distortion.
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Figure 35: Model 2A-1 orthomosaic using no lights or sheet. Note the severe distortion of the rib
that makes it appear as two separate parts (arrow).

The general appearance of Model 2B-1, which is using the sheet, is also incredibly high
quality (Figure 36). The right femur exhibits minor distortion at the subject-subject interface of
the shorts. Severe ground surface-subject distortion exists for the one rib identified in the
orthomosaic by an arrow (Figure 37). This rib appears to be disjointed in the model without its
accurate continuous, curved appearance. There is no obvious visual distortion of the clothing
geometry. Additionally, there is very minimal distortion of the outside edge of the eastern scale
bar. The light is consistent throughout the scene.
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Figure 36: A closeup of the severely disjointed rib found in the Model 2B-1 and other models
Scenario 2.

Figure 37: Model 2B-1 orthomosaic using the sheet. Note the severely distorted rib that appears
straight due to ground surface-subject distortion (arrow).
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Model 2C-3, which is using the artificial lights, exhibits very minimal distortion to the
shaft of the right femur where it experiences subject-subject distortion at the interface of the
shorts (Figure 38). There is also minor distortion of the left tibia. The right scapula does show
minor distortion at the glenoid fossa. There is severe distortion seen in two ribs (arrow) that is
caused by ground surface-subject distortion and causes the middle thirds of the rib bodies to
appear disjointed. In this model, there is no other obvious visual distortion of the clothing
geometry. There is no visible distortion of the scale bars. The light is not completely even
throughout the scene. The northern half of the scene is distinctly brighter than the southern half.
However, there do not appear to be distortions caused by this lighting unevenness.

Figure 38: Model 2C-3 orthomosaic using the artificial lights.
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The final model of Scenario 2 that included the lights and the sheet, Model 2D-1 has very
minimal distortion to the skeletal geometry of the left fibulas as well as the right femur (Figure
39). Additionally, there is very minimal distortion of a rib at the subject-subject interface that it
has with the shorts. The rib that has consistently exhibited ground surface-subject distortion
only shows slight distortion in this model. The scale bars bear no obvious visual distortion.
Despite the inclusion of a sheet during this iteration, there does appear to be a bright spot of light
on the 0.5-meter northeastern scale bar. On the far-right target, it is brighter white than the other
targets.

Figure 39: Model 2D-1 orthomosaic including the lights and sheet.
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Visual Accuracy of Crania
The appearance of the models for Scenario 2 was extremely grainy and reprocessing the
models did not completely mitigate the problem. The closeup visuals of the anterior aspect of
the skull continue to appear grainier than the orthomosaic exports (Figure 40).
In Model 2A-1 without the lights or sheet, there is moderate distortion along the ground
surface-subject interface of the cranial vault. More minor distortion exists around the right eye
orbit and on the anterior portion of the maxilla around the anterior nasal aperture. The anterior
section of the alveolar margin of the maxilla is severely distorted and appears to be missing
teeth, as well as the alveolar portion. Sutures are not clearly visible on the cranial vault. The
teeth that are visible are indistinct. There is moderate distortion of the inferior aspect of the
cranium and mastoid process.
Model 2B-1, which included the sheet, appears to be much higher quality than Model 2A1. There is minor distortion along the anterior border of the nasal bones, and on the mastoid
process. Otherwise, there is no obvious visible distortion caused by ground surface–subject
interface distortion, or other areas of skeletal geometry distortion. The teeth in this model are
clearly identifiable, and the sutures are highly visible.
When examining Model 2C-3, which included the artificial lights, there is slight
distortion of the skeletal geometry of the right zygomatic arch where it appears to be bumpy and
uneven. There is minimal distortion to the mastoid process. The sutures are not clearly visible
on the cranial vault. The ground surface–subject interface quality is difficult to determine
because the cranium cast a very opaque shadow. Therefore, other than minor distortion to the
inner edge of the right eye orbit, it is difficult to evaluate more distortion.
Model 2D-1 included the lights and sheet, in general, exhibits minor distortion. This
distortion is noticeable along the inferior aspect of the cranium, on the inner edge of the right eye
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orbit, and on the anterior edge of the nasal bones. Slight distortion occurred along the alveolar
margin of the maxilla. This resulted in teeth missing from the final image, and moderate
distortion of the maxilla at the ground surface–subject interface. The sutures are visible, and
there is no obvious visual distortion of the cranial vault.

Figure 40: Images of the screenshots of the crania in Scenario 2. (A) Model 2A-1 using no light
correction tools. (B) Model 2B-1 using the sheet. (C) Model 2C-3 using the artificial lights. (D)
Model 2D-1 with the lights and sheet.

104

Discussion
Close range photogrammetry appears to be a successful tool when recording complex
outdoor scenes in a wooded environment (Church, 2019; Gidusko, 2018; McCollum, 2020;
Ferrell, 2020). However, it is the detailed accuracy of these models that allow them to prove
useful to investigators as documentation of the original position, condition, and context is an
essential aspect of forensic archaeology investigations (Dirkmaat & Adovasio, 1997; Dirkmaat &
Cabo, 2012; Dirkmaat, 2015). Challenges exist with the routine application of CRP to outdoor
crime scene recording because of the lack of guidelines present that detail how to counteract
commonly seen natural processes. Recently, Ferrell (2020) focused on improving the production
of high-quality models with harsh shadows, by lightening images pre-processing and testing a
variety of processing procedures. However, these procedures did not include suggestions on
how to directly combat harsh lighting conditions in the field. Therefore, this study attempted to
mitigate distortion caused by harsh lighting through the application of light correction tools
during data collection.
Phase 2 is the application portion of this research project, and the purpose of this phase
was to understand how the knowledge gained during the experimental Phase 1 aided in
combating harsh lighting. The discussion is organized around the three primary goals of this
research project. The first goal was to determine whether the use of the sheet or the artificial
lights contributed more to the overall qualitative and quantitative quality of the models. Part of
this goal included the question of whether the use of these tools was practical in a staged outdoor
forensic scene. Then, the second goal tested how improvements to procedures during Phase 1
affected the final model development of the larger scenes. These improvements include cleaning
the scene and remaining at a distance during data collection. The third goal addressed providing
guidelines to ensure that, if useful, such techniques can be integrated into current CRP practices.
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The inclusion of these techniques will enable high quality CRP modeling to occur in situations of
uneven lighting.

RMS Reprojection and Scale Bar Error
Overall, all of the RMS Reprojection and total scale bar errors fall within the acceptable
levels for highly accurate modeling (Agisoft LLC., 2019b). However, when comparing the error
totals of Scenario 1 (Dappled) and Scenario 2 (Open), differences become apparent. In Scenario
1 (Dappled), the highest RMS reprojection error is 0.351 pixels in Model 1D-1. The lowest
score in Scenario 1 (Dappled) is 0.275 pixels (Model 1C-2), which creates a range of 0.076
pixels. The differences may appear minute, but the Scenario 2 (Open) range is only 0.051 pixels.
In Scenario 2 (Open), the highest error is 0.315 pixels (Model 2D-1) and the lowest is 0.264
pixels (Model 2C-3). It is interesting to note that the lowest RMS reprojection error in both
Scenario 1 (Dappled) and 2 (Open) is found in the iteration that involved only the sheet. These
were also the only two models that had initial processing results more inaccurate than the
reprocessing stages. All the other models achieved their highest accuracy scores with the initial
processing settings. It is also interesting to note that all of the Scenario 2 (Open) RMS errors are
smaller than the Scenario 1 (Dappled) errors. It does not appear that the answer simply depends
on the higher numbers of photographs taken during Scenario 2 (Open), because Model 1E-1 falls
within the ranges established by Scenario 1 (Dappled), not Scenario 2 (Open). Perhaps, the
sunny nature of Scenario 2 (Open) benefitted the overall quantitative model accuracy.
The total scale bar error involved much less variation between scenarios. In Scenario 1
(Dappled), the total scale bar error range occurred between 0.0002 meters (Models 1A-1 and 1C2), and 0.0005 meters (Model 1D-1). It is interesting to note that Model 1D-1 has the highest
RMS reprojection error as well as the highest overall total scale bar error. Scenario 2 (Open) has
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a range in total scale bar error of 0.0004. The lowest total scale bar error is 0.00007 (Model 2B1). Similarly, to the RMS reprojection errors, all the total scale bar errors of Scenario 2 (Open)
are smaller than those of Scenario 1 (Dappled). All scale bar errors fall within the acceptable
range of high-quality models determined by the manufacturers (Cultural Heritage Imaging,
2021). Additionally, the National Forensic Technology Center, which sets the standards of data
collection for digital mapping devices in forensic contexts, states that measurements of the scene
should fall within 6.35 mm or ¼ of an inch (NFSTC, 2013). Therefore, all of the total scale bar
errors for the models meet photogrammetry and forensic standards.

Visual Accuracy
When discussing the overall visual quality of the orthomosaic exports of the models, the
inclusion of the sheet does appear to be an easy corrective tool for dappled lighting distortions
observed in previous research (Table 9) (Ferrell, 2020). The use of the sheet did mitigate this
problem, and in the iterations where the sheet was used, the lighting over the scene remained
even. The only distortion found in the iterations that used the sheet developed from the sheet not
covering the scale bars completely. Therefore, Model 2B-1 exhibited almost no distortion and
the only severe distortion seen was caused by ground surface-subject interface distortion (Figure
41). Model 1B-1 exhibited distortion due to bright patches of light on the northeastern 0.5-meter
scale bar (Figure 42). Within the covered confines of the scene, there was no distortion caused
by uneven lighting. The artificial lights, however, were inconclusive in their contribution.
Perhaps, in scenarios where the sky is overcast or it is later in the day, the lights would be more
beneficial. Additionally, six lights may have been too few for the size of the scenes that was
being tested. Further investigation into the application of more artificial lights, a different model
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of lights, or during overcast days may contribute to a better understanding of the application of
artificial lights to forensic archaeology scenes.
The models of Scenario 1 (Dappled) for this phase exhibited a grainy appearance, and
therefore were processed multiple times to minimize the texture distortion. Since it was not
possible to correct the graininess during processing, it is possible that the issue may have
occurred during the initial data collection. The camera was used in an aperture priority mode,
and therefore the aperture settings were consistent during recording. This odd texturing was
more evident in the iterations that utilized the sheet light correction tool, however, it was noted to
some degree in all of the models of this scenario. One possible cause of the grainy appearance of
the models included the speed of the camera in the reduced light settings. For example, Ferrell
(2020) noted that the models occurring in locations with reduced light, exhibited lower shutter
speeds and were more visually distorted. The location of Scenario 1 (Dappled) exhibited
increased shade when compared to Scenario 2 (Open). When combined with reduced lighting
caused by the application of the sheet, the lower shutter speeds may explain the higher levels of
distortion observed in these iterations.
Alternatively, another possible explanation for the grainy appearance of the models could
be attributed to the sheet. The larger size of the sheet made it more difficult for the field aides to
control, particularly when there was a gust of wind. To ensure that the sheet was not blocking
the view of the camera, the field aides would wave the sheet up when the photographs were
taken. The continued movement of the sheet, and the slight changes in light passing through the
sheet, may have contributed to the grainy textures of these models when combined with the
lower shutter speeds that were observed during these iterations. Future research should use a

108

fixed overhead sheet or tarp. This would eliminate the movement necessary to keep the sheet
aloft and out of view of the camera.
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Table 9: Comparison of the visual accuracies as seen across each model. The “Ortho” rows indicates how the discussion applies to the
orthomosaics of each model, while “C-SS” stands for the cranial screenshots.
Model
Number

1A-1

1B-1

Skeletal Element
Geometry

Clothing
Geometry

Scale Bar
Geometry

Ortho Minor to slight
distortion of long
bones

Minor
No obvious visual
distortion of distortion
clothing

C-SS

N/A

N/A

No obvious
visual
distortion

Severe distortion
where spot of
bright light is
located on
northeastern 0.5meter scale bar
N/A

Slight distortion of
right zygomatic;
sutures are highly
visible
Ortho Minor distortion
overall

C-SS

Minimal distortion N/A
throughout; sutures
are highly visible
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Ground
SurfaceSubject
Interface
Moderate
distortion due to
similar coloring
of ribs and
ground

Subject –
Subject
Interface

Overall
Lighting

Minor distortion
at interface of rib
and shirt; minor
distortion of left
scapula and shirt
interface
No obvious
visual distortion

Severe patches
of light and
shadow

Slight distortion
at interface of
cranial vault and
ground
Slight distortion No obvious
due to similar
visual distortion
coloring of ribs
and ground

N/A

No obvious
visual distortion

N/A

No obvious
visual distortion

Severe parch
of light on
scale bar target
causing
distortion

Model
Number

1C-2

Skeletal Element
Geometry

Ortho Minor distortion
overall

C-SS

1D-1

1E-1

Scale Bar
Geometry

No obvious
visual
distortion

Slight distortion
due to severe
patches of light

Slight distortion
N/A
throughout; sutures
are visible

Ortho Minimal distortion
overall

C-SS

Clothing
Geometry

No obvious
visual
distortion

Minimal distortion N/A
throughout; sutures
are visible
Ortho Minor distortion
No obvious
overall
visual
distortion

N/A

Minimal distortion
to edge of
southwestern 1meter bar; leaf on
bar
N/A

Moderate distortion
where spots of
bright light appear
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Ground
SurfaceSubject
Interface
Severe
distortion due to
similar coloring
of ribs and
ground
Minimal
distortion at
interface of
cranial vault and
ground
Minimal
distortion due to
similar coloring
of ribs and
mandible to the
ground
No obvious
visual distortion
No obvious
visual distortion

Subject –
Subject
Interface

Overall
Lighting

Slight distortion
at interface of
left femur and
shorts

Severe patches
of bright light
and shadow
throughout

Moderate degree
of distortion of
teeth

N/A

Minor distortion
at interface of
left scapula and
shirt

Consistent

Minimal
distortion of
teeth
No obvious
visual distortion

N/A

Severe patches
of bright light
and shadow
throughout

Model
Number

Skeletal Element
Geometry

Clothing
Geometry

C-SS

2A-1

2B-1

Ground
SurfaceSubject
Interface
No obvious
visual distortion

Subject –
Subject
Interface

Overall
Lighting

No obvious
visual distortion

N/A

Minimal distortion
to outer edge of
eastern scale bar
N/A

No obvious
visual distortion

No obvious
visual distortion

Few patches of
bright light

Moderate
No obvious
distortion at
visual distortion
interface of
cranial vault and
ground

N/A

No obvious visual
distortion

Severe
distortion of rib
that makes it
appear
disjointed
No obvious
visual distortion

Minor distortion
of right femur at
interface of
shorts

Consistent

No obvious
visual distortion

N/A

Scale Bar
Geometry

Minor distortion
N/A
throughout; sutures
are visible
Ortho Minimal distortion No obvious
overall
visual
distortion
C-SS Moderate
N/A
distortion
throughout; severe
distortion of
alveolar process;
sutures are not
clearly visible
Ortho Minimal distortion No obvious
overall
visual
distortion

N/A

C-SS

N/A

Minor distortion
throughout; highly
visible sutures

N/A
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Model
Number

2C-3

Skeletal Element
Geometry

Ortho Minor distortion
overall

Clothing
Geometry

Scale Bar
Geometry

No obvious
visual
distortion

No obvious visual
distortion

C-SS

2D-1

Ground
SurfaceSubject
Interface
Severe
distortion of two
ribs that make
them appear
disjointed
Difficult to
determine due to
shadowing

Subject –
Subject
Interface

Overall
Lighting

Very minimal
distortion of
right femur at
interface of
shorts
No obvious
visual distortion

Brighter in
northern half
than southern

Minimal
distortion of rib
at interface of
shirt
No obvious
visual distortion

Severe patches
of bright light
on scale bars

Slight distortion
N/A
throughout; sutures
are not clearly
visible
Ortho Minimal distortion No obvious
overall
visual
distortion

N/A

No obvious visual
distortion

Slight distortion
of one rib

C-SS

N/A

Moderate
distortion at
interface of
maxilla and
ground

Minor distortion
N/A
throughout; sutures
are visible
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N/A

N/A

Figure 41: Image of the ground surface-subject interface distortion exhibited in Model 2B-1.

Figure 42: Image of the brightness located on the northeastern 0.5-meter scale bar in Model 1B1.
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Evaluation of Goals
Procedures that can be applied in the field to combat processing distortions caused by
lighting harshness are a necessity in forensic archaeology. Archeologists often use CRP
successfully to record sites (Mikhail et al., 2001; Linder, 2003; Al-kheder et al, 2008; Burtch,
2008; Portalés et al., 2009; Howland et al., 2014; Benavides Lopez et al., 2016). However,
archaeologists do not encounter the same difficulties with light in outdoor settings. Tarps and
sheets are used when necessary, but if the lighting conditions are unfavorable then the data
collection period can simply be moved to another time (McPherron et al, 2009). The
medicolegal nature of forensic archaeology does not allow for data collection to be moved or the
time changed. Therefore, the lighting correction tools for outdoor scenes need to be easily
applicable to multiple scenarios, and definitively result in high visual accuracy of the produced
models. Between the sheet and the artificial lights, the sheet is the more influential light
correction tool when examining the visual accuracy of the final models.
Once the discrepancy is photographed, it becomes a part of the scene. The importance of
cleaning the scene was established during Phase 1 and remains during Phase 2. In general, the
degree of distortion caused by leaves and grass being present on the scene decreased.
There was also a decrease in the degree of distortion of the scale bar geometry. By stepping
farther back from the scene while taking photographs, and maintaining the distance throughout
data collection, the scale bar geometry of the outside edge remained better preserved. This was
determined to be a vital step in the application of CRP to real-world scenes.
The results of these goals, as well as knowledge gained from the limitations and
challenges of this research, affected the guidelines. Guidelines were written from the
information gathered during this project and can easily be applied to the recording of future
scenes.
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Challenges and Limitations
The challenges of this project included difficulties in both data collection in the field, and
during processing. In the field, one of the most crippling environmental factors that was
encountered was wind. Wind had been noted to contribute to difficulties in recording because of
the movement it creates of leaves and other organic material (Ferrell, 2020; McCollum, 2020).
When the wind blows, it can move leaves to obscure different aspects of the scene; and if a stray
leaf is not removed before the data collection continues, it cannot be removed later in the
process. Additionally, the wind provided added challenges to the field aides working with the
white sheet.
While the sheet was the more successful lighting correction tool for qualitative visual
accuracy, the incorporation of the sheet provided challenges. As mentioned above when it was
windy the larger sheet became difficult to manage. This is shown most clearly in the
orthomosaic below (Figure 43). Data collection began on a scene and was then abandoned
because of the difficulties found in holding the sheet steady over the scene. The field aides
would have to fight against the wind to hold the sheet still, because when it moved too much
there were areas of the scene that were left uncovered. The RMS reprojection error for this
model was the highest recorded at 0.374 pixels. The models total scale bar error was within the
acceptable range at 0.0007 meters. Note the moderate distortion of the visual accuracy in the
model’s orthomosaic that results in leaves on the femur, a slight distortion of the hat, and
moderate ground surface-subject distortion of the right shoe that makes it almost disappear into
the background. There is also noticeable distortion of the north arrow that was not seen in
previous models. Close up views of multiple elements exhibit the distortion observed in the right
arm bones and shows a closer view of the leaves obscuring the femur (Figures 44 & 45).
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Overall, the quality of the model was determined to be too poor to include in the final dataset
because of distortions caused by the wind.

Figure 43: The orthomosaic of the scenario that was discarded due to severe wind. Note the
distortion of the north arrow, which was not seen in previous models (circle).

Figure 44: Closeup view of the windy model exhibiting the distortion of the right arm bones and
ribs.
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Figure 45: Closeup view of the windy model that clearly shows the leaves present on the femur
after the wind blew them onto the bone

The sheet also created challenges and limitations in terms of field equipment. With the
larger sheet, stools were needed to better allow the field aides to angle the sheet appropriately
and cover all of the scene. The field aides themselves were also considered elements of the sheet
equipment, as a minimum of four people was necessary to hold the sheet at an appropriate angle.
This required the coordination of multiple schedules to continue data collection. Additionally,
the process of data collection takes time, and the field aides needed to rest their arms after
holding up the sheet for more than a few minutes. Perhaps, in situations where people or time
are limited, a white tent would be an acceptable alternative.
One issue noted after model creation was the appearance of a grainy texture in the models
produced during Scenario 1 (Dappled). Changes to processing settings in Agisoft® partially
mitigated the grainy texture appearance of the images. The improvement of the grainy image
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texture required considerable time experimenting with Agisoft® settings. Two setting changes
that contributed to a less grainy imagery texture was the inclusion of more photographs during
alignment, as well as the deletion of more points during optimization. The models that included
fewer points appeared to have a reduced grainy texture. For example, when comparing Models
1C-1 and 1C-2 the difference in graininess is notable (Figures 46 and 47). The only changes in
the processing of these two models were the number of photographs and the deletion of points
during optimization. Model 1C-1 used 173 images and began with 940,029 points before
refinement. The number of tie points in the final model was 174,909 with 409,759 projections.
The resulting errors of the model were a RMS reprojection error of 0.313 pixels and 0.0004
meters of total scale bar error. Conversely, Model 1C-2, which was the model chosen for use in
this thesis, used 180 images. The model began with 941,989 points, and the final number of tie
points was 69,724 with 166,502 projections. Quantitative errors for this model were 0.275 pixels
of RMS reprojection error, and 0.0002 meters of total scale bar error. When comparing these
two models, Model 1C-2 exhibits higher quantitative and qualitative accuracy that resulted from
tweaking a number of settings when the images were reprocessed. Additional processing
difficulties of Agisoft® included the size of the model files. The Agisoft® program does not
warn the users before a processing stage begins how much memory will be necessary to
complete the process. Therefore, a modeling process could appear to run normally and then fail
partially through the action when the computer’s memory reached capacity. This resulted in
multiple processes needing to be repeated, and time taken to move files to allow enough space on
the computer.
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Figure 46: A screengrab image of Model 1C-2, which achieved better qualitative and quantitative
accuracy than Model 1C-1.

Figure 47: A screengrab image of Model 1C-1, which does appear more grainy overall than
Model 1C-2.
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Guidelines
The guidelines of this thesis expand on the guidelines as established by previous UCF
Masters students (Gidusko, 2018; McCollum, 2020; Ferrell, 2020). However, the challenges and
limitations experienced during this project has led to an adjustment of previously outlined
procedures (Figure 48). Previous research has mentioned that specific times of day, especially
the early morning or when the weather is overcast, is the best time to record a scene due to the
minimal shadows (Douglass et al., 2015; Ferrell, 2020). The inclusion of the light correction
tools demonstrated in this research eliminates this limitation. Especially with the difficulties of
shadows, an adequately sized sheet angled to cover the scene, mitigates the processing
difficulties caused by moving shadows. Therefore, models can be recorded whenever it is
necessary, which is incredibly important when attending to forensic casework. Additionally,
problems with low-light conditions can be alleviated with the incorporation of artificial light
sources. Even though the lights may not completely dispel with low light conditions, adding
these additional light sources may result in improved shutter speed. An improved shutter speed
allows the scene to be recorded freehanded, which increases the maneuverability of the
photographer around obstacles results in a quicker recording speed. Another way to increase
maneuverability and recording speed is to take the photographs using the automatic focus option.
Traditionally, photogrammetry is performed with a manual focus lens that is set to a focal length
and then not altered (Baltsavias, 1999; Al-kheder et al., 2008; Burtch, 2008; Porter et al., 2016).
When applied to this research, it was found that the qualitative and quantitative quality of the
orthomosaic models did not change, but the sum of time needed to document each model did
increase when using manual focus.
Once the scene is declared to be applicable for photogrammetry recording, the
preparation of the scene is the next vital step. Before preparation occurs, overall pictures of the
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scene should be collected. Then, if there is time, it is recommended that the scene be completely
recorded for modeling before scene preparation occurs to ensure that there is a visual record of
the scene prior to intervention. This process should only involve placing scale bars and a north
arrow where appropriate. After the recording of the unaffected scene, the scene should then be
cleaned for an additional model. It is important to note that the fastidious removal of all grass
and twigs is required to reduce visual errors. The photographer should circle the scene at the
level of each of their view angles to check the scene. Grass that is tall enough to obscure the
evidence, skeletal elements, or scale bars should be cut. Twigs, leaves, or pine needles that lay
upon important element should be carefully removed. When cleaning, it is important to not move
the elements or evidence in the scene. However, the scene should be cleaned as thoroughly as
possible without disturbing the evidence from its provenance. Once the space within the scale
bar perimeter is cleaned, an approximately 0.6 meter (2 foot) area on the outside of the scale bars
should be cleared in a similar matter. Especially when recording from View angle 1 and View
angle 2, tall grass or other environmental materials between the camera position and the scene
may prevent the software from detecting the scene elements. It is especially important to clear
the area between the camera position and the targets on the scale bars. Items blocking the targets
may prevent the detection of the markers and cause the creation of inaccurate scale bars during
processing. Once the first photograph is taken, no further changes can be made to the scene.
Additional changes will result in inconsistent geometry development and distorted modeling.
The only exception to this rule is if a leaf or other material blows on to an object during the
recording process. As long as the material is carefully removed before the next photograph is
taken, then the original geometry of the photographs will not be compromised.
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After cleaning the scene, the photographer should determine whether a light correction
tool is necessary. If deemed appropriate, the light correction tools should then be placed. It is
important to note that the light correction tools should be placed approximately 0.6 meters (2
feet) from the scale bars. Then, photography will occur. No people, other than the
photographer, should approach the scene after the light correction tools have been placed. The
photographer should ensure that they maintain an appropriate distance from the scene, and that
they are checking to ensure that no leaves have blown onto the scene after each view angle.
Finally, processing occurs in Metashape®. It is a good practice to re-process models
while changing different settings. For example, some models that were processed in Scenario 2
(Dappled) after changes to the Reconstruction Uncertainty setting did appear more visually
accurate. Processing the models more than once is one way to produce a higher quality final
model. Experimentation with processing settings may contribute to new guidelines that greatly
improve the overall accuracy of CRP forensic archaeology models.
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Figure 48: Workflow guidelines for implementing a light correction in the field.

Conclusion
The application of CRP to forensic investigations is something that can be easily
accomplished, and has proven to be successful (Church, 2019; Gidusko, 2018; McCollum, 2020;
Ferrell, 2020). However, guidelines must exist for the integration of such technology to be easily
adapted to all scenes investigated by forensic anthropologists. Guidelines must be written that
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specifically address problematic variables, including harsh lighting, that could be encountered in
the field.
This study has demonstrated that light correction tools of a sheet and artificial lights are
viable, and useful to the accurate recording of large and complex outdoor scenes. The sheet
appears to be capable of limiting the volume of shadows cast on a scene and eliminating dappled
lighting. The sheet is not the only solution to this problem, nor a perfect solution. Movement of
the sheet may have resulted in grainy models, and further research needs to be conducted to
explore this issue. The sheet has proven to be a relatively inexpensive fix to visual processing
distortions caused by uneven lighting. Only further research involving CRP modeling at
different levels of brightness will refine current guidelines and result in highly accurate 3D
models.
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CHAPTER FOUR
Without proper documentation and mapping, forensic investigators cannot recreate the
context of the original scene and therefore may not be able to recreate the series of events that
led to a person’s death (Dirkmaat & Adovasio, 1997; Schultz & Dupras 2008, Dupras et al.,
2012; Dirkmaat & Cabo, 2012; Christensen et al., 2014; Dirkmaat, 2015). Therefore,
improvements by forensic archaeologists to document a scene quickly and accurately must be
implemented. Close-range photogrammetry (CRP) is one of the most recent 3D digital mapping
techniques that has been adopted by forensic investigators from archaeological techniques
(Fussell, 1982; Burtch, 2008; Barazzetti et al., 2011a; Gonizzi Barsanti et al., 2013). When used
by forensic archaeologists, the 3D models are scaled map representations of the scene. The
models are beneficial in documenting a complete view of the scene more accurately than isolated
photographs (Dupras et al., 2012). This allows for a more complete understanding of the original
context of the scene, including the association of the skeletal elements and evidence (Dirkmaat &
Cabo, 2012; Dirkmaat, 2015). The understanding of the context of the scene contributes to a
better understanding of what agents may have influenced the deposition patterns (Schultz &
Dupras, 2008; Dirkmaat, 2015). The application of this technology to large, complex, outdoor
scenes has proven effective in preserving this context (Gidusko 2018; Church, 2019, McCollum,
2020; Ferrell & Schultz, 2021). However, the outdoor nature of many forensic archaeology
scenes can lead to complications when collecting data and mapping the scenes. A sufficient
procedural basis is necessary to guide photogrammetry users on how to best address problematic
environmental conditions in the field, including light.
Therefore, the current study addressed how to best correct harsh lighting conditions using
the lighting correction tools of a sheet and artificial lights. To best address this question, the
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project was divided into two phases. Phase 1 was an experimental phase using smaller,
contained scenes. Then, Phase 2 was the application phase, where these techniques were applied
to real-world scenarios. Chapter 2 focused on Phase 1 of the project. There were three primary
goals of this phase. The first goal was to examine which of the light correction tools were most
effective at improving the qualitative and quantitative quality of the models of small scenes.
Second, was to test whether these techniques can be applied to realistic forensic scenes. Third,
was to write guidelines that explain how to best address lighting difficulties for photogrammetry
users in outdoor settings. Chapter 3 applied the techniques learned in Chapter 2 to real-world
modeled forensic scenes. Again, three goals were developed for Chapter 3, the first of which
investigated how the lighting correction tools, the sheet or the artificial lights, aided in the
qualitative and quantitative quality of the final models of large scenes. Secondly, the learned
procedures regarding cleaning the scene and remaining at a distance during data collection
needed to be further tested on a real-world staged scene. Finally, guidelines needed to be
adapted to incorporate any valuable procedures that were learned during Phase 1 and confirmed
during Phase 2 on how best to eliminate harsh lighting in the field that may cause distortions
during processing.

Summary of Results
Throughout both phases, all the produced orthomosaic maps and models fell within the
range of acceptable quantitative and qualitative errors. The RMS reprojection errors of all
models were either under the limit of 0.3 pixels or were slightly over, indicating that the models
are all highly accurate (Mayer et al., 2018). Scale bar error was expected to be less than 0.1 mm
according to the Cultural Imaging Heritage criteria (2021). However, the acceptable level of
measurement error for crime scene mapping is 6.35 mm or less (NFSTC, 2013). Visual errors
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did occur both at the orthomosaic level, and on the screenshots of the crania. However, the
visual errors appeared to be largely caused by distortions of the mesh geometry, not the texture
overlay. The visual distortions were not extreme enough to render the models inaccurate or the
skeletal elements unidentifiable. Therefore, as map-like representations of the scene, these
models are accurate. More specific forensic anthropological analysis, such as biological profile
creation, trauma analysis, or taphonomy analysis should be performed using the bones, not the
models. However, possessing an accurate map contributes to understanding the original
position, orientation, and context of the remains. This knowledge may improve the
reconstruction of the death event, and provide accurate interpretation of taphonomic factors that
influenced the final position of the remains (Schultz & Dupras, 2008; Dupras et al., 2012;
Dirkmaat, 2015).
To specifically address the goals of Chapter 2, the sheet appears to have more of an effect
than the artificial lights. This effect was only seen when evaluating the visual accuracy, but the
application of the sheet and elimination of dappled lighting on the scene did improve the overall
appearance of the model. Procedurally, it became apparent that proper clearing and cleaning of
the scene prior to recording was necessary to enhance the overall final model accuracy. For
Chapter 3, it is possible to apply these light correction tools and techniques to staged real-world
scenarios. However, adjustments are necessary. For example, a much larger sheet and stools, or
a tent, are necessary to adequately cover the larger scenes. This adjustment, as well as other
specifics, were included in the final procedural guidelines of the chapter.

Challenges and Guidelines
Within the field data collection process, challenges were posed by the environment as
well as by the experimental nature of the research process. The cleaning of the scene was a
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vitally important step of data collection. The obvious materials that blocked pieces of evidence
or skeletal materials did not only need to be removed, but all tall grass or plants need to be cut
short. Cleaning of the scene needed to be performed from every angle, and at the level of each
view angle before recording began. To preserve the pristine nature of the clear scene, people and
material needed to be kept away from the scene. The photographer should be the only one near
the scene and the lights. The field aides when they are holding the sheet, needed to be kept a
minimum distance of 0.6 meters (2 feet) away from the scale bars. This not only kept people
from accidentally knocking leaves or other debris onto the scene, but also helped with lighting
discrepancies. The presence of people and the lights close to the scene during the recording of
iterations in which they were unnecessary led to the projection of shadows on the scene.
Specifically, the lights should not be added to the scene until they are necessary, as the large
light panels cast static shadows on the scene when present.
Addressing these challenges in both phases resulted in updating guidelines for data
acquisition that originated with Ferrell (2020). These guidelines included a description on how
to decide whether a scene is appropriate for CRP documentation, how to properly set up and
clear the scene, the process of data recording, and processing information. Key aspects of the
field guidelines included cleaning the scene adequately during preparation, taking photographs
from every level as well as overheads and closeups, and setting up the light correction tools.
When processing, settings were altered to achieve the highest model quality. The guidelines
recommend how to alter these settings, and to always process each set of images multiple times.

Archaeological and Crime Scene Applications
As with many forensic archaeology practices, CRP was originally utilized to record
traditional archaeology sites (Fussell, 1982; Baltsavias, 1999; Al-kheder et al., 2008; Burtch,
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2008; Barazzetti et al., 2011a; Barsanti et al., 2013; Benavides López et al., 2016; Porter et al.,
2016). Archaeologists have already been using artificial lights and tarps as tools to correct poor
light settings (McPherron et al., 2009; Portalés et al., 2009; Teza et al., 2016). While guidelines
for applying these light correction tools have focused on forensic scenes, they can also be useful
at archaeological sites. The importance of recording highly accurate maps of sites is not limited
to only forensic scenes. Archaeologists require accurate maps of their sites to ensure its
preservation, and encounter the same complex environmental factors found in all outdoor
settings. Therefore, guidelines that integrate accepted light correction tools with protocols on
recording complex scenes, can facilitate the more successful application of CRP technology in
circumstances of dappled lighting.
Close-range photogrammetry has proven to be a reliable technique when recording
outdoor forensic scenes. However, crime scene investigators do not have the same luxury as
archaeologists when choosing the best time to use this technology. Forensic scenes must be
recorded as quickly and accurately as possible, while working with whatever lighting situation is
present. Therefore, the inclusion of the light correction tools may allow crime scene
investigators the opportunity to employ this technology in many more lighting scenarios.
Whatever the outdoor lighting situation is, the application of these tools can correct for all
dappled or harsh lighting difficulties. Thus, the CRP technology can be used, and the produced
models appear accurate enough for presentation in court.

Conclusion
In general, the application of CRP to forensic or archaeological scenes will result in
highly accurate models. Even though not all environmental conditions can be mitigated,
difficulties in harsh or dappled lighting will no longer be a limiting or challenging variable to
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CRP users. The simple inclusion of artificial lights, a white sheet, or both can contribute to more
even coloring and higher visual accuracy of the produced models. Further research may
contribute procedures to better address other environmental causes of distortion in CRP models,
and higher quality models in all conceivable outdoor data collection situations.
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APPENDIX: PROCESSING REPORTS
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