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ABSTRACT

The de Haas van Alphen

(dHvA) effect is used, using the field modulation

method, to study the orientation dependence o f the extremal cross - sectional areas o f the
Fermi surface (FS) and effective masses of CexLa,.xB6 alloys for x between 0 and 0.05.
Previous measurements on these samples, using the pulsed field method, up to x
= I showed that the FS was spin polarized at very low Ce concentration, at x = 0.05,
indicating a spin polarity - dependent scattering mechanism. Moreover, the effective mass
was enhanced by the increase of Ce concentration. This was the motivation for the
present work which is to study in detail the topology of the FS and measure effective
masses at these low Ce concentrations. The dHvA frequency corresponding to the a 3
orbit of pure LaB6 for the magnetic field parallel to the [100] axis has a value of (7.89 ±
0.004)kT, which is in very good agreement with the original measurements on this
sample. The effective mass of such an orbit is also found to be (0.66 ± 0.03)me , which
agrees with these measurements. The measurements on all samples 0 < x < 0.05, for this
field direction, indicate that the frequencies corresponding to the a 3 and a , 2 orbits
increase in a simple way with the increase of Ce concentration up to 5%. Similarly, the
effective mass and the charge carrier density exhibit such behavior showing the gradual
transformation of the ground state from light metal LaB6 to heavy Fermion CeB6 .
The angular dependence of the dHvA frequencies corresponding to the a 3 and
a , 2 orbits confirms the assumption that the FS is an ellipsoid of revolution centered at
the X points of the Brillouin zone.

ix
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The development of the FS from spin unpolarized LaB6 to complete polarization
to the spin up state at 5% Ce in LaB6 is shown in great detail. This is in agreement with
one of the existing theories.
Similar measurements were performed on ferromagnetic EuB6, and the FS and
effective masses were determined.

x
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CHAPTER 1
GENERAL INTRODUCTION

1.1 Magnetic Oscillations and Fermi Surface
Since the discovery of the electron by J. J. Thomson in 1897, extensive theoretical
and experimental studies have been done in order to understand how the electrons in a
metal interact with one another and with the positive ions in the metal.
In 1900, Drude suggested that some of the electrons in a metal weie able to move
freely through the metal and this was proved by Lorentz a few years later. In 1926, E.
Fermi and P. Dirac [I, 2] postulated that at absolute zero temperature in a system o f N
free electrons, the electrons distribute themselves in the available energy levels such that
there could be only two electrons (spin up and spin down) in a given energy state. Since
the number of electrons is assumed to be finite, they occupy all the available energy levels
up to the highest energy level called the Fermi level. The shape of the Fermi surface (FS)
is defined by the wave vectors of the electrons or Fermions having the highest energy, so
the FS can be loosely defined as the surface of constant energy in the momentum or kspace. The energy of a free electron in the nth state is given by

ft* £ = —
' 2 m

(

1. 1)

where me is the free electron mass. For an electron in a metal, the interaction of the
electron with other electrons and ions does not change the form of Equation (1.1), but
replaces the free electron mass mc by m*, which is usually called the effective mass. The
effective mass incorporates the types of interactions of the electron with other particles in

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

the metal. The effective mass could be thought of as the free electron dressed with
phonons. The mathematical definition of effective mass will be given in the next chapter.
Electrons that are able to move freely through the lattice are called conduction
electrons and they are imagined to be in a band called the conduction band.
approach opened a vast field of study known as the band theory.

This

Band structure

calculations revealed many interesting properties of metals.
Electron - electron interaction or electron - phonon interaction can be studied by
subjecting the metal to external effects such as electric field, magnetic field, temperature,
and pressure. The response of the material to these external effects carries a great deal of
information regarding the types of interactions taking place in the material. After all, it is
the conduction electrons that will be the most affected by external forces, thereby defining
the physical properties of the metal.
This work focuses on the de Haas van Alphen (dHvA) study which is the study of
the oscillations of the magnetization as well as the thermodynamic properties of a material
as the applied magnetic field is varied. These oscillations in the magnetization o f the
sample as a function o f field are known as the dHvA oscillations after the first
experimental observation of an oscillatory field dependence of magnetic susceptibility in
Bi by W. J. de Haas and P. M. van Alphen [3]. At about the same time, such oscillations
were also pointed out by L. Landau in 1930 [4] in his study of diamagnetism in Bi but he
dismissed the possibility of experimentally observing such an effect [5]. According to
Shoenberg, this was a remarkable coincidence between theoretical predictions and
experimental observation of the oscillations almost simultaneously. In 1933, Peieirls [6]
developed a qualitative theory of dHvA oscillations and pointed out that these oscillations
should occur in all metals especially in metals with a small number of free electrons
which was later confirmed by Marcus [7] in his discovery o f the effect in Zn.

2
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This

ignited a lot of interest in looking for the effect in various metals and in the development
o f new techniques to detect the oscillations.
Another major breakthrough came about in 1952 when Onsager [8] developed a
simple but elegant equation that relates the frequency of the oscillations to the geometry
of the FS. This was based on a semi classical treatment of the motion of electrons in a
magnetic field that uses the Bohr - Sommerfeld condition to quantize the motion [5].
Mathematically, the Onsager relation is written as

(1.2)

where F is the frequency o f the oscillations known as dHvA frequency and A is the
extremal cross - sectional area of the FS normal to the applied magnetic field. This was a
key tool for accurate measurements of the FS and it soon became apparent that the dHvA
effect was the most direct and accurate way o f measuring Fermi surfaces. At the same
time, other methods o f measuring FS, began to emerge. Examples of these methods are
the magnetoacoustic geometrical effect, magnetoresistance, the anomalous skin effect, the
radio frequency size effect, cyclotron resonance, acoustic geometrical resonance, and the
Shubnikov de Haas effect.

In addition, there are less direct methods such as

photoemission, positron annihilation, the Kohn effect, and Compton scattering.
On the theoretical side, Lifshitz and Kosevich [9] developed a theory for the
oscillatory part of the magnetization or the free energy of a system of independent
quasiparticles specified by arbitrary energy e (k).
There was another major development in 1952 when Dingle [10] pointed out that
electron scattering should broaden the Landau levels, thereby reducing the amplitude of
the oscillations.
3
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All these and other observations led to the need for higher magnetic fields, lower
temperatures and quality materials for the measurements of the dHvA oscillations and the
study of the FS.
The original dHvA measurements were made using water - cooled magnets which
could go as high as 50 kG and their homogeneity was questionable. The samples were
also of poor quality and this made it difficult to observe higher dHvA frequencies
corresponding to larger FS areas with amplitudes that could be detected easily. One of
these problems - the need for higher homogeneous fields - was solved by the introduction
of superconducting magnets in the 1960s [5]. Superconducting magnets are solenoids
wound with superconducting wires. These magnets are cooled using liquid helium to
temperatures below the superconducting critical temperature of the wire. These magnets
can generate fields of the order of 20 T, or 200 kG. Nowadays, it is possible to generate
pulsed magnetic fields as high as 60 T. Moreover, at present, water -cooled resistive
magnets can produce fields as high as 35 T.
New cryogenic techniques were also developed in order to achieve very low
temperatures along with sophisticated electronic techniques of data collection and data
processing. Recent cryogenic systems can be cooled to as low as a few millikelvins.
A number of techniques for the preparation of high quality samples were
developed.

All the advancements mentioned above enabled people to detect dHvA

oscillations in various metals without much difficulty.

In general, these advances in

technology are the basis for the development of the field of experimental low temperature
physics.
1.2 Overview o f Thesis
This work mainly focuses on the dHvA study of the FS properties of CexLa,.xB6
hexaboride alloys and ferromagnetic EuB6. The rare earth hexaborides have the same
cubic crystal structure but their physical properties vary from Kondo insulating SmB6
4
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[11] to heavy Fremion (HF) CeB6 [12]. Furthermore, LaB6 is a light metal with low work
function (2.7 eV) which makes it of potential interest as an electron emitter [13], and
CeB6 is a dense Kondo heavy Fermion.

Other compounds such as CeCu2Si2 [14]

become superconductors at very low temperatures (below 0.7 K).

Therefore, it is

necessary to determine the structure of the FS and the effective masses o f the charge
carriers in order to understand the different physical properties o f these materials. One of
the best ways to do this is to use the dHvA to study the dynamics of electrons at the FS.
It is useful to understand the motion of electrons in a metal and how they can be affected
by the application of external probes such as electric fields, magnetic fields, and variations
in temperature.
For this purpose, Chapter 2 will be devoted to simple models that can qualitatively
and quantitatively account for most of the physical properties of metals. The basic ideas
of these models will be discussed. In addition, some o f the magnetic properties of metals
are briefly described in this chapter.
Chapter 3 will describe the physical properties of some of the most common
hexaborides, specifically trivalent rare earth hexaborides. The rare earth elements have f
electrons that are localized and act as magnetic impurities in the material. Some of the
few models that attempt to explain the interactions of these f electrons with the conduction
electrons will be briefly discussed in this chapter. In addition, some of the experimental
studies on these compounds and their results will presented.
The theory of the oscillatory properties of the magnetization with some of the
most important mathematical relations will be discussed in Chapter 4. The major focus of
this work is on the study of the FS topology and effective mass values of hexaboride
alloys. This chapter will present the Lifshitz - Kosevich (LK) equation that describes the
dHvA effect. The LK equation is helpful in the determination o f various parameters of

5
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metals. This chapter will also describe some of the experimental techniques for studying
the dHvA effect.
The most important results o f this work will be presented in Chapters 5 and 6.
Chapter 5 deals with the discussion of Fermi surfaces and cyclotron masses o f CexLa,
jB6

(0 < x < 0.05). The dependence of dHvA frequencies on Ce concentration and

sample orientation will be presented in this chapter. The FS geometry will be discussed
in connection with these measurements. Moreover, the results of the spin polarization of
the FS will be discussed in detail. Also, the results o f the concentration dependence and
angular dependence of effective masses will be discussed. Chapter 6 will present similar
measurements performed on EuB6.
Finally, the major results o f this work and the conclusions reached will be
summarized in Chapter 7.

6
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CHAPTER 2
THEORY OF METALS

2.1 Free Electron Theory of Metals
The discovery of the electron in 1897 by J. J. Thomson served as a foundation for
the emergence of a number of theories and experiments in order to understand the
structure of matter, especially solids. Solids are merely materials that are able to resist
shear forces [15]. Metals are one class of solids that can conduct electricity and heat. In
this chapter, we will discuss some of the basic theories or models that are set forth to
qualitatively and quantitatively account for the properties of metals.
One such theory is the Drude model which treats the valence electrons in a metal,
called conduction electrons, as freely moving negatively charged particles in a sea of
immobile positively charged ions.

In this model, the electrons behave like a non

interacting, highly degenerate classical gas and are studied using the classical kinetic
theory of gases.
At T = 0, due to the Pauli exclusion principle, the energy states in momentum
space are filled with electrons up to the Fermi energy Ep and all states above this level arc
empty. Using the Schrodinger equation, one can show that the energy o f the electrons at
the Fermi level is given by [16]

(2. 1)

2m

The occupied states in k space form a sphere called the Fermi surface with kF as the
radius of this sphere and me as the free electron mass.

7
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At finite temperature, the probability of occupancy of a level of energy e is given
by the Fermi - Dirac distribution [16],

m = -

—

,

1

-

(exp(£ —|i) + 1)

( 2 .2 )

Here, p. is the chemical potential and is equal to the Fermi energy at absolute zero. The
number o f electrons per unit volume can be written in terms of equation (2.2) as

" = 7 = j £ /<£<k))

(2 3 >

Equations (2.1) and (2.3) can be solved to yield

The density of states D(e) in three dimensions, defined as the number of orbitals per unit
energy range may be symbolically written as

£Ke) = ^

de

= - ^ T ( ^ )’,!e l“ .

In' h'

The energy density u = U/V of a gas o f free electrons can be expressed as

8
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(2.5)

( 2 .6 )

and the electronic specific heat at constant volume is

(2.7)

Using equations (2.2) and (2.6) one can write

( 2 .8 )

which is proportional to the temperature T with a constant of proportionality usually
denoted by y. The ionic contribution to the specific heat varies as T 3 at low temperature.
The ionic and electronic contributions to the specific heat together will be

C '

= yr+A T\

(2.9)

It is worth mentioning the Wiedemann - Franz law that describes the thermal conductivity
o f metals.

According to this law, the ratio o f thermal conductivity to electrical

conductivity, k/o, is directly proportional to the temperature.

The constant of

proportionality is independent of the particular metal [16, 17]. The thermal current is
defined as

(2. 10)

9
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where T is the temperature and the thermal conductivity k is related to the specific heat as

k= ^lvc.

(2.11)

Here / is the mean free path and v is the average electronic velocity.
Now let us assume that an electron is acted on by an electric field E. The current
density, J , induced by this field is [16]

J = oE,

(2.12)

where a is the conductivity ( which is the inverse of the resistivity p ) defined by

cf = ^

~
m

(2.13)

and x is the collision time, where we assume that there exists some scattering mechanism
in the metal. The mean free path, / ,the electron travels between collisions is defined as

/ = v0T

(2.14)

v0 being the average speed o f electrons. At low temperatures with carefully prepared
samples the mean free path can be as large as 10 cm [17].

10
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Let us turn our attention to the motion of electrons in a magnetic field. When the
magnetic field, B, is zero, electrons move in straight lines. However, when B is non - zero
the magnetic force,

F = —e(—x B)
c

bends the trajectories.

(2.15)

Under the action of this force the electrons circulate with a

frequency

eB
0)c = — — ,

(2.16)

called the cyclotron frequency and m* is the effective mass. We can also express the
mean angle turned between collisions as [18]

0 = cor = —
ne

(2.17)

and if ojct > 1 magnetoresistance effect may be expected ( but not always). Note that the
free electron gas shows no magnetoresistance [18]. The effective mass can be calculated
from equation (2.16) by directly measuring coe. We will also see in chapter 4 how m*
can be determined from the temperature dependence of de Haas - van Alphen (dHvA)
measurements.

11
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In alkali and noble metals, m* is of the order of the free electron mass n ^ . In rare
earth and transition metals, it can be as high as 103 m,., which is more than half o f the
proton mass, if the electron carries a clothing o f virtual phonons with it.
2.2 Band Theory o f Metals
Although the Drude model seems to be a fairly good theory, it failed to explain
many of the properties of metals. For instance, the imagined non - interacting electrons do
not obey the classical Newton's law of motion, F = ma, with constant mass [18]. The free
electron theory can not explain why some materials are

metals, semimetals,

semiconductors, insulators, superconductors, heavy Fermions, etc. The periodicity o f the
lattice is important to understanding the distinctions among these materials.

Therefore,

much more sophisticated quantum mechanical theories should be used to understand the
dynamics of these electrons.
The electrons in a crystal are arranged in energy bands separated by forbidden
regions called energy gaps, or band gaps, that result from the electron-ion interactions
[17]. In order to qualitatively understand the behavior of the electrons in a metal, we have
to solve the Schrodinger equation with a periodic potential that has the periodicity of the
lattice. A number of attempts have been made over the years to come up with a potential
that represents the types of interactions taking place in metals and solve the wave
equation. Some of these are the nearly free electron model, the Kronig - Penny model,
the empty lattice approximation, the tight binding model, pseudo potential, Wigner - Seitz,
and so on.
The general formulation of the problem is to solve the Schrodinger equation for
the simplest type of periodic potential, which may be written as

12
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U(r) = U(r+R) and the eigenfunctions satisfy

V'*(r) = “ *(r)exp(ik.r),

(2.19)

where unk(r) = unk(r+ R ) for all R in the Bravais lattice. Equation (2.19) is known as
Bloch’s theorem which can be stated as [17]:
‘T h e eigenstates of the wave equation can be expressed as the product of a plane
wave and a function uk(r) which has the periodicity of the crystal.”
The wave vector k is confined to a single primitive cell of the reciprocal lattice, called the
first Brillouin zone (BZ). This is the region in k space between -7t/a and rc/a, and the first
Bragg reflections and the energy gap occur at the boundaries o f this zone. It turns out
that the eigenvalues and eigenstates in a reciprocal lattice are periodic functions of k [17].
Since band structure calculations require very serious mathematical calculations
that are typically handled by modem computers, we will not give detailed treatments o f the
different models used to explain the behavior of electrons in metals. However, it is worth
mentioning the basic assumptions of some of the methods employed to solve the wave
equation.

For example, the nearly free electron model can qualitatively account for

electronic behavior in metals by treating the band electrons as being perturbed by the
weak periodic potential o f the ion cores. This potential introduces an energy gap at Bragg
planes. The reader is referred to a book by Kittel [17] for a detailed account of the nature
of the potential and the origins and magnitudes of the energy gaps.

13
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The tight binding approximation deals with the weak overlap of atomic
wavefunctions to describe the energy bands of partially filled d-shells of transition metals
and insulators [16]. In this model the coulomb interaction between the atom cores and
the electrons confines the energy levels into bands. The wavefunctions of the free atoms
are used to solve the Schrodinger equation for an electron moving in the coulomb
potential U(r). The band width, which is the spread between the minimum and maximum
energies in the band, is proportional to the overlap integral, y, which is related to the
potential. The smaller the overlap, the narrower the band and the larger the effective mass.
In the limit where y tends to zero the band width also vanishes and the band becomes
degenerate. For isolated atomic levels, zero band width, or no overlap of wavefunctions
1 de
the energy, e, is independent of k and the velocity, v = — — , is zero, meaning that the
h dk
electrons can not move freely. If there is non-zero overlap, then the electrons can move
freely through the crystal. If the overlap is decreased there is still motion and this is
considered as quantum mechanical tunneling from one site to another.
The nearly free electron model and the tight binding approximation as they stand
cannot be applied to real solids. In the first place, they only represent bands arising from
low lying ion cores. The valence bands - which may be either filled, partially filled, or
empty - that arise from higher lying levels and which determine the electronic behavior of
the solid are not represented by these simple models. Therefore, the wavefunctions and
potentials should be modified to give very sophisticated models which could be close
approximations to the real solid. The methods are like the cellular or Wigner - Seitz,
augmented plane wave (APW), orthogonalized wave functions (OPW), pseudopotential,
and Korringa, Kohn, and Rostoker (K.KR).

These and other methods are used to

calculate band energies, effective masses, cohesive energies, lattice constants, bulk moduli,
and many other properties depending on the particular atomic wavefunctions and
14
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potentials at hand. In the following sections we will define Fermi surfaces and effective
masses and some of the techniques used to measure or calculate them.

2.2.1 The Fermi Surface (FS)
The surface of constant energy in k space that separates unoccupied from
occupied states at T = 0 is called the Fermi surface [16].

The difference in energy

between the top of the occupied band and the bottom of the unoccupied band is the
energy gap. If the band gap is in excess of kBT (T is near room temperature), the solid is
an insulator and if the gap is comparable to kBT, the solid is an intrinsic semiconductor.
If a number of bands are partially filled, the Fermi energy, e?, lies within the energy range
and a Fermi surface exists for each partially filled band.

Such a solid has metallic

properties. The Fermi surface can be constructed in the reduced zone scheme by a
suitable choice of reciprocal lattice vector, G. The FS has a very complicated structure
even for the simplest type of metals and it is the structure o f the FS that determines the
electrical properties of the metal. Therefore, knowledge of the shape of the FS is crucial
to the study of solids in general.
2.2.2 Effective Mass
The effective mass m* is defined as [17]

1
m*

1 d£
h2 dk2

( 2 .20 )

In an applied electric or magnetic field, an electron in a periodic potential accelerates
relative to the lattice as if the electron mass were replaced by the effective mass.

If the

energy in a band depends only slightly on k or if the band width is narrow, then m* is
large. For example, the 4f electrons of rare earth metals have very large effective masses.

15
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Effective masses and FS’s can be directly measured using the de Haas - van Alphen
(dHvA) effect, which has proven to be one of the more precise and powerful experimental
methods.

Chapter 4 is devoted to the theoretical and experimental aspects of this

technique,which is the back-bone o f this work. Other methods include the Shubnikov de Haaseffect, magnetoresistance, anomalous skin effect, cyclotron resonance, and
magneto - acoustic geometric effects [16].
2 3 Quantization o f Orbits in Magnetic Field
The Bohr - Sommerfeld quantization rule for quantized orbits in a magnetic field
can be written as

j p . d r = (n + y)2nti,

(2.21)

where n is an integer and y is a phase correction, y is one - half for free electrons. The
total momentum in magnetic field is

p = ftk + ^ A .
c

(2.22)

We can substitute this into equation (2.21) and obtain an expression for the magnetic flux
through a quantized electron orbit in real space:

<t> = (n +

=
e

<I>0(/i + y) = 4.14 x 10'7Tm2(n + y).

The area of such an orbit in real space, A„, is related to the area in k space, Sn, by
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(2.23)

It follows that

(2-25)

or, we can write,

(2-26)

This shows that two successive orbits, n and n+1, have equal areas in k space on the FS
when

So the periodicity in 1/B is a striking feature of the magneto-oscillatory effects in metals
at low temperatures and high fields, namely susceptibility and resistivity.
2.4 Magnetism in Solids
The electrons with unpaired spins in a solid produce a net magnetic moment and
the interactions between the atoms characterize this magnetism. For example, if there is a
spontaneous magnetization or alignment of the magnetic moments of the electrons in the

17
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absence of an external magnetic field, the solid is said to be ferromagnetic. Other forms
of magnetization include paramagnetism, diamagnetism and antiferromagnetism.
The spin magnetic moment of an electron is expressed as [15]

where S is the electron spin, |iBis the Bohr magneton, and gs is the electron g - factor.
The magnetization density is defined as [16]

M=

VdH

(2.29)

where V is the volume, H is the magnetic field, and F is the magnetic Helmholtz fiee
energy. The magnetic susceptibility is defined as

*

dH

VdH2

(2.30)

For a classical electron system, %is inversely proportional to the temperature and may be
written as

B

where p is the effective Bohr magneton number given by
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/7=<
g(7L5)[/(y+l)r.

(2.32)

Equation (2.31) is known as Curie’s law. This shows that thermal disorder opposes the
alignment of spins by the external field. If we consider, say, ferromagnets, the exchange
field orients the electron spins, but this effect is opposed by thermal agitation.

The

temperature at which the spontaneous magnetization vanishes is called the Curie
temperature. Again in Equation (2.31), substances with x < 1 are called diamagnetic and
those with x > 1 are called paramagnetic. Paramagnetism can occur in metals, transition
elements, etc. The Curie law for magnetic susceptibility is modified to the Curie - Weiss
law in the paramagnetic phase by replacing T by T - Tc as

X = = £ — ,T > T c.
T —Tc

(2.33)

Substances with spins on alternate sites in opposite directions are called
antiferromagnets. This occurs at temperatures below the ordering, or Neil temperature, TN
,where the net magnetic moment is zero. In this case, the susceptibility has the form

Z ~ .T > T ,.

(2.34,

These are the most common types of magnetic properties observed in metals.
However, in metals for which magnetic ions have a partially filled d-shell ion, the
magnetic moment may retain only a fraction of its value, or none at all, when placed in a
metallic environment [16]. The magnetic moments in a sea of conduction electrons act as
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scattering centers and have major contribution to the electrical resistivity at low
temperatures. The effect of these magnetic moments on the solid will be discussed in
detail in the following chapter.
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CHAPTER 3
RARE EARTH MATERIALS

3.1 Introduction
Magnetic impurities in metals lead to unusual low temperature properties, such as
the large electronic contribution to the specific heat and magnetic susceptibility due to
highly correlated electron systems. So the basic question is to understand how such
magnetic impurity moments survive in the metallic environment and how they can affect
the conduction electrons of the host metal [19].

Rare earth compounds are good

examples of localized states since the 4f states are well localized or tightly bound to the
atomic cores. Most of these compounds are in the trivalent states. The hybridization
between 4f states and conduction band electrons slightly delocalizes the 4f electrons,
inducing fluctuations in the 4f charge and spin orbital degrees of freedom that result in
mixed valent and heavy Fermion (HF) systems. If hybridization is weak, that is, the two
ionic configurations are energetically well separated, then this is known as the Kondo
effect in dilute alloys and heavy Fermion (HF) behavior in compounds [20]. The large
coefficient, y, of the specific heat shows the presence o f delocalized electrons with large
effective masses, m* (m* - 102- lC^m,.), at low temperatures or heavy electron systems.
The observation of a resistance minimum in some metals, which is uncommon to normal
metals, is a magnetic impurity effect which was explained by Kondo (1964) [21].
Another interesting property of rare earth materials is the observation of
intermediate or non-integral valence states. This occurs when the f state is coupled to the
conduction band and essentially donates a fraction of its f electron to the conduction
band, resulting in an intermediate or non-integral rare earth valence. Intermediate (non
integral) valence and HF systems occur in a variety of Ce, Sm, Eu, Tm, Yb, U, and Np
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based alloys and compounds [20]. A good example of a material with mixed valence is
SmB6.
Even though HF systems have dramatic low temperature anomalies, the most
surprising being the discovery o f superconductivity in these systems which has
tremendous impetus to both experimentalists and theorists for further work in the field of
HF systems. We will briefly mention the properties of these HF superconductors based
on the existing data and predicted theoretical explanations at the end of this chapter. But
first, in the next section, a special class of rare earth compounds, namely rare earth
hexaborides, which have interesting physical properties in spite of their simple
crystallographic structure will be discussed.
3.2 General Properties o f Rare Earth Hexaborides
The rare earth hexaborides show a great variety of physical properties, even
though they share the same cubic structure. Their physical properties range from Kondo
insulating in SmB6 [11] to semi-metallic in CaB6 [22, 23], and from dense Kondo
behavior and electric quadrupole ordering in CeB6 [12] to monovalent metallic in LaB6
[13]. For this reason, they have received considerable attention from experimental and
theoretical scientists during the last three decades trying to understand their varying
properties as functions of temperature and magnetic field. They show no crystallographic
phase transition at low temperatures. Thus, the interactions of the valence band electrons
with the 4f electrons determine the specific properties of these materials [24]. In order to
understand these interactions, experimental and theoretical studies of rare earth materials
have been the subject of great interest aimed at the understanding of the interactions
between magnetic moments and conduction electrons in metals [20].

One o f these

experimental attempts is to use the dHvA effect to measure effective masses and Dingle
temperatures for these materials, which provides detailed information regarding the
interactions of the valence band electrons with the 4f electrons. The dHvA effect is also
22
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an excellent technique to measure the FS’s of these hexaborides. Some o f the most
commonly known hexaborides are LaB6, CeB6, EuB6, CaB6, SrB6, SmB6, BaB6, PrB6 and
NdB6. These are the simplest type o f hexaborides that are o f the type (RE)B6 where RE
stands for rare earth. They are extremely hard because of the covalently bonded cage of
boron atoms [13]. That is, for example, each La (or Ce) ion is surrounded by an
octahedra of Boron atoms. CeB6 has one 4f electron whereas LaB6 has no f electron.
LaB6 is a typical monovalent metal while CeB6 is a dense Kondo material. CeB6 is the
only heavy Fermion among these hexaborides.

CexLalxB6 exhibit the dilute Kondo

effect which make alloys in the whole concentration range [25]. They are chemically and
thermally stable and can be used as electron emitters due to their low work functions [13].
They may also have potentially interesting superconducting properties that may reveal the
mystery of the mechanism of high temperature superconductivity. These materials can be
prepared with sufficient purity and have the long low-temperature relaxation times that are
required for dHvA and MR measurements of FS properties.
3.2.1 Lanthanum and Cerium Hexaborides
CeB6 and LaB6, like all other hexaborides, crystallize in the cubic CsCl structure
where the La (or Ce) ion is located at the center of cube surrounded by octahedra of B
ions located at the comers of the cube (see Figure 3.1).
CeB6 and LaB6 have similar prolate ellipsoidal FS’s centered on the X points and
connected by necks along the TM line [13]. The X centered ellipsoids in CeB6 are about
10% larger than those in LaB6, which is confirmed by experiments and band structure
calculations [24, 26]. Other band structure calculations for the FSs of LaB6 include those
that use the discrete variation method [13]. They showed the existence of an electron
surface centered at X which is closed along XT and XM directions. The experiments that
confirmed the above mentioned results are discussed below. The first detailed extensive
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Figure 3.1 Crystal structure o f LaB6.

a«
0 .9

m
Figure 3.2 Angular dependence of extremal areas of the FS [13].
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experimental work on LaB6 was made by A. J. Arko et al. [13] using the dHvA effect and
magnetoresistance measurements. They have done magnetoresistance measurements for
different orientations of the sample with respect to the direction of magnetic field. These
measurements revealed that the metal is uncompensated (i.e., does not have an equal
number of electrons and holes) and the existence of open orbits in certain directions.
They also suggested the presence of magnetic break down which resulted in topological
changes of the orbits.
The dHvA measurements of A. J. Arko et al. o f the angular dependence of
extremal areas of FSs are shown in Figure 3.2. The observed frequencies indicated the
existence of roughly spherical FSs centered at the X or M points of the BZ, which are
consistent with the predictions of band structure calculations [13]. This can be seen from
the angular dependence o f the frequencies or the extremal areas that the minimum area of
the ellipse, which is represented by Xi in Figure 3.2, does not change appreciably with the
orientation of the sample relative to the field direction. However, the maximum area of the
ellipse changes significantly with orientation. The X centered spheres are connected by
necks extending along lines connecting the X points of the BZ. Figure 3.3 shows the
proposed FS structure of LaB6 and Figure 3.4 is a two dimensional picture o f the same
FS. They have observed a number of frequencies, but for our purposes, we are interested
here to know the value o f the frequency for the a 3 orbit (x, in Figure 3.2), which they
measured to be 7.89 kT. O f course, the shape of the FS is equally important. They have
also determined the value of the effective mass from the temperature dependence of the
dHvA amplitude for this orbit, which was 0.65mc. Therefore, it is obvious that LaB6 is
regarded as light metallic hexaboride, not as a HF.
Another interesting dHvA experiment was that of Deursen et al. [24] in which
they measured and compared with each other extremal areas of the FSs o f CeB6 and
LaB6. According to their results, LaB6 and CeB6 have identical FSs - the only difference
25
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being in the sizes of the FSs where the FS of CeB6 is larger than that o f LaB6 by about
10%.

They measured the dHvA frequency for the or,, or belly orbit, of CeB6 to be 8.66 kT, and
the corresponding effective mass value was (6 ± l)meat 30 T for the conduction electrons
and a relatively high value of the scattering parameter m*TDo f 8 ± 2.

[001]

[010]
M

[100]

Figure 3.3 The Fermi surface of LaB6
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Figure 3.4 The Fermi surface of LaB6 showing four frequencies o tj, a l 2 e, and y.
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Further dHvA experimental studies on CeB6 showed the field dependence of the
effective mass - that the effective mass of the quasiparticles is reduced by an order of
magnitude when the field is varied from 7 to 50 T. It was found that the cyclotron mass
ranges from (26 ± l)m e at 7.1 T down to (3.06 ± 0.13) n^ at 46.9 T [27] . It is evident
from these experimental results that CeB6 is a HF compound.
CeB6 is trivalent with 4f* electronic configuration. The ground multiplet o f the LS coupling is J = 5/2 and the cubic crystal field lifts the degeneracy of this multiplet into
r 7 (doublet) and Tg (quartet) where the ground state has been shown to be Tg [25, 28].
Moreover, examination of the magnetization process and temperature dependence of
magnetic susceptibility % show that the ground state of CexLalxB6 is the Tg quartet for
the whole range of Ce concentration [25]. The dense Kondo-like behavior o f CeB6 can
be understood from resistivity measurements on this material that show a Kondo-like
minimum near 150 K and exhibit semiconducting behavior near 3 K [29, 30], According
to the measurements o f the magnetization process by N. Sato etal. [31], the H-T diagram
of CeB6 has three phases - I, II, and III - with decreasing temperature.

Phase I is

paramagnetic with a typical InT dependence o f resistivity p, like dilute Kondo systems.
At 2.3 K and 3.2 K, antiferromagnetic (phase III) and quadrupolar (phase II) ordering
enhanced by a magnetic field occur respectively [32]. In addition to LaB6 and CeB6 there
are other rare earth hexaborides which have very interesting physical properties.
Examples are like EuB6, CaB6, and the alloys we studied CexLaIxB6 . These and other
common rare earth hexaborides are described in the next section.
3.2.2 Other Rare Earth Hexaborides
At temperatures above 300 K, EuB6 has slightly activated resistivity and becomes
slightly metallic upon cooling [32]. Near 15 K the material orders ferromagnetically and
the resistivity drops, showing a transition from a high temperature semiconductor to a low
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temperature semimetal [33], We have done dHvA measurements on EuB6 and the results
are discussed in detail in chapter 6.
CaB6 is a divalent alkaline - earth hexaboride.

Magnetic susceptibility and

electrical resistivity measurements were performed on single crystals of CaB6 doped with
trivalent La [34]. Extraordinary results were achieved when CaB6 was doped with only
0.5% La that it showed a change from semimetal to metallic like temperature dependence
and a drop in resistivity by a factor of the order of 50 at low temperatures compared to
pure CaB6 . In addition, a weak ferromagnetic moment was observed with its magnitude
peaking near 0.5% La in CaB6 [34]. Since Sr does not generate a local moment, SrB6 is
non magnetic [32]. However, similar magnetic properties were observed in SrB6 and
BaB6 doped with La showing maximum moments at 0.5%.
SmB6 has temperature activated resistivity which may be possible due to the
formation of a gap at the Fermi level.

Optical and NMR spectroscopies have

demonstrated shifting of the carriers away from the Fermi level supporting the previous
statement. Moreover, there is no long - range ordering in this material down to 40mK
[32],
Finally, neutron diffraction experiments have shown that both PrB6 and NdB6
order antiferromagnetically at low temperatures, TN = 8.6 K and 7.5 K respectively [24].
The above are some of the most known hexaborides and experiments have shown a
variety of ground states and low temperature behavior of these f - electron systems. This
thesis will focus on the results of the low temperature properties of LaB6, CeB6, CexLa,_
xB6 ( 0< x < 1), and EuB6 based on dHvA measurements which are presented in the
following chapters. LaB6 and CeB6 are well studied materials but the intermediate alloys
CexLa,.xB6 ( 0< x < 1) are not well studied. But before we talk about these alloys it is
helpful to discuss heavy Fermions since CeB6 is one of the HF systems.
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So the

theoretical predictions and experimental results o f the f -electron systems are discussed
below.
3 J Heavy Fermion Systems
The term heavy Fermion (HF) is attributed to materials which have large specific
heat coefficients y greater than 400mJ/moleK2.

Examples are like CeAl3 (y -

1620mJ/moleK2), CeCu2Si2( y - 1 lOOmJ/moleK2), CeCu6( y - 1600mJ/moleK2), UPt3(y
~ 420mJ/moleK2), U2Z n,7 (y - 400mJ/moleK2 ), UBeI3 (y ~ 1lOOmJ/moleK2 ), CeB6,
UA12, URu2Si2, etc [19], The large specific heat coefficient is associated with large
effective masses m* (102 -K^nij), hence the name heavy Fermions.

These materials

exhibit large Pauli susceptibility and large density of states at the Fermi level attributed to
Kondo resonance arising from screening of the magnetic moments of the quasilocalized f
electrons by conduction electrons. The Kondo resonance of different rare earth sites
superimpose coherently and form a narrow band of width TK (TK is called Kondo
temperature) at the Fermi surface.

In other wards, at high temperatures, the HF

compounds act like they contain weakly interacting magnetic moments immersed in a sea
of conduction electrons with normal masses.

As the temperature is lowered the f

electrons at some coherence temperature T* start to interact strongly to produce changes
in the specific heat and magnetic susceptibility. This manifests as narrow peak in the
density of states as well as in the resistivity at low temperatures and also in the
temperature dependence of specific heat and magnetic susceptibility [35].
The correlation induced by the strong short range Coulomb interactions result in
complex and diverse behavior of these HF compounds.

Broadly speaking, the only

common thing to all these HF systems is the very large low temperature electronic
specific heat y, otherwise, they show considerable diversity.

Even the temperature

dependence of the specific heat for all these materials does not fit the usual metallic form
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c(T) = yr+pr3

(3.1)

with temperature independent coefficients y and (3 [19]. For example, the temperature
dependence o f specific heat for UPt3 has the form [35]

C(T) = ?r+ pr + S T i n T .

(3.2)

At high temperatures, the magnetic susceptibilities x of all heavy Fermions exhibit
a Curie Weiss law but again they show variations at low temperatures. Nevertheless, both
y and x are enhanced by the spin fluctuations of f-electrons in a similar way as can be
seen from the Wilson ratio R ( R= y / x) which is o f order unity [36].
The electrical resistivities of HF materials are, with some exceptions, the same as
the Kondo lattice compounds increasing to a maximum and decreasing rapidly as the
temperature is lowered. For some of these compounds, like CeAl3, the resistivity goes as
T2 as the temperature is lowered which can be explained by the Fermi liquid (FL) theory
and has been confirmed by dHvA observations o f long lived quasi particle excitations at
the FS. In compounds such as UPt3 and URu2Si2 a weak form of antiferromagnetic
(AFM) order associated with remarkably small magnetic moments is observed in neutron
diffraction experiments.

An example is the weak AFM observed in URu2Si2 with

moments of 0.03pB[37],
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3.4 Heavy Fermion Superconductors
In HF systems such as CeCu2Si2 with specific heat y - 1100m! /mol°K, an
effective mass m* ~ l O ^ , a large Ce - Ce separation o f 4.1°A and a high temperature
Curie Weiss susceptibility x with peff = 2.68pB, we would expect magnetic interactions
that are much too strong to allow superconductivity [35]. However, superconductivity
was discovered in the highly correlated, high effective mass 4f electrons in CeCu2Si; with
large discontinuity in specific heat and bulk Meissner effect at 0.5

K [35].

Superconductivity was also observed in other HF compounds like UBeI3 and UPt3. The
discovery of superconductivity in these heavy Fermion systems attracted theorists and
experimentalists to investigate the nature of the HF ground state and the possibility of
superconducting being induced by triplet p-wave pairing rather than the singlet s-wave
pairing as in BCS.
Some of the experimental efforts to observe superconductivity in these
compounds are the specific heat measurements made on CeCu2Si2, UBe13 and UPt3.
CeCiL.Si, has a tetragonal structure with d^.^ = 4 .1°A [38]. A large discontinuity AC in
the specific heat at Tc = 0.6 K was observed indicating a superconducting second order
phase transition in CeCu2Si2 [35]. Sharp superconducting transition in U Be13 ( d ^ =
5.13°A) was also observed at 0.97 K in the specific heat measurements by Bucher et al
(1975) [39]. The third HF superconductor we would like to mention is UPt3 which has
hexagonal structure with du.u= 4.1°A [40]. It was observed in UPt3 that the specific heat
in addition to the usual 7T and (3T3 terms has a T3lnT term which is produced by long
range spin fluctuations and is manifested by an up turn below 10K in the C/T versus T2
plots of Stewart et al. [35]. They found not only a T3InT term in C, but also resistive ac
susceptibility and specific heat transitions at 0.54 K into the superconducting state
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making UPt3 the first known HF superconductor with T3lnT term in C.

The T3lnT

doesn’t exist in the measurements of UBeI3 and CeCi^Si,.
The interesting observation of the coexistence of spin fluctuation and
supercoductivity in UPt3 leads to the idea of the possibility of parallel spin pairing (p
state) of the superconducting electrons unlike to the anti - parallel spin pairing (s state) in
the BCS theory. Thus, there are speculations that UPt3 may be the first p-wave
superconductor which has tremendous impact to the field of HF systems [35].
So far, we have seen some of the experimental results and predictions that might
help us understand the physical properties of highly correlated electron systems. There
are also some theoretical models available for calculating the interactions of the electrons
in these compounds. None of these models provide a complete description on how to
calculate or understand the types of interactions taking place in these materials.
Nonetheless, they provide some useful insight into the physics of strongly correlated
systems and explanations to some of the results of experiments. It is not our intention to
fully explain and show the calculations of these models in this thesis since this is an
experimental work but it is important to briefly describe some of the models which may
explain some of our experimental results.
In the early theoretical work on impurities in metals, the effect o f impurity
resulting in the resistance minimum was not well understood until the calculations of
resistivity by Kondo (1963) based on a model that assumed the existence of a local
magnetic moment which is coupled to the conduction electrons through an exchange
interaction [19]. This is called the s-d model. The interesting result of this approach is a
InT contribution to the resistivity due to singular scattering of conduction electrons near
the Fermi level as a result of the coupling. For antiferromagnetic coupling the InT term
increases with decreasing temperature which was sufficient to explain the resistance
minimum. It is clear, however, that the InT term diverges at very low temperatures and the
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Kondo theory fails as T—>0 which is referred to as the Kondo problem. The temperature
at which the InT term diverges for antiferromagnetic coupling is called the Kondo
temperature TK. This is also the energy separation between singlet and triplet levels
formed by the impurity spin and the spin density o f the conduction electrons [20]. The
techniques developed using perturbation approaches can merely explain magnetic
impurity for T » TKbut not for T « TK. This led to the idea o f using non perturbative
approach to predict the impurity contributions to both thermodynamic and transport
properties for T < TK. The s-d model and the Anderson model appeared to give exact
solutions to this problem [19].
A number of models attempted to solve the one electron Schrodinger equation for
an impurity in a metallic host. One such model is the first principle model that introduces
an additional potential due to impurity into the Schrodinger equation. This model uses
the local density approximation to solve the Schrodinger equation and can explain well
the ground state properties of many systems. But this approach is not appropriate when
strongly correlated systems with unfilled f-shells are involved since the local Coulomb
interaction is strong.
Another model is the potential scattering model which again introduces a similar
effective potential due to impurity. This potential changes the density of states at the
Fermi level which in turn changes the specific heat and the paramagnetic susceptibility
[19]. In these models, it is assumed that the impurities do not interact with each other.
The interacting Anderson model, as the name implies, includes the Coulomb
interaction between the electrons in the impurity ion states. Other models like the s-d
exchange model, the ionic model, and the Coqblin - Schrieffer model are also used to
examine the effects of magnetic impurities in simple metals.

These are the simplest

models which are based on single impurity in a host metal. However, they must be
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generalized to multiple impurity scattering and we must investigate the ways in which the
impurities affect the behavior of the host metal.
There are few recent theories that predict superconductivity in HF systems. For
example,

the existence of superconductivity

in CeCu2Si2 was

explained

by

Razafimandimby [41] by examining the e-p mechanisms in Kondo lattices. Lee and
Bowen (1984) suggested a new non phonon attractive interaction between electrons in the
Kondo regime to explain superconductivity in HF systems. Varma argued the possibility
of p-wave superconductivity in HF systems [42]. Anderson predicted the existence of
attractive parallel spin p-wave interactions, in analogy to He3, in HF superconductors [43].
Bedell and Quader used a Fermi liquid model to argue that p-wave pairing occurs in HF
systems.
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CHAPTER 4
THE de HAAS - van ALPHEN EFFECT

4.1 Introduction
In the preceding chapters we have discussed some o f the theoretical and
experimental approaches set forward to understand the physical properties of a metal or
any material in general. The most successful picture is Drude’s model of the free
electron theory that is based on the assumption that some of the electrons in a metal are
able to move freely through the metal. At first, it is natural to assume that these electrons
move independent of each other and later introduce the types o f interactions among these
electrons themselves and their interactions with the nuclei. These interactions manifest
themselves in the thermodynamic, electrical, magnetic, and other properties of the material.
With the discovery of the Fermi - Dirac statistics and the development of quantum
mechanics, people started to investigate the energies and spatial and momentum
distributions of the electrons which led to the field of band structure calculations. On the
other hand, experimentalists using magnetic, electric, or thermal probes studied the
interactions and exchanges of energies and momenta of these electrons with each other
and with the periodically arranged vibrating nuclei and measured the contributions of
these interactions to the specific heat, resistivity, and all sorts of properties of the metal.
In this chapter we will discuss some of the theoretical and experimental studies
dealing with the magnetic phenomena of metals and rare earth compounds.
It is common knowledge that some of the properties of a material oscillate as the
magnetic field is varied. These oscillations can be classified into two groups. The first is
the thermodynamic properties and their oscillatory variations with magnetic field that can
be derived directly from the oscillatory part of the thermodynamic potential.
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In this

category fall the magnetic properties, that is, the dHvA effect, the thermal properties (the
sample temperature and specific heat), the mechanical properties (the sample dimensions,
that is magnetostrictions and elastic properties), and the chemical potential (that is
oscillations in the Fermi energy).
The second group involves non - equilibrium properties and so cannot be derived
from the thermodynamic potential alone. The passage of Landau tubes, which will be
explained soon, through the Fermi surface cause oscillatory variation with field that
shows essentially the same periodicity as do the oscillations of the thermodynamic
properties. The theory of these non - equilibrium properties involves much more difficult
considerations [5]. This chapter is devoted to the discussion o f the oscillations in the
magnetic properties of a material which is referred to as the de Haas van Alphen (dHvA)
effect.
The original idea of the oscillations of the magnetization at low temperatures as
the magnetic field is varied came from Landau (1930) [4]. Shortly, Shubnikov and de
Haas (1930) observed, for the first time, oscillations in the field dependence of the
electrical resistivity in Bi which in fact led to the discovery of the dHvA effect [5]. This
effect is significant in semi metals and semiconductors at low temperatures and high
magnetic fields. The extent of the usefulness and power of the dHvA effect was realized
by Onsager in 1952 [8]. One of the greatest contributions o f the dHvA effect to solid
state physics is its ability to accurately measure the extremal areas of the FS that enables
us to extract the geometry of the FS which in turn helps band calculations to target this
geometry and use it as a frame o f reference or as a guide to dig up more and more into
this structure. This technique can also directly measure effective masses o f conduction
electrons. The determination o f the FS geometry and effective masses using the dHvA
effect was refined and developed due largely to Shoenberg [5].
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The key theory to the dHvA effect was pointed out by Landau who predicted that
the oscillations were direct consequences of the quantization of the electron orbits in a
magnetic field. This was an indirect proof of the failure o f the semi - classical theory that
the phenomenon of magnetic oscillations was indeed a quantum effect. Later, Onsager
showed that the area quantization in a magnetic field was to confine the allowed states in
k-space to tubes called Landau tubes as could be expressed by the simple relation [8],

/
.
1.
a(£,fc„) = ( r + - ) — —

2

nc

. ..
(4.1)

where a is the cross - sectional area of a Landau tube, of constant energy e, cut by a plane
normal to the magnetic field H (that is, for given kH) and r is an integer.
The energy levels of an electron in a magnetic field can be obtained by solving the
Schrodinger equation and are given by

X.ehH h:k2u
e = (/■+ - ) ------ + —
2 me
2m

(4. 2)

where me is the free electron mass.
Figure 4 .1 shows schematic sketches of Landau tubes that can help us understand
why the magnetization oscillates as the field is varied. For a fiee electron system at T = 0,
we know that the FS will be a sphere and all states up to the Fermi level will be occupied.
This is a continuum energy spectrum. But in the presence o f magnetic field, this
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Figure 4.1 Landau tubes for (a) spherical surfaces of constant energy and (b)
ellipsoidal surfaces of constant energy [5].
continuum energy spectrum collapses down to discrete levels, called Landau levels (LL),
and only the states that lie on these levels or tubes within the FS will be occupied. Now,
if we consider the outermost tube that lies closer to the FS, as the magnetic field is
increased its occupied length will shrink and eventually vanishes when

a =A

(4.3)

where A is the extremal area of the cross - section of the FS by planes normal to H.
Notice that these areas are extremal areas meaning thereby they can be maximum or
minimum cross - sectional areas. The interesting thing here is the vanishing of the
occupation happens periodically in 1/H and hence the magnetization or the density of
states oscillate periodically as a function of 1/H. This can also be viewed as the passage
of successive Landau tubes through the FS at equal intervals in 1/H [5]. Mathematically,
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The dHvA frequency is defined as 1/ A (l/ ff) and Equation (4.4) can be re - written as

(4.5)

Equation (4.5) is known as the Onsager relation which shows that the frequency of
oscillations is directly proportional to the extremal area of the FS. So by measuring the
frequencies for different crystal orientations of the sample, we can measure the size and
extract the geometry of the FS.
4.1.1 Calculation o f the Free Energy
The free energy for a system of N particles is given by

F —E —TS

(4.6)

Cl = F - N $

(4.7)

and the thermodynamic potential is

where £ is the chemical potential.
The vector magnetic moment is defined by [5]

(4-8)
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and its components parallel M, and perpendicular M± to the field are

(4.9)
and

H d d ' iJi

(4.10)

where 0 is the angle specifying the direction of H.
For a system obeying the Fermi - Dirac statistics having states o f energy e, one
can obtain an expression for the thermodynamic potential as

Q = - k T \ </*(— ;— ) £ ln(l + exp((£- £ p)/kT))

(4.11)

where V is the volume in real space.
4.2 The LK Form ula
Lifshitz and Kosevich (1954) [44] developed an expression for the oscillatory
part of the thermodynamic potential for a nearly free electron system.

From this

expression, they obtained the components of the oscillatory magnetization in directions
parallel and perpendicular to the external magnetic held as

s in [ 2 * p ( - ^ - y ) ± ^ ]
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(4.12)

where

°< w , =

^ ( p ) —

H ,ZF
m ■|A'f

w

Z * — . x />
, =
s i n h yX/ p

Orr
PH

RD( p ) = e x p (-2 ;r M rD/£ // ) ; TD =

h
2nkr

and
/?s( p ) = c o s ( ^ - p ^ — ) .

2

Here p is an integer or harmonic index in the Fourier sum for M , y is a phase constant, F
is the dHvA frequency and A is the extremal cross - sectional area of FS normal to H.
The + or - tc/4 phase terms apply when A is a minimum or a maximum extremum
respectively. Rp RDand R$ are reduction factors which will be described below.
The effect of finite temperature is equivalent to a phase smearing and reduces the
dHvA amplitude by a factor
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Y
L-T
- h 7 - - ,X = 2 K p - ^ - .
sinh(X ) '
^ pH

(4.14)

This is just a function of the ratio of thermal energy kT to the Landau energy level
separation pH. The second is what is known as the Dingle reduction factor which is the
reduction factor due to finite scattering time of the electrons. In the absence o f scattering
the Landau levels are sharply defined. But if the electrons have finite relaxation time x
due to scattering, the uncertainty principle dictates that the Landau levels will become
broadened and this leads to a reduction in the amplitude. This Dingle reduction factor
has the form

= e*p(

where Tu =

litk x

pH

^ )

(4.15)

is called the Dingle temperature. We can see from equation (4.15) that

the effect of this reduction factor is similar to the one that can be caused by a rise of
temperature TD, hence the name Dingle temperature.
The next is the spin reduction factor Rs(p). In the presence of magnetic field H
the spin degeneracy is lifted and we have contributions to the dHvA amplitude from both
the spin - up and spin - down electrons. The superposition of these oscillations is to
multiply the original amplitude by a spin reduction factor given by

Rs = c o s(^ p g — ).
2
m„
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(4.16)

Other reduction factors include such as those due to sample or field
inhomogeneity.

For instance, if the field is inhomogeneous across the sample, the

reduction factor due to this field inhomogeneity is

(4.17)

where A = npF

and AH is the field inhomogeneity. If the sample is inhomogeneous

in composition or if there are defects due to dislocations in the sample, there will be a
small spread of F, which is denoted by AF, and the reduction factor associated with this is
given by

(4-18)

with x1= —
Jtk

and AF is the spread in frequency.

The LK theory has been verified experimentally for many metals and it proved to
represent the dHvA effect accurately. This theory is valid even if many body interactions
are taken into account except in extreme conditions o f magnetic interaction (MI) or the
Shoenberg effect [45] and magnetic breakdown (MB) [46-50]. Magnetic breakdown
occurs, when in sufficiently strong magnetic fields, electrons tunnel from one FS to
another separated by a small energy gap. This tunneling leads to the observation of new
orbits or frequencies which are the sums and differences of the primary orbits or
frequencies [47]. Magnetic interaction can be explained by the fact that in conditions of
high magnetic field and low temperature, the electrons see the total field B = H+47tM, not
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just H. In other words, the amplitude 4tcM becomes appreciable and we have to replace
M by M ' as

M ’ = M + 47C— .

dH

(4.19)

Therefore, the field arising from the oscillating magnetization of the electrons modifies
the dHvA oscillations and the LK formula has to be modified accordingly.
4.3 Experimental Techniques
4.3.1 Introduction
We have discussed the semi classical LK theory that described the dHvA
oscillations and these oscillations have also been observed by a variety o f experimental
methods. In this section we will see some o f the most common techniques used and their
advantages and drawbacks compared to each other. Before we do that, it is important to
estimate the order of magnitude of the oscillation amplitude using the LK equation which
may provide us with information on the possibility of experimentally detecting these
oscillations. So, according to this equation, the order of magnitude o f M/H at high fields
and low temperatures is about 10'5 for metals with both large and small FS ’s. This is
comparable to that o f the steady magnetic susceptibility (10'6-10‘5) and the traditional
method of measuring susceptibility can be used to detect these Landau quantum
oscillations (LQO) [5]. Based on these estimates, different experiments o f detecting such
oscillations have been designed (and are still being designed) depending on the type of
measurements needed, but it is always necessary to maximize the signal to noise ratio. So
far, we can not say there is as such one technique that is the best o f all. Each and every
technique has its advantages and drawbacks compared to the others.
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Here, we will talk about some o f the most common methods used at this time for
detection of LQO with emphasis on the techniques used for our measurements. These
techniques are classified into static and dynamic methods depending on whether the
technique requires the magnetization to vary with time or not.
4.3.2 Faraday - Curie Method
This is a static method that measures the mechanical force on a sample in an
inhomogeneous field. As is mentioned in the previous section, the disadvantage of this
technique is that the field inhomogeneity causes phase smearing and kills the oscillations
if the quantum number n of the highest occupied Landau level is too high [5].
In their discovery of the dHvA effect in Bi, de Haas and van Alphen (1930) used
the force method [3, 51]. And later, this method was also used by Shoenberg and Uddin
(1936) in their study of Bi and its dilute alloys [52] and Marcus (1947) in his study of
Zn [7],
4.3.3 The Torque M ethod
This is another static method that can be used if the FS is anisotropic. That is, if
the extremal area normal to the field varies with orientation, there is a torque acting on the
sample given by

T = - — — M uHV
F dO

(4.20)

where Mn is the component of M parallel to the field, F is the dHvA frequency, 0 is the
angle specifying the field direction and V is the volume of the sample.

The torque

method has the advantage over the Faraday method that it does not suffer from the field
inhomogeneity and the equipment needed in measuring torque is generally simpler [5].
Nevertheless, it has drawbacks as we have mentioned earlier that the FS must be
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anisotropic. The other drawback is that if the field lies along crystal symmetry directions,
the net torque is zero. As can be seen from Equation (4.20), the torque or signal is
proportional to the field and drops off rapidly with decreasing field. So, this method
must be used at high fields.
The apparatus used for our measurements
High Magnetic Field

Laboratory (NHMFL) in

on EuB6 andCexLa,.xB6at the National
Tallahasseewasthecantilever beam

magnetometer. These are very sensitive torque sensors with a resolution of 10'11 Nm.
The torque is proportional to the deflection of the cantilever which is detected by the
change in capacitance between the cantilever beam and the silicon based plate.

The

magnetization M and the torque T are related via the magnetic field B:
a) the force on a magnetic dipole in a field gradient is given by

F - M — and
dz

(4.21)

b) the torque of a magnetic dipole in a field is

r =MxB .

(4.22)

Therefore, torque measurements can be done with the sample in field center (where dB/dz
= 0) to eliminate the force term. Also force measurements can be done by eliminating
torque term. The disadvantages of this technique are heating of the sample due to current
and background noise.
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4.3.4 The Pulsed Field Method
This is one of the dynamic methods which is used when very high magnetic fields
are needed to explore higher dHvA frequencies or larger extremal areas of FS.

Before

the invention of superconducting magnets, it was difficult to achieve high (>2.5T) and
homogeneous magnetic fields using iron electromagnets. The pulsed field technique was
first used by Shoenberg [45,53,54] which not only produced much higher field but also
provided a novel method of detecting dHvA oscillations. I f the sample is placed in one of
a balanced pair of astatic pick up coils, the imbalance signal voltage in the pair due to the
magnetization of the sample is given by

v= c

dM
dMdH
= c ---------dt
d H dt

(4.23)

where c is a coupling constant associated with sample size and geometry of the coils.
The pulsed fields at the NHMFL facility at Los Alamos are produced by
discharging a large capacitor bank through a resistive coil cooled with liquid nitrogen. As
an example, if a two megajoule capacitor bank is charged to 8 kV and then discharged
through a magnet, it produces a field of up to 50 T in a 24mm bore diameter with a rise
time of about 8ms and a slower decay time of 30 to 40 ms [27]. The magnet is cooled to
77 K to reduce the resistance of the coil by at least a factor of two and to decrease the
power dissipation. Phase smearing due to field inhomogeneity can be greatly reduced by
confining small samples (of the order o f 1 to 2 mm) in the region where the field is
homogeneous. Sample heating due to eddy currents can also be reduced by selecting
sample geometry such that the radius of the sample is m uch smaller than its length [55].
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4.3.5 Field M odulation Technique
This is a dynamic method that was used for ail our measurements at LSU.
Superconducting magnets produce extremely steady and homogeneous high magnetic
fields which made possible the use o f inductive methods to study dHvA effect at high
magnetic fields. In the field modulation technique, unlike the pulsed field method, the
induced voltage in the pick up coil is caused by periodically varying the magnetization M
with time with small amplitude at a given frequency 0) and examining the induced voltage
at higher harmonic ko) [5]. This method is more sensitive than the pulsed field since it
has the great advantage of phase sensitive detection of the pick up voltage that increases
the signal to noise ratio.
The field modulation technique was first used by Shoenberg and Stiles (1964)
[56] and later developed by a number of people [57]. A small time dependent modulating
field hocoscot is superimposed to a parallel steady field H and the induced pick up voltage
which is given by Equation (4.23) can be re-written as

v = c ----- (—/uysinmr)
dH
0

(4.24)

where the time dependent field is generated by a modulation coil and 0) is the modulation
frequency. The time dependence o f dM/dH must be taken into account and since M is
non-linear in H, the voltage output contains higher harmonics and has the form

dM .
1. , d ' M
v = —cQ)< h0——smtur + —h: ——

sinkax + ...k
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(4.25)

If we now assume

• ,2wF ..
M —Asin(
1-0)
H

(4.26)

and substitute the time dependence of H into this equation, we arrive at

A#(f) = AsinJ - - 2*F
+0 .
//„+/»„ costur

(4.27)

Alter a little rearrangement, the induced emf in the pick up coil corresponding to
Equation. (4.27) can be written as

v —c

dt

= _ 2 c(oaS \ kJ^1(A)sin(^rt^7 + <p—— )sin kcot
tf '
H
2

(4.28)

where Jk(X) are Bessel functions related to 1^ and

X = - F- ±
WQ

AH

(4.29)

H2
Here AH is the field interval of one dHvA oscillation given by AH = — . It is important
F
to suitably choose the modulation field amplitude h0 to maximize the dHvA signal
amplitude. If we denote the amplitude of the kIh harmonic by |vt|, as the field or sample
orientation is varied, it has a maximum value given by
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= a tccoA

(4.30)

a t = 2 k ( J t(X ))_

(4.31)

where

where again k is the detection harmonic and

is the value of X required to produce the

first maximum of amplitude. It can be seen that for k = 1,2, and 3, X ^ has values 1.8,
3.1, and 4.2 respectively. Also the values o f h0 can be calculated using Equation (4.29)
by replacing X by X ^ as

H: A (k ) AAH
h = - °- = ------0 F 2n
2it

(4.32)

where H<jis the applied field. The value ho is 0.29AH for k = 1 and 1.88AH for k = 10.
Thus, the above equation serves as a recipe for calculating the value of h0 in order to
achieve maximum dHvA signal for a given dHvA frequency in a given field range.
This technique is powerful since field homogeneity can be achieved over a
centimeter for a superconducting magnet (this was the case in our measurements) which
is much bigger than the sample sizes used for measurements. The self heating of the
sample can be reduced by working at low modulation frequencies. One of the problems
with this method is the noise from the emf induced by vibrations o f the pick up coil and
the interaction of the modulating current with the steady magnetic field. This can be
improved by detection at higher harmonic rather than at the fundamental.
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So far, we have assumed that both the pick up coil and the modulation field are
parallel to the steady magnetic field. However, if the modulation coil or the pick up coil
are set at suitably chosen angle to the steady field Ho, it is possible to suppress some of
the dominant frequencies and can be helpful in the appearance of much weaker
frequencies. Another advantage o f this method is that it can discriminate between two
nearly equal frequencies by tilting the modulation and pick up coils.

Therefore, this

technique is of great advantage when measuring angular variations o f dHvA frequencies.
In the following sections, we will discuss how the modulation coil, the pick upcoil
and the sample rotator are designed and utilized in our experiments.
4.4 Instrum entation
4.4.1 The Field M odulation Coil
The field modulation coil used for our measurements is a simple solenoid with
approximately 1000 turns wound onto a G-10 epoxy form and potted layer by layer with
A -12 epoxy in order to hold the wires in place. The first coil used was wound with A1
wire (0.01” diameter) which has a room temperature resistance o f 65Q.

The inner

diameter of the coil was 1.6 inches and the total length was equal to this radius to
maximize the output field and at the same time m inim izing the power dissipation. It is
advisable to use A1 coil when working at high fields since its magnetoresistance saturates
at some field lower than the measurement field range. The problem is since A1 wire is
soft, it cannot be drawn into sufficient lengths to wind an entire coil. In addition, since
soldering A1 is nearly impossible, we had to make copper joints to connect it to the copper
current leads and these joints can break very easily. Therefore, it was better for us to re
wind the modulation coil with Cu (#26 gauge) wire. The total resistance o f this Cu coil at
room temperature was 23Q and dropped to about 3£2 at liquid nitrogen temperature
(77K). At liquid He temperature (4.2K), the resistance was below 0.5Q.
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The modulation coil was calibrated using ac and dc currents. First, a dc power
supply was used to pass current through the modulation coil and the resulting modulation
field was read using an axial Hall probe placed at the center of the coil. The modulation
field as a function of current is shown in Figure (4.2). Secondly, the modulation field
was read using a calibrated pick up coil of known cross-sectional area and number of
terns. AC current was used for this procedure. This was repeated for ac currents at
different frequencies. The ac and dc calibration measurements were compared and found
to give similar results. So, by carefully selecting the modulation amplitude and frequency,
we can maximize the signal to noise ratio and target certain dHvA frequencies that we
want to measure.
4.4.2 The Pick Up CoUs
The pick up coils used for our measurements were wound on a green epoxy form
(see Figure 4.3) using a #50 gauge (0.001” diameter) Cu wire with polyvynil-butyral
coating with approximately 1500 turns on each coil. Coil A is called the pick up coil and
the sample is mounted inside this coil. Coil B is the cancellation coil which has about
750 turns on either side of coil A wound in the opposite sense to counter balance the
induced voltage in coil A in the absence of the sample so that they form a balanced pair.
This pair is balanced by applying modulation field and adding to or subtracting turns
from coil B until the total output is zeroed. This process is done until the pair is balanced
to one turn in 104. Once the detection coils are balanced, they are placed in a fumace for
about half an hour in order to melt the heat activated epoxy wire coating thus potting the
coils. The exterior of the pair was also coated with A -12 epoxy to prevent injury to the
fine wires.
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4.4.3 The Sample Rotator
We used a beautifully designed sample rotator made of G-10 with a gear system
that can be rotated from the top of the probe which is at room temperature. This sample
rotator was designed by a former graduate student, Donavan Hall. The pick up coil and
the sample are mounted inside the sample rotator. Thus, the sample can be rotated with -
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Figure 4.2 Field calibration for the modulation coil used in the experiment.
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out pulling out the sample probe from the cryogenic system. A step motor was placed on
top of the probe to rotate the sample rotator as well as the sample. The step motor or
compumotor moves 25000 steps in one revolution and the speed of rotation can be set as
desired. For all our rotation measurements the speed of rotation was 0.00 lrps. The
samples used are rectangular parallelepipeds where each face is oriented to be along the
[ 100] crystal axis. Thus, the sample can be carefully mounted so that the angle between
the field direction and the [100] axis can be varied. By doing so, we can gain information
about the geometiy of the FS.

The step motor is controlled by a compumotor driver

which is read by a computer through RS 232 cable. In addition, the angle o f rotation of
the sample rotator was calibrated using a laser beam so that the orientation o f the sample
was known to a precision of rotation of 0.1°.

This design was successful that we

obtained all our rotational measurements without difficulty.

Cancellation Coil

B

Sample

A

Pick-up Coil

B

Figure 4.3 The design o f the pick up coil used in the experiment.
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4.4.4 The Experimental Setup
We have explained, so far, the major components of the experiments performed
and, for the sake of completeness, we would like to put all these parts together to have
some idea how the experimental setup would look like. The experiments that used the
field modulation technique were all performed in the Variable Temperature Cryogenic
System that was designed and built by our low temperature experimental group at LSU.
This system was designed such that an Oxford 18 T superconducting magnet could fit
into it. For measurements in the temperature range o f 1.4 K to 4.2 K, the sample probe
was immersed directly into the 4He dewar. The temperature can be lowered from 4.2K by
pumping on the liquid 4He. The speed can be adjusted to regulate the temperature. The
sample temperature was then measured using the vapor pressure of the He bath as well as
using a calibrated Cemox thermometer that was mounted close to the sample.
The 18T superconducting magnet was driven by a programmable power supply
that had a built in sweep control. This power supply was also read by a computer via Rs
232.
The sample inside the pick up coils was placed at the center of the steady
magnetic field of the superconducting magnet that coincided with the center of the
modulation field. A schematic diagram of the experimental setup is shown in Figure
(4.4). The voltage output of the pick up coils was amplified and phase sensitive detected
using a lock-in-amplifier which was read by a computer.
The steady field o f the superconducting magnet was calibrated with NMR. The
dHvA signal, the magnetic field, the angle of rotation, the temperature and the time at
which each data point was taken were recorded and saved as columns in a file on the data
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acquisition computer using Labview program. Igor Pro' was used to analyze the data
which would be described in the next chapter. We have made measurements on six
different samples of CexLa,.xB6 (0 < x < 0.0S) using the field modulation technique at
LSU and the results o f such measurements would be given in detail in the next chapter.
We have also performed experiments on EuB6 using the cantilever or torque technique at
the NHMFL in Tallahassee and these results would be included in Chapter 5.

1 Igor Pro v. 3 by WaveMetrics, Inc., P. O. Box 2088, Lake Oswego, OR, 97035.
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Figure 4.4 The experimental set up for the dHvA measurements using the field
modulation technique.
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CHAPTER 5
M AGNETIC MEASUREMENTS OF Ce^La. ^B,

5.1 M easurements o f dHvA Frequencies or FS Areas
The results of the dHvA measurements made on single crystals of CexLaI ](B6 (0
< x < 0.05) are given in this chapter. These results are compared with other existing data
on these materials as well as with theoretical models and their agreements or
disagreements are discussed. All these measurements were made in a new cryogenic
system and the system was first tuned up for samples with known properties, say dHvA
frequencies, until all parameters were well calibrated and the system as a whole was in its
optimum working conditions.

The results of the measurements are summarized as

follows.
The dHvA frequency of pure LaB6 was first measured for the magnetic field H
being parallel to the [100] axis and the value of the frequency for the a 3 or the belly orbit
was (7.89 ± 0.004) kT which was in excellent agreement with the original measurements
on this sample of Arko et. al. [13].

With this as a point of reference, the dHvA

frequencies in all of the Ce concentrations were measured.

Two examples of dHvA

oscillations one for x = 0.01 for H along [100] axis at 2.8 K and field range of 7 - 15 T
and another for x = 0.05 at 1.4 K and field range of 10 - 11 T for the same field direction
are shown in Figures 5.1 and 5.2. A discrete Fourier transform (DFT) of Figure 5.1 was
made and is shown in Figure 5.3. The frequencies of all the samples were determined
from the Fourier transforms and the frequencies for both the minimum extremal area of
the FS or the

orbit and the maximum extremal area of FS or a , 2 orbit are observed to

increase with Ce concentration as can be seen from Figures 5.4 and 5.5. From these two
frequencies the number of charge carriers per unit volume n can be can be evaluated by
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Figure 5.1 Typical dHvA oscillations for x=0.01 at 2.8 K in the field range 7 - 1 5
T. Note the amplitude of the oscillations increases with field.
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Figure 5.3 Discrete Fourier transform o f the data in Figure 5.1. The peaks
correspond to the frequencies of the a 3 and a u orbits.

assuming that the FS is an ellipsoid of revolution. In Figure 5.6, the x dependence of the
carrier density calculated in this manner is shown. These observations are consistent with
the recent pulsed field measurements of Goodrich et. al. [58] that the frequency values
agree very well and the volume of the FS or the carrier density increases with
concentration in similar behavior as the frequencies. In addition, previous measurements
and band calculations on pure LaB6 and pure CeB6 have shown that the FS of CeB6 is
larger that that of LaB6 by about 10% [24,26] and our results are in agreement with these
observations.
In order to check the assumption of the FS being represented by an ellipsoid o f
revolution, we have made extensive angular dependent measurements in all of the
62

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

concentrations.

Figure 5.7 shows dHvA oscillations

obtained

from

rotation

measurements for 1% Ce in LaB6 at 1.4 K as the sample is rotated in a constant field of
10 T. The oscillations with angle are due to the fact that the dHvA phase, 2tcF(8)/H,
changes by % for every successive oscillation as the angle 0 is varied.

The angular

variation of F was determined from these rotation measurements using the counting
method first implemented by Halse [59]. The value of the dHvA frequency for the [100]
axis was used as a reference value and changes in frequency with angle from this axis
were determined. Using this technique, the angular variations o f the frequencies for x =
0.01 corresponding to a 3 and a , 2 orbits were obtained as shown in Figure 5.8.
Moreover, the frequencies obtained from the field sweep measurements for each angle are
plotted on the same graph with the results of the rotation patterns and they are in excellent
agreement.
For parabolic band, the general ellipsoidal energy surfaces referred to rectangular
axes related to the crystal axes are expressed as [5]

v1 , i
2m e
^2 ^ a '/k •k ) = — 2

where the suffixes denote 1,2,3 or x,y,z and

_.
(5.
v 1)'

. The ctVl are dimensionless and we

would have for example cty = 5^ for a spherical surface. The ellipsoidal energy surfaces
serve as good approximations to the constant energy surfaces of real metals.

For a

particular field direction the area of cross - section of the ellipsoid can be calculated (see
Appendix ). In this model, the cross - sectional area or the dHvA frequency has a simple
angular dependence given by
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Figure 5.4 The dependence of the frequency for the otj orbit on Ce concentration.
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Figure 5.6 The concentration dependence of the carrier density, n.
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Figure 5.7 dHvA oscillations from the rotation measurements at constant field of
10 T at T = 1.4 K. Notice that the frequency or the extremal area changes with
angle.
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Figure 5.8 The orientation dependence of the frequencies for the ctj and a X2
orbits from field sweep and rotation (high density points) measurements. These
two frequencies become degenerate at 45°.

— = Acos20 + flsin30 + C sin0cos0
(.F{6))2

(5.2)

Here F(6) is the dHvA frequency and 6 is the angle of rotation from the principal axis of
the ellipsoid normal to the field direction. A fit of the data to this equation is a useful
criterion for deciding whether or not a FS is an ellipsoid o f revolution. Thus, we arc
interested here to see if our data for the a 3 and a , 2 orbits fit to the expected angular
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dependence given by Equation 5.2. If the [100] is rotated through an angle relative to the
field direction, the cross -sectional area o f the FS normal to the field direction
corresponding to the ot, orbit increases while the one corresponding to the a , 2 decreases,
and these two areas or frequencies become degenerate at 45° as can be seen from Figures
3.4 and 5.8. This shows that the angular variation of F, 2 from 0° to 45° corresponds to
that of F3 from 45° to 90°.

With this in mind, the angular variations of these two

frequencies are plotted on the same graph in Figure 5.9 and they fit very well to the
expected ellipsoid Equation 5.2. Therefore, the assumption that the FS is an ellipsoid of
revolution is confirmed by these measurements. The angular variations of these two
frequencies were measured for all samples and are shown in Figure 5.10. The values of
the coefficients A, B, and C in Equation 5.2 for all samples are given in Table 5.1. The
value of C should be zero if the plane of rotation of H is normal to a principal axis of the
ellipsoid axis and the values of C obtained show that this was indeed true. The value of A
remained almost constant within experimental uncertainty while the value of B seemed to
increase slowly with Ce concentration as can be seen from Table 5.1. The solid lines in
Figure 5.9 are the curve fits to the ellipsoid equation.

Table 5.1 Values of the coefficients

, B, and C in Equation 5.2.

%Ce

A

B

C

0

1.0386 ±0.002

1.406 ±0.001

0.011

1

1.0317± 0.003

1.4253 ± 0.002

0.0199

2

1.0592± 0.002

1.4443 ± 0.005

-0.09

3

1.0382± 0.002

1.4522 ± 0.006

-0.079

5

1.024± 0.004

1.381 ± 0.007

0.008
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Figure 5.9 The angular dependence of the dHvA frequencies and their fit to
elapsed Equation 5.2. The solid line represents such a fit.

5 .2 Measurement o f Cyclotron Mass
Measurements were carried out on single crystals of C exLa,_xB6 and EuB6 which
were grown in A1 flux in the shape o f rectangular parallelepipeds (1x0.5x2mm) with each
face along a [100] crystal axis of the cubic structure [60]. The dHvA measurements on
these samples were made using the field modulation technique. The modulation field
amplitudes were calculated using Equation 4.29 to target certain observable dHvA
frequencies. Band calculations give the values of these frequencies and based on these
values the modulation amplitude is set which is always a good starting point to perform
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dHvA measurements. These measurements were first made for a constant orientation of
the sample (i.e., the [100] axis) in the field range of 7-15 T with the field sweeping at a
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Figure 5.10 Angular dependence of frequencies for all the samples.

rate of 0.05T/min. These constant angle measurements were performed at six different
temperatures, 1.4 to 4.2 K, since the effective mass can be determined from the
temperature dependence of the dHvA amplitude. The field sweep data was analyzed by
performing the Fourier transform of the oscillations in order to obtain the frequencies and
amplitudes. This analysis can be done in the following steps. The field values were first
converted to inverse field so that the dHvA oscillations would be seen as periodic. The
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data set was interpolated to produce a new set o f equally spaced voltage readings in 1/B
and this was subjected to a discrete Fourier transform (DFT) to determine the amplitude
and frequency values of any peak [27]. The advantage of the DFT is that analysis can be
done over a small range of dHvA frequencies. The amplitude of any peak decreases with
increasing temperature as is explained in Section 4.2 that the reduction factor due to finite
temperature is given by

(5.3)

sinh(TtA)

where

(5.4)

The amplitudes at five or six different temperatures, depending on the sample, are
determined from the peak heights in the DFT spectrum and are plotted against
temperature. An example is shown in Figure 5.11 for one sample l%Ce in LaB6 or x =
0.01 in the field range of 10-11 T. The effective mass is determined from the fit of
Equation 5.3 to the data. From such curve fits, values of effective masses of six different
samples CexLa,_xB6 (0 < x < 0.05) including pure LaB6 were determined. The value of the
cyclotron mass for H along [100] for LaB6 was found to be (0.66 ± 0.03 )m e which is in
very good agreement with the original dHvA measurements on this sample of Arko et. al.
[13] which give 0.65m,., where m,. is the free electron mass.

The observed effective

masses are enhanced by many body interactions. In the case o f CexLalxB6, the effective
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Figure 5.11 The reduction factor Rj- due to finite temperature versus temperature
for x=0.01 in the field range of 10-1 IT.

mass seems to increase with the Ce concentration as is shown in Figure 5.12 and the
solid line is a curve fit to a quadratic equation of the form me(ax2+bx+c). This is in good
agreement with the predictions of Gor’kov and Kim [61]. According to Gor’kov and
Kim, a linear dependence of the specific heat coefficient y (which is proportional t o m * )
and the magnetic susceptibility x o f Ce - and U - based alloys would be a signature o f
contributions from independent impurity centers [61].

However, at larger values o f

concentration in a system of localized spins, the linear dependence on x does not hold and
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Gor’kov and Kim calculated an additional x2 correction term to both the specific heat and
the magnetic susceptibility for T > TK where TK is the Kondo temperature, using the
Fermi liquid formulation. According to this model, the impurity centers are coupled and
the quadratic fit to the data indicates such coupling. Therefore, the very good fit of our
data to a quadratic equation relating m* and x would indicate that impurity centers are
coupled even at low Ce concentrations. This observation is consistent with the model of
coupled Ce atoms giving rise to the antiquadrupolar state in CeB6 [62]. We would like to
point out that the effective mass m* could be spin dependent.

At this stage in the

analysis, the effective mass m* is the one determined from the temperature dependence of
the dHvA signal which has contributions from both the spin up and spin down electrons.
The spin dependence of m* will be discussed later in Section 5.4.
Similar measurements were made for different orientations o f the sample as can
be shown in Figure 5.13.

The orientation dependence of cyclotron masses can be

combined with the knowledge of the FS to derive differential properties of the band
structure at the Fermi energy ^ [63]. The effective mass is directly related to [ ■
— ] and
v de )t<
since the extremal area A of the FS is known, the extremal A+AA of an immediately
neighboring surface of constant energy £+Ae is also known if dA/de is known for all
directions since

(5.5)
Thus, the volume of k-space between the surfaces of energy C, and £+Ae gives the density
of states.
The expression for the angular variation of the cyclotron mass over the FS is
given in the Appendix for ellipsoidal surfaces of constant energy. The solid lines in
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Figure 5.12 The Ce concentration dependence of cyclotron mass for the
at 10T. The solid line is a quadratic fit to the data.
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Figure 5.13 Angular variation of cyclotron masses for x between 0 and 0.05. The
solid lines are their fits to Equation A.3.

Figure 5.13 are the fits of our data to this equation in agreement with the predictions o f
the angular variation o f the cyclotron mass.
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5.3 The Dingle Temperature
In the usual case when both spin states have the same mass, the magnetic held
dependence of the dHvA amplitude can be used to determine the average Dingle
temperature TD for the two spin states. The effect of finite relaxation time due to impurity
or point defects is to broaden the Landau Levels leading to a reduction in amplitude
equivalent to that which would be caused by a rise of temperature of TD [10]. The field
dependence of the dHvA amplitude can be expressed as [5]

i

C>T H ' R°
H

fit
( 5

' 6 )

where Ap is the amplitude of the p* harmonic, RD = exp(-ap TD/H) is the Dingle
reduction factor, p is the harmonic number, a = 14.69(m*/me) T/K, and Cp and n depend
on the particular method of measurement. For example, if in the modulation method the
modulation is varied as H2 to keep it always the same fraction o f a dHvA period, then n =
1/2. Hence, a plot of ln(ApH'I/2sinh(apT/H) versus 1/H yields a straight line with a slope
of a p Tn and a linear fit to the data gives m* TD. The average'Dingle temperature is
related to the mean collision time Xas [64]

(57)

A Dingle plot from the cantilever data ( where n = -1/2) for the l%Ce in LaB6 at T = 1.73
K and in the high field range of 10 - 25 T is shown in Figure 5.14. From the slope o f the
straight line the value of the average Dingle temperature TD was found to be 3.5 K at high
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fields on the assumption that m = 0.73me for x = 0.01 for both spin states. Figure 5.15
represents Dingle plot from the field modulation measurements at relatively low field
range of 7 to 15 T at 1.4 K for the (X3orbit for all of the samples ( 0 < x < 0.05). From
this analysis of the field dependence o f the amplitude, we found m'TD is the same for all
samples within the measurement uncertainty. This means that the arbitrary substitution of
La by Ce contributes little or nothing to the average quasiparticle scattering rate or the
mean free path I which is related to the mean collision time as

(5.8)
where lc is the cyclotron length for a particular orbit given by [58]

(5.9)
Thus, since m'TD is independent of x, the mean free path I is also independent o f x for a
given field range. This observation is in agreement with the results of Goodrich et. al.
[58] that dominant source of scattering should originate from other forms of
crystallographic imperfections not from the Ce or La impurities.
5.4 Spin Splitting of the Fermi Surface
One of the effects of an applied magnetic field is to lift the spin degeneracy of the
energy levels and the contribution to the dHvA signal is from the spin up and spin down
electrons. The contribution to the dHvA signal from these two spin channels is equal if
magnetic impurities are not involved which is the case for pure LaB6 .

However, if

magnetic impurities are involved, spin dependent scattering (SDS) is expected and the
amplitudes for spin up oscillations and spin down oscillations would be unequal
corresponding to unequal Dingle temperatures. So, the signal amplitude measured with
78
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the field modulation technique, which has contributions from both the spin-up and spindown components, has to be modified in order to account for differences in Dingle
temperatures and masses between the two spin channels. In the first harmonic detection,

et
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Figure 5. 14 A Dingle plot for x = 0.01 from high field cantilever measurements.
The Dingle temperature is 3.5 K from the slope of the line.
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Figure 5.15 Dingle plot for all samples from field modulation measurements.

this signal voltage is related to the oscillatory magnetization by [65]

V(4) = g £ M pJ l{pA )sin{p4 + 6p)

(5.10)

where G represents the system gain, A/ is the magnetization due to the p'h harmonic of
the dHvA signal, J, is a Bessel function of order one, A = 2ith/ H 2, h is the modulation
amplitude, 4 = 2 k F / H , and 0 p is the phase. The magnetization M can be written [65]:
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M = 'jT2<CpD pE ap sin ( p £ + P j - apnS)
P=I a

(5.11)

where
D = exp{—Km * TD/ H),

Td =(TZ + t£)/2,
E = expC-Km*(8TD)/H ),

(5.12)

«r„-(72-7£)/2.

and we ca write the expression for C as

C =—
---------------p (A"ph)u2 s in h ( p K m * T /H )

(5 13)

where v = 1.304 x 10~5(Oel/2 / K ), F is the dHvA frequency and A is the extremal crosssectional area of the FS.
If the phase difference <Pp (=prcS) between spin up and spin down oscillations is
field dependent, and MI is negligible, the first two harmonics of the magnetization M
may also be written, in a slightly different way, as [5]
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A/, = C, zsin(yr + £ ) + z 's i n ^ - j )

(5.14)

A/, = C,(z2 + z' 2 + 2zz'cos(0))1/2 sin(yr + 0,)

and

A/ 2 = Q ( z 4 + z'4 + 2 z 2z ,2cos(20» 1/2sin(2^ + - + 02)
4

(5.15)

where z is the Dingle reduction factor for the spin up electrons and z ' is the Dingle
reduction factor for spin down electrons and \|/ is defined as ( 2 n F / H ) ± k / 4 where the
upper sign is for a minimum FS area and the lower sign is for a maximum FS area.
Other higher harmonics can be written in a similar way. The relative phase between the
spin up and spin down components of the signal is given by

(5.16)

where the spin up and spin down Dingle reduction factors for the p'h harmonic are
expressed as

z p = exp(-potT^ / H)

and similarly
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(5-17)

z'p = exp(-paTp / H ).

(5.18)

In the presence of high magnetic fields, if there is only one spin contribution to
the signal, then a plot o f ln(Ap / p l/1 ) versus p, yields a straight line because the spin
splitting reduction factor as given by Equation 4.16 is not present. But, if there are
contributions to the dHvA amplitude from spin up and spin down states, there is spin
reduction of the amplitude and we observe non linear dependence o f ln(Ap / p ia ) on p.
Our results show non linear dependence o f this function on p for all the samples except
for the 5%Ce in LaB6 sample as can be seen from Figure 5.16. This clearly shows that
the spin polarization o f the FS occurs when the Ce concentration reaches 5%. This is in
agreement with our previous pulsed field measurements that the polarization takes place at
x > 0.05 [58]. The next thing is to determine whether the FS polarizes to spin up or to
spin down state and more importantly how this polarization takes place.
The relative phases 6p between the spin up and spin down states are obtained by
fitting the data to the first three harmonics of the magnetization. The phases are each
shifted by (2A0, - A0, ), (3A0, - A03 ), and so on corresponding to the harmonics [66].
From the measured signal harmonic amplitude ratios M 2/ M x, A/ 3/ M x and the relative
phases between the harmonics (d2 —20x) and (03 - 30,), we calculate, at a given H and T,
the values of the amplitudes D and E (i£ ., m* TD and m * STd), and the value of S. Once
the value of S is known, we can determine the amplitude ratio z/z' (or (m l T^ —m xT^ )).
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Figure 5.16 A plot o f ln(Ap/pl/2) versus the harmonic number p. The non linear
dependence of this function shows the existence of two spin states.

The average Dingle temperature,

TD, is spin independent while the difference

STd = (T„ - r j ) / 2 shows the spin-dependence. The effective mass could also depend
on spin. Therefore, since in till of the above few expressions the product m*TD with both
m* and TD being spin-dependent always occurs, it is not trivial to single out the spin
dependence of either one. Therefore, we will first assume that m T = m X so that Cpin
Equation 5.13 is the same for both spin states.
m{

The concentration dependence of

—r j ) is then calculated from the relative amplitude ratios and relative phases.

Next, we assume m r * m l such that Cp * Clp and again calculate the concentration
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dependence, now o f (m l Tp —m rTp ). Figure 5.17 shows the concentration dependence
of both m(Tp - T p ) and (m i Tp —m rTp ) and there is clear evidence of SDS. In other
words, if there is no SDS, then STP =TP —Tp = 0. The circles represent the case that
mT = m i , while the squares represent the case m' * m l .

The slope of the line

corresponding to m T * m l is approximately eight times that corresponding mr = ml
indicating that m i Tp becomes greater than m rTp as the Ce concentration increases.
For LaB6 the two spin components have equal amplitudes and the amplitude ratio
z/z' is equal to one or STD = TP —Tp = 0. In other words, we see that the scattering rates
for spin-up and spin-down are equal. As the Ce concentration is increased to 5%, the
ratio of the spin-up to the spin-down amplitude increases confirming the complete
observed spin polarization of the FS at 5% Ce in LaB6 to one spin channel which is the
spin up.
There are two contrasting theories concerning whether the FS polarizes to the spin
up or spin down state. The first is the theory developed by Wassermann et al. [67] for
quantum oscillations in HF systems. This model along with its zero field predecessor
[68] is successful in accounting for the heavy effective masses as well as small
topological changes in the FS caused by the presence of additional f electrons. However,
this theory also predicts that the dHvA signal is dominated by the spin down channel, and
that its associated effective mass decreases in a magnetic field. While apparent evidence
for this was reported in very heavy compounds such as CeCu6[69], it is CeB6 that shows
perhaps the most dramatic mass changes with increasing magnetic field [70], but the
polarity of the spin was not identified.
A large number o f measurements have been performed on CeB6 [55, 71-78],
which is regarded as a typical dense Kondo lattice with a very low Kondo temperature of
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1 - 2 K. Previous experimental data have appeared to be entirely consistent with the
theoretical model o f Wassermann et. al. [67], that is, the effective mass is dramatically
suppressed in a magnetic field and the FS topology is notably deformed [70], This result
is not entirely consistent with the mean field theory of Wasserman et. al. One aspect o f
the result that does appear to be consistent with this model, though, is that the dHvA
signal originates from only a single spin FS sheet [79] even though the theory must be
fundamentally incorrect because it predicts the wrong spin state to be observed.
All of the dHvA measurements on CeB6 are made in the high magnetic field
regime well above the metamagnetic transition where the dipole moments of the f
electrons are essentially aligned. According to Edwards and Green [80], in this regime
the theory developed by Wassermann et. al. is no longer applicable. This is due to the
fact that this is a mean field approach in which the interactions are assumed not to change
in a magnetic field. Making such a description o f the dHvA effect in HF systems is really
only valid at low magnetic fields, that is magnetic fields less than the Kondo temperature
scale. Edwards and Green [80] instead make the analogy of a HF compound in a
magnetic field to a itinerant ferromagnet, in which the spin fluctuations play a decisive
role. Edwards and Green also anticipate the dHvA effect should be dominated by only a
single spin, but the up spin instead of the down spin. Therefore, one can see that our
measurements are in agreement with the predictions of Edwards and Green that the down
spin mass enhancement is larger than that o f the up spin and does not contribute to the
dHvA signal amplitude.
As a further verification of this mass difference we use Equations (5.13) and
(5.14) to write
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ln (z / z') = (m* —m7 )T + {m l T^ - m7T7 ).

(5.19)

The quantity on the left hand side of Equation 5. IS is calculated for each value of x and is
plotted versus T in Figure 5.18. It can be seen that the data is linear in T with a slope of
(m l —mT) and intercept (m i 7^ —m 7Tf] ). The value o f (ml —m T) ranges from 0.003
for x = 0 or pure LaB6 to 0.09 for x = 0.05 respectively. In addition, the value of
(m A7^ —m7T^ ) ranges from 0.03 for x = 0 to 0.3 for x = 0.05. Thus, for pure LaB6
which is not spin polarized, m 7 = m l as expected. As the Ce concentration increases to
5%, m l —m7 increases with m l being greater than m 7 by about 10%. If this mass
difference continues to increase with x, the observed discrepancy between specific heat
and dHvA mass measurements in CeB6 is explained. Moreover, the difference in the
scattering parameter,

—m 7T^ ), increases with the Ce concentration confirming

that the observed FS is due only to the spin up state. These observations lead us to the
conclusion that it is the combination of Am* and SDS that takes the down spin out of the
dHvA signal. Therefore, both Am* and SDS are equally important in understanding
many of the properties of CeB6.
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Figure 5.17. Ce concentration dependence o f (m l Tp —m rT ).
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Figure 5.18. Temperature dependence of (H/K)ln(z/z') for all our alloys including
pure LaB6. From the linear fits to the data, mass differences between the two spin
states were determined.
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CHAPTER 6
THE FERMI SURFACE OF FERROMAGNETIC EuB<

6.1 Background
EuB6, like other hexaborides, has been under extensive theoretical and
experimental investigation. The ferromagnetic property of EuB6 has attracted several
groups who are interested in magnetic properties of the material.

EuB6 is a

semiconductor at high temperatures and undergoes transition to semimetal near 15K [81].
In addition, magnetic susceptibility measurements o f EuB6 show that it becomes a
ferromagnet at this same temperature, which is equal to the Curie temperature, and
saturation moment of pcff = 7.5pB [82]. The magnetic susceptibility of a ferromagnet,
above this temperature Tc = 15K, is given by the Curie-Weiss law. The transition to the
ferromagnetic state is accompanied by a large blueshift in the plasma frequency [83].
The nature of the ferromagnetic state is not well understood.

Neutron diffraction

experiments predict that this is a simple collinear ferromagnetic state [84]. However, zero
field specific heat measurements for collinear ferromagnetic ordering should exhibit a
sharp peak at T = Tc which was not observed in the case of EuB6 [28, 85].
The super exchange [86], the Bloembergen-Rowland interaction [87-89], and the
Ruderman-Kittel-Kasuya-Yosida (RKKY) interactions [82] are proposed to represent the
coupling mechanism between the Eu spins. Recent Raman scattering studies suggested
that magnetic polarons are formed in this state [90]. Moreover, these studies predict that
EuB6 should be classified as a colossal magnetoresistance material. Sullow et al. [12]
have extensively studied the magnetic and structural properties of the ferromagnetic
ordering in EuB6 and they found that two transitions occurred within 3 K at zero applied
field. Shubnikov de-Haas measurements revealed that there are closed orbits on the FS
[16, 91].

On the other hand, band structure calculations [92] showed that, in the
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ferromagnetic state, EuB6 should be a compensated metal with both the electron and the
hole FS sheets centered at the X point of the Brillouin zone (BZ).
All the above mentioned theoretical and experimental studies do not provide us
with a complete picture o f the FS and in this chapter we will present the results of our
dHvA measurements on this material in the ferromagnetic state.
6.2 M agnetization M easurem ents
The samples used for magnetization measurements were single crystals of Eufi6
grown in aluminum flux in the shape of square parallelepipeds having dimensions (0.2S
x 0.25 x 1mm) with each face along a [100] or equivalent crystal axis and the magnetic
field was applied along the cylinder axis for these measurements [60].

These

magnetization measurements were made using SQUID detection system and are shown
in Figure 6.1 for a complete hysteresis at 4.5K. The sample was cooled from 300 to 4.51C
in zero magnetic held. Then, at this fixed temperature of 4.5K, the field was increased
from 0.001T to 5.5T and then decreased past 0.001T to -5.5T and back up to 0.001T.
This procedure takes about six hours. The value of the external field is not zero at zero
current due to the trapped flux in the superconducting magnet. Figure 6.1 shows, within
the accuracy of the measurements, no hysteresis in the data, there is no zero field remnant
magnetization. The magnetization continues to have a small positive slope at 5.5T. This
suggests that the coercive force in this material is zero within the accuracy o f the SQUID
meaning that there should be no difference in the dHvA measurements between the sweep
up and sweep down measurements of the pulsed field, except for the phase [60], This is
one of the reasons that we wanted to perform magnetization measurements.
The shape of the magnetization curve should fit to the Brilliouin function for s =
7/2. However, we found that the data fit was excellent after correction was made to
account for the Langevin paramagnetism, M = Nptanh(pB/k„T), which should be
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expected for a two level spin 1/2 system. The solid curve in Figure 6.1 is the sum of the
Brillouin and Langevin functions.
Similar measurements were also made up to 30T at 0.5 K in the pulsed field
measurement system and there was no hysteresis in the data. The magnetization saturated
before 30T was reached. These measurements show that the oscillatory electrons in the
dHvA measurements see a constant magnetic field and no field dependent corrections
need to be made.

400

Fit: Brillouin + Langevin
100 -

50 0
0

40000

20000

60000

B (G)
Figure 6.1 Magnetization/cm3 as a function o f B for both increasing and
decreasing showing no hysteresis.
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6.3 The de Haas-van Alphen Measurements
The dHvA magnetization measurements were made at Los Alamos National
Laboratory (LANL) in Los Alamos using the pulsed field technique where the magnetic
field had a rise time from 0 to 50T of approximately 8ms and falls to zero in 25 to 30ms
[60]. These measurements were performed in the temperature range of 0.4 to 4.2K with
the sample immersed in a pumped 3He or 4He bath and the vapor pressure was measured
to get the sample temperature. This temperature was compared with the measurement of
resistance o f a calibrated Cemox thermometer mounted next to the sample.
The dHvA oscillations obtained using the pulsed field method from a down sweep
plotted against reciprocal of field are shown in Figure 6.2. In addition, data from both
sweep up and sweep down measurements is shown in Figure 6.3. This data set was
subjected to DFT to obtain the amplitudes and frequencies. But the frequencies and
amplitudes will be affected if the B field inside the sample is not the same as the applied
field. So the magnetization obtained horn the SQUID measurements should be modified
to M' = (1 -D)4kM, where D is the demagnetization factor equal to 0.8 for a length to
diameter ratio of 4 for this sample [60]. This correction to the magnetization increased
the amplitudes of the frequency peaks and decreased their widths.

The value of the

magnetization obtained in this way was different by about 10% from that obtained from
the SQUID measurement.
Figure 6.4 is the Fourier transform of the data shown in Figure 6.3 after the
magnetization corrections were made. There are four frequency peaks well above the
noise level and the lowest has a value of 64T that corresponds to the same orbit with a
frequency o f 49T reported by Cooley [82]. The discrepancy is attributed to the internal
field correction.

Our data also yields a value of 49-50T without the internal field

correction. The values of these frequencies are given in Table 6.1. These four frequencies
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Figure 6.2 dHvA oscillations as a function of 1/B at T = 0.4K.
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Figure 6.3 Similar oscillations for field sweep up and sweep down.
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Figure 6.4 Fourier transform of the data shown in Figure 6.3.

are believed to arise from electron and hole ellipsoids of revolution centered at the X point
of the BZ, the major axis of the ellipsoid being along the r x direction.

Table 6.1 Observed dHvA frequencies and calculated areas and masses in EuB6.
Frequency (T)

Area (% of BZ area)

Effective mass

F, = 6 4

0.0025

0.25

F2 = 282

0.012

0.8

F3 = 389

0.016

0.58

F4 = 588

0.024

0.90

95

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

6.4 Spin Splitting
It is explained in Section 4.2 that if there is spin slitting in the dHvA
measurements, then the amplitude is reduced by a spin reduction factor Rs given by
Equation 4.16. Thus, a plot of In(Af/p I/2) versus the harmonic number p will be a straight
line if there is spin polarization o f the FS. This was not observed in our data except for
the lowest frequency.

The highest field value of SO T that was reached in our

measurements was close to the quantum limit for the 64 T orbit. If spin splitting were
present, it should be observed for the lowest quantum numbers. There are two reasons
that there is no spin polarization corresponding to the three higher frequencies. One
reason could be the Zeeman splitting of the Landau Levels might be very small to be
detected. The second reason could be the existence of only one spin FS from the
beginning as predicted by band theory [92]. At present, we cannot rule out any of these
two reasons.
Figure 6.5 shows a plot o f It\(A//p '/2) as a function of the harmonic number p for
the lowest 64 T orbit. The linear behavior is evidence that this FS sheet is spin polarized.
As we know, the temperature dependence of the dHvA signal amplitude decreases
with the rise of temperature. The reduction factor associated with finite temperature effect
is given by Equation 4.15.

The effective masses corresponding to each orbit were

determined from the temperature dependence of the amplitude and are given in Table 6.1.
All these masses are less than one indicating that EuB6 cannot be regarded as a HF
material.
In order to get a complete picture of the FS, measurements were made for
different orientations of the sample with respect to the field direction using the torque
method at NHMFL in Tallahassee at relatively low field range of 14 - 24 T.

These

measurements were consistent with the pulsed field measurements for H along the [100]
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Figure 6.5 The linear plot of the function ln(Ap/pl/2) shows single spin FS.

direction but the number o f oscillations were small and the frequency peaks after Fourier
transforms were broad. W e expected to observe six frequencies as the field is rotated
from the [100] axis.

Measurements were made at eight different angles but the

frequencies were not resolved in the field range used.
6.5 Comparison with Band Theory
Band structure calculations predict that the Fermi surfaces are ellipsoids o f
revolution centered at the X points of the BZ with the major axis extending along the FX
direction. According to this model, at each point X there should be two FS pockets, one
electron and one hole FS pockets, where the hole pocket is assumed to be exchange split
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with the up spin above the Fermi level so that it contains only down spins. The electron
and hole FS pockets would have equal volumes if EuB6 were compensated metal [92]. If
this were true, we would have observed two frequencies only. But our data shows that
there are four frequencies indicating that the volumes of the electron and hole FS pockets
are not equal.
A schematic diagram of the angular variations of the frequencies for two possible
assignments of frequencies to different ellipsoids is given in Ref. [60]. This diagram has
two models represented as model 1 and 2. If model 1 is correct, the four frequencies
should break into six branches as the field is rotated from [100] axis. For this model, the
electron and hole ellipsoids have nearly equal volumes and larger ellipticity factor.
However, for model 2, the volumes are substantially different and the ellipticity factor is
small, that is, the ellipsoids are nearly spherical. We cannot choose between these two
models due to the small number of oscillations in our low Held data. But we do observe
that the lowest frequency F, remains approximately constant as the field is rotated from
[100] direction and branches downward predicting that the Fermi surfaces are ellipsoids
of revolution.
The volumes o f the electron and hole FS’s can be calculated from the observed
two frequencies for each one using the Onsager relation given as Equation 4.5. For an
4
ellipsoid of revolution, the volume V = —nabc of the FS is given in terms of the areas
calculated using Equation 4.5 as

v ' = 5 ^ r 4 ' !A
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(6.1)

Table 6.2 Electron density for the models presented in Ref. 60
Model

ne

nh

ndr

1

1.68x l 020

2.14X10'9

-6.61xl020

2

1.60xl02°

1.82xl019

-3.27xl020

1A

1.68x l 020

1.07X10'9

-3.07xl020

2A

1.60xl020

9.12X10'8

-2.26x1020

where A, = tea2 is the minimum area of the ellipsoid and A2 = Ttbc is the maximum area of
the ellipsoid. Table 6.2 shows the electron and hole carrier densities at the FS calculated
from these volumes for models 1 and 2. We also included in Table 6.2 models 1A and
2A for the hole band being spin polarized.
The ratios of the areas parallel and perpendicular to the major axis of the ellipsoid
is nearly equal to the ratio of the effective masses for these orbits. For electrons, the area
ratio is 2.1 and the mass ratio is 1.13 for model 1 (FI and F3) while the area ratio is 1.51
and the mass ratio is 1.55 for model 2 (F2 and F4). For the holes, area ratio is 6.1 and
mass ratio is 2.23 for model 1 whereas area ratio is 4.4 and mass ratio is 3.2 for model 2
[60]. So model 2 seems to be the choice in this respect.
For a two band model, the net effective carrier concentration is given by

<6.2)

where b is the ratio o f the mobilities b =

. The calculated ncff values for the two

models are given in Table 6.2 where negative values mean majority electron carriers
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contributing to the Hall effect. Model 2A gives the best agreement with measurements of
Guy et al [86] which give a value o f neff = -1.7X1020at 4.2 K.
We also calculated the plasma frequencies for all these models and obtained
values between 4455 (model 1A) and 4747 cm' 1(model 2) with model 1 giving a value of
4710 cm' 1 and model 2A giving 4540 cm '1. These were compared with the measured
value of 4750 cm'1 [83]. Thus, model 2 without spin polarization is in agreement with
these measured value.
In summary, we have determined that the FS of EuB6 consists of two pockets
centered at the X points of the BZ. Effective mass measurements show that EuB6 cannot
be classified as a HF material. We also conclude that the hole band is spin polarized.
We have considered two models that result in ferromagnetic EuB6 being
uncompensated metal. The FS sizes are in agreement with the band calculations in nearly
compensated EuB6 in model 1. On the other hand, the second model agrees with the
reported plasma frequency measurements [83], while model 2A agrees with the Hall
effect measurements [33]. In general, all o f these models agree with the result that the
material being uncompensated in contrast to band calculations predicting compensation
with localized f electrons.
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CHAPTER 7
SUMMARY AND CONCLUSIONS

The detailed study of the low concentration Ce1Lal iB6 alloys for x between 0 and
0.0S using the de Haas van Alphen effect has been done in order to determine the
development of the Fermi surface from that of low effective mass spin unpolarized
metallic LaB6 to the Kondo insulating heavy Fermion CeB6 . Two dHvA spectrometers
were used, the field modulation technique and the cantilever technique. A great deal o f
attention has been given to the effect o f magnetic impurities in strongly correlated electron
systems in high magnetic fields. Pure CeB6 as well as LaB6 have been well studied for
the last few years. However, very little is known about the intermetallics CexLa! xB6 ( 0 <
x < 1) which may reveal the key to the understanding of the effects of magnetic impurities
in metals. So we have done extensive study on these compounds and measured the
extremal cross - sectional areas for different orientations of the Fermi surface in order to
have a complete picture of the Fermi surface structure. The assumption that the FS is an
ellipsoid of revolution has been confirmed using angular dependent dHvA measurements.
These measurements are in agreement with the equations developed for ellipsoid surfaces
of constant energy.

The angular dependence of the effective mass has also been

measured and agreed with these predictions. In addition, the dependence of the effective
mass on concentration has been measured and agreed very well with the existing theories
of magnetic impurities.
The average Dingle temperature has been determined from the torque
measurements at high fields on the assumption that m* is the same for both spin states.
This measurement suggests that mean free path is affected very little or nothing by the
arbitrary substitution o f La by Ce or vice versa within the uncertainty of our
measurements.
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Our measurements have also shown that the FS polarizes to one spin channel as
the Ce concentration is increased to 5%. This is due to the fact that the dHvA signal
amplitude is dominated by the contribution from the spin up electrons. Therefore, we can
conclude the polarity o f the observes FS sheet is the up spin.
We determined that the down spin mass is greater than the up spin and the spin
down contribution to the dHvA signal amplitude is small in agreement with the existing
model of Edwards and Green.
Also, the angular dependence of the dHvA extremal areas of the FS show that the
assumption that the FS is an ellipsoid o f revolution is valid for all concentrations
measured.
Overall, this work is the most detailed study using dHvA of alloy systems
involving magnetic ions with concentrations greater than 1%.
The results obtained for EuB6 are summarized at the end of Chapter 6.
In Chapter 2, some of the basic models that account for the properties of metals
have been provided.
The general properties of rare earth hexaborides based on the existing models and
experimental observations have been discussed in Chapter 3.

Therefore, these two

chapters have presented the properties of metals and hexaborides in order to help us
understand the transformation of metallic LaB6 to the heavy Fermion CeB6 by gradually
replacing La by Ce or vice versa.
The theoretical description of the dHvA effect has been discussed in Chapter 4.
The LK formula provides accurate description of the dHvA effect and special emphasis is
given to it. Moreover, the experimental techniques o f measuring dHvA effect have been
presented in this chapter.
The results explained at the beginning o f this chapter have been provided in
Chapters 5 and 6.
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I intend to continue my collaboration with Dr. R. Goodrich on the dHvA
measurements of some of these hexaborides that show very interesting behavior. In the
near future, we will perform similar measurements on Ux Th,.x Be13 by replacing U by
Th.
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APPENDIX
ELLIPSOIDA L SURFACES O F CONSTANT EN ERG Y

P arabolic Band
Ellipsoidal surfaces sometimes are close approximations to real metals.
Therefore, it is useful to write equations for these surfaces that can be used to compare
experimental results to determine the shapes of Fermi surfaces of different materials. In
the dHvA experiments, the surfaces or the areas in k space are defined in relation to
magnetic field directions. For parabolic band, the relation e (k) is quadratic and the
general ellipsoidal energy surface can be written as

(A.l)

where the suffixes denote 1, 2, 3 or x, y, z and a y =

. Equation (A .l) can be re -

written as

(A.2)

Now define

M =

m

so that
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(A.3)

(A.4)

£= f

The cyclotron effective mass can be calculated from this and will have the form

rM

yz

(A.5)

and the energy in the x, y, z, coordinate system will be

h1

e- —

2

k;
k:
k:
— + -^-+
M .u M rr

(A.6)

and

C=

2e__kl
M

k2
M

— 1—

i—

U

K
—
M

(A.7)

VT

which is constant for certain 1^ and e. We may write the equation of an ellipse as

k-!_
1 + —Ki— = i,.
CM..X* CM TT

(A.8)

If the Held direction is rotated by some arbitrary angle, the area or the frequency has the
simple dependence on angle given by
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— - = Acos*8+Bsin2d + C sin d c o sd

(A.9)

(F(0)f

where the coefficients A, B, and C can be expressed in terms o f the dimensionless
parameters a ir So the coefficients of A B, and C can be determined from the fit of
Equation A.9 to experimental data and the degree of an isotropy of the surface can be
known from the dimensionless parameters c^.
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