Noisy low resolution (LR) images are always obtained in real applications, but many existing image magnification algorithms can not get good result from a noisy LR image. We propose a two-step image magnification algorithm to solve this problem. The proposed algorithm takes the advantages of both regularization-based method and learning-based method. The first step is based on total variation (TV) regularization and the second step is based on sparse representation. In the first step, we add a constraint on the TV regularization model to magnify the LR image and at the same time to suppress the noise in it. In the second step, we propose an order-changed dictionary training algorithm to train the dictionaries which is dominated by texture details. Experimental results demonstrate that the proposed algorithm performs better than many other algorithms when the noise is not serious. The proposed algorithm can also provide better visual quality on natural LR images.
Introduction
The technology of image magnification focuses on how to magnify a low resolution (LR) image and at the same time recover some high resolution (HR) details. The methods of this technology can be divided into three categories: the method based on up scaling [1] , the method based on reconstruction [2] [3] [4] [5] , and the method based on learning [6] . Some methods based on up scaling, such as bilinear and bicubic interpolation (BI) [7] , are popular since they have low computational complex, but they always produce blurring edges and suffer from artifacts since they use the invariant kernels for all kinds of local textures. Methods based on reconstruction aim at reconstructing the HR image by imitating the inverse process of degradation [2] . These methods rely on the rationality of the reconstructing model. The methods based on up scaling and reconstruction have smaller memory space costs LR and HR images. Neighbor embedding (NE) is based on the assumption that the LR and HR local patches have similar geometries in two distinct feature spaces [18] . However, finding neighbors in millions of data samples is a high time-exhaustive task for the NE-based algorithm. Canonical correlation analysis (CCA) [19] [20] [21] assumes that the corresponding HR and LR images have great inner product similarity after a transformation. Compared to the NE-based methods, CCA can accomplish the transformation with lower computational complexity. Sparse representation-based models are widely used [22] in image processing because of its good generalization ability. Yang et al. [6, 8] proposed a classical model to transform the HR and LR images into a unified subspace. They suppose the HR and LR images should have the same sparse representations in the subspace. To accomplish the transformation, coupled dictionary training is an important step. Yang et al. proposed joint learning [6] and coupled learning [23] algorithms to train coupled dictionaries. The joint learning algorithm combines the LR and HR patch pairs together to convert the coupled dictionary training task into a single dictionary training task. However, the reliable sparse representations are not guaranteed to be found in the test phase. Yang's coupled learning algorithm [23] uses the alternately steepest descent algorithm to update the LR and HR dictionaries. Zeyde et al. [8] use a single dictionary training algorithm to train the LR dictionary and then generate the HR dictionary by solving a least square problem. Xu et al. [24] alternately update the LR and HR dictionaries with K-singular value decomposition (K-SVD). In these dictionary training algorithms, Zeyde's algorithm has the smallest time complexity. Since it is a too strict condition to let the LR and HR sparse representations to be exactly the same, some tools (such as the neural network [25] and linear transformation [26, 27] ) are employed to model the relationship between the two sparse representations. To accelerate the sparse representation-based algorithm, Timofte et al. group the dictionary atoms [28] or the training samples [29] to decrease the time complexity of calculating the sparse representations. Some algorithms can provide excellent results on some special image classes (such as face [30] and buildings [31] ). Besides the abovementioned tools, support vector regression (SVR) [32] , Kernel-based regression [33] , deep convolutional neural network [34] , and fuzzy rule-based prediction [35] are also used as the tools to solve the image magnification problem.
In real applications, the obtained LR images always contain noise (such as taking photos in low-light or strong interference conditions). Since some existing algorithm is not good at dealing with the noisy LR image, we propose an algorithm to cover the shortage. The destination of this algorithm is to reconstruct a clear HR image according to a noisy LR image. The proposed algorithm takes the advantage of both the regularizationbased method and the learning-based method. We firstly use the regularization-based method to suppress the noise and then use the learning-based method to recover the details. To make it simple, we briefly call the proposed method total variation and order-changed dictionary training (TV-OCDT) algorithm.
Our contributions can be summarized as follows:
1) We propose a constraint for the total variation (TV) regularization-based image magnification model. The constraint is helpful to suppress the noise and recover sharp edges. 2) We propose an order-changed dictionary training algorithm to train the coupled dictionaries. The traditional dictionary training algorithm firstly trains the LR dictionary. Then, generate the HR dictionary according to the LR dictionary. But we firstly train the HR dictionary and then generate the LR dictionary according to the HR dictionary. This strategy changes the dominated content of the dictionaries so that the texture details can be recovered well. Experimental results show that the proposed algorithm is superior to others on the noisy images. The remainder of this paper is organized as follows. Section 2 describes the proposed algorithm. The experimental results are presented in Section 3. Section 4 concludes this paper.
The proposed algorithm
If the input LR image has noise, how could we deal with it? An idea that flashed into the mind may be firstly denoising the LR image and then magnify it. But it is difficult to be executed, since the textures are dense and incomplete in the LR image. Therefore, we propose an algorithm to solve this problem. The framework of the proposed algorithm is shown in Figure 1 . A TV regularization-based algorithm is employed to simultaneously accomplish magnification and denoising at first. The details of the proposed TV regularization model will be described in Section 2.1. After the TV regularization, some texture details are damaged. We use an OCDT algorithm to compensate the texture details. The details of this step will be shown in Section 2.2.
TV regularization with LR constraint
In real applications, we often obtain the noisy LR images. If we directly use some magnification algorithm on these images, the noise will be magnified simultaneously. The strategy of denoising at first is not a good choice. Many existing denoising algorithm [36] works very well on HR images, but can not be executed on LR images because Figure 1 The framework of the proposed algorithm.
the textures are dense and incomplete (as shown in Figure 2 ). To fit the recovered HR image to the initial input LR image L s , the famous iterative back projection (IBP) [38] algorithm is widely used in image magnification technology. It can be executed without storing any tools (such as data samples or dictionaries) and has low computational complexity.
The model of IBP is as follows:
(1) Figure 2 The results of applying some famous denoising algorithm on the LR images. The first column shows the noisy LR images. The second column shows the results of median filter [37] . The third column shows the results of non-local mean denoising [36] .
where Z s,IBP is the reconstructed HR image of IBP and 'F(·)' is the operation of down sampling by BI. The model (1) can be solved in the following ways:
where Z J is the output of the Jth iteration and 'U(·)' is the operation of up sampling by BI. If the input is a noisy image, the model of IBP certainly will propagate the noise to the HR image and the noise will be even magnified (as shown in Figure 3) . Therefore, some constraints should be added on the IBP model so that it can suppress the noise.
The traditional TV regularization [39] considers that the HR images have a small TV norm. The reconstructed image is obtained from :
where Z s,TV is the reconstructed HR image of TV regularization and λ is a Lagrange multipliers, 'G(·)' is to calculate the gradients. But we found the traditional TV regularization is not effective enough to suppress the noise in image magnification (as shown in Figure 3 ). To suppress the noise in LR images, we add another constraint. We propose the following model:
where λ 1 and λ 2 are the Lagrange multipliers. Obviously, the motivation of the constraint is to make the LR image also have a small TV norm. This motivation is inspired by the classical Rudin-Osher-Fatemi (ROF) TV denoising model [40] . Inspired by the reference [39] , the model (4) is solved with the following method.
Define the following functions:
where (·)· 3 2 is to calculate the 3 2 power for every element in the matrix and 1 stands for a matrix of ones of the proper size. '•' is to multiply the corresponding elements in matrices. The gradient items are generated with the four gradient filters:
where ' * ' is convolution. The model (4) is solved by the following iterative formula: where '•/' is to do division on the elements of matrices, is a positive parameter to avoid singularity and is set to 1 according to [39] . Figure 3 compares the images before and after TV regularization. As shown, the proposed TV regularization constraint is benefit to suppress the noise and reconstruct sharp step edges. More experimental results shown in Section 3 will further demonstrate the effect of the proposed TV model.
OCDT algorithm
Since most of the smooth part and step edges have been recovered by the previous steps, we use the sparse representation-based algorithm to recover the missing texture details. Most of the sparse representation-based image magnification methods work on patches. We also use this strategy. As the operation in Zeyde's method [8] , we produce four gradient maps of Z s,TV with four filters (f 1 , f 2 , f 3 , f 4 ). These gradient maps are divided into patches, and four gradient patches in a given position are connected into a 4p 2 dimensional column vector to form the data set {p
i is the feature vector for the ith patch, N is the patch number. Difference between the desired HR image Z s and Z s,TV is calculated with:
The data set p
is generated by dividing Z We firstly train D e . We solve the standard single dictionary training problem with K-SVD [41] : 
where ς (set to 0.1) is a small positive parameter to avoid singularity, I is an identity matrix. D d is calculated with:
where Figure 4 shows the visual quality of before and after OCDT. As shown, the output of TV lacks texture details. The step of OCDT recovers the texture details.
Summary of the proposed algorithm
The dictionary training scheme of the TV-OCDT algorithm is summarized in Algorithm 1. Since it is difficult to estimate the noise level for a natural image in real applications, we trained the dictionaries with clear training images. The test images with different noise levels are all recovered by same dictionaries. 
Experiments
In this section, we will first introduce the experimental settings and compare our algorithm with five state-ofthe-art algorithms. Then, we will discuss two influential factors for the sparse representation stage (including the patch size and the dictionary size) and two parameters in TV regularization stage (including two Lagrange parameters and iteration number). Finally, we will show the time complexity of the proposed algorithm.
Experimental settings
In our experiments, we magnify the input LR image both by the factors of 3 and 4. We use the training with four filters (f 1 , f 2 , f 3 , f 4 ) as the operation in Zeyde's algorithm [8] . Divide these gradient maps into patches and connect the four gradient patches in each position into a 4p 2 dimensional column vector to form the testing data set {p
M , where M is the number of testing patches. 4: Calculate the sparse representations for each patch by solving the following problem with orthogonal matching pursuit (OMP) algorithm [43] :
5: Reconstruct the HR patches p t i by:
6: Synthesis the outputẐ t by putting {p t i } M i=1 into their proper locations and averaging the overlap regions. images in the software package about Yang's algorithm [6] . Figure 5 shows some training images. We collected 100,000 coupled patches as the external training database. Figure 6 shows some LR test images. The color training images are transformed into gray images. We only use the patches which contain the texture information and the smooth patches are discarded. i is also discarded.
For the overlapped regions between the adjacent patches, averaging fusion is usually used to obtain the final pixel values. The median value has been considered to be more robust than average value, since it is uneasy to be affected by a handful of bad values. In our algorithm, a Gaussian weighted average is employed for more accurate results. The median values are used as the mean μ of the Gaussian distribution, the variance θ 2 is calculated according to μ and the overlap pixel values (u 1 , u 2 , · · · , u v ), where v is the number of overlap pixels. The final pixel value u * is calculated by Equation 16 . Compared with the traditional average values, the Gaussian weighted averages can reduce the effect 
Comparison with other methods
We compare our algorithm with five state-of-the-art algorithms, including: Zeyde's method [8] , Anchored Neighborhood Regression (ANR) [28] , ANR plus [29] , Statistical Prediction Model (SPM) [25] , and Deep Convolutional Network (DCN) [34] . The parameter settings about our method will be described in the following sections. In Tables 1 and 2 , we compare the peak signal-to-noise ratio (PSNR) and structural similarity (SSIM) [44] of the magnify images with serious noise is a problem to be solved.
To test the robustness of the proposed algorithm, we test these algorithms on some natural images. Figure 9 shows the results. The test images are taken with a Coolpad 8750 mobile phone working on LR pattern and the flashlight is on. They are taken in a ground parking at 21:30 in the evening. From the results, we can see that the proposed algorithm provides sharper edges with less artifacts.
Effects of the parameters

Effects of the dictionary size and patch size
The dictionary and patch size greatly affect all the sparse representation-based image magnification methods. Since a larger overlap is good to denoising, we use the overlap of p − 1 for each patch size. In TV regularization step, the iteration number is set to 200 and the Lagrange multipliers are all set to 0.6 for the 3× magnification and λ 1 is set to 0.4 and λ 2 is set to 0.6 for the 4× magnification (we will discuss these parameters in the next section). Tables 3 and 4 show the average PSNR and SSIM values for different dictionary and patch sizes. For the 3× magnification, all the best PSNR values are obtained when the dictionary size is 512. Most of the best SSIM values are also obtained when the dictionary size is 512. Therefore, we choose 512 as the dictionary size for the 3× magnification. When the noise standard deviation is 5, the best patch size is 3. When the noise standard deviation is 10 and 20, the best patch size is 5. When the noise standard deviation is 15, the best patch size is 7. Therefore, there are no best patch size which is suitable for every noise standard deviation. But the worst values appear when the patch size is 7. Furthermore, larger patch size will result in larger time complexity. Therefore, we choose 5 in our experiments since it is suitable for two standard deviation values.
For the 4× magnification, most of the best PSNR and SSIM values are obtained by the dictionary size 1,024. The patch size 7 gets the highest PSNR and SSIM values for most of the standard deviations. Therefore, we choose 1,024 as the best dictionary size and 7 as the best patch size.
Effects of the parameters in TV regularization
The iteration numberĴ and two Lagrange multipliers are important parameters for TV regularization. Tables 5 and  6 show the change of the PSNR and SSIM values for different iteration numbers. It is obvious that 200 is the best iteration number for the 3× magnification. For the 4× magnification, the best iteration number is 200 when the noise standard deviation is 5 or 20. The best iteration number is 300 when the noise standard deviation is 10 and 15. Since more iteration number will result in more time cost, we choose 200 in our experiments. Tables 7 and 8 show the average PSNR and SSIM values for different Lagrange multipliers. As shown, the best Lagrange multipliers are different for different noise standard deviations and magnifications. According to the comparisons stated in Section 3.2, our method is superior to others when the noise standard deviation is less than 10. The advantage is more significant when the noise standard deviation is 5. Therefore, we choose the best Lagrange multipliers according to the data about noise standard deviation 5. For the 3× magnification, λ 1 and λ 2 are all set to 0.6. For the 4× magnification, λ 1 is set to 0.4 and λ 2 is set to 0.6.
Time complex analysis
The time complexity is analyzed as follows. Suppose the time complexity of calculating an unknown pixel value with interpolation algorithm is c, the TV regularization requires order O(cK 1 K 2Ĵ ) flops according to Equation 7 . OMP algorithm [43, 45] is used to calculate the sparse representations. OMP algorithm needs O 4p 2 nT flops when calculating sparse representation for a given feature vector [41] . Therefore, the whole time complexity of the testing phase is O(4K 1 K 2 p 2 nT + cK 1 K 2Ĵ ). Our algorithm is tested on an AMD FX8150 CPU with 3.6 GHz and 16 PSNR, peak signal-to-noise ratio; SSIM, structural similarity. G memory PC at windows platform. Table 9 compares the time costs of different methods. Our time cost is larger than Zeyde's method, ANR, and ANR plus but smaller than SPM and DCN.
Conclusions
The capability of dealing with the noisy LR images is greatly related to the performance of an image magnification algorithm in real applications. In this paper, we propose an algorithm to magnify a noisy LR image. This algorithm combines the ideas of regularization and learningbased algorithm. The experimental results demonstrate that the proposed algorithm performs well when the standard deviation of noise is not very high. But some problems still need to be solved in the future. Firstly, the existing algorithms and the proposed algorithm all can not deal with LR images with serious noise. From Figures 7 and 8, we can see that when the noise is higher than 10, the visual quality is not ideal for all of these methods. Secondly, the performance on the natural images is not good enough. Many texture details still cannot be recovered. We should find better ways to deal with complex natural conditions in the future research.
