In this tutorial, the well-known matrix-multiply is taken, and the RDVIS-tool is used to optimize it. After applying optimizations, hinted by the RDVIS-tool it shows that the programmer found a tiled version of the matrix multiply, which much higher locality and which runs much faster than the original matrix multiply code. The reuse distance model and the theoretical concepts behind the RDVIS tool are not explained here, but are discussed in "RDVIS: a tool that Visualizes the
Introduction
In this tutorial, I'll show how the RDVIS-tool hints the programmer into optimizing a matrix multiply code for temporal data locality. After these optimizations, the programs runs more than 3 times faster.
If you want to use the RDVIS-tool, and try the different visualizations yourself: you can find the RDVIS-tool at url http://www.elis.ugent.be/ ∼ kbeyls/rdvis, or type in the following url to start the tool directly:
http://www.elis.ugent.be/ ∼ kbeyls/rdvis/webstart/rdvis.jnlp. The input files to the RDVIS-tool that are used in this tutorial can be downloaded from http://www.elis.ugent.be/ ∼ kbeyls/rdvis/tutorial1/files.
2 Investigating the original code 2.1 Initial Windows 1. Begin by starting the RDVIS-tool by clicking on the link http://www.elis.ugent.be/ ∼ kbeyls/rdvis/webstart/rdvis.jnlp.
2. When the file-choose dialog pops up, select the file mxm_orig_s_N=400.rdvis.zip that you downloaded from http://www.elis.ugent.be/ ∼ kbeyls/rdvis/tutorial1/ files. This file contains the necessary reuse data recorded at compilation and run-time of the matrix multiply, which multiplied two 400×400 matrices.
3. Two windows pop up after a little while:
• A Source window, which shows all the source code in the program. The window looks something like this:
In this case, there is only a single source file: mxm.c. Note that initially, the source code is very zoomed out. You can zoom in by going to the View→zoom mxm.c menu, and click it. You can also make the red arrow transparent by click View→transparent arrows. Furthermore, you can display line numbers by selecting the menu entry View→Show Linenr. After selecting these options, the Source window looks something like this:
• An Options window, which shows five slide bars. After resizing the window, it looks something like this:
The five slide bars are used to control the following settings:
-"alpha values of arrows", with this slider, the transparency of the arrows in the Source window can be controlled, when transparent arrows are selected in the menu View→transparent arrows in the Source window. Try it. -"log2 cache size". This value shows the log2 of the assumed cache size. It will be explained further when we need it in this tutorial. -"font size" determines the font size with which the source code is drawn in the Source window, when the given source file is zoomed in. (see View-menu in Source window. Try it. -"percentile of RPs shown" Each arrow in the Source window represent a reuse pair, where a lot of the long distance reuses occur. A reuse is considered long distance when the reuse distance of that reuse is larger than the cache size determined by the "log2 cache size" slider. This slider controls that only the heaviest reuse pairs are drawn (i.e. those with most accesses with long reuse distances). For example, when the value for this slider is 90, the arrows are drawn heaviest first, than second heaviest, and so on, until all the drawn arrows represent more than 90% of all long-distance reuses. -"min. perc. of interm. exec. code for highlighting". This slider will not be used nor explained in this tutorial.
Searching Low-Locality Reuses
As a first step, we wish to look at the overall reuse distance histogram of the executed matrix multiply. Therefore, in the Source window, select Window→Overall Reuse Distance Histogram. The following window will pop up, which shows the overall reuse distance histogram of the complete execution of the program:
On the x-axis, it shows the log2 of the measured reuse distance, and on the y-axis it shows how many accesses there were with a specific reuse distance. The graph shows that there are 2 peaks: about 64 million accesses at reuse distances between 2 17 and 2 18 , and about 64 million accesses at reuse distances between 2 9 and 2 10 . Since in the options window, the cache size is set to 2 10 , only the reuse pairs with reuse distances larger than the 2 10 are drawn. Now, make this value smaller: for example 2 8 by changing the value for "log2 cache size" in the options window. You'll see that an extra arrow has appeared in the Source window: 
Optimizing Low-Locality Reuse
In this section, we'll try to optimize the long-distance reuses between b[k*N+j] and itself. This can be accomplished by reducing the reuse distance. In other words, we have to rearrange the computations in the program, so that a smaller amount of data is accessed between the reuses of b[k*N+j]. The RDVIS tool helps us here. You can visualize the code that is executed between the reuses of the green arrow, by clicking on the arrow, and selecting Show Intermediate Code in the pop-up menu that appears:
After clicking the menu item, the source window will look as follows:
You see that the blue arrow has been made highly-transparent, to clearly indicate that only the green arrow is of interest now. The lines that contain code that is executed between at least one of the reuses, are indicated by a yellow background. All the code is colored with a color between red and black. When the code is full red, it means that it is executed between all the reuses of b[k*N+j]. A completely black color means that the code is never executed between any of the reuses. (In the present version of the RDVIS tool, only the "expressions" are colored. That's why for example the '}'-symbol on line 13 remains black. It can also be discussed that the '}' doesn't correspond to any assembly instructions, and can therefore not be "executed". Likewise, the 'for'-keyword is not colored).
From the highlighting, we can see that the reuses occur between different iterations of the outer loop, which we'll call the i-loop. One can also conclude that the reuses are not between different executions of the complete loop since the initialization i=0 in the loop has a black color (i.e. not executed between reuses). It is actually quite straightforward that the reuses occur between different iterations of the i-loop: for different values of i, and the same values of j and k, the expression b[k*N+j] accesses the same array element.
So, we conclude that to bring the reuses closer together in time, we need to make sure that executions of the statement on line 12, with the same value for j and k, but different values of i need to be brought closer together in time.
This can be done be executing several iterations of the i-loop consecutively. In the transformed code below, we execute 10 consecutive iterations of the i-loop, before the inner statement is executed for different values of j and k, as implemented in the program in mxm_opt1_s_N=400.rdvis.zip. When opened with RDVIS, and the cache size set to 0 in the options pane, this gives the following reference pairs and associated reuse distance histogram: original opt1 exec. time 0.740s 0.760s Table 1 : The execution time of the original and opt1 version of the matrix multiplication on a 2.66Ghz Pentium4 processor. L1 cache=8KB = 1024 doubles = 2 10 . L2 cache=512KB = 65536 doubles = 2 16 .
In comparison to the original code, 90% of the reuses between b[k*N+j] have shortened to have reuse distances between 2 2 and 2 3 , while the other 10% reuses have remained constant. The distance of the reuses of a[i*N+k] have increased from between 2 9 and 2 10 (see histogram on page 6) to between 2 12 and 2 13 . Furthermore, moving c[i*N+j] has generated a lot of additional reuses at short distance, which were previously not shown, since those reuses occurred between the scalar variable s, i.e. in registers instead of in memory. As a result of the increased L1 cache traffic, and the enlarged distance of the reuses of a[i*N+k], the program actually slows down a little instead of speeding up, as shown in table 1.
Optimization: Step 2
In this optimization, we'll try to reduce the L1-cache accesses we introduced in the previous step. We'll do this by bringing the reuses of c[i*N+j] close enough together, so that we can use a scalar variable (which remains in a register) to retain the value of c[i*N+j] between short-distance reuses. When you select the green arrow, and choose to show the intermediate code, the following view is generated by RDVIS:
It shows that the reuses of c[i*N+j] occur between different iterations of the k-loop. Therefore, to optimize the code, we'll make the k-loop the inner loop again, in a similar way that we made the i-loop the inner loop in the previous optimization step. The resulting code, and the corresponding reuse distance histogram is shown below. The code results in a speedup of almost 3, see 4 Optimization:
Step 3 Since the L1 cache size is 2 10 , the last histogram shows that all reuses of a[i*N+k] miss the L1 cache. Therefore, in this last optimization, we'll try to make some of these reuses hit in the L1 cache, by performing a similar optimization as the previous two. When you click the green arrow in the source pane, and choose to show the intermediately executed code, you'll see that the reuses are carried by the j-loop. Therefore, we'll move a substantial amount of the j-iterations more inwards, to put the reuses closer together. The resulting code is shown below, together with the resulting reuse distance histogram. Click Read Cache Sizes from file, and choose the file p4_8KB_512KB_double.cachesizes. The histogram will then indicate the L1 and L2 cache sizes on a Pentium4 processor, where the L1 cache is 8KB and the L2 cache is 512KB:
which results in the following plot after clicking:
This cumulative histogram gets useful when combined with indications for cache sizes. For example, after loading the cache sizes for a Pentium4 processor, as explained in section 5, RDVIS generates the following plot:
By looking at the borders of the cache sizes (resp. at reuse distances 2 10 and 2 16 ), we see that yellow arrow generates about 700000 L2 cache misses and the same amount of L1 cache misses. The purple arrow generates about 700000 L1 cache misses and no L2 cache misses. Instead of using absolute numbers, we can also easily get the cache miss rates, by clicking the menu entry Distribution, which results in the following plot:
