Moment-closure approximations have in recent years become a popular means to estimate the mean concentrations and the variances and covariances of the concentration fluctuations of species involved in stochastic chemical reactions, such as those inside cells. The typical assumption behind these methods is that all cumulants of the probability distribution function solution of the chemical master equation which are higher than a certain order are negligibly small and hence can be set to zero. These approximations are ad hoc and hence the reliability of the predictions of these class of methods is presently unclear. In this article, we study the accuracy of the two moment approximation (2MA) (third and higher order cumulants are zero) and of the three moment approximation (3MA) (fourth and higher order cumulants are zero) for chemical systems which are monostable and composed of unimolecular and bimolecular reactions. We use the system-size expansion, a systematic method of solving the chemical master equation for monostable reaction systems, to calculate in the limit of large reaction volumes, the first-and second-order corrections to the mean concentration prediction of the rate equations and the first-order correction to the variance and covariance predictions of the linear-noise approximation. We also compute these corrections using the 2MA and the 3MA. Comparison of the latter results with those of the system-size expansion shows that: (i) the 2MA accurately captures the first-order correction to the rate equations but its first-order correction to the linear-noise approximation exhibits the wrong dependence on the rate constants. (ii) the 3MA accurately captures the first-and second-order corrections to the rate equation predictions and the first-order correction to the linear-noise approximation. Hence while both the 2MA and the 3MA are more accurate than the rate equations, only the 3MA is more accurate than the linear-noise approximation across all of parameter space. The analytical results are numerically validated for dimerization and enzymecatalyzed reactions.
I. INTRODUCTION
It is well known that the chemical master equation (CME), the probabilistic description of chemical kinetics at the mesoscopic scale, can only be exactly solved for a handful of simple systems, e.g., those composed of only unimolecular reactions [1] [2] [3] [4] and the (reversible or irreversible) bimolecular reaction involving two reactant species. 5 It can also be exactly solved for any chemical system which obeys the principle of detailed balance, which typically holds for closed systems. 6 However, naturally occurring chemical systems rarely fall into one of these exactly solvable cases. In particular, biochemical pathways inside cells are open chemical systems which typically involve the interaction of a large number of species via various types of elementary (unimolecular and bimolecular) interactions.
The difficulty in exactly solving the CME of a set of elementary chemical reactions stems from the fact that the timeevolution equation of the Mth central moment of the probability density function solution of the CME is generally a function of the (M + 1)th central moment. This implies an infinite hierarchy of coupled equations which of course cannot be generally solved. 7 The only exception to this rule occurs when the CME describes a set of first-order (unimolecular) reactions, in which case the time-evolution equations for all moments are closed. However, most biochemical systems involve a number of bimolecular reactions, and hence an approximation method to decouple some of the moment equations is needed. There are two such methods in popular use: (i) the linear-noise approximation (LNA) and (ii) moment-closure approximations. We now briefly describe each method.
The moments of the CME can be written as a series in powers of the inverse volume of the compartment in which the reactions occur. The method by which this is obtained is called the system-size expansion (SSE) of the CME. 8 The LNA refers to the first level of approximation, i.e., the first term of the moment expansion which is valid in the limit of very large volumes. In this case it is found that the mean concentrations (the first moments) are decoupled from the covariance of the fluctuations (the second moments) and are given by the rate equations (REs). This level of approximation also leads to time-evolution equations for the variances and covariances which are decoupled from the third moments; rather they are simply a function of the concentration solution of the REs. Hence the LNA provides an accurate means to approximately calculate the size of concentration fluctuations when compartment volumes are large or equivalently when the number of molecules is not too small. This accuracy is guaranteed for all times provided the system is monostable.
The advantage of the LNA is that it is derived from a systematic series expansion of the CME and is not based on ad hoc assumptions. Its disadvantage is that it may not be accurate for describing the stochastic kinetics of chemical systems characterized by low copy numbers of molecules (unless the system is composed of first-order reactions only in which case the covariance prediction of the LNA is exact for any number of molecules).
Moment-closure approximations are based on a completely different approach. Whittle 9 and McQuarrie 10 were some of the earliest proponents of the method, who applied it to stochastic non-linear models of population growth, plant competition, animal predation, and chemical kinetics. The infinite hierarchy of time-evolution equations for the moments is truncated by assuming that the (M + 1)th central moment is the same as that from some well-known distribution, for example, the normal distribution. It then follows that one can solve the time-evolution equations for the first M moments. The most popular of this class of approximations involves setting the third and all higher order cumulants to zero, i.e., that expected for a normal distribution, which leads to coupled equations for the mean concentrations and for the variances/covariances of the concentration fluctuations. In recent years, this method has appeared under the different guises of "Mass-fluctuation kinetics equations,"
7 "Statistical chemical kinetics equations" 11 and the "Two-moment approximation." 12, 13 In the rest of this article we shall refer to it by the latter name or its abbreviated form, 2MA. Software has also been written to facilitate the numerical solution of the 2MA and of higher order moment-closure approximations. 14 The foremost advantage of this method is its simplicity and the fact that unlike the LNA method, it does not appear to make implicit assumptions about the size of the molecular populations (or equivalently about the magnitude of the compartment volume). Its disadvantage is that it is based on ad hoc assumptions and hence it is not clear when it provides a good description and when it does not. What is known is that in the limit of large volumes, the 2MA's prediction of mean concentrations and of the variances/covariances of concentration fluctuations matches exactly that of the REs and of the LNA, respectively. 12 Numerical integration of the 2MA equations for a handful of chemical systems suggests that for intermediate volumes, they may be more accurate than the RE and the LNA. 12 However, to date analytical proof of the postulated higher accuracy of the 2MA is missing. Indeed it is plausible that the 2MA's accuracy is only evident for certain parameter sets but not a general feature of the method.
In this article we seek to clarify the accuracy of the predictions of the 2MA method. We utilize the SSE to calculate the mean concentrations and the variances of the concentration fluctuations according to the CME accurate to order −2 for two chemical systems: dimerization and an enzymecatalyzed reaction. The mean concentration has the form µ 0
, where µ 0 is the solution of the deterministic REs, µ 1 −1 is the first-order correction to the REs and µ 2 −2 is a second-order correction to the REs. The variance has the form σ −2 is the first-order correction to the LNA. We also obtain series solutions of the 2MA equations. It is found that the mean concentration and variance predictions of the SSE and of the 2MA agree to order −1 but have different −2 terms. In particular the latter terms have a different dependence on the rate constants than the −2 terms of the series obtained using the SSE. Hence we conclude that the 2MA accurately captures the first-order correction to the mean concentration prediction of the REs but does not accurately predict the first-order correction to the variance and covariance predictions of the LNA. We also study the three-moment approximation (3MA) in which the fourth and all higher order cumulants are set to zero. Comparison of the series solutions of the 3MA with those of the SSE shows that the 3MA accurately captures the first-and secondorder corrections to the RE prediction and the first-order correction to the LNA. We finally show using the multivariate SSE that our conclusions for the 2MA and the 3MA methods are correct for all chemical systems which are monostable and composed of elementary reactions.
II. EXAMPLE A: DIMERIZATION
In this section we calculate the 2MA and the 3MA equations for a chemical species involved in a reversible dimerization reaction. The mean concentration and variance of concentration fluctuations solutions of these equations in steadystate conditions are then obtained as a series in powers of the inverse compartment volume. We also use the SSE of the CME to calculate the correct series solutions. A comparison of the two series enables us to infer the accuracy of the predictions of the 2MA and the 3MA equations.
A. The 2MA and the 3MA approximations
We consider the reversible bimolecular association of monomer molecules (species A) to form dimer molecules (species B). The forward rate of reaction is k 1 and the reverse rate of reaction is k 2 . The reaction can be schematically represented as
The CME for this reaction is given by
where P(n A , n B , t) is the probability that the system at time t has n A monomer molecules and n B dimer molecules and is the volume of the compartment in which the reaction occurs. The step operator E x A when it acts on some function of n A leads to the same function but with n A replaced by n A + x; the operator E x B performs an equivalent operation when it acts on a function of n B . The reader is referred to Appendix A for a concise review of CME and RE modeling of chemical reaction networks.
The reaction implies the conservation law n A + 2n B = n T = φ T , where n T is a constant at all times and it is equal to the Given Eqs. (8) , (10) , and (11), it follows from Eqs. (6) and (7) that we can obtain the time-evolution equation for the third central moment
From Eqs. (8), (10) , and (12), one notes that the timeevolution equation for the nth central moment depends on the (n + 1)th central moment which implies that it is not generally possible to solve these equations in closed form (as previously remarked in the Introduction). An approximative solution is possible by means of the 2MA and the 3MA methods, which are as follows.
The 2MA is obtained by setting the third central moment (the third-order cumulant) in Eq. (10) to zero (as expected for a Gaussian probability distribution) which leads to the following set of two coupled equations for the mean concentration and the variance
Note that we have replaced µ by µ 2M and σ 2 by σ 2 2M to clearly identify that the solutions of these equations constitute the 2MA approximation.
In a similar way we can obtain the 3MA by setting the fourth central moment ζ in Eq. (12) equal to 3(σ 2 ) 2 (as would be for a Gaussian probability distribution, i.e., the fourthorder cumulant is set to zero) which leads to a set of three coupled equations for the mean concentration, the variance and the third central moment
As previously, we have here replaced µ by µ 3M , σ 2 by σ 2 3M , and η by η 3M to clearly identify that the solutions of these equations are the 3MA approximation.
We now obtain a series solution of the 2MA equations in steady-state conditions. The form of the 2MA equations, Eq. (13) , suggests that the mean concentration and the variance can be written as a series in powers of the inverse volume . Furthermore, it is expected that in the limit of large volumes, the mean concentration approaches some non-zero value while the variance approaches zero (deterministic conditions). Hence we make the ansatz that the mean concentration and the variance can be written as
Substitution of these series expansions in the 2MA equations, Eq. (13), setting the time derivative to zero and solving the equations simultaneously (for a i and b i ) we obtain
where the superscript * indicates quantities evaluated in steady-state conditions,
is the steady-state solution for the monomer concentration obtained using the REs one conventionally writes down for the dimerization reaction, i.e., ∂ t φ(t) = −2k 1 φ(t) 2 + k 2 (φ T − φ(t)). In a similar manner we can obtain series solutions for the 3MA equations by making the ansatz
. (18) A comparison of the series solutions for the 2MA and the 3MA shows that the two agree to order −1 but their
terms are different. In the macroscopic limit of large volumes, the mean concentrations of both methods approach the RE solution, as expected. However, since both methods are based on an ad hoc assumption, we cannot deduce anything about the moment-closure approximations' accuracy from comparison of their series solutions. Rather we first need to derive the mean concentration and variance prediction of the CME correct to order −2 and then compare the latter to the 2MA and 3MA series solution. This is the topic of Section II B.
B. System-size expansion and the accuracy of moment-closure approximations
We now use a systematic method, the SSE of the master equation, to obtain the steady-state mean concentration and variance accurate to order −2 . The SSE is not based on ad hoc moment-closure approximations and hence serves as an ideal method to benchmark the accuracy of the 2MA and 3MA results in Section II A. The reader is referred to Appendix B for a concise treatment of the multivariate SSE in the context of chemical reaction kinetics. In what follows we shall simply state the main results obtained by applying the SSE to the dimerization example at hand.
The SSE starts by making the change of variable n A / = φ(t) + −1/2 A in the master equation (3), where φ(t) is the solution for the monomer concentration using the REs. This substitution causes the probability distribution P(n A , t) to be transformed into a new one, ( A , t), whose time-evolution equation is given by
where ∂ A denotes the partial derivative with respect to A . We have also used the following convenient abbreviations:
Note that D 1(m) = 0 for odd m since in steady-state conditions the deterministic rate equations imply k 2 (φ T − φ) − 2k 1 φ 2 = 0; this is the reason why no odd m terms appear in Eq. (19) . The right-hand side of the time-evolution equation for ( A , t) is an infinite series in powers of the inverse square root of the compartment volume which implies that it can be solved by making the substitution ( A , t) = ∞ j =0 j ( A , t) −j/2 . We also define the pseudo-moments
We impose deterministic initial conditions, i.e., at time t = 0, the value of n A / is taken to be exactly equal to the deterministic solution φ(0). It can then be shown (see Appendix B) that the mean concentration and the variance of the concentration fluctuations are given by
where the time-evolution equations for the pseudo-moments
The deterministic initial condition implies that all pseudomoments are zero at t = 0. Solving Eqs. (25)- (30) in steady-state conditions (setting the time derivative to zero) and substituting in Eqs. (23) and (24) we obtain the mean concentration and variance of the fluctuations accurate to order
Note that the first term in Eq. (32) is the LNA. The first two terms in Eq. (31) are those given by the effective mesoscopic rate equation (EMRE) formalism. 15 A comparison of the above equations with the series solutions for the 2MA, Eqs. (15) and (16), and the 3MA, Eqs. (17) and (18), reveals that the 2MA and 3MA predictions are generally accurate to orders −1 and −2 , respectively. The 2MA only achieves a higher accuracy of order −2 in both the mean concentration and the variance of fluctuations when = (1 + √ 2)/4 0.6. Hence the 2MA accurately captures the first-order correction to the REs but does not accurately predict the firstorder correction to the LNA. In particular the 2MA's prediction of the correction to the LNA has the wrong dependence on . In contrast, the 3MA accurately captures the first-and second-order corrections to the RE predictions and the firstorder correction to the LNA.
As we show now, a consequence of the 2MA's failure to predict the first-order correction to the LNA is that the 2MA's prediction of variance is only more accurate than that of the LNA in some regions of parameter space. We define the relative error in the variance prediction of a method as the solution from the SSE minus the solution from the method divided by the solution from the SSE. Using this definition, it is straightforward to show, using the series solutions of the 2MA, and that obtained using the SSE, that the relative errors in the variance predictions of the 2MA and of the LNA are given by
where y = 1 + 8 . A comparison of these equations shows that in the limit → 0 the absolute relative error of the LNA is larger than the absolute relative error of the 2MA while the reverse is true in the opposite limit of large . In particular in the latter limit, the error of the LNA prediction becomes independent of while the error of the 2MA scales as √ . One can also show that the relative error in the variance prediction of the 3MA scales as −2 and hence the 3MA is the lowest order moment-closure approximation which is more accurate than the LNA across all of parameter space.
C. Numerical verification of the theoretical results
We have verified our theoretical predictions by calculating two quantities, , the ratio of the mean concentration of the CME to the RE solution and , the ratio of the variance of concentration fluctuations of the CME to the LNA prediction using four methods:
1. We numerically solve the 2MA Eqs. (13) to obtain the mean and variance estimates in steady-state conditions. We then divide the mean concentration solution by the steady-state solution of the deterministic RE,
, to obtain the estimate. The variance estimate is divided by the steady-state LNA solution (the first term on the right-hand side of Eq. (32)) to obtain the estimate. 2. Same as above but using the 3MA Eqs. (14) . 3. The SSE estimate of is obtained by dividing Eq. (31) by the steady-state solution of the deterministic RE while the estimate of is obtained by dividing Eq. (32) by the steady-state solution of the LNA
4. Exact values of and are calculated as follows. The exact solution of the master equation (3) in steady-state conditions has been previously found by the generating function method. 16 The steady-state generating function solution is
where G(s) = n A s n A P (n A ), n T = φ T is the maximum number of monomer molecules, and 1 F 1 denotes the Kummer confluent hypergeometric function. The exact mean monomer concentration is then given by
Dividing this concentration by the steady-state solution of the RE we obtain the exact . The exact variance of the monomer concentration fluctuations is
2 ) with all the derivatives evaluated at s = 1. Dividing this variance by the steady-state solution of the LNA we obtain the exact .
In Fig. 1 we fix φ T = 1 and plot the values of and obtained from the above four methods as a function of the nondimensional aggregate of rate constants and for two different volumes: an intermediate volume of = 6 (Figs. 1(a) and 1(c)) and a large volume of = 100 (Figs. 1(b) and 1(d)). Note that given the chosen value of φ T , the intermediate and large volumes correspond to a maximum number of monomer molecules n T equal to 6 and 100, respectively. The color and symbol coding is as follows: red triangle points (connected by solid red lines) show the 2MA predictions, open circle points show the 3MA predictions, blue dashed line shows the SSE predictions, Eqs. (35) and (36), and the solid black circles are computed using the exact approach.
Note that at intermediate volumes ( Figs. 1(a) and 1(c) ), the 2MA, 3MA, and SSE estimates are visibly different than the exact values, the smallest discrepancies being for the 3MA and SSE estimates. For large volumes (Figs. 1(b) and 1(d)), the 3MA and SSE estimates agree very well with the exact values, the 2MA estimate of also agrees well with the exact values but the 2MA estimate of has a completely different functional dependence on than the exact one. Increasing larger than 100, we find that the 2MA always retains this incorrect dependence on . These numerical results confirm the results of our large volume expansion method. In the limit of large volumes the 2MA accurately predicts the size Plots of , the ratio of the mean monomer concentration of the CME to the RE solution and , the ratio of the variance of monomer concentration fluctuations of the CME to the LNA, as a function of for the reversible dimerization reaction in steady-state conditions. These are obtained using four different methods: 2MA, 3MA, SSE, and an exact approach (see text for details). The 2MA, 3MA, and SSE estimates are not very accurate for small volumes, panels (a) and (c). For large volumes, panels (b) and (d), the 3MA and SSE estimates of both and and the 2MA's estimate of match very well the exact values. However, the 2MA's estimate of is incorrect, in the sense that it predicts the wrong dependence of with . The latter deficiency cannot be corrected by going to larger volumes than = 100 and is a pathological feature of the 2MA method, namely, that the method cannot accurately capture corrections to the LNA. (34), and the open circles are computed using the numerical solution of the 2MA equations and the exact variance of the CME (see text for details). The theoretical and numerical relative errors for both the 2MA and the LNA match very well. The 2MA's estimate of variance is more accurate than that of the LNA for small values of while the reverse occurs when becomes larger than 1.
of the correction to the RE solution but it does not accurately capture corrections to the LNA solution except at the point 0.6. The 3MA is the lowest order moment-closure approximation which accurately captures corrections to both the RE and LNA solution. Note that though the 2MA prediction for has an incorrect functional dependence on , it is qualitatively correct in the sense that it is monotonically increasing with .
We have also tested the accuracy of the expressions for the relative errors in the variance predictions of the LNA and the 2MA, Eqs. (33) and (34). The "true" relative error of the 2MA was calculated by substituting the numerical variance estimate of the 2MA (see point 1 above) and the exact variance (see point 4 above) in the equation: exact variance minus numerical 2MA variance divided by the exact variance. The "true" relative error of the LNA can be calculated in a similar way. In Fig. 2 we plot the absolute values of the "true" relative errors of the 2MA and the LNA and the theoretical Eqs. (33) and (34) as a function of for the parameters φ T = 1 and = 1000. We find excellent agreement between the "true" and theoretical values, in the process verifying the theoretical prediction that the variance estimate of the 2MA is only more accurate than that of the LNA in certain regions of parameter space.
III. EXAMPLE B: THE MICHAELIS-MENTEN REACTION WITH SUBSTRATE INPUT
In this section we repeat the same analysis as in Section II but for species involved in an enzyme-catalyzed reaction. We will show that the features of the 2MA and 3MA methods elucidated in the previous example also hold for the enzyme reaction, namely, that the 2MA accurately captures corrections to the RE solution but not those to the LNA's estimate of variance of concentration fluctuations while the 3MA accurately captures both corrections. There is however one notable and important difference between the two examples: the 2MA prediction of , the ratio of the variance of fluctuations of the CME to the LNA, was at least qualitatively correct for the dimerization reaction but no such agreement will be found in the enzyme example.
A. The 2MA and 3MA equations
The Michaelis-Menten reaction with substrate input can be described in schematic form as
where the k's denote the associated rate constants. The reaction can be described as follows. Substrate molecules (species S) are pumped into some compartment at a constant rate, they bind to free enzyme molecules (species E) to form substrateenzyme complexes (species C) which then either decay back to the original substrate and free enzyme molecules or else decay into free enzyme and product molecules (species P). The master equation for these four elementary chemical processes is given by
where n S and n C are the absolute number of substrate and complex molecules, respectively, and n T is the absolute total number of molecules of enzyme in free and complex form. Note that we have used the same concise step operator formalism utilized in the previous example. Note also that the number of free enzyme molecules n E does not explicitly enter the CME description because of the conservation law n E + n C = n T = φ T , where φ T is the total enzyme concentration, a time-independent quantity. As in the previous example, we can obtain exact timeevolution equations for the first, second, and third moments by multiplying the master equation (39) by the appropriate quantity (e.g., n S / if we are interested in the equation for the mean substrate concentration, n S n C / 2 if we are interested in the equation for n S n C / 2 , etc.) and summing over n C and n S . This leads us to the set of moment equations given by
where
S n C , and µ CCS = −3 n S n 2 C . The notation S ij refers to the i-j element of the stoichiometric matrix S defined as
while a j , b j , c j , d j , e j , g j refer to the j th components of the column vectors 
, i.e., (n i − n i )(n j − n j )(n k − n k ) = 0, where i, j, and k are indices which can be either C or S. This is equivalent to setting the third (non-central) moments in Eqs. (42)-(44) equal to
The 3MA involves solving Eqs. (40)- (48) with the fourth central moments set equal to those of a Gaussian, i.e., (n i − n i )(n j − n j )(n k − n k )(n r − n r ) = ( n i n j − n i n j )( n k n r − n k n r ) + ( n i n k − n i n k )( n j n r − n j n r ) + ( n i n r − n i n r )( n j n k − n j n k ), where i, j, k and r are indices which can be either C or S. This condition forces the fourth-order cumulants to zero. It is also equivalent to setting the fourth moments in Eqs. (45)- (48) equal to
B. Series solutions of the 2MA and 3MA equations in steady-state conditions
All the moments in the 2MA and 3MA equations can be written as a series in powers of the inverse volume. The coupled differential equations can then be solved in steady-state leading to series solutions for the mean concentration of substrate and for the variance of its fluctuations
where φ * S = φ T (1 − δ)θ/δ is the steady-state solution of the REs for the enzyme system, and
Steady-state conditions require the substrate input rate k in to be less than the maximum rate at which the enzyme can catalyze substrate into product k 2 φ T , and hence δ is a positive fraction; its value approaches zero as the enzyme becomes increasingly saturated with substrate. The constant η is always smaller than θ . The functions h i and l i are defined as
The SSE of the CME can be used to calculate the mean substrate concentration and variance of fluctuations correct to order −2 . This is obtained as follows. According to the recipe in Appendix B, the only two pieces of information needed to compute the expansion are the macroscopic rate vector f and the stoichiometric matrix S. Both of these are defined in Appendix A. If we label, the substrate as species 1, the complex as species 2, the input reaction as reaction 1, the enzyme-substrate association as reaction 2, its reverse as reaction 3, and the product forming step as reaction 4, then it follows that the stoichiometric matrix is given by Eq. (49) while the macroscopic rate function vector is given by f = (k in , k 0 φ S (φ T − φ C ), k 1 φ C , k 2 φ C ), where φ C and φ S are the RE solutions for the complex and substrate concentrations, respectively. Substituting these in Eqs. (B12), (B14), (B15), (B17), (B19) and (B20), solving these equations simultaneously and finally substituting the solutions in Eqs. (B23) and (B24), we obtain the mean substrate concentration and variance of fluctuations correct to order −2 . These are found to be precisely the same as those of the 3MA, namely, Eqs. (63) and (64). Hence as for the dimerization example, we can conclude that the 2MA's estimates are generally accurate to order −1 , except when δ → 0 (enzyme saturation) in which case the variance exhibits a higher accuracy of −2 . This implies that while the 2MA captures small corrections to the RE prediction of the mean concentration, it does not accurately predict corrections to the LNA prediction of the variance of concentration fluctuations. These predictions are verified by a similar numerical procedure as to the one for dimerization. We numerically solve the 2MA equations (Eqs. (40)- (44) (60)) for the mean substrate concentration and for the variance of the substrate concentration fluctuations in steady-state conditions. We then divide the means by the deterministic steady-state solution φ * S to obtain the 2MA and 3MA estimate of , the ratio of the mean substrate concentration of the CME to the RE solution, while the variances are divided by the LNA prediction (the first term in Eq. (62)) to obtain the 2MA and 3MA estimates of , the ratio of the variance of substrate fluctuations of the CME to the LNA. We also obtain estimates of and using the SSE. Since the mean and variance results from this method are equal to order −2 with those of the 3MA, Eqs. (63) and (64), it then follows that the SSE estimates are given by
Finally we obtain and using an exact method. Stochastic simulation of the reaction scheme Eq. (38) using Gillespie's exact algorithm 17 is used to generate a set of 3 independent trajectories of the number of substrate molecules versus time. Estimates for the mean number of substrate molecules and for the mean squared number of substrate molecules in steady-state conditions are obtained from time averages of each trajectory over a period of time which is much longer than that necessary to achieve steady-state. The three values of the mean are then averaged to lead to a final mean estimate; the same procedure is used to obtain a final mean squared estimate. The mean is divided by the volume leading to the mean concentration which is then divided by the deterministic RE solution to obtain . Subtracting the square of the mean estimate from the mean square estimate and dividing by the volume squared leads us to the variance of fluctuations which upon division by the LNA prediction gives us . Note that and obtained from this method are exact, the only error being that due to sampling, which can be made negligible by time averaging over very long trajectories. The standard deviation in and can also be obtained from the standard deviation of the three values of the mean and of the mean squared estimates.
In Fig. 3 we show a comparison of the and estimates from the 2MA, 3MA, SSE, and exact methods for two different volumes: an intermediate volume,
= 250 (Figs. 3(a) and 3(c) ) and a large volume, = 1000 (Figs. 3(b) and 3(d) ). The total enzyme concentration is fixed to φ T = 1 and hence the total number of enzyme molecules is equal to . Note that the 2MA prediction of is accurate for both volumes. However, its prediction is qualitatively wrong since it does not capture the peak at a particular value of δ predicted from the exact method. This qualitative disagreement cannot be resolved by going to larger volumes (as can be seen from a comparison of Figs. 3(c) and 3(d) ). This is in agreement with our theoretical results which show that for any volume, the 2MA's −2 term has the wrong functional dependence on δ. In contrast, the 3MA and the SSE estimates of both and approach the exact values as the volume becomes larger (compare Figs. 3(c) and 3(d) ).
C. Accuracy of the 2MA's and the 3MA's predictions for pre-steady-state kinetics
Thus far, we have exclusively studied the accuracy of the 2MA and the 3MA in steady-state conditions. Needless to say that one is generally interested in the kinetics leading to the steady state. We here numerically test whether the conclusions we obtained for steady-state conditions also hold in pre-steady-state conditions.
We have computed and as a function of time, using the 2MA, the 3MA, and the stochastic simulation algorithm. The details are as follows. We fix δ to 0.07, to 1000, and the rest of the parameters are as in Fig. 3 . The estimates are computed in the following way. The REs, the LNA equations (see Appendix B), the 2MA equations, and the 3MA equations are numerically integrated to obtain estimates of the mean substrate concentration and of the variance of substrate concentration fluctuations as a function of time. The estimate of (t) from the 2MA and the 3MA methods is then obtained by dividing their mean concentrations at time t by the mean concentration of the REs at time t. Similarly (t) is obtained by dividing the variance predictions of the moment-closure approximations at time t by the variance prediction of the LNA at time t. We have also estimated (t) and (t) by means of the stochastic simulation algorithm. Thirty thousand trajectories were generated by the algorithm, from which we calculated the mean substrate concentration and the variance of the fluctuations at unit time intervals. Dividing the former by the mean concentration of the RE and the latter by the LNA prediction of variance, leads us to the desired values of (t) and (t).
The initial conditions are deterministic, i.e., the probability distribution solution of the CME at time t = 0 is a Dirac delta function centered on the concentration solution of the REs. Hence the initial concentrations of the 2MA and the 3MA equations are set equal to those of the REs, the second non-central moments are set equal to µ ij = µ i µ j and the third non-central moments are set equal to µ ijk = µ i µ j µ k , where i, j, and k are indices equal to C or S. In particular, we chose µ S = 1 and µ C = 0 at time t = 0; for the stochastic simulation algorithm this means setting n S = n E = and n C = 0 at time t = 0. For the LNA, deterministic initial conditions imply setting all pseudo-moments to zero, initially (see Appendix B).
The results are shown in Fig. 4 . It is evident from the plots that our previous conclusions derived from a steadystate analysis, hold for all times, i.e., the 3MA is the lowest order moment-closure approximation which can accurately capture corrections to the REs and to the LNA.
IV. A GENERAL PROOF OF THE ACCURACY OF THE 2MA AND THE 3MA
In Section II and III we analytically showed that for dimerization and enzyme-catalyzed reactions, the 2MA's and the 3MA's estimates of mean concentrations and of variance of fluctuations in steady-state conditions were, respectively, accurate to orders −1 and −2 . For the enzyme example, it was also numerically verified for one parameter set, that the accuracy of the two methods for all times is the same as that in steady-state conditions. In this section we sketch a proof which shows that these results are true for all monostable reaction networks and for all times. The notation and approach to the problem in this section bear considerable similarity to that used for the multivariate SSE and hence we encourage the reader to read through at least Appendix B before continuing with this section.
We consider a general molecular reaction network in a well-stirred volume involving the interaction of N distinct chemical species via R elementary reactions, i.e., at most bimolecular reactions,
where j = 1, . . . , R, X i denotes species i (i = 1, . . . , N) , and s ij and r ij are the stoichiometric coefficients. In Appendix C, we show that the 2MA equations for this chemical system are given by
(S kj n ifj ( n, ) + S ij n kfj ( n, )
together with the condition n i n k n m = n i n k n m + n k n i n m + n m n i n k
The matrix S is the stoichiometric matrix of the chemical reaction system. When the j th chemical reaction occurs, the number of molecules of species i changes from n i to n i + S ij where S ij = r ij − s ij is the i-j element of the stoichiometric matrix. The functionf j ( n, ) is the microscopic rate function of the j th reaction which is equal to the propensity function of the reaction divided by , the compartment volume (see Appendix A and Ref. 17 for a discussion of propensity functions). For elementary reactions, this function is a quadratic in the components of n. We now make the same ansatz as used for the derivation of the SSE
where φ i is the macroscopic concentration of species i as determined by the REs. It has been previously shown 15, 18 that this implies that the microscopic rate function can be written aŝ
where f j ( φ) is the macroscopic rate function f j ( φ) = k j N w=1 φ s wj w which encodes the law of the mass action for reaction j.
Note that in the above three equations we have used the Einstein summation convention, the short-hand notation (i ↔ k) and the symbols D ij..r and J st...z ij...r which are all defined in Appendix B, just after Eq. (B20). We shall use this notation in the rest of this section since it allows expressions to be written compactly.
Now we want to obtain expressions for the mean concentrations and covariance of the concentration fluctuations of the 2MA to order −2 . To this end, we write the moments of the variables as a series expansion in powers of the inverse square root of the volume
We refer to the square bracket quantities in the above equation as pseudo-moments (see Appendix B and Ref. 18 for a discussion of these quantities). Given this form and the ansatz Eq. (79), one can deduce that the mean concentration and the covariance of fluctuations are given by
Hence to calculate series solutions for the mean concentrations and the variances predicted by the 2MA, we first need to obtain time-evolution equations for the pseudo-moments. These are obtained by substituting Eq. (84) in Eqs. (81)- (83), and then equating powers of the inverse square root of the volume, which leads to the following set of equations:
A comparison of the above equations with those obtained from the SSE, Eqs. (B11)-(B20), shows that that the two sets of equations agree except for the pair of equations (89) and (B13) and the pair of equations (92) and (B17). The latter two pairs of equations are those of the third moments of the variables, which of course are incorrectly predicted by the 2MA due to the ad hoc setting of the central third-order moments to zero. Now deterministic initial conditions imply that all pseudo-moments are initially zero which in turn implies by the above equations that
= 0 for all times (see Appendix B for a discussion). Hence from Eq. (85), we can deduce that the first correction to the RE prediction of the mean concentration of species i is given by the term
The latter is obtained by solving the coupled time-evolution equations, Eqs. (88) and (90). Note that these equations do not depend on the third moments of the variables and hence the 2MA estimate of the correction to the mean concentration agrees with that predicted by the SSE which implies that it is accurate. The pair of equations, Eqs. (88) and (90), has been previously derived by Grima; 15 they have been solved for several monostable systems, including dimerization, trimerization, and enzyme-catalyzed reactions and their accuracy has been verified by comparison with the mean concentrations obtained from ensemble averaging the trajectories produced by the stochastic simulation algorithm. 15, [19] [20] [21] [22] By the deterministic initial conditions, it also follows that the second correction to the RE prediction of the mean concentration of species i is given by the term
The time-evolution equation for this quantity, Eq. (95), is dependent on the third moments of the variables and hence the 2MA's prediction of this second correction cannot be accurate. Thus, the 2MA accurately predicts the first-order correction to the REs but cannot capture the second-order correction to the same.
We finally turn our attention to the 2MA prediction of the covariance. Deterministic initial conditions imply that the first two non-zero terms of the series expansion for the covariance of species i and k, Eq. (86), are given by 88), is exactly the same as that given by the LNA, Eq. (B12) in Appendix B. Hence in the limit of large volumes the 2MA agrees with the LNA, a fact which has been previously established by Ferm et al. 12 The correction to the LNA is provided by the term proportional to (86), that the 3MA equations lead to mean concentration and variance predictions accurate to order −2 : two orders higher than the REs and one order higher than the LNA.
V. CONCLUSION
Our results confirm and provide theoretical support for the observation, by a number of numerical studies, 7, 12 that the 2MA's mean concentration prediction is a better approximation to that of the CME than the prediction of REs. We have shown that the underlying reason for this higher accuracy of the 2MA is simply that its first-order correction to the RE prediction agrees with that from the SSE of the CME which is systematic and not based on the ad hoc setting of some cumulants to zero. This also implies that in the limit of large reaction volumes, the mean concentration solution of the 2MA approaches that of EMREs, 15 effective mesoscopic rate equations which have been shown to be more accurate than REs but which are not based on a moment-closure approximation technique.
Our results also show, for the first time, that the 2MA is not the ideal moment-closure approximation if one needs to obtain information about the variances and covariances of concentration fluctuations at intermediate volumes. The reason is that at these volumes, corrections to the LNA cannot be neglected and the 2MA predicts the wrong first-order correction to the LNA. The 3MA is the method of choice in such cases. We emphasize that our results are based on a large volume expansion and hence the warranty behind the use of the 3MA as an accurate alternative to both the REs and the LNA is only valid for large enough volumes. We note that the approach developed in this paper is also applicable to study moment-closure approximations other than the ones considered in this paper, e.g., the separable derivative-matching moment closure of Singh and Hespanha. 23 The major limitation of our approach is that results can only be obtained for monostable systems since the ansatz leading to the SSE is only meaningful for such systems. Biological systems can display bistable behavior (see, for example, Refs. 24 and 25) and hence the extension of our results to these systems is an open and interesting research problem.
We finish by noting that our results also enable us to obtain the dependence of the leading order relative errors in the predictions of moment-closure approximation methods, of the REs, and of the LNA on the reaction volume. The relative error in the mean or variance/covariance prediction of a method is defined as the solution from the SSE minus the solution from the method divided by the solution from the SSE. Since the mean concentrations and the variances and covariances of fluctuations from the 2MA and the 3MA agree to order −2 , respectively, with those from the SSE, then it follows by the above definition, that to leading order: (i) the relative errors in the mean concentration predictions of the REs, the 2MA, and the 3MA scale as −1 , −2 , and −3 , respectively; (ii) the relative errors in the variance and covariance of concentration fluctuations prediction of the LNA, the 2MA, and the 3MA scale as −1 , −1 , and −2 , respectively. Recently relative errors have also been obtained for the chemical Langevin/Fokker-Planck approximation. For nondetailed balance conditions, these scale as −2 for the mean concentrations and −1 for the variances and covariances of fluctuations. 18 Hence the 2MA and the chemical Langevin equation approximations are expected to typically give results of comparable accuracy, while the 3MA is expected to fare better than both. ACKNOWLEDGMENTS R.G. acknowledges support by SULSA (Scottish Universities Life Science Alliance).
APPENDIX A: PRELIMINARIES: CME AND REMODELING
We consider a general molecular reaction network in a well-stirred volume involving the interaction of N distinct chemical species via R reactions of the type
where j = 1, . . . , R, X i denotes species i (i = 1, . . . , N), and s ij and r ij are the stoichiometric coefficients. The jth reaction is characterized by the rate constant k j . The constraint i s ij ≤ 2 ensures that each reaction is at most bimolecular and hence elementary.
The macroscopic description of this system is deterministic and is given by REs of the form
where φ(t) = (φ 1 (t), . . . , φ N (t)) T is the column vector of macroscopic concentrations at time t, and f j ( φ(t)) is the macroscopic rate function which has a form dictated by the law of the mass action: f j ( φ(t)) = k j N w=1 φ s wj w (t). This framework provides only the mean concentrations and is suitable as an accurate modeling approach in cases where intrinsic noise can be safely ignored, e.g., when the population numbers of all species are considerably large.
On mesoscopic length scales, intrinsic noise becomes important and a new approach is needed to realistically capture the dynamics of the chemical system. The formalism which provides a physically correct picture is that of CMEs which have the general form
where S ij = r ij − s ij (the i − j element of the stoichiometric matrix S). The CME is a time-evolution equation for the probability P ( n, t) of the system being in a particular mesoscopic state n = (n 1 , . . . , n N ) T , where n i is the discrete number of molecules of species i. The CME form is made considerably compact by the use of the step operator E −S ij i which is defined by its action on a general function g of the absolute number of molecules
The probability that the j th reaction occurs in the time interval [t, t + dt) is given by f j ( n, )dt, wheref j ( n, ) is the microscopic rate function. The function f j ( n, ) is also commonly referred to as the propensity function. 17 For elementary reactions, the microscopic rate function takes one of four different forms, depending on the order of the j th reaction: (i) a zeroth-order reaction by which a species is input into a compartment givesf j ( n, ) = k j ; (ii) a first-order unimolecular reaction involving the decay of some species h givesf j ( n, ) = k j n h −1 ; (iii) a secondorder bimolecular reaction between two molecules of the same species h givesf j ( n, ) = k j n h (n h − 1) −2 ; (iii) a second-order bimolecular reaction between two molecules of different species, h and v, givesf j ( n, ) = k j n h n v −2 .
APPENDIX B: THE MULTIVARIATE SYSTEM-SIZE EXPANSION

Ansatz and the transformed master equation
The starting point of the SSE is to write the absolute number of molecules of species i as
where φ i is the macroscopic concentration of species i as determined by the REs. Substitution of this ansatz in the CME, Eq. (A3), leads to a new time-evolution equation for the probability density function ( , t) which reads (see Ref. 26 for a derivation)
Perturbative solution of the transformed master equation
This partial differential equation admits a power series solution of the form ( , t) = ∞ j =0 j ( , t) −j/2 . Note that although ( , t) is a true probability density (positive and its integral over equal to one), the functions j ( , t) have the freedom to take positive or negative values and hence these functions (with the exception of 0 ( , t)) cannot be interpreted as probability densities themselves. It also follows that the moments have a corresponding expansion 
We refer to the latter quantities as pseudo-moments since these cannot be interpreted as moments because generally j ( , t) are not probability densities themselves.
It can shown using Eqs. (B1) and (B7) that the mean concentration and the covariance of the concentration fluctuations are related to the pseudo-moments by the equations 
In what follows we will determine the mean concentrations and covariance of concentration fluctuations accurate to order −2 . The procedure involves obtaining time-evolution equations for the pseudo-moments, solving them and then substituting into Eqs. (B9) and (B10). The time-evolution equation for the pseudo-moment [ k m . . . r ] j is obtained as follows. One substitutes ( , t) = then obtained by substituting the latter in Eq. (B24), truncated to order −1 . A second approximation is called the effective mesoscopic rate equation approximation (EMRE). 15 This involves solving equations (B12) and (B15) and substituting the solutions in Eq. (B23) (truncated to order −1 ). The EMRE provides the lowest order correction to the RE prediction of concentration.
A more accurate approximation is obtained by computing both the mean and variance accurate to order −2 . This involves simultaneously solving the set of equations (B12), (B14), (B15), (B17), (B19), and (B20) and finally substituting the solutions in Eqs. (B23) and (B24) . This method provides a second-order correction to the mean concentration of the RE and a first-order correction to the covariance predictions of the LNA.
APPENDIX C: GENERAL EXPRESSIONS FOR THE 2MA AND THE 3MA
In this section, we derive the 2MA and 3MA equations for the general chemical reaction network of Appendix A. Multiplying both sides of Eq. (A3) by n i / and summing over n we obtain an exact time-evolution equation for the mean concentration of species i
S ij f j ( n, ) .
As mentioned in Appendix A, for a system of elementary chemical reactions, the microscopic rate function is generally a quadratic in the components of n and hence from Eq. (C1) we can see that the determination of the mean concentrations requires knowledge of the second moments. We can obtain a time-evolution equation for these moments by multiplying both sides of Eq. (A3) by n i n k / 2 and then summing over n, which leads to ∂ t n i n k
+ S ij S kj f j ( n, ) ).
Examination of this equation shows that its solution requires knowledge of the third moments. A time-evolution equation for the latter moments can be obtained by multiplying both sides of Eq. (A3) by n i n k n m / 3 and summing over n which leads to (S mj n i n kfj ( n, ) + S kj n i n mfj ( n, ) + S ij n k n mfj ( n, )
+ S kj S mj n ifj ( n, ) + S ij S mj n kfj ( n, )
+ S ij S kj n mfj ( n, )
+ S ij S kj S mj f j ( n, ) ).
Since the microscopic rate function is a quadratic in the components of n for elementary reaction systems, it follows that the solution of the above equation requires knowledge of the fourth moments. Hence we can deduce a general pattern: the time-evolution equation for the Mth moment is a function of the (M + 1)th moment. This means we have an infinite hierarchy of exact equations which cannot be solved. A way out of this impasse is to use the M-moment approximation scheme in which the (M + 1)th central moment is assumed to be same as that from a normal distribution. This assumption breaks the infinite hierarchy of equations and leads to a finite number of simultaneous equations which can be solved to obtain an approximate solution for the first M moments.
The simplest of these class of approximations is the 2MA in which one solves Eqs. (C1) and (C2) with the third central moments (the third-order cumulants) set equal to zero (n i − n i )(n k − n k )(n m − n m ) = 0.
Note that this is equivalent to assuming that the (noncentered) third moments are given by n i n k n m = n i n k n m + n k n i n m + n m n i n k − 2 n i n k n m .
The next order approximation is the 3MA in which one solves Eqs. (C1)-(C3) with the fourth central moments set equal to that of a Gaussian (the fourth-order cumulants set to zero) (n i − n i )(n k − n k )(n m − n m )(n r − n r ) = ( n i n k − n i n k )( n m n r − n m n r ) + ( n i n m − n i n m )( n k n r − n k n r ) + ( n i n r − n i n r )( n k n m − n k n m ). (C6)
This result was first proved by Isserlis. 27 The above is equivalent to assuming that the (non-centered) fourth moments are given by n i n k n m n r = n i n m n r n k + n i n r n k n m + n i n k n m n r + n i n m n k n r + n i n k n r n m + n i n k n m n r + n i n k n m n r − 2( n i n r n k n m + n k n r n i n m + n m n r × n k n i + ( n i n m n k + n i n k n m + n i ( n k n m − 3 n k n m )) n r ).
(C7)
