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The information-theoretic meaning of
Gagliardo–Nirenberg type inequalities
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Dedicated to the memory of Emilio Gagliardo
Abstract. Gagliardo–Nirenberg inequalities are interpolation in-
equalities which were proved independently by Gagliardo and Niren-
berg in the late fifties. In recent years, their connections with theo-
retic aspects of information theory and nonlinear diffusion equations
allowed to obtain some of them in optimal form, by recovering both
the sharp constants and the explicit form of the optimizers. In this
note, at the light of these recent researches, we review the main con-
nections between Shannon-type entropies, diffusion equations and a
class of these inequalities.
Keywords. Heat equation, nonlinear diffusions, Shannon entropy,
Rényi entropy, Fisher-type informations, Gagliardo–Nirenberg type
inequalities.
1 Introduction
Gagliardo–Nirenberg inequalities, proved independently by Gagliardo in [27]
and Nirenberg [37] in the late fifties, are interpolation inequalities of the
form
‖u‖Lp(Rn) ≤ KGN‖∇u‖
θ
L2(Rn)‖u‖
1−θ
Lq(Rn), (1.1)
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for u ∈ W 1,q(Rn). In (1.1) KGN is a positive constant, n > 2 and 1 <
q < p < 2∗ = 2n/(n − 2), or n = 1, 2 and 1 < q < p. Last θ = [2n(1 −
q/p)]/[2n − q(n− 2)]. Here we denoted
W 1,q(Rn) = {u ∈ Lq(Rn) : ∇u ∈ L2(Rn)}.
and the L2-norm of∇u has been considered for simplicity, though in general,
when n > 2 the Gagliardo–Nirenberg inequalities can be stated with the
Lr-norm of ∇u, where 1 < r < n.
The problem of finding the sharp constants and optimal functions for
these inequalities has attracted many researchers in the past years [1, 2, 16,
20, 31]. Also, results on their stability with respect to optimizers has been
studied in various aspects (cf. [13, 24] and the references therein).
A maybe not so well-known aspect of a special class of these inequalities,
is their relationships with information theory and entropy-type inequalities
[40, 46, 47].
In information theory, the main examples are the celebrated Shannon
entropy power inequality, formulated by Shannon in his pioneering paper
[41], and the Blachman–Stam inequality [10, 42]. Given a random vector
X in Rn, n ≥ 1 with density f(x), let
H(X) = H(f) = −
∫
Rn
f(x) log f(x) dx (1.2)
denote its entropy functional (or Shannon entropy). Together with entropy,
Shannon introduced the concept of entropy power, defined by
N (X) = N (f) = exp
(
2
n
H(X)
)
. (1.3)
The entropy power is built to be in a suitable sense linear at Gaussian
random vectors. To be precise, let Zσ = N(0, σIn) denote the n-dimensional
Gaussian random vector having mean vector 0 and covariance matrix σIn,
where In is the identity matrix. Then, the entropy power of Zσ is linear in
terms of the variance, since N (Zσ) = σ. Shannon entropy power inequality,
first rigorously proven by Stam [42] (cf. also [17, 28, 29, 39, 46] for other
proofs and extensions) gives a lower bound on Shannon entropy power of
the sum of independent random variables X,Y in Rn with densities
N (X + Y ) ≥ N (X) +N (Y ), (1.4)
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with equality if and only if X and Y are Gaussian random vectors with
proportional covariance matrices. In other words, Shannon entropy power
characterizes an extremal property of Gaussian functions with respect to
convolutions.
Likewise, Blachman–Stam inequality is concerned with the behavior of
the Fisher information with respect to convolutions. Historically, it was the
key argument to prove Shannon entropy power inequality [10, 42]. Given
the n-dimensional random vector X of probability density f(x), let
I(X) = I(f) =
∫
IR
n
f(x) |∇ log f(x)|2 dx =
∫
{f>0}
|∇f(x)|2
f(x)
dx. (1.5)
define its Fisher measure of information. Analogously to the entropy power
inequality (1.4), Blachman–Stam inequality furnishes a lower bound on the
Fisher information of the sum of independent random variables X,Y in Rn
with densities
1
I(X + Y )
≥
1
I(X)
+
1
I(Y )
, (1.6)
with equality if and only if X and Y are Gaussian random vectors with
proportional covariance matrices. Hence, analogously to (1.4), inequality
(1.6) characterizes a further extremal property of Gaussian functions with
respect to convolutions. Note that, similarly to the entropy power, 1/I(X)
shares the same linearity property of the entropy power. Indeed 1/I(X) =
nσ when X = Zσ.
In Shannon’s theory of information, the proof of these inequalities has
benefited from the close links between entropies and diffusion equations.
These links are perfectly understood in the linear case, where, in addition to
its paramount importance in physical applications, the linear heat equation
is known to represent a profitable tool to obtain mathematical inequalities
in sharp form [6, 7, 8, 9, 45, 46].
This original way of using heat equation dates back to the years between
the late fifties to mid sixties, exactly at the same time in which Gagliardo
[27] and Nirenberg [37] proved the interpolation inequalities that bear their
name. The pioneering application of heat equation to the finding of analytic
inequalities is due to Stam [42] in 1959 (cf. also Blachman [10]), who used
the link between entropy and Fisher measure of information, obtained by
deriving Shannon entropy along the solution to the heat equation, to find a
rigorous proof of inequality (1.4). It is interesting to remark that the same
link was used independently by Linnik [32] (his research appeared in the
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same year of Stam’s work [42]) to get a new information-theoretic proof of
the central limit theorem of probability theory.
Also, some years later, the heat equation has been used in the context of
kinetic theory of rarefied gases by McKean [30] to investigate the large-time
behavior of Kac caricature of a Maxwell gas. There, various monotonicity
properties of the derivatives of Shannon entropy along the solution to the
heat equation have been obtained.
These contributions made popular with the information community the
deep link between Shannon entropy (1.2) and the solution of the heat equa-
tion posed in the whole space Rn
∂u(x, t)
∂t
= ∆u(x, t), (1.7)
as soon as the initial datum is assumed to be a probability density.
More recently [25, 40, 47], it has noticed that a similar link can be
established between Rényi entropy of order p and the nonlinear diffusion of
order p, posed in the whole space Rn
∂v(x, t)
∂t
= ∆vp(x, t), (1.8)
still with the initial datum assumed to be a probability density, in the range
p > (n− 2)/n.
Given a random vector X in Rn, n ≥ 1 with density f(x), and a positive
constant p, Rényi entropy of order p of X is defined by [22]
Hp(X) = Hp(f) =
1
1− p
log
(∫
IR
n
fp(y) dy
)
. (1.9)
This concept of entropy was introduced by Rényi in [38] for a discrete proba-
bility measure to generalize the classical logarithmic entropy, by maintaining
at the same time most of its properties. Indeed, Rényi entropy of order 1,
defined as the limit as p → 1 of Hp(f) coincides with Shannon entropy.
Therefore, the standard (Shannon) entropy of a probability density [41] is
included in the set of Rényi entropies, and it is identified with Rényi entropy
of index p = 1.
The deep link between nonlinear diffusions and Rényi entropies gave a
new light to a certain class of inequalities already present in the literature.
Indeed, inequalities for Rényi entropies and generalized Fisher information
measures were considered before [34, 35], without resorting to any connec-
tion with nonlinear diffusions.
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While the derivation of sharp inequalities involving entropies, and the
(eventual) characterization of the extremal densities, represents one of the
main objectives of information theory [19, 22], often this point of view and
the subsequent results do not spread automatically to other mathematical
communities.
The aim of this note is to outline the close relationships between en-
tropy type and theoretic inequalities. In particular, we will show that a
certain class of Gagliardo–Nirenberg type interpolation inequalities can be
viewed as extremal properties of Rényi measures of information. Conse-
quently, their derivation can be obtained by resorting to arguments which
are strongly based on their information-theoretic meaning. These results
are rooted in many contributions from the field of information theory [17,
19, 18, 22, 34, 35, 49], mass transportation and nonlinear diffusion equations
[11, 12, 14, 16, 18, 20]. Also, details on some of these results can be extracted
from various recent papers of this author [15, 23, 25, 40, 44, 45, 46, 47].
2 Heat equation and related entropies
The goal of this Section is to enlighten, by means of a simple example,
how the solution to the linear heat equation can play a role in recovering
information-type inequalities in sharp form. To start with, let us briefly
recall some elementary but basic result about the linear diffusion equation.
Further details can be found in any introductory book on partial differential
equations (cf. for example the classical treatise of Evans [26]).
Let u(x, t) denote the solution to the initial value problem of equation
(1.7), corresponding to an initial value u0(x) that is a probability density
with finite second moment. The solution to the initial value problem for
equation (1.7) is given by the convolution product of the initial density
u0(x) with the Gaussian density M2t, being
Mσ(x) =
1
(2piσ)n/2
exp
{
−
x2
2σ
}
. (2.1)
the Gaussian density of the n-dimensional Gaussian random vector Zσ of
mean vector zero and covariance matrix σI (with variance nσ).
It is well-known (and in any case immediate to verify) that the solution
to the heat equation is such that mass and momentum are preserved in
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time, so that
ρ(u(t)) =
∫
IR
n
u(x, t) dx =
∫
IR
n
u0(x) dx = 1,
and
m(u(t)) =
∫
IR
n
xu(x, t) dx =
∫
IR
n
xu0(x) dx = m(u0).
Differently, the second moment
E(u(t)) =
∫
IR
n
|x|2u(x, t) dx
is growing linearly in time, at a rate given by
d
dt
E(u(t)) = 2nρ(u(t)) = 2n. (2.2)
Note that the growth of the second moment depends on the initial value
only through its mass density. This implies that, in correspondence to
each initial datum of unit mass, independently of its shape, the rate of
growth has the same value 2n. However, a more refined estimate can be
obtained by resorting to the forthcoming argument, which takes advantage
of a particular rewriting of the Laplace operator.
Since the initial value u0(x) is a probability density, u0(x) ≥ 0, and the
maximum principle insures that the solution u(x, t) remains nonnegative
for all subsequent times t > 0. Thus, we can write the diffusion equation
(1.7) in the alternative form
∂u(x, t)
∂t
=
n∑
i=1
∂
∂xi
(
u(x, t)
∂
∂xi
log u(x, t)
)
. (2.3)
For any given time t > 0, integration by parts gives
d
dt
E(u(t)) =
d
dt
∫
IR
n
|x|2u(x, t) dx =
∫
IR
n
|x|2
∂u(x, t)
∂t
dx =
∫
IR
n
|x|2
n∑
i=1
∂
∂xi
(
u(x, t)
∂
∂xi
log u(x, t)
)
dx =
− 2
∫
IR
n
n∑
i=1
xiu(x, t)
∂
∂xi
log u(x, t) dx.
(2.4)
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By Cauchy–Schwarz inequality∣∣∣∣∣
∫
IR
n
n∑
i=1
xi
∂
∂xi
log u(x, t)u(x, t) dx
∣∣∣∣∣ ≤ E(u(t))1/2I(u(t))1/2, (2.5)
being I(u(t)) the Fisher information of the solution (cf. definition (1.5)).
We remark that, as proven in [33], Lemma 2.1, I(u(t)) is bounded as soon
as t > 0. Inequality (2.5) then implies that the growth of the square root
of the second moment of the solution to the heat equation can not exceed
the square root of the Fisher information of the solution itself. Indeed,
substituting the right-hand side of (2.5) into the last line of (2.4) we get
d
dt
√
E(u(t)) ≤
√
I(u(t)). (2.6)
Moreover, using (2.2) into (2.6) we conclude with the information-type in-
equality [22]
E(u(t))I(u(t)) ≥ n2. (2.7)
Note that both inequality (2.5) and the differential inequality (2.6) become
equalities when evaluated in correspondence to the Gaussian M2t, t > 0,
fundamental solution of the heat equation (1.7).
Indeed, for the Gaussian function Mσ(x), it holds
−
∫
IR
n
n∑
i=1
xiMσ(x)
∂
∂xi
logMσ(x) dx = n,
while
I(Mσ) =
n
σ
.
Let us draw some conclusions from the previous example. We studied the
evolution of a time dependent functional of the solution to the heat equation
(the second moment) which grows linearly with respect to time. In the case
of the linear diffusion, this linear growth is common to all solutions.
Since the growth is linear, the time derivative of the functional is con-
stant. In particular, this is true if we consider the evolution of the second
moment of the fundamental solution M2t. Note however that time appears
in the fundamental solution as a dilation parameter, where, as usual, for
any given density f(x) and positive constant a, we define the dilation of f
by a, as the mass-preserving scaling
f(x)→ fa(x) = a
nf (ax) . (2.8)
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Consequently, the time derivative of the functional, which is constant in
time, is invariant with respect to dilations (scale invariant). Hence, we can
take the limit as t→ 0+ of the left–hand side of inequality (2.7) to obtain,
for any probability density f(x), x ∈ Rn, with bounded Fisher information
the scale invariant inequality
E(f)I(f) ≥ n2. (2.9)
Note that the constant n2 in inequality (2.9) is sharp on the set of probabil-
ity densities. This value is reached in correspondence to Gaussian densities,
which are the unique minimizers. Moreover, for any given initial value
u0(x) which is a probability density, the Gaussian density is the unique
initial value for which equality in (2.6) holds.
A further example will help to understand the remarkable potential of
this idea. Let us study the time evolution of Shannon entropy, as defined in
(1.2), of the solution to the heat equation. Using the heat equation written
in the form (2.3) we easily conclude with DeBruijn’s identity
d
dt
H(u(t)) = I(u(t)), t > 0, (2.10)
that links Shannon entropy with Fisher measure of information via the heat
equation. Now, consider that Shannon entropy of the fundamental solution
to the heat equation has the value
H(M2t) =
n
2
log(4piet). (2.11)
Hence, it grows logarithmically with time. To restore the linear growth
we need to consider the quantity exp {2H(f)/n}, namely Shannon entropy
power of a probability density defined in (1.3). This clarifies (from the point
of view of the linear diffusion equation) why the entropy power is the right
quantity to study to get inequalities.
As in the previous example, let us compute the subsequent derivatives of
Shannon entropy power. These computations lead to a well-known result in
information theory, known as the concavity of entropy power. If u(x, t) is a
solution to the heat equation (1.7), corresponding to an initial datum u0(x)
that is a probability density, then its entropy power is a concave function
of time
d2
dt2
N (u(t)) ≤ 0. (2.12)
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Moreover, equality in (2.12) holds if and only if u(x, t) coincides with the
Gaussian density of variance 2t, namely the fundamental solution to the
heat equation. Inequality (2.12) has been first obtained by Costa [17].
Simplified proofs were subsequently done by Dembo [21] by means of a
direct application of Blachman–Stam inequality (1.6), and Villani [49], who
made use of an argument introduced by McKean [30] in his paper on Kac
caricature of a Maxwell gas.
Maybe the most important consequence of (2.12) is the sharp inequality
which can be extracted from the first derivative of the entropy power [44].
Indeed, analogously to the previous example, the first derivative is both
scale invariant, and nonincreasing in consequence of the concavity property.
Since
d
dt
N (u(t)) =
2
n
N (u(t))I(u(t)), (2.13)
invariance under dilation coupled with concavity allow to reach the lower
bound by taking the limit as t→∞ of the right-hand side of equation (2.13).
This implies the so-called isoperimetric inequality for entropies [22, 44]. For
any probability density f(x) in Rn, this scale invariant inequality asserts
that
N (f)I(f) ≥ 2pien. (2.14)
As for (2.7), the constant 2pien is sharp on the set of probability densities.
This value is reached in correspondence to Gaussian densities, which are
the unique minimizers. Moreover, for any given initial value u0(x) which
is a probability density, the Gaussian density is the unique initial value for
which equality in (2.12) holds.
It is interesting to remark that from the isoperimetric inequality for
entropies (2.14) one can obtain, among other consequences, the logarithmic
Sobolev inequality in scale invariant form, and Nash’s inequality [36] with
an asymptotically sharp constant [44]. In particular, Nash’s interpolation
inequality reads(∫
Rn
g2(x) dx
)1+2/n
≤
2
pien
(∫
Rn
|g(x) dv
)4/n ∫
Rn
|∇g(x)|2 dx. (2.15)
3 From Rényi’s entropies to Gagliardo–Nirenberg
inequalities
The arguments of Section 2, enlightening the role of the linear heat equation
in recovering sharp inequalities, can be generalized to the nonlinear diffusion
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equations (1.8) and relative entropies.
Similarly to Section 2, our analysis will be restricted to initial data which
are probability densities with finite variance. This allows to include both
the case p > 1, usually known with the name of porous medium equation,
and a limited range of exponents when p < 1, the fast diffusion equation.
In dimension n ≥ 1, the second moment of the solution to equation (1.8)
is bounded if p > p¯ with p¯ = n/(n + 2). The particular subinterval of
p is motivated by the existence of a precise solution, found by Zel’dovich,
Kompaneets and Barenblatt in the fifties (briefly called here Barenblatt
solution) [4, 5, 50], which serves as a model for the asymptotic behavior
of a wide class of solutions with finite second moment. In the case p > 1
(see [11] for p < 1) the Barenblatt (also called self-similar or generalized
Gaussian solution) departing from x = 0 takes the self-similar form
Mp(x, t) :=
1
tn/µ
M˜p
( x
t1/µ
)
, (3.1)
where
µ = 2 + n(p− 1)
and M˜p(x) is the time-independent function
M˜p(x) =
(
C − λ |x|2
) 1
p−1
+ . (3.2)
In (3.2) (s)+ = max{s, 0}, λ = 12µ
p−1
p , and the constant C is chosen to fix
the mass of the source-type Barenblatt solution equal to one.
Since we are interested in presenting the information-theoretic aspect
of inequalities, in what follows, we will often proceed formally. However,
at the price of an increasing number of technical details, the results can be
fully justified on the basis of classical results of existence, uniqueness and
regularity of the solution to the initial value problem [11, 40, 48]. In analogy
with the heat equation, the solution to the nonlinear diffusion (1.8) is such
that mass and momentum are preserved in time
ρ(v(t)) =
∫
IR
n
v(x, t) dx =
∫
IR
n
v0(x) dx = 1,
and
m(v(t)) =
∫
IR
n
xv(x, t) dx =
∫
IR
n
xv0(x) dx = m(v0).
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Moreover, while the second moment E(v(t)) of equation (1.8) increases in
time from E0 = E(v0), differently from the heat equation its evolution is
now given by the nonlinear law
dE(v(t))
dt
= 2n
∫
IR
n
vp(x, t) dx ≥ 0, (3.3)
which, since p 6= 1, it is not explicitly computable.
Note that in the nonlinear case the growth of the second moment varies
with time, and depends on the solution itself. Nevertheless, one can try
to apply to equation (1.8) the same strategy applied to the linear heat
equation. Similarly to the case p = 1, we can write the nonlinear diffusion
equation in the alternative form
∂v(x, t)
∂t
=
n∑
i=1
∂
∂xi
(
p v(x, t)
∂
∂xi
vp−1(x, t)
p− 1
(x, t)
)
. (3.4)
For any given time t > 0, integration by parts gives
d
dt
E(v(t)) =
d
dt
∫
IR
n
|x|2v(x, t) dx =
∫
IR
n
|x|2
∂v(x, t)
∂t
dx =
∫
IR
n
|x|2
n∑
i=1
∂
∂xi
(
p v(x, t)
∂
∂xi
vp−1(x, t)
p− 1
(x, t)
)
dx =
− 2 p
∫
IR
n
n∑
i=1
xiv(x, t)
∂
∂xi
vp−1(x, t)
p− 1
(x, t) dx.
(3.5)
By Cauchy–Schwarz inequality∣∣∣∣∣
∫
IR
n
n∑
i=1
xi
∂
∂xi
v(x, t)
vp−1(x, t)
p− 1
(x, t) dx
∣∣∣∣∣ ≤
E(v(t))1/2
(∫
Rn
v(x, t)
∣∣∣∣∇vp−1(x, t)p− 1
∣∣∣∣
2
dx
)1/2
=
1
p
E(v(t))1/2
(∫
Rn
|∇vp(x, t)|2
v(x, t)
dx
)1/2
.
(3.6)
For a given n-dimensional random vector X of probability density f(x), let
us define the Fisher information of order p as [40]
Ip(X) = Ip(f) :=
1∫
IR
n fp(x) dx
∫
{f>0}
|∇fp(x)|2
f(x)
dx. (3.7)
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We remark that, as p→ 1 the Fisher information of order p tends towards
the classical Fisher information defined by (1.5). Then, from equality (3.3)
we obtain the bound
E(v(t))Ip(v(t)) ≥ n
2
∫
IR
n
vp(x, t) dx. (3.8)
By taking the limit as t → 0+ of both sides of inequality (3.8), it follows
that any probability density f(x), x ∈ Rn, with bounded variance satisfies
the inequality
E(f)Ip(f) ≥ n
2
∫
IR
n
fp(x) dx. (3.9)
As before, equality is reached in (3.9) if and only if f = M˜p, the Barenblatt
profile of order p. Note that, at difference with the linear case, when p 6= 1,
the derivative of the second moment can be directly related to Rényi entropy.
Indeed, by (1.9) ∫
IR
n
fp(x) dx = exp {(1− p)Hp(f)} . (3.10)
Hence, we can rewrite inequality (3.8) as an information-type inequality
E(f)Ip(f) ≥ n
2 exp {(1− p)Hp(f)} , (3.11)
which contains inequality (2.7) as p→ 1.
The definition of the p-Fisher information is motivated by the following
relationship. Let us consider the evolution in time of Rényi entropy of order
p, defined in (1.9), along the solution of the nonlinear diffusion equation
(1.8). Integration by parts then yields, for t > 0
d
dt
Hp(v(·, t)) = Ip(v(·, t)). (3.12)
When p → 1, identity (3.12) reduces to DeBruijn’s identity (2.10) which
connects Shannon entropy functional with the Fisher information.
Before to proceed, let us recall some interesting information-theoretic
consequences of inequality (3.8) (alternatively (3.11)). Among other prop-
erties, Rényi entropy (1.9) behaves as Shannon entropy (1.2) with respect
to dilations of the probability density. Indeed, for any p ≥ 0 it holds
Hp(fa) = Hp(f)− n log a. (3.13)
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This property implies that, for any given probability density function f in
R
n such that both the second moment and Rényi entropy are bounded, the
functional
Λ(f) = Hp(f)−
n
2
logE(f) (3.14)
is invariant with respect to dilations. Let us consider the time variation of
Λ(v(t)), where v(x, t) is the solution to the nonlinear diffusion (1.8) corre-
sponding to an initial value u0(x) which is a probability density with finite
second moment. Clearly, thanks to inequality (3.8) it holds
d
dt
Λ(v(t)) = Ip(v(t))− n
2
∫
IR
n v
p(x, t) dx
E(v(t))
≥ 0. (3.15)
Thus, Λ(v(t)) is increasing in time, which implies, grace to dilation in-
variance, that it will converge, as time t → ∞ to the value obtained in
correspondence to the Barenblatt profile [47]. Hence, given a probability
density function f(x), x ∈ Rn, such that both the second moment and
Rényi entropy are bounded, it holds
Hp(f)−
n
2
logE(f) ≤ Hp(M˜ )−
n
2
logE(M˜p). (3.16)
The same inequality has been proven in [18, 34, 35] by different methods.
Let Np(f) denote the entropy power of f associated to Rényi’s entropy
of order p
Np(f) = exp
{(
2
n
+ p− 1
)
Hp(f)
}
. (3.17)
Then, if p > n/(n+2), we rewrite (3.16) as the information type inequality
Np(f)
E(f)1+n(p−1)/2
≤
Np(Bp,σ)
E(Bp,σ)1+n(p−1)/2
. (3.18)
We remark that the definition (3.17) of p-Rényi entropy power, proposed
recently in [40], coincides with the classical definition of Shannon entropy
power [41], valid when p = 1, since it has been constructed to be linear in
time in correspondence to the Barenblatt solution of the nonlinear diffusion
equation (1.8). Indeed, owing to definition (3.17), it is a simple exercise to
show that
Np(Mp(t)) = Np(M˜p) · t. (3.19)
Definition (3.17) requires p > (n−2)/n, in which case 2/n+p−1 > 0. The
range of the parameter p for which we can introduce our notion of Rényi
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entropy power, coincides with the range for which there is mass conservation
for the solution of (1.8) [11]. This range includes the cases in which the
Barenblatt has bounded second moment, since (n− 2)/n < n/(n + 2).
Definition (3.17) allows to extend the concavity property of Costa [17],
relative to the linear diffusion equation, to Rényi entropy power of the
solution to the nonlinear diffusion equation (1.8), as soon as the second
moment of the Barenblatt solution is bounded [40]. The precise result is
the following. Let p > n/(n + 2) and let u(·, t) be probability densities in
R
n solving the initial value problem for equation (1.8) for t > 0. Then the
p-th Rényi entropy power defined by (3.17) has the concavity property so
that
d2
dt2
Np(v(·, t)) ≤ 0. (3.20)
Moreover, equality in (3.20) is achieved if and only if v(t) is the Baren-
blatt solution (3.1). Like in Shannon’s case, inequality (3.20) lieds to sharp
isoperimetric inequalities. Under the allowed conditions on the parameter
p, the first (nonincreasing) derivative of p-th Rényi entropy power along the
solution to the nonlinear diffusion gives the scale invariant isoperimetric
inequality
Np(f)Ip(f) ≥ Np(M˜p)Ip(M˜p) = γn,p. (3.21)
Indeed, it is immediate to show that the product in (3.21) is invariant under
dilation, which allows to reckon explicitly the value of the constants γn,p
by using the same argument of Section 2 [40]. Clearly, the limit value is
obtained in correspondence to the Barenblatt profile (3.2).
Inequality (3.21) can be rewritten in a form more suitable to functio-
nal analysis. Indeed, when f(x) be a probability density in Rn, and p >
n/(n+ 2), the isoperimetric inequality (3.21) takes the form
∫
Rn
|∇fp(x)|2
f(x)
dx ≥ γn,p
(∫
Rn
fp(x) dx
) 2+2n(p−1)
n(p−1)
. (3.22)
By setting into (3.22)
fp−1/2 =
u
‖u‖L2q(Rn)
, q =
1
2p− 1
,
one obtains that f is a probability density in Rn, and∫
Rn
|∇fp(x)|2
f(x)
dx = 4p2q2
∫
Rn
|∇u(x)|2 dx
(∫
Rn
u2q dx
)−1/q
.
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Hence one realizes that inequality (3.22) is equivalent to one of the two
following Gagliardo–Nirenberg inequalities [25]. If (n − 1)/n ≤ p < 1 then
(3.22) is equivalent to
‖u‖L2q(Rn) ≤ KGN‖∇u‖
θ
L2(Rn)‖u‖
1−θ
Lq+1(Rn)
, (3.23)
where
1 < q ≤
n
n− 2
, θ =
n
q
q − 1
n+ 2− q(n− 2)
.
If p > 1, then (3.22) is equivalent to
‖u‖Lq+1(Rn) ≤ KGN‖∇u‖
θ
L2(Rn)‖u‖
1−θ
L2q(Rn)
, (3.24)
where
0 < q < 1, θ =
n
q
q − 1
n+ 2− q(n− 2)
.
In particular, Sobolev inequality [3, 43] is obtained when θ = 1, p = 1/n
and 2q = n/(n − 2). Hence, Sobolev inequality with the sharp constant
is a consequence of the concavity of Rényi entropy power of parameter
p = (n − 1)/n, when n > 2, and represents the threshold case for the
validity of the method. These Gagliardo-Nirenberg type inequalities with
sharp constants, have been first obtained by Del Pino and Dolbeault [20],
and later on by Cordero-Erausquin, Nazaret, and Villani, [16] with differ-
ent methods, without noticing their connection with classical concepts of
information theory. However, in the one-dimensional case, these connec-
tions have been outlined in [34], where a more general class of generalized
Fisher-type measures of information have been considered, together with
the corresponding isoperimetric inequalities.
4 Conclusions
In this note we presented the principal connections between information-
theoretic inequalities for entropies and interpolation inequalities of Gagliardo–
Nirenberg type. It is interesting to remark that the proof of most information-
type inequalities takes advantage of the time-evolution of entropies along
the solutions to diffusion equations, which are known to converge towards
self-similar ones. The main example is furnished by the result of concavity
presented in Section 3, where the classical sharp Sobolev inequality is de-
rived as a particular case of the concavity property of Rényi entropy power
15
of order 1 − 1/n. Like in the linear case, the knowledge of isoperimetric
inequalities for entropies is a powerful tool that, among other applications,
allows to obtain sharp convergence results on the large-time behavior of the
solution to nonlinear diffusion equations [15].
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