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Abstract
The pseudo likelihood method of Besag (1974), has remained a popular
method for estimating Markov random field on a very large lattice, despite
various documented deficiencies. This is partly because it remains the only
computationally tractable method for large lattices. We introduce a novel
method to estimate Markov random fields defined on a regular lattice. The
method takes advantage of conditional independence structures and recur-
sively decomposes a large lattice into smaller sublattices. An approximation
is made at each decomposition. Doing so completely avoids the need to com-
pute the troublesome normalising constant. The computational complexity
is O(N), where N is the the number of pixels in lattice, making it computa-
tionally attractive for very large lattices. We show through simulation, that
the proposed method performs well, even when compared to the methods
using exact likelihoods.
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1 Introduction
Markov random field (MRF) models have an important role in modelling spa-
tially correlated datasets. They have been used extensively in image and texture
analyses ( Nott and Ryde´n 1999, Hurn et al. 2003), image segmentation (Pal and
Pal 1993, Van Leemput et al. 1999, Celeux et al. 2003, Li and Singh 2009), disease
mapping (Knorr-Held and Rue 2002, Green and Richardson 2002), geostatistics
(Cressie and Cassie 1993) and more recently in social networks (Everitt 2012). In
hidden Markov random field (HMRF) models, latent variables z = (z1, . . . , zn)
are introduced for each observed data yi, i = 1, . . . , n, where each pair (yi, zi) has
a corresponding spatial location. The MRF, and hence spatial interaction is mod-
elled via z using an appropriate model, such as, Potts or autologistic models.
In what follows, we describe our proposed methodology in terms of the q-
state Potts model, although the method applies to other similar models, such as
autologistic model and of course Ising model (a special case of Potts model when
q = 2). In the Bayesian framework, the distribution pi(z|β) can be seen as a prior
distribution, and the hidden or missing observations zi, i = 1, . . . , n are treated
as unknown parameters to be estimated. For instance, a common form of the
posterior distribution of a q-component spatial mixture model takes the form
pi(z, β, θ|y) ∝
n∏
i=1
pi(yi|θ, zi)pi(z|β)pi(β)pi(θ), (1)
where pi(yi|θ, zi) denotes the component distribution for yi conditional on the
model parameters θ and zi, pi(θ) and pi(β) denote the prior and hyper prior for
the unknown parameters. Using the Potts model to define pi(z|β), we have
pi(z|β) = 1C(β) exp{β
∑
i∼j
I(zi = zj)}, (2)
where i ∼ j indicates that i and j are neighbours, and C(β) =∑z exp{β∑i∼j I(zi =
zj)} is the normalizing constant. I(·) is the indicator function, I(zi = zj) = 1 if
zi = zj is true, otherwise I(zi = zj) = 0. Figure 1 (left panel) gives a picto-
rial illustration of a MRF with a first order neighbourhood structure, where each
black site depends only on the four neighbouring gray sites on a 2D lattice. The
3D MRF is similarly defined with each site dependent on its neighbours on the
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left, right, front, back, above and below. The parameter β controls the degree of
spatial dependence. See Wu (1982) for more illustrations on the Potts model.
For relatively small random fields (less than 10×10), the normalizing constant
C(β) can be computed by summing exhaustively over all possible combinations
of z for any given value of β. However, the calculation of C(β) becomes computa-
tionally intractable for large spatial fields. The posterior distribution pi(θ, z, β|y)
is sometimes also referred to doubly-intractable distribution (Murray et al. 2006).
This problem is well known in the statistical community, and has received con-
siderable amount of attention in the literature, see Lyne et al. (2015) for a recent
review.
Gelman and Meng (1998) used path sampling to directly approximate ratio of
the normalizing constants, which can be used within posterior simulation algo-
rithms such as MCMC, where only ratios are needed. Thermodynamic integra-
tion (TDI) is another approach which relies on Monte Carlo simulations. Green
and Richardson (2002) for example adopted this approach by computing a look-
up table offline. Other simulation-based methods can be found in Geyer and
Thompson (1992), Gu and Zhu (2001), Liang (2007) and references therein. How-
ever, most methods utilising Monte Carlo become computationally expensive for
very large lattices.
The pseudo likelihood (PL) method of Besag (1974) approximates pi(z|β) as
product of full conditional probabilities, where each term in the product is a full
conditional of the neighbouring sites. The normalizing constant for each term in
the product then becomes trivial to compute. Note however, that this is a type of
composite likelihood (Lindsay 1988, Varin et al. 2011). The simplicity of the ap-
proach, coupled with its computational efficiency, makes the method still one of
the most popular approaches in practice, particularly for large lattices. It has been
noted in the literature that when the dependence is weak, the maximum pseudo-
likelihood (MPLE) estimator behaves well and is almost efficient. In high depen-
dence cases, the PL estimate is called into question, it has been shown to severely
overestimate the dependence parameter, see Geyer and Thompson (1992). Hurn
et al. (2003) comments that that PL should only be considered for dependences
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below the critical value, and its effects on modelling data with long range de-
pendences are not clear. Cressie and Davidson (1998) proposed a similar method
known as partially ordered Markov models (POMMs), where the likelihood can
be expressed as a product of conditional probabilities, without the need to com-
pute the normalizing constant. POMM defines parent sites for each point on the
lattice, and the point only depends on its parents. However, only a subset of
MRFs are expressible as POMMs.
Reeves and Pettitt (2004) proposed a method for general factorizable mod-
els, which includes the autologistic and Potts model. This simple, yet effective
approach is based on an algebraic simplification of the Markovian dependence
structure, and is applicable to lattices with a small number of rows (up to 20). As
a result of the factorisation, the normalizing constant can be computed over the
much smaller subsets of z, making such computations feasible. Friel et al. (2009)
extended the work of Reeves and Pettitt (2004) to larger lattices by relaxing some
of the dependence assumptions about pi(z|β), so that the full model is a product
of factors, each of which is defined on sublattices computed using the method of
Reeves and Pettitt (2004). The sublattices are assumed to be independent, they
term this reduced dependence approximation (RDA). The authors showed that
RDA can be efficiently applied to the binary MRF, but concluded that the exten-
sion to the Potts model may not be computationally tractable. Another similar
idea can be found in Bartolucci and Besag (2002), who also presented a recursive
algorithm using the product of conditional probabilities, their method is only ap-
plicable to lattices of up to 12 rows and columns.
Finally, another class of methods completely avoid the computation of the
normalizing constant by ingeniously employing an auxiliary variable, see Møller
et al. (2006), Murray (2007), Murray et al. (2006). However, the method is com-
putationally very expensive, as well as requiring perfect simulation (Propp and
Wilson 1998). Liang (2010) proposed a double Metropolis-Hastings sampler, in
which the auxiliary variable is drawn more efficiently. More recently, Liang et al.
(2015) extended the exchange algorithm of Murray et al. (2006) to overcome the
issue of obtaining perfect samples, using an importance sampling procedure cou-
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pled with a Markov chain running in parallel. Everitt (2012) proposed a sequen-
tial Monte Carlo method to deal with the same issue.
In many applications of MRFs, the size of the random field can be extremely
large, the rows and columns of the lattices are often in the order of hundreds
or even thousands. In this article, we propose a new approach which is able to
handle arbitrarily large lattices. Our approach takes advantage of the conditional
independence structure of the MRF defined on a regular lattice, and recursively
divides the field into smaller sub-MRFs. Each sub-MRF is then approximated by
another Potts model, with weaker spatial interaction as the size of the grid on the
lattice increases.
This paper is arranged as below. Section 2 presents our proposed method to
tackle the intractable normalizing constant issue. Section 3 describes the gener-
alisation of the proposed methodology to second (or higher) order neighbour-
hood structures. Section 4 provides extensive simulation studies of our proposed
methodology, and makes some comparisons with existing methodology. A real
data application is presented in Section 5. Finally, Section 6 concludes with some
discussions.
2 A recursive decomposition method
Consider the first order neighbourhood structure defining the MRF. The left panel
of Figure 1 depicts the location of the latent variable z defined on a regular lat-
tice with a first order neighbourhood dependence structure. Here each black site
depends only on its neighbouring grey sites. A natural consequence of this de-
pendence structure is that, given the black sites, all the grey sites are independent,
and vice versa. Thus conditioning on the grey sites, and decomposing the Potts
model of Equation (2) we have
pi(z|β) ≡ pipotts(z|β) = pi(z(1)|z(2), β)pi(z(2)|β), (3)
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where z(1) corresponds to the grey sites in Figure 1, left panel. The conditional
independence property allows us to compute pi(z(1)|z(2), β) directly as
pi(z(1)|z(2), β) =
n1∏
i=1
exp{β∑i∼j I(z(1)i = z(2)j )}∑
z
(1)
i =1,...,q
exp{β∑i∼j I(z(1)i = z(2)j )} (4)
producting over all n1 observations in z(1).
Figure 1: Left panel: a first order neighbourhood MRF, with black and grey points
depicting z. Each site only depends on the nearest four neighbours of the other
color. Middle panel: the sub lattice z(2). Right panel: z(2) further divided into two
parts based on the first order neighbourhood.
The field z(2) is depicted by the middle panel in Figure 1. Here we approxi-
mate the dependence structure of this sub-MRF with another MRF model using
the first order neighbourhood, as seen in the right panel of Figure 1. The de-
pendence in z(2) is weaker than the original MRF as the sites are further away
from each other. Thus we approximate z(2) again as a Potts model with first order
neighbourhood pipotts(z(2)|αβ). That is,
pi(z(2)|β) ≈ pipotts(z(2)|αβ) (5)
with decay coefficient 0 ≤ α ≤ 1. Related references on long-range decay in
spatial interactions can be found in Kosterlitz (1974), Wu (1982), Aizenman et al.
(1988) and Luijten and Blo¨te (1995).
If the field in z(2) is large, then we can apply the same principle to z(2), as in
Equation (3), to obtain z(3) and z(4), and so on. Until we end up with a Potts field
for which computation for its normalizing constant becomes trivial. Hence, our
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approximation to the original Potts model by splitting the MRF into 2T fields is
given by
pipotts(z|β) ≈
{∏
i∈I
pi(z(i)|z(i+1), α(i−1)/2β)
}
pipotts(z
(2T )|αTβ), (6)
where I = {1, 3, · · · , 2T − 1}. When T = 0, Equation (6) degenerates to the orig-
inal Potts model. We term this approximation as recursive conditional decom-
position approximation (RCoDA). In the approximation above only the last term
needs the calculation of the normalizing constant, which is easy for small fields.
Computational tractability dictates that we choose value of splits T , such that
the Potts term on the right hand side of Equation (6) becomes small enough to be
tractable. Simulation studies for varying T over a range of values of β showed
that the results are largely insensitive to the choice of T . In practice, we can choose
T so that the size of z(2T ) is no larger than 4 × 4. Note also that in relatively large
fields with weaker spatial dependences, resulting in a large number of T , the
factor αT−1 tends to zero. In these cases, the term pipotts(z(2T )|αT−1β) in Equation
(6) can be treated as an independent random field.
Equation (6) can be viewed as an approximation to the q-state Potts model. Al-
ternatively, one can also view this model as being more flexible than the standard
Potts model, particularly when one is interested in understanding different types
of decay in the dependence when long range dependence is present. It is possible
to model the rate of decay differently to what is considered in this paper. Here
the dependence at the T th sublattice is modelled as αTβ, where β is the global
dependence parameter. This rate of decay was found by several authors in sev-
eral difference applications, see Kosterlitz (1974), Wu (1982). We will investigate
this assumption more closely in Section 4. Another important question when an
approximation is used in place of the true likelihood, is whether this yields valid
inference. Monahan and Boos (1992) introduces the notion of validity of posterior
inference based on the correct coverage probability. We will also validate the use
of RCoDA under this notion in Section 4.
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3 Extensions to second order structure
The most common neighbourhood structures in MRFs are the first and second or-
der (Besag 1974). One of the most common types of second order structure for 2D
MRFs is shown in Figure 2(a), where each site has six neighbours. There are mul-
tiple types of second order structures for 3D MRFs. Figure 2(b) and Figure 2(c)
show the 18 and 26 neighbourhood structures in 3D. Our proposed methodology
requires that we split the entire lattices into non-overlapping sublattices. Here
we use the ”coding method” approach to obtain the sublattices (see Besag (1974),
Winkler (2003) and Wilkinson (2006)). The minimum number of sublattices for
a first order structures is 2 in both 2D and 3D lattices, and 4, 4 and 8 in second
order neighbourhoods structures with 8 neighbours in 2D, 18 neighbours in 3D
and 26 neighbours in 3D respectively. These numbers are the so-called chromatic
number, more details on these can be found in Feng (2008) and Feng et al. (2012).
(a) Second order structure
in 2D MRF. Gray sites are
neighbourhoods of the black
site.
(b) The first type of sec-
ond order structure in 3D
lattice: 18 neighbourhoods
structure. All the gray sites
are neighbourhoods of the
black sites.
(c) Second type of second
order structure in 3D lattice:
26 neighbourhoods struc-
ture. All the gray sites are
neighbouhoods of the black
site.
Figure 2: Second order structure in multiple scenarios.
Focusing on the case of second order neighbourhood in 2D, we proceed by
first identifying the 4 sublattices using the coding method. Figure 3(a) shows the
corresponding lattice being split into 4 sublattices, corresponding to (z(1), z(2), z(3), z(4)).
Following the same decomposition as in Equation (3), we obtain
pi(z|β) = pi(z(1)|z(2), z(3), z(4), β)pi(z(2)|z(3), z(4), β)pi(z(3), z(4)|β). (7)
The first term on the right hand side of Equation (7) can be estimated as product of
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full conditionals similarly to Equation (4), see Figure 3(a) for the neighbourhood
of z(1).
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2
2
2
2
2
2
2
2
2
3
3
3
3
3
3
3
3
3
4
4
4
4
4
4
4
4
4
(b) (z(2), z(3), z(4))
3
3
3
3
3
3
3
3
3
4
4
4
4
4
4
4
4
4
(c) (z(3), z(4))
1
1
1
1
1
1
1
1
1
4
4
4
4
4
4
4
4
4
3
3
3
3
3
3
3
3
3
2
2
2
2
2
2
2
2
2
(d) Alternative labelling
Figure 3: (a) Using the coding method approach, a 6 × 6 lattice is split into 4
sublattices. Each sublattice is labelled by corresponding number. (b) Sublattices
with z(1) removed. (c) Sublattice of z(3), z(4). (d) Alternative labelling, swapping 2
with 4 in (a).
The second term pi(z(2)|z(3), z(4), β) cannot be computed exactly, see Figure 3(b)
for a pictorial depiction of the field for (z(2), z(3), z(4)). This term is the marginal
likelihood of the second order neighbourhood Potts model with z(1) integrated
out, and would be as difficult to compute as the original problem. We consider
two types of approximations for this term. In our first approximation, we assume
conditional independence between z(1) and z(2), thus allowing pi(z(2)|z(3), z(4), β)
to be computed similarly to the first term, producting over all conditionally in-
dependent terms. We term this approach as RCoDA marginal (RCoDA-M). In
our second approximation, using a similar approach to pseudo-likelihood ap-
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proaches, we re-write the first two terms on the right hand side of Equation (7)
as
pi(z(1), z(2)|z(3), z(4), β) = pi(z(1)|z(2), z(3), z(4), β)pi(z(2)|z(1), z(3), z(4), β), (8)
where both terms on the right hand side can be computed easily due to the con-
ditional independence properties of these two subfields. We term this approach
as RCoDA conditional (RCoDA-C).
Finally, the remaining field involving only (z(3), z(4)) (as shown in Figure 3(c)),
can again be approximated by a second order neighbourhood Potts model of the
form pipotts(z(3), z(4)|αβ). This is done similarly to the first order case, and again
modelling the spatial correlation with a decay term α. Note that the distances
between sites only increase either between rows, or columns depending on the
iteration of the recursion. To overcome this issue, we use alternate labelling be-
tween each iteration of the recursion. For example, the labels between 2 and 4 are
swapped in 3(d) after each recursion, increasing the distance between columns
after this iteration. In summary, for every two iterations the distances change
uniformly over the entire field.
Although more complicated neighbourhood structures work under the same
principle, their conditional independence structures may not be as easy to take
advantage of, especially those with higher chromatic numbers.
4 Simulation study
In this section we perform extensive simulation studies to validate the proposed
approach. Where possible, we compare our results with other existing methods.
Simulations are performed for both first and second order neighbourhoods de-
fined on a regular 2D lattice.
4.1 First order neighbourhood
We first evaluate the performance of our estimation of β, for the first order neigh-
bourhood dependences. We consider 2D lattices of sizes 32×32, 128×128 and
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256×256. It is well known that the Potts model exhibits the so called phase tran-
sition, where for β > βcrit, the model will transit from disordered to ordered
pattern or phase. This means that the sites will eventually all be in the same state
as β increases. For a general q-state model, the precise value of the critical value
is difficult to determine. For the Ising model (q = 2) defined over 2D lattice,
Potts (1952) suggests setting βcrit = log(1 +
√
q), with βcrit ≈ 0.88 for q = 2 and
βcrit ≈ 1.01 for q = 3. Barkema and de Boer (1991) suggests setting the critical val-
ues to 0.44 for q = 2 and 0.503 for q = 3. This is not compatible with the conclusion
in Potts (1952) because they use different definitions of Potts model. In Barkema
and de Boer (1991) Potts model is defined as pi(z|β) = exp{β∑i∼j zizj}/C(β),
where zi ∈ {−1, 1}. This defination is different with Equation 2. But in essence,
they have same conclusion on critical value. Here we will restrict our analyses to
β below the critical values recommended by Potts (1952), and consider the set of
values 0.1, 0.2, . . . , 0.8 for β .
For each value of β, we simulated 200 replicate datasets from the q-state Potts
model using MCMC. Data from the Potts model was generated using Gibbs sam-
pling using purpose written codes in Matlab. The final iterate after 5000 MCMC
steps was then used as the observed data from the Potts model. Throughout our
implementations of RCoDA, the priors β ∼ U(0, 0.9) and α ∼ U(0, 1) were used,
and MCMC was used to obtain posterior estimates for both α and β. Approx-
imately 6000 iterations with the first 2000 iterations as burn in were sufficient
to obtain convergence for all models implemented. For lattices of sizes 32×32,
128×128 and 256×256, we decomposed the field until the smallest one is 4×4,
corresponding to T = 6, 10, 12 respectively for the three different sized lattices.
For comparison, we also implemented PL (Besag 1974), TDI (Green and Richard-
son 2002) and RDA (Friel et al. 2009) methods. With the exception of RDA, all
methods were implemented in Matlab, RDA was implemented using the modi-
fied codes kindly provided by the authors. RDA was only implemented for the
small field with q = 2, as the method was developed for q = 2, and the codes
were also not available for larger lattice sizes.
Table 1 shows the root mean squared error of the β estimation for q = 2 and
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q = 3, for lattice sizes of 32 × 32, 128 × 128 and 256 × 256. The results are very
similar for the different values of q and β. While all the methods obtained small
root mean squared error estimates, the performances in larger lattices between
the different methods were almost indistinguishable.
We have also investigated the effects of using different values of T , i.e., the
number of times to split the random field, and again the results were broadly
insensitive to this specification. Numerical results are omitted from presentation
here.
To further investigate the appropriateness of using the decay rate of αTβ, 0 <
α < 1 over the T splits of the random field, we separately estimated the value
of βT for each T th sublattice using the full Potts model, PL was used to obtain
the estimate for βT . Figure 4 shows the averaged estimate of βT and αTβ over
200 data sets simulated at β = 0.5, 0.6, 0.7, 0.8. The model used here was a q = 2
state Potts model over a 256×256 lattice for different values of β. For very small
lattice sizes or very weak dependences, the PL estimate is not reliable, possibly
due to excessive boundary influence. Therefore, we show the decay for T up to 8,
corresponding to the smallest estimated lattice size of 16x16. Figure 4 shows the
curve αTβ and βT for T = 0, . . . , 8, with the true β = 0.5, 0.6, 0.7, 0.8. The graphs
show a good match between the estimated βT and αTβ, suggesting such a decay
structure is appropriate.
Figure 5 shows the 95% empirical coverage probabilities, estimated over vary-
ing values of β and for q = 2 and q = 3 on a 32×32 lattice. For a given value of
β, we simulated 200 datasets based on β. For each dataset, a 95% posterior cred-
ibility interval of β is recorded and the proportion of intervals containing the
initial value of β was recorded. It can be seen that the coverage probabilities of
RCoDA, TDI and RDA are all close to the nominal level, suggesting that these
methods yield valid inferences, see Monahan and Boos (1992). For TDI, this is
expected, since the likelihood is exact. However, the coverage of PL is notice-
ably smaller than the nominal level, particularly at the weaker dependences. The
phenomenon also corresponds to a generally narrower posterior variance esti-
mate from our simulation results (not shown here). This is unsurprising since the
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Figure 4: Plot of αTβ using RCoDA (solid line) against βT (dashed line), estimated
by PL for the T th sublattice, for a q = 2 model over 256×256 lattice, and at β =
0.5, 0.6, 0.7, 0.8 from left to right.
pseudo-likelihood is a special case of composite likelihoods, and direct computa-
tion using MCMC can result in posterior variances that are too small, see Varin
et al. (2011) and Pauli et al. (2011) for discussions.
4.2 Second order neighbourhood
For the second order neighbourhood study, we again considered the q = 2 and
q = 3 state Potts model over 32×32, 128×128 and 256×256 lattices. The RDA
method was omitted here. In order to determine the critical value for β, we mon-
itored the changes in the value of E(U(z)|β), where U(z) =∑i∼j I(zi = zj). U(z)
is the total number of pairs in z. Figures 6(a)-(c) presents the changes inE(U(z)|β)
as β changes, for a number of different sizes of lattices. The estimated value of
E(U(z)|β) was obtained by Monte Carlo method similar to that used for TDI. It
can be seen that the estimates stabilise around 0.4. Figure 6(d) presents one real-
ization of the Ising model at β = 0.4, where the figure begins to be dominated by
one colour, which is a sign of phase transition. Therefore, we restrict our study
to β < 0.4. See also Green and Richardson (2002), Gelman and Meng (1998) and
Moores et al. (2015) who discusses the uses of E(U(z)|β) in inference.
Table 2 shows the root mean squared errors of the β estimation for q = 2 and
3 over the varying lattice sizes, using RCoDA-C, RCoDA-M, PL and TDI. The
13
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Figure 5: 95% empirical coverage probabilities for the 32 × 32 lattice with a first
order neighbourhood, q = 2 (left) and q = 3 (right).
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Figure 6: Estimates ofE(U(z)|β)for Ising model over different lattice size: (a) 8×8
(b) 16×16 and (c) 32×32. Vertical line correspond to β = 0.4. (d) shows simulation
of one realization of the Ising model at β = 0.4.
results were computed over 200 simulated data sets at β = 0.1, 0.2 and 0.3. The
results suggest no significant difference in performance over the values of q. For
the larger lattices, RCoDA-C, PL and TDI all performed similarly in terms of root
mean squared errors. RCoDA-M, which assumes marginal independence, was
worse overall compared to RCoDA-C, which uses a partial pseudo-likelihood.
For the 32×32 lattice, RCoDA methods performed worst, this suggests that it is
not suitable to use decomposition in second order neighbourhoods when lattice
sizes are too small, since the method of splitting requires that we should have at
least several iterations. So when the lattice size is too small, the relative bias will
be larger.
14
Figure 7 shows the empirical coverage probabilities computed under similar
conditions to those for first order neighbourhood simulations. Again, we see that
the PL methods do not achieve good coverage, where as both RCoDA and TDI
achieve good coverage, with RCoDA-C performing fairly consistently better.
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Figure 7: 95% empirical coverage probabilities for the 32 × 32 lattice with a sec-
ond order neighbourhood, q = 2 (left) and q = 3 (right).
5 Real data application
We now apply our algorithm to an image of grass, which has been widely studied
in texture modelling. The images are available online, at http://sipi.usc.
edu/database/database.php?volume=textures. The image was origi-
nally studied in Brodatz (1966). Without loss generality, we take the first 256
rows and 256 columns as our data of interest, see Figure 8.
We use a two-component Gaussian mixture model to model the grass data.
The posterior distribution is given in Equation 1, with pi(yi|θ, zi) given by the
component Normal distribution according to zi, with parameters µj and σj, j =
1, 2 indicating the component mean and variance. The distribution of z is the Ising
model as given in Equation 2. We set prior distributions for µj ∼ N(0.5, 1002) and
σ2j ∼ IG(0.001, 0.001), j = 1, 2. The prior of β is set to to Uniform distribution
between 0 to 4. A Metropolis-Hastings algorithm was used in the MCMC. 6000
MCMC iterations was implemented, while the first 2000 iterations were thrown
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Figure 8: Grass image.
away as burn-in. We fitted the Ising model with first order and second order
neighbourhood structure respectively. The results are presented in Table 3.
Table 3 presents the posterior mean and standard deviation of the two-component
Gaussian spatial mixture model using TDI and RCoDA (only RCoDA-C was im-
plemented for the second order neighbourhood) and PL. For both neighbour-
hood structures, the estimates for β were considerably different between the three
methods, although the component mixture parameters were fairly similar. In
both cases, PL gave the largest estimate for β, followed by RCoDA and TDI al-
ways produced smaller estimates for β. Since for simulated data, where we know
that the data comes from the Potts model, the results produced by the three meth-
ods were very similar, this suggests that the grass image may not closely follow
a Potts model. However, since we do not know the truth, the effect of the three
different methods becomes difficult to evaluate.
In order to assess the estimation from the three different approaches, we con-
sider the use of posterior predictive distributions. For each posterior sample, we
can simulate an image dataset, consequently, for each pixel, we can compare the
observed value of that pixel with the posterior predictive distribution for that
pixel. Table 4 shows the percentage of observed pixels which fall within a 95%,
90% and 80% of the posterior predictive distributions. We can see that here the
three methods are quite similar, RCoDA having the higher proportions in most
cases, indicative of a slightly better performance.
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This example illustrates that for real datasets, the effect of possible model mis-
specification has different implications depending on the computational methods
used. While a posterior predictive check appears to suggest all the methods are
performing similarly, the posterior parameter estimates are quite different. This
illustrates the importance of model checking and validation in this type of appli-
cations.
6 Discussions
In this article we have proposed a new method of estimating the q-state Potts
model without having to compute the usually intractable normalising constant.
Our method recursively partitions a regular lattice into a conditionally indepen-
dent sublattice and approximates the other by another Potts model with a weaker
dependence. By doing so, the method effectively avoids the computation of the
troublesome normalising constant. We presented the method in terms of first
and second order neighbourhood structure on a 2D lattice. More complex lattices
and dependence structures may be possible but would be much more difficult to
work with. The method was demonstrated for q = 2 and q = 3 in this article, but
can be applied to any q.
The proposed method is computationally efficient, the computational com-
plexity is of the same order of magnitude as that of PL. We have shown through
our simulation studies that RCoDA obtains the correct empirical coverage proba-
bilities, whereas PL does not always do so. We have shown that for the first order
neighbourhood, the estimation in terms of root mean squared error is competi-
tive with several existing methods for different values of q and lattice sizes. For
the second order neighbourhood structure, RCoDA produces better results when
the size of the lattice is large.
The advantage of RCoDA over other methods such as RDA and TDI, is its
scalability in q and lattice size. Extensions of the proposed RCoDA methods may
be to consider variants of Potts models, such as the Potts model with an external
field.
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β 0.100 0.200 0.300 0.400 0.500 0.600 0.700 0.800
322
RCoDA
q=2 0.039 0.047 0.048 0.053 0.053 0.057 0.057 0.051
q=3 0.039 0.047 0.051 0.051 0.053 0.049 0.049 0.046
PL
q=2 0.043 0.046 0.044 0.049 0.048 0.046 0.046 0.053
q=3 0.044 0.046 0.047 0.049 0.051 0.044 0.042 0.047
TDI
q=2 0.040 0.042 0.042 0.043 0.038 0.037 0.036 0.032
q=3 0.040 0.044 0.045 0.045 0.045 0.039 0.034 0.034
RDA
q=2 0.040 0.043 0.042 0.043 0.038 0.037 0.036 0.032
q=3 - - - - - - - -
1282 RCoDA
q=2 0.011 0.012 0.011 0.014 0.012 0.014 0.016 0.017
q=3 0.011 0.012 0.011 0.011 0.011 0.012 0.012 0.013
PL
q=2 0.011 0.011 0.011 0.012 0.011 0.011 0.012 0.012
q=3 0.011 0.012 0.011 0.011 0.011 0.010 0.011 0.011
TDI
q=2 0.011 0.011 0.010 0.010 0.009 0.009 0.008 0.007
q=3 0.011 0.011 0.010 0.010 0.010 0.009 0.008 0.008
2562 RCoDA
q=2 0.006 0.005 0.006 0.006 0.006 0.008 0.009 0.013
q=3 0.006 0.006 0.005 0.007 0.006 0.006 0.007 0.007
PL
q=2 0.006 0.005 0.006 0.006 0.005 0.006 0.006 0.006
q=3 0.006 0.005 0.006 0.006 0.005 0.006 0.006 0.006
TDI
q=2 0.005 0.005 0.006 0.005 0.005 0.004 0.004 0.004
q=3 0.006 0.006 0.005 0.005 0.005 0.005 0.004 0.004
Table 1: Root mean squared error of β for a first order neighbourhood depen-
dence. Based on 200 simulated data sets for each 32×32, 128×128 and 256×256
lattices. q = 2 and q = 3.
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322 1282 2562
β q RCoDA-M RCoDA-C PL TDI RCoDA-M RCoDA-C PL TDI RCoDA-M RCoDA-C PL TDI
0.1
2 0.029 0.029 0.026 0.025 0.008 0.008 0.003 0.006 0.005 0.004 0.003 0.003
3 0.031 0.033 0.029 0.027 0.004 0.004 0.003 0.007 0.004 0.004 0.003 0.003
0.2
2 0.036 0.031 0.025 0.024 0.015 0.007 0.003 0.006 0.013 0.004 0.003 0.003
3 0.031 0.029 0.026 0.025 0.009 0.004 0.003 0.006 0.009 0.004 0.003 0.003
0.3
2 0.038 0.027 0.021 0.018 0.032 0.007 0.002 0.004 0.031 0.004 0.002 0.002
3 0.031 0.025 0.020 0.019 0.023 0.004 0.003 0.004 0.023 0.004 0.003 0.002
Table 2: Root mean squared error of β for a second order neighbourhood depen-
dence. Based on 200 simulated data sets for each 32×32, 128×128 and 256×256
lattices. q = 2 and q = 3.
µ1 µ2 σ1 σ2 β
PL-(F)
0.251 0.609 0.013 0.019 1.364
(0.0022) (0.0015) (0.00026) (0.00027) (0.017)
RCoDA-(F)
0.265 0.620 0.014 0.018 1.280
(0.0028) (0.0017) (0.00037) (0.00029) (0.022)
TDI-(F)
0.302 0.650 0.017 0.013 0.841
(0.0015) (0.0010) (0.00022) (0.00014) (0.0033)
PL-(S)
0.236 0.599 0.011 0.021 0.600
(0.0022) (0.0015) (0.00027) (0.00029) (0.0066)
RCoDA-C-(S)
0.252 0.611 0.013 0.019 0.567
(0.0025) (0.0016) (0.00029) (0.00030) (0.0080)
TDI-(S)
0.303 0.649 0.017 0.013 0.373
(0.0015) (0.0010) (0.00021) (0.00016) (0.0013)
Table 3: Posterior mean and standard deviation (in brackets) of grass data using
PL, RCoDA and TDI respectively. (F) denotes first order neighbourhood struc-
ture. (S) denotes second order neighbourhood structure.
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PL-(F) RCoDA-(F) TDI-(F) PL-(S) RCoDA-(S) TDI-(S)
95% 99.35 99.54 98.97 99.41 99.35 99.03
90% 96.77 97.24 96.11 97.16 97.08 96.18
80% 87.04 88.11 88.88 87.67 88.10 89.03
Table 4: Percentages of observed pixels which fall within the 95%, 90% and 80%
of the posterior predictive distributions.
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