The aerothermodynamics of spacecraft entering a planetary atmosphere are sensitive to the level of gas-surface accommodation governed by the gas-surface interaction. The modeling of this interaction plays an integral role in the solid surface boundary condition of the Direct Simulation Monte Carlo (DSMC) method. The Maxwell, and Cercignani, Lampis and Lord (CLL) gas-surface interaction models are examined. Existing windtunnel test results of rarefied hypersonic flow over flat surfaces enable the assessment of these gassurface interaction models for DSMC simulations for this kind of flow condition. These models gave the same boundary layer velocity profiles at 50 % to full gas-surface accommodation. Approximately, 90 % gas-surface accommodation yielded the overall best agreement between the simulations and windtunnel data, = relative to surface tangent vector t 1 or t 2 , respectively; t 1 and t 2 are orthonormal t = relative to resultant surface tangent vector t = (t 1 + t 2 )/|t 1 + t 2 | vib = vibrational internal energy mode w = of the solid surface wall x, y = x or y component of the computational domain coordinate 0 = reservoir conditions
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I. Introduction
Human space flight continues to require careful consideration of atmospheric entry. Designing atmospheric entry vehicles involves analyzing the aerothermodynamics of hypersonic flow conditions through a spectrum of Knudsen numbers from rarefied to continuum. This study focuses on rarefied flow conditions, at a level of rarefaction commensurate to the initial phase of spacecraft entry into Earth's atmosphere. For the rarefied flow conditions of interest, the analysis must be made in terms of kinetic theory, where molecular collisions play a significant role, in order to correctly predict the respective aerodynamics and stability. Aerothermodynamics is governed by the momentum and energy transferred from the incoming gas flow to the surface of a vehicle. These transfers are governed by the collisions between the gas molecules and the solid surface. The collision process between a gas molecule and a solid surface is termed a gas-surface interaction. In kinetic theory, the gas-surface interaction forms a boundary condition between the gas molecules and the solid surface. For scales relevant to kinetic theory, the gassurface interactions are modeled with parameters having macroscopic character, in order to have manageable and efficient computations. The smallest geometric spatial scale considered in this study is on the order of 0.1 mm, based on the minimum computational mesh cell size. Although various gas-surface interaction models have been proposed over the past century and a half, the validity of these models remains tenuous for hypersonic rarefied flow conditions. This study employs numerical simulation, using the Direct Simulation Monte Carlo (DSMC) method, to scrutinize two of the most common gas-surface interaction models used with DSMC: the Maxwell model, and the Cercignani, Lampis and Lord (CLL) model. In the literature, comparisons of flow field properties between DSMC and laboratory data of rarefied hypersonic flow are uncommon. Hence, this study also intends to generate new comparisons of this kind. In particular, the study compares shock or boundary layer properties of rarefied hypersonic flow near the leading edge of a flat plate between DSMC and existing windtunnel data. These comparisons involve the assessment of the prediction capabilities of the gas-surface interaction models through parametric analysis of boundary layer velocity profiles. In addition, the study examines probability distribution plots of the molecular velocity components at specified points in the flow field, and of molecular angle of reflection at specified points on the solid surface. The study is presented in the following order: first, the underlying theory is presented; second, the DSMC implementation is explained; third, the windtunnel test simulations are discussed; and finally, the results are summarized and future directions are suggested.
II. Gas-Surface Interaction Models

A. Modeling Concepts
Interaction Parameters
Parameters employed in gas-surface interaction models are called interaction parameters. For larger than the nanometer scale, these parameters are relevant to a macroscopic description; typically, they are accommodation coefficients. An accommodation coefficient is a numerical description about the degree to which a flow of gas accommodates kinetically or thermally with a solid surface, while interacting with the surface. The accommodation coefficient of molecular property Q is defined in terms of incident and reflected fluxes as follows: 
Scattering Kernel
In kinetic theory analysis, the gas-surface interaction model is used as a boundary condition. A formal mathematical construct for a gas-surface interaction model is the scattering kernel formulation. 
where each gas-surface interaction is independent of others and the average interaction time is small relative to the temporal evolution of f. In addition, the scattering kernel satisfies the following three criteria: positivity, normalization and reciprocity. These criteria are expressed mathematically as follows:
where f M is the Maxwellian velocity distribution in equilibrium with the solid surface:
The product ( )
ξ ξ is the probability of any given molecule to have velocity ξ within the range dξ . The reciprocity condition, 4,5 Eqn. (5), is the equilibrium condition for gas-surface interactions. It must be satisfied when the flow is in equilibrium with the solid surface.
B. Models
Maxwell Model
Historically, the first gas-surface interaction model for kinetic theory is the model developed by Maxwell. 6 It considers two kinds of interactions: the specular and diffuse interactions. A specular interaction or reflection occurs when an incident molecule collides with the molecular structure of a solid surface in such a way that it rebounds elastically as if hitting a flat surface. This type of collision occurs when the gas molecule collides with a peak of the solid surface molecular structure, assuming the gas and solid molecules are rigid elastic spheres. The collision results in an inversion of the surface normal component of the molecule's velocity and no change in its tangential component. Thus, the angle of reflection is the same as the angle of incidence. Meanwhile, the molecule's thermal energy is assumed to remain the same. A diffuse interaction occurs when an incident molecule interacts with the molecular structure of the solid surface in such a way that it attains thermal equilibrium with the surface and then rebounds from the surface according to the Maxwellian velocity distribution at the local surface temperature. The Maxwell model considers a fraction a M of the incident molecules to be temporarily absorbed by the surface and then reflected diffusely from the surface; the remaining incident molecules are assumed to reflect specularly. Hence, Maxwell's fraction a M expresses the probability of a diffuse reflection. The scattering kernel for this model is written as follows:
where , r specular ξ is the molecular velocity of specular reflection.
Cercignani, Lampis, and Lord Model
The scattering distribution predicted by the Maxwell model, for a beam of molecules targeted onto a surface at a specified angle of incidence, has a circular shape due to the diffuse reflections combined with a protruding peak due to the specular reflections. If the molecules in the beam are all traveling at the same velocity, then the peak is a line at the specular angle of reflection. However, contrary to the expected distributions given by the Maxwell model, 8, 9 molecular beam experiments have shown scattering distributions to be petal-shaped. Because of these findings, various models have been developed to match the observed scattering distributions. 10, 11, 12, 13, 14 The best of these models is the Cercignani and Lampis (CL) model 13 because it involves well defined interaction parameters, parameters that can be expressed in the form of Eqn. (1), and it involves a well defined mathematical framework, namely, the scattering kernel construction. The CL model interaction parameters are the accommodation coefficient for the tangential momentum σ t ≡ a Q , where Q mξ = ⋅ t , and the accommodation coefficient for the normal part of the kinetic energy α n ≡ a Q , where
The scattering kernel has the following form: 
where I 0 is the modified Bessel function of the first kind and of zeroth order, and t ξ is the sum of the tangential components of velocity. The CL model is implemented into DSMC code by a simple algorithm, with a level of complexity not much greater than the implementation of the Maxwell model. Lord originally made the transformation to this algorithm with the help of a graphical representation of the CL model. 17 This algorithm forms the basic Cercignani, Lampis, and Lord (CLL) model. Table 1 presents the algorithm. In these equations, α t ≡ a Q , with
either of the surface tangent vectors. In other words, α t is the accommodation coefficient for the part of the kinetic energy along either tangent to the surface; it is assumed independent of direction along the surface. 
III. Implementation of the DSMC Method
The standard governing equation of kinetic theory is the Boltzmann equation. In its general form, it is a nonlinear integro-differential equation in terms of a function describing the distribution of molecule velocities, the velocity distribution function. Hence, the Boltzmann equation is solved numerically in practical applications. Various numerical methods for its solution are proposed in the literature. In fact, with the rise of the modern computer, a statistical simulation method was developed to simulate rarefied gas flows without direct reference to the Boltzmann equation, although it uses the same physical concepts and provides an indirect solution. The Direct Simulation Monte Carlo (DSMC) method 18 tracks a representative system of simulation molecules through a computational domain while simulating collisions stochastically. In addition, it is actually more general than the Boltzmann equation because it can handle collisions with more than two molecules at one time. This study employs a general, object-oriented, cell-based implementation of the DSMC method called MONACO. 19 MONACO can be executed on serial or parallel computer systems, and it can handle structured or unstructured grids, with two or three spatial dimensions. It employs various procedures for handling collisions. These deal with gaseous intermolecular collisions and gas-surface interactions. For gaseous intermolecular collisions, an intermolecular force model, described by a molecular shape, help compute the collision dynamics. MONACO provides the option of using either the variable hard sphere (VHS) 20 model or variable soft sphere (VSS) 21 model. In addition, for internal energy exchange, it uses the variable rotational energy exchange probability model developed by Boyd, 22 and, when vibrational energy exchange is relevant, it uses the variable vibrational energy exchange probability model developed by Vijayakumar, et al. 23 For the gas-surface interactions, MONACO originally used the Maxwell model. For this study, the option of using either the Maxwell or the CLL gas-surface interaction model is added. In addition, procedures are added to extract probability distributions of velocity at requested points in space or of reflected velocity at requested points on a solid surface.
The implementation of the Maxwell and CLL gas-surface interaction models includes an internal energy accommodation coefficient, E_int a . For the Maxwell model, the total internal energy accommodation coefficient is set equal to Maxwell's fraction, E_int a = a M . For the CLL model, it is independently specified, as a third accommodation coefficient. For both models, the internal energy accommodation coefficient indicates the probability that the molecular internal energy will fully accommodate to the solid surface or wall temperature; otherwise, the internal energy is unchanged. Consideration is given to the rotational and vibrational modes of internal energy.
IV. Windtunnel Test Simulations
A. General Description
To examine the gas-surface interaction models, this research involves computer simulations of existing windtunnel tests examining rarefied hypersonic flow over a flat surface or plate. The windtunnel tests, reported by Cecil and McDaniel, 24 in 2005, uses planar laser induced fluorescence (PLIF) of seeded iodine, within a free jet expansion of nitrogen, to measure boundary layer flow properties. Details of the windtunnel test section apparatus, including the geometry of the flat plate windtunnel model, is given in Ref. 24 .
The computer simulations of the flow-field are performed assuming two-dimensional flow. In addition, they use rectangular spatial domains that cover a region near the leading edge of the flat plate, which includes an adequate number of windtunnel test measurement locations. Each domain is divided into quadrilateral cells to form twodimensional computational meshes. The cells have sizes on the order of the local mean-free-path, according to the DSMC constraint. Throughout each mesh, a uniform particle weight W p is assigned. The meshes are generated with HyperMesh 25 and converted to MONACO readable format with an in-house grid-conversion code. To simulate Cecil and McDaniel's experiment, pure nitrogen is assumed. The corresponding input parameters are listed in Table 2 . The inflow properties are shown in Figs. 1 (a) and (b) . The inflow velocity profiles are provided by Cecil and McDaniel. The translational temperature and number density inflow profiles are calculated from the inflow velocity profiles and the windtunnel test reservoir conditions, T 0 = 300 K and p 0 = 1.79 atm. This calculation assumes that the reservoir contains an ideal gas and that it is expelled isentropically as a free jet expansion. The Knudsen number, based on the average inflow local mean-free-path and the flat plate length, is about 0.005, within the rarefied transitional regime. Table 3 . 
Contour Plots
The variation of Maxwell's fraction a M from fully specular to fully diffuse results in a variation in boundary layer size from non-existent to maximum extent. Part of this variation is illustrated by the half and fully diffuse cases in Figs. 2 (a) and (b) . These figures also illustrate the nonuniform inflow boundary through streamlines of bulk flow speed V. A similar variation in boundary layer size is given by the parametric analysis with the CLL model involving the variation in tangential momentum accommodation σ t , with full normal kinetic energy accommodation α n = 1, except that the boundary layer doesn't completely disappear at σ t = 0. 
Boundary Layer Velocity Profiles
For each of the simulations, data are extracted along vertical slices corresponding to the locations where PLIF measurements were taken, x = 0, 2.5, 5, 7.5, 10, 12.5, 15, 17.5, and 20 mm from the leading edge. These data include x and y velocity components. Figures 3 (a) through (e) present some of the comparisons between the MONACO parametric results and the PLIF data. Various observations are made about the results. Figure 3 (a) illustrates the measured velocity profiles at the leading edge of the flat plate. The fact that the simulations match the experimental data indicates that the correct inflow conditions are employed. Furthermore, all these figures indicate that the data agree in the freestream region above the boundary layer. However, the simulated V x profiles, at x = 20 mm and y >~ 6 mm, shown in Fig. 3 (e) , are near the right edge of the error bounds of the PLIF data. This is due to an adverse pressure gradient believed to be caused by windtunnel test flow phenomena, beyond the specified computational domain, and thus, not captured by the simulation. The adverse pressure gradient is more pronounce within the boundary layer.
The boundary layer is where the flow-field is affected by different gas-surface interaction models and different levels of gas-surface accommodation. When full gas-surface accommodation conditions are specified, by setting all accommodation coefficients equal to one, the Maxwell and CLL models yield the same boundary layer profiles, as expected from the definition of the models. In addition, the Maxwell and CLL models yield essentially the same results for a M = σ t = 0.5 and 0.75. However, the Maxwell and CLL models differ significantly at a M = σ t = 0 and 0.25. Hence, the Maxwell and CLL models are equivalent when a M = σ t ≥ 0.5 for these flow conditions, while E_int a = α n = 1.00 in the CLL model.
The simulations involving full gas-surface accommodation, a M = σ t = 1.0, give the overall best agreement with the measured data for the V x profiles, except at the transition from the boundary layer to the freestream, which includes the diffuse shock. The simulations with a M = σ t = 0.75 provide the overall best agreement with the measured data for the V y profiles, and the V x profiles in the transition from the boundar layer to the freestream. Hence, the level of accommodation that provides the overall best agreement among both the V x and V y profiles is a compromise between 0.75 and 1.0. Simulations with the average accommodation, a M = σ t = 0.875, result in profiles lying in the middle, in accord with the linear variation of the profiles with accommodation, when the accommodation level is greater than 0.5. Hence, the overall best agreement, among the considered accommodation levels of the a M or σ t sensitivity studies, occurs when a M = σ t = 0.875. The sensitivity study of normal kinetic energy α n , confirms that V x , the tangential component of velocity, is not significantly affected. The variation of α n does affect V y , the normal component of velocity, but not to the extent of the effects due to the same changes in σ t . This study indicates that it is possible to improve the agreement in V y , between the CLL simulation with σ t = 1.0 and the measured data, by significantly reducing α n ; however, there is no indication in the experiments found in literature, or even in physical reasoning, that low normal kinetic energy accommodation would occur along with full tangential momentum accommodation σ t . Hence, this case can not be favored over the σ t = 0.875 case.
Spatial Variation of Molecular Velocity Distributions
In the contour and boundary layer simulation plots, the flow velocity is the local mean molecular velocity, of the velocity distribution of the simulation molecules. The PLIF boundary layer plots also give the local mean molecular velocity. The mean molecular velocity is an accurate representation of a bulk velocity in translational equilibrium. A system of molecules in translational equilibrium has each of their velocity components distributed in a Gaussian or normal distribution. A set of normal velocity component distributions is a Maxwellian velocity distribution. For rarefied transitional flows, there may be regions with translational nonequilibrium. A system of molecules in translational nonequilibrium has at least one of their velocity components distributed in a non-normal distribution, e.g., a distribution with multiple peaks or with a skewed shape. Thus, the mean molecular velocity may not be an accurate representation of the bulk velocity in translational nonequilibrium. The degree to which the velocity distribution is Maxwellian, indicates the utility of employing the mean velocity to represent the bulk velocity of the local system of gas molecules. Knowledge of where the mean velocity is an inaccurate representation due to translational nonequilibrium enables a more accurate interpretation of the corresponding flow conditions. Hence, molecular velocity distributions are examined at specified points. Consideration is given to nonequilibrium in the boundary layer near the flat plate surface with full gas-surface accommodation. Full gas-surface accommodation yields the greatest amount of translational nonequilibrium because it incurs the greatest changes in normal and tangential kinetic energy. Table 4 presents statistics of molecular velocity probability distributions at selected computational cells along the x direction and next to the flat plate at y = 0 mm. These cells have their centers at a height of y = 0.06 mm from the surface. The statistics have various trends associated with increasing x position. The number of samples lowers with x because of lower density, leaving fewer simulation molecules to sample. The variation of percentage difference, between the mean and most probable values, suddenly increases at x = 2.5 mm, and then subsequently lowers with x. This percentage difference indicates the degree of translational nonequilibrium, which in this case is due to the initial wave of rebounding molecules from the flat plate surface. At equilibrium, the percentage difference is zero by definition. The cause of the tendency towards equilibrium, after the initial disturbance of reflected molecules, is attributed to more evenly balanced forward and backward scatter from adjacent cells, at positions further into the interior of the surface. The larger percentage difference and standard deviation of the ξ y distributions is attributed to the obvious more significant change in the normal component of momentum due to collision with the surface. The standard deviation, which is indicative of the distribution spread, does not necessarily vary directly with percentage difference or the degree of translational nonequilibrium: whereas, direct variation is found for the ξ x distributions; inverse variation is found for the ξ y distributions, between x = 2.5 and 20 mm. Figure 4 illustrates the normalized probability distributions, corresponding to Table 4 . At the computational cell adjacent to the leading edge, x = 0 mm, both the ξ x and ξ y distributions are in near equilibrium. Here, they are not significantly affected by surface reflected molecules because the cell length is only approximately equal to the local mean-free-path. The degree of nonequilibrium described by the distribution shape agrees with the trend in percentage difference between the mean and most probable values. At x = 2.5 mm, the distributions are significantly skewed. At x = 5.0 mm, the ξ x distribution are only slightly skewed. By x = 7.5 mm, the ξ x distributions have returned to a near normal shape. Molecules traversing this distance will have encountered an average of about 21 collisions, according to the computed local mean-free-path values. In contrast with the ξ x distributions, the ξ y distributions remain in translational nonequilibrium along the entire length of the flat plate. 2.5 mm, both the ξ x and ξ y distributions evolve toward equilibrium as y increases. The rate of this evolution is greater than that of the ξ x distributions with x along the surface, given the smaller increments in y, c.f. Fig. 4 . This is expected because the presence of molecules reflected directly from the surface decreases with vertical distance from the surface. Table 5 In summary, translational nonequilibrium is found very near the flat plat surface due to reflected molecules. Within significant translational nonequilibrium, the most probable value represents the bulk velocity better than the mean value. Nonequilibrium ξ x distributions occur at x ≤ 7.5 mm, 21 mean-free-paths past the leading edge, and y < 1.0 mm, 5 mean-free-paths above the surface. Nonequilibrium ξ y distributions occur throughout the entire flat plate surface at less than y = 1.5 mm, which is 5 mean-free-paths above the surface at x = 2.5 mm, 10 mean-free-paths past the leading edge; at x > 2.5 mm, y = 1.5 mm is fewer than 5 mean-free-paths. Nevertheless, evolution toward translational equilibrium is observed as x and y increase, with the rate of evolution toward translational equilibrium being significantly greater in the y direction.
Effects of Gas-Surface Accommodation on Molecular Distributions
Molecular distribution plots also provide a detailed perspective of the effects of different gas-surface interaction models and of varying the gas-surface accommodation. Molecular velocity distributions at two locations over the flat plate surface are examined. The molecular velocity distributions at x = 0 mm are unaffected by changes in gassurface interaction model or gas-surface accommodation. These distributions are shown above in Fig. 4 at x = 0 mm. These distributions correspond to the first computational cell over the flat plate surface, which begins at x = 0 mm and ends at x = 0.25 mm. Molecular velocity distributions at x = 5.0 mm are shown below in Fig. 6 . This figure illustrates that the degree of translational nonequilibrium next to the surface is proportional to the level of gassurface accommodation. It also shows that the Maxwell and CLL models give identical results only for full gassurface accommodation, a M = σ t = 1.0. At partial levels of gas-surface accommodation, the models yield similar ξ x distributions. However, the ξ y distributions, at ξ y > 0, are significantly different. The molecular surface scattering plots are also examined at the two positions x = 0 and 5.0 mm over the flat plate surface. These are probability distribution plots of gas-surface reflection or scattering angle, the angle between the surface horizon and the molecular velocity upon departure from the surface. Figures 7 (a) and (b) present the distributions. The scattering plots show the essential difference between the Maxwell and CLL gas-surface interaction model. The Maxwell scattering distributions have unrealistic peaks due to the specular angle at partial levels of accommodation. The CLL scattering distributions are petal-shaped, similar to observations of reflected rarefied molecular beams from clean flat surfaces. 8, 9 As required, the scatter plots further confirm that both models are equivalent at full accommodation. There, they yield the Lambert or cosine distribution of optics theory, which applies to the random distribution of gas-surface scattering angles. The scattering plots also show variations due to changing accommodation and x position along the flat plate surface. The Maxwell distributions have abrupt changes with increasing accommodation and position; in contrast, the CLL distributions vary smoothly with accommodation and position, with only a slight changes due to position. 
V. Conclusion
The Maxwell and CLL gas-surface interaction models, commonly used in DSMC, were reviewed. Their implementation into the MONACO DSMC code was described. To examine the gas-surface interaction models, computational simulations were made of an existing windtunnel test study, performed by Cecil and McDaniel, involving a free jet expansion of nitrogen into rarefied hypersonic flow over a flat plate. They measured the windtunnel test flow field properties, near the flat plate, with planar laser induced fluorescence (PLIF) of seeded iodine, within a nitrogen flow. A detailed study was made of the flat plate near-field flow condition, with MONACO simulations employing a nonuniform inflow condition, with data taken from the PLIF measurements, and assuming pure nitrogen.
The first part of the study involved examining the effects of varying gas-surface accommodation, for each gassurface interaction model, on the boundary layer velocity. The computed set of profiles encompassed the PLIF data, except for x > 12.5 mm, where an adverse pressure gradient resided due to windtunnel test flow phenomena outside the specified computational domain. The Maxwell and CLL models gave the same boundary layer profiles at 50 to 100 % gas-surface accommodation, based on Maxwell's fraction and CLL's tangential momentum accommodation coefficient. In addition, 87.5 % gas-surface accommodation yielded the overall best agreement between the simulations and the PLIF data.
The second part of the study involved examining molecular velocity distributions at specified locations in the flow-field. An examination of the spatial variation of the distributions revealed translational nonequilibrium within 5 local mean-free-paths above the flat plate surface due to reflected molecules. However, evolution toward translational equilibrium was observed as x and y increase, with the rate of evolution toward translational equilibrium being significantly greater in the y direction. Within the region of significant translational nonequilibrium, the distributions were better characterized by the most probable value, rather than the mean value. An examination was then made of the effects of different gas-surface interaction models and of varying the gassurface accommodation on the distributions. The Maxwell and CLL gas-surface interaction models gave similar ξ x distributions, but distinct ξ y distributions, at partial levels of gas-surface accommodation. In addition scattering distributions were examined. The Maxwell model resulted in distributions with unrealistic peaks due to specular reflection; whereas, the CLL model resulted in petal-shaped distributions, similar to observations of molecular beam studies, reported in the literature. Moreover, while the Maxwell scattering distributions experienced abrupt changes with increasing accommodation and position, the CLL distributions varied smoothly.
In conclusion, the study provided a detailed understanding of the effects of gas-surface interactions on the velocity field and molecular velocity distributions within the boundary layer, near the solid surface. 2D DSMC simulations provided good agreement with PLIF windtunnel test boundary layer velocity profiles, using a proper specification of gas-surface accommodation, with either the Maxwell or the CLL gas-surface interaction model; however, the CLL model is physically more realistic. Suggestions for future work related to this study are: the extension of the models to three-dimensional simulations, the examination of energy distributions, the examination of the effects of wall temperature, and the examination of the effects of surface material properties.
