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Abstract
Let R be a commutative ring with unity not equal to zero and let G = (V,E)
be a simple, undirected graph. A total perfect code denoted by C(G), in G is
a subset C(G) ⊆ V (G) such that |N(v)∩C(G)| = 1 for all v ∈ V (G), where
N(v) denotes the neighbourhood of a vertex v in G. J. Kratcohvil in (1986)
[24], proved the non existence of non trivial perfect codes over complete bi-
partite graphs. In this research article, we present another family of graphs
known as zero-divisor graphs which does not admit perfect codes. We show
that if a zero-divisor graph admit a perfect code, then it is a trivial matching.
We discuss total perfect codes in some important class of graphs, precisely in
graphs which are realized as zero-divisor graphs. Deciding whether a graph
admits a total perfect code is NP complete, we show that it is always possible
to determine total perfect codes in zero-divisor graphs. We provide charac-
terisation for all commutative rings with unity which admit total perfect
codes.
Keywords: Ring, zero-divisor, zero-divisor graph, perfect code, total
perfect code.
2000 MSC: 13A99, 05C25, 05C69
1. Introduction
The notions of perfect codes in graphs evolved from the work [6], which
in turn has root in coding theory [38]. The theory of perfect codes forms an
interesting part of combinatorics and has connections in group theory, dio-
phantine number theory, geometry and cryptography. Perfect codes played
a central role in the fast growing of error-correcting codes theory. Hamming
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and Golay [14, 16] constructed perfect binary single-error correcting codes
of length n, where n = 2k − 1 for some integer k. Infinite classes of graphs
with perfect codes have been constructed by Cameron, Thas and Payne [7],
Thas [37], Hammond [17] and others. The existence of perfect codes have
also been proved in Towers of Hanoi graphs [9] and Sierpinski graphs [21].
For more on perfect codes in graphs, see [3, 8, 11, 15, 26, 36].
The study of combinatorial structures (graphs) arising from algebraic
structures (rings) was first introduced by Beck [5] and was further studied
by Anderson and Livingston in [1]. The zero-divisor graph introduced in [1]
is denoted by Γ(R) with vertex set Z∗(R) = Z(R) \ {0}, and two vertices
x, y ∈ Z∗(R) are adjacent in Γ(R) if and only if xy = 0. They believed
that the study of combinatorial properties of zero-divisors better illustrates
the zero-divisor structure of a ring. The zero-divisor graph of a commuta-
tive ring has also been studied in [2, 27, 28, 29, 30] and was extended by
Redmond [32] to non-commutative rings. Redmond [33] also extended the
zero-divisor of a commutative ring to an ideal-based zero-divisor graph of
a commutative ring. The combinatorial properties of zero-divisors discov-
ered in [5] has also been studied in module theory. Recently in [27, 31],
the elements of a module M has been classified into full-annihilators, semi-
annihilators and star-annihilators. This classification of elements in M has
unfolded a correspondence between ideals in R, submodules of M and the
vertices of annihilating graphs arising from M . In fact this correspondence
has established a deep connection between the essential R-modules and the
vertices of annihilating graphs as discussed in [31].
A code denoted by C(G) in G is simply a subset of V (G). For an integer
t ≥ 1, a code C(G) ⊆ V (G) is called a perfect t-code [24] in G if balls with
centres in C(G) and radius t form a partition of V (G). A code C(G) is said
to be a total perfect code [15] in G if every vertex of G has exactly one neigh-
bour in C(G), that is, |N(v) ∩ C(G)| = 1 for all v ∈ V (G). A perfect 1-code
in a graph is also called an efficient dominating set [11, 23] or independent
perfect dominating set [25], and a total perfect code is called an efficient open
dominating set [19]. Total perfect codes in graphs have potential applications
in some practical domains, such as placement of Input/Output devices in a
supercomputing network so that each element to be processed is at distance
at most one to exactly one Input/Output device [3]. It is known [13] that
deciding whether a graph has a total perfect code is NP-complete.
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In section 2, we discuss total perfect codes in some important class of
graphs: paths, cycles, regular graphs, bipartite graphs and trees. From [1],
it can be seen that these classes of graphs are realised as zero-divisor graphs.
Lemma 2.2, 2.3 are characterisations for all paths and cycles which admit
total perfect codes. We conclude section 2 by Theorem 2.12, in which we
present a class of trees which admit total perfect codes. Section 3 is dedicated
to the study of total perfect codes in zero-divisor graphs. We characterise
all commutative rings with unity whose associated zero-divisor graphs admit
total perfect codes. We end section 3 by some examples which illustrates few
cases of Theorem 3.10.
We conclude this section with some notations, which are mostly standard
and will be used throughout this research article.
Throughout, R is a commutative ring (with 1 6= 0). We will denote the
ring of integers by Z, non negative integers by Z≥0, positive integers by N
and the ring of integers modulo n by Zn. For basic definitions from graph
theory we refer to [10, 39], and for ring theory and module theory we refer
to [4, 22].
2. Total perfect codes in simple graphs
In this section, we study total perfect codes in simple, undirected graphs.
A graph G is said to be complete if there is an edge between every pair
of distinct vertices. A complete graph with n vertices is denoted by Kn. A
graph G is said to be bipartite if its vertex set can be partitioned into two
sets V1(G) and V2(G) such that every edge of G has one end in V1(G) and
another in V2(G). A complete bipartite graph is one whose each vertex of
one partite set is joined to every vertex of another partite set. We denote
a complete bipartite graph with partite sets of order m and n by Km,n. A
complete bipartite graph of the from K1,n is called a star graph. A match-
ing or an independent set of edges in G is the set of edges without common
vertices. A matching in G is said to be trivial if it consists of a single edge.
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The following observation is immediate from the definition of a total per-
fect code.
Lemma 2.1. Let G be a graph. A subset C(G) ⊆ V (G) is a total perfect
code in G if and only if the subgraph induced by C(G) is a matching in G
and the set {N(v) | v ∈ V (G)} is a partition of V (G). In particular, any
total perfect code in G contains an even number of edges.
Proof. The proof follows by the definition of a total perfect code in G. 
An edge coloring of a graph G is an assignment of colors to the edges
of G, one color to each edge, such that adjacent edges are assigned different
colors. The minimum number of colors that can be used to color the edges of
G is called the edge chromatic number or chromatic index denoted by χ
′
(G).
Now, we discuss the existence or non-existence of total perfect codes in
some important class of graphs like paths, cycles, regular graphs, complete
graphs, complete bipartite graphs and trees. We provide a complete charac-
terization of paths and cycles which admit total perfect codes.
Lemma 2.2. A path Pn admits a total perfect code if and only if n 6≡
5(mod d), where n ≥ 2 and d = 4.
Proof. It is clear that a path Pn : v1 − v2 − v3 − · · · − vn on n number of
vertices consists of n−1 number of edges and the edge chromatic number for
Pn is two, that is χ
′
(Pn) = 2. So, the edges of Pn can be colored by exactly
two colors. We assign two colors as a and b to the edges of Pn, say the
first edge v1v2 has been assigned color a and the second edge v2v3 has been
assigned a color b. It follows that if n is even, then the last edge ((n − 1)th
edge) on Pn gets color a otherwise gets color b. We consider the following
two cases,
Case 1. n ≡ 5(mod d). By Lemma 2.1, a total perfect code C(Pn) in Pn
is a matching. Therefore C(Pn) must include an edge v1v2 colored as a or an
edge v2v3 colored as b but not both. Consider an independent setM1 consists
of edges colored a and an independent set M2 consists of edges colored b. Let
k1 and k2 denotes the number of edges in M1 and M2. Then k1 = k2 =
n−1
2
.
Further, letM∗1 ⊆ M1 be the set of edges which does not contain edges of the
form vk−1vk, where k ≡ 0(mod d) and M
∗
2 ⊆ M2 be the set of edges which
does not contain edges of the form vk−1vk, where k ≡ 5(mod d). For values
of n ≡ 5(mod d1), where d1 = 8, we see that M
∗
1 contain
k1
2
= n−1
4
, an odd
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number of edges which does not cover the vertices vn−1 and vn on Pn. For
values of n ≡ 9(mod d1), we see that M
∗
2 contain
k2
2
= n−1
4
, an even number
of edges but does not cover the vertex vn. Thus the sets M
∗
1 and M
∗
2 does
not cover all the vertices on path Pn. It follows that Pn does not admit a
total perfect code.
Case 2. n 6≡ 5(mod d). For n = 2, Pn admits a total perfect code which
is a trivial matching on Pn. For values of n ≡ 3(mod d), we see that M1 =
{v1v2, v3v4, · · · , vn−4vn−3, vn−2vn−1}, where asM2 = {v2v3, v4v5, · · · , vn−3vn−2,
vn−1vn}. Thus, M
∗
1 = {v1v2, v5v6, · · · , vn−2vn−1} and M
∗
2 = {v2v3, v6v7, · · · ,
vn−1vn}. Therefore an independent set of edges M
∗
1 colored as a and an
independent set of edges M∗2 colored as b cover all the vertices of graphs
with |N(vr) ∩ M
∗
i | = 1 for all vr ∈ Pn, where 1 ≤ r ≤ n and 1 ≤ i ≤
2. Thus a-color matching M∗1 and b-color matching M
∗
2 are total perfect
codes and therefore Pn admits a total perfect code. By repeating the same
argument as above for values of n ≡ 0(mod d) and n ≡ 6(mod d), we have
M∗1,1 = {v1v2, v5v6, · · · , v4n−3v4n−2}, M
∗
2,1 = {v2v3, v6v7, · · · , v4n−2v4n−1} and
M∗1,2 = {v1v2, v5v6, · · · , vn−1vn}, M
∗
2,2 = {v2v3, v6v7, · · · , vn−4vn−3}. Thus it
follows that for the congruence n ≡ 0(mod d) b-color matchingM∗2,1 is a total
perfect code and for the congruence n ≡ 6(mod d) a-color matching M∗1,2 is
a total perfect code for Pn. Note that the sets M
∗
1,1 and M
∗
2,2 does not cover
all the vertices of graph such that |N(vr)∩M
∗
1,1| = 1 and |N(vr)∩M
∗
2,2| = 1.
Using cases 1 and 2, we conclude that a path Pn admits a total perfect
code if and only if n 6≡ 5(mod d), where n ≥ 2 and d = 4. 
Lemma 2.3. A cycle Cn admits a total perfect code if and only if n ≡
0(mod d), where n ≥ 3 and d = 4.
Proof. Consider a cycle Cn : v1 − v2 − v3 − · · · − vn − v1 on n number of
vertices. If n is even, then the edges of Cn can be colored by exactly two
colors say a and b. However, if n is odd, then the edges of Cn can be colored
by exactly three colors say a, b and c, that is,
χ
′
(Cn) =
{
2, if n is even
3, if n is odd
We consider the following cases.
Case 1. n 6≡ 0(mod d). Then, n ≡ 3(mod d), n ≡ 5(mod d) and n ≡
6(mod d). For n ≡ 3(mod d), n ≡ 5(mod d), it is clear that n is odd,
so χ
′
(Cn) = 3. Let M1 = {v1v2, v3v4, · · · , vn−2vn−1, vn−2vn−1} be a-color
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matching and M2 = {v2v3, v4v5, · · · , vn−3vn−2, vn−1vn} be b-color matching
for Cn. Applying the same argument which we applied for a path in Lemma
2.2, we see that for subsets M∗1 = {v1v2, v5v6, · · · , vn−2vn−1} and M
∗
2 =
{v2v3, v6v7, · · · , vn−1vn}, there is some vertex vr, 1 ≤ r ≤ n such that |N(vr)∩
M∗i | > 1, 1 ≤ i ≤ 2. Furthermore, if n ≡ 6(mod d), then n is even and we
have χ
′
(Cn) = 2. Again for the subsets M
∗
1 , M
∗
2 of M1 and M2, there is a
vertex vr, 1 ≤ r ≤ n such that |N(vr) ∩M
∗
i | > 1, 1 ≤ i ≤ 2. Thus, it follows
that Cn does not admit a total perfect code.
Case 2. n ≡ 0(mod d). This implies that n is even and we have χ
′
(Cn) =
2. Let M1 = {v1v2, v3v4, · · · , vn−2vn−1, vn−2vn−1} and M2 = {v2v3, v4v5, · · · ,
vn−3vn−2, vn−1vn}. It is clear that M1 is a-color matching and M2 is b-color
matching for Cn. For the subset M
∗
1 = {v1v2, v5v6, · · · , vn−3vn−2} of M1 and
for the subsetM∗2 = {v2v3, v6v7, · · · , vn−2vn−1} ofM2, we have |N(vr)∩M
∗
i | =
1 for all r, i ∈ N with 1 ≤ r ≤ n and 1 ≤ i ≤ 2. Therefore Cn admits a total
perfect code.
Hence we conclude that cycle a Cn admits a total perfect code if and only
if n ≡ 0(mod d). 
Recall that degree of a vertex v ∈ V (G) in G denoted by deg(v), is the
number of edges incident on v. A graph G is said to be t-regular graph, t ∈ N
if deg(v) = t for all v ∈ V (G). From Lemma 2.2, we see that a 2-regular
graph Cn admit a total perfect code if and only if n is even. This fact about
number of vertices being even is true for all regular graphs as shown below.
Proposition 2.4. Let G be a t-regular graph, where t ∈ N. If C(G) is a
total perfect code in G, then |V (G)| ≡ 0(mod 2).
Proof. The proof follows by using Lemma 2.1 and the fact that t|C(G)| =
|V (G)|. 
Example 2.5. Consider a graph G of order n = 8, shown in Figure 1.
Clearly, G is a non-regular graph and the set C(G) = {v1v2, v7v8} is a perfect
matching for G. We have |N(vi) ∩ C(G)| = 1 for all i, 1 ≤ i ≤ 8. Therefore
the set C(G) is the desired total perfect code for the given non-regular graph.
v1
v2 v3
v4
v5
v6
v7
v8
6
Figure 1. Non-regular graph of order 8
From Proposition 2.4, it follows that a regular graph on an odd number
vertices does not admit a total perfect code. The Example 2.5 above illus-
trates that the converse of Proposition 2.4 is not true in general.
Now, we discuss some results concerning graphs which admit a trivial
matching (total perfect code of order 2).
Lemma 2.6. A complete graph Kn, n ≥ 2 admits a total perfect code if
and only if n = 2.
Proof. For n = 2, it is clear that Kn is a simple path on two vertices and
admit a total perfect code of order n. If n ≥ 3, we have |N(vi) ∩ C(G)| > 1
for every subset C(G) of V (Kn). Thus a complete graph Kn does not admit
a total perfect code. 
Proposition 2.7 A bipartite graph G admits a total perfect code of order 2
(trivial matching) if and only if G is complete.
Proof. Let G be a complete bipartite graph of order n+m, where n,m ∈ N
with bipartition of V (G) as V1(G) = {v1, v2, · · · , vn} and V2(G) = {u1, u2, · · · ,
um}. For any two vertices vi ∈ V1(G) and uj ∈ V2(G) with 1 ≤ i ≤ n and
1 ≤ j ≤ m, set C(G) = {vi, uj}. It is easy to check that for all vi ∈ V1(G) and
uj ∈ V1(G), we have |N(vi) ∩ C(G)| = 1 and |N(uj) ∩ C(G)| = 1. Therefore
C(G) is a total perfect code for G.
Suppose that a bipartite graph G with partite sets of V (G) as V1(G) and
V2(G) admit a total perfect code C(G) of order two. It is clear that C(G)
contain one vertex from V1(G) and another from V2(G), otherwise we have
adjacencies of vertices in a partite set V1(G) or V2(G), which is a contradic-
tion. If G is not complete then there is some vertex v ∈ V (G) in some partite
set which is not adjacent to all vertices of other partite set. If v ∈ V1(G),
then v = vi for some vi ∈ V1(G). By our assumption vi is not adjacent to
all vertices uj ∈ V2(G), which implies |N(vi) ∩ C(G)| = ∅, a contradiction.
Similarly if v = uj for some uj ∈ V2(G), then |N(uj) ∩ C(G)| = ∅, again a
contradiction to our supposition that G is not complete. Thus we conclude
that G is a complete bipartite graph. 
A tree is an acyclic connected graph. It is interesting to study total
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perfect codes in trees. A usual approach in the literature for characterising
families of trees with a certain property is to consider a constructive char-
acterisation. First, a family F of trees having the property say P is chosen
as a recursive base, then some operations preserving P are introduced. Fi-
nally, it is proved that the family of trees having the property P are precisely
those trees that can be constructed from a tree in F by recursive applica-
tions of the proposed operations. This approach has been used extensively to
characterise Roman trees [20], trees with equal independent domination and
restrained domination numbers, trees with equal independent domination
and weak domination numbers [18], trees with at least k disjoint maximum
matchings [36], trees with equal domination and independent domination
numbers, trees with equal domination and total domination numbers [12],
etc.
We provide a constructive method by which we classify some trees which
admit total perfect codes, same method can be used to construct trees which
does not admit total perfect codes.
Consider three simple paths, P (n) : v1 − v2 − · · · − vn, P (m) : u1 − u2 −
· · · − um and P (r) : w1 −w2 − · · · −wr, where n ≡ 3(mod d), m ≡ 0(mod d)
and r ≡ 6(mod d) with d = 4. For k ≥ 1, add 3k + d number of vertices to
the vertices {v1, v2, · · · , vn} of P (n). The edges are defined by the rule: viv
′
i
for all i, where 1 ≤ i ≤ n and for all j 6= i, v
′
i is not being adjacent to any of
the vertices v
′
j and vj. It is clear that the graph we obtain by this method
is a tree of an even order, we denote this tree by T (n). Similarly by adding
dk number of vertices to the vertices {u1, u2, · · · , um} of P (m) and 6k + d
number of vertices to the vertices {w1, w2, · · · , wr} of P (r) we obtain trees
T (m) and T (r). Using Lemma 2.2, it is easy to verify that trees T (n), T (m)
and T (r) does not admit total perfect codes.
In the following results we prove the existence of trees which admit total
perfect codes.
Proposition 2.8. For any integer n ≥ 2, there exists a tree T (n) which
admit a total perfect code.
Proof. Let Pn : v1 − v2 − · · · − vn be a simple path, where n ≡ 2(mod d),
d = 4. For, k ∈ Z≥0, add 2k + 2 number of vertices to the vertices of
W = {v1, v2, v5, v6, · · · , vn−1, vn} ⊆ Pn and follow the same argument as in
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the above method. Thus we obtain a tree T (n1) on n1 ≡ d(mod d1) number
of vertices, where d1 = 6. For each vertex vi ∈ T (n1), 1 ≤ i ≤ n1 we have
|N(vi) ∩W | = 1. Hence C(T (n)) = W is the desired total perfect code for
T (n1). 
Proposition 2.9. For any integer n ≥ 1, there exists a tree T (n) which
admit a total perfect code.
Proof. Let Pn : v1 − v2 − · · · − v4n−1 be a simple path on 4n− 1 number of
vertices. Add 2n number of vertices to the vertices of W = {v2, v3, v6, v7, · · · ,
v4n−2, v4n−1} ⊆ Pn and follow the same argument as in preceding proposition.
Thus by this constructive method we obtain a tree T (n1) on n1 = 6n − 1
number of vertices and conclude that W = C(T (n1)) is the required perfect
code for T (n1), since |N(vi)∩C(T (n1))| = 1 for each vi ∈ T (n1), 1 ≤ i ≤ n1.
Our next result is useful for identifying total perfect codes in general
graphs.
Lemma 2.10. Let G be a graph of order n ≥ 3. If G is not a star graph,
then there exists a total perfect code in G which contains no end vertex.
Proof. Let C(G) be a total perfect code in G and let x be an end vertex
of G. If x ∈ C(G), then there is nothing to prove. Suppose that x 6∈ C(G)
and let N(x) = {y}. Then it is easy to verify that y ∈ C(G). Therefore,
C(G) \ {x} is a total perfect code in G. 
As we mentioned and proved earlier that not every tree admits a total
perfect code. The smallest tree which does not admit a total perfect code is
P5. Actually, it is not hard to find an infinite class of trees which does not
admit total perfect codes, as shown above, the most simple one is the family
paths Pn, n ≡ 5(mod d) with d = 4.
Given a graph G, a forbidden graph characterization is the method of
specifying family C of graphs such that C contains no subgraph isomorphic
to G, G is called a forbidden subgraph. In graph theory, it is common to
aim for a characterization for the given class of graphs in terms of a set of
forbidden induced subgraphs, because such characterization directly implies
polynomial time recognition for the class. Unfortunately, the family T of
trees does not admit the characterization of this kind. In fact no family of
graphs admit this characterization. To prove this fact, we consider the fol-
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lowing construction.
Consider a graph G = Pn, n ≡ 3(mod d) and a single vertex graph
H = {v}. The corona of a graph G denoted by G∧H , is the graph obtained
by taking a copy of G, |V (G)| copies of H and by joining each vertex of the
i-th copy of H to the i-th vertex of G, where 1 ≤ i ≤ |V (G)|. Therefore the
vertex set of G ∧H is,
V (G ∧H) = {V (G)
⋃
|V (G)|
V (H)},
and the edge set,
E(G ∧H) = {E(G) ∪ E(H) ∪ (ui, v) | ui ∈ V (G)}.
It follows that the corona G ∧ H is a tree T (n), n ≡ 3(mod d) obtained as
before. We have already discussed that the tree T (n) does not admit a total
perfect code. However, T (n) has an induced subgraph G which admits a
total perfect code. Thus there exists no forbidden subgraph characterization
for the given class of trees. Note here that the same argument can be applied
to the families of trees {T (m)}m≡0(mod d) and {T (r)}r≡6(mod d).
Corollary 2.11. Let C be any family of graphs such that no member G ∈ C
admit a total perfect code. Then there exists an induced subgraph G
′
of G
which admit a total perfect code.
We conclude this section with some discussion on the constructive method,
which is applicable to determine the family of trees which admit total perfect
codes.
Recall that the private neighborhood of a vertex v ∈ S ⊆ V (G) is de-
fined by pn(v, S) = N(v) \ N(S \ {v}). Equivalently, pn(v, S) = {u ∈
V (G) | N(u) ∩ S = {v}}. Each vertex in pn(v, S) is called a private neigh-
bor of v. A leaf of a tree is a vertex of degree 1, while a support vertex
is a vertex adjacent to a leaf. A k-support vertex is a vertex which is at
a distance k from a leaf. If a vertex v is adjacent to two or more leaves,
then v is said to be a strong support vertex. A vertex v ∈ S is said to be
S-quasi-isolated if there exists u ∈ S such that pn(u, S) = {v}. A vertex v
is said to be quasi-isolated if it is S-quasi-isolated for some subset S of V (G).
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We define the family T of trees, which consists of all trees T that can
be obtained from a sequence T1, T2, · · · , Tk of trees such that T1 is a path Pn
with n 6≡ 5(mod 4), and if k ≥ 2, T = Tk. We propose the following set of
operations such that Ti+1 with 1 ≤ i ≤ k− 1 can be obtained by performing
one of them. This approach is being explored to obtain a family of trees
which admit total perfect codes.
* Operation A1 : Consider v ∈ V (T ) such that v belongs to some total
perfect code C(T ) of T and let u be a leaf of Pn : u = v1 − v2 − · · · − vn,
where n ≥ 5 and n 6≡ 6(mod d) with d = 4. Then do the sum of T with Pn
through an edge vu.
* Operation A2 : Consider v ∈ V (T ) such that v belongs to some total
perfect code C(T ) of T . Add a new vertex u to v.
* Operation A3 : Consider v ∈ V (T ) such that v belongs to some total
perfect code C(T ) of T and v is not a quasi-isolated vertex. Then do the
sum of T with path Pn : u = v1 − v2 − · · · − vn through an edge vu, where
n ≥ 5 and n 6≡ 6(mod d) with d = 4 .
* Operation A4 : Consider v ∈ V (T ) such that v belongs to some total
perfect code C(T ) of T and v is not a quasi-isolated vertex. Let w be the
k-support vertex of Pn : v1 − v2 − · · · − u − · · · − vn. Then do the sum of
T with Pn through an edge vu, where n ∈ {m ∈ N | m ≡ 7(mod 2)} with
n 6≡ 11(mod 8). Note here that u is the k-support vertex of a leaf in Pn
Remark 2.12. If Ti is a tree obtained from some tree T with C(T ) 6= φ by
an operation Ai, 1 ≤ i ≤ 4, then it is clear that C(Ti) ≥ C(T ). Suppose
i = 1 and Pn : u = v1 − v2 − · · · − vn, where n ≥ 5 with n 6≡ 6(mod 4). Let
T1 be the sum of T and path Pn, through an edge vu. Then by Lemma 2.2
C(T1) = C(T ) ∪ C(Pn) is a total perfect code of T1 and we have |C(T1)| =
|C(T )|+|C(Pn)|. For i = 2, it is straightforward to see that |C(T2)| = |C(T )|.
Suppose i = 3 and Pn : u = v1−v2−· · ·−vn, where n ≥ 5 with n 6≡ 6(mod 4).
Let T3 be the sum of T and path Pn : u = v1−v2−· · ·−vn through an edge vu.
Then again by Lemma 2.2, C(T3) = C(T )∪C(Pn) is a total perfect code of T3.
Similarly for i = 4, if T4 is the sum of T and path Pn : v1−v2−· · ·−u−· · ·−vn
through an edge vu, where n ∈ {m ∈ N |m ≡ 7(mod 2)} with n 6≡ 11(mod 8),
then C(T4) = C(T ) ∪ C(P⌊n
2
⌋) ∪ C(P⌊n
2
⌋) is a total perfect code of T4.
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The next lemma is valid for any tree, not necessarily a tree in T .
Lemma 2.13. Let T be a tree. If Ti is a tree obtained from T by an opera-
tion Ai, 1 ≤ i ≤ 4, then Ti admit a total perfect code.
Proof. The proof follows by using Remark 2.12. 
In the following results, we characterize all trees which admit total perfect
codes.
Theorem 2.14. If T ∈ T , then T admits a total perfect code.
Proof. Let T = Pn with n 6≡ 5(mod 4). By Remark 2.12 and Lemma 2.13,
the proof is straightforward. 
Theorem 2.15. Let T be a tree. If T admits a total perfect code, then
T ∈ T .
Proof. Let T admits a total perfect code. We use induction to prove the
result. The result is clear if order of T is 2, 3 or 4. Suppose |V (T )| > 4
and let C(T ) be a total perfect code of T . If T has a strong support vertex
v with u being any leaf of T adjacent to v, then by induction hypothesis
C(T
′
) is a total perfect code of T
′
= T \ {u} and by using operation A2 we
have T ∈ T . Assume that there are no strong support vertices in T and let
Tp : v0−v1−· · ·−vp−1−vp be the longest path in T such that v1, v2 ∈ C(T ).
We consider the following two cases.
Case 1. v1 is not quasi-isolated. Then it is clear that deg(v1) > 2 and for
all x ∈ N(v1) with x 6= v2, |N(v1)∩C(T )| = 0. Otherwise, |N(v1)∩C(T )| > 1,
a contradiction, since C(T ) is a total perfect code. Therefore, by induction
hypothesis C(T
′
) is a total perfect code of T
′
= T \ {v0} and by using
operation A3 we see that T ∈ T .
Case 2. v1 is quasi-isolated. Then deg(v1) = 2 and by using operation A2
we have T ∈ T .
Finally if v1 is a k-support vertex, then v1 is not quasi-isolated vertex.
Therefore the result follows by using case 1 and operation A4. 
The class of trees constructed above using operations A1, A2, A3 and A4 is
an interesting class, since these trees always admit total perfect codes in con-
trast to various other graph structures such as binary trees. A binary tree
12
is one of the most fundamental structures in computer science and graph
theory. Mathematically, it is defined as a connected, undirected finite graph
with no cycles and no vertex of degree greater than 3; that is, a binary tree
is a set of vertices which is either empty or consists of a root v and two dis-
joint subsets designated as the left subtree A and the right subtree B, each
of which is a binary tree as shown in Figure 2. It is easy to see that if the
order of a binary tree is greater than 5, then it does not admit a total perfect
code; this is yet another example of a class of trees which does not admit
total perfect codes in general.
Figure 2. Binary tree rooted at the vertex v
v
B
D
F
G
E
C
A
3. Total perfect codes in zero-divisor graphs
In this section, we discuss total perfect codes in zero-divisor graphs. Note
that the defintion of total perfect in zero-divisor graphs is purely ring theo-
rtic. The zero-divisor graph arising from R is said to admit a total perfect
code if there exits some subset C(R) of R such that |Ann(x) ∩ C(R)| = 1,
where Ann(x) = ann(x) \ {0, x}, ann(x) = {y ∈ R | xy = 0} denotes the
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annihilator of an element x ∈ R.
We begin with following two examples. In Example 3.1, we will see that
there is a zero-divisor graph Γ(Z12) which admit a total perfect code, where
as in Example 3.2, the zero-divisor graph Γ(Z2×Z12) associated with a ring
Z2 × Z8 does not admit a total perfect code. So it is interesting to charac-
terize rings whose associated zero-divisor graphs admit total perfect codes.
Example 3.1. The zero-divisor graph associated with R = Z12 is shown in
Figure 3. It is clear from Γ(R) that there is a subset C(R) ⊆ Z∗(R) such
that |Ann(x) ∩ C(R)| = 1 for all x ∈ Z∗(R).
Figure 3. Γ(Z12)
Example 3.2. Consider a ring R = Z2×Z8. The zero-divisor graph Γ(R) as-
sociated with R is shown in Figure 4. It is easy to verify from Γ(R) that there
is no subset C(R) ⊆ Z∗(R) such that for all x ∈ Z∗(R) |Ann(x)∩C(R)| = 1.
Figure 4. Γ(Z2 × Z8)
As discussed above in section 1 that deciding whether a graph admits
a total perfect code is NP complete. We show that it is always possible to
determine a total perfect code of the zero-divisor graph. In fact for every
commutative ring R with unity we exhibit that either C(R) = φ or C(R) is
a trivial matching.
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Proposition 3.3. Let R be a commuative ring with unity. If Γ(R) admits
a total perfect code, then |C(R)| = 2.
Proof. By Example 3.2, we see that Γ(R) does not always admit a total
perfect code. Similarly we have other examples where C(R) = φ. Suppose
Γ(R) admits a total perfect code. Assume that |C(R)| > 2. By Lemma
2.1, C(R) is matching which implies that C(R) consists of even number of
vertices. If possible, suppose |C(R)| = 4 and let X = (a1, a2), Y = (c1, c2)
be two elements of C(R). It is clear that X ∩ Y = φ and there is an edge
Z = (b1, b2) such that b1 ∈ ann(a2) and b2 ∈ ann(c1). Therefore;
d(a1, c1) = d(a1, b1) + d(b1, c1) = 2 + 2 = 4
Which is a contradiction, since diameter of Γ(R) is atmost 3. Hence, we
conclude that if Γ(R) admits a total perfect code, then C(R) is a trivial
matching. 
A commutative ring R is called Noetherian if for every ascending chain of
ideals I1 ⊆ I2 ⊆ I3 ⊆ · · · , there is a positive integer m such that Im = Im+k
for each positive integer k. An Artinian commutative ring is a ring where
for every descending chain of ideals J1 ⊇ J2 ⊇ J3 ⊇ · · · , there is an integer
s such that Js = Js+k for each positive integer k. Trivially, any finite ring is
both Artinian and Noetherian.
Let R be a commutative Artinian ring with unity. Then either R is local
or R = R1×· · ·×Rr×F1×· · ·×Fs , where each Ri is a commutative Artinian
local ring with unity that is not a field, each Fi is a field, and r and s are
nonnegative integers such that r+s ≥ 2. The proof of this fact is well known
and is a corollary to the Chinese Remainder Theorem. We call this isomor-
phic image of R the Artinian decomposition of R (we allow r = 0 if s ≥ 2, or
r = 0 if s ≥ 1). Since we need not to consider the case where R is a field, we
have three cases to consider: the reduced case (where r = 0 and s ≥ 2 in the
Artinian decomposition), the local case (where n = 1 and m = 0 in the Ar-
tinian decomposition), and the mixed cases (not local and not reduced; that
is, either r ≥ 1 and s ≥ 1, or r ≥ 2 and s = 0 in the Artinian decomposition).
Throughout, (R,m) is a finite commutative local ring with unity and with
maximal ideal m 6= 0 (that is, R is not a field). Since every element of R
is either a unit or a zero-divisor, Z(R) = m (so, in particular, Z(R) is an
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ideal). Note also that in this case, |R| = pn for some prime p and an integer
n ≥ 2.
A vertex x in a graph G is said to be a cut vertex if the graph resulting
by removing the vertex x from G is no longer connected.
The following results are characterisations for determining total perfect
codes and cut vertices in zero-divisor graphs arising from local commutative
rings.
Proposition 3.4. Let R be a finite commuative local ring with unity, then
Γ(R) admits a total perfect code if and only if Γ(R) has degree one vertices.
Proof. Suppose Γ(R) admits a total perfect code C(R). Since R is a local
ring, so there is some vertex x ∈ Z∗(R) adjacent to all vertices in Γ(R). This
implies that x ∈ C(R). If Γ(R) has no degree one vertices, then every vertex
of Γ(R) has degree more than 1. In particular, the vertex y ∈ C(R) distinct
from x is adjacent to some other vertex z ∈ Z∗(R). That is, yz = 0 for some
z 6= x. On the other hand we have zx = 0, since R is local. Thus we have
|Ann(x) ∩ C(R)| > 1, a contradiction. Therefore the graph Γ(R) contains
atleast one degree one vertex.
The other implication is obvious. 
Corollary 3.5. Let R be a finite commutative local ring with unity. If
z ∈ C(R) such that |ann(z)| > 2 (z is not a degree one vertex in Γ(R)), then
z is a cutvertex of Γ(R).
Proof. Proof follows by [Theorem 3, [34]]. 
Remark 3.6. Proposition 3.4 is not true for all finite commutative rings
which can be easily verified from Example 3.2 above. Moreover, the converse
of Corollary 3.5 is not true, since the zero-divisor graphs arising from local
rings: Z4[X, Y ]/(X
2, Y 2, XY − 2, 2X, 2Y ), Z2[X, Y ]/(X
2, Y 2), Z4[X ]/(X
2),
Z4[X ]/(X
2+2X), Z8[X ]/(2X,X
2+4), Z2[X, Y ]/(X
2, Y 2−XY ), Z4[X, Y ]/(X
2
, Y 2−XY,XY −2, 2X, 2Y ) has cut verices, but does not admit total perfect
codes. In fact these are the only local commutative rings which does not
admit total perfect codes.
Lemma 3.7. Let R be a finite commutative local ring. Then Γ(R) admits
a total perfect code if and only if either (a) there is some x ∈ R such that
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|ann(x)| = 2, where |Z(R)| ≥ 3 or (b) R is isomorphic to Z9 or Z3[X ]/(X
2).
Proof. Suppose Γ(R) admits a total perfect code. By Proposition 3.4, Γ(R)
has degree one vertices. Let x be a degree one vertex in Γ(R). Then either
Γ(R) has a cut vertex or Γ(R) has only two vertices, implying R is isomorphic
to Z9 or Z3[X ]/(X
2).
Let y be a vertex adjacent to x. It is clear that y is a cut vertex of Γ(R).
Therefore ann(x) = {0, y} or ann(x) = {0, y, x}. If ann(x) = {0, y, x}, then
x2 = 0. Note that x(x+y) = 0 and so x+y ∈ ann(x). The only possibility is
that x+ y = 0. That is, x = −y. However, since x has degree one, the entire
graph must consist of only the vertices x and y. This is a contradiction, since
a graph must have at least three vertices to have a cut vertex.
The other implication is obvious. 
The following result is the immediate consequence of Corollary 3.5, Re-
mark 3.6 and Lemma 3.7.
Corollary 3.8. Let R be finite commutative local ring. Then Γ(R) has cut
vertices if and only if either (a) there is some x ∈ R such that |ann(x)| = 2
or (b) R is isomorphic to one of the seven rings: Z4[X, Y ]/(X
2, Y 2, XY −
2, 2X, 2Y ), Z2[X, Y ]/(X
2, Y 2), Z4[X ]/(X
2), Z4[X ]/(X
2 + 2X), Z8[X ]/(2X,
X2+4), Z2[X, Y ]/(X
2, Y 2−XY ), Z4[X, Y ]/(X
2, Y 2−XY,XY −2, 2X, 2Y ).
A ring R is said to be reduced if R is free from nilpotent elements. Below,
we investigate total perfect codes in the zero-divisor graph arising from a ring
of the form R = F1 × · · · × Fk.
Let R be a finite commutative reduced ring with unity. If k is the smallest
positive integer such that |R| < 2k, then R is a product of k − 1 or fewer
fields. In fact the smallest ring that is the product of k fields is the finite
Boolean ring
k∏
i=1
Z2, which has 2
k elements and 2k − 2 nonzero zero-divisors.
Therefore, it follows that if R has n nonzero zero-divisors and k is the small-
est positive integer such that n < 2k − 2, then R is a product of k − 1 or
fewer fields. Moreover, by [Proposition 2.2, [35]] it is known for a commuta-
tive reduced ring R with unity that if R has k maximal ideals, then R is a
product of k fields.
Proposition 3.9. Let R = F1 × · · · × Fk be a finite commutative reduced
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ring. Then Γ(R) admits a total perfect code if and only if k = 2.
Proof. Suppose k = 2. If F1 = F2 = Z2, then Γ(Z2 × Z2) is a path
on two vertices, which trivially admit a total perfect code. In all other
cases, Γ(F1 × F2) is either a star graph or a complete bipartite graph with
|F1|+|F2|−2 vertices. Therefore, by Proposition 2.4 it follows that Γ(F1×F2)
admits a total perfect code.
Assume Γ(R) admits a total perfect code and letW = {(u1, 0, · · · , 0), (0, u2
, · · · , 0), · · · , (0, 0, · · · , uk)} be a maximal clique in Γ(R), where ui ∈ Fi,
1 ≤ i ≤ k. If k ≥ 3, then every vertex (ui, 0, · · · , 0) of W has an adjacent
vertex (0, u2, · · · , uk) of degree exactly one (for example, (1, 0, · · · , 0) would
be adjacent to (0, 1, 1, ..., 1)). By Lemma 2.3, W does not admit a total
perfect code. Moreover, there is no subset C(R) of Z(R)∗ which covers all
degree one vertices of Γ(R). Hence, we conclude that for k ≥ 3, Γ(R) does
not admit a total perfect code. 
Corollary 3.10. For k ≥ 3, the zero-divisor graph Γ(
k∏
i=1
Z2) arising from
the finite Boolean ring
k∏
i=1
Z2 does not admit a total perfect code.
In the remaining of this paper, we consider the rings which are not local
and not reduced. To illustrate this case, we below give form of some rings,
along with the count of the nonzero zero-divisors of that structure and an
example of the smallest commutative ring with 1 having such a structure.
R1×F, where |Z
∗(R1×F)| = |R
∗
1|+ |F
∗|+ |Z∗(R1)||F
∗|. The zero-divisor
graph arising from the smallest commutative ring of this form is Γ(Z4 × Z2)
with 5 number of vertices.
R1 × R2, where |Z
∗(R1 × R2)| = |R
∗
1| + |R
∗
2| + |Z
∗(R1)||Z
∗(R2)|. The
zero-divisor graph arising from the smallest commutative ring of this form is
Γ(Z4 × Z4 × Z4) with 11 number of vertices.
R1 × F1 × F2, where |Z
∗(R1 × F1 × F2)| = |R
∗
1|+ |F
∗
1|+ |F
∗
2|+ |R
∗
1||F
∗
1|+
|R∗1||F
∗
2|+ |F
∗
1||F
∗
2|+ |Z
∗(R1)||F
∗
1||F
∗
2|. The zero-divisor graph arising from the
smallest commutative ring of this form is Γ(Z4 × Z2 × Z2) with 13 number
of vertices.
R1 × R2 × F, where |Z
∗(R1 × R2 × F)| = |R
∗
1| + |R
∗
2| + |F| + |R
∗
1||R
∗
2| +
|R∗1||F
∗|+|R∗2||F
∗|+|Z∗(R1)||F
∗||R∗2|+|Z
∗(R2)||F
∗||R∗1|−|Z
∗(R1)||Z
∗(R2)||F
∗|.
The zero-divisor graph arising from the smallest commutative ring of this
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form is Γ(Z4 × Z4 × Z2) with 27 number of vertices.
R1×F1×F2×F3, where |Z
∗(R1×F1×F2×F3)| = |R
∗
1|+|F
∗
1|+|F
∗
2|+|F
∗
3|+
|R∗1||F
∗
1| + |R
∗
1||F
∗
2| + |R
∗
1||F
∗
3| + |F
∗
1||F
∗
2| + |F
∗
1||F
∗
3| + |F
∗
2||F
∗
3| + |R
∗
1||F
∗
1||F
∗
2| +
|R∗1||F
∗
1||F
∗
3|+|R
∗
1||F
∗
2||F
∗
3|+|F
∗
1||F
∗
2||F
∗
3|+|Z
∗(R1)||F
∗
1||F
∗
2||F
∗
3|.The zero-divisor
graph arising from the smallest commutative ring of this form is Γ(Z4×Z2×
Z2 × Z2) with 29 number of vertices.
R1×R2×R3, where |Z
∗(R1×R2×R3)| = |R
∗
1|+ |R
∗
2|+ |R
∗
3|+ |R
∗
1||R
∗
2|+
|R∗1||R
∗
3|+ |R
∗
2||R
∗
3|+ |Z
∗(R1)||R
∗
1||R
∗
2|+ |Z
∗(R2)||R
∗
3||R
∗
1|+ |Z
∗(R3)||R
∗
3||R
∗
2|−
(|Z∗(R1)||Z
∗(R2)||R
∗
3|+|Z
∗(R1)||Z
∗(R3)||R
∗
2|+|Z
∗(R2)||Z
∗(R3)||R
∗
1||Z
∗(R1)|
|Z∗(R2)||Z
∗(R3)|). The zero-divisor graph arising from the smallest commu-
tative ring of this form is Γ(Z4 × Z4 × Z4) with 59 number of vertices.
These structures represents only some of the rings, similarly we have other
forms of rings in this case. Note that Fi denotes a finite field and Ri denotes
a commutative local ring with 1 that is not a field. Moreover, these formulas
and any similar formulas for larger rings, are somewhat inductive. That is,
one needs to know the structure of all smaller local rings in order to construct
the mixed case (not local and not reduced) rings of larger size.
In the following result, we discuss total perfect codes in zero-divisor
graphs arsing from any commutative ring R with unity 1.
Theorem 3.11. Let R ∼= R1 × R2 × · × Rm × F1 × F2 × · · · × Fn be any
commutaive ring with unity, where each Ri is a finite commutative local ring
and each Fi is a finite field. If m + n ≤ 2, for m,n ∈ Z≥0 with m 6= 2, then
Γ(R) admits a total perfect code.
Proof. If m = n = 0, then there is nothing to prove. Let n = 0 and m = 1.
Then R is a local ring and the result follows from Lemma 3.7. If m = 0 and
n ≥ 1, then R is a reduced ring and the result follows from Proposition 3.8.
For m ≥ 1 and n ≥ 1, we consider the following cases;
Case 1. m = 1, n ≥ 1. Then R ∼= R1×F1×F2× · · ·×Fn. It is clear that
for any unit u1 ∈ R1, W = {(u1, 0, · · · , 0), (0, u2, · · · , 0), · · · , (0, 0, · · · , un)}
is a maximal clique in Γ(R), where ui ∈ Fi, 2 ≤ i ≤ n, and also every vertex
ofW has an adjacent vertex (0, u2, · · · , uk) of degree exactly one. Thus there
is no subset C(R) of Z∗(R) such that |C(R) ∩ Z∗(R)| = 1, that is, there is
no subset of Z∗(R) which cover all degree one vertices of Γ(R).
Case 2. m = 1, n = 1. Then R ∼= R1 × F. Suppose |R1| = k and |F| = q.
Let {0, 1, x1, x2, · · · , xk−2} ∈ R1 and {0, 1, z1, z2, · · · , zq−2} ∈ F. Since R1 is a
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local ring, so there is some vertex xa ∈ Z
∗(R1) which is adjacent to all vertices
in Γ(R1). Therefore the vertex (xa, 0) in Γ(R1×F) cover all the vertices of the
form (xb, z), where z ∈ F and xb ∈ Z
∗(R1). Similarly the vertex (0, 1) cover
all vertices of the form (xc, 0). It follows that vertices (0, 1) and (xc, 0) are in
a total perfect code C(R). If |Z∗(R1)| ≥ 3, then the vertex (0, 1) is adjacent
to all vertices of the form (xi, 0), where 1 ≤ i ≤ k − 1. In particular (0, 1) is
adjacent to the vertex (xa, 0). Thus |Ann(xa, 0)∩C(R)| > 1. If |Z
∗(R1)| ≤ 2,
then it is easy to verify that there is atleast one vertex in Γ(R1 × F) which
is not adjacent to both (0, 1) and (xc, 0). Hence, we conclude that Γ(R1×F)
admits a total perfect code if and only if |Z∗(R1)| ≤ 2.
Case 3. m = 2, n = 0. Then R ∼= R1 × R2. Suppose |R1| = |R2| = k
and let {0, 1, x1, x2, · · · , xk−2} ∈ R1, {0, 1, y1, y2, · · · , yk−2} ∈ R2. Clearly
vertices (1, 0) and (0, 1) of Γ(R) are adjacent to each other with deg(0, 1) =
deg(1, 0) = k − 1. (0, 1), (0, x1), (0, x2), · · · , (0, xk−2) are vertices adjacent to
(1, 0) where as (1, 0)(y1, 0)(y2, 0), · · · , (yk−2, 0) are vertices adjacent to the
vertex (0, 1). We list units in R1 as 1, x1, x2, · · · , xl and zero-divisors as
xl+1, xl+2, · · · , xk−2. Further, let 1, y1, y2, · · · , yp be units and yp+1, yp+2, · · · ,
yk−2 be zero-divisors of R2. There is an element xr ∈ Z(R1)
∗ with l + 2 ≤
r ≤ k − 2 such that xrxl+1 = 0. Therefore the vertex (xs, xr) is adjacent to
(0, xl+1) in Γ(R). Similarly for other units and zero-divisors of R1, there are
vertices which are adjacent to vertices (0, xl+1), (0, xl+2), · · · , (0, xk−2). For
all units and zero-divisors of R2, there are vertices which are adjacent to ver-
tices (0, yp+1), (0, yp+2), · · · , (0, yk−2) in Γ(R). The edge E = {(1, 0), (0, 1)}
cover all vertices (0, x1), (0, x2), · · · , (0, xk−2) and (y1, 0)(y2, 0), · · · , (yk−2, 0)
of Γ(R). However, there is no other edge in Γ(R), which intersects non-
trivially with E and covers all other vertices of Γ(R). Thus there is no
subset C(R) of Z(R)∗ such that |C(R) ∩ Z(R)∗| = 1. If |R1| 6= |R2|, then it
can be similarly proved that there is no subset of Z(R)∗ which covers all the
vertices of Γ(R) exactly once.
Case 4. m = 2, n ≥ 1. Then R ∼= R1×R2×F1×F2×· · ·×Fn. By case 1, it
follows that there is no subset C(R) of Z(R)∗ such that |C(R)∩Z(R)∗| = 1.
Case 5. m ≥ 3, n = 0. Then R ∼= R1 × R2 × · × Rm. Since there is no
subset of Z(R)∗ which cover all the degree one vertices of Γ(R). Therefore
using case 1, we see that Γ(R) does not admit a total perfect code. 
We conclude this paper with some examples which illustrates cases 2, 3
and 4 of the preceding theorem.
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Example 3.12. Consider a ring Z2 × Z2[X, Y ]/(X, Y )
2. It is clear that
|Z∗(Z2[X, Y ]/(X, Y )
2)| > 2. The zero-divisor graph arising from Z2[X,
Y ]/(X, Y )2 is shown in figure 5. It is easy to verify from the graph that
Γ(Z2 × Z2[X, Y ]/(X, Y )
2) does not admit a total perfect code.
Figure 5. Γ(Z2 × Z2[X, Y ]/(X, Y )
2)
Example 3.13. Consider the product Z4 × Z4 of two local rings. The zero-
divisor graph arising from the product is showen in figure 6 below. It is clear
from the graph that Γ(Z4 × Z4) deos not admit a total perfect code.
Figure 6. Γ(Z4 × Z4)
Example 3.14. Here we consider the case of two local rings and a field. Let
R = Z2 × Z2 × Z2[X ]/(X)
2. It can be easily verified from the zero-divisor
graph arising from R (see figure 7) that Γ(R) deos not admit a total perfect
code.
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Figure 7. Γ(Z2 × Z2 × Z2[X ]/(X)
2)
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