Abstract. Let Σg be a compact, orientable surface of genus g ≥ 2. We ask the question of parametrizing discrete, faithful, totally loxodromic representations in the deformation space Hom(π 1 (Σg ), SU(3, 1))//SU(3, 1). We show that such a representation, under some hypothesis, can be specified by 30g − 30 real parameters.
Introduction
Let Σ g be a closed orientable surface of genus g ≥ 2 and let π 1 (Σ g ) be its fundamental group. The classical Teichmüller space can be considered as the space of discrete, faithful, totally loxodromic representations of π 1 (Σ g ) into SL(2, R) up to conjugacy. To construct the Fenchel-Nielsen coordinates of the classical Teichmüller space, one starts by specifying a curve system of 2g−2 simple closed curves on Σ g . The complement of such curve system decomposes the surface into 2g − 2 three-holed spheres. A three-holed sphere is also known as a pair of pants in the literature. The Fenchel-Nielsen coordinates provides the degrees of freedom that is needed to glue these several pairs of pants to construct a hyperbolic surface. Given a discrete, faithful, totally loxodromic representation ρ : π 1 (Σ g ) → SL(2, R), a pair of pants in the above pant-decomposition of the surface corresponds to a two-generator subgroup A, B generated by loxodromics such that AB is also loxodromic. The loxodromic elements A, B, B −1 A −1 correspond to the boundary components of the pair of pants. Such a group is called a (0, 3) group in the literature. It follows from a classical work of Fricke [4] and Vogt [24] that a (0, 3) group in SL(2, R) is completely determined by the traces of their generators and their product. For an up to date exposition of this work, see Goldman [6] . The gluing of the pairs of pants corresponds to gluing of these (0, 3) groups. In the gluing process there are traces of these loxodromics, along with rotation of the peripheral or the boundary curves during the gluing. These rotation angles are called twist-bend parameters. The traces of the loxodromics along with the twist-bend parameters determine a representation ρ : π 1 (Σ g ) → SL(2, R) completely up to conjugation.
Let H n C be the n dimensional complex hyperbolic space. The group SU(n, 1) acts as the holomorphic isometry group of H n C . A discrete, faithful, geometrically finite and totally loxodromic representation of a surface group into SU(n, 1) is called a complex hyperbolic quasiFuchsian representation. The geometry of these representations is mostly unknown. In the last two decades, there have been some understanding of these representations when the target group is SU(2, 1) and a conjectural picture of the representation space has been evolved, see Parker-Platis [15] and Schwartz [18] for surveys. However, when the target group is SU(n, 1), n ≥ 3, not much is known. Foundational information like classification of isometries of H n C and their relationship with conjugacy invariants have also been obtained very recently, see [10, 8] .
Parker and Platis [15] generalized the Fenchel-Nielsen coordinates for discrete, faithful, geometrically finite and totally loxodromic representations of π 1 (Σ g ) into the group SU(2, 1). As a starting point of their Fenchel-Nielsen coordinate system, Parker and Platis [15, Theorem 7 .1] proved a generalization of the result of Fricke-Vogt for two-generator Zariski-dense free subgroups of SU(2, 1) with loxodromic generators. Parker and Platis followed an approach that uses traces of the generators and a point on the cross-ratio variety. In another approach, it follows from the work of Lawton [13] , Wen [21] and Will [22, 23] that a two-generator free Zariski dense subgroup of SU(2, 1) is determined by traces of the generators and the traces of three more compositions of the generators. For a survey of these results see Parker [14] .
There have been generalization of Fenchel-Nielsen coordinates in three dimensional real hyperbolic geometry and projective geometry as well. Tan [20] and Kourouniotis [12] constructed Fenchel-Nielsen coordinates for quasi-Fuchsian representations of π 1 (Σ g ) into SL(2, C). Goldman [7] generalized Fenchel-Nielsen coordinates on space of convex real projective structures on Σ g . Recently, Strubel [19] has developed Fenchel-Nielsen coordinates for representations of π 1 (Σ g ) into Sp(2n, R) with maximal Toledo invariant.
In this work we intend to generalize the work of Parker and Platis [15] for representations of π 1 (Σ g ) into SU (3, 1) . The starting point, as in the classical case, is to parametrize (0, 3) subgroups of SU (3, 1) . However for two-generator subgroups in SU(3, 1) traces and crossratios of the generators are not sufficient to determine the subgroup up to conjugacy. For the determination of (0, 3) subgroups in SU (3, 1) , one needs to look for more conjugacy invariants of the pair of generators. For this purpose, we use new invariants which are generalizations of Goldman's eta invariants. As we shall see, for 'generic' representations that we are calling tame representations, our invariants fit together nicely and it gives FenchelNielsen type coordinates to specify such representation up to conjugacy.
Let C 3,1 be the vector space C 4 equipped with a non-degenerate Hermitian form of signature (3, 1) . Then H 3 C is the projectivization of negative vectors in C 3,1 . The boundary ∂H 3 C is the projectivization of null vectors. Following Goldman [5] recall that a k-dimensional complex totally geodesic subspace of H 3 C or a C k -plane is the projectivization of a copy of C
C ; a C 1 -chain is simply called a chain. A positive vector c is polar to a C 2 -plane C if the lift of C in C 3,1 is the orthogonal complement of c. The positive vector c is polar to a C 2 -chain L if L is the boundary of a C 2 -plane C that is polar to c. For four distinct points z 1 , z 2 , z 3 and z 4 in ∂H 3 C the Koranyi-Riemann cross-ratio is defined by:
where z i is lift of z i in C 3,1 . For more details on cross ratios, see [5] . We extend the above definition to define invariants for the "generic case" that includes three null vectors and one positive vector in C 3,1 . For a loxodromic element A, we denote by a A , r A the null eigenvectors of A corresponding to the fixed points and let x A and y A correspond to the positive eigenvectors of A.
Let A, B be two loxodromic elements in SU(3, 1) with distinct fixed points. Then corresponding to the fixed points there are three cross-ratios X k (A, B), k = 1, 2, 3 that determines the four points uniquely. The collection of all such cross-ratios corresponding to pair of loxodromic elements form a variety, called the cross-ratio variety. It follows that every point in this variety has five real degrees of freedom, see Proposition 3.1. For more details on cross ratios in the geometry of rank one symmetric spaces, see Platis [17] .
The pair (A, B) is called non-singular if (i) A and B are loxodromics without a common fixed point.
(ii) The fixed points of A and B do not lie on a common C 2 -chain. (iii) The fixed point set of A is disjoint from at least one of the C 2 -chains polar to the positive eigenvectors of B and, the fixed point set of B is disjoint from at least one of the C 2 -chains polar to the positive eigenvectors of A.
Condition (iii) can also stated in terms of the Goldman's invariants introduced in Section 4. It is equivalent to the condition that for some i, j ∈ {1, 2}, η i (A, B) = 0 and ν j (A, B) = 0, see Section 5.
The free subgroup A, B is non-singular if the generating pair is non-singular. In particular, a non-singular subgroup is Zariski-dense in SU (3, 1) . To a non-singular pair (A, B), we associate a pair of complex numbers α i (A, B) and β j (A, B) which are given by the following:
where X(x 1 , x 2 , x 3 , x 4 ) is given by (1.1). We shall refer to α 1 (A, B) or α 2 (A, B) by α-invariant and, β 1 (A, B) or β 2 (A, B) by β-invariant. Condition (iii) in the above definition ensures that our invariants are well-defined for non-singular subgroups. We prove the following: Theorem 1.1. Let A, B be two loxodromic elements in SU(3, 1) such that they generate a non-singular subgroup A, B . Then A, B is determined up to conjugacy by the following parameters:
tr(A), tr(B), σ(A), σ(B), X k (A, B), k = 1, 2, 3, one α-invariant and one β-invariant,
In the parameter space associated to A, B , the parameters tr(A), tr(B), α and β are complex numbers, σ(A), σ(B) are real numbers, (X 1 , X 2 , X 3 ) live on the cross-ratio variety, which is 5 dimensional. Thus we need a total of (4 × 2 + 2 × 1 + 5) = 15 dimensional real parameters to specify A, B up to conjugacy. We call these parameters the Fenchel-Nielsen coordinates of A, B .
Suppose F 2 is a free group of rank two. Let F 2 = m, n . Let us consider the SU(3, 1)-deformation space of F 2 : M = Hom(F 2 , SU(3, 1))//SU(3, 1). Let R lox be the subset of Hom(F 2 , SU(3, 1)) defined by
For i, j ∈ {1, 2}, let Corollary 1.2. Let ρ : F 2 → SU(3, 1) be a representation such that ρ(m), ρ(n) are loxodromic and generates a non-singular subgroup of SU (3, 1) . Then for some i, j ∈ {1, 2}, there exists two complex parameters α i and β j such that these, along with coefficients of the characteristic polynomials of ρ(m), ρ(n) and a point on the cross-ratio variety, completely determine ρ up to conjugacy.
The real dimension of the parameter space associated to M lox ij is 15. Let C = {γ j }, j = 1, 2, . . . , 3g − 3, be a maximal family of simple closed curves on Σ g such that they are neither homotopically equivalent to each other nor homotopically trivial. We may assume that in C each curve is actually a geodesic in its homotopy class and hence the homotopy type of the curves can be considered as an element in π 1 (Σ g ). We also assume that our curve system is simple, i.e. there are g of the curves γ j that correspond to two boundary components of the same three-holed sphere. We consider discrete, faithful representations ρ : π 1 (Σ g ) → SU(3, 1) such that the 3g − 3 group elements ρ(γ j ) are loxodromic. Then each pair of pants in the complement of C gives rise to a (0, 3) subgroup of SU(3, 1), i.e a subgroup generated by two loxodromic elements A, B such that AB is also loxodromic. The three boundary curves in a pair of pants is represented by A, B and B A discrete, faithful, totally loxodromic representation ρ : π 1 (Σ g ) → SU(3, 1) is called tame if the resulting (0, 3) groups from the given pant decomposition are all non-singular in SU (3, 1) . We aim to describe 30g − 30 parameters that specify tame representations up to conjugacy. Theorem 1.3. Let Σ g be a closed surface of genus g with a simple curve system C = {γ j }, j = 1, 2, . . . , 3g − 3. Let ρ : π 1 (Σ g ) → SU(3, 1) be a tame representation of the surface group π 1 (Σ g ) into SU(3, 1). Then we need 30g − 30 real parameters to specify ρ in the deformation space Hom(π 1 (Σ g ), SU(3, 1))//SU (3, 1) .
Specifically, these coordinates are 4g − 4 complex traces, 4g − 4 of the σ-invariants, 2g − 2 points on the 5 (real) dimensional cross ratio variety, 2g − 2 of the α invariants, 2g − 2 of the β-invariants and 3g − 3 twist-bend parameters subject to 3g − 3 constraints corresponding to the compatibility conditions. The idea to prove the above theorem is similar to the construction of Fenchel-Nielsen coordinates of the classical Teichmüller space. The proof follows from Theorem 1.1, Proposition 6.1 and Proposition 6.5 that will be proved in the sequel. This paper is organized as follows. In Section 2 we recall the notion of complex hyperbolic space and summarize preliminary results about loxodromic isometries that would be needed later on. In Section 3, we study the Koranyi-Riemann cross ratios of a quadruple of distinct points on the ideal boundary of H 3 C . In Section 4 we derive a sufficient condition for the subgroup A, B to be reducible in terms of the numerical invariants. We determine the nonsingular subgroups A, B in Section 5. We prove Theorem 1.1 in this section. In Section 6, we introduce the twist-bend parameters and show that the (0, 4) group or the (1, 1) groups are determined uniquely up to conjugation by several invariants introduced in Theorem 1.1 along with the twist-bend parameters. In particular, we prove Proposition 6.1 and Proposition 6.5 in this section. We prove Theorem 1.3 in Section 7. , then there is a 4 × 4 matrix C so that C * H ′ C = H. We consider the following subspaces of C 3,1 :
A vector z in C 3,1 is called positive, negative or null depending on whether z belongs to
This gives the Siegel domain model of H 3 C . There are two distinguished points in V 0 which we denote by o and ∞ given by
Then we can write ∂H
Conversely, given a point z of 
The Bergman metric in H 3 C is defined in terms of the Hermitian form given by:
If z and w in H 3 C correspond to vectors z and w in V − then the Bergman metric is given by the distance ρ:
Isometries. Let U(3, 1) be the group of matrices which preserve the Hermitian form ., . . Each such matrix A satisfies the relation A −1 = H −1 A * H where A * is the conjugate transpose of A. The holomorphic isometry group of H 3 C is the projective unitary group PSU(3, 1) = SU(3, 1)/{±I, ±iI}. It is often more convenient to lift to the four-fold covering SU(3, 1) to look at the action of the isometries.
Based on their fixed points, holomorphic isometries of H For more details on isometries of H 3 C , see [10] . 2.3. Loxodromic Isometries. Let A ∈ SU(3, 1) represents a loxodromic isometry. Then A has eigenvalues of the form re iθ , r −1 e iθ , e iφ , e −i(2θ+φ) . We can assume θ, φ ∈ (−π, π] and θ ≤ φ. Then (r, θ, φ) ∈ S, where S is the region defined by:
Let a A ∈ ∂H 3 C be the attractive fixed point of A. then any lift a A of a A to V 0 is an eigenvector of A and corresponding eigenvalue is re iθ . Similarly if r A ∈ ∂H 3 C is the repelling fixed point of A, then any lift r A of r A to V 0 is an eigenvector of A with eigenvalue r −1 e iθ .
For (r, θ, φ) ∈ S, define E(r, θ, φ) as
It is easy to see that E = E(r, θ, φ) ∈ SU(3, 1) represent a loxodromic map with attractive fixed point a E = ∞ and repelling fixed point r E = o. Equivalently, (2.1) can be represented in the form
Let x A , y A be the eigenvectors corresponding to the eigenvalues e iφ , e −i(2θ+φ) respectively, scaled so that x A , x A = 1 = y A , y A . Let C A = a A x A y A r A be the 4 × 4 matrix, where the lifts a A and r A are chosen so that C A has determinant 1. Then C A ∈ SU(3, 1) and
where τ A = tr(A) and
For a proof see [9] . We also denote σ A by σ(A) in the sequel. Proof. Let W be the subspace spanned by Ae 1 , Ae 2 , Ae 4 . Let W ⊥ be the orthogonal complement of W in C 3,1 . Observe that since A ∈ SU(3, 1), W ∩ W ⊥ = {0} and W ⊥ = {0} is an one dimensional subspace of C 4 . Let W ⊥ = w for some w ∈ C 4 . Then Ae 3 ∈ W ⊥ implies that Ae 3 = λw for some λ ∈ C. Further the condition det(A) = 1 determines λ uniquely and the assertion follows. 
3. The Cross-Ratios
C , their Koranyi-Riemann cross ratio is defined by
where, for i = 1, 2, 3, 4, z i , are lifts of z i . It can be seen easily that X is independent of the chosen lifts of z i 's. By choosing different ordering of the four points, we may define other cross ratios and it can be seen in [5, p.225 ] that there are certain symmetries that are associated with certain permutations. After taking these into account, there are only three cross-ratios that remain. Given distinct points z 1 , z 2 , z 3 , z 4 in ∂H 3 C , we define :
Parker and Platis [15] , also see Falbel [4] , have shown that the triples of cross-ratios of an ordered quadruple of points in ∂H 2 C satisfy two real equations. If the ordered triples of points belongs to ∂H 3 C , the corresponding cross-ratios satisfy only one real equation and one real inequality as shown in the following proposition.
Further, equality holds in (3.3) if and only if either of the following holds.
(i) z 1 , z 2 , z 4 lie on the same complex line.
(ii) z 1 , z 3 , z 4 lie on the same complex line.
(iii) z 1 , z 2 , z 3 , z 4 lie on the same complex line.
Proof. Since SU(3, 1) acts doubly transitively on ∂H 3 C , we may suppose z 2 = ∞ and z 3 = o. Let z 1 , z 4 be lifts of z 1 and z 4 chosen so that z 1 , z 4 = 1. We write them in coordinates as
Then we have
From the definitions of the cross-ratios we have:
We immediately see that
Using eqs. 3.4 -3.6, we have:
This implies
Rearranging this gives the inequality we want. Further the above inequality is an equality if and only if
This means either of the conditions (i), (ii) , (iii) given in the statement. This proves the proposition.
Platis [17] has proved a generalization of the above proposition for arbitrary rank 1 symmetric spaces of non-compact type and has applied it to derive Ptolemaean inequality on the boundary of a rank 1 symmetric space of non-compact type. Since we have restricted ourselves only to three dimensional complex hyperbolic geometry, our proof above is much simpler.
In particular 2ℜ(
Cartan's angular invariant. Let z 1 , z 2 , z 3 be three distinct points of ∂H 3 C with lifts z 1 , z 2 and z 3 respectively. Cartan's angular invariant is defined as follows :
The angular invariant is invariant under SU(3, 1) and independent of the chosen lifts. The following proposition shows that this invariant determines any triples of distinct points in ∂H For a proof see [5] . Also we have the following result from [5] . Proposition 3.5. Let z 1 , · · · , z 4 be distinct points of ∂H 3 C and let X 1 , X 2 , X 3 denote the cross-ratios defined by 3.1. Suppose X 1 , X 2 and X 3 are non-real complex numbers. Let
Note that the above proposition is not true if X i 's are real numbers. Cuhna-Gusevskii [2, p.279] have given a counter-example to the above proposition when X i 's are real numbers. However, when all the cross-ratios are non-real complex numbers, the argument as in the proof of [15, Proposition 5.8] goes through and we have the above proposition. An explanation that the proof of [15, Proposition 5.8] does not carry over to the real cross ratio case is that the principal argument of complex numbers is a well-defined function from C − {0} to the semiopen interval (−π, π]. On the other hand, A 1 ± A 2 are well-defined functions from distinct triple points on ∂H n C onto the closed interval [−π, π]. So, the principal argument can not be identified with A 1 ± A 2 , especially on the boundary points of the intervals and those cases correspond when the cross ratios are real numbers. 
We write the lifts of other points as
We may suppose that lifts of these points are chosen so that z 4 ,
1 . Then our condition on the cross-ratios gives :
Hence we also have
Let us denote the angular invariants of the points by
. Using Proposition 3.5, we see that 
where, U 2 ∈ U(2) so that
It is enough to prove that there exist U ∈ U(2) such that
Let us denote by
From (3.7), we have
where ≪ ., . ≫ is the standard positive-definite Hermitian form on C 2 . Also we have
Suppose y 1 and y 4 are linearly independent over C and so forms a basis of C 2 . Let U be the 2 × 2 matrix so that U y 1 = y 1 ′ and U y 4 = y 4 ′ . Then from (3.8) -(3.10) it follows that U preserves the Hermitian form ≪ ., . ≫ on C 2 , so U ∈ U(2) and we are done. Now consider the case when y 1 and y 4 are linearly dependent over C i.e. y 4 = µy 1 for some µ ∈ C. Then since the form ≪ ., . ≫ is positive definite and using 3. Lemma 3.7. Suppose X 1 , X 2 and X 3 are all real.
(1) If X 3 = −X 2 /X 1 , then the points z j all lie on a chain.
(2) If X 3 = X 2 /X 1 , then the points z j all lie in a totally real Lagrangian subspace.
The following result follows from [5, p.225].
Lemma 3.8. Suppose z 1 , z 2 , z 3 and z 4 all lie on the same chain. Then X 1 , X 2 and X 3 are each real.
Lemma 3.9. If z 1 , z 2 , z 3 , z 4 are contained in the same totally real totally geodesic subspace, then X 1 , X 2 . X 3 are real numbers.
Proof. Let ι be the anti-holomorphic involution fixing the totally real totally geodesic subspace. Then for i = 1, 2, 3, applying ι we get X i = X i . Hence all the cross-ratios are real.
Summarizing the above lemmas we have the following. C . Then the cross ratios X 1 , X 2 and X 3 are real numbers if and only if z 1 , z 2 , z 3 , z 4 all lie on the same chain or the same totally real totally geodesic subspace.
A sufficient condition for Irreducibility
Let A, B be loxodromic elements in SU(3, 1) and following the notation of Section 2.3, let
be the eigen matrices associated with A and B respectively. The Koranyi-Riemann crossratios of A and B are defined by (4.1)
In [5] , Goldman defines η-invariant for a triple of points with two points on ∂H

3
C and one point on P(V + ). Following Goldman's definition, we define η-invariants associated to A and B as follows (ii) ζ o = ∞ and, either η 1 (A, B) = 0 = ν 2 (A, B) or η 2 (A, B) = 0 = ν 1 (A, B).
Proof. Note that a two dimensional totally geodesic subspace of H 3 C corresponds to a copy of C 2,1 .
The condition is necessary. Suppose A, B preserve a copy of C 2,1 . Observe that A, B preserve a copy of C 2,1 if and only if A and B have a common space-like eigen-vector. Thus, either of the following cases arises:
The result follows from the definition of η i (A, B)'s and ζ o (A, B) .
The condition is sufficient. Suppose ζ o = 0. We discuss the case (i) i.e. let
We claim that x A = x B . We have
Different subcases arises, it is enough to consider the following subcase
Since, {a B , x B , y B , r B } is a basis for C 3,1 , hence there exists scalars µ 1 , µ 2 , µ 3 , µ 4 such that
The conditions a B , x A = 0 = y B , x A implies µ 3 = 0 = µ 4 . Hence
This implies
Using ( 
Proof of Theorem 1.1
In this section we follow the notations from Section 2.3. First we shall show that for a non-singular pair (A, B) one can always get a well-defined α-invariant and a well-defined β-invariant. 5.1. α and β-invariants are well-defined. Let A and B be two loxodromics such that they form a non-singular pair. Without loss of generality, we can assume A is a diagonal matrix, that is C A = [e 1 , e 2 , e 3 , e 4 ], where {e 1 , e 2 , e 3 , e 4 } is the standard orthonormal basis of
Now we see that
Since a B and r B are negative vectors, we must have a, n and q non-zeros. Now note that .3) will also be entirely non-zero. Thus at least one α-invariant and one β-invariant are always well-defined complex numbers for a non-singular pair of loxodromics.
It can further be seen from the definition of Goldman's eta invariants that the welldefinedness of α-invariant and β-invariant can be stated equivalently by saying that for some i, j ∈ {1, 2}, η i (A, B) = 0 and ν j (A, B) = 0. . Let A, B be a nonsingular subgroup in SU(3, 1) such that for some i, j ∈ {1, 2}, η i (A, B) = 0 and ν j (A, B) = 0.
Proof. We shall prove the lemma assuming that (i, j) = (1, 1) . The rest of the cases are similar.
Since
, by Proposition 3.6 it follows that there exist C ∈ SU(3, 1) such that a A ′ = C(a A ), r A ′ = C(r A ), a B ′ = C(a B ) and r B ′ = C(r B ). Since
, a A = 0. On the other hand, note that 
hence L A and L B must be subsets in V. Thus the fixed points of A and B belongs to boundary of the C 2 -chain P(V). This is a contradiction to the non-singularity of (A, B). Hence we must have Proof. Suppose that A, B, A ′ , B ′ are loxodromic elements such that
Following the notation in Section 2.3,
and similarly for A ′ and B ′ . Since the cross-ratios are equal, by Lemma 5.1 it follows that there ex-
, by Corollary 2.3 and Proposition 2.2, we must have
The Twist-Bend Parameter
Let A, B be a non-singular (0, 3) group in SU (3, 1) , that is, A and B are loxodromic such that AB is also loxodromic. We want to attach two such non-singular subgroups to get a group that is freely generated by three generators. Now two cases are possible. The first case corresponds to the case when two different pairs of pants are attached along their boundary components. In this case, the (0, 3) groups corresponds to different pairs of pants and they give a (0, 4) group. The second case corresponds to the case when two of the boundary components of the same pair of pants is attached to give a torus. In this case attaching two (0, 3) groups yields a (1, 1) group, that is a group generated by two loxodromic elements and their commutator. This process is called 'closing a handle'. To get more details about the geometric description of these terminologies and their interpretations in terms of group theoretic operations we refer to Parker-Platis [15] .
Unless stated otherwise, the two-generator subgroups in this section are always assumed to be non-singular. Let A, B and C, D be two such (0, 3) groups in SU(3, 1) such that the boundary components associated to A and D are compatible, i.e. A = D −1 . A complex hyperbolic twist bend corresponds to an element K in SU(3, 1) that commutes with A and conjugates C, D , see Parker-Platis [15, Section 8.1] for the ideas behind this notion. We assume that up to conjugacy, A fixes 0, ∞ and of the form E(λ, φ) for some (λ, φ) ∈ S. Since K commutes with A, it will also of the form K = E(κ, ψ) for some (κ, ψ) ∈ S, see [11] . Thus K will either be a boundary elliptic or loxodromic. The parameters (κ, ψ) obtained this way is the twist-bend parameter. It should be noted that the twist-bend is a relative invariant. It should always be chosen with respect to some fixed group A, B, C that one has to specify before applying the twist-bend. It gives us the degrees of freedom that is needed while attaching boundaries of pairs of pants to obtain a two-holed sphere that is fixed at the beginning. We say that the twist-bend parameter (κ, ψ) oriented consistently with A if when we write A = QE(λ, φ)Q −1 , the matrix K is given by QE(κ, ψ)Q −1 . In order to obtain conjugacy-invariant way to measure the twist-bend parameter, we define the following quantities:
Lemma 6.1. Let A, B, C be loxodromic elements in SU(3, 1) such that A, B and A −1 , C are non-singular. Let (κ, ψ) and (κ ′ , ψ ′ ) are twist-bend parameters that are oriented consistently with A. If
Proof. We shall prove the lemma assuming ν 1 (A, C) = 0. The other case is similar. Without loss of generality, assume that A fixes 0 and ∞ and up to conjugacy A = E(λ, φ). So, we can further assume K = E(κ, ψ). Let a A = ∞, r A = 0. Thus
Further we assume without loss of generality,
′ are non-zero numbers and hence we havẽ
As ν 1 (A, C) = 0, f ′ = 0 and since κ = κ ′ , we must have ψ = ψ ′ .
6.1. Attaching two pairs of pants. A (0, 4) subgroup of SU(3, 1) is a group with four loxodromic generators such that their product is identity. These four loxodromic maps corresponds to the boundary curves of the four-holed spheres and are called peripheral. Thus a (0, 4) group is freely generated by any of these three loxodromic elements. In the parameter space associated to A, B, KCK −1 , the parameters corresponding to traces, α and β are complex numbers, the elements (X 1 , X 2 , X 3 ) belongs to the cross-ratio variety that is 5 real dimensional and (κ, ψ) has real dimension three. Thus we need a total of 30 real parameters to specify A, B, KCK −1 up to conjugacy. 
Using these relations, it follows from Theorem 1.1 that there exists C 1 and C 2 in SU(3, 1) that conjugates A, B and C, A −1 respectively to A ′ , B ′ and C ′ , A ′−1 . Now the twist-bends are defined with respect to the same initial group A, B, C that we fix at the beginning before defining the twist-bend and attaching the two (0, 3) groups. So, without loss of generality, we may assume A = A ′ , B = B ′ , C = C ′ and thus C 1 = C 2 . Now with respect to the same initial group A, B, C , by (6.9) it follows that K = K ′ . This implies that A, B, KCK −1 is determined uniquely up to conjugacy. Conversely, suppose that A, B, KCK −1 and A ′ , B ′ , K ′ C ′ K ′−1 are conjugate. Then clearly, (6.4) -(6.8) are satisfied. The only thing remains to show is (6.9). Now by the invariance of the cross-ratios it follows that
and hence by Lemma 6.1, (κ, ψ) = (κ ′ , ψ ′ ).
6.2. Closing a handle. We are now interested in obtaining a one-holed torus by attaching two holes of the same pair of pants in the complex hyperbolic 3-space. The process of attaching these two holes is called closing a handle. Geometrically, it corresponds to attach two boundary components of the same pair of pants. To make this work, one of the peripheral elements of the corresponding (0, 3) group must be conjugate to the inverse of the other peripheral element. This ensures that they are compatible for the attachment. Suppose the two peripheral elements are A and BA 1) group. When we take the HNN-extension, the map B is not unique. If K is any element in SU(3, 1) that commutes with A, then A, BK gives another (1, 1) group. Varying K corresponds to a twist-bend coordinate as above.
If A = QE(λ, φ)Q −1 for (λ, φ) ∈ S, we define the twist-bend parameter by (κ, ψ) by K = QE(κ, ψ)Q −1 just as before and we say (κ, ψ) is oriented consistently with A. In this case also (κ, ψ) is defined relative to a reference group that we fix at the starting of the attachment. 
Thus D commutes with BA −1 B −1 and fixes a BA −1 B −1 = B(a A ), r BA −1 B −1 = B(r A ). Since the fixed points are distinct, D is either identity or the fixed points belong to the same chain fixed by D. But the later is not possible by non-singularity of the (0, 3) group. Hence D must be identity. Thus BK ′ = BK and hence
Proposition 6.5. Let A, BK be an (1, 1) group obtained from the non-singular (0, 3) group A, BA −1 B −1 by closing a handle with associated twist-bend parameter (κ, ψ). Then A, BK is determined uniquely up to conjugation by its Fenchel-Nielsen coordinates
) and the twist-bend parameter (κ, ψ).
Thus, we need 15 real parameters to specify A, BK up to conjugacy.
Proof. Suppose that A, BK and A, B ′ K ′ are two (1, 1) groups with the same FenchelNielsen coordinates. In particular tr(A) = tr(A ′ ) and hence 
Thus the group A, BK is determined uniquely up to conjugation. Conversely, suppose A, BK and A ′ , B ′ K ′ are conjugate. Hence it is clear that all the Fenchel-Nielsen coordinates but the twist-bend parameters are the same. Conjugating, if necessary, we assume A = A ′ . Since B is a fixed choice of conjugation element with reference to which (κ, ψ) and (κ ′ , ψ ′ ) are defined, we may also assume B = B ′ . Now using Lemma 6.4 we see that ,
7. Proof of Theorem 1.3
We have seen in Theorem 1.1 that each (0, 3) group A, B is determined up to conjugacy by 15 real parameters. Each pair of pants in the pant decomposition (complement of C) corresponds to a (0, 3) group. While we attach two pairs of pants, we attach two (0, 3) groups subject to the compatibility condition that one peripheral element in a group is conjugate to the inverse of a peripheral element in the other group. Thus we get a (0, 4) group that is specified up to conjugacy by 30 real parameters described in Proposition 6.1. Continuing this way, when we attached 2g − 2 of our (0, 3) groups, we need a total 15(2g − 2) = 30g − 30 real parameters to specify the resulting surface with 2g handles. These handles corresponds to the g curves that correspond to two boundary components of the same three-holed sphere. Now there are g complex constraints that is imposed to close these handles: one of the peripheral elements of each of these (0, 3) groups, must be conjugate to the inverse of the other peripheral element. And to each peripheral element there are 3 natural real parameters: the trace and the σ-invariant. So, the number of real parameters now reduced to 30g − 30 − 3g = 27g − 30. But there are g twist-bend parameters (κ i , ψ i ) one for each handle and each contributes 3 real dimensions. Thus we need a total of 27g − 30 + 3g = 30g − 30 real parameters to specify ρ up to conjugacy.
If two representations have the same coordinates, then the coordinates of the (0, 3) groups are the same, so they are conjugate. Further it follows from Proposition 6.1 and Proposition 6.5 that the (0, 4) groups and (1, 1) groups are are also determined uniquely up to conjugacy while attaching the (0, 3) groups. Hence the representations having the same parameters are conjugate. Conversely, if two representations are conjugate, then clearly they will have the same coordinates.
This proves the theorem. Note that after choosing a suitable lift such that a B , r B = 1, we see that η 1 (A, B) =sb, η 2 (A, B) =pc, ν 1 (A, B) = eh, ν 2 (A, B) = jm, And these quantities are appearing naturally in the expressions of B and B −1 A −1 . Further if one of the η's and one of the ν's are non-zero, then this also implies the existence of the α and β-invariants. Also it follows that there will be real analytic change of the trace parameters under a choice of peripheral elements of a (0, 3) group. Let us do the computations for tr(B −1 A −1 ). We have the relations: 1 = bs + |f | 2 + |k| 2 + sb = cp + |g| 2 + |l| 2 + pc = hē + |f | 2 + |g| 2 + eh = mj + |k| 2 + |l| 2 + jm. Solving these four equations, we have |f |, |g|, |k| and |l| are real analytic functions of η 1 , η 2 , ν 1 and ν 2 . Therefore a 1 , f 1 , l 1 and q 1 are real analytic functions of µ, ψ, η 1 , η 2 , ν 1 , ν 2 . Now we observe the following lemma:
Lemma 7.1. Let A, B be two loxodromic elements in SU (3, 1) .Then the following relations hold:
(1) η 1ᾱ1 + η 2ᾱ2 = −(X 2 +X 3X1 ).
(2) ν 1β1 + ν 2β2 = −(X 2 + X 3X1 ). Observe that η 1ᾱ1 + η 2ᾱ2 = −n a (bb + cc). Then dā + bb + cc + ad = 0 and (an)(qd) = |X 1 |
2X 3
implies η 1ᾱ1 + η 2ᾱ2 = −(X 2 +X 3X1 ) and the result follows.
This lemma suggests that α 1 , α 2 , β 1 , β 2 are real differentiable functions of η 1 , η 2 , ν 1 , ν 2 and X k for = 1, 2, 3.
With the above observations, we have the feeling that the following conjecture might be true in general. Conjecture 1. Let A, B be a Zariski-dense free subgroup of SU(3, 1) generated by loxodromic elements A and B. Then A, B is determined up to conjugacy by the following parameters:
tr(A), tr(B), σ(A), σ(B), X k (A, B), k = 1, 2, 3, one η-invariant and one ν-invariant,
