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A matroid or oriented matroid is dyadic if it has a rational representation with
all nonzero subdeterminants in [\2k: k # Z]. Our main theorem is that an oriented
matroid is dyadic if and only if the underlying matroid is ternary. A consequence
of our theorem is the recent result of G. Whittle that a rational matroid is dyadic
if and only if it is ternary. Along the way, we establish that each whirl has three
inequivalent orientations. Furthermore, except for the rank-3 whirl, no pair of these
are isomorphic.  1999 Academic Press
A rational matrix is totally dyadic if all of its nonzero subdeterminants
are in D :=[\2k: k # Z]. A matroid or oriented matroid is dyadic if it can
be represented over Q by a totally dyadic matrix. It is easy to see that
dyadic matroids are ternary, since elements of D map to nonzero elements
of GF(3) when viewed modulo 3. Hence the matroids that underlie dyadic
oriented-matroids are ternary. Our main result is the ‘‘if ’’ part of the
following theorem (the ‘‘only if ’’ part being the simple observation men-
tioned above).
Theorem 1. Let M be an oriented matroid. Let M

be the matroid under-
lying M. Then M is dyadic if and only if M

is ternary.
This theorem resolves a conjecture of J. Lee (Conjecture III.5.5c of [6])
in the positive. We have the following two consequences of our main result.
Corollary 1. Let M be a ternary matroid. If M is orientable, then M
is dyadic.
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Corollary 2. Let M be an oriented matroid. Let M

be the matroid
underlying M. If the matroid M

is ternary, then M is dyadic.
A further consequence of either corollary is the following recent result of
G. Whittle [14].
Corollary 3. Let M be a ternary matroid. If M is rational, then M is
dyadic.
As compared to Whittle’s result, Corollary 1 has a weaker hypothesis
(‘‘orientable matroid’’ vs ‘‘rational matroid’’), and Corollary 2 has a stronger
conclusion (‘‘the oriented matroid is dyadic’’ vs ‘‘the matroid is dyadic’’).
On the other hand, with respect to ternary, rational matroids, Whittle has
done much more than just Corollary 3. In some exciting work, Whittle
classified the dyadic matroids into two types besides the regular ones, and
he described their properties with respect to uniqueness of representation
and representability in characteristic 2.
Our main theorem is analogous to the well-known result that an oriented
matroid is representable by a totally unimodular matrix if and only if
the underlying matroid is binary (see Bland and Las Vergnas [2] and
Minty [10]).
The proof of our main result utilizes the same strategy that A. Gerards
used in his ‘‘short proof ’’ of Tutte’s excluded-minor characterization of
regular matroids (see [4]). In one respect, our situation is more complicated
since we have to worry about representing an oriented matroid. But following
the orientation enables us to make use of a unique-representation result of
Lee [6] (see [8]) for dyadic oriented matroids.
Along the way, we establish that each whirl has three inequivalent orien-
tations. Furthermore, except for the rank-3 whirl, no pair of these are
isomorphic.
Finally, we note that besides Whittle’s excellent paper mentioned above,
there has been additional recent progress on representations of ternary and
dyadic matroids, and related issues (see Whittle [15, 16], Semple and
Whittle [12], and Lee [9]).
1. BACKGROUND
We assume some familiarity with matroid theory (see Oxley [11]). We
denote the ground set of a matroid M by E(M). Let A be a matrix, over
a field F, with columns labeled by a set E. The circuits of the matroid
M[A] represented by A are the (set-wise) minimal subsets of E that index
linearly dependent columns. A matroid is binary (resp., ternary, rational )
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if it can be represented by a matrix over GF(2) (resp., GF(3), Q). If a
matroid M is representable over a field F, then it has a representation of
the form [I | A]. The dual matroid M* has the representation [&AT | I].
We will make use of the following well-known result.
Proposition 1. Let M and M$ be matroids on a common ground set E
represented over fields F and F$ by the r_n matrices [I | A] and [I | A$]
respectively, where the corresponding columns of [I | A] and [I | A$] are
indexed by the same elements of E. Then M=M$ if and only if the following
property holds: For each square submatrix R of [I | A] and corresponding
submatrix R$ of [I | A$], we have det(R)=0 if and only if det(R$)=0.
Sometimes it will be useful to view a matrix with dyadic entries over
GF(3); by this we mean that 0 maps to 0, and for a positive integer k, the
dyadic number 2k maps to 2k mod 3, and 2&k maps to the multiplicative
inverse (in GF(3)) of 2k mod 3. It is easy to see that dyadic matroids are
ternary by Proposition 1, since elements of D are nonzero when viewed
over GF(3).
Elementary row operations, nonzero column scaling, appending or
deleting zero rows, and field automorphisms do not affect the matroid that
a matrix represents. Let A1 be a representation of a matroid M over the
field F. If a matrix A2 over the field F can be transformed into A1 using
a sequence of the above operations, then A2 represents M, as well. There-
fore, the above operations naturally partition the representations of a
matroid over a particular field into equivalence classes. Representations of
M that lie in the same equivalence class are equivalent. We are mainly
concerned with the prime fields and the rationals, none of which have non-
trivial automorphisms.
Of particular use to us are the following three results.
Proposition 2 (Brylawski and Lucas [3]). If M is binary, then for
every field F over which M is representable, all representations of M over F
are equivalent.
Proposition 3 (Brylawski and Lucas [3]). All GF(3) representations
of a ternary matroid are equivalent.
Proposition 3 easily implies the following result.
Proposition 4 (see Oxley [11, part of Lemma 10.3.7]). Let M1 and
M2 be ternary matroids, on the same ground set E, such that there are
distinct e, f # E for which
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(a) M1 "e=M2 "e;
(b) M1 " f =M2 " f;
(c) M1"[e, f ]=M2"[e, f ] is connected;
(d) [e, f ] contains no cocircuit of either matroid.
Then M1=M2 .
We assume less familiarity with oriented matroids (see Bjo rner et al.
[1]). Let C(M) (resp., C(M*)) denote the set of circuits (resp., cocircuits)
of a matroid M. Orientations of a matroid M arise by partitioning (or
signing) each circuit X (resp., cocircuit Y) into X+, X& (resp., Y+, Y&) so
that
=: (X+ & Y+) _ (X & & Y&){<
if and only if (X+ & Y&) _ (X& & Y +){<
holds for all X # C(M), Y # C(M*). Not every matroid is orientable. An
oriented matroid M is a matroid M equipped with a signing that satisfies
=. In this case, we say that M is the matroid underlying M. Generally, for
an oriented matroid M, we write M

for the underlying matroid. Also, we
write C(M) (resp., C(M*)) for the set of signed circuits (resp., cocircuits)
of M.
We note that negating any signed circuit (or cocircuit) by interchanging
X+ and X& (resp., Y+ and Y&) preserves = for all pairs of signed circuits
and cocircuits. If two orientations of the same matroid are related by
negating some signed circuits and cocircuits then we consider the orienta-
tions to be identical.
If a matroid M is represented by the matrix A over an ordered field F,
then each circuit X of M[A] naturally partitions into two sets X+ and X&
depending on the signs of the coefficients in the essentially unique linear-
dependence relation e # X *eAe=0 (the uniqueness is up to a nonzero
multiple, so the partition can be reversed). This natural signing is an orien-
tation of M. We say that the resulting oriented matroid M[A] is represented
by the matrix A.
As for matroids, if an oriented matroid M is representable over an
ordered field F, then it has a representation of the form [I | A]. The dual
oriented matroid M* has the representation [&AT | I].
Deletion and contraction for oriented matroids behave as for matroids
with the signings of circuits and cocircuits carrying over in the obvious
manner.
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For an oriented matroid M and S/E(M), let MS denote the oriented
matroid with underlying matroid M

such that for each X # C(M

) and
Y # C(M

*) the corresponding signed circuit XS and cocircuit YS are
defined as
X +S =(X
+ & S ) _ (X & & S)
X &S =(X
& & S ) _ (X + & S)
Y +S =(Y
+ & S ) _ (Y & & S)
Y &S =(Y
& & S ) _ (Y + & S)
(S :=E(M)"S). The oriented matroid MS is obtained from M by reversing
signs on S. Orientations of the same matroid are equivalent if their corre-
sponding oriented matroids are identical after sign reversal.
Let M be an oriented matroid, and let r :=r(M

) (i.e., the rank of M

).
With respect to a signed circuit X+, X&, let _X (e)=+ if e # X+ and
_X (e)=& if e # X&. A base orientation of M is a mapping / from ordered
r-multisubsets of E(M) to [0, +, &] satisfying
B0: /(x1 , ..., xr)=0 if and only if [x1 , ..., xr] is not a base;
B1: /(x1 , ..., x i&1 , x i , x i+1 , x i+2 , ..., xr)=&/(x1 , ..., x i&1 , xi+1 , x i ,
xi+2 , ..., xr), for i=1, 2, ..., r&1 (i.e., / is alternating);
B2: For any two ordered bases of M of the form (e, x2 , ..., xr) and
( f, x2 , ..., xr), e{ f, we have
/( f, x2 , ..., xr)=&_X (e) _X ( f ) /(e, x2 , ..., xr),
where X is the signed circuit of M in the set [e, f, x2 , ..., xr].
The ‘‘pivot property’’ B2 will be used extensively in the proof of our main
result. Also, we will use the equivalent property
B2$: For all x1 , x2 , ..., xr , y1 , y2 , ..., yr # E(M) such that /(x1 , x2 , ..., xr)
} /( y1 , y2 , ..., yr){0, there exists an i # [1, 2, ..., r] such that
/( yi , x2 , ..., xr) } /( y1 , y2 , ..., yi&1 , x1 , yi+1 , ..., yr)
=/(x1 , x2 , ..., xr) } /( y1 , y2 , ..., yr).
We remark that if / is a base orientation of M, then the negation of
/, &/, is also a base orientation of M. In fact, every oriented matroid has
a base orientation that is unique up to negation. Furthermore, if / is a base
orientation of M, then M is uniquely determined by M

and /.
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If an oriented matroid M is represented by an r(M

)-row matrix A over
an ordered field F, then a base orientation of M is described by the signs
of order-r(M

) nonzero subdeterminants of A.
The effects of deletion, contraction and sign reversal on a base orienta-
tion / are as follows:
1. If S/E(M) and r(M

"S)=r(M

), then, up to negation, /"S is /
restricted to r-tuples with entries from E(M)"S. If p=r(M

"S)<r(M

)=r,
then choose elements s1 , s2 , ..., sr& p # S such that (E(M)"S) _ [s1 , ..., sr& p]
spans M

. Then, given a p-tuple (x1 , ..., xp) with entries from E(M)"S, we
have, up to negation, /"S(x1 , x2 , ..., xp)=/(x1 , x2 , ..., xp , s1 , ..., sr& p).
2. To describe /S, let [s1 , s2 , ..., sr& p] be a base of S. Then, given
a p-tuple (x1 , ..., xp) with entries from E(M)"S, we have, up to negation,
/S(x1 , x2 , ..., xp)=/(x1 , ..., xp , s1 , ..., sr& p).
3. If S/E(M), then we reverse signs on S by redefining / by
/(x1 , x2 , ..., xr)  /(x1 , ..., xr) } (&1) |S & [x1 , x2 , ..., xr ] |.
The following well-known result is quite useful.
Proposition 5 (see Bland and Las Vergnas [2] and Minty [10]). All
orientations of a binary matroid are equivalent and can be represented by a
totally unimodular matrix.
If an oriented matroid M is dyadic, then, without loss of generality, it
has a rational representation of the form [I | A], where the subdeter-
minants of A are in D0 :=D _ [0]. Since the oriented matroid dual M*
has the rational representation [&AT | I], we have the following result.
Proposition 6 (see Lee [7]). If an oriented matroid M is dyadic, then
its dual M* is dyadic.
The following result provides the foundation for the proof of the main
result.
Proposition 7 (Lee [8, Proposition 5.3.]). Any two totally dyadic
representations of the same dyadic oriented matroid are equivalent.
Proper scaling of a totally dyadic (resp., ternary) matrix A means multi-
plying rows and columns of A by elements of D (resp., GF(3)"[0]). Pivoting
means selecting a nonzero entry aij , multiplying the i th row by (aij)&1 and
then adding multiples of the i th row to the other rows, so as to zero out
the remaining nonzero entries in column j. It is very easy to see that any
matrix obtained from a totally dyadic matrix by a sequence of proper
scalings and pivots is also totally dyadic.
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Let A be a matrix with rows and columns labeled by disjoint sets R and
C, respectively. The support graph G :=G(A) is the bipartite graph with
vertex set V(G) :=R _ C and edge set E(G) :=[[r, c]: r # R, c # C, arc {0].
Proposition 8 (see Oxley [11, Lemma 13.1.4]). Let G be a simple, con-
nected, bipartite graph such that, whenever two distinct vertices from the
same vertex class are deleted, a disconnected graph results. Then G is a path
or a simple cycle.
The following trivial result will be used repeatedly in the proof of the
main theorem.
Lemma 1. Let : be an element of D. Then there are exactly five values
$ # D0 such that $+: # D0 ; namely $ # [:, 0, &12 :, &:, &2:].
2. WHEELS AND WHIRLS
The property of 3-connectivity is of fundamental importance in many
investigations in matroid representation theory. Wheels and whirls are
matroids that are fundamental with regard to the notion of 3-connectivity
(see Tutte [13]). Three-connectivity is very closely related to the notion of
a 2-sum (see Oxley [11, Section 8.3]), and the class of dyadic matroids is
closed under 2-sums (see Lee [8]), so it should come as no surprise that
wheels and whirls arise in the proof of our main result.
The wheel Wn , for n2, is the graphic matroid of the graph depicted in
Fig. 1. The ri are called rim edges and the si are called spoke edges. The
whirl Wn is a matroid that is closely related to Wn . The circuits of the whirl
FIG. 1. The wheel Wn .
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Wn consist of all of the circuits of the wheel Wn , except for the circuit of
all rim edges, together with the n sets each comprising a single spoke and
all rim edges. The bases of the whirl Wn are the bases of the wheel Wn ,
together with the set of all rim edges. We note that the involution { on
E(Wn) (resp., E(Wn)) defined by {(si)=ri is an isomorphism from Wn
(resp., Wn) to its dual.
Lemma 2. The whirl Wn, for n2, has exactly three inequivalent orien-
tations, all of which are dyadic.
Lemma 2 is a direct consequence of Lemmas 3 and 4 below.
Lemma 3. There are at most three inequivalent orientations of the whirl Wn.
Proof. We consider the circuits
Xi :=[r1 , r2 , ..., rn , si], for i=1, 2, ..., n;
Ti :=[ri , si , si+1], for i=1, 2, ..., n,
and cocircuits
Yi :=[ri , s1 , s2 , ..., sn], for i=1, 2, ..., n;
Ui :=[ri&1 , ri , si], for i=1, 2, ..., n.
All subscripts are taken modulo n.
First, we will demonstrate that up to sign reversal and negation, there
are at most three ways to sign just these circuits and cocircuits so as to
respect =. Toward this end, we list the intersections of the above circuits
and cocircuits:
Xi & Yj= [ rj , si], (1)
Xi & Ul= {U l ,[rl&1 , rl],
if l=i;
otherwise,
(2)
Tk & Yj={Tk ,[sk , sk+1],
if k= j;
otherwise,
(3)
[rk , sk], if l=k;
Tk & Ul={[rk , sk+1], if l=k+1; (4)<, otherwise.
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Next, we note that by reversing signs, negation and one application of =
(on X1 & Y1), any orientation of Wn can be normalized to an equivalent
orientation in which
_Xi (si)=+, _Yj (rj)=&, (5)
_Tk(rk)=+, _Ul (sl)=+, (6)
_X1(ri)=+, _Y1(si)=+, (7)
for all i, j, k, l. It is convenient to think of the signings as given in the form
of square 0+& matrices. Let AXr denote the matrix whose (i, j) entry is
_Xi (r j), and similarly define AXs , AYr , AYs , ATr , ATs , AUr , and AUs . We
array these matrices in Table I. As yet undetermined +& signs are
denoted by ‘‘V.’’
Our goal is to determine as many of the unknowns in Table I as possible.
The final result appears in Table II.
Equations (5), (6) and (7), together with =, yield the following:
_Xi (rj)=_Yj (si); (8)
_Xi (r l&1) _Xi (rl)=&_Ul (r l&1) _Ul (r l), if l{i; (9)
_Tk(sk) _Tk(sk+1)=&_Yj (sk) _Yj (sk+1), if k{ j; (10)
_Tk(sk)=&_Uk(rk); (11)
_Tk(sk+1)=&_Uk+1(rk). (12)
By (8), AYs is the transpose of AXr . Thus, by (7), each entry in the first
row and column of AYs and AXr is +.
Next, we apply (9) with i=1, and we conclude that _Ul (rl&1) _Ul (r l)
=& if l{1. Hence, _Xi (r l&1) _Xi (rl)=+ if l{1, i. It then follows that row
i of AXr is positive on columns 1 to i&1 and constant on columns i to n.
Similarly, using (10), we conclude that _Yj (sk) _Yj (sk+1)=+ if k{1, j.
Using this fact together with the fact that AYs is the transpose of AXr , we
conclude that all of the as yet undetermined signs in AXr are the same. Let
us call this sign $. Now we have established that AXr and AYs have the
values shown in Table II.
By (11) and (12), the transpose of &ATs is equal to AUr . Now, if we
apply (9) with i=1, and (10) with j=1, we conclude that if l, k{1, then
_Ul (rl&1)=&_Ul (rl) and _Tk(sk)=&_Tk(sk+1). If we fix _U2(r1)==, then
using these facts and the transposition relationship we are able to deter-
mine the signs in ATs and AUr with the exception of _U1(r1) and _T1(s1). To
determine the exceptional values we use the intersection T1 & Y2 and the
transposition relationship.
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TABLE I
The Normalization for a Signing of Wn
r1 r2 r3 r4 } } } rn&1 rn s1 s2 s3 s4 } } } sn&1 sn
X1 + + + + } } } + + +
X2 V V V V } } } V V +
X3 V V V V } } } V V +
b
b
. . .
Xn&1 V V V V } } } V V +
Xn V V V V } } } V V +
T1 + V V
T2 + V V
T3 + V V
b
. . .
b
. . .
. . .
Tn&1 + V V
Tn + V V
Y1 & + + + + } } } + +
Y2 & V V V V } } } V V
Y3 & V V V V } } } V V
b
b
. . .
Yn&1 & V V V V } } } V V
Yn & V V V V } } } V V
U1 V V +
U2 V V +
U3 V V +
b
. . .
. . .
b
. . .
Un&1 V V +
Un V V +
Next, if ==+ and $=&, then the signings of T1 and Y1 violate =.
Hence there are only three pairs of possible values for =, $.
The last step is to show that the remaining circuits and cocircuits can
each be signed, if at all, in only one way. The remaining circuits consist of
pairs of distinct spokes si , sj and the rim elements rk between them; i.e.,
[si , sj , ri , ri+1 , ..., rj&1], with i{ j (with subscripts modulo n). Without
loss of generality, we consider the circuit X=[s1 , sj , r1 , r2 , ..., rj&1]. Fixing
_X (s1)=+, and then using = for the pair X, U1 and then, sequentially, for
the pairs X, Ui , for i=2, ..., j, we determine the complete signing of X.
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TABLE II
The Partial Signing of Wn
r1 r2 r3 r4 } } } rn&1 rn s1 s2 s3 s4 } } } sn&1 sn
X1 + + + + } } } + + +
X2 + $ $ $ } } } $ $ +
X3 + + $ $ } } } $ $ +
b
b
. . .
Xn&1 + + + + } } } $ $ +
Xn + + + + } } } + $ +
T1 + $= &=
T2 + = &=
T3 + = &=
b
. . .
b
. . .
. . .
Tn&1 + = &=
Tn + &= =
Y1 & + + + + } } } + +
Y2 & + $ + + } } } + +
Y3 & + $ $ + } } } + +
b
b
. . .
Yn&1 & + $ $ $ } } } $ +
Yn & + $ $ $ } } } $ $
U1 &$= = +
U2 = &= +
U3 = &= +
b
. . .
b
. . .
. . .
Un&1 = &= +
Un = &= +
Dually, the remaining cocircuits consist of pairs of distinct rim edges ri , rj
and the spoke elements sk ‘‘between’’ them; i.e., [ri , rj , si+1 , si+2 , ..., sj],
with i{ j (with subscripts modulo n). Without loss of generality, we
consider the cocircuit Y=[r1 , rj , s2 , s3 , ..., sj]. Fixing the sign of r1 in Y,
and then using =, sequentially, for the pairs Y, Ti , for i=1, 2, ..., j, we
determine the complete signing of Y. K
Note that in the proof, we have not verified = for all pairs of signed
circuits and cocircuits. So it is premature to conclude that there are exactly
three orientations of each whirl.
273TERNARY MATROIDS
Lemma 4. There are at least three inequivalent dyadic orientations of the
whirl Wn.
Proof. We take the following Q-representation for the whirl:
s1 s2 s3 } } } sn r1 r2 } } } rn&1 rn
1 1 :
1 &1 1
[I | A(:)]=_ 1 } &1 & ;. . . . . . 1
1 &1 1
here : # Q is such that :{0 and det(A(:))=1+:{0 (i.e., :{&1). It is
easy to check that any proper subdeterminant of A(:) is in [0, \1, \:].
We get totally dyadic representations by forcing : and det(A(:))=1+: to
be in D. There are three choices of : that are permissible: 1, &12, and &2.
Consider [I | A(:)] and [I | A(:$)] for any pair :, :$=[1, &12, &2]. If
[I | A(:)] and [I | A(:$)] represent the same oriented matroid, then, by
Proposition 7, these representations are equivalent. Since each is a standard
representation with respect to the same base, this equivalence is achieved
through row and column scaling. Clearly, this is possible only when :=:$.
K
Although we do not need this to establish the main theorem, we can
determine which orientations of the whirl are isomorphic.
Theorem 2. All orientations of the whirl W2 are isomorphic. For n3,
all three orientations of the whirl Wn are not isomorphic.
Proof. For the three orientations of the whirl W2, we have the dyadic
representations
s1 s2 r1 r2
[I | A(:)]=_ 10
0
1
1
&1
:
1 & ,
with : # [1, &12, &2]. The whirl W2 is a uniform matroid of rank 2 on
4 elements, so its automorphism group is the symmetric group. It is easy
to check that the map
(s1 , s2 , r1 , r2) [ (s1 , r1 , r2 , s2)
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takes the matrix [I | A(1)] to a matrix that is equivalent to [I | A(&2)].
Similarly,
(s1 , s2 , r1 , r2) [ (r1 , r2 , s2 , s1)
takes the matrix [I | A(&12)] to a matrix that is equivalent to [I | A(&2)].
Therefore, all orientations of the whirl W2 are isomorphic.
For Wn, n3, the only matroid automorphisms take spokes to spokes
and rim elements to rim elements. Moreover, they must preserve the cyclic
structure of the indices. That is, the only automorphisms are induced by
the dihedral group of order 2n acting (simultaneously) on the indices
(1, 2, ..., n) (of the spokes and the rim elements). Since it is easy to see that
each of the three choices of [I | A(:)] (: # [1, &12, &2]) are not related
by proper scaling, then, owing to Proposition 7, the result follows. K
3. THE NON-FANO MATROID
The non-Fano matroid F &7 is the matroid with the geometric representa-
tion given by the non-Fano plane of Fig. 2. Matroid dependencies are
determined by affine dependence.
The non-Fano matroid occurs in many investigations in the theory of
matroid representations. In particular, it is representable over a field F if
and only if F has characteristic other than two. Since all dyadic matroids
can be represented over all fields of characteristic other than two, it is not
surprising that investigating orientations of the non-Fano matroid is useful
to us.
FIG. 2. Non-Fano plane.
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Lemma 5. The non-Fano matroid has exactly one inequivalent orienta-
tion. Moreover, this orientation is dyadic.
Proof. The non-Fano matroid F &7 is represented over Q by the totally
dyadic matrix:
s1 s2 s3 r1 r2 r3 h
1 0 0 1 0 1 1
_ 0 1 0 } 1 1 0 1& .0 0 1 0 1 1 1
Deleting h from F&7 yields W
3, hence Table II provides information about
the possible orientations of F &7 , up to equivalence. We now show that, up
to equivalence, there is a unique way to sign the circuits of F &7 .
TABLE III
Partial Signing of F &7
r1 r2 r3 s1 s2 s3 h
X1 + + + +
X2 + & & +
X3 + + & +
T1 + + +
T2 + & +
T3 + + &
Q1 V V +
Q2 V V +
Q3 V V +
R V V V +
R1 V V V +
R2 V V V +
R3 V V V +
S V V V +
Y1 & + + + V
Y2 & + & + V
Y3 & + & & V
U1 & & + +
U2 & + + +
U3 & + + &
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In F &7 the cocircuits Yj and Ul contain h. There are also new circuits
Qi=[r i , si+2 , h], for i=1, 2, 3 (the subscripts are taken modulo 3). By
reversing the sign on h, if necessary, we can assume that _U1(h)=+, and
using negation, if necessary, we can assume that _Qi (h)=+ for i=1, 2, 3.
Since Qi & Ui=[ri , h]=Qi & U i+1 , two applications of = yield
_Qi (r i)=&_Ui (r i) _Ui (h)
and
_Qi (ri)=&_Ui+1(ri) _Ui+1(h),
hence,
_Ui (ri) _Ui (h)=_Ui+1(ri) _Ui+1(h). (13)
TABLE IV
The Complete Signing of F &7
r1 r2 r3 s1 s2 s3 h
X1 + + + +
X2 + & & +
X3 + + & +
T1 + + +
T2 + & +
T3 + + &
Q1 + + +
Q2 & & +
Q3 + & +
R + & + +
R1 + & + +
R2 & + & +
R3 + + + +
S & & + +
Y1 & + + + +
Y2 & + & + &
Y3 & + & & +
U1 & & + +
U2 & + + +
U3 & + + &
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Applying (13) with i=1, 2, 3 yields
_U1(h)=&$_U2(h),
_U2(h)=&_U3(h),
_U3(h)=&_U1(h).
From these equations we see that the only consistent value of $ is &, hence
==& (see the proof of Lemma 3). We summarize the information that we
have gathered regarding signings of F &7 in Table III.
The remaining signs can be determined using = and are listed in
Table IV. K
4. PROOF OF THE MAIN THEOREM
As we have pointed out, the ‘‘only if ’’ part of the main theorem is easy.
So we focus on the ‘‘if ’’ part which we restate here as a lemma.
Lemma 6. Let M be an oriented matroid. Then M is dyadic if M

is
ternary.
Proof. The proof is by contradiction. Let M be an oriented matroid
such that M

is ternary, but minor minimal with respect to the property of
being nondyadic.
Without loss of generality, let
T=[I | A]
be a ternary representation of M

. We can assume that G(A) is connected,
otherwise we could permute the rows and columns of T so that it takes the
form
I A1 0 0_ & ,0 0 I A2
whereupon we observe that M is a nontrivial direct sum. By the assump-
tion of minor-minimality, the direct summands are dyadic, but then so is
M, which is a contradiction.
With an eye toward applying Proposition 8 to G(A), we first consider
the cases in which G(A) is a path or a simple cycle.
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Case 1. Suppose that G(A) is a path. If G(A) has an even number of
vertices, then by permuting rows and columns and proper scaling, we can
assume that T has the form
1 1
1 &1 1
T=[I | A]=_ 1 } &1 . . . & .. . . . . . 1
1 &1 1
If, instead, G(A) has an odd number of vertices, then we can assume that
T has the same form, but without the final column. Since T is a submatrix
of the vertex-edge incidence matrix of a directed graph (append a row that
is the negative of the sum of the rows of T ), by interpreting T as a matrix
over Q we have a totally unimodular representation of M

. Hence M is
dyadic by Proposition 5a contradiction.
Case 2. Suppose that G(A) is a simple cycle. By permuting rows and
columns and proper scaling, we can assume that T has the form
1 1 :
1 &1 1
T=[I | A]=_ 1 } &1 . . . & ,. . . . . . 1
1 &1 1
where : # GF(3) and :{0. In the above, if det(A)=1+:#0 (mod 3),
then we have a representation of the wheel Wn . Otherwise, we have a
representation of the whirl Wn. In the former case, M

is graphic; hence M
is binary. Applying Proposition 5, we conclude that M is dyadica contra-
diction. In the latter case, we use Lemma 2 to conclude that M is dyadic
again, a contradiction.
Case 3. Suppose that G(A) is neither a path nor a cycle. By Propositions
6 and 8, we can assume, without loss of generality, that T has the form
B e f H
T=[ I | Ae | Af | AH],
where G(AH) is connected.
By assumption, the minors M"e and M" f are dyadic. Let
B f H B e H
[ I | A$f | A"H] and [ I | A$e | A$H]
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be respective totally dyadic representations of these minors. Without loss of
generality, we can assume that A"H=A$H , by applying Proposition 7 to the
totally dyadic representations
B H B H
[ I | A$H] and [ I | A"H]
of M"[e, f ].
Next, we construct the rational matrix
B e f H
T $=[ I | A$e | A$f | A$H].
Let N denote the oriented matroid represented by T $ (over Q). Let N3
denote the matroid obtained by viewing T $ over GF(3). By Proposition 4,
we have N3=M

.
We consider, at length, two possibilities depending on whether or not T $
is a totally dyadic matrix. In Case 3.1, we suppose that T $ is not a totally
dyadic matrix, and then, by considering appropriate minors, we reach a
contradiction between representation and orientation properties through a
detailed case analysis. In Case 3.2, we suppose that T $ is a totally dyadic
matrix, and then, also by considering appropriate minors, we reach a
contradiction between representation and orientation properties through a
detailed case analysis which makes use of the properties of the Fano
matroid that we developed in Section 3.
Case 3.1. Suppose that T $ is not a totally dyadic matrix. Let T denote
the set of matrices obtained by performing a sequence of pivots on T $ in
columns labeled from B _ H. Let T denote a member of T having a mini-
mal square submatrix W such that det(W )  D0 . We note that W must
include columns labeled by both e and f else its determinant would be
dyadic. Moreover, if W contains a nonzero entry in a column labeled from
B _ H, we can pivot on that entry and obtain a smaller submatrix having
determinant not in D0 . Hence, it must be the case that W is a submatrix
of the columns of T labeled by e and f. Furthermore, after proper scaling,
we can assume that
e f
W =_ 1#e
1
#f& ,
where #e , #f # D and #e&#f  D0 .
280 LEE AND SCOBEE
After permuting rows and columns, we can assume that T has the form
B$ e f H$
1 1
T =_ I #e #f A $H$ & .V
Next, we note that G(A $H$) must be connected, since otherwise we could
reverse the pivots and conclude that G(A$H ) is disconnected. Therefore,
there is a shortest path in G(A $H$) that joins the vertices corresponding to
rows 1 and 2. This gives us two possible submatrices, which, after proper
scaling of rows and columns, take the form:
c d e f g
T 2=_10
0
1 }
1
#e
1
#f
1
1& and
b c a$ d e f g a h
1 0 0 } } } 0 0 1 1 1 0 0 } } } 0 0
0 1 0 } } } 0 0 #e #f 0 0 0 } } } 0 1
0 0 1 } } } 0 0 1 1 0 } } } 0 0
T 3= 0 0 0 } } } 0 0 0 1 1 } } } 0 0 .
0 0 0 } } } 0 0 0 0 1 } } } 0 0
b b b b b b V b b b . . . b b
0 0 0 } } } 1 0 0 0 0 } } } 1 0
0 0 0 } } } 0 1 0 0 0 } } } 1 1
Next, we reduce T 3 by pivoting on the entry in row 3 and the column
labeled a, deleting row 3 and the column labeled a, and deleting the
column labeled a$ (in matroid terms, we are contracting a and deleting a$),
and then performing the same type of proper row and column scalings as
before. We end up with a matrix having the same structure with one less
row and two fewer columns. We repeat this reduction step until we arrive
at the matrix
b c d e f g h
1 0 0 1 1 1 0
T 3=_0 1 0 } #e #f 0 1& .0 0 1 $e $f 1 1
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We denote the oriented matroid minors represented by T i as NXi "Yi ,
for i=2, 3. Neither of the matrices T i is totally dyadic. However, if we
delete column e (resp., f ) from T i , we get a totally dyadic representation
of MXi"(Yi _ [e]) (resp., MXi"(Yi _ [ f ])), for i=2, 3. By Proposition 4,
if we view T i over GF(3), then we have a representation of M

Xi"Yi , for
i=2, 3.
First, we analyze T 2 . Since deleting column e or f leaves a totally dyadic
matrix, we have #e&1, #f&1 # D0 . Therefore, #e , #f # [2, 1, 12 , &1]. By the
symmetry of e and f, we can assume that #e#f . Now, #e&#f  D0 , so the
only realizations of T 2 that we need consider are
c d e f g
T 12=_10
0
1 }
1
&1
1
1
2
1
1& ,
c d e f g
T 22=_10
0
1 }
1
&1
1
2
1
1& ,
c d e f g
T 32=_10
0
1 }
1
1
2
1
2
1
1& .
Viewing each realization of T 2 over GF(3) implies that [e, f ] is a circuit
of MX2"Y2 . If we apply property B2 to each of the following pairs of
bases: [e, d] and [ f, d], [e, c] and [ f, c], [e, g] and [ f, g], we can conclude
&_C(e) _C( f )=/(e, d ) /( f, d )=+
=/(e, c) /( f, c)=sgn(#e#f)
=/(e, g) /( f, g)=sgn((1&#e)(1&#f)).
For i=1, 2, sgn(#e#f)=&, and for i=3, sgn((1&#e)(1&#f))=&, hence, each
realization of T 2 produces an inconsistent signing of [e, f ] # C(M

X2"Y2).
Next, we analyze T 3 . First, we determine possible values of $e , $f , #e and
#f . As noted, if we delete either column e or f, we have a totally dyadic
matrix, hence
$i , #i , 1&$i , #i&$i , 1+#i&$ i # D0 , (14)
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for i # [e, f ]. One implication of this is that
$i # [0, 1, &1, 12 , 2], (15)
for i # [e, f ].
Further use of these facts gives us, for i # [e, f ],
if $i=&1 then #i # [&1, &2]; (16)
if $i=0 then #i # [1, &1, &12 , &2]; (17)
if $i= 12 then #i # [
1
2 , &
1
2]; (18)
if $i=1 then #i # [1, &1, &12 , 2]; (19)
if $i=2 then #i # [1, 2]. (20)
We emphasize that #e&#f  D0 . So as to shorten the detailed case analysis,
we use the symmetry of e and f and assume, without loss of generality, that
$e$f . This leaves 15 possible pairs of values for $e , $f . Before detailing
the case analysis, we make a useful observation.
Lemma 7. If #e ##f (mod 3), then #e and #f must have the same sign.
Proof. The hypothesis implies that when T 3 is viewed over GF(3), one
of [e, f ] and [e, f, d] is a circuit C.
Evaluating determinants, we have that /(e, g, d )=&sgn(#e), /( f, g, d )
=&sgn(#f), /(e, c, d )=+ and /( f, c, d)=+ (recall that if we delete
column e (resp., f ) from T 3 , we get a totally dyadic representation of
MXi "(Yi _ [e]) (resp., MXi "(Yi _ [ f ]))). Applying B2, we have
/(e, c, d )=&_C(e) _C( f ) /( f, c, d ),
hence _C(e) _C( f )=&. Using this, and another application of B2, we have
&sgn(#e)=/(e, g, d )=&_C(e) _C( f ) /( f, g, d )=&sgn(#f).
Case 3.1.1. If $e=&1 and $f=&1, then #e , #f # [&1, &2]. But #e&#f
 D0 does not allow this possibility.
Case 3.1.2. If $e=&1 and $f=0, then #e # [&1, &2] and #f # [1, &1,
&12 , &2]. Using #e&#f  D0 and Lemma 7, we are left only with the
possibility that #e=&2 and #f=&12.
Case 3.1.3. If $e=0 and $f=0, then #e , #f # [1, &1, &12 , &2]. Using
the symmetry of e and f, #e&#f  D0 and Lemma 7, we are left only with
the possibility that #e=&12 and #f=&2.
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Case 3.1.4. Similarly, if $e=&1 and $f= 12 , we are left with two
possibilities: #e=&2, #f= 12 and #e=&2, #f=&
1
2.
Case 3.1.5. If $e=0 and $f= 12 , we are left with two possibilities:
#e=&2, #f= 12 and #e=&2, #f=&
1
2.
Case 3.1.6. If $e= 12 and $f=
1
2, then each pair of possible values for
#e , #f violates the relation #e&#f  D0 .
Case 3.1.7. If $e=&1 and $f=1, we are left only with the possibility
that #e=&2 and #f= 12.
Case 3.1.8. If $e=0 and $f=1, we are left with two possibilities:
#e=&12, #f=2 and #e=&2, #f=
1
2.
Case 3.1.9. If $e= 12 and $f=1, we are left with two possibilities: #e=
1
2,
#f=2 and #e=&12, #f=2.
Case 3.1.10. If $e=1 and $f=1, using the symmetry of e and f, we are
left only with the possibility that #e= 12 and #f=2.
Case 3.1.11. If $e=&1 and $f=2, by Lemma 7 and the relation #e&#f
 D0 there are no possibilities left to consider.
Case 3.1.12. If $e=0 and $f=2, we are left only with the possibility
that #e=&12 and #f=2.
Case 3.1.13. If $e= 12 and $f=2, we are left with two possibilities:
#e= 12, #f=2 and #e=&
1
2, #f=2.
Case 3.1.14. If $e=1 and $f=2, we are left only with the possibility
that #e= 12 and #f=2.
Case 3.1.15. If $e=2 and $f=2, then each pair of possible values for
#e , #f violates the relation #e&#f  D0 .
Below, we collect the possible realizations of T 3 .
b c d e f g h b c d e f g h
1 0 0 1 1 1 0 1 0 0 1 1 1 0
T 13=_0 1 0 } &2 &12 0 1& T 93=_0 1 0 } 12 2 0 1&0 0 1 0 0 1 1 0 0 1 1 1 1 1
b c d e f g h b c d e f g h
1 0 0 1 1 1 0 1 0 0 1 1 1 0
T 23=_0 1 0 } &12 2 0 1& T 103 =_0 1 0 } &2 12 0 1&0 0 1 0 1 1 1 0 0 1 0 1 1 1
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b c d e f g h b c d e f g h
1 0 0 1 1 1 0 1 0 0 1 1 1 0
T 33=_0 1 0 } &2 12 0 1& T 113 =_0 1 0 } &12 2 0 1&0 0 1 &1 12 1 1 0 0 1 12 2 1 1
b c d e f g h b c d e f g h
1 0 0 1 1 1 0 1 0 0 1 1 1 0
T 43=_0 1 0 } &2 &12 0 1& T 123 =_0 1 0 } 12 2 0 1&0 0 1 &1 12 1 1 0 0 1 12 2 1 1
b c d e f g h b c d e f g h
1 0 0 1 1 1 0 1 0 0 1 1 1 0
T 53=_0 1 0 } &2 12 0 1& T 133 =_0 1 0 } &12 2 0 1&0 0 1 0 12 1 1 0 0 1 12 1 1 1
b c d e f g h b c d e f g h
1 0 0 1 1 1 0 1 0 0 1 1 1 0
T 63=_0 1 0 } &2 &12 0 1& T 143 =_0 1 0 } 12 2 0 1&0 0 1 &1 0 1 1 0 0 1 1 2 1 1
b c d e f g h b c d e f g h
1 0 0 1 1 1 0 1 0 0 1 1 1 0
T 73=_0 1 0 } &2 &12 0 1& T 153 =_0 1 0 } 12 2 0 1&0 0 1 0 12 1 1 0 0 1 12 1 1 1
b c d e f g h b c d e f g h
1 0 0 1 1 1 0 1 0 0 1 1 1 0
T 83=_0 1 0 }&2 12 0 1& T 163 =_0 1 0 }&12 2 0 1& .0 0 1 &1 1 1 1 0 0 1 0 2 1 1
First, we will quickly dispose of T i3 for i=9, 10, ..., 16. For every such i,
we observe that by pivoting on the entry in row 1 and column g, inter-
changing the labels b and g, and proper scaling, we obtain T i&83 .
Next, we observe that by pivoting on the entry in row 2 and column h,
interchanging the labels c and h, interchanging the labels e and f, and
proper scaling: T 43 is transformed to T
9
3 (which can be transformed to T
1
3),
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T 33 is transformed to T
2
3 , T
8
3 is transformed to T
13
3 (which can be trans-
formed to T 53), and T
7
3 is transformed to T
14
3 (which can be transformed
to T 63).
Next, we observe that by interchanging rows 1 and 2, interchanging the
labels b and c, interchanging the labels g and h, and proper scaling T 53 is
transformed to T 23 .
We are left to analyze T 13 , T
2
3 , and T
6
3 .
Consider T 13 and T
2
3 . For either matrix, if we pivot on the entry in row
3 and column h, delete row 3 and column h, and delete column d, we
produce a realization of T 2 that we have handled already.
Next, we analyze T 63 . Consider the circuits C
1=[e, g, h] and C 2=
[ f, b, c]. Applying B2, we have
/( f, e, g)=&_C1(h) _C1(e) /( f, h, g),
/( f, e, b)=&_C2(c) _C2( f ) /(c, e, b).
It is easy to check that _C1(h) _C1(e)=+, _C2(c) _C 2( f )=+, /( f, h, g)
=+ and /(c, e, b)=&. Therefore, /( f, e, g)=&/( f, e, b).
Now, if we view T 63 over GF(3), C=[e, f, d] is a circuit. So, applying
B2, we have
/( f, e, g)=&_C( f ) _C(d ) /(d, e, g),
/( f, e, b)=&_C( f ) _C(d ) /(d, e, b).
It is easy to check that /(d, e, g)=+ and /(d, e, b)=+, therefore we have
/( f, e, g)=/( f, e, b), a contradiction.
Case 3.2. Suppose that T $ is a totally dyadic matrix. In this case,
Proposition 1 implies N3=N

. As we have already noted that N3=M

, we
have that N

=M

. We wish to show that, in fact, N=M. Let /M and /N
denote the base orientations of M and N, respectively. Since M"e=N"e
and M" f =N" f we have that /M(B)=/N(B) for all ordered bases B of
M such that |B & [e, f ]|1. Hence, it is only necessary to consider /M
and /N for bases that contain both e and f. Let B =(e, f, R) be an ordered
base of M, and suppose that /M(B )=&/N(B ). We will work toward a
contradiction.
First, we make a preliminary observation.
Observation 1. Let B =(e, f, R) be an ordered base of M. If there
exists b # E(M)"B such that the unique circuit C contained in B _ [b]
satisfies |C & [e, f ] |=1, then
/M(B )=/N(B ).
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Proof. Assume, without loss of generality, that e # C. The circuit C is
signed the same in M and N, hence B2 gives us
/M(e, f, R)=&_C(e) _C(b) /M(b, f, R)
=&_C(e) _C(b) /N(b, f, R)
=/N(e, f, R).
Since [e, f ] does not contain a cocircuit (because neither element is in
B (see T at the beginning of Case 3)), we can extend R to an ordered base
B$=(b, c, R), where b, c # E(M)"[e, f ]. Then we can pivot in the columns
of T $ labeled by H, and, after permuting columns, reach the form
b c R e f H$
1 0 0 } } } 0 :e :f
0 1 0 } } } 0 #e #f
T =_ 0 0 A $H$ & .b b I V
0 0
The entry :e is nonzero since otherwise the unique circuit contained in
B _ [c] would either not use f (which we have ruled out with Observa-
tion 1) or we would also have :f=0 (which can not be since :e=:f=0
implies that B is not a base).
Similarly, :f , #e and #f are nonzero. By proper scaling, we can assume
that :e=:f=1. With this assumption, we observe that #e {#f since B =
(e, f, R) is a base.
As in Case 3.1, we can assume that G(A $H$) is connected. So we can find
a shortest path in G(A $H$) that joins the vertices corresponding to rows 1
and 2. This gives us two possible submatrices, which, after proper scaling
of rows and columns, take the form T 2 and T 3 (see Case 3.1). These
rational matrices represent minors of N.
The matrix T 2 represents NR"S for some choice of S. Since
/NR"S(e, f )=/N(e, f, R)=&/M(e, f, R)=&/MR"S(e, f ),
the disagreement between /N and /M is maintained by the chosen minors.
Similarly, T 3 represents NR$"S for some choice of R$/R and S, so we
have
/NR$"S(e, f, R"R$)=/N(e, f, R)=&/M(e, f, R)=&/MR$"S(e, f, R"R$).
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Again, the disagreement between /N and /M is maintained by the chosen
minors.
As in Case 3.1, we reduce T 3 by pivoting on the entry in row 3 and the
column labeled a, deleting row 3 and the column labeled a, and deleting
the column labeled a$ (in matroid terms, we are contracting a and deleting
a$), and then performing the same type of proper row and column scalings
as before. We end up with a matrix having the same structure with one less
row and two fewer columns; this matrix represents the minor N(R$ _ [a])"
(S _ [a$]).
Now, we show that there is disagreement between /NR$ _ [a]"S _ [a$] and
/MR$ _ [a]"S _ [a$] . In particular, we show that
/NR$ _ [a]"S _ [a$](e, f, R"(R$ _ [a$]))
=&/MR$ _ [a]"S _ [a$](e, f, R"(R$ _ [a$])).
Recalling the effect of contraction and deletion on a base orientation, the
above follows from the equality
/NR$"S(e, f, R"(R$ _ [a$]), a)=&/MR$"S(e, f, R"(R$ _ [a$]), a).
To show this equality we apply property B2 with a circuit C that contains
a, a$ and one other element of R; i.e., a, a$ # C and C & [e, f ]=< (See T 3
of Case 3.1). The fact that C & [e, f ]=< implies that the signing of this
circuit is the same in MR$"S and NR$"S. In the calculation that follows,
we use = to denote the sign change that may occur when reordering the
base:
/NR$"S(e, f, R"(R$ _ [a$]), a)
==/NR$"S(a, e, f, R"(R$ _ [a$]))
==(&_C(a) _C(a$) /NR$"S(a$, e, f, R"(R$ _ [a$])))
==(&_C(a) _C(a$)(&/MR$"S(a$, e, f, R"(R$ _ [a$]))))
=&=(&_C(a) _C(a$)(/MR$"S(a$, e, f, R"(R$ _ [a$])))
=&=/MR$"S(a, e, f, R"(R$ _ [a$]))
=&/MR$"S(e, f, R"(R$ _ [a$]), a).
We arrive at the matrix T 3 through repeated applications of the above
reduction step.
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We denote the oriented matroid minors represented by T i as NXi "Yi ,
for i=2, 3. Both of the matrices T i are totally dyadic. Moreover, if we
delete column e (resp., f ) from T i , we get a totally dyadic representation
of MXi"(Yi _ [e]) (resp., MX i"(Yi _ [ f ])), for i=2, 3. The statements
(V) (which applies to T 2) and (VV) (which applies to T 3), given below,
provide a summary of the disagreements described above:
(V) /MX2"Y2(e, f )=&/NX2"Y2(e, f );
(VV) /MX3 "Y3 (e, f, x)=&/NX3"Y3(e, f, x), for some x # [b, c, d, g, h].
In the following, we consider the possible realizations of T 2 and T 3 and
show that, in fact, neither (V) nor (VV) hold.
Consider T 2 . Since #e , #f {0, two of the last three columns must be
dependent, else we have a totally dyadic (and therefore ternary) representa-
tion of the uniform matroid U2, 5 (an impossibility!). Since #e {#f we have
a two-element circuit that contains only one of e, f. Applying Observa-
tion 1 yields a contradiction to (V).
Now, we analyze T 3 . We take a geometrical point of view. We look upon
the seven columns of T 3 as points in the projective plane. There are two
lines emanating from d, namely dbg and dch. Next, e and f are somewhere
in the plane, but since 1, #e , #f {0 they cannot lie on db or dc, and they
cannot be collinear with d since #e {#f .
Let M$=MX3"Y3 , and let N$=NX3"Y3 . The matrix T 3 is a totally
dyadic representation of M

$=N

$, hence M

$=N

$, is ternary and has no
minor isomorphic to U3, 5 . Therefore the set [b, c, d, e, f ] must contain a
collinear triple, which can only be one of bef, cef, bce, or bcf. That is,
b or c # ef, or e or f # bc. (21)
Applying a similar argument to each of the sets [g, c, d, e, f ], [b, h, d,
e, f ], and [g, h, d, e, f ] implies:
g or c # ef, or e or f # gc ; (22)
b or h # ef, or e or f # bh ; (23)
g or h # ef, or e or f # gh. (24)
Case 3.2.1. Suppose that ef contains one of the other points. Without
loss of generality suppose that g # ef. Since g, e, and f are collinear, b  ef.
Similarly, we cannot have both c, h # ef. Now, by (21) and (23) we have e
or f # bc or bh.
289TERNARY MATROIDS
Suppose without loss of generality that e # bc. By Observation 1 we
conclude that /M$(e, f, b)=/N$(e, f, b) and /M$(e, f, c)=/N$(e, f, c). (In
the following argument we use / in statements that hold for /M$ and /N$).
If /(e, f, x)=0, then /M$(e, f, x)=0=/N$(e, f, x). If /(e, f, x){0, then
/(e, f, x) } /( f, g, b){0 and B2$ guarantees that one of the following holds:
/(e, f, x) } /( f, g, b)=/( f, f, x) } /(e, g, b), (25)
/(e, f, x) } /( f, g, b)=/(g, f, x) } /( f, e, b), (26)
/(e, f, x) } /( f, g, b)=/(b, f, x) } /( f, g, e), (27)
Since /( f, f, x)=/( f, g, e)=0, we conclude that (26) holds. Hence,
/M$(e, f, x)=/M$( f, g, b) } /M$(g, f, x) } /M$( f, e, b)
=/N$( f, g, b) } /N$(g, f, x) } /N$( f, e, b)
=/N$(e, f, x).
So, we have proved that /M$(e, f, x)=/N$(e, f, x) for all x # [b, c, d, g, h].
But this contradicts (VV), so Case 3.2.1 is impossible.
Case 3.2.2. Suppose that ef is a two-point line. Applying (21) we may
assume without loss of generality that e # bc, hence $e=0. Then by (22)
f # gc, and by (23) f # bh. By (24) and the fact that f # gc, we are able to
conclude that e # gh. This configuration is the non-Fano plane, so by
Lemma 5, M$=N$, in contradiction to (VV).
This completes the proof. K
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