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ABSTRACT
Quantum computation strongly relies on the realisa-
tion, manipulation and control of qubits. A central
method for realizing qubits is by creating a double-well
potential system with a significant gap between the first
two eigenvalues and the rest. In this work we first re-
visit the theoretical grounds underlying the double-well
qubit dynamics, then proceed to suggest novel extensions
of these principles to a triple-well qutrit with periodic
boundary conditions, followed by a general d-well anal-
ysis of qudits. These analyses are based on representa-
tions of the special unitary groups SU(d) which expose
the systems’ symmetry and employ them for performing
computations. We conclude with a few notes on coher-
ence and scalability of d-well systems.
INTRODUCTION
The use of quantum mechanical systems for informa-
tion processing and computation has been studied ex-
tensively over the last decades. Models have been well
established for using the principles of quantum mechan-
ics to achieve computational advantages in the form of
a speedup over classical methods, and to allow efficient
simulation of physical systems. However, a central chal-
lenge on the way to fulfilling these goals continues to lie
in the realisation of such systems - how to construct a
large-scale system, which entails the required quantum
properties and at the same time allows efficient manipu-
lations necessary for performing these tasks.
Some of the main techniques for the realisation prob-
lem feature the use of a double-well potential system to
store and manipulate the qubit. Realisations of a double-
well-based qubit have been demonstrated using supercon-
ducting circuits (SQUID), which provide efficient control
over the qubit transformations and feasible integration
with electronic circuitry [1, 2].
As an alternative to the qubit, work has been done
to study the analogue 3-state register, the qutrit, and
more generally the d-state qudit. Several advantages of
using qutrits and qudits rather than qubits have been
discussed, e.g. in the context of improved fault-tolerance
[3, 4] and advantages in cryptography [5, 6]. Motivated
by these results we suggest a novel periodic triple-well
qutrit system. On the one hand, it is based on the known
control and manipulation principles of the double-well
qubit, while on the other hand it presents special sym-
metries beneficial to the higher dimensional analysis of
its evolution and control using the fundamental repre-
sentation of SU(3). We further opt for a generalization
of these concepts to a general dimension periodic d-well
qudit, with a central role played by the respective repre-
sentation of SU(d).
The paper is organized as follows: Sec. 1 reviews the
dynamics of a particle in a double-well potential while
emphasizing its close relations with a spin-1/2 system.
We mostly discuss in this introductory section the meth-
ods for control and manipulation of the qubit state with
the underlying goal of efficient execution of general trans-
formations. This simple analysis will be hopefully useful
in the rest of the paper which manifests its main contri-
bution. Sec. 2 proposes the extension to a periodic triple-
well qutrit system, discussing its dynamics and manipu-
lation with regard to a set of transformations in SU(3).
Sec. 3 aims to further extend the above ideas in a sys-
tem of d > 3 wells, and in particular the corresponding
evolution of a qudit in the scope of SU(d). Two dif-
ferent topologies are considered for the problem: (i) a
fully-connected well system featuring a highly symmet-
rical solution; (ii) a cyclic linearly-connected well chain,
featuring a Bloch-state based solution, and essentially of
higher feasibility.
21. REVISITING THE DOUBLE-WELL
POTENTIAL
Review of States and Dynamics
The double-well potential system is a widely consid-
ered tool for producing a 2-level system, due to its energy
separation featuring a pair of lower states well-separated
from the rest of the spectrum:
∆E01  ∆E12. (1)
Eq. 1 can be derived by solving the Schro¨dinger
equation for the specific double-well potential form. A
solution for the simple square-well case is summarized
in Appendix A and further detailed in [7].
The energy gap ∆E01 is related to the tunneling am-
plitude, denoted by ν. As denoted for example in [8], this
tunneling amplitude can be related to the wavefunction
using the WKB approximation
ν =
~2
m
(
ψs
dψs
dx
) ∣∣∣∣
x=0
, (2)
where ψs is the localized wavefunction in the right or left
well. The solution can generally be written as [9]
ν = C · exp
(
−2
~
∫ a/2
−a/2
dx
√
2m(V (x)− E)
)
, (3)
for a barrier of width a around the origin[48]. For exam-
ple, in the square potential (see Appendix A) we obtain
for ν [9],
ν =
2~E
√
2m(V0 − E)
mV0L
exp
(
−2a
~
√
2m(V0 − E)
)
. (4)
The proportion between ν and ∆E01 can be simply
found in a two-state system analysis, performed in the
next section.
Solving the time-dependent Schro¨dinger equation, it is
apparent that the tunneling implies oscillatory dynam-
ics of the 2-level state. Shall we define |L〉 and |R〉 as
projections on the left and right wells, and take initial
conditions of |Ψ(t = 0)〉 = |L〉 for example, the right-well
probability amplitude PR = 〈R|Ψ〉 then oscillates:
dPR
dt
=
ν
~
sin(ωt), (5)
with a frequency
ω =
∆E01
~
. (6)
In general we use the following criteria to define a
double-well system, in either one or higher dimensions:
1. Parity symmetry: the two wells are identical under
a discrete symmetry denoted by P , e.g. reflection
about x = 0 for a 1D well PV (x) = V (−x) or about
a center plane in 3D, PV (x, y, z) = V (x, y,−z) [49].
The commutation relation is therefore satisfied:
[H,P ] = 0. (7)
2. The coupling between the two wells is weak enough,
i.e. the barrier is high enough, so that Eq. 1 ap-
plies.
These criteria suffice to produce a symmetric and anti-
symmetric pair of lower states, |0〉 and |1〉, which serve
as a 2-level system in the low-energy regime (with am-
plitudes for higher levels negligible, 〈k|Ψ〉 ≈ 0 ; k ≥ 2).
2-level operators
Setting a reference basis of right and left projections,
we may write a general two-state symmetric Hamiltonian
for the system:
H2,s = −νσx = −ν
(
0 1
1 0
)
, (8)
with ν the tunneling amplitude (Eq. 3), and the basis
vectors
| ↑〉 =
(
1
0
)
, | ↓〉 =
(
0
1
)
(9)
are localized states in the right/left well, namely |R〉, |L〉.
The Hamiltonian’s invariance to a ↑⇔↓ swap manifests
the parity symmetry defined in Eq. 7. Solving for the
3energy eigenstates relates the tunneling amplitude with
the energy gap:
E0,1 = ±ν ⇒ ∆E01 = 2ν. (10)
Thus, remaining in the low energy regime with signif-
icant amplitudes held only for the states |0〉, |1〉, we may
treat the system as equivalent to a spin-1/2 particle, un-
der the generating group 12σi with σi being the Pauli
matrices:
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
. (11)
The eigenvectors of the simplified HamiltonianH2,s are
the σx eigenstates:
|0〉 = 1√
2
(
1
1
)
= |+〉, |1〉 = 1√
2
(
1
−1
)
= |−〉. (12)
Satisfying the P symmetry, the energy states |0〉, |1〉 are
symmetric and antisymmetric, respectively, in context
of the P operator.
Mapping the σz and σx operators to location and en-
ergy, respectively, the third generator σy remains to be
addressed. We shall demonstrate that the corresponding
physical quantity for this spin operator is the probability
current between the two wells.
The positive/negative probability current values account
for the change of total density from the left to the right
well and vice versa,
J = i(|L〉〈R| − |R〉〈L|). (13)
In our spin states notation, the flow operator hence acts
as ddtσz in the Heisenberg picture. Using our previous
identifications of σz ⇔ |R〉〈R| − |L〉〈L| and σx ⇔ H we
derive in the Heisenberg picture:
J = ddtσz =
i
~ [H,σz] = −iν~ [σx, σz] = iν~σy . (14)
Hence, the probability current between wells is propor-
tional to the σy in the 2-level notation, with the coeffi-
cient ν~ corresponding to the maximal current magnitude.
The current eigenstates are therefore the y+, y− vectors:
|y+〉 = 1√2
(
1
i
)
, |y−〉 = 1√2
(
1
−i
)
. (15)
It is straightforward to show that these states also pro-
duce maximal (positive) and minimal (negative) values
of probability current at x = 0:
dPL
dt = −dPRdt =
∫∞
0
dρ(x)
dt dx = j(x)|x=0 , (16)
where j(x) = ~2mi
(
Ψ∗ dΨdx −ΨdΨ
∗
dx
)
, while using the con-
tinuity equation in the rightmost equality.
The relation of energy, current and position to the
qubit operators σx, σy, σz provides physical meaning to
the different qubit transformations, explicitly connecting
each one with a corresponding observable.
Dynamics and manipulation
With the Hamiltonian H2,s, the time evolution of the
double-well qubit corresponds to precession about the x-
axis, equivalent to a spin-1/2 particle in a magnetic field
Bxˆ.
In general, the evolution of a state |ψ〉 = α|0〉 + β|1〉
is:
|ψ(t)〉 = e− i~Ht|ψ(0)〉 = e− i~E0tα|0〉+ e− i~E1tβ|1〉
= e−
i
~E0t(α|0〉+ e−iωtβ|1〉).
(17)
Hence the evolution of a qubit state is periodic:
|ψ(t+ T )〉 = eiα|ψ(t)〉, (18)
with a global phase α, and a period T determined by the
Rabi frequency:
ω = 2piT =
E1−E0
~ . (19)
If we intend to perform a transformation on the double-
well qubit, let us first ask what set of qubit transforma-
tions would be sufficient. In order to carry out a general
unitary transformation, one would alter the Hamiltonian
to a modified form
H ′ = ~B · ~σ = Bxσx +Byσy +Bzσz, (20)
for a specific time period, generating a precession about
an axis defined by the ~B direction (using the notation
of a spin-1/2 particle in a magnetic field), its magnitude
reflecting the precession frequency. The original system
Hamiltonian (Eq. 8) refers to the case Bx = −ν,By =
0, Bz = 0.
As we note later on, to perform a general qubit trans-
formation it is sufficient to control only two of the field
components, for instance:
H ′ = Bxσx +Bzσz. (21)
The choice of x and z is not incidental; As we show in the
following, this form can be realized by inducing asymme-
try in the well system.
4Dynamics in an asymmetric well
We examine the effect of the asymmetry on the eigen-
states and energy eigenvalues. Using the notation of
Rastelli et al. [10], the asymmetry is quantified by a di-
mensionless parameter η, i.e. η = 0 in the symmetric case
and η 6= 0 otherwise. Our two basis vectors remain the
localized states ΨL(x),ΨR(x) with local energies L, R,
respectively, found by solving the Schro¨dinger equation
locally in the left and right wells. [50]. The difference
between the energies ∆ = L − R is related to the dif-
ference between the well depths. [51]
As derived by Rastelli et al. in [10], the value of ν(η)
in the presence of asymmetry can be derived using the
WKB approximation to be
ν(η) = A(η)
√
νL(η)νR(η), (22)
where
A(η) =
1
2
[(
V (0)− L(η)
V (0)− R(η)
) 1
4
+
(
V (0)− R(η)
V (0)− L(η)
) 1
4
]
,
(23)
and νL(η), νR(η) are obtained by two symmetric
double-well potentials VL(x, η) and VR(x, η), defined by a
symmetric reflection of the left or right side of the asym-
metric well, as demonstrated in Fig. 1.
FIG. 1: Construction of the symmetric potentials
VL(x, η), VR(x, η).
Using the basis states ΨL/R(x) in the regime of Eq.
1, the ground state and first excited state are
Ψ0(x) = sin
(
θ
2
)
ΨL(x) + cos
(
θ
2
)
ΨR(x),
Ψ1(x) = cos
(
θ
2
)
ΨL(x)− sin
(
θ
2
)
ΨR(x),
(24)
with the angle θ related to the Hamiltonian parameters
by:
θ = arctan
(
ν(η)
∆(η)/2
)
. (25)
To what degree of asymmetry is this result valid? If
the potential is tilted to a certain level, the local ground
state of one well begins to interact with the excited state
of the other, lower well. Thus, our results hold as long
as the energy difference ∆ is not comparable to the one-
side energy gap between ground and first excited state,
∆ < s,1 − s,0 , (26)
where s stands for the side of low potential.
Moving on to examine the effects in the 2-level sys-
tem, the modified Hamiltonian depends on the degree of
asymmetry η, and reflects the different energies of the
|L〉, |R〉 states with a tunneling amplitude ν(η):
H ′(η) =
(
R(η) −ν(η)
−ν(η) L(η)
)
. (27)
Removing a 12 (L+R)I factor as a physically irrelevant
global phase, we are left with the Hamiltonian
H ′(η) =
1
2
∆(η)σz − ν(η)σx, (28)
where ∆ = L − R.
The implication of this asymmetry on the direction of
~B in the Hamiltonian (Eq. 20), is simply setting ~B in an
angle θ (Eq. 25) from the zˆ direction in the XZ plane.
In the case of symmetric energies, L = R, the result-
ing angle is θ = pi2 and
~B is aligned with σx, resorting to
the symmetric and antisymmetric states of the symmet-
ric double-well in Eq. 12.
The two-state eigenvectors of the asymmetric system
are thus
|0(θ)〉 =
(
sin θ2
cos θ2
)
, |1(θ)〉 =
(
cos θ2
− sin θ2
)
. (29)
The two energy eigenvalues are straightforwardly
found from Eq. 28 to be
∆E01 = 2
√(
∆
2
)2
+ ν2(η), (30)
5reducing to Eq. 10 for ∆ = 0.
The asymmetric eigenstates |0(θ)〉, |1(θ)〉 hence imply
a modified dynamics of the qubit state. The state now
‘oscillates’ around ~B(θ), rather than σx. The Rabi fre-
quency ω = ∆E01~ is now increased relative to the sym-
metric case of Eq. 10.
Implementation: The controllable SQUID
double-well
An instructive example for a double-well implemen-
tation, extensively studied and tested, is via the use of
superconductor devices, based on the Josephson effect
[11], and specifically, the RF-SQUID circuit [1, 12]. A
full analysis of this device, namely the double SQUID, is
presented in [1]. We shall briefly describe the system and
introduce its resulting Hamiltonian.
FIG. 2: The double SQUID setup with readout
coupling.
A scheme of the double SQUID is given in Fig. 2. The
two sides of the junction with capacitance C and critical
current I0 are connected by a superconducting loop with
inductance L[52] (the inner loop inductance is assumed
negligible). An external flux Φx is imposed through the
loop by an auxiliary coil. Taking the flux through the
superconducting loop φ = ΦΦb as the quantum variable
(Φb =
Φ0
2pi with Φ0 the flux quantum, Φ0 =
h
2e = 2.07 ·
10−15Wb), and its conjugate variable the charge on the
capacitance, p, the resulting Hamiltonian is
H =
p2
2M
+
φ2b
L
[
1
2
(φ− φx)2 − β(φc) cos(φ)
]
, (31)
where p = Qφb is the conjugate momentum of φ, with
Q the charge on the capacitor; M = CΦ2b is the effective
mass; β(φc) =
(
2LI0
φb
)
; φx and φc are the control fluxes
in reduced units φx =
Φx
Φb
, φc =
Φc
Φb
.
The resulting potential is a continuous double-well as
shown in Fig. 3a. The potential barrier height is modi-
fied by changes in Φc (3b). An asymmetry in the wells’
energies may be induced by tuning Φx (3c). The result-
ing two-state system is also referred to as a flux qubit.
Note that the state readout is done via coupling of the
flux with a second SQUID, activated when the measure-
ment is needed. However, other readout methods exist.
[1, 13]
FIG. 3: Double SQUID potential plots. (a) A
symmetric double-well example, where the energies of
the ground state (blue), first excited state (red) and
second excited state (green) are denoted. (b) The effect
of the control flux Φc on the potential barrier. (c) The
effect of the control flux Φx on the symmetry.
Note that in practice, to maintain quantum coherence
in a given two-state system, it has to be cooled down to
very low temperatures. For the system to be robust to
thermal excitations, the energy gap has to significantly
exceed the thermal energy:
kbT  ∆E01. (32)
This condition sets a lower bound to the Rabi fre-
quency in the high barrier state of Φc. A temperature
of 1K corresponds to a frequency of 20GHz, while the
typical range of the SQUID qubit is around 1 ∼ 20GHz
(see ); thus it is required to cool the system to about
20mK or below [14].
Other noise sources contribute to the decoherence of the
qubit state, which vary in dominance per system con-
ditions. These factors normally divide into two classes
- energy relaxation (drifting towards the lower energy
state) and dephasing (diffusing of the vector in the lon-
gitudinal direction). For further details and analysis of
decoherence factors, see [14, 15].
We also note that other realisations have been made
for the double-well potential, e.g. double quantum dots
[16] or interacting Bose-Einstein condensates trap [17].
Nevertheless, the superconducting realisation is of cen-
tral influence, considering its well-established design in a
6scalable size and possibility of on-chip integration with
electronic circuits [1, 2].
Qubit operations
We may now use the above derivations to describe
a procedure of double-well qubit transformation: A de-
sired operation on the ‘spin’ is translated to a sequence
of changes of the potential features - barrier height and
asymmetry - which in turn translate in the double SQUID
to appropriate pulses in the fluxes Φc,Φx [1, 18]. The
common method of control is via RF-pulses throughout
the coils; however, in their work, Castelli et al. introduce
a short pulse method for ‘ultra-fast’ manipulation of the
qubit [1]. Further implementation related questions of
operation frequency and coherence time are addressed
later in this section.
We list and show the qubit operations in the system;
First rotations about the X- and Z- axes, then a tilted
XZ axis, and finally the generation of rotations about any
axis in the Bloch sphere using the former steps.
X-rotation
Rotation about the x-axis corresponds to Bz = 0 in the
Hamiltonian (28), or simply the unperturbed Hamilto-
nian (8). The Rabi oscillation frequency may be changed
by adjusting the tunneling amplitude (Φc control). In
[1], a rapid lowering of the barrier was used for reaching
a single-well condition, before resetting the high barrier
after some time ∆t. The rotation angle α then depends
on the precession time by α ≈ ω∆t. The potential change
cannot be too fast though, or it would excite upper en-
ergy levels[53]. Thus the Rabi frequency varies and the
rotation angle is
α =
∫ ∆t
0
ω(t)dt, (33)
setting t = 0 as the gate initialization moment.
The resulting qubit gate is an X-rotation, Rx(α):
Rx(α) =
(
cos α2 −i sin α2
−i sin α2 cos α2
)
. (34)
For the special case of α = pi + 2pin, n ∈ N we get the
NOT gate.
Z-rotation
A rotation about the z-axis, or a phase gate, can be
realized by inducing an amplitude-modulated RF pulse
to Φx in the resonance frequency ω. The addition to the
Hamiltonian is then
∆H = rf cos(ωt)σz. (35)
In the rotating frame or reference, the RF-pulse produces
a Z-rotation with a frequency proportional to rf . The
area of the pulse envelope determines the angle of ro-
tation. As the pulse ends, the state returns to its x-
precession, and the phase gate is complete as the rotating
frame syncs with the original axes [20].
The shaping of the pulse is an important issue. The
operations are in general desired to be fast, in order to
perform as many operations as possible within the qubit
coherence time. On the other hand, if the pulse is too
fast, it will excite higher energy levels which we intend
to avoid.
A solution to this problem was offered by McDermott et
al. [21] by using SFQ (Single Flux Quantum) technique:
the control flux is changed not in a single pulse but in a
series of short and weak pulses, with pulse-to-pulse spac-
ing equal to the period of the oscillation, i.e.
Φx(t) = Φ0[δ(t) + δ(t− T ) + ...+ δ(t− (n− 1)T )], (36)
where Φ0 =
h
2e is the flux quantum[54], T is the oscil-
lation period and n is the number of pulses. This ap-
proach is analogous to pumping up a swing by giving a
short pulse once per cycle rather than forcing the swing
throughout its entire movement. Since the pulses add
up coherently, the deposited energy scales as n2 and an
operation can be carried out in the order of ∼ 40 pulses,
with a typical total time of several ns [21].
Tilted XZ-rotation
Using the asymmetry control (Φx) we may tilt the ro-
tation axis by an angle θ (25) from the z-axis, and get
the general form of H ′ where Bx, Bz 6= 0. The rotation
axis Bˆ =
~B
| ~B| is in the XZ plane of the Bloch sphere, as
illustrated in Fig. 4.
This Hamiltonian generates a Rabi oscillation about
the tilted ~B axis, in an angle α determined again by Eq.
33. However, we note that similarly to the RF-pulse case,
the transition of the axis from its previous position is car-
ried out in a finite time in order to not excite high energy
7FIG. 4: The Bˆ axis in the Bloch sphere.
levels. The rotation of the state during the time of tran-
sition may not be neglected. This issue may be resolved
again by using a pulse train approach: The Hamiltonian
is changed not in a single pulse but in a series of short
and weak pulses. Their spacing is synchronized in each
step with the current precession frequency ω = ∆E01~ so
that for step i:
Ti =
2pi
ωi
, (37)
and the pulse train has the form
Φx(t) = Φ0[δ(t) + δ(t− T1) + ...+ δ(t−
N∑
i=1
Ti)]. (38)
This process ends with the ~B axis tilted in the desired
angle, without disorienting the state from its initial align-
ment.
Taking ~n = (sin θ, 0, cos θ) as the ~B direction, we may
write the gate matrix:
Rθ(α) = cos
α
2 I − i sin α2 (σx sin θ + σz cos θ)
=
(
cos α2 + i sin
α
2 cos θ −i sin α2 sin θ
−i sin α2 sin θ cos α2 − i sin α2 cos θ
)
.
(39)
The special case θ = pi2 coincides with (34) as we would
expect.
As an example, shall we set the parameters to 2ν = ∆
for an angle θ = pi4 , and a ∆t which gives α = pi + 2pik
(where k ∈ N), we receive the Hadamard gate, namely
H = 1√
2
(
1 1
1 −1
)
. (40)
How far can Bˆ be tilted from xˆ? Eq. 25 holds in the
regime of Eq. 26. For a given ∆ within this regime,
we may raise the barrier to make ν small to the extent
in which thermal noise kbT is comparable to the energy
gap and decoheres the state. Thus the angle from zˆ is
roughly lower-bounded by
δ ∼ kbT
(s,1 − s,0)/2 , (41)
and Bˆ may be practically set in the range θ ∈ (δ, pi − δ).
This allows precessions close to the zˆ axis but not exactly
aligned with it. For an exact Z-rotation, the RF method
above is available instead.
The general qubit gate
Any single-qubit gate can be associated with a certain
rotation in the Bloch sphere about an axis nˆ, which we
may denote as:
nˆ = (sin θ cosψ, sin θ sinψ, cos θ). (42)
This rotation can be achieved in 5 steps of X- and
Z-rotations as follows:
Rnˆ(α) = Rz(ψ
′)Rx(θ)Rz(α)Rx(−θ)Rz(−ψ′), (43)
with ψ′ = ψ− pi2 . The first steps Rx(−θ), Rz(−ψ′) trans-
form nˆ to the zˆ axis, Rz(α) performs the desired rotation,
and finally Rz(ψ
′), Rx(θ) rotate nˆ back to its original ori-
entation.
By applying the symmetric point X-rotation and RF
pulse Z-rotations described above, any general transfor-
mation of the qubit may thus be tailored.
Although this approach is quite intuitive, it is not the
most efficient in the number of required steps. It can be
shown [22] that a rotation about a general axis in the
sphere, Rnˆ(φ), may be performed by a two-step rotation
about two axes nˆ1, nˆ2 set in one plane, e.g. the XZ plane:
nˆ1 = (sin θ1, 0, cos θ1),
nˆ2 = (sin θ2, 0, cos θ2).
(44)
These axes may be set within one half of the plane with-
out loss of generality, i.e. with angles θ1, θ2 ∈ [0, pi].
It is thus straightforward to use the above result for
execution of a general single-qubit transformation, using
two tilted rotations about proper axes in the XZ plane.
We may thus write a general rotation in the Bloch sphere
as
Rnˆ(φ) = e
iηRθ2(φ2)Rθ1(φ1), (45)
8where η stands for a global phase.
The rotation Rnˆ(φ) is characterized by three param-
eters - the spherical coordinates θ, ψ of nˆ and the rota-
tion angle φ. The right-hand-side however involves five
parameters - η, θ1, φ1, θ2, φ2. The equation is therefore
under-constrained, and many solutions exist for the ro-
tations Rθ1(φ1), Rθ2(φ2). Solutions may be analytically
constructed in a simple procedure - see [22] for details
and examples.
It is therefore shown that the scheme of inducing asym-
metry to carry out XZ rotations can be used for a general
single-qubit operation in only 2 steps. As far as we know,
this operational method has not been proposed so far,
whereas the asymmetry was mainly used for preparation
in |L〉 or |R〉, while followed by the X and Z operations
described above. The time scale for this SFQ train would
in fact be shorter than in the RF pulse case since the Ti
get smaller with i; Eventually the arbitrary gate can thus
be carried out in the time scale of few ns.
Qubit preparation
The ability to prepare the qubit state is essential for
performing any experiment or computation. In general,
preparation of the state can be performed by simply wait-
ing for the system to relax in its ground state.
For instance, preparation of the qubit in a | ↑〉 or | ↓〉
state (left/right well) is done by creating an extreme po-
tential tilt, with a Φx pulse, to the left or right, so that
only one well is allowed, and letting the system relax
there. This prepares a localization of the system in one
side, and following computational operations (changes of
Φc,Φx) would continue from this point. As mentioned
above, this preparation scheme is currently the common
use of the Φx bias flux, rather than XZ axis-tilting.
A preparation of the symmetric |+〉 state can be made
similarly by relaxing the system with no Φx tilt, i.e.
in the symmetric double-well configuration, where the
ground state |0〉 coincides with |+〉.
For a general initialization along a cosαxˆ + sinαzˆ axis,
an appropriate Φx bias is applied for the state to relax
there.
Experimental implementations
The most promising implementation of a double-well
qubit nowadays, as discussed above, is using supercon-
ductors and the Josephson effect. Several experiments
have realized such systems in attempt to observe high
coherence times (limited by unwanted couplings in the
system), while maintaining control of the qubit and con-
nectivity in a circuit. By coupling the qubit to a stabi-
lizing harmonic oscillator IBM’s system (2006) reached
coherence times of 25-35ns [18]. Castellano et al. (2010)
have demonstrated oscillations of the flux qubit for sev-
eral cases of lowering the barrier (Φc), thus controlling
the oscillation frequency in a range of 10-25GHz with
coherence times of order 10ns [1].
In recent years (2011 - 2013) several groups have be-
gun using a technique of embedding qubits in 3D cavities.
This method has managed to bring the coherence time
scale up to 20 - 100 µs [23, 24]. The use of such qubits
in scalable integrated circuits was demonstrated in 2013
by Barends et al. [25]. These recent experiments there-
fore show promising implementations for the double-well
Josephson qubit, reaching increasing achievements in the
balance of coherence time, control and connectivity [26]
[55]. It is apparent that progress in the coherence times
has an exponential fashion, resembling that of Moore’s
Law [29, 30].
The oscillation frequency ω2pi differs among systems in
the approximate range of 1 ∼ 20GHz, or periods of
50ps ∼ 1ns[14]. A gate such as Z-rotation is claimed
to be carried out as fast as 1 − 2ns by Huang et al.
[31]. Roughly estimating 5ns as a sufficient upper limit
for arbitrary transformations, recent coherence times of
> 1µs already fit hundreds, if not thousands, of consec-
utive single-qubit gates.
The above analysis describes implementation and con-
trol of a 2-level register, or qubit, using a double-well. In
the following section a generalization of these principles
is presented to a three-level system in a triple-well.
2. UP A NOTCH: TRIPLE-WELL AND SU(3)
COMPUTATIONS
In a manner resembling the double-well case, we
present a realisation of a qutrit system using a parti-
cle in a spatial potential. For this case, we henceforth
define and use the one-dimensional triple-well potential,
with periodic boundary conditions. The qutrit analysis
9will be based on the SU(3) group similarly to [32].
The periodic triple-well system
The periodic triple-well potential consists of a line
(with total length L) of three cavities, separated by nar-
row potential barriers (the identification x = x + L ap-
plies). An example for such a physical system would be a
particle confined within a ring; taking the angle θ as the
position coordinate, we recognize θ ⇔ x, 2pi ⇔ L, with a
potential V (θ).
For simplicity, we again illustrate our discussion using
a square potential model shown in Fig. 5.
FIG. 5: Periodic triple-well potential in a
compact space. Edge points are identified: x = x+ L;
the ground state (red) and a state in the first excited
subspace (green) are illustrated.
Nevertheless, this analysis applies for a more general
potential as well, should it fulfill the following set of re-
quirements:
(i) Translational symmetry: The three wells are equally
shaped, namely: V (x) = V (x + L3 ). In other words, the
potential remains unchanged under the translation oper-
ation TL
3
(x) ≡ e−iL3 px.
(ii) Parity symmetry: The wells and barriers are sym-
metric about their center: V (x0−x) = V (x0 +x), where
x0 is the center of a well or a barrier. Given (i), it is
then sufficient to require symmetry under the parity op-
eration: V (x) = V (−x) given that x = 0 is the center of
a well.
(iii) The barriers are high enough compared to the first
energy eigenstates, so that energy separations among the
three lowest eigenstates are much smaller than the dis-
tance from higher levels:
∆E01,∆E12  ∆E23. (46)
Similarly to the double-well case, a state of the triple-well
system would in effect consist of a combination of three
one-well ground states.
Although the square triple-well is not realistic, much
like the square double-well, realisations of a smooth form
are implementable. For example, a coherent triple-well
system has been formed using superconductor circuits
analogous to the RF-SQUID, namely a superconducting
qutrit as described in [33], although it so far lacks the
full symmetry required in our discussion. An alternative
implementation may be considered using quantum dots
for a controllable charge qudit [34], as further discussed
later in , via fabrication of the dots in a triangular topol-
ogy. In whichever implementation is used, controllability
of the potential features is indeed a crucial component,
as it sets the ground for executing qutrit transformations
(similar to the qubit manipulation discussion in ).
The eigenfunctions and evolution of the three-well sys-
tem in the low energy regime may be obtained by the
Schro¨dinger equation, in a similar manner to those of
the double-well. However, we shall utilize the mathe-
matical simplicity of the 3-state formalism and perform
the derivations directly within its frame, in analogy to
the two-state analysis of .
Triple-well qutrit states and dynamics
We first define basis vectors for our SU(3) represen-
tation to be the localized states of the wavefunction in
each of the three wells - similarly to the double-well case.
Denoting individual wells by w0, w1, w2, our basis vectors
are hence the localized states:
|w0〉 =
10
0
 , |w1〉 =
01
0
 , |w2〉 =
00
1
 . (47)
In analogy to the σi matrices in the 2-level case, we
shall make use of the 8-generator set in the fundamental
representation of SU(3), the Gell−Mann matrices: Ta =
10
1
2λa, where:
λ1 =
0 1 01 0 0
0 0 0
 , λ2 =
0 −i 0i 0 0
0 0 0
 ,
λ3 =
1 0 00 −1 0
0 0 0
 , λ4 =
0 0 10 0 0
1 0 0
 ,
λ5 =
0 0 −i0 0 0
i 0 0
 , λ6 =
0 0 00 0 1
0 1 0
 ,
λ7 =
0 0 00 0 −i
0 i 0
 , λ8 = 1√3
1 0 00 1 0
0 0 −2
 .
(48)
These Lie algebra matrices obey the commutation re-
lations
[λi, λj ] = ifijkλk (49)
with structure constants fijk, completely antisymmetric
in their three indices:
f123 = 1,
f147 = −f157 = f246 = f257 = f345 = −f367 = 12 ,
f458 = f678 =
√
3
2 .
(50)
The Hamiltonian matrix is constructed by combining
the three generators corresponding to two-well transi-
tions:
H = −ν(σ(01)x + σ(02)x + σ(12)x ), (51)
where σ
(ij)
x = |wi〉〈wj |+ |wj〉〈wi|.
In the Gell-Mann notation this is equivalent to:
H = −ν(λ1 + λ4 + λ6). (52)
The Hamiltonian matrix is hence
H = −ν
0 1 11 0 1
1 1 0
 , (53)
where again, ν corresponds to the tunneling amplitudes.
It can be easily shown that this is the most general matrix
to comply with the system’s symmetries.
Using the matrix Hamiltonian we may derive the qutrit
eigenvalues and corresponding eigenstates. Two eigenval-
ues emerge:
The lower energy
E0 = −2ν, (54)
corresponds to a symmetric eigenvector:
|0〉 = 1√
3
11
1
 , (55)
demonstrated by the lower wavefunction in Fig. 5.
The energy of the excited level
E1 = ν (56)
corresponds to a degenerate subspace of ‘antisymmetric’
states satisfying:
|1〉 ∼
xy
z
 ;x+ y + z = 0, (57)
for x, y, z being the (complex) amplitudes of
|w0〉, |w1〉, |w2〉.
For example, a basis for the E1 subspace may be
comprised by the states:
|1a〉 = 1√2
 1−1
0
 , |1b〉 = 1√2
 01
−1
 . (58)
The upper wavefunction illustrated in Fig. 5 exhibits the
form of |1ca〉, or equally |1b〉 shifted one cell to the left.
Thus a general state of the qutrit may be expanded in
terms of these three states:
|ψ〉 = α|0〉+ β|1a〉+ γ|1b〉. (59)
The time evolution of the general state will be described
as:
|ψ(t)〉 = e− i~Ht|ψ(0)〉 =
e−
i
~E0tα|0〉+ e− i~E1t(β|1a〉+ γ|1b〉) =
e−
i
~E0t(α|0〉+ e− i~ (E1−E0)t(β|1a〉+ γ|1b〉)).
(60)
A key result thus emerges for the symmetric triple-well
qutrit system: Any state evolves periodically in time, as
in the double-well case - even when the Hilbert space
is three-dimensional; i.e. the wavefunction undergoes
periodic revival.
The periodicity in Eq. 18 applies for the qutrit
evolution as well. The revival frequency is
ω =
E1 − E0
~
=
3ν
~
. (61)
In analogy with the double-well qubit, The evolution
of a qutrit state may be viewed as precession about the
Hamiltonian axis (Eq. 52) in the SU(3) ‘space’ with
frequency ω.
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Continuing the double-well analogy, let us define the
cyclic current operator:
Jc =
 0 −i ii 0 −i
−i i 0
 = λ2 + λ7 − λ5. (62)
Unlike the current operator σy in the qubit case, the
cyclic current commutes with H. The eigenstates of Jc,
namely the current states, are listed by the corresponding
current eigenvalues:
C0 = 0; |0〉 = 1√3
11
1

C+ =
√
3; |J+〉 = 1√3
 1e 2pi3
e−
2pi
3

C− = −
√
3; |J−〉 = 1√3
 1e− 2pi3
e
2pi
3
 .
(63)
A perturbation H ′ = H+Jc would split the E1 degener-
acy to different energies for the current states |J+〉, |J−〉.
The three energy levels after the perturbation are:
E0 = −2h
E1,+ = h+
√
3,
E1,− = h−
√
3,
(64)
i.e. the current states evolve differently in a manner de-
termined by the strength of perturbation .
Manipulation
We have noted that ‘rotation’ of the qutrit state is
produced by the 8 generator matrices Ta =
1
2λa.
By generalizing the controllable double-well, we shall
assume in this triple-well system we have control over:
1. The height of each barrier, and thus the tunneling
between each well couple, νij with the well indices
i, j ∈ {0, 1, 2}.
2. The energy difference (’asymmetry’) between the
adjacent two wells ∆ij . The three differences are
subject to the periodicity constraint
∆01 + ∆02 + ∆12 = 0. (65)
A general transformation on a qutrit takes 8 param-
eters. At a given instant, the control fluxes may be set
to control 5 degrees of freedom - the tunneling ampli-
tudes νij and energy differences ∆ij . This corresponds
to control of the amplitude of 5 generators: the three
off-diagonals
ν01λ1 , ν12λ6 , ν01λ4, (66)
and two diagonals
1
2
∆01λ3 ,
1
2
∆12
(√
3
2
λ8 − 1
2
λ3
)
. (67)
Had we had freedom to shape the control flux pulses
as we liked - i.e. instant and high pulses - the control of
these components could have allowed any SU(3) trans-
formation we desire: a transformation U(~α) ∈ SU(3)
may be decomposed into three SU(2) transformations,
operating on each pair of indices at a time [35]:
U(~α) = R
(01)
~n1
(φ1)R
(02)
~n2
(φ2)R
(12)
~n3
(φ3), (68)
with a proper choice of the right-hand-side parame-
ters ~n1, ~n2, ~n3, φ1, φ2, φ3. This decomposition may be
achieved by fast operation on one pair at a time, by sup-
pressing the other tunneling amplitudes (high barrier) so
that the rotation outside the ‘active’ pair is negligible. A
transformation U(~α) could be made in as little as 6 steps
- two for each double-well rotation, as noted in .
However, as we know by now, the strong instant pulses
necessary for this scheme cause unwanted excitations and
thus do not fulfill the purpose. Changing the fluxes to a
certain bias point is spread over a time interval, in which
the original state would undergo an unwanted transfor-
mation.
A complex ad-hoc calculation may be done for a certain
transformation to be carried out via the gradual change
of fluxes. Nonetheless, we propose a method to perform
a certain subset of transformations on the system.
A general perturbation ∆H to the Hamiltonian can be
written as
∆H = Σiλi, (69)
for i = 1, ..., 8. Thus, perturbing the Hamiltonian to-
wards H ′ = H + ∆H, sets the time evolution to be:
|ψ(t)〉 = e− i~H′t|ψ(0)〉 = e− i~ (H+∆H)t|ψ(0)〉. (70)
An interesting subset of the possible ∆H is all the
perturbations that commute with H, namely [H,∆H] =
0. In this case the evolution turns out to be:
|ψ(t)〉 = e− i~∆Hte− i~Ht|ψ(0)〉. (71)
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By applying the perturbation ∆H for a time T = 1ω , we
find
|ψ(T )〉 = e− i~∆HT e− i~HT |ψ(0)〉 =
eiαe−
i
~∆HT |ψ(0)〉, (72)
namely, that the state is effectively transformed only by
the perturbation term:
UI = e
− i~∆HT . (73)
Any such operation is part of a subspace of rotations
that commute with H in SU(3).
The basis for this subspace consists of the following four
matrices:
M1 =
− 13 1 01 − 13 0
0 0 23
 ,M2 =
− 13 0 10 23 0
1 0 − 13
 ,
M3 =
 23 0 00 − 13 1
0 1 − 13
 ,M4 =
 0 −i ii 0 −i
−i i 0

(74)
or spanned by the Gell-Mann matrices:
M1 =
1√
3
λ3 + λ1,
M2 = − 12λ3 + 12√3λ8 + λ4,
M3 =
1
2λ3 +
1
2
√
3
λ8 + λ6,
M4 = λ2 + λ7 − λ5.
(75)
Therefore, any transformation generator given by iMi
will commute with H, and thus satisfy Eq. 72.
We divide the above generators into two groups:
(i) The antisymmetric generator M4 is simply the
cyclic current operator M4 ≡ Jc presented above.
(ii) The symmetric generators M1,M2,M3:
This trio corresponds to certain actions of the control
fluxes, i.e. changes of νij and ∆ij . Hence, these matrices
define a basis for transformations we can induce on the
qutrit, based on Eq. 73.
To execute such a transformation we activate the flux
transition in a low magnitude pulses of δH = ΣaiMi,
e.g. δH = M1, over several cycles of T as required for
the transformation. Consequently, we may gradually
lower it back to ∆H = 0 to restore the revival of H.
The cumulative energy of the pulses and the time span
determine the degree of rotation generated by ∆H.
Applying any such perturbation splits the state degen-
eracy of E1, defining three (generally) non-degenerate
eigenstates for H ′. Taking ∆H = M1 for instance, the
emerging eigenstates, apart from |0〉, are the |1a〉, |1b〉
defined in Eq. 58 above. The corresponding energy
levels are:
E0 = −2h+ 23,
E1,a = h− 43,
E1,b = h+
2
3.
(76)
Note that M2 and M3 produce similar eigenvectors with
respective permutation of their values. To simplify the
action of these generators we transform into a non-
traceless form, moving into U(3):
M ′i = Mi +
1
3I, (77)
effectively adding a global phase factor to the transfor-
mation (i.e. adding a constant 3 to the energy). We
receive the following matrices for M ′i :
M ′1 =
0 1 01 0 0
0 0 1
 , M ′2 =
0 0 10 1 0
1 0 0
 ,
M ′3 =
1 0 00 0 1
0 1 0
 ,
(78)
with unaltered eigenstates and constantly raised energies
E0 = −2h+ ,
E1,a = h− ,
E1,b = h+ .
(79)
We may calculate the qutrit operator (Eq. 73) with
∆H = M ′i for each of the M
′
i :
U1 =
 cos(T ) −isin(T ) 0−isin(T ) cos(T ) 0
0 0 e−iT
 ,
U2 =
 cos(T ) 0 −isin(T )0 e−iT 0
−isin(T ) 0 cos(T )
 ,
U3 =
e−iT 0 00 cos(T ) −isin(T )
0 −isin(T ) cos(T )
 .
(80)
Trying to interpret the above operations we conclude
that each M ′i generates a σx rotation for the correspond-
ing pair of wells, with a simultaneous σz rotation adding
a relative phase to the amplitude of the third well. The
operation angle is given by θ = T .
We note a specific choice of setting , T to produce θ = pi2 .
This results in an action of the M ′i generators directly on
the qutrit state, namely, the elementary X-gate qutrit
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operations [36, 37]:
X(01) =
0 1 01 0 0
0 0 1
 , X(02) =
0 0 10 1 0
1 0 0
 ,
X(12) =
1 0 00 0 1
0 1 0
 .
(81)
The set ofX-gates provides, for instance, implementation
of a set of ternary shift gates (see [36, 37] for further
details).
Charge measurement and quantum Fourier
transform
Another method is proposed to perform a certain im-
portant qutrit gate - the quantum Fourier transform
(QFT):
QFT3×3 =
1 1 11 e2pii/3 e−2pii/3
1 e−2pii/3 e2pii/3
 . (82)
In a sense, it is a generalization of the Hadamard gate
(Eq. 40) for more than 2 levels. The quantum Fourier
transform is of main interest in quantum computing, be-
ing a key step in Shor’s factoring algorithm. The advan-
tageous use of QFT3×3 to carry out the quantum Fourier
transform has been discussed [6, 38].
The three-state Fourier transformation (Eq. 82) may
be achieved by a change of basis to the conjugate variable
of the flux - the charge in the junctions’ capacitance:
Q = −i~ ∂
∂Φ
. (83)
As conjugate variables, the eigenstates of the charge are
Fourier combinations of the flux eigenstates. In our
three-state regime, the eigenvalues of the charge oper-
ator Qˆ are
q− = −2e, q0 = 0, q+ = 2e. (84)
(note that 2e = hΦ0 ).
Therefore, measuring the charge Qˆ corresponds to
applying the DFT matrix on the qutrit and performing
a measurement on the result. Note that the flux states
which produce a certain charge eigenvalue with certainty
are the eigenstates of the current operator Jc.
Other methods may be considered to utilize the charge-
flux relation for a computation, i.e. coupling of the
charge to other qutrits in the system.
3. GENERALIZING TO d-WELLS
In this section we turn to generalize the three-well
qutrit notion to the case of d cyclically coupled wells,
acting as a d-level register, i.e. a qudit.
It turns out that two different directions may be con-
sidered as a canonical generalization of the double- and
triple-well. In what follows we present both and then
focus on the second which appears to be more practical.
The fully-connected d-well system
One proposed generalization is a fully connected net-
work of wells, with equal tunneling amplitudes among
each of the pairs. This corresponds to the following d×d
Hamiltonian:
H = −ν

0 1 1 · · · 1
1 0 1 1
1 1 0
...
. . . 1
1 1 1 0
 . (85)
The system is symmetric under permutations of the
wells, and thus is highly symmetric in SU(d). Further-
more, a dynamical analysis reveals but two energy levels:
E0 = −ν(d− 1) for the symmetric ground state,
|w0〉 = 1√
d

1
1
...
1
 , (86)
and the (d − 1) - degenerate E1 = ν corresponding to
the orthogonal subspace, i.e. v1 + · · · + vd = 0, where
v1, ... , vd are the eigenvector components. As a system
of purely two energies, a state revival mechanism occurs,
much like in the previously discussed qutrit case.
However well-behaved the above generalization is, we
also note that a physical realisation of this system may
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be a challenge, whereas an equal tunneling between all
pairs should me maintained. We thus proceed to discuss
a different generalization, of a seemingly more feasible
nature.
The periodic d-well system
A cyclic d-well system consists of linearly connected d
potential wells, each coupled to its two adjacent wells,
once again defined in a compact space, x = x + L. The
system is illustrated in Fig. 6. The system satisfies the
FIG. 6: Periodic d-well potential in a compact
space. Edge points are identified: x = x+ L.
analogue of conditions (i) - (iii) defined above for the
three-well system, with the appropriate changes for ap-
plying to the d wells case:
• The system is symmetric under translations by Ld ,
or: V (x) = V (x+ Ld )..
• The resulting spectrum consists of d energy states
with separations much smaller than the rest of the
states:
Ei − Ei−1  Ed − Ed−1, (87)
for i ∈ {1, ..., d−1}, as shown in the next subsection
to result of the Bloch theorem.
As in the previous sections, based on these conditions
we turn to the d-level formalism to derive our results,
rather than using the explicit spatial eigenstates.
d-well qudit states and their dynamics
The d-dimensional basis of the qudit Hilbert space is
defined, in a straightforward generalization of the d = 2, 3
cases, as the states of maximally localized wavefunction
in each of the d wells, or:
|w0〉 =

1
0
...
0
 , |w1〉 =

0
1
...
0
 , · · · , |wd−1〉 =

0
0
...
1
 .
(88)
Transformations of the qudit state are matrices in the
fundamental representation of the SU(d) group. The
generator set consists of d2−1 matrices, spanning all the
possible qudit transformations. The symmetric Hamilto-
nian is of the form
H = −ν

0 1 0 · · · 1
1 0 1 0
0 1 0
...
. . . 1
1 0 1 0
 , (89)
with an identical tunneling amplitude ν for all neighbour-
ing transitions.
Solving for the system eigenstates, we note that the
resulting vectors are Bloch states; this is evident from
the symmetry and neighbour interactions of H, which
corresponds to a periodic lattice in a tight-binding regime
[39]. The states are eigenstates of the particle’s modular
momentum [40], with its d corresponding eigenvalues
pmod,n =
2pin~
L ; n ∈ {0, ..., d− 1}. (90)
The corresponding energies are given by
En = −2ν cos
(
2pi(l+a)n
L
)
. (91)
We note that apart from the ground state |pmod = 0〉,
and the |pmod = pi~/L〉 state in case of odd d (where
n = d/2), the spectrum is divided to degenerate pairs
{|pmod,n〉, |pmod,d−n〉}, in agreement with the symmetry
of cos(x) about x = pi. We also note that Eq. 87 is
justified by the model’s band structure, featuring a gap
between the bands with order of magnitude of the one-
well system energy separation 01, much higher than the
in-band separations, which are of order ν.
The manipulation of the d-well qudit may be similarly
performed via control of each potential barrier and each
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adjacent energy gap. We do not go into a detailed discus-
sion on qudit evolution and operations, as it would follow
similar guidelines of the previous d = 2, 3 discussion. We
note, however, the following points:
• In general, the qudit state does not undergo peri-
odic revival, as occurred in the double- or triple-
well cases. This is due to the fact that more than
two energy values exist among the state basis vec-
tors. Nevertheless, certain cases do feature periodic
revival, such as d = 4 and d = 6, where the energy
gaps satisfy proper rationally numeric ratios.
• The d modular momentum states are in fact a gen-
eralization of the three current states defined in
Eqs. 63 for the d = 3 case, and are hence eigen-
vectors of the cyclic current operator in Eq. 62,
straightforwardly extended to d× d matrices.
Two- and multi- qudit gates
As mentioned above, multi-qudit gates are necessary
in order to execute general quantum algorithms, when
two-qudit gates are the simplest choice.
Methods of magnetically coupling two flux qubits have
been shown using mutual inductive coupling or coupling
with transformer loops, and two-qubit operations have
been demonstrated such as controlled-Z and controlled-
NOT [41, 42]. Furthermore, execution of Shor’s factoring
algorithm have been demonstrated using five flux qubits
with bi- and tripartite entanglements, factoring the num-
ber 15 with 48% success [43]. Quantum Fast Fourier
Transform using multilevel atoms was also suggested [44].
The broad subject of flux qudit couplings produced
gates is out of scope for this work. For further details on
the entangling process and construction of the gates, one
is referred to [45, 46].
Scalability and the optimal range of d’s
We have discussed above the computational advantage
of a higher d qudit. What then is the downside of higher
d, and what range of d values would be optimal? First, as
we increase d we may have to increase the total length L
of the device, which might increase the duration of time
needed for completing a computation, and moreover, may
be longer than the achievable decoherence times. Second,
higher d values make the energy differences between the
levels smaller, as can be seen from Eq. 91. It might
hence challenge our basic assumption in Eq. 87. These
considerations may indeed suggest that there is a non-
trivial d value for which the system of wells is optimal,
given a specific implementation and a computation to
perform.
Notes on implementation
In the double- and triple-well sections we have referred
to the main implementation using superconducting de-
vices, which form the controllable potential well forms
about the flux quantum variable. However, a similar
implementation for a superconducting d-well system has
yet to be proposed. Nonetheless, an implementation of
interacting d-well qudits using quantum dots have been
demonstrated by Schirmer et al. [34]. Their proposed
solution features a charged particle in a quantum dot
array forming a potential well chain . To agree with
the above qudit analysis, however, the fabrication of the
quantum dot should be modified to an enclosed circular
form. In addition, to reach a fault tolerant operation in
a real setup, a scheme for error correction, e.g. the one
implemented in [47] would probably be needed.
Summary and Discussion
The use of double-well systems for computation, par-
ticularly via superconductor systems, has been an ac-
tive research area during the last years. Its charac-
teristics were studied via multiple experiments, a se-
lection of which were mentioned throughout the work
[1, 2, 11, 12, 14, 18, 23]. While many studies of certain op-
erations and gates on the flux qubit were performed, the
feasibility of arbitrary operations in the context of high
computational efficiency has not been much discussed to
our knowledge. Furthermore, it appears that the possi-
bly advantageous extension of the ideas towards large d
system with periodic boundary conditions has not been
thoroughly considered.
This work has examined the foundations of the poten-
tial well system in the two-state regime: from the evolu-
tion of its ‘spin’ operators and the corresponding physical
observables, to its manipulation within the common con-
trol scheme of SQUID systems. It was shown how these
changes of the potential’s shape translate to qubit oper-
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ations, and eventually, how they may be utilized to carry
out arbitrary SU(2) operations in minimal steps for ef-
ficient usage of the coherence time. An extension of the
SFQ method [21] used for RF-pulsing (Z-rotation) was
proposed for rapid execution of Hamiltonian axis tilting
(rotation about an arbitrary axis in XZ). We proceeded
to propose an analogous setup for realisation of a qutrit
using a controllable cyclic triple-well potential. Analysis
of the three-state dynamics was shown, and schemes for
execution of a subset of SU(3) operators, among which
the ternary X-gates [36, 37] and the 3-state quantum
Fourier transform. We eventually generalized the ideas
to d well systems in two proposed directions - the fully
connected wells and the periodic well chain - noting their
characteristics and higher dimensional dynamics in its
SU(d) context.
The results of our work may hopefully strengthen the
motivation for using qutrits or qudits as alternatives for
the traditional qubit, in the context of potential-wells
realisation. Achieving a fully controllable d-well system
- either based upon flux qubits in superconducting
circuitry, charge qubits via quantum dots, or another
suitable mechanism - may indeed prove as a significant
step towards the goal of a general-purpose quantum
computation system. Further research of implementa-
tion methods is encouraged, with the open questions of
optimal d and system scalability to be tackled within
the scope of each considered method.
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Appendix A: The Square Double-Well Solution
We analyze the example of an ideal one-dimensional
square potential double-well. In the 1D HamiltonianH =
p2
2m + V (x) we have for V (x):
V (x) =

VD (L+
a
2 ) ≤ x <∞
0 a2 < x < (L+
a
2 )
V0 −a2 ≤ x ≤ a2
0 −(L+ a2 ) < x < −a2
VD −∞ < x ≤ −(L+ a2 ),
(92)
as shown in Fig. 7, marking the two wells by (I, III)
and the barrier by (II).
FIG. 7: A basic example - square double-well
potential. The two lowest energy states are
illustrated.
Our regime of interest refers to a confined particle at
energies less (particularly much less) than V0. Namely,
VD  V0 > E. (93)
The wavefunction Ψ(x) thus splits into three parts, i.e.
ΨL(x) in the left well (region I), ΨR(x) in the right well
(region III) and ΨB(x) for the barrier (region II). Note
that based on Eq. 93 we may take the amplitude in the
outer regions to be negligible: Ψ(x) ≈ 0 for |x| > L+ a2 .
The energy spectrum consists of pairs of states, |2k〉
and |2k + 1〉, nearly degenerate with respect to the en-
ergy difference between pairs. Our interest is focused on
the lowest states |0〉, |1〉 (illustrated in Fig. 7), for which
the energy difference ∆E01 = E1 − E0 satisfies Eq. 1.
For the full analysis of the square double-well, one is
referred to [7].
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