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Abstract
We describe a method to prove meromorphic continuation of dynamical zeta functions to the entire
complex plane under the condition that the corresponding partition functions are given via a dynamical trace
formula from a family of transfer operators. Further we give general conditions for the partition functions
associated with general spin chains to be of this type and provide various families of examples for which
these conditions are satisfied.
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Introduction
The dynamical zeta functions of interest in this paper are generating functions of the form
ζR(z) := exp
( ∞∑
n=1
zn
n
Zn
)
. (1)
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system, the notion of dynamical zeta functions or Ruelle zeta functions has been introduced
by Ruelle in [21,22]. Naming and special form of these functions are motivated by concrete
examples from statistical mechanics. The partition function encodes the statistical properties of
a system in thermodynamic equilibrium. It depends on the temperature, the volume, and the
microstates of a finite number of particles. We will consider partition functions of the form
Zn =
n1∑
ν=0
(−1)ν traceGnν or Zn = det
(
1 −Λn) traceGn (2)
for large n. In the first case one has a (possibly) infinite family of compact operators Gν , called
transfer operators, such that the corresponding Schatten norms satisfy∑n1ν=0 ‖Gnoν ‖S1(Hν ) < ∞.
In the second case one has as a transfer operator G together with an auxiliary operator Λ. We
will refer to formulae of the type (2) as dynamical trace formulae. Examples of such dynamical
zeta functions derived from trace formulae of the type (2) have been treated repeatedly in the
literature, see e.g. [4,5,8,10,11,13,15,18,19,26,27]. Apart from these specific references there is
a vast literature on meromorphic continuation of dynamical zeta function via different types of
trace formulae; for details we refer to Baladis memoir [2] and the references given therein.
Unlike other kinds of zeta functions such as Riemann’s, Selberg’s, or Artin’s zeta function,
our dynamical zeta function is an exponential of a power series, hence itself a power series.
Considering s → ζR(e−s) one obtains a function which is holomorphic in a right-half plane,
provided ζR has a non-zero radius of convergence. Zeta functions typically occur as a kind of
generating functions for collections of objects like prime numbers or prime geodesics and it is
natural to ask for their analytic properties.
In such contexts it is important to know whether the zeta functions have meromorphic con-
tinuations to a larger set or even to the entire complex plane in order to prove asymptotic results
for counting functions. In the case of spin chains counting functions are not a primary concern.
But, via the location of the poles and zeros, meromorphic continuation of the zeta function in
this case provides information on the spectrum of the associated transfer operator, which in turn
encodes physical quantities of the system (e.g. the free energy or asymptotic properties of corre-
lation functions). On the other hand, via symbolic dynamics, zeta functions of spin chains show
up also for Axiom A flows, for which the counting functions are of considerable interest.
In fact, in the case of spin chains one observes that rapid decay of the interaction is linked
to good continuation properties of the zeta function. The challenge is to prove continuation also
for interactions with not so rapid decay. In this paper we present a class of interactions for mero-
morphic continuation of the zeta function to the entire plane can be proved. This class not only
covers all spin chain examples treated in the literature so far, it also allows to treat new examples
like the so-called hard-rod model.
We will show that this kind of information can indeed be provided if the partition function can
be written via dynamical trace formulae. More precisely, we show that such dynamical zeta func-
tions are quotients of regularized Fredholm determinants, one factor for each transfer operator
(see Theorems 2.1 and 2.2). Thus they have representations as Euler products, and it is possible
to give a spectral interpretation for its zeros and poles.
Finally, the approximation of the transfer operators by finite rank operators opens a path to a
numerical analysis of the associated zeta functions. In special cases this was done in [18].
Results of the kind sketched above become interesting only if one has a sufficient supply
of examples of partition functions with the desired properties. We provide a general principle
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a Hausdorff space F equipped with a finite measure ν, and let M :F × F → {0,1} be a ν ⊗ ν-
measurable function, which we call a transition function. Then ΩM := {ξ ∈ FN | M(ξi, ξi+1) = 1
∀i} will be referred to as a configuration space. Further we fix a bounded continuous interaction
A ∈ Cb(ΩM). These data, together with the left shift τ :FN → FN, (τξ)k := ξk+1, are called a
spin chain or, more technically, a one-sided one-dimensional subshift. With such a subshift we
associate a partition function
Zn(A) :=
∫
Fn
n∏
i=1
M(ξi, ξi+1) exp
(
n−1∑
k=0
A
(
τ k(ξ1 . . . ξn)
))
dνn(ξ1, . . . , ξn), (3)
where ξ1 . . . ξn := (ξ1, . . . , ξn, ξ1, . . . , ξn, . . .) ∈ FN and ξn+1 := ξ1. Consider the special case of
A = 0, and let ρn :FN → Fn, ξ → (ξ1, . . . , ξn) be the projection. Then
Zn(0) = νn
(
ρn
({
ξ ∈ ΩM
∣∣ τnξ = ξ})),
which measures the number of closed τ -orbits in ΩM with period length n with respect to the
a priori measure ν. In particular, if the system is a full shift, i.e., M ≡ 1, then Zn(0) = ν(F )n.
For general non-interacting subshifts it is possible to show (see Proposition 5.1) that there is an
operator GM such that Zn(0) = traceGnM for n  2. If the interaction A is non-zero we have to
make more assumptions in order to guarantee such trace representations of the partition function.
See Theorem 5.3 for a precise formulation. Its proof depends on a two special types of trace
formulae. One (see Lemma 1.7) is elementary and deals with iterates of averages of Hilbert–
Schmidt operators. The other (see Theorem 4.6) deals with special composition operators on
Fock spaces and is based on a fixed point formula of Atiyah and Bott.
In order to satisfy the hypotheses of Theorem 5.3 one has to verify certain estimates which boil
down to asking for a rather rapid decay of the interactions (see Theorem 6.2). Physicists would
like to be able to treat models with polynomially decaying interactions,2 which cannot be treated
directly with the methods developed in this paper. One approach to polynomial interactions is
to view them as limiting cases of interactions of the type polynomials times exponential decay.
These models fall in the class covered by our theorem. Moreover, it is strong enough to also
produce all the partial results scattered in the physics literature quoted above (cf. Example 6.5).
Finally, it is worth noting that it is possible to reformulate the hard-rod model mentioned above
as a spin system which can be treated by our methods (see [20]). Doing so one of the authors
shows that the associated dynamical zeta function has a meromorphic continuation to the entire
plane even in the interacting case. So far this has been way out of range, [14].
The paper is organized as follows. In Section 1 we recall some key definitions and provide a
number of technical results concerning traces and determinants in infinite dimensions used later
in the paper. In Section 2 we show how to continue dynamical zeta functions meromorphically if
a dynamical trace formula holds. Section 3 contains a description of the composition operators
that are instrumental in the construction of dynamical trace formulae for spin chains in Section 5.
The underlying trace formulae for these operators are proven in Section 4. In Section 6 we apply
our results to Ising type spin chains and give examples for interactions for which our results can
be applied.
2 This is not the same as polynomially decaying correlation functions.
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Given a compact operator K on a Hilbert spaceH we will denote by (λj (K))j∈N the sequence
of its eigenvalues counted with multiplicities. Let (sj (K))j∈N be the sequence of the singular
numbers of K , i.e., the eigenvalues of the positive compact operator |K| = √K
K . For 1 
p < ∞ the Schatten class Sp(H) is defined as the space of all operators K such that
‖K‖Sp(H) :=
∥∥(sn(K))n∈N∥∥p(N) < ∞.
The Schatten classes Sp(H) ⊂ End(H) for 1  p < ∞ are embedded subalgebras, i.e., they
satisfy
‖A‖End(H)  ‖A‖Sp(H), ‖AB‖Sp(H)  ‖A‖Sp(H)‖B‖Sp(H),
and have the approximation property, i.e., the finite rank operators are dense with respect to
‖ · ‖Sp(H) (cf. [3, Theorem XI.11.1]). For any A1, . . . ,Ap ∈ Sp(H) one has (cf. [3, Theo-
rem IV.11.2])
∣∣trace(A1 · · ·Ap)∣∣ ‖A1 · · ·Ap‖S1(H) 
p∏
j=1
‖Aj‖Sp(H). (4)
By [3, Theorem XI.1.1] this estimate implies that for any no ∈ Np the no-regularized determi-
nant
detno(1 − F) := det(1 − F) exp
(
no−1∑
k=1
1
k
traceFk
)
(5)
defined on finite rank operators admits a continuous extension to Sp(H), also denoted by A →
detno(1 − A). The following assertions are true on the level of finite rank operators and can be
extended to Sp(H) by continuity (see [3, Theorem XI.2.1]).
Lemma 1.1. Let H be a Hilbert space and 1 p  no < ∞. The function z → detno(1 − zA) is
entire for every fixed A ∈ Sp(H) and has the representation
detno(1 − zA) = 1 +
∞∑
n=no
cn(A)
n! (−1)
nzn, (6)
where the coefficients cn(A) are defined by
cn(A) := det
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
b1 n− 1 0 . . . 0 0
b2 b1 n− 2 . . . 0 0
b3
. . .
. . .
. . .
...
...
...
...
...
. . .
. . .
...
bn−1 bn−2 bn−3 . . . b1 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠bn bn−1 bn−2 . . . b2 b1
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bn :=
{
traceAn, if n no,
0, otherwise.
For |z| sufficiently small one has
detno(1 − zA) = exp
(
−
∞∑
n=no
zn
n
traceAn
)
. (7)
Let (λj )j be the eigenvalues of A ∈ Sp(H), then one has the Euler product
detno(1 − zA) =
∏
j
(
(1 − zλj ) exp
(
no−1∑
k=1
λkj
k
zk
))
=
∏
j
fno(zλj ), (8)
where
fno(z) = (1 − z) exp
(
no−1∑
k=1
zk
k
)
(
)= exp
(
−
∞∑
k=no
zk
k
)
.
The identity (
) can be obtained as a consequence of the power series expansion of log(1−z).
The Euler product expansion (8) shows that the zeros of z → detno(1 − zA) are in bijection with
the eigenvalues of A.
Lemma 1.2. Let H be a Hilbert space. Then for any no ∈ N there exists a constant Γno > 0 such
that for all A ∈ Sno(H) the estimates below hold. One can choose Γ1 = 1.∣∣detno(1 +A)∣∣ exp(Γno∥∥Ano∥∥S1(H)) exp(Γno‖A‖noSno (H)). (9)
Proof. The inequality |detno(1+A)| exp(Γno‖A‖noSno (H)) can be found in [3, Theorem XI.2.2].
The claim follows from this via (8). 
The following criterion for the convergence of infinite products of regularized determinants
will turn out to be useful.
Lemma 1.3. Let (Hν)ν∈N be a family of Hilbert spaces. Fix no ∈ N and pick Gν ∈ Sno(Hν)
satisfying ∑∞ν=0 ‖Gnoν ‖S1(Hν ) < ∞. Then
∞∏
ν=0
detno(1 − zGν)
converges absolutely and locally uniformly to an entire function of z.
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for some entire function hno . Further, c := supν∈N0 ‖Gν‖ is finite. Hence |hno(λj (zGν))| 
sup|w||z|c |hno(w)| =: cz for all eigenvalues λj (zGν) of zGν . Now the hypothesis implies that
∞∑
ν=0
∑
j
∣∣fno(λj (zGν))− 1∣∣ cz|z|no
∞∑
ν=0
∥∥Gnoν ∥∥S1(Hν )
is finite. Thus the infinite product
∏∞
ν=0
∏
j fno(λj (zGν)) converges, and by Lemma 1.1 it is
equal to
∏∞
ν=0 detno(1 − zGν). This proves the claim. 
Proposition 1.4. Let H1 and H2 be two Hilbert spaces and no ∈ N. Pick A ∈ Sno(H1) and
B ∈ Sno(H2). If we denote the eigenvalues of B by λj (B), we have
detno(1 − zA⊗B) =
∏
j
detno
(
1 − zλj (B)A
)
.
Proof. For |z| < ‖A‖−1Sno (H1) ‖B‖
−1
Sno (H2) the Lidskii trace theorem [3, Theorem IV.6.1] applied
to the trace class operators Bn (n no) yields
detno(1 − zA⊗B) (7)=
∏
j
detno
(
1 − zλj (B)A
)
.
By Lemma 1.1 the left-hand side is an entire function in z. Therefore analytic continuation shows
that the identity holds for all z ∈ C if we can show that also the right-hand side is an entire
function in z. But that follows from Lemma 1.3 applied to the family Gj := λj (B)A. 
Let A :H→H be a trace class operator on a Hilbert space H and ∧rA :∧rH→∧rH its
r-fold exterior product. Then (cf. [23]) we have
det(1 −A) =
dimH∑
r=0
(−1)r trace∧rA (10)
and the estimate
∥∥∧rA∥∥S1(∧rH)  1r! ‖A‖rS1(H). (11)
For the special case of a finite rank operator B with spectrum λ1, . . . , λd Proposition 1.4 implies
that
detno
(
1 − zA⊗ ∧νB)= ∏
α∈{0,1}d ; |α|=ν
detno
(
1 − zλαA), (12)
where for α ∈ {0,1}d we set λα :=∏dj=1 λαjj . Approximating Schatten class operators by finite
rank operators one derives the following proposition:
482 J. Hilgert, F. Rilke / Journal of Functional Analysis 254 (2008) 476–505Proposition 1.5. In the situation of Proposition 1.4 writing λj := λj (B) we have
(i) detno
(
1 − zA⊗ ∧νB)= lim
d→∞
∏
α∈{0,1}d ; |α|=ν
detno
(
1 − zλαA),
(ii)
∞∏
ν=0
detno
(
1 − zA⊗ ∧νB)= lim
d→∞
∏
α∈{0,1}d
detno
(
1 − zλαA).
Proof. (i) This is a straightforward consequence of (12) and the approximation property.
(ii) Here the essential point is to verify the summability condition (17) from Lemma 1.3, i.e.,
the finiteness of
∞∑
ν=0
∑
α∈{0,1}N; |α|=ν
∥∥zλαA∥∥Sno (H) = ‖zA‖Sno (H)
∞∑
ν=0
∑
α∈{0,1}N; |α|=ν
∣∣λα∣∣.
To show this, we note that
∞∑
ν=0
∑
α∈{0,1}N; |α|=ν
∣∣λα∣∣ (11) ∞∑
ν=0
1
ν! ‖B‖
ν
S1(H2) < ∞. 
The following lemma is proved by induction on n.
Lemma 1.6. Let n  2 and suppose that the functions ak :N × N → C satisfy∑∞
i,j=1 |ak(i, j)|2 < ∞ for k = 1, . . . , n. Then
∣∣∣∣∣
∞∑
i1,...,in=1
n∏
k=1
ak(ik, ik+1)
∣∣∣∣∣
n∏
k=1
( ∞∑
i,j=1
∣∣ak(i, j)∣∣2
)1/2
using the convention that in+1 = i1.
Now we can prove the main result of this section.
Lemma 1.7. Let (F, ν) be a measure space, g :F ×F → C a measurable function, and (Sξ )ξ∈F
a measurable family of operators on a separable Hilbert space H. The formula
(
T (f1 ⊗ f2)
)
(η) :=
∫
F
g(ξ, η)f1(ξ)Sξf2 dν(ξ) (13)
defines a Hilbert–Schmidt operator T :L2(F, dν) ⊗ˆH→ L2(F, dν) ⊗ˆH iff
∫ ∫ ∣∣g(ξ, η)∣∣2 dν(η)‖Sξ‖2S2(H) dν(ξ) < ∞. (14)
F F
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‖T ‖2S2(L2(F,dν)⊗ˆH) =
∫
F
∫
F
∣∣g(ξ, η)∣∣2 dν(η)‖Sξ‖2S2(H) dν(ξ) (15)
and
traceT n =
∫
Fn
(
n−1∏
j=1
g(ξj , ξj+1)
)
g(ξn, ξ1) trace(Sξn ◦ · · · ◦ Sξ1) dνn(ξ1, . . . , ξn)
for all n 2. Moreover, for these n we have
∥∥T n∥∥2S2(L2(F,dν)⊗ˆH) =
∫
F
∫
Fn
∣∣∣∣∣
(
n−1∏
j=1
g(ξj , ξj+1)
)
g(ξn, η)
∣∣∣∣∣
2
× ‖Sξn ◦ · · · ◦ Sξ1‖2S2(H) dνn(ξ1, . . . , ξn) dν(η).
Proof. Suppose first that (13) defines a Hilbert–Schmidt operator. Then (15) follows from Par-
seval’s identity. Conversely, if (14) holds, again Parseval’s identity shows that not only the
integral (13) converges for almost all η, but also that it defines a Hilbert–Schmidt operator on
L2(F, dν) ⊗ˆH.
Now assume that T is Hilbert–Schmidt. Then for n  2 the operator T n is trace class and a
simple induction argument shows that
(
T n(e ⊗ f ))(η)
=
∫
Fn
(
n−1∏
j=1
g(ξj , ξj+1)
)
g(ξn, η)e(ξ1)Sξn ◦ · · · ◦ Sξ1f dνn(ξ1, . . . , ξn).
By the first part of the proof the Sξj are Hilbert–Schmidt (for almost all ξj ), hence the composi-
tions Sξn ◦ · · · ◦ Sξ1 are trace class. We claim that traceT n can be rewritten as
∑∞
i=1〈Gnei | ei〉 =
traceGn with
(Gnf )(η) :=
∫
Fn
(
n−1∏
j=1
g(ξj , ξj+1)
)
g(ξn, η)
× trace(Sξn ◦ · · · ◦ Sξ1)f (ξ1) dνn(ξ1, . . . , ξn).
Note that (by Fourier expansion and induction)
trace(Sn ◦ · · · ◦ S1) =
∞∑ ( n−1∏
〈Sjhij | hij+1〉
)
〈Snhin | hi1〉i1,...,in=1 j=1
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(Gi,j f )(η) :=
∫
F
g(ξ, η)〈Sξhi | hj 〉f (ξ) dν(ξ)
for i, j ∈ N, we can rewrite Gn as
(Gnf )(η) =
∞∑
i1,...,in=1
(Gin,i1 ◦ Gin−1,in ◦ · · · ◦ Gi1,i2f )(η).
The identity
∞∑
i,i=1
‖Gi,j‖2S2(L2(F,dν)) =
∫
F 2
∣∣g(ξ, η)∣∣2‖Sξ‖2S2(H) dν(ξ) dν(η) (16)
implies that the Gi,j are Hilbert–Schmidt operators on L2(F, dν). Therefore, for each
(i1, . . . , in) ∈ Nn the integral operator Gin,i1 ◦Gin−1,in ◦ · · · ◦Gi1,i2 is trace class and by [7, Exam-
ple X.1.18] its trace can be obtained by integrating the integral kernel along the diagonal. If Gn
is trace class, we have
traceGn =
∞∑
i1,...,in=1
trace(Gin,i1 ◦ Gin−1,in ◦ · · · ◦ Gi1,i2)
=
∫
Fn
(
n−1∏
j=1
g(ξj , ξj+1)
)
g(ξn, ξ1) trace (Sξn ◦ · · · ◦ Sξ1) dνn(ξ1, . . . , ξn)
= traceT n.
Thus, to prove the claim it suffices to show that
∑∞
i1,...,in=1 Gin,i1 ◦ · · · ◦ Gi1,i2 converges in
S1(L2(F, dν)). Using the estimate given in Lemma 1.6, we obtain the estimate
‖Gn‖S1(L2(F,dν)) 
∞∑
i1,...,in=1
n∏
j=1
‖Gij ,ij+1‖S2(L2(F,dν))

( ∞∑
i,j=1
‖Gij ,ij+1‖2S2(L2(F,dν))
)n/2
(16)=
(∫
F
∫
F
∣∣g(ξ, η)∣∣2‖Sξ‖2S2(H) dν(ξ) dν(η)
)n/2
,
which proves the claim. To conclude the proof of the lemma one verifies the formula for
‖T n‖2 2 for n 2, which can be done similarly as in the case n = 1. S2(L (F,dν)⊗ˆH)
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F
‖Sξ‖2S2(H) dν(ξ) is finite,
Lemma 1.7 shows that the associated operator T is Hilbert–Schmidt.
2. Meromorphic continuation
The following theorem is an analog of a result of D. Mayer (see [13, Theorem 7.17]) proven
there in the context of generalized Perron–Frobenius operators associated with expanding maps.
Theorem 2.1. Let (Hν)ν∈N0 be a family of Hilbert spaces. Fix no ∈ N and pick Gν ∈ Sno(Hν)
such that
∞∑
ν=0
∥∥Gnoν ∥∥S1(Hν ) < ∞. (17)
Let (Zn)n∈N be a sequence in C such that Zn =∑∞ν=0(−1)ν traceGnν for all n  no. Then the
dynamical zeta function ζR associated with (Zn)n∈N admits a meromorphic continuation to the
entire plane. It is given by the formula
ζR(z) = exp
(
no−1∑
n=1
zn
n
Zn
) ∞∏
ν=0
(
detno(1 − zGν)
)(−1)ν+1
.
Proof. We treat the case of finitely many non-zero operators first, say Gl = 0 for all l  k.
For |z| < min{‖(Gν)no‖−1S1(Hν ) | ν = 0, . . . , k}, using Lemma 1.1, one obtains a finite product of
meromorphic functions
ζR(z) = exp
(
no−1∑
n=1
zn
n
Zn
)
k∏
ν=0
(
detno(1 − zGν)
)(−1)ν+1
.
We turn to the general case. By (17) the sequence ‖Gnoν ‖S1(Hν ) tends to zero as ν → ∞,
so the minimum min{‖Gnoν ‖−1S1(Hν ) | ν ∈ N0} > 0 exists. Using the convergence criterion from
Lemma 1.3 we see that the quotient of infinite products
∞∏
ν=0
(
detno(1 − zGν)
)(−1)ν+1 = ∏∞ν=0 detno(1 − zG2ν+1)∏∞
ν=0 detno(1 − zG2ν)
converges absolutely and locally uniformly for all z ∈ C. 
Theorem 2.2. Given two Hilbert spaces H and Ho, fix no ∈ N, and consider G ∈ Sno(H) and
Λ ∈ Sno(Ho). Let (Zn)n∈N be a sequence in C such that Zn = det(1 −Λn) traceGn for n no.
(i) The dynamical zeta function ζR associated with (Zn)n∈N admits a meromorphic continuation
to the entire plane. It is given by the formula
ζR(z) = exp
(
no−1∑
n=1
zn
n
Zn
) dimHo∏
ν=0
(
detno
(
1 − zG⊗ ∧νΛ))(−1)ν+1 .
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set λα :=∏dν=1 λανν . Then the meromorphic continuation of ζR is given by the formula
ζR(z) = exp
(
no−1∑
n=1
zn
n
Zn
)
lim
d→∞
∏
α∈{0,1}d
(
detno
(
1 − zλαG))(−1)|α|+1 .
Proof. Since ∧r (An) = (∧rA)n and traceA traceB = trace(A ⊗ B) for all trace class operators
A and B , the identity (10) implies that
Zn =
dimHo∑
ν=0
(−1)ν traceGnν
with Gν := G ⊗ ∧νΛ on H(ν) := H ⊗ˆ ∧νHo for n  no. Note here that the estimate (11)
provides the summability condition (17). In fact,
dimHo∑
ν=0
∥∥(Gν)no∥∥S1(H(ν))  ∥∥Gno∥∥S1(H)
∞∑
ν=0
1
ν!
∥∥Λno∥∥νS1(Ho) < ∞.
Now we can apply Theorem 2.1 to finish the proof of (i) which together with Proposition 1.5 also
proves (ii). 
Suppose Λ belongs to Sno(Ho) and 1 /∈ spec(Λ). Then the set
⋃
d∈N{λα ∈ C | α ∈
{0,1}d, λi ∈ spec(Λ)} contains a unique element of maximal modulus, namely λα∗ where α∗i = 1
if |λi | 1 and α∗i = 0 otherwise. Then Theorem 2.2(ii) implies that the physically important first
pole of zeta, i.e. the pole of minimal modulus, is located at (λα∗μ1)−1 where μ1 is the leading
eigenvalue of G. Whereas the first pole cannot be cancelled by a zero, the others possibly can. So
Theorem 2.2(ii) does in general not imply that the poles and zeros of ζR are precisely the z such
that zλαG has 1 as an eigenvalue. On the other hand, we will see examples of physical systems
with rapidly decaying interaction with a cancellation-free representation of the dynamical zeta
function (cf. Proposition 5.1, Example 6.5(i) and (iii), where the product turns out to be simple).
In these cases one has the desired spectral interpretation of zeta’s poles given by a simple bijec-
tion between the poles and the eigenvalues of a Schatten class operator. If the interaction gets
more complicated, cancellations in general cannot be avoided—see also Remark 6.9(iii).
3. Composition operators on Fock spaces
We start by briefly recalling some basic properties of reproducing kernel spaces of holo-
morphic functions on not necessarily finite-dimensional manifolds. Our basic reference for this
material is [16], although we choose a different normalization.
Let H⊂ CE be a Hilbert space consisting of complex valued functions on a set E. The space
H is called a reproducing kernel Hilbert space (RKHS), if for each x ∈ E the evaluation func-
tional evx :H→ C, f → f (x) is continuous. A function k :E ×E → C is called a reproducing
kernel forH, if for all y ∈ E the function ky := k(·, y) :E → C belongs toH and if for all f ∈H,
y ∈ E we have f (y) = 〈f | ky〉H. Recall that a function p :E × E → C is positive definite, if
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k,l=1 akalp(xk, xl) 0 for all n ∈ N, aj ∈ C, xj ∈ E (j = 1, . . . , n). These concepts are con-
nected by the following fact, cf. [16, I.1]: IfH⊂ CE is a RKHS, then the function k :E×E → C
defined by k(x, y) := evx ◦ ev∗y is a positive definite reproducing kernel for H. Moreover, for all
f ∈H, x ∈ E one has
∣∣f (x)∣∣ ‖f ‖√k(x, x). (18)
Since the span of the kernel functions kw (w ∈ E) is dense in H, a bounded operator T on H is
uniquely determined by its “integral kernel”
kT (z,w) := (T kw)(z) = 〈T kw | kz〉. (19)
The integral kernel of the adjoint T ∗ of T is obtained from
kT ∗(z,w) = 〈T ∗kw | kz〉 = 〈kw | T kz〉 = 〈T kz | kw〉 = kT (w, z).
Recall that the Bargmann–Fock space F(Cm) is defined as the space of entire functions
F :Cm → C with
‖f ‖2F(Cm) :=
∫
Cm
∣∣f (z)∣∣2 exp(−π‖z‖2)dz < ∞
where dz denotes Lebesgue measure on Cm. It is a RKHS with reproducing kernel k(z,w) =
exp(π〈z | w〉).
Let (H, 〈· | ·〉) be a separable Hilbert space, then the map k :H × H → C, (z,w) →
exp(π〈z | w〉) is a positive definite kernel, see [16, I.2.2]. One defines the (symmetric) Fock
space to be the unique reproducing kernel Hilbert space F(H) ⊂ CH associated with this
kernel. Since the reproducing kernel is holomorphic in the first and anti-holomorphic in the
second variable, [16, Proposition A.III.10] shows that F(H) ⊂O(H). In particular, F(H) con-
sists of continuous functions. Let (ei)i∈I be an orthonormal basis for H. Then the monomials
ζα(z) = (παα! )1/2
∏
i〈z | ei〉αi (α ∈ (N0)I ) form an orthonormal basis for the Fock space F(H),
where we use the standard multi-index notations: α! :=∏i αi ! and |α| :=∑i αi . We will use
composition operators to view the F(Cm) as subspaces of F(H). In this context we note the
following elementary lemma.
Lemma 3.1. Let H1, H2 be separable Hilbert spaces and B :H1 →H2 a linear operator with
‖B‖ 1. Define CB :F(H2) →F(H1), f → f ◦ B. Then CB is continuous with ‖CB‖ 1 and
(CB)
∗ = CB∗ . If B is surjective, then CB is injective. In particular, if BB∗ = id, then CB is an
isometric embedding.
Using Lemma 3.1 we obtain
(i) If P :H→H is a projection, then CP ∈ End(F(H)) is a projection.
(ii) If P :H→H is self-adjoint, then CP ∈ End(F(H)) is self-adjoint.
(iii) As a consequence of (i) and (ii) we see that if P :H→H is an orthogonal projection, then
CP ∈ End(F(H)) is an orthogonal projection.
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and pp∗ = idPH. Hence Cp :F(PH) →F(H) is an isometric embedding.
(v) With the identification F(PH) ∼= Cp(F(PH)) ⊂F(H) we can view F(PH) as a subspace
ofF(H). Moreover,F(PH) has a reproducing kernel, namely the kernel ofF(H) restricted
to PH× PH.
(vi) Cp∗ :F(H) → F(PH) is the adjoint of Cp :F(PH) → F(H), CP = Cp(Cp)∗, and 1 =
‖Cp‖ = ‖Cp∗‖.
Lemma 3.2. Let Pn :H→H be a sequence of orthogonal projections converging to the identity
in the strong operator topology. Then the sequence CPn ∈ End(F(H)) of orthogonal projections
converges in the strong operator topology to the identity on F(H) as n → ∞.
Proof. For all z ∈H one has Pnz → z as n → ∞. Since F(H) ⊂ C(H), we have for all f ∈
F(H)
CPnf (z) = f (Pnz) → f (z).
Using the reproducing kernel property, this can be rewritten as
〈CPnf | kz〉 → 〈f | kz〉
for all z ∈H. Since the functions kz (z ∈H) form a total subset of F(H), this implies weak oper-
ator convergence which on a Hilbert space coincides with the strong operator convergence. 
Using Lemma 3.2 it is not difficult to derive the following proposition part of which can also
be found in [9, II].
Proposition 3.3. Let Pn :H→H be an ascending sequence of orthogonal projections with n-
dimensional range converging in the strong operator topology to the identity, i.e., PnH⊂ Pn+1H.
Set prn :H→Hn := PnH, z → Pnz. A function f belongs to the Fock space F(H), defined as
the RKHS with reproducing kernel k(z,w) = exp(π〈z | w〉), if and only if the following three
conditions hold:
(i) f :H→ C is continuous,
(ii) for all m ∈ N the map f ◦ pr∗m :Hm → C is analytic, and
(iii) supm∈N
∫
Hm |f ◦ pr∗m(z)|2 exp(−π‖z‖2) dz < ∞.
In this case, this supremum equals
‖f ‖2F(H) = lim
m∈N
∫
Hm
∣∣f ◦ pr∗m(z)∣∣2 exp(−π‖z‖2)dz.
Let E be a set and V a space of complex-valued functions on E. A (weighted or generalized)
composition operator is an operator T :V → V of the form
(Tf )(z) = φ(z)(f ◦ψ)(z),
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then T is called a (classical) composition operator.
Let E, F be non-empty sets. Let φx :E → C, ψx :E → E for each x ∈ F , and Tx :CE → CE ,
(Txf )(z) := φx(z)(f ◦ψx)(z). Then a simple induction argument yields the composition law
(Txn ◦ · · · ◦ Tx1f )(z) =
n∏
k=1
(φxk ◦ψxk+1 ◦ · · · ◦ψxn)(z)(f ◦ψx1 ◦ · · · ◦ψxn)(z). (20)
Remark 3.4. Let 0 < q < 1 and ψ :X → X be a function on a normed space (X,‖ · ‖) with
‖ψ(z)−ψ(w)‖ q‖z −w‖ for all z,w ∈ X. Then ψ is called a contraction. Set
rψ := ‖ψ(0)‖1 − q . (21)
Using standard estimates, one shows that the set Kr := {z ∈ X | ‖z‖  r} satisfies ψ(Kr) ⊂
Kqr+‖ψ(0)‖ ⊂ Kr for any r > rψ . Let ψ(m) := ψ ◦ · · · ◦ ψ (m-times) be the mth iterate of ψ .
Then for any z ∈ X and m n0  ln(
r−rψ
‖z‖ )
lnq we have
∥∥ψ(m)(z)∥∥ ∥∥ψ(m)(z)−ψ(m)(0)∥∥+ ∥∥ψ(m)(0)∥∥ qm‖z‖ + rψ  r,
since 0 ∈ Krψ implies ψ(m)(0) ∈ Krψ .
Remark 3.5. Let (X,‖ · ‖) be a normed space, ψ :X → X be a contraction in the sense of
Proposition 3.4, and φ :X → C a continuous function. Let r > rψ with rψ as in (21), and T be
the weighted composition operator
T :C(Kr) → C(Kr), (Tf )(z) = φ(z)(f ◦ψ)(z).
(i) Let g ∈ C(Kr), then T g belongs to C(Kδr ) for some δ > 1. In fact, if z ∈ Kδr and δ <
r−‖ψ(0)‖
rq
, then |ψ(z)| qrδ + ‖ψ(0)‖ < r . Since r−‖ψ(0)‖
rq
> 1, we may choose δ > 1.
(ii) Every eigenfunction of T for a non-zero eigenvalue belongs to C(X). To see this, let
f ∈ C(Kr) be an eigenfunction of T for a non-zero eigenvalue ρ. Hence by iterating re-
lation (i) n-times we get f = ρ−nT nf ∈ C(Kδnr ) for some δ > 1. Since X =⋃r>0 Kr , we
conclude that f ∈ C(X).
4. A trace formula for composition operators
Let U ⊂ Ck be an open bounded complex domain. Let A∞(U) denote the space of holomor-
phic functions on U which are continuous on the closure U of U . Clearly, A∞(U) is a Banach
space with respect to the supremum norm.
The following theorem, due to D. Ruelle ([21], see also [11, Appendix B], [12] for the infinite-
dimensional case) is based on a fixed point formula of Atiyah and Bott (cf. [1]).
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be holomorphic functions with continuous extensions to U and, moreover, ψ(U) ⊂ U . Then ψ
has a unique fixed point z∗ ∈ U and the weighted composition operator
T :A∞(U) → A∞(U), (Tf )(z) = φ(z)(f ◦ψ)(z)
is nuclear of order zero with trace given by the Atiyah–Bott type fixed point formula
traceA∞(U) T = φ(z
∗)
det(1 −ψ ′(z∗)) .
Lemma 4.2. Let ψ :Cm → Cm and φ :Cm → C be entire functions, and ψ a contraction in the
sense of Proposition 3.4. Let r > rψ with rψ as in (21) and T :A∞(B(0; r)) → A∞(B(0; r)) be
the composition operator acting via
(Tf )(z) = φ(z)(f ◦ψ)(z).
Let f an eigenfunction of T for a non-zero eigenvalue ρ. Then f is entire and there exist
c1, c2 > 0 such that for all z ∈ Cm
∣∣f (z)∣∣ ‖z‖−c1 lnρ sup
‖w‖r
∣∣f (w)∣∣ max
t∈[0,2π]
∣∣φ(eit z)∣∣c2 ln‖z‖.
Moreover, if A2(U) :=O(U)∩L2(U,dz) denotes the Bergman space, then
traceA∞(U) T = traceA2(U) T
for all ψ -invariant bounded domains U ⊂ Cm.
Proof. Let f be an eigenfunction of T for a non-zero eigenvalue ρ. For n ∈ N we have
f = ρ−nT nf which by (20) is given as
f (z) = ρ−n
n−1∏
k=0
(
φ ◦ψ(k))(z)(f ◦ψ(n))(z),
where ψ(k) is the kth iterate of ψ . As in Remark 3.5(ii) one shows that f is entire, thus belongs
to A2(U) for all bounded domains U ⊂ Cm. Hence every eigenvalue of T |A∞(U) belongs to the
spectrum of T |A2(U), thus by Lidskii’s trace theorem the traces coincide.
Let z ∈ Cd with ‖z‖ > rψ and
n(z) :=
⌈ ln( r−rψ‖z‖ )
lnq
⌉
.
One can find constants c1, c2 > 0 such that c1 ln‖z‖  n(z)  c2 ln‖z‖ for all ‖z‖ > rψ . Re-
mark 3.4 implies that ‖ψ(n(z))(z)‖ r , and hence
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‖w‖r
∣∣f (w)∣∣ sup
‖w‖‖z‖
∣∣φ(w)∣∣c2 ln‖z‖.
By the maximum principle we know that the supremum sup‖w‖‖z‖|φ(w)| is attained for some
w with ‖w‖ = ‖z‖. 
Proposition 4.3. Let b ∈ Cm, B ∈ Gl(m;C) with ‖B‖ < 1, and φ :Cm → C an entire function
which can be estimated by |φ(z)| c exp(a‖z‖) for some constants a, c > 0. Let T be the com-
position operator given by
(Tf )(z) = φ(z)f (Bz + b).
Then T :F(Cm) →F(Cm) is a trace class operator with
traceF(Cm) T = traceA∞(B(0;r)) T = φ((1 − B)
−1b)
det(1 −B)
for all B(0; r) := {z ∈ Cm | ‖z‖ < r} with r > ‖b‖1−‖B‖ .
Proof. A standard estimate shows that T is a trace class operator on F(Cm). Let f ∈
A∞(B(0; r)) be an eigenfunction of T corresponding to a non-zero eigenvalue ρ. By Lemma 4.2
the eigenfunction f satisfies the estimate
∣∣f (z)∣∣2 exp(−π‖z‖2) ‖z‖−c1 lnρ exp((a‖z‖ + ln c)c2 ln‖z‖) exp(−π‖z‖2).
This upper bound is Lebesgue-integrable on Cm, and thus f belongs to F(Cm). This shows that
every non-zero eigenvalue of T |A∞(B(0;r)) is an eigenvalue of T |F(Cm), hence the traces coincide,
and by Theorem 4.1 they have the stated value. 
Let T be a trace class operator on a Hilbert space H ⊂ L2(Z,dm) with reproducing ker-
nel k. Then by general theory the trace is given by integrating the integral kernel (19) along the
diagonal,
traceT =
∫
Z
kT (z, z) dm(z) =
∫
Z
(T kz)(z) dm(z).
Thus Proposition 4.3 yields the non-trivial integral identity
φ((1 −B)−1b)
det(1 −B) =
∫
Cm
φ(z) eπ〈Bz+b|z〉e−π‖z‖2 dz. (22)
Let H be a separable Hilbert space and F(H) the associated Fock space. Fix a, b ∈H, and
B ∈ End(H). Consider the (possibly unbounded) composition operator
Ka,b,B :F(H) →F(H), (Ka,b,Bf )(z) = eπ〈z|a〉f (Bz + b). (23)
IfH is finite-dimensional and ‖B‖ < 1, then by Proposition 4.3 the operatorKa,b,B is trace class,
hence compact. Combining this with an argument from [12, III] yields the following proposition.
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(i) Let a, b ∈H, B ∈ End(H) with ‖B‖ < 1, and Ka,b,B ∈ End(F(H)) be the corresponding
composition operator (23). Then (Ka,b,B)
 = Kb,a,B
 and Ka,b,B is selfadjoint if and only
if B is selfadjoint and a = b.
(ii) If B is positive, then Kb,b,B is positive and trace class with
traceKβ,β,B = ‖Kβ,β,B‖S1(F(H)) =
exp(π‖(1 − B)−1/2β‖2)
det(1 −B) .
(iii) Let ai, bi ∈H, Bi ∈ End(H) with ‖Bi‖ < 1 (i = 1,2), then
Ka1,b1,B1Ka2,b2,B2 = eπ〈b1|a2〉Ka1+B
1a2,B2b1+b2,B2B1 .
Lemma 4.5. Let (H, 〈· | ·〉) be a finite-dimensional Hilbert space, B ∈ End(H) with ‖B‖ < 1,
and a, b ∈H. Set
Λ = √BB
, β = (1 + √BB
 )−1(Ba + b), γ = exp(π
2
(‖a‖2 − ‖β‖2)).
Let K := Ka,b,B and K := γKβ,β,Λ ∈ End(F(H)) be the corresponding composition opera-
tors (23). Then K = |K| = √K
K, and
‖K‖S1(F(H)) =
γ exp(π‖(1 −Λ)−1/2β‖2)
det(1 −Λ) .
Proof. Using Proposition 4.4 this is a straightforward verification. 
Similarly one shows that
√KK
 is given by K ′ := γ ′Kβ ′,β ′,Λ′ ∈ End(F(H)) with
Λ′ := |B| = √B
B, β ′ := (1 + |B|)−1(B
b + a), γ ′ := exp(π
2
(‖b‖2 − ‖β1‖2)
)
.
Theorem 4.6. Let H be a separable Hilbert space and a, b ∈H. Fix B ∈ S1(H) with ‖B‖ < 1,
and consider the weighted composition operator
K :F(H) →F(H), (Kf )(z) = eπ〈z|a〉f (Bz + b).
(i) The operator K := |K| := √K
K :F(H) →F(H) is given by (Kf )(z) := γ eπ〈z|β〉f (Λz +
β), where
Λ = √BB
, β = (1 + √BB
)−1(Ba + b), γ = exp(π
2
(‖a‖2 − ‖β‖2)).
(ii) The operator K is trace class with
‖K‖S1(F(H)) = traceK =
exp(π2 ‖a‖2 + π2 ‖(1 −BB
)−1/2(Ba + b)‖2)det(1 − |B|)
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traceK= exp(π〈(1 −B)
−1b | a〉)
det(1 − B) .
Proof. As in Lemma 4.5 one gets K = |K| = √K
K. It remains to show that the trace norm
of K, i.e., the trace of K is finite. Let Pn :H→H be an ascending sequence of orthogonal pro-
jections with n-dimensional range converging to the identity in the strong operator topology. Set
prn :H→Hn := PnH, z → Pnz. Fix m ∈ N and consider Km := Cpr∗mKCprm ∈ End(F(Hm)),
which by the composition law acts via
(Kmf )(z) = γ eπ〈z|prm β〉f
(
prm Λpr∗m z + prm β
)= eπ〈z|βm〉f (Λmz + βm)
with βm = pr∗m β and Λm = prm Λpr∗m. By the Atiyah–Bott formula from Proposition 4.4(ii) we
have
traceKm = γ
exp(π‖(1 −Λm)−1/2βm‖2Hm)
detHm(1 −Λm)
= γ exp(π‖(1 −Λm)
−1/2βm‖2H)
detH(1 −Λm)
identifying Λm ∈ End(Hm) with pr∗m Λm prm = PmΛPm ∈ End(H). Lemma 3.2, together with
[3, Theorem IV5.5], shows that the pointwise convergence PmΛPm → Λ is in trace norm. There-
fore the following limit exists:
lim
m→∞ traceKm = γ
exp(π‖(1 −Λ)−1/2β‖2H)
detH(1 −Λ) < ∞.
Thus K and K are trace class. By Lemma 3.2 and [3, Theorem IV5.5] the sequence of trace class
operators CPmKCPm converges to K in trace norm, hence
traceK= lim
m→∞
exp(π〈(1 − Bm)−1bm | am〉Hm)
detHm(1 −Bm)
= exp(π〈(1 − B)
−1b | a〉)
detH(1 −B) ,
where we view Bm,am, and bm as operator on, respectively vectors in, H. A similar approxima-
tion argument, combined with Lemma 4.5, also yields the formula for traceK . 
As a corollary we obtain an exact formula for the Hilbert–Schmidt norm of a weighted com-
position operator of the form Ka,b,B which could also be obtained directly as a consequence of
an identity on Gaussian integrals. We first consider the general situation: Let H⊂ L2(Z,dm) be
a Hilbert space with reproducing kernel k. Consider the composition operator
(Tf )(z) = φ(z)(f ◦ψ)(z),
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to ∫
Z
∣∣φ(z)∣∣2k(ψ(z),ψ(z))dm(z).
Corollary 4.7. Let a, b ∈H, B ∈ S2(H) with ‖B‖ < 1. Then the weighted composition operator
K :F(H) →F(H), (Kf )(z) = eπ〈z|a〉f (Bz + b)
is Hilbert–Schmidt with
‖K‖2S2(F(H)) =
exp(π‖a‖2 + π‖(1 −BB∗)−1/2(Ba + b)‖2)
det(1 −BB∗) .
Proof. We use that ‖K‖2S2(F(H)) = traceKK∗ together with Theorem 4.6, where(K
Kf )(z) = eπ‖a‖2eπ〈z|Ba+b〉f (BB
z +Ba + b)
with ‖BB
‖ = ‖B‖2 < 1 and BB
 ∈ S1(H). 
5. Dynamical trace formulae for spin chains
The following proposition allows to describe the partition function of a non-interacting sub-
shift as the trace of an operator, which is then called a transfer operator. In the special case of a
finite alphabet F this result is well known.
Proposition 5.1. Let (F, ν,M,0) be a subshift with vanishing interaction. Then for n  2 the
integral operator
GM :L2(F, dν) → L2(F, dν), (GMf )(ξ) =
∫
F
M(η, ξ)f (η) dν(η)
associated with the transition function M satisfies the dynamical trace formula
Zn(0) = νn
(
ρn
({
ξ ∈ ΩM
∣∣ τnξ = ξ}))= traceGn
M
.
Proof. The operator GM can be seen as T in Lemma 1.7, where all the operators Sξ :=
id :C → C are trivial. Hence GM is Hilbert–Schmidt and the traces of its iterates are given by
Lemma 1.7. Comparison of the formulae with (3) now proves the claim. 
Let (F, ν,M,A) be a subshift, where the interaction A is of the following form: Let B ∈
Sp(H) for some p < ∞ with ρspec(B) < 1. For ξ ∈ F assume that one has aξ , bξ ∈H, qξ ∈ C
such that for ξ = (ξj )j∈N ∈ ΩM
A(ξ) = qξ1 + π
∞∑〈
B
j−2bξj
∣∣ aξ1 〉. (24)
j=2
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term qξ1 and the sum of two-body interactions between the first particle and the particles at
positions i ∈ N>1.
Let B ∈ Sp(H) for some p < ∞ with ρspec(B) < 1, then one can choose n ∈ N large enough
such that Bn has operator norm less than one and is trace class, since the spectral radius can be
characterized via
ρspec(B) = max
{|z| ∈ R ∣∣ z ∈ spec(B)}= lim
k→∞
k
√∥∥Bk∥∥
and Bn ∈ Smax(1,p/n)(H).
For all n ∈ N and ξ (n) = (ξn, . . . , ξ1) ∈ Fn we set
q
(
n; ξ (n)) := n∑
k=1
qξk + π
n∑
k=1
n−k∑
j=1
〈
B
j−1bξj+k
∣∣ aξk 〉, (25)
a
(
n; ξ (n)) := n∑
k=1
(
B
n−k)∗aξk and b(n; ξ (n)) :=
n−1∑
j=0
B
j bξj+1 . (26)
For n ∈ N such that Bn ∈ S2(H) with ‖Bn‖ < 1 we define (depending on aξ , bξ ∈H, and qξ ∈ C)
a function c(n; ·) :Fn → R via
c
(
n; ξ (n))
= exp(2 Re (q(n; ξ
(n)))+π‖a(n; ξ(n))‖2 +π‖(1−Bn(Bn)∗)−1/2Bn(a(n; ξ(n))+b(n; ξ(n)))‖2)
det(1 −Bn(Bn)∗) .
(27)
The following proposition describes the type of operators we will use to build our dynamical
trace formula:
Proposition 5.2. Let F = ∅ be an index set, H be a Hilbert space, and B ∈ End(H). Given
aξ , bξ ∈H, and qξ ∈ C for ξ ∈ F , consider the operator Mξ :C(H) → C(H) defined by
(Mξ f )(z) := exp
(
qξ + π〈z | aξ 〉
)
f (bξ +Bz). (28)
Fix n ∈ N and ξ (n) = (ξn, . . . , ξ1) ∈ Fn. Then
(Mξn ◦ · · · ◦Mξ1f )(z) = exp
(
q
(
n; ξ (n))+ π 〈z ∣∣ a(n; ξ (n))〉)f (Bnz + b(n; ξ (n))).
If Bn ∈ S2(H) with ‖Bn‖ < 1, then Mξn ◦ · · · ◦Mξ1 restricts to a Hilbert–Schmidt operator on
F(H) which satisfies
‖Mξn ◦ · · · ◦Mξ1‖2S2(F(H)) = c
(
n; ξ (n)).
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exp(Aξ (z))f (ψξ (z)), induction shows that
(Mξn ◦ · · · ◦Mξ1f )(z) = exp
(
n∑
k=1
(Aξk ◦ψξk+1 ◦ · · · ◦ψξn)(z)
)
(f ◦ψξ1 ◦ · · · ◦ψξn)(z)
for all ξ1, . . . , ξn ∈ F . In particular, if Aξ(z) = qξ + π〈z | aξ 〉 and ψξ (z) = bξ + Bz for some
aξ , bξ ∈ H, qξ ∈ C, and B ∈ End(H) as above, we have to consider mixed iterates of affine
maps: Let V be a complex vector space, B :V → V a linear operator, and bξ ∈ V for ξ ∈ F .
Then induction shows that ψξ :V → V , z → bξ + Bz satisfies
(ψξ1 ◦ · · · ◦ψξk )(z) = Bkz +
k−1∑
j=0
B
j bξj+1 = Bkz + b
(
k; (ξk, . . . , ξ1)
)
for all k ∈ N, ξ1, . . . , ξk ∈ F , and z ∈ V . This implies for ξ (n) = (ξn, . . . , ξ1) ∈ Fn that
(Mξn ◦ · · · ◦Mξ1f )(z)
= exp
(
n∑
k=1
Aξk
(
B
n−kz +
n−k∑
j=1
B
j−1bξj+k
))
f
(
B
nz + b(n; ξ (n)))
= exp(q(n; ξ (n))+ π 〈z ∣∣ a(n; ξ (n))〉)f (Bnz + b(n; ξ (n))),
which yields the first claim. Now Corollary 4.7 gives the stated Hilbert–Schmidt norm formula
and the invariance of F(H). 
Recall the subshift (F, ν,M,A) with interaction function A from (24) and the operators Mξ
defined via (28). The following theorem provides a dynamical trace formula for the correspond-
ing partition function Zn(A) defined via (3).
Theorem 5.3. Suppose there exists no ∈ N such that c(no; ·) is νno -integrable. Then there exists
an index n1 ∈ N such that for all n  n1 the iterates Mn of the Ruelle–Mayer type transfer
operator
(Mf )(σ, z) =
∫
F
M(ξ, σ ) exp
(
qξ + π〈z | aξ 〉
)
f (ξ, bξ + Bz) dν(ξ)
are trace class operators Mn ∈ End(L2(F, dν) ⊗ˆ F(H)). Moreover, the partition function
Zn(A) can be expressed as
Zn(A) = det
(
1 −Bn) traceMn.
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∥∥Mn∥∥2S2(H˜) =
∫
F
∫
Fn
M(ξ2, ξ1) · · ·M(ξn, ξn−1)M(σ, ξn)
× ‖Mξn ◦ · · · ◦Mξ1‖2S2(F(H)) dνn(ξ1, . . . , ξn) dν(σ )
 ν(F )
∫
Fn
‖Mξn ◦ · · · ◦Mξ1‖2S2(F(H)) dνn(ξ1, . . . , ξn).
There exists n1 ∈ N such that for all n  n1 we have Bn ∈ S1(H) and ‖Bn‖ < 1. By Propo-
sition 5.2 (and, possibly, by enlarging n1) the operator Mn is trace class for all n  n1. By
Lemma 1.7 the trace of Mn is given by
traceMn =
∫
Fn
(
n∏
j=1
M(ξj , ξj+1)
)
trace(Mξn ◦ · · · ◦Mξ1) dνn(ξ1, . . . , ξn) (29)
using the convention that ξn+1 = ξ1. Proposition 5.2 shows that for all choices of ξ (n) =
(ξn, . . . , ξ1) ∈ Fn the trace formula from Theorem 4.6 can be applied to the operator Mξn ◦
· · · ◦Mξ1 . It yields
trace(Mξn ◦ · · · ◦Mξ1) =
exp(q(n; ξ (n))+ π〈(1 −Bn)−1b(n; ξ (n)) | a(n; ξ (n))〉)
det(1 −Bn) (30)
with a(n; ξ (n)), b(n; ξ (n)), and q(n; ξ (n)) as in (25) and (26). The inner product occurring in (30)
can be rewritten as
〈(
1 −Bn)−1b(n; ξ (n)) ∣∣ a(n; ξ (n))〉= n∑
k=1
n−1∑
j=0
∞∑
l=0
〈
B
j+n−k+lnbξj+1
∣∣ aξk 〉.
Extending the finite sequence bξ1, . . . , bξn ∈H to an n-periodic sequence, i.e., setting bξk+ln :=
bξk for all k = 1, . . . , n and l ∈ N0, we obtain
q
(
n; ξ (n))+ π 〈(1 − Bn)−1b(n; ξ (n)) ∣∣ a(n; ξ (n))〉= n−1∑
k=0
A
(
τ k(ξ1 . . . ξn)
)
.
This together with (29), (30), and (3) completes the proof. 
We note that unless B ∈ S2(H) with ‖B‖ < 1, we cannot show M to be a bounded operator
on L2(F, dν) ⊗ˆF(H).
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In this section we present some explicit models known from the physics literature for which
Theorem 5.3 actually provides dynamical trace formulae. A detailed description of these models
can be found in [19]. Another application of Theorem 5.3 are hard rod type models, which are
studied in [19,20].
We consider a subshift (F, ν,M,A), where the interaction is of the form βA(q,r,d) with
A(q,r,d) : ΩM → C, ξ → q(ξ1)+
∞∑
i=2
r(ξ1, ξi) d(i − 1). (31)
Here r :F × F → C is called an interaction function, d ∈ 1N a distance function, and q ∈
Cb(F ) a potential. The extra parameter β ∈ C is usually called the inverse temperature. In this
context the partition function Zn(βA(q,r,d)) as defined in (3) coincides with the usual partition
function for the two-body interaction with respect to (q, r, d) and periodic boundary condition
(see [19, Corollary 1.11.3]). We will assume additional properties of the distance function and
the interaction function. A list of examples will be given in Examples 6.1 and 6.5.
An interaction function r is said to be of Ising type, if there exists a finite number of functions
si , ti :F → C such that
r(ξ, η) =
M∑
i=1
si(ξ)ti(η).
The minimal number M is called the rank of r .
Example 6.1.
(i) Ising model. Let F ⊂ C be a bounded set and r(ξ, η) = ξη. In E. Ising’s original model
[6] he took F = {±1}, the so called spin- 12 model, in order to describe ferromagnetism of a
solid, where the spins of the electrons can only take values in a set with two elements, “spin
up” or “spin down.”
(ii) Let F ⊂H be a bounded subset of a finite-dimensional Hilbert space (H, 〈· | ·〉). Then any
bilinear form β on H defines an interaction function of Ising type via r(ξ, η) := β(ξ, η). In
fact, choose an orthonormal basis (ej )j=1,...,dimH for H, then
β(ξ, η) = β
( dimH∑
i=1
〈ξ | ei〉ei, η
)
=
dimH∑
i=1
〈ξ | ei〉β(ei, η).
Note that r has rank less or equal to dimH.
(iii) The (generalized) Stanley M-vector model, cf. [24]. It is a special case of (ii): TakeH= RM
with r(ξ, η) = 〈ξ | η〉 and F := {v ∈ RM | r(v, v) = s2} to be the (M−1)-sphere with radius
s > 0 equipped with the (normalized) surface measure ν on F .
The following table gives a list of physical models which can be seen as applications of Stan-
ley’s M-vector model. Depending on the parameter M these models have special names.
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1 Ising model One-component fluid, binary alloy, mixture
2 Planar model λ-Transition in a Bose fluid
3 Heisenberg model (Anti-)ferromagnetism
M > 3 M-vector model No physical system discovered yet
This table is taken from [25, p. 488] where one can also find a lot of references to the
underlying physics. Note that the rank 1 case gives F = {±1} and hence the spin- 12 Ising
model.
(iv) If F is finite, then every interaction function is of Ising type, since
r(ξ, η) =
∑
z∈F
r(ξ, z) δ(η, z),
where δ :F ×F → C is Kronecker’s delta on F . In particular, the finite-state Potts model is
of Ising type: Let F be a finite set and r(ξ, η) = δ(ξ, η). This model is due to R. Potts [17]
and describes the situation where only electrons with identical spin interact.
We remark that Ising, Potts, and Stanley have considered these models only for finite range
interactions.
Consider the interactions A(q,r,d) with distance functions d belonging to subspacesDp ⊂ 1N
(for p ∈ [1,∞[) which are defined as follows: d = dB,v,w ∈Dp if and only if there exist a Hilbert
space H and a Schatten class operator B ∈ Sp(H) with spectral radius ρspec(B) < 1 and vectors
v,w ∈H such that
d :N → C, k → d(k) = 〈Bk−1v ∣∣w〉H.
Now, let d = dB,v,w ∈Dp and r(ξ, η) =∑Mi=1 si(ξ)ti(η). We rewrite the Ising type observable
A(q,r,d) : ΩM → C in such a way that we can apply Theorem 5.3.
A(q,r,d)(ξ) = q(ξ1)+
∞∑
i=2
M∑
j=1
sj (ξ1)tj (ξi)
〈
B
i−2v
∣∣w〉H
= q(ξ1)+
∞∑
i=2
〈
(BM)
i−2tM(ξi, v)
∣∣ sM(ξ1,w)〉HM ,
where BM :HM → HM , (z1, . . . , zM) → (Bz1, . . . ,BzM), sM :F × H → HM , sM(ξ, v) :=
(s1(ξ)v, . . . , sM(ξ)v), and, similarly, tM :F ×H→HM, tM(ξ, v) := (t1(ξ)v, . . . , tM(ξ)v).
Theorem 6.2. Let (F, ν,M,A(q,r,d)) be a subshift where q ∈ Cb(F ), d = dB,v,w ∈ Dp and r ∈
Cb(F × F) is an interaction function of Ising type, say r(ξ, η) =∑Mi=1 si(ξ)ti(η) with si , tj ∈
Cb(F ). Then there exists an index no ∈ N depending on B such that for all n  no the iterates
Mnβ ∈ End(L2(F, dν) ⊗ˆF(HM)) of the Ruelle–Mayer transfer operator
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=
∫
F
M(σ, ξ) exp
(
βq(σ )+ β〈z ∣∣ sM(σ,w)〉)f (σ, tM(σ, v)+BMz)dν(σ )
are of trace class and satisfy the dynamical trace formula
Zn(βA(q,r,d)) = det
(
1 − Bn)M traceMnβ.
Proof. By assumption the sets {aξ := sM(ξ,w) ∈HM | ξ ∈ F } and {bξ := tM(ξ,w) ∈HM | ξ ∈
F } are bounded. Choose m ∈ N large enough such that Bm has operator norm less than one and
is Hilbert–Schmidt. Proposition 5.2, applied to BM , shows that the associated function c(m; ·) is
bounded, hence integrable. Thus we can apply Theorem 5.3 to Mβ which proves the claim. 
Corollary 6.3 (Ising model). Let F ⊂ C be a bounded set equipped with a finite measure ν
and (F, ν,M,A(q,r,d)) be a subshift, where q ∈ Cb(F ), d = dB,v,w ∈ Dp and r(ξ, η) = ξη.
Then there exists an index no ∈ N depending on B such that for all n  no the iterates
Mnβ ∈ End(L2(F, dν) ⊗ˆF(H)) of the Ruelle–Mayer transfer operator
(Mβf )(ξ, z) =
∫
F
M(σ, ξ) exp
(
βq(σ )+ βσ 〈z|w〉)f (σ,σv + Bz) dν(σ )
are trace class and satisfy Zn(βA(q,r,d)) = det(1 − Bn) traceMnβ.
Corollary 6.4 (Potts model). Let F = {1, . . . ,N} be a finite alphabet, the measure ν on F be
identified with its distribution vector, and (F, ν,M,A(q,r,d)) be a subshift, where q :F → C,
d = dB,v,w ∈Dp and r(ξ, η) = δ(ξ, η). Then there exists an index n0 ∈ N depending on B such
that for all n  n0 the iterates Mnβ ∈ End(L2(F, dν) ⊗ˆ F(HN)) of the Ruelle–Mayer transfer
operator
(Mβf )(l; z1, . . . , zN)
=
N∑
k=1
M(k, l)νk exp
(
βq(k)+ β〈zk | w〉
)
f
(
k; (δk,mv +Bzm)m=1,...,N
)
are trace class and satisfy Zn(βA(q,r,d)) = det(1 − Bn)N traceMnβ.
By the canonical identification L2(F, dν) ⊗ˆ F(HN) ∼= F(HN)N the Ruelle–Mayer transfer
operator can be rewritten as
(Mβ(f1, . . . , fN))l (z1, . . . , zN)
=
N∑
k=1
M(k, l)νk exp
(
βq(k)+ β〈zk | w〉
)
fk
(
(δk,mv +Bzm)m=1,...,N
)
.
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(i) Finite range. There exists ρ0 ∈ N, the range of d , such that d(k) = 0 for all k > ρ0. Re-
mark 6.6 below shows that d ∈D1.
(ii) Polynomial-exponential. d : N → C, k → λkp(k), where p ∈ C[z] is a polynomial and
λ ∈ C with 0 < |λ| < 1 is the decay rate. Remark 6.7 below shows that d ∈D1.
(iii) Superexponential. Let γ > 0, δ > 1 and d :N → C, k → a(k) exp(−γ kδ), where a :N → C
is of lower order such that limk→∞ a(k) exp(−1k2) = 0 for all 1, 2 > 0. Proposition 6.8
below shows that d ∈D1. (The decay estimate can be weakened, cf. Example 6.9.)
(iv) Suitable infinite superpositions of exponentially decaying terms:
d(k) =
∞∑
i=1
ciλ
k
i ,
where λ ∈ pN (1  p < ∞) and c : N → C such that cλ : N → C, n → cnλn belongs to
1N. Obviously, d ∈Dp .
Example: Pick a holomorphic function f on the unit disk with f (0) = 0, 0 < |λ| < 1, then
d(k) = f (λk) belongs to D1.
We conclude this section with the verification of the various claims made in Example 6.5. We
start with some obvious facts on finite-range interactions.
Remark 6.6. For ρ0 ∈ N>1 let
Bρ0 :=
⎛
⎜⎜⎜⎝
0 1
. . .
. . .
0 1
0
⎞
⎟⎟⎟⎠ ∈ Mat(ρ0, ρ0;Z).
(i) Then Bρ0 is a ρ0-step nilpotent matrix with spectral radius ρspec(Bρ0) = 0.
(ii) Let d : N → R be a finite range distance function, say d(k) = 0 for all k > ρ0, λ ∈ C×, and
wd ∈ Cρ0 with entries wd(k) = λ1−k d(k). Then d(k) = 〈(λBρ0)k−1wd | e1〉 for all k ∈ N,
where e1 = (1,0, . . . ,0).
Fix an additional decay parameter λ with |λ| < 1. Then ‖(λBρ0)k‖ < 1 for all k ∈ N and the
dynamical trace formula for the Ruelle–Mayer transfer operator built from λBρ0 holds for all
n ∈ N (instead just for n ρ0 in the case λ = 1).
Remark 6.7. Let p ∈ N0 and B(p) ∈ Mat(p + 1,p + 1;R) be the unipotent (lower) triangular
matrix with entries
(
B
(p)
)
i,j
=
{(
i
j
)
, j  i,0, otherwise.
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⎛
⎜⎜⎜⎜⎜⎝
1
k
...
kp−1
kp
⎞
⎟⎟⎟⎟⎟⎠=
(
B
(p)
)k−11
with 1 = (1, . . . ,1) ∈ Zp+1. Consequently, for c := (c0, . . . , cp) ∈ Cp+1 we have
λk
p∑
i=0
cik
i = 〈λk(B(p))k−11 ∣∣ c〉.
Thus the distance functions d(k) := λk∑pi=0 ciki belongs to D1.
Proposition 6.8. Let g : N → C \ {0} with ∑∞k=1 | g(k)g(k+1) |p < ∞. We define Bg : CN → CN,
(Bgz)k := g(k)g(k+1) zk+1. Then:
(i) Bg leaves the spaces qN invariant for 1 q < ∞. Moreover, it defines continuous opera-
tors with ‖Bg‖qN→qN  supk∈N | g(k)g(k+1) | on these spaces.
(ii) For all z ∈ pN, n ∈ N0, k ∈ N, we have (Bngz)k = g(k)g(k+n) zk+n.
(iii) Bg : 2N → 2N belongs to the Schatten class Sp(2N). Moreover, it satisfies ρspec(Bg) < 1
as well as det(1 − Bng) = 1 for all n p.
(iv) If, for d : N → C, the function vd : N → C, vdm := g(m)d(m) belongs to 2N, then
d(k) = 1
g(1)
〈
B
k−1
g v
d
∣∣ e1〉2N,
where e1 = (1,0, . . . ,0). In particular d = dBg,vd ,e1 ∈Dp for 1 p < ∞.
Proof. Let 1 q < ∞ and z ∈ qN, then
‖Bgz‖qqN =
∞∑
k=1
∣∣∣∣ g(k)g(k + 1)zk+1
∣∣∣∣
q
 sup
k∈N
∣∣∣∣ g(k)g(k + 1)
∣∣∣∣
q
‖z‖q
qN
.
This implies (i). Assertion (ii) is easily shown by induction. The 2N-adjoint B∗g of Bg is given
by
B
∗
g : 2N → 2N,
(
B
∗
gz
)
i
=
{0, i = 1,
g(i−1)
g(i)
zi−1, i  2.
Therefore ((BgB∗g)(z))k = | g(k)g(k+1) |2zk, which shows that BgB∗g is diagonal with respect to the
standard basis. We can read off the singular numbers of Bg being the square roots of the diagonal
J. Hilgert, F. Rilke / Journal of Functional Analysis 254 (2008) 476–505 503entries of BgB∗g . By assumption they belong to pN. Using a telescope product argument one
shows that for all k ∈ N the quotient | g(k)
g(k+n) | tends to zero as n → ∞. Hence we can find n ∈ N
such that ‖Bng‖ < 1 so that ρspec(Bg) < 1. With respect to the standard basis of 2N the operator
Bg is an upper triangular matrix with zeros along the diagonal, hence det(1 − Bng) = 1 for all
n p. As a consequence of (ii) we have
(
B
n
gv
d
)
l
= g(k)
g(l + n)v
d
l+n =
g(l)
g(l + n)g(l + n)d(l + n)
for all n ∈ N0, l ∈ N, which immediately implies that
〈
B
k−1
g v
d
∣∣ e1〉= (Bk−1g vd)1 = g(1) d(k). 
Remark 6.9.
(i) For any nowhere-vanishing sequence s ∈ pN setting g : N → C, g(k) := (∏k−1l=1 s(l))−1
one obtains a function g of the kind required in Proposition 6.8. In particular, s(k) = g(k)
g(k+1)
and |s| : N → C, n → |s(n)| is the sequence of singular numbers of the corresponding
weighted shift operator Bg . Functions g : N → C satisfying the summability condition∑∞
k=1 | g(k)g(k+1) |p < ∞ are, for instance, g(k) := exp(γ kδ) with γ > 0, δ > 1.(ii) More generally, consider the following distance function d : N → C which was studied by
D. Mayer in [11, p. 100]: d(k) = a(k) exp(−γ kδ), where γ > 0, δ > 1 and a : N → C is
a lower order term, in the sense that limk→∞ a(k) exp(−1 k2) = 0 for all 1, 2 > 0 . We
claim that
d(k) = 〈Bk−1g vd ∣∣ e1〉2N,
where vd(m) := a(m) exp(γ ((m − 1)δ − mδ)) defines vd ∈ 2N, and g : N → C, m →
exp(γ (m− 1)δ) defines Bg ∈ S1(2N) with ‖Bg‖ < 1.
To prove the claim note first that g(1) = 1 and g satisfies the summability condition from
Proposition 6.8: For δ > 1 and j  0 we have
jδ − (1 + j)δ = jjδ−1 − (1 + j)(1 + j)δ−1  (j − 1 − j)jδ−1 = −jδ−1.
Hence
∞∑
k=1
∣∣∣∣exp(γ (k − 1)δ)exp(γ kδ)
∣∣∣∣
p

∞∑
k=1
exp
(−γp(k − 1)δ−1), (32)
which is finite for all p > 0. Hence the corresponding weighted shift operator Bg : 2N →
2N is trace class. Moreover, Bg has operator norm bounded by exp(−γ ) < 1. It remains
to show that vd ∈ 2N. We proceed similar to the previous estimate (32). For 0 < 1 < γ ,
0 < 2  δ − 1, by our assumptions on the lower order term a we can find a constant C > 0
such that
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1N =
∞∑
k=1
exp
(−γ (kδ − (k − 1)δ))∣∣a(k)∣∣
 C
∞∑
k=1
exp
(−γ kδ−1 + 1k2)
 C
∞∑
k=1
exp
(−(γ − 1)kδ−1)< ∞.
This proves the claim and hence shows that Proposition 6.8(iv) applies to d .
(iii) For d ∈Dq for some q it would be sufficient that vd ∈ 2N and (32) holds for some p < ∞.
These observations allow to weaken the conditions on the lower order term. For instance,
the sequence a might grow like k → exp(γ kδ−1−) for all  > 0.
This allows to extend Mayer’s results. In particular, det(1−Bng) = 1 for almost all n together
with Theorems 2.2 and 6.2 implies that
ζR(z) = exp(
∑no−1
n=1
zn
n
Zn)
detno(1 − zMβ)
.
This should be compared to interactions with finite range (Example 6.5(i)) or to vanishing
interaction (Proposition 5.1) where a single transfer operator suffices, too. The simple form
of the dynamical trace formula yields
ζR(z) = 1det(1 − zMβ)
and
ζR(z) = exp(zZ1)detn2(1 − zGM)
,
respectively, for the corresponding transfer operators. In all these cases we obtain a
cancellation-free representation of zeta and a (complete) spectral interpretation of its poles.
The zeta function for super-exponential interactions thus behaves like the zeta function as-
sociated with a finite range interaction up to a nowhere-vanishing entire function.
For more complicated interactions it seems plausible that the knowledge that Theorem 2.2
combined with the numerical analysis and analytical perturbation theory (with respect to β
and a finite number of λj ) still can be used to produce bounds for zeros. In fact, approxi-
mation by finite rank operators helps to locate the spectrum of the transfer operators, so for
suitable (generic) B cancellations do not occur.
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