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INTRODUCTION
En 1857, en traduisant dans une langage moderne, Riemann a montré que l’équa-
tion hypergéométrique peut être reconstruite, à isomorphisme près, à partir de la
connaissance de ses monodromies aux points 0, 1 et ∞. Dans une langage moderne,
on dit que l’équation hypergéométrique est rigide et que son système local est physi-
quement rigide. Katz, dans son livre Rigid Local Systems [11], donne une condition
nécessaire et suffisante pour qu’un système local L sur P1 soit physiquement rigide
(Théorème 1.1.2 page 14). Dans la section 3.1 on étend cette définition au cadre des
DP1-modules en utilisant la notion d’extension minimale, laquelle est présentée dans
le chapitre 2.
Katz montre, cf. [11] Théorème 3.0.2 page 91, que la transformation de Fourier, en
caractéristique positive, préserve l’indice de rigidité des faisceaux pervers irréductibles,
pourvu que ni le faisceau ni sont transformé de Fourier soient à support ponctuel.
D’autre part Katz pense aussi que la transformation de Fourier dans le cadre des D-
modules doit préserver l’indice de rigidité, cf. [11] page 10. En utilisant ces conditions
comme guide, on infère l’énoncé du théorème 3.2.1, cf. section 3.2, et on le démontre
dans le cas où le module de départ est régulier sur P1. Pendant la préparation de
cette thèse, S. Bloch et H. Esnault ont montré ce résultat en toute généralité dans
[2]. Nous proposons ici une démonstration différente lorsque le module de départ est
à singularités régulières sur P1.
La démonstration est faite en comparant l’indice de rigidité d’un DP1-module, cf.
Théorème 3.1.1, et de son transformé de Fourier, cf. Théorème 3.1.7. L’expression
de l’indice de rigidité du DP1-module de départ fait appel à la connaissance de la
monodromie sur chacun de ses points singuliers et l’expression de l’indice de rigidité
de son transformé de Fourier fait appel à la connaissance de la monodromie en 0 et des
monodromies de la décomposition de Turrittin à l’infini. Les notions de transformation
de Fourier et de décomposition de Turrittin sont présentées dans le chapitre 1. Dans
son livre Équations différentielles à coefficients polynomiauxMalgrange montre, d’une
façon analytique, que ces monodromies ne sont pas indépendantes, cf. [16] Théorème
XII.2.9 page 203. Dans le chapitre 3 on le démontre d’une façon algébrique en utilisant
aussi la notion de couples d’espaces vectoriels, notion présenté dans le chapitre 2.

CHAPITRE 1
MODULES SUR LES ANNEAUX D’OPÉRATEURS
DIFFÉRENTIELS
Le but de ce chapitre introductif est de rappeler, tantôt au niveau des germes tantôt
au niveau de l’algèbre de Weyl, les notions d’holonomie, de localisation, de connexion
méromorphe, de régularité / irrégularité, de transformation de Fourier, d’inversion,
de dualité et la notion de irréductibilité, (laquelle va jouer un rôle important dans
la préservation de l’indice de rigidité par transformation de Fourier notion qui sera
présentée dans le chapitre 3).
Le résultat important de ce chapitre est le Théorème 1.9.5 (décomposition de Tur-
rittin à l’infini du transformé de Fourier d’un A1-module holonome régulier, y compris
l’infini), lequel est un cas particulier d’un résultat déjà connu — le Théorème 1.9.1,
mais ici on donne une démonstration directe, sans avoir besoin de ramifier, car la
pente à l’infini du polygone de Newton est égale à 1.
Dans ce chapitre on s’intéresse aux anneaux d’opérateurs différentiels à coefficients
sur un des trois anneaux suivants : C[x1, . . . , xn] (polynômes à n variables), C{x}
(séries convergentes), C[[x]] (séries formelles) et aux modules sur ces anneaux.
1.1. Anneaux d’opérateurs différentiels
Dans cette section on présente la définition de l’algèbre de Weyl de dimension n et
la définition des algèbres D et D̂. Ensuite on présente des algorithmes de division, en
dimension 1, pour ces trois algèbres, grâce auxquels on peut caractériser les idéaux
de ces trois anneaux (A1, D et D̂) cf. section 1.2.
1.1.1. L’algèbre de Weyl
On va définir l’algèbre de Weyl comme un anneau d’opérateurs dans un C-espace
vectoriel de dimension infinie. Pour cela, on commence par fixer quelques notations.
Dans ce mémoire C[X] désigne l’anneau des polynômes C[x1, . . . , xn]. Son algèbre
d’opérateurs linéaires est notée EndC(C[X]) et ses opérations sont l’addition et la
composition des opérateurs. L’algèbre de Weyl sera définie comme une sous-algèbre
de EndC(C[X]).
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Définition 1.1.1 (Algèbre de Weyl). Soient x̂1, . . . , x̂n les opérateurs de C[X] dé-
finis par les formules x̂i(f)
.= xif , pour chaque f ∈ C[X] et ∂xi les opérateurs définis
par ∂xi(f)
.= ∂f∂xi , pour chaque f ∈ C[X]. On note An la sous-algèbre de EndC(C[X])
engendrée par les x̂i et les ∂xi et on l’appelle l’algèbre de Weyl d’ordre n.
Seulement dans la section 2.6 on aura besoin de travailler avec des algèbres de Weyl
d’ordre plus grand que 1. Dorénavant, dans ce chapitre, on va étudier, avec plus de
détail, l’algèbre de Weyl A1.
Proposition 1.1.2. Tout élément P ∈ A1 \{0} peut être écrit, de façon unique, sous
la forme
∑d
i=0 ai(x)∂
i
x, où ai(x) ∈ C[x] et ad 6≡ 0.
Démonstration. Cf. Proposition 1.2.3 [13] page 3.
Définition 1.1.3. Soit P =
∑d
i=0 ai(x)∂
i
x un élément de A1. On appelle exposant de
P , et on note exp(P ), le couple (d .= deg∂x P, δ(P )
.= deg ad(x)).
Cet exposant est additif par rapport au produit :
exp(PQ) = exp(P ) + exp(Q)
(somme en N2.) En effet, si Q = bm(x)∂mx + · · · + b0(x), on peut écrire PQ =
ad(x)bm(x)∂d+mx + R, R = cn(x)∂nx + · · · + c0(x), où n < d + m. On en déduit
de cela une "assertion de division" :
Théorème 1.1.4. Soient A,P ∈ A1 tels que exp(P ) = (d, δ). Il existe un seul couple
(Q,R) d’éléments de A1 tel que :
1. A = QP +R,
2. R =
degA∑
l=d
δ−1∑
k=0
rklx
k∂lx + S, où degS < d et rkl ∈ C.
Démonstration. Existence) Soit (n,m) = exp(A). Dans ce cas on peut écrire
· A = αxm∂nx + a(x)∂nx +A′, où α ∈ C∗, deg a(x) < m et degA′ < n,
· P = βxδ∂dx + b(x)∂dx +B′, où β ∈ C∗, deg b(x) < δ et degB′ < d.
Si exp(P ) + N2 3 exp(A) alors :
A1 = A−
(
α
β
xm−δ∂n−dx
)
P = cn(x)∂nx + · · ·+ c0(x),
où cn(x), . . . , c0(x) ∈ C[x] et deg cn(x) < m ou cn(x) ≡ 0.
En particulier on a exp(A1) + N2 3 exp(A). Par récurrence
on montre qu’il existe un seul couple (Q,R) qui vérifie les
propriétés 1 et 2. Les couples (k, l) qui apparaissent dans
l’expression de R sont ceux qui sont contenus dans la partie
pointée de la figure 1.
δ(P ) _ •
//
OO

degP

degA
Figure 1
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Unicité) Soient (Q1, R1), (Q2, R2) deux couples qui vérifient les propriétés 1 et
2. Étant donné que A = Q1P + R1 = Q2P + R2, (Q1 − Q2)P + (R1 − R2) = 0. Si
Q1−Q2 6= 0 alors exp((Q1−Q2)P ) ∈ exp(P )+N2. Vu qu’aucun "monôme" de R1−R2
appartient à exp(P ) + N2, le "monôme" associé à exp((Q1 −Q2)P ) ne peut pas être
annulé par aucun "monôme" de R1 − R2 et pourtant (Q1 − Q2)P + (R1 − R2) 6= 0,
alors Q1 = Q2 et donc R1 = R2.
1.1.2. Les algèbres D et D̂
De façon analogue à l’algèbre de Weyl, on va définir les algèbres D et D̂ comme
des anneaux d’opérateurs sur un C-espace vectoriel de dimension infinie.
Définition 1.1.5. Soit x l’opérateur de C{x} (resp. C[[x]]) défini par la formule
x(f) .= xf , pour chaque f ∈ C{x} (resp. f ∈ C[[x]]) et ∂x l’opérateur défini par
∂x(f)
.= ∂f∂x , pour chaque f ∈ C{x} (resp. f ∈ C[[x]]). On note D (resp. D̂) la sous-
algèbre de EndC(C{x}) (resp. EndC(C[[x]])) engendrée par C{x} et ∂x (respectivement
C[[x]] et ∂x).
Proposition 1.1.6. Tout élément P ∈ D (resp. P ∈ D̂) peut être écrit, de façon
unique, sous la forme
∑d
i=0 ai(x)∂
i
x, où ai(x) ∈ D (resp. ai(x) ∈ D̂) et ad 6= 0 en tant
qu’opérateur.
Démonstration. Cf. Proposition 1.2.3 [13] page 3.
Définition 1.1.7. Soit P =
∑d
i=0 ai(x)∂
i
x un élément de D (resp. D̂). On appelle
exposant de P , et on note exp(P ), le couple (d .= deg∂x P, val(P )
.= val (ad)).
Cet exposant est additif par rapport au produit :
exp(PQ) = exp(P ) + exp(Q)
(somme en N2.) En effet, si Q = bm(x)∂mx + · · · + b0(x), on peut écrire PQ =
ad(x)bm(x)∂d+mx + R, R = cn(x)∂nx + · · · + c0(x), où n < d + m. On en déduit
de cela une "assertion de division" :
Théorème 1.1.8. Soient A,P ∈ D (resp. A,P ∈ D̂) tels que exp(P ) = (d, v). Il
existe un seul couple (Q,R) d’éléments de D (resp. D̂) tels que :
1. A = QP +R,
2. R =
v−1∑
k=0
degA∑
l=d
rkl(x)xk∂lx+S, où degS < d et les rkl(x) sont des unités ou nulles.
Démonstration. Cf. Proposition 2.1.1 [13] page 5.
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1.2. Idéaux à gauche d’opérateurs différentiels
Dans cette section on va étudier en détail la structure des idéaux à gauche de A1,
D et D̂. On montre que tous ces idéaux sont engendrés par deux éléments.
1.2.1. Structure des idéaux de A1
δ
_δp • • •
• •
•
_δq •
//
OO

p q

d
Figure 2
Étant donné un idéal I, l’ensemble Exp(I) est, par
définition, le sous-ensemble de N2 formé par tous les
exp(P ), P ∈ I \ {0}. En particulier
Exp(I) + N2 = Exp(I)
car I est un idéal de A1. Cet ensemble a la forme indiquée
dans la figure 2. La partie pointée du bord de Exp(I) est
dénotée par ES(I) et on l’appellera l’escalier de I. On
utilisera la notation suivante :
ES(I) = {(p, δp), (p+ 1, δp+1), . . . , (q, δq)}
où p = min{degP | P ∈ I \ {0}} et pour chaque j δj = min {δ(P ) | j = deg(P ) et
P ∈ I \ {0}}. En plus (comme on peut voir dans la figure 2)
Exp(I) =
⋃
p≤j<q
{(j, δj) + {0} × N} ∪
{
(q, δq) + N2
}
Définition 1.2.1. Une base de division de I consiste de la donnée pour chaque
(j, δj) ∈ ES(I) d’un élément Pj ∈ I tel que exp(Pj) = (j, δj).
Proposition 1.2.2. Soit I un idéal propre de A1 et {Pp, . . . , Pq} une base de division
de I. Alors :
1. Pour chaque élément A ∈ A1 il existe une famille unique d’éléments
Qp, . . . , Qq−1 ∈ C[x], Qq ∈ A1 et R ∈ A1 tels que
A = QpPp + · · ·QqPq +R
où
R =
min{q,degA}∑
l=p
δl−1∑
k=0
cklx
k∂lx +
degA∑
l=q+1
δq−1∑
k=0
cklx
k∂lx + S
et degS < p et les ckl ∈ C.
2. Avec ces notations on a A ∈ I si et seulement si R = 0.
Démonstration. L’existence de la famille décrite en 1 est une conséquence de l’asser-
tion de division -Théorème 1.1.4. Pour commencer on divise A par Pq. Après on divise
le reste par Pq−1. Vu que les monômes du reste touchés par la division par Pq−1 sont
de degré inférieur ou égale à q−1, Qq−1 ∈ C[x]. En itérant cette procédure on montre
l’existence des opérateurs Pp, . . . , Pq, R vérifiant les conditions imposées par 1.
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Pour montrer l’unicité de Pp, . . . , Pq, R il suffit de montrer que si QpPp + · · · +
QqPq +R = 0, où Qp, . . . , Qq, R vérifient les conditions imposées par 1, alors tous ces
opérateurs sont 0. On montre cela en examinant les exposants des QiPi qui seraint
non nuls.
Montrons maintenant la condition 2. A ∈ I si et seulement si R ∈ I. Si R 6= 0,
alors, par construction, exp(R) 6∈ Exp(I) et donc R ∈ I si et seulement si R = 0.
Remarque 1.2.3. Soit ES(I) = {(p, δp), (p + 1, δp+1), . . . , (q, δq)} l’escalier de I.
Prenons un système minimal {(j1, δj1), . . . , (jr, δjr )} d’éléments de ES(I) tel que
Exp(I) =
⋃r
k=1
{
(jk, δjk) + N2
}
(ceux-ci sont les sommets où l’angle est dirigé vers
l’origine). On appelle ce système l’escalier minimal de I et on le note ESM(I). On peut
reconstruire une base de division de I en connaissant ESM(I) de la façon suivante :
Pj1 , ∂xPj1 , . . . , ∂
j2−j1−1
x Pj1 , . . . , Pjr−1 , ∂xPjr−1 , . . . , ∂
jr−jr−1−1
x Pjr−1 , Pjr
(bien sûr, on doit avoir j1 = p et jr = q). On appelle Pj1 , . . . , Pjr base de division
minimale de I.
Remarque 1.2.4. D’après la figure 2, l’escalier minimal ESM(I) est le sous-ensemble
maximal de Exp(I) qui vérifie les conditions suivantes de minimalité :
(1) ji = min{degP | δji = δ(P ) et P ∈ I \ {0}},
(2) δji = min{δ(P ) | ji = degP et P ∈ I \ {0}},
(3) p = min{degP | P ∈ I \ {0}},
(4) q = min{δ(P ) | P ∈ I \ {0}}.
Définition 1.2.5. Une base de division minimale de I consiste de la donnée pour
chaque (j, δj) ∈ ESM(I) d’un élément Pj ∈ I tel que exp(Pj) = (j, δj).
Dans la section 1.6, cf. Corollaire 1.8.26 , on verra que la transformation de Fourier,
pour les idéaux réguliers, envoie escaliers minimaux dans escaliers minimaux.
1.2.1.1. Les idéaux sont engendrés par deux éléments
Définition 1.2.6. Soit P =
∑d
k=0 ai(x)∂
k
x ∈ A1, avec ak(x) ∈ C[x] et ad 6≡ 0. On
appelle points singuliers de l’opérateur P les zéros de ad.
Si on admet des opérateurs différentiels à coefficients dans C[x, a−1d (x)], on a l’as-
sertion de division suivante :
Lemme 1.2.7. Soit A ∈ A1. A admet les écritures uniques suivantes :
A = PQ+R = Q′P +R′
où (Q,R), (Q′, R′) ∈ C[x, a−1d (x)]〈∂x〉 et degR < degP , degR′ < degP .
Démonstration. Cf. Lemme 1.1.2 page 68 [13]
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Corollaire 1.2.8. Soit I un idéal de A1 et soit Pp ∈ I obtenu selon la Définition
1.2.1. Alors chaque élément A ∈ I admet l’écriture suivante : A = QPp, où Q ∈
C[x, a−1d (x)]〈∂x〉. En particulier il existe a(x) ∈ C[x], Q′ ∈ A1 tels que a(x)A = Q′Pp.
Démonstration. Soit A ∈ I. D’après le Lemme 1.2.7, A admet l’écriture suivante : A =
QPp+R, où Q,R ∈ C[x, a−1d (x)]〈∂x〉. Vu que R ∈ I et degR < degPp, R = 0, donc il
existe Q ∈ C[x, a−1d (x)]〈∂x〉 tel que A = QPp. En particulier, après la multiplication
par des puissances convenables de ad(x), on montre qu’il existe a(x) ∈ C[x] tel que
a(x)A = Q′Pp, où Q′ ∈ A1.
Les idéaux de A1 sont relativement simples, au sens qu’ils sont engendrés par deux
éléments. Ce résultat est déjà connu d’après les travaux de Dixmier, cf. [6] Proposition
1.6.i page 291, et de Stafford, [25] Théorème 3.1 page 434. On présente maintenant
une démonstration alternative qui nous permet obtenir ces deux éléments, d’une façon
directe, quand on prend une base de division de l’idéal.
Proposition 1.2.9. Si Pp, Pp+1, . . . , Pq est une base de division de I alors Pp et Pq
engendrent I.
Démonstration. Soit J = A1.Pp+A1.Pq ⊂ I et considérons le A1 -module I/J . Lequel
est de type fini sur A1 et sur C[x], car il est engendré par les classes de Pq+1, . . . , Pq−1
grâce à 1.2.2.
Étant donné que I/J est libre et de dimension finie sur C[x], cf. Lemme 1.2.10, et
que pour chaque m ∈ I/J il existe a(x) ∈ C[x] tel que a(x).m = 0, cf. Lemme 1.2.7,
I/J = 0 et donc I = J .
Lemme 1.2.10. Soit M un A1-module de type fini. Si M est aussi de type fini sur
C[x], alors M est un C[x]-module libre de dimension finie.
Démonstration. Si M est de type fini sur C[x], alors Mx−α .= M ⊗C[x] C{x − α},
α ∈ C est de type fini sur C{x − α}. On va montrer maintenant que M =Mx est
libre sur C{x} (la démonstration pour α 6= 0 est identique). Vu queMx est de type fini
sur C{x}, M/(x)M est un C-espace vectoriel de dimension finie. Soit [e1], . . . , [en]
une base de cet espace vectoriel, où e1, . . . , en sont des représentants en M. Soit
N = C{x}.e1 + · · · + C{x}.en ⊂ M et ϕ : N ↪→ M  M/(x)M le morphisme
composition. Vu que ϕ est un épimorphisme, N + (x)M = M. Par le Lemme de
Nakayama N =M, ce qui entraîne l’existence d’un morphisme surjectif :
C{x}n //M // 0.
Soit K le noyau de ce morphisme et (εi)i=1,...,n la base canonique de C{x}n. Un
élément de K admet alors l’écriture
∑
aiεi, avec ai ∈ C{x} et par construction∑
aiei = 0 en M. Étant donné que M est aussi un A1-module ∂x(
∑
aiei) = 0. Vu
que e1, . . . , en est un système de générateurs deM on peut écrire ∂xej =
∑
i bjiei, ce
qui entraîne que
∑
i(∂ai/∂x+
∑
j ajbji)ei = 0 et donc
∑
i(∂ai/∂x+
∑
j ajbji)εi ∈ K.
1.2. IDÉAUX À GAUCHE D’OPÉRATEURS DIFFÉRENTIELS 9
Étant donné que val(∂ai/∂x+
∑
j ajbji) < val(ai), où val est la valuation en x = 0,
l’itération du procédé précédent nous amène au cas où il existe i tel que val(ai) = 0
(i.e. ai unité). Dans ce cas là le passage au quotient permet de construire une combi-
naison linéaire nulle non triviale de la base {[e1], . . . , [en]} ce qui est une contradiction,
si K 6= 0, donc M ' C{x}n. Ceci entraîne que M ⊗C[x] OC est localement libre, le
Corollaire [23] 4.9 page 76 entraîne que M est libre (il suffit prendre Σ = {∞}).
1.2.2. Structure des idéaux de D et de D̂
v
_αp • • •
• •
•
_αq •
//
OO

p q

d
Figure 3
Dans cette sous-section on rappele quelques résultats
de J. Briançon et Ph. Maisonobe (voir [4]).
Étant donné un idéal I de D (resp. D̂), l’ensemble
Exp(I) est, par définition, le sous-ensemble de N2 formé
par tous les exp(P ), P ∈ I \ {0}. En particulier
Exp(I) + N2 = Exp(I)
car I est un idéal de D (resp. D̂). Cet ensemble a la forme
indiquée dans la figure 3. La partie pointée du bord de
Exp(I) est dénotée par ES(I) et on l’appellera l’escalier de I. On utilisera la notation
suivante :
ES(I) = {(p, αp), (p+ 1, αp+1), . . . , (q, αq)}
où p = min{degP | P ∈ I \ {0}} et pour chaque j αj = min {val(P ) | j = deg(P ) et
P ∈ I \ {0}}. En plus (comme on peut voir dans la figure 3)
Exp(I) =
⋃
p≤j<q
{(j, αj) + {0} × N} ∪
{
(q, αq) + N2
}
Définition 1.2.11. Une base de division d’un idéal I de D (resp. D̂), consiste de la
donnée pour chaque (j, αj) ∈ ES(I) d’un élément Pj ∈ I tel que exp(Pj) = (j, αj).
Pp est défini à unité près (par division).
Proposition 1.2.12. Soit I un idéal propre de D (resp. D̂) et {Pp, . . . , Pq} une base
de division de I. Alors :
1. Pour chaque élément A ∈ D (resp. A ∈ D̂) il existe une famille unique d’élé-
ments Qp, . . . , Qq−1 ∈ C{x} (resp. C[[x]]), Qq ∈ D (resp. D̂) et R ∈ D (resp. D̂) tel
que
A = QpPp + · · ·QqPq +R
où
R =
min{q,degA}∑
l=p
αl−1∑
k=0
uklx
k∂lx +
degA∑
l=q+1
αq−1∑
k=0
cklx
k∂lx + S
et degS < p et ukl sont des constantes dont certaines peuvent être nulles.
2. Avec ces notations on a A ∈ I si et seulement si R = 0.
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Démonstration. Cf. Proposition 2.2.2 page 6 [13].
Théorème 1.2.13. Si Pp, Pp+1, . . . , Pq est une base de division d’un idéal propre I
de D (resp. D̂), alors Pp et Pq engendrent I.
Démonstration. Cf. Proposition 2.3.1 page 7 [13].
Définition 1.2.14. Soit I ⊂ Dx un idéal à gauche non nul. Pour cet idéal on défini
les entiers :
m0(I)
.= inf{deg∂x(P ) | P ∈ I \ {0}},
m1(I)
.= inf{val(P ) | P ∈ I \ {0}}.
1.3. Modules holonomes
Dans cette section on présente la notion d’holonomie et on montre que les A1 (resp.
D ou D̂)-modules holonomes non nuls sont isomorphes au quotient de l’anneau A1
(resp. D ou D̂) par un idéal propre.
1.3.1. A1-modules holonomes
La notion d’holonomie d’un A1-moduleM finiment engendré est construite à l’aide
du polynôme de Hilbert d’une bonne filtration du module M . On rappelle tout de
suite les notions nécessaires pour la définir.
1.3.1.1. Degré d’un opérateur de A1.
Le degré Deg d’un opérateur de A1 se comporte de façon analogue au degré d’un
polynôme. Les différences sont dues à la non commutativité de A1.
Définition 1.3.1. Soit P ∈ A1. On appelle degré de P , et on note Deg P , l’entier
Deg
(
P =
m∑
i=0
n∑
j=0
αijx
i∂jx
)
.= max{i+ j | αij 6= 0}.
Proposition 1.3.2. Le degré Deg, pour chaque P, P ′ ∈ A1, vérifie les propriétés
suivantes :
(1) Deg(P + P ′) ≤ max{Deg(P ),Deg(P ′)},
(2) Deg(PP ′) = Deg(P ) + Deg(P ′),
(3) Deg[P, P ′] ≤ Deg(P ) + Deg(P ′)− 2.
Démonstration. Cf. Théorème 1.1 page 14 [5].
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1.3.1.2. Bonnes filtrations
Grâce au degré Deg on peut construire la famille B = (Bk)k∈N de sous-ensembles
de A1, où
Bk
.= {P ∈ A1 | Deg(P ) ≤ k}.
Cette famille est en effet une filtration de A1 (cf. les détails dans [5] page 56) et on
l’appelle filtration de Bernstein.
Théorème 1.3.3. L’anneau gradué grB(A1) est isomorphe à C[x, y].
Démonstration. Cf. [5] Théorème 3.1 page 58.
Définition 1.3.4 (Bonne filtration). Soit M un A1-module et Γ une filtration de
M croissante, exhaustive et compatible à la filtration B. On dit que la filtration Γ est
bonne s’il existe k0 ∈ N tel que Γi+k = BiΓk, pour chaque k ≥ k0 et pour chaque
i ≥ 0.
Proposition 1.3.5. Tous les A1-modules finiment engendrés admettent une bonne
filtration.
Démonstration. Pour chaque A1-module M finiment engendré, il suffit prendre la
filtration ΓkM
.=
∑n
i=1 Bkui (laquelle est bonne), où u1, . . . , un sont des générateurs
de M .
Proposition 1.3.6. Si Γ et Ω sont deux bonnes filtrations du A1-module M compa-
tibles à la filtration B, alors il existe k ∈ N tel que
Ωj−i ⊆ Γj ⊆ Ωj+i,
pour chaque j ≥ k.
Démonstration. Cf. [5] Proposition 3.2 page 72.
Proposition 1.3.7. Une filtration Γ croissante, exhaustive et compatible à la filtra-
tion B d’un A1-module M est bonne si et seulement si
grΓM .=
⊕
i≥0
Γi+1/Γi
est finiment engendré sur grBA1.
Démonstration. Cf. [5] Proposition 3.1 page 71. On remarque que Coutinho prends
pour définition de bonne filtration d’un A1-moduleM , une filtration Γ telle que grΓM
est finiment engendré.
12 CHAPITRE 1. MODULES SUR LES ANNEAUX D’OPÉRATEURS DIFFÉRENTIELS
1.3.1.3. Dimension
Proposition 1.3.8. Si M = ⊕i≥0Mi est un module gradué finiment engendré sur
l’anneau C[X], alors il existe un polynôme χ(t) ∈ Q[t] et un entier positif N tel que
s∑
i=0
dimCMi = χ(s),
pour chaque s ≥ N .
Démonstration. Cf. [5] Théorème 1.1 page 74.
Si M est un A1-module finiment engendré, alors il admet une bonne filtration Γ
relativement à B et son gradué est finiment engendré sur l’anneau grBA1 ' C[x, y] (cf.
Théorème 1.3.3). Le polynôme χ(t,Γ,M) est appelé le polynôme de Hilbert de M .
Définition 1.3.9 (Dimension). Soit M un A1-module finiment engendré et Γ une
bonne filtration de M . On appelle degré de M à degχ(t,Γ,M) et on le note d(M).
Proposition 1.3.10. Si M est un A1-module finiment engendré le degré d(M) ne
dépend pas du choix de la bonne filtration de M .
Démonstration. Soient Γ et Ω deux bonnes filtrations deM . Par la Proposition 1.3.6 il
existe k tel que Ωj−k ⊂ Γj ⊂ Ωj+k. En particulier dimC Ωj−k ≤ dimC Γj ≤ dimC Ωj+k.
Grâce à la Proposition 1.3.8 on a pour j  0
χ(j − k,Ω,M) ≤ χ(j,Γ,M) ≤ χ(j + k,Ω,M).
Vu que le comportement de ce polynôme à l’infini est déterminé par le monôme de
plus grand degré, χ(t,Ω,M) et χ(t,Γ,M) ont le même degré et donc d(M) ne dépend
pas du choix de la bonne filtration de M .
1.3.1.4. Holonomie
Définition 1.3.11 (Holonomie). Un A1-module finiment engendré M est dit holo-
nome si M = 0 ou si d(M) = 1.
Proposition 1.3.12. Les A1-modules holonomes sont isomorphes à A1/I où I est
un idéal non nul de A1.
Démonstration. Cf. [5] Proposition 1.3 et Corollaire 1.2 page 87.
1.3.2. D et D̂-modules holonomes
La notion d’holonomie d’unD (resp. D̂)-moduleM finiment engendré est construite
à l’aide du polynôme de Hilbert d’une bonne filtration du module M. On rappelle
tout de suite les notions nécessaires pour la définir.
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1.3.2.1. Degré d’un opérateur de D ou de D̂
Le degré deg∂x d’un opérateur de D (resp. D̂) se comporte de façon analogue au
degré d’un polynôme. Les différences sont dues à la non commutativité de D (resp.
D̂).
Définition 1.3.13. Soit P ∈ D (resp. P ∈ D̂). On appelle degré de P , et on note
deg∂x P , l’entier
deg∂x
(
P =
d∑
i=0
ai(x)∂ix
)
.= d,
où ad(x) 6= 0 en tant qu’élément de C{x} (resp. C[[x]].)
Proposition 1.3.14. Le degré deg∂x , pour chaque P, P
′ ∈ D (resp. P, P ′ ∈ D̂) vérifie
les propriétés suivantes :
(1) deg∂x(P + P
′) ≤ max{deg∂x(P ),deg∂x(P ′)},
(2) deg∂x(PP
′) = deg∂x(P ) + deg∂x(P
′),
(3) deg∂x [P, P
′] ≤ deg∂x(P ) + deg∂x(P ′)− 1.
Démonstration. Analogue à la Proposition 1.3.2.
1.3.2.2. Bonnes filtrations
Grâce au degré deg∂x on peut construire la famille (FkD)k∈N (resp. (FkD̂)k∈N) de
sous-ensembles de D (resp. D̂), où
Fk
.= {P | deg∂x(P ) ≤ k}.
Cette famille est en effet une filtration de D (resp. D̂) (cf. les détails dans [13] para-
graphe 1.3.1 page 3).
Définition 1.3.15 (Bonne filtration). Soit M un D (resp. D̂)-module et FkM
une filtration de M croissante, exhaustive et compatible à la filtration (FkD)k∈N
(resp. (FkD̂)k∈N). On dit que la filtration FkM est bonne s’il existe j0 ∈ N tel que
FiDFjM = Fi+jM (resp. FiD̂FjM = Fi+jM ) pour chaque i ≥ 0 et chaque j ≥ j0.
Proposition 1.3.16. Tous les D (resp. D̂)-modules finiment engendrés admettent
une bonne filtration.
Démonstration. Cf. [13] Proposition 3.2.2 page 10.
Proposition 1.3.17. Si (FkM)k∈N et (GkM)k∈N sont deux bonnes filtrations du D
(resp. D̂)-module M compatibles à la filtration (FkD)k∈N (resp. (FkD̂)k∈N), alors il
existe j0 ∈ N tel que
Gj−iM⊆ FjM⊆ Gj+iM,
pour chaque j ≥ j0.
Démonstration. Cf. [13] Proposition 3.2.3 page 11.
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Proposition 1.3.18. Une filtration (FkM)k∈N croissante, exhaustive et compatible
à la filtration (FkD)k∈N (resp. (FkD̂)k∈N)d’un D (resp. D̂)-moduleM est bonne si et
seulement si
grFM .=
⊕
i≥0
Fi+1M/FiM
est finiment engendré.
Démonstration. Cf. [13] Proposition 3.2.2 page 10.
1.3.2.3. Dimension
Comme dans le cas de l’algèbre de Weyl, siM est un D (resp. D̂)-module noethé-
rien, alors il admet une bonne filtration (FkM)k∈N et son gradué M est noethérien
sur l’anneau C{x}[ξ] .= grFD (resp. C[[x]][ξ] .= grF D̂). La notion de dimension est
définie à partir de la fonction d’Hilbert :
HM(t) =
∞∑
n=0
dimC[(x, ξ)nM/(x, ξ)n+1M ]tn.
Celle-ci vérifie la Proposition suivante :
Proposition 1.3.19. Soit M un D (resp. D̂)-module noethérien et HM(t) sa fonc-
tion d’Hilbert. Il existe d ∈ N et R ∈ Z[t, t−1] tels que
HM(t) =
R(t)
(1− t)d
et que R(1) > 0.
Démonstration. Cf. [13] Proposition 3.4.1 page 16.
Définition 1.3.20 (Dimension). Soit M un D (resp. D̂)-module noethérien,
(FkM)k∈N une bonne filtration de M et HM(t) = R(t)(1−t)d sa fonction d’Hilbert. On
appelle degré deM à d et on le note d(M).
Proposition 1.3.21. SiM est un D (resp. D̂)-module noethérien le degré d(M) ne
dépend pas du choix de la bonne filtration deM.
Démonstration. Cf. [13] Proposition 3.3.7 page 15.
1.3.2.4. Holonomie
Définition 1.3.22 (Holonomie). Un D (resp. D̂)-module finiment engendréM est
dit holonome siM = 0 ou si d(M) = 1.
Proposition 1.3.23. Les D (resp. D̂)-modules holonomes sont isomorphes à D/I
(resp. D̂/I) où I est un idéal non nul de D (resp. D̂).
Démonstration. Cf. [13] Corollaire 3.3.5 page 14.
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Proposition 1.3.24. Soit M ' D/I un D-module holonome tel que m0(I) = 0 (cf.
Définition 1.2.14). AlorsM' (D/Dx)m1(I).
Démonstration. Cf. [26] Proposition 4.11 page 69.
1.4. Localisation et connexions méromorphes
Dans cette section on introduit les notions de localisation et de connexion méro-
morphe et on montre l’équivalence de ces deux notions dans le cadre des D (resp. D̂)-
modules holonomes. On montre aussi que les A1 (resp. D ou D̂)-modules holonomes
localisés sont isomorphes à A1/I (resp. D/I ou D̂/I), où I est un idéal principal non
nul de A1 (resp. D ou D̂).
1.4.1. Localisation sur C[x][∗Σ]
Notation 1.4.1. Soit Σ = {α1, . . . , αn} ⊂ C un sous-ensemble fini de C. On note
C[x][∗Σ] l’anneau C[x, (x− α1)−1, . . . , (x− αn)−1].
Définition 1.4.2 (Localisation). Soit Σ ⊂ C un sous-ensemble fini et soitM unA1-
module holonome. On appelle localisé de M le long Σ le A1-module M ⊗C[x] C[x][∗Σ]
et on le note M [∗Σ].
Définition 1.4.3. Soit M = A1/I un A1-module holonome et soit Pp = ad(x)∂dx +
· · ·+ a0(x) ∈ I obtenu selon la Définition 1.2.1. On appelle points singuliers de M les
racines de ad(x).
Proposition 1.4.4. Si M un A1-module holonome, il existe un opérateur P ∈ A1 \
{0} et un morphisme surjectif
A1/A1 · P ϕ−→M −→ 0
tel que son noyau, kerϕ, est à support sur l’ensemble Σ = {α1 · · · , αn} des points
singuliers de M (i.e. il est une somme directe de modules de torsion sur C[x− αi]).
Démonstration. Cf. [13] Corollaire 1.1.4 page 68.
Corollaire 1.4.5. Si Σ est l’ensemble des points singuliers d’un A1-module holonome
M , son localisé sur Σ est un A1-module holonome isomorphe à A1/(P ), pour un
certain P ∈ A1 \ {0}.
Démonstration. Immédiate car kerϕ, cf. Proposition 1.4.4, est à support dans Σ.
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1.4.2. Localisation sur C{x}[x−1] ou C[[x]][x−1]
Définition 1.4.6 (Localisation). SoitM un D (resp. D̂)-module. On appelle loca-
lisé de M le D (resp. D̂)-module M⊗C{x} C{x}[x−1] (resp. M⊗C[[x]] C[[x]][x−1]) et
on le noteM[x−1].
Proposition 1.4.7. Le localisé d’un D (resp. D̂)-module holonome est isomorphe à
D/(P ) (resp. D̂/(P )) pour un certain P ∈ D \ {0} (resp. P ∈ D̂ \ {0}) et donc
holonome.
Démonstration. Cf. [13] Corollaire 4.2.8 page 21.
1.4.3. Connexions méromorphes
Définition 1.4.8. Une connexion méromorphe MK , où K = C{x}[x−1] ou
C[[x]][x−1], est un K-espace vectoriel de dimension finie munie d’une dérivation
∂x vérifiant les propriétés :
(1) ∂x :MK →MK est C-linéaire.
(2) Pour chaque f ∈ K et m ∈MK ∂x(fm) = ∂f∂xm+ f∂xm.
Proposition 1.4.9. Une connexion méromorphe sur C{x}[x−1] (resp. C[[x]][x−1]) dé-
termine un D (resp. D̂)-module holonome localisé et vice versa.
Démonstration. Cf. [13] Corollaire 4.3.2 page 22.
1.5. Irréductibilité
Dans cette section on présente la notion d’irréductibilité et on présente une condi-
tion nécessaire vérifiée par les A1-modules holonomes irréductibles.
Définition 1.5.1. Soit R un anneau avec unité. On dit qu’un R-module M est irré-
ductible si 0 et M sont les seuls sous-modules de M .
Proposition 1.5.2. Soit M = A1/(P = Pp, Q = Pq), cf. Proposition 1.2.9, un A1-
module holonome irréductible. Alors :
1) si P 6= Q, P et Q n’ont pas de facteur commun (à gauche et à droite),
2) si P = Q, P est irréductible.
Démonstration. 1) Si P , Q ne sont pas relativement primes, on a deux cas à étudier :
soit (P,Q) = (P ′R,Q′R), soit (P,Q) = (RP ′′, RQ′′) pour un certain R ∈ A1 \ C.
Dans le premier cas on a (P,Q) ( (R) 6= A1 et on a la surjection :
M = A1/(P,Q) A1/(R),
dans le deuxième cas on a (P,Q) ( (P ′′, Q′′) 6= A1 et on a la surjection :
M = A1/(P,Q) A1/(P ′′, Q′′).
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Dans les deux cas on conclut que M n’est pas irréductible, donc P et Q sont relati-
vement primes.
La démonstration de 2) est, mutatis mutandis, la même.
Lemme 1.5.3. Soit M 6= 0 un A1-module holonome irréductible. Si M est de x -
torsion, c’est-à-dire pour chaque m ∈ M il existe n ∈ N tel que xnm = 0, alors
M = A1/A1.x.
Démonstration. Vu queM est holonome, il existe un idéal I non nul de A1 tel queM =
A1/I. Étant donné que M est de x -torsion, il existe n ∈ N tel que xn[1] = 0, c’est-à-
dire xn ∈ I, donc I ⊂ (xn) ⊂ (x). En particulier on a le morphisme surjectif canonique
pi : A1/I → A1/A1.x. Vu que pi([1]) = [1] 6= 0, kerpi 6= M. Par l’irréductibilité de M,
kerpi = 0, alors pi est un isomorphisme.
Corollaire 1.5.4. Soit M 6= 0 un A1-module holonome irréductible. Si M 6= A1/A1.x,
alors M est un sous A1-module de M[x−1].
Démonstration. Prenons le morphisme de localisation :
λ : M −→ M[x−1].
m 7−→ m⊗ 1
Étant donné que M est irréductible kerλ = 0 ou kerλ = M. Si kerλ = M, M est de x
-torsion et alors M = A1/A1.x. Par hypothèse M 6= A1/A1.x, alors kerλ = 0 et donc
M est un sous A1-module de M[x−1].
1.6. Modules tordus
On présente maintenant la notion de torsion, laquelle nous permet unifier les no-
tions de transformation de Fourier, inversion et de dualité. Pour cela on commence
avec une construction générale. Soit R un anneau, M un R-module à gauche (resp.
à droite) et σ un automorphisme (resp. un antiautomorphisme) de R. On définit un
nouveau module, noté Mσ et appelé torsion de M par σ, le R-module à gauche défini
de la façon suivante :
(1) Mσ =M comme groupe abélien,
(2) pour chaque a ∈ R et m ∈ M l’action de a sur m est donnée par l’expression
a •m .= σ(a)m (resp. a •m .= mσ(a).)
Des calculs élémentaires montrent queMσ est un R-module à gauche et que la torsion
par σ définit un foncteur de la catégorie des R-modules à gauche dans elle-même.
Proposition 1.6.1. Si R est un anneau, M un R-module à gauche (resp. à droite)
et σ un automorphisme (resp. un antiautomorphisme) de R alors :
(1) Mσ est irréductible si et seulement si M est irréductible.
(2) Mσ est un module de torsion si et seulement si M est un module de torsion.
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(3) Si N est un sous-module de M alors (M/N)σ 'Mσ/Nσ.
(4) Si J est un idéal à gauche (respectivement à droite) de R et σ(J) .=
{σ(r)|r ∈ J} alors σ(J) est un idéal à gauche de R et (R/J)σ ' R/σ−1(J).
Démonstration. Cf. [5] Proposition 2.1 page 38, pour le cas où σ est un auto-
morphisme. Si σ est un antiautomorphisme la démonstration est similaire.
1.6.0.1. Exemples d’application :
Appliquons cette construction à A1 (resp. A1[x−1] ou D ou D̂) afin de définir la
transformation de Fourier (resp. l’inversion ou la transformation droite-gauche).
Définition 1.6.2. La transformation de Fourrier et l’inversion sont, resp. les auto-
morphismes suivants :
F : C[x]〈∂x〉 −→ C[x]〈∂x〉,
x 7−→ −∂x
∂x 7−→ x
I : C[x, x−1]〈∂x〉 −→ C[x, x−1]〈∂x〉,
x 7−→ x−1
∂x 7−→ −x2∂x
La transformation droite-gauche en D (resp. D̂) est l’antiautomorphisme :
D − G : C{x}〈∂x〉 −→ C{x}〈∂x〉,
x 7−→ x
∂x 7−→ −∂x
resp.
D − G : C[[x]]〈∂x〉 −→ C[[x]]〈∂x〉.
x 7−→ x
∂x 7−→ −∂x
F et I sont des morphismes de C -algèbres car les relations entre les générateurs
sont préservées. On remarque aussi que I−1 = I. D − G est un antiautomorphisme
de C -algèbres car les relations entre les générateurs sont anti-préservées.
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Définition 1.6.3. Soit M un A1-module (resp. un A1[x−1])-module. On appelle
transformation de Fourier (resp. inversion) le A1-moduleMF (resp. le A1[x−1]-module
MI .)
1.7. Dualité
Le but de cette section est de calculer l’expression explicite du dual, Ext1D(M,D),
d’un D-module holonome M. Pour cela on commence par présenter la notion de
résolution libre afin de pouvoir définir la notion de complexe de cohomologie des
Ext1D(M,D).
Si M est un D-module de type fini alors il admet une résolution par D-modules
libres :
· · · ϕi→ Dpi ϕi−1→ Dpi−1 · · · ϕ0→ Dp0 →M→ 0
où les ϕi sont des morphismes D-linéaires à gauche et satisfont la relation ϕi+1◦ϕi = 0
et aussiKerϕi = Imϕi+1. On rappelle que cette résolution est construite récursivement
en prenant des générateurs de Kerϕi dans chaque pas. Grâce à ce complexe on peut
construire un nouveau complexe :
HomD(Dp0 ,N ) ψ0→ HomD(Dp1 ,N ) ψ1→ · · · ψi−1→ HomD(Dpi ,N ) ψi→ · · ·
où ψi(f) = f ◦ ψi et Kerψ0 = HomD(M,N ). La cohomologie de ce dernier complexe
est notée ExtiD(M,N ) et donc on a :{
Ext0D(M,N ) = HomD(M,N )
ExtiD(M,N ) = Kerψi/Imψi−1 si i ≥ 1.
Cette cohomologie entraîne que la suite exacte courte
0→M′ →M→M′′ → 0
donne naissance à la suite exacte longue
0→ HomD(M′′,N )→ HomD(M,N )→ HomD(M′,N )→
→ Ext1D(M′′,N )→ Ext1D(M,N )→ Ext1D(M′,N )→ · · ·
Proposition 1.7.1. SiM est un D-module de type fini alors ExtiD(M,N ) = 0 pour
chaque i ≥ 2 et pour chaque D-module à gauche N .
Démonstration. Cf. [13] Proposition 1.3.5 page 50.
Définition 1.7.2. SoitM un D-module holonome. On appelle dual deM, et on note
M∗, le module (Ext1D(M,D))D−G .
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1.8. Régularité et irrégularité
Dans cette section on présente les notions de singularité régulière, de singularité
irrégulière d’une connexion méromorphe et comment nous pouvons le lire sur le po-
lygone de Newton.
1.8.1. Régularité
1.8.1.1. Régularité d’un opérateur de D ou D̂
Dans la section 1.4 on a vu que la connexion méromorphe MK , K = C{x}[x−1]
(resp. C[[x]][x−1]), est isomorphe à D/(P ) (resp. D̂/(P )) où P = ∑ ai(x)(x∂x)i,
ai(x) ∈ C{x} (resp. C[[x]]) cf. Proposition 1.4.7.
Définition 1.8.1. Soit MK = D/(P ) (resp. D̂/(P )) une connexion méromorphe,
où P =
∑
ai(x)(x∂x)i est le développement de P. En multipliant P par un élément
convénient de C{x}[x−1] (resp. C[[x]][x−1]), on peut supposer qu’au moins un des ai(x)
est une unité. Pour chaque “monôme” ai(x)(x∂x)i on associe le point (i,−val(ai)) de
N×Z et on appelle polygone de Newton, noté N(P ), l’enveloppe convexe de l’ensemble⋃
i
{
(i,−val (ai))− N2
}
.
Ce polygone ne dépend pas de la façon d’écrire P et il a la forme générique de la
figure suivante :
−v
• •
SSSS
SS
d•
JJJ
JJ
N(P ) •
,,
,,
,
•
Définition 1.8.2. On dit que P est régulier (ou qu’il a une singularité régulière en
0) si N(P ) est un quadrant. On dit que la connexion méromorpheMK est régulière
si elle est isomorphe à D/(P ) (resp. D̂/(P )) avec P régulier.
1.8.1.2. Régularité d’un opérateur de A1
Considérons P ∈ A1, P admet les écritures suivantes :
P =
d∑
k=0
bk(x)∂kx
Définition 1.8.3. Soit Σ = {α1, . . . , αn} l’ensemble des points singuliers de P . On
appelle composante homogène de poids λ en x − α, α ∈ Σ, de P, et on la note Pλ,
l’opérateur
Pλ
.=
p∑
k=0
ak,k−λ(x− α)k−λ∂kx .
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Lemme 1.8.4. Le poids de P en α vérifie les propriétés suivantes :
(1) pα(P1P2) = pα(P1) + pα(P2),
(2) si pα(P1) > pα(P2) alors pα(P1 + P2) = pα(P1).
Démonstration. Soient P,Q ∈ A1 et pα(P ), pα(Q) leurs poids respectifs en α. L’idée
de la démonstration consiste à décomposer P et Q en composantes homogènes selon
le poids :
P =
pα(P )∑
µ=pα(P )−m
Pµ,
Q =
pα(Q)∑
µ=pα(Q)−m′
Qµ,
où Pµ
.=
∑
bk,k−µ(x − α)k−µ∂kx , bk,k−µ ∈ C et Qµ .=
∑
ck,k−µ(x − α)k−µ∂kx ,
ck,k−µ ∈ C. Quand on travaille avec des opérateurs homogènes Pµ1 et Qµ2 de poids
µ1 et µ2 respectivement, on a l’identité suivante : pα(Pµ1Qµ2) = µ1 + µ2. Pour la
montrer il suffit de le faire au niveau des "monômes". Si (x−α)l∂kx , (x−α)l
′
∂k
′
x sont
des "monômes" de poids µ1 et µ2 respectivement, on a :
(x− α)l∂kx(x− α)l
′
∂k
′
x = (x− α)l
"
kX
n=0
l′!k!
(l′ − n)!(k − n)!n! (x− α)
l′−n∂k−nx
#
∂k
′
x
=
kX
n=0
l′!k!
(l′ − n)!(k − n)!n! (x− α)
l+l′−n∂k+k
′−n
x
et donc pα(Pµ1Qµ2) = µ1 + µ2. L’égalité précédente entraîne aussi que :
PQ =
m+m′∑
l=0
∑
µ+µ′=pα(P )+pα(Q)−l
PµQµ′ ,
donc pα(PQ) = pα(P ) + pα(Q).
La propriété (2) est démontrée d’une façon similaire, en prenant la décomposition
en composantes homogènes selon le poids.
Définition 1.8.5. On appelle poids à l’infini de P et on note p∞(P ) l’entier défini
par :
p∞(P ) = min{k − l | akl 6= 0}
= min{k − deg(ak(x)) | k ∈ {0, 1, . . . , d}}
Le poids à l’infini de P vérifie les propriétés suivantes :
(1) p∞(P1P2) = p∞(P1) + p∞(P2),
(2) si p∞(P1) < p∞(P2) alors p∞(P1 + P2) = p∞(P1).
Définition 1.8.6. P est dit à singularité régulière en α si deg∂x(P ) − valα(P ) =
pα(P ). P est dit à singularité régulière à l’infini si deg∂x(P )− δ(P ) = p∞(P ).
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Remarque 1.8.7. Quand α = 0, la notion de régularité de P ∈ A1 ⊂ D ⊂ D̂, en
x = 0, de la Définition 1.8.6 coïncide avec na notion de régularité de la Définition
1.8.2.
Lemme 1.8.8. Soit P,Q ∈ A1. PQ est à singularité régulière en α si et seulement
si P et Q sont à singularité régulière en α.
Démonstration. Si P,Q sont à singularité régulière, pα(P ) = deg(P ) − valα(P ) et
pα(Q) = deg(Q) − valα(Q) alors pα(PQ) = deg(PQ) − valα(PQ) et donc PQ est à
singularité régulière.
Si PQ est à singularité régulière, pα(PQ) = deg(PQ) − valα(PQ), alors
(pα(P )− (deg(P )− valα(P ))) + (p0(Q)− (deg(Q)− valα(Q)))) = 0. Vu que pour
chaque A ∈ A1, pα(A) − (deg(A)− valα(A)) ≥ 0, P et Q sont à singularités
régulières.
Lemme 1.8.9. Soit P,Q ∈ A1. PQ est à singularité régulière à l’infini si et seulement
si P et Q sont à singularité régulière à l’infini.
Démonstration. Analogue à la démonstration du Lemme 1.8.8.
1.8.1.3. Régularité d’un idéal de A1.
Proposition et Définition 1.8.10. Soit I un idéal non nul de A1. Les conditions
suivantes sont équivalentes :
(1) Il existe P ∈ I tel que P est à singularité régulière en α,
(2) L’un des opérateurs d’une base de division est à singularité régulière en α,
(3) Tous les opérateurs d’une base de division de I son à singularité régulière en α.
On dit qu’un idéal I est a singularité régulière (en α) si l’une des conditions précé-
dentes est vérifiée.
Démonstration. 3⇒ 1 Immédiate.
1 ⇒ 2 D’après le Corollaire 1.2.8 il existe un polynôme a(x) ∈ C[x] tel que a(x)P =
QPp. Vu que P et a(x) sont à singularité régulière, le Lemme 1.8.8 entraîne que Pp
est à singularité régulière.
2⇒ 3 Résulte du Lemme 1.8.22.
1.8.2. Irrégularité
1.8.2.1. Irrégularité d’un D-module
Définition 1.8.11. Soit M un C{x}〈∂x〉-module holonome à gauche de type fi-
nie et N un C{x}〈∂x〉-module holonome à gauche. Si les espaces des solutions
HomC{x}〈∂x〉(M,N ) et Ext1C{x}〈∂x〉(M,N ) sont de dimension finie sur C, on dit que
l’indice deM relativement à N est défini et on pose :
χ(M,N ) = dimCHomC{x}〈∂x〉(M,N )− dimC Ext1C{x}〈∂x〉(M,N ).
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Proposition 1.8.12. Soit 0 → M′ → M → M′′ → 0 une suite exacte courte de
D-modules de type fini et N un D-module de type fini. Si χ(M′,N ), χ(M′′,N ) sont
définis alors χ(M,N ) est défini et on a :
χ(M,N ) = χ(M′,N ) + χ(M′′,N ).
Démonstration. Cf. [13] Proposition 1.3.9 page 52.
Notation 1.8.13. K, K̂ désignent, resp. C{x}[x−1], C[[x]][x−1].
Théorème 1.8.14. SoitM un D-module holonome. Les indices deM relativement
à C{x}, C[[x]], C[[x]]/C{x}, K, K̂ et K̂/K sont bien définis.
Démonstration. Cf. [13] Théorème 1.3.10 page 53. Ce Thórème est dû en dimension
supérieure à Kashiwara [10].
Définition 1.8.15 (Irrégularité). Soit M un C{x}〈∂x〉-module holonome à
gauche. On appelle irrégularité deM l’invariant :
i(M) = χ (M,C[[x]])− χ(M,C{x}).
Lemme 1.8.16. Si M est un C{x}〈∂x〉-module holonome à gauche, alors : i(M) =
i(M[x−1]).
Démonstration. Appelons α le morphisme canonique M→M[x−1], m 7→ m ⊗ 1. A
partir de ce morphisme on peut construire la suite exacte :
0 −→ kerα −→M α−→M[x−1] −→ cokerα −→ 0,
où kerα, cokerα sont des C{x}〈∂x〉-modules de torsion sur Ox. Cette suite exacte
peut être décomposée en deux suites exactes courtes :
0 −→ kerα −→M α−→ imα −→ 0,
0 −→ imα −→M[x−1] −→ cokerα −→ 0,
celles ci entraînent que
χ(kerα,C[[x]])− χ(M,C[[x]]) + χ(imα,C[[x]]) = 0,
χ(kerα,C{x})− χ(M,C{x}) + χ(imα,C{x}) = 0,
χ(imα,C[[x]])− χ(M[x−1],C[[x]]) + χ(cokerα,C[[x]]) = 0,
χ(imα,C{x})− χ(M[x−1],C{x}) + χ(cokerα,C{x}) = 0,
donc i(kerα)− i(M) + i(M[x−1])− i(cokerα) = 0. Si L est un C{x}〈∂x〉-module ho-
lonome de torsion sur C{x} alors il existe k ∈ N0 tel que L ' C{x}〈∂x〉/(xk), cf. Pro-
position 1.3.24. On calcule maintenant ExtiC{x}〈∂x〉(L,C[[x]]), ExtiC{x}〈∂x〉(L,C{x}),
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i = 0, 1 à partir de leurs complexes de solutions respectifs :
Ext0C{x}〈∂x〉(L,C[[x]]) = ker
[
xk : C[[x]] −→ C[[x]]] = 〈0〉
Ext1C{x}〈∂x〉(L,C[[x]]) = coker
[
xk : C[[x]] −→ C[[x]]] = C[[x]]/(xk)
Ext0C{x}〈∂x〉(L,C{x}) = ker
[
xk : C{x} −→ C{x}] = 〈0〉
Ext1C{x}〈∂x〉(L,C{x}) = coker
[
xk : C{x} −→ C{x}] = C{x}/(xk)
donc i(L) = 0. Étant donné que kerα et cokerα sont des modules de torsion sur C{x},
C[[x]] respectivement, i(M) = i(M[x−1]).
Lemme 1.8.17. Si M = D/(P ) est une connexion méromorphe, où P =∑d
i=0 ai(x)(x∂x)
i, ad 6= 0 et au moins un des ai est une unité, alors i(M) = val(ad).
Démonstration. Cf. [13] démonstration du Théorème 1.3.10 page 53.
Grâce à ce Lemme on peut interpréter géométriquement i(M) comme étant la
distance sur le polygone de Newton de P :
OO
i(M)
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1.8.2.2. Irrégularité d’un opérateur de A1
Définition 1.8.18. Soit Σ = {α1, . . . , αn} l’ensemble des points singuliers de P ∈
A1. On appelle irrégularité en α ∈ Σ (au sens de B. Malgrange) de P , le nombre :
iα(P )
.= pα(P ) − (deg∂x(P ) − valα(P )). On appelle irrégularité à l’infini de P , le
nombre : i∞(P )
.= (deg ∂x(P )− δ(P ))− p∞(P ).
Proposition 1.8.19. Si P1, P2 ∈ A1, Σ1,Σ2 désignent les ensembles respectifs de
points singuliers de P1 et P2 et Σ
.= Σ1 ∪ Σ2 = {α1, . . . , αn}, alors iα(P1P2) =
iα(P1) + iα(P2), pour chaque α ∈ Σ.
Démonstration. Si α 6=∞ alors
iα(P1P2) = pα(P1P2)− (deg∂x(P1P2)− valα(P1P2))
= pα(P1) + pα(P2)− (deg∂x(P1) + deg∂x(P2)− valα(P1)− valα(P2))
= iα(P1) + iα(P2).
La démonstration dans le cas α =∞ est similaire.
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1.8.2.3. Irrégularité d’un idéal de A1.
Définition 1.8.20. Soit I un idéal de A1. On appelle irrégularité en α de I l’entier
positif ou nul
iα(I)
.= min{iα(P ) | P ∈ I \ {0}}.
Proposition 1.8.21. Si (Pp, . . . , Pq) une base de division de l’idéal I, où Pj =
aj(x)∂jx+b
(j)
j−1(x)∂
j−1
x + · · ·+b(j)0 (x), j = p, . . . , q et aj(x), b(j)j−1(x), . . . , b(j)0 (x) ∈ C[x],
alors il existe des éléments uniques λ(j)i (x) de C[x], où i, j ∈ {p, p+1, . . . , q}, tels que :
∂xPp = λ(p)p (x)Pp + ap(x)/ap+1(x)Pp+1,
∂xPp+1 = λ(p+1)p (x)Pp + λ
(p+1)
p+1 (x)Pp+1 + ap+1(x)/ap+2(x)Pp+2,
...
∂xPq−1 = λ(q−1)p (x)Pp + λ
(q−1)
p+1 (x)Pp+1 + · · ·+ aq−1(x)/aq(x)Pq.
Démonstration. Étant donné que Pj ∈ I, ∂xPj ∈ I, alors par la Proposition 1.2.2
∂xPj , j < q, admet l’écriture suivante :
∂xPj = cj+1(x)Pj+1 + λ
(j)
j (x)Pj + · · ·+ λ(j)p (x)Pp
où cj+1(x), λ
(j)
j (x), . . . , λ
(j)
p (x) ∈ C[x], en particulier on a l’égalité :
aj(x) = cj+1(x)aj+1(x)(1)
laquelle entraîne que cj+1(x) = aj(x)/aj+1(x) ∈ C[x].
Lemme 1.8.22. Les éléments d’une base de division de I ont même irrégularité.
Démonstration. Pour le démontrer, il suffit montrer que pour chaque j ∈ {p, . . . , q−1},
iα(Pj) = iα(Pj+1). Par la définition d’irrégularité cette égalité est équivalente à :
(2) pα(Pj+1)− valα(aj(x)/aj+1(x)) = pα(Pj) + 1.
Dans la Proposition 1.8.21 nous avons montré que :
(3) (aj(x)/aj+1(x))Pj+1 = (∂x − λ(j)j (x))Pj − λ(j)j−1(x)Pj−1 − · · · − λ(j)p (x)Pp,
cette égalité semble indiquer que pα(λ
(j)
j−1(x)Pj−1), . . . , pα(λ
(j)
p (x)Pp) ≤ pα(Pj). En
effet l’égalité 2 est conséquence immédiate des formules sur le poids, appliquées à
l’égalité 3, et du résultat plus fort : pα(Pj) < pα(Pj+1). Montrons le :
Pour j = p on a (ap(x)/ap+1(x))Pp+1 = (∂x − λ(p)j (x))Pp, par des formules sur le
poids on montre que pα(Pp) < pα(Pp+1).
Supposons le résultat vrai pour j = i. Par l’égalité 3 pour j = i et par les formules
sur le poids, on a pα(Pi+1) ≥ pα((ai(x)/ai+1(x))Pi+1) = 1 + pα(Pi), donc pα(Pi) <
pα(Pi+1).
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Proposition 1.8.23. Si {Pp, . . . , Pq} est une base de division de I alors
iα(I) = iα(Pp) = iα(Pp+1) = · · · = iα(Pq),
où α ∈ Σ = {α1, . . . , αn} et Σ est l’ensemble des points singuliers de Pp.
Démonstration. D’après le Corollaire 1.2.8 pour chaque P ∈ I il existe Q ∈ A1 et
a(x) ∈ C[x] tel que a(x)P = QPp. Vu que iα(a(x)) = 0, et comme iα(P1P2) =
iα(P1) + iα(P2), on déduit iα(P ) ≥ iα(Pp), donc iα(I) = iα(Pp). Les autres égalités
sont conséquence immédiate du Lemme 1.8.22.
1.8.3. Exemple
Une fois définie la notion de transformation de Fourier (cf. la sous-section 1.6.0.1)
et la notion de régularité, on étudie comment les exposants d’un opérateur, ou d’un
idéal, de A1 se comportent par transformation de Fourier.
Remarque 1.8.24. Soit P =
∑d
i=0 ai(x)∂
i
x ∈ A1, avec ad 6≡ 0. Si P est à singularité
régulière à l’infini alors δ(P ) = degx(P ). Cela est une conséquence immédiate de
la condition de singularité régulière à l’infini : d − deg(ad(x)) ≤ i − deg(ai(x)). La
condition de singularité régulière à l’infini entraîne aussi que P =
∑d
i=0
∑δ
j=0 αijx
j∂ix,
où δ = δ(P ), autrement dit P = αdδxδ∂dx + P ′, où Deg(P ′) < d + δ. Vu que le
transformé de Fourier d’un monôme préserve le degré Deg on a bien la Proposition
suivante :
Proposition 1.8.25. Soit P ∈ A1 un opérateur différentiel à singularité régulière à
l’infini. Si (d, δ) = exp(P ), alors (δ, d) = exp(FP ).
Corollaire 1.8.26. Soit I un idéal de A1 à singularité régulière à l’infini. Si
Pj1 , . . . , Pjr est une base de division minimale de I, alors F−1(Pjr ), . . . ,F−1(Pj1)
est une base de division minimale de F−1(I), où F désigne le transformé de Fourier.
Corollaire 1.8.27. Soit I un idéal de A1 et (Pp, . . . , Pq) une base de division de I.
Si I est à singularité régulière à l’infini, alors il existe a(x) ∈ C[x] et l ∈ N tels que
a(x)Pq = ∂lxPp.
Démonstration. D’après le Corollaire 1.2.8 on sait qu’il existe a(x) ∈ C[x], l ∈ N et
Q,Q′ ∈ A1 tels que
(4) a(x)Pq = QPp et xlF−1(Pp) = Q′F−1(Pq).
La deuxième égalité est conséquence de la régularité à l’infini de I qui entraîne que 0
est la seule singulatité de F−1(I). Sans perte de généralité, le degré de a(x) et de xl
sont minimales. Si on travaille en A1[∗Σ] ⊃ A1, où Σ est l’ensemble des singularités
en C, alors Pq = a(x)−1QPp, par application de la transformation de Fourier à la
deuxième égalité de 4 on a ∂lxPp = F(Q′)Pq, donc
∂lxPp = F(Q′)a−1(x)QPp,
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alors ∂lx = F(Q′)a−1(x)Q.
Soit P1P2 = ∂lx une factorisation dans A1. Vu que (l, 0) = Exp(∂lx) = Exp(P1) +
Exp(P2), P1 = α1∂l1x et P2 = α2∂l2x , avec α1α2 = 1 et l = l1 + l2. Étant donné
cela Q = b1(x)∂l1x et F(Q′) = ∂l2x b2(x), avec l = l1 + l2 et a(x) = b1(x)b2(x). La
substitution dans 4 donne
a(x)Pq = b1(x)∂l1x Pp et x
lF−1(Pp) = xl2b2(−∂x)F−1(Pq).
Grâce à la minimalité du degré de a(x), b1(x) = 1. Vu que xl est de degré minimale,
l2 = 0, alors l1 = l et b2(x) = a(x) et donc a(x)Pq = ∂lxPp.
Grâce à ce Corollaire on arrive à obtenir une caractérisation des A1-modules holo-
nomes irréductibles à singularités régulières, y compris l’infini qui complète la Propo-
sition 1.5.2, comme le montre la Proposition suivante :
Proposition 1.8.28. Soit M = A1/(P = Pp, Q = Pq), cf. Proposition 1.2.9, un
module holonome régulier à l’infini, irréductible, non nul et à singularités sur Σ∪{∞}.
Alors P et Q sont irréductibles.
Démonstration. Vu que M est à singularité régulière à l’infini, on sait qu’il existe
a(x) ∈ C[x] et l ∈ N tels que
(5) a(x)Q = ∂lxP,
grâce au Corollaire 1.8.27. Ce Corollaire, par Fourier inverse, montre aussi que
(6) xlF−1(P ) = a(−∂x)F−1(Q),
malgré le fait que M̂ ne soit pas, en général, régulier.
i) Si P = P1P2, avec P1, P2 6∈ C, alors, par questions de degré en ∂x, P2 6∈ (P,Q).
L’irréductibilité deM entraîne que le sous-module P2/(P,Q) ⊂M n’est pas nul, donc
il est égal à M , et par suite il existe S,U, V ∈ A1 tels que
SP2 = 1 + UQ+ V P.
Si on travaille en A1[∗Σ] et vu que A1 ⊂ A1[∗Σ], l’équation 5 peut être écrite de la
façon suivante :
Q = a(x)−1∂lxP
donc
SP2 = 1 + Ua(x)−1∂lxP1P2 + V P1P2
et alors
(S − Ua(x)−1∂lxP1 − V P1)P2 = 1.
Cette égalité entraîne que deg∂x(S − Ua(x)−1∂lxP1 − V P1) = 0 = deg∂x P2. Vu que
P2 ∈ A1, P2 ∈ C[x].
Par dualité on a M∗ = A1/(P ∗2 P ∗1 , Q∗). L’application du même raisonnement au dual
montre que P ∗1 ∈ C[x], cet à dire P1 ∈ C[x] et donc P ∈ C[x]\C. Vu que P ∈ C[x]\C,
0 6= H[Σ](M) ⊂ M . L’irréductibilité de M entraîne que H[Σ](M) = M . S’il existe
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α1, α2 ∈ Σ tels que α1 6= α2 et H[{α1}](M),H[{α2}](M) 6= 0, l’irréductibilité de M
entraîne que H[{α1}](M) = H[{α2}](M) = H[Σ](M) =M et donc M ' A1/(x− α1).
ii) Vu que la transformation de Fourier, dans le cas régulier à l’infini, change le rôle
entre P et Q, cf. Corollaire 1.8.26, l’application d’un raisonnement similaire à l’utilisé
pour l’équation 5 (dans ce cas appliqué à l’équation 6 reécrite de la façon F−1(P ) =
x−la(−∂x)F−1(Q)) montre que M̂ ' A1/(x) et donc M ' A1/(∂x), si Q n’est pas
irréductible.
1.9. Décomposition de Turrittin
Le but de cette section est de présenter les propriétés vérifiées par la décomposition
de Turrittin centrée à l’infini du formalisé du transformé de Fourier d’un A1-module
holonome régulier y compris l’infini.
On commence par rappeler le théorème de structure des connexions formelles ; tout
d’abord, une connexion L de rang un s’écrit, dans une base e sous la forme ∂e = −α¯e,
α¯ ∈ C[[x]][x−1]; et on a un isomorphisme L′ ' L⊗M , M est régulier si et seulement
si α¯′ − α¯ a un pôle simple. Pour chaque classe α de C[[x]][x−1] modulo pôles simples,
on choisit un représentant α¯ = α¯dx, et on appelle Lω la connexion correspondant à α¯
(le passage aux formes est destiné à rendre les formules invariants par changement de
coordonnées et ramification). On note encore IC[[t]] l’ensemble des C[[x]][x−1]dx (mod
pôle simple).
Théorème 1.9.1 (Décomposition de Turrittin). Soit M une connexion mé-
romorphe sur C[[x]][x−1]; après éventuellement une ramification, i.e. le remplacement
de de C[[x]][x−1] par C[[t]], tp = x, et celui de M par M˜ = C[[t]] ⊗C[[x]] M , il existe
une décomposition M = ⊕Lω ⊗Mω, ω ∈ IC[[t]], Mω est régulier. Si l’on suppose les ω
distincts, la décomposition est unique.
Démonstration. Cf. [16] Théorème 1.2 page 43 ou [13] Théorème 5.4.7 page 35
Théorème 1.9.2. Soit M = C[[x]]〈∂x〉/(P ) un C[[x]]〈∂x〉-module holonome localisé
et soit {L(1), . . . , L(r)} l’ensemble des pentes ordonné par ordre croissante. Alors
i) P se factorise en P1 · · ·Pr où P1, . . . , Pr ∈ C[[x]]〈∂x〉 et les pentes sont resp.
{L(1), . . . , L(r)}.
ii) M = ⊕ri=1C[[x]]〈∂x〉/(Pi) et la décomposition est unique.
Démonstration. Cf. [13] Théorème 5.3.1 page 30.
Afin de présenter les propriétés vérifiées par la décomposition de Turrittin centrée
à l’infini du formalisé du transformé de Fourier d’un A1-module holonome régulier y
compris l’infini, on rappelle les résultats suivants :
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Lemme 1.9.3. Soit P ∈ C[[x]]〈∂x〉 tel que N (P ) a au moins deux pentes non verti-
cales. Décomposons N(P )
//• •
KKK
K
• ??•
//
//
•
OO
en deux parties N1 et N2
//• •
KKK
K //•
--
--• ??•A •
OO OO
il existe une décomposition P = P1P2 tel que
1. N(P1) ⊂ N1 et N(P2) ⊂ N2,
2. A est un sommet de N(P1) et l’origine est un sommet de N(P2).
Démonstration. Cf. [13] Lemme 5.3.2 page 30.
Lemme 1.9.4. Soit P ∈ A1 et Q(x, ∂x) .= I ◦ F−1P (x, ∂x) ∈ A1[x−1], alors I ◦
F−1P (x+ α, ∂x) = Q(x, ∂x − αx2 ).
Démonstration. Immédiate, car F et I sont des morphismes de C -algèbres.
On a maintenant tout ce qu’il faut pour donner la décomposition de Turrittin à
l’infini. On donne tout de suite une démonstration directe de ce résultat déjà connu :
Théorème 1.9.5. Soit M = C[x]〈∂x〉/(P ) un C[x]〈∂x〉-module holonome à singula-
rités régulières y compris l’infini. Si µ(x − α1)k1 · · · (x − αm)km est le coefficient du
terme de plus grand degré en ∂x de P alors :
i) P̂ .= I ◦ F−1(P ) se factorise en P̂1 · · · P̂m, où P̂1, . . . , P̂m ∈ D̂x, deg∂x(P̂1) =
k1, . . . , deg∂x(P̂m) = km,
ii) ̂(MF [x−1])I = ⊕D̂x.eαi/x ⊗ D̂x/(P̂i(x, ∂x + αix2 )),
où ̂(MF [x−1])I désigne le formalisé de (MF [x−1])I .
Démonstration. i) Voir Lemme 1.9.6 qui est le résultat principal de ces notes, ii)
conséquence de i), du Théorème 1.9.2 et du fait qu’une transformation de coordonnées
convenables, i.e. les translations qui envoient, à la fois, chacune des racines de ad(x)
en 0, rendre chacun des éléments de la somme régulier en 0.
Lemme 1.9.6. Soit P ∈ C[x]〈∂x〉 un opérateur à singularités régulières y compris
l’infini, Σ = {∞, β1, . . . , βn} l’ensemble de ses points singuliers et {α1, . . . , αm} .=
(Σ∩C)∪ {0}, où α1 = 0. Si µ(x−α1)k1 · · · (x−αm)km est le coefficient du terme de
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plus grand degré en ∂x de P (k1 peut être égal à 0) alors, P̂
.= I ◦F−1(P ) se factorise
en P̂1 · · · P̂m, où P̂1 · · · P̂m ∈ D̂x, deg∂x P̂1 = k1, . . . ,deg∂x P̂m = km, P̂1(x, ∂x) est
régulier et ou à singularité régulière en 0, P̂i(x, ∂x), i = 2, . . . ,m a le polygone de
Newton comme suit :
//•
;;
;;
;;
; |
ki
−ki− •
OO
et Pi(x, ∂x + αix2 ), i = 1, . . . ,m a le polygone de Newton comme suit :
//|
ki
−ki •
OO
On peut associer à chaque pente du polygône de Newton une filtration
de C[[x]][x−1]〈∂x〉. Pour cela on prend l’application linéaire de deux variables
L(s0, s1)
.= λ0s0 + λ1s1, où λ0, λ1 ∈ N, λ′0 et λ1 sont relativement primes et λ1/λ0
est la pente correspondante dans le polygône de Newton et on définit cette filtration
de la façon suivante :
Définition 1.9.7. Soit P ∈ C[[x]][x−1]〈∂x〉. Si P est un ‘monome’ xa∂bx avec a ∈ Z et
b ∈ N on écrive
ordL(P ) = L(b, b− a)
et si P =
∑d
i=0 bi(x)∂
i
x avec bi(x) ∈ C[[x]][x−1] on écrive
ordL(P ) = max{L(i, i− val(bi) | i = 0, · · · , d}.
On défine maintenant la filtration LV C[[x]][x−1]〈∂x〉 indexée par Z de la façon sui-
vante :
LVkC[[x]][x−1]〈∂x〉 = {P ∈ C[[x]][x−1]〈∂x〉 | ordL(P ) ≤ k}.
Notation 1.9.8. L(1,1) note l’application linéaire L(1,1)(s0, s1)
.= s0 + s1 et L1 note
l’application linéaire L1(s0, s1)
.= s1.
Avant de démontrer le Lemme 1.9.6, on présente deux Lemmes qui décrivent le
comportement tantôt des opérateurs P̂i(x, ∂x) par translation (i.e. P̂i(x− α, ∂x), α ∈
C), tantôt des opérateurs Pi(x, ∂x) par translation.
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Lemme 1.9.9. Soit P (x, ∂x) =
∑k
i=0 ai(x)∂
i
x ∈ C[[x]][x−1]〈∂x〉 singulier régulier en 0
tel que val(ak(x)) = m, i.e. tel que son polygone de Newton est :
k −m •A
//
OO
k
alors P (x, ∂x + αx2 ), α 6= 0, a le polygone de Newton :
2k −m •B
CC
CC
CC
k −m− •A
//
OO
k
Démonstration. On commence par remarquer que
P (x, ∂x) = xm∂kx +Q(x, ∂x), Q(x, ∂x) ∈ L(1,1)V2k−m−1C[[x]][x−1]〈∂x〉.
En réécrivant cette égalité d’une façon plus adéquate a nos calculs on a
P (x, ∂x) = xm−2k(x2∂x)k +Q′(x, ∂x), Q′(x, ∂x) ∈ L(1,1)V2k−m−1C[[x]][x−1]〈∂x〉,
où Q′(x, ∂x) =
∑
bl(x)(x2∂x)l, donc
P (x, ∂x +
α
x2
) = xm−2k(x2∂x + α)k +Q′(x, ∂x +
α
x2
).
Étant donné que xi(x2∂x)j ∈ L(1,1)V2k−m−1C[[x]][x−1]〈∂x〉, L(1,1)(i + j, j) ≤ k − 1,
i.e. i + 2j ≤ k − 1, alors xi(x2∂x + α)j ∈ L(1,1)V2k−m−1C[[x]][x−1]〈∂x〉 et donc A, B
appartiennent au polygone de Newton, car α 6= 0.
Lemme 1.9.10. Soit P (x, ∂x) ∈ C[[x]][x−1]〈∂x〉 tel que son polygone de Newton est :
2k −m •B
CC
CC
CC
k −m− •A
//
OO
k
alors N (P (x, ∂x + αx2 )) est contenu dans le polygone :
2k −m •B
CC
CC
CC
k −m− •A
//
OO
k
et A appartient à N (P (x, ∂x + αx2 )).
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Démonstration. On commence par remarquer que
P (x, ∂x) =
k∑
i=0
bix
m−2k+i∂ix +Q(x, ∂x), Q(x, ∂x) ∈ L(1,1)V2k−m−1C[[x]][x−1]〈∂x〉,
où b0, . . . , bk ∈ C et bk = 1. En réécrivant l’égalité d’une façon plus adéquate a nos
calculs on a
P (x, ∂x) =
k∑
i=0
b′ix
m−2k−i(x2∂x)i+Q′(x, ∂x), Q′(x, ∂x) ∈ L(1,1)V2k−m−1C[[x]][x−1]〈∂x〉
où Q′(x, ∂x) =
∑
cl(x)(x2∂x)l, et b′k = 1, alors
P (x, ∂x +
α
x2
) =
k∑
i=0
b′ix
m−2k−i(x2∂x + α)i +Q′(x, ∂x +
α
x2
)
Vu que xi(x2∂x)j ∈ L(1,1)V2k−m−1C[[x]][x−1]〈∂x〉, L(1,1)(i+j, j) ≤ k−1, i.e. i+2j ≤ k−
1, alors xi(x2∂x + α)j ∈ L(1,1)V2k−m−1C[[x]][x−1]〈∂x〉. Comme pour chaque 0 ≤ j ≤ i,
L(1,1)(j, j − (m− 2k − i+ j)) = L(1,1)(j,−m+ 2k − i) = 2k −m− i+ j ≤ 2k −m et
b′ = 1, on a le résultat voulu. On remarque l’impossibilité de montrer que le ’monôme’
associé au point B a un coefficient non nul, car il y a plusieurs ’monômes’ dans la
droite AB qui contribuent pour ce point.
Remarque 1.9.11. Soit P ∈ C[x]〈∂x〉 un opérateur vérifiant les conditions du
Lemme 1.9.6. P =
∑n
k=0 ak(x)∂
k
x , où ak(x) ∈ C[x], {α2, . . . , αm} sont les ra-
cines de an(x) et α1 = 0 est éventuellement une racine de an(x) (cet à dire sa
multiplicité, k1, peut être 0) avec les multiplicités convenables, autrement dit
an(x) = (x− α1)k1 · · · (x− αm)km . Dire que αi i ≥ 1 est une singularité régulière de
P (ou régulier en α1, si α1 n’est pas racine de an(x)) équivaut a dire que
∀j = 0, . . . , n j − v(x−αi) (aj(x)) ≤ n− v(x−αi) (an(x))︸ ︷︷ ︸
= ki.
En particulier, si ki > m on a :
∀j = 0, . . . , n v(x−αi) (aj(x)) ≥ ki + j − n = (ki − n) + j ≥ ki − n,
cela veut dire que nous pouvons factoriser P de la façon suivante :
P = (x− αi)ki−nP˜ , P˜ ∈ C[x]〈∂x〉,
où P˜ est aussi a singularités régulières en {α0, . . . , αm} et P˜ =
∑n
k=0 a˜k(x)∂
k
x , où
a˜k(x) = ak(x)/(x−αi)ki−n ∈ C[x]. Vu que la transformation de Fourier et l’inversion
sont des morphismes de C -algèbres on peut supposer sans perte de généralité que
k1, . . . , km ≤ n.
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Si P est a singularités régulières en {α0, . . . , αm}, son polygone de Newton a la forme
suivant :
n− k1 •
//
n
n−K •
OO
où K = k1 + · · · + km. La condition de singularité régulière à l’infini entraîne que
F−1P a au plus deux pentes a l’infini et la forme général de son polygone de Newton
est :
K − n •
//|
k1
|
K
k1 − n •

OO
Montrons maintenant le Lemme 1.9.6.
Démonstration. Vu que P a le polygone de Newton suivant :
k − k1 •
//
k −K •
k
OO
où K = k1+ · · ·+kn et k = deg∂xP . D’autre part P̂ a le polygone de Newton suivant :
k − k1 •
88
88
88
88
88
//|
k1
|
K
k −K •
OO
En utilisant le Lemme 1.9.3, on peut factoriser P̂ dans le produit de deux opérateurs
P̂ = P̂1
˜˜P , où P̂1 est l’opérateur associé à la pente 0 et
˜˜P est le polynôme associé à la
pente 1. En plus P̂1,
˜˜P ont, respectivement, les polygones de Newton suivants :
k − k1 • //•
<<
<<
<<
<<
<< |K − k1//
k1
k1 −K− •
OO OO
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Si on prend maintenant P (x+ α2, ∂x), sont polygone de Newton est :
k − k2 •
//
k −K •
k
OO
alors P̂ (x, ∂x + α2x2 ) a, par le Lemme 1.9.4, le polygone de Newton suivant :
k − k2 •
88
88
88
88
88
//|
k2
|
K
k −K •
OO
Par le Lemme 1.9.9 on sait que N
(
P̂1(x, ∂x + α2x2 )
)
est :
k •
@@
@@
@@
k − k1 − •
//
k1
OO
et par le Lemme 1.9.10 on sait que N
(
˜˜P (x, ∂x + α2x2 )
)
est contenu dans
//
<<
<<
<<
<<
<< |
K − k1
k1 −K− •
OO
mais P̂ (x, ∂x+ α2x2 ) = P̂1(x, ∂x+
α2
x2 )
˜˜P (x, ∂x+ α2x2 ). Si on prend la pente L1(s0, s1) = s1,
on a en particulier que ordL1(P̂ (x, ∂x+
α2
x2 )) = ordL1(P̂1(x, ∂x+
α2
x2 ))+ordL1(
˜˜P (x, ∂x+
α2
x2 )), alors :
ordL1
(
P̂ (x, ∂x +
α2
x2
)
)
= L1(k2, k − k2)− L1(0, k)
= k − k2 + k
= L1(k2,−k2)
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donc le polygone de Newton de ˜˜P (x, x2∂x + α2) est comme suit :
//|
k2
|
K − k1
−k2 •
>>
>>
>>
>>
>
k1 −K− •
OO
alors ˜˜P (x, ∂x + α2x2 ) = P2(x, ∂x +
α2
x2 )
˜˜˜
P (x, ∂x + α2x2 ). En applicand recursivement cet
argument, le nombre de racines différentes baisse d’une unité dans chaque étape, alors
cet argument termine dans un nombre finit de pas et donc on a le résultat voulu.

CHAPITRE 2
LE FAISCEAU DX ET SES MODULES
Le but de ce chapitre est de rappeler les dualités de catégories sur une surface de
Riemann X :
DX -modules holonomes réguliers / faisceaux pervers,
Germes de faisceaux pervers / couples d’espaces vectoriels,
et l’équivalence de catégories
germes de DX -modules holonomes réguliers / couples d’espaces vectoriels,
car, comme on va voir dans le chapitre 3, on peut exprimer les indices de rigidité à
partir des couples d’espaces vectoriels sur les points singuliers et à partir de la décom-
position de Turrittin à l’infini. On présente aussi la notion de V -filtration canonique
qui fournit une autre façon de calculer les couples d’espaces vectoriels associés aux
germes de DX -modules holonomes réguliers.
Dans ce chapitre on présente aussi les notions d’image inverse et directe, grâce
auxquelles on obtient le rapport entre le couple d’espaces vectoriels associé à M ′ en
t′ = 0 et le couple d’espaces vectoriels associé àM [t−1]F en τ = 0. La préservation de
la V -filtration canonique par une application analytique propre, pour chaque degré
de cohomologie, joue un rôle crucial dans l’obtention du rapport précédent.
Finalement on présente la notion d’extension minimale qui joue un rôle fondamen-
tale dans la définition de l’indice de rigidité.
Dans les deux sections suivantes on se place sur une variété analytique complexe,
mais ces résultats sont aussi valables pour une variété algébrique non singulière sur
C, en remplaçant les polycylindres par des ouverts affines.
2.1. Le faisceau DX
Notation 2.1.1. Dans cette section X désigne une variété analytique complexe de
dimension fini, OX le faisceau des fonctions holomorphes surX, etH(OX) le faisceau :
HomCX (OX ,OX).
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La multiplication dans OX induit le morphisme CX -linéaire injectif i : OX → H(OX)
et on définis DX(0) .= i(OX).
Définition 2.1.2. Soient X une variété analytique complexe de dimension fini et
n ∈ N. Si n ≥ 1 on définis :
DX(n) .= {P ∈ H(OX)|[P,DX(0)] ⊂ DX(n− 1)}.
Proposition 2.1.3. Si X est une variété analytique complexe de dimension fini, alors
(DX(n))n∈N est une filtration, cet à dire pour chaque m,n ∈ N on a :
i) DX(n) ⊂ DX(n+ 1),
ii) DX(m)DX(n) ⊂ DX(m+ n).
Démonstration. Cf. [1] Proposition 1.1.2 page 7.
Définition 2.1.4. Soit X une variété analytique complexe de dimension fini. On
appelle faisceau des opérateurs différentiels holomorphes le sous-faisceau d’an-
neaux de H(OX) noté par :
DX .= ∪DX(n).
Proposition 2.1.5. Si X est une variété analytique complexe de dimension fini, alors
DX est un faisceau d’anneaux cohérent et noethérien.
Démonstration. Cf. [1] Théorème 1.2.5 page 18.
2.2. Transformation droite-gauche
On présente maintenant la notion de transformation droite-gauche. On s’y intéresse
car dans la section 2.6.3 on va introduire la notion d’image directe d’un D-module
holonome à gauche et celle ci est plus facile de donner pour les D-modules holonomes à
droite. Dans cette section les D-modules sont pris sur une variété analytique complexe
X de dimension fini.
Notation 2.2.1. Mg (respectivement Md) note un DX -module à gauche (respec-
tivement à droite). Mod(DX)g (respectivement Mod(DX)d) désigne la catégorie des
DX -modules à gauche (respectivement à droite).
Lemme 2.2.2. Soient N d un DX-module à droite et Mg un DX-module à gauche.
Alors N d ⊗OX Mg admet une structure canonique de DX-module à droite avec les
actions :
(n⊗m) · f .= n · f ⊗m = n⊗ f ·m (n⊗m) · ξ .= n · ξ ⊗m− n⊗ ξ ·m,
pour chaque ξ ∈ ΘX , f ∈ OX , n ∈ N d et m ∈Mg.
Démonstration. Cf. [14] Corollaire 1.1.3 page 17.
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Lemme 2.2.3. Si N d un DX-module à droite, alors HomOX (ωX ,N d) admet une
structure de DX-module à gauche avec les actions :
(f · ϕ)(ω) .= ϕ(f · ω), (ξ · ϕ)(ω) .= ϕ(ω · ξ)− ϕ(ω) · ξ,
pour chaque ξ ∈ ΘX , f ∈ OX , ϕ ∈ HomOX (ωX ,N d) et ω ∈ ωX .
Démonstration. Cf. [14] Corollaire 1.1.4 page 17.
Définition 2.2.4 (Transformation droite-gauche). Tout DX -module Mg à
gauche donne naissance à un DX -moduleMd à droite en posantMd .= ωX ⊗OXMg
avec les actions définies dans le Lemme 2.2.2. Réciproquement on pose Mg .=
HomOX (ωX ,Md) avec les actions définies dans le Lemme 2.2.3.
Proposition 2.2.5 (Compatibilité des transformations droite-gauche)
Les morphismes naturels :
Mg → HomOX (ωX , ωX ⊗OX Mg), ωX ⊗OX HomOX (ωX ,Md)→Md,
sont des isomorphismes de DX-modules.
Démonstration. En traduisant pour la langage des faisceaux, la démonstration est,
mutatis mutandis, la démonstration du Théorème 2.11 [21] page 37.
2.3. DX-modules sur une surface de Riemann
2.3.1. Localisation et connexions méromorphes
Notation 2.3.1. Dans cette section X désigne une surface de Riemann et Σ un sous-
ensemble discret de X.
Définition 2.3.2. On appelle faisceau des fonctions méromorphes sur X à pôles
sur Σ et on le note OX [∗Σ] le faisceau définit de la façon suivante :
i) OX [∗Σ]|X\Σ .= OX |X\Σ,
ii) pour chaque p ∈ Σ, OX [∗Σ]p .= C{x}[x−1].
Définition 2.3.3 (Holonomie). Un DX -module M est dit holonome si pour
chaque p ∈ X,Mp est un Dp-module holonome (cf. Déf. 1.3.22).
Définition 2.3.4 (Localisation). SoitM un DX -module holonome. On appelle lo-
calisé deM le DX -moduleM⊗OX OX [∗Σ].
Définition 2.3.5 (Connexion méromorphe). Soit M un OX [∗Σ]-module holo-
nome localement libre de rang d. On dit que (M,∇) est une connexion méro-
morphe si ∇ :M→ Ω1X ⊗OX M est CX -linéaire et satisfait la règle de Leibniz :
∇(f ·m) = f · ∇(m) + df ⊗m ∈ Γ(U,Ω1X ⊗OX M),
pour chaque ouvert U de X, chaque section m ∈ Γ(U,M) et chaque fonction holo-
morphe f ∈ OX(U).
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Proposition 2.3.6. La catégorie des modules holonomes localisés et des connexions
méromorphes sont équivalentes.
2.3.2. Dualité
On présente maintenant la notion de dualité. On s’y intéresse car avec cette notion
on peut calculer explicitement l’extension minimale des DX modules holonomes sur
une surface de Riemann X, comme on le va voir dans la section 2.7.1.
Soient X une surface de Riemann et M un DX -module localement libre de rang
p0 ∈ N. Dans ce cas làM admet une résolution libre :
· · · ϕi→ DpiX
ϕi−1→ Dpi−1X
ϕi−2→ · · · ϕ0→ Dp0X
ϕ→M→ 0
où les ϕi sont des morphismes DX -linéaires satisfaisant les conditions ϕi+1 ◦ ϕi = 0 et
Kerϕi = Im ϕi+1. En particulier pour chaque x ∈ X on peut choisir une carte connexe
(U, x) tel que Γ(U,ϕ) soit une matrice avec des entrées dans Γ(U,DX) et de même
pour chaque Γ(U,ϕi). Les morphismes ϕi sont construits récursivement en prenant
les générateurs de Kerϕi dans chaque pas. Grâce à ce complexe on peut construire un
nouveau complexe :
HomDX (Dp0X ,N )
ψ0→ HomDX (Dp1X ,N )
ψ1→ · · · ψi−1→ HomDX (DpiX ,N )
ψi→ · · ·
où ψix(fx) = fx ◦ ψix et Kerψ0x = HomDx(Mx,Nx). La cohomologie de ce dernier
complexe est notée ExtiDX (M,N ) et donc on a :{
Ext0DX (M,N ) = HomD(M,N )
ExtiDX (M,N ) = Kerψi/Imψi−1 si i ≥ 1.
Cette cohomologie entraîne que la suite exacte courte
0→M′ →M→M′′ → 0
donne naissance à la suite exacte longue
0→ HomDX (M′′,N )→ HomDX (M,N )→ HomDX (M′,N )→
→ Ext1DX (M′′,N )→ Ext1DX (M,N )→ Ext1DX (M′,N )→ · · ·
Proposition 2.3.7. Si M est un DX-module de type fini, alors ExtiDX (M,N ) = 0,
pour chaque i ≥ 2 et pour chaque DX-module à gauche N .
Démonstration. Grâce à la cohérence du DX -moduleM, il suffit montrer ce résultat
au niveau des germes. Lequel est en effet vrai, cf. Proposition 1.7.1.
Définition 2.3.8. Soit M un DX -module holonome. On appelle dual de M, et on
noteM∗, le module (Ext1DX (M,DX))g.
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2.3.3. Faisceaux pervers et leurs germes
Définition 2.3.9. Soit M un DX -module holonome. On appelle solutions holo-
morphes deM le faisceau sol(M) .= HomDX (M,OX).
On dispose maintenant d’un foncteur contravariant "sol" définit sur la catégorie
des DX -modules holonomes, Mod(DX)h, à valeurs dans la catégorie des faisceaux
de C-espaces vectorielsMod(CX). On peut dériver le foncteur "sol" pour obtenir un
foncteur :
Sol .= RHomDX (∗,OX) : Db(DX)h → Db(CX),
où Db(DX)h (resp. Db(CX)) désigne la catégorie dérivée des complexes bornés des
DX -modules à cohomologie holonome (resp. des faisceaux de C-espaces vectoriels).
Notation 2.3.10. Soit M un DX -module holonome. Pour chaque i ∈ Z on note
Soli(M) .= hi(Sol(M)) = ExtiDX (M,OX).
Proposition 2.3.11. SoientM un DX-module holonome etMx = Dx/I, où I est un
idéal non nul de Dx, les germes respectifs pour chaque x ∈ X. Alors m0(Mx) .= m0(I)
et m1(Mx) .= m1(I) (cf. Définition 1.2.14) ne dépendent que deMx.
Démonstration. Cf. [26] Exemple 4.5 page 67 et l’alinea c) ⇒ a) de la démonstration
de la Proposition 4.9 page 68.
Définition 2.3.12. SoientM un DX -module holonome et x un point de X. On dit
que x est un point singulier deM, si m1(Mx) > 0. On appelle support singulier
deM l’ensemble de ses points singuliers et on le note Σ(M).
Définition 2.3.13 (Faisceau constructible). Soit L un faisceau de C-espaces vec-
toriels sur une surface de Riemann X. On dit que L est un faisceau constructible s’il
existe un sous-ensemble discret Σ de X tel que :
1) L|X\Σ est un système local,
2) pour chaque x ∈ Σ, dimC Lx ∈ N.
Définition 2.3.14 (Support singulier). Soit L un faisceau constructible sur une
surface de Riemann X. On appelle support singulier de L l’ensemble Σ minimal qui
vérifie les conditions 1) et 2) de la définition précédente et on le note Σ(L).
Proposition 2.3.15 (Perversité du complexe Sol•). Si M est un DX-module
holonome alors :
1. Sol0(M)|X\Σ(M) est un système local de rang m0(Mx) pour chaque x ∈ X \
Σ(M),
2. supp(Sol1(M)) ⊂ Σ(M),
3. Sol0(M)x et Sol1(M)x sont des C-espaces vectoriels de dimension finie pour
chaque x ∈ X \ Σ(M),
4. ΓΣ(M)(Sol0(M)) = 0,
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5. Soli(M) = 0 pour tout i 6= 0, 1,
6. Σ(M) = Σ(Sol0(M)) ∪ Σ(Sol1(M)).
Remarque 2.3.16. Ce résultat est dû à Kashiwara [9] en dimension supérieure.
Démonstration. Cf. [26] Théorème 5.6 page 75.
Corollaire 2.3.17. Le foncteur Sol envoie la catégorie dérivée des complexes bor-
nés de DX-modules à cohomologie holonome, Db(DX)h, dans la catégorie dérivée des
complexes bornés de faisceaux de C-espaces vectoriels à cohomologie constructible,
Db(CX)c.
Démonstration. C’est une conséquence du Théorème 2.3.15 et de [8] Proposition 7.3
page 49.
Définition 2.3.18 (Complexes pervers). On dit qu’un complexe K• de la catégo-
rie dérivée Db(CX)c est pervers, si :
1. hi(K•) = 0 pour tout i 6= 0, 1,
2. Γ{x}(h0(K•)) = 0 pour chaque point x ∈ X et
3. supp(h1(K•)) est discret.
Remarque 2.3.19. La términologie provient de celle des “perversités” en (co)homologie
d’intersection ([7]) et de l’interprétation des complexes d’intersection comme des
solutions de certains systèmes holonomes.
Définition 2.3.20 (Régularité). SoitM un DX -module holonome. On dit queM
est régulier si i(Mx) = 0 pour chaque x ∈ X.
Notation 2.3.21. La sous-catégorie pleine de Db(CX)c, dont les objets sont les com-
plexes pervers est notée Perv(X). De même, la sous-catégorie pleine de Mod(DX)
(resp. de Db(DX) ) dont les objets sont des DX -modules holonomes réguliers (resp.
des complexes à cohomologie holonome régulière) est notée Mod(DX)hr (resp.
Db(DX)hr).
Théorème 2.3.22. Le foncteur Sol : Mod(DX)hr → Perv(X) est une anti-
équivalence de catégories.
Démonstration. Cf. [26] Théorème 3.3 page 95. La structure de la preuve est essen-
tiellement la même que celle de [17], [18], [19] et [20].
2.3.3.1. Germes de faisceaux pervers
Dans la Proposition 2.4.4 de la section suivante, on va voir que la catégorie des
germes de faisceaux pervers est équivalente à la catégorie des couples d’espaces vecto-
riels. Étant donné cela, on commence par définir la catégorie Perv{0}(C) des faisceaux
pervers relativement à l’origine afin d’y aboutir.
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Définition 2.3.23. Un élément F• de Db(C) est dit pervers relativement à {0} s’il
vérifie les conditions :
i. hi(F•) = 0 pour tout i 6= 0, 1,
ii. h0(F•)|C\{0} est un système local,
iii. h0(F•)0 et h1(F•)0 sont des espaces vectoriels de dimension finie,
iv. h1(F•)|C\{0} = 0 et
v. Γ{0}(h0(F•)) = 0.
La description de ces objets est faite en utilisant l’idée de B. Malgrange qui consiste
à décrire précisément le triangle :
(7) RΓKF• −→ F• −→ Ri∗i−1F•,
où K = R+0 et i : C \K ↪→ C est l’inclusion.
Proposition 2.3.24. Si F• est un faisceau pervers relativement à {0} et i : C\K ↪→
C est l’inclusion, alors Ri∗i−1F• ' i∗i−1h0(F•).
Démonstration. Cf. [26] II.1 et II.1.1 3.3 page 138.
Notation 2.3.25. E .= h0(F•(C \K)).
Vu que h0(F•)(C \K) est localement constant, le faisceau i−1h0(F•) est constant
et on a le Corollaire suivant :
Corollaire 2.3.26. Si EC\K désigne le faisceau constant sur C \K de fibre E, alors
i∗i−1h0(F•) ' i∗(EC\K).
Vu que h0(F•)|C\{0} est un système local (cf. ii.), tous les sections dont le support
est contenu dans K \ {0} sont nuls. Donc
ΓK(h0(F•)) = Γ{0}(h0(F•)) = 0 (cf. v.).
Grâce aux deux conditions précédentes et à la condition iv, le triangle 7 donne nais-
sance à la suite exacte longue de cohomologie :
(8) 0 −→ h0(F•) ρ−→ i∗i−1h0(F•) U−→ R1ΓKF• −→ h1(F•) −→ 0.
Notation 2.3.27. F .= (R1ΓKF•)0.
Lemme 2.3.28. Si F• est un faisceau pervers relativement à {0}, alors R1ΓKF•|C\K = 0.
Lemme 2.3.29. Si F• est un faisceau pervers relativement à {0}, alors R1ΓKF•|K\{0}
est un faisceau constant de fibre E.
Démonstration. Grâce à la condition iv) de la Définition 2.3.23, la suite exacte 8 se
réduit à la suite suivante :
0 −→ h0(F•)|K\0 −→ i∗i−1h0(F•)|K\0 −→ R1ΓKF•|K\0 −→ 0
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en prenant le germe en x ∈ K \ {0}, la suite précédente donne naissance à la suite
exacte courte suivante :
0 // h0(F•)x //
o

i∗i−1h0(F•)x
Ux //
o

R1ΓKF•x //
o

0
0 // E
e 7→ (e,T−1e)
// E ⊕ E
(e,f) 7→ (Tf−e)
// E // 0.
De la commutativité du premier carré du diagramme précédent, on en déduit l’exis-
tence d’un isomorphisme qui complète le diagramme et en particulier on a R1ΓKF•x '
E, pour chaque x ∈ K \ {0}.
Notation 2.3.30. En prenant le germe en 0 de la suite 8 on note :
1. u .= U0 : (i∗i−1h0(F•))0 → (R1ΓKF•)0 et
2. v : F → E = ρK\{0},K : R1ΓKF•|K(K) → R1ΓKF•|K(K \ {0}) l’application
linéaire qui permet recoller les deux faisceaux constants sur K \ {0} et {0} ayant,
respectivement, fibre E et F dans un faisceau isomorphe à R1ΓKF•.
Proposition 2.3.31. Si F• est un objet de Perv{0}(C), alors v ◦ u = T − 1E.
Démonstration. Grâce au Corollaire 2.3.26 et aux identifications trouvées dans la
démonstration du Lemme 2.3.29 on a le diagramme commutatif suivant :
i∗(EC\K)(C) = E
U(C)=U0 .=u
//
ρx

F = R1ΓKF•(C)

R1ΓKF•|K(K)
v

i∗(EC\K)x = E ⊕ E
(e,f) 7−→ (Tf−e)
// E = (R1ΓKF•)x R1ΓKF•|K(K \ {0})
où ρx est le morphisme qui envoie e dans (e, e). v ◦ u = T − 1E est conséquence de la
commutativité du diagramme précédent.
2.4. Couples d’espaces vectoriels
On présente maintenant la catégorie des couples d’espaces vectoriels. On s’y in-
téresse car cette catégorie est équivalente (resp. anti-équivalente) à la catégorie des
Dx-modules holonomes réguliers (resp. à la catégorie des germes de complexes de
faisceaux pervers).
Définition 2.4.1 (Catégorie de couples d’espaces vectoriels)
On appelle couple d’espaces vectoriels la donnée de deux espaces vectoriels de
dimension fini E, F et de deux morphismes d’espaces vectoriels u, v
E
u
((
F
v
hh
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assujettis à la relation 1+v ◦u inversible. On appelle morphisme de couples d’es-
paces vectoriels la donnée d’un couple (a, b) de morphismes d’espaces vectoriels :
E
a //
v

E′
v′

tel que
v′ ◦ a = b ◦ v,
a ◦ u = u′ ◦ b.
F
b
//
u
VV
F′
u′
UU
On note Θ la catégorie dont les objets et morphismes sont définis de la façon précé-
dente et on l’appelle catégorie de couples d’espaces vectoriels.
Proposition 2.4.2. Θ est une catégorie abélienne.
Définition 2.4.3. Avec les notations de la sous-section 2.3.3.1 on définit le foncteur
suivant :
α : Perv{0}(C) −→ Θ
F• 7−→ E
u
((
F
v
hh
Proposition 2.4.4. Le foncteur α : Perv{0}(C) −→ Θ de la Définition précédente
est une anti-équivalence de catégories.
Démonstration. Cf. [26] Proposition III.3 page 141.
Proposition 2.4.5. Soit F• un complexe de faisceaux pervers sur D = Bε(0) ⊂ C,
ε > 0, j : D∗ ↪→ D, E = h0(F•(D \ R+)), F = (R1ΓR+∩DF•)0 et T la monodromie
du système local h0(F•|D∗), alors :
i Si F• = j!(h0(F•|D∗)), alors F• est représenté par le couple d’espaces vectoriels
E
1E
**
E,
T − 1E
ii où E = F.
ii Si F• = j∗(h0(F•|D∗)), alors F• est représenté par le couple d’espaces vectoriels
E
T − 1E
)) ))
F,H h
inc
ii où F ⊂ E.
iii Si F• = Rj∗(h0(F•|D∗)), alors F• est représenté par le couple d’espaces vecto-
riels E
T − 1E
**
E,
1E
ii où E = F.
Démonstration. La démonstration de ces trois résultats est basée dans le triangle :
RΓKF• −→ F• −→ Ri∗i−1F•,(9)
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où K = R+ ∩ D et i : D \ K ↪→ D l’inclusion et dans la suite exacte longue de
cohomologie associée :
0 −→ h0(F•) ρ−→ i∗i−1h0(F•) U−→ R1ΓKF• −→ h1(F•) −→ 0.(10)
Cas : F• = j!(h0(F•|D∗))
Vu que F• n’a que la cohomologie en degré 0 et que le germe à l’origine de
h0(F•|D∗)0 = 0, on a la suite exacte
0 −→ (i∗i−1h0(F•))0 u−→ (R1ΓKF•)0 −→ 0,
où u = U0, donc u est un isomorphisme et en particulier on peut prendre u = 1E , en
particulier on a v = T − 1E , car 1E + vu = T .
Cas : F• = j∗(h0(F•|D∗))
Étant donné que F• n’a de la cohomologie qu’en degré 0, on a la suite exacte
courte :
0 −→ h0(F•) ρ−→ i∗i−1h0(F•) U−→ R1ΓKF• −→ 0.
En prenant le germe à l’origine on a le diagramme commutatif à lignes exactes :
0 // (h0(F•))0
ρ0
// (i∗i−1h0(F•))0 u // (R1ΓKF•)0 //
'

0
0 // {e ∈ E | Te = e}   // E // // E/ker(T − 1E) // 0,
mais on a aussi la suite exacte courte :
0 // {e ∈ E | Te = e}   // E
T−1E
// // im(T − 1E) // 0,
donc u = T −1E . Vu que 1E + vu = T , on a v ◦ (T −1E) = T −1E , alors v : F ↪→ E
est l’inclusion et en particulier on peut prendre F ⊂ E.
Cas : F• = Rj∗(h0(F•|D∗))
Soit k : D \ K ↪→ D∗ l’inclusion et L = h0(F•|D∗). L est un faisceaux locale-
ment constant, lequel peut être regardé comme un complexe de faisceaux pervers. Ce
complexe donne naissance au triangle :
RΓK∗L −→ L −→ Rk∗k−1L.
Associé à ce triangle on a la suite exacte longue de cohomologie :
0 // h0(RΓK∗L) // h0(L) // h0(Rk∗k−1L)
// h1(RΓK∗L) // h1(L) // h1(Rk∗k−1L) // · · ·
(11)
Vu que h0(L)|D∗ est un système local, hi(L)|D∗ = 0, pour chaque i > 0. Étant
h0(L)|D∗ un système local, leurs sections dont le support est contenu dans K \ {0}
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sont nulles, donc h0(RΓK∗L) = 0. On peut aussi montrer que Rik∗k−1L = 0, pour
chaque i > 0 :
• si x ∈ D∗ \K, on prends une base d’ouverts B = {Bε(x) ⊂ D∗ | Bε(x)∩K = ∅}.
Grâce à laquelle on a :
(Rik∗k−1L)x = lim−−−→
B∈B
Hi(B \K,L)
= lim−−−→
B∈B
Hi(B,L)
= ⊕rgL1 lim−−−→
B∈B
Hi(B,C)
= 0
• si x ∈ K∗, on prends une base d’ouverts B = {Bε(x) ⊂ D∗ | ε < x}. Grâce à
cette base on a :
(Rik∗k−1L)x = lim−−−→
B∈B
Hi(B \K,L)
= lim−−−→
B∈B
Hi(B+ ∪B−,L)
= lim−−−→
B∈B
Hi(B+,L)⊕Hi(B−,L)
= ⊕rgL1 lim−−−→
B∈B
Hi(B+,C)⊕⊕rgL1 lim−−−→
B∈B
Hi(B−,C)
= 0
où B+ = B ∩ {x ∈ C | =m(x) > 0}, B− = B ∩ {x ∈ C | =m(x) < 0}.
Mais la suite exacte longue 11 entraîne que RiΓK∗L = 0, pour i ≥ 2, donc RΓK∗L
est concentré en degré 1, cet à dire :
RΓK∗L = R1ΓK∗L[+1],(12)
en particulier on a la suite exacte courte :
0 −→ L −→ k∗k−1L −→ R1ΓK∗L −→ 0,(13)
laquelle donne naissance au triangle :
L −→ Rk∗k−1L −→ RΓK∗L[+1].
Par l’application du foncteur Rj∗ on obtient le triangle :
Rj∗L −→ Rj∗Rk∗k−1L −→ Rj∗RΓK∗L[+1].
48 CHAPITRE 2. LE FAISCEAU DX ET SES MODULES
Vu que F• = Rj∗L, Rj∗Rk∗k−1L = Ri∗k−1(j−1F•) = Ri∗i−1F•, alors par le triangle
9 et le Lemme des 5 on a
Rj∗L // Rj∗Rk∗k−1L // Rj∗RΓK∗L[+1]
'

F• // Ri∗i−1F• // RΓKF•[+1]
donc RΓKF• ' Rj∗RΓK∗L. Grâce à l’équation 12 on a
RΓKF• ' Rj∗RΓK∗L = Rj∗R1ΓK∗L[+1],
et en particulier la cohomologie en degré 1 est :
R1ΓKF• = H1(RΓKF•) = H0(Rj∗R1ΓK∗L)[+1] = j∗R1ΓK∗L.
Le faisceau R1ΓK∗L est constant de fibre E, car pour tout x ∈ K∗ la suite exacte
courte 13 donne naissance à la suite exacte :
0 −→ Lx −→ (k∗k−1L)x −→ (R1ΓK∗L)x −→ 0,
où Lx = E, et (k∗k−1L)x = E⊕E, alors (R1ΓK∗L)x = E. Vu que K∗ est simplement
connexe, R1ΓK∗L est un faisceau constant de fibre E.
Son image directe j∗R1ΓK∗L est aussi un faisceau constant de fibre E, car K est
simplement connexe et
(j∗R1ΓK∗L)0 = lim−−→
[0,ε)
0<ε1
j∗R1ΓK∗L ([0, ε))
= lim
−−→
[0,ε)
0<ε1
R1ΓK∗L
(
j−1 ([0, ε))
)
= lim
−−→
[0,ε)
0<ε1
R1ΓK∗L((0, ε))
= E.
En particulier F = (R1ΓK∗F•)0 = (j∗R1ΓK∗L)0 = E.
En prenant le germe à l’origine de la suite exacte 10 on a le diagramme commutatif :
0 // (h0(F•))0 // (i∗i−1h0(F•))0 u // (R1ΓKF•)0 // (h1(F•))0
0 // ker(T − 1E) 

// E
T − 1E // // im(T − 1E) //
?
η
OO
0
car im(T − 1E), im(u) sont des conoyaux. Donc on peut identifier u : E → E à
T − 1E : E → E. La commutation dans le diagramme de recollement pour U des
fibres en 0 et en x ∈ K entraîne que v = 1E .
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Proposition 2.4.6. Tout objet E
u
++F
v
kk 6= 0 **0jj de Θ se décompose en somme
directe d’objets indécomposables :
E ⊃ Eλ,l
uλ,l
)) Fλ,l ⊂ F
vλ,l
ii
munis des morphismes de restriction où Eλ,l (resp.Fλ,l) correspond à un bloc de Jor-
dan pour l’opérateur v ◦ u (resp. u ◦ v) associé à la valeur propre λ. De plus si
λ 6= 0 : uλ,l et v|λ,l sont des isomorphismes
λ = 0 : uλ,l ou vλ,l est surjectif.
Il existe donc un vecteur, que l’on notera θλ,l, de Eλ,l ou Fλ,l qui engendre Eλ,l et
Fλ,l sous l’action itérée de u et v.
Démonstration. Soit Eλ le sous espace vectoriel de E correspondant à la valeur propre
λ. Si e ∈ Eλ, il existe n ∈ N tel que (v ◦ u − λ1)ne = 0 et alors u ◦ (v ◦ u − λ1)ne =
(u◦v−λ1)n ◦ue = 0, donc ue ∈ Fλ. Réciproquement on a v(Fλ) ⊂ Eλ. Cela implique
que l’on peut décomposer le couple E
u
++F
v
kk en somme directe d’objets :
E ⊃ Eλ )) Fλ ⊂ Fii .
Si λ 6= 0, v|Fλ ◦ u|Eλ = JEλ et u|Eλ ◦ v|Fλ = JFλ pour des bons choix de base
en Eλ et en Fλ. Cela entraîne en particulier que v|Fλ ◦ u|Eλ et u|Eλ ◦ v|Fλ sont des
isomorphismes, donc u|Eλ et v|Fλ sont aussi des isomorphismes. Si e ∈ Eλ,l et e
engendre Eλ,l sous l’action itérée de v ◦ u, alors u(e) ∈ Fλ,l et u(e) engendre Fλ,l
sous l’action itérée de u ◦ v, donc on peut décomposer Eλ
u|Eλ
))Fλ
v|Fλ
ii en somme directe
d’objets indécomposables :
Eλ ⊃ Eλ,l ))Fλ,l ⊂ Fλii ,
en plus il existe un vecteur de Eλ,l qui engendre Eλ,l et Fλ,l sous l’action itérée de u
et v.
Dans le cas λ = 0 on prend une décomposition E = ⊕iEi en sous-espaces de Jordan
de v◦u. On commence par remarquer que pour chaque i, j, i 6= j, u(Ei)∩u(Ej) ⊂ ker v,
car :
v−1(0) = v−1(Ei ∩ Ej)
= v−1(v ◦ u(Ei) ∩ v ◦ u(Ej))
= v−1(v ◦ u(Ei)) ∩ v−1(v ◦ u(Ej))
⊃ u(Ei) ∩ u(Ej).
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De plus pour chaque j, dimu(Ej) ∩ ker v ≤ 1, car :
u(Ej) ∩ ker v = u(Ej) ∩ v−1(0) = (v ◦ iu(Ej))−1(0),
où iu(Ej) : u(Ej) ↪→ F désigne l’inclusion. En particulier pour chaque i, j, i 6= j,
dimu(Ej) ∩ u(Ej) ≤ 1. Désormais on note G = ker v.
Sans perte de généralité on peut supposer que les dimensions (ni) de la famille (Ei)
sont ordonnées par ordre décroissante.
Prenons u(E1). Deux choses peuvent arriver : soit u(E1)∩G = 〈0〉, soit u(E1)∩G 6=
〈0〉. Si u(E1)∩G = 〈0〉 alors pour chaque i > 1 u(E1)∩u(Ei) = 〈0〉. Si u(E1)∩G 6= 〈0〉
et si on désigne par ei le vecteur cyclique qui engendre Ei sous l’action de v ◦ u alors
(u ◦ v)n1−1 ◦ u(e1) 6= 0 et de plus u(E1) ∩G = 〈(u ◦ v)n1−1 ◦ u(e1)〉. Après une choix
convenable de vecteurs linéairement indépendants g1, . . . , gk ∈ G on peut compléter
la base {(u◦v)n1−1 ◦u(e1)} de u(E1)∩G à une base de G = 〈(u◦v)n1−1 ◦u(e1)〉⊕ G′,
où G′ = 〈g1, . . . , gk〉. Étant donné que pour chaque i > 1, e′i .= ei − (v ◦ u)n1−ni(e1)
est aussi un vecteur cyclique de v ◦ u, on peut construire une nouvelle décomposition
de E en sous espaces de Jordan de v◦u. Celle ci est donnée par E = E1⊕(⊕i>1E′i), où
E′i = 〈e′i, v◦u(e′i), . . . , (v◦u)ni−1(e′i)〉. De plus u◦(v◦u)ni−1(ei) ∈ G et par construction
u◦(v◦u)ni−1(ei) n’a pas de composantes selon 〈(u◦v)n1−1◦u(e1)〉, donc, pour chaque
i > 1, u(E1) ∩ u(E′i) = 〈0〉. En appliquant récursivement cet argument on trouve une
décomposition de E = ⊕i≥1Ei, en sous espaces de Jordan de v◦u, tel que pour chaque
i, j, i 6= j, u(Ei) ∩ u(Ej) = 〈0〉.
Soit Fi
.= 〈u(Ei), fi〉 tel que fi = 0, si v−1(ei) = ∅, et fi ∈ v−1(ei), si v−1(ei) 6= ∅,
où ei est un vecteur cyclique qui engendre Ei sous l’action de v◦u. Les Fi sont des sous-
espaces de Jordan de u◦v. Vu que pour chaque i, j, i 6= j, v(v−1(ei)∩Fj) ⊂ v(Fj) ⊂ Ej
et v(v−1(ei) ∩ Fj) ⊂ v(v−1(ei)) = {ei}, v(v−1(ei) ∩ Fj) ⊂ ∅, alors v−1(ei) ∩ Fj = ∅,
donc Fi ∩ Fj = 〈0〉.
La construction précédente montre que soit ui : Ei → Fi, e 7→ u(e), soit vi : Fi →
Ei, f 7→ v(f), est surjectif. De plus ui, vi ne peuvent pas être surjectifs en même
temps. En effet, si ui, vi sont surjectifs vi ◦ ui est surjectif, donc un isomorphisme, et
pourtant Ei 6= 〈0〉 et vi ◦ ui est nilpotent.  
Soit {ei, v ◦ u(ei), . . . , (v ◦ u)µi−1(ei)}, µi = dimEi, une base de Jordan de Ei et
{fi, u ◦ v(fi), . . . , (u ◦ v)νi−1(fi)}, νi = dimFi, une base de Jordan de Fi, où fi =
u(ei), si ui est surjectif, et ei = u(fi), si vi est surjectif. Après une choix convenable
de vecteurs h1, . . . , hl ∈ F, on peut compléter la base B = {f1, u ◦ v(f1), . . . , (u ◦
v)ν1−1(f1), . . . , fk, u ◦ v(fk), . . . , (u ◦ v)νk−1(fk)} de F1 ⊕ · · · ⊕ Fk à une base de F.
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Soit hm ∈ {h1, . . . ,hl}
v(hm) =
k∑
i=1
ni−1∑
j=1
αij(v ◦ u)j(ei)
=
∑
ui surjectif
i∈{1,...,k}
αi0ei + ni−1∑
j=1
αij(v ◦ u)j−1((v ◦ u)(ei))
+
+
∑
vi surjectif
i∈{1,...,k}
ni−1∑
j=0
αij(v ◦ u)j(v(fi))
= v
 ∑
ui surjectif
i∈{1,...,k}
ni−1∑
j=1
αij(u ◦ v)j−1(fi) +
∑
vi surjectif
i∈{1,...,k}
ni−1∑
j=0
αij(u ◦ v)j(fi)
 .
Ceci entraîne que
h′m
.= hm −
∑
ui surjectif
i∈{1,...,k}
ni−1∑
j=1
αij(u ◦ v)j−1(fi)−
∑
vi surjectif
i∈{1,...,k}
ni−1∑
j=0
αij(u ◦ v)j(fi) ∈ ker v.
Étant donné que B ∪ {h′1, . . . ,h′l} est aussi une base de F on a F = F1 ⊕ · · · ⊕ Fk ⊕
〈h′1〉 ⊕ · · · ⊕ 〈h′l〉. Par construction on a
E
u
++F
v
kk '
k⊕
i=1
Ei
ui
,,Fi
vi
ll ⊕
l⊕
j=1
0
0
--〈h′j〉
0
kk ,
d’où le résultat voulu.
Corollaire 2.4.7. Soit E
u
++F
v
kk 6= 0 **0jj un objet indécomposable de Θ tel que
la valeur propre de v ◦ u (et donc aussi la de u ◦ v) est 0. Soient d : Cn → Cn−1,
inc : Cn−1 → Cn les morphismes suivants :
d : Cn −→ Cn−1, inc : Cn−1 −→ Cn,
ei 7−→ ei−1 ei 7−→ ei
e1 7−→ 0
où {e1, . . . , en} est la base canonique de Cn.
Selon le cas où u est surjectif ou v est surjectif E
u
++F
v
kk est isomorphe à un des
deux objets suivants :
u est surjective) Cn
1
-- --Cn
inc ◦ d
mm , Cn
d
-- --Cn−1
inc
mm ,
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v est surjective) Cn
inc ◦ d
--Cn
1
mmmm , Cn−1
inc
--Cn
d
mmmm .
Démonstration. Immédiate. Il suffit de prendre en E, F les bases de Jordan respectives
que l’on a construit dans la démonstration de la Proposition 2.4.6 et prendre les
isomorphismes linéaires :
α : E −→ Cm, β : F −→ Cm′ ,
(v ◦ u)ie 7−→ em−i (u ◦ v)if 7−→ em′−i
où e ∈ E, f ∈ F sont des vecteurs cycliques qui engendrent E (respectivement F) sous
l’action itérée de v ◦ u (respectivement u ◦ v).
Notation 2.4.8. Soit E un C-espace vectoriel de dimension finie et T : E → E une
application linéaire. On note Z(T) l’espace vectoriel suivant : {A ∈ EndC(E)|AT =
TA}.
Lemme 2.4.9. Soit E
u
++F
v
kk 6= 0 **0jj un objet de Θ tel que v ◦ u et u ◦ v sont
nilpotents. Alors :
i) TE
.= 1+ v ◦ u et TF .= 1+ u ◦ v ont seulement la valeur propre 1.
ii) Si E0,l )) F0,lii est un objet de la décomposition du couple E
u
++F
v
kk en somme
directe d’objets indécomposables alors
1) dimZ(TE0,l) = dimZ(TF0,l) + 1, si dimE0,l > dimF0,l,
2) dimZ(TE0,l) = dimZ(TF0,l), si dimE0,l = dimF0,l,
3) dimZ(TE0,l) = dimZ(TF0,l)− 1, si dimE0,l < dimF0,l.
Démonstration. i) Soit 0 6= e ∈ E un vecteur propre de v ◦ u et λ ∈ C sa valeur
propre. Étant donné que v ◦ u est nilpotent il existe n ∈ N tel que (v ◦ u)n = 0, alors
0 = (v ◦ u)ne = λne. Vu que e 6= 0, λ = 0, donc si on écrit v ◦ u dans la base de
Jordan, v ◦ u est triangulaire supérieur et sa diagonale est 0, ceci entraîne que TE a
seulement la valeur propre 1. De la même façon on montre ce résultat pour TF.
ii) Conséquence immédiate du Corollaire 2.4.7.
Proposition 2.4.10. Si le couple E
u
++F
v
kk 6= 0 **0jj est isomorphe au couple
E
v ◦ u .. im(v ◦ u)
inc
ll (extension minimale), alors
dimZ(v ◦ u)− dimZ(u ◦ v) = dim2 ker(v ◦ u).
Démonstration. On prend les notations Eλi,j (v◦u), Fλi,j (u◦v) de 2.4.11. On suppose
que tous les blocs Eλi,j sont de dimension ≥ 1, mais on admet que certains Fλi,j soient
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nuls. L’hypothèse implique que
dimFλi,j =
{
dimEλi,j si λi 6= 1,
dimEλi,j − 1 si λi = 1.
d’après le Lemme 2.4.11, on a alors
dimZ(v ◦ u)− dimZ(u ◦ v) =
∑
j,k
min{dimE1,j ,dimE1,k} −
−
∑
j,k
min{dimF1,j ,dimF1,k}
=
∑
jk
1 = d2,
si d est le nombre de blocs E1,j de taille ≥ 1, c’est-à-dire d = dimker(v ◦ u).
Lemme 2.4.11. Soit M ∈Mn×n(C).
i) Si on prend une décomposition de M :
Jα1 0 · · · 0
0 Jα2 · · · 0
...
...
...
...
0 0 · · · Jαk

en blocs de Jordan, où Jαi désigne la diagonale de blocs de Jordan associée à la valeur
propre αi (αi 6= αj si i 6= j), alors :
dimZ(M) =
k∑
i=1
dimZ(Jαi).
ii) Si on prend une décomposition de la matrice Jλi :
Jλi,0 0 · · · 0
0 Jλi,1 · · · 0
...
...
...
...
0 0 · · · Jλi,li

en sous blocs de Jordan indécomposables, où on suppose, sans perte de généralité, que
la taille des Jλi,0, Jλi,1, . . . , Jλi,li est ordonnée par ordre croissante, alors :
dimZ(Jλi) =
∑
j,k
min{dimEλi,j ,dimEλi,k}.
où Eλ1 , . . . ,Eλk est la décomposition de Cn en sous espaces de Jordan associés à
Jλ1 , . . . , Jλk respectivement et Eλi,0, . . . ,Eλi,li est la décomposition de Eλi en sous
espaces de Jordan associés à la décomposition Jλi,0, . . . , Jλi,li de Jλi en sous blocs de
Jordan indécomposables. Cette formule a un sens même si on admet que certains des
Eλi,j soient nuls.
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Démonstration. i) Soit N ∈Mn×n(C) tel que NM = MN et
N11 N12 · · · N1k
N21 N22 · · · N2k
...
...
...
...
Nk1 Nk2 · · · Nkk

sa décomposition en blocs associés à la décomposition Cn = Eλ1⊕· · ·⊕Eλk . La relation
de commutation NM = MN entraîne que pour chaque i, j ∈ {1, . . . , k} NijJλj =
JλiNij et alors pour chaque n ∈ N, i, j ∈ {1, . . . , k} Nij(Jλj−λj1)n = (Jλi−λj1)nNij .
Vu que pour chaque e ∈ Eλj (Jλj − λj1)dimEλj e = 0 et que (Jλi − λj1)dimEλj est un
isomorphisme si i 6= j, alors Nij = 0 si i 6= j et donc
dimZ(M) =
k∑
i=1
dimZ(Jλi).
ii) Soit N ∈Mm×m(C), m = dimEλi , tel que NJλi = JλiN et
N00 N01 · · · N0li
N10 N11 · · · N1li
...
...
...
...
Nli0 Nli1 · · · Nlili

sa décomposition en sous blocs associés aux sous espaces vectoriels Eλil, l ∈ {0, . . . , li}.
Étant donné cela :
(14) dimZ(Jλi) =
∑
j,k
dimZ(Jλi,j , Jλi,k),
où Z(Jλi,j , Jλi,k) désigne l’espace vectoriel {N ∈ MdimEλi,j×dimEλi,k(C)|NJλi,k =
Jλi,jN}. Afin de simplifier la notation, on note Jj la matrice Jλi,j . La relation de
commutation NJ = JN entraîne que pour chaque j, k ∈ {0, . . . , li} NjkJk = JjNjk et
alors pour chaque n ∈ N
(15) Njk(Jk − λi1)n = (Jj − λi1)nNjk.
Soit eλi,k ∈ Eλi,k, k ∈ {0, . . . , li}, un vecteur cyclique qui engendre Eλi,k sous l’action
itérée de (Jk − λi1). Grâce à l’équation 15 on a
(Jj − λi1)dimEλi,kNjkeλi,k = Njk(Jk − λi1)dimEλi,keλi,k,
et alors
(16) (Jj − λi1)dimEλi,kNjkeλi,k = 0.
Si on note {fp = (Jj − λi1)dimEλi,j−p|p = 0, . . . , k}, l’équation 16 entraîne que
(17) Njkeλi,k =
k∑
p=0
λpfp,
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alors pour chaque l ∈ {0, · · · , k}
Njk(Jk − λi1)leλi,k =
k−l∑
p=0
λp+lfp.
Cette égalité entraîne que dimZ(Jj) = dimZ(Jj , Jk) = dimEλi,j si j ≤ k et
dimZ(Jk) = dimZ(Jj , Jk) = dimEλi,k si j ≥ k, donc l’équation 14 se réduit à la
suivante :
dimZ(Jλi) =
∑
j,k
min{dimEλi,j ,dimEλi,k}.
La Proposition 2.3.22 fait croire qu’au niveau des germes les catégories des germes
de Dx-modules holonomes réguliers et la catégorie des couples d’espaces vectoriels
sont équivalentes. On peut trouver une démonstration de cette assertion dans [26]
tantôt dans la Proposition iv.2.2 page 144, tantôt dans la Proposition iii.4.5 page 132.
Dans ce dernier exposé on trouve une démonstration de la Proposition suivante :
Proposition 2.4.12. Si M est un Dx-module holonome tel que M ' Dx/Dx.P et
(E,F, u, v) est le couple d’espaces vectoriels associé, alors :
1. dimE = deg∂x(P ) et
2. dimF = val(P ).
Démonstration. Cf. [26] Théorème I.1.1 page 104 et Théorème I.1.2 page 105.
2.5. La V -filtration
Il existe encore une autre façon de calculer le couple d’espaces vectoriels associé à un
germe de D-module holonome (et aussi de donner une équivalence de catégories dans
le cas régulier). L’outil à utiliser c’est la V -filtration. Dans cette section on se place
sur une variété analytique complexe X, mais ces résultats sont aussi valables pour
une variété algébrique non singulière sur le corps C, en remplaçant les polycylindres
par des ouverts affines.
2.5.1. La V -filtration du faisceaux DX
Soit Y ⊂ X une hypersurface non singulière. On note IY ⊂ OX l’idéal des fonctions
holomorphes qui s’annulent sur Y . Pour tout k ≤ 0 entier, on pose IkY .= OX .
Définition 2.5.1. On définit la V -filtration du faisceau DX , indexée par Z, comme
étant la filtration dont le terme d’ordre k est Vk(DX) -le sous-faisceau de DX définit
par :
∀x ∈ X Vk(DX)x .= {P ∈ (DX)x|∀l ∈ Z P (Ik+lY )x ⊂ (IlY )x}.
Cette filtration vérifie les propriétés suivantes :
1) ∀k ∈ Z Vk(DX) ⊂ Vk+1(DX),
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2) DX = ∪k∈ZVk(DX),
3) ∀(k, l) ∈ Z2 Vk(DX)Vl(DX) ⊂ Vk+l(DX),
4) ∀k ∈ Z Vk(DX)|X\Y = (DX)|X\Y .
Notation 2.5.2. On note GrV (DX) .= ⊕k∈ZVk(DX)/Vk−1(DX) le gradué de DX
pour cette filtration et GrVk (DX) .= Vk(DX)/Vk−1(DX) sa composante en degré k.
Soit (x, t) un système de coordonnés locales tel que t = 0 soit une équation locale
de Y . On constate que pour tout (k, l) ∈ Z2, l’opérateur tk∂lt appartient à Vl−k(DX).
Pour chaque k ∈ N, un opérateur P de V−k(DX) (resp. de Vk(DX)) s’écrit localement
de façon unique :
P = tk
∑
aα,j∂
α
x (t∂t)
j , aα,j ∈ OX
(resp. P =
∑k
l=0
∑
aα,j,l∂
α
x ∂
l
t(t∂t)
j , aα,j,l ∈ OX). En particulier, pour tout entier
relatif k, Vk(DX) est un V0(DX)-module localement libre.
Définition 2.5.3 (V -filtration). Soit M un DX -module. On appelle V -filtration
de M à une filtration de M par des V0(DX)-modules Uk(M), k ∈ Z, croissante,
exhaustive et compatible à la filtration Vk(DX), k ∈ Z de DX .
Proposition 2.5.4. Soit Uk(M), k ∈ Z, une V -filtration de M. Les conditions sui-
vantes sont équivalentes :
1) Les V0(DX)-modules sont cohérents et localement il existe un entier k0 ∈ N tel
que pour k ∈ N :
Vk(DX)Uk0(M) = Uk+k0(M) et V−k(DX)U−k0(M) = U−k−k0(M),
2) Au voisinage de tout point il existe localement un morphisme surjectif :
DpX →M→ 0
tel que la filtration Uk(M), k ∈ Z, soit l’image d’une filtration convenablement décalée
(par un n ∈ Zn).
Démonstration. Cf. [12] Proposition 4.1-9 page 332.
Définition 2.5.5 (filtration V -bonne). SoitM un DX -module cohérent. Une V -
filtration de M est dite V -bonne si elle vérifie une des deux propretés équivalentes
de la proposition précédente.
On termine cette section en donnant une interprétation des éléments de GrV (DX)
en termes d’opérateurs différentiels sur le fibré normal à Y . On note TYX le fibré
normal à Y et pi sa projection canonique sur Y .
Lemme 2.5.6. Le faisceau GrV (DX)|Y s’identifie naturellement au sous-faisceau de
l’image directe pi∗(DTYX) constitué par des opérateurs polynomiaux par rapport aux
fibres de pi. De plus, si Y possède une équation globale réduite τ = 0, GrV0 (DX)|Y
s’identifie alors au DY -module DY [τ∂τ ].
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Démonstration. Cf. [12] Lemme 4.1-12 page 334.
2.5.2. Les DX-modules spécialisables le long de Y
Le Lemme précédent montre que la classe E dans GrV0 (DX) du champ de vecteurs
t∂t, où t = 0 est une équation locale réduite de Y , ne dépend pas de cette équation.
Elle définit, donc, une section canonique du faisceau GrV0 (DX). Quand il n’y a pas de
risque de confusion, on note encore E un relèvement dans V0(DX) de cette section.
Lemme 2.5.7. Soit U•(M) et U ′•(M) deux bonnes V -filtrations d’un DX-module
cohérentM. Localement il existe deux entiers k1, k2 tels que :
∀k ∈ Z Uk1+k(M) ⊂ U ′k(M) ⊂ Uk2+k(M).
Démonstration. Cf. [12] Lemme 4.2-1 page 336.
Proposition 2.5.8. Soit M un DX-module cohérent. Les conditions suivantes sont
équivalentes :
1) Il existe une bonne V -filtration U•(M) et, localement sur X, un polynôme b(s) ∈
C[s] non nul vérifiant b(E + k)Uk(M) ⊂ Uk−1(M), pour tout k ∈ Z.
2) Pour toute bonne V -filtration U•(M), il existe localement sur X un polynôme
b(s) ∈ C[s] non nul tel que b(E + k)Uk(M) ⊂ Uk−1(M), pour tout k ∈ Z.
3) Pour tout système fini de générateurs locaux (mi)i=1,...,l de M, il existe un
polynôme b(s) ∈ C[s] non nul tel que b(E)mi ∈
∑l
j=1 V−1(DX)mj.
Démonstration. Cf. [12] Proposition 4.2-2 page 336.
Définition 2.5.9. Un DX -module cohérentM est dit spécialisable le long de Y s’il
possède l’une des trois propriétés équivalentes de la Proposition 2.5.8. Soit alors
U•(M) une bonne V -filtration de M. On appelle polynôme de Bernstein-Sato (lo-
cal) de la bonne V -filtration U•(M) le polynôme b(s) ∈ C[s] unitaire de plus petit
degré tel que localement :
∀k ∈ Z b(E + k)Uk(M) ⊂ Uk−1(M).
Proposition 2.5.10. Les DX-modules holonomes sont spécialisables le long de toute
hypersurface lisse.
Démonstration. Cf. [12] Proposition 4.4-2 page 344.
Proposition 2.5.11. Soit σ : C/Z → C une section de la projection naturelle pi :
C → C/Z. Soit M un DX-module cohérent spécialisable. Il existe une unique bonne
V -filtration, notée V σ• (M), dont le polynôme de Bernstein-Sato bσ(s) ∈ C[s] a ses
racines dans l’image de σ.
Démonstration. Cf. [12] Proposition 4.2-6 page 337.
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Désormais on prendra la section σ tel que son image est égal à l’ensemble (voir fig.
suivante) :
Σ = {α ∈ C| − 1 ≤ Re α ≤ 0, Im α ≥ 0 si Re α = −1, Im α < 0 si Re α = 0}.
··· · ····· · ····· · ··•−1




 · · · ◦0





··· · ····· · ···· ·
Définition 2.5.12 (V -filtration canonique). Soit M un DX -module cohérent
spécialisable. On appelle V -filtration canonique de M l’unique bonne V -filtration
V σ• (M), où σ est la section dont son image est Σ.
Remarque 2.5.13. Quand on travaille sur une variété algébrique affine An, de di-
mension n, le travail avec un OAn-module M (et par conséquent pour les DAn -
modules) se simplifie considérablement, car la connaissance de Γ(An,M) détermine
la connaissance de Γ(U,M) pour chaque ouvert affine U = An \ f−1(0), puisque
Γ(U,M) ' Γ(An,M)[∗f−1(0)]. Grâce à cette propriété nous nous restreindrons à
calculer la V -filtration pour l’ouvert affine correspondant.
On présente maintenant quelques propriétés locales de la V -filtration canonique
qui seront très utiles dans la suite.
Lemme 2.5.14. Soit M un DX-module spécialisable le long Y = 0 et soit (x, t) un
système de coordonnées locales tel que t = 0 soit une équation locale de Y = 0. Soit
VkM, k ∈ Z, la V -filtration canonique de M. Cette filtration vérifie les propriétés
suivantes :
1 Pour chaque k ∈ Z, grVkM .= VkM/Vk−1M est un module de type finit sur
l’anneau grV0 D(x,t) .= Dx  grV0Dt, où Dx .= C{x}〈∂x〉 et Dt .= C{t}〈∂t〉. Dans
cet espace l’endomorphisme t∂t admet un polynôme caractéristique p(t∂t + k), où
p(s) ∈ C[s], ce qui entraîne que grVkM est de type finit sur Dx.
2 La multiplication à gauche par t : VkM→ Vk−1M (on remarque que t ∈ V−1DX)
induit un morphisme Dx-linéaire :
t : grVkM−→ grVk−1M.
De la même façon, ∂t : VkM→ Vk−1M induit un morphisme Dx-linéaire :
∂t : grVkM−→ grVk+1M.
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La première application est inversible pourvu que k 6= 0 et la deuxième est inversible
pourvu que k 6= −1. En particulier, si k 6= 0, on a l’isomorphisme de Dx-modules :
grVkM' grVk−1M.
Démonstration. 1) Vu que pour chaque k ∈ Z, VkM est un V0DX .= Dx  V0Dt-
module, grVkM est un V0DX -module. En plus la cohérence de VkM sur V0DX entraîne
qu’il existe e1, . . . , en tels que :
VkM = V0DXe1 + · · ·+ V0DXen.
Étant donné que V0Dt = C[t∂t] + V−1Dt :
VkM+ Vk−1M = Dx  C[t∂t]e1 + · · ·+Dx  C[t∂t]en + Vk−1M,
donc grVkM est de type finit sur l’anneau grV0 DX .
L’existence du polynôme de Bernstein, b(t) ∈ C[t], de VkM entraîne que :
b(t∂t + k)grVkM = 0,
donc l’endomorphisme t∂t admet un polynôme caractéristique p(t∂t + k) qui divise
b(t∂t + k). Vu que e1, . . . , (t∂t)m−1e1, . . . , en, . . . , (t∂t)m−1en, où m = deg b(t) ∈ C[t],
engendrent grVkM sur Dx, grVkM est un Dx -module de type finit.
2) Pour k 6= 0, l’application composé ∂tt : grVkM → grVkM est inversible car son
polynôme caractéristique β(s) est égal à p(s + k − 1) et par conséquence β(0) =
p(k − 1) 6= 0, grâce au choix de Σ. De la même façon l’application composé t∂t :
grVkM→ grVkM est inversible quand k 6= −1.
Remarque 2.5.15. La V -filtration fournit une façon alternative de calculer le couple
d’espaces vectoriels E
u
))
F
v
ii associé à un Dt holonome régulier. Cela est une consé-
quence de l’équivalence de catégories entre la catégorie des germes de Dt -modules
holonomes réguliers et la catégorie des germes de D̂t -modules holonomes réguliers et
du Théorème suivant :
Théorème 2.5.16. La correspondance qui associe à chaque D̂t -holonome M l’ob-
ject grV−1M
can
,,
grV0M
var
mm de la catégorie Θ, cf. Définition 2.4.1, où can
.= ∂t et
var
.=
∑∞
n=1
(−2ipi)n
n! (t∂t)
n−1 · t, est une équivalence de catégories.
Démonstration. Cf. [13] Téorème 6.2.5 page 41.
Remarque 2.5.17. Grâce au Théorème 2.3.22 on sait qu’au niveau des germes il
existe une anti-équivalence de catégories entreMod(Dx)hr et la catégorie Perv{0}(C).
Soit alors M un Dx-module holonome régulier qui induit le complexe F•. D’autre
part le Théorème précédent permet de donner une interprétation dans la catégorie
Mod(Dx)hr des conditions imposées au complexe F• dans la Proposition 2.4.5. Quand
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M =M[x−1] les pas détaillés dans [13] Exercice 6.1.6 3 page 40 et Exercice 6.2.4 2
page 41 montrent queM est représenté par le couple de l’alinéa iii de la Proposition
2.4.5.
2.6. Opérations sur les An(DX)-modules
Dans cette section on présente les notions d’image inverse d’un An-module par une
fonction polynomiale et d’image directe d’un DX -module (resp. An-module) par une
fonction analytique (resp. une fonction polynomiale). L’intérêt de ces deux construc-
tions est l’obtention du rapport entre la V -filtration canonique de M ′ (le A′1-module
holonome construit à partir deM par le changement de coordonnées t′ = t−1), le long
t′ = 0 et la V -filtration de M [t−1]F le long τ = 0 et donc le rapport entre les couples
respectifs d’espaces vectoriels.
Afin d’y arriver on utilise l’identité suivante, trouvée dans l’article écrit par Claude
Sabbah -Monodromy at infinity and Fourier Transform (cf. [22]) :
(18) MF = H0(Â1, p̂+(p+M⊗OA1×bA1 OA1×bA1e−tτ )),
où p, p̂ sont les projections A1 p← A1×Â1 bp→ Â1, A1 est la droite affine avec coordonné
t, Â1 est la droite affine avec coordonné τ ,M est le DA1-module holonome algébrique
déterminé par M i.e. Γ(A1 \ Σ,M) = M [∗Σ], où Σ ⊂ A1 est un ensemble fini. Cette
égalité est démontrée dans le Lemme 2.6.18.
Dans cette section on montre aussi que
(19) M[t−1]F = H
0(Â1, q̂+(q+M′ ⊗OA′1×bA1 OA1×bA1e−τ/t
′
)),
où q, q̂ sont les projections A′1 q← A′1 × Â1 bq→ Â1, A′1 est la droite affine avec
coordonnée t′ et M′ est le DA′1-module holonome algébrique déterminé par M ′ i.e.
Γ(A′1\Σ,M′) =M ′[∗Σ], où Σ ⊂ A′1 est un ensemble fini. Cette égalité est démontrée
dans le Lemme 2.6.20.
Le calcul des images inverses se simplifie considérablement car p, q sont des projec-
tions et grâce au Lemme 2.6.8 on a
Γ(A1 × Â1, p+M) =M [τ ],
Γ(A′1 × Â1, q+M′) =M ′[τ ].
L’utilisation respective des Lemmes 2.6.10 et 2.6.11 permet l’écriture
Γ(A1 × Â1, p+M⊗OA1×bA1 OA1×bA1e−tτ ) =M [τ ],
Γ(A′1 × Â1, q+M⊗OA′1×bA1 OA′1×bA1e−τ/t
′
) =M ′[τ ],
où M [τ ] (respectivement M ′[τ ]) est munis maintenant des actions tordues de ∂τ · et
∂t· (respectivement ∂τ · et ∂t′ ·).
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De façon analogue le calcul des images directes se simplifie considérablement car
p̂, q̂ sont aussi des projections et grâce a la Proposition 2.6.17 on a
Γ(Â1, p̂+(p+M⊗OA1×bA1 OA1×bA1e−tτ )) =M [τ ]
∂t·→M [τ ],
Γ(Â1, q̂+(q+M′ ⊗OA′1×bA1 OA′1×bA1e−τ/t
′
)) =M ′[τ ]
∂t′ ·→ M ′[τ ].
Grâce aux Lemmes 2.6.18 et 2.6.20 ces deux complexes donnent naissance aux suites
exactes courtes :
(20) 0→ M[τ ] ∂t·→ M[τ ] pi→ MF → 0,
(21) 0→ M′[τ ] ∂t′ ·→ M′[τ ] pi
′
→ M[t−1]F → 0.
En suite on prend la compactification P1
piP1←− P1 × Â1 pibA1−→ Â1. pi
bA1 est propre et
alors son image directe préserve la V -filtration pour chaque degré de cohomologie (cf.
Théorème 2.6.21). On applique ce Théorème à l’image directe pi
bA1+(pi
+
P1(j+M[t−1])),
où j : U0 ↪→ P1 et U0 .= C(= A1).
j+M[t−1] est le faisceau ayant les sections suivantes :
Γ(U0, j+M[t−1]) = M[t−1],
Γ(U∞, j+M[t−1]) = M[t−1] (avec l’action de t′, ∂t′) et
Γ(U0 ∩ U∞, j+M[t−1]) = M[t−1],
où U∞
.= P1 \ {0}.
pi+P1(j+M′) est le faisceau ayant les sections suivantes :
Γ(U0, pi+P1(j+M[t−1])) = M[t−1][τ ],
Γ(U∞, pi+P1(j+M[t−1])) = M[t−1][τ ] (avec l’action de t′·, ∂t′ ·) et
Γ(U0 ∩ U∞, pi+P1(j+M[t−1])) = M[t−1][τ ].
pi
bA1+(pi
+
P1(j+M′)) donne naissance au complex double
M[t−1][τ ]⊕
∂t·

M[t−1][τ ] δ //
∂t′ ·

M[t−1][τ ]
∂t·

M[t−1][τ ]⊕M[t−1][τ ] δ // M[t−1][τ ]
où les lignes sont des complexes de Cˇech et les colones sont des complexes de de Rham
rélatifs. δ est l’application (m1,m2) 7→ m1 −m2, laquelle est surjective et ker δ '
M[t−1][τ ] (avec l’action de t′·, ∂t′ ·). Ce complex est quasi-isomorphe au complex
ker δ
∂t′ ·

'
M[t−1][τ ]
∂t′ ·

ker δ M[t−1][τ ]
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lequel donne naissance à la suite exacte courte 21. La préservation de la V -filtration
pour chaque degré de cohomologie (cf. Théorème 2.6.21) entraîne que pour chaque
k ∈ Z :
pi′[τVk(M′[τ ])] = Vk(M[t−1]F ),
cf. les détails de la V -filtration τVk(M′[τ ]), que nous pouvons exprimer en fonction
de VkM′, dans la sous-section 2.6.2 et les détails de la préservation de la V -filtration
dans la sous-section 2.6.3.
2.6.1. Produit externe de C-algèbres
On présente maintenant la notion de produit externe, laquelle simplifiera significa-
tivement l’écriture des formules dans les sous-sections suivantes, notamment dans la
sous-section de l’image inverse.
Notation 2.6.1 (Produit externe de C -algèbres). Soient A et B C -algèbres.
Le produit tensoriel A ⊗C B est un C -espace vectoriel sur lequel on définit une
multiplication : pour chaque a, a′ ∈ A, b, b′ ∈ B (a ⊗ b)(a′ ⊗ b′) .= aa′ ⊗ bb′. Il est
trivial vérifier que A⊗C B avec ce produit est une C -algèbre. Ce produit est appelé
le produit externe. Désormais on utilisera la notation AB pour ce produit.
Théorème 2.6.2. Soit R une C -algèbre et soient A et B des sous algèbres de R tels
que
1 R = AB,
2 [A,B] = 0,
3 Il existe des C -bases {ai|i ∈ N} et {bj |j ∈ N} de A et B respectivement, tels que
{aibj |i, j ∈ N} est une C -base de R,
Alors R ' AB.
Démonstration. Cf. [C.] Théorème 1.1 page 121.
Définition 2.6.3. An désigne la sous C -algèbre de EndC(C[X]
.= C[x1, . . . , xn])
engendré par les opérateurs x1·, . . . , xn· et ∂x1 , . . . , ∂xn , où xi · f .= xif et ∂xif .= ∂f∂xi ,
pour chaque f ∈ C[X] et chaque i ∈ {1, . . . , n}.
Corollaire 2.6.4. La multiplication induit les isomorphismes suivants :
1 C[X] C[Y ] ' C[X,Y ],
2 Am An ' Am+n.
Démonstration. Cf. [C.] Corollaire 1.2 page 122.
Notation 2.6.5 (Produit externe de modules). Soient A, B des C -algèbres.
Supposons que M est un A-module à gauche et que N est B-module à gauche.
Dans ce cas le C -espace vectoriel M ⊗C N a une structure de A  B -module
à gauche, où l’action de a ⊗ b ∈ A  B sur u ⊗ v ∈ M ⊗C N est donnée par la
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formule : (a⊗ b)(u⊗ v) .= au⊗ bv. Désormais on utilisera la notation M N pour ce
AB-module.
2.6.2. L’image inverse
Afin de présenter la notion de changement d’anneaux, on commence avec une
construction général pour des anneaux et des modules. Soient donc R, S des an-
neaux et φ : R→ S un homomorphisme d’anneaux. Si M est un R-module à gauche
alors on peut utiliser φ pour induire en S ⊗RM une structure de S-module à gauche
appelé le changement d’anneaux de base. Le point fondamentale est que S admet la
structure de R-module à droite définie de la façon suivante :
s ∗ r .= sφ(r),
pour chaque r ∈ R et s ∈ S.
Grâce à cette structure on peut considérer S comme un S − R -bimodule et donc
on peut prendre le produit tensoriel S ⊗RM , lequel est un S-module à gauche.
Notation 2.6.6. X désigne Cn. L’anneau des polynômes C[x1, . . . , xn] est noté C[X]
et l’algèbre de Weyl engendré par les x’s et les ∂x’s est notée An. De façon analogue
on note Y = Cm et Z = Cr, C[Y ] et C[Z] les anneaux de polynômes respectifs et Am
et Ar les algèbres de Weyl respectives.
Définition 2.6.7 (Image inverse). Soit M un Am-module, F : X → Y une appli-
cation polynomial et F# : C[Y ]→ C[X], P 7→ P ◦ F son comorphisme (lequel est un
homomorphisme d’algèbres). On appelle image inverse deM par F le C[X]-module :
F+M
.= C[X]⊗C[Y ]M,
avec la structure de An-module donnée par les actions :
∂xi(q ⊗ u) = ∂xi(q)⊗ u+
m∑
k=1
q∂xi(Fk)⊗ ∂yku
pour chaque i = 1, . . . , n où q ⊗ u ∈ F+M , q ∈ C[X], u ∈ M et F1, . . . , Fm sont les
fonctions coordonnés de F .
Dans le cas où F est la projection canonique pi : X × Y → Y , le comorphisme
pi# : C[Y ] → C[X,Y ] envoie p ∈ C[Y ] dans lui même, mais considéré comme un
élément de C[X,Y ] et l’image inverse se simplifie considérablement.
Lemme 2.6.8. Soit M un Am-module et pi : X × Y → Y la projection canonique
alors
pi+M
.= C[X,Y ]⊗C[Y ]M ' C[X]M
en tant que An Am-modules.
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Démonstration. Un monôme de C[X,Y ] peut être écrit sous la forme pq, où p ∈ C[X]
et q ∈ C[Y ]. Si u ∈ M alors pq ⊗ u = p ⊗ qu comme éléments de pi+M . En utilisant
cette identité on peut construire un isomorphisme
pi+M ' C[X]M
de C[X,Y ]-modules qui envoie qαxα ⊗ u dans xα ⊗ qαu, où α ∈ Nn, qα ∈ C[Y ] et
u ∈M .
Vu que C[X] est un An-module et M est un Am -module, C[X]M est un AnAm-
module. Il reste à montrer que cette structure coïncide avec la structure de la définition
2.6.7. D’après cette définition l’action de ∂yj est donnée par :
∂yj (qαx
α ⊗ u) = ∂yj (qαxα)⊗ u+
m∑
k=1
(∂yj (yk)qαx
α ⊗ ∂yku).
Vu que ∂yj (xα) = 0 et ∂yj (yk) = δjk, on obtient
∂yj (qαx
α ⊗ u) = xα∂yj (qα)⊗ u+ qαxα ⊗ ∂yju
= xα ⊗ ∂yj (qαu).
Autrement dit, si on identifie pi+M avec C[X]M , ∂yj agit seulement dans M de la
façon usuelle. Considérons maintenant l’action de ∂xi . Par définition on a :
∂xi(qαx
α ⊗ u) = ∂xi(qαxα ⊗ u) +
m∑
k=1
∂xi(yk)qαx
α ⊗ ∂xku.
Vu que ∂xi(yk) = ∂xi(qα) = 0, pour chaque k et chaque α, on a
∂xi(qαx
α ⊗ u) = qα∂xi(xα)⊗ u
= ∂xi(x
α)⊗ qαu.
Donc les deux structures de An Am-modules coïncident.
Notation 2.6.9. On note M [X] .= C[X]M , afin de simplifier les notations.
2.6.2.1. Exemple
Afin de préparer la démonstration des égalités 18 et 19, cf. respectivement les
Lemmes 2.6.18 et 2.6.20, on remarque que
Lemme 2.6.10. Le A1  Â1 -module M[τ ] ⊗C[t,τ ] C[t, τ ]e−tτ peut être identifié au
C[t]〈∂t·〉C[τ ]〈∂τ ·〉 -module M[τ ], avec les actions ’tordues’ de ∂t·, ∂τ · et les actions
de t et τ définies de la façon suivante :
t· .= 1⊗ t,
∂t· .= 1⊗ ∂t − τ ⊗ 1,
τ · .= τ ⊗ 1,
∂τ · .= ∂τ ⊗ 1− 1⊗ t.
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Démonstration. Grâce au morphisme suivant :
ϕ : M[τ ]⊗C[t,τ ] C[t, τ ]e−tτ −→ M[τ ].
m⊗ P (t, τ)e−tτ 7−→ P (t, τ)m
M[τ ] a bien une structure de C[t]〈∂t·〉C[τ ]〈∂τ ·〉 -module, car [∂t·, t] = 1 et [∂τ ·, τ ] = 1,
comme le montre, respectivement, les égalités suivantes :
[∂t·, t] = [∂t − τ, t] [∂τ ·, τ ] = [∂τ − t, τ ]
= [∂t, t]− [τ, t] = [∂τ , τ ]− [t, τ ]
= 1 = 1.
D’autre part on a aussi
Lemme 2.6.11. Le A′1  Â1-module (M′[τ ]) ⊗C[t′,t′−1,τ ] C[t′, t′−1, τ ]e−τ/t
′
peut être
identifié au A′1 Â1-module M′[τ ], avec les actions ’tordues’ de ∂t′ ·, ∂τ · et les actions
de t′, t′−1 et τ définies de la façon suivante :
t′· .= 1⊗ t′,
∂t′ · .= 1⊗ ∂t′ + τ ⊗ t′−2,
τ · .= τ ⊗ 1,
∂τ · .= ∂τ ⊗ 1− 1⊗ t′−1.
Démonstration. Grâce au morphisme suivant :
ψ : (M′[τ ])⊗C[t′,t′−1,τ ] C[t′, t′−1, τ ]e−τ/t′ −→ M′[τ ].
m⊗ P (t′, t′−1, τ)e−τ/t′ 7−→ P (t′, t′−1, τ)m
M′[τ ] a bien une structure de C[t′, t′−1]〈∂t′ ·〉  C[τ ]〈∂τ ·〉 -module car [∂t′ ·, t′] = 1,
[∂t′ ·, t′−1] = −t′−2, et [∂τ ·, τ ] = 1, comme le montre, respectivement, les égalités
suivantes :
[∂t′ ·, t′] = [∂t′ + τ/t′2, t′] [∂t′ ·, t′−1] = [∂t′ + τ/t′2, t′−1]
= [∂t′ , t′] + [τ/t′2, t′] = [∂t′ , t′−1] + [τ/t′2, t′]
= 1 = −t′−2
[∂τ ·, τ ] = [∂τ − t′−1, τ ]
= [∂τ , τ ]− [t′−1, τ ]
= 1.
Lemme 2.6.12. Si M′ un A′1-module holonome localisé en t′ = 0, alors M′[τ ] est
microlocalisé en τ = 0, i.e. la multiplication par ∂τ · est bijective.
Démonstration. Par la construction de M′[τ ] il est évident que la multiplication à
gauche par ∂τ · est injective. Vu que pour chaque i ∈ N et chaque m ∈ M′, ∂τ ·(∑i
j=0
i!
(i−j)!τ
i−j ⊗ (−t′j+1m)
)
= τ i ⊗ m, la multiplication par ∂τ · est surjective,
donc bijective.
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Une fois obtenue l’interprétation du A′1  Â1 -module (M′[τ ]) ⊗C[t′,t′−1,τ ]
C[t′, t′−1, τ ]e−τ/t′ comme étant M′[τ ] avec les actions tordues de ∂t′ · et ∂τ ·, nous
montrons que nous pouvons utiliser la V -filtration canonique de M′ le long t′ = 0,
pour induire la V -filtration canonique de τVk(M′[τ ]) le long τ = 0, comme le montre
le Lemme suivant :
Lemme 2.6.13. Soit VkM ′ la V -filtration canonique de M ′ le long t′ = 0 et b′(s) ∈
C[s] son polynôme de Bernstein. La V -filtration canonique, τUk(M′[τ ]), de M′[τ ] le
long τ = 0 est défini par la formule
τUk(M′[τ ]) =
{∑
i≥0(∂t′ ·)i(1⊗ Vk+1M ′) si k ≥ 0,
τkτU0(M′[τ ]) si k < 0.
De plus, on a, pour tout k ∈ Z, τUk(M′[τ ]) = (∂τ ·)kτU0(M′[τ ]).
Démonstration. On commence par montrer que
∑
i≥0(∂t′ ·)i(1⊗V1M′) est en effet un
A′1V0Â1-module de type fini. Il est immédiat que τU0(M′[τ ]) est fermé pour l’action
de ∂t′ · et pour l’action de t′, car t′VkM ′ ⊂ Vk−1M ′. D’autre part τU0(M′[τ ]) est fermé
pour l’action de τ , car τ(1⊗V1M′) = (∂t′ · −∂t′)t′2(1⊗V1M′) et τU0(M′[τ ]) est fermé
pour l’action de τ∂τ ·, car τ∂τ · (1⊗ V1M′) = (∂t′ · −∂t′)t′(1⊗ V1M′).
Étant donné que la filtration VkM′ est bonne, il existe un morphisme de A′1-modules
(ϕ1, . . . , ϕn) : ⊕ni=1A′1 → M′ et k1, . . . , kn ∈ Z tels que (ϕ1, . . . , ϕn)(Vk(⊕ni=1A′1) .=
⊕ni=1Vk+kiA′1) = VkM′. La condition que la filtration VkM′ soit bonne entraîne que
V1M′ est de type fini sur V0A′1. Soient donc e1, . . . , es un ensemble fini de générateurs
de V1M′ sur V0A′1. On va montrer maintenant que 1 ⊗ e1, . . . , 1 ⊗ es engendrent
τU0(M′[τ ]) sous l’action de A′1V0Â1. Pour cela on remarque que pour chaquem ∈ M′
et chaque i ∈ N on a l’identité suivante :
[τ∂τ ·+∂t′ · t′ + i](∂t′ ·)i(1⊗m) = (∂t′ ·)i(1⊗ ∂t′t′m)
laquelle entraîne que
C[τ∂τ ·+∂t′ · t′ + i](∂t′ ·)i(1⊗m) = (∂t′ ·)i(1⊗ C[∂t′t′]m)
et donc
C[τ∂τ ·+∂t′ · t′](∂t′ ·)i(1⊗m) = (∂t′ ·)i(1⊗ C[t′∂t′ ]m).
Grâce à cette identité on peut écrire :
s∑
j=1
C[τ∂τ ·+∂t′ · t′]C[∂t′ ·]C[t′]1⊗ ej =
∑
i≥0
(∂t′ ·)i(1⊗
s∑
j=1
C[t′∂t′ ]C[t′]ej)
=
∑
i≥0
(∂t′ ·)i(1⊗ V1M′).
Vu que τU0(M′[τ ]) est fermé sous l’action de C[τ ] et que pour chaque m ∈ M′ les
actions de A′1  V0Â1 et de C[τ ]C[τ∂τ · +∂t′ · t′]C[∂t′ ·]C[t′] sur 1 ⊗m, engendrent le
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même espace, pour s’en convaincre on remarque que pour chaque i ∈ N on a :
(τ∂τ ·)i = (τ∂τ ·+∂t′ · t′ − ∂t′t′·)i
=
i∑
j=0
(
j
i
)
(−1)j(τ∂τ ·+∂t′ · t)j(∂t′t′·)i−j ,
1⊗e1, . . . , 1⊗es engendrent τU0(M′[τ ]) sous l’action de A′1V0Â1 et donc la filtration
est bonne.
2.6.14. Maintenant on montre que τUk+1(M′[τ ]) = ∂τ ·τUk(M′[τ ])+τUk(M′[τ ]), pour
chaque k ≥ 0. Cela est une conséquence de l’identité t′−kV0M′ = VkM′, pour chaque
k ∈ Z. Pour s’en convaincre, on remarque que {0} = ∩k∈ZVkM′ et que nous pouvons
construire la partition (Wk(M′ \ {0}))k∈Z .= (VkM′ \Vk−1M′)k∈Z de M′ \ {0}, laquelle
vérifie les propriétés suivantes :
i) ∪k∈ZWk(M′ \ {0}) = M′ \ {0},
ii) pour chaque i, j ∈ Z, si i 6= j alors Wi(M′ \ {0}) ∩Wj(M′ \ {0}) = ∅.
Soit m ∈ Wk(M′ \ {0}), par construction m 6= 0, alors t′−1m ∈ M′ \ {0}, car M′ est
un A′1-module holonome localisé. Par la propriété i) il existe un seul i ∈ Z tel que
t′−1m ∈Wi(M′ \{0}), alors m ∈Wi−1(M′ \{0}) en plus, par la propriété ii) i−1 = k,
donc pour chaque k ∈ Z, t′−1VkM′ ⊂ Vk+1M′, ce qui entraîne que t′−1VkM′ = Vk+1M′.
Grâce à cette égalité on peut écrire :
∂τ ·
∑
i≥0
(∂t′ ·)i(1⊗ VkM′) =
∑
i≥0
(∂t′ ·)i(1⊗ Vk+1M′),
car ∂τ · (1 ⊗ VkM ′) = (1 ⊗ t′−1VkM ′) et donc τUk+1(M′[τ ]) = ∂τ · τUk(M′[τ ]) +
τUk(M′[τ ]) = (∂τ ·)k+1U0(M′[τ ]), pour chaque k ≥ 0.
Il reste à montrer que τUk(M′[τ ]) = (∂τ ·)kU0(M′[τ ]), pour chaque k ≤ 0. Pour cela
on prend la partition (Wi(M′[τ ]\{0}))i∈Z .= τUi(M′[τ ])\τUi−1(M′[τ ]), laquelle vérifie
les propriétés suivantes :
i) ∪i∈ZWi(M′[τ ] \ {0}) = M′[τ ] \ {0},
ii) pour chaque i, j ∈ Z si i 6= j alors Wi(M′[τ ] \ {0}) ∩Wj(M′[τ ] \ {0}) = ∅.
Soit m ∈ Wi(M′[τ ] \ {0}), par construction m 6= 0, alors (∂τ ·)−1m ∈ M′[τ ] \ {0},
car M′[τ ] est un Â1-module holonome microlocalisé en τ = 0 cf. Lemme 2.6.12. Par
la propriété i) il existe un seul i ∈ Z tel que (∂τ ·)−1m ∈ Wi(M′[τ ] \ {0}), alors
m ∈Wi+1(M′[τ ]\{0}) en plus, par la propriété ii) i+1 = k, donc pour chaque k ∈ Z,
(∂τ ·)−1τUkM′[τ ] ⊂ τUk−1M′[τ ], ce qui entraîne que (∂τ ·)−1τUkM′[τ ] = τUk−1M′[τ ]
et en particulier pour chaque k ∈ N, τU−kM′[τ ] = (∂τ ·)−kτU0M′[τ ].
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Par construction la filtration τUk(M′[τ ]) = (A′1  VkÂ1)τU0(M′[τ ]) est croissante
et compatible à l’action de A′1  VkÂ1, en plus elle est exhaustive car :[
k∈Z
τUk(M
′[τ ]) = A′1  bA1X
i≥0
(∂t′ ·)i(1⊗ V1M′)
= A′1C[τ ]
X
i≥0
(∂t′ ·)i(1⊗M′)
⊃ C[τ ]⊗M′.
Afin de calculer polynôme de Bernstein, on remarque que pour chaque k ≥ 1 on a
la congruence modulo τUk−1(M′[τ ]) :
τ∂τ · τUk(M′[τ ]) = τ∂τ ·
∑
i≥0
(∂t′ ·)i(1⊗ Vk+1M′)
=
∑
i≥0
(∂t′ ·)iτ∂τ · (1⊗ Vk+1M′)
=
∑
i≥0
(∂t′ ·)iτ(1⊗ (−t′−1)Vk+1M′)
=
∑
i≥0
(∂t′ ·)i(∂t′ · −∂t′)t′2(1⊗ (−t′−1)Vk+1M′)
⊂
∑
i≥0
(∂t′ ·)i(1⊗ (∂t′t′)Vk+1M′) +∑
i≥0
(∂t′ ·)i+1(1⊗ t′Vk+1M′)
≡
∑
i≥0
(∂t′ ·)i(1⊗ (t′∂t′ + 1)Vk+1M′),
ce qui entraîne que pour chaque a(s) ∈ C[s] on a la congruence modulo τUk−1(M′[τ ]) :
a(τ∂τ ·)τUk(C[τ ]⊗C M′) ≡
∑
i≥0
(∂t′ ·)i(1⊗ a(t′∂t′ + 1)Vk+1M′)
en particulier si on prend a(s) = b′(s), où b′(s) est le polynôme de Bernstein de la
filtration de VkM′, on a la congruence modulo τUk−1(M′[τ ]) :
b′(τ∂τ ·+k)τUk(M′[τ ]) ≡
∑
i≥0
(∂t′ ·)i(1⊗ b′(t′∂t′ + k + 1)Vk+1M′)
≡ 0
laquelle entraîne que b′(τ∂τ · +k)τUk(M′[τ ]) ⊂ τUk−1(M′[τ ]). En particulier on
a b′(τ∂τ · +1)τU1(M′[τ ]) ⊂ τU0(M′[τ ]), alors (∂τ ·)−1b′(τ∂τ · +1)τU1(M′[τ ]) ⊂
(∂τ ·)−1τU0(M′[τ ]), i.e. b′(τ∂τ ·)(∂τ ·)−1τU1(M′[τ ]) ⊂ (∂τ ·)−1τU0(M′[τ ]), donc
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b′(τ∂τ ·)τU0(M′[τ ]) ⊂ τU−1(M′[τ ]). En appliquant récursivement le même argu-
ment on a pour chaque k ∈ Z− :
b′(τ∂τ ·+k)τUk(M′[τ ]) ⊂ τUk−1(M′[τ ]).
On sait donc que le polynôme de Bernstein, β(s) ∈ C[s], divise b′(s) ∈ C[s]. Vu que
pour chaque k ≥ 1, β(τ∂τ ·+k)[1⊗ Vk+1M′] ⊂ [1⊗ VkM′],
β(t′∂t′ + k + 1)Vk+1M′ ⊂ VkM′,
alors pour chaque l ≥ 0, t′lβ(t′∂t′ + k + 1)Vk+1M′ ⊂ t′lVkM′, autrement dit, pour
chaque k ∈ Z β(t′∂t′ + k − l + 1)Vk−l+1M′ ⊂ Vk−lM′, donc, pour chaque k ∈ Z, :
β(t′∂t′ + k + 1)Vk+1M′ ⊂ VkM′.
Étant donné que b′(s) ∈ C[s] est le polynôme unitaire de plus petit degré qui vérifie la
condition précédente, β(s) = b′(s). Vu que les racines du polynôme β(s) sont contenues
dans Σ et que β(s) est le polynôme unitaire de plus petit degré qui vérifie la condition
β(τ∂τ · +k)τUk(M′[τ ]) ⊂ τUk−1(M′[τ ]), pour chaque k ∈ Z, β(s) est le polynôme de
Bernstein de cette filtration et cette filtration est la V -filtration canonique.
Soit τVk(M′[τ ]) la V -filtration canonique de M′[τ ], le long τ = 0. Alors le quotient
τV1(M′[τ ])/τV0(M′[τ ]) est un C[t′]〈∂t′〉-module muni d’un endomorphisme induit par
∂ττ . D’autre part, F ′
.= V−1M′/V−2M′ est un C-espace vectoriel muni d’un endomor-
phisme induit par l’action de t′∂t′ . Par suite, F ′  A′1/A′1.t′ est un C[t′]〈∂t′〉-module
muni d’un endomorphisme induit par l’action de t′∂t′ sur F ′.
Lemme 2.6.15. Les deux C[t′]〈∂t′〉-modules ci-dessus, munis de leurs endomor-
phismes respectifs, sont isomorphes.
Démonstration. Voir le point (ii)(6) de la démonstration de la proposition 4.1 dans
[24].
2.6.3. L’image directe
La définition d’image directe est plus facile de donner pour les D-modules à droite,
donc on commence par ceux-ci.
Définition 2.6.16 (Image directe d’un D-module). Soit f : X → Y une fonc-
tion holomorphe. On appelle image directe le foncteur f+ : Mod(DX)d → C+(DY )d
définit par l’image directe de la résolution de Godement (on prend le complexe simple
associé au complexe double, cf. [3] définition II.2 page 98) :
f+M .= f∗God•(M⊗DX Sp•X→Y (DX)),
où Sp•X→Y (DX) est le complexe Sp•(DX) ⊗OX DX→Y , Sp•(DX) est le complexe de
Spencer de DX et DX→Y .= OX ⊗f−1OY f−1DY .
Ce complexe est une réalisation de Rf∗(M⊗LDX DX→Y ).
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Grâce à la définition 2.2.4 l’image directe d’un D-module à gaucheMg est définie
de la façon suivante :
f+(Mg) .= HomOX (ωX , f+(ωX ⊗OX Mg)).
2.6.3.1. Complexe de de Rham relatif
Dans le cas où f est la projection piX : X × Y → X et piY note la projection
X × Y → Y , pi−1Y DY est un sous anneau de DX×Y , alors tout DX×Y -module M a
une structure sous-jacente de pi−1Y DY -module. Celle-ci donne le complexe de de Rham
relatif :
pi−1Y Ω
•
Y (M),
lequel sera noté DRX×Y |X(M) et appelé le complexe de de Rham relatif le long
Y . Le DX×Y -module M a aussi une structure sous-jacente de pi−1X DX -module. Vu
que pi−1X DX et pi−1Y DY commutent dans DX×Y , DRX×Y |X(M) est un complexe de
pi−1X DX -modules. Le passage aux catégories dérivées entraîne que :
M→ RpiX∗(DRX×Y |X(M))
est un foncteur de Cb(DX×Y ) dans Cb(DX) et il n’est autre que le foncteur piX+ à
décalage près, comme le montre la Proposition suivante :
Proposition 2.6.17. On a piX+(M) = RpiX∗(DRX×Y |X(M))[dimY ].
Démonstration. Cf. [1] Proposition 2.4.8 page 71.
2.6.3.2. Exemple
Grâce à cette Proposition on peut maintenant montrer les égalités 18, cf. Lemme
2.6.18, et 19, cf. Lemme 2.6.20.
Lemme 2.6.18. Soit M un A1-module et considérons le morphisme :
∂t· = ∂t − τ : M[τ ] −→ M[τ ].
n∑
i=0
τ i ⊗mi 7−→
n∑
i=0
τ i ⊗ ∂tmi −
n∑
i=0
τ i+1 ⊗mi
Ce morphisme vérifie les propriétés suivantes :
1) est un morphisme de C[τ ]〈∂τ ·〉-modules,
2) est injective,
3) coker (∂t − τ) = MF (et donc ∂t = τ en MF).
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Démonstration. 1) Il est immédiat que τ commute avec (∂t− τ), car les variables sont
différentes. L’égalité :
(∂t − τ)∂τ · = (∂t − τ)(∂τ − t)
= ∂t∂τ − ∂tt− τ∂τ + τt
= ∂τ∂t − t∂t − 1− ∂ττ + 1 + tτ
= ∂τ∂t − t∂t − ∂ττ + tτ
= (∂τ − t)(∂t − τ)
= ∂τ · (∂t − τ),
entraîne que (∂t−τ) est un morphisme de C[τ ]〈∂τ ·〉-modules. En particulier coker (∂t−
τ) est un C[τ ]〈∂τ ·〉-module.
2) Soit p =
∑n
i=0 τ
i ⊗mi ∈ M[τ ] tel que (∂t − τ)p = 0, alors :
0 = (∂t − τ)p = 1⊗ ∂tm0 +
n∑
i=1
τ i ⊗ (∂tmi −mi−1)− τn+1 ⊗mn.
Par le Lemme 2.6.19 on a :
0 = ∂tm0 = ∂tm1 −m0 = · · · = ∂tmn −mn−1 = −mn
alors 0 = m0 = · · · = mn et donc ∂t − τ est injective.
3) On va montrer que l’on a l’isomorphisme de C[τ ]〈∂τ 〉-modules suivant (où MF
désigne le transformé de Fourier de M) :
ϕ : MF −→ M[τ ]/Im (∂t − τ).
m 7−→ [1⊗m]
Cette application a du sens car MF = M en tant que groupes abéliens, en
plus il est immédiat que ϕ est un morphisme de C-espaces vectoriels. Par construction
on a 0 = [(∂t− τ)(1⊗m)] = [1⊗∂tm]− [τ ⊗m], donc ϕ(τm) = ϕ(∂tm) = [1⊗∂tm] =
τ [1 ⊗ m] = τϕ(m). D’autre part ϕ(∂τm) = ϕ(−tm) = −[1 ⊗ tm] = ∂τ .[1 ⊗ m] =
∂τ .ϕ(m), donc ϕ est un morphisme de C[τ ]〈∂τ ·〉-modules.
• Surjectivité : Soit [∑ni=0 τ i⊗mi] ∈ M[τ ]/Im (∂t−τ). Vu que (∂t−τ) (−τn−1⊗mn) =
τn⊗mn− τn−1⊗∂tmn, n > 0, alors [
∑n
i=0 τ
i⊗mi] = [
∑n−1
i=0 τ
i⊗m′i]. Par récurrence
on montre qu’il existe m ∈ M tel que [∑ni=0 τ i⊗mi] = [1⊗m] et donc ϕ est surjective.
• Injectivité : Soitm ∈ M tel que [1⊗m] = 0, alors il existe p =∑ni=0 τ i⊗mi ∈ C[τ ]⊗M
tel que (∂t − τ)p = 1⊗m, alors :
0 = (∂t − τ)p− 1⊗m = 1⊗ (∂tm0 −m) +
n∑
i=1
τ i ⊗ (∂tmi −mi−1)− τn+1 ⊗mn.
Par le Lemme 2.6.19 on a :
0 = ∂tm0 −m = ∂tm1 −m0 = · · · = ∂tmn −mn−1 = −mn,
alors 0 = m = m0 = · · · = mn, ce qui entraîne que p = 0 et donc ϕ est injective.
72 CHAPITRE 2. LE FAISCEAU DX ET SES MODULES
Lemme 2.6.19. Soit M un A1-module et p =
∑n
i=0 τ
i⊗mi ∈ M[τ ], alors p = 0 si et
seulement si mi = 0, i = 0, . . . , n.
Démonstration. ⇒) On commence par remarquer que :
p ∈ 〈1, . . . , τn〉C[τ ] ⊗C 〈m0, . . . ,mn〉M ⊂ M[τ ]
et que {1, . . . , τn} est une base de 〈1, . . . , τn〉. Vu que le C-espace vectoriel
〈m0, . . . ,mn〉 est finiment engendré et donc de dimension finie, il existe une base
{e0, . . . , ek} de 〈m0, . . . ,mn〉. Dans cette base p admet l’écriture :
p =
n∑
i=0
k∑
j=0
αijτ
i ⊗ ej .
Vu que p = 0, alors αij = 0, i = 0, . . . , n, j = 0, . . . , k et donc mi = 0, i = 0, . . . , n.
⇐) est immédiate.
Lemme 2.6.20. Soit M′ un A′1-module et considérons le morphisme :
∂t′ · = ∂t′ + τ/t′2 : M′[τ ] −→ M′[τ ].
n∑
i=0
τ i ⊗mi 7−→
n∑
i=0
τ i ⊗ ∂t′mi +
n∑
i=0
τ i+1 ⊗ t′−2mi
Ce morphisme vérifie les propriétés suivantes :
1) est un morphisme de C[τ ]〈∂τ ·〉-modules,
2) est injective,
3) coker (∂t′ + τ/t′2) = (M′)′F = M[t
−1]F .
Démonstration. 1) Il est immédiat que τ . commute avec (∂t′ + τ/t′2), car les variables
sont différentes. L’égalité :
(∂t′ + τ/t′2)∂τ · = (∂t′ + τ/t′2)(∂τ − t′−1)
= ∂t′∂τ − ∂t′t′−1 + τ/t′2∂τ − τ/t′3
= ∂τ∂t′ − t′−1∂t′ + 1/t′2 + ∂ττ/t′2 − 1/t′2 − τ/t′3
= ∂τ∂t′ − t′−1∂t′ + ∂ττ/t′2 − τ/t′3
= (∂τ − t′−1)(∂t′ + τ/t′2)
= ∂τ · (∂t′ + τ/t′2),
entraîne que (∂t′ + τ/t′2) est un morphisme de C[τ ]〈∂τ ·〉-modules. En particulier
coker (∂t′ + τ/t′2) est un C[τ ]〈∂τ ·〉-module.
2) Soit p =
∑n
i=0 τ
i ⊗mi ∈ M′[τ ] tel que (∂t′ + τ/t′2)p = 0, alors :
0 = (∂t′ + τ/t′2)p = 1⊗ ∂t′m0 +
n∑
i=1
τ i ⊗ (∂t′mi + t′−2mi−1) + τn+1 ⊗ t′−2mn.
Par le Lemme 2.6.19 on a :
0 = ∂t′m0 = ∂t′m1 + t′−2m0 = · · · = ∂t′mn + t′−2mn−1 = t′−2mn
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alors 0 = m0 = · · · = mn et donc ∂t′ + τ/t′2 est injective.
3) On commence par remarquer que chaque élément de coker (∂t′ + τ/t′2) admet un
représentant de la forme [1 ⊗m], où m ∈ M′. Soit [∑ni=0 τ i ⊗mi] ∈ M′[τ ]/Im (∂t′ +
τ/t′2). Vu que (∂t′ + τ/t′2) (τn−1⊗ t′2mn) = τn⊗mn+ τn−1⊗ ∂t′t′2mn, n > 0, alors
il existe m′0, . . . ,m′n−1 ∈ M′ tels que [
∑n
i=0 τ
i⊗mi] = [
∑n−1
i=0 τ
i⊗m′i]. Par récurrence
on montre qu’il existe m ∈ M′ tel que [∑ni=0 τ i ⊗mi] = [1⊗m].
En suite on montre que l’on a l’isomorphisme de Â1-modules suivant :
ϕ : (M′)′F −→ coker ∂t′ · .
m 7−→ [1⊗m]
Cette application a du sens car (M′)′F = (M
′)′ = M[t−1] en tant que groupes abé-
liens, en plus il est immédiat que ϕ est un morphisme de C-espaces vectoriels. Par
construction on a 0 = [t′2∂t′ · (1 ⊗ m)] = [1 ⊗ t′2∂t′m] − τ [1 ⊗ m], donc ϕ(τm .=
∂tm
.= t′2∂t′m) = [1 ⊗ t′2∂t′m] = τ [1 ⊗m] = τϕ(m). D’autre part ϕ(∂τm .= −tm .=
−t′−1m) = −[1 ⊗ t′−1m] = ∂τ .[1 ⊗ m] = ∂τ .ϕ(m), donc ϕ est un morphisme de
Â1-modules.
• Surjectivité : Soit [∑ni=0 τ i ⊗mi] ∈ coker ∂t′ ·. Vu que ∂t′ · (τn−1 ⊗ t′2mn) = τn ⊗
mn+τn−1⊗∂t′t′2mn, n > 0, alors [
∑n
i=0 τ
i⊗mi] = [
∑n−1
i=0 τ
i⊗m′i]. Par récurrence on
montre qu’il existe m ∈ M′ tel que [∑ni=0 τ i ⊗mi] = [1⊗m] et donc ϕ est surjective.
• Injectivité : Soit m ∈ M′ tel que [1⊗m] = 0, alors il existe p =∑ni=0 τ i⊗mi ∈ M′[τ ]
tel que ∂t′ · p = 1⊗m, alors :
0 = ∂t′ · p− 1⊗m = 1⊗ (∂t′m0 −m) +
n∑
i=1
τ i ⊗ (∂t′mi + t′−2mi−1) + τn+1 ⊗ t′−2mn.
Par la Lemme 2.6.19 on a :
0 = ∂t′m0 −m = ∂t′m1 + t′−2m0 = · · · = ∂t′mn + t′−2mn−1 = t′−2mn,
alors 0 = m = m0 = · · · = mn, ce qui entraîne que p = 0 et donc ϕ est injective.
2.6.3.3. Préservation de la V -filtration
Le but de cette section est d’exprimer le rapport entre le couple d’espaces vectoriels
(E′, F ′) deM′ en t′ = 0 et le couple (Ê, F̂ ) deMF en τ = 0. Cela va être possible grâce
à la préservation de la V -filtration, pour chaque degré de cohomologie, par l’image
directe d’une fonction propre, cf. Théorème 2.6.21.
Théorème 2.6.21. Soit f : X → X ′ une fonction holomorphe et soit t ∈ C une
nouvelle variable. Posons F = f × 1C : X × C→ X ′ × C. SoitM un DX×C -module
munit de la V -filtration canonique V•M (relative à l’hypersurface Y = X×{0}. V•M
définit canoniquement et fonctoriellement une V -filtration U•Hi(F+M), en plus si
F est propre dans le support deM U•Hi(F+M) est la V -filtration.
Démonstration. Cf. [15] Théorème 5.5.2 page 70
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Lemme 2.6.22. SoitM un A1-module holonome régulier,M′ le A′1-module holonome
déterminé par le changement de coordonnées t′ = t−1, M le DP1-module holonome
obtenu par le recollement du DA1-module déterminé par M et du DA′1-module déter-
miné par M′ et M[t−1]F le transformé de Fourier de M[t
−1]. Si (E′, F ′) désigne le
couple d’espaces vectoriels déterminé parM′ le long t′ = 0 et (Ê, F̂ ) le couple d’espaces
vectoriels déterminé par M[t−1]F le long τ = 0, alors F̂ = F
′ et T
bF = TF ′ .
Démonstration. Si on prend X ′ = {0} dans le Théorème précédent {0}× Â1 peut être
identifié à Â1 et F peut être identifié à pi
bA1 : P
1× Â1 → Â1. Vu que pi
bA1 est propre, le
Théorème précédent entraîne que pi′(τVk(M′[τ ])) = Vk(M[t−1]F ), pour chaque k ∈ Z,
(cf. les notations introduites dans la page 61). Grâce à cette égalité on a :
pi′(τVk(M′[τ ])) = [1⊗ VK+1M′] = Vk(M[t−1]F ),
pour chaque k ∈ N. En particulier on a :
V1(M[t−1]F ) = [1⊗ V2M′] et V0(M[t−1]F ) = [1⊗ V1M′].
Grâce au Lemme 2.5.14 et à la Remarque 2.5.15 on a F̂ = V1(M[t−1]F )/V0(M[t
−1]F )
alors F̂ = F ′ et donc T
bF = TF ′ .
2.7. Extension minimale
2.7.1. Extension minimale d’un DX-module
Définition 2.7.1. SoitM un D-module holonome sur une surface de Riemann X et
Σ un ensemble fini de points de X. On dit qu’un D-module holonome N sur X est
une extension minimale deM le longue de Σ et on la noteMmin si :
i) OX[∗Σ]⊗OXM = OX[∗Σ]⊗OX N ,
ii) pour tout L sous D-module holonome de N , tel que supp (L) ⊂ Σ, on a L = 0,
iii) pour tout D-module holonome L quotient de N , tel que supp (L) ⊂ Σ, on a
L = 0.
Remarque 2.7.2. SiM est un D-module holonome sur une surface de Riemann X
et Σ un ensemble fini de points de X, la condition i de la Définition 2.7.1 entraîne
queMmin[∗Σ] =M[∗Σ].
Théorème 2.7.3. Soit M est un D-module holonome sur une surface de Riemann
X et Σ un sous ensemble fini de X. Si l’extension minimale, Mmin, le long de Σ
existe, est unique à isomorphisme près.
Démonstration. Soient N1, N2, deux extensions minimales de M le long de X. On
peut leur associer les suites exactes :
0 −→ kerϕi −→ Ni ϕi−→ Ni[∗Σ] −→ coker ϕi −→ 0, i = 1, 2.
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Étant donné que Ni|X\Σ = Ni[∗Σ]|X\Σ, i = 1, 2, on a supp (kerϕi) ⊂ Σ. Vu que
kerϕi = 0, alors ϕ1, ϕ2 sont des monomorphismes. On peut supposer, à isomorphisme
près, que Ni ⊂ M[∗Σ] = Ni[∗Σ], i = 1, 2. Cela entraîne que l’on peut construire les
suites exactes suivantes :
0 −→ N1 ∩N2 −→ Ni −→ Ni/N1 ∩N2 −→ 0.
Étant donné queNi|X\Σ =M|X\Σ on a supp (Ni/N1 ∩N2) ⊂ Σ et alorsN1∩N2 = Ni,
i = 1, 2, car Ni est extension minimale, donc N1 = N2.
Corollaire 2.7.4. Si M est un D-module holonome sur une surface de Riemann X
et Σ un sous ensemble fini de X, alors les D-modules M et M[∗Σ] ont la même
extension minimal le long Σ, i.e. :Mmin =M[∗Σ]min.
Démonstration. SoientMmin,M[∗Σ]min les extensions minimales deM, respective-
ment M[∗Σ] le long de Σ. M[∗Σ]min vérifie naturellement les conditions ii, iii de la
Définition 2.7.1, en plus on a l’isomorphisme :
(M[∗Σ]min)[∗Σ] = (M[∗Σ])[∗Σ] =M[∗Σ],
alors M[∗Σ]min est aussi une extension minimale de M le long de Σ donc Mmin =
M[∗Σ]min.
Théorème 2.7.5. SoientM, N deux D-modules holonomes sur une surface de Rie-
mann X et Σ un sous-ensemble de points de X. Si N est un sous D-module de M,
alors Nmin est un sous D-module deMmin.
Démonstration. D’après la démonstration du Théorème 2.7.3 on peut supposer,
à isomorphisme près, que Nmin ⊂ N [∗Σ] et Mmin ⊂ M[∗Σ]. On peut suppo-
ser que N [∗Σ] ⊂ M[∗Σ]. Prenons le D-module Mmin ∩ N [∗Σ]. On a bien que
(Mmin ∩N [∗Σ]) [∗Σ] = N [∗Σ]. Vu queMmin ∩ N [∗Σ] ⊂ Mmin, les conditions ii et
iii de la Définition 2.7.1 sont aussi satisfaites, alors Mmin ∩ N [∗Σ] = Nmin, donc
Nmin ⊂Mmin.
Théorème 2.7.6. SoitM un D-module holonome sur une surface de Riemann com-
pacte X et Σ un sous-ensemble fini de points de X, alors l’extension minimale deM
le long Σ existe et est donnée par l’expression :
Mmin =
(
MH[Σ] (M)∗/H[Σ]((M/H[Σ] (M))∗)
)∗
.
Démonstration. i) Dans la démonstration du Théorème 2.7.3 on a vu qu’il existe un
plongement i :Mmin ↪→M[∗Σ], lequel nous permet construire la suite exacte courte :
0 −→Mmin i−→M[∗Σ] −→ coker i −→ 0.
Étant donné que H[Σ] (M) |X\Σ = 0 on a M|X\Σ = Mmin|X\Σ. Cela entraîne que
supp(coker i) ⊂ Σ et que pour chaque x ∈ Σ, (coker i)x est de torsion sur Ox. Comme
OX[∗Σ] est plat on a OX[∗Σ]⊗M = OX[∗Σ]⊗Mmin.
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ii) On commence par remarquer que la suite exacte :
0 −→ H[Σ]
((
M/H[Σ] (M))∗) −→ (M/H[Σ] (M))∗ −→ (Mmin)∗ −→ 0
entraîne, par dualité, que Mmin ↪→ M/H[Σ] (M). Grâce à cette inclusion on
montre que H[Σ] (Mmin) = 0, car le foncteur H[Σ](.) est exact à gauche et
H[Σ]
(M/H[Σ] (M)) = 0.
Soit L un sous D-module holonome deMmin tel que supp (L) ⊂ Σ. Pour chaque
point x ∈ Σ on peut trouver un ouvert U de X tel que x ∈ U et U ∩Σ = {x} puisque
X est compact. Étant donné que supp (L) ⊂ Σ on a L|U ' D|U/(xn), n ∈ N. Le
plongement L|U ↪→ Mmin|U entraîne que H[Σ](L|U ) = 0, car le foncteur H[Σ](.) est
exact à gauche et H[Σ] (Mmin) = 0, donc L|U = 0 et alors L = 0.
iii) Soit L un quotient de Mmin tel que supp (L) ⊂ Σ. Prenons pour chaque point
x ∈ Σ un ouvert U construit de la même façon qu’en ii). Par le même argument
on a L|U ' D|U/(xn), n ∈ N. Le quotient Mmin|U  L|U entraîne, par dualité,
le plongement L∗|U ↪→ (Mmin)∗ |U . Étant donné que le foncteur H[Σ](.) est exact à
gauche on a H[Σ] (L∗|U ) = 0, car H[Σ]
(
(Mmin)∗
)
= 0. Comme L|U est auto dual on
a H[Σ] (L|U ) = 0, donc L|U = 0 et alors L = 0.
Remarque 2.7.7. Dans ce mémoire nous sommes intéressés en calculer l’extension
minimale d’un D-module holonome sur une surface de Riemann X le long Σ, quand
Σ est l’ensemble des points singuliers. Dans ce cas là, il existe une notion équivalente
de support qui a du sens au niveau des germes :
Lemme 2.7.8. SoitM un D-module holonome sur une surface de Riemann X et Σ
l’ensemble des points singuliers de M, alors suppM ⊂ Σ si et seulement si M =
H[Σ](M).
Démonstration. ⇒) Si suppM ⊂ Σ alors M|Σ = 0 et donc M ' ⊕x∈ΣMx, où Mx
est le faisceau gratte-ciel qui a le germeMx en x et qui est égale à 0 en X \ {x}. Vu
que Σ est fini Σ = {x0, x1, . . . , xk}, ce qui entraîne qu’on peut écrire, pour chaque
xi ∈ Σ, la suite exacte de DX -modules :
0 −→ K −→Mxi −→Mxi [∗{xi}] −→ L −→ 0.
Vu queMxi ' C{x}〈∂x〉/C{x}〈∂x〉·P , P ∈ C{x}〈∂x〉. Étant donné queMxi |X\{xi} =
0, deg∂x P = 0, ce qui entraîne P = x
n, où n ∈ N, alors Mxi [∗{xi}] = 0 et donc
Mxi ' K = H[xi](Mxi).
⇐) Évident.
2.7.2. Extension minimale pour les germes formels et analytiques
Vu que nous sommes intéressés à prendre l’extension minimale dans le cas où Σ
est l’ensemble des points singuliers d’un D-module holonome M sur une surface de
Riemann X, le Lemme 2.7.8 permet de donner une définition alternative d’extension
minimale, qui fait aussi du sens au niveau des germes :
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Définition 2.7.9. SoitM un Dx-module holonome. On dit queN est une extension
minimale deM et on la noteMmin si :
i) Ox[x−1]⊗OxM = Ox[x−1]⊗Ox N ,
ii) pour tout L sous Dx-module holonome de N , tel que H[0] (L) = L, on a L = 0,
iii) pour tout Dx-module holonome L quotient de N , tel que H[0] (L) = L, on a
L = 0.
Définition 2.7.10. SoitM un D̂x-module holonome. On dit que N est une exten-
sion minimale deM et on la noteMmin si :
i) Ôx[x−1]⊗ bOxM = Ôx[x−1]⊗ bOx N ,
ii) pour tout L sous D̂x-module holonome de N , tel que H[0] (L) = L, on a L = 0,
iii) pour tout D̂x-module holonome L quotient de N , tel que H[0] (L) = L, on a
L = 0.
Théorème 2.7.11. SiM un Dx-module holonome alors M̂min ' (M̂)min.
Démonstration. i) M̂ et M̂min ont la même localisation. Argument : les foncteurs
_⊗Ox Ox[x−1] (localisé) et _⊗Ox Ôx (formalisé) commutent.
ii) M̂min n’a pas de sous objets à support purement algébrique. Argument :
a1) si L ↪→Mmin et H[0](L) = L, alors L = 0,
a2) ϕ :Mmin →Mmin[x−1], m 7→ m⊗ 1 est injective,
sont équivalents et
a’1) si L̂ ↪→ M̂min et H[0](L̂) = L̂, alors L̂ = 0,
a’2) ϕ̂ : M̂min → M̂min[x−1], m 7→ m⊗ 1 est injective,
sont équivalents et en plus a2) entraîne a’2) par la platitude de _⊗Ox Ôx sur Ox et
par la commutation des foncteurs _⊗Ox Ox[x−1] et _⊗Ox Ôx.
iii) M̂min n’a pas des quotients à support purement algébrique. Argument : grâce à
ii) et à la commutation des foncteurs dual et localisé et vu que H[0](L) = L entraîne
L∗ ' L on a
b1) si L∗ ↪→ (M∗)min et H[0](L∗) = L∗, alors L∗ = 0,
b2) ϕ : (M∗)min → (M∗)min[x−1], m 7→ m⊗ 1 est injective,
sont équivalents et
b’1) si L̂∗ ↪→ ̂(M∗)min et H[0](L̂∗) = L̂∗, alors L̂∗ = 0,
b’2) ϕ̂ : ̂(M)∗min → ̂(M∗)min[x−1], m 7→ m⊗ 1 est injective,
sont équivalents et b2) entraîne b’2).
2.7.3. Extension minimale d’un couple d’espaces vectoriels
Définition 2.7.12 (Extension minimale). Soit D un disque centré à l’origine, j :
D∗ ↪→ D l’inclusion, F• un complexe de faisceaux pervers sur D et L = h0(F•|D∗).
On appelle extension minimale de F• au complexe j∗L.
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Proposition 2.7.13. Soit D un disque centré à l’origine, j : D∗ ↪→ D l’inclusion et
L un faisceau localement constant sur D∗. Si F• un complexe de faisceaux pervers
sur D tel que F•|D∗ = L, alors :
i) il existe η : j∗L → F• morphisme de complexes de faisceaux pervers tel que
η|D∗ = idL,
ii) j∗L n’a pas des conoyaux a support l’origine,
iii) j∗L n’a pas des noyaux a support l’origine.
Les noyaux, conoyaux sont pris au sens de la catégorie des complexes de faisceaux
pervers.
Démonstration. i) Étant donné que la catégorie des germes de complexes de fais-
ceaux pervers est équivalente à la catégorie des couples E
u
))
F,
v
ii il suffit de le
prouver dans la deuxième catégorie. Vu que j∗L, F• sont représentés par les couples
E
T − 1E
)) ))
H h
inc
ii Im(T −1E), cf. la Proposition 2.4.5, et E
u
))
F
v
ii respectivement, la com-
mutativité du diagramme :
E
T − 1E //
T − 1E
 
E
u

Im(T − 1E)
5
inc
WW
u|Im(T−1E)
// F
v
WW
entraîne l’existence du morphisme η.
ii) Soit F• un conoyaux de j∗L. Vu que dans la catégorie des couples E
u
))
F,
v
ii
j∗L, F• sont représentés par les couples E
T − 1E
)) ))
H h
inc
ii Im(T −1E), et 0 )) Fhh respec-
tivement, la commutativité du diagramme :
E
0 // //
T − 1E
 
0
0

Im(T − 1E)
5
inc
WW
g
// // F
0
WW
entraîne que g ◦ (T − 1E) = 0, vu que g et T − 1E sont surjectifs on a g = 0 et alors
F = 0, donc F• = 0.
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iii) Soit F• un noyaux de j∗L. Vu que dans la catégorie des couples E
u
))
F,
v
ii j∗L,
F• sont représentés par les couples E
T − 1E
)) ))
H h
inc
ii Im(T − 1E), et 0 )) Fhh respective-
ment, la commutativité du diagramme :
0
0

  0 // E
T − 1E
 
F
0
WW
 
f
// Im(T − 1E)
5
inc
WW
entraîne que inc ◦ f(F ) = 0, étant donné que inc, f sont injectives F = 0 et donc
F• = 0.

CHAPITRE 3
RIGIDITÉ
Le but de ce chapitre est de définir la notion d’indice de rigidité d’un DP1 -module
holonome et de démontrer que cet indice est préservé par transformation de Fourier,
au moins dans le cas où le DP1-module de départ est régulier partout, irréductible
et localisé à l’infini, cf section 3.2 . Pour cela, dans la section 3.1, on introduit la
notion d’indice de rigidité et on calcule cet indice pour le transformé de Fourier d’un
DP1-module régulier partout.
3.1. Notion d’indice de rigidité
En 1857, en traduisant dans une langage moderne, Riemann a montré que l’équa-
tion hypergéométrique peut être reconstruite, à isomorphisme près, à partir de la
connaissance de ses monodromies aux points 0, 1 et∞. Dans une langage moderne, on
dit que l’équation hypergéométrique est rigide et que son système local est physique-
ment rigide. Katz, dans son livre Rigid Local Systems donne une condition nécessaire
et suffisante pour qu’un système local L sur P1 soit physiquement rigide :
Théorème 3.1.1. Soit Σ un sous ensemble fini de P1, U .= P1 \ Σ,
j : Uan ↪→ (P1)an l’inclusion ouverte et L un systèmes local irréductible sur Uan de
rang n ≥ 1. L est physiquement rigide si et seulement si : χ((P1)an, j∗End(L)) =
(2 − k)n2 + ∑i dimZ(Ai) = 2, cf. Notation 2.4.8, où k + 1 = #Σ et Ai est la
monodromie de L autour du point si ∈ Σ.
Démonstration. Cf. [11] Théorème 1.1.2 page 14.
Notation 3.1.2. SoitM un DP1-module holonome et Σ l’ensemble des points singu-
liers deM.
• LΣ désigne le foncteur (localisé) qui àM associe OP1 [∗Σ]⊗OP1 M.
• MΣ désigne l’équivalence de catégories, qui à un DP1 [∗Σ]-module holonome M
associe une connexion méromorphe (E ,∇), à singularités sur Σ, déterminée parM.
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• E nd désigne le foncteur qui à une connexion méromorphe (E ,∇) associe
(E nd(E),∇), la connexion méromorphe des endomorphismes de E .
• OΣ désigne le foncteur d’oubli de la catégorie des DP1 [∗Σ]-modules dans la caté-
gorie des DP1-modules.
On présente maintenant une motivation pour la définition de l’indice de rigidité pour
les DP1-modules holonomes.
i D’une part un système local irréductible L sur U = P1 \ Σ, Σ finie, est rigide si
et seulement si
(22) χ
(
P1, j∗End (L)
)
= 2,
où j : U ↪→ P1 est l’inclusion, cf. Théorème 3.1.1.
ii D’autre part si on prend un DP1-module holonome régulierM, ayant L comme
système locale, on a
(23) DR
((
OΣ ◦M−1Σ ◦ E end ◦MΣ ◦LΣ(M)
)
min
)
= j∗End (L) .
A cause des égalités 22 et 23 nous sommes amenés à donner la définition suivante :
Définition 3.1.3 (Indice de rigidité). Soit M un DP1-module holonome irréduc-
tible et Σ l’ensemble des points singuliers de M. On appelle indice de rigidité de
M et on le note rig(M) l’invariant :
χ
(
P1,DR
((
OΣ ◦M−1Σ ◦ E end ◦MΣ ◦LΣ(M)
)
min
))
.
Notation 3.1.4. Ar désigne l’ensemble des germes de fonctions holomorphes multi-
formes de la classe de Nilsson sur un point p :
Ar =
⊕
−1≤<e α<0
k∈N
Kxα(log x)k,
où K est le corps des fractions de O en p.
Notation 3.1.5. Soient M un A1-module holonome régulier à singularités sur Σ =
{x1, . . . , xn}∪{∞}, où {x1, . . . , xn} ⊂ C,M′ l’A′1-module holonome (régulier) localisé
à l’infini induit par M. Malg désigne le DalgP1 -module holonome déterminé par M et
M′ etMana le moduleMalg ⊗OalgP1 O
ana
P1 .
Notation 3.1.6. Soit M un A1-module holonome régulier à singularités sur Σ =
{x1, . . . , xn}∪{∞}, où {x1, . . . , xn} ⊂ C. Le transformé de Fourier deM, notéMF , est
à singularité régulière en 0, carM est a singularités régulières sur Σ. Soient (MF )′ l’A′1-
module holonome localisé à l’infini induit par MF etMalgF le DalgP1 -module holonome
déterminé par MF et (MF )′. On noteManaF .=MalgF ⊗OalgP1 O
ana
P1 .
Théorème 3.1.7. Soit M = D/I un DP1-module holonome régulier à singularités
sur {γ0 =∞, γ1, . . . , γk}, où k ≥ 1. Si
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i MF désigne le transformé de Fourier deM, lequel a seulement deux singularités,
une régulière en zéro et l’autre éventuellement irrégulière à l’infini ;
ii (N̂ , ∇̂) désigne le formalisé à l’infini de la connexion méromorphe (N ,∇) =
M{0,∞} ◦L{0,∞}(MF ), laquelle à la décomposition de Turrittin :
(N̂ , ∇̂) '
k⊕
i=1
Êϕi ⊗
(
R̂i, ∇̂i
)
,
où les
(
R̂i, ∇̂i
)
sont des connexions méromorphes régulières ;
iii Ti désigne la monodromie de
(
R̂i, ∇̂i
)
et ni la dimension de R̂i;
iv L désigne le système local HomP1(MF ,Ar)|C∗ et T la monodromie de L en 0 ;
alors la rigidité deMF est donnée par l’expression :
(24) rig(MF ) = dimZ(T) +
k∑
i=1
dimZ(Ti) +
k∑
i=1
n2i −
( k∑
i=1
ni
)2
.
Démonstration. Soit E le DP1 -module OΣ ◦M−1Σ ◦ E end ◦MΣ ◦LΣ(MF ), où Σ =
{0,∞}, F• le complexe de de Rham DR(Emin) sur P1 et j : C∗ ↪→ P1 l’inclusion. Le
morphisme j permet de construire la suite exacte courte :
(25) 0 −→ j!j−1F• η−→ F• −→ coker η −→ 0,
laquelle entraîne l’identité suivante :
χ(P1,F•) = χ(P1, j!j−1F•) + χ(P1, coker η).
Si on désigne L′ = h0(j−1F•) on a :
χ(P1, j!j−1F•) = (2− 2)rang L′ = 0,
χ(P1, coker η) = χ(P1, (coker η)0) + χ(P1, (coker η)∞),
car {0,∞} sont les seules singularités de F•, donc :
(26) χ(P1,F•) = χ(P1, (coker η)0) + χ(P1, (coker η)∞).
Afin de calculer χ(P1, (cokerη)0) on prend un disque D ⊂ C centré en 0 et l’inclusion
i : D∗ ↪→ D. Soit G• = DR(Emin|D). Comme Emin|D est un DD -module holonome
régulier en D, DR(Emin|D) = i∗End(L′′), où L′′ = HomDP1 (MF ,Ar) |D∗ . G• est un
complexe pervers sur D et on peut lui associer la suite exacte courte :
(27) 0 −→ i!i−1G• η|D−→ G• −→ (coker η) |D −→ 0.
Cette suite entraîne l’identité :
χ(D,G•) = χ(D, i!i−1G•) + χ(D, coker η|D).
Vu que h0(i−1G•) = End(L′′), on a χ(D, i!i−1G•) = (2 − 2)rang End(L′′) = 0, car
D∗ est homotope à S1, donc χ(D,G•) = χ(D, (coker η)0). La suite exacte 27 entraîne
que (G•)0 = (coker η)0, mais (G•)0 = {M ∈ End(E) | TEnd(L′′)(M) = M}, où E =
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h0(D \ R+,L′′), TEnd(L′′) = adT et T est la monodromie de L′′ autour de 0, alors
(G•)0 = {M ∈ End(E) | TM = MT} .= Z(T). Par Mayer Vietoris on montre que
χ(P1, (coker η)0) = χ(D, coker η|D), donc :
(28) χ(P1, (coker η)0) = dimZ(T).
On calcule maintenant χ(P1, (coker η)∞). Vu que
(
j!j
−1F•)∞ = 0, la suite
exacte 25 entraîne que (F•)∞ ' (coker η)∞. Mais χ
(
P1, (DR (Emin))∞
)
=
χ ((Emin)∞ , (OP1)∞), alors par la définition d’irrégularité :
(29) χ
(
P1, (DR (Emin))∞
)
= χ((̂Emin)∞, (ÔP1)∞)− i ((Emin)∞) .
Par le Lemme 3.1.8 et le Théorème 2.7.11 on a :
(30) χ
(
(̂Emin)∞, (ÔP1)∞
)
=
k∑
i=1
dimZ(Ti),
en plus, grâce au Lemme 3.1.8 on a :
(31) i((Emin)∞) =
( k∑
i=1
ni
)2
−
k∑
i=1
n2i .
L’identité 24 est une conséquence immédiate des égalités 26, 28, 29, 30 et 31.
Lemme 3.1.8. Soit N un Dx-module holonome et (N ,∇) la connexion méromorphe
associée à N [x−1]. Supposons que la décomposition de Turrittin du formalisé et localisé
de (N ,∇) est de la forme :
(32) (N̂ , ∇̂) '
k⊕
i=1
Êϕi ⊗
(
R̂i, ∇̂i
)
.
Si on désigne par Ti la monodromie de (R̂i, ∇̂i) et on suppose que ϕ1 = 0, (R̂1, ∇̂1)
peut être 0, alors :
i χ
(
N̂min,C[[x]]
)
= dim{e | T1e = e},
ii χ
(
End
cOx(N̂ )min,C[[x]]
)
=
k∑
i=1
dimZ(Ti),
iii i (EndOx(N )) =
(
k∑
i=1
ni
)2
−
k∑
i=1
n2i , où ni = dim R̂i.
Démonstration. i) Considérons chaque terme de la décomposition 32. Deux choses
peuvent arriver, soit ϕi = γi/x = 0, soit ϕi 6= 0.
Si ϕi 6= 0, le D̂x-module holonome N̂i .= Êϕi ⊗ (R̂i, ∇̂i) n’a pas de composante
régulière par construction, alors N̂i ' N̂i[x−1] (cf. [13] Théorème 6.3.1 page 44). Ceci
entraîne que la multiplication par x est bijective et alors H[0](N̂i) = 0 et H[0](N̂ ∗i ) =
0, donc (N̂i)min = N̂i[x−1], cf. Théorème 2.7.6. Grâce à ces isomorphismes on a
χ(N̂min,C[[x]]) = χ((N̂1)min,C[[x]]), car χ(N̂i[x−1],C[[x]]) = 0 pour chaque i > 1.
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Si ϕi = 0, on est dans le cas régulier. Pourvu le choix d’une base et d’un système
de coordonnés on a l’isomorphisme :
(R̂1, ∇̂1) '
(
C[[x]]n, x
d
dx
−A1
)
,
où n = dim R̂1. Étant donné que N̂1 et N̂1[x−1] ont la même extension minimale, cf.
Corollaire 2.7.4 on calcule l’extension minimale de ce dernier. Cela est fait en prenant
un changement de base méromorphe qui transforme la matrice A1 dans une matrice
constante, J, dans la forme canonique de Jordan :
(R̂1[x−1], ∇̂1) '
m⊕
j=1
(
C[[x]]nj , x
d
dx
− Jj
)
,
où n1 + · · ·+ nm = n, et Jj sont les blocs de Jordan de J. Cet isomorphisme entraîne
que :
N̂1[x−1] '
m⊕
j=1
C[[x]][x−1]〈∂x〉
/
C[[x]][x−1]〈∂x〉.(x∂x − αj)nj ,
où αj est la valeur propre du bloc de Jordan Jj .
Si αj 6∈ Z, le polynôme de Bernstein, b(x), de N̂1j .= C[[x]]〈∂x〉/(x∂x − αj)nj est
(x− αj)nj , alors pour tout k ∈ N, b(k) 6= 0, donc la multiplication par x :
C[[x]]〈∂x〉/(x∂x − αj)nj x.−→ C[[x]]〈∂x〉/(x∂x − αj)nj
est une application bijective (cf. [13] Lemme 4.2.7 page 20), c’est-à-dire N̂1j est une
connexion méromorphe, en particulier on a H[0](N̂1j) = 0 et H[0]((N̂1j)∗) = 0, donc
(N̂1j)min = N̂1j . Grâce à ces égalités on a :
χ(N̂min,C[[x]]) =
∑
αj∈Z
χ((N̂1j)min,C[[x]]),
car χ(N̂1j [x−1],C[[x]]) = 0 pour chaque αj 6∈ Z.
On remarque que si αj ∈ Z, on peut supposer que αj = 0, puisque après le
changement de base B = x−αj1, la matrice Jj est transformée en
BJjB−1 + x∂B/∂xB−1 = Jj − αj1.
Dans ce cas là N̂j = C[[x]]〈∂x〉/(x∂x)nj et alors (N̂j)min = C[[x]]〈∂x〉/Rj , où Rj =
∂x(x∂x)nj−1. Étant donné que {1, log x, . . . , lognj−1 x} est une base de solutions de
l’équation différentielle ∂x(x∂x)nj−1y = 0, le noyau de Rj(x, ∂x) en C[[x]] est 〈1〉, donc
dimkerRj(x, ∂x) = 1. Étant donné que 1(l+1)nj x
l+1 est une solution de l’équation
différentielle ∂x(x∂x)nj−1y = xl, dim cokerRj(x, ∂x) = 0.
Tout compte fait χ(N̂min,C[[x]]) = #{Jj | αj ∈ Z}, autrement dit
χ(N̂min,C[[x]]) = dim{e | T1e = e}.
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ii) Reprenons la décomposition de Turrittin 32 (N̂ , ∇̂) '⊕ki=1 Êϕi ⊗ R̂i. Vu que : 
Hom
bOx
 
kM
i=1
bEϕi ⊗ bRi, kM
i=1
bEϕi ⊗ bRi!, b∇! '
'
kM
i=1
kM
j=1

Hom
bOx
bEϕi ⊗ bRi, bEϕj ⊗ bRj , b∇
'
kM
i=1
kM
j=1

Hom
bOx
bRi, bEϕj−ϕi ⊗ bRj , b∇
'
kM
i=1
kM
j=1

Hom
bOx
bRi, bRj⊗ bEϕj−ϕi , b∇ ,(33)
l’assertion i) entraîne que :
χ(End(N̂ )min,C[[x]]) = dim{M = M1 ⊕ · · · ⊕Mk | adT1 ⊕ · · · ⊕ adTkM = M}
=
k∑
i=1
dimZ(Ti).
iii) Étant donné que (N̂ , ∇̂) admet la décomposition de Turrittin 32, où les (R̂i, ∇̂i)
sont des connexions méromorphes régulières, l’irrégularité de chaque composante est
soit 0, si ϕi = 0, soit ni = rang(R̂i), si ϕ 6= 0. L’application du même raisonnement à
la décomposition de Turrittin des endomorphismes de N̂ , i.e. à l’identité 33, entraîne
que :
i (EndO(N )min) =
k∑
i,j=1
i6=j
rang
(
Hom
bOx(R̂i, R̂j)
)
=
( k∑
i=1
ni
)2
−
k∑
i=1
n2i ,
où ni = rang(Ti) = rang(R̂i).
3.2. Préservation de l’indice de rigidité
Dans son livre Rigid Local Systems, Katz montre dans le chapitre 3, cf. Théorème
3.0.2 page 91, que la transformation de Fourier, en caractéristique positive, préserve
l’indice de rigidité des faisceaux pervers irréductibles, pourvu que ni le faisceau ni
sont transformé de Fourier soient à support ponctuel. D’autre part Katz pense aussi
que la transformation de Fourier dans le cadre des D-modules doit préserver l’indice
de rigidité, cf. [11] page 10. En utilisant ces conditions comme guide, nous sommes
amenés à penser que l’énoncé correspondant dans le cadre des D-modules doit être
(dans le cas particulier, où le D-module de départ est régulier) le suivant :
Théorème 3.2.1. La transformation de Fourier préserve l’indice de rigidité pour
les DP1-modules holonomes irréductibles, localisés à l’infini et réguliers par tout.
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On démontrera cette proposition à la fin de cette section. Afin de préparer la
démonstration, on commence par rappeler les objets utilisés dans le calcul de l’indice
de rigidité.
D’une part, au niveau des germes, il y a une équivalence de catégories entre les
Danax -modules holonomes réguliers, x ∈ P1, et la catégorie des couples E
u
((
F
v
hh , où
E et F sont des C-espaces vectoriels de dimension finie et 1+ uv est inversible. Cette
équivalence de catégories entraîne que nous pouvons associer à chaqueManaxi , xi ∈ Σ,
le couple d’espaces vectoriels :
EiTi − 1
''
ui
**
Fi,
vi
ii TFi − 1ii
grâce à la minimalité deM, propriété entraînée par l’irréductibilité deM, pour chaque
xi ∈ Σ ∩ C, le couple précédent est équivalent au couple suivant :
EiTi − 1
''
Ti − 1
)) ))
FiH h
inc
ii TFi − 1gg
cf. la sous-section 2.7.3. Étant donné queM est holonome,M = A1/I. En particulier si
on prend une base de division (Pp, . . . , Pq) de I on a dimEi = deg∂x Pp, cf. Proposition
2.4.12. Sens perte de généralité on peut prendre Ei = E. Dans ce cas là, les couples
peuvent être réécrits de la façon suivante :
(34) ETi − 1
%%
Ti − 1
** **
Fi.G g
inc
hh TFi − 1ii
D’autre part, grâce à la régularité de MF en 0, (ManaF )0 est équivalent au couple
suivant :
ÊT̂ − 1
%%
u
))
F̂,
v
hh TbF − 1gg
où 1 + uv est inversible. Grâce à la minimalité de MF , propriété entraîné par l’irré-
ductibilité de MF , laquelle est conséquence de la préservation de l’irréductibilité par
transformation de Fourier, le couple précédent est équivalent au couple suivant :
(35) ÊT̂ − 1
%%
T̂− 1
(( ((
F̂I i
inc
hh TbF − 1ee
cf. la sous-section 2.7.3.
De plus, la décomposition de Turrittin est aussi utilisée dans le calcul de l’indice
de rigidité. Pour simplifier on note MF .= ManaF et (N̂ , ∇̂) le formalisé à l’infini
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de la connexion méromorphe (N ,∇) .= MF [∗{∞}], laquelle à la décomposition de
Turrittin :
(N̂ , ∇̂) '
k⊕
i=1
Êϕi ⊗ (R̂i, ∇̂i),
où les (R̂i, ∇̂i) sont des connexions méromorphes régulières. Chacune de ces
connexions induit un couple d’espaces vectoriels :
F̂i
T
bFi
− 1
**
F̂i,
1
cf. Remarque 2.5.17.
Dans son livre Équations différentielles à coefficients polynomiaux Malgrange
montre, d’une façon analytique, que Fi = F̂i et que F̂ = E∞, cf. [16] Théorème
XII.2.9 page 203. Étant donné cela nous sommes amenés à penser que les deux
Lemmes suivants sont vrais et on les démontre d’une façon algébrique.
Lemme 3.2.2. Si (Mana)min =Mana, alors pour chaque xi ∈ Σ∩C les monodromies
TFi : Fi → Fi et TbFi : F̂i → F̂i sont conjuguées, cet à dire Manaxi est équivalent au
couple suivant :
ETi − 1
%%
Ti − 1
** **
Fi.G g
inc
hh TbFi − 1ii
Lemme 3.2.3. Si (ManaF )min =ManaF alors les monodromies en τ = 0 TbE : Ê→ Ê et
T∞ : F∞ → F∞ sont conjuguées, cet à dire (ManaF )0 est équivalent au couple suivant :
ÊT̂0 − 1
%%
T0 − 1
)) ))
F̂.H h
inc
hh T∞ − 1gg
Afin de démontrer le Lemme 3.2.2, on commence par remarquer que Claude Sab-
bah, dans son livre Déformations isomonodromiques et variétés de Frobenius - une
introduction, présente une façon alternative de calculer la décomposition de Turrittin
de (N̂ , ∇̂), grâce à laquelle on peut montrer facilement le Lemme 3.2.2. On pré-
sente tout de suite les trois énoncés pertinents. Vu que les notations utilisées sont
différentes, on les présente aussi, lesquelles seront utilisées seulement dans les trois
énoncés suivants.
Notation 3.2.4. La transformation de Fourier est l’isomorphisme d’algèbres :
C[t]〈∂t〉 −→ C[τ ′]〈∂τ ′〉
t 7−→ −∂τ ′
∂t 7−→ τ ′
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noté P 7→ P̂ . Tout module M sur C[t]〈∂t〉 devient, de cette façon, un module sur
C[τ ′]〈∂τ ′〉; celui -ci est noté M̂ et appelé le transformé de Fourier de M. Dans la suite
M est supposé holonome et à singularités régulières, y compris à l’infini. Nous savons
alors que M̂ n’a de singularité qu’en τ ′ = 0 (singularité régulière) et en τ ′ = ∞
(singularité éventuellement régulière). Le localisé M̂[τ ′] est encore holonome et c’est
un C[τ ′, τ ′−1]-module libre de rang fini. Nous pouvons le considérer comme un fibré
méromorphe sur la sphère de Riemann P1, recouverte par les cartes de coordonnées
respectives τ et τ ′ reliées par τ = τ ′−1 sur leur intersection. C’est donc aussi un
C[τ, τ−1]-module libre. Enfin on noteM le DP1-module OP1 ⊗C[t] M.
Lemme 3.2.5. Le microlocaliséMµ est à support dans l’ensemble des points singu-
liers deM.
Démonstration. Cf. [23] Lemme 3.3 page 191.
Vu queMµ est à support aux points singuliers c deM, on peut écrire Γ(C,Mµ) =
⊕cMµc .
Proposition 3.2.6. En tout point singulier c de M, le germe Ec/τ ⊗ Mµc est un
(k̂ .= C[[τ ]][τ−1], ∇̂)-espace vectoriel à singularité régulière.
Démonstration. Cf. [23] Proposition 3.4 page 192.
Proposition 3.2.7. L’application C[[τ ]]-linéaire composée
Gb .= k̂ ⊗C[τ−1] M̂→ Γ(C, k̂ ⊗C[∂t]M)→ Γ(C,Mµ)
est un isomorphisme.
Démonstration. Cf. [23] Proposition 3.6 page 193.
Démonstration du Lemme 3.2.2. Pour chaque xi ∈ Σ∩C, le morphisme microlocalisa-
tion permet de construire, grâce au Lemme 3.2.5, la suite exacte de (DanaP1 )xi-modules
holonomes :
(36) 0 // kerµ 

//Manaxi
µ
// (Manaxi )µ // cokerµ // 0.
Étant donné que kerµ ' Dxi/Dxi .(∂xi)k (resp. cokerµ ' Dxi/Dxi .(∂xi)k
′
), pour un
certain k ∈ N (resp. k′ ∈ N ), kerµ (resp. cokerµ) est équivalent au couple Ck (( 0jj
(resp. Ck′
(( 0jj ). Vu que (Manaxi )µ est une connexion méromorphe régulière, cf.
Proposition 3.2.6, (Manaxi )µ est équivalent au couple :
F̂i
T
bFi
− 1
**
F̂i.
1
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Cf. Remarque 2.5.17. Muni de ces équivalences et du fait que 36 est une suite exacte de
Dxi-modules holonomes réguliers, celle ci est équivalente à la suite exacte de couples :
0 // Ck
  //

E
Ti − 1
				
α // F̂i
T
bFi
− 1
		
// Ck′ //

0
0 // 0 //
II
Fi
( H
j
HH
β
∼ // F̂i
1
// 0 //
II
0.
Vu que ce diagramme est à lignes exactes β est un isomorphisme, en plus la commu-
tativité de ce diagramme entraîne que α ◦ j = β et que β ◦ (Ti − 1) = (TbFi − 1) ◦ α,
alors β ◦ (Ti − 1) ◦ j = (TbFi − 1) ◦ α ◦ j, donc β ◦ (Ti − 1) = (TbFi − 1) ◦ β, cet à dire
β ◦ Ti = TbFi ◦ β.
Corollaire 3.2.8. dimZ(Ti)− dimZ(TbFi) = dim
2 ker(Ti − 1) = (dimE− dim F̂i)2
Démonstration. Étant donné que le couple (E,Fi,Ti − 1, j) est minimale, la Propo-
sition 2.4.10 entraîne que dimZ(Ti) − dimZ(TbFi) = dim
2 ker(Ti − 1). D’autre part
dimker(Ti − 1) + dim im(Ti − 1) = dimE. Vu que Ti − 1 : E → Fi est surjective
dimFi = dim im(Ti − 1), donc dim2 ker(Ti − 1) = (dimE− dim F̂i)2.
Démonstration du Lemme 3.2.3. Prenons la suite exacte :
0 // kerλ 

//Mana∞ λ //Mana∞ [∗{∞}] // coker λ // 0.
Vu que kerλ ' Dt′/Dt′t′k (resp. kerλ ' Dt′/Dt′t′k′), pour un certain k ∈ N (resp.
k′ ∈ N), la suite exacte précédente donne naissance à la suite exacte suivante :
0 // Dτ/Dτ (∂τ )k 

// (ManaF )0 // (M[t−1]anaF )0 // Dτ/Dτ (∂τ )k
′ // 0.
Cette suite est équivalente à la suite exacte de couples :
0 // Ck
  //

Ê
T̂0 − 1
				
α // Ê′
u′
		
// Ck′ //

0
0 // 0 //
II
F̂
( H
j
II
β
∼ // F̂′
v′
II
// 0 //
II
0.
Vu que ce diagramme est à lignes exactes β est un isomorphisme, en plus la commu-
tativité de ce diagramme entraîne que u′ ◦α = β ◦ (T̂0−1) et que v′ ◦β = α ◦ j, alors
u′◦α◦j = β◦(T̂0−1)◦j, donc u′◦v′◦β = β◦(T̂0−1), i.e. (T bF′−1)◦β = β◦(T̂0−1),
β ◦ T̂0 = T bF′ ◦ β. Grâce au Lemme 2.6.22 T̂0 et T∞ sont conjugués.
Corollaire 3.2.9. dimZ(T∞) − dimZ(T̂0) = −dim2 ker(T̂0 − 1) = −(dim F̂ −
dimF∞)2
Démonstration. Analogue au Corollaire 3.2.8.
Corollaire 3.2.10. dimker(T̂0 − 1) = dim Ê− dimE =
∑k
i=1 dim F̂i − dimE.
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Démonstration. Grâce au Lemme 3.2.3 T̂0 − 1 : Ê → F̂ est surjective, alors
dimker(T̂0 − 1) = dim Ê − dim F̂. Ce Lemme entraîne aussi que dim F̂ = dimF∞ =
dimE, car Mana est régulier et localisé à l’infini. La Proposition 3.2.7 entraîne que
dimker(T̂0 − 1) =
∑k
i=1 dim F̂i − dim F̂.
Démonstration du Théorème 3.2.1. Par le Théorème 3.1.7 on sait que :
rig(ManaF ) = dimZ(T̂0) +
k∑
i=1
dimZ(T̂i) +
k∑
i=1
dim2 F̂i − dim2 Ê.
Grâce aux Corollaires 3.2.8 et 3.2.9, l’égalité précédente peut être réécrite de la façon
suivante :
rig(ManaF ) = dimZ(T∞) + dim2 ker(T̂0 − 1) +
+
k∑
i=1
[dimZ(Ti)− dim2 ker(Ti − 1)] +
+
k∑
i=1
dim2 F̂i − dim2 Ê,
en plus les Corollaires 3.2.10 et 3.2.8 entraînent que :
rig(ManaF ) = dimZ(T∞) + (dim Ê− dimE)2+
+
k∑
i=1
[dimZ(Ti)− (dimE− dim F̂i)2] +
k∑
i=1
dim2 F̂i − dim2 Ê
= dimZ(T∞) +
k∑
i=1
dimZ(Ti) + (dim Ê− dimE)2−
−
k∑
i=1
(dim2 E− 2 dimEdim F̂i + dim2 F̂i) +
k∑
i=1
dim2 F̂i − dim2 Ê
= dimZ(T∞) +
k∑
i=1
dimZ(Ti) + (dim Ê− dimE)2−
− k dim2 E + 2dimE
k∑
i=1
dim F̂i − dim2 Ê
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= dimZ(T∞) +
k∑
i=1
dimZ(Ti) + dim2 Ê− 2 dim Ê dimE+
+ dim2 E− k dim2 E + 2dimEdim Ê− dim2 Ê
= (2− (k + 1)) dim2 E + dimZ(T∞) +
k∑
i=1
dimZ(Ti)
= rig(Mana),
donc la transformation de Fourier préserve l’indice de rigidité.
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