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Abstract
When multiple hypotheses are tested, interest is often in ensuring
that the proportion of false discoveries (FDP) is small with high
confidence. In this paper, confidence upper bounds for the FDP are
constructed, which are simultaneous over all rejection cut-offs. In
particular this allows the user to select a set of hypotheses post hoc
such that the FDP lies below some constant with high confidence. Our
method uses permutations to account for the dependence structure in
the data. So far only Meinshausen provided an exact, permutation-
based and computationally feasible method for simultaneous FDP
bounds. We provide an exact method, which uniformly improves
this procedure. Further, we provide a generalization of this method.
It lets the user select the shape of the simultaneous confidence
bounds. This gives the user more freedom in determining the power
properties of the method. Interestingly, several existing permuta-
tion methods, such as Significance Analysis of Microarrays (SAM)
and Westfall and Young’s maxT method, are obtained as special cases.
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1 Introduction
The goal of many multiple testing methods is to reject as many hypotheses as
possible while incurring few type-I errors. The resulting proportion of type-I
errors among the rejections is called the False Discovery Proportion (FDP).
The FDP has received much attention in recent years since under strong
dependence among the p-values, it represents a more relevant quantity than
the false discovery rate (Benjamini and Hochberg, 1995), the expected value
of the FDP (Schwartzman and Lin, 2011; Schwartzman, 2012; Guo et al.,
2014). Under strong dependence, the false discovery rate can be far from
the true FDP.
In practical applications, when rejecting all hypotheses with p-values less
than an certain threshold, one would like to know a (1−α)100%-confidence
upper bound for the FDP. The goal of this paper is to provide confidence
bounds for the FDP which are simultaneous over multiple thresholds. This
allows the user to freely select the threshold post hoc, i.e. after looking at
the data, and still obtain a valid confidence bound.
There exist several methods that provide ‘exceedance control’, i.e.
control of the probability that the FDP exceeds a prespecified constant
(van der Laan et al., 2004; Farcomeni, 2009; Lehmann and Romano, 2012;
Guo et al., 2014). The number of methods allowing post hoc selection how-
ever is limited (Blanchard et al., 2017). Most of these methods (includ-
ing those in the present paper) are special cases or shortcuts for the gen-
eral methods in Genovese and Wasserman (2006) and Goeman and Solari
(2011). The parametric methods among these (i.e. methods which rely on
distributional assumptions rather than permutations to derive the null dis-
tribution) are conservative for many dependence structures of the p-values
(Goeman and Solari, 2014).
In multiple testing, when a permutation method can be used, this
often offers an improvement in power over parametric procedures. The
reason is that permutation methods take into account the a priori un-
known dependence structure of the p-values (Westfall and Young, 1993;
Meinshausen et al., 2011; Hemerik and Goeman, 2018). Parametric meth-
ods do not and are, as a consequence, often conservative. For example, un-
der strong positive correlations among the p-values, the Bonferroni-Holm
method (Holm, 1979) is very conservative and its power is greatly im-
proved by a permutation method (Westfall and Young, 1993). Permuta-
tion methods are exact in the sense that the α level is exhausted if all
hypotheses are true, and the error rate is at most α otherwise. Exist-
ing permutation methods for FDP confidence are Korn et al. (2004, 2007),
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Meinshausen and Bu¨hlmann (2005) and Hemerik and Goeman (2018), but
only Meinshausen (2006) provides simultaneous FDP bounds and hence post
hoc selection. It is also the only permutation method that provides ex-
ceedance control of the FDP. Meinshausen’s procedure often outperforms
parametric methods.
In the present paper, the method by Meinshausen (2006) is general-
ized and improved. Interestingly, several well-known permutation methods
are special cases of the generalization, for example the maxT method by
Westfall and Young (1993) and the method in Hemerik and Goeman (2018)
(an extension of Significance Analysis of Microarrays by Tusher et al., 2001).
We improve the method in Meinshausen (2006) in the following ways.
First, its power is uniformly improved by an iterative method, without ad-
ditional assumptions. Second, as Blanchard et al. (2017) note, there is a
“gap in the theoretical analysis justifying the validity” of the method in
Meinshausen. We solve this by considering candidate bounds which are in-
dependent of the data, as will be explained. Moreover, we obtain a large
class of methods, providing more freedom to choose power properties. Fur-
ther, the computational complexity of the iterative method can be tuned
by a user-defined parameter. For a specific choice of the parameter, the
computational complexity is linear in the number of hypotheses. In some
cases, the iterative method is computationally infeasible. Hence we suggest
an approximation of this procedure. The approximation method maintained
the nominal error rate in all our simulation scenarios.
This paper is built up as follows. Section 2 introduces single-step pro-
cedures, including the method in Meinshausen (2006). In Section 3 the
iterative method is presented. The various methods are compared using
simulations and real data in Sections 4 and 5 respectively.
2 Single-step procedures
2.1 Setting and notation
Let X be random data, taking values in a sample space Ω. Consider hy-
potheses H1, ...,Hm with corresponding p-values Pi : Ω→ [0, 1], 1 ≤ i ≤ m.
We will often suppress the dependence on X in the notation, e.g. Pi is
short for Pi(X). Without loss of generality we assume that P1 ≤ ... ≤ Pm.
Write N = {1 ≤ i ≤ m : Hi is true}, let n = #N (where ‘#S’ denotes the
cardinality of S) and let Q = (Q1, ..., Qn) be the sorted vector (Pi : i ∈ N ),
assuming N 6= ∅ for convenience.
Let α ∈ [0, 1) and T ⊆ [0, 1] be independent of the data. The set T
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contains the p-value thresholds of interest. The post-hoc chosen thresholds
need to be picked from this set. Choosing T large provides much freedom
in choosing the threshold post hoc, but choosing T small generally provides
more power.
For t ∈ T define R = R(t) = {1 ≤ i ≤ m : Pi ≤ t}. This is the
set of indices of the rejected hypotheses if each hypothesis Hi is rejected
when Pi ≤ t. Write R = #R and let V = #(R∩N ) be the number of false
positives. Note that R and V depend on the data, but N does not. Further,
we have FDP (t) = V (t)/R(t), which is defined as 0 when R(t) = 0.
2.2 Confidence envelopes
The aim of this paper is to derive as small as possible simultaneous confi-
dence bounds for the FDP. This is equivalent to deriving as small as possible
confidence envelopes, which we define similarly to Genovese and Wasserman
(2006). In Meinshausen and Bu¨hlmann (2005) these are referred to as
bounding functions.
Definition 1. A confidence envelope is a (possibly random) function B :
T→ N satisfying
P
(⋂
t∈T
{
V (t) ≤ B(t)
})
≥ 1− α.
Note that with probability at least 1 − α, simultaneously for all t ∈ T,
the numbers B(t) are upper bounds for the numbers of false positives V (t).
Note that if B(t) ≥ V (t) and R(t) > 0, then B(t)/R(t) ≥ FDP (t). Hence,
from simultaneous upper bounds for V (t), simultaneous upper bounds for
FDP (t) immediately follow.
Confidence envelopes can de derived from critical vectors.
Definition 2. A vector C = (c1, ..., c#C), #C ≥ n, is a critical vector if
P
( n⋂
i=1
{
Qi ≥ ci
})
≥ 1− α. (1)
Let [·]+ denote the positive part function.
Proposition 3. If C is a critical vector, then the map B : T → {1, ...,m}
defined by
B(t) = #
{
1 ≤ i ≤ #C : ci ≤ t
}
is a confidence envelope. In addition , B′ : T→ {1, ...,m} defined by
B′(t) = R(t)−max
{[
R(s)−B(s)
]+
: s ∈ T, s ≤ t
}
, (2)
4
which satisfies B′ ≤ B, is also a confidence envelope and potentially im-
proves B.
Proof. With probability at least 1− α, Q ≥ C, and then for each t ∈ [0, 1],
V (t) = #
{
1 ≤ i ≤ n : Qi ≤ t
}
≤ #
{
1 ≤ i ≤ #C : ci ≤ t
}
= B(t).
Thus B is a confidence envelope.
The number of true findings R(t) − V (t) is non-decreasing in t ∈ T.
Hence the bounds
max
{[
R(s)−B(s)
]+
: s ∈ T, s ≤ t
}
, (3)
t ∈ T, are simultaneous (1−α)-lower bounds for the number of true findings
R(t)−V (t), t ∈ T. Consequently (2) is a confidence envelope. It improves B
when (R −B)+ is not non-decreasing. See also Section 3.2 in Meinshausen
(2006).
Observe that the larger C is, the smaller the confidence envelope is that
is obtained with Proposition 3. Hence it is of interest to find as large as
possible C. The existing literature provides various critical vectors and we
can use these to construct confidence envelopes. An example is given in the
following.
2.3 Parametric confidence envelopes
In many practical situations, the distribution of Q is such that a well-known
probability inequality by Simes (1986) holds (Rødland, 2006):
P
( n⋂
i=1
{Qi ≥ iα/n}
)
≥ 1− α. (4)
This probability equality provides a critical vector, which can be used to
obtain a confidence envelope B : [0, 1]→ {1, ..., n} with Proposition 3:
B(t) = #{1 ≤ i ≤ n : iα/n ≤ t}.
However, n is not known, so that this envelope is unknown in practice. One
can instead note that n ≤ m and use the confidence envelope B satisfying
B(t) = #{1 ≤ i ≤ m : iα/m ≤ t} = #{1 ≤ i ≤ m : i ≤ mt/α} = ⌊mt/α⌋∧m.
(5)
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Simes’ probability inequality is not valid for all possible dependence
structures of Q, so that the above confidence envelope cannot always be
used. Even if Simes’ probability inequality holds, the critical vector based on
it can be very conservative, because the probability at (4) can be larger than
1 − α, i.e. the nominal error rate α is not exhausted (even under the com-
plete null). This happens when the Qi are positively (but not perfectly) cor-
related. Other parametric critical vectors are also often conservative or re-
quire much stronger assumptions (Cai and Sarkar, 2008; Gou and Tamhane,
2014). In the following we discuss nonparametric methods, which often bet-
ter exhaust α (in particular, they fully exhaust α under the complete null),
leading to an increase of power.
2.4 Permutation framework
All nonparametric methods in this paper are based on permutations or other
transformations of the data. Let G be a finite set of transformations g :
Ω → Ω, such that G is a group (in the algebraic sense) with respect to the
operation of composition of transformations. In practice G is often a group of
permutation maps. Sometimes other groups of transformations can be used,
such as rotations (Langsrud, 2005; Solari et al., 2014) and multiplication of
part of the data by −1 (Pesarin and Salmaso (2010), pp. 54 and 168).
All permutation-based procedures in this paper rely on the following
assumption.
Assumption 4. The joint distribution of the p-values Pi(g(X)) with i ∈ N ,
g ∈ G, is invariant under all transformations in G of X.
This assumption underlies many permutation-based multiple testing
methods, e.g. Westfall and Young’s maxT method (1993), Tusher et al.
(2001), Hemerik and Goeman (2018), Meinshausen and Bu¨hlmann (2005)
and Meinshausen (2006). Usually this assumption means that the joint dis-
tribution of the part of the data corresponding to N should be invariant
under permutation.
In this paper random transformations from G are used, which are defined
as follows.
Definition 5. Let g1 := id be the identity in G and g2, ..., gw random el-
ements from G. The random transformations can be drawn either with or
without replacement: the statements in this paper hold for both cases. If
g2, ..., gw are drawn without replacement, then they are taken to be uniformly
distributed on G \ {id}, otherwise uniform on G.
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For I ⊆ {1, ...,m} and 1 ≤ j ≤ w, write RjI(t) := #{i ∈ I : Pi(gj(X)) ≤
t}, Rj := Rj{1,...,m} and RI := R
1
I .
2.5 Nonparametric confidence envelope
When Assumption 4 is satisfied, a confidence envelope can be constructed by
using the permutation distribution of the p-values Q. Since by assumption
this permutation distribution retains the dependence structure of these p-
values, it can be used to construct an envelope which is adapted to this
structure. Until now this was only done by Meinshausen (2006). We now
recall this method, before uniformly improving it in Section 3.
Central to the method is a family of candidate envelopes, which we de-
fine below. In Meinshausen (2006) these depend on p-values corresponding
to false null hypotheses, so that the joint distribution of Q and the candi-
date envelope picked in Meinshausen is not generally permutation invariant
(Blanchard et al. 2017, p. 19, also note this). Hence we consider candidate
envelopes that are independent of the data. An additional difference is that
we include the original observation with the random permutations (see e.g.
Hemerik and Goeman, 2017). Otherwise, the method provided here is the
same as the procedure in Meinshausen (2006).
Let B be a set of maps T → N, independent of the data. Suppose that
for all B, B′ ∈ B, either B ≥ B′ or B′ ≥ B. B is the family of candidate
envelopes. Examples of such B are in Section 2.6.
Meinshausen’s confidence envelope (with the above adaptations) is de-
fined as follows.
Theorem 6. Let
Bm = min
{
B ∈ B : w−1#
{
1 ≤ j ≤ w :
⋂
t∈T
{
Rj(t) ≤ B(t)
}}
≥ 1− α
}
,
where we assume that B is such that this minimum exists. Then Bm is a
confidence envelope.
Proof. Let
BN = min
{
B ∈ B : w−1#
{
1 ≤ j ≤ w :
⋂
t∈T
{
RjN (t) ≤ B(t)
}}
≥ 1− α
}
.
It follows from the group structure of the set of transformations G
(Hemerik and Goeman, 2018, Theorem 1) that for every 1 ≤ j ≤ w,
P
[ ⋂
t∈T
{
RN (t) ≤ BN (t)
}]
= P
[ ⋂
t∈T
{
RjN (t) ≤ BN (t)
}]
.
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Hence this probability equals
w−1
w∑
j=1
E
(
1
[ ⋂
t∈T
{
RjN (t) ≤ BN (t)
}])
≥ 1− α. (6)
Since RN = V , this means that BN is a confidence envelope. Hence the
larger function Bm is also a confidence envelope.
The choice of B has a crucial influence on Bm. It is an important as-
sumption that for all B, B′ ∈ B, either B ≥ B′ or B′ ≥ B. This guarantees
that BN (t) ≤ B
m(t) for all t ∈ T.
Under mild assumptions such as continuity, the inequality (6) becomes
an equality. If all null hypotheses are true, then BN = B
m. But this
means that under the complete null, the probability that the confidence
envelope Bm is invalid is exactly α. Thus, under the complete null, the
method completely exhausts the nominal error rate α, despite the unknown
dependence among the p-values.
2.6 Examples of candidate envelopes
We will now give some examples of families B. Consider B = {Bλ : λ ∈
[0,∞)}, where Bλ : T→ {1, ...,m} satisfies
Bλ(t) = #{1 ≤ i ≤ m : iλ ≤ t}. (7)
Note that by Proposition 3, Bλ is a confidence envelope if the vector
(λ, 2λ, ...,mλ) is a critical vector. This vector is simply Simes’ vector mul-
tiplied by a constant. As another example, instead of considering the can-
didate envelopes (7), one could translate (shift) them by replacing iλ by
iλ− δ with δ > 0 a small constant, e.g. 0.001. This makes the envelope less
sensitive to the smallest p-values. This often results in better bounds for
the larger cut-offs in T, as illustrated in Fig. 1 and Section 5.
If variables U1, ..., Um are independent and uniformly distributed on
[0, 1], and U(1) ≤ ... ≤ U(m) are the sorted values of these variables, then it
is well known that for every 1 ≤ i ≤ m, U(i) has a beta distribution:
U(i) ∼ Beta(i,m + 1− i).
For each λ ∈ [0, 1] consider the function Bλ : T→ {1, ...,m} given by
Bλ(t) = #{1 ≤ i ≤ m : qλi ≤ t},
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where qλi is the λ-quantile of the Beta(i,m+1− i) distribution. In Section 5
we will consider {Bλ : λ ∈ (0, 1)} as one of the sets of candidate envelopes.
A heuristic reason for considering this set of candidate functions is that
some of them can be similar in shape to some of the functions t 7→ Rj(t),
2 ≤ j ≤ w. Consequently, the resulting confidence envelopes tend to be
relatively tight. We applied the proposed families B to the data of section 5,
see Fig. 1. More examples of candidate critical vectors (and hence candidate
envelopes) are in Blanchard et al. (2008).
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Figure 1: For three different families B, resulting 90%-
confidence envelopes are shown for cut-offs in T =
[0.001, 0.02] (van de Vijver data, see Section 5). Moreover, for
some of the permuted versions of the data, the corresponding
numbers of rejections Rj(t) are shown (dotted). Each confi-
dence envelope lies above 90% of these curves. The envelopes
are based on the following families B: Simes-type (small
dashes), shifted Simes-type (solid) and beta distribution-
based (large dashes).
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We now show that two existing multiple testing methods, Significance
Analysis of Microarrays (SAM) (Tusher et al., 2001; Hemerik and Goeman,
2018) and the single-step maxT method by Westfall and Young (1993), are
special cases of the general method at Theorem 6. These methods essentially
only differ with respect to the family B of candidate envelopes on which they
are based.
Let c ∈ T be independent of the data. Consider the family of candi-
date envelopes B = {B0, B1, ..., Bm}, where for λ ∈ {0, ...,m}, Bλ : T →
{0, ...,m} satisfies
Bλ(t) =
{
λ, if t ≤ c
m, otherwise.
Note that if Theorem 6 is applied based on these candidate functions, then
the resulting upper bound Bm(c) for V (c) is simply the ⌈(1 − α)w⌉w−1-
quantile of the values Rj(c), 1 ≤ j ≤ w. This is precisely the (most basic)
confidence bound in Hemerik and Goeman (2018). That paper extends the
Significance Analysis of Microarrays methodology by Tusher et al. (2001),
who estimate the FDP using permutations, but do not provide a confidence
bound.
Consider the family B = {Bλ : λ ∈ [0, 1]}, where Bλ : [0, 1] → {0, ...,m}
is defined by
Bλ(t) =
{
0, if t < λ
m, otherwise.
Applying Theorem 6 to these candidate envelopes results in the upper bound
Bm = Bλ
′
, where λ′ is the α-quantile of the values min1≤i≤m Pi(gjX), 1 ≤
j ≤ w. The boundBλ
′
(t) equals zero for t < λ′, which means that the family-
wise error rate is strongly controlled if the hypotheses {1 ≤ i ≤ m : Pi < λ
′}
are rejected. This is exactly the set of hypotheses that the single-step maxT
method rejects (Westfall and Young, 1993). Moreover, using the iterative
method in Section 3, the step-down maxT method can be obtained.
3 Iterative method
3.1 Introduction
The method of Theorem 6 can be uniformly improved with a method by
Goeman and Solari (2011), which is related to closed testing (Marcus et al.,
1976). Unless the number of hypotheses is very small (less than 20), this
method is usually computationally infeasible in the context of this paper.
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Hence we discuss this method in the Supplementary Material. There we also
prove that the method of Goeman and Solari (2011) is equivalent to that in
Genovese and Wasserman (2004, 2006).
Below we will derive a general, iterative method for improvement of the
basic confidence envelope Bm. In each iteration step, the method uses an
FDP upper bound obtained in the previous step. Some existing family-wise
error rate controlling methods, where in each step the rejections from the
previous steps are used, are special cases of this method (e.g. Holm, 1979;
Westfall and Young, 1993).
For each nonempty I ⊆ {1, ...,m}, consider a function BI : T → N,
such that BI ≤ BJ whenever I ⊆ J ⊆ {1, ...,m} and such that BN is a
confidence envelope.
In particular, we can consider
BI = min
{
B ∈ B : w−1#
{
1 ≤ j ≤ w :
⋂
t∈T
{
RjI(t) ≤ B(t)
}}
≥ 1− α
}
.
(8)
For this definition of BI , B{1,...,m} coincides with B
m. Thus, intuitively,
Bm is an envelope which takes into account the worst-case scenario that
N = {1, ...,m}. If instead it were known (hypothetically) that H1 were
false, for example, then B{2,...,m} could be used as a confidence envelope.
The iterative method below uniformly improves B{1,...,m}.
3.2 Exact method
We now define the iterative method.
Theorem 7. Fix some s ∈ T. Let B0 = B{1,...,m} and for i ∈ N iteratively
define
Bi+1(t) = max{BKc(t) : K ∈ R(s),#K = R(s)−B
i(s)}.
It holds that B0 ≥ B1 ≥ ... and from a certain i ∈ N, Bi = Bi+1 = .... The
function Bit = mini∈NB
i is a confidence envelope.
Proof. Define the event
E :=
⋂
t∈T
{
V (t) ≤ BN (t)
}
.
Assume E holds. For i = 0 we have V (t) ≤ Bi(t) for all t ∈ T. Let i ∈ N and
suppose that the same holds for this i. Then there is a set K ⊆ R(s) with
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#K = R(s) − Bi(s) such that N ⊆ Kc = {1, ...,m} \ K. Thus BKc ≥ BN .
In practice it is not known for which set K this holds, but we know that
V (t) ≤ BN (t) ≤ B
i+1(t) for all t ∈ T.
Thus, by induction, under E, for all i ∈ N, V (t) ≤ Bi+1(t) for all t ∈ T.
Since P(E) ≥ 1− α, it follows that Bit is a confidence envelope.
In many practical situations convergence of the decreasing sequence of
integers B0, B1, ... (which happens as soon as two consecutive values are
equal) is reached after only a few steps.
This iterative procedure can be modified in several ways. Above, in the i-
th step Bi is computed using one cut-off s. A better bound could be obtained
by doing this for many s ∈ T and letting Bi be the pointwise minimum of all
the improved bounds obtained. The resulting bound Bi is still valid under
E. Including such steps however increases the computational burden, so it
may be better to use the method based on one cut-off s as described above.
When BI is defined as (14), we will refer to the iterative method as the
nonparametric iterative method. This method is a uniform improvement of
Meinshausen’s envelope Bm in Section 2.5, if the same family B is used.
The nonparametric iterative procedure is much faster than the corre-
sponding procedure based on closed testing (Goeman and Solari, 2011).
However, it can still be computationally infeasible, since performing one
step of this procedure requires calculating a maximum of a set of size(
R(s)
Bi(s)
)
.
This consideration may be used to guide the choice of s. In particular, s can
be taken such that Bi(s) is small. Note that s can even be taken such that
Bi(s) = 0, leading to a very fast method. In that case, B1(t) = BRc(s)(t),
t ∈ T, which can considerably improve the single-step bound B0(t) if R(s)
is large.
3.3 Approximation method
We suggest a method for approximating the confidence envelope Bit, for
cases where the iterative method computationally infeasible. The approx-
imation method is feasible when there are many thousands of hypotheses.
In the iterative method, computing any Bi(s) requires determining a maxi-
mum of a potentially very large set. The approximation method computes
the maximum over a smaller, random subset, to limit the computation time.
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Write B̂0 := B{1,...,m} and for i = 1, 2, ... iteratively compute B̂
i(s) :=
max{BKc(s) : K ∈ K
i}, where Ki is some large random subcollection of
{K ∈ R(s) : #K = R(s) − B̂i−1(s)}. Recall that if Bi(s) = Bi+1(s), then
Bi+1 = Bit. Hence if B̂i(s) = B̂i+1(s), then B̂i+1(t) = max{BKc(t) : K ∈
K
i+1} can be seen as an estimate of Bit(t), t ∈ T.
Observe that for #K1 → ∞, almost surely B̂1(s) → B1(s) (assuming
K
1 is uniformly sampled). Similarly, if #K1, ...,#Ki+1 →∞, then B̂i(s)→
Bi(s) and hence B̂i+1 → Bi+1 uniformly. Thus, the approximation method
becomes exact as the number of combinations that it checks increases to
infinity. For finite #Ki, the approximation method may potentially be anti-
conservative, but this was not the case in our simulation settings.
For K ∈ Ki, the time needed to compute B̂i(s) is linear in m, so that
the computation time for the approximation method is also linear in m.
4 Simulations
4.1 Simulation setting
To compare the methods of this paper, we applied them to simple simulated
data. In Section 4.2 the performance of the iterative method as compared
to the single-step method is investigated. In Section 4.3 the validity of the
approximation method is discussed. See the data analysis in Section 5 for a
comparison of our nonparametric methods with the parametric variants.
The simulated data matrix was the 20×m-matrix X = X ′+Z. It can be
seen as representing m measurements for 20 persons. Here X ′ is a 20 ×m-
matrix of independent normally distributed variables with variance 1. For
some 0 ≤ F ≤ m, in the first F columns of X the first 10 entries had mean
1.5 and all other entries had mean 0. The matrix Z, which determined the
correlation structure of X, is defined by Zji := siZj , where si = 1 for i
odd and si = −1 for i even. Here each Zj is independent and normally
distributed with mean 0 and standard deviation σZ . For 1 ≤ j ≤ 20 and
1 ≤ i < i′ ≤ m note that the correlation is ρ(Xji,Xji′) = ±(σ
2
Z)/(1 + σZ
2).
For each 1 ≤ i ≤ m, let Hi be the null hypothesis that X1,i...,X20,i are
independent and standard normally distributed. Thus the fraction of true
null hypotheses was pi0 := (m− F )/m. For each Hi, Pi was defined as the
p-value from a two sided t-test comparing the first 10 individuals with the
last 10.
As G we took all 20! permutations of cases and controls. In all the sim-
ulations we used w = 100, i.e. each time we drew 99 random permutations
(with replacement) and added the identity. For larger w similar results are
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obtained (see also Marriott, 1979). We took α = 0.1. The values of m, pi0
and |ρ| are specified per case below.
4.2 Performance of the iterative method
We now illustrate that the nonparametric single-step method of Section 2.5
(Theorem 6) is improved by the corresponding iterative procedure (Section
3.2). We took m = 50 since the iterative method is not always feasible for
large numbers of hypotheses. When the number of hypotheses exceeds a
few hundred, the user will usually need to use the approximation method
(Section 3.3).
We will see that the improvements with the iterative method are limited,
which is due to the smallm. For largerm, larger improvements are obtained,
see Section 4.3. We took T = [0.001, 0.01]. As candidate envelopes we took
Bλ(t) = #{1 ≤ i ≤ m : iλ− 0.001 ≤ t}, λ ∈ [0,∞). In the iterative method
s was taken to be 0.005. The iterative method was always terminated after
three steps, when it had usually converged.
We estimated the expected values of the FDP bounds (which are of the
form B(t)/R(t)) for different values of pi0 and |ρ| (where |ρ| depends on σ
2
Z).
Above the columns the cut-offs that were used, are shown. For example,
a cut-off of 0.01 means that all hypotheses with p-values smaller than 0.01
were rejected.
The results are shown in Table 1. The simulations in the setting pi0 =
0.4, |ρ| = 0.5 took the longest, with a few seconds per analysis on average on
a standard PC, i.e. about half an hour for 1000 simulations. Each estimate
is based on 1000 simulations, so that for each setting the standard error
of the mean difference between the two bounds is smaller than 9 · 10−4.
Note that regardless of the standard error, the difference in performance is
significant, since by construction the iterative method provides a bound at
least as small as the bound from the single-step method.
For the cut-off 0.001, the upper bounds were usually zero. This is not
surprising: for such a small cut-off, it is indeed very likely that there are
no false positives (given the limited number of hypotheses, m = 50). The
improvement with the iterative method was largest when pi0 was small, i.e.
when there were many false null hypotheses. When m was larger, bigger
improvements were obtained, see Sections 4.3 and 5.
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Cut-off
pi0 |ρ| 0.001 0.005 0.01
0.8 0 0.000 0.000 0.172 0.170 0.306 0.302
0.8 0.5 0.000 0.000 0.216 0.216 0.438 0.435
0.6 0 0.000 0.000 0.104 0.101 0.187 0.179
0.6 0.5 0.002 0.002 0.201 0.198 0.323 0.318
0.4 0 0.000 0.000 0.073 0.067 0.131 0.117
0.4 0.5 0.001 0.001 0.148 0.144 0.233 0.228
Table 1: Comparison of the single-step method with the iterative method
(italic). The values shown are the estimated expected values of the bounds.
The values above the columns indicate the cut-offs.
4.3 Performance of the approximation method
The approximation method is much faster than the iterative method and can
be used when there are many thousands of hypotheses. We first compare the
approximation method (Section 3.3) with the iterative method. This is done
in the settings of Section 4.2 with m = 50. Write FDP it(t) = B
it(t)/R(t)
and let FDP ap be the estimate of FDP it obtained with the approximation
method. Again three iteration steps were used.
We recorded the average difference between the iterative and approxi-
mate bound, |FDP it−FDP ap|. In each step of the approximation method
100 random combinations were used (uniformly drawn with replacement),
i.e. #K1 = #K2 = 100. Despite this limited number of random combi-
nations, the approximations were already rather good: in all settings the
mean value of |FDP it − FDP ap| was at most 0.0008 (results not shown).
This means that the difference FDP it − FDP ap was usually 0 and some-
times slightly larger. Naturally, when #K1 and #K2 were taken larger, the
approximations were even better.
Note that whether FDP ap closely approximates FDP it is irrelevant for
our purposes, as long as
P
(⋂
t∈T
{FDP (t) ≤ FDP ap(t)}
)
≥ 1− α.
This was always the case in the settings of sections 4.2 and in the analogous
setting with m = 1000 (results not shown).
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Table 2 shows the improvement with the approximation method relative
to the single-step method in the settings with m = 1000. The improvement
is largest for small pi0 and |ρ|. It can be seen that the bounds do not always
increase with the cut-off, which is due to the choice of B and the fact that
R(t) increases with t ∈ T. The computation time was about 15 seconds per
analysis on average, i.e. a few hours per setting for 1000 simulations.
Cut-off
pi0 |ρ| 0.001 0.005 0.01
0.8 0 0.045 0.045 0.086 0.082 0.132 0.127
0.8 0.5 0.346 0.344 0.346 0.343 0.418 0.414
0.6 0 0.025 0.022 0.048 0.041 0.075 0.064
0.6 0.5 0.194 0.189 0.188 0.182 0.227 0.219
0.4 0 0.020 0.014 0.037 0.026 0.058 0.041
0.4 0.5 0.144 0.137 0.132 0.124 0.160 0.150
Table 2: Comparison of the single-step method with the approximation
method (italic). The values shown are the estimated expected values of
the bounds. Each estimate is based on 1000 simulations, so that for each
setting and cut-off the standard error of the mean difference between the
two bounds is smaller than 5 · 10−4.
5 Data analysis
To illustrate and compare the methods in this paper, we apply them to a
dataset by van de Vijver, available in the R package cancerdata. The dataset
contains survival data on 295 cancer patients. For each individual, time to
metastasis (if any), survival and the follow-up time are known. Moreover, for
each individual the expression rates of 4928 genes are known (we excluded
20 genes with missing values).
We consider hypotheses Hi, 1 ≤ i ≤ 4928, where Hi is the hypothesis
that metastasis-free survival is not associated with the expression rate of
gene i. The set G of transformations used was the collection of all 295! maps
that permute (as pairs) the follow-up times and metastasis-free survival
indicators of the 295 individuals. Here we took w = 100, i.e. we used 99
random permutations and included the original data. A good feature of
our methods is that they have proven validity if a finite number of random
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permutations are used. Taking w larger leads to similar results (see also
Marriott, 1979).
For each gene separately, we fitted a Cox proportional hazards model
with this gene as the only covariate. We then computed a score test p-value
for association with metastasis-free survival. The validity of the following
nonparametric methods does not rely on the validity of the assumptions of
the Cox model. Indeed, the p-values need not be exact as long as for each
permutation they are defined in the same way. (Note that in the proofs, we
do not require the null p-values to be exactly standard uniform.)
Note that we require Assumption 4 to hold, which says that the joint
distribution of the gene expression rates corresponding to N (rather than
just the marginals) should be independent of metastasis-free survival. This
property is implied if we assume the validity of the following directed acyclic
graph:
Y ← E → F ← N → T,
where Y is the survival outcome; E is all survival-relevant (latent) biology; F
are the variables (genes) for which the null is false; N is all survival-irrelevant
(latent) biology and T are the variables (genes) for which the null is true.
Here arrows indicate conditional dependencies. The main assumption that
this model makes, is independence of the joint distributions of the survival-
related biology E and the null variables T . This assumption implies the
validity of Assumption 4.
We applied eight different methods to the data. With each method we
obtained simultaneous FDP bounds. The set T of cut-offs is specified per
case. We took α = 0.1, so that the simultaneous bounds are valid with
probability at least 90%. For three cut-offs, the bounds are shown in Table
3. Here the rows correspond to the methods. The first two methods are
parametric and the other methods are based on permutations. We will now
discuss the methods in the order of the rows of Table 3 and compare the
results.
1. The first method used (see the first row of Table 3) is the parametric
closed testing-based method with local tests based on Simes’ proba-
bility inequality (see Goeman and Solari, 2011; Meijer et al., 2017, or
the Supplementary Information) The bounds were obtained using the
pickSimes function in the R package cherry. Note that Simes’ prob-
ability inequality is an assumption, which cannot be guaranteed to
hold.
2. The second method is the same as the first, except that the local
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Cut-off
Method T 0.001 0.005 0.01
1: Parametric (Simes) [0, 1] 0.096 0.280 0.409
2: Parametric (no Simes) [0, 1] 0.552 0.741 0.790
3: Beta [0.001, 0.01] 0.076 0.101 0.125
4: Simes-type [0.001, 0.01] 0.038 0.115 0.186
5: Simes-type [0, 1] 0.143 0.397 0.512
6: Simes-type (shift) [0, 1] 0.053 0.093 0.137
7: Iterative [0.001, 0.01] 0.033 0.098 0.158
8: Iterative (shift) [0.001, 0.01] 0.047 0.085 0.125
Number of rejections 449 775 957
Table 3: Comparison of eight methods. For three cut-off values, simultane-
ous 90%-confidence upper bounds for the FDP are shown.
tests are not based on Simes’ probability inequality, but on a different
probability inequality (by Hommel, 1983) that always holds. Since
this method uses no assumption on the dependence structure of the
p-values, the bounds obtained are much larger than those from the
first method.
3. Thirdly, we applied the nonparametric single-step method (Section
2.5), where the family B of candidate envelopes was based on the beta
distribution as explained in Section 2.5. We took T = [0.001, 0.01].
This is arbitrary, but represents a reasonable range of thresholds of
interest. Note that the obtained bounds are better than those derived
with the two parametric methods. The reason for this is twofold. First,
permutations were used such that the method took into account the
dependence structure of the data. Second, bounds were not computed
for all possible sets of hypotheses, but only for cut-offs in T. The
nonparametric method effortlessly adapts to T, while there is no known
parametric method that does this.
4. Methods 3 and 4 are the same, except that in method 4 B was taken
to be the family of Simes-type candidate envelopes given at (7). These
candidate envelopes Bλ(t) are relatively small for small cut-offs t, com-
pared to the family based on the beta distribution. Consequently it is
seen in the table that the bound for method 4 is better than that for
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method 3 when the cut-off is small (0.001). When the cut-off is larger
(0.01) it is the other way around.
5. Methods 4 and 5 are the same, except that in method 5 T = [0, 1]
was taken. Since the bounds are now uniform over a larger set,
they are larger than those obtained with method 4 for all cut-offs
in [0.001, 0.01].
6. Method 6 is the same as method 5, except that in the definition of
the candidate envelopes Bλ(t) at (7), λi is replaced by λi − 0.001.
By comparing rows 5 and 6 in the table, it can be seen that this
leads to much better (i.e. smaller) upper bounds for many cut-offs
(but not for cut-offs very close to zero, which are now shown in the
table). The reason is that method 5 is too sensitive to the smallest p-
values, whose 0.1-quantile is quite small relative to their mean (see also
Blanchard et al., 2017, Section 4.3). (The shift of −0.001 is somewhat
arbitrary, but compared to other shifts it provided a good trade-off
between obtaining good bounds for the small and the large cut-offs.)
7. Methods 7 and 8 are variants of the approximation of the iterative
method as defined in Section 3.3. The first step of method 7 coincides
with method 4, and then additional iterative steps were performed as
in Section 3.3 (with s = 0.005 and #Ki = 1000). Note the uniform
improvement in comparison to method 4. The computation time was
about 40 minutes on a standard PC. Note however that, as stated
in Section 3.3, the computation time is only linear in the number of
hypotheses.
8. Method 8 coincides with method 7, except that the family B was
shifted as in method 6. Compared to method 7, this improves the
upper bounds for the larger cut-offs, as before.
The first conclusion to be drawn from these results, is that the a priori
chosen family B of candidate envelopes has a large impact on the result-
ing confidence envelope. The second conclusion is that when T becomes
smaller than [0, 1], the bounds from the nonparametric method can improve
substantially, while there is no known parametric method that adapts to T.
Although the performance of the methods strongly relies on the family
B, it should be noted that one family of candidate envelopes cannot be
uniformly better than any other. For example, for very small cut-offs (not
shown) method 6 was outperformed by method 5.
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Precisely because the family B has a large impact on the results, it should
be emphasized that this set must be chosen before looking at the data. In
the opposite case, the family B would be selected based on the data in
such a way that the results are as attractive as possible, which could induce
selection bias.
6 Discussion
The multiple testing procedure by Meinshausen (2006) is a good example of
an ‘exploratory’ method (Goeman and Solari, 2011). It offers the researcher
freedom to select, based on the data, a set of hypotheses of interest and to
obtain a confidence statement on these post hoc selected hypotheses. Until
now it was the only permutation-based method that provides simultaneous
confidence bounds for the FDP or exceedance control of the FDP.
The methods in this paper allow the user to specify a range of p-value
thresholds of interest, as well as a set of candidate confidence envelopes.
Moreover, the iterative method allows choosing a parameter s, which in-
fluences power and computational intensity. Various choices for these pa-
rameters have been considered in this paper, and future work may provide
additional guidelines for choosing these.
Our methodology relies on an assumption of joint invariance, which un-
derlies most existing permutation-based multiple testing methods. This as-
sumption needs to be argued for in concrete cases, for example as in Section
5.
In this work we discuss only p-values as test statistics, but many of
the results can in principle be generalized to arbitrary test statistics (with
possibly unknown null distribution). Correspondingly, when p-values are
used, these are not required to be exact.
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Supplementary material: improved bounds by
closed testing
Goeman and Solari (2011) show how closed testing (Marcus et al., 1976)
can be used to obtain simultaneous upper bounds for the FDP. As will be
seen, this result is equivalent to that in Genovese and Wasserman (2006).
By relating Theorem 1 in our paper to this method, we will derive a uniform
improvement of the envelope Bm of Theorem 1.
For each nonempty I ⊆ {1, ...,m}, denote by HI the intersection hy-
pothesis
⋂
i∈I Hi. Suppose that for each nonempty I ⊆ {1, ...,m} a test
for HI is defined and suppose HN is rejected by its test with probability at
most α. These 2m−1 tests are called local tests. The closed testing procedure
rejects all HI for which all HJ with J ⊇ I are rejected.
Genovese and Wasserman (2004, 2006) formulate the FDP bounds as
follows. We slightly generalize their setup, since we consider any level-α
local tests. Let U be the set of B ⊆ {1, ...,m} for which HB is not rejected by
its local test. For K ⊆ {1, ...,m}, Genovese and Wasserman (2006) consider
the bound
V ct(K) = max{#B ∩ K : B ∈ U}, (9)
where the maximum is defined to be zero if the set is empty. The following
holds.
Theorem 8. Uniformly over all K ⊆ {1, ...,m}, V ct(K) is a (1 − α)-upper
bound for #N ∩K, i.e.
P
[ ⋂
K⊆{1,...,m}
{
#N ∩K ≤ V ct(K)
}]
≥ 1− α.
Proof. With probability at least 1− α, HN is not rejected by its local test,
and then #N ∩K ≤ V ct(K) for all K ⊆ {1, ...,m}.
Note that #N ∩ K is the number of false positives if K is the rejected set.
Thus the theorem provides bounds for the numbers of false positives that
are uniform over all possible rejected sets.
It turns out that the bounds V ct(K) are equal to the bounds constructed
in Goeman and Solari (2011). They consider
C := {I ⊆ {1, ...,m} : HI is rejected by the closed testing procedure}.
For each K ⊆ {1, ...,m} they define the bound as
max{#I : I ⊆ K, I 6∈ C}, (10)
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Uniformly over all K ⊆ {1, ...,m}, (10) is a (1−α)-upper bound for #N ∩K.
To prove this, note that with probability at least 1− α, HN is not rejected
by its local test, and then N ∩K 6∈ C for all K ⊆ {1, ...,m}.
We now show that the bounds (9) and (10) are equal, which has never
been noted to our knowledge.
Theorem 9. The bounds (9) and (10) are equal for every K ⊆ {1, ...,m}.
Proof. We are done if we show that
max{#B ∩ K : B ∈ U} =
max{#B ∩ K : B ∈ U and B ∩ K 6∈ C} = (11)
max{#B ∩ K : B ⊆ {1, ...,m} and B ∩ K 6∈ C} = (12)
max{#I : I ⊆ K and I 6∈ C}.
The first and the last equality clearly hold. It is also clear that (11) ≤
(12), so it is left to show that (12) ≤ (11), which we now do. Note that if
B ⊆ {1, ...,m} and B ∩ K 6∈ C, then there is a B′ ∈ U with B′ ⊇ B ∩ K and
B′ ∩ K 6∈ C. Then obviously #B ∩ K ≤ #B′ ∩ K ≤(11). It follows that (12)
≤ (11).
The equivalent formulations (10) and (9) are closely related, since in
both cases the maximum is taken over all subsets of K that are not rejected
by the closed testing procedure. Nevertheless the two formulations suggest
different algorithms for computing the upper bound. If a shortcut exists for
the closed testing procedure, then an algorithm based on (10) may be faster
than one based on (9).
As an example of a local test, consider the one which rejects HI when⋃
t∈T
{
RI(t) > BI(t)
}
, (13)
where BI is defined in Section 3.1 of our paper. In particular, as noted
there, BI can be defined as
BI = min
{
B ∈ B : w−1#
{
1 ≤ j ≤ w :
⋂
t∈T
{
RjI(t) ≤ B(t)
}}
≥ 1− α
}
.
(14)
Using these local tests in (9) we obtain simultaneous bounds V ct(K) for
all K ⊆ {1, ...,m}. Note that the function Bct : T → {1, ...,m} given by
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Bct(t) = V ct(R(t)) is then a confidence envelope. It can be shown that
Bct(t) ≤ B{1,...,m}(t) for all t ∈ T, i.e. it is a uniform improvement. (This
follows from Goeman and Solari (2011), equation (7).) If BI is taken to
be (14), then B{1,...,m} coicides with the envelope B
m of Theorem 1 in our
paper, so that Bct is a uniform improvement of Bm.
In practice calculation of V ct(K) is computationally infeasible for large
m, unless shortcuts are available. This is e.g. the case when the local tests
are based on Simes’ probability inequality (Goeman et al., 2016), i.e. when
BI(t) = #{1 ≤ i ≤ #I : iα/#I ≤ t}. This parametric method is considered
in Section 5 of our paper for comparison with our nonparametric methods.
When BI is permutation-based, fast exact shortcuts for computing V ct are
often not available.
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