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ABSTRACT
A finite-dimensional Lie algebra is called (symmetric) self-dual, if it possesses
an invariant nondegenerate (symmetric) bilinear form. Symmetric self-dual
Lie algebras have been studied by Medina and Revoy, who have proven a very
useful theorem about their structure. In this paper we prove a refinement of
their theorem which has wide applicability in Conformal Field Theory, where
symmetric self-dual Lie algebras start to play an important role due to the fact
that they are precisely the Lie algebras which admit a Sugawara construction.
We also prove a few corollaries which are important in Conformal Field Theory.
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§1 Introduction and Motivation
For most physical applications, reductive Lie algebras are the most nat-
ural Lie algebras to consider. This is because they are the Lie algebras of
the compact Lie groups, which have played a privileged role in physical the-
ories. Reductive Lie algebras are completely classified, since they are direct
products of abelian and semisimple Lie algebras, and essentially everything is
known about them and their representations, at least the finite-dimensional
ones. However by any reasonable measure, reductive Lie algebras are rare; and
comparatively little is known about their nonreductive counterparts. The Levi-
Malcev theorem reduces the classification problem for general Lie algebras to
that of semi-direct products (i.e., split extensions) of semisimple and solvable
Lie algebras; but already classifying solvable Lie algebras seems to be as hard
as classifying Lie algebras in general: by brute force one can classify all Lie
algebras of dimension ≤ 5, and restricting oneself to solvable Lie algebras does
not get one any further (although all nilpotent six-dimensional Lie algebras
are known). Therefore in order to probe the space of Lie algebras one could
hope to benefit by restricting oneself to a class of Lie algebras including the
reductive Lie algebras but which are still special enough to allow for a classifi-
cation. One property shared by all reductive Lie algebras is the existence of an
invariant metric; that is, an invariant nondegenerate symmetric bilinear form.
We will call Lie algebras possessing an invariant metric symmetric self-dual
Lie algebras, and they comprise a nontrivial generalisation of reductive Lie
algebras. Although no classification exists to this date, there exists a structure
theorem [1] which tells us in principle how to construct Lie algebras with an
invariant metric starting from the reductive Lie algebras. In fact, reductive
Lie algebras can be obtained from simple Lie algebras and the one-dimensional
Lie algebra by the operation of direct sum. What Medina and Revoy found
in [1] is that all Lie algebras with an invariant metric can be obtained from
the same ingredients provided that we introduce a new operation—the double
extension—which generalises the semidirect product in a nontrivial way.
The importance of symmetric self-dual Lie algebras in Conformal Field
Theory (and via CFT in String Theory) has to do with the following curious
fact [2] [3]: symmetric self-dual Lie algebras are precisely the Lie algebras for
which a Sugawara construction exists. This fact may not appear so surprising
if one assumes that the relation between the Sugawara construction and the
WZW model persists in the nonreductive case: a WZW model needs for its
definition a Lie group possessing a bi-invariant metric and this condition trans-
lates, at the level of the Lie algebra, into the statement that its Lie algebra
should possess an invariant metric. Interestingly enough, the relation between
the WZW model and the Sugawara construction does persist in the nonreduc-
tive case [4], but the proof of this statement is not immediate and happens to
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necessitate detailed knowledge of the structure of symmetric self-dual Lie alge-
bras, and in particular some refinements of the structure theorem in [1]. The
purpose of this letter is to collect those results on the structure of symmetric
self-dual Lie algebras that were used in [4]. Of necessity, those results are of
a less physical nature than their applications, and we felt it inappropriate to
include them together; hence the present paper.
This letter is organised as follows. In Section 2 we assemble some basic
properties of symmetric self-dual Lie algebras and some properties of their
ideals, which will be needed when we review the structure theorem of Medina
and Revoy in Section 3. In Section 4 we define the double extension of a
symmetric self-dual Lie algebra by a second Lie algebra and we work out some
explicit formulas which we will need later. In Section 5 and Section 6 we prove
some useful refinements and corollaries of the structure theorem. In Section 7
we comment briefly on the applications of this formalism to Conformal Field
Theory and String Theory; and finally in Section 8 we mention some possible
extensions and open problems. The paper also includes an appendix of a result
on splittings of exact sequences involving Lie algebras. This result is used by
Medina and Revoy, but we have not found a reference for it anywhere and we
were forced to rederive it ourselves. We include it here for completeness.
§2 Basic properties of symmetric self-dual Lie algebras
In this section we set up the notation and we introduce the necessary
concepts about symmetric self-dual Lie algebras that we will need in the sequel.
Definition 2.1. Let C denote the class of pairs (g, 〈− ,−〉), where g is a finite-
dimensional Lie algebra and 〈− ,−〉 is a nondegenerate ad-invariant symmetric
bilinear form on g. We shall call such a bilinear form simply an invariant
metric, and we shall (tentatively) call an element of C a symmetric self-dual
Lie algebra.
Remark 2.2. We should hasten to add that the nomenclature is by no means
standard. French authors call these Lie algebras “orthogonal,” whereas others
calls them “self-dual.” The name “self-dual” presumably comes from the fact
that the adjoint representation is equivalent to the coadjoint representation.
But clearly for this to be the case, all that one requires is a nondegenerate
invariant bilinear form on g, but not one that need be symmetric. After
consulting with Gregg Zuckerman, who seems to have inspired “self-dual” in
[5], we have chosen the compromise “symmetric self-dual,” since it causes no
confusion with the Lie algebras of the orthogonal Lie groups and does not
preempt the term self-dual for their more general cousins. Nevertheless, since
only symmetric self-dual Lie algebras will play a role in this paper, we will
use the term “self-dual” from now on to mean “symmetric self-dual” unless
otherwise stated.
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Let us first mention some minor matters of notation. If a Lie algebra g
should decompose as a direct sum of subspaces A andB we will write g = A⊕B.
If moreover, the subspaces are ideals, so that the decomposition is one of
Lie algebras, then we will write g = A × B. It will prove convenient to
introduce some nomenclature for particular subspaces of a self-dual Lie algebra
depending on how the metric behaves on them.
Definition 2.3. Let (g, 〈− ,−〉) be a self-dual Lie algebra. For any subspace
V ⊂ g, let V ⊥ = {w ∈ g | 〈w , v〉 = 0 for all v ∈ V }. Notice that the operation
V 7→ V ⊥ is involutive, so that (V ⊥)⊥ = V . We say that
V is isotropic ⇔ V ⊂ V ⊥ ,
V is coisotropic ⇔ V ⊃ V ⊥ ,
V is lagrangian ⇔ V = V ⊥ ,
V is degenerate ⇔ V ∩ V ⊥ 6= 0 ,
V is nondegenerate ⇔ V ∩ V ⊥ = 0 .
Let (g, 〈− ,−〉) be a self-dual Lie algebra. We define the centralizer Zg(V )
of a subspace V ⊂ g as all those elements in the Lie algebra which com-
mute with all elements of the subspace; that is Zg(V ) ≡ {w ∈ g | [w, v] =
0 for all v ∈ V }. For a self-dual Lie algebra, centralizers and ideals are inti-
mately linked, as the following lemma suggests:
Lemma 2.4. I ⊂ g is an ideal if and only if I⊥ ⊂ Zg(I).
Proof: This follows immediately by the invariance of the metric. Indeed,〈
[g, I] , I⊥
〉
=
〈
g , [I, I⊥]
〉
, from where it follows that [g, I] ⊂ I⊥⊥ = I if and
only if [I, I⊥] = 0. 
The center of a self-dual Lie algebra can be also characterised very easily.
In fact,
Lemma 2.5. Let [g, g] denote the first derived ideal and Z(g) be the center.
Then [g, g]⊥ = Z(g).
Proof: x ∈ Z(g) ⇔ [x, y] = 0 ∀y ⇔ 〈[x , y], z〉 = 0 ∀y, z ⇔ 〈x , [y, z]〉 =
0 ∀y, z ⇔ x ∈ [g, g]⊥. 
First of all notice that if I ⊂ g is an ideal, so is I⊥. Recall that an ideal
I ⊂ g is minimal if it does does not properly contain another nontrivial ideal
J ⊂ g. In other words, if I ⊂ g is a minimal ideal and if J ⊂ g is another
ideal with J ⊂ I, then either J = 0 or J = I. Below we list some properties
of minimal ideals that we shall need in the proof of the structure theorem or
its refinements.
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Proposition 2.6. Let (g, 〈− ,−〉) be self-dual, and let I ⊂ g be a minimal
ideal. Then,
(1) If I is nondegenerate, then it is a factor, and hence simple or one-dimen-
sional;
(2) If I is degenerate, then it is isotropic and abelian; and
(3) I⊥ is a maximal ideal.
Proof: Let I ∈ g be any ideal. Then so are I⊥ and I ∩ I⊥ ⊂ I, since the
intersection of two ideals is an ideal. Since I is minimal, I ∩ I⊥ is either 0 or
I.
(1) Let’s take the first possibility: I ∩ I⊥ = 0. Definition 2.3 tells us that I is
nondegenerate. Since both I and I⊥ are ideals, [I, I⊥] ⊂ I and [I, I⊥] ⊂
I⊥; hence [I, I⊥] ⊂ I∩I⊥ = 0. This means that [I, I⊥] = 0 and g = I×I⊥.
Since I is a factor, any ideal of I is automatically an ideal of g. But by
minimality, I cannot have any proper ideals, hence I is either simple or
one-dimensional.
(2) The other possibility is that I ∩ I⊥ = I, which means that I is degenerate.
In fact, Definition 2.3 tells us that I ⊂ I⊥ is isotropic. And by Lemma
2.4, I ⊂ I⊥ ⊂ Zg(I), whence it is abelian.
(3) Finally suppose that there exists a proper ideal J such that I⊥ ( J .
Taking ⊥, we find J⊥ ( I⊥⊥ = I, which violates minimality. Hence I⊥ is
maximal. 
§3 The structure theorem of Medina and Revoy
The class C of self-dual Lie algebras is closed under the operation of or-
thogonal direct product; indeed, if (g1, 〈− ,−〉1) and (g2, 〈− ,−〉2) are two
self-dual Lie algebras, so is (g1 × g2, 〈− ,−〉1⊕〈− ,−〉2). We call a self-dual
Lie algebra (g, 〈− ,−〉) indecomposable if it cannot be written as such a direct
product; and decomposable if it can. The following preliminary result on the
structure of self-dual Lie algebras follows immediately from Proposition 2.6.
Corollary 3.1. Let (g, 〈− ,−〉) be an indecomposable Lie algebra. Then
exactly one of the following cases hold:
(1) g is simple,
(2) g is one-dimensional, or
(3) g is not simple, dim g > 1, and every proper ideal of g is degenerate. 
It is clear that every self-dual Lie algebra is a product of objects of the
types described above. Objects of types (1) and (2) are well-known: they
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correspond to the direct product of a semisimple Lie algebra and an abelian
Lie algebra; that is, they are reductive. The class of objects of type (3) is more
exotic. We will see that such indecomposable self-dual Lie algebras are easy
to characterise. We shall do so in steps.
Let (d, 〈− ,−〉) ∈ C be indecomposable with d not simple and with dim d >
1. We fix a proper minimal ideal I ⊂ d. By Corollary 3.1, it is degenerate and
by Proposition 2.6 (2) it is isotropic and abelian. By Lemma 2.4, I is a central
ideal of I⊥; whence g = I⊥/I is a Lie algebra. Moreover since I = I⊥⊥, g
inherits an invariant metric 〈− ,−〉g.
1 In other words, we have proven that
the following lemma:
Lemma 3.2. We have an exact sequence
0 −→ I −→ I⊥ −→ g −→ 0 (3.3)
with (g, 〈− ,−〉g) an object in C. 
It may seem overkill to use the language of exact sequences, but it turns
out that it will be very useful and it will save us some time in the end. For
the reader not familiar with this language, we simply recall that a sequence is
exact whenever the kernel of any arrow is the image of the following one. In
particular, the exactness of the above sequence simply says that I ⊂ I⊥ is a
Lie subalgebra (and an ideal since it is the kernel of a homomorphism) and
that g ∼= I⊥/I as Lie algebras. Moreover since we are quotienting I⊥ by its ⊥,
the resulting quotient inherits a nondegenerate metric.
Continuing with the argument, by Proposition 2.6 (3), I⊥ is a maximal
ideal of d; whence h = d/I⊥ is a Lie algebra without proper ideals; that is,
either h is simple or one-dimensional. It now follows that we can actually
identify h with a subalgebra of d. The proof of this lemma is much more
technical than the proof of the structure theorem and so we leave leave it to
the appendix. It is worth pointing out that it is precisely this lemma which
prevents the straight-forward extension of the structure theorem to self-dual
Lie superalgebras.
Lemma 3.4. The exact sequence
0 −→ I⊥ −→ d −→ h −→ 0 , (3.5)
splits whenever h is simple or one-dimensional; that is, for such h, d ∼= h⋉I⊥.

1 Let us make the following notational remark. Below we will find it necessary to distin-
guish the Lie bracket and the inner product of the same pair of vectors when thought
of as elements of different Lie algebraic structures on the same vector space. We will
assume that when nothing is specified, the Lie bracket and the metric correspond to
those in d.
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In particular, d = h ⊕ I⊥, whence V ≡ h ⊕ I ⊂ d is a nondegenerate
subspace of d. This implies that as vector spaces d = V ⊕V ⊥, and I⊥ = V ⊥⊕I.
The map I⊥ → g in (3.3) defines a vector space isomorphism g ∼= V ⊥. With
some abuse of notation we will identify g with V ⊥ ⊂ d. In general, though, V ⊥
will fail to be a subalgebra. But all that happens is that it acquires a central
extension. In fact, if x, y ∈ V ⊥, then
[x, y] = [x, y]g + β(x, y)
for some 2-cocycle β :
∧
2
g → I, where since I ⊂ I⊥ is central, it becomes a
trivial g-module. The cohomology class of this cocycle is the one defining the
central extension (3.3).
Lemma 3.6. h acts on g via antisymmetric derivations; that is, it preserves
the bracket and the invariant metric.
Proof: We can define an action of h on g as follows. Take x ∈ g and lift it
to V ⊥ ⊂ d. If h ∈ h, then we can define h · x = [h, x]. A priori, this bracket is
in I⊥ = V ⊥ ⊕ I. But we show that it is in fact in V ⊥. Indeed, let h′ ∈ h and
compute 〈h′ , [h, x]〉 = 〈[h′ , h], x〉. Since [h′, h] ∈ h ⊂ V , the RHS is zero for
all h′. Therefore [h, x] ∈ h⊥. But nondegeneracy of V implies that I ∩ h⊥ = 0,
whence [h, x] ∈ V ⊥. Since the bracket and metric of g are induced from those
of d, and h ∈ d acts via (inner) antisymmetric derivations, it also acts on g as
antisymmetric derivations. 
The action of h on g is intimately linked to the cocycle β characteriz-
ing the central extension (3.3). In fact, let h ∈ h and x, y ∈ g. Lifting x
and y back to V ⊥ ⊂ d we compute 〈h · x , y〉g = 〈[h , x], y〉 = 〈h , [x, y]〉 =
〈h , [x, y]g + β(x, y)〉. But since h is orthogonal to V
⊥, we find that
〈h · x , y〉g = 〈h , β(x, y)〉 . (3.7)
Lemma 3.8. As h-modules, I ∼= h∗.
Proof: Let h ∈ h and x ∈ I. Since I is an ideal, [h, x] ∈ I, whence it is
an h-module. Because V = h ⊕ I is nondegenerate and I is isotropic, we can
identify I with h∗ as vector spaces: the isomorphism given by I ∋ x 7→ 〈x ,−〉
restricted to h. Now notice that for all h′ ∈ h, 〈[h , x], h′〉 = −〈x , [h, h′]〉,
whence I ∼= h∗ as h-modules. 
In summary, we have proven the following structure theorem.
Theorem 3.9. (Medina–Revoy [1]) Let (d, 〈− ,−〉) be an indecomposable
object in C such that d is not simple nor one-dimensional. Then d is isomor-
phic to the Lie algebra with underlying vector space g⊕ h⊕ h∗, where
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(1) g is the Lie algebra defined by (3.3) and which inherits an invariant metric
〈− ,−〉g by restricting 〈− ,−〉;
(2) h is the Lie algebra defined by (3.5), which is either one-dimensional or
simple;
(3) h acts on g via antisymmetric derivations: (h, x) 7→ h · x for h ∈ h and
x ∈ g; and
(4) the Lie brackets are given for x, x′ ∈ g, h, h′ ∈ h and α, α′ ∈ h∗ by
[(x, h, α),(x′, h′, α′)] =
([x, x′]g + h · x
′ − h′ · x, [h, h′]h, β(x, x
′) + ad∗h ·α
′ − ad∗h′ ·α) ,
(3.10)
where β :
∧
2
g→ h∗ is given by (3.7). 
§4 Double Extensions
In this section we review the definition of a double extension, formalising
the results in the previous section on the structure of nonreductive indecom-
posable self-dual Lie algebras.
Definition 4.1. Given (g, 〈− ,−〉g) ∈ C and h a Lie algebra acting on g
via antisymmetric derivations, the Lie algebra d defined on the vector space
g⊕ h⊕ h∗ by (3.10) and (3.7) is called the double extension of g by h and we
denote it by D(g, h).
Remark 4.2. Notice that the notation D(g, h) is ambiguous on two counts.
First of all, the data is not just g but (g, 〈− ,−〉g); and also not just h but h
together with the action of h on g via antisymmetric derivations. Nevertheless,
for the purposes of this paper, any ambiguity that might arise will be resolved
contextually.
The double extension of g by h always carries an invariant metric. Indeed,
if 〈− ,−〉h is any invariant bilinear form on h, we define
〈
(x, h, α) , (x′, h′, α′)
〉
=
〈
x , x′
〉
g
+
〈
h , h′
〉
h
+α(h′) + α′(h) , (4.3)
for all x, x′ ∈ g, h, h′ ∈ h and α, α′ ∈ h∗. A routine calculation shows that this
metric is invariant, whence (d, 〈− ,−〉) is a self-dual Lie algebra.
Remark 4.4. It is worth pointing out that if the action of h on g is trivial,
then the double extension is decomposable and isomorphic to g× (h⋉ h∗). In
particular, if g = 0, then the double extension is (h⋉h∗), which is the classical
double of h given the trivial bialgebra structure [6].
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It will be convenient later on to work with the explicit expression for the
Lie brackets and for the invariant metric of a double extension. Hence we will
now work out these expressions in a basis. We let (g, 〈− ,−〉g) be a self-dual
Lie algebra. Let the invariant metric have components Ωgij relative to a fixed
basis {Gi}. Also relative to this basis, we will let the Lie bracket in g be given
by [Gi, Gj ]g = fij
kGk. We consider also a Lie algebra h, with basis {Hα},
acting on g via antisymmetric derivations
Hα ·Gi = fαi
jGj ,
and with Lie brackets given by [Hα, Hβ]h = fαβ
γHγ. Its dual h
∗ has canonical
dual basis given by {Hα}.
The double extension d = D(g, h) will be then defined on the vector space
g⊕ h⊕ h∗ by the following Lie brackets
[Gi, Gj] = fij
kGk + fijαH
α ,
[Hα, Gi] = fαi
jGj ,
[Hα, Hβ] = fαβ
γHγ ,
[Hα, H
β] = −fαγ
βHγ ,
[Hα, Gi] = [H
α, Hβ] = 0 ,
where fijα = fαi
kΩgkj . The above explicit expression, makes manifest the
fact mentioned in Remark 4.2 that D(g, h) does not depend on g and h only
through their Lie algebra structures, as the notation would suggest, but also
on the action of h on g and on the metric of g.
The invariant metric on D(g, h) is given by
Ωdab =


Gj Hβ H
β
Gi Ω
g
ij 0 0
Hα 0 hαβ δα
β
Hα 0 δαβ 0

 ,
where (hαβ) is an arbitrary (possibly degenerate) invariant bilinear form in h.
We also record for future use the Killing form of the above double extension
κd. This form will of course be degenerate, having the form
κdab =


Gj Hβ H
β
Gi κ
g
ij κ
d
iβ 0
Hα κ
d
αj κ
d
αβ 0
Hα 0 0 0

 ,
where κg is the Killing form of g and where
κdiα = fij
kfαk
j and κdαβ = fαi
jfβj
i + 2κhαβ .
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§5 Some useful refinements
In this section we prove some refinements of Theorem 3.9 which have
proven instrumental in the applications to Conformal Field Theory. We start
by listing some conditions on g under which any double extension D(g, h) will
fail to be indecomposable.
Remark 4.4 tells us that a double extension need not be indecomposable
even if h is taken to be simple or one-dimensional; and one such example is
when h acts on g via inner derivations, as we now see.
Proposition 5.1. If h acts on (g, 〈− ,−〉) ∈ C via inner derivations, then
D(g, h) ∼= g× (h⋉ h∗).
Proof: Let ϕ : h → g be the homomorphism defining the action of h on g. In
other words, for h ∈ h and x ∈ g, h ·x = [ϕ(h), x]g. Let ϕ
♭ : h → g∗ be the map
sending h 7→ 〈ϕ(h) ,−〉g, and let ϕ
♯ : g→ h∗ denote its transpose. Notice that
because the metric of g is h-invariant, these maps are actually intertwiners of
the action of h; in particular, for h ∈ h and x ∈ g, we have that
[h, ϕ♯(x)] = ϕ♯([ϕ(h), x]g) . (5.2)
We can now define the following vector space automorphism Ψ of g⊕ h⊕ h∗:
Ψ(x, h, α) = (x− ϕ♯(x), h+ ϕ(h), α) .
We claim that Ψ is a Lie algebra isomorphism D(g, h)
≃
−→ g × (h ⋉ h∗).
Indeed, for x, y ∈ g, Ψ([x, y]) = Ψ([x, y]g + β(x, y)) = [x, y]g − ϕ
♯([x, y]g) +
β(x, y). But from (3.7) we have that β(x, y) = ϕ♯([x, y]g), whence Ψ([x, y]) =
[Ψ(x),Ψ(y)]. Secondly, we have that on the one hand, for h ∈ h, Ψ([h, x]) =
Ψ([ϕ(h), x]g) = [ϕ(h), x]g − ϕ
♯([ϕ(h), x]g) and [Ψ(h),Ψ(x)] = [h + ϕ(h), x −
ϕ♯(x)] = [ϕ(h), x]g − [h, ϕ
♯(x)] on the other. But both of these expressions
agree by virtue of (5.2). Similarly, Ψ([h, h′]) = [h, h′] + ϕ([h, h′]) agrees with
[Ψ(h),Ψ(h′)] = [h+ϕ(h), h′+ϕ(h′)] = [h, h′]+[ϕ(h), ϕ(h′)] for all h′ ∈ h, since
ϕ is a homomorphism of Lie algebras. The rest of the brackets are verified in
a similar fashion. 
Remark 5.3. The invariant metric in (h⋉ h∗) is now given by
〈
(h, α) , (h′, α′)
〉
=
〈
h , h′
〉
h
+
〈
ϕ(h) , ϕ(h′)
〉
g
+α(h′) + α′(h) .
In other words, 〈− ,−〉h receives a correction coming from the pull-back by ϕ
to h of the invariant metric in g; that is, 〈− ,−〉h+ϕ
∗ 〈− ,−〉p.
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In particular, if all the antisymmetric derivations of g are inner, then g
factors out of the double extension. This idea can be pursued further, but first
a definition. Recall a (real) Lie algebra g is perfect if [g, g] = g or, equivalently,
if H1(g;R) = 0. By analogy let us define the following.
Definition 5.4. We say that a (real) Lie algebra p is pluperfect whenever
H1(p;R) = H2(p;R) = 0. Notice that semisimple Lie algebras are pluperfect.
Theorem 5.5. The Lie algebra g in Theorem 3.9 cannot have a pluperfect
factor.
Proof: We will prove that if g has a pluperfect factor, then its double exten-
sion is decomposable, in contradiction to the hypothesis of Theorem 3.9. Thus
let (g, 〈− ,−〉g) be an object in C such that g = p× a with p pluperfect and a
arbitrary without pluperfect factors.
(1) p and a are orthogonal.
p is in particular perfect, which together with the invariance of the metric
implies that 〈p , a〉 = 〈[p , p], a〉 = 〈p , [p, a]〉 = 0.
(2) Let Dera stand for the antisymmetric derivations. Then Dera g = p ×
Dera a.
Let d ∈ Dera g be an antisymmetric derivation. If x ∈ g we write d(x) =
d1(x)+ d2(x) where d1(x) ∈ p and d2(x) ∈ a. Let s, s
′ ∈ p. Since d is a deriva-
tion, we have [d(s), s′] + [s, d(s′)] = d([s, s′]). Breaking it up into its compo-
nents, we find that [d1(s), s
′] + [s, d1(s
′)] = d1([s, s
′]) and that d2([s, s
′]) = 0.
The former equation says that d1 ∈ Der p, whereas the latter says that d2
annihilates [p, p] = p. If a ∈ a we have [s, d(a)] + [d(s), a] = 0. Breaking it up
into components we find [s, d1(a)] = 0, which says that d1(a) is central in p.
But since [p, p] = p, Lemma 2.5 says that the center is trivial, whence d1(a)
must vanish. If a′ ∈ a, then [d(a), a′] + [a, d(a′)] = d([a, a′]), which breaks up
as [d2(a), a
′] + [a, d2(a
′)] = d2([a, a
′]). This means that d2 ∈ Der a. Finally,
the antisymmetry condition says that d2 ∈ Dera a whereas from H
2(p;R) = 0
it follows that all antisymmetric derivations of p are inner: every antisymmet-
ric derivation D ∈ Dera p defines a 2-cocycle by γ(s, s
′) = 〈d(s) , s′〉 which
is a coboundary γ(s, s′) = −η([s, s′]), for some η ∈ p∗. But this means that
there exists s′′ ∈ p such that −η([s, s′]) = 〈s′′ , [s, s′]〉 = 〈[s′′ , s], s′〉, whence
d(s) = [s′′, s] is inner. Conversely, all inner derivations are antisymmetric, so
that d1 ∈ ad p.
In particular, since h acts on g via inner derivations, there exists a Lie algebra
(hence h-module) morphism ϕ : h → p such that for h ∈ h and s ∈ p,
h · s = [ϕ(h), s]p. Then the proof of Proposition 5.1 implies, mutatis mutandis,
that p factors out of the double extension.
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In other words, the vector space automorphism Ψ of p⊕ a⊕ h⊕ h∗:
Ψ(s, a, h, α) = (s− ϕ♯(s), a, h+ ϕ(h), α) .
defines a Lie algebra isomorphism D(p× a, h)
≃
−→ p×D(a, h). Furthermore,
the invariant metric in D(a, h) is now given by
〈
(a, h, α) , (a′, h′, α′)
〉
=〈
a , a′
〉
a
+
〈
h , h′
〉
h
+
〈
ϕ(h) , ϕ(h′)
〉
p
+α(h′) + α′(h) .
This concludes the proof of Theorem 5.5. 
As a corollary of Theorem 3.9 and Theorem 5.5 we have the following
characterisation of the class C.
Corollary 5.6. The class C breaks up as CS×CN where CS is the subclass of
semisimple Lie algebras and CN is the smallest class of real finite-dimensional
Lie algebras containing the one-dimensional Lie algebra and closed under
the operations of direct product and double extension by a simple or one-
dimensional algebra. In particular, all objects in CN are nonsemisimple.
Moreover the subclass C′S ⊂ CN of solvable Lie algebras is class generated by
the one-dimensional Lie algebra under the operations of direct product and
double extension by the one-dimensional Lie algebra. 
§6 Deforming the invariant metric
Let (d,Ω) be a self-dual Lie algebra and let κ denote its Killing form. We
would to ask whether one can deform the metric Ω while retaining nondegener-
acy. Rather than analyse this problem in full generality, we will limit ourselves
to the case of interest in Conformal Field Theory. Namely, we will deform Ω
by a scalar multiple of the Killing form. Such shifts are the typical effect of
quantum renormalisation. Let t be a scalar (a real or complex number) and
let gt denote the bilinear form gt = Ω − tκ. Fix t once and for all and define
d⊥ to be the radical of gt; that is d
⊥ = {v ∈ d|gt(v, w) = 0 ∀w ∈ g}. Notice
that d⊥ ⊂ d is an ideal, since the bilinear form gt is invariant. In particular,
d⊥ is a Lie algebra. We will prove the following result:
Theorem 6.1. If (d,Ω) is an indecomposable self-dual Lie algebra, then
d⊥ = 0 unless d is simple and Ω = tκ, in which case gt = 0 and d
⊥ = d.
Proof: Since (d,Ω) is indecomposable, then by Theorem 3.9 it is either sim-
ple, one-dimensional, or a double extension D(g, h) where h is simple or one-
dimensional. The theorem is clear for the first two cases, as we now show. If
d is one-dimensional, then κ = 0 and d⊥ = 0; and similarly if d is simple, then
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d⊥, being an ideal, must be either 0 or d; the latter case corresponding to the
case gt = 0, or equivalently Ω = tκ. Therefore all we have left to tackle is the
case where d = D(g, h) is a double extension. The theorem will follow if we
can prove that d⊥ = 0 in this case.
We proceed by induction on the dimension of the Lie algebra. Suppose that
the theorem is true for all indecomposable self-dual Lie algebras of dimension
≤ N—the case N = 1 being trivially satisfied—and let d = D(g, h) be an
indecomposable double-extension of dimension2 N + 1. The theorem follows
if we can prove that d⊥ = 0. We now have the following lemma, whose proof
we give below:
Lemma 6.2. Let d = D(g, h) be a double extension, with g and h arbitrary.
Then there is a Lie algebra isomorphism:
d⊥ = D(g, h)⊥ ∼= g⊥ .

Using Lemma 6.2, we have that d⊥ ∼= g⊥. In general g need not be inde-
composable, so write it as g = g1 × · · · × gk, where each gi is indecomposable.
Clearly, g⊥ ∼= g⊥1 × · · · × g
⊥
k . Since dim gi < dim d for each i, we can apply
the induction hypothesis to deduce that g⊥i will only be nonzero when gi is
simple. But if g would have a simple factor, Theorem 5.5 would imply that d is
decomposable, violating the hypothesis. Therefore g⊥ = 0 and we can extend
the induction hypothesis. 
Corollary 6.3. Let (d,Ω) be any self-dual Lie algebra. Then
(1) d⊥ is semisimple;
(2) d decomposes into an orthogonal direct sum d = d⊥ × d1, where d
⊥ is
semisimple, and d⊥
1
= 0.
Proof: (1) is an immediate corollary. Since d⊥ is a semisimple ideal, it is a
factor; hence (2). 
Finally we prove the lemma.
Proof: (of Lemma 6.2) In the explicit basis introduced in Section 4, we let
v = vjGj + v
αHα + vαH
α belong to d⊥ and let us see what this implies. The
2 Actually we have not shown that there is an indecomposable self-dual Lie algebra in
every dimension. So if there is no indecomposable d = D(g, h) in dimension N +1 then
take one of the smallest dimension > N .
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bilinear form defining ⊥ is Ωdab − tκ
d
ab, whose matrix is given by


Gj Hβ H
β
Gi Ω
g
ij − tκ
g
ij −tκ
d
iβ 0
Hα −tκ
d
αj hαβ − tκ
d
αβ δα
β
Hα 0 δαβ 0

 .
Therefore, v ∈ d⊥ implies that
(Ωdab − tκ
d
ab)

 v
j
vβ
vβ

 =

 (Ω
g
ij − tκ
g
ij)v
j − tκdiβv
β
−tκdαjv
j + (hαβ − tκ
d
αβ)v
β + vα
vα

 = 0 .
This in turn yields the equations vα = 0, vα = tκ
d
αjv
j , and
(Ωgij − tκ
g
ij)v
j = 0 ,
whence vjGj belongs to g
⊥. Conversely, any vjGj ∈ g
⊥ extends to a vector
vjGj+tv
jκdαjH
α which by the above computation belongs to d⊥. In summary,
we have a vector space isomorphism s : g⊥ → d⊥, defined by s(vjGj) = v
jG′j ,
where G′j = Gj + tκ
d
αjH
α. We will now show that this is also an isomorphism
of Lie algebras. Computing the brackets in d, we obtain
[s(Gi), s(Gj)]d = [G
′
i, G
′
j ]d = fij
kGk + fijαH
α
= fij
kG′k + (fijα − tfij
kκdkα)H
α . (6.4)
Now notice that fijα = fij
aΩdaα, and that fij
kκdkα = fij
aκdaα; so that we can
rewrite (6.4) as
[G′i, G
′
j]d = fij
kG′k + fij
a(gdt )aαH
α .
Using that gdt is an invariant bilinear form, we arrive at
[G′i, G
′
j]d = fij
kG′k − fiα
a(gdt )ajH
α .
Finally we notice that fiα
a(gdt )aj = fiα
k(gdt )kj and that the restriction of g
d
t to
g coincides with ggt , so that we end up with
[G′i, G
′
j ]d = fij
kG′k − fiα
k(gdt )jkH
α ,
which shows explicitly that if viGi and w
jGj are in g
⊥, then
[s(viGi), s(w
jGj)]d = s([v
iGi, w
jGj ]g) ,
so that s is a homomorphism. 
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§7 Applications in Conformal Field Theory
To conclude we would like to mention very briefly some of the applications
of self-dual Lie algebras and, in particular, of the results in this paper in
Conformal Field Theory. We will be brief and will limit ourselves mostly to
directing the attention of the reader to the relevant literature.
Any conformally invariant two-dimensional σ-model (of the right central
charge) is a possible (bosonic) string background. Any such σ-model is clas-
sically conformally invariant, but demanding that this persists upon quantisa-
tion imposes equations on the metric which need to be satisfied. Therefore in
the process of satisfying these equations, the classical form of the metric gets
“renormalised” and it is seldom the case that one can write down a nontrivial
metric which exactly solves the equations–that is, an exact string background.
In [7] Nappi and Witten constructed one such exact string background out of
a WZW model with target space a four-dimensional solvable Lie group. The
nonperturbative proof of the conformal invariance of the theory made use of a
Sugawara construction built out of a nondegenerate metric on the Lie algebra.
This fact prompted Mohammedi [2] to investigate the existence of a Sugawara
construction on a given Lie algebra g. The conclusion of his analysis (see also
[3]) is that a Sugawara construction exists if and only if g is self-dual. Self-
dual Sugawara constructions have appeared also in the work of Lian [5] on
finitely-generated simple vertex operator algebras.
In [3] we analysed the Sugawara constructions arising out of self-dual Lie
algebras, with the motivation of answering the following question. All exam-
ples of nonsemisimple Sugawara constructions known at the time shared the
property that the central charge was equal to the dimension of the Lie algebra.
Was this inevitable or could one construct CFTs with non-integral values of
the central charge? The answer turns out to be negative—a fact we established
in [3]. More precisely, we used Corollary 5.6 (derived from a weaker version
of Theorem 5.5) to deduce that the Sugawara central charge associated with
any self-dual Lie algebra in the class CN is integral and equal to the dimen-
sion of the Lie algebra. Hence any other value for the central charge has its
origins in a Sugawara construction in the class CS . A detailed analysis of the
self-dual Lie algebras in low dimension has been made by Kehagias, who clas-
sified the WZW models in (target) dimension ≤ 5 and, in addition, all those
six-dimensional ones with nilpotent target group [8]. More recently, we have
studied the coset constructions arising out of self-dual Lie algebras [4] as well
as settled some issues concerning the relation between the WZWmodel and the
Sugawara construction, for which Theorem 6.1 proved instrumental. In [4] the
reader may also find more references on nonreductive Sugawara constructions
and (gauged) WZW models.
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We conclude this brief survey of applications with a word on supersym-
metry. It was proven in [2] that the condition for the existence of an N=1
supersymmetric Sugawara construction on the N=1 affine Lie algebra ĝN=1
is also that g be self-dual. This opens the possibility of studying for which
self-dual Lie algebras g, does the N=1 Sugawara construction ĝN=1 admit an
N=2 extension. The conditions were found in [9] and re-interpreted in [10] in
order to classify all those solvable six-dimensional self-dual Lie algebras admit-
ting an N=2 construction. The condition on the dimensionality is motivated
by String Theory, since the central charge for a six-dimensional solvable Lie
algebra is equal to 9.
§8 Some open problems
We have seen that the results of Medina and Revoy, suitably refined and
augmented, have a wide applicability in Conformal Field Theory. Certainly
there still remains a lot to be learned from self-dual Lie algebras and, if we
compare them with semisimple Lie algebras, very little is known about them
indeed. At this stage a complete classification is hard to envision, but some
more modest results would be welcome; for instance, the classification of all
six-dimensional self-dual Lie algebras. An interesting open problem is the
extension of these results to self-dual Lie superalgebras. As shown in [11]
and in [4], self-dual Lie superalgebras also lead to Sugawara constructions.
Motivated by this fact, one would like to have a structure theorem for such Lie
superalgebras. If we study closely the results outlined in this paper, one sees
that one can substitute Lie algebra for Lie superalgebra in many of the results
and the statements and proofs still hold mutatis mutandis. (Statements like
Corollary 5.6 would, of course, have to be modified, since not all simple Lie
superalgebras are self-dual.) The only exception is Lemma 3.4, for which we
have not been able to find a proof nor a counterexample. The notion of a double
extension still works and allows one to construct self-dual Lie superalgebras,
but without a superanalogue of , nothing guarantees that this is the way to
obtain them all.
Notice that although the results described in this paper hold for symmetric
self-dual Lie algebras, one could have used an antisymmetric form for much
of the discussion in this paper and many of the results would have remained
unchanged. However, had we dropped any symmetry requirements whatsoever,
the results need severe modification. The determination of a structure theorem
for these more general self-dual Lie algebras is an open problem—one we find
intriguing and to which we may return to it elsewhere.
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Appendix A Split extensions of some Lie algebras
We now prove Lemma 3.4. More precisely we prove the following result,
which implies Lemma 3.4.
Proposition A.1. If c is simple or one-dimensional, every Lie algebra ex-
tension
0 −→ a −→ b −→ c −→ 0 (A.2)
splits.
Remark A.3. Before we proceed to the proof we mention that if a were
abelian the result would follow immediately as a consequence of the second
Whitehead lemma: H2(c; a) = 0. Similarly, if a were solvable one could pro-
ceed by induction on the derived length of a. If on the other hand, a were
semisimple, then b would decompose as a direct product a × c. However we
are interested in general a. This result should be standard but we have not
found it in the literature.
Proof: (of Proposition A.1) Let 0→ r → a→ l→ 0 be a Levi decomposition
for a with r the radical and l semisimple. Since r is a characteristic ideal of a
and a is an ideal of b, r is an ideal of b. Let g ≡ b/r. Since l ⊂ a is a subalgebra
we have a map l → g induced by the composition a → b→ g. It is clear that
this map is one-to-one and the image of l in g is an ideal. Define then h ≡ g/l.
Since l is semisimple, the sequence 0 → l → g → h → 0 splits, and we can
identify h with an ideal of g, so that g = h × l. Notice that dim c = dim h.
More is true however.
Claim: As Lie algebras, c ∼= h, whence g = l× c.
To prove this take any (vector space) section σ : c → b through b → c → 0.
We define a map ϕ : c → h by the composition c
σ
→ b → g → h. Observe
that this map is independent of σ since the difference between any two such
sections is a linear map c→ r⊕ l which is being factored out. Similarly one can
check that the map is one-to-one, hence—counting dimensions—it is a vector
space isomorphism. It is now routine to verify that this map is in fact a Lie
algebra morphism. The key observation is that the obstruction is now a linear
map β :
∧
2
c→ a ∼= r⊕ l.
(1) Case: c simple
If c is simple, g is semisimple, which implies that r is the radical of b. The
splitting of (A.2) then follows from the Levi-Malcev theorem.
(2) Case: c one-dimensional
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The splitting of (A.2) is equivalent to the splitting of
0 −→ r −→ b −→ l× c −→ 0 . (A.4)
Since r is solvable, we will prove this by induction on its derived length. If r
is abelian, then the split follows as a result of the fact that
H2(l× c, r) =
2⊕
i=0
H i(l;R)⊗H2−i(c; r) = 0 .
We take as our induction hypothesis that the above sequence splits for every
solvable algebra of derived length < n. We let r have derived length n and
consider the exact sequence
0 −→ r/[r, r] −→ b/[r, r] −→ l× c −→ 0 .
It splits by the induction hypothesis since r/[r, r] is abelian and has derived
length zero. Let s : l× c→ b/[r, r] denote the splitting map and let s(l× c) =
p/[r, r] where the subalgebra p ⊂ b is the preimage of l×r under the surjection
b→ l× r. Now, the exact sequence
0 −→ [r, r] −→ p −→ p/[r, r] −→ 0
splits by the induction hypothesis since the derived length of [r, r] is n−1. Let
z : l × c → p denote the splitting map. Then the composition s ◦ z : l × c →
p/[r, r]→ p ⊂ b is the desired splitting of (A.4). 
REFERENCES
[1] A Medina and Ph Revoy, Alge`bres de Lie et produit scalaire invariant,
Ann. scient. E´c. Norm. Sup. 18 (1985) 553 (in French).
[2] N Mohammedi, On bosonic and supersymmetric current algebras for non-
semisimple groups, hep-th/9312182, Phys. Lett. 325B (1994) 371-376.
[3] JM Figueroa-O’Farrill and S Stanciu, Nonsemisimple Sugawara construc-
tions, hep-th/9402035, Phys. Lett. 327B (1994) 40.
[4] JM Figueroa-O’Farrill and S Stanciu, Nonreductive WZW models and their
CFTs, hep-th/9506151.
[5] BH Lian, On the classification of simple vertex operator algebras, Comm.
Math. Phys. 163 (1994) 307-357.
– 18 –
[6] VG Drinfel’d, Quantum Groups , Proc. ICM, Berkeley, Calif. USA, 1986,
798-820.
[7] CR Nappi and EWitten, A WZW model based on a non-semi-simple group,
hep-th/9310112.
[8] AA Kehagias, All WZW models in D ≤ 5, hep-th/9406136.
[9] N Mohammedi, N=2 current algebras for nonsemisimple groups, hep-
th/9408048, Phys. Lett. 337B (1994) 279-284.
[10] JM Figueroa-O’Farrill, N=2 structures on solvable Lie algebras: the c=9
classification, hep-th/9412008, Comm. Math. Phys. in print.
[11] N Mohammedi, Wess–Zumino–Novikov–Witten models based on Lie su-
peralgebras, hep-th/9404132, Phys. Lett. 331B (1994) 93-98.
– 19 –
