A new molecular-dynamics based approach is proposed to search for candidate crystal structures of molecular solids. The procedure is based on the observation of spontaneous transitions between ordered and disordered states in molecular-dynamics simulations of an artificial periodic system with a small unit cell. In such a way only the most stable structures are automatically selected. The method can be applied to the solution of crystal structures from low-quality or very complex diffraction data. Finding crystal structures of molecular solids from just molecular formulas has been a long-standing theoretical/ computational quest of significance both in basic sciences, such as solid-state physics, geophysics, and planetary science, and in practical applications, e.g., in the pharmaceutical industry or materials science.
be formulated as an identification of the free-energy minima as a function of atomic coordinates and of unit-cell vectors. At zero temperature, the problem is simplified to the minimization of the enthalpy H = U + PV in M dimensions, where M =3N +3. ͑N is the number of atoms, 3N − 3 is the number of independent coordinates after the elimination of the translation, and the number of independent unit-vector elements after the elimination of unit-cell rotations is 6.͒ Exploration of this M-dimensional space in search of minima has been pursued in the past by a variety of methods; for some recent reviews and articles see Refs. 3-10. Due to the inaccuracies of the available potentials, all such calculations produce candidate crystal structures, to be compared with experiment rather than structural predictions. Still, calculations of candidate structures for molecular crystals are of great theoretical and practical interest.
Here we introduce a new and easy-to-implement MDbased approach to search for such candidate crystal structures. There have been past efforts towards a realistic molecular-dynamics ͑MD͒ simulation of freezing, in models containing typically hundreds to thousands of molecules. The success depended critically on efficient crystal nucleation on a simulation time scale, which occurs only for select systems. Crystallization of the liquid has been observed, e.g., in simulations of CO 2 and SF 6 ; 11, 12 one may also note a recent successful study of supercooled water crystallization at a tremendous computational effort. 13 Here, the dynamics is not designed to be realistic; MD is used solely as a tool for locating crystal structures. The approach is based on the observation of freezinglike transitions in an artificial periodic system with a small unit cell. Suppose that an NVE simulation is run for a periodic system, such that the unit-cell dimensions and the number of molecules per unit cell match some stable crystal forms. The initial configuration is arbitrarily disordered. The ensuing dynamics depends on the total energy of the system. Following Stillinger and Weber, 14 the potential-energy surface ͑PES͒ can be studied by means of an inherent structure analysis, i.e., by performing local minimizations which employ trajectory configurations as input. At low energies the system is confined to a neighborhood of the input structure because of limited mobility; the energy is insufficient to cross barriers between minima and thus to explore effectively the PES. At high energies, numerous minima are explored, however, preference is expected for the high-energy "liquidlike" configurations. The proposed method relies on the existence of an intermediate "optimal" energy regime in which the mobility is sufficient for effective exploration of the PES, however, the system still has a finite probability of visiting low-PE regions, whose corresponding inherent structures are crystalline. Observation of temporary crystallization in the course of the trajectory is likely to be facilitated ͑with respect to a realistic model with numerous molecules͒ by a reduced number of liquidlike structures and by the fact that the latter are energetically penalized in a small periodic system.
The case of H 2 O-ice, whose polymorphs 15 are numerous and have complicated structures ͑Fig. 1͒, provides indeed a challenging and interesting test for the demonstration of the method. Figure 2 shows the results obtained from NVE trajectories of 8-, 12-, and 16-molecule unit cells, with dimensions matching ice Ih, 16 ice II, and ice IV crystals, respectively. Initially, the molecules were distributed at random in a͒ Electronic mail: viki@fh.huji.ac.il b͒ each unit cell, and subjected to conjugate-gradient minimization; the resulting amorphous minimum was then used as an input for all trajectories. The minimum was heated by MD to temperatures corresponding to different energies, and the NVE trajectories were run for a few hundred picoseconds ͑ps͒; the trajectory structures were minimized every 5 ps. The calculation employed the TIP4P potential, 17 which was shown to provide a qualitatively correct description of the ice phase diagram. 18 Water molecules were assumed rigid, thus excluding the very dense ice X form in which the protons are shared by O atoms. Metallic boundary conditions were used to allow the stabilization of the ferroelectric proton arrangements. 19 For the MD and the minimizations, we employed potential cutoffs of 9 and 15 Å, respectively ͑note that these cutoffs are larger than half of the box size͒. It is seen in Fig. 2 that this preparation leads to three different types of behavior. At high energies the inherent structures visited have high potential energies, while at low total energies the system is trapped promptly in a basin of attraction of an inherent structure with a relatively high energy. The most interesting is the behavior at intermediate energies, where ordered inherent structures are seen. These structures are very close to the experimental crystal arrangements. In all the cases investigated, this optimal intermediate range of energies was reached when the temperature was raised to 240 K within a few tens of degrees. This behavior mirrors past observations in isolated molecular clusters 20, 21 and represents a general property of finite-size systems. In such small systems the fluctuations are large, allowing the transformations between ordered and disordered states on the time scale of the simulation in the appropriate energy range.
Results similar to Fig. 2 were obtained for unit cells matching other ice polymorphs: ice Ic ͑8͒, ice III ͑12͒, ice V ͑28͒, ice VI ͑10͒, ice VII ͑2͒, and ice XII ͑12͒. The numbers in parentheses denote N, the number of H 2 O in a unit cell. The different structures obtained in the NVE simulations are shown in Fig. 1 . Comparison of optimal calculated structures to the ones derived from experiment is complicated somewhat by orientational disorder ͑"proton disorder"͒. 15 Due to the energy similarity of the different orientational arrangements, all these ice forms except ice II are known to be orientationally disordered within the constraints of completeness of the hydrogen-bond network. Therefore, the experimental unit-cell data pertain to O atoms only. On the other hand, the computed minima correspond to proton-ordered analogs, i.e., to periodic orientational arrangements. The proton-disordered structures were easily regenerated from the computed minima by replicating the unit cells and redistributing the protons according to the ice rules. 19 In all cases, the calculated O-atom configurations of the lowest-energy structures found in the MD runs matched the experiment within the accuracy of the TIP4P potential. For the protonordered ice II form, the correct O-atom arrangement was obtained in the trajectory shown in Fig. 2͑b͒ , however, the lowest-energy proton configuration found corresponded to a slightly higher energy ͓0.04 kcal/ ͑mol H 2 O͔͒ than the experimental one. 18, 22 The experimental ice II orientational structure was found in another longer ͑2 ns͒ trajectory.
The above results suggest a simple scheme for obtaining a crystal structure, if the unit-cell dimensions are known. The need to derive a molecular structure for a known unit-cell dimension arises, e.g., in high-pressure diffraction experiments. The number of molecules per unit cell can be estimated from the density. Several trajectories should be ran to locate the optimal energy range for finding low-lying minima. An extended trajectory is then ran at an energy within this range, followed by minimization of trajectory configurations. Note that for reasonably small unit cells the MD calculations are very fast. The probability of finding the correct crystal structure should decrease with the increasing number of molecules per unit cell. Still, the O structure was reproduced even for ice V, which has the most complicated structure of all the ice phases, with a monoclinic cell of 28 molecules. 
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After being reasonably successful at finding correct structures when the lattice parameters are known, we proceeded to the more interesting case of a search for crystal structures with unknown unit-cell dimensions. The simplest approach is to perform a sequence of MD simulations at the optimal energy for a coarse grid of cell dimensions. For wrong dimensions, low-lying minima will not be found. But if the scheme works, freezing to a structure approximating a crystal should be observed for cell sizes close to some crystal cells. To obtain the final crystal structures, the minimization of the enthalpy should be carried out both with respect to the coordinates and the cell dimensions. 23 The success of the approach depends on whether a coarse-grained search over the possible unit-cell dimensions is sufficient to produce first approximations for the crystal structures. If freezing to approximately correct structures requires unit-cell dimensions which are very close to the correct ones, the method may not be practical. A series of tests was carried out for ice polymorphs in order to validate this strategy. First, tetragonal unit cells were explored. That is, extended NVE runs were performed, in which the unit-cell shape was altered every 1000 ps ͑Fig. 3͒. The tetragonal cell was varied from flat ͑small c / a ratio͒ to elongated ͑large c / a͒, at a constant density ͑see caption of Fig. 3͒ . The left panels of Fig. 3 display results for an eightmolecule unit cell. The trajectory located both known lowdensity crystal ice forms ͑ice Ih and ice Ic͒ and an additional crystal form of a slightly higher energy, here denoted "ice 5+7" ͑Fig. 1͒. The latter form, discovered in the present study, corresponds to a conversion of the hexagonal ice bilayer into a layer composed of five-and seven-membered water rings. 24, 25 In the MD run, the crystal minima are interspersed with additional "defective" ones ͑Fig. 3͒. With increasing c / a ratio, one observes stretches of the trajectory initially with the preferential appearance of ice 5 + 7, then ice Ih, and then ice Ic. While the preferred forms correspond to the nearest crystal cell dimension, the optimized unit-cell vectors deviate significantly from the ones used in MD ͑0.4-0.7-Å deviations were encountered͒; note in particular that the optimized ice Ih cell for N = 8 is orthorhombic rather than tetragonal. 16 There is an interesting MD stretch at 1000-2000 ps, where all three crystal forms appear intermittently. The density was set to 1.00 g / cm 3 ͑left͒ and to 1.16 g / cm 3 ͑right͒. After each cell shape change, the system temperature was reset to 240 K. Bottom: Energies, after minimization of the enthalpy with respect to coordinates and cell dimensions, at zero pressure ͑left͒ and 0.28 GPa ͑right͒. Top: Assignment of the minimum enthalpy structures.
The right panels of Fig. 3 pertain to a trajectory for a  12 -molecule tetragonal unit cell, which was similarly stretched every 1000 ps. The "dynamics" appears quite different from the case of the smaller N = 8 unit cell, in which the low-energy structures were encountered throughout the entire trajectory. In the first half of the N = 12 trajectory, only high-energy minima were probed, while in the second, the ice III crystal structure was accessed in freezinglike transitions, lasting tens to hundreds of picoseconds. Such transitions are characteristic of the larger unit-cell dynamics ͑see also the optimal trajectory of ice IV in Fig. 2͒ and facilitate identification of crystal structures. One may note that an accurate input density was not needed, i.e., the average ice III density calculated with TIP4P is 1.25 g / cm 3 , while the 1.16 g / cm 3 density value was used in the trajectory. An extension of the N = 12 trajectory to lower c / a values yielded ice XII. The tetragonal ice VI was found in a similar coarsegrained search for N = 10, over a range of tetragonal shapes. Ice II ͑N =12͒ and ice IV ͑N =16͒ rhombohedral structures were reproduced by scanning over the ␣ angles at constant density; crystallization was observed within a range of several degrees. The ice V ͑N =28͒ structure was recovered in a test run with all nonzero unit-cell vector elements changed by values in the range of −0.2-0.3 Å with respect to the experimental ones.
The successful results obtained here in the challenging case of ice polymorphs suggest that the procedure can be standardized as a method for obtaining candidate structures for unknown molecular crystals. The procedure will employ relatively short ͑ϳ1000 ps͒ NVE trajectories at optimal energies, followed by enthalpy minimizations of trajectory structures, for a range of N values and unit-cell dimensions. The present tests suggest that the method may work up to at least N ϳ 30; however, exploration of all distinct N values is not necessary, e.g., N = 12 includes cases of N =1, 2, 3, 4, and 6. For each N, a search over all possible unit-cell shapes would require scanning over a five-dimensional space, assuming that a reasonable estimate for the density is available. The present results suggest, however, that a coarse grid of unit-cell dimensions is likely to be sufficient. Moreover, crystals tend to display at least some degree of symmetry, and an initial lower dimensionality search over classes of higher symmetry may already produce usable results.
