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Résumé
Aujourd’hui les propulseurs à effet Hall ont gagné une position dominante dans le
marché des propulseurs électriques spatiaux. Ce grand succès est dû surtout à leur
simplicité de réalisation (par rapport aux autres typologies des propulseurs) et à leur
efficacité (par rapport aux propulseurs chimiques traditionnels). Les propulseurs à effet
Hall sont aujourd’hui utilisés sur un très grand nombre des plateformes satellitaires
(surtout pour les télécommunications). Les composants principaux d’un propulseur à
effet Hall sont : le circuit magnétique, le canal plasma, l’anode (placé au fond du canal
plasma avec injecteur du gaz) et la cathode (placée à l’extérieur du canal plasma). Le
fonctionnement d’un propulseur à effet Hall est basé sur la génération d’un champ
électrique axial (généré entre l’anode et la cathode) et d’un champ magnétique radial
(perpendiculaires entre eux). Le champ magnétique a le rôle de former une zone de
très forte concentration électronique (il emprisonne les électrons générés par la cath-
ode) pour permettre aux atomes neutres du gaz de se ioniser. Le champ électrique a
le rôle d’accélérer les ions vers l’extérieur du canal. Cette accélération génère la poussée.
Le champ magnétique joue un rôle crucial dans le fonctionnement d’un propulseur à
effet Hall. La forme du champ magnétique impacte sur les performances propulsives et
sur l’érosion du propulseurs. La topologie magnétique classique des propulseurs à effet
Hall n’a subi presque pas des changements depuis les années de développement de cette
technologie parce qu’elle garantit des performances propulsives assez satisfaisantes.
Aujourd’hui, avec les nouvelles exigences propulsives, il y a une très forte nécessité
de moteurs avec une durée de vie plus longue. Des nouvelles topologies magnétiques
innovantes sont proposées aujourd’hui comme par exemple le "Magnetique-Shielding"
ou le "Wall-Less" . Ces topologies magnétiques bouleversent complètement la topologie
magnétique classique (en gardant des performances propulsives satisfaisantes) pour
protéger le moteur de l’érosion du plasma. Dans cette thèse une autre approche a
été adoptée. Nous avons pensé d’utiliser une topologie magnétique classique et de
déplacer les parties du circuit magnétique attaquées par l’érosion vers des zones moins
xii Résumé
dangereuses. Nous avons agit sur la forme du circuit magnétique et pas sur la forme
de la topologie magnétique pour garder les mêmes performances propulsives de la
topologie magnétique classique.
L’objectif de la thèse était de créer des outils pour le design et l’optimisation des
circuits magnétiques des propulseurs à effet Hall. Un environnement logiciel nommé
ATOP a été créé dans l’équipe de recherche GREM3 du laboratoire LAPLACE de
Toulouse. Cette thèse a contribué à la création de la section d’optimisation paramétrique
(ATOP PO) et d’une section d’optimisation topologique basée sur les algorithmes géné-
tiques (ATOP TO−ga) d’ATOP. Les algorithme et méthodes conçus dans cette thèse
permettent d’optimiser des propulseurs existants (en terme de forme, masse et courant)
ou de concevoir des nouveaux propulseurs (nécessité de concevoir un nouveau propulseur
capable de reproduire une topologie magnétique précise).
Les algorithmes développés ont démontrés leur efficacité à travers leur application
sur un propulseur réel, le PPS-1350-E® de SAFRAN. Ce propulseur a été optimisé
en terme de masse et de courant bobines (minimisation de la masse et du courant
bobines). L’environnement logiciel ATOP a démontré sa efficacité comme instrument
d’optimisation et de design. ATOP PO et ATOP TO−ga ont étés utilisé pour le design
d’un circuit magnétique innovant qui a comme objectif de réduire l’érosion du moteur.
Les résultats de ce processus de design ont amené à la conception et à la réalisation
d’un prototype qui possède la même topologie magnétique du propulseur PPS-1350-E®
commercialisé par SAFRAN mais avec un circuit magnétique de forme différente.
Liste des abréviations
PE Propulseur électrique
PEH Propulseur à effet Hall
ESA European Space Agency
NASA National Aeronautics and Space Administration
NOMAD "Nonlinear Optimization by Mesh Adaptive Direct Search"
BFO Brut Force Optimization
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Introduction
Il y a un parallélisme curieux entre deux technologies d’apparence très éloignées mais
très proches dans leur manière d’évoluer dans leur domaine respectif: la propulsion
électrique spatiale et la propulsion électrique des voitures. Même si aujourd’hui cela
peut apparaître étrange, les premières voitures conçues à partir des années trente (du
dix-neuvième siècle!) étaient équipées d’un système de propulsion électrique avec des
batteries [17]. Les moteurs thermiques sont arrivés après dans un deuxième temps
(la premier voiture à avoir dépassé une vitesse de 100 km/h a été une voiture élec-
trique, la "Jamais Contente" de l’ingénieur belge Camille Jenatzy). Mais pour des
raisons de stockage d’énergie et d’autonomie (les batteries électriques du début du
vingtième siècle avaient une autonomie très limitée) les voitures électriques ont été
mises de coté et la technologie qui a prévalu fut la propulsion thermique. En paral-
lèle, au début du vingtième siècle les pionniers de la propulsion spatiale Konstantin
E˙duardovič Ciolkovskij (1857 - 1935) et Robert Goddard (1882 - 1945) avaient pensé
d’accélérer un fluide propulsif avec des champs électromagnétiques et ainsi de générer
une poussée dans le vide de l’espace. Ils avaient compris, tout au début de l’ère spatiale,
les potentialités de cette technologie. Mais, comme pour les voitures, les premiers
moteurs spatiaux furent des moteurs chimiques. Les problèmes qui ont ralenti cette
technologie ont été la production et le stockage de l’énergie électrique à bord des
satellites et des sondes spatiales. Comme pour la voiture électrique, la propulsion
spatiale électrique a dû attendre plus qu’un siècle pour sortir des laboratoires et
faire son apparition dans de vrais missions (aujourd’hui les véhicules électriques ont
une autonomie presque comparable à l’autonomie des véhicules à propulsion thermique).
La puissance électrique disponible à bord des satellites et de tous les véhicules spatiaux
est devenue aujourd’hui beaucoup plus importante et celle-ci permet aujourd’hui une
utilisation majeure des propulseurs électriques. La propulsion électrique spatiale inclu-
ent un grande nombre de dispositifs qui exploitent des lois physiques différentes pour
obtenir le même objectif : satisfaire les besoin propulsifs de la mission avec le moins
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de consommation possible de carburant. Les besoins propulsifs des missions spatiales
sont en train d’évoluer et il y a une nécessité croissante d’augmenter la charge utile
par rapport à la masse totale du véhicule. L’exploration du système solaire vient juste
de commencer et Mars sera la prochaine étape. Les bénéfices d’utiliser des propulseurs
électriques pour des missions interplanétaires ont déjà été démontrés. En effet, deux
sondes interplanétaires ont été équipés avec des propulseurs électriques : SMART-1 et
Deep-Space 1.
La propulsion à effet Hall parmi toutes les technologies de propulsion électrique
spatiales a connu une forte croissance ces dernières années. D’abord développée en
Union Soviétique à partir des années cinquante la propulsion à effet Hall est aujourd’hui
développée par plusieurs grands acteurs de la scène spatiale : États-Unis, Russie, France
et Japon principalement. Actuellement il y a un grand effort de recherche sur cette
technologie. Les interactions entre le plasma et le champ électromagnétique dans le
canal du propulseur ne sont pas encore complètement compris. La plupart des efforts
de recherche sur cette technologie sont concentrés aujourd’hui sur le plasma et son
interaction avec le champ magnétique. Dans la propulsion à effet Hall, le champ
magnétique joue un rôle fondamental sur les performances propulsives. La topologie
magnétique des propulseurs à effet Hall a été étudiée longtemps afin de définir sa forme
optimale. Le circuit magnétique responsable de générer cette topologie magnétique
(qui dans un propulseur à effet Hall représente presque 80% de la masse totale) par
contre n’a pas fait l’objet d’un processus de recherche et d’optimisation si approfondi.
Pour cette raison, dans ce travail de thèse, nous avons pensé développer et appliquer
des méthodes d’optimisation au design de la structure des circuits magnétiques des
propulseurs à effet Hall. Les ingénieurs ont toujours défini la forme et le design de ce
type de circuit magnétique à partir de leur expérience propre et sans définir aucun
critère rationnelle. Dans cette thèse, des méthodes de design rationnelles pour les
circuits magnétiques des propulseurs à effet Hall sont proposées. L’objectif est de
pouvoir fournir à l’ingénieur des nouveaux types d’outils numériques rationnels d’aide
à la conception afin d’optimiser le design de ce type de structures électromagnétiques.
La thèse est divisée en quatre chapitres :
• Premier chapitre : les concepts généraux de la propulsion spatiale sont exposés.
Les principales technologies de la propulsion électrique spatiale sont décrites avec
un gros accent sur les différences entre la propulsion chimique et électrique, et
les avantages de cette dernière. La deuxième partie du chapitre est dédiée aux
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technologie est détaillée.
• Deuxième chapitre : ce chapitre est entièrement dédié aux aspects magnétiques
des propulseurs à effet Hall. Une description des aspects communs de toutes les
topologies magnétiques est faite. La dernière partie du chapitre est dédiée à un
panorama sur les différentes topologies magnétiques innovantes et les nouvelles
conceptions. Une proposition (de SAFRAN) d’une topologie magnétique capable
de réduire l’érosion d’un propulseur à effet Hall est exposée et ses caractéristiques
sont illustrées.
• Troisième chapitre : la première partie du chapitre illustre les méthodes
d’optimisation structurelle et leurs applications aux structures électromagnétiques.
Les algorithmes mathématiques de l’optimisation structurelle sont exposés. Une
attention particulière est donnée aux algorithmes sans dérivées vu que dans les
travaux de cette thèse ils ont pu trouver une large cadre applicatif. Le sujet
des modèles substituts pour les fonctions objectif chers en temps de calcule est
aussi abordé : ces modèles peuvent être pris en compte par les algorithmes sans
dérivées exposés dans le chapitre afin d’améliorer leur performances en terme de
précision et temps de résolutions. La deuxième partie du chapitre est dédiée aux
algorithmes d’optimisation développées pendant cette thèse qui sont regroupés
sous le nom de ATOP ("Algorithm To Optimize Propulsion").
• Quatrième chapitre : la première partie du chapitre est consacrée à l’exposition
des résultats numériques. Tous les principaux résultats produits pendant la thèse
avec l’algorithme ATOP sont exposés. Nous avons choisi d’utiliser comme cas
pratique, afin de démontrer l’efficacité d’ATOP, le propulseur commercial PPS-
1350-E® de SAFRAN. Le design du circuit magnétique de ce propulseur a été
optimisé en utilisant l’algorithme ATOP (et des modèles substituts de la fonction
objectif qui exprime le champ magnétique du propulseur). La deuxième partie
du chapitre est dédiée au design d’un prototype de circuit magnétique capable de
réduire l’érosion du moteur (selon hypothèse avancée dans le cadre de cette thèse)
avec la même topologie magnétique du PPS-1350-E® de SAFRAN (mais avec
une structure magnétique moins sensible à l’érosion). Le concept de la topologie
magnétique innovante capable de réduire l’érosion du moteur (exposé dans le
deuxième chapitre) est appliqué ici pour concevoir et construire ce prototype.
Le design de ce type de structure a été réalisé grâce aux algorithmes développés
pendant cette thèse. L’auteur de cette thèse pense que dans le futur, à cause du
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besoin d’augmenter l’efficacité et les performance des missions spatiales, le design des
circuits magnétiques des propulseurs à effet Hall nécessitera un processus rationnel de
conception et optimisation et il ne pourras plus s’appuyer seulement sur l’expérience
du concepteur.
Chapitre 1
La propulsion électrique spatiale:
une introduction
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Force résultante
Fluide éjecté
𝒎 ∙ 𝒗 = 𝒎𝒑𝒗𝒆
Fig. 1.1 Conservation du moment. m représente la masse du véhicule en mouvement, v sa vitesse,
mp la masse du fluide propulsif éjecté et ve la vitesse à laquelle le fluide propulsif est éjecté.
1.1 Les grandeurs caractéristiques en propulsion
spatiale
Il y a deux grandes typologies de propulseurs spatiaux, les propulseurs chimiques et
les propulseurs électriques1. Leurs fonctionnements, performances, fluides de travail
et sources d’énergies peuvent être assez différents mais ils utilisent le même principe
physique pour générer une poussée : accélérer une masse et l’éjecter du véhicule. Ainsi
les mêmes grandeurs physiques peuvent être utilisées pour décrire le comportement et
les performances de tous les types de propulseurs spatiaux.
1.1.1 La poussée
La première grandeur qui caractérise un propulseur spatial est la poussée. La poussée
est la force fournie au véhicule par le propulseur. De manière simplifiée la poussée
représente la réaction subie par la structure du propulseur via matière éjectée à très
grande vitesse (principe de conservation du moment, voir Fig.1.1). Dans l’espace il n’y
a pas d’éléments sur lesquels prendre appui donc la seul force disponible est la force
produite par un changement de la masse de la structure. La force qui éjecte la matière
est la même force qui pousse le véhicule : action et réaction sont égales et opposées
1Quand dans cette thèse le terme "propulseur électrique" est utilisé il fait référence à tous les types
de propulseurs électriques qui utilisent des champs électromagnétiques pour accélérer des particules
chargées ou pour chauffer un liquide propulsif et et non à de dispositifs propulsifs comme les voiles
solaires qui utilisent la pression de radiation émise par les étoiles pour se déplacer dans l’espace.
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(troisième loi de Newton). La quantité de mouvement d’un objet de masse m peut être
écrit comme:
−→p = m−→vG, (1.1)
où la quantité de mouvement d’un objet dans un référentiel R est égale à la quantité de
mouvement d’un point matériel G (vG représente la vitesse du point matériel) confondu
avec le centre de gravité de l’objet[18]. Selon la loi fondamentale de la dynamique par
rapport à tout référentiel galiléen R, le mouvement d’un point matériel G de masse m
soumis à plusieurs forces, dont la somme est ∑−→F ,satisfait la relation:
d−→p
dt
=
∑−→
F . (1.2)
Dans le cas d’un véhicule spatial il n’y a pas de force qui agit de l’extérieur. Donc
l’équation 1.2 devient:
d−→p
dt
= 0. (1.3)
Dans le cas d’un véhicule spatial la masse peut s’écrire comme:
m(t) = m0 −me(t), (1.4)
où m0 est la masse totale du véhicule et me(t) est la masse du fluide propulsif éjectée
à un instant t. Ainsi l’équation 1.1 peut être adaptée au cas d’un véhicule spatial et le
résultat est [19]:
−→p = m(t)−−→v(t) = m0
−−→
v(t)−me(t)−→ve . (1.5)
Dans cette équation v(t) exprime la vitesse du vaisseau et ve la vitesse d’éjection du
fluide propulsif (qui ici est considérée constante). Si l’équation 1.5 est dérivée :
d−→p
dt
= m0
d
−−→
v(t)
dt
− dme(t)
dt
−→ve . (1.6)
La variation de la quantité de mouvement du système isolé (vaisseau + fluide éjecté)
est nécessairement nulle, il vient donc :
m0d
−→v − dme−→ve = −→0 . (1.7)
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L’expression de la poussée est :
−→
T = −m˙e−→ve , (1.8)
où m˙e = dme(t)dt est le débit du fluide propulsif.
1.1.2 L’équation de Tsiolkovski
L’équation de Tsiolkovski est fondamentale en astronautique. Cette équation décrit la
relation entre la vitesse d’un véhicule spatial et sa masse. Elle a été développée par
Constantin Tsiolkovski (1857 - 1935) professeur de mathématiques russe qui a posé les
bases théoriques du voyage spatial [16, 20]. Pour obtenir la variation de vitesse d’un
astronef l’équation 1.7 doit être intégrée entre −→vi (la vitesse initiale du véhicule) et −→vf
(la vitesse finale du véhicule) :
∆−→v =
∫ −→vf
−→v =−→v0
d−→v =
∫ mf
m=mi
−→ve
m
dm = −→ve
∫ mf
m=mi
dm
m
= −→ve ln mf
mi
, (1.9)
où mi représente la masse initiale du véhicule et mf sa masse finale (la masse initiale
moins la masse du liquide propulsif éjectée) de plus on a :
mi = mf +mp, (1.10)
où mp est la masse totale de fluide propulsif utilisée pour atteindre la vitesse finale vf .
La masse finale mf représente la masse du système propulsif (md) plus la masse de la
charge utile (mpayload) [21] :
mf = md +mpayload. (1.11)
Ainsi l’équation de Tsiolkovski peut être écrit sous cette forme :
∆−→v = −→vf −−→vi = −→ve ln mf
mf +mp
. (1.12)
L’équation 1.12 peut être réécrite en fonction de la masse de fluide propulsif nécessaire
pour atteindre la vitesse finale [19] :
mp = mf
(
e
∆v
ve − 1
)
. (1.13)
L’équation 1.13 démontre l’importance de la vitesse d’éjection du fluide propulsif (ve)
comme paramètre de performance d’un propulseur spatial : le seul moyen de réduire
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la consommation de fluide propulsif pour un véhicule spatial de masse fixée qui doit
atteindre une vitesse vf est d’augmenter la vitesse d’éjection du fluide propulsif.
1.1.3 L’impulsion spécifique
L’impulsion spécifique (ISP ) est un paramètre de performance très important pour
qualifier un système propulsif. Ce paramètre est normalement utilisé pour quanti-
fier l’efficacité d’un propulseur : plus il est grand et plus le propulseur est efficace.
L’impulsion spécifique d’un propulseur peut aussi être interprétée comme une autre
façon d’exprimer la vitesse d’éjection du fluide propulsif :
ve = g0ISP , (1.14)
où g0 est l’accélération de gravité au niveau de la mer (g0 = 9.8066 m/s2). Ainsi
l’unité de mesure de l’impulsion spécifique est la seconde2. Le concept d’impulsion
spécifique peut aussi être développé à partir d’un autre paramètre : l’impulsion totale
(It). L’impulsion totale est définie comme la force (poussée) intégrée sur l’intervalle de
temps dans lequel elle agit [1] :
It =
∫ t
0
Tdt, (1.15)
pour une poussée constante :
It = Tt. (1.16)
L’impulsion totale dans un système propulsif est proportionnelle à l’énergie totale
libérée par le liquide propulsif. L’impulsion spécifique peut être ainsi exprimée comme
l’impulsion totale par unités de poids du fluide propulsif éjecté :
ISP =
∫ t
0
Fdt
g0
∫
m˙edt
. (1.17)
2La raison principale de cet usage de l’impulsion spécifique pour exprimer la vitesse d’éjection est
historique et surtout pratique : vu que la seconde [s] est une unité de mesure commune aux deux
systèmes de mesures utilisés (Anglo-Saxon et Internationale) c’était préférable d’exprimer la vitesse
d’éjection en secondes (surtout avant que la NASA adopte le Système International)[20].
10 La propulsion électrique spatiale: une introduction
Pour une poussée et un débit de fluide propulsif constants l’équation 1.17 peut être
simplifiée :
ISP =
It
mpg0
= T
m˙eg0
. (1.18)
Le produit mpg0 représente le poids effectif total du fluide propulsif éjecté et le produit
m˙eg0 représente le débit du poids de fluide propulsif. Le valeur de ISP ne représente pas
une mesure de temps écoulé mais une poussée par unités de flux de masse. L’équation
de Tsiolkovski (équation 1.13) peut être réécrite en tenant compte de l’impulsion
spécifique [19] :
mp = mf
(
e
∆v
ISP g0 − 1
)
. (1.19)
Selon l’équation 1.19, plus l’impulsion spécifique est grande, moins de masse de
carburant doit être utilisé pour atteindre la vitesse finale. Ainsi l’impulsion spécifique
joue un rôle très important sur la masse utile qui peut être chargée dans un véhicule
spatial par rapport à la masse totale du véhicule. Dans la figure 1.2 on peut voir
l’évolution de la masse utile pour différents valeur de l’impulsion spécifique et pour
différents types de mission spatiale (avec des valeurs d’accélérations différents).
Pour résumer, l’impulsion spécifique est un paramètre de performance très important
pour un système propulsif parce qu’elle donne une indication de la vitesse d’éjection
(voir équation 1.14) et aussi de la poussée donnée au véhicule par unité de poids de
fluide propulsif (voir équation 1.18).
1.1.4 L’efficacité propulsive
L’efficacité propulsive ηp détermine la fraction d’énergie cinétique du fluide propulsif
éjecté utile pour générer la poussée.
ηp =
puissance du véhicule
puissance du véhicule + énergie cinétique résiduelle du jet (1.20)
ηp =
Tv
Tv + 12(
w˙
g0
)(ve − v)2 =
2 v
ve
1 + ( v
ve
)2 , (1.21)
où v est la vitesse absolue du véhicule, ve la vitesse d’éjection et w˙ le débit de masse
du fluide propulsif éjecté [1].
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Fig. 1.2 Proportion de masse utile en fonction des missions pour 3 valeurs différentes d’impulsion
spécifique.
1.2 Classification des propulseurs spatiaux
Un propulseur spatial est un dispositif qui permet le déplacement des véhicules dans
l’espace. Sa fonction est de générer une poussée dans l’espace vide pour :
• Placer le véhicule en orbite (lancement, mise en orbite)
• Transférer le véhicule dans l’espace (missions interplanétaire)
• Positionner le véhicule (mise à poste)
• Orienter le véhicule (correction d’orbite)
Chaque fonction a des caractéristiques très spécifiques et demande une typologie
précise de propulseur. Il y a plusieurs méthodes de classification des technologies
de propulsion spatiale: source d’énergie utilisée, types de manœuvres qu’ils peuvent
effectuer, typologies des véhicules sur lesquels ils peuvent être installés, taille, type
de fluide propulsif utilisé et la méthode de production de la poussée. Les propulseur
peuvent ainsi être divisés en deux grandes catégories : les propulseurs pour lesquels
la source d’énergie se puise dans le fluide propulsif (source d’énergie interne) et les
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SYSTÈMES DE PROPULSION SPATIALE
Photonique À combustible Voiles solaires
Electriques
Thermiques Nucléaires
Chimique Nucléaire Solaire Laser
Solide Liquide
Électrostatique Electromagnétique Effet HallElectrothermique
Resistojet Arcjet
À bombardement 
d’électrons À contact 
ionique
À émission de 
champ (FEEP) MPD PPT SPT TAL
Radio-isotope Explosion
(Pression de radiation solaire: 
𝟓 × 𝟏𝟎−𝟔𝑵𝒎−𝟐 à 𝟏 𝑼𝑨 𝒅𝒆 𝒅𝒊𝒔𝒕𝒂𝒏𝒄𝒆)
Fig. 1.3 Schéma de classification des propulseurs spatiaux.
Source d’énergie
interne
Source d’énergie
externe
Fluide propulsif
interne
Chimique
Nucléaire Électrique
Fluide propulsif
externe
Voiles solaires
Photonique
Tableau 1.1 Classification générale de systèmes propulsifs [14].
propulseurs dont la source d’énergie est séparée du fluide propulsif (source d’énergie
externe). Dans cette distinction les propulseurs peuvent être classifiés comme montré
dans le tableau 1.1.
La propulsion chimique représente aujourd’hui le moyen propulsif le plus utilisé dans
la plupart des missions spatiales. C’est le seul système propulsif qui permet la mise
en orbite de tous les types de véhicules spatiaux : il développe des poussées assez
importantes pour pouvoir échapper à la gravité terrestre. Dans ce type de propulseur
la poussée est produite par la réaction entre un carburant et un comburant. Cette
réaction produit un gaz sous très haute pression, qui est expulsé par une tuyère, pour
produire la force de poussée et ainsi propulser le véhicule. La source d’énergie de la
propulsion chimique est contenue dans le liquide propulsif même, et par conséquence
la quantité d’énergie par unité de masse de fluide propulsif est limitée : pour cette
raison les systèmes de propulsion chimique sont dit "à énergie limitée". En revanche
le liquide propulsif possédant sa propre source d’énergie interne, le débit avec lequel
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l’énergie peut être fournie au liquide propulsif est indépendant de la masse du liquide
propulsif : pour cette raison des très grandes poussées peuvent être atteintes. L’autre
grande famille des propulseurs spatiaux est constituée des propulseurs électriques. Au
contraire des propulseurs chimiques, les propulseurs électriques ne sont pas "à énergie
limitée" parce qu’ils séparent leur source d’énergie du liquide propulsif. Ils utilisent
une source d’énergie externe (comme l’énergie solaire transformée en électricité par les
panneaux solaires). Ainsi en théorie l’énergie qui peut être fournie au liquide propulsif
est illimitée (dans la réalité elle est limitée par la taille du système d’alimentation) :
mais de très grandes vitesses d’éjection peuvent être atteintes. Ces propulseurs sont dit,
cependant "à puissance limitée" parce que la puissance qui peut être fournie au fluide
propulsif est limitée par la masse du système d’alimentation. C’est à cause de cette
limitation que les propulseurs électriques fournissent de faibles poussées (voir Fig.1.4).
La propulsion électrique appartient aux systèmes propulsifs avancés. L’objectif des
systèmes propulsifs avancés est de réduire les coûts des missions spatiales et aussi
de rendre possible des missions qui seraient impossibles avec les systèmes propulsifs
classiques, comme par exemple les voyages interplanétaires [21]. Une façon de diminuer
le coût d’une mission spatiale est donc d’augmenter l’efficacité du système propulsif
employé. À partir de l’équation 1.21 il est évident que pour augmenter l’efficacité d’un
propulseur il faut augmenter la vitesse d’éjection du fluide propulsif. Plus la vitesse
d’éjection est grande et plus la masse de fluide propulsif nécessaire pour atteindre
une certaine vitesse sera petite(voir équation 1.13). Le tableau 1.2 montre quelques
paramètres de performances pour différentes types de systèmes propulsifs : chimique,
nucléaire3, électrothermique et électrique (les valeurs en vert sont les paramètres de
performances typiques pour les différentes technologies prises en compte). L’avantage
de la propulsion électrique est donc sa très grande vitesse d’éjection et par conséquent
sa très grande impulsion spécifique : soit une utilisation plus efficace du fluide propulsif.
1.3 Types de missions spatiales
Le système propulsif d’un véhicule spatial est choisi d’abord selon la typologie de
manœuvre qu’il doit effectuer. Chaque mission demande des manœuvres différentes. Il
y a plusieurs typologies de véhicules spatiaux selon la mission qui doit être effectuée
: le lanceurs, les satellites, les sondes interplanétaires, etc. Chacun de ces véhicules
3La fission nucléaire comme source d’énergie pour un éventuel système propulsif nucléaire n’a
jamais été utilisée. Il y a plusieurs études qui démontre sa faisabilité. Ce type de système propulsif
appartient à la famille de propulseurs chimiques [1]
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Type de propulseur ηint
ISP
[s]
ve
[m/s]
m˙e
[kg/s]
Puissance absorbée
[kW ]
Chimique 0.50 300 2940 0.0340 294
Fission Nucléaire 0.50 800 7840 0.0128 787
Électrothermique 0.50 600 5880 0.0170 588
Électrique 0.90 2000 19600 0.0051 1959
Tableau 1.2 Comparaison de différents types de systèmes propulsifs : calcule de la puissance
et du débit du fluide propulsif nécessaires pour obtenir une poussée de 100N : m˙e = FISP g0 et
Puissance absorbée = 12m˙e
v2e
ηint
où ηint représente le rendement interne du propulseur (en jaune les
valeurs calculées et en vert les données) [1].
10−6 10−5 10−4 10−3 10−2 10−1 100 101 102 103
103
104
105
Gaz froid
Mono propergol
Resistojet
Fission nucléaireArcjet
Propergol liquide
et solide
Propulseurs
ioniques et
à effet Hall
Rapport entre la poussée et le poids du système propulsif
V
ite
ss
e
d’
éj
ec
tio
n
[m
/s
]
Fig. 1.4 Vitesse d’éjection en fonctionne de la poussée pour différents systèmes propulsifs (en rouge
les propulseur électriques et en bleu les propulseurs chimiques)[1].
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Depart Destination ∆v [m/s]
Kourou
(Guyane Français)
LEO 9300
GTO 11443
Cap Canaveral
(USA)
LEO 9500
GTO 13600
LEO GEO 4260
GTO GEO 1600
GEO Mise à poste 8
GEO Correction d’orbite 15 par an
GEO Contrôle Nord-Sud 50 par an
GEO Contrôle Est-Ouest 3 -6 par an
GEO Désorbitation 3
LEO
Quitter l’orbite terrestre 3200
Orbite Lunaire 3900
Orbite Martienne 5700
Tableau 1.3 Ordre de grandeur de l’accélération (∆v) nécessaire au système propulsif d’un véhicule
spatial pour effectuer les principales manœuvres[15].
- LEO:"Low Earth orbit" (Orbite terrestre basse)
- GTO:"Geostationary transfer orbit" (Orbite de transfert géostationnaire)
- GEO: "Geostationary orbit" (Orbite géostationnaire) .
doit effectuer différentes typologies de manœuvres et les manœuvres sont caractérisées
par une certaine valeur d’accélération (changement de vitesse) que le propulseur doit
fournir :
∆v = T∆t
m0
, (1.22)
où ∆t représente le temps pendant lequel la poussée T agit et m0 la masse totale
du véhicule [22]. L’équation 1.22 montre qu’il y a deux paramètres sur lesquels il
est possible d’agir pour donner une certaine accélération : la poussée ou le temps de
poussée. Le tableau 1.3 montre les accélérations (∆v) nécessaires pour différents types
de manœuvres et missions spatiales.
1.3.1 Les satellites
Un satellite artificiel est un objet mis en orbite par l’homme avec des objectifs très
diversifies : télécommunication, prévisions météorologiques, observations, tâches mil-
itaires, etc. Les satellites se déplacent en suivant des orbites autour de la Terre (la
figure 1.5 montre les altitudes des orbites pour des satellites célèbres). Les satellites
ont besoin d’un système propulsif pour pouvoir maintenir leur orbite pendant toute
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leur durée de vie. Un satellite de télécommunication par exemple peut rester en
activité 15 ans et pendant ce temps il y a plusieurs facteurs qui peuvent perturber son
orbite: l’influence de la gravité de la lune et du soleil, le frottement provoqué par les
particules de l’atmosphère terrestre, etc. Ces perturbations doivent être compensées
par des poussées. Ainsi de nos jours, pour effectuer les manœuvres de maintien à poste
(compensation des perturbations de l’orbite), les satellites sont équipés d’un système de
propulsion chimique. Le système propulsif d’un satellite doit aussi assurer un certain
nombre de manœuvres selon la mission à effectuer (changement d’orbite, mise à poste
après changement d’orbite, désorbitation en fin de vie, etc.). Comme mentionné dans
le paragraphe 1.3, un véhicule spatial, pour effectuer une certaine manœuvre, a besoin
d’un changement de vitesse (∆v). Le tableau 1.3 montre par exemple quel ∆v est
nécessaire pour un satellite qui se trouve sur un orbite géostationnaire ("GEO") pour
contrecarrer les changements des paramètres orbitaux (correction d’orbite, contrôle
Nord-Sud/Ouest-Est). Aujourd’hui certaines manœuvres peuvent être effectuées par
de propulseurs à faible poussée, soit des propulseurs électriques. Plusieurs satellites
équipés de propulseurs électriques existent déjà aujourd’hui. Pour les manœuvres du
type "changement d’orbite" le seul choix aujourd’hui pour le système propulsif reste
encore la propulsion chimique (la poussée demandée est trop importante pour pouvoir
utiliser un propulseur électrique).
1.4 La propulsion électrique
La principale limite de la propulsion chimique est sa faible impulsion spécifique (ISP )
comme on peut voir dans le tableau 1.2. À partir des équations 1.12 et 1.14 il est
possible de déduire les équations suivantes :
∆v = g0ISP ln
(
mi
mf
)
, (1.23)
mi
mf
= exp
(
∆v
g0ISP
)
, (1.24)
md +mpayload +mp
md +mpayload
= exp
(
∆v
g0ISP
)
. (1.25)
Ainsi l’équation 1.25 est une autre formulation de l’équation de Tsiolkowski. Cette
équation prédit que dans le cas d’un propulseur chimique la plupart de la masse du
fluide propulsif est utilisée pour accélérer le fluide lui-même. L’exponentielle signifie
1.4 La propulsion électrique 17
Fig. 1.5 Positionnement de l’orbite de quelque satellite célèbre.
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Type de
propulseur Propergol
Densité
[kg m−3]
Température
[K]
Vitesse
d’éjection
[m s−1]
Poussée
[N ]
Impulsion
spécifique
[s]
Chimique H2 - O2 100 103 103 106 - 107 150 - 450
Resistojet Hydrazine 10−5 103 103 10−1 300
Effet Hall Xénon 10−8 104 104 10−2 10−1 1500 - 2000
Ionique Césium 10−8 104 104 10−2 10−1 1500 - 5000
Tableau 1.4 Caractéristiques et principaux paramètres de performance des différents typologies des
propulseurs spatiaux [16].
une réduction très forte dans le rapport de la masse même avec une impulsion spécifique
deux fois plus importante [23]. La propulsion électrique peut fournir de très grandes
impulsions spécifiques et peut donc remplacer la propulsion chimique de façon très
efficace dans le cas où la valeur de la poussée nécessaire n’est pas élevée.
Pour les satellites l’utilisation de systèmes de propulsion électrique est pris en considéra-
tion comme alternative viable aux propulseurs chimiques classiques. Surtout pour les
nouvelles plates-formes de satellites de télécommunication où les accélérations fournies
par les propulseurs doivent avoir le même ordre de grandeur que les accélérations
entraînées par les perturbations environnementales.
La propulsion électrique a aussi déjà démontré sa faisabilité comme système propulsif
principal des sondes interplanétaires avec la mission SMART-1 de l’ESA [24, 25] et la
mission Deep-Space 1 de la NASA [26, 27].
L’équation 1.13 montre l’importance, pour un propulseur spatial,d’avoir une vitesse
d’éjection du fluide propulsif très importante : plus la vitesse d’éjection est grande,
moins de masse de carburant doit être éjectée pour atteindre une certaine vitesse finale
du véhicule. Un autre paramètre de performance très important pour un propulseur
est l’impulsion spécifique. Le but de la propulsion électrique est d’augmenter la vitesse
d’éjection du fluide propulsif et l’impulsion spécifique par rapport à la propulsion
chimique traditionnelle pour obtenir une utilisation du fluide propulsif plus efficace.
Les propulseurs électriques spatiaux utilisent l’énergie électrique pour générer la poussée
(l’accélération d’un fluide propulsif) nécessaire aux différentes manœuvres d’un véhicule
spatial. Le propergol peut être un gaz noble ou il peut se trouver même sous forme solide.
Les opérations de cette catégorie de propulseurs peuvent être continues ou pulsées.
L’accélération du fluide propulsif peut être de trois typologies : électrothermique
(accélération d’un gaz réchauffé à travers un tuyère supersonique), électromagnétique
(accélération par la force de Lorentz) et électrostatique (accélération par la force de
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Coulomb) et permet de distinguer plusieurs familles de propulseurs électriques [28, 29]
:
1. Les propulseurs électrothermiques: Arcjets et Resistojets.
2. Les propulseurs électrostatiques: ou propulseurs ioniques à grille qui se di-
visent en trois catégories: le propulseur à bombardement d’électrons, le propulseur
à contact ionique et le propulseur à émission de champ (FEEP4).
3. Les propulseurs électromagnétiques: les propulseurs magnéto plasma dy-
namiques (MPD5) et les propulseurs à plasma pulsé (PPT6).
4. Les propulseurs à effet Hall7: les propulseurs à plasma stationnaire dont les
parois ne sont pas conductrices (SPT8) et les propulseurs dont les parois sont
conductrices (TAL9).
En comparaison avec la propulsion chimique, la propulsion électrique permet d’économiser
de la masse de carburant pour produire le même effet propulsif. Aujourd’hui la propul-
sion électrique peut faire économiser une telle quantité de masse de carburant qu’elle
est devenue une technologie de référence dans le domaine de la propulsion spatiale
pour certains types de missions et de manœuvres. Les applications de la propulsion
électrique sont nombreuses:
• Corriger les perturbations des orbites: contrôle Nord-Sud et Est-Ouest des
satellites sur l’orbite géostationnaire ou correction de la direction des télescopes
et des antennes.
• Changement d’orbite: passage d’une orbite terrestre basse (LEO) vers des
orbites plus hautes ou vers une orbite géostationnaire (GEO).
4en anglais : "Field Emission Electric Propulsion"
5en anglais : "Magneto-Plasma-Dynamic"
6en anglais : "Pulsed Plasma Thruster"
7Dans la littérature scientifique il y a beaucoup d’ambiguïté dans la façon de classer les propulseurs
à effet Hall. Certains auteurs considèrent les propulseurs à effet Hall comme des propulseurs électro-
magnétiques (comme par exemple Sutton dans [1]) et d’autres comme des propulseurs électrostatiques
(comme par exemple Goebel dans [19] et Tajmar dans [14] ). Ici il a été décidé de les considérer
comme une catégorie indépendante en raison du fait que leur comportement physique est à mi chemin
entre les propulseurs électrostatiques et les propulseur électromagnétiques. Cette ambiguïté provient
du fait que la poussée dans un PEH peut être décrite en deux façons différents: comme la force due
au champ électrique généré par la barrière magnétique et agissant sur les ions (caractéristique des
propulseurs électrostatiques) ou comme la force de Laplace agissant sur le courant de Hall électronique
(caractéristique des propulseurs électromagnétique).
8en anglais :"Stationary Plasma Thruster"
9en anglais :"Thruster with an Anode Layer"
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• Voyages interplanétaires: voyages vers la lune ou vers mars ou des missions
vers des comètes ou des astéroïdes.
Les propulseurs électriques permettent ainsi de pouvoir construire des satellites plus
légers (la masse de carburant nécessaire pour les manœuvres effectuées avec un
propulseur électrique est beaucoup moins importante que celle nécessaire avec un
propulseur chimique). Le cout du lancement se trouve d’autant plus réduit. Prenons
l’exemple d’un satellite géostationnaire de télécommunication à durée de vie de 15 ans
avec une masse totale de 2600Kg. Pour le contrôle d’orbite du type Nord-Sud il a
besoin d’un incrément de vitesse d’environ 50m/s par an qui nécessite environ 750 kg
de carburant chimique sur la période totale (c’est plus d’un quart de la masse totale
du satellite). Si un propulseur électrique est utilisé, l’impulsion spécifique peut monter
jusqu’au 3000 secondes et la masse de carburant peut ainsi être réduite à environ 100kg
[1].
1.4.1 Histoire de la propulsion électrique
Le concept de la propulsion électrique fut développé de concert avec le développement
de la technologie des fusées dont les trois pionniers sont Robert Goddard (1882 – 1945),
Konstantin Tsiolkovski (1857 - 1935]) et Hermann Oberth (1894 - 1989). Ils imag-
inèrent respectivement déjà en 1906, 1911 et 1923, la possibilité de pouvoir accélérer
des particules à de très grandes vitesses en utilisant des champs électromagnétiques
[30]. Konstantin Tsiolkovski a été le premier à supposer utiliser des champs électro-
magnétique pour accélérer des particules à des très grandes vitesses. Son article de
1903 intitulé "Investigation of Universal Space by Means of Reactive Devices" posa les
bases mathématiques de la propulsion spatiale électrique : dans cet article la célèbre
"équation de la fusée" (ou équation de Tsiolkovski) apparut pour la première fois et il mit
en évidence l’importance de la vitesse d’éjection du fluide propulsif comme paramètre
de performance d’un système de propulsion. Il comprit la possibilité d’accélérer plus
efficacement des particules chargées en utilisant l’électricité. Par contre Tsiolkovski
pensait utiliser des électrons comme particules à accélérer pour obtenir une poussée :
il ne pouvait pas encore savoir que les électrons étaient trop légers pour générer une
poussée. Entre 1911 et 1919 (plus ou moins 10 ans après les hypothèses de Tsiolkovski
sur la propulsion électrique), Rutherford caractérisa les ions et Robert Goddard, l’autre
pionnier de la propulsion électrique spatiale, déposa le premier brevet d’un accélérateur
électrostatique des ions en 1917 (il fut accepté en 1920). Yuri Kondratyuk (1897 -
1941) fut le premier à concevoir (dans un manuscrit du 1918) le lien entre l’énergie
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solaire et la propulsion électrique spatiale. Quant à Hermann Oberth, dans le dernier
chapitre (intitulé "Das elektrische Raumschiff "10) de son œuvre la plus importante11,
il mit en évidence pour la première fois les principaux avantages et caractéristiques
de la PE: l’économie de la masse de fluide propulsif et la possibilité d’utiliser la PE
pour la correction de l’orbite. La première analyse complète de la propulsion électrique
spatiale a été faite par Ernst Stuhlinger dans son livre "Ion Propulsion for Space Flight"
publié en 1964 [31] alors que sa physique a été entièrement décrite pour la première
fois par Robert Jahn en 1968 [32]. Choueiri [30] propose une division de l’histoire de
la propulsion électrique spatiale en 5 époques :
1. Époque des visionnaires: 1906 - 1945
2. Époque des pionniers: 1946 - 1956
3. Époque de la diversification et du développement: 1957 - 1979
4. Époque de l’acceptation: 1980 - 1992
5. Époque de l’application: 1993 - présent
La propulsion électrique a donc une histoire relativement longue. Comme toutes les
nouvelles technologies introduites dans le domaine aérospatial, la propulsion électrique
a traversé une longue phase de développement avant d’être qualifiée et opérationnelle.
Une première raison est liée au fait que pendant une longue période les scientifiques et
les ingénieurs ne pensaient pas qu’il ’était possible de disposer d’une grande quantité
d’énergie électrique à bord des satellites et des véhicules spatiaux en général. C’est
grâce à l’Union Soviétique qui a été la première a utiliser la propulsion électrique que
cette technologie commença à être employée. À partir de l’année 1971 les soviétiques
ont lancé plus de 48 véhicules spatiaux utilisant plus de 238 propulseurs à effet Hall
[33]. Ainsi c’est la Russie qui a utilisée d’abord, de manière massive, la technologie de
la propulsion électrique. Le premier moteur ionique expérimental a été lancé par les
États-Unis au début des années soixante. L’utilisation commerciale des propulseurs
ioniques aux États-Unis a commencé en 1997 avec le lancement d’un système de
propulsion ionique de la compagnie Hughes (le XIPS) [19]. L’application principale
de la propulsion électrique visée par les pionniers de cette technologie était d’abord le
voyage interplanétaire. La NASA a équipé la sonde interplanétaire Deep-Space 1 qui a
été lancée en 1998 avec un propulseur ionique [27]. L’agence spatiale européenne (ESA)
10"L’astronef électrique"
11"Wege zur Raumschiffahrt" (Le chemin vers le vol spatial)
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a utilisé le propulseur à effet Hall PPS-1350-G de SAFRAN comme système propulsif
de la sonde SMART-1 (lancée le 27 septembre 2003) en mission autour de la Lune
[25]. L’agence spatiale japonaise a lancé en 2003 la sonde Hayabusa pour récupérer
des échantillons de l’astéroïde 25143 Itokawa. Cette sonde était équipée de propulseurs
ioniques comme système propulsif principal [34]. Désormais la propulsion électrique
est un incontournable de la propulsion spatiale.
1.4.2 Les propulseurs électrothermiques
Les propulseurs électrothermiques utilisent l’énergie électrique pour réchauffer un gaz à
de très hautes températures (de l’ordre de 103 K) qui est en suite accéléré à travers une
tuyère avec un très grand rapport d’expansion. Pour obtenir de très grades vitesses
d’éjection il est nécessaire que la température et la pression du gaz qui rentre dans
la tuyère soient très importantes : en conséquence le réchauffement du gaz doit être
extrêmement efficace. Il existe deux typologies de propulseurs électrothermiques classés
en fonction du processus de réchauffement du gaz :
• Resisto-jet : réchauffement du gaz par une résistance électrique.
• Arc-jet : réchauffement du gaz par arc électrique.
Le dispositif le plus simple est le Resisto-Jet. Il utilise une résistance électrique dans
la chambre de combustion pour réchauffer un gaz (comme montré dans la figure
1.6). L’avantage de cette technologie est de réchauffer le gaz de manière plus efficace
que dans les propulseurs chimiques où seule la réaction chimique génère la chaleur.
La température à laquelle peut être réchauffé le gaz est cependant limitée par la
température de fusion du matériau dont est constitué le fil de la résistance. Ainsi
la température maximale qui peut être atteinte est inférieure à la température dans
un propulseur chimique où la limite est imposée par la température de fusion du
matériau des parois de la chambre de combustion qui en plus peuvent aussi être
refroidies. Dans un resisto-jet le filament de la résistance ne peut pas être refroidi
donc il impose une limite très stricte de la température dans la chambre [20]. En
revanche le réchauffement plus efficace du gaz (dû à la dissociation entre énergie en
entrée et flux de carburant) permet de produire des vitesses d’éjection deux fois plus
importantes que dans les propulseurs chimiques. Un autre avantage de ce type de
propulseur est la possibilité d’utiliser plusieurs carburants (en théorie il serait possible
d’utiliser tous les carburants, même l’eau). Les carburants les plus efficaces sont les
carburants avec un poids moléculaire faible ou des gaz monoatomiques (pour lesquels
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Fig. 1.6 Schéma d’un Resisto-jet.
il n’est pas nécessaire de dépenser de l’énergie pour casser les liens entre les atomes).
Pour cette raison, les resisto-jet seront très probablement les systèmes propulsifs utilisés
pour des voyages interplanétaires habités où les matériaux de déchets peuvent être
utilisés comme carburant (par exemple l’eau qui ne peut plus être réutilisée ou le CO2)
[1].
Les arc-jet utilisent un arc électrique pour réchauffer le fluide propulsif (voir la figure
1.7). L’arc électrique passe à travers le fluide propulsif et ionise une partie des atomes
du gaz neutre. Les atomes restant sont réchauffés par les collisions avec les ions et les
électrons. L’anode et la cathode sont construites en tungstène qui possède un point de
fusion très haut. Le courant électrique passe directement dans le gaz ainsi permettant
des températures plus élevées que dans un resisto-jet. Ainsi la puissance fournie à un
arc-jet est 100 fois plus grande que la puissance fournie au filament d’un resisto-jet.
Comme dans les propulseurs chimiques, les carburants les plus performants sont les
carburants dont le particules ont un poids atomique faible (lien atomiques plus simple
à casser pour ioniser les neutres et générer un arc électrique). La limite thermique
dans les arc-jet est imposée par la température maximale que les électrodes peuvent
supporter. La température maximale atteinte par le gaz est de 4000 - 5000 K [20]
Les arc-jet sont des dispositifs relativement simples (deux électrodes et un voltage
relativement bas) qui peuvent atteindre une durée de vie assez longue.
1.4.3 Les propulseurs électrostatiques
Dans les propulseurs électrostatiques, l’énergie électrique est utilisée pour accélérer
directement des particules chargées (ions). La vitesse d’éjection qui peut être atteinte
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Fig. 1.7 Schéma d’un Arc-jet.
est ainsi d’un ordre de grandeur plus élevé que la vitesse d’éjection des propulseurs
chimiques et électrothermiques. La limite théorique de la vitesse d’éjection d’un
propulseur électrique est la vitesse de la lumière alors que dans les propulseurs chimiques
et électrothermiques la vitesse d’éjection est limitée à la vitesse du son dans la chambre
de combustion. Le fonctionnement de ce type de propulseur comporte deux phases:
d’abord la création d’un plasma12 et après l’accélération des ions générés dans
le plasma [21]. Comme mentionné au paragraphe 1.4, il existe plusieurs typologies de
propulseurs électrostatiques : respectivement associées au principe physique utilisé pour
générer le plasma (source Kaufman, source à radio fréquence ou source à résonance
cyclotron [28]). La géométrie de ce moteur est cylindrique (figure 1.8). Toutes les
typologies de propulseurs électrostatiques ont les mêmes composants de base: une
source de fluide propulsif, une source d’énergie électrique, une chambre d’ionisation,
une zone d’accélération et un dispositif pour neutraliser la plume d’ions (la cathode de
neutralisation qui garantit la neutralité du véhicule spatial en émettant des électrons)
[1]. La cathode d’ionisation est positionnée au centre de la chambre (dite chambre de
ionisation, voir la figure 1.8) et doit fournir les électrons attirés par l’anode qui forme
les parois de la chambre.
Un circuit magnétique (aimants positionnés autour de la chambre de ionisation) génère
un champ magnétique radial: les électrons tournent autour des lignes de champ
magnétique s’entrechoque avec les atomes neutres qui sont émis du fond de la chambre.
Grâce à ces impacts les atomes neutres de gaz se transforment en ions. Les ions sont
accélérés vers l’extérieur par la différence de potentiel générée entre deux grilles qui
12Le plasma est un mélange d’électrons, d’ions positifs et de particules neutres qui conduit l’électricité
et possèdent des températures d’environ 5000 K.
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Fig. 1.8 Schéma d’un propulseur ionique.
sont chargées à un potentiel électrique de signe opposé (dans la figure 1.8 les grilles
sont représentés en rouge et en bleu) . Le moteur ionique est caractérisé par des ISP
très élevées et une divergence de faisceau des ions émis qui est très faible (facteur
très important pour éviter des interactions entre la plume et le véhicule spatial). En
revanche ce moteur possède deux facteurs limitants : la charge électrique spatiale et
l’érosion de la grille. La limitation liée à la charge spatiale concerne le courant ionique
maximal qui peut traverser une grille polarisée13: pour augmenter la poussée d’un
propulseur ionique il est nécessaire de diminuer l’espace qui sépare les deux grilles
(techniquement difficile) ou d’augmenter le diamètre total du propulseur. Pour cette
raison ce propulseur possède une poussée par unité de surface faible en comparaison à
d’autres types de propulseurs électriques. L’autre facteur limitant est l’érosion de la
grille. L’érosion de la grille d’extraction limite fortement la durée de vie de ce type de
moteur (le choix des matériaux qui composent la grille est ainsi fondamental).
1.4.4 Les propulseurs électromagnétiques
La troisième catégorie de propulseurs électriques spatiaux est celle des propulseurs
électromagnétiques. Les propulseurs électromagnétiques accélèrent un gaz ionisé à
travers un champ magnétique auto-induit. La force qui accélère les particules (et ainsi
13donnée par la loi de Child-Langmuir [1]: j = 4ε09
√
2e
µ
(Vacc)3/2
d2
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Fig. 1.9 Le propulseur ionique à grille NSTA (utilisé sur la sonde "Deep Space 1") développé au
laboratoire JPL de la NASA.
génère la poussée) est exprimée par la loi de Lorentz14. Le gaz est d’abord réchauffé
jusqu’à devenir un plasma sous l’effet d’un courant de décharge très élevée appliqué
entre deux électrodes. Ce courant génère un champ magnétique auto-induit (voir la
figure 1.10) qui interagit avec le courant et produit ainsi une force de Lorentz qui
accélère les ions du plasma. Le flux et l’expansion thermique du gaz contribuent aussi
à la poussée mais leur apport est d’un ordre de grandeur plus faible par rapport à
l’accélération magnétique [14]. Un champ magnétique externe (aimant permanents
ou bobines) peut être aussi appliqué autour de l’anode pour augmenter les perfor-
mances (si la force de Lorentz produite par le champ magnétique auto-induit est
trop faible). Les propulseurs électromagnétiques sont divisés en deux catégories: les
"Propulseurs Magnéto-Plasma-Dynamiques" (MPD)15 et les "Propulseurs à
Plasma Pulsé"16. Ces moteurs utilisent plusieurs sortes de carburant non oxydant
comme l’hydrogène, l’hydrazine, l’argon ou le Lithium aussi. Les propulseurs à plasma
pulsé utilisent une barre de Téflon solide comme carburant: cette barre est progressive-
ment érodée par le plasma et les particules produites par cette érosion sont accélérées
14−→F = I · (−→l ×−→B )
où F représente la force sur la particule chargé, I le courant électrique, l la longueur du canal et B
le champ magnétique. Cette loi affirme que un conducteur de logueur l, parcouru par un courant
électrique I et qui se retrouve dans un champ magnétique B est soumis à une force perpendiculaire
soit au champ magnétique et soit au courant électrique.
15Appelés aussi "Lorentz Force Accelerator" (LFA)
16"Pulsed Plasma Thruster"(PPT)
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Fig. 1.10 Schéma d’un propulseur électromagnétique (MPD).
par un courant impulsionnel généré entre les électrodes. Ces moteurs demandent des
niveaux de puissance très élevés de l’ordre de la dizaine de kW jusqu’à plusieurs MW. À
cause de ces niveaux de puissance demandés ces types de moteurs n’ont pas encore été
employés dans des missions spatiales. En revanche leur utilisation est potentiellement
intéressante parce qu’ils peuvent fournir des poussées très élevées (jusqu’au 200 N) et
des impulsions spécifiques aussi très élevées (jusqu’à 8000 s) [14].
1.5 Les propulseurs à effet Hall
Les propulseurs à effet Hall17 (et surtout leur circuit magnétique) représentent l’objet
principal de cette thèse. Dans ce paragraphe la physique du moteur sera décrite
et son fonctionnement détaillé. Dans le deuxième chapitre les aspects magnétiques
(circuit magnétique et topologie magnétique) seront pris en compte. Deux typologies
de propulseurs à effet Hall existent: Les "propulseurs à plasma stationnaire" (SPT) et
les propulseurs dont les parois du canal plasma sont conductrices (TAL). Les travaux
de cette thèse font toujours référence aux propulseurs à effet Hall de type "Plasma
Stationnaire". Dans ce paragraphe la différence entre les deux typologies de moteurs
sera expliqué (la physique de la génération des ions et de leur accélération est la même
pour les deux types de moteur). Les propulseurs à effet Hall commercialisés ont une
17Dans la littérature appelés souvent aussi "Closed Drift Thrusters"
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Fig. 1.11 Deux propulseurs à effet Hall du type PPS1350® produits par SAFRAN.
efficacité et une impulsion spécifique mineure par rapport aux propulseurs ioniques
mais un rapport poussée-puissance plus important. Ainsi ils requièrent de fait une
puissance électrique d’alimentation plus faible [19].
1.5.1 La structure et le principe de fonctionnement d’un propulseur
à effet Hall
La structure d’un propulseur à effet Hall est constituée :
• d’un canal cylindrique (appelé aussi "canal plasma"),
• d’un circuit magnétique (qui doit fournir un champ magnétique radial) autour
du canal plasma,
• d’une cathode externe (comme montré dans la figure 1.12),
• d’une anode placée à la base du canal plasma,
• d’un injecteur de gaz qui se trouve aussi dans la parti basse du canal plasma
(souvent l’injecteur de gaz sert aussi d’anode).
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Fig. 1.12 Schéma d’un propulseur à effet Hall: 1) Les atomes de gaz entrent dans le canal. 2)
Les électrons émis par la cathode extérieure sont attirés par le champ magnétique et commencent à
tourner autour des lignes de champ et à se déplacer avec un mouvement azimutal: c’est le courant
de Hall d’électrons qui donne le nom à ce type de moteur. Grâce à ce courant d’électrons la zone
de sortie du canal est une zone de forte concentration électronique où les atomes ont la possibilité
d’entrer en collision avec les électrons et se ioniser. 3) Les ions sont accélérés vers l’extérieur par le
champ électrique axial (les ions qui sont accélérés attirent des électrons aussi, la neutralité du moteur
est ainsi garanti). 4) La cathode extérieure a deux fonctions principales: produire le champ électrique
axial et émettre les électrons qui servent à ioniser les gaz et les électrons qui servent à neutraliser la
plume d’ions accélérés.
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Fig. 1.14 Propulseur à effet Hall du type "TAL".
Le circuit magnétique constitue la partie du propulseur la plus importante en terme de
volume et de masse. Dans le canal du PEH il y a la génération d’un plasma [35] qui
peut atteindre des températures très élevées (de l’ordre de 1000 K). La différence entre
les deux typologies de PEH est liée aux matériaux dont le canal plasma est constitué:
des matériaux isolants comme la céramique pour les propulseurs "SPT"(voir la figure
1.13) et des matériaux métalliques pour les propulseurs "TAL" (voir figure 1.14). Le
fonctionnement d’un PEH est basé sur la génération d’un plasma (froid) à l’intérieur
d’un canal cylindrique. Les atomes de gaz (souvent du xénon mais aussi du krypton et
de l’argon) sont émis par le fond du canal cylindrique. Une cathode externe produit
des électron18 qui sont emprisonnés par les lignes de champ magnétique qui traversent
le canal (principalement) radialement : les électrons tournent autour des lignes de
champ magnétique (ils sont magnétisés19) mais aussi autour du canal (mouvement
azimutal, voir figure 1.15).
Dans la région où le champ magnétique est plus intense il y a une très forte concentration
d’électrons. Quand les atomes de gaz arrivent dans cette zone de très forte concentration
électronique ils sont ionisés par les impacts avec les électrons. Les ions positifs sont
accélérés vers l’extérieur par le champ électrique axial qui est imposé entre la cathode et
l’anode (figure 1.12).Le fonctionnement d’un PEH peut être décomposé en deux phases,
18Une parti du gaz est ainsi utilisée par la cathode pour la production des électrons.
19La valeur de champ magnétique est choisie de façon à magnétiser les électrons et non les ions.
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Fig. 1.15 Exemple du trajectoire d’un électron dans le canal d’un PEH [2].
la ionisation des atomes neutres du gaz et l’accélération des ions. Les deux phases
ne peuvent pas vraiment être séparées parce que les deux régions ils se superposent
dans le canal. La cathode externe a aussi pour fonction de neutraliser la plume des
ions positifs en émettant des électrons qui sont accélérés avec les ions: une partie des
ions sert à l’ionisation et l’autre partie à la neutralisation de la plume. Le champ
magnétique lui a deux fonctions principales:
• Piéger les électrons émis par la cathode.
• Générer la poussée (par l’accélération des ions) à la structure.
La présence d’un champ magnétique dans un plasma a comme conséquence l’apparition
d’une force de Laplace : les trajectoires électroniques sont fortement modifiées et les
électrons peuvent être confinés. Le champ magnétique ralentit considérablement le
transport électronique dans la direction perpendiculaire au champ même et il permet
les collisions entre électrons et les atomes neutres (sans le champ magnétique le libre
parcoure moyen électronique20 serait de l’ordre du mètre ainsi incompatible avec la
profondeur de quelques centimètres du canal du propulseur). La relation qui doit être
respectée pour pouvoir permettre les collisions entre électrons et atomes neutres est la
suivante :
rL,e << Lc << rL,i. (1.26)
20Distance moyenne que les électrons doivent parcourir avant d’impacter contre les atomes.
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Ou rL,e représente le rayon de Larmor21 des électrons émis par la cathode, Lc la
longueur du canal plasma et rL,i le rayon de Larmor des ions. Si cette relation est
respectée les électrons, et non les ions, seront magnétisés. Les collisions permettent
le transport axial des électrons vers l’anode (perpendiculaire à B). S’il n’y a pas de
collisions, il n’y a en principe pas de transport perpendiculaire au champ magnétique.
En réalité, à très basse pression il y a souvent un transport anormal (non classique),
ou non dû aux collisions, et qui est dû à la turbulence plasma (très difficile à décrire
physiquement). Ainsi la présence du champ magnétique radial ("Barrière magnétique")
réduit la conductivité électronique axiale et il en résulte une augmentation du champ
électrique axial qui accélère les ions vers l’extérieur. Dans ce type de propulseur la
génération de la poussée peut être décrite sous deux façons :
• Une force due au champ électrique généré par la barrière magné-
tique et agissant sur les ions (caractéristique des propulseurs électro-
statiques).
• Une force de Laplace agissant sur le courant de Hall électronique
(caractéristique des propulseurs électromagnétiques).
Pour cette raison certains auteurs mettent les PEH dans la catégorie de propulseurs
électrostatiques et d’autre dans la catégorie des propulseurs électromagnétiques. Il est
possible de distinguer trois zones différentes dans le canal du PEH: une zone anodique
ou la densité des neutres est très élevée, une zone d’ionisation et une zone d’accélération
ou les ions sont accélérés à des vitesses de l’ordre de 20 km/s (comme montré sur la
figure 1.16). Les frontières entre chaque zone ne sont pas nettes mais en général grâce
à la topologie magnétique imposée il est possible de les identifier facilement (dans le
chapitre 2 le paramètre F qui permet d’identifier la zone d’ionisation dans le canal
sera introduit et détaillé).
Si la vitesse des atomes neutres est négligeable par rapport à la vitesse des ions et tous
les ions ont une charge électrique singulière, l’efficacité d’un PEH peut être caractérisé
par le paramètre ηT [36] comme suit :
ηT =
Ii
Id
ηiηβηυηϵ, (1.27)
où Id représente le courant de décharge (électrons entre cathode et anode), Ii le courant
ionique, ηi l’efficacité d’utilisation du fluide propulsif, ηβ l’efficacité de focalisations des
21Le rayon de Larmor défini le rayon du mouvement circulaire dont une particule chargée est soumise
quand elle se trouve dans un champ magnétique uniforme.
1.6 Discussion 33
1
2
3
Matériel ferromagnétique
Bobines
Anode
N
S
E
Fig. 1.16 À gauche les différentes zones dans le canal d’un PEH: 1) Zone anodique ou le champ
magnétique radial est faible et la densité de neutre est forte. 2) Zone d’ionisation ou le champ
magnétique est important et il permet les collisions entre atomes neutres et électrons. 3) Zone
d’accélération ou les ions sont accélérer vers l’extérieur grâce à l’action du champ électrique. Sur la
droite N représente la densité de neutres, S le taux d’ionisation et E l’intensité du champ électrique.
ions, ηυ l’efficacité qui caractérise la différence entre les différentes vitesses des ions et
ηϵ l’efficacité d’accélération.
1.6 Discussion
Dans ce chapitre, les différents moyens de propulsion spatiale ont été analysés. Il a été
montré que chaque type de missions demande un système propulsif adapté à ses besoins.
Les systèmes de propulsions électriques peuvent fournir des impulsions spécifiques très
élevées par rapport aux propulseurs chimiques mais avec des poussées plus faibles. Il y
a de plus en plus de plates-formes de satellites qui utilisent des propulseurs électriques
pour les opérations de mise à poste et correction d’orbite. Entre les technologies de
propulsion spatiale, les propulseurs à effet Hall représentent la solution plus prometteuse
en terme de performance et fiabilité. Beaucoup mécanismes physiques (surtout liés
au plasma) demandent encore un grand effort scientifique pour être décryptes. Le
prochaine chapitre exposera les aspects liés à la topologie magnétique du PEH. Cette
topologie, comme déjà annoncé, est fondamentale pour un fonctionnement correct du
moteur. Le circuit magnétique qui la génère sera le sujet principale de cette thèse et
ainsi des prochaines chapitres. Dans la figure 1.17 le propulseur à effet Hall PPS-FLEX
est montré pendant une campagne de tests.
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Fig. 1.17 Le propulseur à effet Hall PPS-FLEX pendant une campagne de tests dans le laboratoire
ICARE à Orléans (Novembre 2013).
Chapitre 2
Le circuit magnétique du PEH et
sa topologie magnétique
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Le champ magnétique joue un rôle fondamental dans le fonctionnement d’un PEH.
Les nombreuses études (analytiques et expérimentales) et les efforts effectués dans la
recherche sur les PEH ont permis de comprendre les caractéristiques que la topologie
magnétique doit posséder afin de permettre un fonctionnement optimal du moteur
(même si tous les mécanismes à la base de l’interaction plasma-champ magnétique n’ont
pas encore été complètement compris). Les principales caractéristiques de la topologie
magnétique de référence pour les PEH modernes seront analysées dans ce chapitre.
Un état de l’art du circuit magnétique qui permet de reproduire la cartographie
magnétique de référence sera présenté. Des topologies magnétiques moins communes
(et innovatrices) seront aussi présentés dans ce chapitre.
2.1 Le rôle du champ magnétique dans le fonction-
nement du PEH
Le fonctionnement d’un PEH est basé sur l’ionisation d’un gaz et l’accélération des
ions ainsi générés. Le gaz est ionisé grâce à des électrons qui sont émis par la cathode
externe au canal. Les électrons, à cause de la basse pression présente dans le canal, ont
un libre parcours moyen très grand (de l’ordre du mètre) par rapport aux dimensions
caractéristiques de la structure (de l’ordre de quelques centimètres). Sans un moyen
technologique qui prolonge le temps de transit des électrons dans le canal, la création
du plasma n’aurait pas lieu. Le champ magnétique permet de prolonger ce temps de
transit et aux électrons de percuter les atomes neutres du gaz [37].
La forme des lignes du champ magnétique est un paramètre très impactant sur le
fonctionnement du moteur. Morozov, dans son célèbre article de 1972 [38], a mis en
évidence, pour la première fois, une propriété fondamentale du champ magnétique
des PEH. A savoir que les lignes du champ magnétique sont comparables à des
équipotentielles électriques (si la température électronique n’est pas très élevée) étant
donné que les électrons y tournent autour (chute de tension nulle tout au long de la
ligne). Ainsi, en première approximation, les équipotentielles électriques se superposent
aux lignes de champ magnétique. Ceci permet de modifier le champ électrique en
modifiant la topologie magnétique et ainsi de contrôler le flux des ions. Cette hypothèse
a permis de mieux comprendre les corrélations qui existent entre la topologie magnétique
et les performances des PEH.
Une topologie magnétique adéquate est l’un de points les plus fondamentaux dans
le design d’un PEH. L’influence de la topologie magnétique sur le fonctionnement
du PEH a été beaucoup étudiée à partir des années soixante-dix. Plusieurs études
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expérimentales [39, 40] et numériques [41] sont apparues dans la littératures scientifique
à partir des années 2000. Ces études ont démontré l’énorme impact de la topologie
magnétique imposée dans le canal sur le fonctionnement du PEH, surtout en ce qui
concerne :
• La divergence de la plume des ions [42],
• L’efficacité de la propulsion [43],
• L’érosion des parois du canal et la durée de vie du moteur [44],
• La courant de décharge [45],
• La poussée [46].
2.2 Le circuit magnétique du PEH
Le champ magnétique dans le canal du PEH est obtenu grâce au circuit magné-
tique qui représente la partie la plus importante du propulseur en terme de masse et
d’encombrement. Le rôle principal du circuit magnétique est ainsi de guider le flux
magnétique dans le canal plasma le plus efficacement possible (en terme de forme de la
topologie magnétique). Le circuit magnétique est constitué de bobines qui génèrent
le flux magnétique et de conducteurs magnétiques (en matériel ferromagnétique) qui
guident ce flux magnétique [47]. Plusieurs designs de circuit magnétique pour PEH exis-
tent, mais tous possèdent des caractéristiques et des composants communes. Le circuit
magnétique standard pour un propulseurs à effet Hall du type "plasma stationnaire"
est constitué par (voir la figure 2.1) :
• Les bobines principales: dont une bobine centrale placée à l’intérieur du canal
plasma et (généralement) 4 bobines placées à l’extérieur du canal (le nombre de
bobines placées à l’extérieur peut varier selon les choix du constructeur).
• Les pièces polaires: qui servent à guider le flux magnétique à l’intérieur du
canal et à donner une forme précise au champ magnétique généré (en matériau
ferromagnétique).
• Les écrans magnétiques: qui servent à cour-circuiter une partie du flux
magnétique produit de telle sort qu’il n’atteigne pas la zone de l’anode. Ces
écrans canalisent une grande partie du champ magnétique tout en favorisant un
gradient positif en sortie du canal.
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• L’entrefer: qui est représenté par le canal plasma. Il est très important par
rapport aux dimensions globales de la structure.
• Les sections de connexion: qui servent à connecter les différents parti du
circuit et à conduire le flux magnétique entre chaque composant comme les
colonnes et la base (en matériel ferromagnétique).
• Les bobines arrières1: elles se trouvent au dessous du canal plasma. Elles
servent à augmenter la composante radial du champ magnétique dans la zone
de l’anode. Elles donnent la possibilité ainsi de créer une zone où le champ
magnétique est nulle dans le canal (appelée "zéro de champ" et détaillée dans le
paragraphe suivant).
Les bobines arrières ne sont pas toujours présentes dans les circuits magnétiques du
PEH. Leur présence dépend de l’intensité du champ magnétique souhaitée au niveau
de l’anode et surtout de la nécessité de générer une topologie magnétique avec un
"zéro de champ". Les bobines arrières génèrent un flux magnétique en opposition
au flux magnétique produit par les bobines principales; l’effet souhaité consiste à
avoir un champ magnétique plus faible au niveau du plan de sortie du canal. Les
écrans magnétiques représentent une innovation importante par rapport aux premiers
propulseurs à effet Hall des années cinquante [3]. Ils permettent de moduler le champ
magnétique dans le canal et d’améliorer la forme de la "lentille magnétique" (un
paramètre très important de la topologie magnétique qui sera discuté dans le prochain
paragraphe). Certains PEH utilisent des aimants permanents à la place des bobines
comme source de flux magnétique. L’avantage d’utiliser des aimants permanents est
lié surtout au poids (les bobines, à parité de flux magnétique généré, sont plus lourdes)
mais il y a aussi d’autres facteurs [48] :
• La réduction de la puissance électrique (et une meilleure efficacité en conséquence).
• La réduction de la masse et de la taille du propulseur.
• La réduction de la température due à l’absence de l’effet Joule.
• La réduction du coût.
Sur des propulseur de petite taille comme par exemple le PPI [6], l’utilisation des
aimants est souvent nécessaire à cause de l’encombrement trop important des bobines.
1appelées "Trim coils" dans le littérature anglaise
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Fig. 2.1 Schéma descriptif des principaux éléments d’un circuit magnétique pour PEH.
La température maximale supportée par les aimants (< 250°C) limite beaucoup leur
utilisation dans le domaine de la propulsion électrique spatiale.
Ce type de structure présente une efficacité très basse. Seulement une petite fraction
du flux magnétique généré participe de manière active à la génération du plasma
(cette fraction est autour du 24% dans le propulseur PPS-1350-E® de SAFRAN [3]).
L’une des causes est la présence des écrans magnétiques qui court-circuitent une grosse
partie du flux magnétique afin de satisfaire la topologie magnétique optimal. L’un
des objectifs de cette thèse sera de produire des circuits magnétiques plus efficaces en
terme de topologie magnétique générée, de flux magnétique utile, de courant utilisé
dans les bobines et de masse.
2.3 La topologie magnétique des PEH
Il est possible de retrouver un certain nombre de caractéristiques communes sur la
topologie magnétique des propulseurs à effet Hall commerciaux d’aujourd’hui. Ces
caractéristiques ont été étudiées à partir des années soixante-dix. Plusieurs études ont
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en particulier permis d’évaluer l’impact des différentes topologies magnétiques sur le
fonctionnement des PEH. Aujourd’hui, il est possible d’isoler 5 paramètres permettant
de caractériser la topologie magnétique d’un propulseur à effet Hall (Voir la figure 2.2
et 2.3) :
1. L’amplitude maximale de la composante radiale du champ magnétique
au centre du canal.
2. La position axiale du maximum de la composante radiale du champ
magnétique.
3. Le gradient axial de la composante radiale du champ magnétique à la
sortie du canal.
4. Le degré de convexité des lignes de champ magnétique à la sortie du
canal : forme de la "lentille magnétique".
5. La présence ou absence d’une région de champ magnétique nulle ("Zéro
de champ") dans la zone de l’anode et l’amplitude de la composante
radiale du champ magnétique au niveau de l’anode.
Ce qui caractérise les topologies magnétique des PEH modernes est la forme de champ
magnétique du type "Lentille Magnétique" (Une lentille magnétique se définit par
l’inclinaison des lignes de champ magnétique dans une région de l’espace; pour avoir
une forme du type "Lentille" le champ magnétique doit posséder la forme qui est
montrée dans la figure 2.6) au niveau du plan de sortie du canal. Une caractéristique
très importante est aussi le gradient positif entre l’anode et le plan de sortie du canal
de la composante radiale du champ magnétique. Enfin aussi une intensité faible du
champ magnétique radial au niveau de l’anode par rapport au champ magnétique
maximal caractérise les topologies magnétique classiques.
Dans la littérature scientifique il est difficile de trouver une relation liant le champ
magnétique B aux autres grandeurs caractéristiques du moteur telles que la puissance
électrique, la poussée, les dimensions du canal ou la tension de décharge. La définition
de rayon de Larmor de l’électron en constitue un exemple rare [49] :
rLe =
meve(Te)
eB
, (2.1)
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oùme est la masse de l’électron, ve la vitesse de l’électron, Te la température électronique
et e la charge de l’électron. Comme dejà anticipé dans le paragraphe 1.6, le rayon de
Larmor doit respecter cette relation :
rLe ≪ L, (2.2)
si le rapport entre rLe et L est maintenu constant, la relation suivante peut être établie
:
B ∝ me
e
ve(Te)
L
. (2.3)
L’équation 2.3 indique que l’intensité du champ magnétique est inversement pro-
portionnelle à la longueur du canal du moteur. Kim [36] propose une relation de
proportionnalité entre le champ magnétique radial (Br), la tension de décharge (Ud) et
la largeur du canal du moteur (L) :
Br · L ≈ constante, (2.4)
si la tension de décharge Ud est constante et
Br ∝
√
Ud, (2.5)
si la largeur L est constante. Ud représente la tension de décharge et bc la largeur
du canal du moteur. Sur la relation 2.5, il y a un désaccord dans la communauté
scientifique. Par exemple Pote et Tedrake [50] considèrent une relation du type :
Br ∝ Ud. (2.6)
Ces relations dépendent fortement des dimensions du moteur et des conditions de
fonctionnement. Les test effectués et dont les résultats sont reportés dans la littérature
ont été effectués sous des conditions trop différentes pour pouvoir faire une comparaison.
Le relations 2.4, 2.5 et 2.6 ne peuvent pas fournir des méthodes de calculs précis mais
seulement des approximations.
2.3.1 Amplitude maximale de la composante radiale du champ
magnétique B au centre du canal
Le paramètre le plus important pour définir la topologie magnétique d’un PEH est
la valeur maximale de la composante radiale du champ magnétique B au centre du
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canal. La raison principale de l’importance de ce paramètre est liée à l’influence que
le champ magnétique a sur la mobilité électronique. Plusieurs études analytiques
[2, 51] et expérimentales [52] ont cherché à analyser ce paramètre. La difficulté
d’étudier des paramètres spécifiques d’une topologie magnétique est liée au fait qu’il
est extrêmement compliqué de faire varier un seul paramètre à la fois (dissocier l’effet
des différents paramètres). Par conséquence dans la littérature scientifique les résultats
des études expérimentales concernant les paramètres qui caractérisent la topologie
magnétique sont souvent en contradiction. Dans les circuits magnétiques standard de
PEH, faire varier un seul paramètre magnétique est plutôt compliqué et cela à cause
de l’architecture même du circuit. Le circuit standard est conçu pour générer une
seule topologie magnétique. Ainsi, pour pouvoir faire varier le champ magnétique,
dans ce type d’études, des bobines supplémentaires sont ajoutées (par rapport aux
circuits magnétiques des propulseurs standards). Dans cette optique un propulseur
de laboratoire, le PPS-FLEX, a été conçu en 2012 par l’équipe de recherche GREM3
du laboratoire LAPLACE de Toulouse [3, 53], dans le but de faire varier le champ
magnétique dans le canal du moteur [54]. Le propulseur PPS-FLEX a été imaginé avec
l’objectif de pouvoir varier les différents paramètres du champ magnétique sous vide de
manier indépendante [3, 6] (comme montré dans la figure 2.4). Ce moteur a effectué 4
campagnes de tests pour étudier les effets du champ magnétique sur le fonctionnement
du PEH :
1. Première campagne de tests en juillet 2012 dans les installations de SAFRAN
(Vernon).
2. Campagne de tests d’automne 2013 dans les installations PIVOINE-2g (Orléans).
3. Campagne de tests d’automne 2014 dans l’installation CORONA (Noordwijk,
Pays-Bas) de l’ESA.
4. Campagne de tests 2015 dans les installations PIVOINE-2g (Orléans).
La valeur optimale du maximum du champ magnétique radial est généralement consid-
érée comme la valeur qui minimise les oscillations du courant de décharge et maximise
le rapport Ii
Id
. Cette valeur dépend de la tension imposée entre l’anode et la cathode.
Kim [36] propose, comme définition de la valeur optimale du maximum du champ
magnétique radial, la valeur qui correspond au point de fonctionnement où le nombre
des ions générés par les électrons qui se déplacent entre la cathode et l’anode est
maximal. Le maximum du champ magnétique est généralement placé dans la zone de
sortie de la chambre du propulseur pour trois raisons différentes [55] :
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Fig. 2.4 Exemple de flexibilité du propulseur PPS-FLEX en terme de champ magnétique généré.
À gauche la composant radial du champ magnétique (qui ne change pas) et à droite la composante
axiale est faite varier.
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Fig. 2.5 Le propulseur à effet Hall à topologie magnétique variable PPS-FLEX conçu par l’équipe
de recherche GREM3 du Laboratoire LAPLACE de Toulouse [3].
1. Les lignes de champ magnétique ont tendance à focaliser les ions au centre de la
chambre afin de minimiser les impact des particules contre les parois du canal.
2. Le flux de ions est plus stable.
3. L’efficacité propulsive est plus élevée.
2.3.2 Le gradient axial de la composante radiale du champ
magnétique
Un autre paramètre très important dans la définition d’une topologie magnétique des
PEH est le gradient axial du champ magnétique radial. La valeur moyenne du gradient
axial de Br est définie par l’équation suivante :
⟨∇zBr⟩ ≡ Br,max −Br,anode
zmax − zanode , (2.7)
où Br,max représente la valeur maximale de la composante radiale du champ magnétique
et Br,anode la valeur du champ magnétique radial au niveau de l’anode, z représente
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la coordonnée axiale dans le canal (zmax est la position axiale du Br,max et zanode la
position axiale de l’anode). Morozoz [38] effectua des mesures de la tension et du
courant de décharge pour trois configurations du gradient dans le canal: ∇zBr < 0,
∇zBr = 0 et ∇zBr > 0. Le signe du gradient varie en gardant la même intégrale sur
la composante radiale du champ magnétique B. À partir de ces tests, Morozov a pu
aboutir au résultat que seule la configuration avec gradient positif (∇zBr > 0) était
stable; (Rapport entre le courant électronique et le courant de décharge très bas et
minimisation des oscillations du plasma). La configuration avec un gradient négatif
provoquait un comportement instable du moteur. Des études théoriques sur ce sujet
on démontré que si le champ magnétique diminue dans la direction du mouvement
des ions, le flux des ions présente des instabilités. Ces instabilités ont été appelés
"Gradient-Induced Oscillations" [56]. Pas seulement le signe du gradient mais aussi son
amplitude est une caractéristique fondamentale qui sera analysé dans le paragraphe
suivant avec l’introduction d’un autre paramètre. D’autre études ont été effectues
sur ce paramètre [55, 57, 58] dans le passé (elles ont toues confirmes l’importance du
gradient axial) et elles utilisaient l’inverse de la dimension d’échelle de la variation
du Br, LB, pour définir un valeur moyen du gradient.LB est défini comme la distance
entre l’anode et la position du Br,max. Hofer et al. [59] proposent une autre approche
parce que LB a la dimension de l’inverse d’une longueur [m−1] et il peut être ainsi
appliqué seulement à des propulseurs dont le canal a les même dimensions. Hofer
propose un paramètre non-dimensionnel pour pouvoir définir le gradient axial. La
longueur caractéristique LB est défini par :
LB ≡ zmax − zanode. (2.8)
Le gradient moyenne non-dimensionnel est défini comme :
ζ ≡ LB
Br,max
× ⟨∇zBr⟩ = Br,max −Br,anode
Br,max
. (2.9)
Hofer et al. ont étudié le paramètre ζ et ils ont trouvés que les PEH à haute tension
ont plus d’avantages (par rapport à des moteurs qui fonctionnent à des tensions plus
faibles) avec un canal plus court et un gradient plus important (plus raide) du Br [59].
2.3.3 La lentille magnétique
L’intensité et la variation de l’intensité du champ magnétique ne sont pas les seuls
paramètres fondamentaux dans le fonctionnement d’un PEH. La forme des lignes de
champ est très impactant aussi et elle joue un rôle fondamental dans la définition
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Fig. 2.6 Forme des lignes de champ dans une configuration du type "Lentille Magnétique".
d’un point de fonctionnement optimal du moteur. La zone du moteur où la forme des
lignes de champ magnétique a plus d’importance est la sortie du canal. Dans cette
zone les lignes de champ magnétique possèdent une forme spécifique appelée "Lentille
Magnétique" (voir la figure 2.6) qui est à la base du fonctionnement du PEH.
La forme du champ magnétique du type "Lentille Magnétique" permet d’avoir un champ
magnétique convexe à la sortie de la chambre du propulseur qui force la convergence
du faisceau d’ions. Un paramètre caractéristique est l’angle d’inclinaison de la lentille
magnétique au plan de sortie de la chambre du propulseur. En référence à la figure 2.6,
αlentille est calculé avec l’expression suivante :
αlentille = arctan
(
Bz
Br
)
. (2.10)
La forme convexe du champ magnétique en sortie du moteur contribue aussi à diminuer
les pertes liées aux collisions entre les particules et les parois du moteur. L’érosion des
parois, en conséquence, diminue aussi. Un angle d’incidence positif entre les lignes
de champ et les parois permet d’éloigner la zone d’accélération des ions des parois du
canal plasma. Les ions sont accélérés loin des parois [60]. Plus les lignes de champ sont
inclinées et plus les ions s’éloignent des parois (c’est ce principe physique qui est à la
base d’une configuration magnétique pensée pour réduire fortement l’érosion des parois
de la chambre, appelée "Magnetic-Shielding", et qui sera analysé dans le paragraphe
2.4.1).
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2.3.4 Les paramètres "F" et "G"
Les chercheurs russes Gorshkov et Shagaida ont proposé dans leurs travaux [4, 43, 61, 62],
pour la première fois, des caractéristiques de la topologie magnétique d’un PEH qui
ont un impact direct sur les performances du moteur (indépendamment des autres
caractéristiques du moteur). Le premier paramètre proposé par Gorshkov et al. est le
paramètre "F ". Dans une section bidimensionnelle du moteur, il est possible d’écrire
une fonction à deux variables :
F (r, z) =
∣∣∣∣∣∣∣
−→
B (r, z)×∇
∣∣∣−→B (r, z)∣∣∣∣∣∣−→B (r, z)∣∣∣
∣∣∣∣∣∣∣ . (2.11)
Cette fonction représente le taux auquel la valeur absolue du champ magnétique −→B (r, z)
change selon la direction perpendiculaire aux lignes de champ magnétique.
Gorshkov et al. [43] ont fait varier la position radiale de la zone du maximum
du paramètre F. Ils ont calculé les performance du moteur à partir des mesures
de trois configurations magnétiques avec la position du maximum du paramètre F
respectivement : proche de la parois interne (comme dans la figure [43]) , au centre
du canal et proche de la paroi externe. Ils ont trouvé que l’efficacité propulsive était
maximisé quand la zone du maximum de F se trouvait au centre du canal.
L’un des facteurs qui contribue à la concentration électronique est l’efficacité que les
électrons possèdent à rester dans la zone de ionisation. Dans les topologie magnétiques
classiques des PEH le maximum du champ magnétique radial se trouve proche des
parois et le minimum au centre du canal. Cette configuration est appelée "Bouteille
Magnétique" et elle empêche une partie des électrons d’aller percuter les parois du
canal en emprisonnant ceux-ci au centre de la chambre. La condition selon laquelle les
électrons sont emprisonnés est décrite par Gorshkov et al. [4] avec l’introduction de
l’angle solide θ0, calculé dans l’équation 2.12.
sin2 θ0 =
B0
Bw
. (2.12)
Dans cette équation B0 représente le module du champ magnétique en un point du
canal et Bw la valeur du module du champ magnétique au niveau de la paroi se trouvant
sur la même ligne de champ passant par le point où B0 a été mesuré (voir la figure
2.12). Si la direction de la vitesse d’un électron a une angle d’inclinaison par rapport à
la ligne de champ plus faible que θ0 (vecteur vitesse de l’électron à l’intérieur du cône)
alors un tel électron percutera les parois de la chambre.
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Fig. 2.7 Représentation de l’angle solide θ0 et du mouvement d’un électron dans le champ magnétique
du canal du PEH et son effet miroir [4].
Les électrons qui percutent les parois de la chambre peuvent être réfléchis et augmenter
la dérive azimutale 2. Cependant, si les électrons sont assez énergétiques, les impacts
contre les parois sont accompagnés d’une perte d’énergie causée par un phénomène
appelé "Émission Secondaire" [64]. Si les électrons percutent les parois, il y a ainsi
une perte d’efficacité d’ionisation. Pour quantifier l’efficacité des électrons à "rester"
dans la zone d’ionisation une fonction Ω(r, z) est introduite. Cette fonction spécifie la
probabilité que les électrons ont de ne pas percuter les parois c’est-à-dire la probabilité
que l’inclinaison de leur vitesse par rapport aux lignes de champ magnétique soit plus
importante que l’angle θ0 (soit que le vecteur vitesse soit en dehors du cône défini par
l’angle solide θ0 ). Cette fonction est écrite comme l’inverse de la probabilité décrite
dans l’équation 2.12 :
Ω(z, r) =

4π
√
1− B(r,z)
Bw(r,z) si B(r, z) ≤ Bw(r, z)
0 si B(r, z) > Bw(r, z)
. (2.13)
2Dans la littérature ce phénomène est appelé "Near-Wall Conductivity" [63]
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Selon l’hypothèse de Gorshkov et al., plus la valeur moyenne de cette fonction est élevée,
plus l’efficacité de la trappe électronique est élevée. Pour avoir un critère qualitatif du
champ magnétique, il faut intégrer la fonction 2.13 :
G =
∫ L
0
dz
∫ r2
r1
drΩ(z, r)
4πL(r2 − r1) , (2.14)
où r1 et r2 sont respectivement le rayon interne et externe du canal du moteur et L
la longueur de la zone d’intégration. Les auteurs de l’étude spécifient que la limite
d’intégration L est assez difficile à définir de manier générale. Pour éviter toute
ambiguïté, un autre paramètre a été introduit :
G∗ =
∫ L
0
dz
∫ r2
r1
drF (r, z)Ω(z, r)
4π
∫ L
0
dz
∫ r2
r1
drF (r, z)
. (2.15)
Le paramètre G∗ correspond au paramètre G normalisé avec le paramètre F . Cette
normalisation enlève la dépendance de la dimension verticale de la zone d’intégration.
Il a été prouvé que le paramétrer G∗ a une très forte corrélation avec l’efficacité de
l’anode [4].
Une corrélation entre le paramètre F et les zones d’érosion existe aussi. Il a été montré
que les lignes de champ magnétique qui délimitent la zone du maximum de la fonction
F représentent les frontières d’une zone d’érosion sur les parois de la chambre comme
illustré sur la figure 2.8 [61].
2.4 Le phénomène de l’érosion dans les PEH
Il y a plusieurs facteurs et mécanismes qui limitent la durée de vie d’un PEH [65],
comme par exemple : l’érosion de la cathode (due au bombardement ionique), la
dégradation des matériaux à cause des conditions spatiales extrêmes, la déformation
des matériaux à cause du stress thermique, etc. Mais le phénomène physique qui limite
le plus la durée de vie d’un PEH est l’érosion des parois du canal qui protègent la
structure de tout contact avec le plasma. L’érosion des parois du canal peut amener à
exposer des parties sensibles de la structure, comme le circuit magnétique et ses bobines,
directement au plasma. Cette exposition au plasma peut endommager gravement la
structure (surtout le circuit magnétique) qui n’arrivera plus à garantir les mêmes
performances, surtout en terme de génération de la topologie magnétique. Le sujet de
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Fig. 2.8 Rapport entre la région du maximum du paramètre F et les zones d’érosion.
l’érosion des parois du canal du PEH a été étudié en profondeur, théoriquement [66–72]
et expérimentalement [42, 73]. Il reste, toutefois, encore beaucoup d’interrogations sur
ce sujet.
Quand les électrons sont accélérés, une partie d’entre eux percute les parois du canal avec
assez d’énergie pour provoquer la pulvérisation des matériaux qui les constituent. Cette
pulvérisation, si elle se prolonge dans le temps, provoque une érosion des parois du canal
qui endommage la structure magnétique du propulseur. Les travaux expérimentaux
de Absalamov et al. [42] sur l’érosion du canal du propulseur SPT-100 ont souligné le
fort impact de ce phénomène, surtout sur des périodes très courtes. Dans les études
d’Absalamov et al., après seulement 1000 heures de fonctionnement, la paroi externe a
été complètement érodée. Certaines missions demandent des mois (voir des années)
de fonctionnement continu d’un PEH et cela se traduit par des dizaines de milliers
d’heures de fonctionnement d’un moteur. Les études expérimentales sur la durée de
vie d’un PEH sont très chères, parce qu’elles demandent un fonctionnement dans des
chambres sous vide sur des périodes assez longues pour pouvoir simuler les conditions
réelles. Le problème de l’érosion est donc complexe à étudier. Une faible érosion doit
quand même être maintenue pour pouvoir dégager les particules qui se déposent dans
le canal du propulseur et qui peuvent perturber l’efficacité du moteur.
Pour diminuer l’érosion dans les PEH, il y a deux axes de recherche. Le premier
consiste à trouver des matériaux constituant le canal du moteur qui résistent au
mieux au bombardement ionique. Le deuxième axe consiste à modifier la forme du
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champ magnétique (ou du circuit magnétique) de manière à ce que les ions percutent
moins les parois du canal du moteur. Dans la littérature, on retrouve deux méthodes
de modification de la topologie magnétique qui ont comme objectif de réduire (ou
éliminer totalement) l’érosion du canal : le "Blindage Magnétique" 3 de parois qui
consiste à éviter le contact entre parois et plasma avec la mise en place d’une topologie
magnétique spécifique et le "Wall-Less", qui consiste à déplacer à l’extérieur du canal
la zone d’ionisation et d’accélération. Une troisième configuration magnétique est
proposée dans cette thèse pour diminuer l’érosion.
2.4.1 Topologies magnétiques pour diminuer l’érosion du canal
des PEH
Dans ce paragraphe, trois topologies magnétiques particulières seront analysées. Ces
topologies magnétiques ont comme objectif de diminuer (voir d’annuler) l’érosion
des parois du canal des PEH. Les principes physique à la base de ces topologies
sont différents mais ils sont tous basés sur la même idée, soit modifier la topologie
magnétique classique (et la configuration du circuit magnétique standard) pour pouvoir
modifier les trajectoires des électrons et les empêcher de percuter les parois du canal.
2.4.1.1 Topologie magnétique du type "Magnetic-Shielding"
Le "Magnetic-Shielding" a été l’objet de nombreuses études, surtout aux États-Unis
[74–77]. Dans les PEH, il existe une composante du champ électrique parallèle aux
lignes de champ magnétique. Cette composant dirige les ions vers les parois du canal si
les lignes de champ magnétique les traversent. Le principe du "Blindage-Magnétique"
des parois de la chambre du moteur est basé sur une forme précise que les lignes de
champ magnétique doivent posséder pour mieux diriger le flux des ions en évitant
que ces derniers ne percutent pas les parois du canal. Pour éviter les impacts entre
ions et parois, les lignes de champ magnétique devrait être parfaitement parallèles aux
parois du canal. Cela signifie ainsi un champ magnétique parfaitement axial le long
des parois (la composante radiale du champ magnétique nulle selon les parois). Pour
obtenir une topologie "Magnetic-Shielding" il ne doit pas exister des lignes de champ
magnétique qui traversent les parois de la chambre du moteur. La forme des lignes
de champ magnétique dans la configuration "Magnetic-Shielding" est montrée sur les
figures 2.9 et 2.10.
3Dans la littérature scientifique cette topologie magnétique est appelée "Magnetic Shielding"
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Fig. 2.9 Comparaison de la forme de lignes de champ entre la configuration classique (a) et
"Magnetic-Shielding" (b).
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Fig. 2.10 Forme des lignes de champ magnétique dans la topologie magnétique du type "Mgnetic-
Shielding".
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Fig. 2.11 Le propulseur à effet Hall PPS-FLEX qui reproduit une topologie magnétique du type
"Magnetic-Shiending" pendant la campagne de test du Novembre 2013 [5, 6]. Le plasma est localisé à
l’extérieur du canal, il n’y a pas contact entre la structure et le plasma.
Le "Magnetic-Shielding" a permis d’obtenir des très bons résultats sur l’érosion. Cepen-
dant étant donné que la topologie magnétique différé significativement de la topologie
conventionnelle, les performances propulsives ont dû être vérifiées. Le "Blindage Mag-
nétique", certes diminue l’érosion (voir l’annule) des parois du canal, mais il expose
les pièces polaires à une érosion plus importante [78, 79]. Une configuration du type
"Magnetic-Shielding" a été obtenue avec le propulseur PPS-FLEX dans le laboratoire
ICARE d’Orléans [5]. Dans la figure 2.11 on observe le propulseur PPS-FLEX qui
reproduit la topologie magnétique du type "Magnetic-Shielding" pendant la campagne
de test en Novembre 2013 [6]. Il est possible de voir le plasma qui se détache de la
structure.
2.4.1.2 Topologie magnétique du type "Wall-Less"
Une autre méthode susceptible de réduire l’érosion dans les PEH consiste à déplacer en
dehors du canal la zone de ionisation et d’accélération de manière à éviter tout contact
entre la structure et le plasma. Cette méthode est appelée "Wall-Less"4. Elle a été
4"Sans Parois"
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Fig. 2.12 Différence entre la configuration d’un PEH classique (gauche) et la configuration du type
"Wall-Less" (droite).
pensée par les chercheurs du groupe ICARE d’Orléans [6, 80–82]. Dans la configuration
du type "Wall-Less", l’anode est déplacée à la sortie du canal du propulseur, comme
illustré sur la figure 2.12.
Il a été observé que, si aucune modification de la topologie magnétique (par rapport
à la configuration standard) n’est apportée, la configuration du type "Wall-Less" est
instable avec une grande divergence du flux des ions en sortie et un courant de décharge
élevé. La configuration du circuit magnétique a été optimisée pour s’adapter à la
présence de l’anode dans la zone de sorti du canal, comme illustré sur la figure 2.13.
2.4.1.3 Topologie magnétique proposé pour diminuer l’érosion du moteur
Dans le cadre de cette thèse, une troisième proposition a été émise [83] avec SAFRAN.
Cette topologie est basée sur la diminution du taux d’érosion des parois du canal sans
toutefois chercher de l’annuler complètement, comme pour le "Magnetic-Shielding" ou
le "Wall-Less". Un faible taux d’érosion est bénéfique au fonctionnement du PEH,
car il permet en effet d’éliminer le dépôt de particules qui s’accumulent sur les parois
du propulseur. Cette topologie magnétique permet de réduire le taux d’érosion sans
l’éliminer totalement. Ce principe est lié à l’optimisation de la forme du circuit
magnétique du PEH. Il consiste à non pas venir modifier la topologie magnétique
classique, mais à modifier le circuit magnétique de telle sorte que les parties du circuit
soumises à un fort taux d’érosion soient déplacées vers des zones à faible taux d’érosion.
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Fig. 2.13 Configuration magnétique "Wall-Less" standard (gauche) et configuration magnétique du
type "Wall-Less" optimisée (droite). Dans la configuration optimisée les lignes de champ magnétique
sont parallèles à l’anode.
Les zones à très fort taux d’érosion sont habituellement localisées à la sortie du canal
du moteur [84].
2.5 Discussion
Les aspects liés à la topologie magnétique des PEH ont été exposés dans ce chapitre.
Les caractéristiques principale de la topologie magnétique classique ont été détaillés.
L’importance des certaines paramètres, comme l’intensité du champ magnétique radiale
et le gradient axiale du champ magnétique radiale, a été exposé et mise en évidence.
Des topologie magnétique innovantes (qui se éloignent de la topologies magnétique
classique) ont été décrites. Ces topologie ont comme objective de éliminer ou diminuer
l’érosion de la structure causée par les impact des ions contre les parois de la chambre
du moteur. Il a été constaté que le circuit magnétique du propulseur commerciale PPS-
1350-E® présente des flux de fuites très importants. Une amélioration de l’efficacité
de cette structure est possible avec une approche rationnelle au design de ce type de
circuit magnétique. Cette approche rationnelle sera l’objet de prochaines chapitres. Si
à priori, l’obtention d’une configuration dite à faible érosion semble facile en déplaçant
le circuit magnétique, en réalité le résultat escompté est bien plus difficile à garantir
car la moindre modification du circuit magnétique impacte sur la topologie magnétique
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et ses caractéristiques (gradient, inclinaison de la lentille magnétique, zone du zéro
du champ, etc.). Une approche par itération manuelle peut s’avérer très longue voir
inefficace compte tenu de l’ensemble des critères à respecter. Dans ce cas, qu’il s’agisse
de la configuration "Wall-Less", "Magnetic-Shielding" ou "Faible Érosion", il convient
de développer des méthodes rapides et fiables qui permettent un design automatisé du
circuit magnétique. L’optimisation paramétrique, de forme ou topologique, largement
utilisées en mécanique des structures, peuvent répondre à ce besoin. Pour obtenir cette
configuration il faut agir sur le circuit magnétique en développant des algorithmes
spécifiques d’optimisation afin de déplacer la matière vers des zones moins sensibles à
l’érosion mais garder le champ magnétique inaltéré. Ces algorithmes (paramétriques,
de forme ou topologiques) changent la formes des pièces polaires et d’autres parti
du circuit magnétique pour permettre à la structure de générer la même topologie
magnétique qu’un circuit classique mais en respectant des contraintes géométriques
supplémentaires comme dans le cas du "Faible-Érosion" certains zones à ne pas se
superposer. Dans le prochain chapitre ces techniques d’optimisation seront détaillées
et dans le dernier chapitre le design d’un circuit magnétique à faible érosion innovant
sera décrit.

Chapitre 3
Le Design des Circuits Magnétiques
des PEH par Optimisation
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Fig. 3.1 Schéma descriptif d’un circuit magnétique.
Dans le chapitre 2 les aspects magnétiques des PEH ont été abordés. Une importance
particulière a été donnée aux topologies magnétiques innovantes qui ont comme objectif
de réduire l’érosion du propulseur. Pour obtenir ces topologies magnétiques (comme
la topologie à "Faible Érosion") des nouvelles méthodes de conception basées sur des
processus d’optimisation sont nécessaires. L’objectif de ce chapitre est dans un premier
temps de donner une vue d’ensemble des méthodes d’optimisation applicables aux
structures électromagnétiques et dans la deuxième partie de décrire les méthodes
d’optimisation pour les circuits magnétiques des PEH développées dans le cadre
des travaux de cette thèse. Un algorithme d’optimisation appelé ATOP (Algorithm
To Optimize Propulsion) a été créé et appliquer pour la conception d’un prototype
de circuit magnétique à faible érosion (qui sera décrit dans le quatrième chapitre).
ATOP comporte deux variantes algorithmiques principales (comme montré en figure
3.24). Les sections développées dans cette thèse sont : ATOP PO−GO (optimisation
purement paramétrique), ATOP PO−SO (optimisation mixte paramétrique et de forme)
et ATOP TO−ga (optimisation topologique avec algorithmes génétiques). ATOP PO−GO
et ATOP PO−SO exploitent le logiciel d’optimisation sans dérivées NOMAD.
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Champ Électrostatique Champ Magnétostatique
divJ = 0 divB = 0
rotE = 0 rotH = J
J = σE B = µH
Tableau 3.1 Équations des champs électrostatique et magnétostatique.
3.1 Les Circuits Magnétiques
Un circuit magnétique est généralement réalisé en matériau ferromagnétique dans
lequel un champ magnétique est généré soit par des enroulements enserrant le circuit
magnétique et traversés par des courants (bobines) soit par des aimants permanents.
Le rôle d’un circuit magnétique est de conduire un flux magnétique. Un circuit
magnétique peut comprendre un entrefer; c’est-à-dire un espace d’air qui remplace le
matériau ferromagnétique (voir la figure 3.1). L’entrefer peut avoir deux fonctions :
une fonction structurelle comme dans les machines électriques tournantes1, les PEH et
les machines IRM2, ou une fonction physique quand il permet de diminuer la saturation
des matériaux ferromagnétiques.
Pour définir les lois qui règlent le fonctionnement des circuits magnétiques nous pouvons
utiliser l’analogie entre le champ électrostatique et le champ magnétostatique. Les
équations qui expliquent le comportement des deux champs stationnaires sont données
dans le tableau 3.1.
3.2 L’analyse des circuits magnétiques des PEH
Les circuits magnétiques des PEH possèdent un très grand entrefer (associé au canal
plasma) dans lequel il faut produire un champ magnétique avec une topologie très
précise. Dans ce type de structure, les flux de fuite sont du même ordre de grandeur que
le flux principal [3]. L’utilisation des circuits réluctance pour dimensionner et optimiser
ce circuit est difficilement envisageable car d’une part, il est quasiment impossible de
quantifier précisément ces flux de fuite et d’autre part, le champ n’est pas uniforme
dans l’entrefer. En revanche, les circuits réluctances peuvent être utilisés pour effectuer
des évaluations qualitatives. Ainsi pour le design et l’analyse de cette structure il est
impossible de construire des modèles analytiques pour calculer le champ magnétique
dans l’entrefer en fonction des dimensions de la structure et des courants dans les
1 Où l’entrefer entre rotor et stator est voulu le plus petit possible pour diminuer les pertes
magnétiques
2Imagerie par Résonance Magnétique
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bobines. Des simulations aux éléments finis sont nécessaires pour calculer les valeurs
du champ magnétique produit par la structure. Dans cette thèse, nous proposons
d’étudier le design de ce type de structure par un processus d’optimisation au sein
duquel nous avons besoin d’avoir recours à une simulation numérique par éléments finis
par itération afin d’évaluer le champ magnétique qui constitue la contrainte majeur
de ce dimensionnement. Le circuit magnétique de propulseur à effet Hall nécessite
un calcul 3D par éléments finis pour obtenir les valeurs du champ magnétique. Un
calcul 3D n’est pas envisageable dans un processus itératif d’optimisation (l’ordre de
grandeur du temps de calcul dans le cas d’une simulation 3D de ce type de structure
est de quelques heures). Compte tenu du fait que le champ magnétique à l’intérieur du
canal est (presque) constant selon l’angle θ (axis-symétrie, voir figure 3.2), une solution
consiste à définir un circuit équivalent 2D axisymétrique afin de passer à des simulations
par éléments finis en 2D (l’ordre de grandeur du temps de calcul dans le cas d’une
simulation 2D est de quelques secondes). Pour construire une structure axisymétrique
équivalente 2D telle que présentée en figure 3.2 à droite, il faut transformer les parties
du circuit qui ne sont pas invariantes par rotation autour de l’axe z (bobines et colonnes
externes). Il faut aussi transformer les bobines externes placées autour du canal du
propulseur en une seule bobine externe équivalente. Le circuit équivalent 2D doit
reproduire le même champ magnétique dans le canal et aussi le même niveau d’induction
dans les parties ferromagnétiques de la structure. Si l’on fait référence aux figures 3.3
et 3.4 où le circuit magnétique avec 4 bobines externes est représenté, on peut écrire :
Nbobiπr
2
b = π
[(
Rd +
e
2
)2
−
(
Rd − e2
)2]
, (3.1)
où Nbob représente le nombre des bobines externes du circuit magnétique (4 bobines
externes dans le cas de la figure 3.3), Rd le rayon moyen de la couronne ferromagnétique
équivalente et rb le rayon des bobines du circuit original. Dans l’équation 3.1, le membre
de gauche représente la surface d’une bobine externe et le membre de droite, la surface
de la bobine externe équivalente. On obtient :
e = Nbobr
2
b
2Rd
, (3.2)
e représente l’épaisseur équivalente d’une couronne axysimétrique ferromagnétique. En
toute rigueur, la valeur du paramètre Rd peut être choisie dans l’intervalle [Rmin +
e/2 , Rmax− e/2]. Le choix du paramètre Rd devrait être effectué de façon à minimiser
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Fig. 3.2 Passage d’une structure quasi axisymétrique à une structure réellement axisymétrique [3].
les différences entre le modèle 2D et le modèle 3D. Par convention, nous avons choisi
de donner au paramètre Rd la valeur suivante :
Rd =
Rmin +Rmax
2 . (3.3)
L’épaisseur des couronnes de cuivre est la même dans les modèles 3D et 2D. En effet,
si le théorème d’Ampère est appliqué aux deux contours Σ1 et Σ2 de la figure 3.2 on
en déduit que les deux sections de cuivres doivent être identiques pour égaliser les
ampères/tours. Une fois que l’équivalence axisymétrique sera faite, il sera possible
d’analyser la structure en 2D comme montré en figure 3.5.
3.3 Les problèmes magnétostatiques inverses et le
design optimal
La conception des circuits magnétiques (comme les circuits magnétiques des PEH)
fait appel à l’expérience du concepteur pour ce qui concerne différents aspects du
processus de design : choix de la structure initiale, type de modélisation, etc. Le but
de ce paragraphe est de suggérer une vision élargie sur les méthodes rationnelles de
conception de ce type de structures afin de pouvoir aider le jugement de l’expert par
une méthode de choix automatisé capable d’aboutir à un design de structure optimale.
Les méthodes proposées seront basées sur une formulation de type "problème inverse".
Dans les sciences de l’ingénierie certains problèmes peuvent être formulés de deux façons
différentes : trouver les effets d’une cause donnée, ou au contraire, définir la cause qui
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Fig. 3.3 Couronne ferromagnétique à section de flux équivalente aux sections de noyaux de 4
bobines externes (en rouge). Le paramètre Rd représente la position radiale du centre de la couronne
équivalente et Rc la position radiale du centre des bobines de la structure d’origine. Le paramètre e
représente ainsi l’épaisseur de la couronne ferromagnétique à section de flux équivalente.
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Fig. 3.4 Position du rayon Rd de la couronne ferromagnétique.
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Fig. 3.5 Section 2D du circuit magnétique équivalente axisymétrique du PEH : les algorithmes
d’optimisation décrits dans cette thèse utilisent cette section 2D pour optimiser la structure.
.
génère un effet décrit. Les premiers sont appelés problèmes directs et les deuxièmes
problèmes inverses [85]. Les problèmes qui appartiennent au groupe des problèmes
inverses sont des problèmes où l’objectif consiste à reconstruire des informations à
partir d’un modèle mathématique du système. Les problèmes inverses sont divisés en
deux catégories [86] :
• "Les problèmes d’identification" (estimation de paramètres) : problèmes
dont les données viennent des mesures.
• "Les problèmes de synthèse" : problèmes dont les données sont choisies
arbitrairement et en conséquence la solution peut ne pas exister.
Pour mettre en évidence la différence entre les deux catégories de problème, il faut
rappeler la différence entre un problème "bien posé" et un problème "mal posé". Par
définition un problème bien posé (dans le sens d’Hadamard qui a formulé en 1923 les
bases théoriques d’un tel problème) est un problème où [87] :
• Une solution existe toujours.
• Il y a toujours une seule solution.
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• Un petit changement dans les données implique un changement négligeable
dans la solution.
Un problème mal posé, au contraire, est un problème où :
• Une solution peut ne pas exister.
• Il y a peut-être plus qu’une seule solution.
• Un petit changement dans le données engendre un grand changement dans la
solution.
La dernière propriété implique que la solution ne dépend pas linéairement des donnés.
Les problèmes d’identification ont toujours, au moins, une solution mais les problèmes
de synthèse peuvent aussi ne pas avoir de solutions. D’un point de vue mathématique,
les problèmes inverses sont souvent des problèmes mal-posés et donc des problèmes plus
complexes à résoudre que les problèmes directs [88]. Dans les travaux de cette thèse, on
s’adresse aux problèmes inverses de synthèse électromagnétique dans lesquels le champ
magnétique est choisi comme objectif et la distribution de matière dans l’espace avec
ses sources magnétiques qui génèrent ce champ sont les inconnues du problème. En
magnétostatique les problèmes de synthèse concernent donc la définition des sources
magnétiques (solution du problème) qui génèrent un champ magnétique (données
du problème). Les problèmes de synthèse en magnétostatique sont des problèmes
de design optimal et nécessitent deux modules : un module pour calculer le champ
magnétique et un module d’optimisation qui minimise la fonction objectif du problème.
Les deux modules sont inter-connectés. Un design initial est d’abord choisi et le champ
magnétique de cette configuration est calculé (avec des méthodes analytiques ou avec
des méthodes numériques). Une vérification du critère d’optimisation est mise en
place. Si la configuration ne respecte pas les propriétés souhaitées, des paramètres sont
changés jusqu’à ce que le critère soit satisfait (en manière itérative). Quatre type de
problème inverse de synthèse électromagnétique existent[86] :
1. Synthèse des sources : définir les source d’un champ électromagnétique.
2. Synthèse des conditions aux frontières : définir les conditions aux frontières
qui permettent d’obtenir une configuration électromagnétique.
3. Synthèse des propriétés des matériaux : définir les matériaux et leur con-
figuration pour pouvoir obtenir la configuration magnétique voulue.
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4. Synthèse de la forme : définir la forme d’une structure de façon à produire
une topologie magnétique spécifique.
Souvent, beaucoup de problèmes de synthèse électromagnétique appartiennent à
plusieurs de ces catégories. Deux méthodes de résolution des problèmes inverses
de conception existent. La première option consiste à fixer (sur la base de l’expérience)
un design initial, résoudre le problème direct associé, et évaluer les résultats. Si les
résultats ne sont pas satisfaisants, on corrige le modèle initial et on résolut à nouveau
le problème direct. Ce processus itératif doit être répété jusqu’à l’obtention des perfor-
mances souhaitées. La deuxième option consiste à résoudre directement le problème
sous forme inverse en cherchant à obtenir le design le plus adapté pour obtenir les
performances souhaitées. Dans ce cas, le problème inverse peut être, par exemple,
résolu sous forme d’un problème d’optimisation (la méthode de résolution peut elle
même faire appel à plusieurs résolutions successives du problème direct). La deuxième
option est la plus adaptée pour aboutir à une méthode rationnelle de conception.
Dans le cas plus spécifique d’un problème de dimensionnement optimal d’une circuit
magnétique de PEH les variables du problème d’optimisation sont représentées par les
dimensions géométriques de la structures. Ce types de problème comporte [9] :
• nc variables continues regroupées dans un vecteur x = [x1, ..., xnc ]. Chaque
variable possède des bornes inférieures et supérieures notées respectivement xLk
et xUk . nc représente taille du problème.
• p contraintes d’inégalités. Ces contraintes peuvent représenter des conditions
physiques à respecter, comme par exemple des valeurs d’induction magnétique à
ne pas dépasser dans certaines zones.
• q contraintes d’égalités. Comme les contraintes d’inégalités, elles peuvent représen-
ter des conditions physiques à respecter.
• Une fonction objectif à minimiser à valeurs dans R qui représente le critère global
du problème.
La fonction objectif peut être représentée par différents critères de conception. Elle
peut exprimer par exemple :
• La différence entre des paramètres calculés et des paramètres objectifs (approche
du type moindres carrés), comme la différence entre un champ magnétique
souhaité et le champ produit.
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• La valeur maximale de certaines quantités (approche du type "minimax"), par
exemple une composante du champ magnétique selon une direction spécifique.
• Plus généralement des caractéristiques du système (le poids, le coût, le volume,
etc.).
Le grandeurs ici citées comme possibles fonctions objectif peuvent aussi être ré-
exprimées sous forme de contraintes. Le problème de dimensionnement optimal peut
donc être exprimé sous forme mathématique par [89] :
min
x∈Rn
f(x)
s.c. gi(x) ≤ 0 ∀i ∈ [1, p]
hj(x) = 0 ∀j ∈ [1, q]
xLk ≤ xk ≤ xUk ∀k ∈ [1, nc]
(3.4)
La solution de ce problème correspond à la combinaison des variables xk qui minimisent
la fonction f et qui respectent les contraintes gi et hj. La conception optimale d’un
dispositif électromagnétique demande une généralisation du problème d’optimisation de
dimensionnement optimal exprimé par 3.4. Dans le design optimal, il faut tenir compte
aussi d’autre possibilités qui ne sont pas représentées par des variables continues comme
par exemple le choix des matériaux (ou le choix du nombre des bobines, etc.). Il faut
ainsi ajouter au problème précédent :
• nb variables booléennes regroupées dans le vecteur b à valeurs dans l’ensemble B.
• ne variables entières regroupées dans le vecteur z à valeurs dans l’ensemble N.
Maintenant le problème de conception optimal peut être écrit sous la forme suivante :
min
x∈Rnc
z∈Nne
b∈Bnb
f(x, z, b)
s.c. gi(x, z, b) ≤ 0 ∀i ∈ [1, p]
hj(x, z, b) = 0 ∀j ∈ [1, q]
xLk ≤ xk ≤ xUk ∀k ∈ [1, nc]
zLl ≤ zl ≤ zUl ∀l ∈ [1, ne]
(3.5)
Cette forme générale (dite problème non-linéaire mixte) peut être adaptée très souvent
à chaque problème spécifique de conception optimale de structures électromagnétiques.
Les contraintes et l’objectif du problème peuvent être formalisés par une approche
analytique ou numérique (selon la nature de la fonction objectif) et des méthodes
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d’optimisation structurelle différentes (paramétrique, de forme ou topologique) peuvent
être élaborées et utilisées. Dans cette thèse, les problèmes d’optimisation seront
toujours des problèmes de minimisation d’une fonction objectif. Il n’y a pas une perte
de généralité car pour maximiser une fonction (max f(x)), il est suffisant de minimiser
l’opposé de la fonction (min −f(x)).
3.3.1 Les problèmes de synthèse électromagnétique
Les problèmes de synthèse présentent un intérêt certain pour le design, la construction
et la modernisation des circuits magnétiques des PEH. Dans ce cadre, les problèmes
inverses de synthèse concernent souvent la recherche de la distribution spatiale des
sources de champ ou des formes de structure qui influencent la distribution de champ
électromagnétique (voir figure 3.6). Le design du "blindage magnétique" (magnetic
shielding) actif pour réduire l’intensité de champ magnétique [90] ou le design de la
forme des pièces polaires dans le circuit magnétique pour obtenir une forme de champ
magnétique précise [91], sont bien des exemples de problèmes inverses de synthèse. Le
problème de synthèse structural implique de résoudre le probleme d’optimisation 3.4
pour trouver le vecteur de paramètres x. Dans les problèmes de synthèse structurel le
vecteur x représente la description de la distribution spatiale de matière et des sources
de champ électromagnétique (formes et dimensions des bobines, formes et dimensions
des aimants permanents, intensités des courants, etc.).
Un problème classique de synthèse électromagnétique est, par exemple, la recherche de
la forme optimale d’un pôle magnétique qui doit générer une induction magnétique
précise selon une trajectoire (comme montré en figure 3.7). Dans ce cas, le problème
de synthèse est résolu sous forme d’un problème d’optimisation [92]. Le critère de ce
problème est exprimé par la fonction à minimiser suivante :
f(x) =
∫ b
a
[Bobj(l)−B(x, l)]2dl, (3.6)
où l représente la coordonnée verticale dans la zone objective (ΩT dans la figure 3.7).
Bobj représente le champ magnétique souhaité et B le champ magnétique produit par
le pôle magnétique.
Le problème de synthèse montré dans la figure 3.7 est exprimé sous forme paramétrique
(les variables du problème sont les dimensions géométriques de la structure). Mais le
même problème pourrait être exprimé aussi sous forme d’un problème d’optimisation
de forme où topologique. Ces typologies des problèmes d’optimisation et leurs carac-
téristiques font l’objet du prochain paragraphe.
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Fig. 3.6 Le problème de synthèse électromagnétique.
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Fig. 3.7 Exemple d’un problème de synthèse électromagnétique où il faut trouver la forme optimale
d’un pôle magnétique qui doit produire un champ magnétique précise (dans la zone objectif en vert)
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3.3.2 Les différents approches à l’optimisation structurelle
Le mathématicien britannique George E. P. Box (1919 - 2013) écrivait : "Essentiellement,
tous les modèles sont faux, mais certains sont utiles"3 [93]. Selon l’auteur de cette thèse,
cette phrase doit être interprétée comme une suggestion à chercher toujours le meilleur
modèle possible entre tous les modèles physiques qui peuvent approcher un système
réel. Ainsi, le choix préliminaire du modèle et de la stratégie de conception joue un
rôle fondamental sur le résultat final dans un processus de conception optimal. Donc
plusieurs choix et hypothèses préliminaires doivent être effectuées : vu que, comme cela
a été dit au début du paragraphe, toutes les représentations d’un système physique sont
imparfaites, la première étape du processus consiste à définir les hypothèse utilisées
pour décrire le système. Après cette étape, le problème doit être écrit sous forme
mathématique en choisissant la meilleure approche possible (soit analytique, soit
numérique). Les deux dernières étapes consistent à définir l’algorithme d’optimisation
et la nature de la paramétrisation de la structure qui doit être conçue. Dans la
conception optimale des structures (soit mécanique, soit électromagnétique), plusieurs
approches pour paramétrer une structure sont envisageables (voir figure 3.8) : approche
paramétrique, approche topologique ou optimisation de forme [7].
3.3.2.1 L’optimisation paramétrique
L’optimisation paramétrique des structures consiste à trouver la meilleure combinaison
d’un ensemble de paramètres qui représentent des dimensions géométriques de la
structure. Les variables (paramètres) de ce type de problème sont des dimensions
géométriques de la structure (comme montré dans la figure 3.8.a). Les variables peuvent
aussi se trouver sous forme continue quand elles représentent la présence ou l’absence
de certaines parties de la structure (problème typique dans la conception optimale
des structure statiques comme les ponts) comme montré en figure 3.9 (configuration
initiale du problème) et en figure 3.10 (exemple du résultat du problème d’optimisation
structurel paramétrique dont la configuration initiale est montrée en figure 3.9).
3.3.2.2 L’optimisation de forme
L’optimisation de forme 4 consiste à faire varier les positions des frontières d’un
objet en gardant la même topologie. En mathématique, maintenir la même topologie
3"Essentially, all models are wrong, but some are useful"
4Aussi appelée en littérature scientifique : "Optimisation géométrique"
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Fig. 3.8 Les trois approches à l’optimisation des structures. a) Optimisation paramétrique, b)
Optimisation de forme et c) Optimisation topologique.
F
Fig. 3.9 Exemple de configuration initiale d’un problème d’optimisation structurel du type
paramétrique dans le domaine de la mécanique (statique). Chaque partie de la structure est paramétrée
et représente une variable booléenne (par exemple 1 si la partie de la structure est présente et 0 sinon).
Le critère d’optimisation dans ce cas peut être : le poids de la structure à minimiser, la stabilité de la
structure à maximiser, etc. [7]
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F
Fig. 3.10 Exemple de résultat final d’un problème d’optimisation structurel du type paramétrique
dans le domaine de la mécanique statique (voir la figure 3.9).
structurelle signifie que la géométrie de la structure finale est homéomorphe5 à la
géométrie de la structure initiale (figure 3.11). Dire que la structure initiale et finale
sont homéomorphes est équivalent à dire que les deux structures doivent avoir le même
nombre de "trous". Ce type d’optimisation structurelle est largement utilisé dans le
domaine aéronautique pour optimiser la forme des ailes des avions [95]. Cette méthode
est particulièrement adaptée pour optimiser l’aérodynamique et minimiser la trainée
en améliorant la répartition des efforts sur l’aile parce que ces structures ont des
frontières continues. L’optimisation de forme nécessite la définition d’une structure
initiale et vu que le nombre de "trous" de la structure finale doit rester le même, la
plage de variation de la forme est limitée. Dans l’optimisation de forme, théoriquement,
l’espace des variables est de dimension infinie étant donné que les frontières varient de
manière continue. En réalité les frontières varient grâce à des points de contrôle dont le
nombre est limité. Il existe des techniques mathématiques pour contrôler des frontières
de manier continue avec un nombre limité de points (les courbes des Béziers [96]).
D’autres techniques plus exotiques existent aussi, comme par exemple la simulation
de frontières variables avec des points de contrôle calqués sur le comportement d’un
colonie de bactéries [97].
5En topologie, un homéomorphisme est une application bijective continue, d’un espace topologique
dans un autre, dont la bijection réciproque est continue. Dans ce cas, les deux espaces topologiques
sont dits homéomorphes [94].
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Design initial Design final 
Fig. 3.11 Exemple de structures homéomorphes bidimensionnelles. Les frontières en rouge sont les
frontières variables.
3.3.2.3 L’optimisation topologique
La dernière méthode d’optimisation structurelle qui reste à analyser est l’optimisation
topologique. L’optimisation structurelle du type topologique consiste à chercher la
meilleure répartition des matériaux dans un domaine fixe sans aucune restriction (pas de
contraintes du type homéomorphe sur les formes finales). Cette méthode d’optimisation
est plus flexible par rapport à l’optimisation de forme parce qu’elle permet de se détacher
de l’importance du choix du point initial. Elle est donc plus générale aussi [98]. Pour
définir un problème d’optimisation topologique, il est nécessaire d’abord de définir
un domaine de calcul dans lequel on impose un maillage. Chaque maille représente
l’unité de base de la topologie. L’algorithme choisi remplit chaque cellule avec un
matériau adéquat (voir figure 3.13). L’optimisation topologique se définit comme
un problème d’optimisation discret (présence d’un matériau parmi un ensemble de
matériaux disponibles). L’un des but de l’optimisation topologique est de remédier aux
défauts des deux méthodes d’optimisation présentées précédemment où le poids du
point initial est si important qu’une petite modification peut amener à des solutions
très différentes : cella se traduit par la présence de nombreux minima locaux. Ce
type d’optimisation n’est pas seulement utilisé dans le domaine de l’optimisation des
structures mais aussi dans des domaines plus particuliers, comme par exemple le
domaine des "Méta-matériaux", pour trouver la meilleure configuration cristalline pour
obtenir un matériel à perméabilité négative [99].
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Domaine initial Configuration finale
Fig. 3.12 Optimisation topologique. À gauche le domaine initial avec la présence d’un milieu
homogène. À droite la solution finale avec deux matériaux repartis de manière optimale (le vide en blanc
qui représente les trous et un matériel en gris qui représente la présence de matière ferromagnétique).
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Fig. 3.13 Optimisation topologique. À gauche des espaces initiaux vides et à droite une exemple
de solution.
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3.4 Les problèmes d’optimisation : classification et
techniques de résolution
Une fois que le problème de conception a été mis sous forme mathématique, que tous
les critères de design ont été exprimés sous forme d’équations et que la typologie
d’optimisation structurelle a été choisie (paramétrique, de forme ou topologique), il
reste le choix de l’algorithme d’optimisation. L’algorithme d’optimisation représente la
méthode mathématique choisie pour trouver la meilleure combinaison des variables de
conception qui minimisent (ou maximisent, selon les différents cas) le (les) critère(s)
d’optimisation. Le choix de la méthode mathématique d’optimisation doit être fait en
analysant la formalisation du problème d’optimisation. Avant de décrire les algorithmes
mathématiques nécessaires pour résoudre ces problèmes, il est nécessaire d’analyser en
détails les différentes caractéristiques d’un problème d’optimisation [100] :
• Le nombre de critères : c’est-à-dire le nombre de fonctions objectifs à prendre
en compte. Le problème d’optimisation peut être "mono-objectif" s’il y a une
seule fonction objectif ou "multi-objectif" s’il y a plusieurs fonctions objectifs.
• Le Domaine de recherche : c’est le domaine de définition des variables du
problème.
• Les variables : les variables peuvent être de natures diverses (réelle, entière,
booléenne, etc.. ) et exprimer des grandeurs qualitatives ou quantitatives.
• La fonction objectif : la fonction objectif exprime en terme mathématique
le/les critère/s de conception. Elle peut être multimodale si elle présente
plusieurs minima (minima locaux) comme montré en figure 3.15 ou unimodale
si elle présente un seul minimum (minimum global) comme montré en figure 3.14.
• Les contraintes : les contraintes expriment des lois ou des propriétés que la
solution finale doit respecter. Elles sont exprimées par des égalités ou des
inégalités que les variables doivent satisfaire dans le domaine de recherche. Elles
peuvent être linéaires ou non-linéaires. Les contraintes limitent l’espace de
recherche.
Les algorithmes d’optimisation recherchent un point optimal6 dans l’espace de recherche
qui minimisent (ou maximisent) la fonction objectif en respectant les contraintes. Dans
6Le "point optimal" est la solution du problème d’optimisation : une combinaison de variables qui
minimise la fonction objectif tout en respectant les contraintes.
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Fig. 3.14 Exemple de fonction unimodale avec un seul minimum global.
le cas d’un problème d’optimisation multi-objectif, l’algorithme d’optimisation recherche
un point optimal qui est le meilleur compromis entre tous les points optimaux de toutes
les fonctions objectifs [101] (recherche l’ensemble de tous les compromis). Dans ce cas,
on construira le "Front de Pareto"7, et on sélectionnera le point optimal qui satisfait
au mieux tous les objectifs (la solution choisie sera le meilleur compromis entre tous
les point optimaux).
3.4.1 Classification des algorithmes d’optimisation
Selon la typologie de problème d’optimisation à résoudre plusieurs algorithmes mathé-
matiques d’optimisation existent. Il y a plusieurs façons de cataloguer ces algorithmes
(selon le critère choisi), comme montré dans le tableau 3.2. Une grande distinction est
faite entre les algorithmes d’optimisation locale (recherche d’un minimum local) et les
algorithmes d’optimisation globale (recherche d’un minimum global). La figure 3.16
montre une classification globale de l’univers des méthodes/algorithmes d’optimisation.
Aujourd’hui le domaine mathématique de l’optimisation est devenu un domaine de
recherche à lui seul et le choix des méthodes disponibles est très large. Un problème
d’optimisation est dit continu s’il est défini sur l’espace Rn (et si aucune contrainte
induit une restriction de xi à des valeurs entières). Si les variables sont des valeurs
7Par définition, un point optimal dans le sens de Pareto est un point optimal dans lequel il est
impossible d’améliorer un objectif sans détériorer un autre objectif [102].
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Fig. 3.15 Exemple de fonction multimodale avec plusieurs minima locaux.
entières, le problème d’optimisation est dit discret, comme par exemple une problème
de conception optimale d’une machine électrique où une variable représente le nombre
d’encoches du moteur. Les problèmes où les variables peuvent être des valeurs continues
et discrètes sont dits mixtes. Les problèmes d’optimisation se divisent aussi entre
problèmes avec ou sans contraintes. Les contraintes limitent l’espace des solutions.
Chaque contrainte contribue à diviser l’espace des solutions admissibles en deux sous-
ensembles. L’intersection de tous les sous-ensembles représente le domaine des solutions
admissibles. Pour résoudre un problème avec contraintes différentes approches existent
[103] :
• L’approche du domaine admissible : il consiste à introduire la notion de
direction admissible dans l’algorithme ("méthode admissible"). L’algorithme
cherche un point admissible et une fois trouvé il force l’évolution de l’optimisation
dans la direction qui respecte les contraintes. Le désavantage de cette méthode
est que l’algorithme doit trouver d’abord un point qui satisfait les contraintes (le
cas général peut-être extrêmement complexe) et savoir rester dans ce domaine
admissible. Par contre l’algorithme présente aussi l’avantage que, à chaque
itération, il trouve des approximations réalisables de la solution.
• Méthodes basées sur la pénalisation ou sur le Lagrangien : ces approches
consistent à autoriser des déplacements dans la totalité de l’espace de recherche en
orientant l’évolution vers des points qui respectent les contraintes. Les méthodes
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Critère de classification des algorithmes Typologie d’algorithmes
Selon le type de variables Continue Discret
Selon la nature des fonctions Linéaire Non Linéaire
Selon les contraintes Aveccontraintes
Sans
contraintes
Selon la solution Global Local
Selon la méthode Stochastique Déterministe
Selon la différentiabilité
de la fonction objectif Avec dérivée Sans dérivée
Tableau 3.2 Les classifications des algorithmes d’optimisation selon les différents critères.
basées sur la pénalisation consistent à ajouter artificiellement une pénalisation
au critère qui augmente avec la distance du domaine admissible. Les méthodes
basées sur le Lagrangien introduisent une fonction (appelée fonction de Lagrange
ou Lagrangien) et recherchent les points stationnaires de cette nouvelle fonction.
Les points stationnaires trouvés correspondent aux solutions du problème vu
qu’ils se trouvent dans le domaine admissible [7].
• Les méthodes basées sur les filtres : [104, 105] définissent une fonction h
dite de violation de contrainte qui retourne zéro si le point est réalisable et est
strictement positive lorsque le point est non-réalisable. L’algorithme travaille
ensuite en tentant de réduire à la vois la valeur de l’objectif f et de la fonction
h. Ces méthodes de filtres ont donné naissance à la méthode de la barrière
progressive [106, 107].
Les méthodes d’optimisation utilisent (quand c’est possible) les informations qui
viennent des dérivées de la fonction objectif et des contraintes. Ces informations sont
très utiles. En revanche, dans beaucoup de cas, elles ne sont pas applicables parce que
ces fonctions ne sont pas différentiables. Selon la disponibilité ou pas des informations
qui viennent des dérivées les algorithmes d’optimisation appartiennent à deux grandes
familles:
• Méthodes sans dérivée : recherche directe [108], différences finies [109], méth-
odes stochastiques [110], algorithmes d’optimisation globale ("Branch and Bound"
[111]).
• Méthodes basée sur la connaissance des dérivées : méthode du "Lagrang-
ien augmenté", "SQP", "points intérieurs" et "active-set" [101, 112].
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Fig. 3.16 Classification des méthodes d’optimisation.
3.4 Les problèmes d’optimisation : classification et techniques de résolution 81
3.4.2 Méthodes d’optimisation avec dérivées
En optimisation, les informations qui viennent de la connaissance des dérivées (soit de la
fonction objectif, soit des fonctions contraintes) sont très importantes pour la recherche
d’un optimum. Ces informations ne sont pas toujours facilement accessibles. Souvent
parce que les fonctions ne possèdent pas une forme analytique de la dérivée (dans ces
cas, il existe des outils pour le calcul numérique des dérivées comme par exemple la
"Différentiation automatique" [113]). D’autres fois parce que la fonction objectif
ou/et les contraintes sont du type "boite noire"8 et on ne peut pas y accéder. Dans
le cas particulier où la fonction objectif et les contraintes sont toutes des fonctions
linéaires, la résolution du problème d’optimisation passe par le domaine dit de la
"Programmation linéaire" [103]. Dans la "programmation linéaire" les principales
méthodes de résolution des problèmes d’optimisation sont la "méthode du simplexe"9
et la méthode des "points intérieurs"10 [116, 117]. Malheureusement, dans le domaine
de la conception de structure les critères ou les contraintes sont rarement sous forme
de fonctions linéaires. Plus généralement, les méthodes de résolution les plus utilisées
sont des méthodes applicables à des cas où les fonctions qui expriment les critères et
les contraintes ne sont pas linéaires.
La classe des algorithmes la plus utilisée, si f ,gi ou hj (en référence au problème (3.5))
ne sont pas linéaires, est la classe des "algorithmes de descente". Ces algorithmes
utilisent les informations de la dérivée du critère f pour chercher des directions de
descente. Il est donc nécessaire d’avoir accès à la dérivée. Pour cela il faut que la
fonction objectif et les contraintes soient différentiables sur tout le domaine admissible
de recherche. Les deux algorithmes de descente les plus utilisés (dans le cas sans
contrainte) sont la "méthode du gradient" et la "méthode de Newton" [89].
3.4.3 Méthodes d’optimisation sans dérivée
Comme mentionné au paragraphe précédent, les dérivées contiennent beaucoup d’informations
pour la recherche des points stationnaires d’une fonction. Ces informations rendent la
recherche de la solution des problèmes d’optimisation plus accessible. Cependant, les
dérivées ne sont pas toujours accessibles. Dans beaucoup de cas pratiques la fonction
8Ces types de fonctions objectif/contraintes sont des fonctions où l’utilisateur a accès seulement
aux entrées et aux sorties sans pouvoir accéder à l’intérieur de la fonction. Par exemple quand la
fonction objectif est représentée par une simulation numérique par éléments finis.
9Développée par le mathématicien américain G. B. Dantzig (1914-2005) en 1947 [114]
10Cette méthode trouve son origine historique dans le travaux de Dikin, un élève du grand math-
ématicien russe Andrei Kolmogorov. Les algorithmes modernes sont inspirés par les travaux de
Karmakar au début des années 1980 [115]
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objectif d’un problème d’optimisation n’est pas exprimée sous forme analytique (par
exemple elle est représentée par des simulations éléments finis) ou elle possède une
forme analytique qui ne permet pas de calculer des dérivées. Dans ce cas, il faut faire
appel à des algorithmes d’optimisation qui s’affranchissent du calcul de la dérivée de la
fonction objectif et des contraintes.
L’optimisation sans dérivée représente aujourd’hui un domaine de l’optimisation math-
ématique avec un gros potentiel pour les applications dans les sciences de l’ingénierie.
Des méthodes existent pour fournir des approximations des dérivées quand il n’est pas
possible de les calculer analytiquement. Ces méthodes sont par exemple la différenti-
ation automatique [113] et les différences finies [118]. Par contre dans de nombreux
cas, il est extrêmement compliqué ou impossible de les appliquer. Avec des problèmes
de très grande taille (plusieurs centaines des variables) ces méthodes perdent en effet
beaucoup d’efficacité. Dans beaucoup de cas pratiques, il est possible que la fonction
objectif requiert un temps de calcul non négligeable (de plusieurs secondes jusqu’à
quelques minutes). La méthode des différences finies par exemple nécessite un nombre
d’évaluation de la fonction objectif minimum égal au nombre de variables du problème
plus un pour évaluer la dérivée en un point. Dans le cas où le problème est un problème
de très grande taille et la fonction objectif est coûteuse en temps de calcul, la méthode
des différences finies est difficilement applicable parce que le temps de résolution du
problème peut devenir extrêmement long.
Paradoxalement, avec l’augmentation de la complexité des systèmes électroniques et
informatiques, les cas où il est impossible de calculer les dérivés dans un problème
d’optimisation deviennent de plus en plus fréquents. La raison est simple, les simulations
de systèmes complexes deviennent plus accessibles et plus précises et au même temps
moins coûteux en temps de calculs. Le choix de construire une fonction objectif à
partir de simulations est de plus en plus adopté [119] et dans ce cas, il devient aussi
impossible d’avoir accès aux dérivées. Pour les mathématiciens l’optimisation sans
dérivée représente un vrai défi vu la quantité d’informations perdues. Les méthodes
considérées ici n’utilisent ni les informations de la dérivée de la fonction objectif ni des
méthodes d’approximation des dérivées, ils exploitent des algorithmes déterministes du
type "Recherche Direct" ou des algorithmes "métaheuristiques".
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3.4.3.1 Méthodes sans dérivée déterministes
Les méthodes d’optimisation non-linéaires déterministes11 "sans dérivées" sont générale-
ment appelés méthodes de "recherche directe"12 [119, 120]. Les algorithmes d’optimisation
métaheuristiques appartenant aussi à la catégorie des méthodes "sans dérivée" utilisent
d’autres stratégies. Certains algorithmes du type "Recherche Directe" construisent des
modèles de la fonctions objectif basés sur des échantillons des valeurs de la fonction
d’autres exploitent directement les échantillons des valeurs de la fonction objectif sans
construire un vrai modèle spécifique. Les principales méthodes d’optimisation sans
dérivée déterministes du type "Recherche Directe" sont les suivantes [119] :
• "Directional Direct Search" : entre toutes les méthodes de ce type, la plus
simple et la plus ancienne est la "Coordinate Search". Dans sa version la plus
simple, cette méthode évalue la fonction objectif sur 2nc points (avec nc égal au
nombre de variables du problème) autour de l’itération courante résultant d’une
série de déplacements (dans l’espace admissible des variables) selon une direction
définie par un processus appelé "polling". La méthode est plutôt lente (par
rapport aux autres méthodes) vu l’important nombre d’évaluation de la fonction
objectif, mais robuste [121]. Les algorithmes du type "MADS" ("Mesh Adaptive
Direct Search") appartiennent à cette catégorie [122] et permettent le traitement
de contraintes d’inégalité. L’algorithme "MADS" est soutenu par une analyse
de convergence garantissant la stationnarité au sens de Clarke. L’algorithme
NOMAD utilisé dans le cadre des travaux de cette thèse [123] incorpore la
méthode "MADS".
• "Simplicial Direct-Search" : appelé aussi l’algorithme de "Nelder-Mead"13
[124]. L’algorithme de "Nelder-Mead" utilise le concept géométrique du simplex14.
Il est l’un des algorithmes de recherche directe les plus utilisé en raison de sa
simplicité d’implémentation et de sa capacité à s’adapter à la courbure de la
fonction à minimiser.
• "Implicit-Filtering" : est une méthode du type "line-search" basée sur le
gradient du simplex [125]. Cette méthode impose une descente selon une direction
du type quasi-Newton. La différence avec les algorithmes basés sur les dérivées
11Une méthode d’optimisation est dite déterministe si son évolution vers la solution finale est
toujours la même sous le même conteste donné (même point de départ) : rien est laissé au hasard.
12"Direct-Search optimisation"" en littérature anglaise.
13ou "Downhill simplex method".
14Le simplex est un polytope de N+1 sommets dans un espace à N dimensions.
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est que le vrai gradient est remplacé par un gradient du simplex. L’approche du
type "Implicit-Filtering" ressemble à une approche du type quasi-Newton basé
sur l’approximation des dérivées avec les différences-finies [119].
• "Algorithme à régions de confiance" 15 : l’algorithme construit ici un mo-
dèle simple de la fonction objectif (généralement un modèle quadratique, dont
la dérivée est facile à calculer). À chaque itération l’algorithme effectue un
déplacement (qui est obtenu en minimisant le modèle simplifié de la fonction
objectif) sur une région dite de "confiance". Cette région est souvent une sphère
(en 3D) dont le rayon est appelé "rayon de confiance" du modèle. L’algorithme
cherche à définir le rayon de manière à faire descendre la valeur de la fonction
objectif [126] [101].
Les algorithmes d’optimisation sans dérivées déterministes doivent être utilisés seule-
ment quand il n’y a vraiment pas la possibilité de calculer une dérivé de la fonction
objectif. Ces algorithmes sont fondamentaux pour les travaux de cette thèse parce que
dans la plupart des problèmes d’optimisation formalisés ici il n’y a pas un accès direct
à la dérivée de la fonction objectif. La fonction objectif utilisée pour mettre sous forme
mathématique le problème du design d’un circuit magnétique dédié à la propulsion
spatial à effet Hall contient toujours une simulation éléments finis (fonction objectif
très chére en terme de temps d’évaluation). L’algorithme d’optimisation paramétrique
ATOP PO nécessite donc des méthodes d’optimisation du type "sans-dérivée".
3.4.3.2 Méthodes (sans dérivée) métaheuristiques
Nous avons choisi, dans ces travaux de thèse, de considérer aussi les algorithmes
d’optimisation métaheuristiques [127] même si les principes mathématiques et
logiques à la base de ces algorithmes sont différents des algorithmes déterministes du
type recherche directe. Les algorithmes d’optimisation stochastiques et métaheuris-
tiques tombent dans la catégorie de l’optimisation définie comme "Optimisation Sans
Dérivées" vu qu’ils n’utilisent pas les informations venant des dérivés des fonctions
objectifs ni des fonctions contraintes. Les algorithmes d’optimisation métaheuristiques
sont utilisés pour résoudre des problèmes qualifiés de "difficiles" (souvent dans le
domaine de l’ingénierie et de l’intelligence artificielle). Il est possible de définir un
problème comme "difficile" quand on ne connait pas d’autres méthodes d’optimisation
classiques pour le résoudre [100]. Souvent ce sont des problèmes où les variables sont
discrètes. Les algorithmes du type métaheuristiques cherchent à imiter les mécanismes
15en anglais "Trust Region Algorithm"
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de sélection de la nature (comme l’évolution biologique par exemple) pour optimiser
une fonction et trouver ainsi l’optimum d’un problème complexe [128, 129].
Le méthodes évolutionaires sont les méthodes métaheuristiques les plus utilisées.
Les algorithmes évolutionaires s’inspirent des lois biologiques de l’évolution Darwinienne
des espèces. Ils ont été introduits, pour la première fois, dans les années cinquante au
vingtième siècle [130]. Parmi toutes les méthodes évolutionaires, l’algorithme-génétique
[131] est certainement celui qui est le plus connu. Les algorithmes évolutionaires
ont commencé à attirer l’attention de la communauté scientifique quand la puissance
de calcul disponible a commencé à être importante. Ces méthodes demandent une
puissance de calcul assez grande et par conséquent leur essor a été favorisé par le
développement des calculs sur ordinateur. Le principe à la base des algorithmes
évolutionaires est le suivant : un ensemble de N points dans un espace de recherche
est choisi au hasard et il représente la "population"16 initiale. Chaque individu de la
population possède une valeur (appelée valeur de "fitness") qui représente le niveau
d’adaptation à l’objectif voulu. L’algorithme évolutionaire fait évoluer la population,
en gardant le même nombre d’individus, pour obtenir une valeur de "fitness" toujours
plus petite [132] (si c’est un problème de minimisation autrement plus grande si c’est
un problème de maximisation) . La génération des nouvelles populations est faite
sur la base des principes de l’évolution Darwinienne : la "sélection" qui encourage
la survie des individus avec un "fitness" plus petit (en cas de minimisation) et la
"reproduction" qui permet de mélanger l’héritage génétique des populations pour
générer de nouvelles possibilités. Les algorithmes génétiques sont plus efficaces pour
les problèmes discrets où les variables sont du type booléen par exemple. Dans ce
type de problème un individu peut être représenté par une liste de nombres entiers
binaires. Le passage d’une génération à la génération suivante s’effectue en quatre
phases [133] : la phase de sélection, la phase de reproduction, la phase d’évaluation du
"fitness" de chaque individu et la phase de remplacement. La phase de "sélection" a
comme objectif de choisir les individus qui prennent parti de la "reproduction". Ils sont
choisis, plusieurs fois, selon la valeur de leur "fitness". Plus la valeur du "fitness" est
petite, plus souvent l’individu est choisi. Les individus choisis sont disponibles pour la
phase de "reproduction" consistant à copier ces individus, en appliquant les opérateurs
de variation (croisement et mutation, décrits dans la figure 3.17), pour générer de
nouveaux individus. L’opérateur "croisement" produit deux individus à partir des deux
parents. L’opérateur "mutation" génère un nouveau individu en agissant sur un "gène"17.
16Toute la terminologie des algorithmes évolutionaires vient du vocabulaire de la biologie.
17Le "gène" représente la valeur d’une variable, un "individu" est un ensemble possible des valeurs
des variables, c’est à dire un ensemble de "gènes".
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Fig. 3.17 Les opérateurs de variation des algorithmes génétiques. a)Le croisement. b) La mutation.
Il agit plus rarement que l’opérateur "croisement" [134] selon une loi de probabilité.
Le processus stoppe après un certain nombre de générations selon un critère d’arrêt
spécifié arbitrairement par l’utilisateur. Le principe de fonctionnement d’un algorithme
évolutionaire est montré sur la figure 3.18. Deux typologies de croisement existent : le
croisement dit du "point singulier" et le croisement "uniforme" [128]. Comme montré
sur la figure 3.19 le croisement du type "point-singulier" consiste à choisir un nombre
entier aléatoire N (compris entre 1 et le nombre des gènes d’un individu) et à échanger
entre deux individus toute la chaîne de gènes à partir du gène N . Le croisement du
type "uniforme" consiste à générer une chaîne aléatoire de variables booléennes de la
même longueur que les individus de la population. Les gènes qui vont être croisés
seront les gènes qui correspondent à la position des 1 dans la chaîne aléatoire (comme
montré en figure 3.19).
D’autres méthodes métaheuristiques existent aussi (comme les "Algorithmes de colonies
de fourmis" [135], le "Recuit Simulé" [136] ou la "Recherche tabou" [137] [138]) mais ils
sont moins utilisés dans le domaine de l’optimisation des structures électromagnétiques.
Les méthodes évolutionaires ont déjà démontrés leur efficacité dans le design des
structures électromagnétiques [139–143].
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Fig. 3.18 Structure d’un algorithme évolutionniste.
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Fig. 3.19 Les différents types de "croisement". a)Le Croisement Point-Singulier. b) Le Croisement
Uniforme.
3.5 "Modèles substituts" (surrogate models)
Souvent dans le domaine de l’ingénierie, il y a la nécessité de simuler des systèmes
complexes à travers la construction d’un modèle. L’analyse de ces modèles (qui peuvent
contenir par exemple des simulations éléments finis, des systèmes de dérivées partielles,
des systèmes multi-physiques, etc.) peut être très chère en temps de calculs. Ces
systèmes peuvent faire l’objet d’un processus d’optimisation où chaque évaluation de la
fonction objectif correspond à une analyse de ce système (très chère en terme de temps
de calcul). Il est par contre possible d’appliquer des approximations mathématiques
ou physiques aux modèles qui doivent être simulés. Le vrai modèle (modèle de la
réalité qui contient des simulations et des calculs complexes et chers en terme de temps
de calculs, comme des simulations par éléments finis) peut être approximé avec la
construction d’un "modèle substitut" ou en anglais "Surrogate Model" [144, 145].
Les modèles substituts peuvent être de deux typologies : physiques ou fonctionnels. Un
modèle substitut physique18 est un modèle construit sur la base de simplifications
physiques du système original de référence (par exemple une simulation par éléments
finis avec un maillage moins fin ou une linéarisation du terme source ou des équations,
etc.). Ce type de modèle est construit sur la base d’une bonne connaissance physique
du système. Un modèle substitut fonctionnel est un modèle basé uniquement sur
18Appelés aussi en littérature anglaise "Mechanistic Models" [119].
3.5 "Modèles substituts" (surrogate models) 89
des représentations algébriques du modèle physique original de référence. Dans cette
thèse, on est uniquement intéressé aux modèles substituts fonctionnels. Les modèles
substituts fonctionnels sont construits grâce aux données récoltées par échantillonnage
de l’espace admissible des variables du modèle réel. Pour un problème à n variables,
on peut imaginer que l’évaluation de la fonction objectif sur un point x(i) est possible
grâce à l’exécution d’un code informatique (du type "boîte-noire") qui correspond à
une fonction inconnue f : Rn → R. La fonction f est évaluée sur m points [146] :
S = [x(1), ..., x(i), ..., x(m)]T ∈ Rm×n, (3.7)
x = {x1, ..., xi, ..., xn} ∈ Rn, (3.8)
et l’évaluation de f sur m points correspond à :
fS = [f (1), ..., f (i), ..., f (m)]T = [f(x(1)), ..., f(x(i)), ..., f(x(m))]T ∈ Rm, (3.9)
Les couples (S, fS) correspondent aux échantillons des données disponibles pour con-
struire le modèle substitut. L’objectif est donc de construire un modèle avec le plus
petit nombre possible d’échantillons (m le plus petit possible) qui soit capable de
prédire la valeur de la fonction f pour un point xi quelconque : estimer f(x) sur la base
des échantillons de données (S, fS). L’évaluation du modèle substitut est plus efficace
(vu qu’elle est une simplification/approximation) par rapport au modèle original, par
contre ce modèle substitut perdra en précision. Les questions clés dans le processus de
création d’un modèle substitut sont :
• Comment choisir les points (échantillons) du vrai modèle à évaluer?
• Comment construire le modèle substitut?
• Comment évaluer la précision du modèle substitut?
Un modèle substitut est donc un "modèle d’un modèle" de la réalité. Nous appellerons
ici (pour éviter tous les types de confusions) "modèle" le modèle original de référence
qui décrit directement la réalité (avec par exemple des simulations chères en terme de
temps de calculs). Les algorithmes d’optimisation du type "sans-dérivée" souvent sont
conçus pour accepter des modèles substitut de la fonction objectif (ou des fonctions
contraintes) qui contient le modèle du système à optimiser. Dans ce cas on parlera
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de "fonction substitut" pour indiquer le modèle substitut de la fonction objectif
originale (ou des fonctions contraintes). Le calcul de la fonction substitut est beaucoup
moins chère en termes de temps de calculs que le calcul de la vraie fonction objectif
de référence. La fonction substitut permet de donner à l’algorithme un outil pour
pouvoir accélérer à la recherche des points optimaux à chaque itération. Vu que le
temps d’évaluation de la fonction substitut est beaucoup moins important par rapport
à la vrai fonction, l’algorithme peut l’évaluer un grand nombre de fois (à chaque
itération) pour explorer de manière plus efficace l’espace de recherche et ainsi évaluer
la fonction de référence (qui est beaucoup plus précise) un nombre plus limité de fois.
Les algorithme du type "Recherche-Directe" peuvent utiliser la fonction substitut pour
les processus de "Search" et/ou de "Poll" et seulement vérifier la précision des résultats
obtenus avec la vrai fonction objectif [147]. Dans la littérature ils existent plusieurs
techniques et logiciels pour la construction des modèles substituts [148]. Nous avons
décidé de décrire ici les quatre techniques principales pour la génération des modèles
substituts :
• "Polynomial Response Surface Model" (RSM) [149, 150] : cette méthode
utilise une approximation polynomiale dans laquelle les données échantillonnées
sont ajustées par une technique de régression des moindres carrés. Généralement
le modèle polynomial quadratique est le meilleur compromis entre temps de
calculs et précision [151]. Un avantage de la méthode RMS est sa capacité à
lisser le bruit numérique dans les données. Un modèle "RMS" quadratique d’un
ensemble de données échantillonnées fs peut être écrit de la manière suivante
[152] :
f(x) = fˆ(x) + ϵ, x ∈ Rn, (3.10)
où fˆ(x) est l’approximation polynomiale et ϵ l’erreur aléatoire commise à chaque
évaluation. Le modèle "RSM" quadratique fˆ(x) peut être écrit comme :
fˆ(x) = β0 +
n∑
i=1
βixi +
n∑
i=1
βiix
2
i +
n∑
i=1
n∑
j≥i
βijxixj, (3.11)
où les paramètres β0 , βi , βii and βij sont des coefficients inconnus qu’il faut
déterminer. Dans l’équation (3.11) il y a p = (n+1)(n+2)/2 paramètres inconnus.
Pour construire un modèle "RSM" avec n variables, il faut au minimum p points
d’échantillonnage (il faut évaluer le vrai modèle au moins p fois). β ∈ Rp est le
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vecteur colonne qui contient les p coefficients inconnus qui sont les estimateurs
des moindres carrés :
β = (UTU)−1UTfS, (3.12)
où
U =

1 x(1)1 · · · x(1)n x(1)1 x(1)2 · · · x(1)n−1x(1)n (x(1)1 )2 · · · (x(1)n )2
... ... . . . ... ... . . . ... ... . . . ...
1 x(m)1 · · · x(m)n x(m)1 xm)2 · · · x(m)n−1x(m)n (x(m)1 )2 · · · (x(m)n )2
 ∈ Rm×p.
(3.13)
Avec le calcul de tous les coefficients dans l’équation (3.12), les approximations
fˆ(x) de la fonction f(x) peuvent être calculées sur tous les points qui appartien-
nent à l’espace admissible de variables.
• "Fonctions de Base Radiale"19(RBF) [153, 154] : Les modèles substituts
générés par des fonctions de base radiale ont été souvent utilisés dans l’optimisation
sans dérivée [155–157]. Pour interpoler une fonction f dont les valeurs, sur un
ensemble X = {x(0), ..., x(i), ..., x(p)} ⊂ Rp, sont D = {d1, ..., di, ..., dp} ⊂ R1, il
est possible d’utiliser un modèle substitut fˆ : Rp → R1 tel que :
fˆ(x(i)) = di i = 1, 2, ..., p. (3.14)
Ce modèle substitut est construit de la manière suivante :
fˆ(x) =
p∑
i=0
λiφ
(∥∥∥x− x(i)∥∥∥) , (3.15)
où φ : R+ → R et λ = [λ1, ..., λi, ..., λp] ∈ R. La fonction φ (∥x∥) est une
fonction de base radiale. Le terme "base radiale" signifie que ce type de fonction
est constante sur toutes les sphères centrées à l’origine en Rp. Les paramètres λi
sont à déterminer [119] . Les points X = {x(0), ..., x(i), ..., x(p)} sont les centres
des fonctions de base radiale.
• "Krigeage" [158, 159] : Le "Krigeage" (ou en anglais "Kriging models") est une
méthode d’interpolation spatiale qui fournit une prédiction statistique d’une
19"Radial Basis Functions"
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fonction inconnue en minimisant son erreur quadratique moyenne. Le terme
"Krigeage" provient du nom de famille de l’ingénieur minier sud-africain Daniel
G. Krige (1919 - 2013) qui dans les années cinquante a développé des méthodes
empiriques pour la prévision de la distribution des minéraux souterrains à partir
d’échantillons de sol (le but de son travail était de pouvoir prédire la présence
du minerai dans les endroits où il n’y avait pas d’échantillons de sol). La
méthode a été formalisée par George Matheron (1930 - 2000) à l’École des Mines
de Paris [160]. La méthode du Krigeage, à la différence des autres méthodes,
intègre des composants stochastiques qui sont plus adaptée en vu d’un processus
d’optimisation globale. Les modèles basé sur le Krigeage ont deux composantes :
la première composante est un modèle simple qui doit capturer la tendance des
données et la deuxième composante est la mesure de la déviation entre la vraie
fonction et le modèle. Pour plus des détails voir [146].
• "Grilles Sparse" [12, 13, 161–164] : La méthode des "grilles sparse"20 est une
technique numérique pour représenter, approximer et interpoler des fonctions
avec un grand nombre de dimensions (variables). La technique plus simple pour
approximer une fonction multidimensionnelle consiste à calculer la fonction sur un
certain nombre de points (nœuds de support) et obtenir les valeurs sur d’autres
points par interpolations. L’interpolation par "grilles sparse" utilise un ensemble
de nœuds de support plus restreint par rapport à des grilles complètes [165].
Les grilles sparse d’interpolation conventionnelles sont construits à partir des
évaluations du modèle dans les nœuds de la grille. Ces nœuds sont sélectionnés
auparavant sur la base des caractéristiques des fonctions avec dérivées contin-
ues. Avec un mécanisme de construction hiérarchique, il est possible d’affiner
l’interpolant avec une tolérance donnée. La propriété la plus importante des
grilles sparse (ce qui rend cette méthode attractive pour la générations des mod-
èles substituts) est le fait que, avec une augmentation de la résolution de la grille,
la dégradation de l’erreur asymptotique de la grille complète est préservée sur
la grille sparse avec une facteur logarithmique [165] (si la fonction qui doit être
approximée est suffisamment lisse). La qualité de l’approximation, la construc-
tion et le nombre d’évaluations du modèle de référence dépendent des types de
fonctions de base choisies pour le processus d’interpolation (polynomial, fonction
affine par morceaux multilinéaires, etc.). Les grilles sparse conventionnelles sont
isotropes (elles traitent toutes les variables de la même manière). Mais beaucoup
de problèmes varient rapidement seulement sur certaines dimensions (chaque vari-
20"Sparse Grid" en littérature anglaise
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Grille du type « Clenshaw-Curtis »
d dimension N niveau de profondeur de la grille
Fig. 3.20 Grilles sparse du type "Clenshaw-Curtis" pour un problème à deux dimensions. C’est le
type de grille utilisé pour les modèles substituts calculés dans cette thèse.
ables fait varier le modèle différemment). Il est donc intéressant d’augmenter le
niveau de précision seulement dans les directions fortement variables [166] : cette
approche est appelée anisotrope ou adaptative ("Grilles Sparse Adaptatives").
Un exemple de grille sparse du type "Clenshaw-Curtis"[12] est illustré en figure
3.20.
Dans le cadre des travaux de cette les méthodes du "Krigeage" et des "Grilles Sparse" ont
été mises en place et testés. La méthode des "Grilles Sparse" a donné des résultats très
satisfaisants (avec l’algorithme NOMAD® qui est exposé dans le paragraphe suivant)
qui seront exposés dans le quatrième chapitre.
3.6 L’algorithmeMADS et son implémentation NO-
MAD
NOMAD21 est un logiciel d’optimisation (écris en C++) développé par l’équipe de
recherche GERAD à Montréal au Canada sous licence publique générale limitée GNU
[167, 168]. Il est conçu pour résoudre des problèmes d’optimisation qui appartiennent
à la classe de l’optimisation du type "boîte-noire (voir la figure 3.21) où la fonction
21"Nonlinear Optimization by Mesh Adaptive Direct Search"
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NOMAD
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𝒙 ∈ ℝ𝒏
Fig. 3.21 L’optimisation du type "Black-Box" avec NOMAD.
objectif (et/ou les fonctions contraintes) pour être calculée nécessite l’évaluation d’un
code informatique contenant des simulation ou des informations non accessibles [8].
Ce logiciel s’adresse surtout aux problèmes d’optimisation où la fonction objectif est le
résultat d’une simulation où :
• Il n’y a pas un accès à la dérivée.
• L’évaluation de la fonction peut être polluée par du bruit.
• L’évaluation de la fonction objectif peut échouer même sur des points admissibles.
NOMAD implémente un algorithme d’optimisation du type "MADS" ("Mesh Adaptive
Direct Search") pour la résolution des problèmes non linéaires avec contraintes [107].
Les algorithmes du type "MADS" sont conçus pour minimiser des fonctions "non-lisses"22
(ou non régulières) f : Rn → R ∪ {∞} sous contraintes générales x ∈ Ω ̸= ∅ ⊂ Rn.
NOMAD est recommandé jusqu’à 50 variables mais l’utilisation de parallélisme et
d’outils statistiques permettent la résolution de plus gros problèmes [169, 170].
L’algorithme de type MADS, qui est au cœur de NOMAD, cherche une solution avec la
construction d’un maillage adaptatif sur l’espace des variables (domaine). Le maillage
dans ce cas est une discrétisation de l’espace de valeurs admissibles des variables. Une
recherche directe du type adaptative est faite sur le maillage (avec un contrôle du
22En littérature anglaise : "Nonsmooth Functions"
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Fig. 3.22 NOMAD et l’optimisation avec les "Surrogates functions".
raffinement du maillage). L’objectif de l’algorithme MADS est de trouver un point
à chaque itération qui améliore la meilleure solution courante. Quand l’algorithme
ne parvient pas à trouver une meilleure solution la taille du maillage est réduite à
l’itération suivante. Chaque itération a deux passages : le "Search" et le "Poll" (voir
la figure 3.23). NOMAD accepte des modèles substituts de la fonction objectif et des
contraintes (voir la figure 3.22). Les modèles substituts sont utilisés pour améliorer
l’étape appelée "Search" (étape de recherche globale). Le temps de calcul d’un modèle
substitut est négligeable par rapport au temps de calcul de la vraie fonction objectif.
NOMAD peut donc utiliser le modèle substitut à la place de la vraie fonction objectif
pour le "Poll" (sonde locale) et utiliser la vraie fonction objectif seulement pour vérifier
la précision de la valeur trouvée. Des points à tester sont sélectionnés avec la vraie
fonction objectif et sont après évalués à travers la fonction substitut [168]. Les points
les plus prometteurs sont de cette manière évalués "réellement" en premier avec la vraie
fonction objectif. Cette méthode permet de mieux explorer l’espace de recherche et
d’améliorer les performances de l’algorithme en terme de qualité de la solution finale
et du temps de calcul. NOMAD® peut accepter des fonctions contraintes et il peut les
gérer de différentes façons :
• "EXTREME BARRIER" [122] : les fonctions contraintes doivent être toujours
satisfaites. Les points qui ne satisfont pas les contraintes sont simplement rejetés.
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Présentation de l’algorithme du type MADS de NOMAD®
Initialisation : 𝒙𝟎 ∈ ℝ
𝒏 est le point initial (itération k=0) 
Boucle principale : 
Répéter 
Jusqu’au  Critère d’arrêt est satisfait
SEARCH : recherche sur le maillage pour trouver une meilleur solution que 𝑥𝑘
if le «SEARCH» échoue après
«POLL» sur le maillage pour trouver une meilleure solution
if une meilleure solution que 𝑥𝑘 est trouvée par le «SEARCH» ou le «POLL» après
cette solution est appelée 𝑥𝑘+1et le maillage est grossi 
else
𝑥𝑘+1 = 𝑥𝑘et le maillage est réduit
Mise à jour des paramètres et passage à l’itération suivante : k  k+ 1
Fig. 3.23 Présentation de l’algorithme MADS qui est dans NOMAD (pseudo-code) [8].
• "PROGRESSIVE BARRIER" [107] et "FILTER APPROACH" [106] :
les contraintes doivent être satisfaites seulement par la solution finale (et pas
obligatoirement par les points intermédiaires).
• "PEB" [171] : d’abord les contraintes sont traités avec l’approche "PROGRES-
SIVE BARRIER" et une fois qu’ils sont satisfaits, avec l’approche "EXTREME
BARRIER".
3.7 L’algorithme d’optimisation ATOP
Le design des circuits magnétique des propulseurs à effet Hall demande la résolution
d’un problème électromagnétique inverse. Ces structures ont toujours été développées
en s’appuyant sur l’expérience des ingénieurs sans une vrai approche rationnelle.
L’objectif de cette thèse est de pouvoir fournir un outil de développement dédié à
ce type de structure permettant de rationaliser le processus de design. L’algorithme
ATOP (en anglais "Algorithm To Optimize Propulsion") est un algorithme dédié
au design et à l’optimisation des circuits magnétiques des propulseurs à effet Hall.
Il peut être appliqué pour la conception de nouveaux circuits magnétiques, pour
l’optimisation des circuits magnétiques déjà existants ou pour la conception de circuits
magnétiques innovants (capables de générer des cartographies de nouvelle génération).
3.7 L’algorithme d’optimisation ATOP 97
Il a été développé dans l’équipe de recherche GREM3 du laboratoire LAPLACE de
Toulouse. ATOP est un algorithme d’optimisation des structures magnétostatiques
axisymétriques. Il regroupe différentes méthodes d’optimisation : paramétrique23
(dans lequel il y a deux sous-sections : optimisation purement paramétrique24 et
optimisation paramétrique mixte avec l’optimisation de forme25 [172]) et topologique26.
Les travaux de cette thèse sont concentré principalement sur la section d’ATOP
dédiée à l’optimisation paramétrique (et de forme en partie) appelée ATOP PO [83].
Les travaux de thèse de Satafa Sanogo ont eu pour objectif le développement de la
partie d’ATOP dediée à l’optimisation topologique appelée ATOP TO [9, 10]. Dans
le cadre d’ATOP PO les méthodes mathématiques d’optimisation employées pour la
résolution du problème magnétostatique inverse sont des méthodes d’optimisation dites
"sans dérivées" (décrites dans le paragraphe 3.3.6). ATOP TO, au contraire, utilise
des méthodes d’optimisation basées sur le calcul de la dérivée de la fonction objectif
(et aussi une méthode d’optimisation globale appelée "Branch and Bound" [11, 111]).
La dérivée de la fonction objectif est obtenue grâce au calcul d’un système adjoint
[9] qui permet d’avoir accès à des paramètres physiques du problème permettant
d’exprimer la dérivée de la fonction objectif. Dans le cadre des travaux de cette
thèse, nous avons développé aussi une section de l’algorithme ATOP qui exploite
les algorithmes génétiques pour résoudre un problème d’optimisation Topologique :
ATOP TO−ga ("Topology optimisation with Genetic Algorithms"). Dans ATOP les
valeurs du champ magnétique sont calculées à l’issue d’une simulation par éléments
finis (avec le logiciel FEMM 4.2 [173]). L’algorithme a été codé avec MatLab®.
Toutes les sections actuellement existantes d’ATOP sont montrées sur la figure 3.24.
L’algorithme ATOP PO a été employé pour le design du circuit magnétique du prototype
du propulseur à effet Hall à faible érosion PPS-1350-LE pour le compte de SAFRAN.
Les résultats et la procédure d’optimisation pour le design de ce prototype seront
montrés dans le chapitre suivant.
3.7.1 ATOP PO
L’algorithme ATOP PO est la section d’ATOP dédiée à l’optimisation paramétrique des
circuits magnétiques des propulseurs à effet Hall [83]. Cet algorithme accepte comme
variables de conception les dimensions géométriques du circuit magnétique et l’intensité
23ATOPPO (en anglais ATOP "Parametric Optimization")
24ATOPPO−GO (en anglais ATOP "Paramatric - Geometric Optimization")
25ATOPPO−SO (en anglais ATOP "Paramatric and Shape Optimization")
26ATOPTO (en anglais ATOP "Topology Optimization")
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ATOP
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Topology 
Optimization
ATOP
PO/SO
Parametric/Shape 
Optimization
Type d’optimisation structurel: Algorithme mathématiques 
d’optimisation utilisé:
Direct search: ATOP
PO
Gradient: ATOP
TO-g
Algorithmes génétiques : ATOP
TO-ga
Branch and Bound: ATOP
TO-bba
ATOP
PO-GO
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Fig. 3.24 Les différentes sections qui composent l’algorithme ATOP. Les parties de l’algorithme
ATOP développées dans cette thèse sont surlignées en jaune. (en littérature l’algorithme appelé ici
ATOPTO−g est appelé ATOPTO [9, 10] et l’algorithme appelé ici ATOPTO−bba est appelé ATOPBBA
[11])
du courant dans les bobines (toujours des courants continues pour ce type d’application).
L’algorithme ne prend en compte que des variables qui varient continûment (pas de
variables booléennes). Les points où des valeurs de champ magnétique dans le canal
sont imposés (en tant qu’objectif ou en tant que contrainte) ont été nommés "points
de mesure" (voir les figures 3.25 et 3.26). Les points de mesure sont repartis dans
trois vecteurs verticaux (ΩT1, ΩT2 et ΩT3 sur la figure 3.25) et un vecteur horizontal
(ΩT4 sur la figure 3.26). La somme de ces quatre vecteurs forme la zone objectif27 du
problème d’optimisation :
ΩT = ΩT1 + ΩT2 + ΩT3 + ΩT4. (3.16)
Les vecteurs verticaux sont ordonnés selon une répartition bien précise : un vecteur
le long de la paroi interne du canal céramique, un vecteur le long de la paroi externe
du canal et un vecteur vertical placé au centre du canal. Cette disposition permet de
contrôler le champ magnétique (forme et intensité) dans le canal de manière satisfaisant
et assez complète. Le vecteur horizontal est placé au niveau du plan de sortie du
canal (comme montré sur la figure 3.26). Ce vecteur définit les points où il est très
important d’imposer des valeurs d’inclinaison des lignes de champ. Comme expliqué au
27En littérature anglaise souvent appelée"Target Region".
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deuxième chapitre, l’un des paramètres de la topologie magnétique le plus important
est la lentille magnétique (sa forme et donc l’inclinaison des lignes de champ, surtout à
la sortie du canal). Le champ magnétique objectif est imposé sur un certain nombre de
points (dans cette thèse 40 points par vecteur avec 3 vecteurs verticaux : 120 points au
total) dans le canal du moteur (voir la figure 3.25). Des valeurs d’inclinaison des lignes
de champ sont imposées à la sortie du canal (dans cette thèse le vecteur horizontal a 40
points). La fonction objectif (ou contrainte) est la somme de deux fonctions F1 et F2 :
F (x) = F1(x) + F2(x). (3.17)
F1 et F2 représentent respectivement :
• La somme discrète de la différence entre le champ magnétique produit et le champ
magnétique imposé sur chaque point de mesure. En référence à la figure 3.25 (où
les zones objectif verticales sont illustrés), l’équation (3.6) devient dans ce cas :
F1(x) =
n∑
i=1
(∥∥∥Bri(x)−BrObji ∥∥∥2 δi + ∥∥∥Bzi(x)−BzObji ∥∥∥2 λi) , (3.18)
où n représente le nombre total des points de mesure verticaux, BrObji et Bz
Obj
i
les champs magnétiques objectifs (respectivement radial et axial) qui sont imposés
sur chaque point de mesure i. Bri(x) et Bzi(x) sont les composantes radiale
et axiale du champ mesuré à chaque itération. Les coefficients δi et λi peuvent
donner un "poids" (selon le problème) différent à chaque point de mesure. Plus
le coefficient est grand plus le point de mesure est prioritaire dans le processus
d’optimisation. Ces coefficients sont nécessaires aussi pour tenir compte du rap-
port entre les composantes (axiale et radiale) du champ magnétique. L’intensité
de la composante axiale du champ magnétique est d’un ordre de grandeur (en
moyenne) plus faible par rapport à l’intensité de la composante radiale. Dans
cette thèse nous avons choisi λi = 100 et δi = 10.
• La somme discrète de la différence entre la valeur de l’inclinaison de la lentille
magnétique produite et la valeur de l’inclinaison de la lentille magnétique imposée
sur chaque point de mesure du vecteur horizontal (voir la figure 3.26 ) est :
F2(x) =
m∑
j=1
∥∥∥αj(x)− αObjj ∥∥∥2 , (3.19)
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Fig. 3.25 Dans l’algorithme ATOPPO les points où l’utilisateur impose les valeurs de champ
magnétique à optimiser sont appelés "points de mesure". Les "points de mesure" sont disposés sur trois
vecteurs verticaux (comme montré ici) et un vecteur horizontal (sur la figure 3.26). Le nombre total
de points et la position radiale des trois vecteurs peut être imposé arbitrairement par l’utilisateur.
où m représente le nombre total de points de mesure horizontaux (dans cette
thèse m = 40). Si on reprend l’équation (2.10) on peut définir les angles αi et
αObji comme suit :
αj(x) = arctan
(
Bzj
Brj
)
, (3.20)
αObjj (x) = arctan
BzObjj
BrObjj
 . (3.21)
Comme montré en figure 3.24, ATOP PO possède deux sous-sections : une section pure-
ment paramétrique (ATOP PO−GO) et une section hybride d’optimisation paramétrique
et de forme mixte (ATOP PO−SO). Les sections d’ATOP PO sont les suivantes :
1. Optimisation purement paramétrique: ATOP PO−GO : L’algorithme peut
optimiser la forme des profils du champ magnétique en minimisant l’écart entre
un champ magnétique objectif et le champ magnétique produit par la structure
via la modification des dimensions géométriques et des courants électriques dans
les bobines. Il est aussi possible de minimiser la masse totale (ou la masse d’une
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Fig. 3.26 Les points de mesure (du vecteur horizontal) où l’utilisateur impose les valeurs de
l’inclinaison de la lentille magnétique à la sortie du canal plasma dans l’algorithme ATOPPO.
partie spécifique) du circuit magnétique (masse des parties ferromagnétiques et
masse des bobines) et/ou les courants dans les bobines.
2. Optimisation de la forme du circuit magnétique : ATOP PO−SO : Cette
version de l’algorithme est appliquée quand il y a des contraintes très fortes
à respecter au niveau de la forme des bobines et des parties ferromagnétiques
de la structure. La forme et certaines dimensions du circuit magnétique sont
optimisées (les courants des bobines peuvent être pris en compte aussi en tant
que variables d’optimisation) en respectant une contrainte supplémentaire sur le
champ magnétique produit par la structure.
Les formulations mathématiques, à partir desquelles les problèmes sont résolus, sont
explicitées en détail dans les sections suivantes. ATOP PO exploite le logiciel NO-
MAD® [168] pour résoudre le problème d’optimisation. L’architecture de ATOP PO
est présentée en figure 3.33.
3.7.1.1 ATOP PO−GO : optimisation des profils du champ magnétique, min-
imisation de la masse et/ou des courants bobines.
Dans cette configuration d’ATOP PO, le profil du champ magnétique est optimisé dans
le canal du moteur. Il est nécessaire de le forcer à se rapprocher le plus possible
d’une topologie magnétique donnée par le cahier des charges. Cette contrainte peut
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se formuler mathématiquement par la minimisation de la différence entre le champ
magnétique de la structure (qui doit être optimisé/conçue) et le champ magnétique
objectif (optimal). ATOP PO−GO cherche, à chaque itération, à diminuer la différence
entre le champ magnétique généré et le champ magnétique objectif en faisant varier les
dimensions de la structure choisies comme variables et les courants dans les bobines.
Les dimensions de la structure que l’on souhaite faire varier lors de l’optimisation sont
directement choisies par l’utilisateur d’ATOP PO−GO. Un exemple de choix possible
(choix pris dans les travaux de cette thèse) est montré sur la figure 3.27. Le tableau 3.3
(en référence à la figure 3.27) montre une liste de variables complète pour ATOP PO−GO
dans le cadre des travaux de cette thèse. Le problème comporte 30 variables : 27
variables associés aux dimensions de la structure et 3 variables associées à l’intensité
des courants. Ces variables sont stockées dans un vecteur x = [x1, x2, ..., x30].
ATOP PO−GO a été conçu aussi pour minimiser la masse des circuits magnétiques et/ou
le courant total dans les bobines. Dans ce cas la fonction objectif du problème devient :
f(x) = f1(x) + f2(x), (3.22)
avec f1(x) qui représente la fonction volume total de la structure et f2(x) la fonction
du courant total dans le circuit magnétique. f1(x) a la forme suivante :
f1(x) = Vfm(x)dfm + Vbob(x)dc, (3.23)
où Vfm(x) représente le volume du solide de révolution de la structure ferromagnétique
autour de l’axe z, Vbob(x) le volume du solide de révolution de la structure des bobines
(dans ce calcul les bobines externes sont considérées comme une seule bobine équivalente
antisymétrique, mais le volume est le même vu qu’il y a une équivalence entre le
modèle axisymétrique et quasi-axisymétrique comme illustré en figure 3.2), dfm la
masse volumique du fer ARMCO (7, 874 g/cm3) et dc la masse volumique du cuivre
(8, 96 g/cm3). La fonction f2(x) a la forme suivante :
f2(x) = Itot1(x) + Itot2(x) + Itot3(x), (3.24)
où Itot1(x) , Itot2(x) et Itot3(x) représentent les courants totaux respectivement de la
bobine interne, externe et arrière. Le courant total des bobines dépend de la surface
de la section de la bobine et de la densité de courant surfacique dans la bobine. Pour
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Fig. 3.27 Variables géométriques dans l’algorithme ATOPPO−GO. Pour cette version de l’algorithme
ATOP il y a 30 variables.
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Liste de variables d’ATOP PO−GO
1 x1
Hauteur de l’écran magnétique interne
(exprimée comme la distance entre le sommet de l’écran et la pièce polaire interne)
2 x2 Épaisseur de l’écran magnétique interne
3 x3 Position radiale de l’écran magnétique interne
4 x4
Hauteur de l’écran magnétique externe
(exprimée comme la distance entre le sommet de l’écran et la pièce polaire externe)
5 x5 Épaisseur de l’écran magnétique externe
6 x6 Position radiale de l’écran magnétique externe
7 x7
Position radiale du bord externe de la pièce polaire interne
(exprimée comme la distance au centre du canal)
8 x8
Position radiale de bord interne de la pièce polaire externe
(exprimée comme la distance au centre du canal)
9 x9 Épaisseur verticale de la partie interne de la pièce polaire interne
10 x10 Épaisseur verticale de la partie interne de la pièce polaire externe
11 x11 Densité de courant de la bobine interne
12 x12 Densité de courant de la bobine externe
13 x13 Densité de courant de la bobine arrière
14 x14 Position axiale de la bobine arrière
15 x15 Épaisseur de la section base interne
16 x16 Épaisseur de la section base centrale
17 x17 Épaisseur de la section base externe
18 x18 Épaisseur verticale de la section interne de la pièce polaire interne
19 x19
Position radiale du bord de séparation de la pièce polaire interne
(exprimée comme la distance au centre du canal)
20 x20 Épaisseur verticale de la section externe de la pièce polaire externe
21 x21
Position radiale du bord de la séparation de la pièce polaire externe
(exprimée comme la distance au centre du canal)
22 x22 Largeur de la colonne centrale
23 x23 Largeur de la colonne externe
24 x24 Hauteur de la colonne centrale
25 x25 Hauteur de la colonne externe
26 x26 Position radiale de la colonne externe
27 x27 Largeur de la bobine interne
28 x28 Largeur de la bobine externe
29 x29
Hauteur de la bobine interne
(exprimée comme la distance entre la bobine et la pièce polaire interne)
30 x30
Hauteur de la bobine externe
(exprimée comme la distance entre la bobine et la pièce polaire externe)
Tableau 3.3 Liste des variables de l’algorithme ATOP PO−GO (voir la figure 3.27)
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obtenir f(x) il faut intégrer la valeur de la densité de courant sur la surface de la
section de la bobine :
Itot1(x) =
∫
Sbob1(x)
i1(x) dS, (3.25)
Itot2(x) =
∫
Sbob2(x)
i2(x) dS, (3.26)
Itot3(x) =
∫
Sbob3(x)
i3(x) dS, (3.27)
où Sbob1(x), Sbob2(x) et Sbob3(x) sont respectivement les surfaces des sections des bobines
interne, externe et arrière. i1(x) , i2(x) et i3(x) sont les densités de courant surfaciques
des bobines interne, externe et arrière. Minimiser le courant totale (intégrale de la
densité de courant surfacique sur la section de la bobine) signifie soit réduire la valeur
de la densité de courant surfacique (à parité de surface de la section de la bobine), soit
réduire la section de la bobine (à parité de densité de courant). Il faut donc agir sur
les deux paramétrées en même temps : densité de courant surfacique et section de la
bobine.
Étant donné que nous traitons des problèmes d’optimisation mono-objectif, nous ne
pouvons pas simultanément minimiser la masse (et/ou les courants) et la différence
entre le champ magnétique mesuré et le champ magnétique demandé aux points de
mesure (ou la différence de la valeur de l’inclinaison des lignes de champ mesurée et
imposée). En conséquence le critère à minimiser devient la masse (et/ou les courants)
et le critère sur le champ magnétique passe en contrainte d’inégalité. L’utilisateur du
code ATOP PO−GO a le choix sur la composition de la fonction objectif 3.22 : il est
possible de choisir entre le trois forme :
1. Minimisation de la masse : f(x) = Vfm(x)dfm + Vbob(x)dc.
2. Minimisation des courants : f(x) = Itot1(x) + Itot2(x) + Itot3(x).
3. Minimisation de la masse et des courants : f(x) = Vfm(x)dfm+Vbob(x)dc+
Itot1(x) + Itot2(x) + Itot3(x).
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Le problème d’optimisation devient donc:
min
x∈Rn
f(x)
s.c. ∑ni=1 ∥∥∥(Bri(x)−BrObji )∥∥∥2 ≤ ϵ1∑n
i=1
∥∥∥(Bzi(x)−BzObji )∥∥∥2 ≤ ϵ2∑m
j=1
∥∥∥αj(x)− αObjj ∥∥∥2 ≤ ϵ3
gv(x) ≤ 0 ∀v ∈ [1, p]
hw(x) = 0 ∀w ∈ [1, q]
xLk ≤ xk ≤ xUk ∀k ∈ [1, 30]
(3.28)
Les valeurs ϵ1, ϵ2 et ϵ3 sont choisies selon la nature du problème et du circuit magnétique.
Ils dépendent aussi de la précision requise. Plusieurs exemples seront fournis à partir
des quelques solutions des problèmes pratiques. À cause de l’intensité très différente
entre Br et Bz la valeur d’ϵ2 est choisie toujours d’un ordre de grandeur plus petite par
rapport à la valeur d’ϵ1 (dans le canal d’un PEH le champ axial Bz est d’un ordre de
grandeur plus faible que le champ radial Br ). Les valeurs du champ magnétique sont
calculées à l’issue d’une simulation par éléments finis (avec le logiciel FEMM 4.2 [173]).
La place occupée par ATOP PO−GO dans l’architecture de ATOP PO est montrée en
figure 3.33.
3.7.1.2 Modèles substituts pour les modèles des circuits magnétiques des
PEH basés sur les "grilles sparse"
Pour obtenir les valeurs du champ magnétique dans le canal d’un PEH, il est nécessaire
d’effectuer une simulation par éléments finis. En référence au paragraphe précédent, des
modèles substituts pour les équations (3.18) et (3.19) ont été construits pour être utilisés
dans le processus de résolution du problème d’optimisation (3.28) par ATOP PO−GO.
Les algorithmes d’optimisation du type "sans dérivée" permettent d’utiliser des modèles
substituts pour augmenter leur précision et la qualité des solutions et en même temps
diminuer le temps de calcul (comme l’algorithme NOMAD [8]). Pour construire ces
modèles substituts nous utilisons le "Sparse Grid Interpolation Toolbox" créé par
A. Klimke [12, 13] (figure 3.28). Cette toolbox a été choisie pour sa simplicité et
sa précision dans la générations des résultats et aussi parce qu’elle permet d’utiliser
l’approche "Dimension Adaptive" [166]. "Dimension Adaptive" est strictement nécessaire
dans le cas de la génération d’un modèle substitut d’un circuit magnétique de PEH
à cause de la nature différente des variables du modèle. Comme il est écrit dans le
paragraphe 3.5 cette approche permet de tenir compte du poids différent de chaque
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Fig. 3.28 La "Sparse Grid Interpolation Toolbox" créé par A. Klimke [12] [13] génère des modèles
substituts avec la méthode des "grilles sparse".
dimension du problème (surtout quand il y a des dimensions qui varient beaucoup plus
rapidement que d’autres). Dans le cas du modèle du circuit magnétique de l’algorithme
ATOP PO−GO et comme il est possible de le constater dans le tableau 3.3, il y a des
variables de nature différente (dimensions géométriques et densités de courants) qui
agissent sur le modèle. Une approche du type "Dimension Adaptive" est nécessaire
dans ce contexte. Les modèles substituts créés pour l’algorithme ATOP PO−GO sont :
• Modèle substitut pour la fonction décrite par l’équation 3.18 : 10.327 nœuds,
erreur relative de 0.4998, temps de calcul de 24 heures.
• Modèle substitut pour la fonction décrite par l’équation 3.22 : 14.179 nœuds,
erreur relative de 0.4856, temps de calcul de 36 heures.
Ces deux modèles substituts peuvent être utilisés soit pour la fonction objectif, soit
pour les fonctions contraintes. Ils ont été construits avec des grilles sparse du type
"Clenshaw-Curtis" ( voir la figure 3.20).
3.7.1.3 ATOP PO−SO : optimisation de la forme du circuit magnétique.
Cette version d’ATOP PO a été appelée ATOP PO−SO (ATOP "Parametric and Shape
Optimization") et intègre une optimisation paramétrique avec de l’optimisation de
forme. Les pièces polaires sont les parties du circuit magnétique (avec les écrans
magnétiques) qui impactent le plus sur les profils du champ magnétique dans le canal
du propulseur. Dans la stratégie d’optimisation des performances du propulseur il faut
non seulement adopter une topologie magnétique très spécifique mais aussi prendre les
contraintes liées au domaine spatial à savoir de la fiabilité et une longue durée de vie
en fonctionnement continu (15 ans). La durée de vie d’un propulseur doit donc aussi
108 Le Design des Circuits Magnétiques des PEH par Optimisation
être maximisée, et une des pistes envisagées consiste à diminuer l’érosion du moteur
en modifiant la forme du circuit magnétique28 (diminuer l’érosion des parties ferro-
magnétiques et des bobines qui, après un certain nombre d’heures de fonctionnement,
peuvent être attaquées par le plasma).
Une approche possible pour diminuer l’érosion du circuit magnétique est de modifier la
forme du circuit magnétique en déplaçant les parties ferromagnétiques et les bobines
des zones exposées au plasma vers des zones où le plasma est moins énergétique et
moins agressif pour les matériaux tout en gardant la même topologie magnétique [83].
Cette section d’ATOP PO a été pensée dans ce sens. L’algorithme modifie les densités
de courant dans les bobines, certaines dimensions géométriques et la forme des deux
pièces polaires grâce à des points des contrôle qui permettent de faire bouger leurs
frontières. Les courbes des Bézier [96] permettent en effet de gérer les frontières de ces
zones variables (les pièces polaires) avec peu de variables (voir la figure 3.29).
ATOP PO−SO accepte donc 3 types de variables : les densités des courants dans les
bobines, les dimensions géométriques et les coordonnées de points de contrôle. Le
nombre total de variables est de 23, répartis de la manière suivante (voir le tableau
3.4) :
• 11 coordonnées des points des contrôles : 10 verticaux et 1 horizontal (voir
la figure 3.30 et le tableau 3.4).
• 9 dimensions géométriques (voir la figure 3.31 et le tableau 3.4).
• 3 densités de courant (voir le tableau 3.4).
ATOP PO−SO a comme objectif d’adapter le circuit magnétique à des contraints di-
mensionnelles précises. Les pièces polaires et les bobines ne doivent pas dépasser une
certaine hauteur (par rapport au plan de sortie du canal plasma) pour ne pas être
érodées par le plasma. Pour éviter que les pièces polaires croisent la région de forte
érosion les points de contrôle sont forcés à rester dans une zone spécifique qui ne dépasse
pas une hauteur limite, comme montré sur la figure 3.32 les points de contrôle Pi ne
doivent pas sortir de la région R1 et les points Sj ne doivent pas sortir de la région
28D’autres approches possibles sont : la recherche de nouveaux matériaux (surtout céramiques)
pour isoler le plasma dans le canal de manière plus efficace et comme vu dans le deuxième chapitre,
des nouvelles configurations magnétiques pour isoler magnétiquement le plasma et l’empêcher de venir
en contact avec les parois du canal
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Courbes de Bézier :
Forme optimisée
Forme initiale
Axe de symétrie
𝒓
𝒛
1)
2)
3)
Control point Bézier Curve
𝑷𝒊(𝒓𝒊, 𝒛𝒊) 𝑺𝒋(𝒓𝒋, 𝒛𝒋)
Fig. 3.29 Modélisation des frontières des pièces polaires dans l’algorithme ATOPPO−SO avec les
courbes de Bézier. 1) Il y a 5 points de contrôle par pièce polaire, les points Pi avec i ∈ {1, · · · , 5}
(pièce polaire interne) et les points Sj avec j ∈ {1, · · · , 5}. (pièce polaire externe). 2) L’algorithme
fait varier les coordonnées verticales des points de contrôle. 3) Les frontières des deux zones sont
reconstituées grâce aux courbes de Bézier.
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Fig. 3.30 Les points de contrôle (avec leurs cordonnées variables) des frontières des pièces polaires
dans l’algorithmeATOPPO−SO.
R2. En termes mathématiques, le problème d’optimisation résolu par ATOP PO−SO
est exprimé de la manière suivante :
min
x∈Rn
F (x)
s.c. Pi ∈ R1 ∀i ∈ {1, · · · , 5}
Sj ∈ R2 ∀j ∈ {1, · · · , 5}
xLk ≤ xk ≤ xUk ∀k ∈ {1, · · · , 23}
(3.29)
L’expression de F (x) est définie par l’équation 3.17. Les deux régions R1 et R2 (voir
la figure 3.32) sont délimitées par deux droites. Ces deux droites sont générées à partis
de deux points (les points A et B) et deux angles (β1 et β2). Nous avons choisi de
placer le point A sur la paroi interne du canal céramique et le point B sur la paroi
externe. La position axiale des points A et B est définie par les paramètres h1 et h2
qui représentent leurs distances axiales par rapport à la base du canal céramique. À
travers les angles β1 et β2 et les positions axiales h1 et h2, il est possible de définir les
régions R1 et R2 et de les adapter aux exigences du problème à traiter. Les valeurs des
angles β1 et β2 sont choisies avant le processus d’optimisation et elles sont modifiés,
selon les exigences, après chaque résolution du problème d’optimisation (comme montré
dans l’architecture du code en figure 3.33). Après chaque résolution du problème
d’optimisation par NOMAD® une évaluation de la solution est mise en place. Si la
solution n’est pas considérée acceptable, un nouveau processus d’optimisation est lancé
avec des nouvelles valeurs de β1 et β2 plus contraignantes et en utilisant comme valeurs
initiales (point de départ) les résultats xsol du processus précédent (voir la figure 3.33).
ATOP PO−SO produit des solutions pour plusieurs combinaisons de valeurs de β1 et β2.
Les deux angles sont diminués jusqu’à ce que l’algorithme n’arrive plus à trouver des
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Fig. 3.31 Les 9 dimensions géométriques variables du circuit magnétique dans
l’algorithmeATOPPO−SO.
structures qui produisent des champs magnétiques assez proches de champ magnétique
objectif.
3.8 ATOP TO−g
Dans les propulseurs à effet Hall, les parties du circuit magnétique les plus impactantes
sur la forme et l’intensité du champ magnétique dans le canal plasma sont les pièces
polaires. ATOP PO est un instrument efficace pour optimiser la structure d’un circuit
magnétique dans sa globalité mais il ne peut pas aboutir à des formes complètement
différentes et nouvelles par rapport à la forme choisie comme point de départ du
processus d’optimisation. ATOP TO−g a été mis en place pour pouvoir optimiser de
manière spécifique la forme des pièces polaires et obtenir ainsi des designs innovants.
ATOP TO−g a été développé par Satafa Sanogo dans l’équipe de recherche GREM3 du
laboratoire LAPLACE de Toulouse [9, 10]. Il exploite une optimisation topologique où le
but est de développer de nouvelles formes pour les pièces polaires du circuit magnétique.
À la différence de ATOP PO, ATOP TO−g exploite des algorithmes d’optimisation basés
sur la connaissance de la dérivée de la fonction objectif. Le calcul de la dérivée de
la fonction objectif est basé sur la création d’un système adjoint [174]. L’algorithme,
comme déjà mentionné, se focalise sur la topologie du circuit magnétique qui dépend
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Liste de variables d’ATOP PO−SO
1 x1 Épaisseur de la colonne interne
2 x2 Hauteur de la bobine interne
3 x3 Épaisseur de l’écran magnétique interne
4 x4 Hauteur de l’écran magnétique interne
5 x5 Épaisseur de la section basse écran magnétique externe
6 x6 Épaisseur de la section haute écran magnétique externe
7 x7 Hauteur de l’écran magnétique externe
8 x8 Épaisseur de la colonne externe
9 x9 Hauteur de la colonne externe
10 x10 cordonnée z point P1
11 x11 cordonnée z point P2
12 x12 cordonnée z point P3
13 x13 cordonnée z point P4
14 x14 cordonnée z point P5
15 x15 cordonnée z point S1
16 x16 cordonnée z point S2
17 x17 cordonnée z point S3
18 x18 cordonnée z point S4
19 x19 cordonnée z point S5
20 x20 cordonnée r point S5
21 x21 densité de courant bobine interne
22 x22 densité de courant bobine externe
23 x23 densité de courant bobine arrière
Tableau 3.4 Liste des variables de l’algorithme ATOP PO−SO (voir les figures 3.31 et
3.30)
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Fig. 3.32 ATOPPO−SO force les points de contrôle qui définissent les frontières des pièces polaires
à rester à l’intérieur des régions R1 (les points Pi) et R2 (les points Sj).
de la distribution des matériaux ferromagnétiques et des sources (aimants permanents
et courants). Les propriétés variables du domaine global de conception Ω sont : la
perméabilité magnétique µ, la densité de courant J et l’aimantation M . Dans le
domaine global de conception Ω il y a des zones où chaque propriété (µ, J et M ) est
considéré comme variables : Ωv(µ) , Ωv(J) et Ωv(M). Le domaine Ω est divisé en trois
sous-domaines :
• La zone objectif ΩT où l’on impose un champ magnétique objectif.
• Les zones fixes où les propriétés des matériaux sont connues et ne sont pas
modifiées par l’algorithme.
• Les zones variables ΩV où les matériaux sont inconnus. Dans ces zones les
propriétés des matériaux changent pendant le processus d’optimisation jusqu’à
l’obtention d’une topologie optimale. Le domaine variable est l’intersection des
trois types de zones variables :
ΩV = ΩV (µ) ∪ ΩV (J) ∪ ΩV (M). (3.30)
La fonction objectif est représentée par la différence entre le champ magnétique calculé
à chaque itération (B = (Br, Bz)) et le champ magnétique objectif (Bobj = (Bobjr , Bobjz ))
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Fig. 3.33 Schéma de l’architecture d’ATOP .
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dans la zone objectif ΩT . Cette fonction objectif dépend du potentiel vecteur A
(considéré comme une variable d’état [175] et solution des équations de Maxwell) et
des propriétés des matériaux µ, J et M représentés par le vecteur p.
Pour ces problèmes d’optimisation topologique la fonction objectif est une fonction
implicite des propriétés des matériaux et calculer sont gradient peut être très complexe.
Dans la littérature on retrouve plusieurs méthodes pour calculer le gradient d’une
telle fonction. Dans ATOP TO−g ce gradient est calculé avec la méthode de la variable
adjointe qui exploite les informations du Lagrangien de F [7, 10, 176].
ATOP TO−g a été développé dans le cadre de la thèse de Satafa Sanogo [9]. Cet algo-
rithme d’optimisation topologique est basé sur une relaxation des variables booléennes
(matériau ou vide) en variables continues avec une pénalisation du type SIMP29 [98]
[177, 178]. Le nouveau problème relâché et pénalisé est résolu en utilisant fmincon de
MatLab® (notamment l’algorithme "interrior-point") en utilisant la méthode adjointe
pour calculer les dérivées de la fonction objectif (
∫ ||B − BObj||2). L’algorithme fait
varier la perméabilité magnétique µ dans les zones variables sans prendre en compte la
possibilité que le flux magnétique puisse saturer. La limite de cet algorithme est donc le
fait qu’il n’est pas capable de tenir en compte la non-linéarité magnétique des matériaux
et la saturation magnétique du flux associée. Dans les circuits magnétiques de PEH
la saturation magnétique n’est pas un phénomène négligeable. Nous avons pensé de
développer un autre algorithme d’optimisation topologique qui soit capable de prendre
en compte la non-linéarité des matériaux. Nous n’avons pas pu utiliser ATOP TO−g
pour notre application industrielle car prendre en compte la saturation magnétique
était un point essentiel. De conséquence un algorithme d’optimisation topologique
basé sur les algorithmes génétiques capable de prendre en compte la non-linéarité
magnétique de matériaux (en acceptant la caractéristique B-H de matériaux) a été
codé et successivement utilisé dans le cadre des travaux de cette thèse.
3.9 ATOP TO−ga
Dans le cadre des travaux de cette thèse une méthode d’optimisation topologique
exploitant les algorithmes génétiques a été développé pour l’optimisation de la forme
des pièces polaires du circuit magnétique des PEH. Elle a été utilisée pour le design
du circuit magnétique à faible érosion pour le projet "PPS-1350-LE". Cette méthode
d’optimisation topologique est basée sur le principe "ON/OFF" [179, 180]. Le principe
de l’optimisation topologique est la création d’un maillage sur le domaine de concep-
29"Solid Isotropic Material with Penalization"
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tion où chaque cellule corresponde à une variable. Avec l’optimisation topologique
du type ON/OFF chaque variable (propriété du milieu de la cellule) peut assumer
seulement deux valeurs (il faut choisir entre deux matériaux qui remplissent la cellule).
ATOP TO−ga a été conçu pour l’optimisation de la forme d’une pièce polaire. Le do-
maine de conception est illustré en figure 3.34. Les variables du problème correspondent
au choix du matériau qui constitue chaque cellule (voir la figure 3.35). Le nombre de
variables est donc équivalent au nombre des cellules. Chaque variable correspond à une
cellule du maillage. Les variables xi du problèmes sont booléennes et binaires, elles
peuvent assumer que deux valeurs entières : 0 ou 1. Si la valeur de la variable est égale
à 1 la cellule correspondante sera remplie avec du fer et si la valeur est égale à 0 la
cellule correspondante sera remplie avec de l’air. Pour résoudre ce type de problème
d’optimisation topologique nous avons choisi (principalement par manque de temps
et dans un soucis d’efficacité) d’utiliser les algorithmes génétiques. Les algorithmes
génétiques sont particulièrement efficaces pour les problèmes avec des variables entières
du type binaires [181]. Le problème d’optimisation résolu par ATOP TO−ga est le
suivant :
min f(x)
s.c. xk ∈ {0, 1} ∀k ∈ [1, n]
, (3.31)
où la fonction f : Bn → R est une fonction pseudo-booléenne et n est le nombre de
variables. La fonction f a la forme suivante :
f(x) =
m∑
i=1
(∥∥∥Bri(x)−BrObji ∥∥∥2 δi + ∥∥∥Bzi(x)−BzObji ∥∥∥2 λi)+ w∑
j=1
(∥∥∥αj(x)− αObjj ∥∥∥2 ωj) ,
(3.32)
où αj(x) est la valeur de l’inclinaison de la lentille magnétique calculée à chaque
itération (voir l’équation (3.20)) . m est le nombre de points de mesure verticaux
et w le nombre de points de mesure horizontaux. Les zones objectifs sont disposées
comme illustré sur les figures 3.25 et 3.26. Les trois coefficients δi, λi et ωj égalisent
les poids des trois différentes entités physiques qui composent la fonction objectif : la
composante radiale Br du champ magnétique, la composante axiale Bz et l’inclinaison
de la lentille magnétique α. Br a numériquement un poids plus fort par rapport à Bz
et à l’inclinaison de la lentille magnétique, il est donc nécessaire d’imposer les valeurs
des coefficients δi, λi et ωj de telle sorte que la minimisation de la fonction objectif soit
homogène par rapport aux trois parties qui composent la fonction f . Pour résoudre le
problème 3.31 nous avons choisi d’utiliser la fonction "ga" de MatLabl® qui exploite le
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Fig. 3.34 Le domaine de conception de l’algorithme ATOPTO−ga. Il a été conçu pour l’optimisation
de la forme d’une de deux pièces polaires.
principe des algorithmes génétiques. Les valeurs du champ magnétique sont calculées
grâce à une simulation aux éléments finis. La fonction f (équation 3.32) est la fonction
"FITNESS" grâce à laquelle il est possible d’évaluer la qualité de chaque individu de la
population.
3.10 Discussion
Dans ce chapitre, les différentes méthodes d’optimisation des structures électromag-
nétiques avec les principales approches mathématiques existantes ont été exposées.
Fer  𝒙 = 𝟏
Air  𝒙 = 𝟎
Fig. 3.35 Le maillage de l’algorithme ATOPTO−ga.
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Une distinction a été faite entre méthodes d’optimisation qui exploitent les dérivées
(de la fonction objectif et/ou des fonctions contraintes) et méthodes qui n’utilisent
pas les informations provenant des dérivées. Nous avons décidé de mettre en place
cette distinction entre les algorithmes d’optimisation basés sur l’utilisation ou pas des
dérivées parce que ceci est directement lié à nos fonctions objectif (et des contraintes)
considérées. Si la nature de la fonction objectif permet d’avoir accès à sa dérivée, il
sera toujours préférable d’utiliser une algorithme qui puisse exploiter cette information
(c’est le cas de l’algorithme ATOP TO−g). Mais souvent, il est impossible d’avoir accès
au calcul de la dérivée pour différents raisons. Dans les travaux de cette thèse, il a été
impossible de calculer une dérivée de la fonction objectif car cette fonction contient
une simulation par éléments finis (pour calculer les valeurs du champ magnétique parce
que les dimensions de l’entrefer ne permettent pas de les calculer analytiquement)
et la nature du domaine d’optimisation n’a pas permis d’effectuer ce calcul. Des
approximations des dérivées comme la différentiation automatique ou les différences
finis ont été considérés dans ce cas trop cher en terme de temps de calcul. Pour ré-
soudre les problèmes de conception des circuits magnétiques des PEH nous avons choisi
d’utiliser des algorithmes d’optimisation qui n’utilisent pas les dérivées de la fonction
objectif. Dans le paragraphe 3.4.3 ces méthodes d’optimisation ont été introduites.
Ces méthodes ont été divisées entre méthodes déterministes et métaheuristiques. Les
algorithmes ATOP PO−GO et ATOP PO−SO développés dans le cadre de travaux de
cette thèse utilisent le logiciel d’optimisation NOMAD qui incorpore une méthode
d’optimisation sans dérivées déterministes appelée "MADS". L’algorithme ATOP TO−ga
incorpore une méthode d’optimisation métaheuristiques évolutionnaire basée sur les
algorithmes génétiques. Les algorithmes illustrés dans ce chapitre ont fait preuve
de leur efficacité dans la résolution de plusieurs problèmes de conception de circuits
magnétiques pour PEH (exposés dans le chapitre suivant).
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Conclusion générale
Dans le cadre des travaux de cette thèse, différentes méthodes d’optimisation dédiées
aux circuits magnétiques des PEH ont été développées. La plateforme logicielle
d’optimisation nommé ATOP a été conçue et ensuite appliquée pour la réalisation
d’un prototype de propulseur à effet Hall innovant à "faible érosion". Les deux premiers
chapitres de cette thèse ont permis d’explorer le monde de la propulsion électrique
spatiale avec les différentes solutions technologiques qu’elles proposent. Les avantages
que la propulsion électrique apporte par rapport à la propulsion chimique ont été
exposées. La physique et les principes de la propulsion à effet Hall ont été traités dans
la deuxième partie du premier chapitre. Vu que l’objet de cette thèse est l’optimisation
du circuit magnétique des PEH, le deuxième chapitre a été entièrement dédié aux
aspects magnétiques des PEH et à la description des trois topologies magnétique
innovantes pour la réductions de l’érosion :
• Blindage Magnétique.
• "Wall-Less".
• Faible Érosion.
La topologie dite de "Faible Érosion" (qui a été proposée pendant les travaux de cette
thèse par SAFRAN) fait l’objet d’un processus d’optimisation qui voulait aboutir à
l’amélioration du design du propulseur commercial de SAFRAN appelé PPS-1350-E®.
Le code d’optimisation ATOP, exposé dans le troisième chapitre, a été utilisé pour
optimiser le propulseur PPS-1350-E® et le transformer en un propulseur avec un circuit
magnétique capable de réduire le taux d’érosion du moteur. Le cahier des charges et
les étapes de cette optimisation ont été exposés dans le quatrième chapitre. Le projet
de conception d’un propulseur à faible érosion est né d’un partenariat entre SAFRAN
et l’ESA. Le cahier des charges a été proposé par SAFRAN. Nous avons décidé de
diviser le processus d’optimisation en trois étapes pour mieux arriver à satisfaire le
cahier des charges :
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1. Optimisation mixte de forme et paramétrique.
2. Optimisation topologique.
3. Optimisation paramétrique de la solution de l’optimisation topologique.
Cette division en trois étapes a permis de satisfaire les contraintes et les objectifs.
L’optimisation topologique de la pièce polaire externe a permis de trouver une forme
que la seule optimisation paramétrique n’aurait pas permis de trouver. Par contre
cette solution a été ensuite améliorée avec l’application d’un code d’optimisation
paramétrique. Cette séquence d’application des différents codes s’est avérée très
efficace. La solution de ce processus d’optimisation et de conception a été choisie
pour être réalisée. Un prototype de circuit magnétique a été fabriqué et sa topolo-
gie magnétique mesurée pour vérifier la correspondance avec les simulations numériques.
La plateforme logicielle ATOP dans sa version d’optimisation purement paramétrique
(appelée ATOP PO−GO et détaillé dans le troisième chapitre) a été utilisé pour optimiser
le PPS-1350-E® en terme de masse et de minimisation du courant total dans les bobines.
Les résultats de cette optimisation sont exposés dans la première partie du quatrième
chapitre. La meilleure solution produite a permis d’obtenir un circuit magnétique
capable de reproduire presque la même topologie magnétique du PPS-1350-E® mais
avec seulement 50% de sa masse. Les courants bobines ont été aussi fortement réduits
dans une autre solution (au prix d’une moindre diminution de la masse). Ces résultats
ont été obtenus grâce à l’utilisation des modèles substituts (pour le champ magnétique)
de la fonction objectif. Des modèles substituts du champ magnétique ont été calculés et
utilisés pour améliorer les performances des algorithmes d’optimisation (sans dérivées)
en terme de temps de calcul, précision et qualité de la solution finale.
Nous avons choisi d’utiliser des algorithmes d’optimisation dits "sans dérivées" parce
que dans cette typologie d’application (circuit magnétique à très grand entrefer) le
calcul de la dérivée de la fonction objectif peut être extrêmement complexe. L’entrefer
dans lequel le champ magnétique doit être calculé est très grand (même ordre de
grandeur que les autre dimensions du circuit magnétique) et les flux de fuites sont
comparables au flux magnétique principal. Dans ces conditions il est ainsi presque
impossible de construire un modèle analytique du champ magnétique pour ensuite
calculer une dérivée de la fonction objectif. Il faut toujours une simulation éléments
finis pour calculer les valeurs du champ magnétique. L’application des algorithmes
sans dérivées (comme MADS, l’algorithme qui a été choisi pour cette thèse) a été très
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efficace. Ce types d’algorithmes peuvent accepter des modèles substituts (approxima-
tions analytiques) de la fonction objectif (l’implémentation NOMAD de l’algorithme
MADS les accepte). L’utilisation des modèles substituts s’est révélée très efficace. Les
modèles utilisés dans le cadre de cette thèse sont basés sur le principe des "grilles
sparse" comme illustré dans le troisième chapitre.
Un future axe de recherche pourrait être centré sur la recherche des modèles substituts
plus précises et de plus en plus efficaces [182–184]. La philosophie derrière les modèles
substituts est simplement de donner le plus d’informations possible à l’algorithme qui
les utilisent. Beaucoup de techniques existent pour le calcul des modèles substituts (ces
techniques sont illustrées dans le troisième chapitre). En littérature le "Krigeage" s’est
révélé être très efficace par exemple. L’inconvénient des modèles substituts fonctionnels
(les modèles présentés dans le cadre des travaux de cette thèse sont tous des modèles
fonctionnels) est qu’ils demandent un long processus de calcul (vu qu’ils sont construits
par échantillonnage de la vrai fonction objectif qui contient une simulation par éléments
finis du champ magnétique). Il faudrait concentrer les efforts sur la construction
des modèles substituts du type physiques. L’avantage de la recherche d’un modèle
substitut par rapport aux calculs nécessaires pour trouver une dérivée est que le
modèle substitut peut aussi ne pas être précis. Les algorithmes du type sans dérivées
acceptent des modèles substituts même si leur approximation n’est pas du tout précise.
Mais l’avantage des modèles substituts physique est qu’ils peuvent être calculées plus
rapidement une fois qu’une méthode est développée. En plus, il est possible de mettre
à jour les modèles substituts pendant le processus d’optimisation avec les informations
récoltées par l’algorithme d’optimisation même.
Les algorithmes développés s’ils sont améliorés en incorporant de nouvelles modèles
substituts (plus précis) pourrait permettre d’aboutir sur de nouveaux propulseurs avec
des topologies magnétiques innovantes encore plus performants avec des temps de calcul
et conception plus rapide. L’optimisation devient donc un outil fondamental dans
l’élaboration de nouveaux designs de propulseurs permettant au concepteur d’explorer
de nouvelles directions.
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