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Abstract
This paper extends the long-term factorization of the stochastic discount
factor introduced and studied by Alvarez and Jermann (2005) in discrete-time
ergodic environments and by Hansen and Scheinkman (2009) and Hansen (2012)
in Markovian environments to general semimartingale environments. The tran-
sitory component discounts at the stochastic rate of return on the long bond
and is factorized into discounting at the long-term yield and a positive semi-
martingale that extends the principal eigenfunction of Hansen and Scheinkman
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(2009) to the semimartingale setting. The permanent component is a martin-
gale that accomplishes a change of probabilities to the long forward measure,
the limit of T -forward measures. The change of probabilities from the data gen-
erating to the long forward measure absorbs the long-term risk-return trade-off
and interprets the latter as the long-term risk-neutral measure.
Keywords: Stochastic discount factor, pricing kernel, long-term factorization, long
bond, long forward measure, long-term risk-neutral measure, principal eigenfunction.
1 Introduction
Following Alvarez and Jermann (2005), Hansen and Scheinkman (2009) and Hansen
(2012), this paper decomposes the arbitrage-free pricing kernel
St = e
−λt 1
πt
M∞t
into discounting at the long-term discount rate λ (yield on the long bond, a pure dis-
count bond maturing in the distant future), a process πt characterizing gross holding
period returns on the long bond net of the long-term discount rate, and a positive
martingale M∞t that defines a long-term forward measure. This measure absorbs the
long-term risk adjustments of stochastically growing cash flows much like the risk-
neutral measure absorbs short-term or instantaneous risk adjustments. In contrast to
the original operator approach of Hansen and Scheinkman (2009) and Hansen (2012),
our martingale approach to the characterization of long-term pricing does not require
a Markov specification and is based on a limiting procedure, constructing the long
forward measure as the limit of finite maturity forward measures (Jarrow (1987),
Jamshidian (1989), Geman et al. (1995)) as maturity increases. The long-term dis-
count rate λ and the process πt are counterparts of the Perron-Frobenius eigenvalue
and eigenfunction of Hansen and Scheinkman (2009) and Hansen (2012) in the sense
that in Markovian economies the process πt reduces to the function of the Markovian
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state, π(Xt), where π(x) is the Perron-Frobenius eigenfunction of the pricing operator
with the eigenvalue e−λt as in Hansen and Scheinkman (2009).
The paper is organized as follows. The key results of our long-term limit char-
acterization are presented in Theorem 3.1 and Theorem 3.2. Theorem 3.3 identifies
the exponent λ with the long-term yield on cash flows with bounded moments. The-
orem 3.4 treats a degenerate case with λ = 0 and shows that in this case, while
the long-term discounting is sub-exponential, one may nevertheless define an asymp-
totic power yield. Theorem 3.5 features the long-term risk-return trade-off under the
long forward measure. It shows that under suitable moment conditions the limiting
long-term yield on cash flows with stochastic growth remains equal to the long-term
yield on the pure-discount bond under the long forward measure, as the martingale
component absorbs the long-term risk-return trade-off. Thus, the long-term risk pre-
mia on cash flows vanish under the long forward measure even when the cash flows
display stochastic growth. This result leads to the interpretation of the long for-
ward measure as the long-term risk-neutral measure and extends the corresponding
Markovian result of Borovicˇka et al. (2016). Section 4 connects our results with the
operator setting of Hansen and Scheinkman (2009) and Hansen (2012) in Markovian
environments.
Our treatment based on semimartingale convergence naturally unifies discrete-
time characterizations of Alvarez and Jermann (2005) and Markovian characteriza-
tions of Hansen and Scheinkman (2009), Hansen (2012) and Borovicˇka et al. (2016)
in the framework of the martingale theory and reveals that the long-term factoriza-
tion is a fundamental feature of arbitrage-free asset pricing models, rather than an
artifact of special assumptions, such as the Markov property. This characterization
enhances our understanding of risk pricing over alternative investment horizons. The
growing related literature includes Hansen (2012), Hansen and Scheinkman (2012),
Hansen and Scheinkman (2014), Borovicˇka et al. (2016), Bakshi and Chabi-Yo (2012),
Christensen (2016a), Christensen (2016b), Qin and Linetsky (2016) and Qin et al.
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(2016).
2 Semimartingale Pricing Kernels
We work on a complete filtered probability space (Ω,F , (Ft)t≥0,P) with the filtration
(Ft)t≥0 satisfying the usual conditions of right continuity and completeness. We
assume that F0 is trivial modulo P. The filtration models the information flow in
continuous time. The conditional expectation E[·|Ft] is written as Et[·]. All random
variables are identified up to almost sure equivalence. Stochastic processes which
have the same paths outside a P-null set are identified without further notice. A
stochastic process (Xt)t≥0 is said to be adapted to the filtration (Ft)t≥0 if Xt is
measurable with respect to Ft for all t ≥ 0. For a real-valued process X with right-
continuous with left limits (RCLL) paths, X− denotes the process of its left limits,
(X−)t = lims↑tXt for t > 0 and (X−)0 := X0. A semimartingale is a real-valued
adapted RCLL process X decomposable into the form Xt = X0+Mt+At, where Mt
is a local martingale (i.e. there exists a sequence of stopping times (Tn)n≥1 increasing
to infinity such that each stopped process Mt∧Tn is a martingale) and At is a process
of finite variation (i.e. whose paths have bounded variation over each finite time
interval). The semimartingale framework encompasses essentially all models in use
in continuous-time finance, including models with stochastic volatility and jumps.
Moreover, discrete-time models are naturally embedded into continuous-time pure
jump semimartingales with jumps at discrete times. We refer to Jacod and Shiryaev
(2003) and Protter (2003) for more details on semimartingales.
Emery’s distance between two semimartingales is defined by:
dPS(X, Y ) =
∑
n≥1
2−n sup
|η|≤1
EP
[
1 ∧
∣∣∣∣η0(X0 − Y0) +
∫ n
0
ηsd(X − Y )s
∣∣∣∣
]
, (2.1)
where
∫ t
0
ηsdXs denotes the stochastic integral of the predictable process η with re-
spect to the semimartingale X and the supremum is taken over all predictable pro-
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cesses η bounded by one, |ηt| ≤ 1. A process ηt is said to be predictable if it is
measurable with respect to the σ-field on Ω × R+ generated by all left-continuous
processes. We can think of Xt as the price of an asset and ηt as the trading strategy
(the number of units of the asset X held at time t). Then the stochastic integral∫ t
0
ηsdXs represents gains from the trading strategy up to time t. The predictable
property of the trading strategy has the intuition that the agent cannot react instan-
taneously to the contemporaneous price change. That is, if Xt has a surprise jump at
time t, the agent cannot adjust his position at exactly the same time to profit from
the jump. Endowed with Emery’s metric the space of semimartingales is a complete
topological vector space (E´mery (1979)), and the corresponding topology is called
Emery’s semimartingale topology. It has a natural economic interpretation. Suppose
we have two asset price processes Xt and Yt normalized so that X0 = Y0 = 1. For
simplicity, consider a finite time horizon [0, 1] and all strategies trading Xt or Yt with
(long or short) positions restricted not to exceed one unit. Then dPS(X, Y ) measures
the distance between the two assets in terms of maximum achievable difference from
trading these two assets. If Xn
S
−→ X , where
S
−→ denotes convergence in the semi-
martingale topology, then as n increases, Xn will become indistinguishable from X in
terms of gains from such trading strategies. While Emery’s distance depends on the
probability measure under which the expectation is computed, Emery’s semimartin-
gale convergence is invariant under locally equivalent measure changes (Theorem II.5
in Memin (1980)).
We assume absence of arbitrage and trading frictions and existence of a pricing
kernel (PK) process S = (St)t≥0 satisfying the following assumptions.
Assumption 2.1. (Semimartingale Pricing Kernel) The pricing kernel pro-
cess S is a strictly positive semimartingale with S0 = 1, S− is strictly positive, and
EP [ST/St] <∞ for all T > t ≥ 0.
Assumption 2.1 is in force throughout the paper without further mentioning. For
each 0 ≤ t ≤ T <∞ the PK defines a pricing operator (Pt,T )0≤t≤T mapping time-T
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payoffs Y (FT -measurable random variables) into their time-t prices Pt,T (Y ) (Ft-
measurable random variables): Pt,T (Y ) = E
P
t [STY/St] , where ST/St is the stochastic
discount factor (SDF) from T to t.
Having specified the PK S, we will be interested in the convex cone of positive
semimartingales defined as follows.
Definition 2.1. (Valuation Processes Priced by S) A positive semimartingale
V with the positive process of its left limits V− is said to be a valuation process if the
product VtSt is a martingale.
Valuation processes serve as models of assets priced by S and are semimartin-
gale counterparts of valuation functionals of Hansen and Scheinkman (2009) in their
Markovian setting. They include both capital gains and reinvested dividends, so that
the gross total return earned from holding an asset with the valuation process V
during the period from t to T is given by RVt,T = VT/Vt.
A T -maturity pure discount (zero-coupon) bond has a single unit cash flow at
time T and a valuation process P Tt = Pt,T (1) = E
P
t [ST/St], 0 ≤ t ≤ T. For each T
the zero-coupon bond valuation process (P Tt )t∈[0,T ] is a positive semimartingale such
that P TT = 1, and the process
MTt := StP
T
t /P
T
0 (2.2)
is a positive martingale on t ∈ [0, T ] with MT0 = 1. For each T we can thus write the
factorization St = (P
T
0 /P
T
t )M
T
t on the time interval t ∈ [0, T ].
We can then use the martingale MTt to define a new probability measure Q
T on
FT by Q
T |FT = M
T
T P|FT . This is the T -forward measure (Jarrow (1987), Jamshidian
(1989), Geman et al. (1995)). Under QT the T -maturity zero-coupon bond serves
as the numeraire, and the pricing operator reads: Ps,t(Y ) = P
T
s E
QT
s
[
Y/P Tt
]
for an
Ft-measurable payoff Y and s ≤ t ≤ T .
For a given T , the T -forward measure is defined on FT (and, hence, on Ft for all
t ≤ T ). We now extend it to Ft for all t > T as follows. Fix T and consider a self-
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financing roll-over strategy that starts at time zero by investing one unit of account
in 1/P T0 units of the T -maturity zero-coupon bond. At time T the bond matures,
and the value of the strategy is 1/P T0 units of account. We roll the proceeds over by
re-investing into 1/(P T0 P
2T
T ) units of the zero-coupon bond with maturity 2T . We
continue with the roll-over strategy, at each time kT re-investing the proceeds into the
bond with maturity (k + 1)T . We denote the valuation process of this self-financing
strategy BTt :
BTt =
(
k∏
i=0
P
(i+1)T
iT
)−1
P
(k+1)T
t , t ∈ [kT, (k + 1)T ), k = 0, 1, . . . .
It is clear by construction that the process StB
T
t extends the martingale M
T
t to all
t ≥ 0, and, thus, defines the T -forward measure QT on Ft for all t ≥ 0, where T now
has the meaning of the length of the compounding interval. Under QT extended to all
Ft with t ≥ 0 in this manner, the roll-over strategy (B
T
t )t≥0 with the compounding
interval T serves as the new numeraire. We continue to call the measure extended to
all Ft for t ≥ 0 the T -forward measure and use the same notation, as it reduces to
the standard definition of the forward measure on FT . Since the roll-over strategy
(BTt )t≥0 and the positive martingaleM
T
t = StB
T
t are now defined for all t ≥ 0, we can
write the T -forward factorization of the pricing kernel for all t ≥ 0 as St = (1/B
T
t )M
T
t .
The positive martingale MTt is now extended to all t ≥ 0 and is an extension of the
previous definition (Eq. (2.2)).
3 The Long-term Limit
We are now ready to formally introduce and investigate the long-term factorization.
Definition 3.1. (Long Bond) If the value processes (BTt )t≥0 of the roll-over strate-
gies in T -maturity bonds converge to a strictly positive semimartingale (B∞t )t≥0 uni-
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formly on compacts in probability as T →∞, i.e. for all t > 0 and K > 0
lim
T→∞
P(sup
s≤t
|BTs −B
∞
s | > K) = 0,
we call the limit the long bond.
Definition 3.2. (Long Forward Measure) If there exists a measure Q∞ equivalent
to P on each Ft such that the T -forward measures converge strongly to Q
∞ on each
Ft, i.e. limT→∞Q
T (A) = Q∞(A) for each A ∈ Ft and each t ≥ 0, we call it the long
forward measure and denote it L.
The following theorem gives an explicit sufficient condition easy to verify in ap-
plications that ensures stronger modes of convergence — Emery’s semimartingale
convergence of valuation processes BT to the long bond and convergence in total
variation of the T -forward measures QT to the long forward measure.
Theorem 3.1. (Long Term Factorization and the Long Forward Measure)
Suppose that for each t > 0 the ratio of the Ft-conditional expectation of the pricing
kernel ST to its unconditional expectation converges to a positive limit in L
1 as T →∞
(under P), i.e. for each t > 0 there exists an almost surely positive Ft-measurable
random variable which we denote M∞t such that
EPt [ST ]
EP[ST ]
L1
−→M∞t as T →∞. (3.1)
Then the following results hold:
(i) The collection of random variables (M∞t )t≥0 is a positive P-martingale, and the
family of martingales (MTt )t≥0 converges to the martingale (M
∞
t )t≥0 in the semi-
martingale topology.
(ii) The long bond valuation process (B∞t )t≥0 exists, and the roll-over strategies (B
T
t )t≥0
converge to the long bond (B∞t )t≥0 in the semimartingale topology.
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(iii) The pricing kernel possesses the long-term factorization
St =
1
B∞t
M∞t . (3.2)
(iv) T -forward measures QT converge to the long forward measure L in total variation
on each Ft, and L is equivalent to P on Ft with the Radon-Nikodym derivative M
∞
t .
The proof is given in Appendix A. Theorem 3.1 makes the economics of the long
forward measure clear. Since under L the pricing kernel reduces to the reciprocal of
the long bond, the long bond is growth optimal under L (cf. Bansal and Lehmann
(1997)). Qin et al. (2016) further show that under L the term structure of bond
Sharpe ratios for a sufficiently small holding period generally has an increasing shape
in the bond maturity T , with the long bond achieving the maximal instantaneous
Sharpe ratio under L (the Hansen and Jagannathan (1991) bound). The empirical
shape of the term structure of bond Sharpe ratios estimated in Qin et al. (2016) is
generally opposite to the one described above, indicating that the martingale com-
ponent in the long-term factorization is highly economically significant, complement-
ing empirical results in Alvarez and Jermann (2005), Bakshi and Chabi-Yo (2012),
Borovicˇka et al. (2016) and Christensen (2016a).
We note that the condition Eq.(3.1) does not restrict the asymptotic behavior
of the initial term structure P T0 = E
P[ST ] as maturity T increases, but restricts the
time evolution of the PK so that the asymptotic behavior of the initial term structure
P T0 is preserved as time goes on in the sense that for each t > 0 the ratio P
T
t /P
T
0
possesses a finite positive limit. We next show that under an assumption imposing
regularity on the asymptotic behavior of the initial term structure P T0 added to the
assumption Eq.(3.1) we can achieve a more refined characterization of the long term
factorization, where we can further factorize the long bond B∞t into an exponen-
tial factor eλt and a semimartingale πt that extends the principal eigenfunction of
Hansen and Scheinkman (2009) in Markovian environments to general semimartin-
gale environments. To this end, we first recall the definition of slowly varying func-
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tions. A measurable function L : (0,∞)→ (0,∞) is called slowly varying (at infinity)
if for all a > 0 the ratio L(ax)/L(x) converges to one as x → ∞. If this limit is a
finite positive number for each a > 0, but not necessarily equal to one, the function
is called regularly varying (see Bingham et al. (1989) for a detailed study of slowly
varying functions).
Theorem 3.2. (Long Term Factorization of the Long bond) Suppose assump-
tion Eq.(3.1) in Theorem 3.1 holds and in addition suppose that for each t > 0 the
ratio P T−t0 /P
T
0 has a positive finite limit as T →∞. Then the following results holds:
(i) There exists a constant λ such that for each t > 0
lim
T→∞
P T−t0
P T0
= eλt.
Furthermore, there exists a slowly varying function L(x) such that
P t0 = e
−λtL(et), t ≥ 0.
(ii) For all t ≥ 0,
lim
T→∞
− logP Tt
T − t
= λ, (3.3)
where the limit is in probability under any measure locally equivalent to P.
(iii) The sequence of semimartingales (πTt )t≥0 defined for each T > 0 by π
T
t :=
P Tt /P
T−t
0 for t ≤ T and π
T
t := 1 for t > T converges to a positive semimartin-
gale πt with π0 = 1 in the semimartingale topology as T →∞.
(iv) The long bond possesses a factorization B∞t = e
λtπt, so that the long-term fac-
torization of the pricing kernel reads
St = e
−λt 1
πt
M∞t . (3.4)
(v) The positive semimartingale πt satisfies:
EPt
[
ST
St
πT
]
= e−λ(T−t)πt (3.5)
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for all 0 ≤ t < T and
lim
T→∞
1
T − t
log(ELt [1/πT ]) = 0 (3.6)
for all t ≥ 0, where the limit is in probability under any measure locally equivalent to
P.
The proof is given in Appendix A and relies on Karamata’s Characterization The-
orem for regularly varying functions that states that any regularly varying function
is of the form x−λL(x) for some real constant λ and a slowly varying function L(x).
We note that the original long-term characterization of Alvarez and Jermann (2005)
in discrete time is naturally nested in Theorems 3.1 and 3.2 as a special case by
embedding a discrete-time adapted process into a continuous-time semimartingale.
Appendix B provides the precise result.
Theorem 3.2 shows that under the regularity assumption on the asymptotic be-
havior of the initial term structure requiring convergence of the ratio P T−t0 /P
T
0 =
EP[ST−t]/E
P[ST ] as T → ∞ for each fixed t along with our assumption Eq.(3.1)
that the asymptotic behavior of the term structure is preserved over time, the pric-
ing kernel possesses a positive semimartingale πt that directly extends the process
π(Xt) associated with the principal eigenfunction π(x) of Hansen and Scheinkman
(2009) in Markovian environments (see Section 4 for details). Indeed, Eq.(3.5) di-
rectly extends the eigenfunction problem studied in Hansen and Scheinkman (2009)
and Qin and Linetsky (2016) (also see Section 4). Eq.(3.6) shows that, after removing
the exponential growth or decay, eλt, the L-mean of the reciprocal of the long bond
has zero growth rate. Thus, the factor eλt, in fact, removes all of the exponential
growth or decay, and our factorization B∞t = e
λtπt is indeed germane to the study
of the long-term behavior of the pricing kernel. The corresponding long-term factor-
ization (3.4), refining the factorization (3.2), is a semimartingale counterpart of the
long-term factorization of Hansen and Scheinkman (2009) associated with the prin-
cipal eigenvalue of the pricing kernel germane to its long-term behavior (see Section
11
4 for further details).
Eq.(3.3) in Theorem 3.2 also implies that λ appearing in the long-term factor-
ization is the long-term discount rate (the long-term asymptotic zero-coupon bond
yield) and is independent of time t when the yield is computed. This is consistent
with the theorem of Dybvig et al. (1996), who assert that the long zero-coupon rate
can never fall under more general circumstances. Under our conditions in Theorem
3.2, the long rate remains constant, rather than merely non-decreasing.
As we show next, the property Eq.(3.6) of the semimartingale πt turns out to be
essential for the study of the long-term risk-return trade-off under L. To this end, we
consider a positive semimartingale cash flow process (Ct)t≥0. The L-expected gross
return over the holding period from time t to time T from receiving the cash flow
CT at time T is E
L
t [CT ]/E
P
t [STCT ] = E
L
t [CT ]/E
L
t [CT/B
∞
T ]. Following Section IV.A
in Borovicˇka et al. (2016), we also define the expected exponential yield under L as
follows:
ρLt,T (CT ) :=
1
T − t
log
(
ELt [CT ]
ELt [CT/B
∞
T ]
)
= λ+
1
T − t
log
(
ELt [CT ]
ELt [CT/πT ]
)
. (3.7)
We have the following result characterizing the asymptotic yield.
Theorem 3.3. (Long-term Exponential Yield) (i) Suppose the assumptions of
Theorem 3.2 hold, and for some t ≥ 0 there exist positive constants 0 < c < C < ∞
and T ′ > 0 such that almost surely c < ELt [CT ] < C and c < E
L
t [CT/πT ]/E
L
t [1/πT ] < C
for all T > T ′. Then we have
lim
T→∞
ρLt,T (CT ) = λ
where the limit is in probability under any measure locally equivalent to P.
(ii) If furthermore there exist 0 < c < C <∞ such that almost surely c < EPt [CT ] < C
for all T > T ′, then ρPt,T (CT ), the expected exponential yield under P, has the same
asymptotic limit λ.
The proof is based on (3.6) and is given in Appendix A. Theorem 3.3 shows that
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as long as the appropriate moments of the cash flow process CT remain bounded as T
increases, the asymptotic exponential yield on the cash flow is equal to the long-term
zero-coupon yield λ, regardless of the specifics of the cash flow process. One class of
examples of positive cash flow processes satisfying the bounded moments assumptions
in Theorem 3.3 are bounded cash flows that are also bounded below away from zero.
Another important class of examples are cash flows of the form Ct = f(Xt), where Xt
is a Markov state satisfying appropriate stability assumptions under L and the payoff
function f satisfying appropriate moment conditions (see Borovicˇka et al. (2016) for
such examples). If the P-moments are also bounded and bounded away from zero,
then λ is also the limiting yield under P, irrespective of the structure of the cash flow
process Ct. In other words, as in the Markovian setting in Borovicˇka et al. (2016),
appropriately bounded or stationary cash-flow risk does not alter the long-term yield.
The limiting risk premium is zero under both probability measures P and L for such
cash-flow risks.
We note that for pricing kernels with λ = 0, the limiting result in Theorem 3.3
degenerates as the limiting exponential yield vanishes, since in this case discounting
at the exponential rate is too fast. In particular, consider the case where P t0 = O(t
−γ)
(see Brody and Hughston (2016) for their model of social discounting). In this case
we have a similar limiting result for the power yield. Define the expected power yield
as follows:
̺Lt,T (CT ) :=
1
log(T − t)
log
(
ELt [CT ]
ELt [CT/B
∞
T ]
)
and similarly under P.
Theorem 3.4. (Long-term Power Yield) (i) Suppose the assumptions of Theorem
3.2 hold and P t0 = O(t
−γ) as t → ∞. Suppose further that for some t ≥ 0 there
exist 0 < c < C < ∞ and T ′ > 0 such that almost surely c < ELt [CT ] < C and
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c < ELt [CT/πT ]/E
L
t [1/πT ] < C for all T > T
′. Then we have
lim
t→∞
̺Lt,T (CT ) = γ
where the limit is in probability under any measure locally equivalent to P.
(ii) If furthermore there exist 0 < c < C < ∞ such that almost surely c < EPt [CT ] <
C for all T > T ′, then ̺Pt,T (CT ), the expected power yield under P, has the same
asymptotic limit γ.
Theorems 3.3 and 3.4 consider cash flow processes with moments that remain
bounded and, thus, exclude long-term growth. Following Hansen and Scheinkman
(2009) and Borovicˇka et al. (2016), Section IV, we now consider cash flows whose
stochastic growth implies non-vanishing limiting risk premia under P. Namely, con-
sider a positive semimartingale growth index Gt (normalized by G0 = 1) that can be
interpreted as the inflation index when modeling inflation-indexed bonds or aggregate
equity dividend growth when modeling equity. We are interested in the exponential
yield on the stochastically growing cash flow Gt under L, i.e.
ρLt,T (GT ) =
1
T − t
log
(
ELt [GT ]
ELt [GTBt/B
∞
T ]
)
= λ+
1
T − t
log
(
EPt [
STGTpiT
Stpit
]
EPt [
STGT
St
]
)
. (3.8)
In the second equality we re-wrote the L-expectations in terms of P-expectations
using the relationship M∞t = Stπte
λt. If Gt is interpreted as the inflation index, we
can treat StGt as the real pricing kernel. More generally, StGt is interpreted as the
growth-indexed pricing kernel. If we assume that StGt also satisfies the conditions in
Theorem 3.1 and Theorem 3.2, i.e. for each t > 0 EPt [STGT ]/E
P[STGT ] converges to a
positive random variable in L1 as T →∞ and EP[ST−tGT−t]/E
P[STGT ] converges to a
positive finite limit, then we have the long-term factorization for the growth-indexed
pricing kernel
StGt = e
−λGt 1
πGt
MG,∞t ,
where MG,∞t is a martingale and can be used to define a new probability measure
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(long forward growth measure) G|Ft = M
G,∞
t P|Ft on each Ft. We then have the
following result paralleling the long-term risk-return trade-off under L formulated in
Borovicˇka et al. (2016) in the Markovian setting.
Theorem 3.5. (Long-Term Risk-Return Trade-off under L) Suppose both the
pricing kernel St and the growth-indexed pricing kernel StGt satisfy the conditions in
Theorem 3.2. Suppose further that for some t ≥ 0 there exist constants 0 < c < C <
∞ and T ′ > 0 such that almost surely c <
EG
t
[piT /pi
G
T
]
EG
t
[1/piG
T
]
< C for all T > T ′. Then
lim
t→∞
ρLt,T (GT ) = λ, (3.9)
where the limit is in probability under any measure locally equivalent to P.
This result shows that under suitable moment conditions the limiting yield under
the long forward measure L remains the same and equal to the long-term yield on
the pure-discount bond even after we introduce stochastic growth in the cash flow.
Thus, the long-term risk premia on cash flows vanish under L even when the cash
flows display stochastic growth. Evidently, this conclusion is altered under P, where
the limiting yield of the growing cash flow Gt is no longer equal to λ. This result
leads to the interpretation of the long forward measure as the long-term risk-neutral
measure. As such, Theorem 3.5 extends the result in Section IV.B of Borovicˇka et al.
(2016) from their Markovian setting to our general semimartingale setting.
4 Markovian Environments
Our focus here is to show how results of Hansen and Scheinkman (2009) in Markovian
environments based on their Perron-Frobenius theory of positive eigenfunctions of
Markovian pricing operators naturally arise in the context of Theorem 3.1 and 3.2.
We now assume that the underlying filtration is generated by a Markov process X
and the PK is a positive multiplicative functional of X . More precisely, the stochastic
driver of all economic uncertainty is assumed to be a conservative Borel right process
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(BRP) X = (Ω,F , (Ft)t≥0, (Xt)t≥0, (Px)x∈E). A BRP is a continuous-time, time-
homogeneous Markov process taking values in a Borel subset E of some metric space
(so that E is equipped with the Borel sigma-algebra E ; in applications we can think
of E as a Borel subset of the Euclidean space Rd), having right-continuous paths
and possessing the strong Markov property (i.e., the Markov property extended to
stopping times). The probability measure Px governs the behavior of the process
(Xt)t≥0 when started from X0 = x ∈ E at time zero. If the process starts from a
probability distribution µ, the corresponding measure is denoted by Pµ. A statement
concerning ω ∈ Ω is said to hold P-almost surely if it is true Px-almost surely for all
x ∈ E. The filtration (Ft)t≥0 in our model is the filtration generated by X completed
with Pµ-null sets for all initial distributions µ of X0. It is right continuous. X is
assumed to be conservative, i.e. Px(Xt ∈ E) = 1 for each initial x ∈ E and all t ≥ 0
(no killing or explosion).
C¸inlar et al. (1980) show that stochastic calculus of semimartingales defined over
a BRP can be set up so that all key properties hold simultaneously for all starting
points x ∈ E and, in fact, for all initial distributions µ of X0. In particular, an
(Ft)t≥0-adapted process S is an Px-semimartingale (local martingale, martingale)
simultaneously for all x ∈ E and, in fact, for all Pµ. We often simply write P where,
in fact, we are dealing with the family of measures (Px)x∈E indexed by the initial
state x. Correspondingly, we simply say that a process is a P-semimartingale (local
martingale, martingale), meaning that it is a Px-semimartingale (local martingale,
martingale) for each x ∈ E.
In this section we make some additional assumptions about the pricing kernel.
Assumption 4.1. (Markovian Pricing Kernel) The PK (St)t≥0 is assumed to be
a positive semimartingale multiplicative functional ofX, i.e. St+τ (ω) = St(ω)Sτ(θt(ω)),
where θt : Ω → Ω is the shift operator (i.e. Xτ (θt(ω)) = Xt+τ (ω)), the process of its
left limits is assumed to be positive, S− > 0, S is normalized so that S0 = 1, and
EPx[St] <∞ for all times t > 0 and every initial state x ∈ E.
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Under Assumption 4.1 the time-t price of a payoff f(Xt+τ ) at time t + τ that
depends on the Markovian state at that time can be written in the form:
EP [St+τf(Xt+τ )/St|Ft] = E
P
Xt [Sτf(Xτ )] = Pτf(Xt), (4.1)
where we used the Markov property and time homogeneity of X and the multiplica-
tive property of S and introduced a family of pricing operators (Pt)t≥0: Ptf(x) :=
EPx[Stf(Xt)], where E
P
x denotes the expectation with respect to Px. The pricing op-
erator Pt maps the payoff f as a function of the state at the payoff time t into its
present value at time zero as a function of the initial state X0 = x.
Suppose the pricing operators Pt possess a positive eigenfunction π satisfying
Ptπ(x) = e
−λtπ(x)
for some λ ∈ R and all t > 0 and x ∈ E. The key insight of Hansen and Scheinkman
(2009) is that then the pricing kernel admits a factorization
St =M
pi
t e
−λtπ(X0)/π(Xt) (4.2)
into a transition-independent multiplicative functional e−λtπ(X0)/π(Xt) and a posi-
tive martingale multiplicative functional Mpit = Ste
λtπ(Xt)/π(X0) of X . Since M
pi
t is
a positive P-martingale starting from one, Hansen and Scheinkman (2009) define a
new probability measure Qpi associated with the eigenfunction π by: Qpi|Ft = M
pi
t P|Ft .
The pricing operator can then be expressed as:
Ptf(x) = e
−λtπ(x)EQ
pi
x [f(Xt)/π(Xt)] , (4.3)
where EQ
pi
x is the expectation with respect to the eigen-measure Q
pi
x with X0 = x.
Our key result is that, if the long forward measure L exists in a Markovian environ-
ment, then, under some regularity assumptions, it is necessarily identified with one of
the eigen-measures. This result naturally links our Theorem 3.1 and Theorem 3.2 in
semimartingale environments with the Perron-Frobenius theory of Markovian pricing
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operators of Hansen and Scheinkman (2009). Specifically, we show that in Marko-
vian environments in the long-term factorization (3.4) the semimartingale πt takes
the form πt =
pi(Xt)
pi(X0)
, where π(x) is a positive eigenfunction of the pricing operator Pt
with the eigenvalue e−λt.
We start with the observation that, by Eq.(4.1), in a Markovian setting the zero-
coupon bond valuation process can be written in terms of the Markov state as follows,
P Tt = (PT−t1)(Xt) = P (T − t, Xt) for 0 ≤ t ≤ T , where P (t, x) = E
P
x[St] is the bond
pricing function. We also note that the valuation functionals BTt (x) tracking gross
returns from time zero to time t on investing one unit of account at time zero in pure
discount bonds and rolling over as in Section 2 now depend on the state X0 = x.
In Appendix C, it is shown that when Eq.(3.1) holds under Px for each x ∈
E, then P (T − t, Xt)/P (T, x) converges in probability under Px for each x. The
following theorem shows that if we strength convergence in probability to pointwise
convergence, we have the desired result.
Theorem 4.1. (Long Forward Measure as an Eigen-Measure) Suppose the
pricing kernel satisfies Assumption 4.1 and Eq.(3.1) holds under Px for each initial
state x ∈ E. In addition suppose that the function P (T − t, y)/P (T, x) converges to
a positive limit as T → ∞ for each fixed t > 0 and x, y ∈ E. Then the long bond
valuation functional is identified with a positive multiplicative functional of X in the
transition independent form:
B∞t (x) = e
λLtπL(Xt)/πL(x), (4.4)
where πL(x) is a positive eigenfunction of the pricing operators (Pt)t≥0 with the
eigenvalues e−λLt for some λL ∈ R, the pricing kernel possesses a Hansen-Scheinkman
eigen-factorization Eq.(4.2), and the long forward measure L is identified with the
Hansen-Scheinkman eigen-measure QpiL.
The proof is given in Appendix C and relies on the Markov property, measura-
bility properties of the bond pricing function, and Cauchy’s multiplicative functional
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equation. This theorem refines Theorem 3.2 in Markovian environments by further
identifying the process πt with πL(Xt)/πL(X0), where πL(x) is a positive eigenfunction
of the pricing operator.
Positive eigenfunctions of Markovian pricing operators are in general not unique.
For a given pricing kernel S satisfying Assumption 4.1 there may be other positive
eigenfunctions not associated with the long-term factorization. If the researcher is
faced with the problem of determining the long-term factorization by first finding
the eigenfunction πL, it is useful to have sufficient conditions that single out πL from
among all positive eigenfunctions. Hansen and Scheinkman (2009), Borovicˇka et al.
(2016) and Qin and Linetsky (2016) show that if the state process X satisfies certain
stochastic stability assumptions under the eigen-measure Qpi, then the corresponding
eigenfunction is unique. Moreover, under sufficiently strong stability assumptions
it is possible to identify this eigenfunction with the one germane to the long-term
factorization.
The weakest among stochastic stability assumptions is recurrence. Qin and Linetsky
(2016) establish that there exists at most one positive eigenfunction such that X is
recurrent under Qpi. If a positive eigenfunction π such that X is recurrent under
Qpi exists, Qin and Linetsky (2016) call it recurrent eigenfunction, denote it and the
corresponding eigenvalue by πR and λR, and call the associated eigen-measure Q
piR
recurrent eigen-measure. While the recurrent eigen-measure is unique, recurrence is
generally too weak to ensure identification of πR with πL and, hence, the recurrent
eigen-measure with the long forward measure. The following assumption is sufficient
for the identification of the recurrent eigen-measure with the long forward measure.
Assumption 4.2. (Exponential Ergodicity) Suppose the Markovian pricing ker-
nel satisfying Assumption 4.1 admits a recurrent eigenfunction πR. Suppose further
there exists a probability measure ς on E and some positive constants c, α, t0 such that
under QpiR the following exponential ergodicity estimate holds for all Borel functions
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satisfying |f | ≤ 1:
∣∣EQpiRx [f(Xt)/πR(Xt)]− cf ∣∣ ≤ ce−αt/πR(x) (4.5)
for all t ≥ t0 and each x ∈ E, where cf = E
ς [f(Y )/πR(Y )] =
∫
E
(f(y)/πR(y))ς(dy).
Sufficient conditions for Eq.(4.5) for Borel right processes can be found in Theorem
6.1 of Meyn and Tweedie (1993).
Theorem 4.2. (Identification of L and QpiR and Long-Term Pricing) If As-
sumption 4.2 is satisfied, then Eq.(3.1) holds with M∞t =M
piR
t , Theorem 3.1 applies,
the long bond is given by Eq.(4.4) with πL = πR, and the recurrent eigen-measure
coincides with the long forward measure, QpiR = L. Moreover, the long-term pricing
formula of Hansen and Scheinkman (2009) holds for any bounded payoff f(Xt) at
time t ≥ t0 with the following error estimate:
∣∣Ptf(x)− cfe−λLtπL(x)∣∣ ≤ c‖f‖L∞e−(λL+α)t (4.6)
for all times t ≥ t0 and each x ∈ E, where ‖f‖L∞ = supx∈E |f(x)|.
The exponential ergodicity estimate (4.5) ensures that the distribution ofXt under
QpiR converges to the limiting distribution ς sufficiently fast so that the expectation
EQ
piR
x [f(Xt)/πR(Xt)] for any bounded function f converges to the expectation under
the limiting distribution at the exponential rate α > 0.
Exponential ergodicity is sufficient to identify πR with πL. It is also sufficient for
the conditions in Theorem 3.2, and thus the results in Theorem 3.1 and Theorem
3.2 hold. The long-term pricing formula (4.6) complements the long term pricing
formula in Proposition 7.1 of Hansen and Scheinkman (2009) (see also Section 4 of
Borovicˇka et al. (2016)) by also providing the exponential convergence rate to the
long term limit. Indeed, Eq.(4.6) is obtained from Eq.(4.5) via Eq.(4.3).
When Assumption 4.2 is not satisfied, it may be the case that QpiR exists while L
does not, or L exists while QpiR does not, or that both L andQpiR exist but are distinct.
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In order to identify QpiR with L by invoking stochastic stability assumptions weaker
than Assumption 5.2, we need to ensure that the constant payoff (of the zero coupon
bond) is within the scope of the long term pricing formula, i.e.
∫
E
1
piR(y)
ς(dy) < ∞.
If this condition fails, the long forward measure fails to exist even though the long
term pricing formula holds for a class of payoffs that does not include constants.
Borovicˇka et al. (2016) explicitly impose this integrability condition in their Section
4, thus ruling out such cases. Nevertheless, even under this integrability condition, we
can generally only show almost sure convergence of BTt to B
∞
t for each t, which does
not imply the ucp convergence of BTt and the strong convergence of T -forward mea-
sures QT to L. The exponential ergodicity Assumption 5.2 ensures the L1 convergence
condition of Theorem 3.1 and, thus, ucp and stronger semimartingale convergence of
processes BTt to the long bond and convergence in total variation of Q
T to L.
5 Concluding Remarks
This paper provided a unified treatment of the long-term factorization of the pricing
kernel of Alvarez and Jermann (2005), Hansen and Scheinkman (2009) and Hansen
(2012) in the semimartingale setting without Markovian assumptions. The transitory
component discounts at the stochastic rate of return on the long bond and is fur-
ther factorized into discounting at the asymptotic long bond yield λ and a positive
semimartingale that, in the Markovian setting, is expressed in terms of a positive
eigenfunction of the pricing operator with the eigenvalue e−λt. The permanent com-
ponent is a martingale that accomplishes a change of probabilities to the long forward
measure, the limit of T -forward measures. The long forward measure is further in-
terpreted as the long-term risk-neutral measure, as the long-term risk premia for
stochastically growing cash flows vanish under L. The approach of this paper via
semimartingale convergence to the long-term limit extends and complements the op-
erator approach of Hansen and Scheinkman (2009) and unifies it with the approach
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of Alvarez and Jermann (2005).
The volatility of the permanent component drives the wedge between data-generating
and long forward probabilities. Qin et al. (2016) apply this methodology to the em-
pirical analysis of the US Treasury bond market and show that the martingale com-
ponent is highly volatile and controls the term structure of the risk-return trade-off
in the bond market. These results on the economic significance of the martingale
component complement the non-parametric results of Alvarez and Jermann (2005)
and Bakshi and Chabi-Yo (2012) based on bounds and of Borovicˇka et al. (2016) and
Christensen (2016a) based on structural asset pricing models calibrated to macro-
economic fundamentals and impose significant economic restrictions on asset pricing
models.
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Supplementary Appendix to
Long Term Risk: A Martingale Approach
Likuan Qin and Vadim Linetsky
A Proofs for Section 3
We first recall some results about semimartingale topology originally introduced by
E´mery (1979) (see Czichowsky and Schweizer (2011), Kardaras (2013) and Cuchiero and Teichmann
(2015) for recent applications in mathematical finance). The semimartingale topol-
ogy is stronger than the topology of uniform convergence in probability on compacts
(ucp). In the latter case the supremum in Eq.(2.1) is only taken over integrands in
the form ηt = 1[0,s](t) for every s > 0:
ducp(X, Y ) =
∑
n≥1
2−nEP[1 ∧ sup
s≤n
|Xs − Ys|].
The following inequality due to Burkholder is useful for proving convergence in
the semimartingale topology in Theorem 3.1 (see Meyer (1972) Theorem 47, p.50 for
discrete martingales and Cuchiero and Teichmann (2015) for continuous martingales,
where a proof is provided inside the proof of their Lemma 4.7).
Lemma A.1. For every martingale X and every predictable process η bounded by
one, |ηt| ≤ 1, it holds that
aP
(
sup
s∈[0,t]
∣∣∣∣
∫ s
0
ηudXu
∣∣∣∣ > a
)
≤ 18EP[|Xt|]
for all a ≥ 0 and t > 0.
We will also use the following result (see Kardaras (2013), Proposition 2.10).
Lemma A.2. If Xn
S
−→ X and Y n
S
−→ Y , then XnY n
S
−→ XY .
1
We will also make use of the following lemma.
Lemma A.3. Let (Xnt )t≥0 be a sequence of martingales such that X
n
t
L1
−→ X∞t for
each t ≥ 0. Then (X∞t )t≥0 is a martingale.
Proof. It is immediate that E[|X∞t |] <∞ for all t. We need to verify that Es[X
∞
t ] =
X∞s for t > s ≥ 0. First we show that from X
n
t
L1
−→ X∞t it follows that
Es[X
n
t ]
L1
−→ Es[X
∞
t ] (A.1)
for each s < t. By Jensen’s inequality, for each 0 ≤ s < t we have |Es[X
n
t −X
∞
t ]| ≤
Es[|X
n
t −X
∞
t |]. Taking expectations on both sides, we have
E |Es[X
n
t ]− Es[X
∞
t ]| ≤ Es[|X
n
t −X
∞
t |].
Thus, Xnt
L1
−→ X∞t implies Es[X
n
t ]
L1
−→ Es[X
∞
t ] for each s < t.
Since Xnt are martingale, Es[X
n
t ] = X
n
s . By (A.1) for t ≥ s, X
n
s
L1
−→ Es[X
∞
t ].
On the other hand, Xns
L1
−→ X∞s . Thus, Es[X
∞
t ] = X
∞
s for t > s, hence X
∞
t is a
martingale.
Proof of Theorem 3.1. (i) It is easy to see Eq.(3.1) implies MTt converges to M
∞
t in
L1 under P. Since (MTt )t≥0 are positive P-martingales with M
T
0 = 1, and for each
t ≥ 0 random variables MTt converge to M
∞
t > 0 in L
1, by Lemma A.3 (M∞t )t≥0 is
also a positive P-martingale with M∞0 = 1. Emery’s distance between the martingale
MT for some T > 0 and M∞ is
dS(M
T ,M∞) =
∑
n≥1
2−n sup
|η|≤1
EP
[
1 ∧
∣∣∣∣
∫ n
0
ηsd(M
T −M∞)s
∣∣∣∣
]
.
To prove MT
S
−→M∞, it suffices to prove that for all n
lim
T→∞
sup
|η|≤1
EP
[
1 ∧
∣∣∣∣
∫ n
0
ηsd(M
T −M∞)s
∣∣∣∣
]
= 0. (A.2)
We can write for an arbitrary ǫ > 0 (for any random variable X it holds that E[1 ∧
2
|X|] ≤ P(|X| > ǫ) + ǫ)
EP
[
1 ∧
∣∣∣∣
∫ n
0
ηsd(M
T −M∞)s
∣∣∣∣
]
≤ P
(∣∣∣∣
∫ n
0
ηsd(M
T −M∞)s
∣∣∣∣ > ǫ
)
+ ǫ.
By Lemma A.1,
sup
|η|≤1
EP
[
1 ∧
∣∣∣∣
∫ n
0
ηsd(M
T −M∞)s
∣∣∣∣
]
≤
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ǫ
EP[|MTn −M
∞
n |] + ǫ.
Since limT→∞ E
P[|MTn −M
∞
n |] = 0, and ǫ can be taken arbitrarily small, Eq.(A.2) is
verified and, hence, MT
S
−→M∞.
(ii) We have shown that StB
T
t = M
T
t
S
−→ M∞t := StB
∞
t . By Lemma A.2, B
T
t
S
−→ B∞t ,
and B∞t is the long bond according to Definition 3.1 (the semimartingale convergence
is stronger than the ucp convergence).
Part (iii) is a direct consequence of (i) and (ii).
(iv) Define a new probability measure Q∞ by Q∞|Ft = M
∞
t P|Ft for each t ≥ 0. The
distance in total variation between the measure QT for some T > 0 and Q∞ on Ft is:
2 sup
A∈Ft
|QT (A)−Q∞(A)|.
For each t ≥ 0 we can write:
0 = lim
T→∞
EP[|MTt −M
∞
t |] = lim
T→∞
EP[M∞t |B
T
t /B
∞
t − 1|] = lim
T→∞
EQ
∞
[|BTt /B
∞
t − 1|].
Thus,
lim
T→∞
sup
A∈Ft
∣∣EQ∞ [(BTt /B∞t )1A]− EQ∞ [1A]∣∣ = 0.
Since dQ
T
dQ∞
∣∣∣
Ft
=
BT
t
B∞
t
, it follows that
lim
T→∞
sup
A∈Ft
∣∣∣EQT [1A]− EQ∞ [1A]∣∣∣ = 0.
Thus, QT converge to Q∞ in total variation on Ft for each t. Since convergence in
total variation implies strong convergence of measures, this shows that Q∞ is the long
3
forward measure according to Definition 3.2, Q∞ = L. ✷
Proof of Theorem 3.2. (i) Define functions h(t) := P log t0 and g(t) := limT→∞ P
T−t
0 /P
T
0
(the latter is defined for each t due to our assumption). Then for all 0 < a < 1
lim
t→∞
h(at)
h(t)
= lim
t→∞
P log at0
P log t0
= lim
t→∞
P log t+log a0
P log t0
= g(− log a).
Thus, h(t) is a regularly varying function (see Bingham et al. (1989)). By Karamata’s
characterization theorem (see Bingham et al. (1989) Theorem 1.4.1), there exists a
real number λ such that limt→∞
h(at)
h(t)
= g(− log a) = a−λ and a slowly varying function
L(t) such that h(t) = t−λL(t). Rewriting it gives g(t) = eλt and P t0 = e
−λtL(et).
(ii) By Eq.(3.1), StP
T
t /P
T
0 converges to M
∞
t in L
1 under P as T → ∞. Thus it also
converges in probability under P, as well as under any measure locally equivalent to P.
Hence P Tt /P
T
0 , as well as log(P
T
t /P
T
0 ), converge in probability (from now on, as well
as in the proof of Theorems 3.3-3.5, we omit explicit dependency on the probability
measure when we talk about convergence in probability, since it holds under all locally
equivalent measures). Thus, log(P Tt /P
T
0 )/(T − t) converges to zero in probability.
Since P T0 = e
−λTL(eT ) and for any slowly varying function limT→∞
1
T−t
log(L(eT )) = 0
(see Proposition 1.3.6 of Bingham et al. (1989)), we have
lim
T→∞
logP T0 /(T − t) = −λ.
Combining these two property yields (ii).
(iii) and (iv) By Bingham et al. (1989) Theorem 1.2.1, P T0 /P
T−t
0 converges to 1/g(t)
as T → ∞ uniformly on compacts, and thus also in semimartingale topology. By
Theorem 3.1, BTt (and thus P
T
t /P
T
0 ) converges to B
∞
t in semimartingale toplogy.
Thus by Lemma A.2, the ratio P Tt /P
T−t
0 converges in semimartingale topology as
T →∞, and we denote the limit πt. The decomposition of B
∞
t is then immediate.
(v) SinceM∞t = StB
∞
t = Stπte
λt is a martingale, we have EPt [STπT e
λT ] = Stπte
λt. Re-
writing it yields Eq.(3.5). Combining the fact that P Tt = E
L
t [B
∞
t /B
∞
T ] = e
−λ(T−t)ELt [πt/πT ]
4
and Eq.(3.3) yields Eq.(3.6). ✷
Proof of Theorem 3.3. (i) By assumption, we have for T > T ′
c
CELt [1/πT ]
<
ELt [CT ]
ELt [CT/πT ]
<
C
cELt [1/πT ]
.
Combining it with Eq.(3.6) yields that log
(
EL
t
[CT ]
EL
t
[CT /piT ]
)
/(T − t) converges to zero in
probability. Substituting it into Eq.(3.7), we arrive at part (i). Part (ii) is proved
similarly. ✷
Proof of Theorem 3.4. (i) Since P T0 = O(t
−γ), λ = 0 and B∞t = πt. Similar to the
proof of Theorem 3.2, (− logP Tt )/ log(T − t) converges to γ in probability as T →∞.
Since P Tt = E
L
t [B
∞
t /B
∞
T ] = E
L
t [πt/πT ], we have (− logE
L
t [1/πT ])/ log(T − t) converges
to γ in probability. By assumption, we have for T > T ′
c
CELt [1/πT ]
<
ELt [CT ]
ELt [CT/πT ]
<
C
cELt [1/πT ]
.
Thus log
(
EL
t
[CT ]
EL
t
[CT /piT ]
)
/ log(T − t) converges to γ in probability. (ii) can be proved
similarly. ✷
Proof of Theorem 3.5. By assumptions and Eq.(3.8) we can write by changing the
probability measure to G:
ρLt,T (GT ) = λ+
1
T − t
log
(
EGt [πT /π
G
T ]
πtE
G
t [1/π
G
T ]
)
.
By assumption, we immediately have Eq.(3.9). ✷
B Discrete Time Environment
We will show how the results of Alvarez and Jermann (2005) in discrete-time envi-
ronments are naturally nested in our Theorems 3.1 and 3.2. Alvarez and Jermann
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(2005) work in discrete time with the pricing kernel St, t = 0, 1, ..., and make the
following assumptions (below P t+τt is the time-t price of a pure discount bond with
maturity at time t+ τ and unit face value, where t, τ = 0, 1, ...).
Assumption B.1. (Alvarez and Jermann (2005) Assumptions 1 and 2)
(i) There exists a constant λ such that 0 < limτ→∞ e
λτP t+τt <∞ almost surely for all
t = 0, 1, ....
(ii) For each t = 1, 2, ... there exists a random variable xt with E
P
t−1[xt] < ∞ such
that eλ(t+τ)StP
t+τ
t ≤ xt almost surely for all τ = 0, 1, ....
Any discrete-time adapted process can be embedded into a continuous-time semi-
martingale as follows. For a discrete-time process (Xt, t = 0, 1, ...), define a continuous-
time process (X˜t)t≥0 such that at integer times it takes the same values as the discrete
time processX , and is piece-wise constant between integer times, i.e. X˜t = X[t], where
[t] denotes the integer part (floor) of t. This process has RCLL paths and is a semi-
martingale (it is of finite variation). The following result shows that Proposition 1 in
Alvarez and Jermann (2005) is nested in Theorem 3.1 and 3.2.
Proposition B.1. Consider a discrete-time positive pricing kernel (St, t = 0, 1, . . .)
with EP[St+τ/St] < ∞ for all t, τ . Suppose pure discount bonds P
t+τ
t = E
P
t [St+τ/St]
satisfy Assumption B.1. Then the corresponding continuous-time positive semimartin-
gale pricing kernel (S˜t)t≥0 satisfies the conditions in Theorem 3.1 and Theorem 3.2,
hence, all results in Theorem 3.1 and Theorem 3.2 hold.
Proof of Proposition B.1. We first prove Eq.(3.1) is satisfied. We first consider integer
values of t and τ . By assumption (ii), we have
St
P t+τt
P t+τ0
eλ(t+τ )P t+τ0 ≤ xt.
Recall that
M t+τt =
EPt [St+τ ]
EP[St+τ ]
= St
P t+τt
P t+τ0
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for t, τ ≥ 0. Thus, we have that
M t+τt e
λ(t+τ )P t+τ0 ≤ xt
for t, τ ≥ 0. By assumption (i), eλTP T0 has a positive finite limit as T → ∞. Thus,
there exists a constant c > 0 such that eλTP T0 > c for all T . Hence, M
t+τ
t ≤ c
−1xt for
t, τ ≥ 0.
Furthermore, for all t, τ ≥ 0 we can write
M t+τt = St
P t+τt
P t+τ0
= eλtSt
eλτP t+τt
eλ(t+τ)P t+τ0
.
By assumption (i), limτ→∞M
t+τ
t exists almost surely and is positive. We denote
it M∞t . Since M
t+τ
t ≤ c
−1xt and xt is integrable, by the Dominated Convergence
Theorem we have thatM t+τt → M
∞
t in L
1 as τ →∞ for each fixed integer t = 0, 1, ....
We now consider real values of t and τ and recall our embedding of discrete-time
adapted processes into continuous semimartingales with piece-wise constant paths.
For each real t and τ we have M t+τt = M
N
n , where n,N are two integers such that
t ∈ [n, n + 1) and t + τ ∈ [N,N + 1). Thus, M t+τt → M
∞
t in L
1 as τ → ∞ for each
fixed real t ≥ 0. This prove Eq.(3.1).
P T−t0 /P
T
0 converges for all t > 0 is a simple consequence of the fact that e
λtP t0
converges for all t > 0. ✷
C Proofs for Section 4
We start with proving the following measurability property of the bond pricing func-
tion P (t, x) under Assumption 5.1.
Lemma C.1. If the pricing kernel St satisfies Assumption 5.1, then the bond pricing
function P (t, x) = EPx[St] is jointly measurable with respect to B(R+) ⊗ E
∗, where
B(R+) is the Borel σ-algebra on R+, E
∗ is the σ-algebra of universally measurable
sets on E (see Sharpe (1988) p.1).
7
Proof. Let P n(t, x) = EPx[St ∧ n]. By Chen and Fukushima (2011) Exercise A.1.20
for fixed t P n(t, x) is E∗-measurable. Since St is right continuous, by the Bounded
Convergence Theorem for fixed x the function P n(t, x) is right continuous in t. Thus,
on [0, 1)× E we can write:
P n(t, x) = lim
m→∞
P nm(t, x),
where
P nm(t, x) :=
m∑
i=1
1[(i−1)/m,i/m)(t)P
n((i− 1)/m, x). (C.1)
Thus, on [0, 1)×E the function P nm(t, x) is jointly measurable with respect to B([0, 1))⊗
E∗. Similarly we can prove that P nm(t, x) is jointly measurable with respect to B(R+)⊗
E∗. By Eq.(C.1), P n(t, x) is then also jointly measurable with respect to B(R+)⊗E
∗.
Since St is integrable, by the Dominated Convergence Theorem limn→∞ P
n(t, x) =
P (t, x). Thus, P (t, x) is also jointly measurable with respect to B(R+)⊗ E
∗.
Next we prove the following result.
Lemma C.2. Suppose the PK S satisfies Assumption 5.1 and Eq.(3.1) holds under
Px for each x ∈ E. Then for each t > 0 and x ∈ E we can write for the long bond
B∞t (x) = b
∞(t, x,Xt) > 0 (C.2)
Px-almost surely, where b
∞(t, x, y) is a universally measurable function of y for each
fixed t > 0 and x ∈ E.
Proof. The long bond B∞t (x) is the ucp limit of the processes B
T
t (x) defined in
Section 3. Dependence on the initial state X0 = x comes from dividing by the initial
bond price P (0, x) at time zero in the definition of BTt . For each t > 0 and x ∈ E,
the random variables BTt (x) = P
T
t (x)/P
T
0 (x) = P (T − t, Xt)/P (T, x) with T ≥ t
converge to B∞t (x) as T → ∞ in probability. By Lemma C.1, P (T − t, Xt)/P (T, x)
is σ(Xt)-measurable (Xt is viewed as a random element taking values in E equipped
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with the σ-algebra E∗, thus σ(Xt) is generated by inverses of universally measurable
sets). Its limit in probability B∞t (x) can also be taken σ(Xt)-measurable and, by
Doob-Dynkin lemma, we can write it as b∞(t, x,Xt), where for each fixed t > 0 and
x ∈ E, b∞(t, x, y) is a universally measurable function of y. ✷
By Lemma, for each t > 0 and x ∈ E the random variables P (T − t, Xt)/P (T, x)
converge to the random variable b∞(t, x,Xt) in probability under Px. In Theorem
5.1, we strengthen it to pointwise convergence of the function P (T − t, y)/P (T, x) as
T goes to infinity, i.e. for each t > 0 and x, y ∈ E:
lim
T→∞
P (T − t, y)
P (T, x)
= b∞(t, x, y) > 0. (C.3)
Now we are ready to prove Theorem 4.1.
Proof of Theorem 4.1. By Lemma C.1 P (t, x) is jointly measurable with respect
to B(R+) ⊗ E
∗. Thus, by Eq.(C.3), P (T − t, y)/P (T, x) is jointly measurable with
respect to B(R+)⊗ E
∗ ⊗ E∗. Thus, the function b∞(t, x, y) is also jointly measurable
with respect to B(R+)⊗ E
∗ ⊗ E∗.
For any t, s > 0 and x, y, z ∈ E we can write:
b∞(t+ s, y, z) = lim
T→∞
P (T − t, z)
P (T + s, y)
= lim
T→∞
P (T, x)
P (T + s, y)
P (T − t, z)
P (T, x)
= b∞(s, y, x)b∞(t, x, z). (C.4)
Taking x = y = z in Eq.(C.4), we have
b∞(t, x, x)b∞(s, x, x) = b∞(t + s, x, x),
which implies that for each fixed x ∈ E b∞(t, x, x) satisfies Cauchy’s multiplicative
functional equation as a function of time. Since b∞(t, x, y) is jointly measurable with
respect to B(R+) ⊗ E
∗ ⊗ E∗, for fixed x ln b∞(t, x, x) is measurable with respect to
B(R+). It is known that a Borel measurable function that satisfies Cauchy’s functional
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equation is linear. Thus, we have that b∞(t, x, x) = eλL(x)t.
Again by Eq.(C.4), for any x, y ∈ E we have
b∞(2t, y, x) = b∞(t, y, x)b∞(t, x, x) = b∞(t, y, y)b∞(t, y, x),
and we have b∞(t, y, y) = b∞(t, x, x). Thus, λL(x) is independent of x. Taking
y = x in Eq.(C.4), we have b∞(t + s, x, z) = eλLsb∞(t, x, z). Thus, e−λLtb∞(t, x, z) is
independent of t. Fix x0 ∈ E and define πL(x) := e
−λLtb∞(t, x0, x). It is independent
of t and x0 is fixed. By Eq.(C.4), b
∞(t, x0, x)b
∞(t, x, x0) = b
∞(2t, x0, x0) = e
−2λLt.
Thus, b∞(t, x, x0) = e
λLt1/πL(x). Finally, we have
b∞(t, x, y) = b∞(t/2, x, x0)b
∞(t/2, x0, y) = e
λLt
πL(y)
πL(x)
.
By Eq.(C.2) we then have
B∞t (x) = e
λLt
π(Xt)
π(x)
.
πL is an eigenfunction of the pricing operators Pt with the eigenvalues e
−λLt from
the fact that M∞t = StB
∞
t is a martingale. Thus, we arrive at the identification of
the long forward measure with an eigen-measure associated with the eigenfunction
πL, and the identification L = Q
piL thus follows. ✷
Remark C.1. We note the difference between the setting here and the one in
Qin and Linetsky (2016). Here we do not assume that the pricing operator maps
Borel functions to Borel functions upfront. Since the long bond eλLt piL(Xt)
piL(x)
is a right
continuous semimartingale, by C¸inlar et al. (1980) the function πL is locally the dif-
ference of two 1-excessive functions. For a Borel right process, its excessive functions
are generally only universally measurable, but not necessarily Borel measurable. Thus
the eigenfunction πL we find above is also not necessarily Borel measurable, but is
universally measurable. Hence after the measure change from the data generating
measure to the long forward measure, under L = Qpi the Markov process X may not
be a Borel right process, but it is a right process. If we explicitly assume that the pric-
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ing operator maps Borel functions to Borel functions, as is done in Qin and Linetsky
(2016), then the eigenfunction πL is automatically Borel and X is a Borel right pro-
cess under QpiL . Here we opted for this slightly more general set up, so not to impose
further restrictions on the pricing kernel.
Proof of Theorem 4.2. Let QpiR(t, x, ·) denote the transition measure of X under QpiR .
We verify the L1 convergence condition Eq.(3.1) withM∞t = M
piR
t with the martingale
associated with the recurrent eigenfunction. This then identifies eλRt piR(Xt)
piR(X0)
with the
long bond B∞t and the recurrent eigen-measure with the long forward measure, Q
piR =
L.
We note that for any valuation process V , the condition (3.1) can be written under
any locally equivalent probability measure QV defined by QV |Ft = StR
V
0,tP|Ft :
lim
T→∞
EQ
V
[|BTt /Vt − B
∞
t /Vt|] = 0. (C.5)
We can use this freedom to choose the measure convenient for the setting at hand.
Here we choose to verify it under QpiR , i.e. we will verify Eq.(C.5) under QV = QpiR
due to its convenient form. Since
P Tt = e
−λR(T−t)πR(Xt)E
QpiR
Xt
[
1
πR(XT−t)
],
we have
e−λRt
P Tt πR(X0)
P T0 πR(Xt)
=
E
QpiR
Xt
[ 1
piR(XT−t)
]
E
QpiR
X0
[ 1
piR(XT )
]
.
Let J :=
∫
E
ς(dy) 1
piR(y)
(it is finite by Assumption 4.2). Since
EQ
piR
x [
1
πR(Xt)
] =
∫
E
QpiR(t, x, dy)
1
πR(y)
,
by Eq.(4.5) we have for T − t ≥ t0:
J −
c
πR(Xt)
e−α(T−t) ≤ EQ
piR
Xt
[
1
πR(XT−t)
] ≤ J +
c
πR(Xt)
e−α(T−t), (C.6)
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and for each initial state X0 = x ∈ E and T ≥ max(T0, t+ t0):
J −
c
πR(x)
e−αT ≤ EQ
piR
x [
1
πR(XT )
] ≤ J +
c
πR(x)
e−αT . (C.7)
For each x ∈ E there exists T0 such that for T ≥ T0,
c
piR(x)
e−αT ≤ J/2. We can thus
write for each x ∈ E:
−1 ≤ e−λRt
P Tt πR(x)
P T0 πR(Xt)
− 1 ≤
2
J
(
c
πR(Xt)
e−α(T−t) +
c
πR(x)
e−αT
)
,
Thus, ∣∣∣∣e−λRt P Tt πR(x)P T0 πR(Xt) − 1
∣∣∣∣ ≤ 2J
(
c
πR(Xt)
e−α(T−t) +
c
πR(x)
e−αT
)
+ 1.
Since for each t the Ft-measurable random variable
1
piR(Xt)
is integrable under QpiRx
for each x ∈ E, for each t the Ft-measurable random variable
∣∣∣e−λRt PTt piR(x)PT
0
piR(Xt)
− 1
∣∣∣ is
bounded by an integrable random variable. Furthermore, by Eq.(C.6) and (C.7),
lim
T→∞
∣∣∣∣e−λRt P Tt (ω)πR(x)P T0 πR(Xt(ω)) − 1
∣∣∣∣ = 0
for each ω. Thus, by the Dominated Convergence Theorem Eq.(C.5) is verified with
B∞t = e
λRt piR(Xt)
piR(X0)
. ✷
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