The split-operator algorithm is popular for nonadiabatic quantum dynamics because it is explicit, easy to implement, and preserves many geometric invariants of the exact evolution; however, the algorithm can only be used in the diabatic basis, or, more generally, in systems with separable kinetic and potential energies. Here, we describe several alternative geometric integrators applicable to both separable and nonseparable Hamiltonians, and, in particular, to the nonadiabatic molecular Hamiltonian in the adiabatic basis. These integrators combine the dynamic Fourier method with recursive symmetric composition of the trapezoidal rule or implicit midpoint method, which results in an arbitrary order of accuracy in the time step. Moreover, these integrators are exactly unitary, symplectic, symmetric, time-reversible, and stable, and, in contrast to the split-operator algorithm, conserve the energy exactly, regardless of the accuracy of the solution. The order of convergence and preservation of geometric properties are proven analytically and demonstrated numerically on a two-surface NaI model in the adiabatic basis. Although each step of the higher order integrators is more costly, these algorithms become the most efficient ones if higher accuracy is desired; a thousand-fold speedup compared to the second-order trapezoidal rule (the Crank-Nicolson method) was observed for convergence error of 10 −10 .
I. INTRODUCTION
this curvature into account. Geometric integrators are highly exploited in classical molecular dynamics, where the deceptively simple Verlet algorithm, 28, 29 despite its only second-order accuracy, results in exact conservation of D invariants in a D-dimensional system, where D can easily reach thousands or millions in state-of-the art simulations of proteins.
Time propagation schemes based on geometric integrators have also been applied to the time-dependent Schrödinger equation. 25, [30] [31] [32] Symmetric compositions of the first-order split-operator algorithms, 25, 32 including the standard second-order splitting, 31 are unitary, symplectic, stable, symmetric, and time-reversible regardless of the size of the time step.
Moreover, the symmetric split-operator algorithms can be recursively composed to obtain efficient methods of arbitrary order in the time step.
27,33-36
Although the split-operator algorithms preserve numerous geometric properties of interest of the exact evolution operator, their use is limited to systems with Hamiltonians separable into a sum of two terms, the first depending only on the position operator and the second only on the momentum operator. One must use a different time propagation scheme for systems with a non-separable Hamiltonian; for example, the nonadiabatic dynamics in the adiabatic representation or particles in crossed electric and magnetic fields.
The explicit Euler method is the simplest integrator applicable to non-separable Hamiltonians; it is, however, unstable. 27, 37 The implicit Euler method is stable regardless of the size of the time step but requires solving a large, although sparse, system of linear equations at every time step; furthermore, the method fails to preserve the unitarity, time reversibility, energy conservation, and other geometric properties of the exact evolution operator. The second-order differencing method [38] [39] [40] introduces symmetry by combining the forward and backward step of the explicit Euler method. It is explicit and stable for small enough time steps, but does not conserve the norm or energy exactly.
Another issue with the second-order differencing is that a much too small time step is required to obtain an accurate solution. 41 This problem has been addressed by using the Chebyshev 42 and short iterative Lanczos algorithms; 40, 43, 44 both methods increase remarkably the efficiency of numerical integration by effectively approximating the exact evolution operator. However, these two methods are neither time-reversible nor symplectic, and the Chebyshev propagation scheme does not even conserve the norm.
To address either the low accuracy or nonconservation of geometric properties by various nonadiabatic integrators, we propose time propagation schemes based on symmetric com-positions of the trapezoidal rule (also know as the Crank-Nicolson method 30, 45 ) or implicit midpoint method. As we show below, because these elementary methods are unitary, symplectic, energy conserving, stable, symmetric, and time-reversible, so are their symmetric compositions. Furthermore, like the split-operator or any other symmetric second-order algorithm, the trapezoidal rule and implicit midpoint method can be recursively composed to obtain integrators of arbitrary order of accuracy in the time step. 27, [33] [34] [35] Methods with higher orders of accuracy are useful for obtaining highly accurate solutions because, for that purpose, they are more efficient than the second-order algorithms. Although each time step of a higher-order method costs more, the solution with the same accuracy can be obtained using a larger time step and, hence, a smaller total number of steps in comparison to lower-order methods. The final benefit of the proposed geometric integrators is the simple, abstract, and general implementation of the compositions of the trapezoidal rule and implicit midpoint methods; indeed, even these "elementary" methods are, themselves, compositions of simpler explicit and implicit Euler methods.
The remainder of this paper is organized as follows: In the theory Section II, after defining the geometric properties of the exact evolution operator, we discuss their breakdown in elementary methods and recovery in the proposed symmetric compositions of the trapezoidal rule and implicit midpoint methods (proofs are provided in Appendix A). Next, we present the dynamic Fourier method for its ease of implementation and the exponential convergence with the number of grid points (see Appendix B) but the proposed time propagation schemes can be combined with any other basis or grid representation. For comparison purposes, the split-operator algorithms are briefly reviewed, although they are only applicable in the diabatic basis. In Section III, the convergence properties and conservation of geometric invariants by various methods are analyzed numerically on a two-surface NaI model 46 in the adiabatic representation. The system has a non-separable Hamiltonian in the adiabatic basis since there is an avoided crossing between its potential energy surfaces and a corresponding region of large nonadiabatic coupling. Section IV concludes the paper.
II. THEORY
For a time-independent HamiltonianĤ, the time-dependent Schrödinger equation
has the formal solution ψ(t) =Û (t)ψ(0), where ψ(0) is the initial state andÛ (t) the so-called evolution operator. The exact evolution operator
is linear (in particular, independent of the initial state), reversible, stable, and, moreover, conserves both the norm and energy of the quantum state. Let us define and discuss these and other geometric properties of the exact evolution operator because they are also desirable in approximate numerical evolution operatorsÛ appr (t).
A. Geometric properties of the exact evolution operator
An operatorÛ on a Hilbert space is said to preserve the norm ψ := ψ|ψ 1/2 if Û ψ = ψ . For linear operatorsÛ , preserving the norm is equivalent to preserving the inner product,
whereÛ † is the Hermitian adjoint ofÛ . The preservation of inner product is, therefore, equivalent to the condition thatÛ †Û be the identity operator, or that
Such an operatorÛ is said to be unitary. The exact evolution operator is unitary sincê
An operatorÛ is said to be symplectic if it preserves the symplectic two-form ω(ψ, φ),
i.e., a nondegenerate skew-symmetric bilinear form on the Hilbert space, if ω(Û ψ,Û φ) = ω(ψ, φ). In classical mechanics, conservation of the symplectic two-form has many farreaching consequences, one of which is Liouville's theorem-the conservation of phase space volume. In quantum mechanics, a symplectic two-form can be defined as
obviously, it is conserved if the inner product ψ|φ itself is. The exact evolution operator is therefore symplectic.
The expectation value of energy is conserved if the evolution operator is unitary and commutes with the Hamiltonian:
The exact evolution operator is unitary, and becauseÛ ex (t) = exp(−iĤt/ ) can be Taylor expanded into a convergent series in powers ofĤ,Û ex (t) also commutes withĤ. As a result, the exact evolution conserves energy.
An adjointÛ (t) * of an evolution operatorÛ (t) is defined as its inverse taken with a reversed time step:Û (t) * :=Û (−t) −1 .
An evolution operator is said to be symmetric if it is equal to its own adjoint:
An evolution is time-reversible if a forward propagation for time t is exactly cancelled by an immediately following backward propagation for the same time, i.e., if
Time reversibility in quantum dynamics is, therefore, a direct consequence of symmetry.
The exact evolution operator is both symmetric and time-reversible becauseÛ ex (t) * = exp(−iĤt/ ).
Finally, the time evolution is said to be:
(i) stable 37, 47, 48 if for every > 0, there exists δ( ) > 0 such that
(ii) attracting 47, 48 if there exists a δ > 0 such that
(iii) asymptotically stable if it is both stable and attracting.
These conditions are visualized in Fig. 1 . The exact evolution operator is stable but not asymptotically stable because, due to norm conservation, 
B. Loss of geometric properties by approximate methods
In approximate propagation methods, the state ψ(t + ∆t) at time t + ∆t, where ∆t is the numerical time step, is obtained from the state ψ(t) at time t by applying an approximate time evolution operatorÛ appr (∆t). This operator iŝ U expl (∆t) := 1 − i ∆tĤ (13) in the explicit Euler method and
in the implicit Euler method. Both Euler methods are of the first order in the time step ∆t, and both are neither unitary nor symplectic. Due to their lack of unitarity, the methods do not conserve energy, even though their evolution operators commute with the Hamiltonian.
Neither method is symmetric; in fact, they are adjoints of each other. Hence, neither method is time-reversible. The explicit Euler method is unstable with the distance between two wavefunctions diverging,
whereas the implicit Euler method is asymptotically stable.
The second-order differencing method [38] [39] [40] introduces symmetry by combining a forward and backward steps of the explicit Euler method:
The method can be also obtained directly from the time-dependent Schrödinger equation
by using a finite-difference approximation
While it is almost as simple as the explicit Euler method to implement, the second order differencing has a higher order of accuracy and, in contrast to the explicit The properties of the different methods are summarized in Table I ; a more thorough justification of these properties is provided in Appendix A. Although the explicit and implicit
Euler methods are not geometric, composing them in a specific way leads to arbitraryorder integrators that preserve many important geometric properties of the exact solution.
Obviously, the compositions are applicable to systems with non-separable Hamiltonians just like the elementary methods themselves.
C. Recovery of geometric properties by composed methods
Composing the explicit and implicit Euler methods, each for a time step ∆t/2, yields a symmetric second-order method. Depending on the order of composition, one obtains either the trapezoidal ruleÛ
or implicit midpoint methodÛ
The trapezoidal rule is also known as the Crank-Nicolson method, 45 although the latter frequently implies a second-order finite-difference approximation to the spatial derivative in the kinetic energy operator, whereas we use the dynamic Fourier method (see Sec. II E), which has exponential convergence with grid density (see Appendix B).
Both the trapezoidal rule and implicit midpoint methods are Cayley transforms 49 of (i∆t/2 )Ĥ and, therefore, are unitary; in addition, both are second-order, symplectic, symmetric, time-reversible, and stable regardless of the size of the time step. Both methods also commute with the Hamiltonian, are energy conserving, and can be further recursively composed to obtain arbitrary-order methods (see Sec. II D). The summary of the properties is given in Table I and a detailed justification provided in Appendix A. 
Recursively composable methods 2 nd order SO 2(n + 1)
Midpoint 2(n + 1)
Trapezoidal 2(n + 1)
a Stability holds for time steps that satisfy Eq. (A43).
It is necessary to stress that the geometric properties of the trapezoidal rule and implicit midpoint method are only preserved if the implicit step, which involves solving a set of linear equations, is executed exactly (or, in practice, to machine accuracy). We solved the system of equations using the generalized minimal residual method, [50] [51] [52] an iterative method based on Arnoldi process. 53, 54 It was an appropriate choice since the matrix being inverted was not positive-definite, symmetric, skew-symmetric, Hermitian, or skew-Hermitian, and therefore neither conjugate gradient nor minimal residual method was applicable. 52 The initial guess for the implicit step was approximated with the explicit Euler method since for small time steps, the solutions from the explicit and implicit Euler methods differ only by (∆t/ ) 2Ĥ 2 |ψ(t) .
D. Symmetric composition schemes for symmetric methods
Recursively composing symmetric methods with appropriately chosen time steps leads to symmetric integrators of arbitrary orders. 27, 33, 35 More precisely, there exist a natural number M and real numbers a n , n = 1, . . . , M , called composition coefficients, such that ifÛ p (∆t)
is any symmetric integrator of a (necessarily even) order p, then
is a symmetric integrator of order p+2. The most common composition schemes (see Fig. 2) are the triple jump 33, 35, 55, 56 with M = 3,
and Suzuki's fractals 35 with M = 5,
The remaining coefficients are obtained from the relation a M +1−n = a n , which expresses that both of these are symmetric compositions.
Because each triple jump is formed of three steps while each Suzuki's fractal is composed of five steps, the p th -order integrator obtained using Suzuki's fractals has (5/3)
−1 times more composition steps than the one obtained from the same symmetric second-order method using the triple jump. Therefore, the p th -order method obtained from Suzuki's fractals takes
−1 times longer to execute per time step ∆t than does the method of the same order achieved through the triple jump. Yet, the leading order error coefficient of the p th -order integrator based on Suzuki's fractal is smaller because the magnitude of each composition step is smaller in Suzuki's fractal. Consequently, to achieve the same accuracy at a final time t, larger time steps can be typically used for calculations using Suzuki's fractals compared to those based on the triple jump.
Non-recursive composition schemes, which require fewer composition steps and are also more efficient, have been obtained for various specific orders. These composition schemes, which will be referred to as "optimal," were implemented according to Kahan Theorem. All compositions of the trapezoidal rule or implicit midpoint method are unitary, symplectic, stable, energy-conserving, and their evolution operators commute with the Hamiltonian; all symmetric compositions are symmetric and therefore time-reversible.
Proof. We prove the theorem in much greater generality. Indeed, a composition of any unitary operatorsÛ 1 andÛ 2 is unitary since
A composition of any symplectic operators is symplectic since
Proposition 3 of Appendix A shows that a composition of any operators commuting with the Hamiltonian commutes with the Hamiltonian. A composition of any energy-conserving operators conserves energy since
However, a composition of two symmetric operators is, in general, not symmetric:
It is symmetric if the two operators commute or if it is a symmetric composition, e.g.,
Finally, a composition of time-reversible operators is not necessarily time-reversible sincê
The composition is time-reversible if the two operators commute or if it is a symmetric composition, e.g.,
E. Dynamic Fourier method and molecular Hamiltonian in the adiabatic basis
To propagate the wavepacket using the explicit or implicit Euler method, or one of their compositions (see Sec. II B-II D), only the action of the Hamiltonian operatorĤ on ψ(t)
is required provided that the implicit steps are solved iteratively. The dynamic Fourier method 31, 32, 39, 59 is an efficient approach to compute f (X)ψ(t), where f (X) is an arbitrary function ofX, which denotes either the nuclear position (Q) or momentum (P ) operator.
Each action of f (X) on ψ(t) is evaluated in the X-representation (in whichX is diagonal)
by a simple multiplication, after Fourier-transforming ψ(t) to change the representation
where ψ(X, t) is the wavepacket in the X-representation and X i are either the position or momentum grid points.
The molecular Hamiltonian in the adiabatic basis can be expressed aŝ
where M is the diagonal D × D nuclear mass matrix, D the number of nuclear degrees of freedom, V the potential energy, and F the nonadiabatic coupling vector. In Eq. (22), the dot · denotes the matrix product in nuclear D-dimensional vector space, the hatˆrepresents a nuclear operator, and the bold font indicates an electronic operator, i.e., an S × S matrix, where S is the number of considered electronic states. Using the dynamic Fourier method, each evaluation of the action ofĤ on a molecular wavepacket ψ(t), which now becomes an S-component vector of nuclear wavepackets (one on each surface), involves 4D changes of the wavepacket's representation.
F. Split-operator algorithm
The split-operator algorithm 31 is a popular time propagation scheme for solving the timedependent Schrödinger with separable Hamiltonians because it is explicit and preserves most geometric properties of the exact evolution operator (except energy conservation). All splitoperator algorithms result from the compositions 27,33-35 of two first-order integrators
of which each is the adjoint of the other. As a consequence, their compositions with time step ∆t/2 yield the second-order split-operator integrators
2T and e
which, like, the trapezoidal rule and implicit midpoint method, can be further composed recursively (see Sec. II D) 27, [33] [34] [35] [36] 60 to obtain symmetric integrators of arbitrary order. All split-operator algorithms are unitary and symplectic, but because their evolution operators do not commute withĤ, the energy is not conserved. All split-operator algorithms are stable but only the symmetric compositions are symmetric and, therefore, time-reversible. Equations (23)- (24) show that these integrators are most naturally implemented in conjunction with the dynamic Fourier method described in Sec. II E.
III. NUMERICAL EXAMPLES
To test the geometric and convergence properties of the integrators presented in Sec- 
Nonadiabatic dynamics of NaI. Top: Adiabatic potential energy surfaces with the initial and final nuclear wavepacket components in the ground and excited adiabatic electronic states.
Bottom: Ground-and excited-state populations of NaI computed with four different second-order methods: SOD stands for the second-order differencing. The initial population distinguishes the two curves: At t = 0, the molecular wavepacket was in the excited state, i.e., P 1 (0) = 0 and P 2 (0) = 1. The populations were propagated with a time step ∆t = 0.01 a.u., i.e., much more frequently than the markers suggest. The small time step guaranteed wavepacket convergence errors below ≈ 10 −6 in all methods.
To compare various integrators quantitatively, it is essential to "zoom in" and inspect the convergence error at the final time t f ; after all, the dynamic Fourier method 31,32,39 is expected to describe the wavepacket with a high degree of accuracy. In our setting, the convergence error at time t is defined as the L 2 -norm error ψ ∆t (t) − ψ ∆t/2 (t) , where ψ ∆t (t) denotes the wavepacket propagated with a time step ∆t. We omit the split-operator algorithm, which served as a benchmark in Fig. 3 , from the following analysis because this algorithm is not applicable to time propagation in the adiabatic representation. Note, however, that for separable Hamiltonians, such as the nonadiabatic Hamiltonian in the diabatic basis, the split-operator algorithms are more efficient than the present integrators of the corresponding order (see Table I ). 
IV. CONCLUSION
We have described geometric integrators for nonadiabatic quantum dynamics in the adiabatic representation, in which the popular split-operator algorithms cannot be used due to nonseparability of the Hamiltonian into a kinetic and potential terms. The proposed methods are based on the symmetric composition of the trapezoidal rule or implicit midpoint method, and as a result, are symmetric, stable, conserve the energy exactly and, in addition, are exactly unitary, symplectic, and time-reversible. We have shown that unlike the original trapezoidal rule or implicit midpoint method, which are only second-order, their recursive symmetric compositions can achieve accuracy of arbitrary even order in the time step. We have proven all these properties analytically as well as demonstrated them numerically on a two-surface model of NaI photodissociation. As expected, the higher-order integrators significantly sped up calculations when higher accuracy was required. For example, even to achieve a moderate wavefunction convergence error of 10 −5 , tenfold reduction in the computational time was observed by using higher-order methods compared to the elementary trapezoidal rule. It is probable that Chebyshev 42,61 and short iterative Lanczos schemes 43,44,62 would be more efficient in this and other typical systems, but these methods do not conserve exactly all the invariants conserved by the described geometric integrators.
Finally, we hope that the ability to run "geometric" quantum molecular dynamics in the adiabatic representation will be useful especially in conjunction with potential energy surfaces obtained from ab initio electronic structure calculations because this will avoid the tedious diabatization process necessary for the applicability of the split-operator algorithm. 
The first property expresses the compatibility of the inverse and Hermitian adjoint operations, while the last three properties express that these two operations are involutive antiautomorphisms on the group of invertible operators. All four properties are easy to prove in finite-dimensional spaces; 63 the proofs for infinite-dimensional spaces can be found in textbooks on advanced linear algebra or functional analysis. The first statement follows from the sequence of identitieŝ
The second statement follows from the first by applying it twice, the second time forÂ :=B andB :=Â −1 , or directly from
by using property (A2). 
Local error
The local error of an approximate evolution operator, defined asÛ appr ( ) −Û ( ), is obtained by comparing the Taylor expansion ofÛ appr ( ) with the Taylor expansion of the exact evolution operator:Û
If the local error is O( n+1 ), the method is said to be of order n because the global error for
For the explicit Euler method, the Taylor expansion is identical to the evolution operator (13) itself, and therefore the leading order local error is ( Ĥ ) 2 /2. The Taylor expansion of the implicit Euler method (14) is the Neumann series
the leading order local error is −( Ĥ ) 2 /2.
The Taylor expansions of the trapezoidal rule and implicit midpoint method are obtained by composing Eqs. (13) and (A6) with time steps /2:
the leading order local error of both methods is i( Ĥ ) 3 /12.
Finally, the local error of the second-order differencing method is
which is found by Taylor expanding ψ sod (t − ), assumed to be exact, in Eq. (16) to obtain
Subtracting Eq. (A5) from Eq. (A10) gives the local error (A8).
Unitarity
Neither Euler method is unitary becausê
In contrast, both the trapezoidal rule and implicit midpoint methods are unitary becausê
(Proposition 1 was used in the first and Proposition 2 in the second line) and becausê
(Proposition 1 was used in the first line).
The analysis of its geometric properties is simplified if the second-order differencing is represented by a 2 × 2 propagation matrix
acting on a vector of ψ at two different times:
Comparing the Hermitian conjugateÛ sod ( ) † ofÛ sod ( ) with its the inverse,
found using detÛ sod ( ) = 1, shows that the second-order differencing is not unitary.
WhenÛ ( ) is not unitary, we can obtain the time dependence of the norm from
For the explicit and implicit Euler methods, we find that
where Â ψ := ψ|Â|ψ denotes the expectation value of operatorÂ in state ψ.
Although the second-order differencing is not unitary, a conserved quantity analogous to the inner product exists:
Proposition 4. The second-order differencing conserves the quantity
The proof starts by projecting φ sod (t)| on Eq. (16), which yields
Adding the complex conjugate of Eq. (A22) to the analogue of Eq. (A22), in which ψ and φ are exchanged, gives
completing the proof. As an immediate corollary, obtained by taking φ = ψ, the secondorder differencing conserves the quantity Re ψ sod (t)|ψ sod (t − ) , which is an analogue of the norm. 
Symplecticity
Using a shorthand notation ω appr | t := ω(ψ appr (t), φ appr (t)) and expressionsÛ appr ( ) †Û appr ( ) from Appendix A 2 for the two Euler methods gives
showing that neither first-order method is symplectic. In contrast, both the trapezoidal rule and implicit midpoint methods are symplectic because they are unitary.
Finally, the second-order differencing is strictly not symplectic, but Proposition 4 implies that the quantity
analogous to the symplectic two-form, is conserved.
Commutation of the evolution operator with the Hamiltonian
Evolution operators of both Euler methods commute with the Hamiltonian:
where in Eq. (A27), Proposition 2 was used. Applying Proposition 3 toÂ =Û expl ( /2) andB =Û impl ( /2) (or vice versa) then shows that the evolution operators of both the trapezoidal rule and implicit midpoint methods commute with the Hamiltonian. As for the second-order differencing, all entries inÛ sod are polynomials inĤ and hence commute witĥ H; as a result, [Ĥ,Û sod ] = 0 as well.
Energy conservation
Neither Euler method is unitary and hence neither conserves the energy. In contrast, both the trapezoidal rule and implicit midpoint methods conserve energy because their evolution operators are unitary and commute with the Hamiltonian.
The second-order differencing does not conserve energy exactly but a conserved quantity analogous to the energy has been defined: 40 Applying ψ sod (t)|Ĥ to Eq. (16) gives
Because Ĥ 2 ψ sod (t) is real, taking the real part of Eq. (A28) shows that
is conserved.
Symmetry
Proposition 5. The adjoint of an evolution operator has the following properties:
The first and second properties mean, respectively, that the adjoint operation * is an involution and an antiautomorphism on the group of invertible operators, while the last property provides the simplest recipe for constructing a symmetric method-by composing a general method with its adjoint, with both composition coefficients of 1/2. All three properties follow directly from the definition: the first because (Û ( )
and the third by applying Eq. (A31) to the product ofÛ andÛ * , and using Eq. (A30).
The explicit and implicit Euler methods are adjoints of each other, which follows from
and Eq. (A30). Therefore, neither method is symmetric. In contrast, the trapezoidal rule and implicit midpoint methods are both symmetric, which follows from Eq. (A32) applied to the composition of the explicit and implicit Euler methods with composition coefficients 1/2.
Taking the inverse ofÛ sod (− ) giveŝ
implying that the second order differencing is symmetric if the sequence of wavefunctions is reversed when taking the inverse.
Time reversibility
For an elementary time step , time reversibility is a direct consequence of the symmetry of the operator: if the operator is symmetric, i.e., ifÛ (− ) −1 =Û ( ), then a forward propagation is exactly cancelled by the immediately following backward propagation:
This argument is easily extended, by induction, to a forward propagation for N steps followed by a backward propagation for N steps:
As a result, the Euler methods are not time-reversible, whereas the trapezoidal rule, implicit midpoint, and second-order differencing methods are.
Stability
The explicit Euler method is unstable because, using Eq. (A19),
as long asĤ has no eigenvalue in the finite interval (−E min , E min ); composing the above inequality N times shows that
as N → ∞ for ψ(0) = φ(0).
Asymptotic stability of the implicit Euler method follows, using Eq. (A20), from an analogous inequality
which implies
as N → ∞.
Both the trapezoidal rule and implicit midpoint methods are unitary, and therefore ψ(t + ) − φ(t + ) = ψ(t) − φ(t) ;
as a result, both methods are stable but not asymptotically stable.
Following Leforestier et al. 40 and slightly abusing notation, the stability of the secondorder differencing is analyzed by examining the eigenvalues λ 1,2 = 1 − 2 2Ĥ 2 ± 2 Ĥ ( 2Ĥ 2 − 1)
ofÛ sod ( ). For the method to be stable, the eigenvalues must be complex units (i.e., |λ 1,2 | = 1), which is equivalent to requiring
Otherwise, the magnitude of one of the eigenvalues is greater than one and the method is unstable. 40 For the stability criterion to be met, the condition (A42) must be satisfied for all energy eigenstates and, therefore, the method is stable only for time steps
where E max is the largest eigenvalue of the Hamiltonian operator approximated by a finite matrix.
Appendix B: Exponential convergence with grid density Figure 8 demonstrates the exponential convergence of the wavefunction with the increasing number of grid points. In order to have balanced position and momentum grids, the ranges as well as the densities of both the position and momentum grids were increased by a factor of √ 2 for every increase in the number of grid points by a factor of two. Comparison of wavepackets on grids with different densities was carried out by trigonometric interpolation of the wavepacket on the sparser grid. 
