We give here an efficient algorithm for recovering the block interleaver and the convolutional code when several noisy interleaver codewords are given. This method applies to any interleaver, structured or not and computes in a first step low weight parity-check equations of the interleaved convolutional code. Then a graph representing how these parity-check equations intersect is used to recover at the same time the block interleaver and the convolutional code.
I. INTRODUCTION
Blind identification of an unknown code from the observation of noisy codewords. We address here a problem related to cryptanalysis and data security where an observer wants to extract information from a noisy data stream where the error correcting code which is used is unknown. Basically an observer has here several noisy codewords originating from an unknown code and wants to recover the unknown code and decode it in order to recover the whole information contained in these codewords. Generally this problem is solved by making assumptions on the code which is used in this scenario (convolutional code, LDPC code, turbo-code, concatenated code, etc.). This is called the code reconstruction problem or blind identification of a code problem in the literature. This problem arises for instance in a non-cooperative context where observing a binary sequence originating from an unknown communication system naturally leads to such a problem, for more details see the introduction of [1] . It also arises in the design of cognitive receivers which are able to cope with a great variety of error correcting codes [1] or in the study of DNA sequences when looking for possible error correcting codes in the genetic code [2] . This problem has a long history: it has been addressed for a variety of codes, linear codes [3] - [6] , LDPC codes [5] , [6] , convolutional codes [1] , [7] - [16] or turbo-codes [17] - [23] .
We focus here on the problem of reconstructing an unknown code when an interleaver is applied after encoding. Recall that this is a commonly used technique to correct burst errors since it provides some sort of time diversity in the coded sequence. This can be essential when convolutional codes are used for instance. This problem has been already addressed in a series of papers [24] - [28] . All these papers assume that the interleaver is structured (a convolutional interleaver [24] - [27] or an helical scan interleaver [28] ). It should be said here that the methods used in these papers make heavily use of the particular structure of the interleaver that is considered and some of these methods are highly sensitive to noise [25] , [27] or do not apply with noise [24] , [26] .
In this paper, we will focus on the case where the code is a convolutional code and where the interleaver is a block interleaver. This pair is used in several standards, for example, in 802.11n, 802.16e, 802.22, GMR-1 and WiMedia. In practice the block interleaver is structured but this structure is not always the same, so to reconstruct the interleaver in all cases we will assume that the interleaver has no particular structure, it is chosen randomly among all possible permutations. Our problem can be formalized as follows.
Blind identification of an unknown interleaved convolutional code: statement of the problem, hypotheses and notation. The encoding process which is studied in this paper consists in taking an information word of length mk and feeding it into an (n, k) convolutional encoder to produce a codeword x of length N = mn. We denote by C the set of codewords obtained by this convolutional code (in other words this is a convolutional code truncated in its first N entries). The codeword x is then permuted by a fixed block interleaver π of length N , we denote by y the interleaved codeword. y is then sent through a binary symmetric channel of crossover probability p. At the output of the channel we observe the noisy interleaved codeword z.
The blind identification process consists in observing M noisy interleaved codewords z 1 , . . . , z M to recover the convolutional code C and the block interleaver π. The codeword and interleaved codeword associated to z i are respectively denoted by x i and y i . We also denote by C π the code C interleaved by π (y 1 , . . . , y M belong to it). We will assume that the length N of the interleaver is known. It can obtained through the techniques given in [29] - [31] and recovering this length can now be considered to be a solved problem. However, contrarily to [24] - [28] we will make no assumption on the interleaver: it is chosen randomly among all permutations of size N . The convolutional code C is assumed to be unknown, its parameters n and k are also unknown.
Our contribution. In this paper, we reconstruct the block interleaver π and we recover the convolutional code C. For this, we search for the dual code of C π . This code is recovered by known techniques [6] which are adapted to recover paritycheck equations of low weight given noisy codewords. Once C π is recovered, we classify the parity-check equations that have been obtained for C π into groups. Each group contains parity-check equations that correspond to parity-check equations of C whose positions differ by a multiple of n.
We will then focus on a specific group of equations and with novel graph techniques we reconstruct at the same time the convolutional code and the interleaver.
By running some experimental tests we have been able to demonstrate the efficiency of this method. For example, for a convolutional code with parity-check equations of weight 6, after finding a set of the parity-check equations, we reconstruct an interleaver of length 8000 in less than ten seconds. The time for finding the interleaver once C π has been recovered does not depend on the noise level, the noise only impacts searching the parity-check equations of C π . It should be added that the method used to recover these parity-check equations is more efficient than the methods calculating the rank of matrices [14] , [31] , in particular when the data are noisy. This allows us to reconstruct efficiently the interleaver even for moderate noise levels. For more details, see the long version of this paper [32] .
II. OVERVIEW OF THE ALGORITHM
Our reconstruction algorithm makes heavily use of two properties of the parity-check equations of an (n, k) convolutional code (i) for small up to moderate constraint length (which is the case of all convolutional codes used in practice) the parity-check equations are of low weight; (ii) with the exception of a few parity-check equations involving the first bits, shifts of a parity-check equations by a multiple of n are also parity-check equations of the convolutional code. Interleaving does not destroy the first property but the second property is lost for C π . From now on, we denote by t the "essential" minimum weight of parity-check equations of C (or C π ). By essential minimum weight, we mean here that we take the minimum of the weights that appear at least a linear (in N ) number of times. We use this definition to discard parity-check equations that could involve the first bits of C and that could be of lower weight due to the zero initialization of the convolutional encoder. For the reconstruction we need a list L of these parity-check equations of weight t.
Our algorithm basically works as follows 1) We use the algorithm of [6] to find a list L of paritycheck equations of weight t. 2) Using positions in common between parity-check equations of L we classify them into disjoint groups L 1 , . . . , L r . This groups are such that two parity-check equations fall into the same group if, and only if, they correspond to parity-check equations of C which are shifts of each other by a multiple of n. We use this group to recover one parity-check equation of C by graph theoretic considerations. 4) We use this parity-check equation of C to reorder the parity-check equations of L 1 . Note that the structure of the group L 1 is such that these parity-check equations E 1 , . . . , E correspond to parity-check equations E 1 , . . . , E of C which are shifts of a multiple of n of each other. This reordering is done in such a way that E i is the shift by n(i − 1) of E 1 . 5) This reordering of L 1 is then used to recover π.
III. NOTATION
A parity-check equation E is denoted by the set of positions it involves, when we write E = {e 1 , . . . , e t } we mean that this parity-check equation involves the positions {e 1 , . . . , e t } of the code that is considered.
With this set notation, applying an interleaver π to code positions really amounts to transform a parity-check equation
IV. THE RECONSTRUCTION ALGORITHM IN DETAIL A. Recovering parity-check equations of weight t
The first step consists in searching for a list L of paritycheck equations of C π of weight t. To obtain this list we apply the algorithm of [6] . This method allows us to find the paritycheck equations even if the observed codewords are noisy.
B. Classifying parity-check equations into groups
We want to classify parity-check equations of L into disjoint groups L 1 , . . . , L r such that the parity-check equations in a group correspond to parity-check equations of C that are shifts of each other by a multiple of n. We say that these parity-check equations are of the same type. Definition 2. An equivalence relation is defined over the parity-check equations of C by saying that two parity-check equations E = {e 1 , . . . , e t } and E = {e 1 , . . . , e t } are equivalent (or have the same type) iff E is equal to E shifted by some multiple of n. We write in such a case E ∼ E . Why do we classify? A convolutional code can satisfy several types of parity-check equations of a same weight t. If we had directly parity-check equations of C instead of parity-check equations of C π , then these different types of parity-check equations might get differentiated by their span:
In an equivalence class, all parity-check equations have the same span.
Once interleaving this property is lost but the equivalence classes are always present:
Definition 4. Two parity-check equations E and E of C π are of the same type if π −1 (E) ∼ π −1 (E ).
How do we classify? Even if we can not use the notion of the span of parity-check equations to classify the equations of C π , we will use the related notion of neighbourhood profile:
All parity-check equations of the same type have the same neighbourhood profile, even after interleaving. Of course, parity-check equations involving extreme positions of x (the first or last) do not have exactly the same neighbourhood profile. They have lost equations in their neighbourhood and we have a partial order between their neighbourhood profiles and the one of other parity-check equations of the same type. With the neighbourhood profiles and the partial order we classify parity-check equations into groups. In each of them we are sure that all parity-check equations are of the same type. Among all groups we choose one of them, the number of parity-check equations in this group allows us to deduce the length n of C: n = N .
C. Recovering a parity-check equation of C
From now on, we assume that we have a set L 1 of parity-check equations of C π . These parity-check equations are of weight t and they correspond to parity-check equations of C which are shifts of each other by a multiple of n. We denote by E C a parity-check equation of C such that each parity-check equation E of L 1 satisfies π −1 (E) ∼ E C . The purpose of this subsection is to show how E C can be recovered from the knowledge of L 1 . E C is the paritycheck equation of a sub-code of C which is an (n, n − 1) convolutional code. To recover this sub-code we test each (n, n − 1) convolutional code that admits a parity-check equation E of weight t and with a span s E ≤ s max where s max is some chosen constant. Our strategy is to attach graphs to L 1 and E such that if E = E C then these graphs are equivalent.
Set of parity-check equations.
To recover E C we need a set L E of parity-check equations of the tested (n, n − 1) convolutional code. This code is defined by a parity-check equation E = {e 1 , . . . , e t }. We construct L E = {{e 1 + in, . . . , e t + in}, − 2 ≤ i < 2 }, a set of consecutive parity-check equations obtained by shifts of E.
Graphs associated to L 1 and L E . To L 1 and L E we associate the labeled graphsG(L 1 ) andG(L E ) as follows: Notation We denote by G the graphG without label on edges and to symplify notation we denote byG π andG E the graphsG(L 1 ) andG(L E ).
To compareG E toG π , we check if they are isomorphic: Definition 7. Two graphsG andG are isomorphic if, and only if, there exists a bijective mapping φ between the vertices of G and the vertices ofG so that for any pair of vertices (x, y) ofG there is the same number of edges between x and y as there are edges between φ(x) and φ(y) inG .
We also need a finer definition of isomorphism which is suitable for labeled graphs Definition 8. Two labeled graphsG andG are equivalent if they are isomorphic (call the corresponding mapping φ) and there exists a bijective mapping ψ of the labels from one graph to the other so that for any pair of vertices (x, y) ofG if we denote by {a 1 , . . . , a s } the (multi)set of labels of the edges between x and y, then the edges between φ(x) and φ(y) iñ G have labels {ψ(a 1 ), . . . , ψ(a s )}.
To recover the parity-check equation E C of the sub-code of C and the interleaver π we use the following proposition.
Sub-graphs associated to L 1 and E. To check the equivalence we will need auxiliary graphs which are much smaller and that will in general be sufficient for testing the equivalence between graphs. More precisely, we use six sub-graphs,
induced byG E andG π such that ifG E andG π are equivalent then:
Algorithm. To find all parity-check equations E such that G E andG π are equivalent we proceed by elimination among all parity-check equations of weight t and with a span less than s max . The first step to eliminate parity-check equations is to test if G E 1 and G π 1 are isomorphic. If this is the case, we go to the second step and check if G E 2 and G 2 π are also isomorphic. If this is still the case, we test the equivalence betweenG E 2 andG π 2 . The equivalence between these graphs representing the neighbourhood at distance 2 is sufficiently discriminating to recover E C . Of course, if one of this test fails, we check the next equation.
Construction of sub-graphs. Let E 0 be a parity-check equation randomly chosen in L 1 . G E 1 and G π 1 are not labeled, they represent the neighbourhood at distance 1 of E and E 0 in G E and G π . In other words, G E 1 (resp. G π 1 ) is the sub-graph of G E (resp. G π ) induced by the vertex representing E (resp. E 0 ) and all vertices having at least one edge in common with it. G E 2 and G π 2 represent the neighbourhood at distance 2 of E and E 0 in G E and G π . That is, G E 2 (resp. G π 2 ) is the sub-graph of G E (resp. G π ) induced by G E 1 (resp. G π 1 ) and vertices with at least one edge in common with a vertex of G E 1 (resp. G π 1 ). G E 2 andG π 2 are equal to G E 2 and G π 2 but with labels on edges. Note that G E 1 contains at most 2 s E n − 1 vertices and G E 2 and G E 2 has at most 4 s E n − 3 vertices.
G E and G π have many symmetries and we do not need to test each parity-check equation of weight t and span ≤ s max .
D. Ordering parity-check equations
Using E C the recovered parity-check equation, we want to order the parity-check equations of L 1 . That is, find an ordering A = E a1 , . . . , E a l of these parity-check equations such that π −1 (E ai+1 ) is equal to the shift by n of π −1 (E ai ).
To order these parity-check equations we extend the two graphs G π 2 and G EC 2 and we search for an isomorphism between the vertices of these two extended graphs. This isomorphism give us the ordering A. When we recover the parity-check equation E C of the subcode of C we search for the bijection φ between vertices of G π 2 and G EC 2 . This bijection gives us a part of the ordering.
To obtain the bijection using all parity-check equations of L 1 and deduce the entire ordering A, we extend step by step G π 2 , G EC 2 and the bijection φ. We denote by G EC a..b the graph representing E shifted by in for all integers i ∈ [a, b], φ a..b the isomorphism defined for all integers between a and b, and G π a..b the graph φ(G EC a..b ).
A step of the extension. Knowing G EC a..b , G π a..b and φ a..b , we search for G EC a..b+1 , G π a..b+1 and φ a..b+1 . • To obtain G EC a..b+1 we just add to G EC a..b a vertex representing E C shifted by (b + 1)n and the corresponding edges. • We search in L 1 for an equation E i such that if we add a vertex representing E i and the corresponding edges to G π a..b , then φ a..b+1 defined by φ a..b+1 (j) = φ a..b (j) for j ∈ [a, . . . , b] and φ a..b+1 (b + 1) = i is an isomorphism between G EC a..b+1 and G π a..b extended with E i . When we can not extend G EC a..b , G π a..b and φ a..b such that G EC a..b+1 and G π a..b+1 are isomorphic, we extend these graphs and the isomorphism in the other direction. In other words, we search for G EC a−1..b , G π a−1..b and φ a−1..b .
E. Reconstructing the interleaver
Now we have the isomorphism φ between G EC and G π , so to reconstruct the interleaver we need to recover the isomorphism ψ between labels on edges ofG EC andG π . We recover ψ step by step, at each step we search for a subgraph ofG EC which has a label i appearing only once, or appearing a different number of times than the other labels. The label of the image by φ of this edge labeled i gives us ψ(i). Then we remove all edges labeled by i in G EC and by ψ(i) inG Eπ . ψ defines the interleaver π, indeed π(i) = ψ(i + m EC ) where m EC is the minimal value such that G EC contains a vertex representing an equation involving the position m EC .
V. EXPERIMENTAL RESULTS
We have run several experimental tests for different convolutional codes C and interleaver sizes N . We have tested our method with the convolutional codes defined by the generator matrices in polynomial form
. These codes satisfy respectively one parity-check equation of weight 8, 5 types of parity-check equations of weight 6 and 11 types of paritycheck equations of weight 10. With a set of M interleaved codewords we search for parity-check equations of weight 8, 6 or 10 of C 1 π , C 2 π or C 3 π using a slightly improved method of [6] (for more details see [32] ), then we applied our method to reconstruct the interleaver and the convolutional code. We give running times and M in Table I , for these tests we assumed that s max = 25 for the code C 1 , s max = 10 for C 2 and s max = 20 for C 3 .
In all cases, the interleaver and the convolutional code were reconstructed efficiently. To obtain these running times we used all parity-check equations of weight 8, 6 or 10. Recovering all parity-check equations of low weight may take time, but our method can be applied without having all paritycheck equations. For example, with the first convolutional code C 1 , we note in Table II the running time for reconstructing the interleaver and the convolutional code with less than 100% of parity-check equations. We can see that, for small lengths the time increases rapidly if we do not have all parity-check equations, but for large lengths having all paritycheck equations is not necessary to reconstruct efficiently the interleaver and the convolutional code.
We give in table III the running time to recover more than 96% of parity-check equations for the convolutional code C 2 , for several different numbers M of observed noisy codewords and for the binary symmetric channel of crossover probability p = 0.001 and p = 0.01 respectively.
VI. CONCLUSION
This paper shows that when an interleaved convolutional code is used, then it can be efficiently reconstructed from the knowledge of a few hundred (or thousand) observed noisy codewords in the case of moderate noise of the channel by first recovering low-weight codewords in the dual of the interleaved p = 0.001 p = 0.01 N M run. time M run. time  100  100  1  100  10  200  100  3  100  240  500  300  30  200  4 000  1 000  400  360  200  72 000  2 000  600  16 000  Table III  RUNNING convolutional code and then using this set of dual codewords to recover the convolutional structure and the interleaver. This assumption of moderate noise can be removed when the length N of the interleaver is sufficiently short (say below a few hundred) and is needed to ensure that most low-weight codewords are obtained by the slightly improved Cluzeau-Finiasz method [6] we used in our tests. Once these paritycheck equations are recovered, a graph representing how these parity-check equations intersect is used to recover at the same time the interleaver and the convolutional code. This method is really fast, for instance the second phase took less than a few minutes in all our experiments and this even for very long interleavers (up to length N = 10000). This method applies to any convolutional code, it just needs convolutional codes that have reasonably low-weight and low-span codewords in the dual of the convolutional code, which is the case for virtually all convolutional codes used in practice. This method was tested over the binary symmetric channel, but it applies obviously to more general families of channels, the only place where the channel model is used being the Cluzeau-Finiasz method for obtaining low weight dual codewords and this method can be easily generalized to other channel models.
