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Abstract
The purpose of this work is twofold. In the first part, we establish necessary
conditions under which the basic percolation results, i.e. the non-triviality of
the percolation threshold, the uniqueness of the infinite cluster and the exis-
tence of a limit-shape in first-passage-percolation, carry over to Bernoulli-per-
colation on a random tessellation. By that, we mean a random tessellation of Rd
in which each cell is colored black with probability p ∈ [0, 1] independently of
each other cell. We will establish various kinds of conditions and give examples
which include the Voronoi-tessellation induced by Poisson-cluster-processes or
determinantal point-processes.
In the second part, we focus on the boolean model build from a Poisson-process
with intensity t ∈ [0,∞) and a fixed compact connected grain B. We prove
the exponential decay of the radius of a typical point with a new approach
that was developed by Duminil-Copin and Tassion for percolation on lattices
in [DCT16]. From this result we derive a new way to compute lower bounds
for the critical percolation threshold at an arbitrary confidence level. The cor-
responding simulations show, that the bounds approach the critical threshold
if the simulation-parameters are chosen appropriately. In fact the bounds from
dimension 6 to 11 are slightly better than current simulation results from the
physics literature [TJ12]. We also apply an approach by Hall [Hal85] to obtain
new rigorous lower bounds for dimensions 3-11 which become tight much fas-
ter than the so-called Penrose bound.
Finally we study rigorously the existence of a solution to the so-called Ornstein-
Zernike relation from theoretical physics. It is shown in high generality, that a
unique solution exists which has nice analytic and combinatorial properties.
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1. Einleitung
Perkolation wurde als Modell fu¨r den Fluss von Wasser durch ein poro¨ses Me-
dium 1957 von Broadbent und Hammersley eingefu¨hrt. Dabei werden in einem
Graphen zufa¨llig Kanten (Kantenperkolation) oder Knoten (Knotenperkolati-
on) entfernt und es werden die Eigenschaften der verbleibenden zusammen-
ha¨ngenden Teilgraphen betrachtet. Wa¨hrend in der Physik relativ schnell durch
Experimente, Simulationen und theoretische Argumente ein gutes Versta¨ndnis
fu¨r das Modell entstand, ließ die rigorose Verifikation vieler Ergebnisse seitens
der Mathematik verha¨ltnisma¨ßig lange auf sich warten.
Es wurde in der mathematischen Literatur zuna¨chst nur der Fall betrachtet,
bei dem der Graph eine Gitterstruktur besitzt und die Kanten bzw. Knoten
unabha¨ngig voneinander mit Wahrscheinlichkeit 1 − p ∈ [0, 1] entfernt wer-
den. Im Jahr 1960 gelang es Harris, zu zeigen, dass fu¨r Kantenperkolation mit
p = 1/2 auf dem Quadratgitter fast sicher kein unendlich großer Teilgraph exis-
tiert. Es wurde jedoch vermutet, dass fu¨r jedes p > 1/2 ein solcher fast sicher
existiert. Es dauerte jedoch 20 Jahre, bis diese Vermutung in einer bahnbre-
chenden Arbeit von Kesten bewiesen werden konnte. In den folgenden zehn
bis fu¨nfzehn Jahren entwickelte sich durch Arbeiten von Grimmett, Aizenman,
Barsky, Menshikov und vielen anderen ein sehr umfassendes Bild fu¨r Gitter,
auch in ho¨heren Dimensionen. Parallel dazu wurden nach und nach auch in
der mathematischen Literatur allgemeinere Modelle betrachtet. Man begann
sich einerseits von der Unabha¨ngigkeitsvoraussetzung zu lo¨sen, indem zum
Beispiel Perkolationseigenschaften des sogenannten Ising-Modells betrachtet
wurden. Andererseits wurde auch Perkolation in stetigen (nicht diskreten) Mo-
dellen untersucht. Hier ist insbesondere das Boole’sche Modell bzw. der Gilbert
Graph zu nennen.
In dieser Arbeit gehen wir diesen Weg weiter, indem wir zwei Ansa¨tze verfol-
gen. Der erste Ansatz (Teil I der Arbeit) ist die Verallgemeinerung der Perko-
lationsmodelle auf zufa¨llige Graphen. Insbesondere wollen wir uns dem Fall
zuwenden, dass die Zellen eines zufa¨lligen Mosaiks unabha¨ngig mit Wahr-
scheinlichkeit p schwarz bzw. mit Wahrscheinlichkeit 1 − p weiß gefa¨rbt und
danach die schwarzen Zusammenhangskomponenten betrachtet werden. Die-
se Idee wurde bis jetzt nur in wenigen sehr speziellen Fa¨llen betrachtet. Wir
werden in diesem Teil der Arbeit den Fokus auf große Allgemeinheit legen
und wesentliche Voraussetzungen an ein zufa¨lliges Mosaik herausarbeiten, die
fu¨r die grundlegenden Perkolationseigenschaften hinreichend sind. Damit ist
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insbesondere die Nichttrivialita¨t des Phasenu¨bergangs, die Eindeutigkeit der
unendlichen Zusammenhangskomponente und die Existenz einer Grenzform
in sogenannter First-Passage-Percolation gemeint. Im zwei-dimensionalen Fall
zeigen wir außerdem eine sehr allgemeine untere Schranke an die kritische
Wahrscheinlichkeit. Die Resultate und Methoden, die wir dabei entwickeln, tra-
gen außerdem maßgeblich dazu bei, das Versta¨ndnis von globalen Eigenschaften
zufa¨lliger Mosaike zu verbessern. Die Forschung steht in diesem Bereich erst
am Anfang. Zwar wurden Mischungseigenschaften und Ergodizita¨t in vielen
Beispielen nachgewiesen, jedoch steht der Fokus in vielen Arbeit eher auf der
Bestimmung lokaler Gro¨ßen wie z.B. Erwartungswerten und Varianzen von
Zellcharakteristika.
Der zweite Ansatz besteht darin, Ideen aus der physikalischen Literatur, die
unter dem Stichwort ”Ornstein-Zernike-Gleichung“ firmieren, mathematischrigoros aufzuarbeiten und daraus Erkenntnisse u¨ber das Boole’sche Modell zu
gewinnen. Im Zuge dessen erhalten wir unter anderem die Analytizita¨t der er-
warteten Gro¨ße der Zusammenhangskomponente eines typischen Punktes und
untere Schranken fu¨r die sogenannte kritische Intensita¨t. Außerdem u¨bertragen
wir einen neuen Beweis fu¨r den exponentiellen Tail des Radius der Zusammen-
hangskomponente des typischen Punktes vom diskreten Modell auf das Boo-
le’sche Modell. Der Beweis zeigt dabei eine Mo¨glichkeit auf, untere Schranken
fu¨r die kritische Intensita¨t aus Simulationen zu errechnen. Fu¨r die so erhaltenen
Schranken ko¨nnen wir Konfidenzintervalle angeben und wir ko¨nnen zeigen,
dass sie den kritischen Punkt beliebig genau approximieren. Die Approxima-
tion ist dabei in hohen Dimensionen sogar besser als bisherige Simulationser-
gebnisse aus der physikalischen Literatur.
2
2. Grundlagen
Es ist stets d ≥ 2 die Dimension des Raums, in dem wir arbeiten. Wir be-
zeichnen mit (Ω,F,P) den zugrunde liegenden Wahrscheinlichkeitsraum. Au-
ßerdem definieren wir N := {1, 2, . . . }, N0 := N ∪ {0}, [n] := {1, . . . , n} fu¨r
n ∈ N, ei den i-ten Einheitsvektor, δx das Dirac-Maß im Punkt x, 0 die Wur-
zel eines Graphen G, Ac das Komplement von A, falls A ein Ereignis oder eine
Teilmenge von Rd oder Zd ist, ∂A den Rand von A ⊂ Rd, intA := A \ ∂A das
Innere von A, | · | den Betrag einer Zahl oder die Kardinalita¨t einer Menge, ‖ · ‖1
, ‖ · ‖2, ‖ · ‖∞ die 1-Norm, die euklidische Norm und die Maximumsnorm eines
Vektors, Br(x) := Br(x;Rd) := {y ∈ Rd | ‖x − y‖2 ≤ r} den Ball um x ∈ Rd
mit Radius r ≥ 0 (wir nutzen die zweite Schreibweise bei Verwechslungsge-
fahr mit dem Ball in einem Graphen bzgl. der Graphenmetrik. vgl. Abschnitt
2.3 und 6.1), PX die Verteilung einer Zufallsvariablen oder eines zufa¨lligen Ele-
mentsX , f |A die Einschra¨nkung der Funktion f auf die MengeA, P(A) die Po-
tenzmenge der MengeA, Vol(A) das d-dimensionale Lebesgue-Maß der Menge
A ∈ B(Rd),A+B := {a+b | a ∈ A, b ∈ B} die Minkowski-Summe der Mengen
A,B ⊂ Rd .
2.1. Produktra¨ume
Sei I eine endliche oder abza¨hlbar unendliche Indexmenge und X := {Xi |
i ∈ I} eine Familie von unabha¨ngig Ber(p), p ∈ [0, 1] verteilten Zufallsvaria-
blen. Die Verteilung von X nennen wir Pp. Der Raum {0, 1}I mit σ-Algebra
F({0, 1}I) := ⊗i∈IP({0, 1}) besitze die kanonische Halbordnung , d.h. fu¨r
ω, ω′ ∈ {0, 1}I ist ω  ω′, falls ωi ≤ ω′i fu¨r alle i ∈ I gilt. Wir nennen eine
Funktion f : {0, 1}I → R aufsteigend, falls fu¨r ω, ω′ ∈ {0, 1}I und ω  ω′ auch
f(ω) ≤ f(ω′) gilt. Eine Funktion f heiße absteigend, falls −f aufsteigend ist.
Ein Ereignis A ⊂ {0, 1}I heiße aufsteigend (absteigend), falls 1A eine aufsteigen-
de (absteigende) Funktion ist. Die folgenden Theoreme sind Standard in der
Perkolationstheorie. Beweise lassen sich in [Gri99] oder [BR06b] finden.
2.1.1 Theorem (FKG-Ungleichung)
Fu¨r zwei aufsteigende Ereignisse A,B ∈ F({0, 1}I) gilt
Pp[A ∩B] ≥ Pp[A]Pp[B].
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Sei im Folgenden |I| <∞ und A,B ∈ F({0, 1}I) aufsteigend. Wir definieren
A ◦B := {α+ β | αβ = 0, α ∈ A, β ∈ B}
und sagen A und B treten disjunkt ein, d.h. es gibt fu¨r jedes ω ∈ A ◦ B eine
Zerlegung von I in IA und IB derart, dass ω eingeschra¨nkt auf IA bereits das
Eintreten von A erzwingt und ω eingeschra¨nkt auf IB bereits das Eintreten von
B erzwingt. Diese Notation erlaubt uns in gewissem Sinne eine Umkehrung
der FKG-Ungleichung.
2.1.2 Theorem (BK-Ungleichung)
Fu¨r zwei aufsteigende Ereignisse A,B ∈ F({0, 1}I) gilt
Pp[A ◦B] ≤ Pp[A]Pp[B].
Ein Index i ∈ I heißt pivotal fu¨r eine Konfiguration ω ∈ {0, 1}I und ein Ereignis
A ∈ F({0, 1}I), wenn sich mit dem A¨ndern von ωi auch a¨ndert, ob ω ∈ A
gilt oder nicht. Mit Hilfe von pivotalen Indizes la¨sst sich die Ableitung des
Erwartungswerts eines Funktionals f : {0, 1}I → R nach p quantifizieren.
2.1.3 Theorem (Russo-Formel)
Ist A ∈ F({0, 1}I) ein aufsteigendes Ereignis, so gilt
∂Pp[A]
∂p
=
∑
i∈I
Pp[i ist pivotal fu¨r A].
2.2. Punktprozesse
In diesem Teil der Einfu¨hrung u¨bernehmen wir wesentliche Definitionen und
Notationen aus [SW08]. Es sei D ein metrischer Raum und B(D) die Borel-
σ-Algebra darauf. Wir bezeichnen mit N(D) die Menge der lokal endlichen
einfachen Za¨hlmaße η auf D. Das heißt, fu¨r jede beschra¨nkte Menge K ∈ B(D)
ist η(K) < ∞ und fu¨r jedes x ∈ D ist η({x}) ∈ {0, 1}. Wir versehen N(D) mit
der σ-AlgebraN (D), die von den Mengen {η | η(A) = k}mitA ∈ B(D) erzeugt
wird. Eine messbare Abbildung Φ : Ω → N(D) nennen wir einen Punktprozess
auf D. Jeder Punktprozess Φ besitzt eine Darstellung
Φ =
Φ(D)∑
i=1
δζi ,
wobei (ζi)i∈N Zufallsvariablen mit Werten in D sind [SW08, Lemma 3.1.3]. Das
Maß Θ auf D mit Θ(A) := E[Φ(A)] fu¨r A ∈ B(D) nennen wir Intensita¨tsmaß von
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Φ. Ist D = Rd und Θ = γλd ein Vielfaches des Lebesgue-Maßes λd, so nennen
wir γ die Intensita¨t von Φ.
In vielen Anwendungen ist es elegant, die Punkte eines Punktprozesses weitere
Informationen tragen zu lassen. IstM ein metrischer Raum, Ξ ein Punktprozess
auf D′ := D × M , so nennen wir Ξ einen markierten Punktprozess auf D mit
Markenraum M . Besitzt Ξ eine Darstellung
Ξ =
Ξ(D′)∑
i=1
δ(ζi,µi),
wobei die Folge (µi)i∈N von u.i.v. Zufallselementen inM unabha¨ngig von Ξ(D′)
und (ζi)i∈N ist und jedes µi die Verteilung Q hat, so nennen wir Ξ einen un-
abha¨ngig markierten Punktprozess mit Markenverteilung Q oder auch die unabha¨n-
gige Markierung von Φ mit Q.
Im Falle M ⊂ R bezeichnen wir ein Ereignis A ∈ N (D ×M) als monoton, falls
aus (η, µ) ∈ A und µ′ ≥ µ folgt, dass (η, µ′) ∈ A. Dabei ist µ′ ≥ µ, wenn µ′i ≥ µi
fu¨r alle i ∈ N gilt.
Fu¨r messbare Funktionen f : D → [0,∞) bezeichnen wir mit
LΦ(f) := E
[
exp
(
−
∫
f(x) Φ(dx)
)]
das Laplace-Funktional des Punktprozesses Φ. Fu¨r Funktionen mit Werten in R
nutzen wir die gleiche Symbolik und nennen es das erweiterte Laplace-Funktio-
nal. Es ist zu bemerken, dass das Laplace-Funktional stets existiert, was fu¨r das
erweiterte Laplace-Funktional nicht zutrifft. Eine ausfu¨hrliche Einfu¨hrung des
Laplace-Funktionals und dessen Eigenschaften findet sich in [DVJ03].
2.2.1 Lemma
Sei M ⊂ R mit zwei Wahrscheinlichkeitsmaßen Q und Q′, wobei Q′ stochastisch
gro¨ßer ist als Q. Sei weiter Φ ein Partikelprozess und Ξ, Ξ′ zwei unabha¨ngige Mar-
kierungen von Φ mit Q sowie Q′. Ist A ∈ N (D × M) ein monotones Ereignis, so
gilt
P[Ξ ∈ A] ≤ P[Ξ′ ∈ A].
Beweis: Da Q′ stochastisch gro¨ßer ist als Q ko¨nnen die zugeho¨rigen Marken µ
und µ′ auf Ω so konstruiert werden, dass µ′ ≥ µ gilt. Dann gilt jedoch {Ξ ∈
A} ⊂ {Ξ′ ∈ A} und es folgt die Behauptung.
Wir bezeichnen mit K die Menge der nicht leeren, konvexen und kompakten
Teilmengen des Rd. Auf K gibt es eine Metrik, bezu¨glich der die lokale End-
lichkeit eines Za¨hlmaßes µ auf K impliziert, dass µ({K ∈ K | K ∩C 6= ∅}) <∞
fu¨r jedes Kompaktum C ⊂ Rd gilt (siehe [SW08]). Wir nennen einen Punktpro-
zess auf K mit dieser Metrik einen Partikelprozess. Besteht D aus Teilmengen
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des Rd, so definieren wir den Verschiebungsoperator θx : N(D) → N(D) bzw.
θx : N(D ×M)→ N(D ×M) via
θxη(A) := η(A− x), A ∈ B(D)
bzw.
θxη(A×B) := η((A− x)×B), A ∈ B(D), B ∈ B(M).
Mit dessen Hilfe definieren wir einen (markierten) Punktprozess Φ als stationa¨r,
wenn fu¨r beliebiges x ∈ Rd in Verteilung θxΦ = Φ gilt. Wir werden uns im Lau-
fe der Arbeit ausschließlich mit stationa¨ren Punktprozessen bescha¨ftigen.
Es sei Ix ⊂ N (D) bzw. Ix ⊂ N (D ×M) die σ-Algebra der θx-invarianten Er-
eignisse, d.h. fu¨r A ∈ Ix gilt θxA = A. Weiter sei I :=
⋂
x∈Rd Ix die σ-Algebra
der verschiebungsinvarianten Ereignisse. Wir nennen einen stationa¨ren (mar-
kierten) Punktprozess Φ ergodisch, wenn P[Φ ∈ A] ∈ {0, 1} fu¨r alle A ∈ I
gilt. Außerdem nennen wir Φ stark ergodisch, wenn P[Φ ∈ A] ∈ {0, 1} fu¨r alle
x ∈ Rd und A ∈ Ix gilt. Ist Ξ eine unabha¨ngige Q-Markierung eines Punkt-
prozesses Φ, so ist leicht nachzurechnen, dass fu¨r f : D × M → [0,∞) und
g : D → [0,∞) : x → − log (∫ exp(−f(x, y)) Q(dy)) bereits LΞ(f) = LΦ(g)
gilt. Mit Hilfe von [DVJ07, Proposition 12.3.VI.] ko¨nnen wir dann leicht zeigen,
dass Ξ genau dann ergodisch ist, wenn Φ ergodisch ist. Selbes gilt fu¨r die Sta-
tionarita¨t, die sich direkt zeigen la¨sst. Im Fall der Ergodizita¨t bzgl. eines θx mit
x ∈ Rd lassen sich ebenfalls Charakterisierungen analog zu [DVJ07, Definition
12.3.I.] und [DVJ07, Proposition 12.3.VI.] finden, aus denen leicht die Ergodi-
zita¨t bzgl. θx eines unabha¨ngig markierten Punktprozesses schließen la¨sst. Wir
werden die Details dazu nicht ausfu¨hren. Allgemein ist darauf hinzuweisen,
dass in der Literatur die Unterschiede zwischen Ergodizita¨t und starker Ergo-
dizita¨t mitunter u¨bergangen werden. Dies hat eine gewisse Berechtigung, wenn
die VerschiebungsgruppeRd ist, da hier ein allgemeines Resultat von Pugh und
Shub [PS71] zeigt, dass aus Ergodizita¨t bereits Ergodizita¨t bzgl. θx fu¨r fast alle
x ∈ Rd folgt. Außerdem wird der Nachweis der Ergodizita¨t in der Regel u¨ber
den Nachweis von Mischungseigenschaften gefu¨hrt, die sofort auch die starke
Ergodizita¨t implizieren.
Ein Punktprozess auf einem Raum (D,B(D)), den wir in Teil 1 oft als Baustein
fu¨r einfache Beispiele nutzen und der im zweiten Teil der Arbeit noch genauer
untersucht wird, ist der sogenannte Poisson-Prozess Φ mit Intensita¨tsmaß Θ. Fu¨r
ein Maß Θ auf (D,B(D)) ist die Verteilung von Φ durch die zwei folgenden
Eigenschaften eindeutig bestimmt:
1. Der Prozess Φ hat Poisson-verteilte Zuwa¨chse. Das heißt, es gilt
P[Φ(A) = k] =
Θ(A)k
k!
e−Θ(A), A ∈ B(Rd).
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2. Der Prozess Φ hat unabha¨ngige Zuwa¨chse. Das heißt, Φ(A1), . . . ,Φ(An)
ist eine Familie unabha¨ngiger Zufallsvarialben, falls die Mengen Ai ∈
B(Rd), i ∈ [n], n ∈ N paarweise disjunkt sind.
Zu Beginn des zweiten Teils der Arbeit (Abschnitt 8.1) wiederholen wir die
beno¨tigten grundlegenden Sa¨tze u¨ber den Poisson-Prozess. Im ersten Teil wer-
den wir kaum konkret damit rechnen. Eine umfassende Einfu¨hrung findet sich
in [SW08] und in [DVJ03].
2.3. Knotenperkolation auf Graphen
Sei p ∈ [0, 1] und G := (V,E) ein Graph mit abza¨hlbarer Knotenmenge V und
KantenmengeE. Wir nehmen stets an, dass alle Knoten endlich viele Nachbarn
besitzen. Wir sagen, eine Teilmenge U ⊂ V induziert den Teilgraphen G′, wenn
G′ = (U, {{v, w} ∈ E | v, w ∈ U}) gilt. Sei weiter X ein zufa¨lliges Element
im Raum {0, 1}V mit Verteilung Pp := ⊗v∈V Ber(p). In der Perkolationstheorie
interessieren wir uns fu¨r die Gro¨ße der Zusammenhangskomponenten im von
{v ∈ V | Xv = 1} induzierten Teilgraphen von G. Dieses Modell kann auch fu¨r
zufa¨lliges Lo¨schen von Kanten des Graphen betrachtet werden (vgl. [Gri99]).
Diese sogenannte Kantenperkolation werden wir jedoch in dieser Arbeit nicht
weiter vertiefen.
Wir nutzen folgende Notationen und Begriffe: Ein Pfad γ := (γ1, γ2, . . . ), γi ∈ V
ist eine endliche oder unendliche Folge von Knoten mit {γi, γi+1} ∈ E fu¨r i ∈ N
und γi 6= γj fu¨r i 6= j. Eine Zusammenhangskomponente von G ist eine maxi-
male Teilmenge C ⊂ V , bei der je zwei Knoten durch einen Pfad verbunden
sind. Ein Zyklus ist ein endlicher Pfad, in dem Anfangs- und Endknoten be-
nachbart sind. Wir bezeichnen mit dG(v, w) := inf{|γ| − 1 | γ ist Pfad von v
nach w in G} den Abstand zweier Knoten v, w ∈ V in G und erweitern dies
via dG(U,W ) := inf{dG(u,w) | u ∈ U,w ∈ W} auf Teilmengen U,W ⊂ V von
Knoten. Der Ball Bn(v) mit Radius n ∈ [0,∞) und Mittelpunkt v ∈ V ist defi-
niert als Bn(v) := Bn(v;G) := {w ∈ V | dG(v, w) ≤ n}. Wir nutzen die zweite
Schreibweise bei Verwechslungsgefahr des zugrundeliegenden Graphen bzw.
Raumes (vgl. Anfang von Kapitel 2 und Abschnitt 6.1). Fu¨r eine Menge von
Knoten W ⊂ V sei ∂+W := {v ∈ V \ W | dG(v,W ) = 1} der a¨ußere und
∂−W := {w ∈W | dG(w, V \W ) = 1} der innere Rand von W .
In der Perkolation interessieren wir uns fu¨r zufa¨llig gefa¨rbte Graphen. Formal
nennen wir das Paar (G, f) eine Fa¨rbung von G, wenn f eine Abbildung von
der Knotenmenge V in die Menge {0, 1} ist. Wir nennen einen Pfad γ in einem
gefa¨rbten Graphen (G, f) schwarz (weiß), wenn f(v) = 1 (f(v) = 0) fu¨r alle v ∈ γ
gilt. Ein schwarzer (weißer) Cluster C ⊂ V ist eine maximale Menge von Knoten,
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in der je zwei Knoten miteinander durch einen schwarzen (weißen) Pfad ver-
bunden sind. Fu¨r v, w ∈ V bezeichnen wir mit {v ↔ w} das Ereignis, dass
v mit w durch einen schwarzen Pfad verbunden ist. Außerdem sei C(v;G, f)
der schwarze Cluster in (G, f), der v entha¨lt. Dies ist die leere Menge, wenn
f(v) = 0.
In diesem Sinne ist (G, X) eine zufa¨llige Fa¨rbung von G und wir schreiben
abku¨rzend Cv := C(v;G, X), wenn der Bezug klar ist.
In der Perkolationstheorie sind zwei Funktionen von zentraler Bedeutung. Die
Perkolationsfunktion
θp(v) := Pp[|Cv| =∞],
und die erwartete Clustergro¨ße
χp(v) := Ep[|Cv|] =
∑
w∈V
Pp[v ↔ w].
Eine wichtige Kenngro¨ße ist die sogenannte kritische Perkolationswahrscheinlich-
keit
pc := pc(G) := sup{p ∈ [0, 1] | θp(0) = 0}. (2.1)
Wir wollen im Folgenden einen sehr kurzen U¨berblick u¨ber die grundlegen-
den bekannten Resultate geben, wenn der Graph G das d-dimensionale Gitter
Zd := (Zd, E(Zd)) mit E(Zd) := {{v, w} ⊂ Zd | ‖v − w‖2 = 1} ist. Es hat sich
gezeigt, dass sich alle diese Ergebnisse auf das sogenannte Boole’sche Modell
und manche sogar auf das Poisson-Voronoi Perkolationsmodell u¨bertragen las-
sen (siehe [Pen], [MR96] im Falle des Boole’schen Modells und [BR06a] fu¨r das
Poisson-Voronoi Perkolationsmodell). Wir werden einige dieser Resultate als
Spezialfa¨lle unserer allgemeinen Theorie erhalten. Beweise fu¨r die folgenden
Aussagen finden sich ohne Ausnahme in [Gri99].
2.3.1 Theorem (Existenz eines Phasenu¨bergangs)
Es gilt pc(Zd) ∈ (0, 1).
2.3.2 Theorem (Eindeutigkeit des unendlichen Clusters)
Fu¨r alle p ∈ [0, 1] existiert ho¨chstens ein unendlicher schwarzer Cluster.
2.3.3 Theorem (Verhalten im sub-kritischen Fall)
Fu¨r 0 ≤ p < pc(Zd) sind θp und χp reell analytische Funktionen und es gibt Kon-
stanten c1(p), c2(p) > 0, sodass
Pp[0↔ ∂+Bn(0)] ≤ e−c1(p)n und Pp[|C0| = n] ≤ e−c2(p)n
gilt.
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2.3.4 Theorem (Verhalten im super-kritischen Fall)
Fu¨r pc < p ≤ 1 sind θp und χp unendlich oft differenzierbar und es gibt Konstanten
c1(p), c2(p) > 0, sodass
Pp[0↔ ∂+Bn(0), |C0| <∞] ≤ e−c1(p)n und Pp[|C0| = n] ≤ e−c2(p)n(d−1)/d
gilt.
Im 2-dimensionalen Fall beno¨tigen wir den GraphenZ2∗ := (Z2, {{v, w} ⊂ Zd |
‖v − w‖∞ = 1}).
2.3.5 Theorem (2-dimensionaler Fall)
Es gilt pc(Z2) + pc(Z2∗) = 1 und fu¨r p = pc(Z2) = 1 − pc(Z2∗) gibt es weder
einen unendlichen weißen noch einen unendlichen schwarzen Cluster in Z2 oder Z2∗.
Insbesondere gibt es fu¨r p 6= pc(Z2) stets entweder einen unendlichen schwarzen oder
einen unendlichen weißen Cluster.
2.4. Graphentiere und Zufallsfelder
Fu¨r einen Graphen G := (V,E) mit Wurzel 0 definieren wir die Menge der
Graphentiere A(G) als die Menge aller endlichen zusammenha¨ngenden Teil-
graphen von G, die die Wurzel enthalten. Die Menge An(G) := {α ∈ A(G) |
|α| = n} entha¨lt dann alle Graphentiere der Gro¨ße n ∈ N. Im Falle des d-
dimensionalen Gitters Zd nennen wir die Objekte in A(d) := A(Zd) Gittertiere.
Wir zeigen zuna¨chst eine exponentielle Wachstumsschranke fu¨r die Anzahl der
Graphentiere der Gro¨ße n ∈ N.
2.4.1 Lemma
Ist G ein Graph mit Wurzel 0, in dem jeder Knoten ho¨chstens m ∈ N Nachbarknoten
besitzt, so gilt
|An+1(G)| ≤ (m+ 1)n
(
1 +
1
m
)m(n+1)
≤ en+1(m+ 1)n, n ∈ N.
Beweis: Wir adaptieren den Beweis aus [Gri99, S. 81], der auf Kesten zuru¨ckgeht.
Ein Graphentier α ∈ A(G) der Gro¨ße n ∈ N hat ho¨chstens mn Nachbarknoten,
d.h. Knoten außerhalb von α die zu einem Knoten in α adjazent sind. Wir defi-
nieren
An,b(G) := {α ∈ An(G) | |∂+α| = b}
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und erhalten fu¨r beliebiges p ∈ [0, 1]
1 ≥ Pp[|C0| = n+ 1 | X0 = 1]
=
∑
b∈N
∑
α∈An+1,b(G)
Pp[C0 = α | X0 = 1]
=
∑
b∈N
|An+1,b(G)|pn(1− p)b
≥
∑
b∈N
|An+1,b(G)|pn(1− p)m(n+1)
= pn(1− p)m(n+1)|An+1(G)|.
Wa¨hlen wir p = 11+m , so ergibt sich wegen (
1
1+m )
m ≤ e durch Umstellen der
Gleichung die Behauptung.
Fu¨r einen Graphen G := (V,E) nennen wir eine Familie von Zufallsvariablen
Y := {Yv | v ∈ V } ein zufa¨lliges Feld auf G.
Sei k ∈ N fest. Ist fu¨r je zwei Mengen U,W ⊂ V mit dG(U,W ) ≥ k die σ-Algebra
σ(Yu | u ∈ U) unabha¨ngig von der σ-Algebra σ(Yw | w ∈ W ), so nennen wir Y
ein k-abha¨ngiges Feld. Im Fall G = Zd definieren wir wie fu¨r Punktprozesse fu¨r
ein w ∈ Zd den Verschiebungsoperator θw : RZd → RZd via (θwY )v := Yv−w.
Daher nennen wir ein zufa¨lliges Feld Y auf Zd stationa¨r, wenn Y d= θwY fu¨r
alle w ∈ Zd gilt.
Wir bezeichnen mit I wieder die σ-Algebra der verschiebungsinvarianten Er-
eignisse und nennen Y ergodisch, falls Y stationa¨r ist und fu¨r alle Ereignisse
A ∈ I bereits P[Y ∈ A] ∈ {0, 1} gilt.
Sei Y ein zufa¨lliges Feld auf G, wobei alle Yv gleich verteilt sind. Wir nennen Y
zahm, falls eine Konstante c < ess supY0 existiert, sodass f.s.
lim sup
n→∞
max
α∈An(G)
1
n
∑
v∈α
Yv ≤ c
gilt. Fu¨r das Gitter Zd und eine Familie von u.i.v. Zufallsvariablen Y mit ei-
ner Verteilung mit unbeschra¨nktem Tra¨ger geht die Begriffsbildung auf Cox,
Gandolfi, Griffin und Kesten zuru¨ck [CGGK93], [GK94], die nach Bedingun-
gen an das Tailverhalten von Y0 suchten, die implizieren, dass Y zahm ist. In
[Mar02] werden diese Bedingungen leicht verbessert. Außerdem gibt es eine
Abscha¨tzung fu¨r c. Wir werden ebenfalls eine solche Abscha¨tzung im Fall Y0 ∼
Ber(p) herleiten. Es la¨sst sich leicht zeigen, dass die Ergebnisse aus [Mar02] in
weiten Teilen auch fu¨r k-abha¨ngige Felder gelten. Allgemein ist es eine inter-
essante und komplexe Fragestellung, welche Bedingungen an Abha¨ngigkeits-
struktur und Tailverhalten gestellt werden mu¨ssen, um ein zahmes zufa¨lliges
Feld zu erhalten. Dies ist bislang nicht untersucht worden.
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2.4.2 Lemma
Sei G ein Graph, in dem jeder Knoten ho¨chstens m ∈ N Nachbarknoten besitzt, p ∈
[0, 1] und Y ein zufa¨lliges Feld auf G aus unabha¨ngigen Ber(p)-verteilten Zufallsva-
riablen. Ist c1 ∈ (p, 1) derart, dass
c2 := e(m+ 1)
(
p
c1
)c1 ( 1− p
1− c1
)1−c1
< 1 (2.2)
gilt, so ist
lim sup
n→∞
max
α∈An(G)
1
n
∑
v∈α
Yv ≤ c1.
Insbesondere gibt es fu¨r jedes c1 ∈ (0, 1) ein p > 0, sodass (2.2) erfu¨llt ist und fu¨r jedes
p ∈ [0, (e(m+ 1))−1) gibt es ein c1 < 1, sodass (2.2) erfu¨llt ist.
Ist N das Infimum u¨ber alle n0 ∈ N, sodass fu¨r alle n ≥ n0 die Ungleichung
max
α∈An
1
n
∑
v∈α
Yv ≤ min(c1, 1)
erfu¨llt ist, so gilt
P[N > k] ≤ e
1− c2 c
k
2 , k ∈ N.
Beweis: Wir nutzen Lemma 2.4.1 sowie die Markov-Ungleichung mit der Funk-
tion etx und erhalten fu¨r n ∈ N und t > 0
P
[
max
α∈An(G)
∑
v∈α
Yv > c1n
]
≤
∑
α∈An(G)
P
[∑
v∈α
Yv > c1n
]
≤
∑
α∈An(G)
e−tc1nE[etY0 ]n
≤ en(m+ 1)n−1e−tc1n(1− p+ pet)n.
Wir wa¨hlen t = ln
(
c1(1−p)
(1−c1)p
)
> 0, was zu
P
[
max
α∈An(G)
∑
v∈α
Yv > c1n
]
≤ 1
m+ 1
(
e(m+ 1)
(
p
c1
)c1 ( 1− p
1− c1
)1−c1)n
fu¨hrt. Das Borel-Cantelli-Lemma liefert damit die erste Behauptung. Die zweite
Behauptung folgt wegen
lim
p↘0
(
p
c1
)c1 ( 1− p
1− c1
)1−c1
= 0 und lim
c1↗1
(
p
c1
)c1 ( 1− p
1− c1
)1−c1
= p.
Außerdem gilt
P[N > k] ≤
∞∑
n=k
P
[
max
α∈An(G)
∑
v∈α
Yv > c1n
]
≤ e
∞∑
n=k
cn2 =
e
1− c2 c
k
2 ,
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was den Beweis abschließt.
Ist Y ein stationa¨res zufa¨lliges Feld auf Zd und q ∈ [0, 1], so heißt Y q-dominie-
rend, falls Y stochastisch gro¨ßer ist als das zufa¨llige Feld X := {Xv | v ∈ Zd},
wobei die Xv unabha¨ngig identisch Ber(q) verteilt sind. In [LSS97] wird diese
Eigenschaft ausfu¨hrlich fu¨r {0, 1}-wertiges Y0 untersucht. Insbesondere wird
gezeigt, dass fu¨r beliebiges k ∈ N und q < 1 ein p(k, q, d) < 1 existiert, so-
dass jedes k-abha¨ngige zufa¨llige Feld Y mit P[Y0 = 1] > p(k, q, d) bereits q-
dominierend ist.
2.4.3 Bemerkung
Ist Y ein d-dimensionales stationa¨res zufa¨lliges Feld mit Y0 ∼ Ber(p), p ∈ [0, 1]
und ist 1−Y q-dominierend mit q > 1−(e(2d+1))−1, so folgt mit Lemma 2.4.2,
dass Y zahm ist.
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Teil I.
Perkolation auf Mosaiken
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3. Einfu¨hrung
Wir nennen eine Menge Z ∈ K eine Zelle, wenn Z innere Punkte besitzt. Ei-
ne abza¨hlbare Menge m := {Z1, Z2, . . . } von Zellen nennen wir Mosaik, wenn
folgende Bedingungen erfu¨llt sind:
1. Jede kompakte Teilmenge des Rd wird nur von endlich vielen Zellen von
m geschnitten.
2. Die Zellen u¨berdecken den gesamten Raum, d.h.⋃
Z∈m
Z = Rd.
3. Fu¨r je zwei Zellen Z1, Z2 ∈ m mit Z1 6= Z2 gilt intZ1 ∩ intZ2 = ∅.
Die Zelle von m, die den Punkt x ∈ Rd entha¨lt, bezeichnen wir mit Zx(m). Soll-
te x in zwei oder mehr Zellen enthalten sein, so sei Zx diejenige dieser Zellen,
welche den lexikographisch kleinsten Punkt entha¨lt. Die Zelle Z0(m) nennen
wir Nullzelle von m.
Es bezeichne M ⊂ N(K) die Menge der Mosaike im Rd und F(M) := N (K)|M
die Spur-σ-Algebra von N (K) auf M. Ein zufa¨lliges Mosaik M ist ein Partikel-
Prozess, dessen Partikel fast sicher die Zellen eines Mosaiks bilden. Die Null-
zelle Z0(M) eines stationa¨ren zufa¨lligen Mosaiks M ist fast sicher eindeutig
bestimmt [SW08]. Damit ist gemeint, dass der Ursprung fast sicher nur in ge-
nau einer Zelle enthalten ist.
Jedes Mosaik m ∈ M induziert einen Graphen Gm := (m, Em) dessen Knoten-
menge aus den Zellen des Mosaiks besteht. Dabei sind in Gm zwei Zellen Z1 und
Z2 benachbart, wenn ihr Schnitt (d − 1)-dimensional ist (d.h. er liegt in kei-
ner (d−2)-dimensionalen affinen Hyperebene). Von m wird ein weiterer Graph
G∗m := (m, E∗m) induziert. Dessen Knotenmenge besteht ebenfalls aus den Zellen
von m aber in ihm sind zwei Zellen bereits benachbart, wenn sie sich schnei-
den (vgl. Abb. 3.1). Wir nennen G∗m den zu Gm dualen Graphen und weisen
darauf hin, dass dieser im Wesentlichen im 2-dimensionalen eine Rolle spielt.
Es wird sich allerdings auch herausstellen, dass sa¨mtliche Theoreme im Folgen-
den nicht nur fu¨r Gm sondern auch fu¨r G∗m gelten. Es ist in Gm stets 0 := Z0(m).
Das heißt, die Wurzel von Gm wird stets von der Nullzelle Z0(m) gebildet.
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Abbildung 3.1.: Ein Ausschnitt eines Poisson-Hyperebenen-Mosaiks (vgl. Ab-
schnitt 7.6) mit den Graphen Gm und G∗m
Ist M ein zufa¨lliges Mosaik, so ist GM ein zufa¨lliger Graph mit Wurzel 0 =
Z0(M). Wir wollen in diesem ersten Teil der Arbeit auf solchen Graphen Kno-
tenperkolation betrachten. Anschaulich fa¨rben wir also jede Zelle von M un-
abha¨ngig mit Wahrscheinlichkeit p ∈ [0, 1] schwarz und betrachten die schwar-
zen Zusammenhangskomponenten, d.h. alle Punkte die durch schwarze Pfade
in Rd verbunden sind (vgl. Abb. 3.2). Der Begriff Zusammenhangskomponente
ist dabei natu¨rlich nur fu¨r die Knotenperkolation auf G∗M exakt. Fu¨r GM mu¨sste
die Definition lauten: ”wir betrachten alle Punkte, die durch schwarze Pfadeverbunden sind, die in einer offenen Menge liegen, die ebenfalls schwarz ist“.
Denn in GM sind zwei Zellen nicht benachbart, wenn sie nur einen Punkt (bzw.
eine niederdimensionale Seite) gemeinsam haben (vgl. Abb. 3.1).
Mathematisch modellieren wir die zufa¨llige Fa¨rbung eines Mosaiks wie folgt.
Fu¨r ein Mosaikm ∈M ist {0, 1}m der Raum der mo¨glichen schwarz(1)-weiß(0)-
Fa¨rbungen von m. Diesen Raum versehen wir mit der u¨blichen Produkt-σ-
Algebra. Wir nennen ein Paar (m, f) eine Fa¨rbung des Mosaiks m, wenn f ∈
{0, 1}m ist. Eine unabha¨ngige Fa¨rbung des Mosaiks m mit Parameter p ∈ [0, 1] ist
ein Paar (m, F ), wobei F ein zufa¨lliges Element in {0, 1}m ist, das unter Pp,m
die Verteilung ⊗Z∈m Ber(p) hat.
Eine Fa¨rbung (m, f) des Mosaiks m induziert in kanonischer Weise den gefa¨rb-
ten Graphen Gm,f := (Gm, f) (vgl. Abschnitt 2.3). Analog induziert eine zufa¨lli-
ge Fa¨rbung (m, F ) einen zufa¨llig gefa¨rbten Graphen Gm,F := (Gm, F ).
Bei zufa¨lligen Mosaiken verfahren wir ebenso, indem wir den zugrunde lie-
genden Partikelprozess M := {Z1, Z2, . . . } unabha¨ngig markieren. Fu¨r den zu-
geho¨rigen unabha¨ngig markierten Partikelprozess {(Z1, F1), (Z2, F2), . . . } nut-
zen wir stets die Bezeichnung MF mit F = (F1, F2, . . . ). Die Marken seien
Bernoulli verteilt mit Parameter p, d.h., eine schwarze Zelle entspricht einem
Partikel mit Marke 1. Wir schreiben MF ⊂ N(K × {0, 1}) fu¨r die Menge der
gefa¨rbten Mosaike und F(MF ) fu¨r die Spur-σ-Algebra darauf. Unter Pp hat
MF die Verteilung eines unabha¨ngig Ber(p) markierten Mosaiks M. Es wird
dabei stets aus dem Kontext klar werden, ob sich Pp auf eine feste Indexmenge
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(vgl. Abschnitt 2.1) oder auf ein zufa¨lliges gefa¨rbtes Mosaik bezieht (und auch
auf welches Mosaik in letzterem Fall).
Abbildung 3.2.: Eine Realisierung eines gefa¨rbten Voronoi-Mosaiks, das von ei-
nem Poisson-Cluster-Prozess erzeugt wird. Jede Zelle wurde
mit Wahrscheinlichkeit p = 0.6 gru¨n gefa¨rbt. (Daten von Mi-
chael Klatt)
Jeder markierte Partikelprozess MF = {(Z1, F1), (Z2, F2), . . . } induziert eine
zufa¨llige Fa¨rbung (M, F ′) des zufa¨lligen Mosaiks M via F ′(Zi) = Fi. Wir
werden stets F fu¨r F ′ und MF fu¨r (M, F ′) schreiben. Umgekehrt bezeichnet
MF dann auch den Raum aller mo¨glichen Fa¨rbungen von Mosaiken. Es wird
aus dem Kontext klar werden, was gemeint ist. In diesem Sinne gilt fu¨r alle
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A ∈ F(MF )
Pp[MF ∈ A] =
∫
M
Pp,m[(m, F ) ∈ A]PM(dm). (3.1)
Das zufa¨llig gefa¨rbte zufa¨llige Mosaik MF induziert dann den zufa¨llig gefa¨rb-
ten zufa¨lligen Graphen GM,F := (GM, F ).
Wenden wir uns zuna¨chst der Existenz eines unendlichen schwarzen Clusters
zu. Es folgt leicht aus dem 0-1-Gesetz von Kolmogorov, dass in einem deter-
ministischen Graphen die Wahrscheinlichkeit, dass ein unendlicher schwarzer
Cluster existiert entweder 0 oder 1 ist. Dieses Verhalten u¨bertra¨gt sich nicht
sofort auf stationa¨re zufa¨llige Mosaike.
3.0.1 Beispiel
Sei L1 := {[0, 1]2 + v | v ∈ Z2} das Mosaik, welches dem Quadratgitter ent-
spricht. Sei weiter H das regelma¨ßige Sechseck mit Seitenla¨nge eins und L2 :=
{H + v | v ∈ (√3, 0)Z × (√3/2, 3/2)Z} das Mosaik, welches dem Hexago-
nalgitter entspricht. Es ist bekannt [Gri99], dass die kritischen Perkolations-
wahrscheinlichkeiten pc(L2) = 1/2 < pc(L1) unterschiedlich sind. Fu¨r X1 ∼
Unif([0, 1]2) undX2 ∼ Unif(H) kann leicht nachgerechnet werden, dassL1+X1
und L2 + X2 jeweils stationa¨re Mosaike sind. Wa¨hlen wir p ∈ (pc(L2), pc(L1))
und definieren Y ∼ Ber(1/2) wobei (X1, X2, Y ) unabha¨ngig seien, so gilt fu¨r
das stationa¨re zufa¨llige Mosaik M := 1{Y = 0}(L1 +X1) +1{Y = 1}(L2 +X2)
Pp[es ex. ein unendlicher schwarzer Cluster in GM,F ] = 1
2
.
Um diesen, in gewissem Sinne pathologischen, Fall auszuschließen, werden
wir im Weiteren stets ergodische Mosaike betrachten.
3.0.2 Lemma
Ist M ein ergodisches Mosaik, so gilt fu¨r alle p ∈ [0, 1]
Pp[es ex. ein unendlicher Cluster in GM,F ] ∈ {0, 1}.
Beweis: Da M ergodisch ist, ist auch MF unter Pp ergodisch nach Abschnitt 2.2.
Das Ereignis ”es existiert ein unendlicher Cluster in GM,F“ ist verschiebungs-invariant.
Wir ko¨nnen also die Definition der kritischen Perkolationswahrscheinlichkeit
aus (2.1) auf ergodische Mosaike verallgemeinern. Fu¨r ein zufa¨lliges ergodi-
sches Mosaik M sei
θp(M) := Pp[|C(0,GM,F )| =∞]
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die Perkolationsfunktion und
pc(M) := sup{p ∈ [0, 1] | θp(M) = 0}
die kritische Perkolationswahrscheinlichkeit (vgl. Abschnitt 2.3). Damit ist klar,
das fu¨r p > pc f.s. ein unendlicher Cluster existiert, da bereits der Ursprung mit
positiver Wahrscheinlichkeit von einem unendlichen Cluster u¨berdeckt wird.
Fu¨r p < pc existiert wiederum f.s. kein unendlicher Cluster, da wegen der
Stationarita¨t f.s. kein Punkt mit rationalen Koordinaten in einem unendlichen
Cluster liegt, aber alle Zellen rationale Punkte enthalten. Ob es fu¨r p = pc einen
unendlichen Cluster gibt, ist wie im diskreten Fall nur in wenigen Spezialfa¨llen
bekannt. Allgemein erwarten wir, dass am kritischen Punkt kein unendlicher
Cluster existiert.
Wir bemerken an dieser Stelle auch, dass die Ereignisse ”es existiert ein unend-licher schwarzer Cluster in GM,F“ und ”die Nullzelle liegt in einem unendli-chen schwarzen Cluster“ aufsteigend sind. Also ist θp(M) nach Lemma 2.2.1
eine monoton steigende Funktion in p.
Wir wenden uns nun drei wesentlichen Pha¨nomenen zu, die in Perkolations-
modellen beobachtet werden. Dies ist erstens ein nicht trivialer Phasenu¨bergang,
d.h. an einem Punkt innerhalb des Parameterbereichs a¨ndert sich das qualitati-
ve Verhalten des Modells grundlegend, indem ein unendlicher schwarzer Clus-
ter entsteht. Es ist zweitens die Eindeutigkeit des unendlichen Clusters. Das heißt,
dass es fast sicher keine zwei unendlichen Cluster gibt. Und es ist drittens die
Existenz einer Grenzform. Damit meinen wir, dass große Ba¨lle in der Graphen-
metrik von GM geeignet skaliert gegen eine deterministische Menge konver-
gieren. Wir sprechen dann auch davon, dass M ein Shape-Theorem erfu¨llt. Alle
drei Pha¨nomene wurden bereits fu¨r das sogenannte Poisson-Voronoi-Mosaik
[BR06a], [Art96], [VAW92] nachgewiesen. Wir zeigen in diesem Teil der Arbeit
ganz allgemein, unter welchen Voraussetzungen an ein zufa¨lliges Mosaik diese
Pha¨nomene beobachtet werden ko¨nnen.
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4. Existenz eines nicht-trivialen
Phasenu¨bergangs
Eine grundlegende Frage in der Perkolationstheorie ist, ob ein nicht trivialer
Phasenu¨bergang stattfindet. Das heißt, ob pc ∈ (0, 1) gilt. Diese Frage ist fu¨r Git-
ter leicht zu kla¨ren [Gri99]. Sie wurde jedoch bereits im sehr allgemeinen Rah-
men der Cayley-Graphen endlich pra¨sentierter Gruppen in [BB99] beantwortet.
Bei zufa¨lligen Mosaiken stellt sich die Frage, welche Regularita¨tsvoraussetzun-
gen an ein zufa¨lliges ergodisches Mosaik gestellt werden mu¨ssen, um ebenfalls
pc ∈ (0, 1) zu erhalten. Wir werden dazu in den zwei folgenden Abschnitten
zwei allgemeine Ansa¨tze diskutieren, die in beliebigen Dimensionen funktio-
nieren.
Der erste Ansatz setzt die Ergodizita¨t des Mosaiks voraus und stellt zwei Be-
dingungen, wie sehr sich kleine und große Zellen ha¨ufen du¨rfen. Der zweite
Ansatz fu¨hrt eine neue Mischungsbedingung ein.
Fu¨r ein zufa¨lliges Mosaik genu¨gt es dann, die Bedingungen von einem der bei-
den Ansa¨tze nachzuweisen um zu schließen, dass der Phasenu¨bergang in die-
sem zufa¨lligen Mosaik nicht trivial ist.
Im dritten Abschnitt gehen wir auf die spezielle Situation im 2-dimensionalen
ein, in der unter schwachen Voraussetzungen bereits pc ≥ 12 gilt.
4.1. Zahme Mosaike
Im ersten Ansatz wollen wir zwei Bedingungen ausmachen, die es fu¨r ein zufa¨l-
liges Mosaik M ermo¨glichen, die Anzahl der Graphentiere von GM abzuscha¨t-
zen um dann die selben Methoden anwenden zu ko¨nnen wie im diskreten Fall.
Die Heuristik hinter den zwei Bedingungen ist, dass einerseits große Zellen
nicht zu nah beieinander sein bzw. zu oft vorkommen du¨rfen, andererseits sol-
len sich nicht zu viele kleine Zellen ha¨ufen.
Wir nennen eine Funktion z : K → Rd eine Zentrumsfunktion, wenn z mess-
bar und verschiebungskovariant ist, d.h. fu¨r alle x ∈ Rd und Z ∈ K gelte
z(Z + x) = z(Z) + x. Im folgenden sei z außerdem stets derart, dass z(Z) ∈ Z
gilt. Beispiele fu¨r mo¨gliche Zentrumsfunktionen (wie z.B. den Schwerpunkt)
finden sich in [SW08, S. 110].
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Wir mu¨ssen im folgenden Abschnitt einige Diskretisierungen vornehmen, wes-
halb wir folgende wichtige Bezeichnung einfu¨hren. Fu¨r ζ ⊂ Zd und δ > 0 set-
zen wir
ζδ := δ
(
ζ + [− 12 , 12 ]d
)
.
Dies ist die aus Wu¨rfeln der Seitenla¨nge δ zusammengesetzte Teilmenge des
Rd die mit ζ korrespondiert. Ist v ∈ Zd, schreiben wir kurz vδ fu¨r {v}δ , den
um δv zentrierten Wu¨rfel mit Seitenla¨nge δ.
ζ ζδ
Abbildung 4.2.: Eine Menge ζ ⊂ Z2 und das zugeho¨rige ζδ mit δ = 12 .
Fu¨r ein stationa¨res zufa¨lliges MosaikM und δ > 0 definieren wir die d-dimensio-
nalen zufa¨lligen Felder Y (M, δ) := {Yv(M, δ) | v ∈ Zd} und U(M, δ) :=
{Uv(M, δ) | v ∈ Zd} via
Yv(M, δ) := |{Z ∈M | z(Z) ∈ vδ}|
Uv(M, δ) := 1{Eine Zelle von M schneidet
vδ und {w ∈ Zd | ‖w − v‖∞ ≥ 2}δ}.
vδ
{w ∈ Zd | ‖w − v‖∞ ≥ 2}δ
Abbildung 4.3.: Ausschnitt einer Realisierung eines zufa¨lliges Mosaiks M fu¨r
das Uv(M, δ) = 1 gilt, da beide blau schraffierten Bereiche von
der selben (rot markierten) Zelle geschnitten werden.
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U¨berdecken wir also den Rd mit einem Gitter der Weite δ, so za¨hlt Y (M, δ), wie
viele Zellzentren in jedem Wu¨rfel liegen. Die Gitterweite δ ist im Allgemeinen
groß. Daher zeigt das Feld U(M, δ) an, welche Wu¨rfel von großen Zellen ge-
schnitten werden. Es ist klar, dass Y (M, δ) und U(M, δ) stationa¨r sind.
Wir erinnern daran, dass ein zufa¨lliges Feld X = {Xv | v ∈ Zd} zahm ist, falls
eine Konstante c < ess supX0 existiert, sodass f.s.
lim sup
n→∞
max
α∈A(d)n
1
n
∑
v∈α
Xv ≤ c
gilt.
Wir nennen ein zufa¨lliges Mosaik M zahm, wenn es folgende Eigenschaften
besitzt:
(Z1) Das zufa¨llige Mosaik M ist ergodisch.
(Z2) Es gibt ein δ1 > 0 und ein c1 ∈ R, sodass
lim sup
n→∞
max
α∈A(d)n
1
n
∑
v∈α
Yv(M, δ1) ≤ c1
gilt.
(Z3) Es gibt ein δ2 > 0, sodass U(M, δ2) zahm ist.
Im Fall, dass Y0(M, δ1) f.s. beschra¨nkt ist, ist die Eigenschaft (Z2) trivialerweise
erfu¨llt. Anderfalls bedeutet sie, dass Y (M, δ1) zahm ist.
Um zu zeigen, dass U(M, δ2) zahm ist, bieten sich z.B. Argumente der sto-
chastischen Vergleichbarkeit unter Nutzung von [LSS97] an. Dazu muss fu¨r die
Randverteilungen von U(M, δ2) wegen Bemerkung 2.4.3 P[U0 = 1] ≤ (e(2d +
1))−1 gelten. Es ist allerdings leicht zu zeigen, dass P[U0 = 1] → 0 fu¨r δ2 → ∞
gilt, sofern der Durchmesser der Nullzelle von M ein endliches d + ε Moment
mit ε > 0 besitzt. In vielen Beispielen ist es der Fall, dass alle Momente des
Durchmessers der Nullzelle endlich sind.
Wir mo¨chten im weiteren Verlauf diskretisieren. Dazu ist es geschickt, wenn
δ1 = δ2 gilt. Das folgende Lemma zeigt, dass wir dies stets annehmen ko¨nnen.
4.1.1 Lemma
Ist M ein stationa¨res zufa¨lliges Mosaik, δ1 > 0 und c1 ∈ R so, dass
lim sup
n→∞
max
α∈A(d)n
1
n
∑
v∈α
Yv(M, δ1) ≤ c1
gilt, so gibt es fu¨r jedes δ2 > 0 ein c2(δ1), sodass
lim sup
n→∞
max
α∈A(d)n
1
n
∑
v∈α
Yv(M, δ2) ≤ c2(δ1),
23
4. Existenz eines nicht-trivialen Phasenu¨bergangs
gilt. Insbesondere ist also Y (M, δ2) zahm, falls ess supY0(M, δ1) =∞ und Y (M, δ1)
zahm ist.
Beweis: Ist δ2 fest, so gibt es eine Konstante c3 ∈ N derart, dass jeder Wu¨rfel vδ2 ,
v ∈ Zd von weniger als c3 vielen Wu¨rfeln der Form wδ1 , w ∈ Zd u¨berdeckt
wird. Damit gibt es fu¨r jedes α ∈ A(d)n ein α˜ ∈ A(d)c3n mit∑
v∈α
Yv(M, δ2) ≤
∑
v∈α˜
Yv(M, δ1)
woraus die Behauptung folgt.
Lemma 4.1.1 liefert uns Eigenschaft (Z2) also auch fu¨r das δ2, das in (Z3) be-
nutzt wird. Daher ko¨nnen wir uns im Weiteren auf U := U(M, δ2) und Y :=
Y (M, δ2) beschra¨nken und schreiben kurz ζ fu¨r ζδ2 wenn ζ ⊂ Zd ist. Wu¨rfel
der Art v mit v ∈ Zd werden wir Boxen nennen. Diese Notation wird nur im
Zusammenhang mit zahmen Mosaiken verwendet werden.
Fu¨r ein Mosaik m nennen wir A(Gm) die Menge der Mosaiktiere von m, wobei
daran erinnert sei, dass die Nullzelle die Wurzel von Gm ist.
4.1.2 Theorem
Ist M ein stationa¨res zahmes Mosaik, dann existiert eine f.s. endliche Zufallsvariable
N und Konstanten c1, c2 ∈ R abha¨ngig von d und der Verteilung von M, sodass fu¨r
alle n > N
|An(GM)| ≤ cn1
und fu¨r die Anzahl der a¨ußeren Nachbarn ∂+α von α ∈ An(GM)
|∂+α| ≤ c2n
gilt.
In Kombination mit folgendem Standardlemma der Perkolationstheorie, ko¨n-
nen wir pc(M) > 0 schließen.
4.1.3 Lemma
Sei G ein zusammenha¨ngender Graph. Gibt es ein c ∈ R, sodass fu¨r n ∈ N groß genug
|An(G)| ≤ cn gilt, so ist
pc(G) ≥ 1
c
.
Beweis: Es gilt fu¨r alle p ∈ [0, 1] und n groß genug
θp(0) ≤ Pp
 ⋃
α∈An(G)
⋂
v∈α
{Xv = 1}
 ≤ ∑
α∈An(G)
pn ≤ (cp)n.
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Daraus folgt θp(0) = 0 fu¨r p < c−1 und damit pc(G) ≥ 1/c.
4.1.4 Theorem
Ist M ein stationa¨res zahmes zufa¨lliges Mosaik, so gilt
pc(M) > 0.
Beweis: Die Aussage folgt aus Theorem 4.1.2 und Lemma 4.1.3.
Lemma 4.1.3 liefert zusammen mit Lemma 2.4.1 auch den einfachen Beweis
von pc > 0 fu¨r Graphen mit beschra¨nktem Knotengrad, also insbesondere fu¨r
Gitter. Bei einem zufa¨lligen Mosaik M kann jedoch schon in einfachen Beispie-
len der Knotengrad in GM unbeschra¨nkt sein.
In deterministischen Graphen mit beschra¨nktem Knotengrad ergibt eine Ana-
lyse der Anzahl der Pfade, die im Ursprung starten und La¨nge n haben, deut-
lich bessere Schranken, die in hohen Dimensionen sogar asymptotisch korrekt
sind. Fu¨r zufa¨llige Mosaike sind die Schranken allerdings in beiden Fa¨llen so
schlecht, dass die Untersuchung der Mosaiktiere lohnenswerter ist, da sich
spa¨ter daraus noch andere Eigenschaften ableiten lassen.
Beweis von 4.1.2: Da U = U(M, δ2) zahm ist, existiert eine Konstante c3 < 1 und
eine Zufallsvariable N1, sodass fu¨r n > N1
max
ζ∈A(d)n
∑
v∈ζ
Uv ≤ c3n
gilt. Dann folgt fu¨r alle n > N1, dass die Vereinigung aller Zellen eines Mosa-
iktieres α ∈ An(GM) von ho¨chstens 3d(1− c3)−1n Boxen u¨berdeckt wird. Denn
angenommen man bra¨uchte mehr als 3d(1 − c3)−1n solcher Boxen, so bildeten
deren Mittelpunkte ein Gittertier ζ, das nach Voraussetzung eine Teilmenge M
mit mehr als 3dn Knoten besitzt, wobei alle v ∈ M die Eigenschaft haben, dass
keine Zelle die v schneidet auch noch {w ∈ Zd | ‖w− v‖ > 1} schneidet. Wir
ko¨nnen also eine Teilmenge M˜ ⊂ M von mehr als n Knoten wa¨hlen, sodass
jede Menge {x ∈ Rd | ‖x − v‖∞ ≤ 32δ2} mit v ∈ M˜ mindestens eine Zelle von
α entha¨lt und fu¨r je zwei verschiedene Knoten v, w ∈ M˜ bereits ‖v − w‖∞ ≥ 3
gilt. Damit ha¨tte α mehr als n Elemente, was der Annahme widerspricht.
Wir hatten nach Lemma 4.1.1 bereits bemerkt, dass wegen Lemma 4.1.1 und
(Z2) eine Konstante c4 und eine f.s. endliche Zufallsvariable N2 existieren, so-
dass fu¨r alle n > N2
max
ζ∈A(d)n
|{Z ∈M | z(Z) ∈ ζ}| ≤ c4n (4.1)
gilt.
Fassen wir die beiden U¨berlegungen zusammen, erhalten wir, dass es fu¨r jedes
25
4. Existenz eines nicht-trivialen Phasenu¨bergangs
Mosaiktier α ∈ An(GM) ein Gittertier ζ der Gro¨ße b3d(1− c3)−1nc gibt, sodass
die Zellen von α von ζ u¨berdeckt werden. Fu¨r b3d(1 − c3)−1nc > N2 liegen
jedoch nach (4.1) nie mehr als c4b3d(1 − c3)−1nc Zellen in ζ. Daher kann die
Anzahl von Mosaiktieren der Gro¨ße n > max(N1, N2) nicht gro¨ßer sein als die
Anzahl von Gittertieren der Gro¨ße b3d(1−c3)−1ncmultipliziert mit der Anzahl
von Teilmengen einer Menge mit c4b3d(1−c3)−1nc Elementen. Die Anwendung
von Lemma 2.4.1 ergibt daher die erste Behauptung.
Betrachten wir nun die Anzahl der Randknoten |∂+α| von α. Wir wissen be-
reits, dass die Zellen von α von einer Menge ζ u¨berdeckt werden, wobei ζ
ein Gittertier der Gro¨ße b3d(1 − c3)−1nc ist. Damit schneidet jede Zelle in ∂+α
die Menge ζ. Also schneidet keine Zelle von ∂+α eine Box v mit Uv = 0,
fu¨r die {w ∈ Zd | ‖w − v‖∞ ≤ 1} disjunkt zu ζ ist. Ist also ξ := {v ∈ Zd |
minw∈ζ ‖v − w‖∞ ≤ 2} und
C(ζ) := ξ ∪ {v ∈ Zd | v ↔ ξ in U},
so muss ∂+α ⊂ C(ζ) gelten. Da C(ζ) ein Gittertier mit |C(ζ)| ≥ |ζ| > n ist,
gilt ∑
v∈C(ζ)
Uv ≤ c3|C(ζ)|.
Da Uv = 1 fu¨r alle Knoten v ∈ C(ζ) \ ξ, ist
|C(ζ)| − |ξ| ≤
∑
v∈C(ζ)
Uv
und damit folgt
|C(ζ)| ≤ |ξ|
1− c3 ≤
5d|ζ|
1− c3 .
Da |C(ζ)| > n ist, schließen wir aus (4.1) und ∂+α ⊂ C(ζ) die zweite Behaup-
tung.
Es ist im Beweis ersichtlich, dass wir N leicht kontrollieren ko¨nnen, wenn wir
N2 gut kennt. Bilden beispielsweise die Zellzentren einen Poisson-Punktpro-
zess, so ko¨nnen wir leicht zeigen (a¨hnlich wie in Lemma 2.4.2), dass eine Kon-
stante c5 > 0 existiert, sodass P[N2 > m] ≤ e−c5m gilt. Dann ha¨tte auch N ein
exponentielles Tailverhalten.
Wenn M zahm ist, erhalten wir auch eine obere Schranke fu¨r die kritische Per-
kolationswahrscheinlichkeit. Diese ist jedoch so schlecht, dass wir sie nicht ex-
plizit angegeben haben. Sie la¨sst sich jedoch leicht aus dem Beweis des folgen-
den Theorems extrahieren.
4.1.5 Theorem
Ist M ein stationa¨res zahmes zufa¨lliges Mosaik, so gilt
pc(M) < 1.
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Beweis: Wir verwenden N1, N2, c3 und c4 wie im Beweis von Theorem 4.1.2. Sei
n0 ∈ N so gewa¨hlt, dass mit positiver Wahrscheinlichkeit N1, N2 ≤ n0 ist. Sei
m eine Realisierung von M mit N1, N2 ≤ n0 und fu¨r ein v ∈ Zd sei Wv das
Ereignis ”Die Box v
 wird von einer weißen Zelle aus m geschnitten.“ . Wir
schreiben im Beweis stets U und Y fu¨r U(m, δ) und Y (m, δ).
Wir nutzen das bekannte Argument von Peierl (vgl. [Gri99]). Dies besagt im
Falle des QuadratgittersZ2, wenn der schwarze Cluster des Ursprungs endlich
und nicht leer ist, so gibt es im Graphen Z2∗ = (Z2, {{v, w} ⊂ Z2 | ‖v −w‖∞ =
1}) einen weißen geschlossenen Pfad γ der 0 einschließt. Dabei meint einschlie-
ßen, dass jeder unendliche Pfad ϕ in Z2, der in 0 startet, γ schneiden muss.
Außerdem impliziert die Existenz eines unendlichen Clusters in Z2 bereits die
Existenz eines solchen in Zd. Auf Mosaike angewandt ergibt sich, dass
Pp,m[|C(0,Gm,F )| <∞] ≤ Pp,m
[⋃
γ
⋂
v∈γ
Wv
]
gelten muss, wobei die erste Vereinigung u¨ber alle geschlossenen Pfade in Z2∗,
die 0 einschließen, gebildet wird. Ein geschlossener Pfad γ der Gro¨ße m ∈ N
der 0 einschließt, muss jede Koordinatenhalbachse schneiden. Verbinden wir
den Ursprung auf direktem Wege mit einem dieser Schnittpunkte, sehen wir
ein, dass es ein Graphentier α ∈ Al(Z2∗) mit m ≤ l ≤ 2m gibt, welches γ
u¨berdeckt. Damit erhalten wir fu¨r beliebiges n1 ∈ N
Pp,m[es ex. kein unendlicher Cluster] ≤ Pp,m
 ⋃
n≥n1
2n⋃
i=n
⋃
α∈Ai(Z2∗)
⋂
v∈α
Wv

≤
∑
n≥n1
2n∑
i=n
∑
α∈Ai(Z2∗)
Pp,m
[⋂
v∈α
Wv
]
.
Ist α ∈ A(Z2∗) ein Graphentier mit Gro¨ße mindestens n0 und β1 := {v ∈ α |
Uv = 0}, dann ist |β1| ≥ (1 − c3)|α|. Nach dem Schubfachprinzip gibt es nun
ein β2 ⊂ β1, sodass ‖v − w‖∞ ≥ 3 fu¨r v, w ∈ β2 und |β2| ≥ |β1|/3d gilt. Dies
impliziert, dass fu¨r v, w ∈ β2 keine Zelle sowohl die Box v als auch die Boxw
schneiden kann. Daher sind die Ereignisse Wv und Ww unter Pp,m unabha¨ngig
und wir erhalten
Pp,m
[⋂
v∈α
Wv
]
≤ Pp,m
 ⋂
v∈β2
Wv
 = ∏
v∈β2
Pp,m[Wv], (4.2)
wobei fu¨r β2
|β2| ≥ (1− c3)|α|3−d (4.3)
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gilt. Da wir z(Z) ∈ Z fu¨r alle Zellen Z vorausgesetzt hatten, mu¨ssen alle Zen-
tren von Zellen, die v mit v ∈ α schneiden, in der Menge {w ∈ Z2 | ‖w−v‖∞ ≤
1} liegen. Dementsprechend gilt∏
v∈β2
Pp,m[Wv] ≤
∏
v∈β2
(
1− p
∑
w:‖w−v‖∞≤1 Yw
)
. (4.4)
Weiter gilt nach der Wahl von β2⋃
v∈β2
{w | ‖w − v‖∞ ≤ 1} ⊂ α+ {v ∈ Zd | ‖v‖∞ ≤ 1},
wobei die Menge auf der rechten Seiten ein Gittertier der Gro¨ße ho¨chstens 3d|α|
ist. Daher ist (vgl. (4.1)) ∑
v∈β2
∑
w:‖w−v‖∞≤1
Yw ≤ c43d|α|.
Eine Maximierung der rechten Seite von (4.4) unter dieser Nebenbedingung
zeigt, dass das Maximum erreicht wird, wenn alle Exponenten gleich groß sind.
Wegen (4.3) folgt
∏
v∈β2
(
1− p
∑
w:‖w−v‖∞≤1 Yw
)
≤
∏
v∈β2
(
1− p
32dc4
1−c3
)
≤
(
1− p
32dc4
1−c3
)(1−c3)|α|3−d
.
Fu¨r n1 ≥ n0 und p groß genug ist
∑
n≥n1
2n∑
i=n
∑
α∈Ai(Z2∗)
Pp,m
[⋂
v∈α
Wv
]
≤
∑
n≥n1
2n∑
i=n
∑
α∈Ai(Z2∗)
(
1− p
32dc4
1−c3
)(1−c3)i3−d
wegen Lemma 2.4.1 summierbar und daher kleiner als eins fu¨r n1 groß genug.
Wegen der Ergodizita¨t gibt es dann fast sicher einen unendlichen schwarzen
Cluster.
4.2. Skalierungsmischende Mosaike
Wir mo¨chten in diesem Abschnitt eine zweite sehr allgemeine Herangehens-
weise vorstellen, um die Existenz eines nicht trivialen Phasenu¨bergangs zu zei-
gen. Dazu fordern wir anstelle von Ergodizita¨t starke Mischungseigenschaften
fu¨r das zufa¨llige Mosaik.
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Wir wollen zuerst ein Beispiel eines mischenden Mosaiks skizzieren, das kei-
nen trivialen Phasenu¨bergang besitzt. In [Hei12] wird im Rahmen von Irrfahr-
ten in zufa¨lligen Umgebungen ein Beispiel fu¨r eine zufa¨llige Umgebung (das
sogenannte streetgrid SG(X)) konstruiert, die mischend ist (In dem Sinne, dass
lim‖x‖→∞ P[A ∩ θx(B)] = P[A]P[B] fu¨r Ereignisse A,B gilt). Dabei wird Z2
in Rechtecke partitioniert, die dann je nach Lage mit unterschiedlichen U¨ber-
gangswahrscheinlichkeiten ausgestattet werden. Wir sagen, ein Quadrupel
(R1, . . . , R4) von Rechtecken in Z2 umschließt den Ursprung, wenn jeder un-
endliche Pfad der im Ursprung startet, eines der Rechtecke schneiden muss.
Die Konstruktion der Partition ist derart, dass der Ursprung fast sicher von un-
endlich vielen Quadrupeln Qi = (R1,i, R4,i) von Rechtecken umschlossen wird
(siehe [Hei12, Figure 2]), wobei Ri,k ∩ Rj,l = ∅ fu¨r alle i 6= j ∈ N und k, l ∈ [4]
gilt. Dieses Beispiel kann leicht abgewandelt werden, indem die Rechtecke der
Partition als Zellen eines zufa¨lligen Mosaiks M betrachtet werden. Das Mosaik
M ist dann immer noch mischend in geeignetem Sinne. Die Details dazu wer-
den wir jedoch nicht ausfu¨hren.
Dies fu¨hrt dazu, dass pc(M) = 1 ist, da fu¨r p < 1 fast sicher ein Quadrupel aus
Rechtecken existiert, welches den Ursprung umschließt und in dem alle vier
Rechtecke weiß sind. Damit liegt der Ursprung fast sicher in einem endlichen
Cluster.
Die einfache Verscha¨rfung von ergodisch zu mischend genu¨gt also im Allge-
meinen noch nicht, um einen nicht trivialen Phasenu¨bergang zu garantieren.
Wir stellen nun eine sta¨rkere Mischungsbedingung vor, die dies leistet.
Fu¨r eine Borelmenge A ∈ B(Rd) nennen wir eine Funktion f : M → R deter-
miniert von A, wenn fu¨r je zwei Mosaike m1,m2 ∈ M mit m1 ∩ A = m2 ∩ A
bereits f(m1) = f(m2) gilt. Dabei meinen wir mit m1 ∩ A die Menge {Z ∩ A |
Z ∈ m1, Z ∩ A 6= ∅}. Das heißt, die Werte von f ha¨ngen nur vom Aus-
sehen des Mosaiks in A ab. Ein Ereignis E ∈ F(M) nennen wir determiniert
von A, wenn 1E von A determiniert ist. Analog definieren wir den Begriff fu¨r
Funktionen f : N(Rd) → R und f : MF → R und Ereignisse E ∈ N (Rd)
bzw. E ∈ F(MF ). Dabei sei (m, f) ∩ A := {(Zn ∩ A, fn) | Zn ∩ A 6= ∅} fu¨r
(m, f) = {(Zn, fn) | n ∈ N} ∈MF .
Wir nennen ein stationa¨res zufa¨lliges Mosaik M skalierungsmischend, wenn fu¨r
je zwei disjunkte Quader Q := [a, b] und Q′ := [a′, b′] mit a, a′, b, b′ ∈ Rd zwei
Konstanten c1, c2 > 0 existieren, sodass fu¨r t > 0 groß genug fu¨r alle E ∈ F(M)
determiniert von tQ und E′ ∈ F(M) determiniert von tQ′
|P[M ∈ E ∩ E′]− P[M ∈ E]P[M ∈ E′]| ≤ c1t−c2
gilt. Analog definieren wir skalierungsmischende Punktprozesse und gefa¨rbte
Mosaike.
Anschaulich bedeutet dies, dass Ereignisse nicht wie bei mischenden Mosaik-
en durch Verschiebung ra¨umlich voneinander getrennt werden, sondern durch
29
4. Existenz eines nicht-trivialen Phasenu¨bergangs
Skalierung. Außerdem ist die Geschwindigkeit mit der die Abha¨ngigkeiten ab-
nehmen in dieser Definition quantifiziert. Dies wird spa¨ter fu¨r die Anwendung
des Borel-Cantelli Lemmas beno¨tigt.
Wir erinnern daran, dass wir mit z : K → Rd eine Zentrumsfunktion bezeich-
net hatten. Wir ko¨nnen ein stationa¨res zufa¨lliges Mosaik M = {Zn | n ∈ N} als
stationa¨ren markierten PunktprozessM′ := {(z(Zn), Zn−z(Zn)) | n ∈ N} inRd
mit Markenraum K auffassen. Es ist bekannt, dass es in diesem Fall eine Wahr-
scheinlichkeitsmaß Q auf K gibt, sodass das Intensita¨tsmaß Θ des Mosaiks von
der Form Θ = γλ⊗Q ist ([SW08, Theorem 3.5.1]). Dabei ist γ die Intensita¨t und
λ das Lebesgue-Maß. Das MaßQwird die Verteilung der typischen Zelle genannt
und es gilt fu¨r jede messbare Funktion f : Rd ×K die Campbell-Formel
E
 ∑
(x,Z)∈M′
f(x, Z)
 = γ ∫
Rd
∫
K
f(x, Z) Q(dZ) dx.
4.2.1 Lemma
Ein stationa¨res zufa¨lliges Mosaik M ist genau dann skalierungsmischend, wenn fu¨r
je zwei disjunkte Quader Q := [a, b] und Q′ := [a′, b′] mit a, a′, b, b′ ∈ Rd zwei
Konstanten c1, c2 > 0 existieren, sodass fu¨r t > 0 groß genug, fu¨r alle f : M→ [0, 1]
messbar und determiniert von tQ sowie g : M→ [0, 1] messbar und determiniert von
tQ′
|E[f(M)g(M)]− E[f(M)]E[g(M)]| ≤ c1t−c2
gilt.
Besitzt außerdem der Durchmesser der typischen Zelle ein endliches d + ε Moment,
d.h. existiert ein ε > 0 derart, dass∫
K
diam(Z)d+ε Q(dZ) <∞
gilt, so gibt es ein Konstante c3, sodass fu¨r alle p ∈ [0, 1] und Ereignisse E,E′ ∈
F(MF ) die von tQ bzw. tQ′ determiniert sind
|Pp[MF ∈ E ∩ E′]− Pp[MF ∈ E]Pp[MF ∈ E′]| ≤ c1t−c2 + c3t−ε
gilt.
Beweis: Die Ru¨ckrichtung der ersten Behauptung ist trivial, wenn wir f := 1E
und g := 1E′ setzen. Fu¨r die Hinrichtung seien n,m ∈ N, ai ∈ [0, 1n ], bj ∈ [0, 1m ],
Ai ∈ F determiniert von tQ, Bj ∈ F determiniert von tQ′ mit i ∈ [n] und
j ∈ [m]. Fu¨r einfache Funktionen
f =
n∑
i=1
ai1Ai , g =
m∑
j=1
bj1Bj
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gilt dann
|E[f(M)g(M)]− E[f(M)]E[g(M)]|
≤
∣∣∣∣∣∣
∑
i,j
aibj(P[M ∈ Ai ∩Bj ]− P[M ∈ Ai]P[M ∈ Bj ])
∣∣∣∣∣∣
≤ c1t−c2
∑
i,j
aibj
≤ c1t−c2 .
Durch Approximation ko¨nnen wir dieses Resultat sofort auf messbare [0, 1]-
wertige Funktionen f und g ausdehnen, die von tQ bzw. tQ′ determiniert sind.
Zum Beweis der zweiten Aussage, sehen wir ein, dass die Funktion f : M →
[0, 1] : m 7→ Pp,m[(m, F ) ∈ E] von tQ determiniert ist, da E von tQ determiniert
ist. Nach (3.1) gilt fu¨r f
Pp[MF ∈ E] = E[f(M)].
Definieren wir f ′(m) := Pp,m[(m, F ) ∈ E′], so gilt
|Pp[MF ∈ E ∩ E′]− Pp[MF ∈ E]Pp[MF ∈ E′]|
≤ |Pp[MF ∈ E ∩ E′]− E[f(M)f ′(M)]|+ c1t−c2 .
Um dies weiter abscha¨tzen zu ko¨nnen, machen wir uns klar, dass nach dem
Blockungslemma
Pp,m[(m, F ) ∈ E]Pp,m[(m, F ) ∈ E′] = Pp,m[(m, F ) ∈ E ∩ E′]
gilt, wenn keine Zelle in m sowohl tQ als auch tQ′ schneidet. Ist At die Menge
der Mosaike m in denen keine Zelle von m sowohl tQ als auch tQ′ schneidet, so
gilt
P[MF ∈ E ∩ E′]
=
∫
M
Pp,m[(m, F ) ∈ E ∩ E′] PM(dm)
=
∫
M
1At(m)Pp,m[(m, F ) ∈ E]Pp,m[(m, F ) ∈ E′]
+ 1Act (m)Pp,m[(m, F ) ∈ E ∩ E′] PM(dm)
und
E[f(M)f ′(M)]
=
∫
M
Pp,m[(m, F ) ∈ E]Pp,m[(m, F ) ∈ E′] PM(dm)
=
∫
M
1At(m)Pp,m[(m, F ) ∈ E]Pp,m[(m, F ) ∈ E′] + 1Act (m)f(m)f ′(m) PM(dm).
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Daher ist
|Pp[MF ∈ E ∩ E′]− E[f(M)f ′(M)]| ≤ P[M ∈ Act ],
was wir leicht mit Hilfe der Momentenbedingung an den Durchmesser der ty-
pischen Zelle abscha¨tzen ko¨nnen.
Dazu sei r so groß, dass Q,Q′ ⊂ Br gilt. Weiter sei δ > 0 so klein, dass
δr < inf{‖x− x′‖2 | x ∈ Q, x′ ∈ Q′}
gilt. Wird weder tQ noch tQ′ von einer Zelle mit Durchmesser gro¨ßer als δr ge-
schnitten, so kann auch keine Zelle beide Quader gleichzeitig schneiden, daher
gilt
P[M ∈ Act ] ≤ E
 ∑
(x,Z)∈M′
1{(Z + x) ∩Btr 6= ∅,diam(Z) > tδr}
 .
Wegen der Campbell-Formel ist
P[M ∈ Act ] ≤ γ
∫
Rd
∫
K
1{(Z + x) ∩Btr 6= ∅,diam(Z) > tδr} Q(dZ) dx
≤ γ
∫
Btr+tδr
∫
K
1{diam(Z) > tδr} Q(dZ) dx
≤ γκd(rt(1 + δ))d
∫
K
1{diam(Z) > tδr} Q(dZ).
Es bleibt die Markov-Ungleichung mit der Funktion x 7→ xd+ε anzuwenden
um
P[M ∈ Act ] ≤ γκd(rt(1 + δ))d(tδr)−d−ε
∫
K
diam(Z)d+ε Q(dZ) = c3t−ε
zu erhalten.
Lemma 4.2.1 zeigt, dass unter einer schwachen Momentenbedingung das ge-
fa¨rbte zufa¨llige Mosaik MF skalierungsmischend ist, wenn M skalierungsmi-
schend ist. Dabei sind die Konstanten unabha¨ngig von p.
4.2.2 Theorem
Ist MF ein stationa¨res skalierungsmischendes zufa¨lliges Mosaik auf Rd mit d ≥ 2, so
gilt
pc(M) ∈ (0, 1).
Beweis: Wir beginnen mit dem Beweis von pc(M) < 1 und verallgemeinern
eine Idee, die auch im diskreten Fall genutzt wird, um aus hohen U¨berque-
rungswahrscheinlichkeiten von Rechtecken auf die Existenz eines unendlichen
32
4.2. Skalierungsmischende Mosaike
Clusters zu schließen (siehe [BR06b, zweiter Beweis von Theorem 10]). Es sei
MF |R2 := {(Z ∩ R2 × {0}d−2, f) | (Z, f) ∈MF , Z ∩ R2 × {0}d−2 6= ∅}
das zufa¨llige gefa¨rbte Mosaik, das durch Schnitt von MF mit einer 2-dimensio-
nalen Ebene entsteht. Dass MF |R2 wieder ein zufa¨llig gefa¨rbtes zufa¨lliges Mo-
saik ist folgt sofort aus der Stationarita¨t von M. Wenn wir zeigen ko¨nnen, dass
bereits in diesem Mosaik fu¨r ein p < 1 ein unendlicher Cluster existiert, so folgt
pc(M) < 1. Nach der Definition eines skalierungsmischenden zufa¨lligen Mo-
saiks muss auch M|R2 skalierungsmischend sein, also beschra¨nken wir uns im
Folgenden auf die Dimension d = 2.
Wir schreiben im Folgenden [a, b] mit a, b ∈ Rd fu¨r den Quader ×i∈[d][ai, bi]. Sei
nun fu¨r a, b ∈ R2, H(a, b) ∈ F(MF ) das Ereignis ”Es gibt einen schwarzen Pfadin [a, b], der {a1} × [a2, b2] mit {b1} × [a2, b2] verbindet.“. Wir sagen auch, [a, b]
besitzt eine horizontale schwarze Querung, wenn H(a, b) eintritt. Analog defi-
nieren wir das Ereignis V (a, b) als das Vorhandensein einer vertikalen schwar-
zen Querung in [a, b]. Wir setzen Q1 := [0, 9] × [0, 1], Q′1 := [0, 9] × [2, 3], Q2 :=
[0, 1] × [0, 9], Q′2 := [2, 3] × [0, 9] und erhalten ein t0 ∈ R, c1 > 0 und c2 > 0, so-
dass fu¨r alle t ≥ t0 und alleAi bzw.A′i, die von tQi bzw. tQ′i, i ∈ [2] determiniert
sind,
|Pp[MF ∈ Ai ∩A′i]− Pp[MF ∈ Ai]Pp[MF ∈ A′i]| ≤ c1t−c2 , p ∈ (0, 1)
gilt.
(0, 0)
(3t, t)
(9t, 3t)
Abbildung 4.4.: Horizontale und vertikale Querungen von kleineren Rechte-
cken implizieren die Querung des großen Rechtecks. (vgl. Glei-
chung (4.5) )
Dies nutzen wir, um verschiedene Querungswahrscheinlichkeiten in Beziehung
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zu setzen. Ist t ≥ t0, so gilt wegen der Stationarita¨t von M (vgl. Abb. 4.4)
Pp
[
H (( 00 ), (
9t
3t ))
c]
≤ Pp
[
H (( 00 ), (
9t
t ))
c ∩H (( 02t ), ( 9t3t ))c
]
≤ Pp
[
H (( 00 ), (
9t
t ))
c]2
+ c1t
−c2
≤ (4Pp [H (( 00 ), ( 3tt ))c]+ 3Pp [V (( 00 ), ( tt ))c] )2 + c1t−c2
≤ (7 max{Pp [H (( 00 ), ( 3tt ))c] ,Pp [V (( 00 ), ( t3t ))c] })2 + c1t−c2 .
(4.5)
Die selbe Beziehung erhalten wir fu¨r V (( 00 ), ( 9t3t )), was fu¨r t1 ≥ t0 zu
fn+1 ≤ 49f2n + c1(3nt1)−c2 , ∀n ∈ N
mit
fn := max
{
Pp
[
H
(
( 00 ),
(
3n+1t1
3nt1
))c]
,Pp
[
V
(
( 00 ),
(
3nt1
3n+1t1
))c]}
fu¨hrt. Wir werden nun zeigen, dass fu¨r p und t1 groß genug fn ≤ 3−c2n gilt.
Wa¨hlen wir t1 so groß, dass c1t−c21 < (4 · 49 · 3c2)−1 gilt. Ein Rechteck wird
in jedem Fall gequert, wenn alle Zellen, die es schneiden, schwarz sind. Damit
ist klar, dass es ein p < 1 gibt, sodass f1 ≤ (2 · 49 · 3c2)−1 gilt. Dann gilt per
Induktion fn ≤ (2 · 49 · 3c2)−1, denn
fn+1 ≤ 49
4 · 492 3
−2c2 + 3−c2n
1
4 · 493
−c2 ≤ 1
2 · 493
−c2 .
Weiterhin gilt per Induktion fn ≤ 3−c2n, denn
fn+1 ≤ 49 · 3−c2n 1
2 · 493
−c2 + 3−c2n
1
4 · 493
−c2 ≤ 3−c2(n+1).
Mit Hilfe des Borel-Cantelli Lemmas ko¨nnen wir schließen, dass von der Men-
ge von Ereignissen{
H
(
( 00 ),
(
32n+1t1
32nt1
))
, V
(
( 00 ),
(
32n+1t1
32n+2t1
))
| n ∈ N
}
fast sicher nur endlich viele nicht eintreten. Dies impliziert die Existenz ei-
nes unendlichen schwarzen Clusters, da sich die Pfade vonH
(
( 00 ),
(
32n+1t1
32nt1
))
und V
(
( 00 ),
(
32n+2t1
32n+1t1
))
kreuzen mu¨ssen (vgl. Abbildung 4.5).
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(0, 0)
(33t1, 3
2t1)
(35t1, 3
4t1)
(33t1, 3
4t1)
Abbildung 4.5.: Ein unendlicher Cluster entsteht aus Querungen von
Rechtecken
Wenden wir uns der Behauptung pc(M) > 0 zu. Die Dimension d ≥ 2 sei jetzt
wieder beliebig. Die Argumentation in diesem Fall bleibt gleich, aber die Geo-
metrie wird etwas komplizierter (der zweidimensionale Fall ist in Abbildung
4.6 skizziert). Wir betrachten Quader S(i, t) := [0, 3t]i−1 × [0, t] × [0, 3t]d−i mit
i ∈ [d], t > 0 und definieren das Ereignis A(S(i, t)) :=”Es gibt in S(i, t) einenschwarzen Pfad von [0, 3t]i−1 × {0} × [0, 3t]d−i nach [0, 3t]i−1 × {t} × [0, 3t]d−i
“. Das heißt, wenn A(S(i, t)) eintritt wird S(i, t) in kurzer Richtung gequert.
Startet ein schwarzer Pfad γ : [0, 1] → Rd im Wu¨rfel [− t2 , t2 ]d und verla¨sst den
Wu¨rfel [− 3t2 , 3t2 ]d, so sei xa := min{x ∈ [0, 1] | ‖γ(x)‖∞ = 3t2 } der erste Punkt,
an dem γ den Wu¨rfel [− 3t2 , 3t2 ]d verla¨sst. Der Punkt xa liegt in mindestens ei-
nem der Quader {S(i, t)+ t2ei+
∑
j∈[d]\{i}
3t
2 ej | i ∈ [d]}∪{S(i, t)−
∑
j∈[d]
3t
2 ej |
i ∈ [d]}. Wir nennen diesen Quader Sγ . Ist xi := min{x < xa | ∀y ∈ [x, xa] :
γ(y) ∈ Sγ}, so wird Sγ von γ|[xi,xa] in kurzer Richtung gequert.
Wir wollen jetzt, wie im ersten Teil des Beweises, rekursiv eine Abscha¨tzung fu¨r
die Wahrscheinlichkeit von A(S(i, t)) konstruieren. Wir betrachten S(i, 6t) und
u¨berdecken die beiden Seitenfla¨chen [0, 3t]i−1 × {0} × [0, 3t]d−i und [0, 3t]i−1 ×
{t} × [0, 3t]d−i mit endlich vielen Wu¨rfeln der Seitenla¨nge t, die alle in S(i, 6t)
liegen und deren Innere sich nicht schneiden. Das Eintreten von A(S(i, t)) im-
pliziert, dass es fu¨r jede der beiden Seitenfla¨chen wenigstens einen Wu¨rfel in
der U¨berdeckung dieser Seitenfla¨che gibt, in dem ein schwarzer Pfad startet,
der sich weiter als t von diesem Wu¨rfel entfernt. Insbesondere wird also nach
obiger Argumentation jeweils einer der anliegenden Quader dieses Wu¨rfels in
kurzer Richtung gequert.
Mit den selben Rechnungen wie im ersten Teil des Beweises erhalten wir Kon-
stanten c1, c2, c3, t0 ∈ (0,∞), sodass fu¨r alle t1 ≥ t0
max
i∈[d]
Pp[A(S(i, 6t1))] ≤ c3 max
i∈[d]
Pp[A(S(i, t1))]2 + c1(6nt1)−c2
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gilt. Ein Quader wird nicht von einem schwarzen Pfad gequert, wenn alle Zel-
len, die ihn schneiden, weiß sind. Wir ko¨nnen also wie im ersten Teil des Be-
weises folgern, dass es ein t1 ∈ R und ein p > 0 gibt, sodass
max
i∈[d]
Pp[A(S(i, 6nt1))] ≤ 6−c2n, ∀n ∈ N
gilt.
Abbildung 4.6.: Die blaue Querung des großen Rechtecks impliziert, dass ein
Quadrat an der Oberseite und eines an der Unterseite ”verlas-sen“ wird. Daher gibt es mindestens zwei Querungen von klei-
nen Rechtecken (rot markiert).
Wir schließen, dass fu¨r jeden der Wu¨rfel mit Seitenla¨nge 6nt die wir zum u¨ber-
decken der Seitenfla¨chen verwendet haben, die Wahrscheinlichkeit, dass ein
Pfad in diesem Wu¨rfel startet und den darum zentrierten Wu¨rfel der Seitenla¨n-
ge 3·6nt verla¨sst, kleiner als 2d6−c2n ist. Damit liefert das Borel-Cantelli Lemma,
dass der Ursprung fast sicher in einem endlichen Cluster liegt.
4.2.3 Bemerkung
Es ist leicht nachzurechnen, dass fu¨r ein p > 0 mit maxi∈[d] Pp[A(S(i, 6nt1))] ≤
6−c2n, n ∈ N, das Clustervolumen einen polynomialen Tail hat.
Der Beweis liefert auch fu¨r andere Modelle der stetigen oder diskreten Perkola-
tion eine Blaupause. Es ist lediglich sicher zu stellen, dass die Mischungsbedin-
gung erfu¨llt ist und dass die Modellparameter sich derart wa¨hlen lassen, dass
Querungen hohe Wahrscheinlichkeit besitzen.
Wir sehen im Beweis, dass es genu¨gen wu¨rde die Mischungsbedingung fu¨r
bestimmte Querungsereignisse nachzuweisen. Diese ha¨ngen jedoch im Allge-
meinen auf so komplizierte Art und Weise vom Mosaik ab, dass es sich nicht
lohnen wu¨rde, dies einzeln darzustellen. Die Einfu¨hrung des skalierenden Mi-
schens erscheint konzeptionell sinnvoller.
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4.3. Planare Graphen mit eindeutigem
unendlichem Cluster
Die Situation in 2 Dimensionen unterscheidet sich bei zufa¨lligen Mosaiken, wie
auch im Diskreten, stark von der Situation in ho¨heren Dimensionen. Dies gibt
uns die Mo¨glichkeit, die bisherigen Ergebnisse fu¨r zufa¨llige Mosaike in zwei
Dimensionen noch signifikant zu verbessern.
Der Graph eines zufa¨lligen Mosaiks auf R2 ist ein planarer Graph. Wir betrach-
ten daher jetzt den Fall eines unendlichen planaren Graphen. Fu¨r das Qua-
dratgitter wurde bereits von Harris [Har60] gezeigt, dass sich im Fall p = 1/2
ein unendlicher weißer und ein unendlicher schwarzer Cluster gegenseitig so
”im Weg stehen“ wu¨rden, dass sie nicht gleichzeitig existieren ko¨nnen. DieserBeweis wurde in [Gri99, Lemma 11.12] wesentlich vereinfacht und ist seither
unter dem Namen ”Argument von Zhang“ bekannt. Er setzt lediglich Gitter-symmetrien, die Eindeutigkeit des unendlichen Clusters und Planarita¨t voraus
und zeigt sogar die sta¨rkere Aussage pc + p∗c ≥ 1, wobei p∗c die kritische Perko-
lationswahrscheinlichkeit des sogenannten dualen Graphen ist. In [BR08] wurde
dann gezeigt, dass die Anzahl der notwendigen Symmetrien auf Spiegelsym-
metrie reduziert werden kann. Wir werden dieses Argument derart modifizie-
ren, dass wir auf Symmetrien vollsta¨ndig verzichten ko¨nnen. Dafu¨r mu¨ssen
wir uns allerdings wieder auf p = 1/2 beschra¨nken. Fu¨r die Anwendung auf
zufa¨llige Mosaike ist dies oft unproblematisch, da in vielen 2-dimensionalen
zufa¨lligen Mosaiken M fast sicher je ho¨chstens drei Zellen in einem Punkt zu-
sammentreffen und damit GM = G∗M gilt.
Wir nehmen im Folgenden stets an, dass eine Einbettung des planaren Gra-
phen in die Ebene vorliegt, in der sa¨mtliche Kanten stu¨ckweise linear sind
und sich nicht schneiden. Die beiden Knoten, welche eine Kante verbindet,
geho¨ren dabei nicht zur Kante selbst. Wir fordern außerdem, dass die Einbet-
tung lokal endlich ist, dass also jedes Kompaktum in R2 nur von endlich vielen
Knoten und Kanten geschnitten wird. Wir werden den Graphen stets mit sei-
ner konkreten Einbettung identifizieren und keine gesonderte Notation dafu¨r
einfu¨hren.
4.3.1 Theorem
Sei G := (V,E) ein unendlicher zusammenha¨ngender planarer Graph. Genau dann,
wenn es fu¨r p = 1/2 nicht mehr als einen unendlichen schwarzen Cluster gibt, ist
θ 1
2
(v) = 0 fu¨r jedes v ∈ V . Insbesondere gilt in diesem Fall
pc ≥ 1
2
.
Die Frage nach den Graphen, fu¨r die sich dieses Theorem anwenden la¨sst,
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dra¨ngt sich sofort auf. Wir werden darauf in Theorem 5.1.2 und Theorem 5.2.2
eingehen und nehmen deren Anwendung hier schon vorweg.
4.3.2 Theorem
Ist M ein ergodisches zufa¨lliges Mosaik mit E[|{Z ∈M | Z ∩ [0, 1]d 6= ∅}|] < ∞, so
gilt θ 1
2
(M) = 0 und insbesondere
pc(M) ≥ 1
2
.
Beweis: Die Behauptung folgt direkt aus den Theoremen 4.3.1 und 5.1.2.
Es ist allerdings zu betonen, dass die Theoreme 4.3.1 und 5.2.2 auch die bekann-
ten Resultate fu¨r deterministische Graphen signifikant erweitern, da keinerlei
Transitivita¨t, Quasitransitivita¨t oder Symmetrie gefordert wird.
Der Beweis von Theorem 4.3.1 beinhaltet topologische und graphentheoreti-
sche Argumente und Grundlagen, die den Bu¨chern von Diestel [Die10] und
Mohar, Thomassen [MT01] entnommen sind. Der notwendige Hintergrund
zum Jordanschen Kurvensatz findet sich in [Hal07]. Um den probabilistischen
Teil des Beweises klar zu strukturieren, wollen wir zwei topologische Lemmata
vorab beweisen.
Wir fu¨hren dazu folgende Bezeichnungen ein. Eine Kurve ϕ ist eine stetige Ab-
bildung von [0, 1] nach Rd. Eine Kurve ϕ heißt geschlossen, falls ϕ(0) = ϕ(1). Ei-
ne Kurve heißt Jordan-Kurve, falls ϕ injektiv ist. Die Ausnahme ist die geschlos-
sene Jordan-Kurve fu¨r die ϕ(0) = ϕ(1) gefordert sei. Eine Kurve heißt polygonal,
wenn die Kurve stu¨ckweise linear ist. Wir werden Kurven stets mit ihrem Bild
identifizieren. Der Jordan’sche Kurvensatz besagt, dass fu¨r eine geschlossene
Jordan-Kurve ϕ ⊂ R2 die Menge R2 \ ϕ in zwei Gebiete (ein Gebiet sei eine
zusammenha¨ngende Teilmenge des R2) zerfa¨llt, von denen genau eines unbe-
schra¨nkt ist. Eine wichtige Erga¨nzung des Satzes besagt, dass ein Punkt x ∈ R2
genau dann im beschra¨nkten Gebiet von R2 \ ϕ liegt, wenn eine Jordan-Kurve,
die in x startet und nach unendlich la¨uft, ϕ genau 2k+1, k ∈ N0 mal kreuzt (wir
werden den Satz lediglich fu¨r polygonale Kurven verwenden und daher nicht
gesondert definieren, was ”kreuzt“ bedeutet). Wir nennen das unbeschra¨nkteGebiet A¨ußeres und das beschra¨nkte Gebiet Inneres von ϕ. Ein Artikulationspunkt
(engl. cut vertex) eines zusammenha¨ngenden Graphen ist ein Knoten dessen
Lo¨schung dafu¨r sorgt, dass der Graph nicht mehr zusammenha¨ngend ist.
4.3.3 Lemma
Ist G := (V,E) ein unendlicher zusammenha¨ngender planarer Graph mit Wurzel 0,
so gibt es fu¨r jedes natu¨rliche n ≥ 2 eine polygonale geschlossene Jordan-Kurve φ mit
folgenden Eigenschaften:
1. Keine Kante e ∈ E schneidet φ.
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2. Jeder Knoten v ∈ Bn(0;G) liegt entweder auf φ oder im Inneren von φ.
3. Ist Rn die Menge der Knoten v ∈ Bn(0;G), in denen ein unendlicher Pfad
starten kann, der Bn(0;G) nur in v schneidet, so gilt Rn ⊂ φ.
Die erste Eigenschaft bedeutet, dass φ den Graphen nur in seinen Knoten
schneidet. Die zweite Eigenschaft meint heuristisch, dass φ um Bn(0) herum
la¨uft. In der dritten Eigenschaft sind Pfade gemeint, die in Bn(0) starten und
dann nie wieder dorthin zuru¨ckkehren. Die Definition von Rn scheint auf den
ersten Blick unno¨tig kompliziert. Es finden sich allerdings leicht Beispiele in
denen nicht stattdessen einfach ∂−Bn(0) genutzt werden kann.
Beweis von Lemma 4.3.3: Wir betrachten zuna¨chst einen endlichen zusammen-
ha¨ngenden planaren Graphen Gf := (Vf , Ef ) und wa¨hlen ε > 0 so klein, dass in
der Einbettung von Gf in die Ebene im ε-Ball um jeden Knoten v ∈ Vf nur das
erste Geradenstu¨ck jeder Kante die von v ausgeht liegt. Insbesondere du¨rfen
keine anderen Knoten oder Teile von Kanten in diesem Ball liegen.
Ein geschlossener Weg (engl. closed walk) ist ein Zyklus, in dem das mehrfa-
che Vorkommen von Knoten zugelassen ist. Die Zusammenhangskomponen-
ten von R2 \ (Vf ∪ Ef ) nennen wir Fla¨chen von Gf . Es ist bekannt, dass ein
endlicher planarer Graph endlich viele Fla¨chen hat, von denen genau eine un-
beschra¨nkt ist. Der Rand jeder Fla¨che F induziert auf natu¨rliche Weise einen
geschlossenen Weg L := (l1, . . . , lm) mit der Eigenschaft, dass zwei aufeinan-
derfolgende Kanten ei := {li, li+1} und ei+1 = {li+1, li+2}, i ∈ [m−2] derart auf
li+1 treffen, dass ei im Uhrzeigersinn direkt nach ei+1 kommt. Das heißt, das
Kreissegment mit Radius ε, das von ei+1 und ei dabei eingeschlossen wird, liegt
in F . Der Weg L ist dabei bis auf die Wahl des Startpunktes und der Anzahl der
Durchla¨ufe eindeutig. Wir nehmen im Folgenden an, dass L nur einmal durch-
laufen wird.
Wir zeigen zuna¨chst, dass ein Knoten, der in L mehrfach vorkommt, ein Arti-
kulationspunkt von Gn ist. Nehmen wir an, der Knoten li kommt in Lmehrfach
vor, so gibt es mindestens zwei Kreissegmente α und β an li mit Radius ε, deren
Inneres Teilmenge von F ist (vgl. Abb. 4.7 links). Verbinden wir α und β in F
durch eine polygonale Jordan-Kurve J ′ in F derart, dass J ′ die Kreissegmente
α und β nur in deren Rand in den Punkten xα und xβ schneidet. Setzen wir
nun die Gerade von li nach xα, die Kurve J ′ und die Gerade von xβ nach li
hintereinander, erhalten wir die geschlossene Jordan-Kurve J .
Betrachten wir nun die zwei Kanten e := {li, v} und e′ := {v′, li}, die α ein-
schließen. Der polygonale Pfad, der in v startet und u¨ber e, li und e′ fu¨hrend in
v′ endet, kreuzt J einmal. Dadurch ist klar, dass v und v′ nicht in den gleichen
Gebieten von R2 \J liegen ko¨nnen (vgl. Abb. 4.7). Daraus folgt auch, dass nach
dem Entfernen von li die Knoten v und v′ in verschiedenen Zusammenhangs-
komponenten von Gf liegen, da J nur in li von Gf geschnitten wird. Damit ist
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gezeigt, dass ein Knoten, der in L mehrfach vorkommt, ein Artikulationspunkt
ist.
v
e
li
e′
v′
J ′
xβ
xα
β
α
F
0
B2(0)
ϕ
G \B2(0)
Abbildung 4.7.: Im linken Bild ist skizziert, dass ein Knoten, der in L mehrfach
vorkommt, ein Artikulationspunkt ist. Im rechten Bild haben
wir fu¨r den Graphen G und den Radius 2 eine mo¨gliche Kurve
ϕ dargestellt.
Betrachten wir den endlichen Teilgraphen Gn von G, der von den Knoten in
Bn(0) induziert wird. Der geschlossene Weg L, der von der unbeschra¨nkten
Fla¨che U von Gn induziert wird, bildet auf natu¨rliche Weise die Grundlage fu¨r
φ. Dazu konstruieren wir sukzessive drei Kurven.
Wir beginnen mit der Kurve φ1(L), die wir dadurch erhalten, dass wir L ein-
mal entlang laufen. Die Kanten zwischen den Knoten in L werden also einfach
als Kurven interpretiert und aneinander gesetzt. Damit schneidet φ1(L) noch
einige Kanten und verletzt somit Bedingung 1.
Wir modifizieren daher φ1(L) zu φ2(L), indem wir jede Kurve zwischen zwei
Knoten li, li+1 ∈ L durch eine Kurve ersetzen, die in U nur knapp neben der
urspru¨nglichen Kurve liegt und keine Kante von G schneidet. Dies ist wegen
der lokalen Endlichkeit der Einbettung mo¨glich. Dies ist sogar so mo¨glich, dass
die Kurven paarweise disjunkt sind. Die Kurve φ2(L) erfu¨llt jetzt bereits die Ei-
genschaften 1, 2 und 3, da Rn im Rand von U enthalten sein muss. Leider kann
es passieren, dass Knoten in L mehrfach vorkommen. In diesem Fall ist φ2(L)
keine Jordankurve.
Wir modifizieren also φ2(L) zu φ3(L) indem wir Knoten die mehrfach vorkom-
menden wie folgt auslassen. Mo¨chten wir den Punkt li auslassen, so sei γ1 das
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Kurvenstu¨ck in φ2(L), welches in li endet und γ2 das Kurvenstu¨ck in φ2(L),
welches daran anschließend in li startet. Wir schneiden jetzt ein genu¨gend kur-
zes Stu¨ck am Ende von γ1 und am Anfang von γ2 ab und verbinden diese direkt
durch eine Kurve, die nicht durch li la¨uft. Auf diese Weise erhalten wir φ3(L).
Die lokale Endlichkeit der Einbettung sichert uns, dass wir die Modifikation so
vornehmen ko¨nnen, dass Eigenschaften 1 und 2 erhalten bleiben. Wir mu¨ssen
jetzt noch kla¨ren, dass auch Eigenschaft 3 erhalten bleibt.
Sei v ein Artikulationspunkt von Gn und S1, . . . , Sk, k ≥ 2 seien die Zusammen-
hangskomponenten, in die Gn zerfa¨llt, wenn v entfernt wird. Ist i ∈ [k] derart,
dass 0 /∈ Si, so gilt nach Definition der Graphennorm dGn(v,0) < dGn(w,0) fu¨r
alle w ∈ Si. Das heißt, dass Knoten der Menge R˜n := {v ∈ Bn(0) | dGn(v,0) =
n} keine Artikulationspunkte von Gn sein ko¨nnen und daher im Weg L der
unbeschra¨nkten Fla¨che U ho¨chstens einmal vorkommen. Da Rn ⊂ R˜n gilt,
bleibt also auch Eigenschaft 3 in φ3(L) erhalten und wir ko¨nnen φ = φ3(L)
setzen.
Eine stetige injektive Abbildung γ : [0,∞) → R2 mit limx→∞ ‖γ(x)‖2 = ∞
bezeichnen wir als einseitig unendliche Jordan-Kurve. Wir schreiben ebenfalls γ
fu¨r deren Bild.
4.3.4 Lemma
Sei φ eine geschlossene polygonale Jordan-Kurve mit Punkten v1, . . . , v4 ∈ φ, die in
dieser Reihenfolge auf φ liegen. Seien weiter γ1, . . . , γ4 vier einseitig unendliche po-
lygonale Jordan-Kurven und ρ13, ρ24 zwei polygonale Jordan-Kurven mit den Eigen-
schaften:
1. (γ1 ∪ γ3) ∩ (γ2 ∪ γ4) = ∅,
2. γi ∩ φ = {γi(0)} = {vi} fu¨r i ∈ [4],
3. ρ13(0) ∈ γ1, ρ13(1) ∈ γ3,
4. ρ24(0) ∈ γ2, ρ24(1) ∈ γ4.
Dann gilt
(γ1 ∪ ρ13 ∪ γ3) ∩ (γ2 ∪ ρ24 ∪ γ4) 6= ∅.
Beweis: Wir wa¨hlen einen Radius r > 0 so groß, dass ρ13, ρ24, φ ⊂ Br−1(0;R2).
Außerdem sei wi := γ(xi) mit xi := min{x ∈ [0,∞) | ‖γi(x)‖2 = r}, i ∈ [4]
der erste Schnittpunkt von γi und Br(0;R2). Wir betrachten eine geschlossene
Jordan-Kurve J , die wir erhalten, wenn wir von v1 entlang γ1 bis w1 dann im
Uhrzeigersinn entlang ∂Br(0;R2) bis w3 dann entlang γ3 bis v3 und dann im
Inneren von φ bis v1 gehen. Laufen wir von v2 entlang φ nach v3 und weiter
nach v4, so schneiden wir wegen Voraussetzung 2 J genau einmal bei v3 (vgl.
Abb. 4.8). An dieser Stelle kreuzen wir sogar J , da J vor v3 im A¨ußeren von φ
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ist und nach v3 im Inneren von φ. Es muss also entweder v2 im Inneren und v4
im A¨ußeren von J liegen oder umgekehrt.
Nehmen wir an v4 liegt im A¨ußeren von J . Die einseitig unendliche Jordan-
Kurve γ˜4, die in v4 startet, entlang γ4 bis w4 la¨uft und dann entlang des Strahls
{tw4 | t ≥ 1} in Richtung unendlich la¨uft, kann J ho¨chstens in w4 einmal
schneiden. Da v4 im A¨ußeren von J liegt, kreuzt γ˜4 die Kurve J eine gerade
Anzahl oft, also gar nicht. Daher muss auch w4 im A¨ußeren von J liegen. Je-
de Kurve, die auf γ2 vor w2 startet und entlang γ2, u¨ber v2, entlang φ, u¨ber v3
entlang φ, u¨ber v4, entlang γ4, u¨ber w4 und entlang des Strahls {tw4 | t ≥ 1} in
Richtung unendlich la¨uft, kreuzt J genau einmal in v3, daher muss w2 ∈ J gel-
ten. Wir schließen, dass in diesem Fall w1, w2, w3 und w4 in dieser Reihenfolge
auf ∂Br(0;R2) liegen. Liegt stattdessen v2 im Inneren von J , so erhalten wir
mit der selben Argumentation, dass w1, w4, w3 und w2 in dieser Reihenfolge
auf ∂Br(0;R2) liegen.
v2
v1
v4
v3
φ
γ1
γ2
γ3
γ4
Br(0)
w1
w2
w3
w4
ρ13
ρ24
Abbildung 4.8.: Beispiel fu¨r Lemma 4.3.4.
Nach Voraussetzung enthalten γ1∪ρ13∪γ3 und γ2∪ρ24∪γ4 aber polygonale Kur-
ven ρ′13 von w1 nach w3 beziehungsweise ρ′24 von w2 nach w4. Es ist bekannt,
dass wegen der alternierenden Reihenfolge in der die wi auf dem Kreisrand
liegen, je zwei Kurven von w2 nach w4 bzw. von w1 nach w3 sich schneiden
mu¨ssen.
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Beweis von Theorem 4.3.1: Ist θ 1
2
(v) = 0 fu¨r jedes v ∈ V so gibt es f.s. keinen
unendlichen schwarzen Cluster fu¨r p = 1/2, was die Ru¨ckrichtung zeigt.
Sei also p = 1/2, ε > 0 und nehmen wir an, es gibt f.s. genau einen unendlichen
schwarzen ClusterC+∞. Wegen der Vertauschbarkeit der Farben bei p = 1/2 gibt
es auch f.s. einen unendlichen weißen Cluster C−∞. Insbesondere ist θ 12 (0) > 0.
Der Abstand von 0 zu C+∞ ist eine f.s. endliche Zufallsvariable. Unter Verwen-
dung der Notation aus Lemma 4.3.3 ko¨nnen wir also feststellen, dass es ein
n ∈ N gibt, sodass
P[Rn ∩ C+∞ 6= ∅] > 1− ε
gilt. Sei φ die Jordan-Kurve, die Lemma 4.3.3 fu¨r Bn(0) liefert. Weiter seien
(r1, . . . , rm),m ∈ N die Knoten inRn, die in dieser Reihenfolge auf φ liegen. Fu¨r
U ⊂ Rn betrachten wir nun das absteigende Ereignis E+(U) :=”Es gibt keinenunendlichen schwarzen Pfad, der in U startet und Rn nur einmal schneidet.“
Wir definieren
f(U) := P 1
2
[E+(U)]
und erhalten folgende Eigenschaften:
(i) f(∅) = 1,
(ii) f({v}) ≥ P 1
2
[Xv = 0] =
1
2 fu¨r v ∈ Rn,
(iii) f(U ∪W ) ≥ f(U)f(W ) fu¨r U,W ⊂ Rn wegen der FKG-Ungleichung,
(iv) f(U) ≥ f(W ) fu¨r U ⊂W ⊂ Rn,
(v) f(Rn) ≤ ε.
Aus (ii), (iii) und (iv) folgt fu¨r U ⊂ Rn und v ∈ Rn
f(U) ≥ f(U ∪ {v}) ≥ 1
2
f(U). (4.6)
Die Idee ist, Rn in vier aufeinander folgende Teile T1, . . . , T4 zu zerlegen, de-
ren f -Werte sich nicht zu stark unterscheiden. Wir teilen Rn zuna¨chst in zwei
Abschnitte T (k)12 := (r1, . . . , rk) und T
(k)
34 := (rk+1, . . . , rm), wobei k ∈ [m]. Fu¨r
k = m gilt also f(T (k)12 ) = f(Rn) ≤ ε und f(T (k)34 ) = f(∅) = 1. Wenn wir k um
eins verkleinern, steigt wegen (4.6) f(T (k)12 ) ho¨chstens um den Faktor 2 wa¨hrend
f(T
(k)
34 ) ho¨chstens um den Faktor 2 fa¨llt. Es gibt also ein k derart, dass
f(T
(k)
12 ) ≤ f(T (k)34 ) ≤ 4f(T (k)12 ) (4.7)
und demzufolge auch
f(T
(k)
12 )
2 ≤ f(T (k)12 )f(T (k)34 ) ≤ f(Rn) ≤ ε
f(T
(k)
34 )
2 ≤ 4f(T (k)12 )f(T (k)34 ) ≤ 4f(Rn) ≤ 4ε
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gilt. Auf die selbe Art und Weise teilen wir T (k)12 und T
(k)
34 in jeweils zwei Teil-
stu¨cke T1, T2 und T3, T4, sodass
f(Ti) = P 1
2
[E+(Ti)] = P 1
2
[E−(Ti)] ≤ 2
√
2 4
√
ε, i ∈ [4]
gilt. Definieren wir E−(U) fu¨r U ⊂ Rn, indem wir in der Definition von E+(U)
schwarze Pfade durch weiße Pfade ersetzen, so gilt P 1
2
[E−(U)] = P 1
2
[E+(U)].
Wa¨hlen wir ε klein genug, so hat also das Ereignis
E+(T1)
c ∩ E−(T2)c ∩ E+(T3)c ∩ E−(T4)c,
dass in T1 und T3 zwei schwarze unendliche Pfade γ1 und γ3 starten und dass
in T2 und T4 zwei weiße unendliche Pfade γ2 und γ4 starten, die alle Rn und
daher auchBn(0;G) nur einmal schneiden (jeweils in v1, . . . , v4), positive Wahr-
scheinlichkeit. Der schwarze und der weiße unendliche Cluster sind aber nach
Voraussetzung eindeutig. Dass heißt, es muss f.s. einen schwarzen Pfad ρ13 ge-
ben, der γ1 mit γ3 verbindet, und es muss f.s. einen weißen Pfad ρ24 geben, der
γ2 mit γ4 verbindet. Diese Pfade erfu¨llen nach Konstruktion die Voraussetzun-
gen von Lemma 4.3.4 und daher mu¨ssen sich γ1 ∪ ρ13 ∪ γ3 und γ2 ∪ ρ24 ∪ γ4
schneiden. Da der Graph planar ist, muss der Schnittpunkt ein Knoten sein. Da
kein Knoten gleichzeitig schwarz und weiß sein kann, ergibt sich ein Wider-
spruch.
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Clusters
Nachdem wir untersucht haben, unter welchen Voraussetzungen nicht-triviale
Phasenu¨berga¨nge sichtbar werden, dra¨ngt sich die Frage auf, wie sich die An-
zahl der unendlichen Cluster verha¨lt. Im diskreten Fall wurde diese Frage von
Aizenman, Kesten und Newman in [AKN87] zum ersten mal umfassend be-
antwortet. Der Beweis konnte von Gandolfi, Grimmett und Russo in [GGR88]
nochmal signifikant vereinfacht werden. Diese vereinfachte Variante wurde vor
kurzem von Cerf in [Cer15] auch quantifiziert. Alles in Allem schien die Her-
angehensweise jedoch zu stark die Unabha¨ngigkeit zu nutzen und so wurde
weiter nach einem allgemeineren Argument gesucht bis Burton und Keane in
[BK89] der endgu¨ltige Durchbruch gelang. Ihr Beweis macht nur sehr schwache
Voraussetzungen an die Abha¨ngigkeitsstruktur und wurde seitdem, aufgrund
der sehr eleganten und robusten Argumentation, vielfach adaptiert. Wir wer-
den hier beide Beweise einzeln aufgreifen und an den Rahmen der zufa¨lligen
Mosaike anpassen. Die Adaption des Beweises von Gandolfi, Grimmett und
Russo wird dabei deutlich sta¨rkere Voraussetzungen verlangen als die des Be-
weises von Burton und Keane. Die Adaption des Beweises von Gandolfi, Grim-
mett und Russo liefert jedoch als Zwischenergebnis ein Theorem, welches die
Eindeutigkeit des unendlichen Clusters fu¨r sehr allgemeine deterministische
Graphen zeigt und in diesem Sinne zusa¨tzliche Einsichten ermo¨glicht, die mit
der Argumentation von Burton und Keane nicht beweisbar sind. Unsere Ergeb-
nisse im Kapitel u¨ber First-Passage-Perkolation werden uns in die Lage ver-
setzen, dieses Theorem auf geeignete zufa¨llige Mosaike anzuwenden und so
letztlich die Eindeutigkeit des unendlichen Clusters auf einem zweiten Weg zu
zeigen, wenn auch unter sta¨rkeren Voraussetzungen.
5.1. Das Argument von Burton und Keane
Die Adaption des Beweises macht es notwendig das kombinatorische Lemma
u¨ber die Partitionen einer Menge aus [BK89] leicht zu variieren. Wir schreiben
im folgenden Abschnitt Komponenten anstelle von Zusammenhangskompo-
nenten.
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5.1.1 Lemma
SeiH = (V,E) ein endlicher Graph, dessen Knoten einen der drei Typen ”Tri-Knoten“,
”Inf-Knoten“, ”Fin-Knoten“ haben und der folgende Bedingungen erfu¨llt:
1. jede Komponente K ⊂ V von H, die einen Tri-Knoten v entha¨lt, zerfa¨llt durch
dessen Entfernung in mindestens drei Komponenten K1, . . . ,Km, m ≥ 3, von
denen jede mindestens einen Inf-Knoten entha¨lt,
2. H besitzt mindestens einen Tri-Knoten.
Es gilt
#Tri-Knoten in V + 2 ≤ #Inf-Knoten in V.
Beweis: Wir fu¨hren eine Induktion u¨ber die Anzahl der Tri-Knoten in V durch.
Nehmen wir an, es gibt genau einen Tri-Knoten in V , dann gibt es in dessen
Komponente mindestens drei Inf-Knoten, was den Induktionsanfang zeigt.
Wir ko¨nnen daher per Induktion davon ausgehen, dass H zusammenha¨ngend
ist. Sei also n ∈ N und nehmen wir an, die Behauptung gilt fu¨r alle Graphen
mit n oder weniger Tri-Knoten. Entha¨lt V genau n + 1 Tri-Knoten, so wa¨hlen
wir einen davon, den wir mit v bezeichnen. Wir bezeichnen die Komponenten
von H die durch das Entfernen von v entstehen mit K1, . . . ,Km, m ≥ 3. Wir
behaupten, dass dann fu¨r jede der Komponenten K˜i, i ∈ [m]
#Tri-Knoten in Ki + 1 ≤ #Inf-Knoten in Ki. (5.1)
gilt. Um dies zu zeigen, modifizieren wir jedes Ki, i ∈ [m], das einen Tri-
Knoten entha¨lt, derart, dass wir an die Stelle, wo wir v entfernt haben, einen
Inf-Knoten setzen, ohne dabei die Verbindung zu den anderen Komponenten
wieder herzustellen. Die derart modifizierte Komponente bezeichnen wir mit
K˜i. Fu¨r nicht modifizierte Komponenten sei K˜i := Ki.
Wir unterscheiden zwei Fa¨lle. Entha¨lt Ki keinen Tri-Knoten, so entha¨lt es we-
gen Voraussetzung 1 mindestens einen Inf-Knoten und (5.1) gilt.
Entha¨ltKi mindestens einen Tri-Knoten, so erfu¨llt K˜i die Induktionsvorausset-
zung, da K˜i bei Entfernung eines weiteren Tri-Knoten immer noch in mindes-
tens drei Komponenten zerfallen muss, von denen diejenige, die ehemals v ent-
hielt, nach der Modifikation garantiert einen Inf-Knoten entha¨lt. Alle anderen
blieben unvera¨ndert und mu¨ssen daher nach Voraussetzung 1 einen Inf-Knoten
enthalten. Daher gilt nach Induktionsvoraussetzung
#Tri-Knoten in Ki + 2 = #Tri-Knoten in K˜i + 2
≤ #Inf-Knoten in K˜i
≤ #Inf-Knoten in Ki + 1
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und damit auch in diesem Fall (5.1). Demnach muss fu¨rH
#Tri-Knoten in V = 1 +
∑
i∈[m]
#Tri-Knoten in Ki
≤ 1 +
∑
i∈[m]
(#Inf-Knoten in Ki − 1)
≤ 1 + #Inf-Knoten in V −m
≤ #Inf-Knoten in V − 2
gelten.
Das Lemma kann verscha¨rft werden (siehe z.B. [BR06b, S. 121, Lemma 3]), ist
jedoch fu¨r unsere Zwecke vollkommen ausreichend.
5.1.2 Theorem
Sei M ein stationa¨res Mosaik. Ist p ∈ [0, 1] und
E[|{Z ∈M | Z ∩ [0, 1]d 6= ∅}|] <∞
so gibt es Pp-f.s. in GM,F ho¨chstens einen unendlichen schwarzen Cluster.
Beweis: Der Beweis ist, wie bereits erwa¨hnt, eine Adaption von [BK89]. Die Be-
hauptung ist fu¨r p ∈ {0, 1} trivial, es sei also im Folgenden p ∈ (0, 1). Nehmen
wir zuna¨chst an, M ist ergodisch. Dann ist nach Abschnitt 2.2 auch MF unter
Pp ergodisch. Ist n ∈ N0 ∪ {∞}, so definieren wir die Ereignisse
En := {(m, f) ∈MF | es gibt genau n unendliche schwarze Cluster in Gm,f}.
Es gilt Pp[MF ∈ En] ∈ {0, 1}, da alle En verschiebungsinvariant sind. Daher
tritt genau eines dieser Ereignisse fast sicher ein und alle anderen treten fast
sicher nicht ein.
Nehmen wir an, fu¨r ein festes 2 ≤ n <∞ tritt En fast sicher ein. In diesem Fall
liegt M fast sicher in der Menge
A := {m ∈M | Pp,m[in Gm,F gibt es n unendliche schwarze Cluster] = 1}.
Wir fixieren ein m ∈ A und definieren die Zufallsvariablen N(i, r), i ∈ {0, 1},
r ∈ N als die Anzahl der unendlichen schwarzen Cluster des Graphen, den
wir erhalten, wenn wir in Gm,F allen Knoten in Br(0;Gm) den Wert (bzw. die
Farbe) i zuweisen. Da die Anzahl schwarzer unendlicher Cluster in Gm,F Pp,m-
f.s. konstant n ist und mit positiver Wahrscheinlichkeit alle Knoten inBr(0;Gm)
den Wert i haben, i ∈ {0, 1}, gilt
Pp,m[N(0, r) = N(1, r) = n] = 1, r ∈ N.
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Da n < ∞ ist, ko¨nnen die Zufallsvariablen N(0, r) und N(1, r) nur gleich
sein, wenn der Ball Br(0;Gm) von ho¨chstens einem unendlichen schwarzen
Cluster geschnitten wird. Die Anzahl der unendlichen schwarzen Cluster, die
Br(0;Gm) schneiden, konvergiert fu¨r r → ∞ f.s. gegen n, was zum Wider-
spruch fu¨hrt.
Es bleibt der Fall auszuschließen, dassE∞ f.s. eintritt. Nehmen wir an Pp[E∞] =
1. Sei m ∈ M ein Mosaik und (m, f) eine Fa¨rbung von m. Fu¨r x ∈ Rd war
Zx(m) die Zelle, die x entha¨lt (wobei wir eine beliebige Auswahlregel anwen-
den, wenn x in mehr als einer Zelle liegt) und wir nennen x einen Trifurkations-
punkt von (m, f) mit Parametern (r1, r2), wenn folgende Bedingungen erfu¨llt
sind:
• Alle Knoten in Br1(Zx(m);Gm) sind schwarz.
• Der a¨ußere Rand ∂+Br1(Zx(m);Gm) des Balles um Zx(m) wird von min-
destens drei unendlichen schwarzen Clustern geschnitten, wenn wir die
Farbe jedes Knoten in Br1(Zx(m);Gm) auf weiß setzen.
• Br1(Zx(m);Gm) ⊂ [−r2, r2]d.
Sei x ∈ Rd. Da Pp-f.s. unendlich viele unendliche schwarze Cluster existie-
ren, kann r1 so groß gewa¨hlt werden, dass Br1(Zx;GM) mit positiver Wahr-
scheinlichkeit von mindestens drei unendlichen schwarzen Clustern geschnit-
ten wird. Unter P ist also eine Realisierung m von M mit positiver Wahrschein-
lichkeit derart, dass unter Pp,m die zufa¨llige Fa¨rbung (m, F ) mit positiver Wahr-
scheinlichkeit die zweite Bedingung an einen Trifurkationspunkt erfu¨llt. Daher
kann r2 so groß gewa¨hlt werden, dass unter Pp der Punkt xmit positiver Wahr-
scheinlichkeit ein Trifurkationspunkt von MF mit Parametern (r1, r2) ist.
Wie beno¨tigen jetzt Lemma 5.1.1, um zu zeigen, dass fu¨r jeden Trifurkations-
punkt innerhalb einer Menge wenigstens ein schwarzer unendlicher Pfad aus
dieser Menge heraus fu¨hren muss. Genauer wollen wir Folgendes zeigen.
Wenn mindestens k ∈ N Punkte der Menge Dr := (3r2Zd) ∩ [−r, r]d, r > 0 Tri-
furkationspunkte eines zufa¨llig gefa¨rbten Mosaiks (m, F ) sind, so gibt es min-
destens k + 2 schwarze Zellen in (m, F ), die ∂[−r − r2, r + r2]d schneiden. Die
Einschra¨nkung auf 3r2Zd fu¨hren wir deshalb ein, damit sich spa¨ter kein Ball
Br1(Zx(m);Gm) eines Trifukatiospunktes x mit dem entsprechenden Ball eines
anderen Trifurkationspunktes schneidet.
Dazu beno¨tigen wir den gefa¨rbten Graphen G−m,F , den wir erhalten, indem wir
fu¨r alle Trifurkationspunkte x ∈ Dr alle Zellen in Br1(Zx(m);Gm) weiß fa¨rben.
Außerdem konstruieren wir den Hilfsgraphen H = (VH, EH), dessen Knoten-
menge VH aus drei verschiedenen Typen von Knoten besteht.
Fu¨r jeden Trifurkationspunkt x ∈ Dr gibt es in VH einen Knoten des Typs ”Tri-Knoten“. Fu¨r jeden unendlichen schwarzen Cluster in G−m,F , der [−r−r2, r+r2]d
schneidet, fu¨gen wir einen sogenannten ”Inf-Knoten“ zu VH hinzu und fu¨r je-den endlichen schwarzen Cluster in G−m,F , der fu¨r mindestens zwei Trifurkati-
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onspunkte x 6= y ∈ Dr die Mengen ∂+Br1(Zx(m);Gm) und ∂+Br1(Zy(m);Gm)
schneidet, fu¨gen wir einen sogenannten ”Fin-Knoten“ zu VH hinzu. Die Kan-tenmenge EH wird so konstruiert, dass jeder Fin-Knoten oder Inf-Knoten v mit
einem Tri-Knoten w verbunden ist, wenn der Cluster, den v repra¨sentiert, die
Menge ∂+Br1(Zx(w)(m);Gm) schneidet, wobei x(w) der Trifurkationspunkt sei,
den w repra¨sentiert.
Um Lemma 5.1.1 nutzen zu ko¨nnen, mu¨ssen wir uns klarmachen, dass H die
Bedingung 1 des Lemmas erfu¨llt. Entfernen wir einen Tri-Knoten aus H so
zerfa¨llt H in mindestens drei Komponenten. Keine dieser Komponenten be-
steht nur aus Fin-Knoten, da diese wenigstens zu zwei Tri-Knoten verbun-
den sein mu¨ssen. Es kann auch keine der Komponenten nur aus Fin- und Tri-
Knoten bestehen, da in diesem Falle das entfernen eines solchen Tri-Knotens
aus H lediglich eine Komponente mit mindestens einem Inf-Knoten hinterlas-
sen wu¨rde.
Wir ko¨nnen daher mit Lemma 5.1.1 schließen, dass H mindestens so viele Inf-
Knoten wie Tri-Knoten hat. Nach Konstruktion von H gibt es fu¨r jeden Inf-
Knoten inH einen unendlichen schwarzen Cluster in G−m,F , der [−r−r2, r+r2]d
schneidet. Fu¨r jeden solchen Cluster muss wiederum der Rand ∂[−r−r2, r+r2]d
von wenigstens einer schwarzen Zelle aus (m, f) geschnitten werden. Die er-
wartete Anzahl von Trifurkationspunkten in Dr muss daher kleiner sein als
die erwartete Anzahl schwarzer Zellen, die ∂[−r − r2, r + r2]d schneiden. Die
erwartete Anzahl Trifurkationspunkte in Dr ist von der Ordnung rd. Die er-
wartete Anzahl schwarzer Zellen, die ∂[−r − r2, r + r2]d schneiden, ist jedoch
nach Voraussetzung nur von der Ordnung rd−1, was zu einem Widerspruch
fu¨hrt, wenn r groß genug ist. Damit ist die Behauptung fu¨r ergodische Mosa-
ike gezeigt.
Ist M lediglich stationa¨r, so gibt es nach [Kal02, Theorem 10.26] eine geeignete
σ-Algebra und ein Maß ν auf der Menge L der Verteilungen von ergodischen
zufa¨lligen Mosaiken, sodass fu¨r jedes Ereignis A ∈ F(M)
PM[A] =
∫
L
P (A)ν(dP )
gilt. Nach Voraussetzung gilt∫
|{Z ∈ m | Z ∩ [0, 1]d 6= 0}|PM(dm) <∞.
Daher muss fu¨r ν-fast alle Verteilungen P ebenfalls∫
|{Z ∈ m | Z ∩ [0, 1]d 6= 0}|P (dm) <∞ (5.2)
gelten. Fu¨r ein ergodisches zufa¨lliges Mosaik dessen Verteilung P die Bezie-
hung (5.2) erfu¨llt, haben wir jedoch gezeigt, dass es P -f.s. ho¨chstens einen un-
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endlichen Cluster gibt. Daher ist die Wahrscheinlichkeit, dass es in GM ho¨chs-
tens einen unendlichen Cluster gibt gleich eins.
Wie in Theorem 4.3.2 bereits vorweggenommen, folgt aus Theorem 5.1.2 fu¨r
p = 12 die Abwesenheit eines unendlichen schwarzen bzw. weißen Clusters
in einem ergodischen zufa¨lligen Mosaik mit schwachen Momenteneigenschaf-
ten. Wir vermuten, dass in vielen Fa¨llen, in denen in einem 2-dimensionalen
Mosaik fast sicher je ho¨chstens drei Zellen eine Ecke gemeinsam haben, die
kritische Perkolationswahrscheinlichkeit exakt den Wert 12 hat, konnten jedoch
keine genu¨gend schwachen hinreichenden Bedingungen dafu¨r finden. Wie be-
reits erwa¨hnt, wurde dieses Ergebnis in [BR06a] fu¨r den Spezialfall des Poisson-
Voronoi-Mosaiks gezeigt. Der Beweis in diesem Spezialfall ist jedoch bereits
sehr aufwa¨ndig.
5.2. Das Argument von Gandolfi, Grimmett und
Russo
Wir formulieren das Ergebnis dieses Abschnitts zuerst fu¨r deterministische Gra-
phen G := (V,E) und wenden es dann auf zufa¨llige Mosaike an.
Wir bezeichnen in diesem Abschnitt mitLv das Ereignis, dass der Knoten v ∈ V
im a¨ußeren Rand von zwei unendlichen schwarzen Clustern liegt. Der Beweis
des folgenden Lemmas findet sich im Wesentlichen auch in [GGR88], wir wer-
den ihn hier dennoch noch einmal ausfu¨hren, um die Details, die sich durch
die Verallgemeinerung ergeben, direkt pru¨fen zu ko¨nnen.
5.2.1 Lemma
Sei G ein Graph und v ∈ V ein Knoten in G. Ist p ∈ (0, 1), so gibt es eine Konstante
c1(p) ∈ (0,∞), sodass fu¨r alle ε > 0 und k ∈ N
Pp
[
|∂+Cv| − 1− p
p
|Cv| ≥ εk, |Cv|+ |∂+Cv| = k
]
≤ e−c1(p)ε2k
gilt.
Beweis: Wir erinnern daran, dass An,b(G) die Menge der Graphentiere α mit
|α| = n inneren und |∂+α| = b Randknoten war, wenden die Markov-Unglei-
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chung mit der Funktion r 7→ etr, t > 0 an und erhalten
Pp
[
|∂+Cv| − 1− p
p
|Cv| ≥ εk, |Cv|+ |∂+Cv| = k
]
≤ e−εktEp
[
et(|∂
+Cv|− 1−pp |Cv|)1{|Cv|+ |∂+Cv| = k}
]
= e−εkt
∑
n+b=k
|An,b(G)|et(b−
1−p
p n)pn(1− p)b
= e−εkt
∑
n+b=k
|An,b(G)|
(
pe−t
1−p
p
)n (
(1− p)et)b .
Wir schreiben abku¨rzend q1 := pe−t
1−p
p sowie q2 := (1− p)et, womit
Pp
[
|∂+Cv| − 1− p
p
|Cv| ≥ εk, |Cv|+ |∂+Cv| = k
]
≤ e−εkt(q1 + q2)k
∑
n+b=k
|An,b(G)|
(
q1
q1 + q2
)n(
q2
q1 + q2
)b
=
(
e−εt(q1 + q2)
)k P q1
q1+q2
[|Cv|+ |∂+Cv| = k]
gilt. Es ist leicht nachzurechnen, dass
q1 + q2 ≤ et2c2(p)
mit c2(p) ≤ (1−p)
2
2p + e− 1 gilt. Wa¨hlen wir nun t = ε2c2(p) , ergibt sich
Pp
[
|∂+Cv| − 1− p
p
|Cv| ≥ εk, |Cv|+ |∂+Cv| = k
]
≤ exp
(
− kε
2
4c2(p)
)
.
Es ist also ”unwahrscheinlich“, dass ein Cluster der Gro¨ße (1 − p)k deutlichmehr als pk Nachbarknoten hat. Dabei spielt der Graph G keine Rolle. Es ist au-
ßerdem interessant, dass diese Abscha¨tzung auch fu¨r p = pc gilt. In diesem Fall
wird fu¨r viele Graphen (insbesondere bei d-dimensionalen Gittern) erwartet,
dass Ppc [|Cv|+ |∂+Cv| = k] lediglich polynomial fa¨llt und nicht exponentiell.
Die Besonderheit des folgenden Theorems liegt nun insbesondere darin, dass
keine Transitivita¨t oder Quasitransitivita¨t fu¨r den Graphen G gefordert wird.
5.2.2 Theorem
Sei G ein zusammenha¨ngender Graph mit den folgenden Eigenschaften:
1. Fu¨r die Funktionen
g1 : V → R : v 7→ Pp[Lv]
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und
g2 : V → R : v 7→ |∂+{v}|,
existiert
ci := lim
n→∞
1
|Bn(0;G)|
∑
v∈Bn(0)
gi(v), i ∈ {1, 2}
und ist 0 genau dann, wenn gi = 0.
2. Fu¨r die Gro¨ße des Balls Bn(0) gilt
lim
n→∞
|Bn(0)|
nc3
= 0, lim
n→∞
|Bn−√n(0)|
|Bn(0)| = 1,
mit geeignetem c3 ∈ R.
Dann existiert fast sicher ho¨chstens ein unendlicher Cluster in G.
Die erste Voraussetzung an G ist eine Art Ergodizita¨t oder Mittelbarkeit, die
perfekt zu der Anwendung auf ergodische Mosaike passt. Die zweite Voraus-
setzung wird erfu¨llt, wenn die Gro¨ße des Balls polynomial wa¨chst, d.h. wenn
es c4, c5 > 0 gibt mit
lim
n→∞
|Bn(0)|
nc4
= c5.
Mit der Beziehung Bn−dG(v,0)(0) ⊂ Bn(v) ⊂ Bn+dG(v,0)(0) fu¨r v ∈ V rechnen
wir leicht nach, dass die zweite Voraussetzung nicht von der Wahl der Wurzel
0 von G abha¨ngt.
Beweis von Theorem 5.2.2: Der Beweis ist, wie bereits erwa¨hnt, eine Verallge-
meinerung von [GGR88]. Die Behauptung ist fu¨r p ∈ {0, 1} trivial, es sei also
im Folgenden p ∈ (0, 1). Gibt es mit positiver Wahrscheinlichkeit mindestens
zwei unendliche schwarze Cluster, so gibt es auch einen Knoten v ∈ V der mit
positiver Wahrscheinlichkeit im Rand von zwei unendlichen schwarzen Clus-
tern liegt. Wir zeigen im Folgenden, dass dies jedoch nicht mo¨glich ist, das also
Pp[Lv] = 0 fu¨r alle v ∈ V gilt. Wir definieren die Mengen
Cn := {C ∩Bn(0) | C ist ein schwarzer Cluster in G mit C ∩ ∂+Bn(0) 6= ∅}
Fn :=
⋃
C∈Cn
C
Gn := Bn(0) ∩
⋃
C∈Cn
∂+C
Hn := Bn(0) ∩
⋃
C1 6=C2∈Cn
(∂C1 ∩ ∂C2)
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und erhalten
E
[ ∑
C∈Cn
|C|
]
= E
 ∑
x∈Bn(0)
1{x↔ ∂+Bn(0)}

≤ p
1− pE
 ∑
x∈Bn−1(0)
1{x ∈ Gn}
+ |∂+Bn−1(0)|
≤ p
1− pE[|Gn|] + |∂
+Bn−1(0)|.
Damit gilt
lim
n→∞
1
|Bn(0)|
∑
v∈Bn(0)
Pp[Lv]
≤ lim
n→∞
Ep [|Hn|]
|Bn(0)|
≤ lim
n→∞
1
|Bn(0)|Ep
[( ∑
C∈Cn
|∂+C|
)
− |Gn|
]
≤ lim
n→∞
1
|Bn(0)|
(
Ep
[ ∑
C∈Cn
|∂+C| − 1− p
p
|C|︸ ︷︷ ︸
=:f(C)
]
+
1− p
p
|∂+Bn−1(0)|
)
= lim
n→∞
1
|Bn(0)|Ep
[ ∑
C∈Cn
f(C)
]
. (5.3)
Wir mo¨chten nun Lemma 5.2.1 anwenden und definieren dazu
C′n := {C ∈ Cn | |C|+ |∂+C| ≥
√
n}
und fu¨r ε > 0 das Ereignis
An :=
⋂
C∈C′n
{f(C) ≤ ε(|C|+ |∂+C|)}.
Wir teilen die Summe in (5.3) auf in die Summe u¨ber die Cluster aus C′n und die
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Summe u¨ber den Rest. Fu¨r den Rest gilt dann
1
|Bn(0)|Ep
[ ∑
C∈Cn\C′n
f(C)
]
≤ 1|Bn(0)|Ep
[ ∑
C∈Cn\C′n
|∂+C|
]
≤ 1|Bn(0)|Ep
[ ∑
v∈Bn(0)\Bn−√n(0)
|∂+{v}|
]
=
1
|Bn(0)|
∑
x∈Bn(0)
|∂+{x}| − |Bn−
√
n(0)|
|Bn(0)|
1
|Bn−√n(0)|
∑
x∈Bn−√n(0)
|∂+{x}|
n→∞−→ 0
und somit bleibt die Summe aus (5.3) u¨ber C′n zu untersuchen. Dabei betrachten
wir den Erwartungswert, wenn An eintritt und wenn nicht. Es gilt
1
|Bn(0)|
E
 ∑
C∈C′n
f(C) 1An
+ E
 ∑
C∈C′n
f(C) 1Acn

≤ 1|Bn(0)|
E
 ∑
C∈C′n
ε(|C|+ |∂+C|)
+ E
 ∑
C∈C′n
|∂+C| 1Acn

≤ ε|Bn(0)|
∑
x∈Bn(0)
(1 + |∂+{x}|) + 1|Bn(0)|
∑
x∈Bn(0)
|∂+{x}|(1− Pp[An])
n→∞−→ ε(1 + c2) + c2(1− Pp[An])
und wir wenden Lemma 5.2.1 an, um mit
1− Pp[An] ≤ Pp[∃v ∈ Bn(0) : Cv ∈ C′n, f(Cv) > ε(|Cv|+ |∂+Cv|)]
≤
∑
v∈Bn(0)
∑
k≥√n
Pp[f(Cv) > εk, |Cv|+ |∂+Cv| = k]
≤ |Bn(0)|
∑
k≥√n
e−c6ε
2k
n→∞−→ 0
zu zeigen, dass
lim
n→∞
1
|Bn(0)|
∑
v∈Bn(0)
Pp[Lv] = 0
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gilt. Daraus folgt nach Voraussetzung 1, dass Pp[Lv] = 0 fu¨r alle v ∈ V ist.
Auch bei Theorem 5.2.2 bleibt zuna¨chst die Frage, auf welche Graphen, die man
bisher noch nicht behandeln konnte, es sich anwenden la¨sst. Die Antwort wird
sein, dass es sich auf Graphen GM, die von ergodischen zufa¨lligen Mosaiken
M erzeugt werden, anwenden la¨sst. Dazu brauchen wir jedoch eine gute Kon-
trolle u¨ber das Verhalten des Balls in GM. Dies ist das Thema des kommenden
Abschnitts. Leider werden die dort beno¨tigten Voraussetzungen an das Mosaik
deutlich sta¨rker sein, als die minimalen Voraussetzungen in Theorem 5.1.2.
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In diesem Abschnitt widmen wir uns der sogenannten First-Passage Perkola-
tion, die von Hammersley und Welsh [HW65] im Jahr 1963 eingefu¨hrt wur-
de. Das Modell entstand ebenfalls aus dem Ansatz, eine Flu¨ssigkeit durch ein
poro¨ses Medium fließen zu lassen. Im Gegensatz zum normalen Perkolations-
modell steht hierbei jedoch nicht die Durchla¨ssigkeit des Mediums, sondern
die Ausbreitungsgeschwindigkeit der Flu¨ssigkeit im Mittelpunkt. Die First-
Passage Perkolation wurde dabei wesentlich von Arbeiten von Cox, Durrett,
Grimmett, Kesten, Kingmann und anderen gepra¨gt. Als Meilenstein von enor-
mer Wichtigkeit, weit u¨ber den Bereich der First-Passage Perkolation hinaus,
sei in diesem Zusammenhang auch die Entdeckung des subadditiven Ergo-
densatzes von Kingman [Kin73] genannt. Einen guten Einstieg in die Thematik
bietet der ausfu¨hrliche U¨bersichtsartikel von Auffinger et. al. [AHD15].
Auf dem d-dimensionalen Gitter Zd wird das Modell fu¨r gewo¨hnlich so ein-
gefu¨hrt, dass es eine Familie T = {Te | e ∈ E(Zd)} von nicht negativen Zufalls-
variablen gibt und jeder Kante e ∈ E(Zd) die Zeit Te zugeordnet wird, deren
Wert festlegt, wie lange die Flu¨ssigkeit beno¨tigt, um diese Kante zu passieren.
Dadurch ergibt sich fu¨r je zwei Knoten v, w ∈ Zd die zufa¨llige Passierzeit
τ(v, w;T ) := inf
γ
∑
e∈γ
Te,
wobei das Infimum u¨ber alle Pfade γ genommen wird, die in v starten und in w
enden (Pfade werden hier ausnahmsweise als Folgen von Kanten interpretiert).
Die Passierzeiten ergeben eine zufa¨llige Pseudometrik auf Zd. Wir ko¨nnen die-
se Pseudometrik leicht auf Rd ausdehnen, indem wir τ(x, y;T ) := τ(vx, vy;T )
fu¨r x, y ∈ Rd definieren, wobei vx, vy ∈ Zd mit x − vx, y − vy ∈ [− 12 , 12 ) gelten
soll. Unser Ziel in diesem Kapitel ist es, das Modell auf zufa¨llige Metriken inRd
zu erweitern. Dabei ist ein wichtiger Spezialfall, dass der Graph Zd durch den
zufa¨lligen Graphen GM, der von einem zufa¨lligen Mosaik M induziert wird,
ersetzt wird.
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6.1. Ein Shape-Theorem fu¨r zufa¨llige
Pseudometriken
Es liegt nah, die Ba¨lle
Bt(x;T ) := {y ∈ Rd | τ(x, y;T ) ≤ t}, x ∈ Rd
in der Pseudometrik τ(x, y;T ) zu betrachten und sie mit Ba¨llen in anderen Me-
triken zu vergleichen. Es stellt sich heraus, dass es, unter gewissen Momen-
tenbedingungen an die Zeiten T := (Te)e∈E(Zd), eine Norm auf Zd gibt, deren
Ba¨lle den Ba¨llen Bt(x;T ) sehr a¨hnlich sind. Theoreme dieser Art firmieren in
der englischen Literatur unter dem Namen ”Shape Theorem“.
6.1.1 Theorem [Kes86, Theorem 1.7 und 1.15]
Sei T := (Te)e∈E(Zd) eine Menge von u.i.v. Zufallsvariablen mit
E[min{T{0,±e1}, . . . , T{0,±ed}}d] <∞. (6.1)
Es gibt eine nicht leere konvexe Menge S ⊂ Rd, die invariant unter Spiegelungen
in Koordinatenrichtung sowie Permutationen von Koordinaten ist und die entweder
kompakt oder gleich Rd ist. Die Menge hat außerdem folgende Eigenschaften:
• Ist S kompakt, so gilt fast sicher: fu¨r jedes ε > 0 gilt fu¨r genu¨gend große t
(1− ε)S ⊂ Bt(0;T )
t
⊂ (1 + ε)S.
• Ist S = Rd, so gilt fast sicher: fu¨r jedes c > 0 gilt fu¨r genu¨gend große t
{x ∈ Rd | ‖x‖2 ≤ c} ⊂ Bt(0;T )
t
.
Ist die Momentenbedingung (6.1) nicht erfu¨llt, so gilt
lim sup
‖v‖2→∞
τ(0, v;T )
‖v‖2 =∞ f.s. .
Es ist S = Rd genau dann, wenn P[Te1 = 0] gro¨ßer oder gleich der kritischen Perko-
lationswahrscheinlichkeit fu¨r Kantenperkolation auf Zd ist.
Wir mo¨chten die First-Passage Perkolation auf zufa¨llige Mosaike bzw. die von
ihnen erzeugten Graphen u¨bertragen und fu¨hren dazu folgende Begriffe ein.
Jedes Mosaik wird eindeutig durch die (d − 1)-dimensionalen Seitenfla¨chen
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der Zellen bestimmt. Wir nennen einen Partikelprozess, dessen Partikel f.s. die
(d − 1)-dimensionalen Seitenfla¨chen von Zellen eines Mosaiks sind, einen Sei-
tenfla¨chenprozess. Ist M ein zufa¨lliges Mosaik, so nennen wir den Partikelpro-
zess M(d−1), der aus den (d − 1)-dimensionalen Seitenfla¨chen der Zellen von
M(d−1) besteht, den von M induzierten Seitenfla¨chenprozess und umgekehrt nen-
nen wir M das zu M(d−1) zugeho¨rige Mosaik (fu¨r Details zur Existenz und Mess-
barkeit sei auf Kapitel 10 in [SW08] verwiesen).
Abbildung 6.1.: Eine Realisierung eines zufa¨lligen Voronoi-Mosaiks M, das
von einem stationa¨ren Punktprozess erzeugt wird. Sa¨mtliche
Marken sind konstant 1. Mit verschiedenen Farben sind
die Mengen B0(0;M
(d−1)
1 ), . . . , B8(0;M
(d−1)
1 ) gekennzeichnet.
Die zwei schwarzen Kreise deuten die Konvergenz von
Bn(0;M
(d−1)
1 ) gegen den Kreis als Grenzform an.
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Der Einfachheit halber werden wir uns in diesem Abschnitt auf Mosaike be-
schra¨nken, bei denen der Schnitt zweier Zellen entweder leer oder eine (d− 1)-
dimensionale Seitenfla¨che beider Zellen ist. Da Seitenfla¨chenprozesse Partikel-
prozesse sind, ist nach Abschnitt 2.2 klar, was die Begriffe stationa¨r, ergodisch
und markiert in diesem Zusammenhang bedeuten. Es ist auch klar, dass zwi-
schen den Partikeln in M(d−1) und den Kanten in GM in natu¨rlicher Weise eine
Eins-zu-Eins-Beziehung existiert.
Ist nun M(d−1) := {Si | i ∈ N} der vom Mosaik M induzierte Seitenfla¨chenpro-
zess, T = {Ti | i ∈ N} eine Folge nicht negativer Zufallsvariablen undM(d−1)T :=
{(Si, Ti) | i ∈ N} ein markierter Seitenfla¨chenprozess mit Markenraum [0,∞),
so induziert dieser eine zufa¨llige Pseudometrik auf Rd via
τ(x, y;M
(d−1)
T ) := infγ
∑
i∈N
Ti1{Si ∩ γ 6= ∅},
wobei das Infimum u¨ber alle stetigen, polygonalen Kurven von x nach y ge-
bildet wird (wir identifizieren Kurven stets mit ihrem Bild, vgl. Abschnitt 4.3).
Diese Metrik entspricht der Vorstellung, dass die Flu¨ssigkeit sich innerhalb von
Zellen mit unendlicher Geschwindigkeit ausbreitet und eine Zeit Ti beno¨tigt
um durch die Zellwand Si zu diffundieren.
Die zufa¨lligen Ba¨lle in dieser zufa¨lligen Pseudometrik (vgl. Abb. 6.1) bezeich-
nen wir mit
Br(x;M
(d−1)
T ) := {y ∈ Rd | τ(x, y;M(d−1)T ) ≤ r}.
Wie in den vorangegangenen Abschnitten stellt sich die Frage, unter welchen
Bedingung an das Mosaik ein Shape-Theorem nachweisbar ist. Wenn wir ver-
suchen mit einer Approximation an das Problem heranzugehen, ko¨nnen wir
Theorem 6.1.1 nicht nutzen, da die Unabha¨ngigkeit der Zeiten in einem ap-
proximierenden Gitter im Allgemeinen nicht gegeben sein wird. Wir beno¨tigen
stattdessen Kenntnis u¨ber das Verhalten eines Modells auf dem Gitter, wenn
die Zeiten nicht unabha¨ngig, sondern lediglich ergodisch sind. Dies wurde
von Boivin in [Boi90] sehr allgemein behandelt und wir wiederholen hier den
Hauptsatz und das zentrale Lemma seiner Arbeit, um uns mit einer anderen
Darstellungsart der Shape Theoreme vertraut zu machen. Es sei daran erinnert,
dass eine Abbildung µ : Rd → [0,∞) genau dann eine Halbnorm ist, wenn
1. µ(λx) = |λ|µ(x), λ ∈ R, x ∈ Rd,
2. µ(x+ y) ≤ µ(x) + µ(y), x, y ∈ Rd
gilt (es kann also im Gegensatz zu einer Norm auch µ(x) = 0 sein, obwohl
x 6= 0 ist). Es ist leicht zu zeigen, dass dies bereits
|µ(x)− µ(y)| ≤ max
i∈[d]
µ(ei)‖x− y‖1 (6.2)
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und somit die Lipschitz-Stetigkeit von µ impliziert.
AufE(Zd) definieren wir analog zu Abschnitt 2.4 den Shift-Operator θv, v ∈ Zd
via θv({w1, w2}) := {w1 +v, w2 +v} fu¨r {w1, w2} ∈ E(Zd). Ebenfalls analog sei-
en die Begriffe stationa¨r und ergodisch definiert. Wir weisen darauf hin, dass
die Stationarita¨t einer Familie von Zufallsvariablen T := (Te)e∈E(Zd) nicht im-
pliziert, dass T{0,e1}
d
= T{0,e2} gilt.
6.1.2 Theorem [Boi90]
Sei T := (Te)e∈E(Zd) eine stark ergodische Familie von Zufallsvariablen. Ist
E
[
T d+ε{0,ei}
]
<∞
fu¨r alle i ∈ [d] und ein ε > 0, so existiert eine Halbnorm µ mit
lim
‖v‖2→∞
1
‖v‖2 (τ(0, v;T )− µ(v)) = 0 f.s. .
Die Aussage von Theorem 6.1.2 ist zuna¨chst, dass fu¨r jeden Vektor umit ‖u‖2 =
1
lim
r→∞
τ(0, ru;T )
r
= µ(u)
gilt. Dies bedeutet, dass µ(u) die reziproke asymptotische Geschwindigkeit ist,
mit der sich die Flu¨ssigkeit in Richtung u durch das Gitter bewegt. Der Fall
µ(u) = 0 impliziert daher, dass sich die Flu¨ssigkeit mit beliebig hoher Ge-
schwindigkeit in Richtung u durch das Gitter bewegen kann.
Daru¨ber hinaus macht Theorem 6.1.2 aber auch die Aussage, dass die Kon-
vergenz fu¨r alle Richtungen gleichma¨ßig ist. Dies ist die Hauptaussage, da die
Existenz des Limes in eine konkrete Richtung sofort aus der starken Ergodizita¨t
von T folgt.
6.1.3 Lemma [Boi90]
Sei T := (Te)e∈E(Zd) eine stark ergodische Familie von Zufallsvariablen. Ist
E
[
T d+ε{0,ei}
]
<∞
fu¨r alle i ∈ [d] und ein ε > 0, so gibt es eine Konstante c die nur von der Dimension
abha¨ngt, sodass fu¨r alle λ > 0
P
[
sup
v∈Zd\{0}
τ(0, v;T )
‖v‖2 > λ
]
≤
cmaxi∈[d] E
[
T d+ε{0,ei}
]
λd
gilt.
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Fu¨r Mosaike mit zufa¨lligen Zeiten ergibt sich ein sehr a¨hnliches Bild. Bei der
Suche nach einem Beweis wurde jedoch deutlich, dass ein Shape-Theorem fu¨r
First-Passage Perkolation auf zufa¨lligen Mosaiken nur ein Spezialfall einer Ver-
allgemeinerung des Theorems 6.1.2 von Zd aufRd ist, den wir im Folgenden be-
weisen werden. Diese Verallgemeinerung deckt auch die Existenz eines Shape-
Theorems fu¨r viele weitere Spezialfa¨lle ab, die bereits in der Literatur behandelt
wurden [VAW92], [HN97], [LW09] (in der dritten Arbeit ko¨nnen dadurch auch
die notwendigen Voraussetzungen deutlich abgeschwa¨cht werden). Erstaun-
lich ist dabei, dass weiterhin Ergodizita¨t und eine schwache Momentenbedin-
gung die einzigen notwendigen Voraussetzungen sind.
Wir nennen eine Familie von [0,∞)-wertigen Zufallsvariablen τ := {τ(x, y) |
x, y ∈ Rd} eine zufa¨llige Pseudometrik auf Rd, wenn fast sicher fu¨r alle x, y, z ∈
Rd
τ(x, x) = 0,
τ(x, y) = τ(y, x),
τ(x, y) ≤ τ(x, z) + τ(z, y)
gilt. Formal ist τ ein zufa¨lliges Feld auf R2d, das heißt, ein zufa¨lliges Element
im Raum [0,∞)R2d , der wie u¨blich mit der von den Projektionen erzeugten σ-
Algebra ausgestattet ist. Wir definieren den Verschiebungsoperator θz via
θz(τ(x, y)) := τ(x− z, y − z)
und fu¨hren Stationarita¨t und (starke) Ergodizita¨t einer zufa¨lligen Pseudometrik
wie in Abschnitt 2.2 ein.
6.1.4 Theorem
Ist τ := {τ(x, y) | x, y ∈ Rd} eine stark ergodische Pseudometrik mit
E
[
max {τ(0, x) | ‖x‖∞ ≤ 1}d+ε
]
<∞ (6.3)
so gibt es eine Halbnorm µ, sodass
lim
‖x‖2→∞
1
‖x‖2 (τ(0, x)− µ(x)) = 0
gilt.
Beweis: Das Grundgeru¨st des Beweises ist wie in [Boi90], wir mu¨ssen uns je-
doch um einige zusa¨tzliche Probleme ku¨mmern, die in unserem stetigen Rah-
men entstehen. Fu¨r eine feste Richtung u ∈ Sd−1 existiert wegen der starken
Ergodizita¨t von τ und dem subadditiven Ergodensatz [Kal02, Theorem 10.22]
der Limes
µ(u) := lim
n→∞
τ(0, nu)
n
.
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Die Homogenita¨t von µ folgt direkt aus der Definition und die Dreiecksunglei-
chung fu¨r µ folgt sofort aus der Dreiecksungleichung fu¨r τ . Wenn die Konver-
genz also ”gleichma¨ßig in alle Richtungen“ ist, folgt die Behauptung.Wir zeigen zuerst, dass es genu¨gt sich auf x ∈ Zd zu beschra¨nken. Fu¨r x ∈ Rd
sei xr ∈ Zd so gewa¨hlt, dass x− xr ∈ [− 12 , 12 )d gilt. Dann gilt wegen (6.2)
1
‖x‖2 |τ(0, x)− µ(x)|
≤ 1‖x‖2 (|τ(0, xr)− µ(xr)|+ |τ(x, xr)|+ |µ(xr)− µ(x)|)
≤ 1‖x‖2
(|τ(0, xr)− µ(xr)|+ max{τ(xr, y) | y ∈ xr + [− 12 , 12 )d}+ 12 maxi∈[d] µ(ei)).
Lemma A.4 zeigt nun, dass aus Voraussetzung (6.3) folgt, dass fu¨r ein beliebiges
δ > 0 der zweite Summand fast sicher nur fu¨r endlich viele xr ∈ Zd gro¨ßer als
δ‖xr‖2 ist. Damit folgt, dass es genu¨gt
lim sup
‖v‖2→∞,v∈Zd
1
‖v‖2 |τ(0, v)− µ(v)| = 0
zu zeigen. Die Idee ist nun, mit Hilfe von Lemma 6.1.3 die Konvergenz in Ke-
geln
K(u, r, δ) := {x ∈ Rd | ‖x‖2 ≤ r, 〈 x‖x‖2 , u〉 ≥ 1− δ}
mit Richtung u ∈ Sd−1, La¨nge r ∈ [0,∞] und O¨ffnungswinkel arccos(1 −
δ) ∈ [0, 2pi] zu zeigen. Wir definieren eine diskrete Familie von Zeiten T :=
(Te)e∈E(Zd) via
T{v,w} := τ(v, w), {v, w} ∈ E(Zd).
Wegen Lemma 7.1.1 und der starken Ergodizita¨t von τ ist T stark ergodisch, es
gilt
τ(v, w) ≤ τ(v, w;T ) v, w ∈ Zd (6.4)
und damit wegen (6.3) auch
E[T d+ε{0,ei}] ≤ E[max{τ(0, x) | ‖x‖∞ ≤ 1}d+ε] <∞. (6.5)
Wir fixieren jetzt eine Richtung u ∈ Sd−1 und nutzen Lemma 6.1.3 um zu zei-
gen, dass Kegelkappen einer gewissen Dicke Punkte enthalten, die von u¨berall
relativ gut erreichbar sind. Das heißt, fu¨r jedes ρ > 0, λ ∈ Rmit
P
[
sup
v∈Zd\{0}
‖v‖−12 τ(0, v;T ) > λ
]
< 1
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und jedes δ > 0 gilt fast sicher: Fu¨r genu¨gend großes r ∈ R gibt es ein v ∈
(K(u, r(1 + ρ), δ) \K(u, r, δ)) ∩ Zd, sodass
Av :=
{
sup
w∈Zd\{v}
τ(v, w;T )
‖v − w‖2 ≤ λ
}
eintritt. Dazu wenden wir zuna¨chst den diskreten ra¨umlichen Ergodensatz (sie-
he [NZ79, Proposition 4.23, Beispiel 1]) auf die Folge von Kegeln {K(u, r, δ) |
r ∈ N} und die Funktion 1A0 an und erhalten, dass fu¨r ε ∈ (0,P[A0]) fu¨r alle r
groß genug
P[A0]− ε ≤ 1|K(u, r, δ) ∩ Zd|
∑
v∈K(u,r,δ)∩Zd
1Av ≤ P[A0] + ε
gilt. Nehmen wir an, dass es fu¨r eine Realisierung von τ kein v mit der gewu¨n-
schten Eigenschaft gibt, so gilt
P[A0]− ε ≤ 1|K(u, r(1 + ρ), δ) ∩ Zd|
∑
v∈K(u,r,δ)∩Zd
1Av .
Außerdem rechnen wir leicht nach, dass
lim
r→∞
rd
|K(u, r, δ) ∩ Zd| = c2(δ)
gilt. Daraus folgt fu¨r r groß genug
(c2(δ)− ε)(rd(1 + ρ)d − rd) ≤ |(K(u, r(1 + ρ), δ) \K(u, r, δ)) ∩ Zd|
≤ 1
P[A0]− ε
∑
v∈K(u,r,δ)∩Zd
1Av − |K(u, r, δ) ∩ Zd|
≤ |K(u, r, δ) ∩ Zd|
(
P[A0] + ε
P[A0]− ε − 1
)
≤ (c2(δ) + ε)rd
(
P[A0] + ε
P[A0]− ε − 1
)
und damit ein Widerspruch, wenn wir ε klein genug wa¨hlen.
Betrachten wir nun die Abweichungen innerhalb eines Kegels. Es sei u ∈ Sd−1,
δ, ρ > 0 und fu¨r r ∈ R groß genug sei w(r) ∈ Zd ein Punkt in K(u, r(1 + ρ), δ) \
K(u, r, δ), sodass Aw(r) eintritt. Fu¨r v ∈ K(u,∞, δ) ∩ Zd mit ‖v‖2 groß genug
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gilt
1
‖v‖2 |τ(0, v)− µ(v)| ≤
1
‖v‖2
(
|τ(0, v)− τ(0, w(‖v‖2))|
+ |τ(0, w(‖v‖2))− τ(0, ‖v‖2u)|
+ |τ(0, ‖v‖2u)− µ(‖v‖2u)|
+ |µ(‖v‖2u)− µ(v)|
)
und wir scha¨tzen alle Summanden geeignet ab. Aus (6.4) und Lemma A.6 folgt
|τ(0, v)− τ(0, w(‖v‖2))| ≤ τ(v, w(‖v‖2))
≤ τ(v, w(‖v‖2);T )
≤ λ‖v − w(‖v‖2)‖
≤ λ‖v‖2(ρ+ 2
√
2δ(1 + ρ))
und analog
|τ(0, w(‖v‖2))− τ(0, ‖v‖2u)| ≤ λ‖v‖2(ρ+ 2
√
2δ(1 + ρ)).
Aus (6.2) schließen wir
|µ(‖v‖2u)− µ(v)| ≤ max
i∈[d]
µ(ei)‖‖v‖2u− v‖2
≤ max
i∈[d]
µ(ei)‖v‖2(ρ+ 2
√
2δ(1 + ρ)).
Also ko¨nnen wir zu jedem ε > 0 und u ∈ Sd−1 Werte λ, r0 ∈ R und ρ, δ > 0
finden, sodass fast sicher fu¨r alle v ∈ K(u,∞, δ) ∩ Zd mit ‖v‖2 > r0
1
‖v‖2 |τ(0, v)− µ(v)| < ε
gilt. Wir schreiben δ(u, ε) anstelle von δ um die Abha¨ngigkeit zu verdeutlichen
und sehen ein, dass die Kegel {K(u, 1, δ(u, ε)) | u ∈ Sd−1} die Einheitsspha¨re
u¨berdecken. Es ist mo¨glich, eine endliche Teilu¨berdeckung {K(ui, 1, δ(ui, ε)) |
i ∈ [m]}mit m ∈ N, ui ∈ Sd−1 zu finden, da Sd−1 kompakt ist. Demnach gilt
Rd =
⋃
i∈[m]
K(ui,∞, δ(ui, ε))
und es folgt die gewu¨nschte gleichma¨ßige Konvergenz.
Um den Begriff ”Shape Theorem“ fu¨r Theorem 6.1.4 zu motivieren, bringen wirdessen Aussage in die Form von Theorem 6.1.1. Dazu sei fu¨r x ∈ Rd
Bt(x; τ) := {y ∈ Rd | τ(x, y) ≤ t}
definiert.
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6.1.5 Lemma
Es existiert genau dann eine Norm µ mit
lim
‖x‖2→∞
1
‖x‖2 (τ(0, x)− µ(x)) = 0 f.s. ,
wenn eine kompakte konvexe Menge S existiert und fast sicher fu¨r alle ε > 0 und
genu¨gend große t
(1− ε)S ⊂ Bt(0; τ)
t
⊂ (1 + ε)S
gilt. In diesem Fall gilt S = {x ∈ Rd | µ(x) ≤ 1}.
Es ist genau dann
lim
‖x‖2→∞
τ(0, x)
‖x‖2 = 0 f.s. ,
wenn fast sicher fu¨r alle c > 0 und genu¨gend große t
{x ∈ Rd | ‖x‖2 ≤ c} ⊂ Bt(0; τ)
t
gilt.
Beweis: Der Beweis ist eine leichte U¨bungsaufgabe, und vollkommen identisch
zum diskreten Fall [Kes86].
Das Lemma 6.1.5 charakterisiert die beiden Fa¨lle µ(x) 6= 0 fu¨r alle x 6= 0 und
µ(x) = 0 fu¨r x 6= 0. Es ist aber im Prinzip in diesem allgemeinen Rahmen
mo¨glich, dass µ nur auf einem k-dimensionalen Unterraum des Rd konstant
null und außerhalb dieses Unterraums positiv ist. In diesem Fall erhielten wir
eine Mischung der beiden Aussagen aus Lemma 6.1.5. Die Aussage, die wir
dann u¨berBt(0; τ) treffen ko¨nnen ist wie auch die zweite Aussage des Lemmas
eher schwach, daher interessiert uns besonders der Fall, in dem µ eine Norm
ist, d.h. es gilt µ(x) > 0 fu¨r x 6= 0. Diesen Fall untersuchen wir in Abschnitt 6.2.
Theorem 6.1.4 ko¨nnen wir jetzt leicht auf First-Passage Perkolation in zufa¨lligen
Mosaiken anwenden. Wir werden dabei die Momentenbedingung minimal ver-
scha¨rfen, da sich deren Nachweis dadurch deutlich leichter gestaltet.
6.1.6 Korollar
SeiM(d−1)T ein stark ergodischer unabha¨ngig markierter Seitenfla¨chenprozess mit Mar-
kenraum [0,∞), Markenverteilung Q und zugeho¨rigem zufa¨lligen Mosaik M. Ist fu¨r
ein ε > 0
E
(∑
Z∈M
1{Z ∩ [0, 1]d 6= ∅}
)d+ε <∞
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und ∫
td+εQ(dt) <∞,
so gibt es eine Halbnorm µ, sodass
lim
‖x‖2→∞
1
‖x‖2 (τ(0, x;M
(d−1)
T )− µ(x)) = 0
gilt.
Beweis: Der unabha¨ngig markierte Seitenfla¨chenprozess M(d−1)T ist stark ergo-
disch, also ist nach Lemma 7.1.1 auch τ(·, ·;M(d−1)T ) stark ergodisch. Sei
N := {Z ∈M | Z ∩ [− 12 , 12 ]d}
die Menge der Zellen, die den verschobenen Einheitswu¨rfel schneiden. Der von
N induzierte Teilgraph GN von GM ist zusammenha¨ngend, also gibt es einen
Spannbaum mit Kantenmenge K, fu¨r die |K| = |N | − 1 gilt. Daher ist
max
{
τ(0, x;M
(d−1)
T ) | ‖x‖∞ ≤ 1
}
≤
∑
e∈K
Te
und wir erhalten aus dem Lemma A.1 und den beiden Voraussetzungen
E
[
max
{
τ(0, x;M
(d−1)
T ) | ‖x‖∞ ≤ 1
}d+ε]
≤ E
(∑
Z∈M
1{Z ∩ [0, 1]d}
)d+ε∫ td+εQ(dt) <∞.
Theorem 6.1.4 liefert damit die Behauptung.
Um die Tragweite und Allgemeinheit von Theorem 6.1.4 zu illustrieren, mo¨ch-
ten wir auf zwei Dinge hinweisen.
Den Verallgemeinerungen des Modells auf zufa¨lligen Mosaiken sind kaum
Grenzen gesetzt. Es wa¨re beispielsweise mo¨glich Zellen mit zufa¨lligen Zeiten
zu versehen, Zeiten deterministisch aus Charakteristika des Mosaiks und der
Zell- bzw. Seitenfla¨chenumgebung zu berechnen oder auch solche Ansa¨tze zu
vermischen. Der Nachweis der Ergodizita¨t sollte dabei wegen Lemma 7.1.1
kaum ein Problem darstellen. Die Momentenbedingung ist so schwach, dass
sie auch in komplizierteren Modellen gut nachweisbar sein sollte.
Es ist jedoch auch mo¨glich, sich vollkommen von zufa¨lligen Mosaiken zu lo¨sen.
Dazu mo¨chten wir kurz das Modell aus [LW09] vorstellen. Wir beno¨tigen dafu¨r
zufa¨llige Felder im Rd. Wir werden fu¨r diese keinerlei Einfu¨hrung geben und
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stattdessen auf das Buch von Azaı¨s und Wschebor [AW09] verweisen.
Sei F die Menge der stetigen Abbildungen von Rd in die Menge der symmetri-
schen positiv definiten d×dMatrizen. Jedes g ∈ F induziert eine Pseudometrik
auf Rd, indem jeder stetig differenzierbaren Kurve γ via
L(γ) :=
∫ 1
0
√
〈γ˙(t), g(γ(t))γ˙(t)〉dt
eine La¨nge zugeordnet wird. Der Abstand τ(x, y; g) zweier Punkte x, y ∈ Rd ist
dann via
τ(x, y; g) := inf
γ
L(γ)
definiert, wobei das Infimum u¨ber alle stu¨ckweise stetig differenzierbaren Kur-
ven genommen wird, die in x starten und in y enden. Fu¨r ein g ∈ F sei die
Verschiebung θxg, x ∈ Rd durch θxg(y) := g(y− x) definiert. Ist nun g ein stark
ergodisches zufa¨lliges Element in F (Ergodizita¨t und Stationarita¨t sind wie im-
mer bzgl. θx definiert), dann ist wegen Lemma 7.1.1 klar, dass τ(·, ·, g) eine stark
ergodische zufa¨llige Pseudometrik ist. Fu¨r die La¨nge einer Kurve γ(t) := utmit
t ∈ [0, 1], u ∈ Sd−1 gilt
L(γ) =
∫ 1
0
√
〈u, g(ut)u〉dt ≤
∫ 1
0
‖g(ut)‖ dt,
wobei ‖ · ‖ die Spektralnorm meint. Daher ist
max{τ(0, x; g) | ‖x‖∞ ≤ 1} ≤ max{Λ(x) | ‖x‖∞ ≤ 1}
wobei Λ(x) den gro¨ßte Eigenwert von g(x) meint. Dies stellt eine klare Bedin-
gung an g, unter der wir Theorem 6.1.4 auf τ(·, ·; g) anwenden ko¨nnen.
Ein leicht visualisierbares Beispiel erhalten wir, wenn wir g(x) := f(x)I als
zufa¨lliges positives Vielfaches der Einheitsmatrix wa¨hlen. In diesem Fall ist die
Zeit, die fu¨r eine Kurve γ beno¨tigt wird, gerade die Fla¨che unter der nichtnega-
tiven Funktion f entlang der Kurve γ. Dies ko¨nnte sehr gut als stetiges Modell
fu¨r die Ausbreitung in einem Medium mit zufa¨lliger Dichte genutzt werden.
Die Momentenbedingung vereinfacht sich in diesem Fall dazu, dass ein d + ε
Moment des Maximums von f existieren muss.
6.2. Die Positivita¨t der Zeitkonstante
Nachdem die Existenz der Halbnorm µ gekla¨rt ist, wollen wir uns deren Ei-
genschaften widmen. Es ist klar, dass sich Spiegelsymmetrien in der Verteilung
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von τ auf µ bzw. S u¨bertragen. Liegt Rotationssymmetrie vor, folgt ebenso,
dass µ auf dem Rand des Einheitsballes konstant ist, d.h. falls µ(e1) > 0 gilt, ist
S eine Kugel. Daru¨ber hinaus ist selbst fu¨r den Fall der First-Passage Perkola-
tion auf Zd wenig bekannt. Es gibt im Wesentlichen grobe Abscha¨tzungen fu¨r
µ(e1) fu¨r bestimmte Verteilungen der Zeiten [AP02], die Aussage, dass µ(x) im
Sinne der schwachen Konvergenz stetig von der Verteilung der Zeiten abha¨ngt
[CK81], [Kes86] und die schon in Theorem 6.1.1 erwa¨hnte Charakterisierung
der Positivita¨t von µ. Die Situation bei zufa¨lligen Metriken oder bei zufa¨lligen
Mosaiken ist erwartungsgema¨ß schlechter. Schranken an µ ko¨nnten wir zwar
unter gewissen starken Bedingungen zeigen, diese wa¨ren jedoch vollkommen
unbrauchbar, da sie nicht ansatzweise in der Na¨he der wahren Werte liegen
wu¨rden. Die Stetigkeitsaussage beno¨tigt einige andere Ergebnisse, die sich in
der Gesamtheit schwer auf diese allgemeinen Fa¨lle u¨bertragen lassen.
Es bleibt also die Positivita¨t von µ zu untersuchen. Wir werden uns dazu sofort
auf zufa¨llige Mosaike spezialisieren. Dabei stellen wir zuerst fest, dass im Falle
von konstanten Zeiten µ positiv ist, falls neben der Ergodizita¨t und der Momen-
tenbedingung auch Voraussetzung (Z3) gegeben ist. Sind die Zeiten fast sicher
konstant gleich 1, so schreiben wir M(d−1)1 anstelle von M
(d−1)
T . In diesem Fall
gilt f.s.
Bn(0;M
(d−1)
1 ) =
⋃
Z∈Bn(0;GM)
Z.
6.2.1 Theorem
Sei M(d−1)1 ein stark ergodischer markierter Seitenfla¨chenprozess, dessen Marken fast
sicher konstant 1 sind. Es gelten außerdem die Momentenbedingungen aus Korollar
6.1.6 und es sei µ die zugeho¨rige Halbnorm. Erfu¨llt M die Bedingung (Z3), so ist
µ(x) > 0 fu¨r alle x 6= 0.
Beweis: Es sei daran erinnert, dass es wegen Bedingung (Z3) fu¨r fast alle Reali-
sierungen m des Mosaiks M ein n0(m) ∈ N und ein c1 > 0 gibt, sodass fu¨r alle
n > n0(m)
min
α∈A(d)n
∑
v∈α
1− Uv ≥ c1n
gilt. Dabei ist
1− Uv = 1{Keine Zelle von M schneidet
vδ2 und {w ∈ Zd | ‖w − v‖∞ ≥ 2}δ2}
und
ζδ2 := δ2
(
ζ + [− 12 , 12 ]d
)
, ζ ⊂ Zd.
Das heißt, jedes Gittertier der Gro¨ße n entha¨lt wenigstens c1n Knoten, die mit
δ2-Boxen korrespondieren, bei denen ein Pfad, der vδ2 und {w ∈ Zd | ‖w −
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v‖∞ ≥ 2}δ2 verbindet, mindestens eine Zellwand queren muss. Daher gibt
es ein r ∈ R, sodass fu¨r jedes x ∈ Rd mit ‖x‖1 ≥ r jeder Pfad von 0 nach x
mindestens c1‖x‖1/(3dδ2) Zellwa¨nde kreuzen muss. Daraus folgt die Behaup-
tung.
Mit dieser Herangehensweise ko¨nnten wir auch fu¨r zufa¨llige Metriken Bedin-
gungen aufstellen, die die Positivita¨t von µ implizieren. Diese wa¨ren jedoch im
konkreten Spezialfall schwer nachzuweisen.
Wenn die Zeiten unabha¨ngig identisch verteilt sind, wu¨rden wir hoffen, eben-
falls einen qualitativen Unterschied zeigen zu ko¨nnen, je nachdem ob die Wahr-
scheinlichkeit, dass eine Zeit gleich null ist, kleiner oder gro¨ßer als die kri-
tische Perkolationswahrscheinlichkeit ist (vgl. Theorem 6.1.1). Jedoch scheint
Bedingung (Z2) dafu¨r nicht zu genu¨gen. Da wir im Moment die Bedingung,
die wir bra¨uchten in keinem einzigen zufa¨lligen Mosaik nachweisen ko¨nnen,
beschra¨nken wir uns hier darauf zu zeigen, dass mit gewisser positiver Wahr-
scheinlichkeit eine Kante die Zeit null erhalten kann und trotzdem µ noch po-
sitiv ist.
6.2.2 Theorem
SeiM(d−1)T ein stark ergodischer unabha¨ngig markierter Seitenfla¨chenprozess mit Mar-
kenverteilung Q die auf [0,∞) konzentriert ist. Es gelte außerdem die Momentenbe-
dingung aus Theorem 6.1.6 und es sei µ die zugeho¨rige Halbnorm. Erfu¨llt M die Be-
dingungen (Z2) und (Z3), so gibt es eine Konstante c > 0 derart, dass µ(x) > 0 fu¨r
alle x 6= 0 gilt, falls Q({0}) < c ist.
Beweis: Nach Theorem 4.1.2 gibt es eine Konstante c1 ∈ R, sodass fast sicher
die Anzahl |An(GM)| von Mosaiktieren der Gro¨ße n fu¨r n groß genug durch cn1
beschra¨nkt ist. Wir betrachten die Wahrscheinlichkeit des Ereignisses An :=”Esexistiert ein Pfad γ der La¨nge n, der in Z0 startet und dessen Gesamtzeit nicht
la¨nger ist als c2n“. Jeder Pfad der in Z0 startet ist ein Mosaiktier, also erhalten
wir mit der Markov-Ungleichung und wegen der Unabha¨ngigkeit der Zeiten
fu¨r beliebiges ε > 0
P[An] ≤
∑
γ
P
[∑
e∈γ
Te ≤ c2n
]
≤ cn1 etc2nE[e−tT1 ](n−1)
≤ cn1 etc2n(P[T1 < ε] + e−tεP[T1 ≥ ε])(n−1).
Falls P[T1 = 0] < c−11 gilt, so finden wir auch ein ε > 0, t ∈ (0,∞) und c2 > 0
(in dieser Reihenfolge), sodass etc2(P[T1 < ε] + e−tεP[T1 ≥ ε]) < c−11 gilt. Das
Borel-Cantelli-Lemma zeigt dann, dass fast sicher nur endlich viele An eintre-
ten. Das heißt, fu¨r fast jede Realisierung m von M wird die Zeit c2n beno¨tigt,
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um einen Weg durch n Zellen zuru¨ckzulegen.
Aus Theorem 6.2.1 folgt jedoch, dass wir in fast jeder Realisierung m irgend-
wann mindestens c3‖x‖2 Zellen durchqueren mu¨ssen, um von 0 zu einem
Punkt x ∈ Rd zu gelangen. Ist also ‖x‖2 groß genug, so ist die Passierzeit von 0
nach x gro¨ßer als c2c3‖x‖2, woraus die Behauptung folgt.
6.3. Ein graphentheoretischer Ergodensatz
Wir wenden uns den Anwendungen der bisherigen Resultate dieses Kapitels
zu. Wir hatten in Kapitel 5 bereits angedeutet spa¨ter die Voraussetzungen fu¨r
die Anwendung von Theorem 5.2.2 in konkreten Fa¨llen nachzuweisen. Dazu
wird uns eine Variante des ra¨umlichen Ergodensatzes behilflich sein, die aus
dem Shape-Theorem folgt. Zuerst mo¨chten wir an den ra¨umlichen Ergodensatz
erinnern, der auf Wiener zuru¨ck geht. Wir werden dabei die Version aus [Kal02]
direkt auf unseren Rahmen ergodischer Mosaike spezialisieren.
6.3.1 Theorem [Kal02, Theorem 10.14]
Sei M ein zufa¨lliges stationa¨res Mosaik, I ⊂ F(M) die σ-Algebra der verschiebungs-
invarianten Ereignisse undW1 ⊂W2 ⊂ . . . eine Folge beschra¨nkter konvexer Mengen
im Rd, deren Innenradien gegen unendlich gehen. Ist f : M→ [0,∞) messbar, so gilt
lim
n→∞
1
Vol(Wn)
∫
Wn
f(θxM) dx = E[f(M) | I] f.s. .
Die Konvergenz gilt in Lp, wenn E[f(M)p] < ∞ fu¨r p ≥ 1 ist. Insbesondere ist der
Limes f.s. konstant, wenn M außerdem ergodisch ist.
Existiert einer Grenzform S fu¨r M im Sinne von Lemma 6.1.5 Punkt eins, so
unterscheiden sich die Ba¨lle bzgl. der Graphenmetrik τ(x, y;M(d−1)1 ) nur we-
nig von den Ba¨llen in der Norm µ. Dies gibt uns die Mo¨glichkeit im ra¨umlichen
Ergodensatz direkt u¨ber diese Ba¨lle anstelle von deterministischen Ba¨llen einer
Norm zu mitteln. Dadurch werden Anwendungen auf den von M erzeugten
zufa¨lligen Graphen GM ermo¨glicht.
IstM ein ergodisches zufa¨lliges Mosaik, so sagen wirM erfu¨llt ein Shape-Theorem
mit Grenzform S, wenn fast sicher fu¨r jedes ε > 0 und n groß genug
(1− ε)S ⊂ 1
n
Bn(0;M
(d−1)
1 ) ⊂ (1 + ε)S (6.6)
gilt (vgl. Lemma 6.1.5 und Theorem 6.2.1). Es ist leicht einzusehen, dass S eine
Kugel Br(0,Rd) mit r > 0 enthalten muss.
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Die Ergebnisse des folgenden Theorems lassen sich im Sinne Palm’scher Wahr-
scheinlichkeiten interpretieren. Dazu mu¨ssen wir ein zufa¨lliges MosaikM, wel-
ches wir als Partikelprozess M = {Zi ∈ K | i ∈ N} definiert haben, als mar-
kierten Punktprozess M′ := {(z(Zi), Zi − z(Zi)) | i ∈ N} mit Markenraum
K interpretieren. Dabei ist z : K → Rd die in Abschnitt 4.1 eingefu¨hrte Zen-
trumsfunktion, die jeder Zelle Z ∈ K auf verschiebungskovariante Weise ein
Zentrum z(Z) zuordnet. Die Funktion z kann beispielsweise den Schwerpunkt
von Z ermitteln.
Fu¨r diese Darstellung definieren wir die Zellintensita¨t
γM := E[|{(x, Z) ∈M′ | x ∈ [0, 1]d}|] = E[|{Z ∈M | z(Z) ∈ [0, 1]d}|]
und die Palm’sche Verteilung (vgl. [SW08, Theorem 3.5.2])
P0M′ [A] :=
1
γM
E
[ ∑
(x,Z)∈M′
1[0,1]d(x)1{(Z, θxM′) ∈ A}
]
,
mit A ∈ B(K) ⊗ N (Rd × K). Wir ko¨nnen P0M′ interpretieren als Verteilung,
bedingt darauf, dass im Ursprung das Zentrum der Nullzelle liegt. Wir reden
in diesem Zusammenhang auch von der typischen Zelle des Mosaiks M. Fu¨r
messbare Funktionen f : Rd ×K×N(Rd ×K)→ [0,∞) gilt dann wie gewohnt
ein Campbell’sches Theorem [SW08, Theorem 3.5.3]
E
[ ∑
(x,Z)∈M′
f(x, Z,M′)
]
= γM
∫
Rd
∫
K×N(Rd×K)
f(x, Z, θ−xm) P0M′(d(Z,m)) dx.
Bevor wir den erwa¨hnten Ergodensatz aufstellen und beweisen, u¨berlegen wir
uns kurz noch einen Zusammenhang zwischen der Palm’schen Verteilung und
der Verteilung eines zufa¨lligen Mosaiks M′.
Es sei h : K×N(Rd×K)→ [0,∞) eine messbare translationsinvariante Funkti-
on. Dabei meint translationsinvariant, dass h(Z,m′) = h(x+Z, θ−xm′) gilt. Wir
definieren die Funktion h˜ : N(Rd ×K)→ [0,∞) durch
h˜(m′) := h(Z0(m′),m′) (6.7)
und erhalten aus der Translationsinvarianz von h, dass fu¨r jedes Mosaik m′ ∈
N(Rd ×K), jeden Punkt (x, Z) ∈ m′ und alle y1, y2 ∈ int(Z + x)
h˜(θ−y1m
′) = h(Z0(θ−y1m
′), θ−y1m
′)
= h(Z0(θ−y1m
′) + y1 − x+ x− y2, θ−y2m′)
= h(Z0(θ−xm′) + x− y2, θ−y2m′)
= h(Z0(θ−y2m
′), θ−y2m
′)
= h˜(θ−y2m
′)
(6.8)
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gilt. Mit Hilfe des Campbell’schen Theorems angewendet auf f(x, Z,m′) :=
1{0 ∈ Z + x}h˜(m′) Vol(Z)−1 erhalten wir die Gleichung
E
[
h(M′)
Vol(Z0(M′))
]
= γM
∫
Rd
∫
K×N(Rd×K)
h(θ−xm′)
1{0 ∈ Z + x}
Vol(Z)
P0M′(d(Z,m′)) dx
= γM
∫
K×N(Rd×K)
∫
Rd
h(Z0(m
′),m′)
1{−x ∈ Z}
Vol(Z0(m′))
dx P0M′(d(Z,m′))
= γM
∫
K×N(Rd×K)
h(Z,m′) P0M′(d(Z,m′)).
(6.9)
Insbesondere gilt dann fu¨r die Zellintensita¨t
E[Vol(Z0(M))−1] = γM. (6.10)
6.3.2 Theorem
Sei M ein ergodisches zufa¨lliges Mosaik, das ein Shape-Theorem mit konvexer Grenz-
form S erfu¨llt. Es gilt
lim
n→∞
|Bn(Z0(M);GM)|
nd
= Vol(S)E[Vol(Z0(M))−1] = Vol(S)γM f.s. .
Weiter gilt fu¨r jede messbare Funktion g : M→ [0,∞)
lim
n→∞
1
Vol(Bn(0;M
(d−1)
1 ))
∫
Bn(0;M
(d−1)
1 )
g(θxM) dx = E[g(M)] f.s. .
Sind h und h˜ wie vor und in (6.7) definiert, so gilt f.s.
lim
n→∞
1
|Bn(Z0(M);GM)|
∑
Z∈Bn(Z0(M);GM)
h(Z,M)
=
E
[
h˜(M) Vol(Z0(M))
−1]
E[Vol(Z0(M))−1]
= γM
∫
h(Z,m′) P0M′(d(Z,m′)).
Beweis: Wir zeigen zuerst die zweite Aussage. Fu¨r ε > 0 wenden wir den
ra¨umlichen Ergodensatz 6.3.1 mit f := g und Wn := n(1 − ε)S an. Dann gilt
f.s.
E[f(M)] = lim
n→∞
1
Vol(n(1− ε)S)
∫
n(1−ε)S
f(θxM) dx
≤ lim
n→∞
(1 + ε)d(1− ε)−d
Vol(Bn(0;M
(d−1)
1 ))
∫
Bn(0;M
(d−1)
1 )
g(θxM) dx.
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Die Abscha¨tzung nach unten ist analog und die zweite Behauptung folgt.
Die erste Gleichheit der ersten Behauptung folgt, indem wir dieselbe Abscha¨t-
zung mit f(M) := Vol(Z0(M))−1 und Wn := −nS durchfu¨hren und einsehen,
dass f.s.∫
−Bn(0;M(d−1)1 )
1
Vol(Z0(θxM))
dx =
∫
−Bn(0;M(d−1)1 )
1
Vol(Z−x(M))
dx
=
∑
Z∈Bn(Z0(M);GM)
∫
Z
1
Vol(Zx(M))
dx
= |Bn(Z0(M);GM)|
gilt. Fu¨r die zweite Gleichheit nutzen wir (6.10).
Fu¨r die dritte Behauptung wenden wir neben (6.9) den ra¨umlichen Ergodensatz
mit f(M) := h˜(M)/Vol(Z0(M)) und Wn := −nS an. Dann sehen wir mit den
gleichen Argumenten wie bisher ein, dass f.s.
E
[ h˜(M)
Vol(Z0(M))
]
= lim
n→∞
1
Vol(nS)
∫
−Bn(0;M(d−1)1 )
h˜(θxM)
Vol(Z0(θxM))
dx
= lim
n→∞
E[Vol(Z0(M))−1]
|Bn(Z0(M);GM)|
∫
−Bn(0;M(d−1)1 )
h˜(θxM)
Vol(Z−x(M))
dx
= lim
n→∞
E[Vol(Z0(M))−1]
|Bn(Z0(M);GM)|
∑
Z∈Bn(Z0(M);GM)
∫
Z
h˜(θ−xM)
Vol(Zx(M))
dx
= lim
n→∞
E[Vol(Z0(M))−1]
|Bn(Z0(M);GM)|
∑
Z∈Bn(Z0(M);GM)
∫
Z
h(Zx(M),M)
Vol(Zx(M))
dx
= lim
n→∞
E[Vol(Z0(M))−1]
|Bn(Z0(M);GM)|
∑
Z∈Bn(Z0(M);GM)
h(Z,M)
gilt.
Eine Anwendung des Theorems 6.3.2 erhalten wir, indem wir die erste und
dritte Aussage nutzen um fu¨r fast alle Realisierungen m eines zufa¨lligen Mosa-
iks M, das ein Shape-Theorem mit konvexer Grenzform S erfu¨llt, die Voraus-
setzungen von Theorem 5.2.2 nachzuweisen. Dazu werden jetzt nur noch die
Momenteneigenschaften E[Vol(Z0(M))−1] und E[|∂+Z0(M)|Vol(Z0(M))−1]
beno¨tigt. Dies sind natu¨rlich deutlich sta¨rkere Voraussetzungen, als sie fu¨r 5.1.2
notwendig sind. Jedoch kann der Beweis von Gandolfi et al. im Fall des Zd-
Gitters mit moderatem Aufwand quantifiziert werden [Cer15], sodass dies in
der Zukunft fu¨r zufa¨llige Mosaike ebenfalls mo¨glich werden ko¨nnte.
Weitere Anwendungen ergeben sich, wenn man sich fu¨r den Graphen GM und
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dessen ”ra¨umliche Struktur“ interessiert. Beispiele fu¨r die translationsinvarian-te Funktion h(Z,m′) wa¨ren dann die Anzahl der Nachbarn von Z, das Volumen
von Z oder auch die Wahrscheinlichkeit, dass Z in einem unendlichen Cluster
liegt, wenn das Mosaik m′ unabha¨ngig gefa¨rbt wird. Diese ko¨nnten alle mit der
dritten Aussage gemittelt werden.
Bevor wir diesen Abschnitt abschließen, mo¨chten wir nochmal bemerken, dass
die geforderten Momentenbedingungen an das zufa¨llige Mosaik relativ leicht
fu¨r viele ga¨ngige Beispiele zu zeigen sind. Dies werden wir im Kapitel 7 tun.
Dort wird sich ebenfalls zeigen, dass die in Theorem 6.2.1 geforderte Bedin-
gung (Z3) eine relevante Einschra¨nkung ist, die sich z.B. nicht fu¨r STIT- oder
Poisson-Hyperebenen-Mosaike zeigen la¨sst. Im Fall der Poisson-Hyperebenen-
Mosaike sind wir jedoch aufgrund der speziellen Konstruktion in der Lage,
trotzdem nachzuweisen, dass sie ein Shape-Theorem mit konvexer Grenzform
S erfu¨llen, die wir exakt bestimmen ko¨nnen (siehe Abschnitt 7.6). Dies ist bis-
her nur auf Gittern in zwei Spezialfa¨llen mo¨glich gewesen. Einer davon findet
sich in [Sep98], den zweiten erhalten wir wie folgt. Fu¨r jede Koordinatenrich-
tung i ∈ [d] generieren wir eine Folge von u.i.v. Zeiten (T (i)j )j∈Z. Jede Kante
v + {0, ei} mit v ∈ Zd erha¨lt dann die Zeit T (i)v(i). Es ist leicht zu sehen, dass in
diesem Fall aufgrund der eingebauten Abha¨ngigkeiten, der direkte Weg immer
der ku¨rzeste ist. Der Fall des Poisson-Hyperebenen-Mosaiks u¨bertra¨gt dieses
Prinzip ins Kontinuum.
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In diesem Kapitel wollen wir einige Beispiele liefern, in denen sich die all-
gemeinen Bedingungen aus den vorherigen Kapiteln nachweisen lassen. Die
wichtigste Rolle spielt dabei das Voronoi-Mosaik.
Ist ϕ ∈ N(Rd) eine lokal-endliche, nicht leere Menge von Punkten, so heißt fu¨r
x ∈ ϕ die Menge
V(x, ϕ) := {y ∈ Rd | ∀z ∈ ϕ : ‖y − x‖2 ≤ ‖y − z‖2},
die Voronoi-Zelle von x. Sind alle Voronoi-Zellen beschra¨nkt, so bilden sie das
Voronoi-Mosaik
V(ϕ) := {V(x, ϕ) | x ∈ ϕ},
das von ϕ induziert wird. Diese Begriffsbildung ist gerechtfertigt, da es sich bei
V(ϕ) tatsa¨chlich um ein Mosaik handelt [SW08, Theorem 10.2.1]. Die Voronoi-
Zellen eines stationa¨ren Punktprozesses Φ sind fast sicher alle beschra¨nkt. Ein
stationa¨rer Punktprozess Φ erzeugt also fast sicher ein stationa¨res zufa¨lliges
Mosaik V(Φ) [SW08, Theorem 10.2.2].
Wir setzen in diesem Abschnitt stets voraus, dass die betrachteten stationa¨ren
Punktprozesse nicht 0 sind.
7.1. Ergodische Mosaike (Z1)
Wenden wir uns zuna¨chst der Ergodizita¨t zu. Diese la¨sst sich in vielen grundle-
genden Modellen nachrechnen, aber das folgende Lemma zeigt auch einen Weg
auf, wie sich Ergodizita¨t auf komplizierte Konstruktionen u¨bertragen la¨sst. Wir
definieren dazu nochmal Ergodizita¨t in einem sehr allgemeinen Rahmen, der
die bisherigen Definitionen mit einschließt. Sei (X,X , µ) ein Wahrscheinlich-
keitsraum und G := Rd oder G := Zd eine abelsche Gruppe. Eine Transfor-
mation S : X → X heißt µ-invariant, falls µ(A) = µ(S−1A) fu¨r alle A ∈ X .
Sei weiter T := {Tx | x ∈ G} mit eine Familie von µ-invarianten Transfor-
mationen mit der Halbgruppeneigenschaft Tx+y = Tx ◦ Ty fu¨r alle x, y ∈ G
und Ix := {A ∈ X | T−1x A = A} die σ-Algebra der Tx-invarianten Ereignisse
sowie I := ⋂x∈G Ix die σ-Algebra der T -invarianten Ereignisse. Dann heißt
µ stationa¨r, wenn alle Tx ∈ T µ-invariant sind. Das Maß µ heißt T -ergodisch,
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wenn µ(A) ∈ {0, 1} fu¨r alle A ∈ I gilt und es heißt stark T -ergodisch, wenn
µ(A) ∈ {0, 1} fu¨r alle x ∈ G und A ∈ Ix gilt.
7.1.1 Lemma
Sei T := {Tx | x ∈ G} eine Familie von Transformationen, (X,X , µ) ein Wahrschein-
lichkeitsraum mit einem (stark) T -ergodischen Maß µ und (Y,Y) ein Messraum. Sei
weiter f : X→ Ymessbar und ν := µ◦f−1 das Bildmaß von f . Ist S = {Sx | x ∈ G}
eine Familie von Transformationen auf Y, sodass fu¨r alle x ∈ G
Sx ◦ f = f ◦ Tx
gilt, so ist ν (stark) S-ergodisch.
Beweis: Sei A ∈ Y ein S-invariantes (Sx-invariantes) Ereignis. Es gilt fu¨r alle
x ∈ G
T−1x ◦ f−1(A) = (f ◦ Tx)−1(A) = (Sx ◦ f)−1(A) = f−1 ◦ S−1x (A) = f−1(A).
Also ist f−1(A) ein T -invariantes (Tx-invariantes) Ereignis und damit folgt
ν(A) = µ(f−1(A)) ∈ {0, 1}.
Betrachten wir als eine Anwendung dieses Lemmas, das zufa¨llige Voronoi-
Mosaik V(Φ) eines Punktprozesses Φ auf Rd. Es ist klar, dass die Konstruktion
der Zellen aus einer Punktkonfiguration mit einer Verschiebung um den Vektor
x ∈ Rd vertauschbar ist. Also ist V(Φ) (stark) ergodisch, wenn Φ (stark) ergo-
disch ist.
Als Beispiele fu¨r (stark) ergodische Punktprozesse sind zu nennen Poisson-
Punktprozesse, stationa¨re Determinantal-Punktprozesse [Sos00], Cox-Prozesse
deren steuerndes Maß (stark) ergodisch ist [DVJ03], Cluster-Prozesse bei denen
die Clusterzentren einen (stark) ergodischen Punktprozess bilden (z.B. Poisson-
Cluster-Prozesse) [DVJ03] und einige Gibbs’sche Punktprozesse [Hei92]. Wir
bemerken außerdem, dass fu¨r einen (stark) ergodischen Punktprozess Φ mit
Verteilung PΦ auch jeder stationa¨re Punktprozess Γ, dessen Verteilung PΓ abso-
lut stetig bezu¨glich PΦ ist, (stark) ergodisch ist. Dies folgt direkt aus der Defini-
tion absoluter Stetigkeit, da fu¨r ein invariantes Ereignis A entweder PΦ[A] = 0
oder PΦ[Ac] = 0 gilt. Dies zeigt ebenfalls die (starke) Ergodizita¨t großer Klas-
sen von Gibbs’schen Punktprozessen, da diese oft als Punktprozesse mit einer
Dichte bezu¨glich eines Poisson-Prozesses definiert werden.
Weiterhin wurde Ergodizita¨t fu¨r sogenannte STIT-Mosaike in [MN14] gezeigt.
Wir werden STIT-Mosaike nicht einfu¨hren und verweisen stattdessen auf die
Arbeiten [NW05], [MNW08] sowie [ST13] und die Referenzen darin.
Fu¨r Poisson-Hyperebenen-Mosaike wurde in [SW08, Thm. 10.5.3.] gezeigt, dass
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diese mischend, also auch stark ergodisch, sind. Wir werden in Abschnitt 7.6 ei-
ne kurze Einfu¨hrung der Poisson-Hyperebenen-Mosaike geben und verweisen
fu¨r weitere Details auf [SW08].
7.2. Zahme Mosaike (Z2)
Die Bedingung (Z2) ha¨ngt vom Punktprozess der Zellzentren ab und ist schon
wesentlich restriktiver, da sie relativ gute Kenntnis der globalen Abha¨ngigkeits-
struktur verlangt. Die beiden einfachsten Beispiele ergeben sich, wenn die Zell-
zentren einen Poisson-Prozess mit konstanter Intensita¨t oder einen Hard-Core
Punktprozess bilden. Beim Poisson-Prozess ist klar, dass das zufa¨llige Feld Y
aus unabha¨ngigen Zufallsvariablen mit exponentiellem Tail besteht, was nach
[Mar02] bereits fu¨r (Z2) genu¨gt. Bei einem Hard-Core Punktprozess ist es per
Definition so, dass keine zwei Punkte einen Abstand kleiner als eine festgeleg-
te Konstante haben, dadurch ist die Anzahl der Punkte in jedem Wu¨rfel be-
schra¨nkt durch eine globale Konstante.
Die Ergebnisse von Martin [Mar02] lassen sich mit wenigen Modifikationen auf
k-abha¨ngige stationa¨re Felder mit den selben Voraussetzungen an die Tails ver-
allgemeinern, wodurch (Z2) ebenfalls fu¨r gewisse k-abha¨ngige Punktprozesse
nachweisbar wird. Im allgemeinen Fall wird jedoch oft nur die Mo¨glichkeit
bleiben, die Voraussetzungen des folgenden Lemmas nachzupru¨fen. Wir erin-
nern an die Definition des zufa¨lligen Feldes Y := Y (M, δ) := {Yv(M, δ) | v ∈
Zd}mit
Yv(M, δ) := |{Z ∈M | z(Z) ∈ vδ}|
und daran, dass wir fu¨r α ⊂ Zd die Menge α := δ2(α + [− 12 , 12 ]d) und fu¨r
definiert haben (vgl. Abb. 4.2).
7.2.1 Lemma
Sei Φ := {z(Z) | Z ∈M} der Punktprozess der Zell-Zentren eines zufa¨lligen Mosaiks
M und es gebe ein t > 0 und c1 ∈ R, sodass fu¨r alle n ∈ N groß genug und alle
α ∈ A(d)n
LΦ(−t1α) = E
[
exp(tΦ(α))
]
≤ cn1
gilt. Dann gibt es ein c2 ∈ R, sodass
lim sup
n→∞
max
α∈A(d)n
1
n
∑
v∈α
Yv ≤ c2
gilt.
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Beweis: Wegen Subadditivita¨t, Lemma 2.4.1 und Markov-Ungleichung mit der
Funktion etx gilt
P
[
max
α∈A(d)n
∑
v∈α
Yv > c2n
]
≤
∑
α∈A(d)n
P
[∑
v∈α
Yv > c2n
]
≤
∑
α∈A(d)n
e−c2tnE
[
exp
(
t
∑
v∈α
Yv
)]
≤
∑
α∈A(d)n
e−c2tnE
[
exp(tΦ(α))
]
≤ (e(2d+ 1))ne−c2tncn1 .
Das Borel-Cantelli Lemma liefert die Behauptung fu¨r c2 groß genug.
Es ist zu bemerken, dass das Lemma 7.2.1 nicht von dem in die Definition von
α eingehenden δ2 abha¨ngt.
Schauen wir nun, welche Klassen von Punktprozessen diese Voraussetzung an
das erweiterte Laplace-Funktional LΦ erfu¨llen. Die erste große Klasse bilden
die sogenannten α-schwach sub-Poisson Punktprozesse. Dies sind Punktpro-
zesse, die in gewissem Sinne ihre Punkte gleichma¨ßiger im Raum verteilen
als Poisson-Punktprozesse. Wir nennen einen Punktprozess Φ α-schwach sub-
Poisson, wenn
E
[
k∏
i=1
Φ(Ai)
]
≤
k∏
i=1
E[Φ(Ai)]
fu¨r alle k ∈ N und paarweise disjunkten Borelmengen A1, . . . , Ak gilt. Das
folgende Lemma zeigt, dass fu¨r negative Funktionen das erweiterte Laplace-
Funktional solcher Prozesse kleiner oder gleich dem eines Poisson-Prozesses
mit gleichem Intensita¨tsmaß ist.
7.2.2 Proposition ([BY14, Proposition 2.2])
Sei Φ ein einfacher Punktprozess auf Rd mit lokal beschra¨nktem Intensita¨tsmaß Θ und
f : Rd → [0,∞) messbar. Ist Φ α-schwach sub-Poisson, so gilt
E
[
exp
(∫
Rd
f(x)Φ(dx)
)]
≤ exp
(∫
Rd
(ef(x) − 1)Θ(dx)
)
.
Ist also Φ stationa¨r mit Intensita¨t θ ∈ (0,∞) und erfu¨llt es die Voraussetzungen
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von Proposition 7.2.2, so gilt fu¨r alle α ∈ A(d)n
LΦ(−t1α) ≤ exp
(∫
Rd
(exp(t1α)− 1)θ dx
)
= exp
(
(et − 1)θ
∫
Rd
1α dx
)
= eθ(e
t−1)δd2n.
Damit erfu¨llt Φ die Bedingung (Z2). In [BY14, Kapitel 2] werden viele Beispie-
le fu¨r α-schwach sub-Poisson besprochen und weitere Vergleichsmo¨glichkeiten
fu¨r Punktprozesse diskutiert. Die wichtigste Beispielklasse sind dabei die De-
terminantal-Punktprozesse.
Die Abscha¨tzung des erweiterten Laplace-Funktionals, die fu¨r Lemma 7.2.1
no¨tig ist, la¨sst sich fu¨r eine große Klasse stationa¨rer Poisson-Cluster-Prozesses
auch direkt nachrechnen.
7.2.3 Lemma
Sei Φ0 :=
∑
n∈N δζn ein Poisson-Prozess mit Intensita¨t θ0 > 0 und sei (Ψi)i∈N eine
u.i.v. Folge von Punktprozessen unabha¨ngig von Φ0 mit endlichem Intensita¨tsmaß Θ1.
Fu¨r den Punktprozess
Φ :=
∑
n∈N
Ψn + ζn
ist dann fu¨r alle t ≥ 0 und α ∈ A(d)n
LΦ(−t1α) ≤ exp
(
−θ0δd2(1− E[etΨ1(R
d)])n
)
.
Insbesondere sind die Voraussetzungen von Lemma 7.2.1 erfu¨llt, wenn E[etΨ1(Rd)] <
∞ fu¨r ein t > 0.
Beweis: Das Laplace-Funktional fu¨r solche Poisson-Cluster-Prozesse ist bekannt
[DVJ03] und wir erhalten
LΦ(−t1α) = exp
(
−
∫
Rd
∫
1− etµ(α−x)PΨ1(dµ)θ0dx
)
.
Wir erinnern uns daran, dass fu¨r x ∈ [0, x0] die Ungleichung 1 − ex ≥ x(1 −
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ex0)/x0 gilt, was zu
LΦ(−t1α) ≤ exp
(
−θ0
∫
Rd
∫
µ(α − x)1− e
tµ(Rd)
µ(Rd)
PΨ1(dµ)dx
)
= exp
(
−θ0
∫ ∫
Rd
µ(α − x)dx1− e
tµ(Rd)
µ(Rd)
PΨ1(dµ)
)
= exp
(
−θ0δd2n
∫
1− etµ(Rd)PΨ1(dµ)
)
= exp
(
−θ0δd2n(1− E[etΨ1(R
d)])
)
fu¨hrt.
Wir bemerken noch, dass die Abscha¨tzung im obigen Lemma scharf ist, wenn
Ψi := τδ0 mit einer N0-wertigen Zufallsvariablen τ ist. Mo¨chte man sich auf
Cluster aus einfachen Punktprozessen beschra¨nken, so ko¨nnte man dieses Bei-
spiel leicht abwandeln, indem man die Punkte nah beieinander setzt und da-
durch beliebig nah an den Gleichheitsfall herankommen.
Ein offenes Problem ist an dieser Stelle, die Eigenschaft (Z2) fu¨r ein Poisson-
Hyperebenen-Mosaik oder ein STIT-Mosaik nachzuweisen. Diese scheinen auf-
grund ihrer weiterreichenden Abha¨ngigkeiten schwerer zu behandeln zu sein.
7.3. Zahme Mosaike (Z3)
Wenden wir uns der Bedingung (Z3) zu, welche besagt, dass es ein δ2 gibt,
sodass U := (Uv(M, δ2))v∈Zd mit
Uv(M, δ2) := 1{Eine Zelle von M schneidet
vδ2 und {w ∈ Zd | ‖w − v‖∞ ≥ 2}δ2}
zahm ist. Wir werden dies fu¨r Voronoi-Mosaike nachweisen, die aus verschie-
denen Punktprozessen erzeugt werden. Dazu werden wir sie zuerst in eine Be-
dingung an die Leerwahrscheinlichkeiten des Punktprozesses umformen.
7.3.1 Lemma
Sei Φ ein stationa¨rer Punktprozess auf Rd und M := V(Φ) das Voronoi-Mosaik, wel-
ches von den Punkten in Φ erzeugt wird. Gibt es ein δ > 0 und ein c1 < 1, sodass fu¨r
alle n ∈ N und I ⊂ Zd mit |I| = n
P[Φ(Iδ) = 0] ≤ cn1 ,
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gilt, so existiert ein δ2 > 0, sodass U zahm ist.
Beweis: Ist J ⊂ Zd mit |J | = n, so existiert ein I ⊂ Zd mit |I| = 2dn, sodass
J2δ = Iδ und somit
P[Φ(J2δ) = 0] = P[Φ(Iδ) = 0] ≤ c2dn1
gilt. Wir ko¨nnen also o.B.d.A. annehmen, dass c1 klein ist. Die beno¨tigte Schran-
ke wird sich spa¨ter im Beweis ergeben.
Wir wa¨hlen c2 ∈ N ungerade mit c2 > 2
√
d, setzen δ2 := c2δ und u¨berdecken
jede Box v, v ∈ Zd mit cd2 Wu¨rfeln der Seitenla¨nge δ. Sei v ∈ Zd sowie x, y ∈ Rd
mit ‖x − δ2v‖ = δ22 und ‖y − δ2v‖ = 3δ22 . Es liegt also x im ”inneren“ und y im
”a¨ußeren“ Rand, des fu¨r Uv relevanten Annulus (vgl. Abb. 7.1). Ist Φ derart,dass in jedem der Wu¨rfel mit Seitenla¨nge δ, die diesen Annulus u¨berdecken,
mindestens ein Punkt enthalten ist, so kann der Abstand von x zum Mittel-
punkt zx einer Zelle des Mosaiks, in der x liegt, nicht la¨nger als die Diagonale
eines Wu¨rfel vδ sein. Das heißt, sie kann nicht la¨nger als
√
dδ sein. Gleiches
gilt fu¨r den Abstand von y zum Mittelpunkt zy einer Zelle des Mosaiks, in der
y liegt. Da ‖x−y‖2 ≥ δ2 > 2
√
dδ, muss auch ‖zx− zy‖2 > 0 sein. Damit ko¨nnen
x und y nicht in der gleichen Zelle liegen und es ist Uv = 0.
δ2v
x
y
zx
zy
Abbildung 7.1.: Beispiel fu¨r das im Satz beschriebene Setting mit c2 = 3.
Dies wiederum zeigt, dass jeder Wu¨rfel mit Seitenla¨nge δ in dem kein Punkt
von Φ liegt, nur fu¨r ho¨chstens 3d − 1 Knoten w ∈ Zd mit Uw = 1 verant-
wortlich sein kann. Damit gibt es fu¨r jedes α ∈ A(d)n ein α˜ ∈ A(d)3dcd2n, sodass
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(α ∪ ∂+α)δ2 ⊂ α˜δ . Daher gilt
P
[∑
v∈α
Uv >
n
2
]
≤ P
[∑
v∈α˜
1{Φ(vδ) = 0} > n
2(3d − 1)
]
≤ P
[
∃I ⊂ α˜, |I| =
⌈
n
2(3d − 1)
⌉
: Φ(Iδ) = 0
]
≤
(
3dcd2n
d n
2(3d−1)e
)
c
d n
2(3d−1) e
1 .
Es folgt leicht aus der Stirling’schen Formel, dass
(
n
qn
)
< c3(q)
n fu¨r n groß
genug, q ∈ (0, 1) und ein c3(q) > 0 gilt. Wir wa¨hlen also c1 so klein, dass
(e(2d+ 1))nP
[∑
v∈α
Uv >
n
2
]
< cn4
mit c4 < 1 gilt. Damit ist wegen Lemma 2.4.1
P
[
max
α∈A(d)n
∑
v∈α
Uv >
n
2
]
≤ cn4
und die Anwendung des Borel-Cantelli Lemmas schließt den Beweis ab.
Als Beispiele fu¨r Punktprozesse, die mit solchen Leerwahrscheinlichkeiten auf-
warten ko¨nnen, nehmen wir uns zuerst wieder Poisson-Cluster-Prozesse vor.
7.3.2 Lemma
Sei Φ0 :=
∑
n∈N δζn ein Poisson-Prozess mit Intensita¨t θ0 > 0 und sei (Ψi)i∈N eine
u.i.v. Folge von Punktprozessen unabha¨ngig von Φ0 mit endlichem Intensita¨tsmaß Θ1.
Fu¨r den Punktprozess
Φ :=
∑
n∈N
Ψn + ζn
ist fu¨r alle n ∈ N und I ⊂ Zd mit |I| = n
P[Φ(Iδ) = 0] ≤ exp(−P[Ψ1 6= 0]θ0δd2n).
Insbesondere ist (Z3) fu¨r V(Φ) erfu¨llt.
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Beweis: Fu¨r eine Borelmenge B ∈ B(Rd) gilt
P[Φ(B) = 0] = E
[∏
n∈N
1{(Ψn + ζn)(B) = 0}
]
=
∫ ∏
n∈N
P[(Ψ1 + xn)(B) = 0] PΦ0d(x1, x2, . . . )
= exp
(
−
∫
Rd
(1− P[Ψ1(B − x) = 0])θ0 dx
)
= exp
(
−
∫ ∫
Rd
1{ψ(B − x) > 0}θ0 dx PΨ1(dψ)
)
= exp
(
−
∫ ∫
Rd
1{∃y ∈ ψ : x ∈ B − y}θ0 dx PΨ1(dψ)
)
= exp
(
−
∫
θ0 Vol(B − ψ) PΨ1(dψ)
)
≤ exp (−P[Ψ1 6= 0]θ0 Vol(B)) .
Dabei haben wir im zweiten Schritt die Unabha¨ngigkeit von Φ0 und (Ψi)i∈N
und im dritten Schritt die Formel fu¨r das erzeugende Funktional eines Poisson-
Punktprozesses [DVJ03] verwendet.
Es gibt außerdem einige Punktprozesse, deren Leerwahrscheinlichkeiten stets
kleiner sind als die eines Poisson-Prozesses mit gleicher Intensita¨t. Fu¨r sol-
che Punktprozesse Φ muss U(V(Φ, δ2)) natu¨rlich ebenfalls zahm sein. Diese
Prozesse werden in der Literatur ν-schwach sub-Poisson genannt. In der Ar-
beit von Blaszczyszyn und Yogeshwaran [BY14] werden einige Beispiele dis-
kutiert, insbesondere wird gezeigt, dass stationa¨re Determinantal-Punktprozesse
ν-schwach sub-Poisson sind.
7.4. Skalierungsmischende Mosaike
In diesem Abschnitt mo¨chten wir zuerst zeigen, dass sich die skalierungsmi-
schende Eigenschaft eines Punktprozesses Φ auf das erzeugte zufa¨llige Mosaik
V(Φ) u¨bertra¨gt. Dazu beno¨tigen wir zuerst ein Lemma, das zeigt, dass Leer-
wahrscheinlichkeiten eines skalierungsmischenden Punktprozesses polynomi-
al in der Gro¨ße des betrachteten Gebiets fallen.
7.4.1 Lemma
Ist Φ ein stationa¨rer skalierungsmischender Punktprozess in Rd und Q ein Quader, so
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gibt es ein t1 ∈ R und Konstanten c1, c2 > 0, sodass fu¨r alle t > t1
P[Φ(tQ) = 0] ≤ c1t−c2
gilt.
Beweis: Wie im Beweis von Theorem 4.2.2 stellen wir eine Beziehung zwischen
{Φ(3tQ) = 0} und {Φ(tQ) = 0} her. Dazu genu¨gt es einzusehen, dass sich in
3tQ zwei disjunkte Quader tQ + x1 und tQ + x2 finden lassen. Dann gibt es
nach Voraussetzung ein t0 ∈ R und zwei Konstanten c3, c4 > 0, sodass fu¨r alle
t > t0
P[Φ(3tQ) = 0] ≤ P[Φ(tQ+ x1) = 0,Φ(tQ+ x2) = 0] ≤ P[Φ(tQ) = 0]2 + c3t−c4
gilt. Da Φ 6= 0 ist, gilt
P[Φ(tQ) = 0] t→∞−→ 0.
Damit la¨sst sich ebenfalls wie in Theorem 4.2.2 die Existenz eines t1 ∈ R und
c5 > 0 ableiten, fu¨r das
P[Φ(3nt1Q) = 0] ≤ c53−c4n
gilt. Es folgt wegen Monotonie fu¨r beliebiges x > 1
P[Φ(3x3t1Q) = 0] ≤ c53−c4x
und damit die Behauptung.
7.4.2 Theorem
Ist Φ ein stationa¨rer skalierungsmischender Punktprozess in Rd, so ist V(Φ) ebenfalls
skalierungsmischend.
Beweis: Seien Q und Q′ zwei disjunkte Quader. Wir wa¨hlen zwei weitere dis-
junkte Quader H und H ′, sodass Q im Inneren von H und Q′ im Inneren
von H ′ liegt. A¨hnlich wie im Beweis von Lemma 7.3.1 ist leicht einzusehen,
dass es eine endliche Menge von disjunkten Wu¨rfeln W1, . . . ,Wm ⊂ H \ Q
und W ′1, . . . ,W ′m′ ⊂ H ′ \ Q′ gibt, sodass folgendes gilt. Wenn in jedem dieser
Wu¨rfel mindestens ein Punkt von Φ liegt, so ist das Voronoi-Mosaik V(Φ) ein-
geschra¨nkt auf Q bzw. Q′ von den Punkten von Φ in H bzw. H ′ determiniert
(vgl. Abb. 7.2). Dies a¨ndert sich durch Skalierung um den Faktor t nicht und
wir ko¨nnen die Wu¨rfel der Einfachheit halber auch gleich groß wa¨hlen.
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H
Q
H ′
Q′
Abbildung 7.2.: Beispiel fu¨r das im Satz beschriebene Setting.
Nennen wir also E bzw. E′ das Ereignis, dass jeder Wu¨rfel tWi bzw. tW ′j mit
i ∈ [m], j ∈ [m′] mindestens einen Punkt von Φ entha¨lt. Dann ist zuna¨chst nach
Lemma 7.4.1 fu¨r t groß genug
P[Ec] ≤ mc1t−c2 und P[E′c] ≤ m′c1t−c2
mit geeigneten Konstanten c1, c2 > 0. Des Weiteren ist fu¨r Ereignisse A ∈ F(M)
bzw. A′ ∈ F(M), determiniert von tQ bzw. tQ′, das Ereignis {V(Φ) ∈ A} ∩ E
bzw. {V(Φ) ∈ A′} ∩ E′ determiniert von tH bzw. tH ′. Daher gilt fu¨r t groß
genug
|P[V(Φ) ∈ A ∩A′]− P[V(Φ) ∈ A]P[V(Φ) ∈ A′]|
≤ ∣∣P[{V(Φ) ∈ A} ∩ E ∩ {V(Φ) ∈ A′} ∩ E′]
− P[{V(Φ) ∈ A} ∩ E]P[{V(Φ) ∈ A′} ∩ E′]∣∣
+ 2P[Ec] + 3P[E′c]
≤ c3t−c4 + 2mc1t−c2 + 3m′c1t−c2
mit geeigneten Konstanten c3, c4 > 0 und die Behauptung folgt.
Es ist fu¨r viele Klassen von Punktprozessen offen, ob sie skalierungsmischend
sind. Trivialerweise sind k-abha¨ngige Punktprozesse skalierungsmischend.
Punktprozesse heißen k-abha¨ngig, wenn fu¨r zwei Borel-Mengen Q,Q′ ⊂ Rd,
deren Abstand gro¨ßer als k ist und Ereignisse E bzw. E′, die von Q bzw. Q′
determiniert sind, gilt, dass E von E′ unabha¨ngig ist.
Fu¨r Poisson-Cluster Prozesse la¨sst sich eine Bedingung an das Tailverhalten des
Durchmessers eines Clusters stellen, die garantiert, dass diese Prozesse skalie-
rungsmischend sind. Fu¨r einen Punktprozess Ψ bezeichnen wir mit diam(Ψ) :=
supx,y∈Ψ ‖x− y‖ den Durchmesser von Ψ.
7.4.3 Lemma
Sei Φ0 :=
∑
n∈N δζn ein Poisson-Prozess mit Intensita¨t θ0 > 0 und sei (Ψi)i∈N eine
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u.i.v. Folge von Punktprozessen unabha¨ngig von Φ0 mit endlichem Intensita¨tsmaß Θ1
sowie Verteilung PΨ. Gibt es Konstanten c1, c2 > 0, sodass fu¨r alle r > 0
P[diam(Ψ1) ≥ r] ≤ c1r−(d+c2)
gilt, so ist der Punktprozess
Φ :=
∑
n∈N
Ψn + ζn
skalierungsmischend.
Beweis: Das unabha¨ngige zufa¨llige Verschieben der Punkte eines Poisson-Pro-
zesses liefert einen Poisson-Prozess gleicher Intensita¨t. Die beiden Prozesse
sind also in Verteilung gleich. Demzufolge kann o.B.d.A PΨ so gewa¨hlt wer-
den, dass, falls Ψ1 6= 0 gilt, wenigstens ein Punkt von Ψ1 in 0 liegt.
SeienQ undQ′ zwei disjunkte Quader. Wir wa¨hlen zwei weitere disjunkte Qua-
der H und H ′, sodass Q im Inneren von H und Q′ im Inneren von H ′ liegt. Des
Weiteren wa¨hlen wir c3 > 0 derart, dass Q+Bc3(0) ⊂ H und Q′ +Bc3(0) ⊂ H ′
gilt und definieren fu¨r eine Borelmenge D
ΦD :=
∑
n∈N
1{ζn ∈ D}(Ψn + ζn),
den Cluster-Prozess, der von Φ0|D gebildet wird. Außerdem sei fu¨r disjunkte
Borelmengen D,D′ das Ereignis E(D,D′) definiert als ”Kein Cluster Ψn einesPoisson-Punktes ζn ∈ D schneidet D′.“ . Wir bemerken zuna¨chst, dass fu¨r zwei
Ereignisse A ∈ N (Rd) und A′ ∈ N (Rd), die von Q und Q′ determiniert sind,
{Φ ∈ A ∩A′} ∩ E(H,Q′) ∩ E(H ′, Q) ∩ E((H ∪H ′)c, Q ∪Q′)
= {ΦH ∈ A} ∩ {Φ′H ∈ A′} ∩ E(H,Q′) ∩ E(H ′, Q) ∩ E((H ∪H ′)c, Q ∪Q′)
gilt, denn wenn E(H,Q′), E(H ′, Q) und E((H ∪H ′)c, Q∪Q′) eintreten, gibt es
in Q nur noch Punkte aus Clustern Ψn, deren Poisson-Punkte ζn in H liegen,
woraus ΦH ∈ A folgt. Fu¨r die umgekehrte Inklusion bemerken wir mit dem
gleichen Argument, dass Φ ∈ A liegt. Die Argumentation fu¨r A′ ist dieselbe.
A¨hnlich machen wir uns klar, dass auch
{Φ ∈ A} ∩ E(Hc, Q) = {ΦH ∈ A} ∩ E(Hc, Q)
gilt. Diese Argumente bleiben auch korrekt, wenn wir alle Teilmengen des Rd
um den Faktor t skalieren und A bzw. A′ von tQ bzw. tQ′ determiniert sind.
Nun ist nachzurechnen, dass die Fehlerterme die richtige Gro¨ße haben. Da-
zu betrachten wir P[E(tHc, tQ)c] und erhalten mit dem Campbell’schen Theo-
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rem
P[E(tHc, tQ)c] ≤ P[∃n ∈ N : ζn ∈ tHc,diam(Ψn) ≥ d(ζn, tQ)]
≤ E
[∑
n∈N
1{ζn ∈ tHc,diam(Ψn) ≥ d(ζn, tQ)}
]
= θ0
∫
tHc
P[diam(Ψ0) ≥ d(x, tQ)] dx
≤ θ0c1
∫
tHc
d(x, tQ)−d−c2 dx.
Mit der Substitution x := ty ergibt sich
P[E(tHc, tQ)c] ≤ θ0c1td
∫
Hc
d(ty, tQ)−d−c2 dy
≤ θ0c1t−c2
∫
Hc
d(y,Q)−d−c2 dy.
Es bleibt zu kla¨ren, dass das Integral endlich ist. Dazu wa¨hlen wir ein r ∈ R
mit Q,H ⊂ Br(0) und erhalten∫
Hc
d(y,Q)−d−c2 dy
≤
∫
Hc∩Br+1(0)
d(y,Q)−d−c2 dy +
∫
Br+1(0)c
d(y,Br(0))
−d−c2 dy
≤
∫
Hc∩Br+1(0)
c−d−c23 dy + c4
∫ ∞
r+1
s−1−c2ds
<∞,
wobei c4 die Oberfla¨che der d-dimensionalen Einheitsspha¨re ist. Dieselbe Ar-
gumentation ko¨nnen wir auch auf P[E((tH∪tH ′)c, tQ∪tQ′)] anwenden. Fu¨gen
wir alle Ergebnisse zusammen, ergibt sich
|P[Φ ∈ A ∩A′]− P[Φ ∈ A]P[Φ ∈ A′]|
≤ |P[{Φ ∈ A ∩A′} ∩ E(tH, tQ′) ∩ E(tH ′, tQ) ∩ E((tH ∪ tH ′)c, tQ ∪ tQ′)]
− P[{Φ ∈ A} ∩ E(tHc, tQ′)]P[{Φ ∈ A′} ∩ E(tH ′c, tQ)]|
+ P[E(tH, tQ′)c] + P[E(tH ′, tQ)c] + P[E((tH ∪ tH ′)c, tQ ∪ tQ′)c]
+ P[E(tHc, tQ′)c] + 2P[E(tH ′c, tQ)c]
≤ |P[{ΦtH ∈ A} ∩ E(tH, tQ′)]P[{ΦtH′ ∈ A′} ∩ E(tH ′, tQ)]
× P[E((tH ∪ tH ′)c, tQ ∪ tQ′)]− P[ΦH ∈ A]P[E(Hc, Q)]
× P[ΦH′ ∈ A′]P[E(H ′c, Q′)]|+ c5t−c2
≤ c6t−c2
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mit geeigneten Konstanten c5, c6 > 0.
Fu¨r einen Poisson-Cluster-Prozess la¨sst sich leicht zeigen, dass alle Momente
des Durchmessers der typischen Zelle existieren, woraus mit Hilfe von Lem-
ma 4.2.1 folgt, dass unter den in Lemma 7.4.3 genannten Bedingungen auch
das zufa¨llig gefa¨rbte Voronoi-Mosaik V(Φ)F skalierungsmischend ist. Wir wei-
sen auch darauf hin, dass mit Hilfe von Lemma 7.4.3 fu¨r eine kleine Klasse von
nicht k-abha¨ngigen, aber skalierungsmischenden Poisson-Cluster-Prozessen
die Existenz eines Phasenu¨bergang folgt. In dieser Klasse mu¨sste der Durch-
messer eines Clusters beliebig groß werden ko¨nnen und die Anzahl Punkte in
einem Cluster mu¨sste zwar ein d + ε Moment besitzen jedoch kein exponen-
tiales. Ein solcher Prozess wa¨re nicht k-abha¨ngig und wu¨rde auch die Voraus-
setzungen von Lemma 7.2.1 nicht erfu¨llen. Er ko¨nnte jedoch mit Lemma 7.4.3
behandelt werden.
Leider sind sowohl Poisson-Hyperebenen Mosaike als auch STIT-Mosaike nicht
skalierungsmischend. Wir werden die Argumente dafu¨r nur skizzieren. Be-
trachten wir Q := [0, 1] × [0, 3] und Q′ := [2, 3] × [0, 3] und die Ereignisse
A :=”Das Rechteck tQ wird von einer Geraden mit Anstieg in [−1/t, 1/t] ge-troffen.“ sowie analog A′ mit tQ′ anstelle von tQ. Dann wird fu¨r t → ∞ ei-
nerseits P[A] = P[A′] gegen eine Konstante in (0, 1) konvergieren, aber ande-
rerseits wird P[A | A′] gegen eins streben, da die Gerade von A′ mit geringem
Anstieg mit hoher Wahrscheinlichkeit auch tQ schneiden wird. Daher konver-
giert P[A∩A′]− P[A]P[A′] gegen einen konstanten Wert gro¨ßer als null. Dieses
Beispiel kann auf ho¨here Dimensionen angepasst werden.
Im Fall eines STIT-Mosaiks kann das Beispiel ebenfalls adaptiert werden, in-
dem ”Die erste Gerade, die tQ schneidet, hat einen Anstieg der klein ist.“ alsEreignis A gewa¨hlt wird. Das Ereignis A′ definieren wir wieder, indem wir tQ
durch tQ′ ersetzen. Der Punkt ist, dass die Konstruktion des STIT- Mosaiks auf
tQ∪tQ′ vorgenommen werden kann, indem es auf [0, 3t]2 konstruiert und dann
einschra¨nkt wird. Wir bemerken, dass in diesem Fall die erste Gerade, die tQ
trifft, mit positiver von t unabha¨ngiger Wahrscheinlichkeit auch die erste ist,
die [0, 3t] und tQ′ trifft. Dadurch wird die asymptotische Unabha¨ngigkeit von
A und A′ zersto¨rt.
7.5. Mosaike mit guten Momenteneigenschaften
Wir haben in Kapitel 5 und 6 gesehen, dass fu¨r die Eindeutigkeit des unendli-
chen Clusters und das Shape-Theorem fu¨r zufa¨llige Mosaike gewisse Momente
der Zufallsvariablen
N :=
∑
Z∈M
1{Z ∩ [0, 1]d 6= ∅} (7.1)
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endlich sein mu¨ssen. Wir werden in diesem Abschnitt zeigen, dass fu¨r große
Klassen von zufa¨lligen Mosaiken alle Momente von N existieren.
Fu¨r STIT-Mosaike wurde in [NW05, Beweis Lemma 1] gezeigt, dass die Anzahl
der Zellen, die den Einheitswu¨rfel schneiden, geometrisch verteilt ist. Daher
existiert sogar ein exponentielles Moment von N , d.h. es gibt ein t > 0, sodass
E[etN ] <∞ gilt.
Fu¨r Poisson-Hyperebenen-Mosaike werden wir im na¨chsten Abschnitt zeigen,
dass alle Momente von N endlich sind.
Es bleibt das Voronoi-Mosaik zu untersuchen. Wir suchen fu¨r dieses, wie be-
reits in den vorangegangenen Abschnitten, Bedingungen an den zugrunde lie-
genden Punktprozess. Hierbei gibt es relativ viele Mo¨glichkeiten und wir ha-
ben uns fu¨r eine entschieden, die wir bisher schon verwendet haben. Es wird
jedoch in den Beweisen klar werden, dass es mo¨glich ist, diese Bedingungen
weiter abzuschwa¨chen.
7.5.1 Lemma
Sei Φ ein stationa¨rer Punktprozess auf Rd und M := V(Φ) das Voronoi-Mosaik, wel-
ches von Φ erzeugt wird. Gibt es ein δ > 0 und ein c1 < 1, sodass fu¨r alle n ∈ N und
I ⊂ Zd mit |I| = n
P[Φ(Iδ) = 0] ≤ cn1
gilt und gibt es außerdem ein t > 0 und c2 ∈ R, sodass fu¨r alle n ∈ N groß genug und
alle α ∈ A(d)n
LΦ(−t1αδ) = E
[
exp(tΦ(αδ))
]
≤ cn2
gilt, so gibt es Konstanten c5, c6 > 0 sodass
P[N ≥ n] ≤ c5e−c6n, n ∈ N
gilt.
Beweis: Es ko¨nnen auf zwei unterschiedliche Arten viele Zellen den Einheits-
wu¨rfel schneiden. Einerseits kann Φ([0, 1]d) groß sein. Andererseits ko¨nnte es
einen großen leeren Bereich um [0, 1]d geben, in dessen Komplement viele
Punkte sehr symmetrisch angeordnet sind. Unsere erste Voraussetzung sichert
uns jedoch, dass Leerwahrscheinlichkeiten klein genug sind. Die zweite Vor-
aussetzung sorgt dafu¨r, dass nur mit geringer Wahrscheinlichkeit viele Punkte
in einer beschra¨nkten Menge sind.
Es ist leicht einzusehen (vgl. Beweis von Lemma 7.3.1), dass die Voraussetzun-
gen des Theorems auch mit 2δ anstelle von δ erfu¨llt sind, wenn die Konstanten
c1 und c2 entsprechend angepasst werden. Wir nehmen daher o.B.d.A δ >
√
d
an und definieren
Ak := {x ∈ Rd | ‖x‖2 ≤ δk}, k ∈ N.
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Ist Φ(Ak) ≥ 1, so gibt es fu¨r jeden Punkt x ∈ [0, 1]d ⊂ A1 einen Punkt y ∈ Φ∩Ak
mit ‖x − y‖2 ≤ δ(k + 2). Daraus schließen wir, dass in diesem Fall keine Zelle
V(z,Φ) eines Punktes z ∈ Φ ∩ Rd \ Ak+2 den Einheitswu¨rfel schneidet. Also
gilt
{N ≥ n,Φ(Ak) ≥ 1} ⊂ {Φ(Ak+2) ≥ n}, k ∈ N
und wir erhalten fu¨r c3(n) ∈ N
P[N ≥ n] = P[N ≥ n,Φ(A1) ≥ 1] +
∞∑
i=1
P[N ≥ n,Φ(Ai) = 0,Φ(Ai+1) ≥ 1]
≤ P[Φ(A3) ≥ n] + P[Φ(Ac3(n)) = 0] +
c3(n)−1∑
i=1
P[Φ(Ai+3) ≥ n]
≤ P[Φ(Ac3(n)) = 0] + c3(n)P[Φ(Ac3(n)+2) ≥ n].
Es gibt ein Gittertier α ∈ A(d) mit |α| = (2(c3(n) + 2))d, sodass Ac3(n)+2 ⊂ αδ .
Daher folgt aus der zweiten Voraussetzung
P[Φ(Ac3(n)+2) ≥ n] ≤ P[Φ(αδ) ≥ n]
≤ e−tnE[exp(tΦ(αδ))]
≤ e−tnc(2(c3(n)+2))d2 .
Außerdem gibt es eine Konstante c4 > 0, sodass fu¨r c3(n) groß genug ein Git-
tertier α ∈ A(d) mit |α| = c4(c3(n))d und αδ ⊂ Ac3(n) existiert. Kombinieren
wir dies mit der ersten Voraussetzung, erhalten wir
P[Φ(Ac3(n)) = 0] ≤ P[Φ(αδ) = 0] ≤ cc4(c3(n))
d
1 .
Wir wa¨hlen jetzt c3(n) ∈ Nmaximal unter der Bedingung, dass (2(c3(n)+2))d ≤
tn/2 gilt und schließen die Behauptung.
7.6. Poisson-Hyperebenen-Mosaike
Wa¨hrend sich die Konstruktion von Voronoi-Mosaiken sehr gut mit unseren
Voraussetzungen vertra¨gt, mussten wir bisher feststellen, dass dies aufgrund
der etwas weiter reichenden Abha¨ngigkeiten nicht auf Poisson-Hyperebenen-
Mosaike zutrifft. Die besondere Konstruktion ermo¨glicht es jedoch, direkt nach-
zuweisen, dass diese Mosaike ein Shape-Theorem erfu¨llen.
Wir fu¨hren zuna¨chst das Poisson-Hyperebenen-Mosaik ein. Dazu u¨bernehmen
wir fu¨r diesen Abschnitt im Wesentlichen die Notation aus [SW08]. Beweise
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fu¨r alle grundlegenden Eigenschaften des Mosaiks und des assoziierten Zono-
ids finden sich in [SW08, Kapitel 4.4, 10.3, 9.3].
Es sei Sd−1 := {u ∈ Rd | ‖u‖2 = 1} die d-dimensionale Einheitsspha¨re. Fu¨r ein
u ∈ Sd−1 und r ≥ 0 sei E(u, r) := {x ∈ Rd | 〈x, u〉 = r} die Hyperebene, die
senkrecht auf u steht und Abstand r zum Ursprung hat. Wir betrachten einen
Poisson-Punktprozess Φ auf Sd−1× [0,∞) mit Intensita¨tsmaß γϕ⊗λ. Dabei sei-
enϕ ein gerades Maß, welches auf keinem Großkreis konzentriert ist, γ > 0 und
λ das Lebesgue-Maß. Wir identifizieren Φ mit der zufa¨lligen Menge von Ebe-
nen {E(u, r) | (u, r) ∈ Φ} und nennen Φ einen Poisson-Hyperebenen-Prozess. Die
bisherigen Voraussetzungen sind dabei so gewa¨hlt, dass der Prozess der Hy-
perebenen stationa¨r und stark ergodisch (sogar mischend) ist und den gesam-
ten Raum fast sicher in beschra¨nkte Zellen zerlegt. Insbesondere wird dadurch
ein zufa¨lliges Mosaik M induziert, dessen Verteilung durch γ und ϕ eindeutig
bestimmt ist. Dieses nennen wir Poisson-Hyperebenen-Mosaik mit Richtungsver-
teilung ϕ und Intensita¨t γ.
Eine wesentliche Kenngro¨ße solcher zufa¨lliger Mosaike ist das sogenannte as-
soziierte Zonoid. Dies ist eine konvexe Menge mit Stu¨tzfunktion
h(x) := γ
∫
Sd−1
|〈x, u〉| ϕ(du), x ∈ Rd.
Gleichzeitig ist
h(x) =
1
2
E[|[0, x] ∩ Φ|], x ∈ Rd
die halbe erwartete Anzahl der Schnitte des Prozesses von Ebenen mit der Stre-
cke von 0 nach x.
Es gibt nun zwei natu¨rliche Mo¨glichkeiten, den Seitenfla¨chen von M Zeiten
zuzuweisen. Die erste Mo¨glichkeit ist die unabha¨ngige Markierung der Seiten-
fla¨chen mit Zeiten, wie wir sie im Abschnitt 6.1 untersucht haben. In diesem
Fall genu¨gt es, wenn die Zeiten ein endliches d+ ε Moment vorweisen ko¨nnen,
um die Voraussetzungen fu¨r das Shape-Theorem 6.1.6 zu schaffen. Denn dass
das Hinzufu¨gen einer Ebene, kann die Anzahl der Zellen, die das Einheitsqua-
drat schneiden, ho¨chstens verdoppeln. Daher gilt∑
Z∈M
1{Z ∩ [0, 1]d 6= ∅} ≤ 2
∑
E∈Φ 1{E∩[0,1]d 6=∅}.
Da die Anzahl der Ebenen, die den Einheitswu¨rfel schneiden Poisson-verteilt
ist, existieren alle Momente der Anzahl der Zellen, die den Einheitswu¨rfel
schneiden. Demzufolge sind die Voraussetzungen von Theorem 6.1.6 erfu¨llt.
Unter welchen Voraussetzungen µ in diesem Fall eine Norm ist, ist eine offene
Frage.
Die zweite Mo¨glichkeit ist, anstelle der Seitenfla¨chen von M jeder Ebene von Φ
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eine unabha¨ngige Zeit zuzuweisen. Diesen Fall werden wir ausfu¨hrlicher stu-
dieren. Wir ko¨nnen in diesem Rahmen zeigen, dass µ eine Norm ist. Daru¨ber
hinaus ko¨nnen wir µ sogar explizit angeben und eine Konvergenzrate fu¨r die
Konvergenz im Shape-Theorem angeben.
Sei also Φ = {Ei | i ∈ N} der Poisson-Hyperebenen-Prozess, T := (Ti)i∈N eine
u.i.v. Folge von (0,∞)-wertigen Zufallsvariablen und ΦT := {(Ei, Ti) | i ∈ N}
der unabha¨ngig markierte Hyperebenen-Prozess. Der zufa¨llige Abstand zweier
Punkte x, y ∈ Rd ist via
τ(x, y; ΦT ) := inf
γ
∑
i∈N
1{Ei ∩ γ 6= ∅}Ti
definiert, wobei das Infimum wie bisher u¨ber stetige polygonale Kurven gebil-
det wird, die in x starten und in y enden.
Das Besondere an der Konstruktion ist, dass der direkte Weg auf einer Geraden
stets der ku¨rzeste Weg ist. Denn liegen zwei Punkte x, y ∈ Rd auf zwei unter-
schiedlichen Seiten einer Hyperebene, so muss jeder stetige Pfad von x nach y
diese Hyperebene irgendwann schneiden. Der direkte Weg wiederum schnei-
det jede dieser Hyperebenen ho¨chstens einmal und keine weiteren. Damit gilt
τ(0, x; ΦT ) =
∑
i∈N
1{Ei ∩ [0, x] 6= ∅}Ti, x ∈ Rd (7.2)
und wir schließen aus
max {τ(0, x; ΦT ) | ‖x‖∞ ≤ 1} ≤
∑
i∈N
1{Ei ∩ [−1, 1]d 6= ∅}Ti
und Lemma A.1, dass τ(·, ·; ΦT ) die Voraussetzungen von Theorem 6.1.4 erfu¨llt,
sobald E[T d+ε1 ] < ∞ fu¨r ein ε > 0 gilt. Aus (7.2) folgt, dass die Passierzeiten
zusammengesetzt Poisson-verteilt sind und dass
E[τ(0, x; ΦT )] = 2E[T1]h(x)
gilt. Dementsprechend ist nach dem subadditiven Ergodensatz [Kal02, Theo-
rem 10.22] und wegen der Homogenita¨t von h
µ(x) := lim
t→∞
τ(0, tx; ΦT )
t
= inf
t>0
E[τ(0, tx; ΦT )]
t
= 2E[T1]h(x).
Wir sehen also, dass die spezielle Konstruktion der zufa¨lligen Metrik leicht die
Voraussetzungen fu¨r ein Shape-Theorem erfu¨llt, bei dem wir sogar die Grenz-
form S bestimmen ko¨nnen.
Es stellt sich die Frage, ob es mo¨glich ist, die Konvergenzgeschwindigkeit im
Shape-Theorem zu bestimmen. Wir werden uns dazu auf den Fall zuru¨ckziehen,
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in dem die Zeiten konstant eins sind. Dafu¨r schreiben wir Φ1 anstelle von ΦT
und bemerken, dass τ(·, ·; Φ1) = τ(·, ·;M(d−1)1 ) gilt. Im Beweis wird ersichtlich
werden, wie auch im Fall einer nicht auf 1 konzentrierten Verteilung der Zeiten
die Konvergenzgeschwindigkeit abgescha¨tzt werden kann.
7.6.1 Theorem
Sei Φ der Poisson-Hyperebenen Prozess mit Richtungsverteilung ϕ, Intensita¨t γ und
Grenzform S := {x ∈ Rd | µ(x) ≤ 1}, wobei µ die entsprechende Norm zu τ(·, ·; Φ1)
ist. Es gibt eine Konstante c > 0 die nur von d, γ und ϕ abha¨ngt, sodass fu¨r alle ε > 0
und r > 0
P[∃x ∈ rSd−1 : |τ(0, x; Φ1)− µ(x)| > εr] ≤ cε−2(d−1) exp
(
−rε
2
m
)
mit m := 8 maxu∈Sd−1 µ(u) gilt.
Beweis: Wir gehen vor wie im Beweis von 6.1.4 und quantifizieren die einzel-
nen Details. Einerseits mu¨ssen wir uns u¨berlegen, wie viele Kegel mit welchem
O¨ffnungswinkel beno¨tigt werden, um den Raum zu u¨berdecken. Dies haben
wir in Lemma A.7 im Anhang getan. Andererseits beno¨tigen wir eine Konzen-
trationsungleichung fu¨r die Differenz zwischen τ und µ innerhalb eines Kegels.
Sei ε > 0. Fu¨r eine Richtung u ∈ Sd−1, r ∈ [0,∞] und δ > 0 definieren wir den
(abgeschnittenen) Kegel
K(u, r, δ) := {x ∈ Rd | ‖x‖2 ≤ r, 〈 x‖x‖2 , u〉 ≥ 1− δ}
und die folgenden Mengen von Hyperebenen:
E1(u, r, δ) := {E(v, a) | ∃u˜ ∈ Sd−1, 〈u, u˜〉 ≥ 1− δ : 〈u˜, v〉 ≥ ar },
die Menge der Hyperebenen, die den Kegel K(u, r, δ) der La¨nge r in Richtung
u mit O¨ffnungswinkel arccos(1− δ) schneiden, und
E2(u, r, δ) := {E(v, a) | ∀u˜ ∈ Sd−1, 〈u, u˜〉 ≥ 1− δ : 〈u˜, v〉 > ar }.
die Menge der Hyperebenen, die jede Strecke [0, ru˜] ⊂ K(u, r, δ) schneiden.
Dies impliziert, dass fast sicher
max{τ(0, x; Φ1) | x ∈ K(u,∞, δ) ∩ rSd−1} ≤ Φ(E1(u, r, δ)) (7.3)
und
min{τ(0, x; Φ1) | x ∈ K(u,∞, δ) ∩ rSd−1} ≥ Φ(E2(u, r, δ)) (7.4)
gilt. Ist Θ das Intensita¨tsmaß von Φ, so gilt fu¨r i ∈ [2]
E(v, a) ∈ Ei(u, r, δ)⇔ E(v, ar ) ∈ Ei(u, 1, δ)
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und damit auch
Θ(Ei(u, r, δ)) = γ
∫
Sd−1
∫ ∞
0
1Ei(u,r,δ)(E(v, a)) da ϕ(dv)
= rγ
∫
Sd−1
∫ ∞
0
1Ei(u,1,δ)(E(v,
a
r )) da ϕ(dv)
= rΘ(Ei(u, 1, δ)).
(7.5)
Weiter stellen wir fest, dass wegen Lemma A.5 fu¨r u, v, w ∈ Sd−1 und δ ∈ (0, 1]
mit 〈u,w〉 ≥ 1− δ
〈v, w〉 ≤ 〈u, v〉+ δ +
√
8δ ≤ 〈u, v〉+ c1
√
δ
gilt, wobei c1 := 1 +
√
8 ist. Daraus folgt
Θ(E1(u, 1, δ))
= γ
∫
Sd−1
∫ ∞
0
1{∃w ∈ Sd−1 : 〈w, u〉 ≥ 1− δ, 〈w, v〉 ≥ a} da ϕ(dv)
≤ γ
∫
Sd−1
∫ ∞
0
1{〈u, v〉+ c1
√
δ ≥ a} da ϕ(dv)
= Θ(E1(u, 1, 0)) + γc1
√
δ
= µ(u) + γc1
√
δ
und
Θ(E2(u, 1, δ))
= γ
∫
Sd−1
∫ ∞
0
1{∀w ∈ Sd−1, 〈w, u〉 ≥ 1− δ : 〈w, v〉 ≥ a} da ϕ(dv)
≥ γ
∫
Sd−1
∫ ∞
0
1{〈u, v〉 − c1
√
δ ≥ a} da ϕ(dv)
= Θ(E2(u, 1, 0))− γc1
√
δ
= µ(u)− γc1
√
δ.
Es sei daran erinnert, dass wegen Lemma A.6 und (6.2) fu¨r alle u ∈ Sd−1, r, δ >
0 und x ∈ K(u, r, δ) ∩ rSd−1
µ(x) ≥ µ(ru)−max
i∈[d]
µ(ei)‖x− ru‖1 ≥ µ(ru)− c2
√
δr
gilt, wobei c2 := 2
√
2 maxi∈[d] µ(ei) ist.
Sei nun δ ∈ (0, 1]. Nach Lemma A.7 gibt es ein c3 ∈ R, ein k ≤ c3δ1−d und
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eine Menge von Richtungen {ui ∈ Sd−1 | i ∈ [k]}, sodass Sd−1 von den Ke-
geln K(ui, 1, δ) u¨berdeckt wird. In diesem Fall wird auch Rd von den Kegeln
K(ui,∞, δ) u¨berdeckt. Daher gilt fu¨r ε, r > 0 wegen (7.3)
P[∃x ∈ rSd−1 : τ(0, x,Φ1)− µ(x) > εr]
≤
∑
i∈[k]
P[∃x ∈ K(ui,∞, δ) ∩ rSd−1 : τ(0, x,Φ1)− µ(x) > εr]
≤
∑
i∈[k]
P[∃x ∈ K(ui,∞, δ) ∩ rSd−1 : τ(0, x,Φ1) > r(µ(ui)− c2
√
δ + ε)]
≤
∑
i∈[k]
P[Φ(E1(ui, r, δ)) > r(µ(ui)− c2
√
δ + ε)].
(7.6)
Aus der Markov’schen Ungleichung angewandt mit der Funktion esx und einer
Optimierung u¨ber s > 0 ergibt sich die Schranke
P[X ≥ E[X] + x] ≤ exp
( −x2
2E[X]
)
, x ≥ 0 (7.7)
fu¨r eine Poisson-verteilte Zufallsvariable X . Daraus folgt
P[Φ(E1(ui, r, δ)) > r(µ(ui)− c2
√
δ + ε)] ≤ exp
(
−r(ε− (γc1 + c2)
√
δ)2
2µ(ui)
)
und wir erhalten wegen (7.6) und k ≤ c3δ1−d, dass
P[∃x ∈ rSd−1 : τ(0, x,Φ1)− µ(x) > εr] ≤ c3
δd−1
exp
(
−r(ε− (γc1 + c2)
√
δ)2
2 maxu∈Sd−1 µ(u)
)
gilt. Die Ungleichung
P[∃x ∈ rSd−1 : τ(0, x,Φ1)−µ(x) < −εr] ≤ c3
δd−1
exp
(
−r(ε− (γc1 + c2)
√
δ)2
2 maxu∈Sd−1 µ(u)
)
ergibt sich analog unter Verwendung von E2 und (7.4) anstelle von E1 und (7.3),
sowie
P[X ≤ E[X]− x] ≤ exp
( −x2
2E[X]
)
, x ≥ 0.
Die Wahl von √
δ =
ε
2(γc1 + c2)
liefert die Behauptung.
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Die Wahl von δ im obigen Beweis la¨sst sich etwas verbessern, wodurch jedoch
die Abscha¨tzung sehr unu¨bersichtlich wird. Das wesentliche Verhalten a¨ndert
sich dadurch nicht mehr.
Allgemein stellt sich beim Nutzen der sub-Additivita¨t die Frage, wie gut die
Schranke tatsa¨chlich ist. Eine untere Schranke fu¨r den Tail von Poisson-verteil-
ten Zufallsvariablen, wie man sie beispielsweise aus dem Satz von Crame´r und
Chernoff [Kal02, Theorem 27.3] herleiten kann, wu¨rde im Fall von Theorem
7.6.1 zu einer unteren Schranke der Form exp(−rε2c1 − c2), c1, c2 > 0 fu¨hren,
die fu¨r r groß genug gelten wu¨rde. Um das asymptotische Verhalten noch ge-
nauer beschreiben zu ko¨nnen, mu¨ssten die Techniken zu sogenannten Scan-
Statistiken fu¨r Poisson-Prozesse an den Raum Sd−1 × [0, 1] angepasst werden
(siehe [Pen09]). Wir nehmen an, dass dies im Prinzip mo¨glich, aber technisch
aufwa¨ndig ist.
Fu¨r das Modell mit zufa¨lligen Zeiten genu¨gt es einzusehen, dass Φ(E1) durch
die Summe der Zeiten der Ebenen von Φ in E1 ersetzt werden muss. Dement-
sprechend muss lediglich fu¨r diese zusammengesetzt Poisson-verteilte Zufalls-
variable eine Tail-Abscha¨tzung der Form (7.7) bereitgestellt und bzgl. δ opti-
miert werden, um eine Konvergenzrate fu¨r ΦT zu erhalten.
7.7. Zusammenfassung
Nehmen wir die Resultate dieses Kapitels zusammen, kommen wir auf folgen-
de Ergebnisse:
• In STIT-Mosaiken gibt es fast sicher ho¨chstens einen unendlichen schwar-
zen Cluster. Daher gilt im 2-dimensionalen Fall pc ≥ 12 . Es gilt außerdem
ein Shape-Theorem bei dem wir jedoch nicht zeigen konnten, dass µ stets
eine Norm ist. Die Existenz eines nicht trivialen Phasenu¨bergangs konn-
ten wir nicht zeigen.
• In Poisson-Hyperebenen Mosaiken existiert ebenfalls ho¨chstens ein un-
endlicher schwarzer Cluster und im 2-dimensionalen Fall ist pc ≥ 12 .
Im speziellen Fall, dass jede Ebene mit einer Passierzeit ausgestattet ist,
konnten wir ein Shape-Theorem zeigen, die Grenzform explizit bestim-
men und die Konvergenzgeschwindigkeit abscha¨tzen. Die Existenz eines
nicht trivialen Phasenu¨bergangs konnte nicht gezeigt werden.
• Fu¨r Voronoi-Mosaike haben wir gezeigt, dass es fu¨r die Existenz eines
nicht trivialen Phasenu¨bergangs hinreichend ist, wenn der zugrundelie-
gende
Punktprozess skalierungs-mischend ist oder wenn er ergodisch ist und
sein erweitertes Laplace-Funktional die Bedingungen in Lemma 7.2.1 und
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Lemma 7.3.1 erfu¨llt. Wir haben weiterhin festgestellt, dass Determinantal-
Punktprozesse und große Klassen von Poisson-Clusterprozessen diese
Bedingungen erfu¨llen. Woraus sich insbesondere ergab, dass die erzeug-
ten Mosaike zahm sind.
Es konnte außerdem nachgewiesen werden, dass es unter schwachen Vor-
aussetzungen an den zugrundeliegenden Punktprozess ho¨chstens einen
unendlichen schwarzen Cluster gibt und dass daher in 2 Dimensionen
pc ≥ 12 gilt.
Wir haben fu¨r Voronoi-Mosaike ein Shape-Theorem gezeigt und konn-
ten im Falle der zahmen Mosaike auch die Positivita¨t der Zeitkonstante
nachweisen. Dies ermo¨glichte außerdem die Anwendung des graphen-
theoretischen Ergodensatzes.
Wir vermuten, dass ein nicht trivialer Phasenu¨bergang in allen drei Klassen
zufa¨lliger Mosaike unter schwachen Bedingungen vorliegt. Fu¨r Voronoi-Mosa-
ike vermuten wir insbesondere, dass unter geeigneten Voraussetzungen im 2-
dimensionalen Fall pc = 12 gilt.
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Das Boole’sche Modell
101

Im zweiten Teil der Arbeit bescha¨ftigen wir uns mit dem Boole’schen Mo-
dell. Dieses hat in der Literatur viele weitere Namen (Continuum-Percolation,
Gilbert-Graph, Keim-Korn-Modell, zufa¨lliger geometrischer Graph, Poisson-
Blob-Model, Swiss-cheese model, randomly overlapping spheres, fully pene-
trable spheres), die oft damit korrespondieren, welche Fragestellungen bear-
beitet werden und in welcher Allgemeinheit die Arbeit angelegt ist.
Wir werden außer in Abschnitt 9.1 stets folgende Version des Modells nutzen:
Es seiB ⊂ Rd eine kompakte wegzusammenha¨ngende Menge mit nicht leerem
Inneren und 0 ∈ B. Wir nehmen im Folgenden o.B.d.A an, dass es ein ε > 0
gibt, sodass Bε(0) ⊂ B gilt. Weiter sei Φ ein Punktprozess, der unter Pt verteilt
ist wie ein Poisson-Prozess mit Intensita¨t t ≥ 0. Wir nennen die Menge⋃
x∈Φ
(x+B)
das Boole’sche Modell mit Korn B. Wir mo¨chten die Perkolationseigenschaften
dieses Modells unter die Lupe nehmen und stellen fest, dass sa¨mtliche dafu¨r
notwendigen Information bereits im Graphen
GΦ := (Φ, {{x, y} ⊂ Φ | x+B ∩ y +B 6= ∅})
kodiert sind. Diesen nennen wir den Gilbert-Graphen von Φ. Der Parameter p ∈
[0, 1] macht in diesem Zusammenhang keinen Sinn mehr und wird stattdessen
durch die Intensita¨t t ≥ 0 des Prozesses Φ ersetzt. Es ergibt sich analog zur
diskreten Perkolation die Definition
tc := sup{t ≥ 0 | Pt[|C(0,GΦ+δ0)| <∞] = 1}
der kritischen Intensita¨t (Die Verwendung von Φ+δ0 anstelle von Φ erkla¨ren wir
am Ende des Abschnitts 8.1).
Die Perkolationseigenschaften dieses Modells sind im Allgemeinen in etwa
so gut verstanden, wie die der Perkolation auf dem Gitter Zd. Das liegt dar-
an, dass es zu nahezu allen Werkzeugen der diskreten Perkolation (z.B. FKG-
Ungleichung, Russo-Formel, BK-Ungleichung) Pendants im Kontinuum gibt
und daran, dass sich das Boole’sche Modell sehr gut durch diskrete Modelle
approximieren la¨sst. Leider wurden die Ergebnisse nie systematisch u¨bertragen
und sind daher nur teilweise in der Literatur zu finden [Hal85], [Tan93],
[Tan96], [Pen], [MR96]. Wir werden eine dieser Lu¨cken schließen, indem wir
den exponentiellen Abfall des ”Radius“ des Nullclusters, der von Menshikov[Men86] bzw. Aizenman und Barsky [AB87] im diskreten Fall nachgewiesen
wurde, fu¨r das Boole’sche Modell zeigen. Erfreulicherweise wurde vor kurz-
em ein neuer Beweis fu¨r den diskreten Fall entdeckt [DCT16], der die bisherige
Argumentation radikal vereinfacht. Wir werden diesen Beweis auf das Boo-
le’sche Modell u¨bertragen und im Kapitel 10 daraus eine Methode ableiten,
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untere Schranken fu¨r die kritische Intensita¨t per Simulation zu bestimmen. Der
Beweis liefert außerdem die Einsicht, dass die Perkolationsfunktion bei der kri-
tischen Intensita¨t wenigstens linear wa¨chst.
In Kapitel 9 werden wir uns mit der sogenannten Ornstein-Zernike-Gleichung
befassen. Dies ist eine, in der mathematischen Literatur fast unbekannte, Fal-
tungsgleichung mit deren Hilfe in der Physik viele Erkenntnisse u¨ber das Ver-
halten der sogenannten Pair-Connectedness-Funktion gewonnen werden konn-
ten. Die Gleichung ist dabei so einfach und grundlegend, dass es eine schier
unu¨berschaubare Menge an Publikationen in der physikalischen Literatur gibt,
die mit ihr in Verbindung stehen. Wir mo¨chten hier nur exemplarisch die Ar-
beiten [OZ14], [CDAF77] und [Tor12] nennen, die fu¨r uns spa¨ter noch von
gro¨ßerer Relevanz sein werden. Die Pair-Connectedness-Funktion Pt(x, y) ist
die Wahrscheinlichkeit, dass die Punkte x und y eines Poisson-Prozesses Φ
der Intensita¨t t im selben Cluster von GΦ liegen, und damit eine der zentralen
Kenngro¨ßen in der Perkolationstheorie. Wir werden im Boole’schen Modell die
mathematischen Grundlagen der Lo¨sbarkeit der Ornstein-Zernike-Gleichung
legen und analytische und kombinatorische Eigenschaften der Lo¨sung herlei-
ten.
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8. Exponentieller Abfall im
Subkritischen Bereich
8.1. Hilfsmittel und Bekannte Resultate
Wie bereits erwa¨hnt gibt es fu¨r den Poisson-Prozess Varianten der Standard-
werkzeuge der diskreten Perkolation, die wir hier nochmals auffu¨hren wollen.
Die Beweise finden sich in [MR96] und [LP16]. Außerdem mo¨chten wir einen
kurzen U¨berblick u¨ber die fu¨r uns wesentlichen Perkolationsresultate geben,
deren Beweise in [Pen] und [MR96] zu finden sind.
Wir nennen eine Funktion f : N(Rd) → R aufsteigend, wenn aus ϕ ⊂ ϕ′ ∈
N(Rd) bereits f(ϕ) ≤ f(ϕ′) folgt (vgl. Abschnitt 2.1 mit ”I = R
d“). Ein Ereignis
E ∈ N (Rd) heißt aufsteigend, wenn 1E aufsteigend ist.
8.1.1 Theorem (FKG-Ungleichung fu¨r Poisson-Prozesse)
Fu¨r zwei aufsteigende Ereignisse A,B ∈ N (Rd) gilt
Pt[Φ ∈ A ∩B] ≥ Pt[Φ ∈ A]Pt[Φ ∈ B].
Die BK-Ungleichung gibt uns wiederum eine Mo¨glichkeit, das ”disjunkte“ Ein-treten zweier Ereignisse zu quantifizieren. Wichtig ist hierbei, dass der Poisson-
Prozess f.s. endlich sein muss. Ist U ∈ B(Rd) beschra¨nkt und sind A,B ∈ N (U)
zwei aufsteigende Ereignisse, so definieren wir
AB := {ϕ ∈ N (U) | ∃K,L ⊂ U, K ∩ L = ∅ : ϕ ∩K ∈ A,ϕ ∩ L ∈ B}.
8.1.2 Theorem (BK-Ungleichung fu¨r Poisson-Prozesse)
Fu¨r U ∈ B(Rd) beschra¨nkt und zwei aufsteigende Ereignisse A,B ∈ N (U) gilt
Pt[Φ ∩ U ∈ AB] ≤ Pt[Φ ∩ U ∈ A]Pt[Φ ∩ U ∈ B].
Das Pendant der Russo-Formel (2.1.3) beno¨tigen wir in verscha¨rfter Form, wie
es in [MZ00] oder allgemeiner in [LP16] gezeigt wird. Fu¨r eine messbare Funk-
tion f : N(Rd) → R und n ∈ N definieren den n-ten Differenzen-Operator
durch
Dnx1,...,xnf(ϕ) =
∑
J⊂[n]
(−1)n−|J|f
(
ϕ+
∑
j∈J
δxj
)
, x1, . . . , xn ∈ Rd, ϕ ∈ N(Rd).
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Wir erinnern daran, dass wir eine Abbildung f : N(Rd) → R durch U ∈ B(Rd)
determiniert nennen, wenn fu¨r ϕ,ϕ′ ∈ Rd aus ϕ∩U = ϕ′∩U bereits f(ϕ) = f(ϕ′)
folgt.
8.1.3 Theorem (Perturbationsformel fu¨r Poisson-Prozesse)
Sei t0, t ∈ [0,∞), U ∈ B(Rd) beschra¨nkt und f : N(Rd) → R eine messbare Funkti-
on, die durch U determiniert ist. Ist Et0+t[|f(Φ)|] <∞, so gilt
Et0+t[f(Φ)] = Et0 [f(Φ)] +
∞∑
n=1
tn
n!
∫
(Rd)n
Et0 [Dnx1,...,xnf(Φ)] d(x1, . . . , xn) (8.1)
und die Summe konvergiert absolut.
Theorem 8.1.3 zeigt, dass Et[f(Φ)] unter gewissen Integrabilita¨tsbedingungen
eine reell-analytische Funktion in t ist, deren erste Ableitung durch
∂Et[f(Φ)]
∂t
=
∫
Rd
Et[f(Φ + δx)− f(Φ)] dx (8.2)
gegeben ist. Ein weiteres Hilfsmittel, das wir sehr oft beno¨tigen werden, ist die
sogenannte Mecke-Gleichung. Dabei bezeichnet Φn6= := {(x1, . . . , xn) ∈ Φm |
∀i 6= j : xi 6= xj}, n ∈ N die n-Tupel von Punkten in Φ, bei denen kein Punkt
doppelt auftritt.
8.1.4 Theorem (Mecke-Gleichung)
Fu¨r jede messbare Funktion f : N(Rd)× (Rd)n → [0,∞) und n ∈ N gilt
Et
[ ∑
(x1,...,xn)∈Φn6=
f(Φ, x1, . . . , xn)
]
= tn
∫
(Rd)n
Et
[
f
(
Φ +
∑
i∈[n]
δxi , x1, . . . , xn
)]
d(x1, . . . , xn).
Insbesondere gilt fu¨r f : N(Rd)× Rd → [0,∞) die Mecke-Gleichung
Et
[∑
x∈Φ
f(Φ, x)
]
= t
∫
Rd
Et[f(Φ + δx, x)] dx.
Ein Beweis findet sich in [SW08, Theorem 3.2.5].
Vor dem physikalischen Hintergrund, macht es Sinn, sa¨mtliche Gro¨ßen nicht
im Ursprung, sondern in einem sogenannten typischen Punkt des Punktprozes-
ses auszuwerten. In einem endlichen System wu¨rden wir einen solchen Punkt
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erhalten, indem wir unter allen Punkten uniform einen auswa¨hlen. Dies ist in
einem unendlichen System nicht mehr mo¨glich. Fu¨r einen stationa¨ren Punkt-
prozess η auf Rd ko¨nnen wir jedoch die sogenannte Palm’sche Verteilung P0η von
η durch
P0η[A] := E[η([0, 1]d)]−1E
 ∑
x∈η∩[0,1]d
1{θxη ∈ A}
 , A ∈ N (Rd)
definieren. Diese Verteilung kann interpretiert werden als die Verteilung von
η wenn wir darauf bedingen, dass der Ursprung in η liegt. Ist η ein Poisson-
Prozess, so erhalten wir die Palm’sche Verteilung, indem wir η + δ0 anstelle
von η betrachten. Im Abschnitt zur Lo¨sbarkeit der Ornstein-Zernike-Gleichung
werden wir die Palm’schen Verteilungen nochmal aufgreifen.
Wir schreiben in diesem Teil der Arbeit stets Br(x) fu¨r Br(x;Rd) und Br fu¨r
Br(0), da Kugeln in anderen Metriken keine Rolle mehr spielen werden (vgl.
Kapitel 2). Außerdem definieren wir die Ereignisse
{A1 ↔ A2 in η} := {∃x1, x2 ∈ η : (xi +B) ∩Ai 6= ∅, i ∈ [2], x1 ↔ x2 in Gη}
mit η ∈ N(Rd), A1, A2 ∈ B(Rd), r > 0 und k ∈ N, die wir in vielfa¨ltiger Weise
nutzen werden.
Wie bereits erwa¨hnt, lassen sich fast alle Resultate der Knotenperkolation auf
dem Gitter Zd auf das Boole’sche Modell u¨bertragen. Das heißt unter anderem,
dass die kritische Intensita¨t tc im Intervall (0,∞) liegt, also nicht trivial ist.
Weiter gibt es fu¨r jedes t ∈ [0,∞) nur ho¨chstens einen unendlichen Cluster.
Ist t < tc, weisen sowohl das ”Volumen“ |C(0,GΦ+δ0)| als auch der ”Radius“
max{r > 0 | C(0,GΦ+δ0) ∩ Br 6= ∅} des Clusters des typischen Korns einen
exponentiellen Tail auf.
Das Ergebnis fu¨r das Volumen wurde von Penrose in [Pen, Kapitel 10] gezeigt.
Der Beweis beschra¨nkt sich auf Kugeln als Ko¨rner, la¨sst sich aber leicht auf
unser etwas allgemeineres Modell u¨bertragen. Wir mo¨chten das Theorem der
Vollsta¨ndigkeit halber hier noch einmal auffu¨hren.
8.1.5 Theorem (Exponentielles Verhalten des Clustervolumens)
Fu¨r t > 0 existieren die Limiten
cV (t) = lim
n→∞−
1
n
log(Pt[|C(0,GΦ+δ0)| ≥ n])
= lim
n→∞−
1
n
log(Pt[|C(0,GΦ+δ0)| = n]).
Außerdem ist cV stetig sowie monoton fallend in t und es gilt cV (t) → ∞ fu¨r t → 0
sowie cV (t) = 0 genau dann, wenn t ≥ tc.
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Das Ergebnis fu¨r den Radius ließe sich im Prinzip ebenfalls mit einem einfachen
Approximationsargument auf das Boole’sche Modell u¨bertragen. Wir werden
jedoch im kommenden Abschnitt einen direkten Beweis liefern, der weitere
signifikante Einsichten in das Boole’sche Modell liefert.
8.2. Der Radius des Clusters eines typischen
Punktes
Der Radius des Clusters verha¨lt sich im subkritischen Bereich a¨hnlich wie das
Volumen. Um dies zu zeigen, adaptieren wir den Beweis aus [DCT16] an das
Boole’sche Modell. Der Beweis kla¨rt die Beziehungen zwischen der Verteilungs-
funktion des Radius
θt(r) := Pt[C(0,GΦ+δ0) ∩ ∂Br 6= ∅] = Pt[B↔ ∂Br in Φ],
der Perkolationswahrscheinlichkeit
θt := Pt[|C(0,GΦ+δ0)| =∞] = lim
r→∞ θt(r),
der erwarteten Clustergro¨ße des typischen Punkts
χt := Et[|C(0,GΦ+δ0)|]
und dem Parameter t. Die Idee in [DCT16] war, nicht eine dieser Funktionen zu
betrachten und Schlussfolgerungen auf die jeweils anderen zu ziehen, sondern
eine geschickte weitere Kenngro¨ße ϕt(S) einzufu¨hren und zu allen drei Funk-
tionen in Beziehung zu setzen.
Fu¨r eine beschra¨nkte Menge S ∈ B(Rd) definieren wir
∂BS := (S −B) ∩ (Sc −B)
und
ϕt(S) :=Et
[∑
x∈Φ
1{x ∈ ∂BS, B↔ x+B in Φ ∩ (S \ ∂BS)}
]
(8.3)
= t
∫
∂BS
Pt[B↔ x+B in Φ ∩ (S \ ∂BS)] dx, (8.4)
die erwartete Anzahl von Ko¨rnern des Boole’schen Modells im ”breiten Rand“
∂BS, die innerhalb von S \ ∂BS mit dem Punkt im Ursprung verbunden sind.
Wir bemerken, dass die Menge S \ ∂BS aus denjenigen Punkten x besteht, fu¨r
die x+B ⊂ S gilt.
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Die Kenngro¨ße ϕt(S) wird nun dazu benutzt, um einen weiteren kritischen
Punkt
t˜c := sup{t ≥ 0 | Es ex. S ∈ B(Rd) beschra¨nkt, mit B ⊂ S und ϕt(S) < 1}
(8.5)
zu definieren und damit das folgende Resultat zu formulieren.
8.2.1 Theorem
Es gilt tc = t˜c. Außerdem gilt:
1. Fu¨r t < tc existiert ein c(t) > 0 mit
θt(r) = Pt[C(0,GΦ+δ0) ∩ ∂Br 6= ∅] ≤ e−c(t)r, r > diam(B).
2. Fu¨r t = tc ist fu¨r alle beschra¨nkten S ∈ B(Rd) mit B ⊂ S
ϕt(S) ≥ 1
und es gilt
χt =∞.
3. Fu¨r t > tc ist
θt ≥ t− t˜c
t
.
Beweis: Es genu¨gt, die Aussagen 1, 2 und 3 fu¨r t˜c anstelle von tc zu zeigen,
da sich daraus sofort t˜c = tc ergibt. Ist also t < t˜c, so gibt es ein offenes, be-
schra¨nktes S ∈ B(Rd) mit B ⊂ S und ϕt(S) < 1. Ist r > 0 so groß, dass
S ⊂ Br(0) gilt, so schneidet jede stetige Kurve, die 0 mit einem Punkt in ∂Br
verbindet, den Rand von S. Da B wegzusammenha¨ngend und abgeschlossen
ist, folgt aus ”B↔ ∂Br in Φ“, dass es ein x ∈ Φ ∩ ∂BS gibt, sodass B↔ x+Bin Φ ∩ (S \ ∂BS) und x+B↔ ∂Br in Φ gilt, wobei die Punktemengen, die die
beiden Verbindungen realisieren, disjunkt sind. Um dies einzusehen, gehen wir
entlang eines Pfades in GΦ, derBmit ∂Br verbindet, und wa¨hlen den Punkt als
x, fu¨r den als erstes (x+B) ∩ Sc 6= ∅ gilt.
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∂BS
S
0
x
Abbildung 8.1.: Realisierung des Ereignisses {B↔ ∂Br in Φ}mit gekennzeich-
netem x,B = B1, S in Form eines offenen Quadrats (rot schraf-
fiert) und ∂BS (blau schraffiert).
Daraus folgt mit Hilfe der Mecke-Gleichung 8.1.4 und der BK-Ungleichung
8.1.2, dass
Pt[B↔ ∂Br in Φ]
≤ Et
[∑
x∈Φ
1{x ∈ ∂BS, B↔ x+B in Φ ∩ (S \ ∂BS),
x+B↔ ∂Br in Φ mit disjunkten Punkten}
]
= t
∫
∂BS
Pt[B↔ x+B in Φ ∩ (S \ ∂BS),
x+B↔ ∂Br in Φ mit disj. Pktn.] dx
≤ t
∫
∂BS
Pt[B↔ x+B in Φ ∩ (S \ ∂BS)]Pt[x+B↔ ∂Br in Φ] dx
≤ t
∫
∂BS
Pt[B↔ x+B in Φ ∩ (S \ ∂BS)]
Pt[x+B↔ ∂Br−diam(∂BS)(x) in Φ] dx
= Pt[B↔ ∂Br−diam(∂BS) ∈ Φ]ϕt(S)
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gilt. Im vierten Schritt haben wir dabei genutzt, dassBr−diam(∂BS)(x) ⊂ Br gilt,
wenn x ∈ ∂BS ist. Damit folgt durch Iteration Aussage 1 fu¨r t˜c anstelle von tc.
Fu¨r den Beweis der zweiten Aussage erinnern wir uns daran, dass nach Theo-
rem 8.1.3 fu¨r jedes beschra¨nkte S ∈ B(Rd) die Funktion ϕt(S) analytisch also
insbesondere stetig ist. Ga¨be es also ein S mit ϕt˜c(S) < 1, so wu¨rde dies auch
fu¨r ein t > t˜c noch gelten, was ein Widerspruch zur Definition von ϕt(S) ist.
Die Mengen ∂BDn mit Dn := {x ∈ Rd | ‖x‖2 < 3ndiam(B)}, n ∈ N sind
paarweise disjunkt, daher gilt
χt = Et
[
1 +
∑
x∈Φ
1{B↔ x+B in Φ}
]
≥
∞∑
n=1
Et
[∑
x∈Φ
1{x ∈ ∂BDn, B↔ x+B in Φ}
]
≥
∞∑
n=1
Et
[∑
x∈Φ
1{x ∈ ∂BDn, B↔ x+B in Φ ∩ (Dn \ ∂BDn)}
]
=
∞∑
n=1
ϕt(∂BDn)
=∞.
Um die dritte Aussage zu zeigen, werden wir zuna¨chst die Differentialunglei-
chung
∂θt(r)
∂t
≥ 1− θt(r)
t
, t ≥ t˜c, r > diam(B) (8.6)
herleiten. Das Ereignis {B ↔ ∂Br} ist durch die Menge B◦r − B determiniert.
Wir schreiben der Lesbarkeit wegen im Folgenden B◦r anstelle von intBr.
Wir verwenden ein besonderes Verfahren, um einen Poisson-Prozess auf B◦r −
B zu konstruieren. Wir gehen induktiv vor und konstruieren eine Folge von
Punkt-Prozessen (ηn)n∈N. Dazu sei (Φn)n∈N eine Folge von Poisson-Prozessen
mit Intensita¨t t auf Rd. Zuerst setzen wir A1 := ∂BB◦r und definieren η1 :=
Φ1 ∩A1. Nun definieren wir induktiv
An+1 := ((ηn +B−B) ∩ (B◦r −B)) \An
und
ηn+1 := Φn+1 ∩An+1.
Die MengeAn+1 ist der Bereich inB◦r−B, in dem jedes Korn x+Bmit x ∈ An+1
ein Korn y+B mit y ∈ ηn schneiden wu¨rde und in dem der Prozess noch nicht
konstruiert wurde.
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Aus der Konstruktion folgt, dass fu¨r n ∈ N und zwei Punkte x ∈ ηn und y ∈
ηn+2 bereits x + B ∩ y + B = ∅ gilt. Da B eine offene Kugel um 0 entha¨lt, gibt
es ein k ∈ N abha¨ngig von r, d und B, sodass Ak = ∅ ist. Wir setzen
η(1) :=
k∑
n=1
ηn
und
A(1) :=
k⋃
n=1
An.
Es ist mo¨glich, dass A(1) 6= B◦r −B, daher definieren wir
A(2) := (B◦r −B) \A(1)
und setzen
η(2) := Φk+1 ∩A(2).
Diese Konstruktion hat zur Folge, dass η := η(1) + η(2) ein Poisson-Prozess mit
Intensita¨t t auf B◦r −B ist und damit die selbe Verteilung hat wie Φ ∩ (Br −B)
unter Pt. Der Prozess η(1) entha¨lt dann genau die Punkte von η, die mit ∂Br
in η(1) verbunden sind. Außerdem ist η(2) Poisson-verteilt auf A(2), wenn η(1)
gegeben ist. Diese Konstruktion wurde in a¨hnlicher Weise bereits in [Pen96]
verwendet.
0
A1
η1
A2
η2
A3
A(2)
η(2)
Abbildung 8.2.: Eine Realisierung von η, bei der drei Iterationen durchgefu¨hrt
wurden.
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Wir beno¨tigen im Weiteren, dass
A(2) =
(
B◦r \ (η(1) +B)
) \ ∂B(B◦r \ (η(1) +B)) (8.7)
gilt (Abbildung 8.2 macht die Gleichheit plausibel, deren Beweis etwas la¨nglich
ist).
Zuna¨chst erhalten wir aus der Definition von A(1) durch einfache Umformun-
gen
A(1) = (∂BB
◦
r ) ∪
k⋃
n=1
(
(ηn +B−B) ∩ (B◦r −B)
)
=
(
(η(1) +B−B) ∩ (B◦r −B)
) ∪ ∂BB◦r
=
(
(η(1) +B−B) ∪ ∂BB◦r
) ∩ (B◦r −B),
woraus
A(2) = (B◦r −B) \
(
(η(1) +B−B) ∪ ∂BB◦r
)
(8.8)
folgt. Ist nun x ein Element der rechten Seite von (8.8) so gilt:
1. (x+B) ∩B◦r 6= ∅,
2. (x+B) ∩ (η(1) +B) = ∅,
3. x+B ⊂ B◦r oder x+B ⊂ (B◦r )c.
Aus 1. und 3. folgt x + B ⊂ B◦r , weshalb auch x ∈ B◦r gilt. Aus 2. folgt x /∈
η(1) + B. Aus 1. und 2. folgt x + B ⊂ B◦r \ (η(1) + B). Dies impliziert, dass x
auch in der rechten Seite von (8.7) enthalten ist.
Ist umgekehrt x ein Element der rechten Seite von (8.7), so ist x + B ⊂ B◦r \
(η(1) +B). Daher ist x ∈ B◦r , x+B ∩ (η(1) +B) = ∅ und x+B ⊂ B◦r . Letzteres
impliziert x /∈ ∂BB◦r und es folgt, dass x in der rechten Seite von (8.7) enthalten
ist.
Wir mo¨chten die Ableitung von θt(r) nach t untersuchen. Dazu wu¨rden wir
wegen Gleichung (8.2) gern zeigen, dass fu¨r x ∈ B◦r −B
1{B↔ ∂Br in η + δx} − 1{B↔ ∂Br in η}
= 1
{
B↔ x+B in η(2), η(1) +B ∩B = ∅, x ∈ ∂B
(
B◦r \ (η(1) +B)
)} (8.9)
gilt. Die linke Seite der Gleichung kann nicht negativ werden, also bleiben drei
Fa¨lle zu unterscheiden (vgl. Abbildung 8.3).
Fall 1: Die linke Seite von (8.9) ist gleich eins. Dann erzeugt das Hinzufu¨gen von
x + B eine Verbindung von B nach ∂Br, die es in η + B nicht gibt. Das heißt,
{B ↔ x + B in η} muss eintreten. Die Verbindung darf jedoch keine Punkte
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aus η(1) nutzen, weil sonst bereits ohne die Hilfe von x eine Verbindung von
B und ∂Br vorhanden wa¨re, da alle Punkte in η(1) mit ∂Br in η(1) verbun-
den sind. Demzufolge kann auch kein Korn eines Punktes von η(1) das Korn B
schneiden. Da x + B eine neue Verbindung zwischen B und ∂Br schafft, folgt
außerdem, dass x+B die Menge (B◦r )c∪(η(1) +B) schneidet. Wir haben bereits
festgestellt, dass {B↔ x+B in η(2)} eintritt. Daher muss x+B auch (η(1) +B)c
schneiden und es folgt x ∈ ∂B(B◦r \ (η(1) +B)).
0
x
0
x
0
x
η(1) η(2)
Abbildung 8.3.: Beispiel fu¨r Realisierungen der drei beschriebenen Fa¨lle.
Fall 2: Die linke Seite ist gleich null, wobei beide Indikatoren den Wert eins
haben. Dann muss nach Konstruktion {B ↔ ∂Br in η(1)} eintreten, weshalb
die zweite Bedingung der rechten Seite nicht erfu¨llt ist.
Fall 3: Beide Indikatoren der linken Seite sind gleich null. Nehmen wir an, die
erste und die dritte Bedingung der rechten Seiten von (8.9) wa¨ren erfu¨llt, dann
wu¨rde x + B die Menge (B◦r )c ∪ (η(1) + B) schneiden und es ga¨be in η(2) eine
Verbindung von B nach x + B. Dadurch entstu¨nde eine Verbindung von B
nach ∂Br, da alle Punkte in η(1) mit ∂Br in η(1) verbunden sind. Dies ist ein
Widerspruch zur Annahme, dass beide Indikatoren der linken Seite gleich null
sind.
Jetzt ko¨nnen wir mit Hilfe von (8.7) und (8.9) die Ableitung umformen. Es gilt
∂θt(r)
∂t
=
∫
B◦r−B
E[1{B↔ ∂Br in η + δx} − 1{B↔ ∂Br in η}] dx
=
∫
B◦r−B
∫
E
[
1
{
B↔ x+B in η(2), (η(1) +B) ∩B = ∅,
x ∈ ∂B
(
B◦r \ (η(1) +B)
)} | η(1) = ξ] Pη(1)(dξ) dx.
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Bei gegebenem η(1) ist η(2) wie erwa¨hnt Poisson-verteilt auf A2 und es gilt
∂θt(r)
∂t
=
∫
1{(ξ +B) ∩B = ∅}
∫
B◦r−B
1
{
x ∈ ∂B
(
B◦r \ (ξ +B)
)}
E[1{B↔ x+B in η(2)} | η(1) = ξ] dx Pη(1)(dξ)
=
∫
1{(ξ +B) ∩B = ∅}
∫
∂B
(
B◦r\(ξ+B)
) Pt[B↔ x+B in
Φ ∩
((
B◦r \ (ξ +B)
) \ ∂B(B◦r \ (ξ +B))] dx Pη(1)(dξ)
=
1
t
∫
ϕt
(
B◦r \ (ξ +B)
)
1{(ξ +B) ∩B = ∅} Pη(1)(dξ).
Wenn (ξ + B) ∩ B = ∅ gilt, ist wegen r > diam(B) auch gesichert, dass B ⊂
B◦r \ (ξ +B) gilt. Aus den U¨berlegungen zur Behauptung 2 und der Definition
von t˜c folgt, dass fu¨r t ≥ t˜c und jedes beschra¨nkte S ∈ B(Rd) mit B ⊂ S
ϕt(S) ≥ 1
gilt. Daher erhalten wir die gewu¨nschte Differentialungleichung
∂θt(r)
∂t
≥ 1
t
∫
1{(ξ +B) ∩B = ∅} Pη(1)(dξ) =
1− θt(r)
t
. (8.10)
Es bleibt Behauptung 3 aus (8.10) herzuleiten. Da mit positiver Wahrscheinlich-
keit Φ ∩B◦r −B leer ist, gilt θt(r) < 1 und es folgt
θ′t(r)
1− θt(r) ≥
1
t
.
Diese Ungleichung integrieren wir von t˜c bis t und erhalten
log
(
1− θt˜c(r)
1− θt(r)
)
≥ log
(
t
t˜c
)
.
Die Abscha¨tzung θt˜c(r) ≥ 0 und einfache Umformungen liefern
θt(r) ≥ t− t˜c
t
.
Mit dem Limes r →∞ ergibt sich die dritte Behauptung fu¨r t˜c.
Das Theorem 8.2.1 liefert auch eine weitere einfache Mo¨glichkeit die bereits be-
kannte untere Schranke (in der Literatur mitunter Penrose-Schranke genannt)
tc ≥ 1
Vol(B−B) (8.11)
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herzuleiten. Dazu wa¨hlen wir ε > 0 und S = B+B◦ε und erhalten ϕt(B+B◦ε ) ≤
tVol(B + B◦ε − B), indem wir den Integrand in (8.4) durch 1 abscha¨tzen und
∂B(B + B
◦
ε ) ⊂ B + B◦ε − B nutzen. Angenommen es ist tc < Vol(B − B)−1,
so gibt es ein ε > 0, sodass ϕtc(S) < 1 gilt (dies folgt, da B −B kompakt und
das Lebesgue-Maßes stetig von oben ist). Dies ist ein Widerspruch zu Theorem
8.2.1.
Dieser Ansatz kann jedoch nochmal signifikant verbessert werden. Wir be-
trachten dazu den Spezialfall B = B1 und berechnen ϕt(B◦3). Das Verfahren
la¨sst sich auch fu¨r beliebige andere Ko¨rner durchfu¨hren, die Numerik kann da-
bei jedoch deutlich komplizierter werden.
Wir setzen S = B◦3 und B = B1. Dann ist ∂BS = B◦4 \B◦2 und S \∂BS = B◦2 . Sei
x ∈ ∂BS = B◦4 \B◦2 . Das Ereignis {B↔ x+B in Φ∩(S \∂BS)} tritt genau dann
ein, wenn es mindestens einen Punkt y ∈ Φ∩B2 gibt sodass (y+B)∩(x+B) 6= ∅
gilt. Denn es gilt B ∩ (y + B) 6= ∅ und somit stellt das Korn y + B bereits die
Verbindung zwischen B und x + B her. Es muss also y ∈ Φ ∩ B◦2 ∩ (x + B2)
gelten. Daraus ergibt sich
Pt[B↔ x+B in Φ ∩ (S \ ∂BS)] = Pt[Φ((x+B2) ∩B2) ≥ 1]
= 1− e−tVol((x+B2)∩B2)
und wegen (8.4) nach dem U¨bergang zu Polarkoordinaten
ϕt(B3) = tVol(B1)
∫ 4
2
rd−1(1− e−tVol((re1+B2)∩B2)) dr. (8.12)
Dieses Integral kann sehr gut numerisch ausgewertet werden und wir ko¨nnen
numerisch das t bestimmen, fu¨r das ϕt(B3) = 1 gilt. Dies ist wegen Theorem
8.2.1 eine untere Schranke an tc.
Wir werden in Kapitel 10 ein Verfahren von Hall auf beliebige Dimensionen
ausdehnen, welches noch bessere Schranken liefern wird. Dort werden wir
auch die Gu¨te dieser Schranken diskutieren.
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d Schranke via ϕt(B3) Penrose Schranke
2 0.135802. . . 0.0795774. . .
3 0.0433691. . . 0.0298415. . .
4 0.0167131. . . 0.0126651. . .
5 0.00734445. . . 0.00593678. . .
6 0.00357261. . . 0.00302358. . .
7 0.00188850. . . 0.00165352. . .
8 0.00107117. . . 0.000962435. . .
9 0.000645942. . . 0.000592123. . .
10 0.000411202. . . 0.000382941. . .
11 0.000274803. . . 0.000259158. . .
Tabelle 8.1.: Untere Schranken fu¨r die kritische Intensita¨t tc in Dimensionen 2
bis 11 mit B = B1.
Es sei erwa¨hnt, dass Penrose in [Pen96] nicht nur eine untere Schranke angibt,
sondern auch zeigt, dass diese asymptotisch exakt wird. A¨hnliche und teil-
weise noch deutlich pra¨zisere Entwicklungen der kritischen Perkolationswahr-
scheinlichkeit wurden mit Hilfe der sogenannten Lace-Expansion in diskreten
Modellen erreicht (siehe z.B. [vdHS06])
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Die zentrale Gro¨ße, die wir in diesem Kapitel untersuchen, ist die bereits in der
Einfu¨hrung genannte Pair-Connectedness-Funktion Pt : Rd × Rd → [0, 1], die
fu¨r x, y ∈ Rd und t ≥ 0 durch
Pt(x, y) := Pt[{x} ↔ {y} in Φ + δx + δy] = Pt[x+B↔ y +B in Φ] (9.1)
definiert ist. Aus der Stationarita¨t von Φ folgt sofort Pt(x, y) = Pt(0, y− x) und
wir schreiben daher Pt(x) := Pt(0, x). Es ist wegen Theorem 8.2.1 klar, dass
Pt(x) im subkritischen Bereich t < tc fu¨r ‖x‖2 → ∞ exponentiell fallen muss,
und das folgende Lemma verscha¨rft diese Aussage noch etwas.
9.0.1 Lemma
Fu¨r t < tc gibt es ein c(t) > 0, sodass
lim
r→∞−
1
r
log(Pt(re1)) = c(t)
gilt.
Beweis: Mit Hilfe der FKG-Ungleichung 8.1.1 ist leicht einzusehen, dass fu¨r
r1, r2 > 0
Pt[{0} ↔ {(r1 + r2)e1} in Φ]
≥ Pt[{0} ↔ {r1e1} in Φ, {r1e1} ↔ {(r1 + r2)e1} in Φ]
≥ Pt[{0} ↔ {r1e1} in Φ]Pt[{0} ↔ {r2e1} in Φ]
gilt. Demzufolge gilt fu¨r
f(r) := − log(Pt[{0} ↔ {re1} in Φ]), r ≥ 0
die Ungleichung
f(r1 + r2) ≤ f(r1) + f(r2)
und es folgt aus einer Verallgemeinerung von Feketes Lemma [Ham62], dass
der Limes
lim
r→∞
f(r)
r
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existiert. Es bleibt also die Wahrscheinlichkeit Pt[{0} ↔ {re1} in Φ] zuPt(0, re1)
in Beziehung zu setzen. Es gilt einerseits fu¨r x, y ∈ Rd
Pt[{x} ↔ {y} in Φ] ≤ Pt[x+B↔ y +B in Φ],
andererseits ist wegen der FKG-Ungleichung (8.1.1) und der Stationarita¨t von
Φ
Pt[{x} ↔ {y} in Φ] ≥ Pt[x+B↔ y +B in Φ, x+B ⊂ Φ +B, y +B ⊂ Φ +B]
≥ Pt[x+B↔ y +B in Φ]Pt[B ⊂ Φ +B]2.
Da B eine Kugel mit positivem Radius entha¨lt, ist Pt[B ⊂ Φ +B] > 0.
Da limr→∞ f(r)/r existiert, folgt mit Hilfe dieser beiden Abscha¨tzungen leicht
die Existenz von limr→∞− 1r log(Pt(re1)). Dass c(t) > 0 ist, ergibt sich aus
Pt(0, re1) ≤ θt(r − diam(B)) und Theorem 8.2.1.
Es sei daran erinnert, dass fu¨r zwei integrierbare Funktionen f, g : Rd → R die
Faltung f ∗ g via
(f ∗ g)(x) :=
∫
Rd
f(x− y)g(y) dy, x ∈ Rd
definiert ist. Es gelten die elementaren Spezialfa¨lle der Young’schen Unglei-
chung [Bog07, Theorem 3.9.2]
‖f ∗ g‖1 ≤ ‖f‖1‖g‖1, f, g ∈ L1, (9.2)
‖f ∗ g‖∞ ≤ ‖f‖1‖g‖∞, f ∈ L1, g ∈ L∞, (9.3)
weshalb die Definition insbesondere fu¨r f, g ∈ L1 bzw. f ∈ L1, g ∈ L∞ Sinn
macht. Mit L1 seien dabei die integrierbaren und mit L∞ die beschra¨nkten
Funktionen gemeint. Diese Ra¨umen seien mit den entsprechenden Normen
ausgestattet.
Wir wu¨rden das Verhalten von Pt gern besser verstehen. Die Ornstein-Zernike-
Gleichung
Pt = Qt + tPt ∗Qt, (9.4)
die Pt mit der sogenannten Direct-Connectedness-Funktion Qt : Rd → R in Ver-
bindung bringt, liefert dazu zwei mo¨gliche Ansa¨tze. Der erste Ansatz besteht
darin, eine weitere Beziehung zwischen Pt und Qt herzustellen und dann das
resultierende Gleichungssystem nach Pt aufzulo¨sen. Dieser Ansatz wurde in
der Physik in vielfa¨ltiger Weise verfolgt. In der Regel ist die zweite Gleichung
eine Na¨herung, wodurch auch das gefundene Pt eine Na¨herung darstellt (siehe
z.B. [PA87], [Bax70]).
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Der zweite Ansatz ist, zu zeigen, dass Qt(x) mit betragsma¨ßig gro¨ßer werden-
dem x ebenfalls exponentiell in ‖x‖2 fa¨llt, wobei jedoch die Konstante im Ex-
ponenten gro¨ßer ist (d.h. der Abfall ist schneller). Daraus kann mit Hilfe von
funktionentheoretischen Argumenten geschlossen werden, dass Pt(x) von der
Form c1(t)/‖x‖(d−1)/22 e−c2(t)‖x‖2(1 + o(1)) ist [CCC91].
Wir wollen daher grundlegende Fragen der Lo¨sbarkeit der Ornstein-Zernike-
Gleichung und der Eigenschaften dieser Lo¨sung stellen und beantworten.
9.1. Lo¨sbarkeit der Ornstein-Zernike Gleichung
Die Lo¨sbarkeit ko¨nnen wir in einem sehr allgemeinen Rahmen zeigen, der
deutlich u¨ber den Rahmen des Boole’schen Modells hinausgeht. Dazu ist es
notwendig, die Stationarita¨t von Punktprozessen auf andere Art und Weise
einzufu¨hren. Wir nutzen in diesem Abschnitt (und nur in diesem) folgende
Definitionen und Begriffe:
Der Grundraum (Ω,F,P) sei mit einem messbaren Fluss θ = (θx)x∈Rd ausge-
stattet. Dies ist eine Familie von Abbildungen θx : Ω → Ω, fu¨r die (ω, x) 7→
θx(ω) messbar ist. Weiter fordern wir, dass θ0 die Identita¨t ist und dass θx ◦θy =
θx+y gilt. Wir ko¨nnen uns weiterhin θx als Verschiebung um x vorstellen, je-
doch ist diese Verschiebung jetzt so angelegt, dass sie auf ganz Ω wirkt. Wir
setzen voraus, dass
P ◦ θx = P, x ∈ R
gilt. In diesem Sinne nennen wir einen einfachen Punktprozess η auf Rd stati-
ona¨r, wenn
η(ω,A+ x) = η(θx(ω), A), ω ∈ Ω, x ∈ Rd, A ∈ B(Rd)
erfu¨llt ist. Dies ist konsistent mit der Definition von Stationarita¨t aus Abschnitt
2.2. Die Intensita¨t von η bezeichnen wir mit γη .
Wir mo¨chten auch die Clusterbildung so allgemein wie mo¨glich halten. Dazu
sei pi : Ω × Rd → Rd eine messbare translationskovariante Funktion, d.h. es
gilt
pi(θy(ω), x− y) = pi(ω, x)− y, ω ∈ Ω, x, y ∈ Rd. (9.5)
Die Funktion pi kodiert die Art und Weise, wie Cluster gebildet werden, indem
sie jedem Punkt des Punktprozesses ein Clusterzentrum zuordnet. Im Fall des
Boole’schen Modells wu¨rden z.B. alle Punkte eines Clusters durch pi auf den
lexikographisch kleinsten Punkt des Clusters abgebildet. Dadurch ergibt sich
der Punktprozess der Clusterzentren von η
ζ(ω) := {pi(ω, x) | x ∈ η(ω)}
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und der Cluster eines Punktes x ∈ η
C(x) := C(ω, x) := {y ∈ η | pi(η(ω), x) = pi(η(ω), y)}.
Aus der Translationskovarianz von η folgt, dass ζ ebenfalls stationa¨r ist. Die
Intensita¨t von ζ nennen wir γζ . Umgekehrt weisen wir jedem Clusterzentrum
z ∈ ζ seinen Cluster
C ′(z) := C ′(ω, z) := {x ∈ η | pi(η(ω), x) = z}
zu und erhalten dadurch eine Familie disjunkter Cluster, fu¨r die
η =
⋃
z∈ζ
C(z) (9.6)
gilt. Wegen der Translationskovarianz von pi gilt fu¨r x ∈ η
C(θy(ω), x) = C(ω, x+ y)− y, ω ∈ Ω, y ∈ Rd (9.7)
und fu¨r z ∈ ζ
C ′(θy(ω), z) = C ′(ω, z + y)− y, ω ∈ Ω, y ∈ Rd. (9.8)
Wir werden nun einen kleinen Teil der Theorie Palm’scher Verteilungen einfu¨h-
ren, den wir nur in diesem Abschnitt beno¨tigen werden. Einen sehr guten U¨ber-
blick u¨ber die Theorie liefert Kapitel 3 in [Las10], das Buch von Daley und Vere-
Jones [DVJ03], [DVJ07] oder auch [SW08]. Wir erinnern daran, dass wir das
Palmsche Maß P0η von η via
P0η[A] := γ−1η
∫ ∑
x∈η(ω)∩[0,1]d
1{θxω ∈ A} P(dω)
eingefu¨hrt hatten. Dies kann interpretiert werden als die Verteilung von η, be-
dingt darauf, dass η einen Punkt im Ursprung besitzt. Dieser Punkt im Ur-
sprung kann auch als ein typischer Punkt von η angesehen werden.
Das Palm’sche Maß von η erfu¨llt das verfeinerte Campbell-Theorem∫ ∑
x∈η(ω)
f(θx(ω), x) P(dω) = γη
∫ ∫
Rd
f(ω, x) dx P0η(dω)
fu¨r jedes messbare f : Ω × x → [0,∞). Dies kann, die u¨blichen Konventionen
nutzend, auch als
E
[∑
x∈η
f(θx, x)
]
= γηE0η
[∫
Rd
f(θ0, x) dx
]
geschrieben werden. Mit Hilfe der Neveu’schen Austauschformel lassen sich zwei
Palm’sche Verteilungen zueinander in Beziehung setzen.
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9.1.1 Proposition (Neveu’sche Austauschformel)
Es seien η und η′ zwei stationa¨re Punktprozesse in Rd mit Intensita¨ten γη, γη′ ∈
(0,∞). Ist f : Ω× Rd → [0,∞) messbar, so gilt
γηE0η
∑
x∈η′
f(θ0, x)
 = γη′E0η′
[∑
x∈η
f(θx,−x)
]
.
Dies gilt auch fu¨r f : Ω× Rd → R, falls E0η′ [
∑
x∈η |f(θx,−x)|] <∞ erfu¨llt ist.
Dies erlaubt uns auch eine Beziehung zwischen Funktionalen des typischen
Clusters und des Clusters des typische Punkts herzustellen.
9.1.2 Korollar
Fu¨r jede messbare Funktion f : N(Rd)→ [0,∞) gilt
γηE0η[f(C(0)− pi(0))] = γζE0ζ [|C ′(0)|f(C ′(0))].
Beweis: Aus der Neveu’schen Austauschformel und der Translationskovarianz
(9.5), (9.7), (9.8) folgt
γζE0ζ [|C ′(0)|f(C ′(0))] = γζ E0ζ
[∑
x∈η
f(C ′(0))1{pi(x) = 0}
]
= γη E0η
∑
z∈ζ
f(C ′(θz, 0))1{pi(θz,−z) = 0}

= γη E0η
∑
z∈ζ
f(C ′(z)− z)1{pi(0) = z}

= γηE0η[f(C(0)− pi(0))].
Da wir die Pair-Connectedness-Funktion betrachten mo¨chten, beno¨tigen wir
außerdem die bivariaten Palm’schen Verteilungen. Die Grundvoraussetzung
dafu¨r ist, dass das zweite Momentenmaß Λ(2) von η
Λ(2)(A) := E
 ∑
x,y∈η,x6=y
1A(x, y)
 , A ∈ B(Rd × Rd)
absolut stetig bezu¨glich des Lebesgue-Maßes ist. Das heißt wegen der Statio-
narita¨t von η, dass es eine messbare Funktion ρ : Rd → R geben muss, fu¨r
die
Λ(2)(d(x, y)) = γ2ηρ(y − x)dx dy
123
9. Die Ornstein-Zernike Gleichung
gilt. Die Zwei-Punkt-Palm-Verteilung von η ist dann eine Familie {Px,yη | x, y ∈
Rd} von Wahrscheinlichkeitsmaßen auf (Ω,F), sodass (x, y) 7→ Px,yη [A] fu¨r alle
A ∈ F messbar ist und
E
 ∑
x,y∈η,x6=y
f(θ0, x, y)
 = γ2η ∫∫ Ex,yη [f(θ0, x, y)]ρ(y − x) dx dy (9.9)
fu¨r jedes messbare f : Ω × Rd × Rd → [0,∞) gilt. Dabei sei E(x,y)η der Erwar-
tungswert bzgl. Px,yη . Unter der Annahme, dass (Ω,F) ein Borel-Raum ist, kann
mittels Desintegration gezeigt werden, dass es eine Familie {P0,xη | x ∈ Rd} von
Wahrscheinlichkeitsmaßen auf (Ω,F) gibt, sodass
E0η
[∑
x∈η
f(θ0, x)
]
= E0η[f(θ0, 0)] + γη
∫
Rd
E0,xη [f(θ0, x)]ρ(x) dx (9.10)
fu¨r alle messbaren f : Ω× Rd → [0,∞) gilt. Dies la¨sst sich mit Standardmetho-
den auf messbare und integrierbare f : Ω × Rd → C ausdehnen (integrierbar
meint in diesem Fall, dass die Erwartungswerte bzw. Integrale in (9.10) u¨ber |f |
endlich sind). Es ist leicht nachzurechnen, dass dann
Px,yη [A] := P0,y−xη [θxA], x, y ∈ Rd, A ∈ F (9.11)
die Gleichung (9.9) erfu¨llt. Es kann, a¨hnlich wie bei der Palm’schen Verteilung,
die Verteilung Px,yη interpretiert werden, als Verteilung von η bedingt darauf,
dass η jeweils einen Punkt bei x und y besitzt. Demzufolge ist z.B. Px,yη [x, y ∈
η] = 1.
Wir sind jetzt in der Lage, die Pair-Connectedness-Funktion P (x, y) in der ver-
allgemeinerten Variante des Modells als
P (x, y) := ρ(x− y)Px,yη [x ∈ C(y)]
einzufu¨hren. Wegen (9.7) und (9.11) gilt dann
P (x, y) = P (y − x), x, y ∈ Rd.
Wir setzen also wieder P (x) := P (0, x) und erhalten durch die Wahl von f(x) =
1{x ∈ C(0)}mit Hilfe von (9.10) die Gleichung
E0η[|C(0)|] = 1 + γη
∫
Rd
P (x) dx. (9.12)
Daraus leitet sich ab, dass P genau dann integrierbar ist, wenn die erwartete
Clustergro¨ße des typischen Punktes endlich ist. Dies ist dann auch die einzige
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wesentlich Voraussetzung fu¨r die Lo¨sbarkeit der Ornstein-Zernike-Gleichung.
Wir meinen mit xy das euklidische Skalarprodukt, falls x, y ∈ Rd und definie-
ren fu¨r eine Funktion f ∈ L1 die Fouriertransformierte
fˆ(w) :=
∫
Rd
f(x)eiwx dx, w ∈ Rd.
Die im Folgenden benutzten Aussagen zur Fouriertransformation und Lo¨sbar-
keit von Integralgleichungen (insbesondere der Satz von Wiener) finden sich
zusammen mit einer guten Einfu¨hrung in die Thematik in [Jo¨70].
9.1.3 Theorem
Sei η ein stationa¨rer Punktprozess mit E0η[|C(0)|] < ∞, dessen zweites faktorielles
Momentenmaß absolut stetig zum Lebesgue-Maß ist. Es existiert genau dann ein Q ∈
L1 ∩ L∞ mit
P = Q+ γηQ ∗ P,
wenn
P0ζ
 ∑
x∈C′(0)
eiwx 6= 0
 > 0, w ∈ Rd
gilt.
Beweis: Um den Satz von Wiener [Jo¨70, Satz 13.2] anwenden zu ko¨nnen mu¨ssen
wir zeigen, dass 1 + γηPˆ stets positiv ist. Wegen der Integrabilita¨t von |C(0)|
ko¨nnen wir (9.10) anwenden und erhalten mit (9.6), dass
γη + γ
2
ηPˆ (w) = γη + γ
2
η
∫
Rd
P0,x[x ∈ C(0)]eiwxρ(x) dx
= γηE0η
[∑
x∈η
1{x ∈ C(0)}eiwx
]
= γηE0η
∑
z∈ζ
∑
x∈η
1{x ∈ C(0)}eiwx1{pi(x) = z}

gilt. Unter Verwendung der Neveu’schen Austauschformel 9.1.1 und der Trans-
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lationskovarianzen (9.5), (9.7) erhalten wir
γη + γ
2
ηPˆ (w)
= γζE0ζ
∑
y∈η
∑
x∈η◦θy
1{x ∈ C(θy, 0)}eiwx1{pi(θy, x) = −y}

= γζE0ζ
[∑
y∈η
∑
x∈η
1{x− y ∈ C(θy, 0)}eiw(x−y)1{pi(θy, x− y) = −y}
]
= γζE0ζ
[∑
y∈η
∑
x∈η
1{x ∈ C(y)}eiw(x−y)1{pi(x) = 0}
]
.
Ist 0 ∈ ζ, so gilt pi(x) = 0 und x ∈ C(y) genau dann, wenn x, y ∈ C ′(0) ist.
Daraus folgt
γη + γ
2
ηPˆ (w) = γζE0ζ
[∑
y∈η
∑
x∈η
1{x ∈ C ′(0)}eiwx1{y ∈ C ′(0)}e−iwy
]
= γζE0ζ
[∣∣∣∣ ∑
x∈C′(0)
eiwx
∣∣∣∣2
] (9.13)
unter Verwendung des Satzes von Fubini. Das Korollar 9.1.2 impliziert, dass
γζE0ζ [|C ′(0)|2] = γηE0η[|C(0)|] <∞
gilt. Damit ist klar, dass die Anwendungen der Neveu’sche Austauschformel
und des Satzes von Fubini gerechtfertigt waren.
Wenden wir uns nun dem eigentlichen Beweis zu. Existiert eine Lo¨sung Q ∈
L1 ∩ L∞ der Ornstein-Zernike-Gleichung, so liefert die Bildung der Fourier-
transformierten, dass
Pˆ = Qˆ+ γηQˆPˆ (9.14)
gilt. Angenommen fu¨r ein w ∈ Rd gilt
P0ζ
 ∑
x∈C′(0)
eiwx 6= 0
 = 0,
so ist nach (9.13) auch 1 + γηPˆ (w) = 0 und wegen (9.14) auch Pˆ (w) = 0. Dies
ist ein Widerspruch.
Fu¨r die Ru¨ckrichtung sei daran erinnert, dass dieL1 Funktionen zusammen mit
der punktweisen Addition und der Faltung eine Algebra bilden. Diese Algebra
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hat zuna¨chst kein 1-Element, was durch das Hinzufu¨gen der Delta-Distribution
δ behoben wird. Wir bezeichnen mitM1 die Faltungsalgebra mit 1-Element, die
alle Funktionen der Form rδ + f mit r ∈ R und f ∈ L1 entha¨lt. Die Ornstein-
Zernike-Gleichung ko¨nnen wir in diesem Sinne in
P = Q ∗ (δ + γηP )
umformulieren. Es folgt aus der Voraussetzung und (9.13), dass die Fourier-
transformierte ̂δ0 + γηP = 1 + γηPˆ stets gro¨ßer als 0 ist. Der Satz von Wiener
[Jo¨70, Satz 13.2] besagt, dass zu δ + γηP in diesem Fall ein Inverses in M1 exis-
tiert, das die Form δ + f mit
fˆ =
−γηPˆ
1 + γηPˆ
hat. Dies zeigt, dass Q ∈ L1 mit
Qˆ :=
Pˆ
1 + γηPˆ
die Ornstein-Zernike-Gleichung lo¨st. Damit folgt aus (9.3)
‖Q‖∞ = ‖P − γηQ ∗ P‖∞ ≤ ‖P‖∞ + γη‖Q‖1‖P‖∞ <∞,
da P (x) ≤ 1 fu¨r x ∈ Rd.
9.2. Analytizita¨t der Clusterfunktionale und der
Direct-Connectedness
Wir beschra¨nken uns von nun an wieder auf den Fall des Boole’schen Mo-
dells mit Intensita¨t t und Korn B, wie wir ihn zu Beginn dieses Kapitels ein-
gefu¨hrt hatten. Wir zeigen, dass der Erwartungswert von Funktionalen des
Clusters des typischen Punktes unter sehr schwachen Voraussetzungen reell
analytisch im Bereich [0, tc) sind. Dies wird insbesondere zeigen, dass die Pair-
Connectedness-Funktion Pt(x) fu¨r festes x ∈ Rd und die erwartete Cluster-
gro¨ße χt analytisch in t ∈ [0, tc) sind. Daraus werden wir schließen, dass auch
die Lo¨sung Qt der Ornstein-Zernike-Gleichung analytisch in t ∈ [0, tc) ist.
Es sei im Folgenden stets f : N(Rd) → R eine messbare Abbildung, die lang-
samer als exponential wa¨chst. Das heißt, fu¨r jedes ε > 0 gibt es ein n0 ∈ N
mit
|f(ϕ)| ≤ eεmax{|ϕ|,n0}, ϕ ∈ N(Rd). (9.15)
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Dies beinhaltet insbesondere die Gro¨ße des Nullclusters und Potenzen davon,
sowie den Indikator 1{x↔ y in ϕ}.
Um die Lesbarkeit zu verbessern, schreiben wir in diesem Abschnitt C(x, η)
anstelle von C(x,Gη) fu¨r η ∈ N(Rd) und x ∈ η.
9.2.1 Theorem
Die Abbildung t 7→ Et[f(C(0,Φ + δ0))] ist auf [0, tc) analytisch. Die Reihenentwick-
lung in einer Umgebung eines Punktes t0 ∈ [0, tc) ist wie in (8.1) durch
Et0+t[g(Φ)] = Et0 [g(Φ)] +
∞∑
n=1
tn
n!
∫
(Rd)n
Et0 [Dnx1,...,xng(Φ)] d(x1, . . . , xn)
mit
g(Φ) := f(C(0,Φ + δ0))
gegeben.
Zum Beweis approximieren wir Φ durch den, auf ein beschra¨nktes Beobach-
tungsfenster W ∈ B(Rd) eingeschra¨nkten, Poisson-Prozess ΦW := Φ ∩W . Wir
definieren
H(t) := Et[f(C(0,Φ + δ0))]
und
HW (t) := Et[f(C(0,ΦW + δ0))].
Dann gilt nach (8.1)
HW (t) = Et0 [f(C(0,ΦW + δ0))] +
∞∑
n=1
(t− t0)nhn(t0,W ), t0 ∈ [0, tc)
mit
hn(t0,W ) := (9.16)
1
n!
∫
Wn
Et0
[ ∑
J⊂[n]
(−1)n−|J|f
(
C
(
0,ΦW + δ0 +
∑
j∈J
δxj
))]
d(x1, . . . , xn).
(9.17)
Wir werden zuna¨chst eine integralgeometrische Ungleichung zeigen, die fu¨r
sich genommen bereits interessant ist, und diese nutzen um Schranken fu¨r die
Koeffizienten hn(t0,W ) herzuleiten.
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9.2.2 Lemma
Fu¨r alle n ∈ N gilt∫
(Rd)n
1
{
B ∪
n⋃
i=1
(B+ xi) ist zusammenha¨ngend
}
d(x1, . . . , xn)
≤ n!en+1 Vol(B−B)n.
Beweis: Wir partitionieren denRd mit halboffenen Wu¨rfeln der Seitenla¨ngem−1
und Mittelpunkten in m−1Zd, m ∈ N. Wir nutzen m−1Zd als Knoten eines Gra-
phen Gm, wobei wir zwei Punkte u, v ∈ m−1Zd verbinden, wenn es yu, yv ∈
[0,m−1)d gibt, sodass (B+u+yu)∩(B+v+yv) 6= ∅ gilt. In Gm besitzt demnach je-
der Knotenmd Vol(B−B)(1+O(m−1)) Nachbarn. Mit dieser Konstruktion kor-
respondiert ein Menge {0, x1, . . . , xn}, fu¨r die der Integrand nicht verschwin-
det, entweder zu einem Graphentier α ∈ An+1(Gm) der Gro¨ße n+ 1 in Gm oder
zwei der Punkte liegen im selben halboffenen Wu¨rfel. Mit ”{0, x1, . . . , xn} kor-respondiert zu α“ meinen wir, dass es fu¨r jedes v ∈ α genau ein Element aus
{0, x1, . . . , xn} gibt, das im gleichen halboffenen Wu¨rfel der Seitenla¨nge m−1
liegt.
Um den zweiten Fall abzuscha¨tzen, genu¨gt es einzusehen, dass der Integrand
in jedem Fall verschwindet, wenn einer der Punkte nicht inM := B2(n+1) diam(B)
liegt, da die Knoten dann nicht mehr alle in einem Cluster liegen ko¨nnen. Mit
diesen U¨berlegungen ergibt sich
I :=
∫
(Rd)n
1
{
B ∪
n⋃
i=1
(B+ xi) ist zusammenha¨ngend
}
d(x1, . . . , xn)
≤
∫
(Rd)n
∑
α∈An+1(Gm)
1{{0, x1, . . . , xn} korrespondiert zu α} d(x1, . . . , xn)
+
∫
Mn
1{aus {0, x1, . . . , xn} sind zwei im selben Wu¨rfel}d(x1, . . . , xn).
Es ist leicht nachzurechnen, dass das zweite Integral gegen null konvergiert fu¨r
m → ∞. Das Integral u¨ber 1{{0, x1, . . . , xn} korrespondiert zu α} ha¨ngt nicht
von α ab und nimmt den Wert n!m−dn an, da n Punkte in n verschiedenen
Wu¨rfeln liegen, die jeweils das Volumen m−d haben. Mit Hilfe von Lemma
2.4.1 ergibt sich
I ≤ n!m−dnen+1(md Vol(B−B)(1 +O(m−1)) + 1)n + o(1)
m→∞−→ n!en+1 Vol(B−B)n.
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Die Untersuchung der Analytizita¨t vonH unterscheidet sich qualitativ, je nach-
dem ob t0 = 0 ist oder nicht. Fu¨r t0 = 0 kann auch die Voraussetzung aus (9.15)
abgeschwa¨cht werden. Es genu¨gt in diesem Fall, dass f ho¨chstens exponentiell
wa¨chst, wie wir im folgenden Lemma zeigen.
9.2.3 Lemma
Ist fu¨r ein cf ∈ R und n ∈ N
|f(ϕ)| ≤ c|ϕ|f , ϕ ∈ N(Rd), |ϕ| ≤ n+ 1, (9.18)
so gilt
|hn(0,W )| ≤ ecf ((1 + cf )eVol(B−B))n.
Beweis: Wenn t0 = 0 gilt, ist ΦW fast sicher das Nullmaß unter Pt0 . Wir u¨berle-
gen uns zuna¨chst, dass der Integrand in (9.16) gleich null ist, wenn nicht al-
le Punkte {0, x1, . . . , xn} in einem Cluster liegen. Angenommen diese Punkte
wu¨rden zwei oder mehr Cluster bilden und fu¨r i ∈ [n] wa¨re xi nicht im Cluster
des Ursprungs. Dann gilt fu¨r J ⊂ ([n] \ {i})
(−1)n−|J|f
(
C
(
0, δ0 +
∑
j∈J
δxj
))
+(−1)n−|J∪{i}|f
(
C
(
0, δ0 +δxi +
∑
j∈J
δxj
))
= 0,
da der Cluster des Ursprungs in beiden Summanden der gleiche ist. Daraus
folgt nach Lemma 9.2.2, nach Voraussetzung und mit Hilfe der binomischen
Formel
|hn(0,W )| ≤ 1
n!
∫
Wn
1
{
B ∪
n⋃
i=1
(B+ xi) ist zusammenha¨ngend
}
×
∑
J⊂[n]
∣∣∣f(C(0, δ0 +∑
j∈J
δxj
))∣∣∣ d(x1, . . . , xn)
≤ 1
n!
∑
J⊂[n]
c
|J|+1
f
∫
Wn
1
{
B ∪
n⋃
i=1
(B+ xi) ist zsmh.
}
d(x1, . . . , xn)
≤ 1
n!
cf (1 + cf )
nn!en+1 Vol(B−B)n
= ecf
(
(1 + cf )eVol(B−B)
)n
.
Wir hatten in Theorem 8.1.5 gezeigt, dass die Anzahl der Punkte des Clusters
des typischen Punktes ein Tailverhalten der Art e−cV (t)x hat, wobei cV (t) > 0
fu¨r t < tc war. Dies beno¨tigen wir, um die Schranken an hn(t,W ) im Interval
(0, tc) nachzuweisen.
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9.2.4 Lemma
Sei 0 < t0 < t1 < tc und t ∈ [t0, t1]. Ist f wie in (9.15), so gibt es ein c(t0, t1) ∈ N,
sodass fu¨r alle n > c(t0, t1)
|hn(t,W )| ≤ 1
1− e− cV (t1)4
(
2e−
cV (t1)
4
t0(1− e−
cV (t1)
4 )
)n
gilt.
Beweis: Mit derselben Argumentation wie in Lemma 9.2.3 sehen wir ein, dass
der Integrand in (9.16) verschwindet, wenn nicht alle Punkte x1, . . . , xn mit 0
verbunden sind. Daraus folgt
|hn(t,W )| ≤ 1
n!
∫
Wn
Et
[
1
{
∀i ∈ [n] : B↔ B+ xi in ΦW + δ0 +
∑
i∈[n]
δxi
}
×
∑
J⊂[n]
∣∣∣f(C(0,ΦW + δ0 +∑
j∈J
δxj
))∣∣∣]d(x1, . . . , xn).
Wir wenden Ungleichung (9.15) mit ε = cV (t1)/4 (vgl. Theorem 8.1.5) an und
erhalten ein n0 ∈ N, sodass∑
J⊂[n]
∣∣∣f(C(0,ΦW + δ0 +∑
j∈J
δxj
))∣∣∣
≤
∑
J⊂[n]
exp
cV (t1)
4
max
n0, ∣∣∣C(0,ΦW + δ0 +∑
j∈J
δxj
)∣∣∣


≤ 2n exp
(
cV (t1)
4
max
{
n0,
∣∣∣C(0,ΦW + δ0 + ∑
j∈[n]
δxj
)∣∣∣})
gilt. Dies nutzen wir zusammen mit der Mecke-Gleichung 8.1.4, um
|hn(t,W )| ≤ 2
n
n!tn
Et
[ ∑
(x1,...,xn)∈Φn6=
1
{
∀i ∈ [n] : B↔ B+ xi in ΦW + δ0
}
× exp
(
cV (t1)
4
max{n0, |C(0,ΦW + δ0)|}
)]
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einzusehen. Wir unterscheiden nach der Gro¨ße des Nullclusters und erhalten
|hn(t,W )| ≤ 2
n
n!tn
∞∑
k=1
exp
(
cV (t1)
4
max{n0, k}
)
Et
[
1{|C(0,ΦW + δ0)| = k}
×
∑
(x1,...,xn)∈Φn6=
1
{
∀i ∈ [n] : B↔ B+ xi in ΦW + δ0
}]
=
2n
n!tn0
∞∑
k=1
e
cV (t1)
4 max{n0,k}k · . . . · (k − n+ 1)
× Pt[|C(0,ΦW + δ0)| = k].
(9.19)
Wegen Theorem 8.1.5 und der Monotonie in t gibt es ein n1 ∈ N sodass
Pt[|C(0,Φ + δ0)| = k] ≤ Pt1 [|C(0,Φ + δ0)| ≥ k] ≤ e−cV (t1)k/2
fu¨r alle k > n1 gilt. Da die ersten n Summanden in (9.19) verschwinden, erhal-
ten wir fu¨r alle n > max{n0, n1}
|hn(t0,W )| ≤ 2
n
n!tn0
∞∑
k=n
e−
cV (t1)
4 kk · . . . · (k − n+ 1)
=
2n
n!tn0
n!
1− e− cV (t1)4
(
e−
cV (t1)
4
1− e− cV (t1)4
)n
=
1
1− e− cV (t1)4
(
2e−
cV (t1)
4
t0(1− e−
cV (t1)
4 )
)n
.
Die zweite Gleichung folgt dabei aus der bekannten Formel fu¨r das faktorielle
Moment der geometrischen Verteilung.
Beweis von Theorem 9.2.1: Wie im Beweis von Lemma 9.2.4 gibt es fu¨r t ∈ [t0, t1] ⊂
[0, tc) ein n0 ∈ N, sodass
Pt1 [|C(0,Φ + δ0)| = n] ≤ exp(− 12cV (t1)n), n > n0
und
|f(ϕ)| ≤ exp( 14cV (t1) max{|ϕ|, n0}), ϕ ∈ N(Rd)
gilt. Wir finden via
|f(C(0,ΦW + δ0))| ≤ exp( 14cV (t1) max{n0, |C(0,ΦW + δ0)|})
≤ exp( 14cV (t1) max{n0, |C(0,Φ + δ0)|})
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ein Majorante von f(C(0,ΦW + δ0)), die wegen
Et[exp( 14cV (t1) max{n0, |C(0,Φ + δ0)|})]
≤ Et1 [exp( 14cV (t1) max{n0, |C(0,Φ + δ0)|})]
≤ exp( 14cV (t1)n0) +
∞∑
k=n0+1
exp( 14cV (t1)k) exp(− 12cV (t1)k)
<∞
integrierbar ist. Da der Nullcluster fast sicher endlich ist, konvergiert der Wert
von f(C(0,ΦBn +δ0)) fu¨r n→∞ fast sicher gegen f(C(0,Φ+δ0)). Daher gilt
H(t) = Et[f(C(0,Φ + δ0))] = lim
n→∞Et[f(C(0,ΦBn + δ0))] = limn→∞HBn(t).
Wegen Lemma 9.2.3, Lemma 9.2.4 und majorisierter Konvergenz la¨sst sich eine
Umgebung U von t finden, sodass fu¨r s ∈ U
lim
n→∞HBn(s) = limn→∞HBn(t) +
∞∑
k=1
(s− t)k lim
n→∞hk(t, Bn)
gilt. Die Beweise von Lemma 9.2.3 und Lemma 9.2.4 zeigen, dass
lim
n→∞hk(t, Bn)
=
1
n!
∫
Rd
Et
 ∑
J⊂[n]
(−1)n−|J|f
(
C
(
0,Φ + δ0 +
∑
j∈J
δxj
)) d(x1, . . . , xn)
gilt und die Behauptung folgt.
Wir bemerken, dass fu¨r Funktionale, die exponentiell mit der Clustergro¨ße
wachsen, durch Lemma 9.2.3 wenigstens die Analytizita¨t um 0 sichergestellt
ist. Es ist daraus ebenfalls ablesbar, dass der Konvergenzradius der Entwick-
lung bei 0 eines Funktionals, das schneller als exponentiell fa¨llt, gro¨ßer oder
gleich (2eVol(B − B))−1 ist. Theorem 9.2.1 zeigt insbesondere, dass die Pair-
Connectedness-Funktion und die erwartete Clustergro¨ße im subkritischen Be-
reich analytisch sind. Daher gibt es fu¨r jedes t0 ∈ [0, tc) eine Umgebung U(t0)
mit
Pt(x, y) =
∞∑
n=0
(t− t0)npn(x, y; t0), t ∈ U(t0), x, y ∈ Rd,
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wobei p0(x, y; t0) = Pt0(x, y) und
pn(x, y; t0)
=
1
n!
∫
Et0
[ ∑
J⊂[n]
(−1)n−|J|1
{
B+ x↔ B+ y in Φ +
∑
j∈J
δxj
}]
d(x1, . . . , xn)
(9.20)
fu¨r n ∈ N gilt. Wie schon bei Pt schreiben wir auch bei den Koeffizienten
verku¨rzend pn(x; t0) := pn(0, x; t0) und fassen die Integrabilita¨tseigenschaften
in folgendem Korollar zusammen.
9.2.5 Korollar
Es gilt fu¨r n ∈ N0
‖pn(·; 0)‖∞ ≤ e(2eVol(B−B))n, (9.21)
‖pn(·; 0)‖1 ≤ (n+ 1)e
2
(2eVol(B−B))n+1. (9.22)
Fu¨r 0 < t0 < t1 < tc gibt es Konstanten c1, c2 ∈ R, sodass fu¨r t ∈ [t0, t1]
‖pn(·; t)‖∞ ≤ c1cn2 , (9.23)
‖pn(·; t)‖1 ≤ n+ 1
2
c1c
n+1
2 (9.24)
gilt. Insbesondere gibt es fu¨r t0 ∈ [0, tc) eine Umgebung U(t0), sodass
Pt(·) =
∞∑
n=0
(t− t0)npn(·; t0), t ∈ U(t0) (9.25)
ist, wobei die Konvergenz im L1 und im L∞ Sinne vorliegt.
Beweis: Wir haben in den Beweisen von Lemma 9.2.3 und Lemma 9.2.4 gese-
hen, dass die dort angegebenen Schranken lediglich von den Konstanten in
den Wachstumsschranken (9.18) und (9.18) an das Funktional abha¨ngen. Da-
her ko¨nnen wir die Supremumsnorm von pn(x; t0) genauso abscha¨tzen wie
pn(x; t0). Mit den Argumenten des Beweises von Lemma 9.2.3 erhalten wir au-
ßerdem∫
Rd
|pn(x; 0)| dx
≤ 2
n
n!
∫
(Rd)n+1
1
{
B ∪
n+1⋃
i=1
(B+ xi) ist zusammenha¨ngend
}
d(x1, . . . , xn+1)
≤ (n+ 1)e
2
(2eVol(B−B))n+1.
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Eine a¨hnliche Abscha¨tzung ko¨nnen wir fu¨r ‖pn(·; t)‖∞ und ‖pn(·; t)‖1 im Fall
t ∈ [t0, t1] vornehmen.
Korollar 9.2.5 ero¨ffnet uns die Mo¨glichkeit, auch die nach Theorem 9.1.3 existie-
rende Lo¨sung Qt der Ornstein-Zernike-Gleichung auf Analytizita¨t hin zu un-
tersuchen. Wir werden dabei in zwei Schritten zuerst die Analytizita¨t um 0 und
danach die Analytizita¨t um andere Punkte des subkritischen Bereichs zeigen.
Die Methoden liefern dabei auch Rekursionsformeln zur Bestimmung der Ko-
effizienten der Entwicklung vonQt, die wir im kommenden Abschnitt genauer
untersuchen werden.
Wir schreiben im Folgenden f∗n fu¨r die Faltungspotenz, die rekursiv via f∗0 :=
δ und f∗n := f∗(n−1) ∗f , n ∈ N definiert ist (δ bezeichnet das 1-Element der Fal-
tungsalgebra vgl. Abschnitt 9.1). Analog zum Summen- bzw. Produktzeichen
nutzen wir ∗, zum Beispiel in der Form ∗kn=1f = f∗k.
9.2.6 Proposition
Fu¨r alle t ≥ 0 mit Et[|C(0,Φ + δ0)|] < 2 gilt
Qt =
∞∑
n=0
(−t)nP ∗(n+1)t (9.26)
in L1 und L∞. Außerdem gibt es fu¨r jedes t0 ∈ [0, tc) eine Umgebung U(t0) von t0,
sodass
Qt(·) =
∞∑
n=0
(t− t0)nqn(·; t0), t ∈ U(t0) (9.27)
gilt. Die Konvergenz liegt dabei in L1 und L∞ vor. Die Koeffizienten ko¨nnen rekursiv
durch die lo¨sbaren Gleichungen
q0(·; t0) = p0(·; t0)− t0p0(·; t0)q0(·; t0), (9.28)
und
qn(·; t0) + t0qn(·; t0) ∗ p0(·; t0)
= pn(·; t0)−
n∑
k=1
qn−k(·; t0) ∗ (pk−1(·; t0) + t0pk(·; t0))
(9.29)
bestimmt werden.
Beweis: Aus Et[|C(0,Φ + δ0)|] < 2 und Gleichung (9.12) folgt t‖Pt‖1 < 1. Mit
Hilfe von (9.3) und (9.2) erhalten wir
‖P ∗k+1t ‖∞ ≤ ‖Pt‖k1‖Pt‖∞, k ∈ N
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sowie
‖P ∗k+1t ‖1 ≤ ‖Pt‖k+11 , k ∈ N.
Es folgt wegen der Vollsta¨ndigkeit von L1 bzw. L∞ mit dem Cauchykriteri-
um die Konvergenz in L1 und L∞ der Darstellung (9.26). Dass die Ornstein-
Zernike-Gleichung gelo¨st wird, folgt aus
Qt + tQt ∗ Pt =
∞∑
n=0
(−t)nP ∗n+1t −
∞∑
n=0
(−t)n+1P ∗n+2t = Pt.
Um den zweiten Teil der Behauptung zu zeigen, werden wir zuna¨chst zeigen,
dass (9.28) und (9.29) nach q0(·; t0) bzw. qn(·; t0) aufgelo¨st werden ko¨nnen. Wir
zeigen weiter, dass die Reihe
Q˜t(·) :=
∞∑
n=0
(t− t0)nqn(·; t0), t ∈ U(t0)
in einer Umgebung von t0 in L1 und L∞ konvergiert und die Ornstein-Zernike
Gleichung (9.4) lo¨st.
Wir erinnern daran (vgl. Beweis von Theorem 9.1.3 und [Jo¨70, Kapitel 13]), dass
M1 = {rδ + f | r ∈ R, f ∈ L1} mit punktweiser Addition und Faltung eine
Algebra ist. Auf M1 ist die Norm ‖ · ‖1 durch ‖rδ + f‖1 = |r| + ‖f‖1 gegeben,
fu¨r die die Ungleichungen (9.2) und (9.3) auch fu¨r f ∈ M1 anstelle von f ∈
L1 gelten. Außerdem besitzt die Funktion δ + t0p0(·; t0) ∈ M1 ein Inverses
h ∈ M1. Daher ko¨nnen die Gleichungen (9.28) und (9.29) nach q0(·, t0) bzw.
rekursiv nach qn(·, t0) aufgelo¨st werden, indem die linke Seite der Gleichung
zu qn(·; t0) ∗ (δ+ t0p0(·; t0)) umgeschrieben wird. Da nach Definition p0(·; t0) =
Pt0(·) ist, bemerken wir, dass auch q0(·; t0) = Qt0(·) gilt.
Dass das so bestimmte Q˜t die Ornstein-Zernike-Gleichung formal lo¨st, kann
leicht durch einen Koeffizientenvergleich gepru¨ft werden, nachdem (9.29) zu
pn(·; t0) = qn(·; t0) +
n∑
k=1
pk−1(·; t0) ∗ qn−k(·; t0) + t0
n∑
k=0
pk(·; t0) ∗ qn−k(·; t0)
und die Ornstein-Zernike-Gleichung zu
Pt = Q˜t + (t− t0)Pt ∗ Q˜t + t0Pt ∗ Q˜t
umgeformt wurde. Es bleibt also die Konvergenz zu kla¨ren.
Wir schreiben kurz pn fu¨r pn(·, t0) sowie qn fu¨r qn(·, t0) und wa¨hlen p, c ∈ R
mit max{‖pn‖1, ‖pn‖∞} ≤ pn fu¨r n ∈ N sowie max{‖p0‖1, ‖q0‖1, ‖h‖1} ≤ c, was
nach Korollar 9.2.5 und Theorem (9.1.3) mo¨glich ist. Weiter wa¨hlen wir q ∈ R
so groß, dass q > p,
q > c(p+ c2 + ct0p)
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und
c
(
p
q
+
2c
q
+
p
q(q − p) +
t0cp
q
+
t0p
q − p
)
≤ 1
gilt, und zeigen per Induktion ‖qn‖1 ≤ qn und ‖qn‖∞ ≤ qn fu¨r n ∈ N. Fu¨r n = 1
ist
‖q1‖1 = ‖h ∗ (p1 − q0 ∗ p0 − t0q0 ∗ p1)‖1 ≤ c(p+ c2 + t0cp) < q.
Gleiches gilt fu¨r ‖q1‖∞.
Nehmen wir an, die Behauptung gilt bereits fu¨r n ∈ N so ist wegen (9.29), (9.2)
und der Dreiecks-Ungleichung
‖qn+1‖1 =
∥∥∥∥∥h ∗
(
pn+1 −
n∑
k=0
pk ∗ qn−k − t0
n+1∑
k=1
pk ∗ qn+1−k
)∥∥∥∥∥
1
≤ c
(
pn+1 + pnc+ cqn +
pnq − pqn
p− q + t0p
n+1c+ t0
pn+1q − pqn+1
p− q
)
= qn+1c
((
p
q
)n+1
+
(
p
q
)n
c
q
+
c
q
+
1
q − p
((
p
q
)
−
(
p
q
)n)
+
+t0c
(
p
q
)n+1
+ t0
p
q − p
(
1−
(
p
q
)n))
.
≤ qn+1c
(
p
q
+
2c
q
+
p
q(q − p) +
t0cp
q
+
t0p
q − p
)
≤ qn+1.
Mit der gleichen Abscha¨tzung erhalten wir dann auch ‖qn‖∞ ≤ qn, wenn wir
(9.3) anstelle von (9.2) benutzen. Damit folgt die Konvergenz in einer Umge-
bung von t0.
Um spa¨ter die Beziehung zwischen den Koeffizienten von Qt und Pt kombina-
torisch zu interpretieren, ist es hilfreich, die Relation (9.29) fu¨r t0 = 0 explizit
anzugeben. Zuna¨chst gilt
qn+1(·; 0) = pn+1(·; 0)−
n∑
k=0
pk(·; 0) ∗ qn−k(·; 0) (9.30)
und per Induktion (oder aus (9.26)) kann leicht nachgewiesen werden, dass
qn(·; 0) =
n∑
k=0
(−1)k
∑
l0+···+lk=n−k
∗ki=0pli(·; 0) (9.31)
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gilt. Umgekehrt erhalten wir ebenso
pn(·; 0) =
n∑
k=0
∑
l0+···+lk=n−k
∗ki=0qli(·; 0). (9.32)
9.3. Ein kombinatorischer Zugang fu¨r niedrige
Intensita¨t
Die Koeffizienten in der Potenzreihendarstellung (9.20) von Pt sind im allge-
meinen sehr komplizierte probabilistische Gro¨ßen. Im Fall t0 = 0 verschwindet
jedoch der Erwartungswert und es bleiben Integrale u¨ber Indikatoren gewisser
Schnittmengen u¨brig. Diese Indikatoren ko¨nnen nach der Form der Schnitt-
menge aufgeteilt werden, was zu einer kombinatorischen Interpretation fu¨hrt.
Wir werden in diesem Abschnitt zeigen, wie die Koeffizienten qn := qn(·; 0) der
Entwicklung von Qt auf rein kombinatorischem Wege aus den pn := pn(·; 0)
hergeleitet werden ko¨nnen.
Im Folgenden seien x und y zwei Knoten. Fu¨r n ∈ N0 sei Gn die Menge der
zusammenha¨ngenden Graphen mit Knotenmenge {x,y, 1, . . . , n}. Der Knoten
x heißt Anfangsknoten und der Knoten y heißt Endknoten eines Graphen G ∈
Gn. Wir definieren kombinatorische Funktionale pin : Gn → Z durch
pin(G) :=
∑
I⊂[n]
(−1)n−|I|1{x↔ y in G nur u¨ber Knoten in I}.
Jeder Graph G ∈ Gn wird die relative Lage von n + 2 Ko¨rnern B zueinander
kodieren. In diesem Sinne induzieren die Punkte xx, xy, x1, . . . , xn den Graphen
G ∈ Gn, wenn
B+ xv ∩B+ xw 6= ∅ ⇔ {v, w} ∈ E(G)
gilt, wobei daran erinnert sei, dass E(G) die Kanten von G bezeichnet. Wir
haben im Beweis Lemma 9.2.3 bereits eingesehen, dass der Integrand in der
Darstellung (9.20) von pn(0, x; 0) verschwindet, wenn der von 0, x, x1, . . . , xn
induzierte Graph nicht zusammenha¨ngend ist. Dies fu¨hrt zu folgender Dar-
stellung dieser Koeffizienten:
pn(x) =
1
n!
∫
(Rd)n
∑
G∈Gn
pin(G)1{0, x, x1, . . . , xn induzieren G} d(x1, . . . , xn)
=
1
n!
∑
G∈Gn
pin(G)In(G, x),
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wobei In : Gn × Rd → [0,∞) durch
In(G, x) :=
∫
(Rd)n
1{0, x, x1, . . . , xn induzieren G} d(x1, . . . , xn)
=
∫
(Rd)n
∏
{v,w}∈E(G)
1{B+ xv ∩B+ xw 6= ∅}
∏
{v,w}/∈E(G)
1{B+ xv ∩B+ xw = ∅} d(x1, . . . , xn)
(9.33)
mit xx = 0 und xy = x definiert ist. Wir ko¨nnen also den Koeffizienten pn als
Summe u¨ber die Graphen in Gn betrachten, wobei ein Faktor jedes Summands
rein kombinatorischer und der andere rein integralgeometrischer Natur ist. Es
ist auch zu bemerken, dass die pin nicht eindeutig durch die Definition von In
festgelegt sind, da es verschiedene Graphen mit gleichem Integral geben kann.
Die Darstellung der pn sieht auf den ersten Blick ganz natu¨rlich aus. Sie hat
jedoch den Nachteil, dass sie sich nur schlecht mit der Faltung vertra¨gt. Wir
werden daher noch ein zweite Darstellung erarbeiten, die sich einerseits gut
falten la¨sst und andererseits auch eine extrem einfache Beziehung zur Darstel-
lung der qn aufweist.
Es sei Dn ⊂ P(Gn) die Menge der sogenannten Diagramme mit der n + 2-
elementigen Knotenmenge {x,y, 1, . . . , n}. Eine MengeD ⊂ Gn ist genau dann
ein Diagramm, wenn es ein G ∈ D gibt, sodass D aus genau den Graphen
G′ ∈ Gn mit E(G) ⊂ E(G′) besteht. Dieses G nennen wir den Repra¨sentanten
von D und bemerken, dass der Repra¨sentant eindeutig ist.
In der graphischen Darstellung zeichnen wir die Kanten eines Graphen durch
Linien oder Kurven. Nicht vorhandene Kanten werden nicht gezeichnet. Fu¨r
die Darstellung eines Diagramms zeichnen wir den Repra¨sentanten des Dia-
gramms, jedoch werden die im Repra¨sentanten nicht vorhandenen Kanten als
gewellte Linie oder Kurve dargestellt. Dies entspricht der Vorstellung, dass ein
Diagramm genau die Graphen zusammenfasst, die bestimmte Kanten enthal-
ten. Wir schreiben E(D) fu¨r die Kantenmenge des Repra¨sentanten des Dia-
gramms D. Ein Beispiel ist das Diagram
x y
1 2
=
{
x y
1 2
,
x y
1 2
,
x y
1 2
,
x y
1 2
}
,
welches die Graphen zusammenfasst, die die Kanten {x,y}, {x, 1}, {x, 2} und
{1, 2} enthalten. Das erste Element der Menge ist dabei der Repra¨sentant des
Diagramms.
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Das Integralfunktional In u¨bertra¨gt sich in natu¨rlicher Weise via
Jn(D,x) :=
∫
(Rd)n
∏
{v,w}∈E(D)
1{B+ xv ∩B+ xw 6= ∅} d(x1, . . . , xn) (9.34)
=
∑
G∈D
In(G, x) (9.35)
auf Diagramme, wobei xx = 0 und xy = x sei. Um die Gleichheit in (9.35)
einzusehen, multiplizieren wir fu¨r jede Kante {v, w}, die nicht in E(D) liegt,
eine 1 hinzu, die wir in 1{B+ xv ∩B+ xw 6= ∅} und 1{B+ xv ∩B+ xw = ∅}
aufteilen. Damit gilt beispielsweise
J2
(
x y
1 2
)
= I2
(
x y
1 2
)
+ I2
(
x y
1 2
)
+ I2
(
x y
1 2
)
+ I2
(
x y
1 2
)
.
Aus Lemma A.9 folgt die Invertierung
In(G, x) =
∑
D∈Dn
1{E(G) ⊂ E(D)}(−1)|E(D)|−|E(G)|Jn(D,x), G ∈ Gn (9.36)
von Gleichung (9.35), daGn im Sinne des Lemmas aufsteigend ist. Damit ergibt
sich eine weitere Darstellung von pn via
pn(x) =
1
n!
∑
G∈Gn
pin(G)In(G, x)
=
1
n!
∑
G∈Gn
∑
D∈Dn
1{E(G) ⊂ E(D)}pin(G)(−1)|E(D)|−|E(G)|Jn(D,x)
=
1
n!
∑
D∈Dn
Jn(D,x)
∑
G∈Gn
1{E(G) ⊂ E(D)}pin(G)(−1)|E(D)|−|E(G)|.
Das heißt, es gilt
pn(x) =
1
n!
∑
D∈Dn
p˜in(D)Jn(D,x), n ∈ N (9.37)
mit
p˜in(D) :=
∑
G∈Gn
1{E(G) ⊂ E(D)}pin(G)(−1)|E(D)|−|E(G)|. (9.38)
Wir nennen einen Knoten v ∈ [n] in einem Diagramm D ∈ Dn pivotal, wenn
jeder Pfad von x nach y im Repra¨sentanten von D den Knoten v entha¨lt. Eine
besondere Rolle kommt der Menge D0n ⊂ Dn derjenigen Diagramme zu, die
keine pivotalen Knoten enthalten.
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9.3.1 Theorem
Fu¨r die Koeffizienten qn(x; 0) der Potenzreihendarstellung (9.27) vonQt um den Punkt
t0 = 0 gilt
qn(x; 0) =
1
n!
∑
D∈D0n
p˜in(D)Jn(D,x).
Das heißt, dass sich die Koeffizienten qn nur dahingehend von pn unterschei-
den, als dass nur u¨ber die Diagramme ohne pivotale Knoten summiert wird.
Wir beno¨tigen fu¨r den Beweis eine Reihe von Lemmata, die die Vertra¨glichkeit
der Faltung mit der Diagramm-Darstellung zeigen.
Wir definieren zuna¨chst eine Operation zwischen Graphen, die wir Verknu¨pfung
nennen. Fu¨r m,n ∈ N und zwei Graphen G1 ∈ Gn, G2 ∈ Gm schreiben wir
G1 G2 ∈ Gn+m+1. Dabei wird G3 := G1 G2 wie folgt konstruiert:
1. Benenne den Knoten y ∈ G1 in n+ 1 um.
2. Benenne den Knoten x ∈ G2 in n+ 1 um.
3. Benenne die Knoten {1, . . . ,m} ⊂ G2 bei gleichbleibender Reihenfolge in
{n+ 2, . . . , n+m+ 1} um.
4. Setze die Knotenmenge V (G3) := V (G1) ∪ V (G2).
5. Setze die Kantenmenge E(G3) := E(G1) ∪ E(G2).
Analog definieren wir die Verknu¨pfung zweier Diagramme D1 ∈ Dn und D2 ∈
Dm mit Repra¨sentanten G1, G2 als das Diagramm mit Repra¨sentant G1  G2.
Zum Beispiel gilt
x y
1

x y
1
=
x y
1 3
2
.
Es wird also lediglich der Endknoten von D1 mit dem Anfangsknoten von D2
verschmolzen und mit der passenden Nummer versehen.
9.3.2 Lemma
Ist n,m ∈ N und G1 ∈ Gn sowie G2 ∈ Gm, so gilt
pin+m+1(G1 G2) = pin(G1)pim(G2).
Beweis: Wir schreiben abku¨rzend ”x ↔ y in G mit I“ fu¨r ”x ↔ y in G wobeinur Knoten in I genutzt werden“.
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Der Knoten n+ 1 ∈ G1 G2 ist nach Konstruktion pivotal, daher sind x und y
in G1 G2 nicht mehr verbunden, wenn n+ 1 /∈ I und es gilt
pin+m+1(G1 G2)
=
∑
I⊂[n+m+1]
(−1)n+m+1−|I|1{x↔ y in G1 G2 mit I}
=
∑
I1⊂[n]
∑
I2⊂[m]+n+1
(−1)n+m−|I1|−|I2|1{x↔ n+ 1 in G1 G2 mit I1}
× 1{n+ 1↔ y in G1 G2 mit I2}
=
∑
I1⊂[n]
∑
I2⊂[m]
(−1)n+m−|I1|−|I2|1{x↔ y in G1 mit I1}
× 1{x↔ y in G2 mit I2}
= pin(G1)pim(G2).
Das gleiche gilt fu¨r Diagramme.
9.3.3 Lemma
Ist n,m ∈ N und D1 ∈ Dn sowie D2 ∈ Dm, so gilt
p˜in+m+1(D1 D2) = p˜in(D1)p˜im(D2).
Beweis: Es seien G1 und G2 die Repra¨sentanten von D1 und D2. Falls x und y
in einem Graph G ∈ Gk, k ∈ N nicht verbunden sind, so ist pik(G) = 0. Jeder
Graph, dessen Kantenmenge eine Teilmenge von E(D1D2) ist, hat entweder
n + 1 ebenfalls als pivotalen Knoten, oder ist nicht zusammenha¨ngend. Daher
ko¨nnen wir in der Summation u¨ber die G ∈ Gn+m+1 zwischen dem Graphen
”vor“ und ”nach“ dem pivotalen Knoten n+1 unterscheiden. Es folgt mit Hilfevon Lemma 9.3.2
p˜in+m+1(D1 D2)
=
∑
G∈Gn+m+1
1{E(G) ⊂ E(D1 D2)}pin+m+1(G)(−1)|E(G)|−|E(D1D2)|
=
∑
G1∈Gn
∑
G2∈Gm
1{E(G1 G2) ⊂ E(D1 D2)}pin+m+1(G1 G2)
× (−1)|E(G1G2)|−|E(D1D2)|
=
∑
G1∈Gn
∑
G2∈Gm
1{E(G1) ⊂ E(D1)}1{E(G2) ⊂ E(D2)}
× pin(G1)pim(G2)(−1)|E(G1)|+|E(G2)|−|E(D1)|−|E(D2)|
= p˜in(D1)p˜im(D2).
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9.3.4 Lemma
Ist n,m ∈ N und D1 ∈ Dn sowie D2 ∈ Dm, so gilt
Jn(D1) ∗ Jm(D2) = Jn+m+1(D1 D2).
Beweis: Fu¨r x ∈ Rd gilt(
Jn(D1) ∗ Jm(D2)
)
(x)
=
∫
Rd
∫
(Rd)n
∏
{v,w}∈E(D1)
1{B+ xv ∩B+ xw 6= ∅} d(x1, . . . , xn)
×
∫
(Rd)m
∏
{v,w}∈E(D2)
1{B+ yv ∩B+ yw 6= ∅} d(y1, . . . , ym) dz,
wobei xx = 0, xy = z und yx = 0, yy = x − z ist. Wegen der Translationsin-
varianz des Lebesgue-Maßes bleibt der Wert des Integrals derselbe, wenn wir
yx = z, yy = x setzen. Durch eine Umbenennung der Integrationsvariablen,
die mit der Konstruktion der Verknu¨pfung korrespondiert, erhalten wir(
Jn(D1) ∗ Jm(D2)
)
(x)
=
∫
Rd
∫
(Rd)n
∫
(Rd)m
∏
{v,w}∈E(D1D2)
1{B+ xv ∩B+ xw 6= ∅}
× d(x1, . . . , xn) d(xn+2, . . . , xn+m+1) dxn+1
= Jn+m+1(D1 D2)(x).
Damit haben wir alle notwendigen Voraussetzungen bereitgestellt um Theo-
rem 9.3.1 zu beweisen.
Beweis von Theorem 9.3.1: Wir fu¨hren Induktion nach n durch und nutzen die
Rekursion aus (9.30).
Fu¨r den Induktionsanfang sehen wir ein, dass D0 = D00 gilt, da der Graph, der
x durch eine Kante mit y verbindet, das einzige Diagramm D0 ∈ D0 bildet. Fu¨r
D0 la¨sst sich mit Gleichung (9.38) leicht nachrechnen, dass
1
0!
∑
D∈D00
p˜i0(D)J0(D,x) = J0(D0, x) = p0 = q0
gilt.
Fu¨r den Induktionsschritt setzen wir D>0n := Dn \D0n. Damit gilt wegen (9.37)
pn+1 =
1
(n+ 1)!
∑
D∈D0n+1
p˜in+1(D)Jn+1(D) +
1
(n+ 1)!
∑
D∈D>0n+1
p˜in+1(D)Jn+1(D)
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und somit genu¨gt es wegen (9.30)
1
(n+ 1)!
∑
D∈D>0n+1
p˜in+1(D)Jn+1(D) =
n∑
k=0
pk ∗ qn−k (9.39)
zu zeigen. Wir setzen auf der rechten Seite die Induktionsvoraussetzung ein
und nutzen Lemma 9.3.3 sowie Lemma 9.3.4 um einzusehen, dass
n∑
k=0
pk ∗ qn−k
=
n∑
k=0
(
1
k!
∑
D1∈Dk
p˜ik(D1)Jk(D1)
)
∗
 1
(n− k)!
∑
D2∈D0n−k
p˜in−k(D2)Jn−k(D2)

=
n∑
k=0
1
k!(n− k)!
∑
D1∈Dk
∑
D2∈D0n−k
p˜in+1(D1 D2)Jn+1(D1 D2) (9.40)
gilt.
Wir betrachten nun die linke Seite von (9.39). Jeder Pfad von x nach y durch-
la¨uft die pivotalen Knoten eines Diagramms in derselben Reihenfolge, daher
macht es Sinn, von einem letzten pivotalen Knoten zu sprechen. Genauso ist
klar, was es heißt, dass ein Knoten vor oder hinter einem pivotalen Knoten liegt.
Es sei Hk ⊂ Dn+1, k ∈ [n] ∪ {0} eine Menge von Diagrammen mit folgenden
Eigenschaften:
• Jedes Diagramm entha¨lt mindestens ein pivotalen Knoten.
• Der Knoten k + 1 ist der letzte pivotale Knoten im Diagramm.
• Die k Knoten {1, . . . , k} liegen vor dem Knoten k + 1.
• Die n− k Knoten {k + 2, . . . , n+ 1} liegen hinter dem Knoten k + 1.
Wir teilen die Knoten {1, . . . , n + 1} in jedem Diagramm D ∈ D>0n+1 in drei
Mengen ein. Die erste Menge M1 entha¨lt alle Knoten, die vor dem letzten pi-
votalen Knoten liegen. Die zweite Menge M2 entha¨lt nur den letzten pivotalen
Knoten. Die dritte Menge M3 entha¨lt die restlichen Knoten. Wir ko¨nnen nun
eine Umbenennung der Knoten auf folgende Weise vornehmen. Die Knoten
in M1 benennen wir mit den Zahlen 1, . . . , |M1| ohne dabei die Reihenfolge
zu vera¨ndern. Der Knoten in M2 bekommt die Bezeichnung |M1| + 1 und die
Knoten in M3 benennen wir mit den Zahlen |M1|+ 2, . . . , |M1|+ |M3|+ 1, wie-
derum ohne die Reihenfolge zu a¨ndern. Nach einer solchen Umbenennung ist
D ∈ H|M1| und die Werte p˜in+1(D) und Jn+1(D) sind unvera¨ndert. Es gibt dabei
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genau
(
n+1
k,n−k,1
)
Diagramme in D>0n+1, die zum gleichen Diagramm in D ∈ Hk
umbenannt werden. Damit wird die linke Seite von Gleichung (9.39) zu
1
(n+ 1)!
n∑
k=0
∑
D∈Hk
(
n+ 1
k, n− k, 1
)
p˜in+1(D)Jn+1(D)
=
n∑
k=0
∑
D∈Hk
1
k!(n− k)! p˜in+1(D)Jn+1(D),
was der rechten Seite von (9.40) entspricht.
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10. Untere Schranken fu¨r die
kritische Intensita¨t
Es ist ein Kernanliegen in der Perkolationstheorie, die kritische Wahrschein-
lichkeit bzw. die kritische Intensita¨t zu bestimmen oder wenigstens Schran-
ken dafu¨r anzugeben. In der physikalischen Literatur gibt es groß angelegte
Simulationsstudien fu¨r die verschiedensten Modelle, die aus mathematischer
Sicht stets den Scho¨nheitsfehler haben, dass die Beziehung zwischen den, in ei-
nem endlichen Beobachtungsfenster simulierten, Ereignissen und Kenngro¨ßen
und der Existenz eines unendlichen Clusters nicht vollkommen klar ist ([LZ01],
[TJ12] sei nur als ein Beispiel genannt).
Wir wollen daher Schranken fu¨r das Boolesche Modell mit der Einheitsku-
gel als Korn berechnen bzw. aus Simulationen herleiten, die entweder mathe-
matisch exakt sind, oder bei denen wir Konfidenzintervalle angeben ko¨nnen.
Einen ersten Ansatz hatten wir dazu bereits am Ende von Abschnitt 8.2 gesehen
und wir werden jetzt noch zwei weitere vorstellen.
10.1. Simulation des Nullclusters
Bei der Betrachtung von Theorem 8.2.1 und der damit verbundenen Charakte-
risierung der kritischen Intensita¨t (8.5), ist die nahe liegende Idee, eine große
Menge S zu wa¨hlen, ϕt(S) fu¨r verschiedene t zu simulieren und dabei t so zu
justieren, dass ϕt(S) < 1 gilt. Ein t, fu¨r das dies gilt, ist nach Theorem 8.2.1 eine
untere Schranke fu¨r tc.
Die Methode ist auf den ersten Blick recht praktikabel, da der ”wahre“ kriti-sche Wert bis auf einige Kommastellen ”bekannt“ ist, und daher auf diese Arteine gewisse Genauigkeit erreicht werden ko¨nnte. Es ist außerdem zu vermu-
ten, dass fu¨r S = Br(0) mit großem Radius r die so erhaltene untere Schranke
nur noch wenig vom wahren Wert entfernt ist.
Es ergibt sich jedoch das Problem, dass ϕt(S) ein Erwartungswert einer Vertei-
lung mit großer Masse auf 0 und einer extrem breiten Verteilung der Restmasse
ist. U¨ber ϕt(S) ist ansonsten lediglich bekannt, dass es stochastisch kleiner ist
als eine Poisson-verteilte Zufallsvariable, deren Parameter in etwa proportional
zur Oberfla¨che von S ist. Dies ergibt extrem schlechte Konfidenzintervalle fu¨r
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den gescha¨tzten Erwartungswert, die keinen praktischen Nutzen mehr haben.
Dies fu¨hrt dazu, dass die Methode zu ungenau ist.
Es ist daher geschickter, das in Theorem 8.2.1 beschriebene Verhalten oberhalb
der kritischen Intensita¨t zu nutzen. Aus Theorem 8.2.1 folgt
θt(r) ≥ t− t˜c
t
, t > tc. (10.1)
Dies ist auch fu¨r t ≤ tc korrekt, da θt(r) ≥ 0 ist. Eine Umformung liefert
tc ≥ t(1− θt(r)). (10.2)
Um eine untere Schranke fu¨r tc zu erhalten, genu¨gt es also, fu¨r ein beliebiges
t > 0 und r > 1 die Wahrscheinlichkeit θt(r) nach oben zu beschra¨nken. Es ist
bekannt, dass limr→∞ θt(r) = 0 fu¨r t < tc gilt. Es ist also theoretisch mo¨glich,
mit dieser Methode eine beliebig genaue untere Schranke anzugeben.
Der Ansatz in diesem Abschnitt ist, die Wahrscheinlichkeit θt(r) fu¨r ein t nah
an tc und großes r durch Simulationen zu scha¨tzen, indem wir n mal den Clus-
ter des Punktes bei 0 simulieren und u¨berpru¨fen, ob dieser den Rand des Bal-
les mit Radius r schneidet. Diese Methode hat zwei Vorteile. Erstens kann das
Boole’sche Modell aufBr exakt simuliert werden und zweitens erhalten wir mit
Standardmethoden gute Konfidenzintervalle fu¨r unsere Scha¨tzung.
Wenn wir also durch die Simulationen herausfinden, dass mit einer Wahrschein-
lichkeit von 99% θt(r) kleiner als ein bestimmter Wert ist, so ko¨nnen wir daraus
auch eine Schranke errechnen, die tc nur mit einer Wahrscheinlichkeit von 1%
unterschreitet.
Wir werden nun kurz den Algorithmus beschreiben, mit dem wir den Cluster
des typischen Punktes erzeugen und testen, ob der Rand der Kugel mit Radius
r von diesem Cluster geschnitten wird. Dazu nutzen wir eine a¨hnliche Metho-
de wie im zweiten Teil des Beweises von Theorem 8.2.1.
Wir starten mit einem Punkt bei 0 und erzeugen zufa¨llig die Poisson-Punkte
in B2(0). Danach erzeugen wir fu¨r jeden neuen Punkt x wiederum Poisson-
Punkte in B2(x) \M , wobei M die Menge ist, auf der bereits Punkte erzeugt
wurden. Dadurch bauen wir sukzessive den Cluster der 0 auf, ohne unno¨tige
Punkte zu erzeugen.
Formal kann der Algorithmus wie folgt beschrieben werden: Es sei R die Men-
ge der bereits realisierten Punkte, L die Liste der Punkte, in deren Umkreis
noch Punkte realisiert werden mu¨ssen, und Φ(W ) die stets neu erzeugte Reali-
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sierung eines Poisson-Prozesses mit Intensita¨t t auf der Menge W .
R := {0}
L := Φ(B2)
while L 6= ∅ do{
x := L1
if ‖x‖2 ≥ r return true
L := L \ {x}
L := L ∪ Φ(B2(x) \ (R+B2(0)))
R := R ∪ {x}
return false
Es wird also nach und nach der Poisson-Prozess realisiert, jedoch stets nur dort,
wo es relevant fu¨r den Nullcluster ist (vgl. mit Algorithmus zur Erzeugung von
η(1) in Theorem 8.2.1). Außerdem pru¨fen wir in jeder Iteration, ob der aktuell
behandelte Punkt bereits den Rand der Kugel Br schneidet.
Um die Laufzeit in ho¨heren Dimensionen zu verku¨rzen, haben wir in manchen
Fa¨llen konservativ abgescha¨tzt, indem wir auch dann einen Erfolg (Rand von
Br wird vom Cluster erreicht) geza¨hlt haben, wenn eine gewisse Clustergro¨ße
(in den meisten Fa¨llen 300000 Punkte) u¨berschritten wurde. Dies verku¨rzt die
Rechenzeit und verschlechtert evtl. die erreichten Schranken.
Wir haben bei den Simulationen fu¨r jede Dimension 10000 Durchla¨ufe durch-
gefu¨hrt und folgende Ergebnisse erhalten:
d r t Erfolge 99% KI fu¨r θt(r) untere Schranke
2 16000 0.357 0 0.00063692 0.356772
3 2000 0.0814 0 0.00063692 0.0813481
4 500 0.0261 10 0.002119993 0.0260445
5 500 0.0101 0 0.00063692 0.0100935
6 200 0.00456 1 0.000813077 0.00455628
7 200 0.00228 18 0.003154537 0.00227278
8 150 0.00124 21 0.003529665 0.00123560
9 150 0.000725 6 0.001571485 0.000723859
10 120 0.000450 4 0.001282615 0.000449422
11 120 0.0002955 8 0.001849554 0.000294952
Tabelle 10.1.: Simulationsergebnisse fu¨r untere Schranken an die kritische In-
tensita¨t tc in den Dimensionen 2 bis 11 bei 10000 Durchla¨ufen.
Die Konfidenzintervalle wurden mit der prop.test Routine der
Software ”R“ berechnet.
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Es ist sinnvoll neben der Position der realisierten Punkte R auch fu¨r jede Box
v+[0, 2]d mit v ∈ 2Zd zu speichern, ob und welche Punkte in dieser Box enthal-
ten sind, um den Test, ob ein neuer Punkt inR+B2(0) liegt, schnell durchfu¨hren
zu ko¨nnen. In hohen Dimensionen bietet sich dazu eine Hash-Map eher an als
eine Matrix fester Gro¨ße.
Wir mo¨chten die gewa¨hlten Simulationsparameter und Ergebnisse kurz dis-
kutieren. Es ist erkennbar, dass die Pra¨zision nie u¨ber drei relevante Stellen
hinausgeht. Dies liegt daran, dass die Ungleichung (10.2) nur dann eine hohe
Genauigkeit liefert, wenn das Konfidenzintervall fu¨r θt(r) klein ist. Die Gro¨ße
des Konfidenzintervalls ha¨ngt von der Anzahl der Versuche und von der An-
zahl der Erfolge ab. In den Simulationen hat sich herausgestellt, dass es effizient
ist, die Parameter so zu wa¨hlen, dass bei 10000 Durchga¨ngen des Nullclusters
mo¨glichst etwa ho¨chstens 20 den Rand von Br erreichen. Diejenigen Cluster,
die den Rand erreichen, beno¨tigen aufgrund ihrer Gro¨ße enorm viel Rechen-
zeit (in zwei Dimensionen wurden teilweise Cluster mit u¨ber 107 Punkten er-
zeugt). Es ist daher empfehlenswert, den Versuchsparameter t etwas kleiner als
das vermutete tc zu wa¨hlen.
Trotzdem ist in Tabelle 10.1 zu erkennen, dass ab Dimension 6 die simulierten
unteren Schranken gro¨ßer als die Simulationsergebnisse aus [TJ12] sind (inklu-
sive Fehlerabweichung).
10.2. Operatoransatz von Hall
Der zweite Ansatz ist der Arbeit [Hal85] entnommen, wo er auf den 2-dimensio-
nalen Fall angewandt wurde. Die Idee ist eine verfeinerte Variante der Idee, die
zur Penrose-Schranke fu¨hrt. Die Penrose-Schranke erhalten wir, indem wir im
Algorithmus des vorherigen Abschnitts die U¨berpru¨fung entfallen lassen, wo
der Poisson-Prozess bereits realisiert wurde. Stattdessen werden fu¨r jeden Kno-
ten x neue Nachfahren auf B2(x) erzeugt (ersetze im Algorithmus Φ(B2(x) \
(R+B2(0))) durch Φ(B2(x))). Dadurch werden nicht weniger Punkte realisiert
und somit ist der auf diese Weise realisierte Nullcluster stets mindestens so
groß wie der ”wahre“ Nullcluster. Die Anzahl der Knoten in diesem variiertenNullcluster ist jedoch gleich der Anzahl der Nachkommen in einem Galton-
Watson Baum mit einer Poisson-verteilten Anzahl an Kindern. Der Parameter
dieser Poisson-Verteilung ist die Intensita¨t t mal das Volumen von B2(0). Es
ist bekannt, dass ein Galton-Watson Baum fast sicher endlich ist, wenn die er-
wartete Anzahl Kinder kleiner als eins ist, was zu (8.11) fu¨hrt. Hall verbesserte
diese Idee, indem er jedem Nachkommen x eines Punktes y einen Typ zuwies.
Dieser Typ war die Entfernung ‖x− y‖2. Es wird dann im Algorithmus nur ei-
ne abgeschwa¨chte Form der Pru¨fung durchgefu¨hrt (die bei Penrose vollsta¨ndig
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entfa¨llt), indem lediglich u¨berpru¨ft wird, ob ein realisierter Punkt in dem Be-
reich liegt, in dem der Mutterknoten bereits den Poisson-Prozess realisiert hat
(ersetze im Algorithmus Φ(B2(x) \ (R+B2(0))) durch Φ(B2(x) \B2(y))). Dies
fu¨hrt zu einem Galton-Watson Baum mit einer Nachkommenverteilung die
vom Typ abha¨ngt. Hall zeigt, dass die erwartete Anzahl Nachkommen durch
1 +
∞∑
n=1
tnTn(1(0,2))(1) (10.3)
gegeben ist. Dabei ist T : C((0, 2)) → C((0, 2)) ein Operator auf den stetigen
Funktionen des Intervalls (0, 2), der durch
T (f)(x) :=
∫ 2
0
f(y)g(y, x) dy (10.4)
bestimmt ist. Hierbei ist g(y, x) der Fla¨cheninhalt von ∂By(xe1) \ B2(0). Die
Funktion g(y, x) liefert also die Dichte des Intensita¨tsmaßes der Nachkommen
eines Punktes vom Typ x. Hall beschra¨nkte sich in seiner Arbeit auf das Boo-
le’sche Modell in zwei Dimensionen und auch wenn Meester und Roy in Ihren
Buch behaupten, dass die folgenden Rechnungen in ho¨heren Dimension kaum
zu bewa¨ltigen wa¨ren, ist dies natu¨rlich mitnichten der Fall. Die Oberfla¨che ei-
ner Kugelkappe in d Dimensionen ist leicht auszurechnen (siehe z.B. [Li11])
und es ergibt sich g konkret als
g(y, x) :=
(d− 1)κd−1yd−1 ∫ arccos
(
4−x2−y2
2xy
)
0 sin
d−2(ϕ) dϕ, y ∈ (2− x, 2)
0, y ∈ (0, 2− x)
.
(10.5)
Dabei ist (d − 1)κd−1 die Oberfla¨che der d-dimensionalen Einheitskugel. Hall
schlussfolgert, dass die erwartete Anzahl an Nachkommen fast sicher endlich
ist, wenn der gro¨ßte Eigenwert des Operators kleiner als 1/t ist. Den Eigen-
wert des Operators erhalten wir mit hoher Genauigkeit, indem wir zuna¨chst
fu¨r die Dimensionen 2 bis 11 das Integral in g explizit berechnen. Danach ist
die numerische Bestimmung des gro¨ßten Eigenwerts mit Standardmethoden
machbar. Die Ergebnisse sind in Tabelle 10.2 zusammengefasst.
10.3. Zusammenfassung der
Simulationsergebnisse
Wir fassen alle erhaltenen unteren Schranken an die kritische Intensita¨t fu¨r das
Boole’sche Modell mit Korn B = B1(0) nochmal u¨bersichtlich zusammen. Bei
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den theoretischen Schranken liefert der Ansatz von Hall etwas bessere Ergeb-
nisse, als aus der Berechnung von ϕt(B3) folgen, welche wiederum deutlich
besser sind, als die Schranke von Penrose. Es ist auch ersichtlich, dass in Di-
mension d = 11 die Schranke von Hall bereits fast bis auf zwei relevante Stellen
korrekt ist.
Penrose via ϕt(B3) Hall Sim. θt(r) Sim.
d (8.11) (8.12) Abschn. 10.2 Abschn. 10.1 [TJ12]
2 0.0795774 0.135802 0.174746 0.356772 0.359085
3 0.0298415 0.0433691 0.0534187 0.0813481 0.081858
4 0.0126651 0.0167131 0.0198296 0.0260445 0.02642
5 0.00593678 0.00734445 0.00845546 0.0100935 0.01034
6 0.00302358 0.00357261 0.00401478 0.00455628 0.004526
7 0.00165352 0.00188850 0.00208114 0.00226708 0.002272
8 0.000962436 0.00107117 0.00116176 0.00123560 0.001208
9 0.000592124 0.000645943 0.000691455 0.000722539 0.0007133
10 0.000382941 0.000411203 0.000435437 0.000449422 0.0004462
11 0.000259158 0.000274804 0.000288394 0.000294952 0.0002935
Tabelle 10.2.: Die Spalten 1 bis 4 enthalten sa¨mtliche untere Schranken, die
durch die vorgestellten Methoden errechnet oder simuliert wur-
den. Die unteren Schranken in der vierten Spalte liegen in einem
99% Konfidenzintervall. Die letzte Spalte entha¨lt die besten obe-
ren Schranken fu¨r tc aus der Literatur.
Bei den Simulationen haben wir untere Schranken erhalten, die ab Dimension 6
die bisherigen Simulationsergebnisse von Torquato und Jiao [TJ12] knapp nicht
mehr enthalten.
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A.1 Lemma
Sei Y eine N-wertige Zufallsvariable, die unabha¨ngig von der u.i.v. Folge (Xi)i∈N von
nicht-negativen Zufallsvariablen ist. Ist u ≥ 1, so gilt
E
[(
Y∑
i=1
Xi
)u]
≤ E[Y u]E[Xu1 ].
Beweis: Wir wenden die Jensen-Ungleichung an und erhalten
E
[(
Y∑
i=1
Xi
)u]
≤ E
[
Y u−1
Y∑
i=1
Xui
]
=
∞∑
k=1
P[Y = k]E
[
ku−1
k∑
i=1
Xui
]
≤ E[Y u]E[Xu1 ]
A.2 Lemma
Sei Y eine N-wertige Zufallsvariable und (Xi)i∈N eine Folge identisch verteilter nicht-
negativer Zufallsvariablen. Ist u ≥ 1 und p, q ∈ [1,∞] mit 1p + 1q = 1, so gilt
E
[(
Y∑
i=1
Xi
)u]
≤ E[Y up] 1pE[Xuq1 ]
1
q .
Beweis: Wir wenden die Jensen-Ungleichung an und erhalten
E
[(
Y∑
i=1
Xi
)u]
≤ E
[
Y u−1
Y∑
i=1
Xui
]
=
∞∑
i=1
E[Y u−11{Y ≥ i}Xui ].
Die Funktion f(x, y) := xuyu1{y ≥ i} ist Produkt zweier monotoner Funktio-
nen, die nur von x bzw. y abha¨ngen, daher folgt, dass f im Sinne von [CSS76]
quasi-monoton ist. Seien X ′ und Y ′ nun Zufallsvariablen mit P[X ′ ≤ x, Y ′ ≤
y] = min{FX1(x), FY (y)}, so gilt ebenfalls nach [CSS76]
E[Y u−11{Y ≥ i}Xui ] ≤ E[Y ′u−11{Y ′ ≥ i}X ′u]
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und wir schließen
E
[(
Y∑
i=1
Xi
)u]
≤ E[Y ′uX ′u].
Die Ho¨lder-Ungleichung liefert dann die Behauptung, daX ′ die gleiche Vertei-
lung wie X1 hat.
In seltenen Fa¨llen hat Y ein exponentielles Moment und ist nicht beschra¨nkt,
aber X besitzt kein u(1 + ε) Moment. Dann ko¨nnen wir die folgende Unglei-
chung nutzen, die in diesem Sinne eine Art Young’sche Ungleichung ist.
A.3 Lemma
Es gilt fu¨r x ≥ 0, y, t, u > 0 und die Ungleichung
xuyu ≤ 1
tu
etux +
yu
tu
log(y).
Beweis: Wir betrachten die Funktion f(x, y, t, u) = 1tue
tux + y
u
tu log(y) − xuyu.
Fu¨r festes t, u und y ist limx→∞ f(x, y, t, u) = ∞. Außerdem ist ∂f∂x (x, y, t, u) =
etux−y und daher gibt es genau ein Minimum bei y = etux. Der Funktionswert
an dieser Stelle ist f(x, etux, t) = 1tue
tux + 1tue
txtux− xetux > 0.
A.4 Lemma
Ist X = (Xv)v∈Zd eine Familie gleich verteilter nicht-negativer Zufallsvariable mit
E[Xd+ε0 ] <∞
fu¨r ein ε > 0, so gilt fu¨r alle δ > 0, dass fast sicher nur endlich viele Ereignisse
{Xv ≥ δ‖v‖2} eintreten.
Beweis: Es ist bekannt, dass es eine Konstante c1(d) ∈ R abha¨ngig von der Di-
mension gibt, sodass fu¨r alle n ∈ N
{v ∈ Zd | ‖v‖1 = n} ≤ c1(d)nd−1
gilt. Damit ist∑
v∈Zd
P[Xv ≥ δ‖v‖2] ≤
∑
n∈N
c1(d)n
d−1P[X0 ≥ δn]
≤
∑
n∈N
c1(d)n
d−1E[Xd+ε0 ](δn)
−d−ε
<∞
und das Borel-Cantelli-Lemma liefert die Behauptung.
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IstH ein Hilbertraum mit Skalarprodukt 〈·, ·〉 und x, y, z ∈ H, so gilt
〈x, y〉 ≥ 〈x, z〉+ 〈y, z〉 − 〈z, z〉
−
√
(〈x, x〉+ 〈z, z〉 − 2〈x, z〉)(〈y, y〉+ 〈z, z〉 − 2〈y, z〉)
Insbesondere gilt fu¨r 〈x, x〉 = 〈y, y〉 = 〈z, z〉 = 1
〈x, y〉 ≥ 〈x, z〉+ 〈y, z〉 − 1− 2
√
(1− 〈x, z〉)(1− 〈y, z〉).
Beweis: Es ist bekanntlich durch ‖x‖ := √〈x, x〉 eine Norm auf H definiert.
Demzufolge definiert d(x, y) := ‖x−y‖ = √〈x, x〉+ 〈y, y〉 − 2〈x, y〉 eine Metrik.
Die Dreiecksungleichung fu¨r diese Metrik ergibt sofort die Behauptung.
A.6 Lemma
Fu¨r u ∈ Sd−1, r ∈ [0,∞) und δ > 0 sei K(u, r, δ) := {x ∈ Rd | ‖x‖2 ≤
r, 〈 x‖x‖2 , u〉 ≥ 1 − δ} der Kegel der La¨nge r in Richtung u mit O¨ffnungswinkel
arccos(1 − δ). Sind x, y ∈ K(u, r2, δ) \ K(u, r1, δ) fu¨r 0 ≤ r1 < r2 < ∞, so
gilt
‖x− y‖2 ≤ r2 − r1 + 2
√
2δr2.
Beweis: Ist z der Punkt auf der Geraden {λx | λ ∈ [0,∞)}, fu¨r den ‖z‖2 = ‖y‖2
gilt, so ist z ∈ K(u, r2, δ) \K(u, r1, δ) und es gilt
‖x− z‖2 ≤ r2 − r1
und
‖z − ‖z‖2u‖2 =
√
〈z − ‖z‖2u, z − ‖z‖2u〉 ≤
√
2δ‖z‖2 ≤
√
2δr2.
Ebenso ist ‖y − ‖y‖2u‖2 ≤
√
2δr2 und die Dreiecksungleichung liefert die Be-
hauptung.
A.7 Lemma
Es gibt eine Konstante c ∈ R, die nur von der Dimension d abha¨ngt, sodass fu¨r jedes
δ > 0 eine Menge von Richtungen {ui ∈ Sd−1 | i ∈ [k]} existiert, sodass
Sd−1 ⊂
⋃
i∈[k]
K(ui, 1, δ)
und
k ≤ c
δd−1
gilt. Dabei ist K(u, r, δ) := {x ∈ Rd | ‖x‖2 ≤ r, 〈 x‖x‖2 , u〉 ≥ 1− δ}.
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Beweis: Wir werden die gewu¨nschte U¨berdeckung direkt konstruieren. Dazu
u¨berdecken wir Sd−1 mit Wu¨rfeln der Form δ√
d
([0, 1)d + v) mit v ∈ Zd und
nennen diese U¨berdeckungU . Die Wu¨rfel inU haben einen Durchmesser von δ,
daher kann kein Wu¨rfel in U die Spha¨re (1−δ)Sd−1 oder (1+δ)Sd−1 schneiden.
Die Wu¨rfel in U haben also ho¨chstens ein Gesamtvolumen von κd((1 + δ)d −
(1− δ)d) und demzufolge gilt
|U | ≤ κd((1 + δ)
d − (1− δ)d)
dd/2δd
.
Es gibt also eine Konstante c, sodass |U | ≤ c
δd−1 . Ist nun x ∈ δ√d ([0, 1)d+v) ∈ U ,
dann gibt es ein u ∈ Sd−1 und ein x′ ∈ δ√
d
[−1, 1]d mit x = u+ x′ und es gilt
〈u, x〉 = 1 + 〈u, x′〉 ≥ 1− ‖x′‖2 ≥ 1− δ.
Also liegt δ√
d
([0, 1)d + v) ∩ Sd−1 im Kegel K(u, 1, δ) und die Behauptung folgt.
A.8 Lemma
Seien {fi ∈ L1 ∩ L∞ | i ∈ N0} und {gi ∈ L1 ∩ L∞ | i ∈ N0} zwei Folgen von
Funktionen von Rd → C. Konvergieren die Reihen
F (t) :=
∞∑
n=0
tnfn, G(t) :=
∞∑
n=0
tnfn
in L1 und L∞ fu¨r |t| < r ∈ R, so gilt fu¨r |t| < r
F (t) ∗G(t) =
∞∑
n=0
tn
∑
l+j=n
fl ∗ fj ,
wobei die Reihe ebenfalls in L1 und L∞ konvergiert.
Beweis: Der Beweis ist analog zum Beweis des Cauchy-Produkt wobei anstelle
der Normeigenschaften, die Ungleichungen
‖f ∗ g‖∞ ≤ ‖f‖1‖g‖∞
und
‖f ∗ g‖1 ≤ ‖f‖1‖g‖1
verwendet werden.
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Sei A ⊂ {0, 1}n derart, dass 1A aufsteigend ist. Sind f, g : A → R zwei Funktionen,
dann gilt
f(x) =
∑
yx
g(y) x ∈ A
genau dann, wenn
g(x) =
∑
yx
(−1)|x|−|y|f(y) x ∈ A.
gilt.
Beweis: Nehmen wir an, die Darstellung von f gilt, so ist fu¨r x ∈ A∑
yx
(−1)|x|−|y|f(y) =
∑
y∈A
(−1)|x|−|y|1{y  x}
∑
z∈A
g(y)1{z  y}
= (−1)|x|
∑
z∈A
1{z  x}g(z)
∑
y∈M
(−1)|y|1{z  y  x}
= (−1)|x|
∑
z∈A
1{z  x}g(z)
|z|−|x|∑
k=0
(−1)k+|x|
(|z| − |x|
k
)
=
∑
z∈A
1{z  x}g(z)(1− 1)|z|−|x|
= g(x).
Die Ru¨ckrichtung la¨sst sich auf die selbe Art und Weise zeigen.
Das gleiche Resultat gilt, wenn beide  in Lemma A.9 durch  ersetzt werden
und 1A absteigend ist.
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Symbolverzeichnis
0 Wurzel eines Graphen, Seite 3
αδ Wu¨rfel mit Seitenla¨nge δ um die Punkte in δα, Seite 18
f ∗ g Faltung von f und g, Seite 100
[n] Zahlen von 1 bis n, Seite 3
Ac Komplement der Menge A, Seite 3
∂A Rand der Menge A, Seite 3
∂+W,∂−W a¨ußerer und innerer Rand der Knotenmenge W in einem
Graph, Seite 7
 Halbordnung auf kartesischen Produkten vollsta¨ndig ge-
ordneter Mengen, Seite 3
A(G),An(G) Graphentiere (der Gro¨ße n) des Graphen G, Seite 8
A(d),A(d)n Graphentiere (der Gro¨ße n) des Graphen Zd, auch Gitter-
tiere genannt, Seite 8
Bn(v;G) Ball mit Radius n um den Knoten v im Graphen G, Seite 7
Br(x;M
(d−1)
T ) zufa¨lliger Ball mit Radius r um x in der zufa¨lligen Pseudo-
metrik τ(x, y;M(d−1)T ), Seite 49
Br(x;Rd) euklidischer Ball um x mit Radius r, Seite 3
B kompaktes, wegzusammenha¨ngendes Korn im Boole’schen
Modell, Seite 85
B(A) Borel’sche σ-Algebra der Menge A, Seite 4
Ber(p) Bernoulli-Verteilung mit Parameter p, Seite 3
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C(v;G, f) (schwarzer) Cluster des Knoten v im gefa¨rbten Graphen
(G, f), Seite 7
d Dimension des Raumes, Seite 3
dG(u, v) Abstand der Knoten u und v im Graphen G, Seite 7
δx Dirac-Maß im Punkt x, Seite 3
ei i-te Einheitsvektor, Seite 3
Gn, Dn Menge der Graphen bzw. Diagramme mit n Knoten die x
und y verbinden, Seite 117
Gm,G∗m Graphen die vom Mosaik m erzeugt werden, Seite 13
GΦ Gilbertgraph der vom Punktprozess Φ und dem Korn B
erzeugt wird., Seite 85
Ix σ-Algebra der θx-invarianten Ereignisse, Seite 5
I σ-Algebra der verschiebungsinvarianten Ereignisse, Seite 6
intA Innere von A, Seite 3
K Menge der nicht leeren, konvexen und kompakten Teil-
mengen des Rd, Seite 5
LΦ erweiterte Laplace-Funktional des Punktprozesses Φ, Sei-
te 5
(M,F(M)) Raum der Mosaike, Seite 13
(MF ,F(MF )) Raum der schwarz-weiß gefa¨rbten Mosaike, Seite 14
M(d−1) Seitenfla¨chenprozess der vom zufa¨lligen MosaikM erzeugt
wird, Seite 48
M
(d−1)
T mit Zeiten aus T markierter Seitenfla¨chenprozess des zufa¨lligen
Mosaiks M, Seite 49
N(A) Menge der lokal endlichen einfachen Za¨hlmaße aufA, Sei-
te 4
N,N0 Menge der natu¨rlichen Zahlen (vereinigt mit 0), Seite 3
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N (A) σ-Algebra auf N(A), Seite 4
(Ω,F,P) zugrunde liegender Wahrscheinlichkeitsraum, Seite 3
pc(G) kritische Perkolationswahrscheinlichkeit des Graphen G,
Seite 7
pc(M) kritische Perkolationswahrscheinlichkeit des zufa¨lligen Mo-
saiks M, Seite 16
Pt(x, y) Pair-Connectedness-Funktion, Seite 99
P0η,E0η Palm’sches Maß bzw. Erwartungswert des Punktprozesses
η, Seite 102
Pp Produktmaß von unabha¨ngigen Ber(p) verteilten Zufalls-
variablen, Seite 3
PX Verteilung einer Zufallsvariable bzw. eines zufa¨lligen Ele-
ments X , Seite 3
P(A) Potenzmenge der Menge A, Seite 3
tc kritische Intensita¨t im Boole’schen Modell, Seite 85
τ(x, y;M
(d−1)
T ) Passierzeit von x nach y im Mosaik M welches mit den
Zeiten aus T versehen ist, Seite 49
θp(M) Wahrscheinlichkeit unter Pp, dass die Nullzelle von M in
einem unendlichen Cluster liegt., Seite 16
θp(v) Wahrscheinlichkeit unter Pp, dass der Knoten v in einem
unendlichen Cluster liegt, Seite 7
θx Verschiebung um den Vektor x, Seite 5
Vol(A) d-dimensionale Lebesguemaß der Menge A, Seite 3
χp(v) unter Pp erwartete Clustergro¨ße des Knoten v, Seite 7
Y (M, δ), U(M, δ) zufa¨llige Felder, die die Ha¨ufigkeit von kleinen und großen
Zellen im zufa¨lligen Mosaik M beschreiben., Seite 18
z(Z) Zentrum der Zelle Z, Seite 17
Z0(m) Nullzelle des Mosaiks m, Seite 13
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A. Anhang
Zx(m) Zelle des Mosaiks m die x entha¨lt, Seite 13
Zd d-dimensionale Gitter, Seite 7
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