ABSTRACT Emerging memory devices, such as resistive crossbars, have the capacity to store large amounts of data in a single array. Acquiring the data stored in large-capacity crossbars in a sequential fashion can become a bottleneck. We present practical methods, based on sparse sampling, to quickly acquire sparse data stored on emerging memory devices that support the basic summation kernel, reducing the acquisition time from linear to sub-linear. The experimental results show that at least an order of magnitude improvement in acquisition time can be achieved when the data are sparse. In addition, we show that the energy cost associated with our approach is competitive to that of the sequential method.
I. INTRODUCTION
Resistive memory crossbars have the potential to enable extremely dense memories [1] , [2] . They can enable storageclass memory and can potentially be integrated on chip for dense local memories. Unfortunately, serially reading out a large-capacity memory can be slow. A sequential read of a single element at a time, for example, incurs a cost of O(n) time, where n is the storage capacity of the memory. This can be prohibitive in high-throughput applications such as memory forensics where the storage devices of a computer have to be thoroughly scanned.
Fortunately, on emerging memory devices that support the basic summation kernel, such as resistive crossbars [3] or a modified DRAM technology [4] , it is possible to utilize this kernel operation to acquire data faster. Typically the current or charge from multiple memory elements are summed in analog and the result is digitized with an analog to digital (A/D) converter. We present two methods, based on sparse sampling, to acquire sparse data stored in these memories, reducing the acquisition time from O(n) to O(k log n/k), where k is the number of non-zero elements in the data. The first approach is passive sampling that requires no feedback mechanism to acquire the data. The second approach is adaptive sampling that adaptively samples the data based on previous measurements.
In passive sampling [5] , [6] , the data acquisition process is represented via a sparse sampling matrix. Conceptually, each measurement corresponds to the dot product of the data with a row of the sampling matrix. Although the sampling matrix need not be binary, we explicitly utilize a binary sampling matrix in our approach. This provides a simplified demonstration of the sampling in that each measurement corresponds to reading, or activating, some elements of the memory and summing up the total value. In addition, a binary sampling matrix implies that the input voltages are identical, simplifying the design of the circuits that drive the sampling process.
The standard approach [5] , [6] of randomly constructing the sampling matrix does not offer the ability to control the maximum number of activations per measurement. A large number of activations may result in an output voltage or current that saturates the analog to digital converter used to read the output. Fortunately, if the data is sparse, only 1's will pass current, preventing the A/D converter from saturating and allowing for a larger number of activations. Nevertheless, the leakage current can still limit the number of activations per measurement. In order to minimize these problems, it is desirable to control the number of activations per measurement. We propose an algorithm to construct the sampling matrix so that the number of activations can be upper bounded [7] .
An important parameter in passive sampling is the sparsity (number of non-zero elements) of the data, which partly determines the number of measurements needed to reconstruct the data. In theory, this quantity is assumed to be known, a priori, so that the sampling matrix can be constructed appropriately. In practice, this quantity is not known and must be estimated. Sparsity estimation, in general, is non-trivial, considering the fact that we cannot iterate through the data as that would erase any benefit obtained by sparse sampling, e.g., the time would be linear with respect to the data size. For compressed sensing, a lower bound on the sparsity can be estimated [8] . Leveraging the fact that the data is binary, we propose to estimate an upper bound on the sparsity using the sparse measurements themselves. Specifically, we first take a few measurements. Using these measurements, we estimate the sparsity and subsequently construct an appropriate sampling matrix to capture the data as necessary. The first few measurements can be re-used as part of the sampling matrix so that there is no additional overhead measurements in estimating the sparsity.
A major drawback of a passive system is the fact that the obtained data is a compressed representation of the original and a post-reconstruction step is needed to transform the measurements back to its original form for analysis. Although the post-reconstruction step can be done offline and does not interfere with the integrity of the data (fast acquisition speed is the main concern), it might still be beneficial not to have this step. As a result, we propose an alternative adaptive sampling approach that can acquire data directly in O(k log n/k) time without a post-reconstruction step. Experimental results show that both methods enjoy a significant improvement in acquisition time when the data is sparse: 20 times for passive sampling and 12 times for adaptive sampling when n = 1000. This speedup advantage is even more significant when n is large due to the log n/k scaling term. In other words, the improved acquisition speed is more significant in largecapacity memories.
In addition to enjoying an improvement in acquisition time, we show that our approach is also competitive to the sequential method in terms of energy cost. Specifically, the passive approach incurs an energy cost that is asymptotically similar to that of the sequential method.
The paper is organized as follows. Our passive and adaptive acquisition approaches are presented in Section III and Section IV, respectively. Experimental results are shown in Section V. Concluding thoughts are provided in Section VI.
II. RELATED WORK
Memory acquisition, whether from volatile memory or persistent storage, has long been an active area of research in the information forensics and security community. Scanning the entire storage medium to identify malicious contents can consume a significant amount of time. As memory capacity increases, many applications, such as Web browser sessions and instant messages, can store information entirely in memory. Memory resident malware that live only in volatile memory can be difficult to detect without analyzing the volatile memory content [9] . It becomes a necessity to acquire data stored in volatile memory in a consistent manner so that data integrity is preserved. We provide a brief review of related work. For a more comprehensive survey, we refer to [10] .
An early hardware-based approach uses a specialized PCI card to acquire volatile memory [9] . The card has an external switch to activate it. Once activated, the host CPU is suspended so that the memory acquisition process can take place without host interference. The captured memory content can be saved to an attached storage device. Upon completion, the control is given back to the host CPU and operating system.
Other methods include operating system injection [11] and rebooting [12] . These methods essentially replace the host operating system with an independent system that can then acquire the volatile memory content of the host. Although the memory content of the host machine may be retained after a reboot, this is not guaranteed.
Whether it is through a specialized hardware or software module, these methods access memory in a sequential fashion, potentially leading to long acquisition time. From this perspective, our approach is complementary to existing techniques in that we aim to reduce the acquisition time by taking advantage of emerging memory architectures that support the summation operation. The fast acquisition time may lead to minimal consistency issues. Depending on applications, the host may not need to be suspended. In the event that the host has to be suspended during acquisition, the improvement in acquisition time reduces the overall downtime of the host, which can be important for an active host such as a server.
III. PASSIVE SAMPLING
We present our approach to acquire data quickly using passive sampling. We first show how to construct sparse sampling matrices where the number of activations per measurement can be upper bounded. We then discuss practical implementations of passive sparse sampling, including sparsity estimation, and analyze the associated energy cost.
A. SAMPLING MATRIX CONSTRUCTION
We consider the problem of reading all elements stored in a memory that supports the summation kernel. We assume that the data is binary, e.g., each element is either 0 or 1. Let x be the data consisting of n bits. The total amount of time to read x sequentially (one element at a time) is O(n). Our goal is to improve this bound using passive sampling.
The key observation is that instead of activating each element sequentially, we can activate several elements at a time and leverage the summation kernel to read the sum of the values of the activated elements. An illustration of this process on crossbars is shown in Fig. 1 . The summation is automatically calculated by the memory and can be designed by minimizing the number of bits on the A/D converter such that there is no additional time penalty incurred when activating several elements [3] . If we repeat this sampling process several times by randomly selecting new elements to activate, we can use the obtained measurements to reconstruct x.
The sampling process described can be represented as a binary matrix A of size m-by-n, where each row in the matrix corresponds to a measurement, with non-zero entries indicate the elements activated for that measurement. The measurements obtained by sampling x with A is y = Ax. If x is sparse with at most k ones, the total number of measurements, and hence the acquisition time, required to reconstruct x is m = O(k log n/k) [5] , [6] .
The reconstruction of x can be accomplished by solving the following linear program:
where ||α|| 1 = i |α i | is the 1-norm and α ∈ R n . The solution to this problem can be obtained in polynomial time using existing linear program solvers (we use [13] in our experiments). We note that the focus of this work is not on the reconstruction step, but the acquisition time. We emphasize that the reconstruction step can be done offline, freeing up the memory for immediate use, which is important in volatile memory forensics where fast acquisition time is critical to minimize data consistency problems.
The sampling matrix, A, must be carefully designed to facilitate reconstruction. In compressed sensing, the wellknown requirement is that the sampling matrix satisfies the Restricted Isometry Property (RIP-q) with q = 2, which states that for any k-sparse vector x, there exists a constant δ ∈ (0, 1) such that (1 − δ)||x|| q ≤ ||Ax|| q ≤ (1 + δ)||x|| q . A similar requirement for sparse binary sampling matrices is that they satisfy the RIP-1 (where q = 1) condition [5] , [6] . As long as A satisfies the RIP-1 condition, any k-sparse vector can be perfectly reconstructed from the compressed measurements. One mechanism to generate such matrices is to randomly select d rows in each column and set those to 1, while ensuring that the pattern of each column is unique. It is not necessary, however, that every column must have exactly d ones. We should clarify that it is the normalized matrix, A/d, that satisfies the RIP-1 property.
If the m-by-n sparse sampling matrix is constructed in the random fashion as described, it is straightforward to see that the number of ones per row (number of activations per measurement) follows a binomial distribution Bin(n,
Although the expected number of ones per row is nd/m, each row can still deviate significantly from this mean, as the variance of the binomial distribution is np(1 − p). As mentioned earlier, due to design constraints, such as leakage current or the number of levels supported by the A/D converter, it is desirable to control the number of activations per measurement. We need a different mechanism to construct the sampling matrix so that the number of ones in each row is upper bounded by a desired quantity. Specifically, the number of ones in each row is upper bounded by nd/m . For an appropriate choice of m, n, and d, the existence of such matrices is guaranteed [14] .
Our approach is to keep track of the number of ones in each row as we proceed to generate each column of A. We use a priority queue to store the rows so that they are sorted by the number of ones in ascending order. For each column, we select d rows from the queue, which correspond to the d rows with the fewest number of ones. These rows are set to one for that column. The number of ones in each of these rows is incremented accordingly so that the queue is updated. In order to encourage more random patterns and to avoid duplicate column patterns, each row is also assigned a random weight (w in Algorithm 1). When two rows have the same number of ones, their weights are used to decide their sort order in the queue. These weights are changed for each column. By generating the sampling matrix in this fashion, each column has exactly d ones and the number of ones in each row is upper bounded by nd/m . In other words, we can choose d and m to control the number of activations per measurement. The sampling matrix construction process is shown in Algorithm 1, where the notation A ·j refers to column j of matrix A. It is possible to run into the situation where column j cannot be unique, e.g., it is a duplicate of a previous column. It is straightforward to detect this condition VOLUME 7, 2019
by keeping track of how many attempts we tried to generate column j. When the number of attempts exceeds a threshold, we can restart the process, or more efficiently, backtrack a few columns. The number of columns to backtrack is at most
where lcm is the least common multiple operation. We note that the sampling matrix does not need to be generated during acquisition time; it can be constructed and saved offline, then recalled during acquisition time. Furthermore, since the matrix is sparse, we do not need to save the entire matrix, but just the non-zero indices, which we use to activate the corresponding memory elements during acquisition. This makes our approach practical with minimal storage requirement. The same matrix can also be reused across pages in a memory.
B. ENERGY COST
We now investigate the energy cost associated with passive sampling. Since energy consumption is dependent on the underlying technology, we choose to analyze an n-by-n resistive crossbar. For generality, we assume the crossbar can read out c columns in parallel and that each column in the crossbar has at most k ones. Passive sampling is applied to each column of the crossbar. For a voltage-based readout, the energy to read the array is given by the energy to charge the capacitances of the activated rows and columns: CV 2 , where C is the line capacitance and V is the input voltage. Since V is a constant term, we can ignore it in our analysis. The capacitance, C, is proportional to the length of the line, n. For a sequential read, the energy cost to read c columns in a row is O(cn + n), as c columns and 1 row need to be charged. Reading all n rows and n columns requires n 2 /c read operations and thus the total energy cost is then O(n 3 + n 3 /c). Reading out the array using passive sampling requires activating r = nd/m crossbar rows in parallel for each measurement. The energy cost associated with each measurement to read c columns and r rows is O(cn + rn). The total energy cost of m = O(k log n/k) measurements and n columns is O(n 2 k log n/k + n 3 d/c). It is clear that the total energy cost using sparse sampling acquisition is asymptotically the same as that of the sequential approach. Furthermore, as long as
For a current-based readout, the column is kept at zero volts and so the column capacitances are not charged. In this case, the energy of the current sense amp, E s , which can be on the order on n, is the relevant column energy [15] . Thus, for a sequential read, the energy to read a single row and c columns is O(n + cE s ). The total energy cost to read all n rows and n columns is O(n 3 /c + n 2 E s ). For sparse sampling, the energy cost associated with each measurement consisting of r = nd/m rows and c columns is O(rn+cE s ). The total energy cost of m measurements and n columns is O(n 3 d/c + E s nk log n/k). Once again, the total energy cost for both methods, sequential and sparse sampling, are asymptotically identical. As with voltage-based read out, if E s is O(n) or larger and d < c, reading multiple columns in parallel can allow the column energy to dominate, making sparse sampling more energy efficient.
The energy cost of the entire system must also account for the energy cost of the A/D converter. For a simple 4-bit A/D converter, the array energy dominates [3] . A 4-bit A/D converter may be sufficient when the data is sparse. Intuitively, when the data is sparse, the output of each measurement may still be in the range supported by the A/D converter, even if the number of activations is large. In the event that a measurement saturates the A/D converter, we have three options. The first is to resample that saturated measurement as two separate measurements and repeat. This would not only incur additional measurements, but also require a feedback mechanism during acquisition. The second option is to keep the saturated measurements and instead of solving for (1) during reconstruction, we solve a linear program that also involves inequalities. That is, for any measurement that saturates the A/D converter, the corresponding equality constraint becomes a greater than or equal to constraint. The third option is to discard any measurement that saturates the A/D converter during reconstruction (we adopt this option in our experiments). Fortunately, the probability of saturation is low when the data is sparse. By activating r = nd/m crossbar rows for each read, it is straightforward to see that the output measurement, y i , follows a hypergeometric distribution:
We can compute the probability of getting an output measurement that reaches or exceeds the maximum number of levels supported by the A/D converter. For a 4-bit A/D converter (16 levels), with n = 1000 and k = 50, if the number of activations is 150, the probability of saturating the A/D converter is 4.23e-3. This implies that we can design a passive sampling mechanism to acquire data stored in largecapacity crossbars in sub-linear time without incurring significant additional energy costs.
C. SPARSITY ESTIMATION
There is still one outstanding issue that needs to be addressed to make our approach practical. In order to recall a m-by-n sampling matrix for acquisition, we need to know m. Since m is a function of k, the data sparsity, we need to be able to estimate it. Clearly, k can be computed by iterating through x and count the number of non-zero elements. Doing so, however, would erase all the time benefit gained through sparse sampling. As mentioned earlier, sparsity estimation, in general, is non-trivial and only a lower bound can be estimated [8] . In our problem, it is more important to obtain an upper bound rather than a lower bound so that the appropriate sampling matrix can be recalled to ensure successful reconstruction. Leveraging the fact that the data is binary, we can utilize the sampling process itself to estimate k. Specifically, let y = Ax be the measurements, the sparsity estimate,k, iŝ
This should provide an accurate sparsity estimate, provided that all measurements do not saturate the A/D converter. When there is no saturation, every measurement is kept and the estimate is exact and unbiased in the sense that every element x i is sampled exactly d times. In the case of saturation, we set y i = j A ij for each saturated measurement i and then apply (4). It is this substitution that can lead to biased estimates and hence, we can only claim that our sparsity estimate is an upper bound of the actual sparsity.
In practice, we do not need to store a corresponding sampling matrix for each sparsity k. Instead, we use the same sampling matrix for some increments of k. As an example, we can store and use the same sampling matrix for sparsity of up to 1% of n. Similarly, we can use another sampling matrix for sparsity between 1% and 2%, etc. In this fashion, the sampling matrix, A 0 , that corresponds to the smallest supported sparsity, k 0 , is used to sample and estimate the sparsity of the data. Ifk is in the range supported by A 0 , e.g.,k ≤ k 0 , no further action is needed. Otherwise, we can recall the appropriate sampling matrix, A, usingk. Note that we can reuse A 0 as part of A. In other words, if the size of A 0 is m -by-n, the first m rows of A correspond to A 0 .
The remaining m − m rows of A are the new measurement patterns. In this fashion, we do not incur any additional measurement overhead for sparsity estimation. In the event wherek is too large that sparse sampling is not advantageous, e.g., requires too many samples for perfect reconstruction, we can switch to the sequential mode to acquire data. This is important as data, in general, might not be sparse everywhere. For memory segments that are sparse, our approach can be utilized to acquire data quickly. In several actual memory dumps [16] - [18] , we find that the data is generally sparse, containing roughly 25% ones with vast areas containing all zeros. By selectively apply passive sampling over the entire memory, the overall acquisition time is reduced.
IV. ADAPTIVE SAMPLING
The passive approach can significantly reduce the acquisition time from linear to sub-linear. It does, however, require a post-reconstruction step. While the post-reconstruction step does not interfere with the acquisition process, it might be more convenient to acquire the data directly and not have to reconstruct it afterward. This problem can be addressed if the measurements are adaptive, e.g., the next measurement is designed based on previous measurements.
Intuitively, if x contains just a single non-zero element, we can perform a bisection search to find the non-zero element [19] . This is essentially a search on a binary tree. In the first step, we can compute the sum of half of the elements of x. If this quantity is non-zero, we only have to continue the search on these elements in the same fashion. If it is zero, we only have to search the other half of the memory. It is straightforward to extend the bisection algorithm to accommodate for the general case where x contains k positive elements [20] . The extension is straightforward: continue the bisection search until we reach the end, e.g., there is only one element to examine. We show our version of the bisection search for k-sparse data in Algorithm 2 and illustrate it in Fig. 2 . Note that the output of Algorithm 2 is the original data, not compressed measurements. In other words, adaptive sampling does not need a post-reconstruction step.
Since we are working in the binary domain, it is possible to terminate the search prior to reaching the leaf nodes. Consider the quantity t = b−1 i=a x i . If t = b−a, then we know precisely that each element x i = 1, ∀i ∈ [a, b). In this case, there is no need to continue the search until we reach the leaf nodes, as the elements in the corresponding range are known.
It can be shown that the number of times x is sampled in Algorithm 2 is O(k log n) [20] . Here, we show a tighter bound:
Theorem 1: The number of times x is sampled in Algorithm 2 is O(k log n/k).
Proof: We assume that n and k are powers of 2. Except for the root node, a node is added to the queue, and subsequently sampled, if the sampled value of its parent node is non-zero. For each non-leaf node, its sampled value is nonzero if it has a leaf node that is non-zero. Since x is k-sparse, the number of non-zero nodes at each level of the tree is
Algorithm 2 Adaptive Sampling
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Right node proportional to k. Combined with the fact that the height of the tree is O(log n), an upper bound on the number of times x is sampled is O(k log n) (the multiplicative constant is 2 to be exact). This bound, however, is not tight because not all levels have at least k nodes. Level 0 has just the root node and level 1 has only 2 nodes. In order for a level to have at least k nodes, that level must be at least log k. The total number of nodes in the first log k levels is O(k). Therefore, we sample at most O(k) times in the first log k levels, not O(k log k). Subtracting the overestimated term, O(k log k), from our bound of O(k log n), we have our result. Note that adding the O(k) term does not change the asymptotic bound.
Although both passive and adaptive sampling schemes enjoy O(k log n/k) time, as we will see, the constant term for passive sampling is smaller than adaptive sampling. As a result, passive sampling generally requires fewer measurements than adaptive sampling.
Other than the fact that adaptive sampling does not need a post-reconstruction step, it also enjoys another benefit: there are no sampling matrices to store and recall. Similar to passive sampling, the sparsity of the data can also be estimated directly from the measurements. While the estimated sparsity is not used to recall a sampling matrix (as with passive sampling), it can be used to determine whether to switch to sequential sampling when data is not sparse enough to apply adaptive sampling. Again, this is an important capability from a practical perspective as some regions of memory might not be sparse, while others contain mostly zeros.
The issue with saturating the A/D converter is not problematic in adaptive sampling. If the A/D converter is saturated, the search continues to the next pattern, as it would anyway. Whereas, in passive sampling, a saturated measurement results in discarding that measurement, which may lead to unreliable reconstruction. Note that if the data is known to be sparse, it is possible to use just a one-bit A/D converter to determine which node to sample because the condition t > 0 is essentially a binary test.
Unlike passive sampling where each measurement activates at most nd/m elements, the number of activations varies in adaptive sampling, depending on which level of the tree we are sampling. We provide a bound on the total number of activations to acquire x:
Theorem 2: The total number of activations to acquire x is O(n log k + n − k).
Proof: Without loss of generality, assume that both k and n are powers of 2. To get a crude bound, observe that to sample a node at level l, we activate n/2 l elements. Since we sample at most O(k) nodes at each level, the total number of activations is therefore O k log n l=0 2 l = O(nk). Again, this bound is not tight because not all levels have at least k nodes. From the above proof of Theorem 1, we may sample every node through level log k. Since sampling all nodes at each level correspond to sampling all n elements, the number of activations through level log k is O(n log k). For the remaining levels, we sample at most O(k) nodes at each level. As a result, the total number of activations in the remaining levels is O k
So the total number of activations is O(n log k + n − k).
A. ENERGY COST
Similar to passive sampling, we now provide an energy cost analysis associated with adaptive sampling on a n-by-n resistive crossbar. In contrast to passive sampling, adaptive sampling is applied to one column at a time, even if the crossbar supports reading out c columns in parallel. This is due to the fact that the next pattern to sample is driven by the observations of the current column. The proposed pattern might not be applicable to another column. This problem should be investigated in future work.
From Theorem 2, we activate O(n log k) crossbar rows. In addition, we also use O(k log n/k) activations on the crossbar column that we are acquiring. For a voltage-based readout, the energy cost associated with acquiring a single crossbar column is O(n 2 log k + nk log n/k). Therefore, the total energy cost to acquire all n crossbar columns is O(n 3 log k +n 2 k log n/k). Similarly, for a current-based readout, the total energy cost to acquire all n crossbar columns is O(n 3 log k + E s nk log n/k). Although the energy cost of adaptive sampling is not as competitive as that of passive sampling, it does not require a post-reconstruction step, which may incur additional energy cost for passive sampling.
V. SIMULATIONS
We investigate the performance of both passive and adaptive sampling schemes. For passive sampling, we first investigate the impact of d, the number of ones per column of the sampling matrix, on reconstruction, e.g., solving (1) . The purpose of this experiment is to show that there is no degradation in our ability to reconstruct the data when using sampling matrices generated by Algorithm 1 as opposed to random construction.
We randomly generate a sparse binary vector x of length n = 1000 with k ones. We then generate the sampling matrix A of size m-by-n with d ones in each column using Algorithm 1. For any measurement i, if y i ≥ 15, we discard it (along with row i of A). This is equivalent to using a 4-bit A/D converter. Using the remaining measurements, we reconstruct the data by solving (1). The sampling matrix and the reconstruction are repeated 1000 times. If perfect reconstruction is obtained every time, we record the corresponding m as the minimum number of measurements required for perfect reconstruction. Otherwise, we increment m and repeat the process. In addition, to show that our approach does not affect the ability to reconstruct the data, we also perform the same experiment using randomly generated sampling matrices with d = 8 ones per column and we do not discard any measurement. For passive sampling, the speedup factor is defined as n/m.
For adaptive sampling, we randomly generate x with k ones. We then apply Algorithm 2 and count the number of times we have to sample x. This process is repeated 1000 times for each k. Let m be the average number of times we sampled x, the speedup factor is then n/m.
In Fig. 3(a) , we plot the speedup factors for both passive and adaptive sampling schemes as a function of normalized sparsity, k/n. The results show that we can acquire data with significantly fewer measurements than the data size. When the data is sparse, the improvement in acquisition time is significant: more than 20 times faster with passive sampling and 10 times faster with adaptive sampling. We emphasize that this gain is further amplified when n is large due to the log n/k scaling term. As mentioned earlier, although both methods sample O(k log n/k) times, passive sampling clearly requires fewer samples. It does, however, require a post-reconstruction step. We emphasize, again, that this post-reconstruction step can be done offline so that it does not interfere with the memory acquisition process, where acquisition speed is the critical factor.
For passive sampling, the speedup factor is not sensitive to the choice of d. This implies that we do not need to use a large value of d to enjoy the acquisition speed benefit of passive sampling. This is significant because d is proportional to the number of activations, and hence, energy cost, as shown in our energy cost analysis. We can choose to use a smaller d to reduce the number of activations without sacrificing acquisition speed. The results also show that sampling matrices generated by Algorithm 1 have similar performance to those generated randomly. What we gained by using Algorithm 1 FIGURE 4. Plot of estimated sparsity obtained using (4) vs. actual sparsity. The circles correspond to the mean estimates and the bars correspond to the minimum and maximum estimates over 1000 runs. The sampling matrix A 0 has size 61-by-1000 with d = 4 ones per column, generated using Algorithm 1 and corresponds to the size of the sampling matrix at normalized sparsity of 0.005 from Fig. 3(a) .
is the ability to control the number of activations per measurement, which is upper bounded by nd/m , to meet design constraints.
As we have alluded to earlier, when the data is sparse, a large number of activations does not imply saturation of the A/D converter. Furthermore, since the number of activations in passive sampling is upper bounded by nd/m , as k increases, the number of activations decreases (m = O(k log n/k)). Consequently, the probability of saturation remains low even for large k. Using the values of m from the sampling matrices associated with Fig. 3(a) for d = 8, we plot the probability of saturating a 4-bit A/D converter as a function of normalized sparsity in Fig. 3(b) . The results clearly confirm the fact that the probability of saturation remains low.
We now investigate using (4) for sparsity estimation. We generate sampling matrix A 0 of size m-by-n consisting of d ones per column using Algorithm 1. We then randomly generate a k-sparse binary vector x. Similar to the previous experiment, we use a 4-bit A/D converter and for any saturated measurement i, we set y i = j A ij , as described earlier. We estimate the sparsity of x via (4). The generation of x is repeated 1000 times. We plot the average estimate as a function of normalized sparsity in Fig. 4 for A 0 of size 61-by-1000 with d = 4, which corresponds to the size of the sampling matrix at normalized sparsity of 0.005 from Fig. 3(a) . For completeness, we also plot the minimum and maximum estimates as the lower and upper bars, respectively. It is clear that the sparsity estimate matches the actual sparsity when k is small. As expected, the minimum estimate always matches the actual sparsity exactly, suggesting that if we use an A/D converter that supports more levels so that there is no saturation, our estimates will be exact. In fact, when we switch to using a 7-bit A/D converter, which supports 128 levels, more than the nd/m = 66 activations per measurement,k = k in every case. We can therefore choose the appropriate A/D converter, d, and m to meet design constraints so that passive sampling can be utilized up to a desired sparsity.
VI. CONCLUSIONS
We have presented practical methods to quickly acquire binary data stored in large-capacity memory devices that support the basic summation kernel. Both methods reduce the number of measurements from linear to sub-linear. Experimental results show that the acquisition time is improved by at least an order of magnitude on sparse data. This improvement in acquisition time is critical in high-throughput applications, such as memory forensics, where data consistency is an important consideration. Our approach addresses all practical aspects of memory acquisition. In particular, we can estimate the sparsity of the data to determine when it is appropriate to apply these methods. This is an important capability as the memory content might not be sparse everywhere. For memory segments that are sparse, applying our methods can reduce the overall acquisition time. Future work includes extending the adaptive algorithm to support parallel acquisition.
