The emergence of superconductivity in the vicinity of antiferromagnetism is a universal phenomenon frequently observed in strongly correlated materials. We study the transition from an antiferromagnetic insulator to a superconductor driven by hole-doping based on a bilayer lattice model with the onsite Hubbard interaction and intra-rung charge and spin exchange interactions. The projector quantum Monte Carlo simulations are employed which are sign-problem-free both at and away from the half-filling. An Ising anisotropic antiferromagnetic Mott insulating phase occurs at half-filling, which is weakened by hole doping. Below a critical doping value xc ≈ 0.11, the antiferromagnetism coexists with the singlet superconductivity, which is an inter-rung pairing with an extended s-wave symmetry. As further increasing doping, the antiferromagnetic order vanishes, leaving only a pure superconducting phase. This magnetic phase transition is governed by a threedimensional Ising class. In the coexistence region of antiferromagnetism and superconductivity, a weak triplet pair-density-wave ordering is induced. These results provide important information how superconductivity appears upon doping the parent Mott insulating state. . This universal thread remains a big challenge for understanding strongly correlated superconductivities [5] . The doped Mott insulators and the consequential competition among the AF, SC, and charge orders have been extensively studied with significant efforts from various perspectives [6] [7] [8] [9] [10] [11] .
Introduction Strongly correlated electron systems are a central topic of condensed matter physics for exhibiting various competing orders and exotic phase transitions. In particular, in the vicinity of antiferromagnetic (AF) insulating phases, unconventional superconducting (SC) states appear by doping or applying pressure, including heavy-fermion superconductors [1] , high T c cuprates [2] , iron-based superconductors [3] , and organic superconductors [4] . This universal thread remains a big challenge for understanding strongly correlated superconductivities [5] . The doped Mott insulators and the consequential competition among the AF, SC, and charge orders have been extensively studied with significant efforts from various perspectives [6] [7] [8] [9] [10] [11] .
Due to the non-perturbative nature of this problem, numeric methods play an important role for unbiased studies on doped Mott insulators. Nevertheless, exact diagonalization is limited to small system sizes due to the exponential growth of the many-body Hilbert space [12] . The density-matrix-renormalization group [13] and related tensor-network methods [14] have been successfully applied to two-dimensional spin models [15] and quasione-dimensional fermionic ladder systems [16, 17] . However, their applications to 2D fermion systems are just beginning [18] . In the variation Monte Carlo method, the trial wavefunction is input by hand [19] . The auxiliary field quantum Monte-Carlo (QMC) method [20, 21] suffers from the notorious sign-problem away from halffilling [22] , which usually plaques the simulation.
Recently, a progress has appeared to employ the auxiliary field QMC method to study a spin-fermion model [23] , which describes the low energy hot-spots fermionic excitations and yields the d-wave like pairing symmetry [24] . This model is designed to be sign-problem free based on the previously proved Kramers-invariant decomposition in Ref. [25] , in which the Hubbard-Stratonovich decomposition on fermion interactions is formulated in a Kramers invariant way, i.e., the fermion matrix in any Hubbard-Stratonovich auxiliary field configuration satisfying the Kramers symmetry. Its determinant, working as the statistical weight, is a product of complexconjugate pairs, and thus positive-definite. Developments along this line mainly follows the line of hot-spot dominated pairing mechanism [26] [27] [28] . However, these models begin with a metallic normal state. For the microscopic models such as the Hubbard-like which exhibits the Mott-physics at half-filling, the QMC simulation has played an important role in studying the pairing mechanism [29, 30] , nevertheless, it often suffer from the sign problem under doping. It is desired to simulate the emerging of superconductivity by doping Mott insulators by QMC in a sign-problem free way.
In this article, we investigate the competition between antiferromagnetism and superconductivity based on doping the parent two-dimensional Mott-insulators. The generalized Scalapino-Zhang-Hanke model to the bilayer, which is a Hubbard-like model with extensions to include intra-rung charge and spin-exchange interactions, is employed. In a wide parameter region, it satisfies the Kramers invariant decomposition, hence, it is QMC signproblem free at arbitrary electron fillings. This enables the possibility to study the AF-SC transition in a numerically asymptotically exact manner. At half-filling, the ground state is either an AF insulator in the case of the Ising anisotropy, or, a rung-singlet Mott phase with SU(2) invariance. Upon hole doping, the AF ordering is arXiv:1806.03652v1 [cond-mat.str-el] 10 Jun 2018
The model Hamiltonian is defined on a bilayer square lattice. Its parameters include the intra and inter-layer hoppings of t and t ⊥ , respectively, the Hubbard interaction U , the inter-layer Coulomb interaction V , the inter-layer spin exchange J ⊥ and Jz.
weakened and finally suppressed when the doping level x > x c ≈ 0.11. Meanwhile, the extended s-wave SC order grows up away from half-filling and coexists with the AF order at 0 < x < x c , in which a weak triplet pair-density-wave (PDW) order is induced by the coexistence of the AF and SC orderings. The order-disorder AF phase transition is governed by the three-dimensional (3D) Ising class.
Model and QMC Simulations. We generalize the Scalapino-Zhang-Hanke (SZH) model to a bilayer square lattice as sketched in Fig. 1 [31] . The electron annihilation operators in the upper and layers are denoted as c and d, respectively. This model consists of the intraand inter-layer nearest-neighboring hopping terms of t and t ⊥ , respectively. The interaction terms include the onsite Hubbard interaction U , the intersite interactions V , J ⊥ , J z only defined along each rung between the upper and lower-layers. V is the intersite charge channel interaction, J ⊥ and J z are the transverse and longitudinal spin exchange, respectively. t is the energy unit and set as 1 throughout this article. The inter-rung magnetic correlation is intermediated through the 2nd order perturbation theory, which is typically small. For the isotropic case with J ⊥ = J z , the system will enter the rung singlet phase at half-filling if the intra-rung exchange is larger than the inter-rung one. We consider the case with the Ising anisotropy by setting J z > J ⊥ which stabilizes the AF long range order along the z-direction at half-filling. The insulating AF parent state is then doped to for achieving the SC phase in this work.
The above bilayer SZH model can be mapped to a spin-3/2 fermionic model in a compact way by defining
t [25, [32] [33] [34] ,
where
The five Γ-matrices are the rank-2 Clifford algebra, satisfying {Γ a , Γ b } = 2δ ab with 1 ≤ a < b ≤ 5, which are defined in the Supplemental Material (S.M.) I following the convention in Ref. [32] . The interaction parameters above are given by
In this representation, all the interaction terms are expressed in a Kramers invariant operators n i and n a i , which satisfy T n i T −1 = n i and T n a i T −1 = n a i , and the Kramers transformation is defined as T = Γ 1 Γ 3 C (C means complex conjugate), i.e., the usual time-reversal transformation followed by switching the upper and lower layers.
When all the coupling constants U c and g a (1 ≤ a ≤ 5) are negative, the Hubbard-Stratonovich (HS) decomposition can be performed in a Kramers invariant way, such that the auxiliary field QMC is free of the sign-problem [25, [32] [33] [34] . The discrete HS decomposition for the 4-fermion interaction can be performed in an exact way as shown in S. M. II. Roughly speaking, U c favors the charge density wave order, and g 1,5 favors the rung current or bond wave order, while g 2,3,4 favors the antiferromagnetic order. For simplicity, we set U c = g 1 = g 5 = 0 for studying the AF-SC transition. In practice, we have chosen V = t ⊥ = 0 and g 4 = 8g 2 = 8g 3 = 2 corresponding to J ⊥ = 1/4, J z = 2, U = 5/8. Our QMC simulations employ the projector scheme working at zero temperature with projecting time β = 4L and discrete imaginary time slice ∆τ = 0.1. The results show convergence with respect to β and ∆τ as shown in S. M. III, respectively. These simulations are performed on 20 cores for each group of parameters with 500 warm up steps and more than 1000 steps of measurements.
QMC Results We have performed QMC calculations on 2×L×L lattices with L up to 12. Larger size with L > 12 is technically difficult because the fermion matrices are not factorizable for the general interactoins U , J ⊥ and J , which significantly reduces the efficiency of fast update algorithm [35] . Even through, our results show clearly a transition from the half-filled AF-insulating phase to the singlet SC phase upon doping.
We first present the simulation results of structure factors, defined as equal-time correlations,
i is that along the x(y)-direction. Their structure factors are shown in Fig. 2 (a) and (b), respectively. The structure factors of AF xy nearly have no size-dependence, indicating the absence of long range order. In contrast, those of AF z increases significantly versus L at x < x c ≈ 0.11 suggesting the tendency for ordering. For the SC channel, we have examined all intra-rung pairings. The extended s-wave singlet SC order is defined as the on-rung In the disordered phases, the plots show very small size-dependence when L ξ and converge to a value proportional to the square of correlation length ξ 2 . In the ordered phase, the structure factor grows as L → ∞. The dashed lines in (a) and (d) suggest a critical point xc ≈ 0.11.
increases with enlarging the sample size as shown in Fig. 2(c) . If expressed with the bonding and anti-bonding band operators, f e(o)
, this pairing order parameter changes sign as ∆ =
. Remarkably, we also find that a triplet PDW order defined as
i also tends to order at x < x c even though its values are small, as shown in Fig. 2(d) .
We perform the finite-size scaling for structure factors to extract the values of orderings in the thermodynamic limit as shown in Fig. 3 . It is based on the scaling hy-
is the thermodynamic value (square of the order parameter) and ξ is the correlation length. At half-filling (x = 0), only AFz shows the long-range ordering, while both SC and PDW extrapolate to zero. At a small doping level with x = 1/16, the AFz order still survives but its value is suppressed accompanied by the emerging of the SC order. Meanwhile, the PDW tends to order although the order parameter is very small. Increasing the doping level to x = 1/8 and 1/4, both the AF and PDW orders vanish, leaving a pure rung singlet SC order. The above results are summarized in the phase diagram as shown in Fig. 4 . The AFz order exists in the region of 0 < x < x c with x c ≈ 0.11, and the SC order appears immediately upon doping starting from zero.
An interesting observation is that the PDW order develops within 0 < x < x c where the AFz and SC orders coexist. Based on the symmetry principle, there exist a coupling among the PDW, AFz and SC orders constructed as L pdw = g(N z ∆ † π + H.c.), where g is an effective coupling constant. In the coexistence regime where both N z and ∆ are nonzero, they combine as an external field to induce the triplet PDW order, which explains our QMC observations. Similarly to the SO(5) theory [9] , the AFz-SC transition can be unified by an hidden SO(3) symmetry: the total particle number, O pdw and O † pdw form the pseudo-spin SO(3) group. Very recently, the PDW order, either static or fluctuating, has received considerably attention due to its relation to the CDW and nematic orders in the pseudogap region of high T c cuprates Ref. [11, [36] [37] [38] . Through solving a specific lattice model solved by QMC, our work shows a physical picture that PDW can be induced by competing orders, such as AFz and SC in our case.
We next study the excitation gaps by calculating the imaginary-time-displaced functions
where T τ means time ordering. If O is chosen as ψ, then the single-particle Green's function G(τ ) is obtained. The results of the single-particle gap ∆ 1p are plotted in Fig. 4 , together with the spin gap ∆ AF z excited by the AF z -mode. In the whole phase diagram, the single-particle excitations are all gapped, which remains large in the AF z dominate region, indicating the existence of a pseudogap. On the other hand, the spin gap ∆ AF z grows up at x > x c , which is consistent with the vanishing of the AF z order.
The magnetic phase transition at x = x c is also evidenced by its critical behavior. At the quantum critical point (QCP), the structure factor satisfies the scaling law [39, 40] 
where z is the dynamical exponent and η is the anomalous dimension. Since the AF z order parameter breaks a Z 2 symmetry, the associated quantum critical point belongs to a 3D Ising universal class. To verify this, by taking the corresponding critical exponents η = 0.036 and by setting z = 1, the data crossing is achieved at x c by plotting L z+η−2 F AF z versus x as shown in Fig. 5 . The SU(2) symmetric case At last, we briefly discuss the consequence if the SU(2) symmetry is recovered. We have performed the QMC simulations by setting g 2 = g 3 = g 4 = 2/3 corresponding to J ⊥ = J z = 4/3 and U = 1. The finite size scalings of the AF, SC structure factors as well as the single-particle gap ∆ 1p at halffilling and at x = 1/16 are presented in Fig. 6 . The ground state at half-filling is a Mott insulator as shown in the nonzero single particle gap ∆ 1p , nevertheless, the AF ordering vanishes in the thermodynamic limit. Quantum fluctuations are stronger in the SU(2) case compared to the previously studied case with the Ising anisotropy, hence, the system is in the rung singlet phase, a valence bond solid phase without symmetry breaking. After doping, the SC long-range order is established as a result of the spin exchange on each rung as shown in Fig. 6(b) , the same as the Ising case.
Summary In summary, we have performed the projector QMC simulation based on the auxiliary field method on a bilayer lattice model, which is free of the signproblem. A quantum phase transition occurs from an Ising anisotropic AF-insulating phase, or, an SU(2) invariant Mott insulating phase without magnetic ordering in the SU(2)symmetric case, to a rung-singlet SC phase driven by doping. In the case with the Ising-anisotropy, the magnetic phase transition is governed by the 3D Ising class. In the coexistence regime of the AF z and SC orders, a weak triplet PDW ordering is induced as a direct consequence of their coexistence by the symmetry principle. This work provides a useful and reliable reference point for studying SC and other competing orders by doping Mott insulators.
SUPPLEMENTARY MATERIALS I. Definition of Γ-matrices
Following the convention in Ref. [32] , we define the five Γ-matrices as follows:
where I and σ are the 2× 2 unit and Pauli matrices. They satisfy the anti-commutation relation
Their commutators give rise to the 10 generators of the Sp(4) group as
The identity matrix, Γ a (1 ≤ a ≤ 5) and Γ ab (1 ≤ a < b ≤ 5) form the complete basis for the 16 bilinear operators in the particle-hole channel for 4-component fermions defined as
In the context of the bilayer model in the main text, we have
where n(i) is the total particle number on the rung, n 1,5 (i) is the bond current and bond strength along the rung, respectively, and n 2,3,4 are the bond Néel order. We define the Kramers symmetry as T = Γ 1 Γ 3 C where C is the complex conjugate. Physically, T is the combination of the usual time-reversal transformation and the flipping of the upper and lower layers. It is easy to check that the above 6 bilinear operators are even under this Kramers operations.
The other 10 bilinear operators are odd under T , which can be organized as
where Re π(i) is the spin-channel bonding strength, Im π(i) is the spin current along the rung, S(i) is the total spin of the rung, Q(i) is the charge-density-wave order of the rung.
II. Projector QMC algorithm
We adopt the projector determinant QMC method [35] to study the model Hamiltonian shown in Eq. 1. The basic idea is to apply the projection operator e −βH/2 on a trial wave function |Ψ T . If Ψ G |Ψ T = 0 and there exists a nonzero gap between |Ψ G and the first excited state, |Ψ G is arrived as the projection time β → ∞,
where the projection time β can be divided into M slices with β = M ∆τ , and the trial wave function can be written by filling N e electrons,
here i, j contains both site and flavor indices and |0 labels fermion vacuum. In practice, |Ψ T can be chosen as the ground state of a free fermion Hamiltonian. The scattering matrix Ψ T |e −βH |Ψ T is obtained by integrating out fermionic degrees of freedom,
where σ i labels the auxiliary discrete boson field (see below). The scattering matrix Eq. 13, which plays the role of the partition function, serves as the basis of the projector determinant QMC algorithm. The {σ i } fields are then sampled using standard Monte Carlo technique. In order to obtain Eq. 13, two preliminary steps are needed. The second order Suzuki-Trotter decomposition is first used to separate the kinetic (K) and interaction (V ) terms in each time slice, and then e −∆τ V term is decoupled using discrete Hubbard-Stratonovich (HS) transformation
If eigenvalues eig(X) = {0, ±1}, [20] we only need I max = 1 and
If eig(X) = {0, ±1, ±2, ±3}, we need I max = 2 and
, thus the latter HS transformation with I max = 2 is applied.
III. The ∆τ and β-scalings
In the projector QMC algorithm, the systematic error mainly comes from two origins: ∆τ and β. In the following, we perform error analysis on both ∆τ and β.
For the Suzuki-Trotter decomposition defined in Eq. 14, detailed calculation shows that its error is at the order of max{tU 2 , t 2 U }(∆τ ) 3 . In Fig. 7 , curves of the AF z , AF xy and SC correlation v.s. ∆τ are plotted for lattice size L for all three cases. Therefore, we only need to check the small lattice size. Due to the convergence of the finite ∆τ scaling, we use the value of ∆τ = 0.1 in all our simulations. We further check the effect of the finite projection time β. In Fig. 8 , we present the scalings of the AF z , AF xy and SC correlation v.s. β for different sizes L = 4 and L = 6. Here we only present the scalings at J ⊥ = J z /8 since the results are similar for other parameters. For each curve, we define β c as the convergence projection time after which the order parameters converge. It is shown that the AF xy and SC order parameters converge very quickly for both x = 0 and x = 1/4, and the corresponding β c is around to be around 8. For the AF z parameters, β c = 16 should be enough for L = 4, as well as β c = 24 for L = 6, which indicates the β c (L) = 4 × L is safe for convergence. As a result, we choose β = 4 × L for all the simulations presented in the main text, which is sufficient to obtain accurate numeric results.
IV. Calculation of excitation gaps
As explained in the main text, we calculate the spectra gap functions through the imaginary-time displaced correlation functions χ(τ ) = T τ O(τ )O † (0) . Since our QMC works in canonical ensemble, we can only obtain the energy difference directly through χ(τ ) ∼ e −(E O † −E0)τ for τ → ∞ and χ(τ ) ∼ e (E O −E0)τ for τ → −∞, where E 0 is the ground state energy and E O (E O † ) gives the lowest energy excited by O(O † ). On the other hand, the physical gap should take the chemical potential into account, i.e. ∆ O = E O − E 0 − µN O where N O is the excitation charge. Nevertheless, the relation between particle number N and µ is generally complicated especially for an interacting model. We use the average of ∆ and ∆ O † as the excitation gap, in which µ does not appear explicitly.
In Fig. 9 (a) , we plot the single-particle Green's function G(τ ) as an example to clarify our points. Only at half-filling, G(τ ) shows the particle-hole (PH) symmetry, G(τ ) is plotted at different dopings. Due to the particle-hole symmetry at half-filling, the relation of G(τ ) = −G(−τ ) is satisfied, while this symmetry is not held away from halffilling. We employ [−G(τ )G(−τ )] to extract the mean single particle gap, plotted in (b), which shows very weak size dependence.
i.e. G(τ ) = −G(−τ ). Away from the half-filling, the above PH symmetry disappears. If we directly take the slope of log[G(τ )] versus τ as the excitation gap, we even obtain a negative value, for example, at x = 1/4. According to the above discussions, we extract the mean gap from log[−G(τ )G(−τ )], as shown in Fig. 9(b) , in which the size-dependence is small.
