Abstract
INTRODUCTION
Quantum computing is a new field in computer science which has induced intensive investigations and researches during the last decade. It takes its origins from the foundations of the quantum physics. The parallelism that the quantum computing provides reduces obviously the algorithmic complexity. Such an ability of parallel processing can be used to solve efficiently optimization problems.Since there are no powerful quantum machines till today,some ideas such as simulating quantum algorithms on conventional computers or combining them to existing methods have been suggested to get benefit from this new science. In this paper we are using a combination of evolutionary algorithms and quantum computing principles which has already proved its usefulness in solving many problems such as the knapsack problem,multiobjecive image segmentation etc. The proposed approach use quantum bit representation instead of classical bits and use the evolutionary algorithm in addition with particle swarm optimization for obtaining an optimal solution for multi-travelling salesman problem.
TRAVELLING SALESMAN PROBLEM (TSP)
The travelling salesman problem (TSP) is an NP-hard problem in combinatorial optimization studied in operations research and theoretical computer science. The traveling salesman problem (TSP) was studied in the 18th century by a mathematician from 
Definition
Given a set of cities and the cost of travel (or distance) between each possible pairs, the TSP, is to find the best possible way of visiting all the cities and returning to the starting point that minimize the travel cost (or travel distance).
Complexity
Given n is the number of cities to be visited, the total number of possible routes covering all cities can be given as a set of feasible solutions of the TSP and is given as (n-1)!/2.
MTSP
The mTSP is defined as: In a given set of nodes, let there are m salesmen located at a single depot node. The remaining nodes (cities) that are to be visited are intermediate nodes. Then, the mTSP consists of finding tours for all m salesmen, who all start and end at the same or multiple depot, such that each intermediate node is visited exactly once and the total cost of visiting all nodes is minimized. Suppose that the number of cities is n and m is the number of salesman, then m ≪ n and m and n are all discrete numbers. [1] [2] Mathematically, The mTSP is defined on a graph G= (V, A), where V is the set of n nodes (vertices) and A is the set of arcs (edges). Let C= (cij) be a cost (distance) matrix associated with 
BASIC CONCEPTS

Quantum Computing
Quantum inspired computing is characterised by:  The use of "quantum-inspired" computational methods which is based on some principles of quantum mechanics such as q-bits, interference, standing waves,coherence etc.  The use of classical algorithm for checking whether the solution generated by the quantum-inspired algorithm is correct . [5] 
Q-bits
In classical computers there are two bits representing data. But a quantum computer maintains Q-bits. Q-bit has a quaternary nature. TheQ-bit is the quantum analogue of the bit, the classical fundamental unit of information. Classical bits can be either in 0 or 1 state. But Q-bits can be in two states denoted by |0〉 or |1〉 or a linear superposition of these two states. The notation | 〉 is called a state, a vector or a ket. A Q-bit is a bit of information that can be both zero and one simultaneously. A Q-byte is made up of eight Q-bits and can have all values from zero to 255 simultaneously. In general the physical state of a Q-bit is the superposition of two states and is given by: |ψ〉 = α|0〉+β|1〉
Where, |ψ〉 is the superposition state. α , β are complex numbers. |α| 2 represents the probability of finding |ψ〉 in state 0. |β| 2 represents the probability of finding |ψ〉 in state 1. This formalism for a quantum bit is a direct extension of one way to describe a classical computer. That is, way may write that a classical bit |ꙍ〉 is in the state α|0〉+β|1〉. The only difference is α and β are defined not over the complex numbers but rather from the set {0, 1}. That is {α, β} ϵ {0, 1}.
Genetic Algorithms
Genetic algorithms derive from the evolution theory. They were introduced in 1975 by John Holland and his team as a highly parallel search algorithmIn genetic algorithms, this principle is traduced into the problem of finding the best individuals represented by chromosomes.
So, each chromosome encodes a possible solution for the given problem and, starting from a population of chromosomes, the evolution process performs a parallel search through the solutions' space. The fitness is measured for each individual by a function related to the objective function of the problem to be solved. Basically, a genetic algorithm consists of three major operations: selection, crossover, and mutation. The selection evaluates each individual and keeps only the fittest ones in the population. In addition to those fittest individuals, some less fit ones could be selected according to a small probability. The others are removed from the current population. The crossover recombines two individuals to have new ones which might be better. The mutation operator induces changes in a small number of chromosomes units. Its purpose is to maintain the population diversified enough during the optimization process.
[6] [7] 
Particle Swarm Optimisation
PSO was formulated by Edward and Kennedy in 1995. The thought process behind the algorithm was inspired by the social behavior of animals, such as bird flocking or fish schooling. PSO is similar to the continuous GA in that it begins with a random population matrix. Unlike the GA, PSO has no evolution operators such as crossover and mutation. The rows in the matrix are called particles (same as the GA chromosome). They contain the variable values and are not binary encoded. Each particle moves about the cost surface with a velocity .The particles update their velocities and positions based on the local and global best solutions: where , v m,n = particle velocity p m,n = particle variables.r 1 ,r 2 = independent + uniform random numbers,Г 1 Г 2 = learning factors =2. The PSO algorithm updates the velocity vector for each particle then adds that velocity to the particle position or values. Velocity updates are influenced by both the best global solution associated with the lowest cost ever found by a particle and the best local solution associated with the lowest cost in the present population. 
Quantum Evolutionary Algorithm (QEA):
They can be classified into two fields. One concentrates on generating new quantum algorithms using automatic programming techniques such as genetic programming. The other concentrates on quantum-inspired evolutionary computing for a classical computer, a branch of study on evolutionary computing that is characterized by certain principles of interference, coherence, superposition etc. A Q-bit individual is defined by a string of Q-bits. The Q-bit individual has the advantage that it can represent a linear superposition of states (binary solutions) in search space probabilistically. Thus, the Qbit representation has a better characteristic of population diversity than other representations. [3] 
Quantum Individual Repre-Sentation
A Q-bit is defined as the smallest unit of information. A Q-bit individual is defined as a string of Q-bits.
at generation t ,where, n is the population size, q t j , j = 1,2,….,n , is each Q-bit individual.Since the Q-bit representation is able to express as a linear superposition of states probabilistically, it is profitable for generating diversity in the evolutionary process.
A Q-bit individual is defined as:
Where,m is the number of Q-bits, and i.e., the string length of the Q-bit individual, and j = 1, 2… n and |α t j | 2 + |β t j | 2 = 1. Initially, QEA can represent diverse individuals probabilistically because a Q-bit individual represents the linear superposition of all possible states with the same probability. As the probability of each Q-bit approaches either |1〉 or |0〉 by the Q-gate, the Qbit individual converges to a single state and diversity property disappears gradually. i=1, 2….. m ;j= 1, 2… n. In the step of "initialize Q(t)" at t = 0 of all q j 0 in Q(0) are initialized with random probability. It means that in each m Qbits, q j 0 represents the linear superposition of all possible states with the same probability. To obtain the binary string, the step of "make P (t) by observing the state of Q(t)" can be implemented for each Q-bit individual as follows. When observing the state of Q(t),the value x t ji = 0 or 1 of P(t) is determined by the probability |α 
Structure of QEA
SOLUTION APPROACH
A solution procedure for designing a quantum inspired evolutionary algorithm for multi travelling salesman problem by multi-chromosome techniques is as follows: Here all the individuals of the population are represented by as set of chromosomes each representing a possible solution to a problem. The number of chromosomes m present in an individual represents the number of salesman and each gene or the positive integer in a chromosome represents a city value. The sum of all the city values is equal to the n randomly generated cities.In each generation new sets of individuals are formed from the existing sets using the genetic procedures crossover and mutation.
The cost of all the individuals in each generation is calculated and are stored which are compared with the cost of individuals of other generations. The lowest cost thus obtained gives the best resulting tour. represents the linear superposition of all possible states with the random probability. The Make P s (t) and P c (t) can be implemented for each Q-bit individual as follows. When observing the state of Q(t), the value x t j = 0 or 1of P(t) can be determined by the probability of | | 2 or | | 2 as follows : This step is same for both P s (t) and P c (t). After generating the binary string, corresponding decimal value is obtained by converting the binary string into decimal values whereas the procedures repair P s (t) and P c (t) are used for repairing the matrices ina accordance with a specific criterion,the crossover Q c (t) and mutation Q c (t) are evolutionary operators used for performing crossover and mutation over the population of individuals and update Q c (t) uses particle swarm optimization to update the individuals of the population.
Procedure for initialization of salesman part
RESULT AND COMPARISION
The proposed algorithm is coded in Matlab and implemented on a intel core i3,2.4 GHZ,(2GB RAM), operation system is windows 7. the efficiency and performance of the proposed algorithm (PA) is compared with some of the best techniques designed including modified genetic Algorithm (MGA). These algorithms are applied and tested on several instances from TSP problemsavailable on the TSPLIB including Pr76, Pr152, Pr299 with 5 salesman. [6] 
