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Abstract. Employing a generalization of the remainder theorem for polynomials J’,(Z), we 
obtain by division both polynomial and rational interpolants for P”(Z), including all osculatory 
forms. Ordinary and non-linear divided differences of P,,(Z) are found as by-products. Applied 
to P,,(O) when 0 is an operator, we obtain “operational polynomial interpolants”, which for 
0 f A (difference operator) or 0 _ D (derivative operator) reproduce the operation of P,,(O) 
upon polynomial-exponential functions. 
The writer has not seen in the literature of either elementary algebra or numerical analysis, 
any statement, let alone development, of the computational significance of that obvious 
generalization of the remainder theorem, namely, that if the polynomial P,(Z) is divided by 
the polynomial Dm(2), the remainder &-I(Z) is the (m-l)th degree polynomial interpolant 
to R(z) at the zeros of D,,,(X). For many important sets of algebraic irrational nodes 
zi, i = l(l)m, say when o,,,(z) is the Chebyshev polynomial T,(X) = cos(marccosz), we 
obtain the m-point Lagrange interpolation polynomial for P,(X) without having to calculate 
either P,,(ei) or the Lagrange interpolation coefficients for the nodes zi’. Another nice 
feature of this division method is that R,_1( ) z is independent of any normalization factor 
for Dm(z), so that when the coefficients of Dm(x) are rational we can make them integral. 
The widest application of this generalized remainder theorem should be to Pn(x) when 
it is a truncated Taylor series approximation to an important function f(x) where n is 
high enough for If(z) - Pn(z)l < any preassigned E, within the range of 2. When P,,(X) 
and D,,,(z) both have rational coefficients, division of I,-,P,(x) by I,nDm(~), in which all 
coefficients are integral, gives the remainder 1,&,-l(~) from which &-I(Z) is recovered. 
Finding any Hermite osculatory interpolation polynomial for Pn(z), is done with no added 
complication, just by having the factor (Z - xi) K8 in &(z), to satisfy the conditions 
J&(q) = P$‘(Xj), j = O(l)Ki - 1, i = l(l)/, m= ?Ki. (1) 
i=l 
(To see the advantage, say for third order osculatory interpolation at Chebyshev nodes, 
compare the work in dividing P,,(Z) by {T~(z)}~ with that in the use of Hermite’s formula 
in terms of ti and P:‘(q), ti = cos((2i - 1)~/21}, i = l(l)/, j = 0(1)3.) 
This division method is admirably suited to finding, with a little extra work, an (r+s+l)-- 
point rational interpolant N, (Z)/OS (z) for P, (;c), including all the osculatory forms. Here 
OS(x) is normalized to S? + bs-lPV1 +. e. + bo. We divide D,(z)P,(z) by 
D r+s+l(~) = n(z - xi)lci, where C li’i = r + s + 1, 
i=l i=l 
‘This approximation is a practical alternative (comparable in accuracy and convenience in computation) 
to that found by a method for obtaining Chebyshev polynomial series for P,(z), without the use of tables, 
which is described in the introductory text of [l]. 
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and where the coefficients of the dividend D$(z)P,,( ) t are linear in the still unknown coef- 
ficients bl, t = O(l)s - 1, of D6(z). Then the coefficients of the remainder R,.+b(x) are also 
linear in bt. In Rr+s(z) we set the coefficients of zr+$, z’+‘-~, . . . , z’+l equal to zero, solve 
the lmear system for bt, t = O(l)s - 1, and obtain both OS(z) and the numerical values 
of the coefficients of the remaining powers z’, S-l,. . . ,x0, in ELp+d(~), converting it into 
No. 
As a by-product of the division, for the polynomial interpolants, the (n - m)th degree 
polynomial quotient without the remainder gives, for the nodes xi, i = l(l)m, and x, the mth 
order divided difference of P,(x), which includes every pattern of repeated (or “confluent”) 
nodes ti in osculatory interpolation. Likewise, for the rational interpolants, in the division 
of D,(z)P,(x) by Dr+s+i (xc>, the (n - P - l)th degree quotient without the remainder gives, 
after the insertion of the numerical values of bt, t = 0( 1)s - 1, in its coefficients, (-1)’ x the 
non- linear divided difference of P,(x), for the nodes xi, i = l(l)r + s + 1, and x (cf. [3], 
[4]), of the (V + s + l)lh or (r + l)th order, depending upon which definition of “order” is 
adopted (cf. [4], p.183, footnote), and of the (s+ l)lh degree 3. This also includes all patterns 
of confluence of the nodes xi. Finding any non-linear divided difference of Pn(x) by division 
compares very favorably with the methods suggested in [3] and [4]. 
The principle behind this numerical interpolation of polynomials by division can be ex- 
tended to “operational polynomial interpolation”, when we consider P,, (0) for some operator 
0. The constant coefficients in Pn(0) permit the same formal division with a remainder, 
with applications for special choices of the operator 0. Particularly significant cases occur 
when 0 is either the difference operator A, or the derivative operator D. For example, in 
view of the annihilation of any polynomial-exponential function of the form 
or 
B(X) = k Kglaj,i$ ecriz, 
i=l ( ) j-0 
(3a) 
(3b) 
where Ci=, Ii’i = 112, by the respective operators 
D,(A) = k (A - (Q - l))Ki , (44 
i=l 
or 
Dm(D) = n(D - ai)Ki, (4b) 
i=l 
(cf. [5], [6]), it f 11 o ows that when any operator Pn(A) or Pn(D), whatever may be their 
constant coefficients or the size of n, operates upon any expression of the form A(x) or 
B(x) to produce another polynomial_exponential function of the same form, say A(x) or 
B(x), we can obtain that identical A(x) or B(x) by operating on A(x) or B(x) with the 
remainder operator &-i(A) or I&-1(D) in the formal division of P”(A) or P,,(D) by 
D,(A) or Dm(D), respectively. This property could be useful in polynomial-exponential 
a.pproximations when dealing with operators in numerical analysis which may be replaced, 
for all practical purposes, by some Pn(A) or Pn(D) when the size of n is no obstacle, since 
it is &-i(A) or Ii&-l(D), for m << n, which is to be used. 
2Use has been made of the author’s lemma on the equivalence of osculatory interpolation for P,,(Z) by 
N,(z)/D,(z) with osculatory interpolation for D,(z)Pn(s) by Np(z) (cf. [2], pp. 487-488). 
3Here “degree” is not in I and Zi, but in P,(z) and P,(zi). 
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