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요약 
 
모바일 기기가 대중화 되면서 필기체 인식은 더욱 중요해졌고, 이와 관련해 
필기체 인식의 성능을 높이기 위한 다양한 방법이 연구되고 있다. 필기체 
인식의 성능을 높이기 위한 방법으로는 주로 인공 신경망을 이용한 연구가 
활발히 이루어졌는데, 그 중에서도 컨벌루션 신경망을 이용한 연구가 좋은 
결과를 보여주었다. 컨벌루션 신경망은 심층 학습의 일종으로 커널이라는 
필터를 이용해 학습 데이터에 다양한 변화를 주는데, 본 논문에서는 이러한 
특징을 앙상블 기법과 연관시켜 보았다. 또한 컨벌루션 신경망에 대해 많은 
연구가 이루어지지 않은 모델 복잡도에 대해 실험해보며 기존의 신경망과 어떤 
차이점이 있는지를 알아보았다. 컨벌루션 신경망의 모델 복잡도에 대해 
알아보기 위해 계층의 수, 학습 횟수, 파라미터의 수 등을 변화시키며 모델 
복잡도와 컨벌루션 신경망의 성능의 관계를 알아보았고, 기존 신경망에 비해 
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필기체 인식은 손으로 쓴 글씨를 종이나 사진, 터치 인터페이스 등을 통해서 
입력 받아 인식하는 기술이다. 스마트폰과 테블릿 PC의 대중화로 터치 
인터페이스의 중요성이 커지면서 스마트 디바이스 상에서의 필기체 인식의 
중요성은 더욱 커지고 있다. 그러나 그림 1에서 볼 수 있는 것처럼 필기체 
데이터는 작성자의 필기 습관과 방법에 따라서 같은 문자라도 그 모양이 크게 
변화하게 되며, 동일한 작성자의 경우에도 글씨를 입력하는 환경 및 방법에 
따라서 모양 및 크기 등에서 큰 차이가 발생하게 된다. 이러한 특성으로 인해 
필기 데이터는 데이터에 존재하는 분산이 매우 크고, 이로 인해서 일반적인 
기계학습 알고리즘은 학습에 많은 어려움이 발생하게 된다. 이러한 경우에 
발생하는 가장 일반적인 상황은 데이터의 크기에 따른 학습 시간의 지수적 
증가하거나 학습을 위해 사용한 모델이 수렴하지 않고 발산하게 되는 것이다. 
필기체 인식의 또 다른 어려움은 많은 클래스 수이다. 영어 알파벳에는 총 
52개의 클래스(대문자 26개, 소문자 26개)가 존재하고, 여기서 숫자나 특수문자 
등이 추가되어 클래스 수가 증가하게 되어 필기체 인식을 더욱 어렵게 
만든다[1].  
 




온라인 필기체 인식에서는 광학 문자 인식(Optical character recognition, OCR) 
등에서 사용하는 이미지로부터 얻어낸 오프라인 특징(Offline feature)와 함께 
획순과 획의 방향 등의 온라인 특징(Online feature)를 동시에 사용하게 된다. 
텍스트 이미지로부터 오프라인 특징을 추출하기 위해서는 히스토그램(Histogram), 
에지맵(Edge maps), 이미지 사영(Image projections) 등의 방법이 주로 사용되며, 
온라인 특징을 추축하기 위해서는 문자의 획을 긋는 순서, 방향, 속도 등의 
추가적인 정보를 이용하게 된다[1-3]. 
 
1.2 관련연구 
스마트 폰이 대중화 되면서 필기체 인식의 성능을 높이기 위한 연구는 더욱 
활발히 이루어 졌다. 전통적으로는 데이터들의 분포를 파악해 분산이 가장 큰 
방향 벡터를 분석하는 주성분 분석(Principal Component Analysis)과 조건부 확률을 
이용해 현재의 상태에서 가장 적절한 다음 상태로 변화할 확률을 구하는 은닉 
마코브 모델(Hidden Markov Model)을 이용한 방법[4], 그리고 다양한 분류기를 
조합해 성능을 높이는 방법[5] 등이 연구되었다. 최근에는 필기체 인식 문제를 
해결하기 위해 회귀형 신경망(Recurrent neural network)[6]이나 심층학습(Deep 
learning)[7], KNN과 SVM을 결합한 하이브리드 모델[8]을 이용한 다양한 
시도들이 좋은 결과를 보이고 있다. 특히 심층학습 중에서도 컨벌루션 
신경망(Convolutional Neural Network)은 음성이나 사진 같은 복잡한 실세계 
데이터에 매우 좋은 성능을 보여준다.  
본 논문에서는 컨벌루션 신경망의 계층별 특징과 기존의 인공 신경망과 어떤 
차이가 있는지를 모델 복잡도 관점에서 알아 보았다. 컨벌루션 신경망은 
기본적으로 컨벌루션 계층과 서브 샘플링 계층으로 이루어 지는데, 각 계층에는 
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커널과 통합이라는 기법을 사용한다. 컨벌루션 계층에서 사용하는 커널은 
데이터를 리샘플링 하는 것과 비슷하다. 이는 한정된 학습 데이터에서 다양한 
특징들을 추출할 수 있게 해주기 때문에 앙상블 기법과도 연관시켜볼 수 있다. 
신경망의 모델 복잡도에 영향을 주는 파라미터들은 계층의 수와 뉴런의 수, 
그리고 학습 횟수가 있다. 본 논문에서는 이 3가지 요소들을 변화시키며 어떤 
변화가 발생하는지를 알아보았다. 컨벌루션 신경망의 모델 복잡도와 관련된 
실험은 아직 활발하게 연구되지 않은 분야이다. 베이지안 모델의 복잡도와 
관련된 연구[9]는 많은 연구가 이루어 졌지만 컨벌루션 신경망의 모델 복잡도에 
관한 연구는 그렇지 않기 때문에 그 점에서 의의가 있다. 
 
2. 컨벌루션 신경망 
 
2.1. 배경 
신경망은 인간 두뇌의 신경생물학적 학습과 계산방법을 모방한 모델이다. 
단일 뉴런 j는 두 단계로 정보를 처리한다. 우선 뉴런의 시냅스로 들어오는 
활성화 xi 로부터 신경망의 입력 net j 을 계산한다. 













뉴런은 일반적으로 이전 뉴런 층으로 연결되는 층상 구조로 구성되고, 같은 
층의 뉴런간에는 연결이 없다. 가장 잘 알려진 신경망 구조 중 하나는 입력 
층(Input layer)과 출력 층(Output layer)사이에 하나 이상의 은닉 층(Hidden layer)을 
추가하는 다층 퍼셉트론(Multilayer Perceptron, 이하 MLP)이다. 그림 2를 보면 
은닉 층의 수가 많아질수록 분류(Classification) 성능이 좋아지는 것을 볼 수 있다. 
하지만 이것은 은닉 층의 수가 증가할수록 weight의 수도 증가해 학습이 
어렵다는 단점이 있다. Rumelhart등은 오류역전파알고리즘(Error Backpropagation 
Algorithm)을 이용해 이를 해결하였다[10]. 
 
 
그림 2 다층 퍼셉트론 구조 
 
 
만약 입력 층의 뉴런을 I, 은닉 층의 뉴런을 H라 하고, k번째 MLP의 출력 






















위의 식에서 x 는 학습 데이터가 되고 w = (w
(1),w(2) ) 는 weight 벡터이다. 
신경망에서 가장 흥미로운 특징 중 하나는 모델의 학습 능력이다. 신경망은 
프로그래밍 없이 학습 데이터로부터 문제를 해결하기 위해 자동적으로 학습이 
가능하다. 예를 들어, 
 
DN = {(xn ,yn ) | n = 1,2,..., N}  
 
위와 같이 xn 은 n번째 입력 패턴이고, yn 은 목표로 하는 출력 패턴이다. 
오류역전파알고리즘의 에러를 최소화 시키는데 사용되는 것이 Gradient descent 
방법이다. 이는 미분계수에 비례해 weight벡터 w를 수정하는 것이 특징인데 그 
방법은 다음과 같다. 입력 데이터 xn 을 이용해 신경망의 출력 벡터 f(x,w) 를 
계산한다. 그리고 나서 실제 출력 값 f(xn ,w)과 예측 값 yn 사이의 에러 En (w)











그 후, weight값 w ji 를learning rate η 를 이용해 에러를 최소화 시킬 수 있는 












이러한 신경망의 학습 능력 때문에 패턴인식(Pattern recognition), 컴퓨터 
비젼(Computer vision), 자연어처리(Natural language processing; NLP), 그리고 
로보틱스(Robotics) 등 인공지능의 다양한 분야에서 사용된다. 그리고 신경망은 
인지과학(Cognitive science)에서 인간이 어떻게 정보를 표현하고, 처리하고, 
학습하는지를 조사하는 도구로서도 사용이 가능하다. 
전통적으로, 2-layer MLP가 가장 많이 사용되어왔다. 하지만 최근 연구에서 2개 
보다 더 많은 층을 갖는 깊은 신경망(Deep networks)이 기존의 얕은 
신경망(Shallow network)보다 뛰어나다는 것을 보였다. 이론적으로 다층 
퍼셉트론은 하나의 은닉층만으로도 복잡한 비선형 함수(Nonlinear function)를 
학습할 수 있다는 것이 증명되었지만 이미지나 음성과 같은 복잡한 데이터를 
학습하는데 깊은 신경망이 더 유용하다는 것이 증명되었다. 깊은 신경망에는 두 
종류가 있다. 하나는 다층의 Restricted Boltzmann machines(RBMs)을 이용한 Deep 
belief network(DBN)이다[11-14]. RBM은 뉴런들이 모두 연결된 2-layer로 이루어져 
있다. DBN은 이 RBM을 Gibbs sampling에 기반한 Contrastive divergence (CD) 
방법으로 학습을 시킨다[9]. 
Deep networks의 다른 하나는 Convolutional neural network 이다. 컨벌루션 
신경망은 DBN과는 반대로 부분적으로 연결된 뉴런 층을 갖는다. 기존의 
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신경망은 입력된 이미지의 특성을 고려하지 않아 이미지의 작은 변화에 
대응하지 못하였다. 반면 컨벌루션 신경망은 다양한 계층을 통해 데이터의 
특징들을 추출하고 이미지를 단순화 시키기 때문에 이미지가 변화해도 인식이 
가능하다. 컨벌루션 신경망은 뇌의 시각피질(Visual cortex)이 시각정보를 
인지하는 방법을 본 따 만든 모델로 그림 3과 같은 구조를 가진다.  
 
그림 3 CNN과 시각피질의 구조 
 
컨벌루션 신경망은 여러 개의 컨벌루션 계층과 서브 샘플링 계층으로 
이루어져 있다. 컨벌루션 계층은 많은 수의 feature map들을 가지고 있는데, 각 
feature map은 입력된 이미지의 부분적인 수용장(Receptive field)을 갖는다. 즉, 
컨벌루션 신경망에서 입력된 이미지의 몇몇 local patch들이 서브 샘플링계층으로 
연결된다. 서브 샘플링 계층도 여러 개의 feature map들로 구성되어 있는데, 이 
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feature map은 이전 계층에서 전달된 feature map의 최대 값으로 구해진다. 서브 
샘플링 계층의 각 유닛들은 학습 가능한 계수(Coefficient)와 학습 가능한 bias를 
갖고, 컨벌루션 신경망의 학습을 위해 오류역전파 알고리즘이 사용된다. [15-19] 
 
2.2 컨벌루션 계층 
 
2.2.1 커널 
이 계층에서는 커널이라 불리는 필터를 이용해 이전 계층에서 전달된 
이미지로부터 여러 개의 feature map을 만든다. 이렇게 만들어진 feature map은 
기존의 데이터에는 없던 특성들이 생겨 모델을 더욱 강력하게 만들어 준다. 
커널은 그림 4와 같은 구조를 가진다. 커널을 이용하면 한정된 데이터에서 
다양한 특징들을 추출할 수 있는데 이는 한정된 데이터를 복원 추출을 통해 
다양하게 만드는 앙상블 기법에서 사용하는 리샘플링과 비슷하다. 기존 이미지 
데이터의 회전된 이미지 데이터를 얻기 위해 컨벌루션 매트릭스를 이용해 
다양한 형태의 이미지 데이터를 만드는 연구가 시도된 바 있는데[20], 커널을 
이용하면 이미지가 회전되거나 변화가 생겨도 인식이 가능하게 해준다. 본 
논문에서는 커널과 앙상블 기법의 유사점에 대해 알아보았는데, 이러한 내용은 





그림 4 Kernel 구조 
 
2.2.2 가중치 공유 
그리고 이렇게 만들어진 feature map의 각 픽셀 유닛들은 가중치 벡터를 
공유하게 된다. 가중치 공유는 그림 5와 같은 구조를 가지는데, 같은 색으로 
연결된 유닛들이 공유되는 가중치이다. 모든 유닛들이 연결되는 일반적인 인공 
신경망에 반해 컨벌루션 신경망은 가중치를 공유 함으로써 더 적은 파라미터 
수를 같게 되어 학습 시간을 단축시키고, 학습 데이터를 과도하게 학습하는 
것을 방지해 과적합(Overfitting)현상을 방지한다.  
 
 




2.3 서브 샘플링 계층 
컨벌루션 계층 후에 서브 샘플링 계층이 오게 된다. 서브 샘플링 계층의 주요 
기능은 통합(pooling)을 통해 이미지를 압축시키고 데이터의 차원을 축소해 
이미지를 단순화 시켜 복잡한 이미지도 인식할 수 있게 해준다. 통합에는 여러 
가지 방법이 있는데 벡터의 평균값을 취하는 방법과 최대값을 취하는 방법, 
그리고 선형결합을 이용하는 방법이 있다. 일반적으로 최대값을 이용한 결과가 
가장 좋다는 연구결과[21]가 있으며, 본 논문에서도 최대값을 이용해 실험하였다. 
서브 샘플링 계층의 구조는 그림 7과 같다. 
 
그림 6 Pooling 구조 
 
3. 앙상블 기법 
 
앙상블 기법은 학습 모델의 집합을 구성하고 그것들의 예측 결과를 투표를 
통해 결정함으로써 알고리즘의 성능을 높이는 기법이다[22]. 전통적인 앙상블 
기법으로는 베이지안 평균을 이용하는 방법이 있지만, 최근 연구로는 배깅와 
부스팅이 대표적이다.  
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배깅은 Breiman이 처음 제안한 방법으로 여러 개의 약분류기의 예측 결과를 
결합함으로써 단일 분류기보다 신뢰도가 높은 예측 값을 얻는 앙상블 방법 중 
하나이다[23][24]. 전체 데이터 T에서 복원추출을 통하여 n개의 데이터 집합 T1, 
T2, …, Tn을 생성한 후 이를 학습 데이터로 사용하여 약분류기h1, h2, …, hn을 
만든다. 이렇게 만들어진 약분류기들의 예측 값을 취합한 후 최종 결과를 
도출하게 된다. 일반적으로 다수결(majority voting)이나 가중치 투표(weighted 
voting)에 의해 예측 값을 결합한다. 배깅은 구현이 쉽고 학습을 전체 데이터의 
일부만을 이용하기 때문에 학습 속도가 비교적 빠르다는 장점이 있다. 이러한 
특징은 모델의 학습속도가 데이터의 크기에 선형적으로 증가할 경우에는 각각의 
약분류기를 병렬적으로 학습하지 않을 경우에는 큰 도움이 되지 못하지만, 
필기체 인식의 경우와 같이 데이터의 크기 증가에 따라서 학습속도가 
지수적으로 증가하는 경우에 있어서는 전체 데이터를 사용한 단일 분류기에 
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그림 7 배깅 알고리즘 
 
부스팅 역시 예측력이 약한 약분류기들을 결합하여 강한 예측모형을 만드는 
것이다. 부스팅의 대표적인 알고리즘은 Freund와 Schapiere가 개발한 
AdaBoost[26]가 있다. 배깅과의 차이점은 처음 관측값의 가중치는 동일한 
상태에서 시작하며 잘못 예측된 관측값은 다음번에 높은 가중치를 주고, 제대로 
예측된 관측값은 반대로 가중치를 낮게 부여한다. 관측값들의 가중치가 
재조정된 새로운 학습 데이터를 생성하여 오분류율이 일정 수준에 도달도달할 
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그림 8 부스팅 알고리즘 
 
앙상블 기법은 여러 개의 약분류기들을 학습시키기 위해 한정된 데이터에 
부트스트랩, 잭나이프 등의 리샘플링 기법을 이용한다. 이러한 리샘플링 기법을 
학습 데이터에 이용할 경우 한정된 데이터의 수를 늘리고 다양성을 증가시킬 수 
있다. 또한 리샘플링은 모집단의 분포를 추정하기 위해서도 사용되는데, 이미지 
데이터에서는 컨벌루션 매트릭스를 리샘플링의 용도로 사용하기도 한다[27]. 
컨벌루션 신경망에서는 학습 데이터의 다양한 특징들을 추출하기 위해 커널을 
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이용하는데, 앙상블 기법과 컨벌루션 신경망 모두 데이터의 다양성을 이용해 
최종 성능을 높인다는 공통점을 발견할 수 있었다. 
 
4. 실험 방법 및 결과 
 
4.1 실험 데이터 
본 연구를 위해 실험 데이터로 MNIST 데이터를 이용했다. MNIST 데이터는 
필기체로 된 숫자 이미지들로 구성되어 있다[28]. 이 데이터는 National Institute of 
Standards and Technology(NIST)에서 배포했다. 숫자들은 고정된 크기(28x28 
픽셀)로 정규화되어 있고 중앙에 집중해 있다. 실험을 위해 학습 데이터와 
테스트 데이터로 0부터 9까지의 숫자들만 이용했다. MNIST 데이터의 예시는 
아래 그림 9와 같다. 
 
 
그림 9 MNIST 필기체 데이터 예시 
4.2 실험 내용 
신경망의 모델 복잡도에 영향을 주는 요소는 학습 횟수, 파라미터의 수, 
계층의 수 등이 있다. 컨벌루션 신경망의 모델 복잡도에 따른 성능(Training and 
test error)을 알아보기 위해 총 4가지 실험을 진행하였다. 우선 컨벌루션 신경망이 
4-layer일 때(그림 10)와 6-layer(그림 11)일때의 성능을 비교해 보았다. 두 번째로 
학습 횟수에 따른 성능을 비교해 보았다. 세 번째로 모델 복잡도를 가장 잘 
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반영하는 파라미터의 변화에 따른 성능을 알아 보았다. 마지막으로 파라미터의 
변화에 따른 성능을 컨벌루션 신경망이 아닌 인공 신경망에 대해 진행해 보았다.  
 
그림 10 4-layer CNN 구조 
 
그림 11 6-layer CNN 구조 
 
그림 12는 계층이 4개일 때와 6개일 때 컨벌루션 신경망의 성능을 보여준다. 
학습 에러는 평균 제곱 편차(Mean Squared Error; MSE)로 측정되었고 테스트 
에러는 오답변의 비율로 측정했다. 학습 데이터는 총 6,000개로 이루어져 있으며 
테스트 데이터는 총 1,000개로 이루어져 있다. 이 실험에서는 유닛의 수를 8개로 
학습 횟수는 1,000번으로 제한하였다. 이 실험의 결과 4-layer의 실험결과가 더 
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안 좋게 나왔는데, 이는 충분한 과정을 거치지 못해 학습 데이터의 추상적인 
부분들을 학습하지 못하고 단편적인 부분만 학습했기 때문으로 보인다. 
 
 
그림 12 CNN 계층 수에 따른 성능 
 
그림 13는 컨벌루션 신경망의 학습 횟수에 따른 성능 변화를 보여준다. 학습 
횟수가 많으면 학습횟수가 적을 때 보다 모델을 복잡하게 만든다. 따라서 
학습 횟수를 증가시키는 것은 모델 복잡도를 증가시키는 것과 같은 효과가 
있다[29]. 그림 13에서 학습 횟수가 증가하면 모델의 성능도 좋아지는 것을 볼 















그림 13 학습 횟수에 따른 성능 비교 
 
 




































 그림 15 NN 파라미터 수에 따른 성능  
 
그림 14는 컨벌루션 신경망이 파라미터의 변화(360~3160)에 따라 성능이 
어떻게 변하는지를 보여준다. 이 실험에서 파라미터는 각 계층의 뉴런들만을 
이용했다. 실험 결과 파라미터의 수가 증가할수록 성능도 대체적으로 좋아짐을 
알 수 있었다. 또한 이 실험결과를 통해 컨벌루션 신경망이 굉장히 견고한 
모델임을 알 수 있었다. 반면에, 인공 신경망의 파라미터 변화에 따른 
실험에서는 과적합 현상을 발견할 수 있었다(그림 15). 이 실험에서 입력 
뉴런(784)과 출력 뉴런(10)은 고정 시키고 은닉 뉴런을 100부터 280까지 
변화시켰다. 이 실험을 통해 파라미터의 수가 증가할수록 Training error는 
계속에서 내려가지만 Test error는 파라미터의 수가 119100 부근에서 증가하는 
것을 알 수 있다. 이것은 인공 신경망이 컨벌루션 신경망보다 과적합 현상에 더 




















이유에는 여러 가지 요소들이 복합적으로 작용한다. 과적합 현상은 기본적으로 
모델이 학습 데이터를 지나치게 학습한 경우에 나타나게 되는데, 컨벌루션 
신경망은 가중치 공유를 통해 모델의 파라미터 수를 낮추고, 통합 과정을 통해 
이미지 데이터를 단순화 시킴으로써 과적합 현상을 방지하게 된다. 하지만 
과적합을 방지했다는 것은 그만큼 모델이 학습 데이터에 덜 적합한 모델이라는 
의미일 수도 있다. 과적합을 피하기 위해 학습시간이 짧은 단순한 모델을 
만들면 데이터의 특징들을 제대로 파악하지 못하는 과소적합(Underfitting) 문제가 
발생하게 된다. 이러한 과적합과 과소적합 사이의 문제를 편향-분산 
트레이드오프(Bias-variance tradeoff) 문제라고 하는데, 오차를 최소화시키기에는 
어느 정도 한계가 있다. 다만, 데이터 집합을 K개의 집합으로 구성하고 K-
1까지를 학습 데이터로, 나머지 1개를 테스트 데이터로 이용하는 방법을 K번 
반복하는 교차검증(Cross-validation) 방법을 이용한다면 파라미터 최적화와 
과적합 방지를 일정 수준 해결할 수 있다. 
 
4.3 결과 분석 
  앞의 4가지 실험 결과 컨벌루션 신경망은 모델의 복잡도가 증가할수록 성능 
또한 계속해서 좋아지는 모습을 보여주었고, 기존의 인공 신경망은 그렇지 
않음을 보여주었다. 이러한 결과가 나온 이유에는 여러 가지가 있을 수 있다. 
앞에서 언급한 컨벌루션 계층에서 가중치를 공유하고, 다양한 데이터 특징들을 
얻는 것이 컨벌루션 신경망을 인공 신경망보다 견고하게 만든 원인 중 하나라고 
볼 수 있다. 또한 서브 샘플링 계층의 통합 과정을 통해 데이터를 단순화 시켜 
데이터의 추상적인 부분을 학습하는 것이 가능해지고, 이미지의 왜곡이나 변화 
등에 영향을 덜 받게 된다. 이러한 여러 계층을 거치면서 컨벌루션 신경망은 
이미지의 변화에 상관없이 인식이 가능하게 된다. 
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5. 결론 및 향후 연구 
 
본 논문에서는 컨벌루션 신경망의 구조와 모델 복잡도에 따른 성능에 대해 
알아보았다. 컨벌루션 신경망의 컨벌루션 계층에서 사용하는 커널은 학습 
데이터의 다양성을 증가시키기 위한 방법으로 앙상블 기법과 연관시켜 볼 수 
있었다. 그리고 이러한 앙상블 기법의 리샘플링 과정이 학습 데이터에 다양성을 
주어 모델의 최종 성능에 긍정적인 영향을 줄 수 있다는 것을 보여주었다. 또한, 
다양한 실험을 통해 컨벌루션 신경망이 일반적인 신경망에 비해 견고하다는 
것을 보여주었다. 커널을 통해 서로 다른 분포를 가지는 학습 데이터가 
만들어지고, 이미지 데이터의 변화에 무관해지기 때문에 분산이 큰 필기체 
데이터에 대해서도 좋은 성능을 보여준다. 그리고 심층학습 방법에 대한 새로운 
알고리즘을 개발한 것은 아니지만, 컨벌루션 신경망의 모델 복잡도와 관련된 
실험이 아직 활발히 연구가 되지 않은 분야이기 때문에 그 분야를 위한 초석이 
되고자 한 것에 그 의의가 있다. 
  커널은 분명 최종 모델의 성능에 긍정적인 영향을 끼치지만 커널로 만들어진 
모든 데이터들이 학습 성능을 높이는데 영향을 주는지에 대해서는 고려하지 못 
하였다. 최근 이와 관련해 심층 학습에서 drop-out을 이용한 연구가 활발히 
이루어지고 있다. Drop-out은 랜덤하게 학습에 사용되는 뉴런을 고르고 나머지 
뉴런은 학습에 관여를 시키지 않는 것이다. 이렇게 되면 학습 시간은 조금 더 
필요하지만 더 소수의 뉴런들로 데이터를 학습하기 때문에 좀 더 추상적인 
특징들을 학습하게 되어 최종 성능에 긍정적인 영향을 준다. 이와 비슷한 
방법으로 노드들의 조합을 무작위로 선택하고 이 중 가장 좋은 조합을 이용하는 
하이퍼네트워크가 있는데, 컨벌루션 신경망과 하이퍼네트워크를 결합하면 보다 
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