We consider a finite random walk on a weighted graph G; we show that the sample average of visits to a set of vertices A converges to the stationary probability n(A) with error probability exponentially small in the length of the random walk and the square of the size of the deviation from a(A 
Introduction
Let G be a connected undirected graph with positive weights on the edges. We consider the random walk on GI which at each time step chooses an edge leaving the current vertex with probability proportional to the weight on the edge. We restrict our attention to non-bipartite graphs to ensure that the random walk will be ergodic. In this case the random walk must converge to a limiting distribution n on the vertices of G.
Let A be a subset of vertices of G. We consider the fraction of time the random walk spends in A. It is well known that for almost every trajectory of the *The research and writing of this paper were supported by NSF grant 9212184-CCR and DARPA contrxt N00014-92-J-1799 random walk, the fraction of time spent in A converges to the limiting probability of A , n(A) [Fe] .
In this paper we quantify this rate of convergence. We are concerned with the probability that a given n-step trajectory of the random walk will deviate by a certain amount from n(A). In our main theorem we show that this probability decays exponentially in the square of the amount of deviation, as a multiple of A. This is the type of bound given by Chernoff [Ch] in the case of independent random variables (a special case of random walk).
Our bound depends on two geometric parameters of the graph G: the first parameter is a measure of the expansion of G and the second, which we denote nonuniformity, is #, the largest ratio between the limiting probabilities of any two vertices of G. The better an expander G is, and the closer n is to being uniform, the more likely the random walk trajectory will be to visit A a fraction of time closely approximating n(A). Our bound also depends on the starting distribution of the random walk, which may introduce a factor of !GI into the bound on the deviation probability. If the random walk starts in the stationary distribution our bound does not depend on Aldous [Ald87] showed that the fraction of visits to A converges in the L2 norm to a(A) and quantified the rate of convergence in L2 in terms of the expansion of G. Lov6sz and Simonovits [LS] gave a similar result for arbitrary measure spaces. These results are second moment bounds analogous to Chebyshev's Theorem. They imply that the probability of deviation from n(A) decays quadratically. Our main theorem strengthens that of [Ald87] for finite state spaces by establishing a Chernoff-type expontential decay in the probability of deviation, at the cost of introducing dependence on nonuniformity. Our result implies bounds on all higher moments of the fraction of visits to A, and it quantifies convergence in each LP norm, IGl-1 5 p < a, [Kah] . It also sharpens a theorem of Ajtail Komlb, and Szemer6di [AKS] (see also [CW] and [IZ] ), which showed that the probability of a deviation of constant size decays exponentially in n.
We establish a more general form of the main theorem for estimating the expectation of a nonnegative function on the vertices of G. n(A) is the expectation of X A , the indicator function of A , and the main theorem states that the fraction of visits to A is a good estimate of this expectation. We establish the analagous result for estimating the expectation Ef of an arbitrary nonnegative function f . In this case the bound depends on llflloo as well as on the expansion and nonuniformity.
Approximation Algorithms
Estimating n(A) (or in some applications, E f ) is a fundamental problem for approximation algorithms in which A and G are exponentially large combinatorial sets such as sets of matchings of a graph [JS89] . The basic idea is to generate a number of random sample points in G and compute the fraction that are in A . The standard procedure is to use the rapid mixing property of the random walk on G to generate a single nearly random sample point from n. This process is repeated to generate the number of independent Sample points Chernoff's bound requires [JS89, LS] . In this paper we concentrate on the alternative procedure of Aldous [Ald87] , which is first to generate a nearly random starting point and then to sample every point along a single trajectory of the random walk.
With our Chernoff-type analysis we are able to simplify this procedure of Aldous and to improve its performance slightly when G is uniform and the tolerated error probability b of the procedure is small (typically b = A). The Chebysliev-type bound on the running time implied in [Ald87] is proportional to i. A wellknown statistical technique of Jerrum, Valiant, and Vazirani [JVV] (see also [LS] ) shows that all that is really needed is an error probability of 1/4, since repeating the estimate 12 log i times and taking the median of the results improves 1/4 to 6. However, using this method to boost the confidence of an algorithm requires repeating the initial step of finding a nearly random starting point, which can dominate the cost of the estimate (see IAld87, Example 4.11). For constant r ( A ) our analysis of Aldous' procedure gives a bound on the running time proportional to l o g i directly. This eliminates the need for the statistical technique and improves the running time by as much as In many important applications the natural random log ; .
walk to use is highly nonuniform, and in these cases it becomes attractive to develop algorithms based on the asymptotically weaker Chebyshev-type bound of Aldous [Ald87] . In fact we are able to show quite generally that any algorithm that uses the standard sampling procedure to estimate r ( A ) can be improved by substituting Aldous' procedure and the statistical technique of [JVV] . We do this in part by extending the Chebyshev-type bound of Aldous [Ald87] in the following way. The bound there depends on (min,Ec r ( x ) ) -' ; we show that in the setting of most applications the bound need only depend on ( r ( s ) ) -l , where s is the starting point of the random walk. This makes a difference when r is highly nonuniform. Lov&z and Simonovits [LS] have incorporated similar ideas in their algorithm for approximating the volume of a convex body; however, these ideas first find systematic application here.
We use the extended Chebyshev-type bound to improve two algorithms of Jerrum and Sinclair. We improve the running time of their algorithm for approximating the number of perfect matchings in a graph [SJ), from O(q3n5 log2 n) to O(q2n4 logn), where q is a known upper bound on the ratio of the number of matchings with -1 edges to the number of perfect matchings. (In the case of dense bipartite graphs it is known that q 5 n2.) Our modification of their algorithm includes a new method of selecting only those sets A for which r ( A ) is not too small. We also improve the running time of their algorithm for approximating the value of the partition function of a ferromagnetic Ising system [JS91], from O(m3n") to O(m2n"), where n is the number of vertices and m the number of edges of the system. The analysis of this improved algorithm requires our extended version of the Chebyshev-type bound of Aldous [Ald87] .
Our Chernoff-type bound shows that when r ( A ) is large and G is uniform, for example in the case of the Dyer, Frieze, Kannan algorithm for computing the volumes of convex bodies [DFK], Aldous' procedure alone considerably outperforms the standard procedure. The improvement in running time is roughly a factor of w. We also answer a point raised in [Ald87, Example 4.21 by showing that even without generating a random starting point for the sample trajectory, we still get a good estimate of r ( A ) in polynomial time.
Entropy Estimation
In the special case where the edges of G are not weighted, we use our result to approximate the en-tropy of the random walk very quickly. We view the random walk on G as an information source whose alphabet is the vertices of G. It is convenient to state the result in this form, although it applies to any labelling of the vertices such that the Markov chain is unifilar. (A unzfilar Markov chain is one in which each state has nonzero transition probability to at most one state of each label.) If G has constant expansion and bounded degree then a good entropy estimate requires only O(1og IGl) steps of the random walk.
This result quantifies the rate of convergence of the classical Shannon-McMillan asymptotic equipartition property [Ash] . The classical result assumes an ergodic information source with entropy H . It says intuitively that for large n, roughly 2H" of the n-bit strings each have probability roughly 2-H". For purposes of encoding n-bit blocks of output from the source into blocks of some fixed shorter length greater than Hn, we give a bound on the exponent of the error probability. This the first bound on the error exponent for fixed-length noiseless source coding based on the structure of the underlying Markov chain. Previous bounds OB the error exponent based on divergence retain an asymptotic flavor. Large deviation methods for the source coding problem were used in [N, An] .
Methods
In Section 2 we state our main mathematical result, Theorem 1, a Chernoff-type bound for random walks. Our proof strategy begins with Theorem 2, due to T. Hoglund [H, Theorem 5.51, which follows the method of Cram& [Cr] and Chernoff [Ch] of estimating the deviation probability in terms of the moment generating function of the number of visits to A . Hoglund's result shows in theory that the problem of bounding the probability of deviation can be reduced to the problem of estimating the largest eigenvalue of a perturbation of the transition matrix for the random walk. The applicability of this reduction depends on the transition matrix. Generally, the eigenvalues of a matrix may vary wildly under small perturbations of the matrix [SS, p. 1661. In his paper, Hoglund used his method to derive a bound similar to Chernoff's for the case of Bernoulli trials (in which the transition matrix has identical rows).
Theorem 1 demonstrates the applicability of Hoglund's approach to random walks on weighted graphs. The transition matrix in this case is similar to a symmetric matrix. We use the properties of symmetric matrices and of the similarity transformations under consideration for our perturbation estimates. In Lemma 2 we establish a bound on the logarithm of the largest eigenvalue of a perturbation of the transition matrix by estimating its second derivative. The essential step is to notice that the eigenvalue is an analytic function of the perturbation parameter. It is possible to bound the second derivative of an analytic function using Cauchy's estimate [Ahl] , by bounding the function values on a well-chosen loop in the complex plane. This leads to equation (ll) , a bound on the probability of deviation in terms of the amount of perturbation of the transition matrix. Theorem 1 follows by choosing the optimal amount of perturbation.
The organization of this paper is as follows. Section 2 contains the statement and proof of the main theorem. In Section 3 we describe the applications to approximation algorithms, including our extension of the Chebyshev-type bound of Aldous. In Section 4 we describe the application to entropy estimation.
A good summary and list of references to previous work on central limit theorems for Markov chains can be found in in Malinovskii [Mal] . See also Koopmans [Koo] , Turchin [Tu] , and Jain [J] . Koopmans considers the asymptotic rate of discrimination between two random walks on the real line that have positive transition densities. His methods and results are analogous to those of Hoglund for the case of finite state-spaces. Specifically, Koopmans bounds a certain moment generating function in terms of the eigenvalues of an integral operator defined by the transition density.
The Main Theorem Preliminaries NOTATION
Let G be a connected, non-bipartite undirected graph on m nodes. Let each edge (z,y) of G be assigned a positive weight w,,. We define the weight w, of the vertex 2 by the formula w, = E , , , wXy:
A random walk on a weighted graph is equivalent to a time-reversible finite Markov chain. The states of the Markov chain are the vertices of the graph. The Markov chain can be described by a transition matrix P whose i j t h entry p i j is the probability (independent of time) of moving to state j after entering state i. In terms of G, *,
Let ZO, 21,. . . be the random walk according to P on G, starting in some distribution q on the vertices. The connectivity and non-bipartite conditions on G guarantee that regardless of the starting distribution q the random walk will converge to the stationary distribution T , given by n(z) = s. We define the nonuniformity Y of T (equivalently, the nonuniformity of G) by v = max,,yEG %. Let 3 denote the vector withentries $(z) = %, andlet Nq = 11-&112.
Let 1 = (11 . . . 1) be the m-vector of all 1's.
EXPANSION AND THE EIGENVALUE GAP
The eigenvalues of P are real, and the largest eigenvalue (in absolute value) is 1 (see [Se] ). We denote the second largest eigenvalue by A2 and the second largest eigenvalue in absolute value by and we define the eigenvalue gap by E = 1 -A2. By definition E 2 1 -1. The quantity 1 -1 is directly related to the expansion of G [AM, Ta, Alo, SJ]. Therefore, if G is an expander E will be large. scripted.
Main Theorem
We now state our main result, a large deviation bound for a random walk on a weighted graph, in terms of the eigenvalue gap and the nonuniformity of the graph. is defined as the expectation Eert-. We will see that this strategy reduces the problem of estimating the left-hand side of (1) to a problem of analyzing a perturbation of the transition matrix P.
We must now introduce a perturbation P ( r ) of the transition matrix P , where T is any complex number (we will often restrict T to the nonnegative real line).
For j E A we multiply the j t h column vector of P by e' to get the j t h column vector of P(r). The remaining columns of P ( T ) will equal the corresponding columns of P .
Note that P ( r ) = PE', where Er = diag(erXA).
(E, is not to be confused with the symbol for expectation, E, which is not italicized.) We now show that P and P ( r ) are similar to symmetric matrices. Let M be the weighted adjacency matrix of G: the i j t h entry of M is zuij if ( i , j ) is an edge of G and 0 otherwise.
and It is by making these remarks precise that we will prove Theorem 1. Using this approach Hoglund derived a bound similar to Chernoff's for the case of Bernoulli trials. We establish our bound for random walks using estimates from matrix perturbation theory.
P R O O F OF THEOREM 1
We take points 1. and 2. above in turn. We must now bound V, for 0 5 x 5 r . The first step is to show that the eigenvalue gap of P ( x ) is not much smaller than the eigenvalue gap of P . Note that in the next two claims we are still assuming that r is a real number such that 0 5 e" -1 5 $. 
I'
Proof. Because of the assumption on r it is enough to show that E, 2 E -(eZ -1). Also, P ( x ) 2 P in each entry (because e' > l), and so the Perron-Frobenius Theorem [Se] says that X(x) 2 1. Let p < X(x) be any other eigenvalue of P ( x ) . It will suffice to show that Cauchy's estimate from complex analysis (see [Ahl] ), which can be used to bound V, in terms of the maximum value attained by X(z) in a complex neighborhood of x. We bound this maximum value indirectly: the convergence of a certain loop integral will imply that X(z) lies inside the loop.
For z in a small complex neighborhood of x we may write P ( z ) = P ( x ) + (er-, -l ) B ( s ) . A fundamental theorem of perturbation theory [Kat, 811.1.41 says that the projection matrix for X(z) is given by the operatorvalued complex integral where r is any circle with X(x), and no other eigenvalues of P ( x ) , in its interior. The main fact we use is that if X(z) E r then the integrand will have a singularity at A( . ) .
To avoid this we choose r to have center X(x) and radius 9 . The norm of the integrand is finite on r as long as the following holds [Kat, 511.3.11: 1er-Z -11 < lIB(x)(P(x) -(+) -w-lll;l (9)
The matrix S, of equation (3) is diagonalizable; by an expansion like the one used to prove Claim 1,
I I B ( X ) ( P ( X )
-(x(x)-%)1)-1112 5 y. Some steps of algebra show that in order for (9) to hold it is enough that 12-21 < 3 . 
The expression E(T) = r: -r2 F is quadratic in T and is maximized when T = , which satisfies the condition of Lemma 2 that e" -1 5 4 (we can assume y < n, because otherwise Theorem 1 is trivially true).
For this value of T,

Substituting into equation (ll),
This completes the proof of Theorem 1. I
Approximation Algorithms General Comparison of Procedures
We now discuss the cost of estimating n(A) to within some fraction Pn(A) with probability 1 -6, using random walks to generate sample points from G. The cost of an algorithm will be the total number of random walk steps taken (see the discussion of measures of cost at the end of this subsection). Theorem 3 establishes the cost of Aldous' procedure. We use Theorem 4 to show that Aldous' procedure together with the statistical technique of [JVV] is better than the standard procedure. We also show that for constant n(A) and uniform G Aldous' procedure does as well or slightly better without the statistical technique. Finally, we remark that Aldous' procedure gives good estimates in polynomial time even if we deterministically choose the starting point of the sample trajectory.
We assume we can efficiently find one point s in A from which to start a random walk. The procedures are Standard procedure (SP) Start the random walk at s and simulate it for IC' steps, so that the final state is distributed according to q'. Take the final state as a sample point. Repeat this I' times by choosing the same starting point s and taking a walk of length k' each time. This procedure generates 1' independent sample points from the same distribution q'.
Aldous' procedure (AP) Start the random walk at s and simulate it for k steps (the "delay"), so that the final state xo is distributed according to q. Starting from 50, continue the random walk 1 more steps taking each subsequent point as a sample point.
AP with statistical technique (AP+ST)
Choose k and 1 so that Aldous' procedure estimates A ( A ) to within PA(A) with probability 3/4.
Repeat 12 log : times and take the median of the answers.
For a distribution d on the vertices of G, let the chi-square distance from IT be defined by ~2 = E, r ( x ) ( # -1)2. Let xi denote the chi-square distance from A of the initial distribution concentrated at s.
Theorem 3 The cost of estimating A ( A ) to within P r ( A )
with probability 1 -6 using Aldous' Note that AP+ST is always better than SP. Now consider the case of uniform G. Aldous' procedure alone is at least as good as the standard procedure footnote.
*The requirement in (JS91, Theorem 61 that p,, 2 1/2 for all i is a minor technical condition satisfied in the applications we consider here. Even where it is not satisfied the problems of periodicity that may arise can be circumvented by replacing k with a random Poisson delay time as mentioned in the previous [DFK] . n(A) x 1/ log & holds in Broder's algorithm for counting perfect matchings in a dense bipartite graph [Br] . Finally, for n(A) = n ( l ) , AP alone is as good as or slightly better (up to a factor of log $) than
Remarks.
(i) The cost of Aldous' procedure llshouldll depend inversely on n(A) instead of This in fact is what Chernoff's bound gives in the independent case, for 0 < 1, and it is not contradicted by the Chebyshev-type theorems [Ald87, LS] . If this could be proven, then for uniform G it would make AP alone better than AP+ST. With regard to the relevance of nonuniformity, it is possible that the cost of AP in reality depends only on f , and not on U. With present techniques we have been unable to make the necessary improvements to Theorem 1, but we do not rule them out.
(ii) The results of this section all have analogues for estimating the expectation Ef of a nonnegative function f on the vertices of G. The running times for all procedures depend on Non-delayed samples. Suppose instead of generating a random initial point we had begun sampling immediately from s. Setting k = 0 in Theorem 3 yields log is log IGl +log U , which must be polynomial in the data. This shows that non-delayed samples give good estimates in polynomial time, as long as n(A) is not too small and U is not too large. This issue was raised in an example [Ald87, Example 4.21 of estimating the expectation of a function with exponentially small support, which amounts to the same thing as n ( A ) being too small.
Measures of cost. It can be argued that SP has the advantage of taking only a small fraction (around e) of the number of sample points of either AP or AP+ST. We have not considered the number of sample points in our measure of cost because in the cases we know of the cost of sampling a point is dominated by the cost of taking one step of the random walk. For example, in the case of the random walk on matchings treated below, to determine the transition probability from one matching to another it is necessary to know whether the number of edges is going up or down by one, or staying the same. Therefore, it adds only a constant cost to keep track of the size of the current matching (see [SJ] ). The same sort of justification holds for the case of the king model considered below. Computing the value of f at a vertex is no more difficult than computing the next transition probability (see 
Improving Two Algorithms
In this section we discuss two random walks used in combinatorial applications for which the current algorithms use the standard sampling procedure (SP). In both cases we provide algorithms that are faster than the current ones using Aldous' procedure together with the statistical technique of [JVV] (AP+ST), and we compare the running times. In broad outline, each of the current algorithms uses a complex random walk several times with different edge weights each time. Our algorithms do not alter the basic random walks, but in the case of the all-matchings random walk, our algorithm introduces a variation in the method of choosing edge weights. In each case we summarize the problem and briefly outline the current algorithm. We then indicate the differences between our algorithm and the existing one. We urge the reader to consult the stated references for full details. 3. Between steps ( 6 ) and (7) of their algorithm, we add this step: else if &+I 5 $, then c := 2c; 4. We attach a clock to the algorithm with the instruction that if the time ever exceeds O(q2n4 logn), then halt with output 0.
go to (4).
Analysis. Change 1. does not improve the running time. We justify change 4. by analyzing changes 2 . and 3. in turn. An upper bound on log is 4n log n. Referring to the Table of Costs, this is a multiplicative factor in the running time of the algorithm of [SJ] . In the running time of the modified algorithm this factor is dominated by & 2 $, since $k is within (1 + 2 ) of the actual value. Therefore, change 2. saves a factor
We now show that change 3. saves a factor of fl(q). 
Entropy of Sources
We now consider the special case of a random walk on a non-weighted undirected graph G. We view the random walk as an information source whose alphabet is the vertices of G. Theorem 1 enables us to quantify the rate of convergence of the classical ShannonMcMillan asymptotic equipartition property for this information source. We will then be able to estimate the entropy of the source very quickly, in O(logIG1) steps when G has constant expansion and constant nonuniformity. For purposes of fixed-length noiseless coding of the source, this result will imply a bound on the error exponent in terms of the expansion of G.
Let H ( X ) = EH(x1lxo) = -E log2Pz0zl = E, log,d,,.
The Shannon-McMillan Theorem [Ash, Theorem 6.6.11 states that under an ergodicity assumption which is satisfied here, an information source Y has the asymptotic equipartition property (AEP): for a fixed length n of source sequences, there are approximately 2nH(Y) source sequences each of approximate probability 2 -n H ( Y ) , and the probability of the "bad" set of remaining sequences tends to zero as n tends to infinity. The next theorem establishes an upper bound on the probability of the "bad" set. The inequality in the other direction is similar. I (14) gives an upper bound on the error exponent for fixed-length coding of the source Y .
Unifilar Sources
(ii) To estimate H ( Y ) to within an additive error y with probability at least 1 -6 using Corollary 1, the length of random walk required is O ( 9 log f 1ogIclGI). When the number of labels k is constant and G has constant expansion, this simplifies to O( log f log [GI).
Open Questions
There are several ways to improve our Chernofftype bound which seem plausible:
1. Remove the dependence of the bound on nonuniformity.
2.
Show that the cost of Aldous' procedure for estimating r ( A ) depends inversely on r ( A ) instead of .(A),, and account for the discrepancy between
Chernoff's bound and our bound restricted to the case of Bernoulli trials, for p 5 1.
3.
Generalize to some class of non-reversible Markov chains, perhaps using the notion of p-conductance [LS] or Fill's notion of reversiblization [Fi] . As Aldous points out in [Ald88] , it won't do simply to look at the eigenvalues in the nonreversible case. He presents a large class of Markov chains for which c is O(1) but for which variance of t , is 4:).
