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We present exact results for the susceptibility of the interacting resonant level model in equilib-
rium. Detailed simulations using both the Numerical Renormalization Group and Density Matrix
Renormalization Group were performed in order to compare with closed analytical expressions. By
first bosonizing the model and then utilizing the integrability of the resulting boundary sine-Gordon
model, one finds an analytic expression for the relevant energy scale TK with excellent agreement to
the numerical results. On the other hand, direct application of the Bethe ansatz of the interacting
resonant level mode does not correctly reproduce TK – however if the bare parameters in the model
are renormalised, then quantities obtained via the direct Bethe ansatz such as the occupation of
the resonant level as a function of the local chemical potential do match the numerical results. The
case of one lead is studied in the most detail, with many results also extending to multiple leads,
although there still remain open questions in this case.
I. INTRODUCTION
The Interacting Resonant Level Model (IRLM) is one
of the most important models in the study of the ef-
fects of quantum impurities in one dimensional systems.
Although most of the recent research has focused on
non-equilibrium properties1–11 of the model, its equilib-
rium properties still prove to have interest on their own.
The relation of the model with the Anisotropic Kondo
Model12,13 and the two Ohmic state system14 (known
as the Spin Boson model), as well as different varia-
tions like the coupling of the impurity to a Luttinger
liquid,15–17 make the IRLM fundamental in the study of
such strongly correlated systems.
Originally, the IRLM was derived from the anisotropic
Kondo model in the work by Wiegmann and
Finkelshtein,12 where the partition functions of both
models are shown to be equivalent. Thermodynamic
quantities like the specific heat and the charge suscep-
tibility can be found there, proving Wilson’s ratio rela-
tion; however, these results are obtained by perturbation
theory, which accounts only for a small region in param-
eter space. More recent works3,18,19 have applied pertur-
bative RG in the model, in the same line as the work
developed by Schlottman.13 As interaction is increased
however, there are marked deviations between numerical
results and analytical predictions,3,19 therefore demon-
strating that perturbative RG is not suitable to describe
physical properties of the model beyond the weak cou-
pling limit.
In the strong coupling regime, where interaction with
the impurity is bigger than the bandwidth, bosonization
has provided generic results in the model,18 along wih the
Anderson-Yuval approach,20,21 commonly used to treat
the Kondo model in analogy with the X-ray threshold
problem. These methods allow for the exact calculation
of thermodynamic exponents in the theory; a numerical
confirmation of these results is one of the purposes of
the work presented here. In addition, the above men-
tioned methods do not allow for the calculation of an
exact expression of the relevant energy scale TK appear-
ing in the model (the analog to the Kondo temperature in
the Kondo model), meaning such expressions are approx-
imate. It has been seen, for example, that bosonization
fails to reproduce the Numerical Renormalization Group
(NRG) data points for this relevant energy scale in the
single channel version of the model.18
There is a simple explanation for this disagreement:
the energy scale TK may be expressed as TK ∼ C (t′)α,
where t′ is the hybridisation between the impurity and
the lead(s), and α is the interaction dependent exponent
(see expressions (22) and (27) later for a more precise
definition). What hasn’t been fully appreciated in pre-
vious work is that the prefactor, C, also depends on the
interaction parameter in a non trivial way, meaning that
to directly compare the analytic result to numerical ones,
one must either numerically extract the exponent α, or
analytically calculate the prefactor C. Both of these are
done in the present work; and that this prefactor can be
obtained from the appropiate field theory is one of the
main points we illustrate here.
Although calculation of such exact expressions have
been pioneered by the use of Bethe ansatz methods,22,23
and in particular, exact expressions have been calculated
recently in the IRLM when the impurity site is attached
to a Luttinger liquid17 as well as for the multichannel
version of the model,24 this is not the approach we shall
follow here. We claim that this prefactor can be ob-
tained in an exact way by identifying the corresponding
low-energy field theory which in this case is a boundary
sine-Gordon model, and then exploiting the integrability
of this low energy field theory. This provides an expres-
sion for TK that (for the one-channel case) is in excellent
agreement with numerics on a lattice, as well as agreeing
with strong coupling expansions to leading order in the
inverse of the interaction strength.
Simulations have been performed using both the Den-
sity Matrix Renormalization Group (DMRG) and Nu-
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2merical Renormalization Group (NRG) techniques, in or-
der to obtain the exponent α of the theory for the cases
of one, two, three and four channels. Both the analytic
formula and numerical results prove to be in very good
agreement. The relevant energy scale TK in the single
lead version of the model is also calculated numerically
and compared with exact expressions from the field the-
ory. The philosophy behind this approach is to open the
door to calculate such exact expressions in the model by
extrapolation of the method to the multichannel IRLM,
as well as to show that both the lattice and the field the-
ory approaches must give identical low-energy descrip-
tions. The motivation to work on this assertion comes
from previously reported results in the two channel ver-
sion of the model, where it has been shown that there is
apparent conflict between a lattice and a field theory de-
scription in the strong coupling limit.4 A strong coupling
expansion in the lattice breaks the duality U ↔ 1/U
in the model,4 whereas in a field theoretic description it
is claimed that such disagreements can be fixed if one
chooses the appropiate regularization for the fields in the
continuum. The results we are about to show here do not
support the idea that regularization schemes in the con-
tinuum are relevant for describing low energy processes of
the model; instead, both lattice and field descriptions of
the model must provide the same answers when it comes
to describe low-energy properties.
The model presents quantum critical points at finite
values of interaction. To discuss the nature of quantum
phase transitions, a good understanding of the strong
coupling limit is needed, in order to build up an effective
low energy theory. We show this low-energy description
of the strong coupling limit to be essential to interpret
the change in the ground-state of the system when the
quantum phase transition occurs.
The paper is structured as follows. In section II, we in-
troduce the model in its multichannel version (MIRLM).
In this section we also review some thermodynamic con-
cepts and give a precise definition of the thermodynamic
energy scale TK that will be used in subsequent calcula-
tions. In section III, we study the single channel version
of the IRLM. We bosonize the model and map it to a
generalised Boundary sine Gordon model (BsG), in or-
der to calculate in an exact way the scaling exponent
of the coupling parameter. Further correspondence of
the IRLM and the BsG is explored by considering exact
expressions of the relevant energy scale TK of the BsG
from field theory. Analytic formulas are then compared
with numerical results given by Density Matrix Renor-
malization Group (DMRG) and Numerical Renormaliza-
tion Group (NRG) in the IRLM. The strong and weak
coupling limits of the theory are confirmed both analyt-
ically and numerically. In section IV, numerical simu-
lations are performed to compare with closed analytical
results of the dot occupation17 obtained by the Bethe-
ansatz; we notice this agreement between numerics and
analytic formulas holds under a proper fixing of the expo-
nent. We emphasize here the importance of appropiate
FIG. 1. Interacting Resonant Level Model (IRLM) for single,
two and three channel cases. The red circle represents the
impurity site, whereas black dots represent sites on the leads.
The hopping parameter t is related with the lead density of
states, whereas t′ represents a hybridization between the dot
and the leads. An interaction U betweeen the last site of the
lead and the dot is present for each channel. The leads extend
to infinity.
scaling and the role played by the relevant energy scale
TK . In section V, we demonstrate an important con-
sequence of our results: a recalculation of the Toulouse
point where the Anisotropic Kondo Model maps to the
Resonant Level Model (U = 0). We show this value
to differ from the one usually given in the literature.25
Section VI is then dedicated to the extension of field the-
oretic techniques for the multichannel case, giving the
exact exponent for the thermodynamic scale, as well as a
discussion of the quantum phase transitions of the model
by low-energy effective theory arguments, thus studying
the strong coupling limit in the multichannel case. In
addition, the integrability of the model and its exact so-
lution reported in previous works17,23,24,26 is discussed
along with the results obtained.
II. THE MODEL
The N -channel IRLM comprises of a single quan-
tum impurity site hybridised with N semi-infinite non-
interacting leads which are conveniently modelled as
tight-binding chains. The fermions are spinless so each
site has a maximum occupation of one, and the only in-
teraction is between the edge of each wire and the impu-
rity site. The model is illustrated schematically in Fig. 1
for the cases N = 1, 2, 3. In principle, the hybridization
strength t′γ and interaction Uγ could depend on the lead
index γ, but for simplicity we limit ourselves to the case
where all leads are identical.
In second quantized notation, the lattice version of the
3model is described by the following Hamiltonian:
H = H0 + ε0d
†d+ t′
N∑
γ=1
(
d†c0,γ + h.c
)
+U
N∑
γ=1
(
d†d− 1
2
)(
c†0,γc0,γ −
1
2
)
(1)
where the d and d† operators represent fermionic annihi-
lation and creation operators on the impurity site, while
the c0,γ operators refer to fermions at the end of the wire
for the channel γ. The parameter ε0 represents a local
chemical potential on the impurity site, t′ the hybridiza-
tion parameter between the channels and the impurity,
and U is the interaction parameter between the impurity
and the leads. The minus one half terms in the interac-
tion are the ground state expectation values 〈d†d〉 and
〈c†0c0〉 respectively at ε0 = 0. This ensures that ε0 = 0
is the resonance point, and we have implicitly made the
assumption that the tight-binding leads are half-filled.
The non-interacting part of the Hamiltonian has the
usual tight-binding form for non-interacting fermions:
H0 = −t
N∑
γ=1
+∞∑
i=0
c†i+1ci + h.c (2)
The tight-binding form of the leads is particularly conve-
nient for both numerical work and strong coupling anal-
ysis, however we will also be using field-theory and Bethe
ansatz results which consider continuum leads with a con-
stant density of states ν. As is usually the case, the
low-energy properties of the different models of the leads
coincide so long as the hybridization is much less than
the band-width t′/t  1, although importantly we will
put no such restriction on U . We will come back to this
point repeatedly as it is one of the key results of this
work that not only do the universal properties match in
the two cases, but also non-universal properties such as
the exact resonance width and line shape; and we will de-
rive exact relationships between parameters for the cases
of tight-binding and continuum leads. This is very im-
portant as the model is only integrable (exactly-solvable)
for continuum leads, while numerical work is much more
convenient on tight-binding chains.
Let us now look at the basic properties of the model,
where for clarity we will restrict ourselves to the one-lead
case, N = 1. We will return to the multichannel case in
Sec. VI. The model is characterised by four parameters:
the hybridization t′, the interaction U , the local chemi-
cal potential at the impurity site, ε0, and the density of
states in the leads ν. For the case of semi-infinite, half-
filled, tight-binding leads, ν = 1/pit, however by writing
everything in terms of ν, the results are universal for any
regularisation of the (non-interacting) leads, so long as
the density of states ν can be approximated to be energy
independent at low energies.
There are two different limits to the model which are
trivially solvable – the non-interacting limit U = 0 and
the decoupled limit t′ = 0. We now look at each of these
in turn.
A. The non-interacting case U = 0
When there is no-interaction, the impurity level gains
a width T0 given by
T0 = piν(t
′)2 (3)
due to the hybridization with the lead. This means that
the occupation of the level nd = 〈d†d〉 as a function of
its energy ε0 is given by the well known textbook form,
nd =
1
2
− 1
pi
arctan
(
ε0
T0
)
. (4)
Upon differentiation, this gives the standard Lorenzian
shape for the local charge susceptibility, or equivalently in
the non-interacting case, the impurity density of states.
The single energy scale of the resonance width T0 governs
all of the properties of the system.
When the interaction is switched on U 6= 0, two things
happen: firstly, the occupation no longer has the ex-
act form Eq. (4), and secondly the resonance width T0
is renormalised. In analogy with the Kondo model, we
will call this renormalised width TK , where we will often
compare to the non-interacting case T0 = TK(U = 0).
Furthermore however, if we want to make precise com-
parisons between theory and numerics, we need to define
the width without regard to a particular line-shape. We
therefore define this energy scale in terms of the local
charge susceptibility at resonance:
T−1K = −pi
(
∂nd
∂ε0
)∣∣∣∣
ε0=0
. (5)
B. The decoupled case t′ = 0
There is another trivially exactly solvable limit of the
IRLM, where the interaction U is non-zero, however the
impurity site is decoupled from the lead t′ = 0. In this
case, because there is no hybridization between particles
from the leads and the dot, the occupation number on the
dot cannot change and is a good quantum number, and
hence this problem is effectively non-interacting as well.
Fermions coming from the lead to the edge of the wire will
encounter a localised potential that can be represented
as a delta barrier of amplitude:
V (x) = ±U
2
δ(x) (6)
therefore reducing the N-body problem to a single-
particle scattering problem. Particles scattered by this
potential will experience a phase shift ±δ on the wave-
function. This phase-shift is given by4,18,19,27
δ = arctan
(
Upiν
2
)
(7)
4where ν represents the density of states on the leads as
usual. It is worth emphasising that as this is a prob-
lem of single-particle quantum mechanics, this scattering
phase shift may be calculated for any particular model
of the leads – if one considers a field theoretic (continu-
ous) model of the leads, ones finds δ = piUν/2, while the
result above corresponds to tight binding leads. As an
aside, it is curious to note that even for continuous leads,
there are two ways of regularising the delta function bar-
rier, one of which gives the usual result δ ∝ Uν and the
other of which gives the same as the tight-binding model.
Eq. (7) above.27 However the main message is that if one
takes the scattering phase shift δ (more precisely, the
scattering phase shift at the Fermi-energy when t′ = 0)
as the model parameter rather than the (bare) interaction
strength U , then the results are independent of details of
the lead itself. This is in spirit the same as using the
density of states on the leads ν (which is independent of
details of the lead) rather than the hopping parameter t
which implies a specific model of the lead.
Let us now define the following dimensionless interac-
tion parameter:
g =
2δ
pi
(8)
associated with the scattering phase shift. This parame-
ter will prove to be convenient for later purposes, and it
is restricted to lie between values [−1,+1] for all possi-
ble values of interaction U . For weak interactions much
less than the bandwidth U  t, we have g ≈ Uν,
and many authors have concentrated on this perturba-
tive regime.3,13,19 However, we will show that leaving g
as the input to more advanced field-theoretic techniques
rather than the bare U removes this restriction that U
is small, and allows numerics to be compared to analytic
results over the whole range of interactions. It is also
worth stressing that solving for g in terms of U is a one-
dimensional quantum mechanics scattering problem, so g
is not a phenomenological parameter, but something that
can be calculated exactly in terms of microscopic param-
eters of the theory, even on a lattice. It is this feature of
the model that allows us to obtain exact expressions from
field theory that precisely match numerical simulations
on a lattice.
III. EXACT RESULTS FOR THE RESONANCE
WIDTH FOR N = 1
To summarise the previous section which sets the mood
for the following: there are still four parameters that gov-
ern the model: (i) the hybridisation t′, which can also be
expressed in terms of the non-interacting resonance width
T0; (ii) the interaction U , which is expressed through the
scattering phase shift it gives g defined in Eq. (8) above;
(iii) the density of states on the lead ν; and (iv) the impu-
rity energy ε0. We now proceed to discuss what happens
when both the hybridisation T0 and the interaction g are
non-zero, where we will discuss first the renormalisation
of the level width, and then go on to look at the exact res-
onance line-shape. In all cases, we calculate the property
analytically and then compare with numerical results.
A. Bosonization
We begin the analysis of the thermodynamic properties
of the IRLM by using the technique of Bosonization.25,28
This will serve two purposes: firstly, it will allow us to
calculate the scaling exponent α relating the resonance
width to the bare hybridization TK ∼ (t′)α, where we will
demonstrate numerically that the result is exact; and sec-
ondly it will demonstrate the mapping from the IRLM on
to the boundary sine-Gordon model, which will allow us
to use the integrability of the latter model in the next
session in order to get an exact expression for the res-
onance width. While this bosonization calculation has
been done many times before,18,25,28 we find it useful to
repeat it here.
To apply bosonization, we first need to rewrite the lat-
tice Hamiltonian (1) in the continuum. The field theo-
retic approach replaces lattice operators ci by fermionic
fields ψ(x) which results (for N = 1) in1,4,25
H = −i
∫ +∞
−∞
dx
(
ψ†(x)∂xψ(x)
)
+ ε0d
†d
+t′(ψ†(0)d+ h.c) + U : ψ†(0)ψ(0) :
(
d†d− 1
2
)
, (9)
where : ψ†(0)ψ(0) := ψ†(0)ψ(0)−〈ψ†(0)ψ(0)〉 is the nor-
mal ordering of the fermionic field that ensures that the
resonance is at 0 = 0 (c.f. the discussion under Eq. (1)).
Two things have been combined in this mapping – firstly,
the spectrum in the leads has been linearized in the vicin-
ity of the Fermi points, with the operators normalised in
a way to set the Fermi velocity vF = 1. Secondly, the
lead has been unfolded25. This basically means that the
original model with operators near two Fermi points –
which for the sake of argument we will call left (L) and
right (R) – on the semi infinite lead have been replaced
for a model with only right movers on the whole real line:
the left movers for x < 0 are now written as right movers
for x > 0, which matches the boundary condition of the
semi-infinite lead at x = 0.25 It is also worth pointing out
here that in making the continuum limit, we have implic-
itly supposed that there is a high-energy cutoff D, which
may qualitatively be thought of as the band-width, and
plays the role of the (inverse of the) density of states ν in
the lattice model. This means that even though we have
set vF = 1, we still have the same number of degrees of
freedom in parameter space as in the lattice model.
We now apply the bosonization procedure25,28 to
the continuous Hamiltonian above. The (right-moving)
fermionic field operators are expressed in terms of a chiral
5bosonic field φ(x) by the relation:
ψ(x) =
η√
2pi
ei
√
4piφ(x), (10)
where η is the Klein factor that ensures anticommutation
rules between different species of fermions to be satisfied.
It is convenient also to rewrite the d operators on the
impurity site in terms of a spin-1/2 operator, ~S:
Sz = d†d− 1
2
η0S
+ = d† (11)
where η0 is again a Klein factor. Applying this transfor-
mation, the bosonized version of the one channel IRLM
then reads:
H = H0 +
t′√
2pi
(
η0ηe
−i√4piφ(0)S− + h.c
)
+ ε0S
z (12)
where the non-interacting (quadratic) part of the hamil-
tonian is given by:
H0 =
1
2
∫ +∞
−∞
dx(∂xφ(x))
2 +
U√
pi
∂xφ(0)S
z (13)
The combination of Klein factors η0η is a constant of
motion, which we will choose to be +1 and so will not
consider these further.25 It is worth explicitly pointing
out that bosonization has made the interaction term U
quadratic so it can be treated exactly at the expense of a
more complicated form for the hybridization term t′. For
later convenience, the local chemical potential term, ε0 is
not included in H0, and in future will be excluded from
the Hamiltonian when we are focussed only on resonance
ε0 = 0.
Let us now consider the Hamiltonian (12) in the limit
t′ = ε0 = 0. As discussed previously, this limit cor-
responds to a scattering problem, which on solving the
model (13) corresponds to scattering at x = 0 with a
phase shift of δ = ±USz. This agrees with the lattice
case (7) only in the limit Uν  1 – however one can
make these two models agree for all U by rewriting the
bosonized continuous Hamiltonian as
H0 =
1
2
∫ +∞
−∞
dx(∂xφ(x))
2 +
√
pig ∂xφ(0)S
z (14)
where g = 2δ/pi as defined in (8). This is often
known as the phase shift substitution, but ultimately its
goal is to match the low-energy physical properties of
the bosonized model (which depend on its high-energy
regularisation) with the original microscopic model (6)
which in general may have a different regularisation
(e.g. be on a lattice) from the standard one used in
bosonization.4,18,19,21,29 A similar procedure can be used
to compute the ultra-violet cutoff D that should be used
in the bosonized theory to match the low-energy physics
of the original model; this calculation is however not re-
quired here and will be deferred to section III B.
By applying a unitary transformation to the Hamilto-
nian (12)
H¯ = U†HU (15)
with
U = ei
√
4pigSzφ(0) (16)
we find that we have eliminated the interaction term from
the Hamiltonian25
H¯ = H¯0 +
t′√
2pi
(
S−e−i
√
4pi(1−g)φ(0) + h.c
)
(17)
where now
H¯0 =
1
2
∫ +∞
−∞
dx(∂xφ(x))
2 (18)
is the Hamiltonian of a standard non-interacting chiral
boson.
The above hamiltonian Eq. (17) is identical to the
bosonized version of the anistropic Kondo model,12,25
which as we have already noted is historically how
the IRLM was first introduced. We will return to
the relationship to the Kondo model in Section V. For
now, we can apply very standard analysis to the above
Hamiltonian.25 A vertex operator eiβφ/
√
2 has scaling di-
mension d = β2/16pi (see e.g. Ref. 25), and note that the
scaling dimension should not be confused with the dot
annihilation operator; although both are denoted by d,
the context should make clear which one is being referred
to. Hence the scaling dimension d of the vertex operator
in Eq. (17) is:
d =
(1− g)2
2
(19)
For d < 1 (the space-time dimension of the boundary),
this is a relevant operator, and therefore gives rise to an
emergent low energy scale
TK
D
∼
(
t′
D
)α
(20)
where D is introduced as the high-energy cutoff of the
field theory, and the exponent
α =
1
1− d =
2
1 + 2g − g2 (21)
This can be derived by a number of standard techniques,
such as the renormalisation group or self-consistent mean
field theory.25,28
This exponent has been calculated many times
before,2,3,18,19 albeit sometimes without the g2 term and
sometimes directly associating g with the interaction
strength U rather than with the scattering phase shift
g = 2δ/pi. There has therefore been a lot of discussion in
the literature as to whether this result for the exponent
(21) is exact, or is a perturbative expansion in small inter-
action strength. We will show by comparing to numerics
6in Sec. III C and a strong coupling expansion in Sec.III D
that the result is in fact non-perturbative in interaction
and is exact for any interaction strength. Before getting
to this however, let us see if we can say anything more
precise than the asymptotic relationship in Eq. (20)
B. The boundary sine-Gordon model and the
prefactor f(α)
Equation (20) only gives an asymptotic relationship
between the energy scale and the hybridization param-
eter t′. In particular, it says nothing about the propor-
tionality factor of the expression. Let us therefore write
instead
TK
D
= f˜(α)
(
t′
D
)α
+ higher order terms in t′, (22)
where the pre-factor f˜(α) is is a function of the interac-
tion strength g which is conveniently expressed through
the exponent α. It is worth pointing out that while not
perturbative in interaction strength, our asymptotic scal-
ing relation Eq. (20) is formally the leading term in a
perturbation expansion in the hybridisation strength t′.
This is not an important issue, as one must have TK  D
and hence t′  D anyway in order for the field theory
to quantitatively describe a lattice model – the bigger
surprise in this model perhaps is that the interaction
strength U is not subject to this limit.
Nonetheless, there is no reason to suppose that f˜(α) is
independent of interaction strength, and therefore needs
to be included if one wants to directly compare emergent
energy scales TK from numerics with theoretical predic-
tions. While one can get around this by processing the
numerical results for different values of t′ to obtain the
exponent α, which we will demonstrate in the next sec-
tion, in this section we will show that we can also obtain
an exact expression for the pre-factor f˜(α).
The Hamiltonian (17) may be rewritten
H¯ = H¯0 +
√
2
pi
t′
[
Sx cos
(√
4pi(1− g)φ(0)
)
−Sy sin
(√
4pi(1− g)φ(0)
)]
(23)
Let us make the assumption that in the ground state at
temperature T = 0, one can rotate the spin-quantisation
axis so the spin points in the x direction, where either of
the Sx = ±1/2 eigenvalues can be taken and the hamil-
tonian above can be written as a boundary sine-Gordon
model, with action described by:
H = H0 +
t′√
2pi
cos
( β√
2
φ(0)
)
(24)
where β2 = 8pi(1−g)2. The √2 factor inside the cosine is
a standard convention in the literature on the boundary
sine-Gordon model relating to the fact that it remains in-
tegrable when a bulk cosβφ term is added, which is not
present in this case. We stress that we know of no good
a-priori justification that this assumption that decou-
ples the impurity dynamics from the lead is a good one.
However in sections III C and III D we will show that the
results following this assumption are in very good agree-
ment with numerics and the strong coupling limit, and
we will also comment again on this assumption when we
discuss the direct Bethe-Ansatz solution of the IRLM in
Sec.IV.
We now exploit the integrability of the boundary sine-
Gordon model (24), which means that exact expressions
for properties can be extracted. We are interested in
the dynamical energy scale generated by the (relevant)
boundary term, which was calculated by Fendley, Ludwig
and Saleur in Ref. 30. Taking Eq. 6.20 of this paper and
making the association in notation λ1 = t
′, κ = D, TB =
piTK , we arrive at the expression:
t′D−d =
2d
4pi
Γ(d)
[
pidTK
2
√
pi(λ+ 1)Γ( 12 +
1
2λ )
Γ( 12λ )
]1−d
(25)
where d = β2/16pi is the scaling dimension of the bound-
ary operator given in (19) above, and λ = 1d − 1.
Rearranging this, comparing with Eq. (22), and remov-
ing the explicit dependence of the scaling dimension d in
favour of the exponent α given in Eq. (21), we extract
the pre-factor in the energy scale TK :
f˜(α) =
2αpiα−
3
2 Γ(α−12 )
Γ(α2 )
[
Γ(α−1α )
]α (26)
There is one more step that must be taken before com-
paring to numerical results, which is to express the field
theory high energy cutoff D in terms of physical param-
eters. We can do this by looking at the non-interacting
case, where α = 2. It is easy to show that Eqs. (22)(26)
match the non-interacting result TK(α = 2) = T0 =
piν(t′)2 if D = 4/piν. This allows us to finally express
our energy scale TK as:
νTK = f1(α)(νt
′)α (27)
where f1(α) is given by
f1(α) =
22−αpi2α−5/2Γ(α−12 )
Γ(α2 )
[
Γ(α−1α )
]α , (28)
α is given by Eq. (21) as always, and the 1 in f1 indicates
N = 1 lead. A few useful values of this expression for
future reference are f1(α = 2) = pi and f1(α = 1) = 4/pi.
The former is by design; the latter will be compared to
the strong coupling expansion in Sec. III D.
It is understood that Eq. (27) for the emergent energy
scale TK is still just the leading term in a power series in
the dimensionless hybridization νt′, however we maintain
that this expression for the leading order term is exact.
We now demonstrate this by first comparing to numerics,
and then by comparing to analytical results from a strong
coupling expansion.
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FIG. 2. A comparison between numerical data from NRG
and DMRG of the emergent energy scale given by (27) νTK as
a function of interaction strength g Eq. (8) and the analytic
formula Eq. (27). It is shown that the bigger the repulsive
interaction g, the bigger the scale TK , thus increasing the
width of the dot occupation nd. At g = 1, for infinite repulsive
interaction, the width reaches a finite maximum value. The
correspoding values of U with g are written in the top axis.
C. Numerics; NRG and DMRG
There have been a number of previous numerical stud-
ies of the IRLM with the numerical renormalization
group (NRG),2,3,18,19 and while good agreement is usu-
ally found for small interactions, there is usually a signif-
icant divergence for larger interactions. Here, we present
results from both NRG and density matrix renormaliza-
tion group (DMRG) where we show that there is very
good agreement with Eq. (27) with the exponent α given
by Eq. (21) and the pre-factor f1(α) given by Eq. (28)
for all values of interaction U .
There are a few technical points about the numeri-
cal methods which are important for this model. The
first is that the Wilson leads of the NRG method mean
that the density of states at low energy isn’t completely
constant.31 To deal with this, for each individual value
of t′, the appropriate value of ν is extracted from the
non-interacting case, and then this is used through all
further calculations with the same value of t′. This is-
sue can be alleviated by using tight binding leads in
DMRG, however this leads to a different issue that there
are very strong finite size effects in this case – mean-
ing that the DMRG uses a hybrid of tight-binding and
Wilson leads.32,33 Details of both of these, along with
other details of the numerical procedures are given in
Appendix A.
First, we extract the energy scale TK numerically –
this is done by numerically finding the slope of the line
nd(ε0) for each value of t
′ and g; the results are plotted
in Fig. 2. It is seen that there is near-perfect agreement
between the theoretical result (27) and the numerics and
we stress that there are no fitting parameters in this data
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FIG. 3. DMRG/NRG data points calculated for the ther-
modynamic exponent α given by (21) as a function of the
interaction parameter g. The exponent was extracted by a
set of t′ = 0.01, 0.025, 0.05. At g = 0 the exponent gets the
non-interacting limit value α = 2, whereas for g > 0 decreases
from this point to a finite value α = 1 at U = +∞. In the
region g < 0, the exponent increases from the g = 0 point,
giving rise to a phase transition at g = 1−√2 where α→∞.
The correspoding values of U with g are written in the top
axis.
FIG. 4. NRG and DMRG data reproducing the prefactor
f1(α) given by equation (28). The dashed lines have been
included to mark the g = 0 point for reference, which is the
non-interacting limit. In the g < 0 region, the prefactor in-
creases its value, contributing to TK vanishing at the quan-
tum phase transition point g = 1−√2. Inset : A zoom in the
region g ∈ [0, 1], showing that f1(g) is nonmonotonic with
increasing interaction.
aside from the NRG density of states determined from the
non-interacting result.
We can also take the data for fixed g and different val-
ues of t′ and fit to the form of Eq. (27) to numerically
obtain the exponent α and the prefactor f1(α) – the re-
sults of which are plotted in Figs. 3 and 4 respectively.
Once again, the agreement is seen to be very good over
8the whole range of interactions. We note that we can’t
go to strong negative values of the interaction as there is
a quantum phase transition at g ≈ −0.21 (corresponding
in the lattice model to U/t ≈ −0.67) where the exponent
α diverges and one would expect a deviation from the
result (27). This is discussed further in Sec. VI C.
D. Strong coupling limit
While we have already shown that the expression
Eq. (27) describes numerical data extremely well over
the whole range of interactions, there is one more limit
as g → 1 (corresponding to U →∞) where we can show
that this expression is exact. In this limit, we can build
up a low energy effective theory, by separating the im-
purity and the last site of the chain as a zeroth order
approximation. The strong repulsion between the two
sites means at low energy, only one may be occupied,
which is illustrated schematically in Fig. 5. In this low-
energy subspace, any hopping between the end site of the
chain and the rest of the chain is supressed, as this pro-
cess necessarily takes the system out of the low-energy
subspace. This zeroth order approximation is therefore
exact for g = 1, and is the leading term in a 1/U expan-
sion for finite interaction strength. We will return to the
1/U corrections shortly.
The Hamiltonian describing the low-energy subspace
of such a two-site system (after an unimportant constant
shift in energy of U/4) is given by:
Hstrong =
(
ε0 t
′
t′ 0
)
= ε0σz + t
′σx + const. (29)
In this notation, the state (1 0)T has the impurity level
occupied (and hence feels the potential ε0) and the last
site on the lead unoccupied; while the state (0 1)T is the
other way around.
The matrix is easily diagonalised to get the ground
state wavefunction
ψGS =
1
N
(
ε0 −
√
ε20 + (2t
′)2
2t′
)
N =
√
(2t′)2 +
(
ε0 −
√
ε20 + (2t
′)2
)2
(30)
and hence the ground state occupation of the impurity
level is given by
nd = 1− 1
1 + (ε0/2t′ −
√
1 + (ε0/2t′)2)2
(31)
By expanding around ε0 ∼ 0, we get:
nd ∼ 1
2
− ε0
4t′
+O((ε0/t
′)2) (32)
and applying equation (4) gives the result:
TK(g = 1) =
4t′
pi
(33)
which agrees perfectly with the general expressions (27)
and (28) in the limit g → 1. It is worth emphasising that
like the numerics, Eq. (33) was calculated on a lattice,
while the general expression came from field theory – and
yet they match.
We can go further than this by now making a pertur-
bation expansion in 1/U around this U → ∞ limit. Us-
ing a Schrieffer-Wolff transformation34 (or equivalently
second-order perturbation theory), we find that to lead-
ing to an effective hamiltonian describing the low energy
physics in the strong coupling regime:
Heff = t
′σx + ε0σz +H0 +
4t2
U
σz
(
c†0c0 −
1
2
)
(34)
The first two terms are the same as in Eq. (29) above;
the next term is the free Hamiltonian of the lead (minus
the final site, but in the infinite size limit this makes no
difference), and the final term is the leading correction
from virtual hopping between the lead and the dot and
back again; c0 now refers to the last site of the new lead,
which is the last-but-one site of the original lead.
The Hamiltonian is similar in form to that of the
IRLM, except that the t′σx term is not coupled to the
lead. The interaction between the lead and the (enlarged
effective) impurity site however can be removed by ap-
plying exactly the same bosonization and unitary trans-
formation steps as in Sec.III A; the resulting Hamiltonian
is
H =
1
2
∫ +∞
−∞
dx(∂xφ(x))
2 + ε0σz
+ t′
(
S+e−i
√
8pid′φ(0) + h.c
)
(35)
where the scaling of vertex operators is
d′ =
1
2
(
4t
piU
)2
. (36)
As before, this gives an emergent energy scale TK ∼ t′α
where α = 1/(1− d′) ≈ 1 + d′ for large U/t. Expanding
Eq. (7) to get the phase shift δ ≈ pi/2 − 2t/U , giving
g ≈ 1−4t/piU and substituting into Eq (21) gives exactly
the same expression – hence we have analytically proven
that the exponent α for strong interactions matches the
general expression to order (t/U)2.
We can also look at the strong coupling on the attrac-
tive side U → −∞, where we again single off the last
site of the lead along with the dot and the low-energy
subspace is now either both occupied or both empty, see
Fig. 5. In this case, the hybridization t′ doesn’t enter
the low-energy Hamiltonian – the ground state is both
occupied for ε0 < 0, and both occupied otherwise, with a
degeneracy (resonance) at ε0 = 0. The resonance width
TK is thus strictly 0. As with the repulsive case, one can
also perturb around this point. In this case, to induce a
transition from one state to the other, one must hop two
electrons to the lead, (t2/U)ψ†(j = −1)ψ†(j = −1)σ−
9FIG. 5. Representation of the low energy subspace states in
the strong coupling regime for N = 1 in the repulsive and
attractive cases.
or vice versa. This operator has scaling dimension d = 2
and is thus strongly irrelevant – and hence the resonance
width remains TK = 0. This is all consistent with a
quantum phase transition for some critical attractive in-
teraction which is far away from the strong coupling limit
– more will be said about this in Sec. VI C.
To summarise so far, we have derived an exact ex-
pression, Eq. (27) for the resonance width of the N = 1
IRLM. We have shown that this matches numerical re-
sults as well as agreeing with the leading terms of the
strong coupling expansion. We now go beyond the width
and look at the resonance line shape.
IV. BETHE ANSATZ FOR THE OCCUPATION
OF THE DOT
The IRLM (in the continuous lead version) is inte-
grable and has been solved by the Bethe ansatz.17,24,26
In particular, as well as obtaining the width of the res-
onance, the exact line shape nd(ε0) can be calculated.
Taking either Eq. 17 of Ref. 24 or Eq. 46 of Ref. 17 and
making a switch to our notation (in Ref. 17, this amounts
to equating our scaling dimension α to their ∆ through
the relationship α = pi/∆ which can be seen in Eq. 45 of
their paper; in Ref. 24 the notation is harder to penetrate
but it gives the same answer) gives
nd(ε0) =
1
2
− 1√
pi
∞∑
n=0
(−1)n
n!
Γ
(
1 + α2 (2n+ 1)
)
Γ
(
1 + α−12 (2n+ 1)
)
× 1
2n+ 1
(
ε0
TB
)2n+1
. (37)
This sum converges for ε0/TB less than some criti-
cal value; for completeness the expansion at large val-
ues of this parameter is given in Appendix B. It is
worth pointing out that the same series is found in
the Anisotropic Kondo Model from the exact solution
by Bethe ansatz23,35–37 for the impurity magnetization,
where different notations are used. This expression is
written in terms of a boundary energy scale TB which
can be easily related to our TK by looking at the n = 0
term and using the definition of TK , (5). This gives:
TB =
√
pi
Γ(1 + α/2)
Γ(1/2 + α/2)
TK (38)
Author Non-interacting leads LL leads
Filyov and Wiegmann26 1
2
− U
2pi
≈ 1
2
− g
2
—
Ponomarenko24 1
2
− g —
Rylands and Andrei17 1
2
− g
2
1
2K
− g
2
This work (1−g)
2
2
= 1
2
− g + g2
2
(1−g)2
2K
TABLE I. A comparison of different works calculating the
scaling dimensions d giving rise to the exponent α = 1/(1−d)
as defined in Eq.(21). We have converted notation in other
papers into our parameterisation of the interaction strength
g = 2
pi
arctan(U/2) which is approximately U/pi for small U ,
which for convenience is written as a dimensionless variable
(equivalent to taking the hopping t = 1 in our paramaterisa-
tion of the model). The first column is for a non-interacting
leads as discussed in the majority of this work; the second col-
umn is for coupling to Luttinger liquid (LL) leads. The first
three works get the exponent from the Bethe ansatz while this
work derives it from bosonization.
In Appendix B, we show that the general expres-
sion (37) can be resummed in two cases: (i) the non-
interacting case α = 2, where it reproduces the known
result (4); and (ii) in the U → ∞ case α = 1, where it
gives our previously derived strong coupling result (31).
We can also compare it to numerical results which is
shown in Fig. 6. Firstly, it is worth pointing out that
when the occupation is studied as a function of the scal-
ing variable ε0/TK with TK defined via the inverse slope
at ε0 = 0, Eq. (5), the function nd(ε/TK) looks very
similar for all values of interaction. However we can
also focus on the differences by subtracting off the non-
interacting expression, where near-perfect agreement be-
tween numerics and the analytic result (37) is seen.
A. A comment on the Bethe-ansatz solution
From the excellent agreement of Eq. (37) to numerics
as well as non-trivial analytic limits may be interpreted as
confirmation that the Bethe-ansatz calculations for prop-
erties of the one-channel IRLM are correct, there is ac-
tually a big caveat here. We specifically wrote the dot
occupation (37) as a function of the exponent α rather
than as a function of interaction strength g. This is par-
tially because the expressions are a bit shorter written
in this way, but most importantly, the Bethe ansatz does
not get the relationship between g and α correct, as sum-
marised in Table I.
The table extracts the relationship between the in-
teraction and the exponent from three previous Bethe
ansatz studies and compares them to the results in this
work. The oldest study by Filyov and Wiegmann26
doesn’t introduce the phase shift, but this can be ac-
counted for by the small U expansion g ≈ U/pi. It is seen
that (i) none of the Bethe ansatz studies find the g2 term
in the exponent; and (ii) two of them do not find the cor-
rect first order term. It is worth pointing out however
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FIG. 6. Left: NRG simulations (data points) for the occupancy of the dot nd as a function of the scaled variable x, compared
with the analytical solution (lines), Eq. (37). The difference between curves for different interaction strength is not well seen
on this scale. Right: the same data points, but now the non-interacting occupation has been subtracted (∆nd(x) = nd(x, g 6=
0)− nd(x, g = 0)) to emphasize the small changes in shape as interaction strength is varied. The curves show universal scaling
with the variable x for different values of hybridization t′, and emphasizes the importance of the width T0 in the scaling.
that d = 1/2− g/2 however does give the correct strong
coupling limit of d = 0 at g = 1, unlike d = 1/2−g which
is correct for small interactions but fails to reproduce the
strong coupling limit. We also note that while this paper
concentrates on non-interacting leads, the recent Bethe-
Ansatz results of Rylands and Andrei17 are for coupling
to a Luttinger liquid (LL), but the way the Luttinger
parameter K enters the expression for the exponent also
does not agree with the result from bosonization, which
is derive in Appendix C. Testing the prediction for cou-
pling to a LL would be numerically challenging and is
to date an open question, although previously reported
results have opened the path towards this generalisation
by claiming universality of thermodynamics to hold in
the presence of bulk interactions.16
However, the most important detail we wish to focus
on is the failure of the Bethe-ansatz to reproduce the g2
term in the exponent. This is particularly important as
this is the only term that changes when more leads are
added N > 1 as we will see in Sec. VI. We therefore defer
further discussion of this point to Sec. VI D.
V. ASIDE: THE TOULOUSE POINT OF THE
KONDO MODEL
Let us now comment briefly on the relationship be-
tween the IRLM and the Anisotropic Kondo Model
(AKM), from which the IRLM was first introduced.12
In particular, we will focus on the point where the AKM
maps onto the Resonant Level Model (RLM), which is
the U = 0 point of the IRLM. The anisotropic version of
the Kondo hamiltonian has an XXZ coupling between the
impurity spin and the conduction electrons; the simplest
version of it reads25
H = H0 +
Jxy
2
(
s+S−(0) + h.c
)
+ Jzs
zSz(0) (39)
where H0 represents the (spinful) conduction electrons,
sγ (γ = +,−, z) represents the impurity spin, and Sγ
represent the fermions density coupled to the impurity
at the origin:
S+(x = 0) = : ψ†↑(0)ψ↓(0) :
Sz(x = 0) =
1
2
:
(
ψ†↑(0)ψ↑(0)− ψ†↓(0)ψ↓(0)
)
: (40)
Note that these fermionic operators describe only right
moving fields, after proper unfolding in the system, in
analogy with the mapping of eq. (9). Under a conve-
niently chosen unitary transformation on (39), the AKM
maps onto a spinless version of a resonant level hybridiz-
ing with the rest of the system, which is just the IRLM at
U = 0. The particular value of the coupling Jz for this to
happen is what determines the Toulouse point. This par-
ticular value of the coupling is of interest since it makes
the model non-interacting. We proceed now to detail its
calculation, since different values of the Toulouse point
have been reported in the literature.21,25
To begin with, let us start by the case where Jxy = 0.
At this point, the model is equivalent to that of a scat-
tered particle in a delta barrier at the origin, with each
projection sz = ±1/2 of the hamiltonian constituting a
central potential scattering problem. The potential felt
by conduction electrons reaching the boundary depends
on the impurity spin orientation ±Jz2 sz. This is a sin-
gle particle problem that can be solved exactly, in the
same line as it was described in II.B. In the limit Jxy = 0
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treated here, all conduction electrons experience a phase
shift on the wavefunction equal to:
δ = arctan
(
Jzpiν
4
)
g =
2δ
pi
(41)
where we have defined again the coupling g ∈ [−1, 1], this
time with δ given by eq. (41). Note that respect to the
IRLM eq. (7), this phase shift includes a factor of 1/2 as
a consequence of spin. The same procedure used in III.A
is applied here to the AKM. Our first step is to bosonize
the above hamiltonian by using the fermion/boson cor-
respondence given by eq. (10). One just has to keep in
mind that now spin is present, and therefore two rela-
tions of the type of (10) are needed, one for each spin
species.
In its bosonized form, hamiltonian (39) reads:
H = H0 +
Jxyδ(x)η↑η↓
4pi
(
s+ei
√
4pi(φ↑(x)−φ↓(x)) + h.c
)
+
Jzδ(x)
2
√
pi
(∂xφ↑(x)− ∂xφ↓(x))sz (42)
where the non-interacting part H0 is the sum of two non-
interacting (bulk) baths of fermions, each carrying differ-
ent spin projection. We note that written in this way, one
can choose a more conveniently basis of the operators to
work with, since only the antisymmetric combination of
the fields is coupled to the impurity25:
φ(x) =
1√
2
(
φ↑(x)− φ↓(x)
)
(43)
We will not bother about the Klein factors here and
will choose the representation η↑η↓ = +1. Then the
bosonized version of the hamiltonian in the rotated sys-
tem only contains the antisymmetric field φ (and a totally
decoupled part that stands from the symmetric linear
combination of φ↑(x) and φ↓(x)):
H = H0[φ] +
Jxy
4pi
(
s+ei
√
8piφ(0) + h.c
)
+
√
2Jz
2
√
pi
sz∂xφ(0) (44)
The microscopic parameter of the theory Jz is now sub-
stituted by the equivalent single-particle problem, where
Jz/2 enters straight into the scattering phase shift of con-
duction electrons. We make use of the phase shift sub-
stitution employed previously in section III.A, and work
with the convenient interaction parameter g as defined
in eq. (41). This allows us to work with Jxy 6= 0 so long
as the condition νJxy  1 is preserved. This leaves the
hamiltonian in the following form:
H = H0[φ] +
Jxy
4pi
(
s+ei
√
8piφ(0) + h.c
)
+
√
2pigsz∂xφ(0) (45)
where we have used the phase shift substitution
Jz/2 → 2δ. This is because it is Jz/2 (and not Jz) the
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FIG. 7. Numerical results from DMRG for the exponent αK
in the Anisotropic Kondo Model (AKM). The Toulouse point
has been marked with dashed lines, and it is given by equation
(50). The usual value found in the literature25 is situated at
the point νJz = 2pi
√
2(
√
2−1) ∼ 3.68, where here νJz ≈ 0.63
actual amplitude of the potential barrier seen by conduc-
tion electrons (see hamiltonian (39)).
One proceeds now as before and applies a unitary
transformation to (45) to get rid of the part proportional
to g by changing the scaling dimension of the vertex op-
erators. The applied unitary transformation is similar in
form to (16):
U = ei
√
8pigszφ(0) (46)
The above unitary transformation is then applied to the
hamiltonian, and the coupling g is absorbed into the scal-
ing dimension of the vertex operators, thus getting rid of
the part proportional to ∂xφ(x). After applying the uni-
tary transformation (46) into hamiltonian (45) we obtain:
H = H0 +
Jxy
4pi
(s+ei
√
8pi(1−g)φ(0) + h.c) (47)
The scaling dimension of the vertex operator is now d =
(1− g)2. Thus the associated exponent of the theory (in
analogy with α in equation (21)) reads now:
αK =
1
1− d =
1
2g − g2 (48)
The numerical extraction of αK by DMRG is repre-
sented in Fig. 7. In order to end up with fermions, the
scaling dimension of vertex operators has to be d = 12 .
This means:
d =
β2
8pi
= (1− g)2 = 1
2
(49)
This happens for a specific value of the coupling pa-
rameter g (g ∈ [−1, 1]), which will determine the value
of the Toulouse point:
g = 1− 1√
2
νJz =
4
pi
tan
(
pig
2
)
≈ 0.63 (50)
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This concrete value of νJz maps the anisotropic Kondo
model into a non-interacting resonant level model, that
is, to hamiltonian (9) at U = 0. In Fig. 7 we identify
this point by the light dashed lines, while DMRG results
on αK prove to be in good agreement with eq. (48).
The Toulouse point differs numerically from the value
given in previous works.21,25 The susbtitution of the
interaction coupling by the scattering phase shift is an
essential step to derive that result.
VI. THE MULTICHANNEL IRLM N > 1
Let us now turn to the multichannel version of the
IRLM, described by Hamiltonian 1 when N > 1. This
includes the case N = 2 which is particularly important
for the study of transport properties,1–3,5,6,8–11 but it is
also instructive to study the model for generic N .18,38
By making a Fourier transform with respect to chain
index
cn,κ =
1√
N
N∑
γ=1
ei
√
2pi/Nκγcn,γ (51)
the Hamiltonian becomes
H = H0 + ε0d
†d+
√
Nt′
(
d†c0,κ=0 + h.c
)
+U
N−1∑
κ=0
(
d†d− 1
2
)(
c†0,κc0,κ −
1
2
)
(52)
with
H0 = −t
N−1∑
κ=0
+∞∑
i=0
c†i+1,κci,κ + h.c, (53)
in other words, the impurity is only hybridized with the
κ = 0 mode, but the interaction still couples to all of the
other channels.
In the non-interacting case, this therefore maps back
exactly onto the single-channel case, with the only dif-
ference that the hybridization t′ is scaled by
√
N . Hence
the trivial generalisation of Eq. (3) to the multichannel
case is
T0 = N piν(t
′)2. (54)
We therefore extend our parameterisation (27) of the res-
onance width TK to the multichannel case as
νTK = fN (g)(
√
Nνt′)αN (g) (55)
so that in the non-interacting limit fN (g = 0) = pi and
αN (g = 0) = 2, independent of the number of channels.
In this section, we will look at the behavior of the ex-
ponent αN (g) and the pre-factor fN (g) as a function of
interaction strength g for various values of N .
A. Bosonization
Following Sec. III A we now take the Hamiltonian of
the multichannel IRLM which for convenience we use
the form (52) above, linearize the spectrum, unfold the
fields, and bosonize it according to relation (10). Ignor-
ing the Klein factors which are non-dynamic as in the
single channel case gives H = H0 +HU +Ht′ where
H0 =
1
2
N−1∑
κ=0
∫ +∞
−∞
dx(∂xφκ(x))
2
HU =
√
pig
N−1∑
κ=0
∂xφκ(0)S
z
Ht′ =
√
N
2pi
t′
(
e−i
√
4piφ0(0)S− + h.c
)
+ ε0S
z. (56)
Here, we have already used the ‘phase-shift substitution’
using g = 2δ/pi instead of U to match the t′ = 0 case,
and the only difference with the single-channel case is the
sum over channels.
Continuing to follow Sec. III A, we eliminate the HU
term by the unitary transformation
U = ei
√
4pigSz
∑N−1
κ=0 φκ(0) (57)
which doesn’t affect H0, but does modify the hybridiza-
tion term:
Ht′ →
√
N
2pi
t′
[
e−i
√
4pi(1−g)φ0(0)
(
N−1∏
κ=1
ei
√
4pigφκ(0)
)
S−
+h.c] + ε0S
z. (58)
The scaling dimension of the vertex operator can now be
read off:
d =
1
2
(
(1− g)2 + (N − 1)g2)
=
1
2
(
1− 2g +Ng2) (59)
which gives the exponent α = 1/(1 − d) in the general
relationship (55) to be
αN (g) =
2
1 + 2g −Ng2 (60)
This is plotted for N = 1, 2, 3, 4 in Fig. 8 along with nu-
merical data from DMRG obtained using the same pro-
cedure previously described in Sec III C. We have also
extended the NRG procedure used in section III.C to in-
clude NRG data for the N = 2 channel case. It can
be seen that the agreement is very good across the en-
tire range of interaction strength g. While we are not
aware of an analytic prediction for the pre-factor fN (g)
for N > 1, this can also be extracted numerically and is
plotted in Fig. 9. We will come back to this shortly.
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ing parameters g and U , obtained numerically by the Den-
sity Matrix Renormalization Group and NRG, showing data
points matching eq.(60) The non-interacting point in the
model U = 0 is pointed by the light dashed lines as a guide
to the eye.
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FIG. 9. The prefactor fN (g) for the multi-channel IRLM
determined by DMRG(N = 1, 2, 3, 4) and NRG(N = 1, 2).
Data points correspond to the same fitting procedure used to
determine α in Fig. 8
.
Let us now make a few observations about the proper-
ties of the multichannel IRLM. Firstly, the scaling expo-
nent d in Eq. (59) may also be written
d =
1
2
− 1
2N
+
1
2N
(1−Ng)2. (61)
This illustrates a few different things:
1. At g = 1/N , the scaling dimension d is minimal,
and hence the exponent α takes a minimum value
αmin =
2N
N + 1
(62)
2. At g = 2/N (which recalling that g ∈ [−1, 1] is only
attainable for N > 1), the exponent α = 2, dual to
the non-interacting case. We will look at this for
the case N = 2 in the next section.
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FIG. 10. A plot of fN (g)/f1(α), i.e. the ratio of the multi-
channel prefactors fN to the single channel case for the appro-
priate exponent f1(αN (g)) obtained by DMRG. For N > 1
lines have been included as a guide to the eye, showing the
decay of the points as interaction is increased.
3. In fact, g = 1/N is a self-dual point and there is
a more general duality (which as in the previous
point is only relevant for N > 1)
g → 2
N
− g (63)
under which the exponent α is invariant.
4. There are quantum phase transitions (QPT) where
d = 1 (corresponding to α→∞) at
gc =
1±√1 +N
N
(64)
(see also Ref. 38). For g outside the range (g−c , g
+
c ),
the hybridization is an irrelevant operator under
RG, and hence the resonance width is zero, with
a non-analytic jump in the occupation nd as ε0
crosses 0. Considering once more that g ∈ [−1, 1],
we see that there is a QPT for attractive interaction
U < 0 for any number of leads N ; however there
is only a QPT for repulsive interactions U > 0 for
N ≥ 3.
The third point is very curious. It can be shown that
in the bosonized description, one can make a linear com-
bination of the φ fields so that the duality is exact – i.e.
the Hamiltonian maps onto itself.4 However, looking at
the plot of the pre-factor, we see that this duality doesn’t
appear to be exact for any value of N . This can be seen
analytically for N = 2 – in this case going back to the
definition of g in Eq. (8), we see that the duality corre-
sponds to νU → 1/νU . Looking at the strong coupling
limit U → ∞ (which will be discussed in more detail),
one indeed finds a mapping back onto the non-interacting
model,4 but with a hybridization t′ → (t/U)t′ – indeed
this behavior of the pre-factor fN (g) → 0 as g → 1 for
N = 2 can be seen in Fig. 9.
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For N > 2, it is not so easy to do any analytic calcula-
tions as there is a phase transition (see the next section)
before g →∞ and the interaction value dual to the non-
interacting case is large but finite, outside the realm of
either perturbation or strong coupling theory. However,
the numerical data in Fig. 9 clearly shows that this du-
ality is not exact even for N > 2, which has previously
been questioned in Ref. 18.
In the bosonized Hamiltonian, we can form an appro-
priate linear combination of fields φA = [(1 − g)φ0 −
g
∑N
j=2 φj ]/N where N is an appropriate normalization
factor to retain the standard form of H0 and the re-
maining fields are constructed to be orthonormal to each
other and φA. This is analogous to the combinations
of bosonic fields used in the conventional spin-charge
separation.25,28 Under this transformation, the hybridis-
ation term in the Hamiltonian Eq. (58) takes on the same
form as in the N = 1 case, Eq. (24). with β2 = 16pid with
the scaling dimension d given by (59). It would then ap-
pear that the pre-factor fN is given by the same expres-
sion as for the N = 1 case, Eq. (28), with the appropriate
exponent for the given value of g.
While we have already seen that the breakdown in du-
ality of the pre-factor means that this can’t be correct,
it is instructive to look at the ratio fN (g)/f1(αN (g)),
which is plotted in Fig. 10. The simplicity of this plot
indicates that indeed the pre-factor calculated from the
boundary sine-Gordon model, f1(α) plays an important
role in the overall pre-factor, however this is multiplied
by something else that does not obey the duality and de-
creases monotonically with increasing interaction. The
theoretical origin of this extra factor is an open question,
which we will discuss further in Section VI D.
B. The line-shape nd(ε0) for N = 2
Let us now briefly go beyond the resonance width TK
and look at the entire line-shape nd(ε0) for the multi-
channel case. Like in the single channel case discussed
in Sec. IV this is a function of the scaling variable
x = ε0/TK , and is plotted for two leads N = 2 for var-
ious values of g in Fig. 11. There are two non-trivial
observations one can make about this graph:
1. Unlike the resonance width TK , the line-shape
nd(ε0/TK) when expressed in terms of the scaling
variable exhibits the duality g → 2/N −g discussed
above, i.e. it is a unique function of the exponent
α.
2. When the interaction dependence is expressed in
terms of the exponent α, the occupancy nd(ε0/TK)
is in fact given by exactly the same expression
Eq. (37) as in the N = 1 case.
In other words, once one knows the exponent α and the
emergent energy scale TK , the number of leads N does
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FIG. 11. The occupancy of the dot nd as a function of x =
ε0/TK for the two-channel case. Like in Fig. 6, the deviation
from an arctan seen in the non-interacting case is rather small,
so we have plotted the difference ∆nd = nd(g, x) − nd(g =
0, x). The analytical line comes from Eq. (37) with the value
of the exponent α given by Eq. (60).
not appear to play any further role in the thermody-
namic properties of the model. Finally, let us point out
the differences encountered when computing the value
of TK for two different values of g where the exponent
α is the same. For instance, we take g = 0.2, 0.8,
which are known to give a value α ∼ 1.515. In that
case we find TK(g = 0.2, t
′ = 0.01) ≈ 1.66 × 10−3 and
TK(g = 0.8, t
′ = 0.01) ≈ 4.89 × 10−4, showing that the
prefactor fN=2(g) breaks the duality. At very strong
interactions, and due to the presence of the prefactor
fN=2(g) (see figure 9), the relevant energy scale of the
problem becomes very small and its numerical extrac-
tion becomes more challenging, which might in turn in-
duce more error when computing the line shape shown
in Fig. 11.
C. Strong coupling for N > 1
We now discuss the strong coupling limit U → ±∞
for the case N > 1. As in the N = 1 case described
in Sec. III D, one can think of an enlarged impurity con-
sisting of the impurity and the final lattice site of each
of the chains (making a total of N + 1 sites). For each
value of N and sign of U , there are then exactly two
low-energy states of this enlarged impurity, with the re-
maining states separated by an energy of |U |. This is
represented pictorially for N = 2 and N = 3 in Fig. 12.
The effective (enlarged) impurity is then hybridised with
the N leads (each one missing their last site), so like the
original weak coupling problem, the strong coupling limit
is a two-level system coupled to N leads. The question is
about what the effective couplings to the leads are when
everything is projected into the low-energy subspace.
Consider the attractive regime U < 0 first. As seen in
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FIG. 12. Representation of the low energy subspace states in
the strong coupling regime for N = 2 and N = 3 in the re-
pulsive and attractive cases. The impurity site is represented
by a square, whereas the site closest to the impurity on the
tight-binding chain is represented by a circle. The legend
shows whether these sites are filled (black) or empty (white).
Fig. 12, the two low-energy states of the effective impu-
rity are either all empty or all filled – hence the two states
differ by N + 1 particles. In order to get N + 1 fermions
onto (or off) the impurity from N leads, at least two of
the fermions need to jump from (to) the same channel.
The scaling dimension of this effective hybridisation op-
erator is therefore:25
d = 2 +
N − 1
2
> 1 (65)
As a boundary operator, this should be compared to 1,
where it is clear that d > 1 always, for any number of
leads (including N = 1). Hence we conclude that in the
U < 0 case, the effective hybridisation between the ef-
fective enlarged impurity and the leads is an irrelevant
operator. Hence the level width remains zero, with a dis-
continuous jump in occupation at ε0 = 0. Contrasting
this to the small (negative) U case where the hybridis-
ation is relevant, the resonance has a finite width, and
there are no discontinuities in the occupation as a func-
tion of ε0, we see that at some finite U < 0, there must
be a quantum phase transition between the two states of
the system.3,38 This is in complete agreement with our
earlier bosonization analysis, Eq. (64).
The repulsive case, U > 0 is a bit different. In this
case, the difference in number of particles between the
two different low-energy states is N−1, as seen in Fig. 12.
We have already analysed the interesting case N = 1 in
Sec. III D where no hybridisation to the leads to make a
transition between the two states is required to leading
order; we have also already discussed the case N = 2
where the effective hybridisation to the leads is a sin-
gle particle hopping, thus mapping the IRLM back onto
itself, albeit with a hybridisation suppressed by a fac-
tor t/U from second-order perturbation theory (see also
Ref. 4. For general N , we can again write an effective hy-
bridisation operator between the leads that hops N − 1
particles on to (off) the impurity; with these distributed
between N leads, no two have to go onto the same lead.
Hence the scaling dimension of an operator of this type
is:
d =
N − 1
2
(66)
Again, as a boundary operator, this should be compared
with d = 1. This means that the case N = 3 represents
the marginal case d = 1, with the phase transition
taking place exactly at U = +∞ (again consistent with
the bosonization description, Eq. (64)), whereas for
N > 3 the operators describing the virtual process are
irrelevant meaning there is a phase transition at finite
U > 0. This is also the reason why in the cases N = 1
and N = 2 no phase transition is encountered in the
repulsive region (U > 0), since the low energy effective
hamiltonian is always described by relevant operators,
whereas for N ≥ 3, there is a specific value of g from
where low energy physics are described by irrelevant
operators.
D. The Bethe Ansatz solution revisited
Let us now return to our discussion of the Bethe Ansatz
solution of the IRLM that we begin in Sec. IV A. From
our exact expression for the exponent, (60), we see that
the dependence on the number of leads N comes in the
quadratic term Ng2 only. However, results found from
the Bethe Ansatz (summarised in Table I) do not find a
quadratic term. Indeed, in Ref. 24, the model was anal-
ysed for general N , with no dependence on N found in
the results. It is known that in integrable field theories,
the regularisation procedure can lead to different results,
particularly with regard to extracting non-universal ex-
ponents from bare parameters (see e.g. Ref. 39). In-
deed, we have three different regularisation procedures
in this work: that of the fermionic field theory, that of
the bosonized field theory, and that of the lattice used
in the numerics. However, we feel that in this particular
case, this is not the relevant issue.
Indeed, there is an issue of short-distance regularisa-
tion which we have shown can be exactly treated in this
model by using the phase-shift as the parameter rather
than the bare interaction – and the peculiar feature of
this model having the interaction only acting over the
weak link means that the interacting model can be solved
exactly for t′ = 0 – giving an analytic link between bare
parameters in any regularization and the phase shift that
enters the many-body calculation. Furthermore, we have
shown that in the N = 1 case, both field theory and
the lattice give the same answers, so long as this short-
distance behavior has been taken into account in the cor-
rect way.40 In addition, the agreement to numerics for the
dot occupancy from the Bethe ansatz solution is too good
to be a coincidence. It is therefore far from clear why the
Bethe ansatz solution fails to get the exponent correct,
while it does agree with numerics if a renormalization of
the exponent is forced by hand. It is even more telling
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that the direct Bethe ansatz gets an exponent that is
independent of the number of leads, as particularly in
thinking about the strong coupling limits, it is very diffi-
cult to imagine a regularisation where this should be the
case.
Taking this point further, if we look in detail at the
multi-channel Bethe Ansatz solution,24 we see that very
much like Eq. (52), only one channel plays an important
role in the two-body wavefunction (and hence the S ma-
trix) of the model, with the remaining N − 1 channels
(which do not have a hybridization with the dot) play-
ing a passive role. It is clear however from our solution
that these channels play an important role in determin-
ing the scaling dimension of the hybridisation operator,
which in turn must come from fluctuations in local den-
sity in these channels. This shows that the filling of the
states, and the consequent dressing of the Bethe equa-
tions are likely to play an important role in getting the
correct solution. Indeed, the S matrix for the IRLM is
equivalent to that of the massless-limit of the massive
Thirring model,23 which is known to be equivalent to
the sine-Gordon model41 which appears at the level of
the Bethe equations through dressing the S matrix due
to the filled Fermi sea,42,43 although it is worth point-
ing out that much less has been done in this direction
on the boundary sine-Gordon model used in this work.
While such an equivalence may explain the success of our
boundary-sine-Gordon model analysis in Sec. III B, a di-
rect calculation of this using the Bethe ansatz is an open
question.
It is also worth commenting that once this renormal-
ization of the parameters of the S-matrix takes place,
the calculations from the thermodynamic Bethe ansatz
appear to be completely consistent with numerical re-
sults, even for the multi-lead case, as demonstrated in
Sec. VI B. It would be an interesting exercise to see if
such a renormalization would also give agreement with
numerical results for non-equilibrium properties.1
VII. SUMMARY
A complete thermodynamic theory on the IRLM
Eq. (1) has been presented in this work, showing very
good agreement between exact analytical expressions and
numerics. We have proved very constructive to analyze
the single channel version of the model first in order to
extrapolate results to the (general) multichannel version.
The problem of matching numerical and analytical re-
sults in the model3 for Uν  1 has been identified to be
twofold: First, that is the phase shift δ Eq. (7) and not
U the relevant parameter of the theory to be considered.
This scattering phase shift, which appears in the single
particle problem of t′ = 0, allows to study the model for
any desired value of interaction U , even if these values are
way above the bandwidth of the bulk. The substitution
of the bare parameter U by δ, the phase shift substitu-
tion, makes a clear connection between the original mi-
croscopic model in the theory at t′ = 0 and the equivalent
(weakly-coupled t′/t << 1) treatment when fluctuations
on the dot are allowed. In turn, the phase shift substitu-
tion introduces the interaction parameter g given by (8)
into the problem, which allows tto study the model in
the whole range of interactions U . Secondly; the pertur-
bative RG treatment gives the correct scaling of t′ with
the interaction parameter g, thus providing the correct
asymptotic form of the relevant energy scale TK eq.(20).
This scale is dominated by a single exponent α that de-
pends on the interaction coupling g as given by eq. (21),
which has been confirmed by NRG and DMRG in section
III.C. In addition, we have shown the exact form of TK to
include an interaction dependent prefactor that must be
taken into account when comparing with numerics. The
prefactor is identified from a well known integrable the-
ory with a boundary term,30 the Boundary sine-Gordon
model (BsG). This correspondence between the lattice
model with microscopic parameters (the IRLM) and the
BsG has been checked numerically by both NRG and
DMRG techniques.
In order to confirm recent integrability results in the
model, the exact solution of the IRLM via Bethe-ansatz
as given in Ref. 17 has been investigated in section IV.
We have shown expressions to be in very good agreement
with NRG numerics if the thermodynamic exponent α is
used in the form of eq. (21), which is obtained directly
from Bosonization. We conclude the exact calculation of
the line shape nd to be in excellent agreement with per-
formed NRG numerics, confirming universality of nd(x),
where x = ε0/TK is the scaled variable. We show that in
order to see clear separation between different line shapes
at different interactions g, the non-interacting form of
nd must be subtracted. Finally, we emphasize that the
Bethe-ansatz method does not reproduce17,23,24,26 this
form of the exponent α as it is obtained by Bosonization.
In this sense, a careful check of the calculation for α by
using the Bethe-ansatz is strongly desirable.
Once all details of the single channel IRLM are known,
its extension to the N channel version has proved to be
quite straightforward, although we want to make some
observations here. In particular, we have shown the exact
results computed in Ref. 17 for the occupation of the dot
to hold fairly well for the N = 2 case, by just using
the appropiate form for α (Eq. (60)) and TK (Eq. (55)).
Supported by the NRG simulations in the N = 2 case,
we believe relation (37) to hold for any number of leads
N providing α and TK are given by Eqs. (60) and (55)
respectively.
In order to verify the expression for the exponent,
Eq.(60) as obtained by Bosonization, the DMRG tech-
nique was extended to up to four leads, resulting in very
good agreement between the numerically obtained expo-
nents and the analytic expression. It is important to
note that the exponent α for N leads differs from the
N = 1 case only in the g2 term, and that for N > 1,
such exponent always presents a duality between differ-
ent g regions. For N = 2 channels, which is the relevant
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model for transport,1–11 this duality relates the U ↔ 1/U
sectors, and it would appear in principle that a weak-to-
strong coupling correspondence is always present in the
N = 2 case. We check this dual relation for the N chan-
nel IRLM in section IV.A, showing that the prefactor of
TK breaks this duality in the energy scale, in accordance
with what is obtained from a strong coupling expansion
in the lattice.4 We hint a possible relation of the N 6= 1
prefactor with the N = 1 case (Fig. 9) guided by DMRG
(N = 1, 2, 3, 4) and NRG (N = 1, 2) numerics, although
the exact calculation of such prefactor from bosonization
is at the moment unknown to us. The only reliable re-
sult we are giving here is that the prefactor of the N > 1
IRLM does not solely depend on α, this being the cause
of the duality breaking in TK . We stress that this re-
sult does not appear to affect universal properties of the
model like the curve nd, which includes α as the only
parameter, therefore conserving the duality U ↔ 1/U
in the N = 2 case, which we have checked by NRG in
section VI.B.
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Appendix A: Some numerical details
1. NRG
The Numerical Renormalization Group (NRG)44,45 al-
lows to compute low-energy properties of a one dimen-
sional system by construction of an effective tight-binding
hamiltonian. The method relies on a logarithmic dis-
cretization of the band (the bulk’s density of states),
where such a discretization is controlled by the parameter
Λ. The chosen value of Λ depends on the system under
consideration, but typically Λ = 1.5−2.5. The bigger the
value of Λ, the smaller the size of the chain we need to
use to capture low-energy features. On the other hand,
the continuum limit (or infinite chain) of the model is re-
covered when Λ → 1. This logarithmic discretization of
the band makes possible to map the original hamiltonian
into a lattice description, where the hopping amplitudes
between neighbouring sites acquire a dependence on Λ.
Concretely, for the IRLM, the effective hamiltonian after
logarithmic discretization is46
H =
N∑
n=1
tnc
†
n+1cn + h.c + εnc
†
ncn +Himp
Himp = ε0d
†d+ t′(d†c0 + h.c) + U : d†d :: c
†
0c0 :(A1)
Here the notation : A := A − 1/2. The dependence of
tn with the discretization parameter has, for a constant
denssity of states in the bulk, the following form44–46:
tn =
1
2
(1 + Λ−1)Λn/2 (A2)
The on-site energies εn = 0 within a good
approximation46. The part Himp refers to the system
composed by the impurity site and the neighbouring site
of the chain. One starts by diagonalizing this part, com-
putes the eigenvectors, and then adds an extra site to
the chain, repeting the diagonalization procedure. The
general iterative algorithm for the N + 1 step is given
by46:
HN+1 =
√
ΛHN + Λ
N/2tNc
†
N+1cN + h.c (A3)
where we have taken εn = 0 for all sites.
The dot occupation is given by averaging the number
operator at the impurity over the ground state of the
system:
nd = 〈GS|d†d|GS〉 (A4)
Thus, the operator needs to be computed at every it-
eration step. We are interested in computing values of
nd(ε0), that is, as a function of the resonant level energy.
The reason to do this is to compute the value of the width
at any interaction U :
T−1K = −pi
(
∂nd
∂ε0
)
ε0=0
(A5)
In doing so, we must take care to stay within a range
of ε0 sufficiently small, so that the slope is taken by lin-
ear fitting approximation. By computing the value of T0
(that is TK = 0), one can calculate the effective bulk
density of states parameter ν of the theory:
T0 = piν(t
′)2 (A6)
The value of this parameter ν, which is calculated numer-
ically, is then used in the analytical formulas (eq.(27)).
The use of the numerically obtained ν as opposed to
the theoretical value ν = 1/pit is a key step in order to
see full match between numerics and analytical formulas.
Once the energy scale (A5) is known for different values
of t′ and a fixed value of g, the prefactor f(g) eq.(28)
and the exponent α eq.(21) can be calculated by linear
fitting; that is, representing log(TK) vs log(t
′). For all
simulations developed in section III.C, different values of
Λ and the total number of sites were used. In particular,
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FIG. 13. Scaling exponent α, Eq. (20) for the non-interacting
case of model (1) as obtained from diagonalizing the quadratic
form for M sites, one for the impurity and M−1 for the lead.
The scaling exponent α is obtained by fitting a power law
to the susceptibility in the range t′ ∈ [0.005, 0.05] (circles)
t′ ∈ [0.05, 0.1] (crosses) for system sizes M ranging from 50
to 50 000. The lines represent a fit to a second order rational
function. The inset zooms in on the larger system sizes show-
ing more clearly the extrapolation to an infinite system size
with α = 2.
for Λ = 1.5 a total of Sk = 500 states were kept under
truncation of the hamiltonian, for a total size of N =
82 sites on Wilson’s chain. For Λ = 1.3, more states
are needed, therefore we chose Sk = 1000 states under
truncation, for a total size of the chain of N = 122 sites.
Each simulation is then repeated for several values of
ε0 in order to get the line shape for a fixed value of U ,
therefore allowing to calculate TK in (A5).
2. DMRG
While the NRG method is the standard one for inter-
acting impurity problems, it relies on the hypothesis of
a separation of energy scales.44,45 In order to verify the
NRG simulations we applied the DMRG, which has the
advantage of including a back feed from low to high en-
ergy scales, which is missing in the NRG. For this reason
the DMRG does not rely on a separation of energy scales.
The disadvantage of the DMRG compared to NRG is that
it is significantly more expensive computationally.
Before giving some details of the DMRG47–49 proce-
dure used in this work, let us mention briefly a slightly
surprising feature of the resonant level model (see also
Ref. 50). It turns out that if one naively simulates the
model (1) on a lattice, even for the non-interacting case,
one finds very strong finite-size effects. For example, in
Fig. 13 the exponent α which should be 2 is numerically
extracted for the non-interacting case with a tight bind-
ing lead of size M−1. It is seen that even for M = 20 000,
one finds an exponent of α ≈ 1.95 or α ≈ 1.39 depending
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FIG. 14. Level spacing of the distribution of the energy levels
of the ML = 100 site leads. The pluses show the position of
the energy levels on a linear scale, lower axis, while the crosses
correspond to the positive levels on logarithmic scale, top axis.
The distribution of the levels is particle hole symmetric.
on the values of t′ used for fitting the power law, far be-
low the true value. By performing finite size scaling, one
can indeed extrapolate to the infinite system size limit
and reproduce α = 2, however this is very expensive nu-
merically as one still has to go to large system sizes.
To get around this problem, one may apply Wilson
chain like leads in NRG, which are called damped32,33
or smoothed51 boundary conditions in the context of
DMRG. In this work we represented the leads in energy
space as described in Refs. 33 and 52 and displayed in
Fig. 14. To this end we coupled the impurity to n sites
representing the first site of each of the n leads. We then
added a few additional sites in real space in order to keep
the total number of real space sites even, specifically we
used 2 (n=1), 8 (n = 2, 3), and 10 (n = 4) real space
sites in total and 100 (n = 1, 2), 50 (n = 3, 4) sites in
energy space for each lead with a linear dispersion rela-
tion and a band cut-off of 2. In addition we applied other
discretization schemes to ensure that our results are not
spoiled by discretization effects.
Following Refs. 33 and 52 we distributed the levels on
logarithmic scale, with the exception of a few level closest
to the Fermi points, where we applied a linear discretiza-
tion and coupled the last site of each lead in real space
to a lead in energy space. For a detailed discussion con-
cerning the representation in energy space we refer to
Ref. 33.
Although the leads in energy space allow for a high en-
ergy resolution of the leads, and therefore of the physics,
they are at risk of getting trapped to an excited state
within DMRG.53 In order to avoid this problem we ap-
plied the sliding block B approach of Ref. 54. We kept
enough states to ensure a discarded entropy, the entropy
of the information thrown away in a DMRG step, is be-
low 10−9 and for most of the steps significantly smaller.
In addition we performed scaling sweeps in the spirit of52
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by first solving the problem for a rather large coupling
of t′ = 0.4 and 0 = 0. We then performed DMRG runs
by restarting and successively lowering 0. In addition
we kept the restart files for 0 = 0 and restarted it for
a smaller t′. We kept on performing 0 sweeps while
restarting the 0 = 0 runs in order to lower t
′. Following
this procedure we ensure that we do not converge to an
excited state.
Appendix B: Some technical notes on the
Bethe-Ansatz expression for nd(ε)
Let us compare the general expression for nd(ε),
Eq. (37), to the known limits in the non-interacting α = 2
and strongly interacting α = 1 cases. We define the scal-
ing variable x = ε/TB , and for technical reasons, it is
slightly easier to consider the derivative, which is a gen-
eralised susceptibility.
χ(x) = −dnd
dx
=
1√
pi
∞∑
n=0
(−1)n
n!
Γ
(
1 + α2 (2n+ 1)
)
Γ
(
1 + α−12 (2n+ 1)
)x2n (B1)
Non-interacting case: substituting α = 2 into Eq. (38)
gives us the relationship TB = 2TK so x = ε0/2TK , which
can then be inserted into the non-interacting expression
Eq. (4) and differentiated to get the standard Lorenzian
form of the susceptibility
χ(x) =
2
pi
1
1 + (2x)2
. (B2)
On the other hand, substituting α = 2 into the general
expression Eq. (B1) gives
χ(x) =
1√
pi
∞∑
n=0
(−1)n
n!
Γ
(
2 + 2n
)
Γ
(
3/2 + n
)x2n (B3)
Now using standard properties of Gamma functions,
Γ(2 + 2n) = (2n + 1)!, Γ(3/2 + n) =
√
pi 1.3.5 . . . (2n +
1)/2n+1, and n! = 2.4.6 . . . 2n/2n. Hence
χ(x) =
2
pi
∞∑
n=0
(−1)n(2x)2n = 2
pi
1
1 + (2x)2
(B4)
as required.
Strong coupling case: substituting α = 1 into Eq. (38)
gives us the relationship TB = piTK/2 so x = 2ε0/piTK .
Combining this with Eq. (33) that says TK = 4t
′/pi in
this case gives us x = ε0/2t
′. Hence from Eq. (31), we
have
nd(x) = 1− 1
1 + (x−√1 + x2)2
= 1− 1
2
(
1 + x2 − x√1 + x2) (B5)
Now, multiplying the top and bottom of the fraction by
1 + x2 + x
√
1 + x2 gives a much simpler expression
nd(x) =
1
2
(
1− x√
1 + x2
)
(B6)
which can be differentiated to give
χ(x) =
1
2
(1 + x2)−3/2 (B7)
Now, we can substitute α = 1 into the general series
Eq. (B1) and manipulate the Gamma functions to get
χ(x) =
1√
pi
∞∑
n=0
(−1)n
n!
Γ
(
3/2 + n
)
Γ(1)
x2n
=
1
2
+
1
2
∞∑
n=1
(−3/2).(−5/2) . . . .(−2n− 1)/2
n!
x2n (B8)
which is the power series for the otherwise obtained ex-
pression Eq. (B7). Thus we have proved that the gen-
eral expression in the main text Eq. (37) matches the
known analytic results in both the non-interacting and
the strongly-interacting limits.
Large 0: For completeness, we also write the comple-
mentary series which is adapted from Refs. 17 and 24 and
is needed to plot nd(ε) in Fig. 6:
nd(ε0) =
1
2
√
pi
∞∑
n=1
(−1)n+1
n!
Γ(1/2 + n/α)
Γ(1− α−1α n)
(
ε0
TB
)−2n/α
.
(B9)
The crossover from one series to the other is at ε/TK ≈ 1.
Appendix C: Coupling to a Luttinger Liquid
On coupling to a Luttinger liquid, the bosonized
Hamiltonian (C1) of the IRLM becomes
H0 =
K
2
∫ +∞
−∞
dx(∂xφ(x))
2 +
√
pig ∂xφ(0)S
z (C1)
where K is the Luttinger liquid parameter, and K = 1
corresponds to the non-interacting leads.
On making the scale change φ → √Kφ, we arrive at
the full Hamiltonian (c.f. Eq. 12)
H = H0 +
t′√
2pi
(
η0ηe
−i
√
4pi/Kφ(0)S− + h.c
)
+ ε0S
z(C2)
where
H0 =
1
2
∫ +∞
−∞
dx(∂xφ(x))
2 +
√
pi/Kg ∂xφ(0)S
z(C3)
Making the unitary transformation
H¯ = U†HU (C4)
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with
U = ei
√
4pigSzφ(0) (C5)
eliminates the interaction term to give
H¯ =
1
2
∫ +∞
−∞
dx(∂xφ(x))
2
+
t′√
2pi
(
S−ei
√
4pi/K(1−g)φ(0) + h.c
)
(C6)
The scaling dimension of the vertex operator is then d =
(1− g)2/2K as advertised in the main text.
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