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Abstract
We present a general formula for the intent–extent mappings of a Galois lattice generated by
individual descriptions which lie in any arbitrary lattice.
The formulation is unique if a natural maximality condition is required. This formulation
yields, as particular cases, formal concept binary Galois lattices of Wille, those de0ned by Brito
or Blyth–Janowitz, as well as fuzzy or stochastic Galois lattices.
For the case of random descriptors we show that the nodes of Galois lattices de0ned by dis-
tributions are limit of empirical Galois lattices nodes. Choquet capacities, t-norms and t-conorms
appear as natural valuations of these lattices.
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1. Introduction
The notion of Galois connection introduced by Ore [13] also appears in the book by
Birkho= [2, Chapter 5] and, in a much more general context, in the book by Barbut
and Monjardet [1, pp. 13,25].
Given two lattices 〈E;6 ;∨;∧〉 and 〈F;6 ;∨;∧〉, where 6 ;∨;∧ denote the order re-
lation, the supremum and the in0mum, respectively, a Galois connection (GC) between
E and F is a pair (f; g) verifying the following properties:
f :E → F and g :F → E are two decreasing mappings,
h= gof :E → E and k = fog :F → F are two extensive mappings,
i.e. IdE6 h and IdF6 k (x6 h(x) and y6 k(y); ∀x∈E;∀y∈F).
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The mapping f (resp. g) is usually called an intent or a description (resp. an extent).
To de0ne Galois lattices, 0rst observe the following inequalities: f(x)6 k(f(x)) =
foh(x) and IdE6 h implies foh6f. Thus,
foh= f; hoh= h; kog= g; kok = k:
Let Ih = {x∈E | h(x) = x} (resp. Ik = {z ∈F | k(z) = z}) be the set of invariant (or
closed) elements of E (resp. of F). The restriction of f to Ih is a one-to-one mapping
into Ik , its inverse being the restriction of g to Ik .
Then the Galois lattice (GL) de0ned by the GC (f; g) is the set
{(x; f(x)); x∈ Ih};
where
• 6 is de0ned by (x; f(x))6 (x′; f(x′)) i= x6 x′ (and f(x′)6f(x)),
• ∨ is de0ned by (x; f(x)) ∨ (x′; f(x′)) = (h(x ∨ x′); f(x) ∧ f(x′)),
• ∧ is de0ned by (x; f(x)) ∧ (x′; f(x′)) = (x ∧ x′; k(f(x) ∨ f(x′))).
It can be seen that these operations well de0ne a lattice and that {(x; f(x)); x∈ Ih}=
{(g(y); y); y∈ Ik}.
As usual, we consider here the lattice E =P(I), the power set of a 0nite set I of
individuals, f({i}) being called the description of individual i, for any i∈ I .
Most of the recent results on GLs concern binary GLs which are de0ned as follows.
Let I be a 0nite set of n individuals or objects. Let J be a 0nite set of p elements
representing a set of properties. Consider the binary relation iRj i= individual i∈ I has
property j∈ J .
For any A∈E=P(I) let f(A)= J if A= ∅ otherwise let f(A)= {j∈ J : iRj for all
i∈A} be the properties satis0ed by all individuals of A. The set f(A) is the intent or
description of A.
For any B∈F =P(J ) let g(B) = I if B= ∅ otherwise let g(B) = {i∈ I : iRj for all
j∈B} be the individuals verifying all the properties given by B. The set g(B) is the
extent of B.
Then (f; g) is a GC and the corresponding GL is called a binary GL.
Each node (A; f(A)) of a binary GL represents a subset of objects with their common
properties and is called a formal concept by Wille [16]. The recent book by Ganter–
Wille [10] presents the mathematical foundations of formal concept analysis.
Binary GLs have been used in many concrete situations of knowledge discovery
and data mining to obtain some association rules from a dataset (see e.g. [7,11]).
Algorithms for construction of GLs were presented by Chein, Norris, Bordat, Ganter
(see a survey in [12]) and Godin [11]. The most useful algorithm is Ganter’s algorithm
but the 0rst algorithm in [9] seems to be faster. An application of GLs in robotics is
described in [5].
In the present paper our 0rst aim is to give an explicit general formula for the
so-called intent–extent mappings when only individual descriptions f({i}) are given
but these descriptions may be much more complex than 0 or 1: numerical values,
intervals, functions, random variables, probability distributions, fuzzy sets and even
E. Diday, R. Emilion /Discrete Applied Mathematics 127 (2003) 271–284 273
elements of any arbitrary lattice. We will show that the formulation is unique if a
natural maximality condition is required. Our second aim is to prove, in the case of
random descriptors, that the nodes of the GL generated by probability densities are
limits of empirical GL nodes. The rationale for this work is that nowadays the size of
datasets is drastically growing and hence in order to summarize this type of information
we need descriptions that are more complex than 0–1.
The rest of the paper is organized as follows. In Section 2 we present the intent–
extent formulation of maximal GLs, and some new examples such as fuzzy GLs.
Section 3 is devoted to the stochastic case. An extension of the de0nition to non-0nite
-algebra is also proposed. Section 4 deals with stochastic GL valuations by Choquet
capacities, t-norms and t-conorms.
2. Maximal Galois lattices
We are now going to de0ne maximal GLs generated by individual descriptions which
belong to an arbitrary lattice. The construction is somewhat unique if we require a
natural maximality condition. Binary GLs and those de0ned by Brito [4] or Blyth–
Janowitz [3] will appear as particular cases. We will also present some new examples.
2.1. A general formulation
Let I be a set of n individuals and let E =P(I) be its power set lattice.
Let 〈F;6 ;∨;∧〉 be an arbitrary lattice having a greatest element denoted by ∞. We
assume that each individual i∈ I has a description di ∈F .
Denition 1. A GC (f; g) between E and F is called maximal if for any GC (f′; g′)
between E and F such that f6f′ and g6 g′, we have f = f′ and g= g′.
Theorem 2. There exists a unique maximal GC (f; g) between E and F verifying
f({i}) = di. It is given by the following formulas:
f(A) =
∧
i∈A
di and g(z) = {i∈ I | z6di} for any A∈E and z ∈F:
The GL induced by this GC is called maximal Galois lattice generated by the de-
scriptions (di)i∈I .
Remark. The maximality condition is quite a natural one. Indeed, as f(A) represents
the description of the set A, it is desirable that this description be the largest possible
(for the order relation in F). For example, in the previous section for the binary
case, f(A) is de0ned to be the largest set of properties satis0ed by all individuals of
A. Similarly g(z) has to be the largest extent possible. The maximality property was
observed on rectangles in the binary case in [16]. It is easy to give an example of
a non-maximal GL. From now on we will only consider maximal GLs and therefore
omit the word maximal.
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Proof. Uniqueness: If (f; g) exists then for any nonempty A∈E; {i} ⊆ A for any i∈A
implies that we must have f(A)6 f({i})=di for any i∈A and thus f(A)6
∧
i∈A di.
Similarly for any i∈ g(z); {i} ⊆ g(z) implies that we must have f(g(z))6f({i})=
di and as we also want z6 k(z)=f(g(z)), necessarily z6di for any i∈ g(z). In other
words, we must have g(z) ⊆ {i∈ I | z6di}.
Hence the maximal (f; g) possible is the one given by
f(A)=
∧
i∈A di and g(z)={i∈ I | z6di} for any A∈E and z ∈F (with f(∅)=∞).
Existence: We must demonstrate that the so de0ned (f; g) is a GC. Trivially,
f({i}) = di and if A ⊆ B then
∧
i∈B di6
∧
i∈A di, hence f is decreasing.
If z6 z′ then {i∈ I | z′6di} ⊆ {i∈ I | z6di}, hence g is decreasing. We also have
h(A) = g(f(A)) = {i∈ I |f(A)6di} and thus A ⊆ h(A). Similarly, i∈ g(z) implies
z6di and thus z6
∧
i∈g(z) di = f(g(z)) = k(z).
Then 〈{(A; f(A)); A∈ Ih};6 ;∨;∧〉 is the desired maximal GL generated by the
given descriptions (di)i∈I .
2.2. Binary descriptions
Let us show that the above formulation yields as a particular case binary GLs. Let
(I; J;R) be a formal context in the sense of [16], that is a set of objects I , a set of
attributes J = {1; : : : ; j; : : : ; p} and a binary relation R between I and J . Let dij = 1 if
iRj and dij = 0 otherwise. Now simply consider the product lattice F = {0; 1}p and
identify any subset B of J = {1; : : : ; j; : : : ; p} to the element of F which jth coordinate
is equal to 1 if j∈B and is equal to 0 if j ∈ B. For example ∅ is identi0ed to
(0; : : : ; 0; : : : ; 0) and J is identi0ed to (1; : : : ; 1; : : : ; 1).
Let di = (di1; : : : ; dij; : : : ; dip)∈F be the description of an individual i∈ I .
For any A∈E; f(A)=∧i∈A di=(∧i∈A di1; : : : ;∧i∈A dij; : : : ;∧i∈A dip). But ∧i∈A dij=
1 i= dij = 1 for all i∈A, otherwise it is equal to 0. Hence f(A) is identi0ed to
{j∈ J : dij=1 for all i∈A}={j∈ J : iRj for all i∈A}. This is precisely the de0nition
of the intent of A in the binary case.
Similarly let z=(z1; : : : ; zj; : : : ; zp)∈F be a subset B of J . Then g(z)={i∈ I | z6di}=
{i∈ I | zj6dij for all j}. But if zj=0 then zj6dij is trivially satis0ed, and if zj=1 then
zj6dij i= dij=1. Hence g(z)={i∈ I |dij=1 for all j such that zj=1}={i∈ I |dij=1
for all j∈B}= {i∈ I | iRj for all j∈B} and thus g(z) is nothing but g(B), the extent
of the subset B in the binary case.
This shows that the theorem yields the same GL as in Section 1 in the case of
binary descriptions. As a consequence, binary GLs given in Section 1 are maximal.
2.3. Other Galois lattices
Suppose now that dij ∈R. If the number of possible values is a 0nite number l, the
corresponding GL was constructed in [16] by introducing l binary descriptors. This
method can be avoided with our formulation by simply taking for F the product lattice
R#J . As above, it is easily seen that this yields the same GL. A 0rst advantage is that
we do not need any restriction on the number of possible values, a second one is an
obvious simpli0cation in the implementation.
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GLs for descriptions di = (di1; : : : ; dij; : : : ; dip) where dij is a subset Oij of a set of
values Oj were de0ned by Brito [4]. They can be obtained as a particular case of
our formulation by simply taking for F the product lattice of the lattices P(Oj). Then
f(A) =
∧
i∈A di = (
⋂
i∈A Oi1; : : : ;
⋂
i∈A Oij; : : : ;
⋂
i∈A Oip).
For z = (B1; : : : ; Bj; : : : ; Bp) with Bj ⊆ Oj then g(z) = {i∈ I | zj6dij for all j} =
{i∈ I |Bj ⊆ Oij for all j}. This is precisely the de0nition given in [4]. Note that the
binary case corresponds to the particular case Oj = {0; 1}.
Fuzzy GLs can be de0ned by taking for Fj the lattice of mappings from a set Oj
into [0; 1], and for F the product lattice
∏
j∈J Fj. The description of an individual i
is then di = (di1; : : : ; dij; : : : ; dip), where dij is a mapping from Oj into [0; 1], that is a
fuzzy set. The intent of A is given by f(A) = (inf i∈A di1; : : : ; inf i∈A dij; : : : ; inf i∈A dip)
and the extent of z = (z1; : : : ; zj; : : : ; zp)∈F is {i∈ I | zj6dij for all j}. As zj6dij is
a fuzzy inclusion, this GL is the fuzzy version of the preceding case.
If 6 is an order relation in F , then so is ¿ de0ned as x¿y i= y6 x. Hence, if
〈F;6 ;∨;∧〉 is a lattice, then so is 〈F;¿ ;∧;∨〉 and this gives a GL de0ned by
f(A) =
∨
i∈A
di and g(z) = {i∈ I |di6 z} for any A∈E and z ∈F:
In case of binary descriptions, it is easily seen that this de0nition yields the GLs as
de0ned in [3].
Further, considering the product lattice 〈F × F;6×¿ ;∨×∧;∧×∨〉 we get a GL
by letting for any A∈E and z; z′ ∈F :
f(A) =
(∧
i∈A
di;
∨
i∈A
di
)
and g((z; z′)) = {i∈ I | z6di6 z′}:
Finally, we can say that GLs can be de0ned in many other situations if the de-
scriptions belong to a lattice. We could consider matrices, graphs, trees or functions.
For example, GLs of Markov chains or GLs of neural networks can be easily de0ned
since these notions are de0ned in terms of matrices and functions. These extensions
demonstrate the interest of the above formulation.
3. Stochastic Galois lattices
We now come to the important case where descriptions are notions appearing in the
probability theory 0eld. Various GLs can be de0ned as seen below, they will be called
stochastic Galois lattices. The most interesting are certainly the ones de0ned by the
stochastic order.
Let (;F; P) be a probability space. Let  n denote the Lebesgue measure on Rn,
the Borel -algebra of the product space Rn of the real line.
Let Xij :→ Oj be a random vector, where Oj ⊆ Rnj and Oj ∈Rnj for some integer
nj which only depends on j but not on the individual i.
This means that for any B∈Rnj ; B ⊆ Oj, we have X−1ij (B)∈F, where X−1ij (B) =
{!∈: Xij(!)∈B} is the event also denoted by (Xij ∈B).
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Let pij be the probability distribution of the random variable Xij. It is de0ned by
pij(B) = P(X−1ij (B)) for any B∈Rnj ; B ⊆ Oj.
We will denote by FXij the distribution function de0ned by FXij (a) = pij((−∞; a]);
a∈R.
The density fij of pij, if it exists, is de0ned by pij(B) =
∫
B fij(x) d nj (x).
We will take for F the product lattice
∏
j∈J Fj, where the lattices Fj will be expli-
cated in each of the following subsections.
Example. Let a country be divided into n 0nite regions. The citizens of this country are
described by p variables (age, height, weight, eyes color and so one). The description of
any region i is then given by the probability distributions pij (estimated by frequencies),
for each descriptor j = 1; : : : ; p.
3.1. GLs induced by the stochastic order
Let the description of an individual i be given by di = (dij; j = 1; : : : ; p) where
dij=FXij . The order de0ned by dij6di′j′ i= FXij (a)6FXi′j′ (a) for any a∈R is usually
called a stochastic order. Note that the supremum and the in0mum of two distribution
functions are distribution functions. Hence we can de0ne a GL by
f(A) =
(
min
i∈A
di1; : : : ;min
i∈A
dij; : : : ;min
i∈A
dip
)
for any A∈E
and g(z) = {i∈ I | zj6FXij for all j} where zj is a distribution function.
3.2. Min–Max, events and supports GLs
Let the description of an individual i be given by di = (dij; j = 1; : : : ; p) where
dij = Xij. Since the set Fj of all random vectors Xij has a lattice structure, we can
de0ne a pointwise Galois lattice by
f(A) =
(
min
i∈A
Xi1; : : : ;min
i∈A
Xij; : : : ;min
i∈A
Xip
)
for any A∈E
and g(z) = {i∈ I | zj6Xij for all j} for z = (z1; : : : ; zj; : : : ; zp)∈F .
Note that f(A) is a random vector even if I is countable.
Next, suppose that we are interested in some particular values of the random variables
Xij, say belonging to some Aj ∈Rnj which only depends on the column j but not on
the individual i. Then, let description di=(dij; j=1; : : : ; p) of individual i be given by
dij = {!∈: Xij(!)∈Aj}, which is the event X−1ij (Aj) usually denoted by (Xij ∈Aj).
As Xij is a random vector, dij ∈F and we can take for Fj the -algebra 〈F;⊆;∪;∩〉
which is of course a lattice. This yields the following events GL by letting
f(A) =
(⋂
i∈A
(Xi1 ∈A1); : : : ;
⋂
i∈A
(Xij ∈Aj); : : : ;
⋂
i∈A
(Xij ∈Aj)
)
;
g(z) = {i∈ I |j ⊆ (Xij ∈Aj) for all j} for z = (1; : : : ; j; : : : ; p); j ∈F
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or replacing ∩ by ∪:
f(A) =
(⋃
i∈A
(Xi1 ∈A1); : : : ;
⋃
i∈A
(Xij ∈Aj); : : : ;
⋃
i∈A
(Xij ∈Aj)
)
;
g(z) = {i∈ I | (Xij ∈Aj) ⊆ j for all j} for z = (1; : : : ; j; : : : ; p); j ∈F:
Finally, suppose that the support of the probability distribution pij is an inter-
val dij = [mij;Mij]. As dij belongs to the -algebra Fj = Rnj which is a lattice
for the inclusion order, we get a GL generated by the supports. Considering a se-
quence X (k)ij as above, we see that the pointwise extreme values GLs generated by
dij(!) = [mink6n X
(k)
ij (!);maxk6n X
(k)
ij (!)], converge to the GL generated by the sup-
ports as n→∞.
3.3. Distributions GLs
Let the description of an individual i be given by di =(pij; j=1; : : : ; p), where pij
is the probability distribution of the random variable Xij. As the in0mum or supremum
of two probabilities is not a probability we will consider them as elements of the lattice
Fj of mappings from Rnj into [0; 1] and we let
f(A) =
(
min
i∈A
pi1; : : : ;min
i∈A
pij; : : : ;min
i∈A
pip
)
for any A∈E
and g(z) = {i∈ I | zj6pij for all j} for z = (z1; : : : ; zj; : : : ; zp)∈F .
Again considering Fj × Fj we can also let for any A∈E:
f(A) =
((
min
i∈A
pi1;max
i∈A
pi1
)
: : : ;
(
min
i∈A
pij;max
i∈A
pij
)
: : : ;
(
min
i∈A
pip;max
i∈A
pip
))
and g(z; z′) = {i∈ I | zj6pij6 z′j for all j} for (z; z′) = (zj; z′j)j ∈F .
The mapping maxi∈A pi1 (resp. mini∈A pi1) from Rnj into [0; 1] is a Choquet subad-
ditive capacity (resp. an inverse Choquet superadditive capacity): this will be discussed
in more details in a following section.
3.4. Densities and histograms GLs: convergence
We now suppose that the probability distributions pij have a density fij = dij with
respect to the Lebesgue measure  nj . Then the dij
′s∈Fj, the lattice of positive measur-
able functions from Rnj into R+, and generate a GL denoted by D. Note that mini∈A fij
as well as maxi∈A fij are no more density functions but belong to Fj.
In order to simplify our presentation of histogram GLs we suppose that nj = 1.
Let (X (k)ij ; i∈ I); k=1; 2; : : : ; n; : : : be a i.i.d. sequence of random vectors distributed
as the vector (X (k)ij ; i∈ I). For any integer n¿ 1, let Pn be a partition of R into
adjacent intervals [a; b) of 0xed length, say 'n = 1=
√
n. Then for any x∈R, denoting
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by In;x the unique interval of Pn containing x let
h(n)ij (x; !) = #{k = 1; : : : ; n: X (k)ij (!)∈ In;x}=(n'n):
In other words h(n)ij (x; !) is the height, on the interval In;x, of the empirical fre-
quencies histogram. Let h(n)ij (x)=EP(h
(n)
ij (x; :)) be the mean height histogram, the mean
being calculated with respect to the basic probability P.
As a function of a real variable, h(n)ij is obviously a positive function which is constant
on each interval of Pn. As the class of positive measurable functions from R into R+
is of course a lattice, let Hn denote the GL generated by dij = h
(n)
ij .
By convergence we mean
• almost everywhere (a.e.) pointwise convergence of fn(A) in the lattice F , that is
a.e. convergence of mini∈A h
(n)
ij in each Fj;
• convergence of gn(z) in the lattice E = P(I), and as this set is 0nite, convergence
means stationarity for large enough n.
We are now in a position to state the following:
Theorem 3. Let D (resp. Hn) be the GLs generated by the densities (resp. by the
mean histograms) as described above, then any node of D is a limit of nodes of Hn
as n→∞.
Interpretation: The above result can be interpreted as follows. In concrete situations
the random variable and the densities are unknown but the X (k)ij (!);=1; : : : ; n, can be
observed or measured and can be considered as our knowledge up to time n. Now
recall that the nodes of the GLs have been called concepts. Hence we can say that
as knowledge increases (n → ∞), concepts become more precise and converge (get
stabilized). This is quite an intuitive result.
Remark. A simple example with ={1; 2}, shows that in general (hn(A); fn(A))∈Hn
need not converge and even if it converges, it need not converge to (h(A); f(A)).
Proof. Let (fn; gn) be the Galois connection de0ning Hn, that is:
fn(A) =
(
min
i∈A
h(n)i1 ; : : : ;mini∈A
h(n)ij ; : : : ;mini∈A
h(n)ip
)
for any A∈E
and gn(z) = {i∈ I | zj6 h(n)ij for all j} for z = (z1; : : : ; zj; : : : ; zp)∈F .
Also let (f; g) be the Galois connection de0ning D, that is
f(A) =
(
min
i∈A
fi1; : : : ;min
i∈A
fij; : : : ;min
i∈A
fip
)
for any A∈E
and g(z) = {i∈ I | zj6fij for all j} for z = (z1; : : : ; zj; : : : ; zp)∈F .
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Now, h(n)ij (x; !)=#{k=1; : : : ; n: X (k)ij (!)∈ In;x}=(n'n)=
∑
k=1; :::; n 1(X (k)ij ∈In; x)(!)=((n'n)
implies that h(n)ij (x) = EP(h
(n)
ij (x; :)) =
∑
k=1; :::; n P(X
(k)
ij ∈ In;x)=((n'n) = P(Xij ∈ In;x)='n =
1='n
∫
In;x
fij(t) d (t)→ fij(x) for a.a. x by Lebesgue di=erentiation theorem.
Hence by the continuity of the min operation, fn(A)→ f(A) a.e., since I is 0nite.
Now, let hn=gnofn and let An=hn(A) so that A ⊆ An, since hn is extensive. This im-
plies that A ⊆ lim inf n→∞ An ⊆ lim supn→∞ An, where lim inf n→∞ An=
⋃∞
p=1
⋂
n¿p An
and lim supn→∞ An =
⋂∞
p=1
⋃
n¿p An. We claim that lim supn→∞ An ⊆ h(A).
Indeed, let i∈ lim supn→∞ An so that there exists a strictly increasing sequence nr
converging to +∞ such that i∈Anr = hnr (A), that is {i} ⊆ hnr (A).
This implies fnr (hnr (A))6fnr ({i}) since fnr is decreasing. But fnrohnr =fnr (Sec-
tion 1), therefore fnr (A)6fnr ({i}) and as nr → +∞ we get f(A)6f({i}), which
by de0nition implies that i∈ g(f(A)) = h(A).
So we have proved that lim supn→∞ An ⊆ h(A) and we then have A ⊆ lim inf n→∞
An ⊆ lim supn→∞ An ⊆ h(A) for any A ⊆ I . In particular, if (A; f(A)) is a node of D,
that is A= g(f(A)) = h(A), we get
A= lim inf n→∞ An = lim supn→∞ An = h(A). In other words, An converges to A and
therefore (An; fn(An)) = (An; fn(hn(A))) = (An; fn(A)) converges to (A; f(A)).
But (An; fn(An)) is a node of Hn since gn(fn(An))=hn(An)=hn(hn(A))=hn(A)=An.
This completely proves that any node (A; f(A)) of D is the limit of the Hn− nodes
(hn(A); fn(A)).
As a consequence of the proof, observe a more general statement:
Corollary 4. Suppose that for any A; fn(A) converges to f(A) in an arbitrary topol-
ogy on F . If h(A) = A then hn(A) converges to h(A) = A.
3.5. Association rules
As mentioned in the introduction, GLs can be used to get some association rules
from a set of data. Let us 0rst recall how this works in the binary case.
Let r1; : : : ; rj; : : : ; rp be some properties and let dij=1 if the individual i satis0es the
property j otherwise let dij=0. Scanning the GL so that the sets of properties increase,
let Nj be the smallest node containing property rj. We then obtain the following rules:
For any rk ∈Nj, we have rj ⇒ rk since all the individuals satisfying rj also satisfy
rk .
Let Nj′ be a node such that Nj6Nj′ for the lattice order, then for any rk ∈Nj′ we
have rj(,) ⇒ rk(-) where , = #Nj=#I and - = #Nj′ =#Nj. This means that there is a
rate , of individuals satisfying rj and among them a rate - also satisfy rk .
In the stochastic case consider for example the distribution GLs.
Let s¿ 0 and consider the 0rst node where mini∈A pij(Vj)¿ s for a borelian Vj.
Then in the same node, letting mini∈A pik(Vk) = t for a borelian Vk , we obtain the
following rule:
p::j(Vj)¿ s⇒ p:k(Vk)¿ t meaning that any individual i satisfying pij(Vj)¿ s also
satis0es pij(Vk)¿ t.
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With the reverse order GLs we obtain association rules with reverse inequalities
while with the product order GLs we obtain rules with double inequalities.
Example. Consider the example given at the beginning of Section 3 and suppose that
the regions are also described by the category of occupation of the citizens and the
rate of unemployment. We then can obtain some interesting rules as the following one.
If the occupation belongs to some categories with probability greater than s then the
rate of unemployment will be large with probability greater than t. Note that these
probabilities are generally estimated by percentages.
3.6. An extended de@nition
It seems of interest to look for a more general de0nition of GLs generated by
descriptors when the lattice E is no longer 0nite.
First note that there is not any problem when E = P(I) for a countable I (not
necessarily 0nite) provided that the lattice F is -complete, that is
∧
i∈A di and
∨
i∈A di
exist for any countable A. All the examples given above are -complete, for example
the in0mum or supremum of a countable set of random variables is still a random
variable.
We now propose a de0nition in case of E =F, where F is a -algebra, the case
E =P(I) for a countable I , being a simple particular case of -algebra.
Let (;F; P) be a probability space. All the results below can be easily extended
when P is replaced by a -0nite measure.
The set  represents all the population and any !∈ represents an individual. The
population is described by a random vector X = (X1; : : : ; Xp) :→ Rp.
Hence the description of an individual ! is the vector (X1(!); : : : ; Xp(!)).
There is no problem to generalize the de0nition of the intent:
For any A∈F, let f(A) = (inf!∈A X1(!); : : : ; inf!∈A Xp(!))∈ (R ∪ {−∞})p.
For the extent we need a notion of largest extent possible. This can be done by an
exhaustion argument as follows.
Let z=(z1; : : : ; zp)∈ (R∪{−∞})p. As usual z6f(A) means that zj6 inf!∈A Xj(!)
for all j = 1; : : : ; p.
We will say that A = B a.e. i= P(AMB) = 0, where M stands for the symmetric
di=erence.
We will now construct g(z)∈F as an at most countable union of A such that
z6f(A).
Let ,1 = sup{P(A); A∈F; z6f(A)}. Let A1 ∈F be such that z6f(A1) and
,1=26P(A1).
Let ,2 = sup{P(A); A∈F; A ⊆  \ A1; z6f(A)}. Let A2 ∈F be such that A2 ⊆
 \ A1; z6f(A2) and ,2=26P(A2).
If ,1; ,2; : : : ; ,n; A1; A2; : : : ; An are de0ned, let ,n+1=sup{P(A); A∈F; A ⊆ \ (A1∪
· · ·∪An); z6f(A)}. Let An+1 ∈F be such that An+1 ⊆ \(A1∪· · ·∪An); z6f(An+1)
and (,n+1=2)6P(A2).
Now, de0ne g(z) =
⋃
k=1; :::;∞ Ak .
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It then can be seen that:
• g(z)∈F is an at most countable union of A such that z6f(A),
• any B∈F disjoint from g(z) and verifying z6f(B) is empty a.e.,
• any C ∈F having the two preceding properties veri0es C = g(z) a.e.,
• the pair (f; g) veri0es a.e. the properties given in the main formulation.
Also note that if Xj is positive then f is a subadditive capacity (see next section).
Finally, observe that if Y is another random variable then taking for F the -algebra
generated by Y , we get a GL generated by X conditionally in Y . The conditional
expectation E(X=Y ) then trivially veri0es:
finf (B)6E(X=Y )6fsup(B) a:e: on any B∈F;
where finf (B) is de0ned as above and fsup(B) is obtained by replacing inf by sup.
4. Valuations
We already said that the in0mum and the supremum of measures which appear in
the nodes of GLs generated by probability distributions are capacities and so are also
the valuations of event GLs nodes. In the present section we present some precise
statements concerning these notions.
4.1. Capacities and credibilities
Let X be any non-empty set and S a -algebra on X .
Denition. A capacity 2 on (X;S) is a mapping from S into [0;+∞] such that
2(∅) = 0; A ⊆ B⇒ 2(A)6 2(B); 2(limn ↑ An) = limn ↑ 2(An).
A capacity 2 is said to be subadditive if 2(A ∪ B)6 2(A) + 2(B) for any A and B.
A capacity 2 is said to be superadditive if 2(A∪ B)¿ 2(A) + 2(B) for any disjoint A
and B. Such a capacity is also called inverse capacity.
A capacity 2 is said alternated of order n (∈N ) if
2(A1 ∪ · · · ∪ An)6 2(A1) + · · ·+ 2(An)
−
∑
i¡j
2(Ai ∩ Aj) + · · ·+ (−1)n+12(A1 ∩ · · · ∩ An)
for any A1; : : : ; An:
A capacity 2 is said to be alternated of order ∞ if it is alternated of order n for
any n. The same de0nitions hold for inverse capacity with ¿ in place of 6.
An inverse capacity of order ∞ such that 2(X ) = 1 is called credibility [14].
Recall that any -additive measure (such as probabilities) satis0es the equality in
the above inequality. This is known as the PoincarNe formula.
282 E. Diday, R. Emilion /Discrete Applied Mathematics 127 (2003) 271–284
Example. (1) The supremum (resp. the in0mum) of additive measures is a subadditive
(resp. superadditive) capacity.
(2) Any convex function of a measure de0nes a subadditive capacity.
(3) Let P1 and P2 be two probabilities. Let ⊥ be a t-conorm [15] (that is an
associative, commutative operation in [0; 1], increasing with respect to each factor and
such that 0 ⊥ u= u), which is continuous and subadditive, then 2(A)=P1(A) ⊥ P2(A)
de0nes a subadditive capacity. For example, a ⊥ b=max(a; b) and a ⊥ b= a+ b− ab
yield subadditive capacities.
(4) Let  be a t-norm [15] (that is an associative, commutative operation in [0; 1],
increasing with respect to each factor and such that 1 ⊥ u = u), which is continuous,
then 2(A)=P1(A)P2(A) also de0nes a. For example ab=min(a; b); ab=ab yield
superadditive capacities. These two t-norms are conjugated from the above t-conorms,
that is a ⊥ b= 1− (1− a)(1− b).
(5) (Choquet projection scheme [6, 26.8, p. 209]). Let (X;G; 5) be a measured
space, (Y;H) a measurable space and Z ⊆ X × Y measurable. Then for any H ∈H
let H ′ = {x∈X | ∃y∈Y : (x; y)∈Z ∩ X × H} be the projection of Z ∩ X × H on X .
Then 2(H) = 5(H ′) de0nes a capacity of order ∞ on Y .
4.2. Valuations of the GLs
For the distribution GLs we then see that subadditive (maxi∈A pij) and superadditive
(mini∈A pij) capacities appear as node descriptions. Similarly, consider the nodes of
the event GLs, where events like
⋂
i∈A(Xij ∈V ) and
⋃
i∈A(Xij ∈V ) appear, and valuate
these nodes by taking the probability of these events. Then:
Theorem 5. Let 2j(A; V ) = P(
⋃
i∈A(Xij ∈V )), for A ⊆ I and V ∈Rnj . Then A →
2j(A; V ) is a capacity on E of order ∞ obtained by Choquet projection scheme. It
evaluates the capacity of the set of individuals A to reach V .
Similarly V → 2j(A; V ) is a capacity on Rnj of order ∞ obtained by Choquet
projection scheme. It evaluates the capacity of a set V to be reached by an individual
of A.
Hence V → -j(A; V ) = P(
⋂
i∈A(Xij ∈V )) is a credibility on R
nj .
Further, let X (k)ij be a i.i.d. sequence of random vectors distributed as the vec-
tor (X (k)ij ; i∈ I) and let Pn be a partition of R as described in Section 4.4. Then,
limn→∞ P(
⋃
i∈A(X
(n)
ij ∈ In;x))='n =
∑
i∈A fij(x) and limn→∞ P(
⋂
i∈A(X
(n)
ij ∈ In;x))='#An =
fAj(x) for a.a. x.
Before giving the proof, observe that in case of independance of the Xij; i∈A, then
P(
⋃
i∈A(Xij ∈V )= ⊥i∈A P(Xij ∈V ) for the t-conorm de0ned by a ⊥ b = a + b − ab
and similarly P(
⋂
i∈A(Xij ∈V ) =i∈A P(Xij ∈V ) for the t-norm de0ned by ab= ab.
On the other side, P(
⋃
i∈A(X
(n)
ij ∈ In;x))='n is the height of a subadditive histogram
in analogy with the construction described in Section 4.4. The theorem then proves
the convergence of such histograms (as the step of the partitions tends to 0) in the
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particular case of the above capacities. This leads to the question of convergence for
general subadditive capacities, this is solved in [8].
Proof. Let us apply Choquet projection scheme with (X;G; 5) = (;F; P); (Y;H) =
(I;P(I)) and Z = {(!; i)∈ × I |Xij(!)∈V}, for a 0xed V .
Then for any A∈P(I), the set A′={!∈ | ∃i∈ I : (!; i)∈Z∩×A}={!∈ | ∃i∈
A: Xij(!)∈V}=
⋃
i∈A(Xij ∈V ) is the projection on  of Z ∩×A. Therefore 2(A)=
P(
⋃
i∈A (Xij ∈V )) de0nes a capacity of order ∞ on P(I).
Similarly take (X;G; 5) = (;F; P), (Y;H) = (Rnj ;Rnj) and Z = {(!; v)∈ ×
Rnj | ∃i∈A: Xij(!) = v}, for any 0xed A.
Then for any V ∈Rnj , we have Z ∩×V ={(!; v)∈×V | ∃i∈A: Xij(!)= v} and
its projection is again
⋃
i∈A(Xij ∈V ). Hence 2(V )=P(
⋃
i∈A(Xij ∈V )) de0nes a capacity
of order ∞ on Rnj and -(V ) = P(⋂i∈A(Xij ∈V )) = 1− 2(V c) de0nes a credibility.
On the other hand, P(
⋃
i∈A(X
(n)
ij ∈ In;x))=P(
⋃
i∈A(Xij ∈ In;x)) since (X (n)ij )i∈A has the
same distribution as (X (n)ij )i∈A. Letting A={i1; : : : ; ik}, the PoincarNe formula then yields:
P(
⋃
i∈A(X
(n)
ij ∈ In;x)) =
∑
i∈A P(Xij ∈ In;x) −
∑
p¡q P(Xipj ∈ In;x ∩ Xiqj ∈ In;x) + · · · +
(−1)k+1P(⋂i∈A(Xij ∈ In;x)).
But by the Lebesgue di=erentiation theorem we have
limn→∞ P(Xij ∈ In;x)='n = limn→∞ '−1n
∫
In;x
fij(t) d (t) = fij(x) a.e.,
limn→∞ P(Xipj ∈ In;x ∩ Xiqj ∈ In;x)='2n = fipjiqj(x) a.e., where fipjiqj is the density of
the joint distribution,
and so on up to 'kn: limn→∞ P(
⋂
i∈A(Xij ∈ In;x))='kn = fi1j;:::;ik j(x) a.e. (denoted by
fAj(x) in the theorem statement).
This clearly implies that limn→∞ P(
⋃
i∈A(X
(n)
ij ∈ In;x))='n =
∑
i∈A fij(x).
5. Conclusion
We have given here a general formula for the intent–extent mappings of maximal
Galois lattices. This is consistent with known GL constructions and we have obtained
several new GLs, mainly in the stochastic case. Our formulation has the following
advantages. First it clari0es and uni0es previous GLs constructions, next we can deal
with rather complex descriptions and easily construct new GLs. Another main advantage
concerns GL construction algorithms as done in [9]: the statements have a mathematical
form which clarify the procedures and the algorithms work for any type of data, since
they do not depend on the description type. Observe 0nally that the main problem still
remains to be the pruning of GLs so that they may be easily handled by users. This
e=ort certainly would require an intensive use of statistical methods.
References
[1] M. Barbut, B. Monjardet, Ordre et classi0cation, Vol. 2, Hachette, Paris, 1970.
[2] G. Birkho=, Lattice Theory, AMS Colloq. Public. Vol. XXV, AMS, Providence, RI, 1967.
[3] T.S. Blyth, M.F. Janowitz, Residuation Theory, Program Press, Oxford, 1972.
284 E. Diday, R. Emilion /Discrete Applied Mathematics 127 (2003) 271–284
[4] P. Brito, Analyse de donnNees symboliques et pyramides, ThOese, Paris IX, 1991.
[5] B. Burg et al., ModNelisation agent des robots, JSMA, IRIT, Toulouse, 1996.
[6] G. Choquet, Theory of capacities, Ann. Instit. Fourier (1954).
[7] V. Duquenne, Contextual Implications, Rapport CAMS, Paris, 1986, p. 23.
[8] R. Emilion, Di=Nerentiation des capacitNes, C. R. Acad. Sci. Paris SNerie I t 324 (4) (1997).
[9] R. Emilion, G. Lambert, G. LNevy, Algorithmes pour les treillis de Galois, Indo-French Worksh., Univ.
Paris IX-Dauphine, lise-ceremade, 1997.
[10] B. Ganter, R. Wille, Formal Concept Analysis, Mathematical Foundations, Springer, Berlin, 1999.
[11] R. Godin et al., Learning algorithms using Galois lattice structure, Proceedings of the IEEE International
Conference on Tools for AI, San Jose, CA, 1991, pp. 22–29.
[12] A. Guenoche, Construction du treillis de Galois, Math. Sci. Humaines 109, 41–53.
[13] O. Ore, Galois connections, Trans. Amer. Math. Soc. 55 (1944) 494–513.
[14] G. Schaefer, A Mathematical Theory of Evidence, Princeton University Press, Princeton, NJ, 1976.
[15] B. Schweizer, A. Sklar, Probability Metric Spaces, Elsevier, New York, 1983.
[16] R. Wille, Restructuring lattice theory, in: Rival (Ed.), Ordered Sets I, Reider.
For further reading
E. Diday, R. Emilion, Capacities and Credibilities, OSDA, Studies in Classi0cation, Springer, Berlin,
1995.
