Effects of matrix orientifolding that preserves supersymmetries are considered in the IIB matrix model with regard to its effective dynamics generated for diagonal elements. Taking the case of maximal supersymmetries and the long distance expansion of the one-loop effective action as well as cases where the size of the matrices is small, we demonstrate that the directional asymmetry of spacetime brought upon by this setup in fact leads to that of the forces exerting on the spacetime points: in addition to the two-body attraction between two points, there are attractions toward the four dimensional plate. *
Introduction
Continuing attention has been paid for the reduced matrix models [1] - [7] where one intends to carry out spacetime formation and their interplay with particle physics. They are obtained from the ten dimensional Yang-Mills theory and it cousins by the dimensional reduction to zero, one and two dimensions. (For a review, for example, [8] .) Several operations are known to be materialized on matrices without approximation. In particular, the twist operation which renders the first quantized oriented theory into nonorientable one has a precise matrix counterpart. Including this matrix twist upon Z 2 identification, we obtain matrix construction of Z 2 orientifold (in the large radius limit) as well [4] . What all these mean is simply that a matrix representing an element of u(2k) Lie algebra becomes a sum of the matrix in the antisymmetric representation of usp(2k) and that representing an element of usp(2k) Lie algebra [4] - [6] . The Chan-Paton factor of orthogonal group is then generated as gauge symmetry [5] .
On the other hand, it has been found to be quite nontrivial to maintain supersymmetry upon this operation at the matrix level [4, 9] . For example, taking all bosonic matrices lying in the antisymmetric representation, which would represent ten-dimensionally covariant unorientied theory, is simply not allowed by a property of representation: [antisym, antisym] ∼ adj. Taking all in the defining representation of the usp(2k) Lie algebra has no way to satisfy the second supersymmetries called kinematical supersymmetries, which simply shift any fermionic matrix by an amount proportional to the unit matrix. The upshot is that matrix orientifolding inevitably introduces spacetime directional asymmetry. Orbifolding [10] and orientifolding of matrices have also played roles in the recent studies [11] of lattice supersymmetry and its large N Eguchi-Kawai reduction [12] .
A central theme is the effective dynamics for the diagonal elements of the matrices in particular, that for the bosonic ones, which are obtained by the integrations of the offdiagonal elements.
* The forces exerting among them are supposed to dictate formation of our spacetime consisting of points. The goal of this paper is to see the effect of the spacetime directional asymmetry qualitatively and semi-quantitatively at the level of the forces exerting among spacetime points. Taking the case of maximal supersymmetry which generates SO(2n) Chan-Paton factor, namely, the case of the USp matrix model [4] , we will show that the points not only attract each other by the two-body force [21] shared by the IIB matrix model before orientifolding, but also they get attracted toward the four dimensional plate. Thus this offers a simple mechanism for generating our four dimensional spacetime from matrices and agrees in conclusion with that drawn sometime ago in [22] based on the Yang-monopole and the higher dimensional analog derived from the nonabelian Berry phase [23] . (See also [24, 25] .)
In the next section, we briefly review the matrix orientifolding with maximal supersymmetries in the IIB matrix model. The branching of the u(2k) Lie algebra into the usp(2k) Lie algebra and the antisymmetric representation is recalled. In section three, we present the long distance expansion of the one-loop effective action of the diagonal elements. While there are several robust properties of the effective action noted in [21] which are preserved by the matrix orientifolding, we will focus upon new features brought upon by this operation. In section four, we consider a few cases in which the size of the matrices is small, check the consistency with section three and draw the conclusion stated above.
IIB matrix model and matrix orientifolding
Recall the IIB matrix model [2] which is obtained by the dimensional reduction of ten dimensional N = 1 supersymmetric Yang-Mills theory to a point:
1)
2)
3)
The fermionic matrix Ψ is a ten dimensional Majorana-Weyl spinor. The action (2.1) has 16 + 16 supersymmetries:
where ǫ and ξ are the grassmann parameters of these transformations.
Orientifolding at the level of matrices was given in ref. [4] , where the branching of u(2k)
Lie algebra into usp(2k) Lie algebra and the antisymmetric representation of usp (2k) is exploited. Let us recall this more explicitly. The u(2k) Lie algebra splits into two representations of the usp(2k) Lie algebra:
with I k is k × k unit matrix.
It is expedient to introduce the following projection and act eitherρ − orρ + on each matrix [4] :ρ
Requiring to preserve 8 + 8 supersymmetries, we obtain [4] 12) while, by an appropriate choice of the gamma matrices, Ψ is determined as
where λ, ψ (1) ,λ,ψ (1) ∈ adj(2k), (2.14)
Note that splitting of ten dimensions into six and four has taken place already at this level.
3 Effect of matrix orientifolding at long distance expansion of the one-loop effective action
In this section, we consider the one-loop effective action of the diagonal elements for the IIB matrix model (2.1) which is now orientifolded and maintain maximal supersymmetry.
Let us first decompose the matrices v M and Ψ into the diagonal and the off-diagonal parts:
The off-diagonal partsṽ M andΨ are regarded as fluctuations. For our purposes, it is enough to consider the fluctuations up to the quadratic order. The bosonic part and the fermionic part are respectively written as We fix the the U(2k) symmetry by the background gauge. The gauge fixing term added to the action is
and the corresponding ghost term is
where c and b are the ghost and the anti-ghost respectively.
we obtain
In the set up of section two, the matrices take either of the following two forms: six of the matrices belonging to the defining representation of the usp(2k) Lie algebra are given by
with M † µ = M µ and N t µ = N µ while four of those belonging to the antisymmetric representation are given by
with A † = A and B t = −B. Here,
Note that the matrices A n and M µ are matrices consisting of off-diagonal elements. By construction, the ten-dimensional Lorentz covariance is broken explicitly. In order to refer easily to which representation each matrix belongs to, we use the different spacetime indices. Greek letters µ, ν, · · · are used to label the matrices belonging to the defining representation of the usp(2k) Lie algebra while Roman letters n, m, · · · are used to label the matrices belonging to the antisymmetric representation.
The upper half part of the diagonal elements of the ten bosonic matrices represents the spacetime points. We represent the diagonal matrices x M as shown in Figure 1 . Exploiting the relation,
where 15) where in the last expression of (3.12) ∼ (3.15) we have displayed each block by its (i, j) element. After some calculation, we obtain for the bosonic part
Note that, for M 
with O † = O and P t = P and that belonging to the antisymmetric representation as
with C † = C and D t = −D, respectively. Here,
The spinorial indices α, · · · imply that the matrices in eq. 20) where ξ ij = ξ i − ξ j ,ξ ij = ξ i + ξ j and ζ ij = ζ i − ζ j and the spinor indices are suppressed.
We have managed to represent S b + S f as a sum of the following quadratic forms:
where
and
with ξ
Here we have introduced the projectors P ad and P as , We now sketch the derivation of (3.21), which is essentially "completing squares". We will, in particular, show how S 0 and S 1 appear in the expression. The fermionic shifts omitted as "· · · " in (3.21) are obtained in the following procedure: for the simplicity let us illustrate this in the quadratic terms consisting of O ij and C ij in (3.20),
The quadratic terms consisting of P ij and D ij are similar to those of O ij and C ij . Eq.
(3.26) is rewritten as
When we include the linear terms in O ij and C ij in (3.20) , the fermions get shifted, but they have no effect on S is not seen in the calculation at the original IIB matrix model.
Performing the integrations with respect to the fluctuations and taking into account the ghost part which accompanies the gauge fixing (3.4), we obtain
.
(3.33)
Here the matrices and the determinants are with respect to the Lorentz indices. Eq. (3.32) is the matrix [21] which have appeared in the calculation at the IIB matrix model. We conclude that eq.(3.31) is the first effect of matrix orientifolding.
In (3.30), we have introduced the notation
We mean by this thatj denotes the mirror image of j. It is understood that T ij corresponds to the interaction between point i and its mirror imagej. As taking mirror image implies
n , this interpretation is justified. On the other hand, since
and the third determinant in (3.30) det(η µν + T µν (iī) ) −1 has no dependence on the antisymmetric direction. Note thatξ
When we use the notation (3.34), (3.30) can be collectively written as
From now, we will regard that the product and the summation are taken over all indices including these with bar. There are illustrated in Figure 2 . We conclude that this is the second effect of matrix orientifolding.
We now turn to the issue of the ξ integrations. We introduce graphical rules such that the outcome of the ξ integrations is understood as a sum of all possible graphs generated.
To illustrate the situation, we begin with cases of small k.
•USp(2) case. The diagonal matrices which have remained unintegrated are
f , η α ′ lying in the antisymmetric representation disappear as it is in the commutator. As a result, the integrations reduce to those of the D = 6 SU(2) matrix model [21, 26] . Associated with η α integrations, we draw a graph in Figure 3 which consists of a single horizontal bond of multiplicity eight (namely, a bond consisting of eight solid lines) connecting the point and its image. •USp(4) case. The diagonal matrices are
The overall U(1) factors of the matrices in the antisymmetric representation decouple and we can regard η α ′ effectively traceless:
The integrations of our interest are
Let us first note a single grassmann integration of ξ 1 α which takes the form of On the other hand, ζ 1 α ′ integration takes the form of
and is represented as a sum of the two graphs depicted in Figure 6 . The integrations eq.
(3.40) are understood as follows: pick one graph from Figure 5 and superpose on top of it one graph from Figure 6 for a given spinorial index. We repeat this procedure eight While this is of some interest, it is outside the issue we raise in this paper and will not be discussed here.
among diagonal elements
We move on to discuss the qualitative features of the force among the diagonal elements induced by the integration of off-diagonal elements. For that purpose, we first discuss cases where the size of the matrices is small.
USp(2) case
This is the simplest case. There is one spacetime point and its image as illustrated in Figure. 7 (1) . The matrices are
We represent x µ , m µ and x m by six and four dimensional vectors x, m and x respectively.
By fixing the spacetime symmetry SO(6) × SO(4),
The v m lie in the overall U(1) and decouples from the action. Hence there is no dependence on R 4 in the effective action S eff (R 6 , R 4 ). The force by construction exerts in the adj.
directions only. In fact, The calculation of the effective action is the same as that in the D = 6 SU(2) matrix model. The long and short distance behavior are already given. ( [21] . See also [26] .)
S eff ∼ 12 log R 6 , for R 6 ≫ g 2 , −4 log R 6 , for R 6 ≪ g 2 .
(4.5)
This represents a two-body force between the point and its mirror image which is attractive in the long distance and repulsive in the short distance. There is an obvious directional asymmetry in the original ten dimensional sense. ), we see that the modes ζ i in the antisymmetric representation decouple and the power behavior is 11) which is in accordance with eq.(4.5). We have thus reached a picture consistent with that of section three.
