A new variation of particle swarm optimization (PSO) termed as transitional PSO (T-PSO) is proposed here. T-PSO attempts to improve PSO via its iteration strategy. Traditionally, PSO adopts either the synchronous or the asynchronous iteration strategy. Both of these iteration strategies have their own strengths and weaknesses. The synchronous strategy has reputation of better exploitation while asynchronous strategy is stronger in exploration. The particles of T-PSO start with asynchronous update to encourage more exploration at the start of the search. If no better solution is found for a number of iteration, the iteration strategy is changed to synchronous update to allow fine tuning by the particles. The results show that T-PSO is ranked better than the traditional PSOs.
INTRODUCTION
In particle swarm optimization (PSO), optimization problem is solved by swarm of particles that move around a search space looking for optimal solution. Each of the particles has velocity and position. The particles move within the search space by iteratively updating these two values. There are two choices of update mechanisms/ iteration strategies; synchronous or asynchronous [1] . The synchronous update is the more popular approach. In synchronous PSO (S-PSO) the particles change their velocities and positions after the fitness of the whole swarm is evaluated. On the other hand, in asynchronous PSO (A-PSO), a particle is able to update its velocity and position as soon as it completes its fitness evaluation without the need to wait for the other particles to complete their fitness evaluation.
The synchronous update is stronger in exploitation, while asynchronous update is better in exploration [2] . Exploration and exploitation are important in ensuring the search space is effectively explored and information obtained is efficiently exploit. The exploration and exploitation improve performance and efficiency of an algorithm. Typically, higher exploration is favorable in the early stage while stronger exploitation is expected towards the end.
Here, a new variation of PSO algorithm that combines both update methods is proposed. The proposed algorithm is known as transitional PSO (T-PSO). The particles in T-PSO start with asynchronous update mechanism and then transit to synchronous update at a later state. The asynchronous update is adopted at the start of the search process so that exploration is encouraged. Once no improvement is achieved after S iterations, the particles transited to synchronous update mechanism and focus on exploitation of the information. The proposed T-PSO is tested using CEC2014's benchmark functions. Its performance is then benchmarked with S-PSO and A-PSO. The findings show that T-PSO is able to achieve better rank than S-PSO and A-PSO. In the following section, both S-PSO and A-PSO algorithms are reviewed. The T-PSO algorithm is discussed in section 3. Next, the results of the experiment conducted are presented in section 4. Lastly this work is concluded in section 5.
PARTICLE SWARM OPTIMIZATION AND ITS TRADITONAL ITERATION STRATEGIES
PSO is a nature inspired algorithm. It emulates the social behavior as seen in nature, like birds flocking and fishes schooling. These organisms search for food source by moving in group without any centralized control. The search is performed through information sharing and individual effort.
This social behavior is copied in PSO, where the search for the solution of an optimization problem is carried by swarm of particles. Each particle has its position;
and velocity;
is particle number and is the size of the swarm i.e. number of particles, is the iteration number, is dimension number and is the size of the problem's dimension. The particles look for optimal solution by updating their velocity and position.
The velocity is influenced by particle's experience and information shared within the swarm and updated using the following equation;
In equation (4), is inertia weight it controls the momentum of the search. Typically, linearly decreasing inertia is used to encourage exploration in earlier phase of the search and facilitates fine tuning at the later stage. Two learning factors, 1 and 2 are used in the equation. Both learning factors are usually set to same value so that the importance of particle's own experience and social influence is equally weighted. The particle's own experience is represented by ( ) = { 1 ( ), 2 ( ), 3 ( ), … , ( ), … , ( )}, where this is the best solution that has been encountered by the particle since the start of the search up to the th iteration. Whereas, the best solution found by the swarm till th iteration is; ( ) = { 1 ( ), 2 ( ), 3 ( ), … , ( ), … , ( )}. PSO is a stochastic algorithm, where 1 and 2 are two independent random number ranging from [0,1].
The position is updated using;
Normally ( ) is bounded according to the search space. S-PSO and A-PSO are differentiated by the order a particle updates its velocity and position with respect to the swarm fitness evaluation. This can be seen in the flowchart for S-PSO and A-PSO, Figure 1 and Figure 2 respectively. In S-PSO, the whole population need to be evaluated first. This is followed by identification of the particles' best, ( ) and population's best ( ). Next the whole population's new velocities and positions are calculated.
On the other hand, in A-PSO a particle does not need to wait for the whole population to be evaluated first before its new velocity and position is updated. After its own fitness is evaluated, the particle checks whether the current fitness contributes to new ( ) or ( ) and update the best values accordingly. 
TRANSITIONAL PSO
Many research had been conducted towards better performing PSO. For example, the inertia weight is introduced to the velocity update equation of PSO so that exploration and exploitation is balanced and better performance is achieved [6] . Ever since its introduction, inertia weight had become part of the standard PSO [7] . Constriction factor had been introduced as an additional parameter in PSO's velocity update equation [8] . Similar to inertia weight, it is used to control the exploration and exploitation of the particle.
In other works, methods such as reinitialization [9] - [12] and relearning [13] are proposed to improve PSO. Other popular approach to improve performance of PSO is through the control of information sharing flow, such as in [14] . Hybridization of PSO with other optimization method has also been proposed and reported to be able to give a better performance [15] , [16] .
However, little is known on how the particle update strategy can be manipulated for improvement of PSO. Hence this work attempt to improve the performance of PSO via its iteration strategy. A PSO algorithm that transit from asynchronous strategy to synchronous strategy, transitional PSO (T-PSO), is proposed here. Exploration is favored during the early phase of the search. Therefore, T-PSO algorithm starts with asynchronous update to benefit from its strength in exploration. A counter, , is used in T-PSO. The counter is incremented;
if ( ) is not changed from one iteration to the next; ( ) = ( − 1). As the search progress and no new improved solution is detected for iteration;
the swarm changes its update mechanism to synchronous strategy. In synchronous strategy, the information gathered is exploited and fine tuned so that better solution can be achieved. A standard PSO with inertia weight is used for T-PSO. This method does not introduce complex calculation or additionsl loop, therefore, the complexity of T-PSO similar to S-PSO and A-PSO. The T-PSO algorithm is shown in Figure 3 and its pseudocode is in Figure 4 . Table 1 and the details of the function can be found at http://www.ntu.edu.sg/home/EPNSugan/index_files/CEC2014/CEC2014.htm.
T-PSO is compared with S-PSO and A-PSO. The population size of each swarm is 100 and linearly decreasing inertia weight with the range, [0.4, 0.9] is used. Both learning factors of PSO are set to 2 and the velocity is clamped according to the search space, [-100, 100]. These settings for PSO are made according to [6] , [17] . The maximum iteration is set to 2000. The problems dimension size is 50. Each of the test is repeated 50 times.
For T-PSO, the threshold is set to 100. Where, if is found to be static for 100 iterations, then the population of T-PSO changes from asynchronous update to synchronous update. The averaged performance of the PSO variations are listed in Table 2 . The bolded values are the best achieved among the three iteration strategies tested. It can be seen that T-PSO found the best solution more often than S-PSO and A-PSO. T-PSO found the best solution for 17 functions out of the 30 test functions, whereas S-PSO found the best for the other 13 functions. A-PSO failed to outperform both T-PSO and S-PSO.
Based on the average performance, statistical analysis is perfomed. The Friedman test is conducted and the three variations of PSO are ranked. The average ranks are shown in Table 3 . T-PSO is ranked the best. This is closely followed by S-PSO. A-PSO is ranked the lowest among the three variations. According to this rank, the Friedman statistical value is calculated and it shows significant difference exist between the algorithms. The Holm posthoc procedure is chosen to identify the significant difference. The statistical value of Holm posthoc procedure is shown in Table 4 . The numbers show that T-PSO and S-PSO are statistically on par with each other. Both T-PSO and S-PSO are significantly better than A-PSO with significance level of = 0.05. The boxplots in Figure 5 show the distribution of the results obtained by T-PSO, S-PSO and A-PSO. It can be seen that T-PSO and S-PSO have lower and smaller boxplot compared to A-PSO. This indicate better and more stable performance. Figure 5 . Quality of Results
CONCLUSION
T-PSO is proposed in this work. T-PSO attempts to improve PSO via its iteration strategy. The CEC2014 single objective test suite is used here. From the experiment conducted, T-PSO's performance is ranked the best. This proves that iteration strategy does influence the performance of PSO. Manipulation of the iteration strategy is able to improve the performance of PSO. However, more works need to be conducted to fully understand the potential of iteration strategy in improving PSO. Issues such as, which starting strategy is the best and how to select the optimal value of S need to be further explored. 
