Abstract. We consider the general on-line two server problem in which at each step both servers receive a request, which is a point in a metric space. One of the servers has to be moved to its request. The special case where the requests are points on the real line is known as the CNN-problem. It has been a well-known open question if an algorithm with a constant competitive ratio exists for this problem. We answer this question in the affirmative sense by providing the first constant competitive algorithm for the general two-server problem on any metric space.
Introduction
In the general k-server problem we are given servers s 1 , . . . , s k , each of which moving in a metric space M i . Requests r ∈ M 1 ×M 2 ×. . .×M k are presented on-line one by one. Thus, a request is a ktuple r = (z 1 , z 2 , . . . , z k ) and it is served by moving one of the servers s i to his corresponding point z i . The decision which server to move is irrevocable and has to be taken without any knowledge about future requests. The cost of moving server s i to z i is equal to the distance travelled by s i from his current location to z i . The objective is to minimize the total cost to serve all given requests. The performance of an on-line algorithm is measured through competitive analysis. An online algorithm is c-competitive if, for any request sequence σ, the algorithm's cost are at most c times the cost of the optimal solution of the corresponding off-line problem plus some additive constant independent of σ.
The general k-server problem is a natural generalization of the well-known k-server problem for which M 1 = M 2 = . . . = M k and z 1 = z 2 = . . . = z k at each time step. The k-server problem was introduced by Manasse, McGeoch and Sleator [9] , who proved a lower bound of k on the competitive ratio of any deterministic algorithm for any metric space with at least k + 1 points and posed the well-known k-server conjecture saying that there exists a k-competitive algorithm for any metric space. The conjecture has been proved for k = 2 [9] and some special metric spaces [2] [3] . For k ≥ 3 the current best upper bound of 2k − 1 is given by Koutsoupias and Papadimitriou [7] .
The weighted k-server problem turns out to be much harder. In this problem a weight is assigned to each server and the total cost is the sum of the weighted distances. Fiat and Ricklin [6] prove that for any metric space there exists a set of weights such that the competitive ratio of any deterministic algorithm is at least k Ω(k) . For a uniform metric space, on which the problem is called the weighted paging problem, Feuerstein et al. [5] give a 6.275-competitive algorithm. For k = 2 Chrobak and Sgall [4] provided a 5-competitive algorithm and proved that no better competitive ratio is possible.
A weighted k-server algorithm is called competitive if the competitive ratio is independent of the weights. For a general metric space no competitive algorithm is known yet even for k = 2. It is easy to see that the general k-server problem is a generalization of the weighted k-server problem as well.
The general 2-server problem in which both servers move on the real line has become well-known as the CNN-problem 4 . Koutsoupias and Taylor [8] emphasize the importance of the CNN-problem as one of the simplest problems in a rich class of so-called sum of task systems [1] . In the sumproblem each system gets a task (request) and only one system has to fulfill its task. Such problems form a richer class than the k-server problem for modelling purposes (see [8] ).
Koutsoupias and Taylor [8] prove a lower bound of 6 + √ 17 on the competitive ratio of any deterministic on-line algorithm for the general 2-server problem, through an instance of the weighted 2-server problem on the real line. They also conjecture that the work function algorithm has constant competitive ratio for the general 2-server problem. It seems to be a bad tradition of multiple-server problems to keep unsettled conjectures. For the general 2-server problem the situation was even worse than for the k-server problem: the question if any algorithm exists with constant competitive ratio remained unanswered.
In this paper we answer this question affirmatively, by designing an algorithm and prove an upper boud of 100, 000 on its competitive ratio. The constant is huge, but our goal was indeed to settle the question. We believe that our result gives new insight in the problem and will lead to more and much better algorithms for the general k-server problem in the near future.
Optimal off-line solutions of metrical task systems can easily be found by dynamic programming (see [1] ), which yields a O(n 2 ) time algorithm for the general two server problem. As a result our algorithm can be implemented to work in polynomial time.
A competitive algorithm
A request is given by a pair r i = (x i , y i ) with x i a point in metric space M 1 = (X, d x ) and y i in M 2 = (Y, d y ). We suppress the sub-indices on the distance since it will always be clear from the context which of the two measures is meant. We denote the two servers as the x-and y-server. The distance δ :
. We say that an online algorithm for the general two server problem is lazy if at any request only the server that services the request moves, and halts in the request. Our online algorithm is not lazy but it is easy to make it into a lazy algorithm by treating all moves made by the algorithm as virtual, and move a server only for real when it serves the next request. The triangle inequality ensures that the real movement is no more than the sum of the virtual moves. Moreover, we allow that the virtual moves are made to points outside the metric space. This is useful when we want to make a virtual move to a point between two points a 1 and a 2 of the metric space. This can easily be done by adding a new points a to the metric space and defining for any other point z in the metric space d(z, a) = min{d(z,
A tour is defined as a directed path in the product space M 1 × M 2 , and we denote the length of a tour T by |T |. We say that a tour T serves the request sequence r 1 , . . . , r n if there is a sequence of pairs (x 1 ,ȳ 1 ), . . . , (x n ,ȳ n ), that lie on T in this order, such that for all j ∈ {1, . . . , n},x j = x j orȳ j = y j .
Given a configuration (x 0 ,ŷ 0 ) and a request sequence r 1 , r 2 , . . . , r n we denote X 0j (0 < j ≤ n) as the length of the pathx 0 , x 1 , . . . , x j , and X ij (1 ≤ i < j ≤ n) as the length of the path x i , x i+1 , . . . , x j . We denote Y ij (0 ≤ i < j ≤ n) in a similar way.
Basic properties and a sketch
We state two important properties of the general 2-server problem, which have inspired the design of our on-line algorithm. They are stated in Lemmas 1 and 2 and illustrated in Figure 2 existence of more than two small tours, serving the same request sequence, which are mutually relatively far apart. First we give a notion of closeness of two tours which we employ in this paper. Let T A and T B be tours in M 1 × M 2 . We say that they are connected if there are points x ∈ X and y ∈ Y such that x and y are points on T A as well as on T B . (We do not impose that (x, y) is on the tours).
Lemma 1. Given are three tours T A , T B and T C , each serving a request sequence r 1 , r 2 , . . . , r n .
If non of the three pairs {T
Proof. Assume without loss of generality that the x-server of T A shares no request with the x-server of T B and no request with the x-server of T C . If the y-server of T A serves all requests then the lemma obviously holds. So assume request r i is served by the x-server of T A . Then T B and T C must serve point y i . But this means that the x-servers of T B and T C do not share a request. Hence, the three x-servers share no request. Thus, each request must be served by at least two y-servers and for each two consecutive requests there is a y-server that serves both requests.
Lemma 2.
If T A and T B are connected and (x j1 , y j1 ) and (x j2 , y j2 ) are points on respectively T A and
Proof. Let x ∈ X and y ∈ Y be points that connect both tours. Then,
The idea behind our competitive algorithm is to try to remain close to an optimal tour, unless the optimal tour is relatively large. The algorithm works in phases, that are separate except that the end positions of the servers in one phase are their starting positions in the next phase. The algorithm is defined such that in each phase it is successful with respect to at least one of the following two goals: Keeping the tour relatively short in comparison to an optimal tour that serves the same request sequence presented in the phase; A substantial decrease in distance between the position of its own servers and those of an optimal tour at the end of the phase in comparison to the start of the phase.
In the beginning of each phase the algorithm chooses a reasonable strategy, which we call Balance and which is presented in the following subsection. While applying this strategy the algorithm keeps track of short tours for serving the requests in the phase. If such a short tour emerges then the algorithm tends to move its servers to the server positions of this short tour. If only one such a tour exists or if all short tours are relatively near to each other then the second goal stated above is reached and the phase stops. We know from Lemma 1 that at most two of them may be relatively far apart. In case indeed two such tours exist then the algorithm needs to move its servers to the positions the servers have on one of the short tours. It chooses the one that it is in a certain way nearest. This choice may turn out to be unfortunate, which is illustrated in Figure 2 .1: all requests are given in turn in points 1 and 2. To stay competitive an algorithm, starting the phase from v, must either move to point a or to point b. On an optimal tour the requests could be served at zero cost if this tour started the phase in a or b. If the algorithm moves its servers to a while the servers on an optimal tour appear to be in b then the distance to the optimal tour has even increased after this move. Similarly, if the algorithm moves its servers to b, the optimal servers may turn out to be in a. We define the strategy Compete, described in Section 2.3, to avert this potential danger. The achievement of Compete is that, at the end of the phase, small tours, if any exist, have their servers on positions which are concentrated around a single point in M 1 ×M 2 . Once this is achieved the phase is finished by moving the servers in the direction of the positions on the shortest tour at the end of the phase.
It will be clear from the sketch of the algorithm that in each phase, Online carefully chooses its steps in order to stay competitive. If at some moment the requested points are relatively far away for both servers, then the algorithm is forced to make a large step. If this step is much larger than the sum of all preceding steps in the phase, then the phase is terminated immediately and the request is considered as the first request in the new phase.
The precise description of the algorithm, which is found in Section 2.4, is rather technical. The basic ideas have just been sketched, but their implementation allows freedom for specific choices.
The choices we made are motivated by no more and no less than the fact that they allowed us to prove the desired competitiveness. Many other choices are possible, also alternatives for Balance and Compete and may give even better competitive ratios. However, the main goal of our research was to prove the conjecture that a constant competitive algorithm for the general two-server problem exists. We leave it to future research to find better competitive ratios.
Algorithm Balance
Algorithm Balance is applied at the beginning of each phase of Online and within the subroutine Compete. We describe it on a request sequence r 1 , . . . , r n starting from the positions (x 0 ,ŷ 0 ). Let S x j and S y j be the total costs made by, respectively, the x-and the y-server after serving request r j , and S j := S x j + S y j . Let (x j ,ŷ j ) be the server positions after serving request r j .
Balance:
, then move the x-server to request x j+1 . Else move the y-server to request y j+1 .
The following lemma gives an upper bound on the cost of Balance.
Proof. Clearly, S 
Proof. Without loss of generality we assume that d(x 0 , x j+1 ) ≤ d(ŷ 0 , y j+1 ). By definition of Balance we have S j+1 ≤ S j + min{S
Algorithm Compete
We denote the positions of the servers at the beginning of algorithm Compete by (x,ŷ). The behavior of the algorithm depends on a parameter (x * , y * ) ∈ M 1 × M 2 , which is regarded as the position of the servers on the alternative short tour. Define ∆ = . The algorithm works in phases. The only information it takes to the next phase is the current position of its servers. We describe a generic phase on a sequence of requests r 1 , r 2 , . . .. Occasionally both servers make a move after the release of a request. Let S x j and S y j be the distance travelled by respectively the x-and y-server during the current phase, after both servers made their moves upon the release of request r j and (x j ,ŷ j ) their positions at the same time.
A phase of Compete(x * , y * ) :
1 Apply Balance, until the release of a request r j with d(x, x j ) ≥ ∆ in which case go to Step 2 . 2 Apply the following three steps.
a. If d(ŷ, y j ) < d(x, x j ), then serve y j , else serve x j .
b. If the x-server has not served any request in the phase, and j > 1, then move the x-server over a distance S y j−1 towards x j−1 . c. Start a new phase.
The following lemma shows that if the two alternative short tours remain small, then Compete remains competitive with the sum of the two short tours. We exploit that Compete starts with its servers in the same position as one of the two short tours.
Lemma 5. Given any request sequence let T be the tour made by Compete(x * , y * ) starting from position (x,ŷ). Let T 1 and T 2 be tours, both serving the same request sequence and starting in respectively (x,ŷ) and (x * , y * ).
Proof. We assume that ∆ = 1 2 d(x, x * ), the other case being similar. Let (x (1) , y (1) ) and (x (2) , y (2) ) be the final positions of respectively T 1 and T 2 . We give an auxiliary request (x (2) , y (1) ) at the end, which is served in T 1 and T 2 at no extra cost. Since we assume
) > ∆ and therefore the last phase will end properly, i.e. with a 2 step.
Consider an arbitrary phase in the algorithm, and suppose this phase contains n requests. We use (x 0 ,ŷ 0 ) for the positions of the servers at the beginning of the phase (in the first phase (x 0 ,ŷ 0 ) = (x,ŷ)). Define S = S 2 ) be the total cost of the x-server (y-server) on, respectively, T 1 and T 2 in the phase and define
, and C = C 1 + C 2 . The positions of the servers in T 1 after serving request r j , j ∈ {0, . . . , n} are denoted by (x j , y j ).
We define a potential at the beginning of the phase as Ψ = 3d(x 0 , x 0 ), whence the increase in potential during this phase is ∆Ψ = 3d(x n , x n )−3d(x 0 , x 0 ). We will prove that S ≤ 10C −∆Ψ . This proves the lemma since taking the sum over all phases yields |T | ≤ 10(
where (x N , x N ) denote the final positions of the x-servers of T and T 1 in the last phase.
Given the condition of the lemma, request r n is served by the y-servers of T 1 , since otherwise
For the same reason, r n is served by the y-server of T , since otherwise, by definition of Step 2a of Compete, d(ŷ, y n ) ≥ d(x, x n ) ≥ ∆, implying again |T 1 | ≥ ∆. Hence, y 0 = y 0 andŷ n = y n = y n . To simplify notation we define y 0 =ŷ 0 (= y 0 ). By a similar argument r 1 , . . . , r n−1 must be served by the y-server of T 2 . We distinguish three cases. Case 1. The y-server of T 1 serves a request r k with k ∈ {1, . . . , n − 1}. In this case, C . We obtain
Case 2. The y-server of T 1 serves only r 0 and r n and the x-server of Compete serves no request in the phase. In this case C y 1 = d(y 0 , y n ), x n = x n−1 (for n ≥ 2), and
Case 3. The y-server of T 1 serves only r 0 and r n and the x-server of Compete serves a request r j with j ∈ {1, . . . , n − 1}. Again, C y 1 = d(y 0 , y n ) and x n = x n−1 (for n ≥ 2). The increase in potential is ∆Ψ ≤ 3(C . We obtain,
Algorithm Online.
Algorithm Online works in phases. The only information taken from one phase to the next phase is the position of the servers at the end of the phase. Each phase starts by applying the simple Balance routine, until it becomes clear that there exists a short tour whose servers positions are not far from the starting position of Online in the phase. At that moment, it makes an extra move to the positions of the servers on a short tour. If there is only one such a tour or every two such tours are relatively near to each other, then the phase ends. Otherwise Online switches to the subroutine Compete. We notice that all these short tours do not need to start the phase in the same position as Online. The phase ends with again an extra move. As announced in the sketch of the algorithm the phase can also end prematurely as soon as a request is presented that requires a relatively large move, which is defined in the algorithm by the exception rule.
We denote v 0 = (O, O) as the starting position in phase 1, and v i as the end position in phase i (i ≥ 1), and hence the starting position in phase i + 1. The requests given in phase i are denoted by r i1 , r i2 , . . .. We describe a generic phase of Online and to facilitate the exposition we suppress the subindex i of the phase. Thus, we denote the requests in the generic phase by r 1 , r 2 , . . ., the starting position by v −1 and the end position by v. We denote S j (j ≥ 1) as the cost of serving r 1 , r 2 , . . . r j by Balance in Step (1) of the algorithm. Similarly, Z j we denote the length of the tour by Compete in Step (2).
As indicated above the algorithm occasionally makes more moves than necessary to serve a next request r j . We denote (x j ,ŷ j ) as the position of Online after all moves are made, and we denote A j as the cost of Online until this moment. Additionally, we use the notation (x 0 ,ŷ 0 ) for the initial positions v −1 of the Online servers in the phase. The constant η appearing in the description has value η = 1/120. For the tours T A , T B , T C , and T D in the description, v A , v B , v C , and v D represent their end points (end position of their servers).
A phase of Online :
Apply the Steps (1), (2) and (3), with the following exception rule: If at any moment a request r j = (x j , y j ) (j ≥ 2) is released for which min{d(x 0 , x j ), d(ŷ 0 , y j )} ≥ 4A j−1 , then return to v −1 = (x 0 ,ŷ 0 ) and let (x j , y j ) be the first request in a new phase.
(1) Apply Balance. At the release of a request r j for which there is a tour T A , with |T A | < ηS j and δ(v −1 , v A ) ≤ S j /3, return to v −1 after serving r j , and continu with
Step (2) . Let r k1 be this request. We emphasize that Z j , (k 1 + 1 ≤ j ≤ k 2 ) is the cost Compete(v C ) makes starting from v B .
Competitive analysis
In the competitive analysis we distinguish two types of phases. The phases of type I are those that terminated prematurely by the exception rule. The other phases are of type II. Notice that the last phase, which we denote by N , is of type II since any phase of type I is followed by at least one more phase. For the analysis we introduce a potential function Φ that measures the distance of the position of the Online servers to those of the optimal tour. The potential at the beginning of a phase i is
. We define the potential at the end of the last phase N to be zero, i.e., Φ N = 0.
We will prove in Lemma 8 that in each phase of type II either the Online tour is relatively short with respect to the optimal tour over the requests in the phase or the potential function has decreased substantially over the phase. First, in the next two lemmas we will bound the length of the Online tour in a type II phase in terms of the bound from Lemma 1, which in a sense bounds the length of tours from below.
Consider an arbitrary phase of type II, and suppose it contains n requests r 1 , . . . , r n . As before, we denote X ij (0 ≤ i < j ≤ n) as the length of the path x i , x i+1 , . . . , x j (For i = 0 this path isx 0 , x 1 , . . . , x j ). We denote Y ij in a similar way. To simplify notation we write, in the following lemmas, S shortly for S k1−1 , the length of the tour that Balance makes in Step (1) of Online. By |P | we denote the length of the Online tour in the phase. 
. Now, let x j be the last x-request served by T A . In this case we obtain Next we bound the cost made by Compete. Since by definition of Online Z k2−1 < S the total cost after r k2−1 is served is A k2−1 < 14S + 4S + S = 19S. If r k2 is served in Step 1 of Compete then the last step was a Balance step in a phase of Compete. Assume the phase started in the point (x, y). By Lemma 4, Z k2 < 3S + min{d(x, x k2 ), d(y, y k2 )} ≤ 3S + δ((x, y), (x 0 ,ŷ 0 )) + min{d(x 0 , x k2 ), d(ŷ 0 , y k2 )} ≤ 3S + 5S + 4 · 19S = 84S.
For the third inequality we used the exception rule. Now assume the request is served in Step 2 of Compete. The cost of the Step in 2 a is at most Z k2−1 + min{d(x k1 , x k2 ), d(ŷ k1 , y k2 )}, and the cost in 2 b is no more than Z k2−1 . Therefore, Z k2 ≤ 3Z k2−1 + min{d(x k1 , x k2 ), d(ŷ k1 , y k2 )} < 3S + δ((x 0 ,ŷ 0 ), (x k1 ,ŷ k1 )) + min{d(x 0 , x k2 ), d(ŷ 0 , y k2 )} ≤ 3S + 4S + 4 · 19S = 83S.
We conclude that the total cost in the phase is no more than 14S +2(4S +84S)+S/3 = 190 1 3 S.
In the following crucial lemma we use |P * | as the length of an optimal tour to serve the request in the phase considered. We use v * −1 and v * for the starting and finishing positions of the servers on an optimal tour in the phase. In accordance with suppressing the subindex for the phase, we also write Φ −1 and Φ for the potential function, respectively at the beginning and at the end of the phase. 
