This work deals with the numerical simulation on an unstructured mesh of the ignition and burning of an isolated fuel droplet modelled as a porous cylindrical wall. The reaction is assumed to be described by the equation A + B −→ P. The complexity of the physical model considered, including multi-scale feature and the presence of sti propagating fronts, justiÿes manifold developments to overcome the di culties connected with corresponding simulations. Within this report, two recently developed methods are employed and compared. Both methods rely on ÿnite volume approaches, but show distinct di erences in data-structures, choice of control volumes, meshing-strategy and even programming language.
Introduction
The numerical simulation of combustion phenomena continues to be a subject of great interest. Flame propagation processes play an essential role in most technical combustion devices, such as combustion engines, conventional power plants or house heating. Studying such processes to understand the physical phenomena is a prerequisite for their optimization, thus having an important impact on a reduced production of pollutants in a wide range of technological applications.
However, the simulation of combustion problems faces di culties of several origins. A ÿrst problem is how to discretize and solve the full Navier-Stokes equations including reaction mechanisms e ciently. These equations contain a hyperbolic part related to transport phenomena, a parabolic part due to di usion and viscosity as well as nonlinear and often sti source terms modelling chemical reactions.
A second problem is how to deal with the time and space multi-scale feature of the physical problem. The thinness of the reaction zone requires cells with very small scale lengths, at least in the normal direction. Since computational resources are restricted, adaptive, specially anisotropically adaptive meshing is very proÿtable.
A third and throughgoing question, which is however not of major importance for the present studies, is the formulation of schemes, able to treat reacting ow problems with embedded shock waves. The development and improvement of upwind solvers, limiter formulations and extension to higher-order schemes is thus a continuous challenge.
According to the variety of di culties, many di erent methods and corresponding codes were developed. Within the present paper, two numerical codes arising from di erent origins of development are presented and compared for the given physical problem. The aim is to evolve toward a unique code beneÿting of the advantages of both approaches.
Mathematical model
Considering an homogeneous mixture of N species A 1 ; : : : ; A N and assuming that their combustion process can be reduced to a one-step overall chemical reaction
, the conservation equations can be expressed in the following general form: 
In the above equations, ; u; v; P; E are the density of the mixture, velocity components, pressure and total energy per unit volume, respectively. Y i and M i represent the mass fraction and the molecular mass of the species A i . Q indicates the heat of the chemical reaction at a reference temperature T 0 . The components of the heat conduction ux are given from Fourier's law as q = − ∇T with the thermal conductibility = C p Pr ;
where Pr is the Prandtl number and C p the speciÿc heat of the gaseous mixture at constant pressure. We assume that the molecular di usion coe cient is the same for all species which leads us to admit that the di usion ux of each species is given by the Fick's law. The global reaction rate ! is assumed to be described by an Arrhenius law,
where B represents an algebraic function of the temperature and T a the activation temperature of the reaction. Finally, for the problem to be closed, the equation of state has to be added to the above set:
where P i is the partial pressure of A i and R the perfect gas constant.
Sketch of the algorithms employed
In the following the algorithmic approaches are referred to as alg1 and alg2. Both methods rely on ÿnite volumes for logically unstructured grids. Their main purposes may be described in brief as in Table 1 .
In the table, alg1 is especially designed for the physical problem described here, while alg2 corresponds to a multi-purpose development. Therefore, alg2 is still missing a reliable dynamic adaption tool as o ered by alg1.
In the further sections of this paper, discretization methods of both algorithms will be described in more detail. However, before continuing, a short overview of the algorithmic structures is outlined.
The sequential algorithm, alg1
This code is especially designed for the physical problem described here and is thus highly optimized. As the vast majority of numerical methods for the simulation of complex physical problems, it relies on a procedural programming language, that is FORTRAN. The major advantage of such languages is the availability of very good compilers for Fortran as well as for C. Besides, Fortran codes are being developed since several decades and new versions are usually based on older ones.
As usual for sequential programming, the code splits up in subroutines, performing the di erent tasks. For the present system, we may summarize these as follows:
• Initial mesh generation. This task is fully decoupled from the rest of the system. • Advance in time. This part performs the discretization and integration for an interval.
• Mesh adaptation. This task performs a rearrangement by discrete operations. The latter two items are interchangeable: that is a mesh rearrangement is performed in cycles after a set of (or a single) time step(s).
To conclude, we may say that procedural languages are very useful for the solution of a speciÿc problem. However, the corresponding algorithms are less exible. In practice, this results in large numbers of program versions when solving di erent physical problems.
The objective algorithm, alg2
The aim of this development is the construction of a reliable platform for a variety of applications. At the site of the authors these range from ship-hydrodynamics to the simulation of the structure of detonation waves.
Dealing with the same grid types, data structures and iteration methods, a very high partition of the code is independent from a concrete physical problem to be simulated. The advantage of objective programming in this context is that it allows a very consequent dissection in modules for logical and physical parts of the program.
The whole software is therefore split in three major programming levels: • Basic storage classes. These classes include dynamic data handling. These objects are independent of the kind of problems treated and thus do not even relate to the solution of di erential equations.
• Basic functionality. These objects include the solution concepts, mesh generators, handling of data structures as well as some utility routines and hardware-dependent loop iterators.
• The physical level. Herein a user may allocate data and create the processing methods for his speciÿc application. All calls to procedures are virtual. Using a method of the basic functionality suitable for its application does not require knowing much about these. As an example, consider an explicit single time-step scheme to be performed on the discretized equation (3) . For this very simple task, the basic functionality provides the corresponding logic, consisting of the computation of Res and the advance in time. Some of the operations are automatic, that is, regardless of the variables in use, the corresponding method is always available. For the projection of variables from the nodes to the cell interfaces, a choice of automatic methods is available. The user of the system may thus concentrate on the computation of the time step length and the ux-formulation for his application (Fig. 1) .
The dotted arrows indicate virtual function calls. These require an additional amount of computational time. To minimize this overhead it is useful to provide a su cient amount of computational work within the virtually called methods. Therefore, these methods contain loops for subsets of points or edges, respectively. Since data are passed between subsequent virtual calls, it is not useful to perform the inner loops over all points or edges, but only for moderate-sized groups, thus saving memory.
The one-step time integration is the simplest version. However, all other explicit integration strategies are implemented in the same way. Therefore, once a ux and a time-step calculation for a physical problem is formulated, other more complex integration methods are accessible as well.
Finite volume schemes and discretizations

The ÿnite volume scheme
Integration of system (1) over a control volume V i and Gauss divergence formulas leads to
where
(n x ; n y ) are the components of the outward unit normal to @V i . The discrete form of the above equations for a control volume Vd reads
Since unstructured grids do not o er a natural ordering of nodes and elements, an artiÿcial ordering, i.e., a data structure is required. Further on an element of the data structure will be called a molecule. To perform a time step for the equation given above, the discrete residual Res ;Vd has to be constructed upon such molecules. Introducing the discrete ux functions and v for the nonviscous and viscous uxes yields
where nr(Vd) is the number of molecules contributing to the residual, V Vd is the corresponding volume, nj ( j) represents the outward normal vector and Aj ( j) the area of the control interface supported by a moleculej(j). alg1 employs cell-centred control volumes. Corresponding molecules are the common edges between two neighbouring cells and the normal vectors are the normals n˜i (i) to these interfaces (Fig. 2) .
By way of contrast, alg2 employs a nodal arrangement of nonoverlapping control volumes, requiring the deÿnition of polyhedral regions and corresponding cell interfaces between neighbouring nodes (Fig. 3) . A mixed discrete-analogue edge-based data structure is employed. For each edge of the mesh the addresses of the two ending nodes K1; K2 and the control interface area-normal vectors n A between the control volumes of both nodes are stored.
For a ux evaluation at a cell interface, a projection of the variables stored at the cells (alg1), respectively nodes (alg2), onto the corresponding cell interfaces is required. The formal spatial order of the algorithm is determined by this projection. Both algorithms employ MUSCL projection.
For the cell-centred approach of alg1, the cell gradients are evaluated by minimizing the quadratic functional
where K (Vd) is the set of indices of neighbourhood cells that have a common edge or vertex with the control volume Vd, (x Vd ; y Vd ) and (x k ; y k ) are respectively the barycentre coordinates of cells Vd and V k . Nodal gradients of the conservative variables, required for the projections to be performed for alg2, are obtained by a Green-Gauss-type integration at the control volumes themselves:
At present, both schemes rely on projection limiters. However, concerning the speciÿc application here, these play no essential role, since solutions are continuous (Fig. 4) . 
Flux formulations for the hyperbolic part
For the present simulations, both schemes employ Roe's approximate Riemann ux function. Consider the hyperbolic part of Eqs. (1):
classically called the Euler equations. The hyperbolic contribution to the residual, requires the evaluation of the term:
where j ( j) is calculated upon the left-and right-hand side projected variables W l and W r . Rather than regarding an edgej(j), we will thus refer to the left and right sides of the cell interface l and r. Roe proposed the following particular choice of (W l ; W r ) [6] :
where A(W ; n lr ) is an average Jacobian matrix constructed to satisfy the following properties, which traduce respectively the consistency with jump conditions, positiveness and convective ux deÿnition, (i) F nv (W r ; n lr ) − F nv (W l ; n lr ) = A(W ; n lr ) (W r − W l ); (ii) A(W ; n) is diagonalisable with real eigenvalues, (iii) (W; W ) · n = F nv (W; n):
Simpliÿed Roe scheme
Remembering that |A| = A + − A − , the conservativity relation (i) allows a simpliÿcation of the numerical ux form which can be written in the following two ways:
The great advantage of this formulation, specially in the context of multi-species ows, is the low computational e ort. The reason for this fact is that at most one eigenvalue has a sign di erent to all others. Since A + contains all positive and A − all negative eigenvalues, one of the two terms A + (W ; n lr )(W r − W l ) or A − (W ; n lr )(W r − W l ) contains at most one eigenvalue, thus becoming very simple to evaluate. For details we may refer here to [2] .
Entropy correction
One disadvantage of Roe's linearization is that the resulting approximate Riemann solution consists of only discontinuities which can lead to nonentropic shocks. In this case, entropic modiÿcation is required. The approach used here due to Harten and Hyman [4] consists of introducing a rarefaction wave wherever the Roe scheme produces nonadmissible shocks. A correction is required, if the left and right sonic eigenvalues of same type have di erent signs, while representing a rarefaction:
This situation may correspond to a nonphysical shock. To overcome the problem, the eigenvalues are modiÿed. Depending on the simpliÿcation chosen, one of the following modiÿcations are required: 9) is used.
Formulation of di usive terms
The discretization of the di usive ux contributions in the context of ÿnite volume methods require the discretization of terms of the following type: The discretization of these di usive uxes on unstructured meshes is still a challenging problem. Many theoretical investigations and mathematical analysis have been performed in this way. Vignal et al. [7] have used and analysed a four-points cell-centred ÿnite volume scheme to discretize the elliptic part of a coupled elliptic-hyperbolic system. The convergence of the approximate solution towards the entropy solution was proved under some stability condition and some requirements on the mesh: the angles of each triangle must be lower than 1 2 . The algorithms presented here use two-step formulations to compute the ux contribution. In a ÿrst step, the gradients required at the cell interfaces are computed. In a second step an ordinary ÿnite volume type discretization is performed. For the computation of gradients, Green-Gauss-type integrations are employed for both algorithms.
Diamond shaped co-volume
The cell-centred approach of alg1 uses an edge centred co-volume, as sketched in Fig. 5 . The gradients, which are supposed to be constants on the co-volume C dec , are computed upon the values of the data on the nodes G i , G j , N , and S as follows:
where N 1 and N 2 are the nodes of an edge " of @C dec . a N1 and a N2 are respectively the values of the state a on the node N 1 and N 2 .
To obtain the values at a node N of the mesh, a speciÿc linear interpolation based on the set of cells sharing the vertex N is employed, ensuring weak consistency of the scheme (see [3] ).
Direct ÿnite volume method
Since already required for the higher-order projections, alg2 provides a set of conservative gradients at the nodes, as computed in Eq. (5). These gradients are thus reused for the formulation of viscous uxes.
In a ÿrst step, average gradients are obtained at the cell interfaces. Following the left-right notation, where the states l and r correspond to the nodes at both the ends of the edge regarded, the preliminary gradient reads: Since in the direction of the edge a central formulation of the gradients is possible, the preliminary conservative gradient may be corrected in order to reduce the range of in uence:
where L lr is the length of the corresponding edge, m lr the unit vector aligned with. The primitive gradients, required for the evaluation of the terms 10, are then computed at the cell interface employing di erentiation rules. For example, the gradient of the speed u in x-direction reads:
Mesh adaption
The phenomena under study exhibits a high degree of sti ness due to the very di erent space and time scales. This sti ness appears essentially through thinness of the reaction zone. So, to simulate the ignition of the droplet accurately enough and hence to obtain a correct physical behaviour, a mesh adaptation method is needed during the calculation. Here, we present brie y an adaptive procedure based on multi-level reÿnement and de-reÿnement, aimed at constructing an adaptive mesh which dynamically follows the ame front during its motion around the droplet. For more details about this technique, the reader is referred to Benkhaldoun et al. [1] and Maman [5] . Following the local values of some criterion, deÿned in our case by the reaction rate of the mixture, one establishes a list S of triangles which need to be reÿned and those to be unreÿned, by ÿlling, for all the macro-element K, an integer array called IADIV. At time t n = n t and for a macro-element K; IADIV(K) = m means that K has to be divided into 4 m triangles, or equivalently that K has to be divided into 4 sons, and that each of these sons has to be divided into 4
sub-triangles. The algorithm is then based upon a multi level hierarchical tree data structure.
Numerical experiments
For the comparison of the two algorithms described above, the simulation of the ignition and burning of a fuel droplet is considered. Therefore a simpliÿed combustion model was used consisting of three species, including a one-step overall chemical reaction A + B −→ P. The fuel indicated by the symbol A reacts with the oxidizer B to form a new species P. The density of the mixture, initially consisting only of the oxidizer (Y F (x; y; 0) = 1, Y O (x; y; 0) = 0), was assumed to be (x; y; 0) = 1. The ow was initially at rest having a temperature of T (x; y; 0) = 300 K. On the droplet surface the mass fraction of the fuel was set to Y F;drop = 1 so that Y O;drop = 0.
The leakage of the fuel through the droplet surface is obtained by relating the conditions speciÿed on the droplet surface to the maximum pressure P max inside the computational domain. Initiated by a temperature of T = 1100 K at the right boundary of the domain the mixture was ignited. For this planar wall the Neumann condition has been applied to the mass fractions @Y 
Conclusion
Two di erent methods, developed at di erent sites, have been studied to simulate the problem of a droplet ignition. Both codes rely on ÿnite volume approaches and employ a simpliÿed version of Roe's approximate Riemann solver. Beside these similarities, both methods di er signiÿcantly. It is thus interesting to note that the results of both methods are in good agreement, although they were not even applied on the same computational mesh.
Upon further development we plan to combine the advantages of the di erent methods. Concerning the discretization and meshing techniques, a 3-D extension of the methods is a challenging problem. Adaptive or not, both meshing concepts employed for the present studies where isotropic. Due to the high computational complexity, such concepts are not useful in 3-D. Anisotropic concepts, by way of contrast, most often result in additional di culties for the discretization of viscous terms, crucial for the problem presented.
