In this paper, we consider a numerical verification method of solutions for nonlinear elliptic boundary value problems with very high accuracy. We derive a constructive error estimates for the H 1 0 -projection into polynomial spaces by using the property of the Legendre polynomials. On the other hand, the Galerkin approximation with higher degree polynomials enables us to get very small residual errors. Combining these results with existing verification procedures, several verification examples which confirm us the actual effectiveness of the method are presented.
Introduction
Spectral methods are well-known approximate techniques which achieve an arbitrary degree of accuracy in contrast to other methods such as finite difference or finite element methods. On the other hand, in the numerical verification methods of solutions for boundary value problems, e.g., [1, 2] etc., the smaller the residual error, the finer the enclosure of exact solutions. Therefore, in the present paper, we formulate a method using the spectral technique with Legendre polynomials to get a highly accurate verification of solutions for nonlinear elliptic equations with Dirichlet boundary conditions. First, we derive some constructive a priori error estimates for the H 1 0 -projection into polynomial spaces by using the property of the Legendre polynomials, which plays an essential role in our verification method. Next, describing briefly the verification method of solutions for nonlinear boundary value problems, we will present some verification results on the existence and local uniqueness of solutions for Emden's equation. These results prove that the present method enables us to verify the solutions with very high accuracy which has not been attained up to now by other methods (e.g., [2, 3] ).
Basis of H 1 0 by Legendre polynomials
As well known the Legendre polynomials on Λ = (a, b) ⊂ R is defined as, for an arbitrary non-negative integer n,
where |Λ| := b − a. Let P n (Λ) denote the set of polynomials on Λ with degree ≤ n. We define the set of homogeneous polynomials by P 1,0
or equivalently, by (1),
Then, we have the following property.
Proof (Orthogonality) For arbitrary m, n ≥ 2 then, by the well known property of P n we have
, where c m,n := (−1) m+n (2m−1)(2n−1)/(m(m −1)n(n − 1)|Λ|). Moreover, from the orthogonality of {P n } n≥0 , we have
Therefore,
Owing to the complete orthogonality of {φ n }, the operator π 1,0 N coincides with the truncation operator. Namely, we have, for arbitrary u ∈ H 1 0 (Λ),
a n φ n .
Constructive error estimates for H
where the constant C(N ) is defined as
Here, the truncation operator π
By the Parseval equality, we have
can be expanded by {P n } as follows:
Therefore, the Parseval equality implies
From the fact that φ
∀ n ≥ 2, by using well known properties of {P n }
Here, we define the constants α n , β n by
Then, each term in (5) is estimated as follows,
From the above estimates and (5), we have the error estimates
Here, C(N ) is a constant same as in Theorem 2.
We omit the proof of (8), because it is almost the same as the usual Aubin-Nitsche trick. For two or three dimensional domains like Λ 1 ×· · ·×Λ d , d = 2, 3, by using the tensor product of d times with one dimensional basis {φ n }, the problem reduces to one dimensional case. Namely, we obtain the same results in Theorems 2 and 3 with the same constant C(N ) for those domains.
Verification for elliptic boundary value problems
In the below, we briefly describe the verification condition for nonlinear elliptic boundary value problems based on [2] , which we applied for the actual verification in the present paper. Let Ω ⊂ R d be a polygonal (polyhedral) domain, and let f :
Consider the boundary value problem:
Let S N be an m-dimensional subspace in H 1 0 ∩H 2 (Ω) and let u N ∈ S N be an appropriately approximate solution of (9), (10). We set u = w + u N . Then, the residual equation of Newton type is given by
where
, by Schauder's theorem there exists a fixed point u in the set W α which we call a candidate set. Furthermore, the local uniqueness condition of solutions on W γ , for a γ > 0, is presented by
for some 0 < k < 1. We now give an invertibility condition for the linear operator L. Suppose that the linear operator L can be represented as
Ω). Then we have the next theorem

Theorem 4 ([2]) If the inequality
holds, then L is invertible. In the above expression, we have
where G := (G i,j ), D := (D i,j ) are m × m matrices, and · E stands for the Euclidean norm of a matrix. Here, C p is a Poincaré constant. The following estimate also holds, which yields the norm of the inverse operator L −1 . That is, for arbitrary g ∈ L 2 (Ω),
Here, the matrix R ∈ R 2×2 is defined as
where τ := 1/(1 − κ) 2 .
In general, from Theorem 4, the verification condition F (W α ) ⊂ W α reduces to some nonlinear inequality with respect to the real parameter α. Furthermore, the local uniqueness condition is also represented by another kind of inequality in γ.
Numerical Example
We consider following Emden equation,
where Ω is a one dimensional interval (0, 1) or a rectangle (0, 1) × (0, 1) in two dimension. We define the finite dimensional space S N as P 
by using the usual Newton method with some appropriate initial value. Note that, in the present case, it is sufficient to compute the solution of the above nonlinear equation by the usual floating point arithmetic. Namely, it is not necessary to get the verified solution of (14). The linearized operator L is defined by Lw := −△w − 2u N w. Then, we compute each constant in Theorem 4 by using guaranteed computation based on the interval arithmetic with C p = 1/π. In this case, the verification condition of the existence of solution for a candidate set W α can be represented as the following quadratic inequality in α.
where C 4 is an embedding constant in Sobolev's inequality satisfying
. From the inequality (15), one can find that the order of magnitude for α is almost the same as the residual norm.
On the other hand, the verification condition (13) of the uniqueness for a set W γ can be given by the following inequality in γ,
Here, the matrix R is same as in Theorem 4. After enclosing a solution in W α , we can also obtain the L ∞ a posteriori error estimates by using the explicit Sobolev inequality as below. Namely, for the error w := u − u N , in one dimensional case, we have
And, in two dimensional case, it holds that by Plum's estimate ( [3] )
Here, in the present case, constants C * 1 and C * 2 satisfy
From the above estimates, it is seen that L ∞ error is also the same order as the residual error. Table 1 shows the one dimensional verification results. These results are computed by using interval arithmetic with double precision coded by INTLIB [4] . In the table, "--" means no calculation due to the failure of the invertibility condition in Theorem 4. "Failed" means the verification condition (15) failed. The column for N in Table 1 stands for the degree of polynomial. It turns out that the residual norm decays with exponential order of N . If L is invertible, M (N ) should be convergent to a certain constant.
In the table, a bit of increasing of M (N ) dependent on N would come from the influence by interval arithmetic computations. "Existence" means the smallest α which satisfies quadratic inequality (15) and "Uniqueness" the largest γ satisfying (16). The L ∞ error u − u N L ∞ is almost same order as "Existence". Table 2 shows the result for two dimensional case using bi-N degree polynomials. By our numerical observation using floating point arithmetic in double precision, M (N ) was convergent to 2.746811 · · · . However, in Table 2 , this value tends to increase as N . Actually, in the computational process, due to the accumulation of enclosing the rounding error, some unexpected enlargement of the width of interval are caused, which brings the failure of verification, e.g., for N = 40.
Quadrature rule. In the actual numerical computations, in order to avoid the loss of significant digits due to the integration of higher degree polynomials, we effectively used the Gauss-Legendre quadrature formula on the interval Λ, satisfying, for each integer m ≥ 1,
p(x n )w n , ∀ p ∈ P 2m−1 (Λ).
Here x n is the zero of P m and w n is the weight at x n , which are computed with guaranteed accuracy. 
Conclusion
There are some existent verification results for the same problem. In [2] , the corresponding H 1 0 error was 4.1569×10 −2 for the piecewise bi-quadratic C 0 functions with 400 elements and, in [3] , the error bound in L ∞ sense was 8.460 × 10 −4 for the piecewise bi-quintic polynomials of C 1 -class with 64 elements. Therefore, by our computational results, it was confirmed that the spectral methods enable us to get highly precise approximation with guaranteed accuracy for Dirichlet problems with reasonable computational costs. However, for the present, we could not completely overcome the error propagation in the computations of polynomials with higher degree. It seems necessary to use some more precise interval techniques based on multi-precision arithmetic or other efficient approaches such as [5] .
