Abstract. We consider the energy critical heat equation in R n for n ≥ 7 ut = ∆u + |u|
which corresponds to the L 2 -gradient flow of the Sobolev-critical energy Given any k ≥ 2 we find an initial condition u 0 that leads to sign-changing solutions with multiple blow-up at a single point (tower of bubbles) as t → +∞. It has the form of a superposition with alternate signs of singularly scaled Aubin-Talenti solitons, u(x, t) = where Sn = J(U ). The initial condition can be chosen radial and compactly supported. We establish the codimension k + n(k − 1) stability of this phenomenon for perturbations of the initial condition that have space decay u 0 (x) = O(|x| −α ), α >
Introduction
This paper deals with the analysis of solutions that exhibit infinite time blow-up in the energy critical heat equation
where n ≥ 3 and p is the critical Sobolev exponent p = n+2 n−2 . We are interested in solutions u(x, t) globally defined in time such that which represents a Lyapunov functional for (1.1) in the sense that t → J(u(·, t)) is decreasing. In fact for a solution globally defined in time we must have J(u(·, t)) ≥ 0 for all t and hence the value lim t→+∞ J(u(·, t)) exists and it is nonnegative.
The behavior at infinity for finite energy solutions is of course connected to steady states, namely solutions of the Yamabe equation ∆u + |u| 4 n−2 u = 0 in R n .
(1.2) u(·, t) as t → +∞ is along sequences = t n → +∞, of Palais-Smale type for the energy J. An application of the classical Struwe's profile decomposition [49] (in a form given in [22] ) tells us that passing to a subsequence, there are finite energy solutions U 1 , . . . , U k of (1.2), positive scalars µ j (t) and points ξ j (t) such that for i = j, log µ 1 µ j (t) + ξ i − ξ j µ i (t) → +∞ as t = t n → +∞ and u(x, t) =
This information is vague, since no information can be directly drawn from the centers and the scaling parameters. Even worse, the steady states could in principle depend on the particular sequence chosen. It is therefore a natural question to understand in which precise ways a profile decomposition like (1.3) can take place as well as its stability properties.
The purpose of this paper is to exhibit a family of solution whose soliton resolution is made out of least energy steady states, all centered at a single point, thus exhibiting multiple blow-up at distinct rates in the form of a "tower of bubbles". The solutions we build here are presumably the unique soliton resolutions possible in the radial case, but this is not known. We analyze stablity of this phenomenon, establishing its universality under small finite energy perturbations.
We recall that all positive entire solutions of the equation are given by the family of Aubin-Talenti solitons
where U (y) is the standard bubble soliton
, α n = (n(n − 2)) 1 n−2 .
(1.5)
The main characteristic of the critical exponent p is that the energy functional is invariant under the scalings u µ (x) = µ − n−2 2 u(µ −1 x). In particular we have that J(U µ,ξ ) = J(U ) =: S n . The functions U µ,ξ are steady states of (1.1). In fact ±U µ,ξ are precisely the least energy nontrivial solutions of (1.2). The only radial solutions of (1.2) are given by the functions ±U µ,0 . In particular for a radially symmetric solution of (1.1), decomposition (1.3) would read as a "tower of bubbles" of the form u(x, t) = where σ j ∈ {−1, +1} and µ k (t) ≪ · · · ≪ µ 1 (t). In fact, H. Matano and F. Merle have obtained that in (1.6) signs are alternate: either σ j = (−1) j for all j or = (−1) j−1 for all j [37] .
In this paper we construct for each given k ≥ 2 a solution of (1.1) with profile decomposition (1.6) and σ j = (−1)
j−1 . and analyze its stability in the class of all non-radial functions. Theorem 1. Let n ≥ 7, k ≥ 1. There exists a radially symmetric initial condition u 0 (x) such that the solution of Problem (1.1) blows-up in infinite time exactly at 0 with a profile of the form u(x, t) = and for certain positive numbers β j , j = 1, . . . , k we have µ j (t) = β j t −αj (1 + o(1)), (1.8) where
Radial symmetry is not necessary in our construction. In fact, a by-product of the proof is a codimension k + n(k − 1)-stability result: the bubble-tower phenomenon persists for initial data chosen in a codimension k + n(k − 1)-manifold of finiteenergy perturbations. Let u 0 (x) be the radial initial condition for the solution in Theorem 1. There exist smooth, compactly supported radial functions ω ℓ (x), ℓ = 1, . . . , N k = k + n(k − 1) such that the following property holds.
Corollary 1. Let α >
n−2 2 . Then for any sufficiently small δ > 0 and any nsymmetric function function z * (x) such that
there exist N k scalars c ℓ (z * ) and a point q = q(z * ) ∈ R n with |c i | + |q| = O(δ), such that the solution u(x, t) of problem (1.1) with initial condition
is globally defined in time and has the expansion (1.7) where µ j (t) is as in (1.8).
Thus in order for a small perturbation of u 0 to lead to a k-bubble tower as t → +∞ it should satisfy the k + n(k − 1) scalar constraints c ℓ (z * ) = 0. These constraints define C 1 -functionals in the natural topology for z * with linearly independent differentials at z * = 0, and hence a local C 1 manifold with codimension k + n(k − 1) (see Remark 5.1). Condition α > n− 2 2 in (1.9) is sharp to obtain finite energy of the initial condition (1.10), namely J(u(·, 0)) < +∞. (Finite-time blow-up is expected when α ≤ n−2 2 . See [18] .) Theorem 1 for k = 1 is actually trivial, just taking u(x, t) = U (x).
We observe that corollary 1 essentially recovers the 1-codimensional stability of steady states in the energy space established for n ≥ 7 in [3] .
The formal analysis in [18] yields that no infinite time blow-up of positive solutions of (1.1) should be present in dimensions n = 5 or higher, while it should be possible for n = 3, 4. We rigorously established this for n = 3 in [9] . Blowup by bubbling in finite time for (1.1) was formally analyzed in [19] and rigorous constructions achieved in [48, 10] . Global unbounded solutions like in Theorem 1 are regarded as "threshold solutions" for the dynamics of (1.1). We refer to [18, 43, 44, 45] and references therein.
The solutions built in this paper seem to be the first examples of multiple blowup at a single point in Problem (1.1). Related phenomena has been detected in the elliptic Brezis-Nirenberg problem ∆u + |u| 4 n−2 u + λu = 0 in a ball. See [25, 26] and also [12, 21, 42] for multiple bubbling in the slightly supercritical case. In the parabolic critical setting a construction of ancient solutions with multiple blow-up backwards in time for the Yamabe flow was achieved in [7] .
Blow-up by bubbling (time dependent, energy invariant, asymptotically singular scalings of steady states) is a phenomenon that arises in various problems of parabolic and dispersive nature. This has been an intensively studied topic in the harmonic map flow [36] and critical heat equations [19, 10, 39, 40, 45] . Profile decompositions of the type (1.3) are well-known to arise in dispersive contexts such as the energy critical wave equation [1, 14, 15, 16, 32] . The actual classification problem is known as the soliton resolution conjecture, see [6, 17, 35, 47, 50] . See also [13, 31, 34, 33, 38, 46] for related results. Constructions of two-bubble solutions in wave and Schrödinger energy critical equations under radial symmetry have been recently achieved in [27, 28, 29, 30] .
The method of this paper is close in spirit to the analysis in the works [5, 8, 9, 10, 11] , where the inner-outer gluing method is employed. That approach consists of reducing the original problem to solving a basically uncoupled system, which depends in subtle ways on the parameter choices (which are governed by relatively simple ODE systems). The new challenge in this paper is to deal with drastic differences in blow-up rates at the same place. A novel topology for both inner and outer problems is introduced. See the norms (4.15) and (5.23) below. The analysis of "bubble towers" in this paper may be useful in energy critical geometric equations such as the harmonic map flow [36, 51, 52] and also in dispersive settings like those mentioned above.
Finally, we mention that the problem of blow-up in finite or infinite time for more general p > 1 in (1.1) is a classical subject after the seminal work by Fujita [20] . Various different scenarios have been discovered or discarded in the supercritical case. See for instance [2, 4, 11, 23, 24, 40, 41] and the book [45] .
The rest of this paper will be devoted to the proofs of the above results. We will simultaneously prove Theorem 1 and Corollary 1. In §2 we will build a sufficiently accurate first approximation for the solution and estimate the error of approximation. In §3 we formulate an ansatz for the solution and the inner-outer gluing system for its unknown. In §4 we discuss the necessary linear theories, and finally solve the problem by means of a fixed point argument in §5.
Throughout this paper, χ(s) will denote a smooth cut-off function such that
and, for a set Ω ⊂ R n , 1 Ω will denote the characteristic function defined as
A first approximation and the ansatz
In what follows we write Problem (1.1) in the equivalent form
where
n−2 u and the initial time t 0 > 0 is left as a parameter which will be later on taken sufficiently large. The difference is just convenient cosmetics, since then the function u(x, t + t 0 ) will solve the original problem (1.1). We thus look for a solution u(x, t) of (2.1) which looks like a tower of bubbles of the form (1.7) centered at q 0 = 0 as t → +∞.
Let us consider k ≥ 2, k positive functions
which will later be chosen, such that as t → +∞,
Let us also consider k points ξ j , such that as t → +∞
Let us observe that these assumptions on µ j (t) and ξ j (t) imply that
a fact that will be used later on. We denote in what follows
Let us setχ(x, t) = χ |x| √ t with χ(s) as in (1.11). Consistently with (1.7), we writē
and U (y) is given by (1.5). We will get an accurate first approximation to a solution of (2.1) of the formŪ + ϕ 0 that reduces the part of the error S[Ū ] created by the interaction of the bubbles U j and U j−1 , j = 2, . . . , k. To get the correction ϕ 0 we will need to fix the parameters µ j at main order around certain explicit values.
Let us consider the geometric averages
and introduce the cut-off functions
We observe that they have the property that
with the conventionμ k+1 = 0. We look for a correction ϕ 0 of the form
for certain functions φ 0j (y, t) defined in entire y ∈ R n which we will suitably determine. Let us write
Using the homogeneity of the function f , we observe that
We decomposeĒ 1 in different regions defined by the cut-off functions χ j introduced in (2.5) as follows 
Next we write LŪ [ϕ 0 ] using the form of ϕ 0 in (2.6) as follows
Replacing (2.8), (2.9), (2.11) into (2.7), and reorganizing properly the terms, we obtain
12) whereĒ 11 andĒ 2 are defined respectively in (2.10) and (2.8). The functions ϕ 0j will be chosen to eliminate at main order the terms in the first line of (2.12), after conveniently restricting the range of variation of µ and ξ,
where Z n+1 (y) = n−2 2 U (y) + y · ∇U (y). The elliptic equation (for a radially symmetric function φ(y))
has a solution with φ(y) → 0 as |y| → ∞ if and only if h j satisfies the solvability condition
The latter conditions hold if the parameters µ j (t) satisfy the following relations:
We let µ 0 = (µ 01 , . . . µ 0k ) be the solution of (2.15) in (t 0 , ∞) given by
and the numbers β j are determined by the recursive relations
From (2.15), we see that setting
we have
Since R nh Z n+1 dy = 0, there exists a radially symmetric solutionφ(y) to the equation ∆φ + pU (y) p−1φ +h(|y|) = 0 in R n .
such thatφ(y) = O(|y| −2 ) as |y| → +∞. Indeed, writing with some abuse of notationφ(y) =φ(|y|) the above equation becomes
We observe that L[Z n+1 ] = 0 and that there is a second linearly independentZ(ρ) with L[Z] = 0, with Z(ρ) = O(ρ 2−n ) as ρ → 0 andZ(ρ) = O(1) as ρ → +∞, which we can choose so that the variation of parameters formulā
gives a solution of (2.18). Since ∞ 0h (r)Z n+1 (r)r n−1 dr = 0 the above solution is regular at the origin and satisfiesφ(ρ) = O(ρ −2 ) as ρ → +∞.
Then we define φ 0j (y, t) as
Thus φ 0j solves equation (2.14) .
In what follows we let the parameters µ j (t) in (2.2) have the form µ = µ 0 + µ 1 or
where the parameters µ 1j (t) to be determined satisfy for some small and fixed σ > 0
We will also assume that the points ξ j in (2.3) satisfy
It is convenient to write
We observe that for some positive number c j we have
With these choices, we have that
where for j = 2, . . . , k
(2.23) with this choice of µ 0j , we observe that the first term in (2.10) takes the more explicit form
We define our approximate solution to be given by
whereŪ is defined by (2.4) and ϕ 0 has the form (2.6), with φ 0j defined by (2.20) , and µ j defined by (2.21) and (2.17).
The inner-outer gluing system
We consider the approximation u * = u * [ µ 1 , ξ] in (2.25) built in the previous section and want to find a solution of equation (2.1) in the form u = u * + ϕ. The problem becomes
the function ϕ * (x) is an initial condition to be determined, and in (2.1) we have
We consider the cut-off functions η j , ζ j , j = 1, . . . , k, defined as
We observe that
We will in addition choose an R to be a t-dependent, slowly growing function, say
where ε > 0 will be later on fixed sufficiently small.
We consider functions φ j (y, t) j = 1, . . . , k defined for |y| ≤ 3R and a function ψ(x, t) defined in R n × (t 0 , ∞). We look for a solution ϕ(x, t) of (3.1) of the form
Let us substitute ϕ given by (3.4) into equation (3.1). We get
is the operator defined in (2.23) and (2.24).
We will have that S[u * + ϕ] = 0 if the following system of k + 1 equations is satisfied.
In the next sections we will find a solution to this system with the appropriate size. We will be able to do that only choosing properly the parameters µ 1 and the points ξ. We shall formulate this problem creating a system involving the parameters as a part of the unknowns.
The linear outer and inner problems
In order to solve system (3.6)-(3.7), in this section we find inverses and corresponding estimates for their main linear parts.
4.1. The linear outer problem. In this section we consider the issue of finding estimates through barriers for the unique solution of
given by Duhamel's formula
The class of right hand sides g that we want consider in this section are those needed to solve the outer problem. We begin with a class of right hand sides that are better expressed in selfsimilar form. Let us consider the function
We assume that for a positive function h we have
Lemma 4.1. There exists a constant C such that for all g in equation (4.1) that satisfies (4.3) and the solution ψ given by (4.2) we have that (1) If h is compactly supported then
We look for a supersolution of problem (4.1), for g satisfying (4.3) of the form
is equivalent to the following relation for f (ξ)
Let us assume that d ≤ n 2 and that h is compactly supported. For d = n 2 the following function is an exact solution.
This f is also a positive supersolution to equation (4.4). Inequality (1) then immediately follows.
Let us now assume that h(ξ) = 1 1+ξ m and choose as a supersolution for all ξ sufficiently large a function of the formf (ξ) = C ξ m for a large enough large C. In fact for m > 2d we will have
If we consider the usual smooth cut-off function χ(s) we have then that
will satisfy the differential inequality
where the function h c is compactly supported. Using (1) we then find a positive
with a Gaussian decay. From here and (4.5), relation (2) readily follows.
Next we consider a class of right hand sides g which satisfy (4.3) for a class of functions g 0 which are not of self-similar form.
Let us consider a positive function λ(t) such that for some a > 0
and a point ξ(t) such that
For numbers m > 2 and α < m we consider the function g 1 (x, t) given by
We consider again functions g with
and find suitable barriers for (4.1) dependent on whether m < n or m > n.
Lemma 4.2. Let us assume that m = n. There exists a C > 0 such that for all g satisfying (4.8) with g 1 given by (4.7), the solution ψ(x, t) of (4.1) given by (4.2) satisfies the inequality
Moreover, we have the following local estimate on the gradient
Proof. We need to find a positive supersolution to
Let us consider the radial solution P (z) of the equation
given by the formula
Let us assume first m > n. With no loss of generality we take m ≤ n + σ for an arbitrarily small, fixed σ > 0. Let us definē
and compute for |x| < t 1 2 , using assumptions (4.6),
Reducing the value of σ if necessary, we get that the above quantity is negative provided that |x−ξ| < t we have
Then relation (4.9) amounts to finding a positiveψ 1 satisfying
for a certain smooth, compactly supported h(ξ). Then Lemma 4.1 provides a positive supersolution of the typē
The proof is concluded in the case m > n. The proof for m < n is the same, in fact slightly simpler since we can directly take in the above argument σ = ε = 0.
To get the local estimate for the gradient, we write ψ(x, t) =ψ(
, and observe that
We have already established that
Standard parabolic estimates give, for τ 1 > τ (t 0 ), for fixed M > 0,
In the original variables, we get for t > t 0 ,
We apply the results above to derive estimates of the solution of (4.1) for a right hand side g controlled by several different weights, that are designed ad-hoc to treat the outer problem (3.7). Let us fix σ > 0, a > 0 and β with 0 < a < n − 2, 2 < β < n and define the following weights:
and for 2 ≤ j ≤ k,
We claim that the following estimates hold Proposition 4.1. Let us consider g and ψ as in (4.1) and (4.2). There exists a C > 0 such that:
. Proof. Claim (4) directly follows from Lemma 4.1. We also see that Claims (1) and (3) follow from Lemma 4.2. It only remains to prove Claim (2). Let us write
where 0 < a < n− 2. We claim that the following estimate holds: there is a positive supersolution ψ(x, t) of
such that
To prove this, we consider first the problem
According to Lemma 4.2 there is a positive supersolution of this problem with
Then, ψ satisfies (4.14) if ψ = ψ 1 η +ψ where η(x, t) = χ(μ
Now we observe that
The existence ofψ with the desired bound then follows from Lemma 4.2.
For a function h = h(x, t), we define the norm h a,σ,β as the least number M > 0 such that
Similarly, we define the the norm h * ,a,σ,β as the least M with
As a consequence of Proposition 4.1 we find the following estimate, fundamental for our purposes.
Corollary 2.
There exists a C > 0 such that for all g with g a,σ,β < +∞ we have
where ψ = T out [g] is the solution of (4.1) given by (4.2).
4.2.
The linear inner problems. Next we will state the necessary facts to solve the inner problems (3.6). We omit the index j and then consider the linear equation for φ = φ(y, t)
17) where µ(t) ∼ t −1−σ for a suitable σ > 0. Here R is a large number, possibly t-dependent.
Our purpose is to solve (4.17) for a φ that defines a linear operator in h and has good bounds in terms of h, provided that certain solvability conditions for the right hand side are satisfied.
One observation is that the change of variables
Let us recall some basic facts on the elliptic problem for functions φ(y)
Using a decomposition in spherical harmonics
where Θ i designates a basis of eigenfunctions of the problem −∆ S n Θ i = µ i Θ i . The above system decouples into an infinite set of equations for the radially symmetric coefficients. The following facts are standard.
(1) The bounded functions satisfying L 0 [Z] = 0 are precisely the linear combinations of the n + 1 functions In the radial case, this is what formula (2.19) directly yields. (3) The eigenvalue problem
has a unique positive eigenvalue λ 0 > 0, which is simple and with a positive eigenfunction Z 0 (y) with
which we normalize so that R n Z 2 0 dy = 1. While Z 0 does not enter in solvability conditions in the elliptic problem (4.19), it plays a crucial role in solving for φ uniformly bounded its parabolic counterpart (4.18) in entire space, say
In fact if we set
then we compute dp dτ
This ODE has a unique bounded solution
and hence its initial condition is imposed: we need one linear constraint, on the initial value φ(y, 0),
R n h(y, s)Z 0 (y) dy ds .
Let us consider then the initial value problem for (4.20)
Let us assume that for some 2 < m < n and ν > 0 the right hand side h satisfy the decay conditions
for all τ ∈ (τ 0 , ∞). Let us consider as an approximate solution that obtained by solving the elliptic equation
and formally, the error of approximation is given by
With this choice we obtain an improvement in the region |y| ≪ √ τ for error of approximation, since there −φ τ has smaller size compared with h. We would like to find a true solution of (4.21) with the behavior (4.23), but according to the above discussion this can only be achieved with the choice α = ℓ, h . It is then natural to consider the problem restricted to a ball B 2R in R n as in (4.18) where
In fact what we can establish is that for h satisfying (4.22) there is a solution φ of (4.21) defined in B 2R that satisfies an estimate similar but worse than (4.23). That estimate however coincides with (4.23) for |y| ∼ R, which is enough for our purposes. Let us be more precise. Let us denote, for R(t) = t ε , ε > 0 small and fixed,
and consider the initial value problem
for some constant ℓ, under the orthogonality conditions, for t ∈ (t 0 , ∞) Let us fix numbers 0 < a < n − 2 and ν > 0 and define the following norms. We let h 2+a,ν be the least number K such that
According to the above discussion, in the best of the worlds we would like to find a solution to (4.24) that satisfies φ * a,ν ≤ C h 2+a,ν . We cannot quite achieve this but, let us define φ * a,ν to be the least number K with
We notice that
The following is the key linear result associated to the inner problem. Proof. As we have discussed, Problem (4.24) is equivalent to
The result then follows from Proposition 5.5 and the gradient estimates in the proof of Proposition 7.2 in [5] . We remark that we also have the validity of a Hölder estimate in space and time with the natural forms.
Solving the outer and inner problems
In this section we will solve the outer-inner gluing system (3.6)-(3.7), setting it up as a system in φ, ψ and µ 1 that will involve a fixed point formulation in terms of the linear inverses built in the previous section.
The outer problem. Let us denote, for R(t) = t
ε , ε > 0 small and fixed as in (3.3), D 2R = {(y, t) / t ∈ (t 0 , ∞), |y| ≤ 2R(t)} and consider a k-tuple of C 1 functions φ(y, t) = (φ 1 (y, t), . . . , φ k (y, t)), (y, t) ∈ D R .
In addition we consider a bounded function z * (x) that satisfies the assumption (1.9) in Corollary 1 namely
with α > n−2 2 . Let us consider the solution Z * (x, t) of the heat equation
Then we have
Indeed, the solution of the initial value problem is given explicitly by the convolution formula
It is not restrictive to think that α < n. By the decay assumption (5.1), for some constant C whose value changes from line to line, we have
which concludes the proof of (5.2). Let us set in the outer problem (3.7), Ψ(x, t) = Z * (x, t) + ψ(x, t).
and impose initial condition 0 for ψ. Then the outer problem in terms of ψ becomes
and the components of G are defined in (3.5). We express (5.3) as
where ψ = T out [g] is the solution of the heat equation given by (4.2).
5.2.
The inner problem. We will formulate the inner problem (3.6) for the functions φ j (y, t) using the setting introduced in Lemma 4.3. Let us write Problem (3.6) in the form
2 (Z * + ψ) (5.6) and, as in (2.23)-(2.24)
First we modify the right hand side of (5.5) to achieve the solvability conditions (4.25), and introducing an initial condition as in (4.21) . We consider the problem
Let us denote by T in µj the linear operator in Lemma 4.3 for µ = µ j . Then (5.7) is solved if the following equation holds
In order to solve the full equation (3.6), we couple these equations with
The equations (5.9) can be expressed in a quite simple form: Equations (5.9) for
and θ(t) is a bounded function. Furthermore, Equations (5.9) for i = 1, . . . , n,
Proof of (5.10)-(5.11). Formula (5.11) follows by a straightforward computation. Let us consider (5.10). For each j, we have
where c is the positive constant defined in (2.16). We conclude that the first two terms in (5.12) are given by
Next we formulate Equation (5.10) as a fixed point problem using the initial value problem   μ + n − 4 2
We recall that µ 0j (t) ∼ t −αj and we want to solve this equation for a function µ(t) with a decay slightly faster than this. For a number b > 0 and a function g(t) we define
The unique solution µ(t) of (5.13) defines a linear operator of β(t) represented as
2 αj β(s) ds
2 α j for any j = 2, . . . , k, we have the validity of the uniform
Also, we write Equations (5.11) as a fixed point problem using the solution tȯ
for vector-valued function Ξ. We have the validity of the uniform C 1 -estimate
We formulate equations (5.9) as follows
5.3. The system. Solving the system of (k + 1) equations given in (3.6)-(3.7) reduces to solving (5.4)-(5.8)-(5.9) in ψ, φ, µ 1 and ξ. We formulate the system (5.4)-(5.8)-(5.9) as follows where the norm b is defined in (5.14). The function ψ will naturally be measured in the norm (4.15). Let us assume that ψ * ,σ ′ ,a,β ′ < +∞ for some number σ ′ > σ, 0 < a < 1 and β ′ > 2 + α where the number α > n−2 2 chosen in the bound (5.2) for Z * . Here σ is already fixed in bound (5.17) . Then the following pointwise estimate for the operatorH j in (5.6) holds:
Consistently, for the operator M j,n+1 we find, using that |µ
Moreover, consequence of Lemma 4.2, we have
Consistently, for the operator M j we find, using that |µ 
, the norm φ j * ,a,νj in (4.26) is expected to be bounded, where 0 < a ≤ 2, µ = µ j and ν j is the power such that µ j (t) νj ∼ t −αj −1−σ . Let us also fix a = 1. We write in what follows
Let us choose numbers 24) and measure ψ in the norm ψ * ,a,σ ′ ,β ′ . A major role in the rest of the proof will be played by the following estimate for the operator G.
Proposition 5.1. Assume the parameters µ j have the form (2.21) with µ 1 satisfying (5.17), and the points ξ satisfy (5.18). Then there exists ℓ > 0 such that for all sufficiently large t 0 we have
The fixed point problem. First we define the space X of tuples of functions ( φ, ψ, µ 1 , ξ) where φ, ∇ y φ are continuous inD 2R , ψ is continuous in R n × [0, ∞) and µ 1 , ξ is of class C 1 [t 0 , ∞) and such that
X is a Banach space endowed with this norm. It is convenient to formulate the fixed point problem (5.16) in the form
Using Estimates (4.16) and (5.25) we get that
(5.27) for some ℓ > 0. Now, from estimate (5.19) and the bounds in the definition of the operator T in µj we see that
and hence for some ℓ > 0,
Similarly, estimates (5.15), (5.20) and (5.27) yield
From estimates (5.27), (5.28) and (5.29) we find
for some fixed K. Hence, enlarging t 0 if necessary, we find that
The existence of a fixed point in B will then follow from Schauder's theorem if we establish the compactness of the operator in the topology of X.
Compactness. Thus we consider a sequence of parameters ( φ n , ψ n , µ 1n ) ∈ X which is bounded. We have to prove that the sequence T ( φ n , ψ n , µ 1n , ξ n ) has a convergent subsequence in X. Let us consider first the sequencē
From the above estimates, we see that h n is locally uniformly bounded inD R , and then so isφ nj (y, t). Writingφ nj (y, t) =φ nj (y, τ n (t)) where τ n (t) = t t0 ds µjn(s) 2 , we see thatφ nj (y, τ ) satisfies
whereh n (y, τ ) is uniformly bounded, and with a uniformly smooth initial condition. We conclude that for any compact set K ⊂D 2R and points (x l , τ l ) ∈ D 2R we have that for a fixed γ ∈ (0, 1)
for a certain fixed T > 0. This estimates implies the local equicontinuity of the sequencesφ nj (y, t) and ∇ yφnj (y, t). Hence there is a subsequence (that we still denote the same way) such that they converge uniformly on compact subsets of D 2R . Now, from the assumed bound on ψ and the a priori estimate obtained we have that
which implies that for some γ > 0 and some σ < σ
This implies that the local uniform limit ofφ nj (y, t) is in fact global in the norm j,σ . This gives the compactness. Let us consider now
Since g n is uniformly bounded, we have a uniform Hölder bound forψ n (x, t) on compact subsets of R n × [0, ∞). Henceψ n (x, t) converges uniformly (up to a subsequence) to a functionψ. The convergence also holds in the norm * ,σ ′ ,a,β ′ as it follows of the further uniform decay (in space and time) quantitatively measured by the boundedness of the operator G in the norm σ ′′ ,a,β ′′ This convergence yields in straightforward way that of T 3 ( φ n , ψ n , µ 1n , ξ n ). The proof is concluded.
Conclusion. From Schauder's Theorem, we have the existence of a solution to the fixed point ( φ, ψ, µ 1 , ξ) problem (5.26) in B. In fact we see that ( φ, ψ, µ 1 , ξ) X ≤ δ for any given small δ > 0 after having chosen t 0 sufficiently large. Then we have that the function
is a solution to (2.1), with energy density satisfying (??). Notice that by construction µ(t 0 ) = µ 0 (t 0 ) since µ 1 (t 0 ) = 0, ψ(x, t 0 ) = 0 while Then by construction we find that ℓ 1 and ξ 1 (t 0 ) have a size proportional to that of z * (x). Since We have then that the solution of equation (2.1) with initial condition
gives rise to a k-bubble tower if we choose the compactly supported functions
The proof is concluded.
Remark 5.1. The set of initial conditions of Equation (1.1) that lead to a k-bubble tower can actually be smoothly parametrized. In fact we have used Schauder's theorem just for simplicity. With a bit more effort and similar computations we can prove that the operator T in the fixed problem (5.26) is actually a contraction mapping, and then we have uniqueness of the fixed point and the scalars ℓ
defines a Lipschitz function of z * in its natural topology. Moreover, an application of implicit function theorem, yields the C 1 character of these functionals. It follows that this set of initial conditions defines a codimension k + n(k − 1) manifold inside the natural finite-energy space of perturbations.
Estimates for the operator G
In this section we will prove Proposition 5.25. The result will follow from individual estimates for each of the terms of the operator which we state and prove as separate lemmas below. We recall that
All terms are defined in (3.5), with Ψ = ψ + Z * .
Lemma 6.1. Assume the parameters µ j have the form (2.21) with µ 1 satisfying (5.17), and the points ξ satisfy (5.18). Assume that a, σ ′′ and β ′′ are defined as in (5.24). Then there exists ℓ > 0 so that for all sufficiently large t 0 we have
where E out is defined in (3.5).
Proof. The error function E out defined in (3.5) has the explicit expression
In the above formula,Ē 11 is defined in (2.10),
) and ϕ 0j in (2.6)- (2.20) . Also the functions η j , j = 1, . . . , k are the cut-off functions introduced in (3.2). We will estimate in details most of the terms in (6.2). To estimate these terms in the norm · a,σ ′′ ,β ′′ , we will make use od the definition of the weights ω 11 , ω 1j , ω 2j , j = 2, . . . , k, and ω 3 introduced respectively in (4.10), (4.11), (4.12) and (4.13), with σ = σ ′′ and β = β ′′ .
Estimate ofĒ 11 in (2.10). We start with the term
Let us fix j. If i ≤ j − 2, we have
for some a > 0, where 1 is the function defined in (1.12). Now, we observe that
and also
for some ℓ > 0, provided a is chosen small enough. Thus
which can be bounded as follows
for some ℓ > 0. Let us now consider the term
We have
To bound |f (U l )|χ j , for l = j, we argue in a very similar way. We thus conclude that
The next term to estimate inĒ 11 is
Let us fix j, and observe that
A similar bound is also valid for the last terms inĒ 11 . We conclude that
for some positive ℓ.
Estimate of E 2 in (2.8). We start with (
The second term in E 2 can be estimated as follows
The last term in E 2 can be treated in a similar way, thus we conclude that
for some ℓ > 0.
Estimates of the remaining terms. The next two terms are directly bounded
Next we estimate
. From (2.20), we easily get that
where 1 is defined in (1.12). We have
A very similar estimate is also valid for the term ∆ x (χ j )ϕ 0j . We find
Now let us consider the term NŪ [ϕ 0 ]. We have
The remaining terms in E out can be treated as follows:
Collecting all these estimates, we obtain the validity of (6.1). 
where V is defined in (3.5).
Proof. Using the convention thatμ k+1 = 0 andμ 1 = √ t, we have
where ω * 1j , ω * 2j , ω * 11 , and ω * 3 are defined respectively in (4.11), (4.12), (4.10) and (4.13). Also the norm · * ,a ′ ,σ ′ ,β ′ is defined in (4.15).
Our purpose is now to show that, for all i ∈ {1, . . . , k},
Indeed, estimate (6.3) follows directly from (6.4).
(6.6)
We next estimate the different terms in the above expression. Let us consider first the terms involving (ω * 1,i+1 + ω * 2,i+1 ). We have Finally, we estimate B 4 . We have that 
