Abstract-T-wave alternans (TWA), defined as the beatto-beat alternation in amplitude of the T-waves, has been shown to be linked to ventricular fibrillation (VF). However, current TWA tests have high sensitivity but low specificity in determining who is at risk. To overcome this limitation, it might be helpful to determine the spatial distribution of any regions on the heart that alternate in opposite phase. Understanding these spatial distributions in relation to the regular activation of the heart could help explain the mechanism for the genesis of VF and thus disambiguate the low specificity of TWA. Goal: Image the spatial distribution of TWA on the heart surface from ECG measurements. Methods: We introduced the inverse spectral method (ISM), a tailored inverse (or ElectroCardioGraphic Imaging) solution designed specifically to noninvasively image cases of TWA on the heart. Results: We evaluate the ISM on its capacity to reliably detect the spatial distributions of TWA compared against a standard TWA detection method applied directly to the electrograms on the heart surface. We report on results from both a series of synthetic simulations of TWA generated using the ECGSIM software and a set of continuous epicardial surface voltage recordings from a canine experiment. ISM detected TWA distributions that matched the phase of the true underlying out-of-phase regions over 64% and 80% of the heart surface, respectively. Conclusion: Our results suggest that ISM is capable of reliably detecting the different regions present in a TWA distribution across a wide variety of TWA locations on the heart in simulation and in the face of transients and nonidealities in the canine recordings.
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I. INTRODUCTION
T -WAVE alternans (TWA), somewhat loosely defined as a beat-to-beat alternation of T-wave amplitude in the ECG, have been advocated for the past two decades as a promising marker of susceptibility to sudden cardiac death (SCD) [1] . However current ECG tests for TWA have been reported to have high sensitivity but low specificity for SCD and thus there is still no consensus on their predictive value [2] . The underlying mechanism for the link between body-surface TWA, the corresponding alternans phenomenon in the myocardium and SCD is not yet fully understood. A number of studies using either cardiac propagation models or animal experiments have been carried out to understand the possible manifestations of TWA on the heart and their relationship to SCD [3] - [5] . They indicated that an arrhythmogenic substrate, characterized by abnormal values of certain underlying myocardial parameters and the presence of premature stimuli, can lead to a variety of beat-to-beat (period two) alternations in transmembrane potential (TMP) waveforms during the repolarization phase. These models have been taken as demonstrating putative causal mechanisms for the link between body-surface TWA and SCD. One discovery from myocardial propagation studies that has received particular attention is the importance of the distinction between "concordant" alternans, in which the complete ventricular myocardium alternates in phase-for example, if the alternation is between longer and shorter recovery intervals, the entire ventricular mass will have longer recovery on one cycle, shorter on the next, etc.-and "discordant alternans" [2] . In the latter, the alternans either are out of phase in different regions of the heart, i.e., long-short-long in one region, short-long-short in the rest, or there may only be one region of the heart undergoing alternans while the rest is alternans-free. The concordant/discordant distinction is important since discordant alternans have been observed before ventricular fibrillation in animal experiments as well as computer simulations and are thought to be more arrhythmogenic than concordant alternans [4] , [5] . These findings suggest that the low specificity of current clinical TWA tests might be improved by taking this distinction into account and properly characterizing the discordant cases. In this context, not only classification of TWA into concordant and discordant cases, but also localization of discordant regions may carry clinically useful information.
In this work, motivated by the desire to identify and localize discordant regions from body surface measurements, we present a method which directly estimates the location and phase of discordant TWA on the heart surface from body surface measurements by combining techniques from TWA detection, specifically the Spectral Method (SM) [6] , with the methodology of ElectroCardioGraphic Imaging (ECGI), that is, inverse electrocardiography. By specializing the inverse solution for TWA detection, we have developed a method which uses the temporal characteristics of the T-wave to obtain additional, TWA-specific, regularization of the estimated TWA, while solving for localized TWA across many heartbeats in a single inverse solution, with associated gains in computational efficiency.
To place our work in context, we first very briefly describe the SM and summarize some relevant reports in the literature on discordant alternans. To aid in our description, we will denote TWA on the body surface, as seen in ECG signals, as body surface potential TWA (BSP-TWA), TWA on the heart surface, as seen in electrograms, as heart surface potential TWA (HSP-TWA), and the time course of TWA during the T-wave, as estimated from a sequence of heartbeats, as a "TWA signal".
The SM takes advantage of the fundamental assumption in BSP-TWA estimation: there is a periodic beat-to-beat alternation in the amplitude of the body surface potentials (BSP) during the T-wave that is the result of a corresponding beat-to-beat alternation in the underlying heart surface potentials (HSP). The SM translates that assumption into a Fourier-based approach by noting that if a sequence of beats is Fourier Transformed in the "beat direction" (that is, equivalent time instants across beat repetitions are taken as "beat signals" and the Fourier Transform is taken with respect to beats), a period two alternation will result in a significant magnitude response in the transform at the discrete frequency π (in radians/sample). This calculation is accomplished by simply accumulating differences between samples at corresponding times in the T-wave across consecutive beats in an "add-subtract-add-subtract" fashion. Since BSP-TWA presumably reflect HSP-TWA, the SM can also be applied to HSP in the same way.
In the context of discordant alternans, studies have been published on methods to measure the spatial distribution of HSP-TWA, including optical imaging studies on animal hearts that searched for the link between discordant alternans and ventricular fibrillation (VF) [5] and the work of Orini et al. that studied whether different TWA detection algorithms applied to HSP were capable of differentiating discordant from concordant alternans [7] . BSP-TWA is typically detected in individual body surface ECG leads, separately, with single-channel signal processing methods designed to detect a repetitive beat-to-beat variation in amplitude [8] . While such methods may detect the presence of TWA, the physiological link to localization of activity in the heart is lost, and thus they cannot identify the spatial distribution of the underlying phenomena. Some work has been reported on methods to directly characterize discordance in HSP-TWA by signal processing applied directly to BSP-TWA. For example, some authors have used standard BSP-TWA detection methods across several ECG leads to extract a measure of heterogeneity that is linked to SCD [9] - [11] and thus presumably to discordance.
A few groups have reported methods to take heart-torso spatial relationships into account. Some have addressed this through the "forward problem", that is by attempting to reproduce alternans as seen in torso measurements by simulating different alternans distributions on the heart surface and then feeding them into a model relating heart surface to body surface potentials (a solution to the forward problem), with the assumption that the underlying cause of the observed BSP-TWA is an alternation of repolarization in the transmembrane potentials (TMP) [12] , [13] . The authors concluded that discordant alternans introduce variations across leads on the BSP-TWA. Floré et al. confirmed with pig experiments that discordant and concordant alternans can be differentiated in body surface TWA [14] . There have also been a few studies in which, as with the work presented here, there was an attempt to non-invasively estimate the presence of discordant alternans on the heart from body surface ECG measurements. Mainardi and Sassi [15] , [16] reported on a method which calculates an index of repolarization heterogeneity on the heart directly from ECG measurements, based on the so-called dominant T-wave approximation [17] . More in the spirit of our work, Shvehlikova, Lenkova and Tysler developed an inverse method that detected isolated occurrences of TWA on the heart by modeling the TWA source as a set of candidate dipoles distributed on the heart surface and applying a dipole-based inverse solution to BSP to identify the most appropriate locations among those candidates [18] , [19] .
Our method does not employ a parameterized source, but instead involves an explicit TWA inverse solution, based on an inverse formulation of the spectral method, and thus we denote it as the Inverse Spectral Method (ISM). We presented a preliminary study on this approach in [20] . In this paper we describe our inverse spectral method (ISM) in more detail than in [20] and report more extensive validation studies designed to evaluate its ability to distinguish discordant TWA distributions on the heart surface. We compare to TWA as measured by the standard test -the spectral method (SM). We apply both our method and the SM to two types of simulated body surface data. In one, we synthesize the underlying HSP-TWA using models in the ECGSIM software package [21] , while in the second we use experimentally recorded canine heart surface potentials exhibiting discordant TWA generated with a preparation designed to induce ischemia. Because we are interested in evaluating the potential to apply this method in a clinical setting, we not only evaluate how our results behave in the presence of different levels of additive noise, but we also compare results using a larger set of BSP measurement "electrodes" to results we obtain if we restrict ourselves to the leads corresponding to a standard clinical 12-lead montage.
In what follows, we first describe the ISM in Section II. Section III describes the experiments we carried out to evaluate the method and Section IV summarizes our results. Finally we discuss implications of our results in Section V.
II. METHODS
A straightforward approach to use ECGI to non-invasively localize the presence of TWA on the heart surface would be to record the Body Surface Potentials (BSP) for a series of consecutive heartbeats, use an inverse method to estimate the source heart potentials for each beat, and then run the standard SM on those estimates. However due to the ill-posed nature of the inverse problem, uncorrelated noise and model errors, will contribute to increased noisiness in the reconstructed HSPs, and the beat-to-beat differencing in the SM (or equivalently the extreme high-pass filtering in the Fourier approach) is highly likely to amplify that noise in the estimated HSP-TWA. Thus it is desirable to increase the effective Signal-to-Noise Ratio (SNR) of the TWA signal before the inverse solution is applied, and then to apply it only once to calculate the HSP-TWA. In addition, doing so will provide a further advantage since we eliminate the computational load required to compute an inverse solution for every heartbeat.
The ISM method we describe here, then, was designed to directly estimate the HSP-TWA signal with a single inverse solution applied once to an appropriately pre-processed sequence of beats. The pre-processing, in effect, increases the effective SNR of the data before the inverse solution, i.e., the estimated BSP-TWA have less noise than the measured BSP.
To do so, we take advantage of the linearity both of the standard inverse solutions [22] and SM-based estimation of TWA, along with the ability to separately regularize in space and time. By combining linearity with the fact that the inverse problem and TWA estimation act on space and time respectively we can specify a data formation model as matrix multiplications on the left -spatial operations -and right -temporal operations. Thus, leveraging associativity, we abstract the inverse problem to directly solve for HSP-TWA by applying the operations in reverse order: i.e., first applying SM and then solving the inverse problem.
In this section we will describe how these two problems are combined to design the ISM from the perspective of combining regularization constraints with TWA calculation in the inverse solution.
A. The Inverse Problem
The relevant formulation of the inverse problem in electrocardiography is to estimate the potentials on the heart surface from non-invasive torso measurements. The relation from sources to measurements is given by a forward mapping that must be known in order to solve the inverse problem. In the case of electrocardiography, it is found by modeling the electrical distribution of potentials in the body, a calculation known as solving the "forward problem" [23] . From electromagnetic theory we know that this mapping depends only on the geometry and that it is linear and static in time. Thus given appropriate imaging of the torso, obtained from MRI or CT, the forward problem provides a linear, biophysically accurate relationship between known heart potentials and the body surface potential measurements. With BSP measurements and unknown heart potentials, respectively, discretized in space (on each surface) and time, and sorted into two matrices Y and X -with rows representing spatial locations and columns representing time instances -the forward propagation of potentials reduces to the following matrix-matrix multiplication:
where the matrix A identifies the forward solution. In what follows, we assume that we have L time samples comprising a continuous sequence of B heartbeats, where B is assumed to be an even number. We assume that each beat contains a T-wave with T time samples (for convenience we enforce that the T-wave segment of each beat has been identified and taken to have a constant duration during each beat over the sequence), separated by an inter-beat interval of IBI i time samples for the i'th beat. We also assume that the first time sample in Y is the first sample of the first T-wave, and the last sample is the end. We further assume that we have M body surface electrode measurements and that we seek to estimate the HSP-TWA at N locations on the heart surface. With these assumptions the
An essential characteristic of the forward matrix A, due to the physical properties of the problem, is that it is ill-conditioned, and thus its inverse operator (dennoted as A † ) is very sensitive to noise in the input. To stabilize the inverse solutions, there are several approaches that can be used [22] . These introduce prior knowledge, or more realistically assumptions, about the desired solution, in the form of spatial or temporal constraints.
In ISM, to calculate an inverse solution to estimate HSP-TWA, we apply one spatial and two temporal regularization schemes, whose assumptions come from the characterization of the TWA distributions on the heart and which are described in the sequel.
B. Spatial Regularization
The most commonly used form of spatial regularization is Tikhonov regularization which solves (2) .
Tikhonov regularization balances minimizing the residual error between BSP measurements and inverse-derived estimates in the least-squares sense, on the one hand, with what amounts to a spatial "prior" through the second, regularization, term in (2), on the other. Which prior is being enforced, and with what strength, is determined by the regularization matrix R and the parameter λ > 0 respectively. The latter is often found through the L-curve plot [24] , while the former depends on the expected characteristics of the solution. Here, to favor inverse solutions that are smooth and similar across the myocardium, we used a regularization matrix (R) that approximates the Laplace operator through the myocardium, in 3D space. This approximation of the 3D Laplacian operator was computed using the same method as in [25] . This approach extends [26] but, instead of using the distance over the heart surface to estimate the gradient and Hessian operators, it includes points on opposite sides of the myocardium in the neighborhoods used to define the derivative approximators, hence its 3D nature. This procedure returns the gradient and Hessian operators, and we then derive the Laplacian by adding the terms corresponding to the unmixed second partial derivatives in the Hessian operator.
C. Temporal Regularization
A classical approach to temporal regularization is to limit the solutions to a well-chosen low-dimensional linear subspace [27] , [28] or to use a non-linear characterization of its temporal behavior [25] . Here we propose two characterizations of TWA behavior that can be described by linear projections. First is the SM estimator itself, which can be formulated as two concatenated linear operations in time: extraction of the T-waves from a sequence of heartbeats followed by estimation of the accumulated beat-to-beat difference between "equivalent" time instances within the T-waves. Our second temporal regularization scheme uses the fact that the TWA signal is slowly varying in time (again, within the T wave) by projecting the estimates onto a truncated basis of the temporal (not beat) Fourier space. A description of these two linear temporal regularizers is as follows:
1) The Spectral Method: We first note that, in practice, the SM is composed of two main steps: alignment and segmentation of the T-waves in each beat and selection of windows of time containing them, and the estimation of beat-to-beat alternation, which corresponds to a projection of the segmented T-waves onto high frequency Fourier space in the beat direction. We note again that since the SM is generally limited only to π, the highest frequency in discrete frequency space, the latter operation can be carried out in the "beat domain" by simply subtracting and adding T-waves from alternating beats.
These operations can be expressed as consecutive multiplications of the Y matrix (we denote the corresponding matrices by B align and B SM ) on the right. Denoting the resultant BSP-TWA estimate as Y , we have
The segmentation and alignment matrix, B align , is a block column selection matrix, where each block column has T individual columns. Each i'th block column is all zero except for a T × T identity matrix positioned so as to select all M rows of the i'th T-wave. Thus after multiplication by B align we have a block row vector of size M × BT consisting of the B concatenated T-waves for all measurements.
The matrix that estimates TWA, B SM , is formed through the concatenation of identity matrices of size T with alternating sign.
Multiplying on the right it takes the concatenated T-waves and computes the accumulated beat-to-beat difference. The multiplication of the measurement matrix BSP by these two matrices, B align and B SM , results in an SM-style estimate of BSP-TWA signals on the body surface at each of the M measurement locations at each time instant within the T -sample duration of the T-wave. This estimation produces a M × T matrix that accumulates all TWA information in the BSP with an increased SNR due to the effective averaging across even and odd beats.
2) Low Frequency Constraint: The beat-to-beat difference of the T-waves preserves the smooth behavior in time of the T-waves. Thus, the physiologically meaningful components of the estimated BSP-TWA can be captured by its low-frequency components in Fourier space.
Calculating the low-frequency Fourier decomposition is equivalent to right hand multiplication of the HSP-TWA with a truncated (k-component) Discrete Fourier basis which we denote B Fk . This operation acts as a low-pass filter and reduces the dimensionality of the input and the unknowns of the inverse solver, thus effectively regularizing the inverse solutions. Note that applying an inverse method to the Fourier transformed BSP-TWA (Ỹ ) results in the Fourier transformed HSP-TWA (X). In order to recover the temporal sequence of HSP-TWA, an inverse Fourier transform is then applied.
D. The Inverse Spectral Method
The complete inverse spectral method combines these previous three regularization techniques and solves the following optimization problem:
(Note that B † Fk in effect interpolates the reconstruction by assuming thatX is zero outside k low frequency Fourier components.) In practice, this optimization is done sequentially in the following steps, which are also illustrated in Fig. 1. 1 ) Segment T-waves in the BSP using QRS peak as a reference. 
III. EXPERIMENTS
We report on evaluations of the performance of the ISM on two types of synthesized body surface data, one starting from synthetic HSPs from ECGSIM [21] and the other from experimental measurements from canine experiments. The corresponding heart surface models also differed. The first model included the epicardial and endocardial surfaces of a heart also supplied by ECGSIM, while the second model was created to represent only the epicardial surface of a canine heart. In particular, to create TWA in ECGSIM we leveraged its ability to generate TMP with user-defined waveform parameters at each node of the heart surface model. The canine heart potentials were recorded during an open-chest experiment as described below in which extensive TWA was seen.
These distinct types of data allowed us to test different aspects of the ISM approach. With the synthetic TMPs generated with ECGSIM, we were able to validate the ability of ISM to localize the two out-of-phase regions in a relatively simple discordant alternans case but with full control over the alternans geometry and full knowledge of ground truth. With the epicardial canine recordings we tested the capacity of ISM to delineate complex discordant distributions on the heart during more realistic conditions when the alternans did not correspond to an idealized model of pure period 2 alternation of T-wave duration.
For each of these cases, we tested the sensitivity of the ISM results to additive white Gaussian noise (AWGN) in the measurements and also evaluated to what degree the results of ISM deteriorated when we only used data from a 12-lead configuration.
In the remainder of this section we describe in more detail how these data sets were obtained as well as the metrics we used to evaluate ISM results.
1) The ECGSIM Dataset: This dataset was obtained by manipulating parameters of transmembrane potentials created using the model in ECGSIM. In particular, ECGSIM allows users to modify the shape of the TMP at a set of locations on the heart through a parameterization of the TMP waveform that defines activation time, repolarization time, amplitudes, slopes, etc.. With this TMP model we created alternans by modifying the repolarization time at sets of selected nodes from ECGSIM's default heart model (N = 257), adding a fixed time delay for even beats and subtracting the same interval for odd beats, creating a 64 beat sequence of HSPs with discordant TWA. Specifically, to create discordant alternans, two out-of-phase regions were defined, one with "positive" alternation, with nodes undergoing long-short-long variations, and one with "negative" alternation, with nodes undergoing short-long-short variations. To create a more realistic spatial transition from positive to negative alternans regions, a 10 ms negative repolarization time change was applied at the centroid of the negative region and then the delay amount was varied smoothly with distance from this centroid so that a maximum repolarization change of 10 ms was reached over the rest of the heart surface. This procedure was designed so that the negative region was more-or-less circular and covered about a quarter of the heart.
By placing the centroid of the negative region at different locations on the heart, we created 10 different TWA distributions, as shown in the first column of Fig. 3 . Since the center of the negative region defined the TWA distribution, in what follows we use the area covered by this region to refer to each TWA distribution. We generated four lateral examples, three apical and three septal.
Using the forward model in ECGSIM, we synthesized corresponding BSPs at M = 300 body surface locations and then added zero mean Gaussian noise at various SNR levels. This procedure was performed for 100 different pseudo-random noise realizations for each location and with equal power across all electrodes, such that the average SNR levels was of 15, 30 and 40 dB.
In order to avoid committing the inverse crime of computing the inverse solutions with the same forward matrix that was used to synthesize the data, we calculated a second forward matrix using the geometries provided in ECGSIM but the Boundary Element Method (BEM) software in the software package SCIRun [29] , while also omiting the presence of lungs in the model. (The lungs were included in the ECGSIM model used to synthesize the data.) We used this second forward solution in the inverse calculation.
The 12-lead tests simply selected the appropriate measurements from these larger BSP datasets and the corresponding forward model just used the corresponding rows of the forward matrix [30] .
2) The Canine Dataset: This dataset consisted of a continuous epicardial recording from an open-chest canine ischemic experiment conducted at the CardioVascular Research and Training Institute (CVRTI) at the University of Utah and generously provided to us by Dr. Robert Lux. The experiments were conducted with the appropriate approval of the IACUC committee of the University of Utah. The measurements were taken with 64 electrodes placed on a sock surrounding the ventricles and sampled at 1000 Hz, with bandpass filters between .03-150 Hz, for a 5 minutes duration. The left anterior descending artery was excised, clamped at the beginning of the recording and then released after 2 minutes of occlusion.
During the recordings the heart was paced from the atria, recording 927 heartbeats which exhibited discordant TWA of varying spatial distribution and magnitude. The sequence also contains ectopic beats and an interval of ventricular tachycardia (VT). To study the multiple stages of the evolution of TWA, we somewhat arbitrarily divided the recording into 11 overlapping intervals containing approximately 154 heartbeats each. A representative lead from these recordings is shown in Fig. 2 with the windows corresponding to each interval superimposed. There is a continuous change of the HSP, even changing polarity of the QRS complex after interval 5. The maximum peak of instability happens during intervals 8 and 9, with a sequence of VT and two ectopic beats appearing later within intervals 9 and 10. To better observe the spatial distribution of the TWA we show the HSP-TWA, in Fig. 4(a) , estimated by applying SM directly to the HSP measurements and averaging over time. There are three clear groups during the sequence: the first two intervals with low amplitude TWA and erratic spatial distributions, intervals 3 through 5, where there is a region near the apex whose TWA start to dominate and all the remaining intervals, where this apical region clearly dominates over the rest of the heart. Note that there are changes in sign in intervals 3-4, 6-7-8 and 10-11. This effect is created when positioning the segmenting window, which could reverse the phase of the estimated TWA.
To synthesize the BSPs for the canine experiment, we followed a procedure similar to [31] . We defined the "canine heart" geometry, consisting of N = 103 nodes, with the 3D coordinates of the 64 sock electrodes and a set of extra added nodes covering the atria and closing the geometry. Then, we manually translated this heart into the geometry of a small torso formed of M = 354 nodes to simulate the size and position of a human heart within a torso. We finally solved the forward problem and, as in the ECGSIM dataset, we added 100 different realizations of zero mean AWGN with equal power level for all electrodes, such that the average SNR was of 15, 30 and 40 dB.
To again ensure mismatch in the forward model used in the inverse solutions, we computed a different forward matrix than the one used to synthesize the data, this time using a spatially smoothed torso geometry as done in [31] , [32] . And again as in the ECGSIM experiments, both the data and reduced geometric models used to test the ISM performance with a 12-lead electrode configuration were down-selected from the full data and model.
3) Quality Measures:
In all the experiments we computed the accuracy with which ISM detected the two out-of-phase regions on the heart. We counted the estimated TWA as positive at a given reconstruction location if the average amplitude of the Twaves in even beats was greater than that of the odd ones and as negative if even beats had smaller amplitude than the odd ones. Somewhat heuristically, we determined that areas with average amplitude of TWA smaller than 1% of the maximum observed on the heart did not have a meaningful presence of TWA and thus considered them alternans free. The positive/negative TWA region classification was evaluated by comparing it to the same procedure applied to TWA estimated using the SM applied directly to the potentials synthesized or measured on the heart. Note that in the case of the ECGSIM data this gave an accurate ground truth to compare against, while in the canine data it was only an estimated reasonable surrogate for ground truth; we return to this last point in the discussion. To quantify performance, we used two metrics. In the first, for each leadset and TWA location (synthetic experiments) or time segment (canine measurements) we computed the fraction of the 100 noise realizations for which each heart surface location was correctly classified as positive or negative, thus creating "accuracy maps" on the heart surface showing, in effect, the reliability of the ISM classification compared to the SM "ground truth" label. For visualization purposes we multiplied the resulting percentages for the "true negative" nodes by −1 so that the maps range from +100% to −100%. To provide a summary view, we then averaged the magnitude of these accuracy values across the heart surface to provide a single accuracy metric for each negative alternans site/data interval. We repeated these assessments at all 3 noise levels for both full and 12-lead datasets.
IV. RESULTS
In this section we first give a brief description of the figures presenting our experimental results and then describe each in more detail. In the left column of Fig. 3 we show the true repolarization alternans distribution for the ECGSIM experiments for all 10 chosen locations. The different locations of the "outof-phase" negative alternans region are clearly visible in these maps. The middle column shows the corresponding accuracy maps obtained with data from the full lead-set and the righthand column with data from the 12-lead configuration. We then present corresponding results for the canine dataset in Fig. 4 . Here the comparisons are made to the TWA maps estimated directly from the sock data by the SM from each data interval and averaged over time, shown across the top row. Accuracy maps of the reconstruction using all leads are shown in the second row, and maps calculated using just the 12-lead configuration in the third row.
To summarize the results more succinctly, in Fig. 5 we show the averaged results for all alternans positions for three different levels of SNR for both the full lead set (top-left panel) and the 12-lead set (bottom-left panel). Corresponding figures for the canine data set are shown in the right panels on top and bottom respectively.
Returning to the accuracy maps from the experiments using all available leads shown in the second column of Fig. 3 , we observe that maps tend to have three distinct areas: two areas where the TWA are reconstructed accurately, shown in red for "positive" TWA and in blue for negative TWA, and a "transition" area between the two, shown in green and yellow, where the error is higher. The transition areas between those regions were not as reliably characterized, not surprising since the TWA were designed to have smaller beat-to-beat alternation as the ECGSIM parameter setting went through a gradual transition from one phase to the other. However, although the ECGSIM settings were essentially the same for all discordant TWA spatial arrangements, the width of the higher error transition regions varied with the location of the negative phase region. For example, ISM classified more tissue accurately when the negative region was placed in an anterior or apical positions than when it was placed in basal or septal positions. This observation suggests that the accuracy of ISM varies somewhat as a function of the geometry of the discordant regions. This spatial dependency of the error is supported in the spatially averaged results in Fig. 5(a) , where each column corresponds to the results of one location in Fig. 3 . Quantitatively, septal and basal locations were 10% to 20% less accurate than other TWA distributions. This same spatial dependency appeared in the sensitivity of the solutions to a decrease in SNR. We also note that results for most of the TWA distributions had very low standard deviation -i.e., different noise realizations produce similar solutions -and that the standard deviation did not increase much with decrease in SNR. However, again we note the same sensitivity to discordant geometry, as septal and basal locations of the negative TWA showed higher standard deviation and a more rapid decrease in accuracy as SNR dropped, compared to other locations.
The results for the standard 12-lead configuration were similar to the full lead set; in particular the accuracy maps in Fig. 3(c) show the same 3-region structure. Not surprisingly perhaps, the lower accuracy transition region is wider for the standard 12-lead montage than when data from the full lead set is used. The averaged results in Fig. 5(b) show ∼ 10% less accuracy than results with the full lead set in most TWA distributions. However, the septal and basal locations, which had worse accuracy than the other locations with the full lead set, were generally more accurate with the 12-lead set than with all the leads. Thus with the 12-lead data, these average errors were more uniform across TWA distributions. They also were somewhat less sensitive to decreased SNR than the full lead results. Moreover with the 12-lead configuration the standard deviations were negligible.
Using the accuracy metric we have defined, the canine data set results were more accurate overall than the ECGSIM results.
The accuracy maps, with SN R = 15 dB, for all data intervals, in Fig. 4 , show well defined positive and negative regions with ∼ 100% accuracy and a narrow line of high error between them (much narrower than in the ECGSIM results). The intervals with more complex distributions, such as numbers 2 and 10, have somewhat larger areas with higher error and do not reach 100% accuracy as uniformly as the other time intervals. The spatially averaged results in Fig. 5(c) , confirm these observations. On average, the accuracy is around 90% for most of the intervals. Exceptions to this observation are the intervals 1, 2 and 10, which show characteristics that might be particularly susceptible to noise. In particular, intervals 1 and 2 have a considerably smaller TWA amplitude and interval 10 shows a spatially complex TWA distribution that is harder to estimate. However, we also observe that results with the canine data set were more sensitive to decreased SNR compared to those obtained with the ECGSIM data, and that the standard deviations were higher.
Using only the 12-lead measurements again resulted in similar accuracy maps to those obtained with the full dataset. Only a few intervals (5, 6, and 9) showed clear changes in the shapes of the high accuracy positive and negative regions and about half (4, 5, 7, 9, and 10) showed wider higher-error "transition" bands. These observations about the maps are consistent with the average results in Fig. 5(d) . Similarly to the ECGSIM data set, using only the 12-lead montage typically reduced accuracy by ∼ 10%. Also similarly to the ECGSIM data, the 12-lead solutions showed a lower standard deviation across noise realizations and more similarity between results at different SNR levels than when using the full dataset.
V. DISCUSSION
Our results suggest that ISM detected position of the two out-of-phase regions, although it could not reliably delineate the affected area. The fact that performance was comparable for the canine data to the highly simplified and stylized ECGSIM TWA is also a positive indication. Clearly there was far more variability both between consecutive beats and across the TWA runs in the ischemia-provoked TWA in the dog hearts than is assumed in the putative "period two oscillation" model of TWA. Thus it is an indication of robustness of ISM that it reconstructed the spatial locations of the TWA regions with generally good accuracy in these data.
At face value, given the complexity of the canine data, it seems somewhat surprising that the accuracies achieved with those data were quantitatively higher, using our metrics, than with the ECGSIM data. However it is important to note that the ECGSIM experiments required reconstruction of potentials on the endocardial surface of the heart as well as on the epicardium, while the heart surface model for the canine data only included the epicardium since we only had epicardial measurements available from the experiment. Reconstructing endocardial potentials in Tikhonov-type ECGI methods is challenging due to the added ill-posedness of the resulting forward models. In our experiments, the ECGSIM dataset showed a condition number of the forward matrix 3 orders of magnitude lower than the canine dataset, which supports our hypothesis that the added complexity of the geometry reduced the overall accuracy of the results.
In the canine data, as is clear from the SM results in the top row of Fig. 4 , the TWA generally occured in the same region, near the apex. (Note that the designation of "positive" or "negative" in these data is somewhat arbitrary, as it simply depends on where we start to count the beats in a given division of the data into intervals.) Thus we cannot make any observations with these data about sensitivity of ISM to location of discordant regions. However the ECGSIM experiments strongly support the idea that indeed there is such spatial sensitivity, and in particular that the extent of small discordant regions will be harder to determine if they are positioned on the septum or near the base. More generally this may be a factor of relative position and orientation of the heart with respect to the chest wall and thus the nearest electrodes. However despite this spatially-dependent increase in error, the centroids of the out-of-phase regions were reliably detected.
From the point of view of potential for use in screening, the fact that ISM results were only somewhat less accurate, and indeed were somewhat more robust to noise and spatial variability, when using only the 12-lead montage, is encouraging. Of course in this context it would be important to also in the future look at sensitivity to forward model error, as in a screening scenario individualized anatomical imaging is not likely to be available. We made some attempt to include such errors in the results here by using different forward models to synthesize the data compared to the ones used in the inverse solution. However, how much model error can be tolerated, and conversely how accurate a model might be obtained by using methods such as atlases, morphing of standardized models, adoption of more easily obtained imaging from photographs or ultrasound, etc, remains to be explored.
As noted above, time intervals 9 and 10 of the canine recordings contain a number of ectopic beats as well as an episode of VT which spontaneously converted back to sinus rhythm. Clearly these beats violate the assumption underlying both SM and ISM, adversely affecting our ISM results as evaluated by our accuracy metrics. For example, an ectopic beat in the middle of a sequence of heartbeats in interval 10 reversed the phase of the beat-to-beat alternation mid-interval, and thus reduced the amplitude of the TWA estimation. In addition, the VT event in interval 9 impacted even the T-wave segmentation algorithm, which in itself caused loss of accuracy of the ISM calculations. The changes of phase or morphology of TWA caused by these events suggests that a smarter pre-processing algorithm which detected non-sinus rhythm beats and either discarded them or restarted the BSP-TWA estimation after a delay of a few beats might be a useful improvement for ISM estimation of TWA.
VI. CONCLUSION
In this paper we have described a new variant of ECGI, which we denote the inverse spectral method (ISM), to non-invasively localize TWA distributions on the heart. We evaluated it against TWA analysis of heart surface potentials (both simulated and invasively measured) using the standard SM, in synthetic scenarios. In our simulations ISM localized the discordant regions on the heart reliably, although we observed some limitations in its ability to precisely define the boundaries of discordant regions. ISM maintained comparable performance even with experimental measurements despite the complex time-varying distributions of TWA which were induced in the experiment. However in such realistic settings the method is sensitive to the presence of ectopic beats that do not match the assumption of continuous beat-to-beat alternation with similar electrogram waveform morphology. We also found that when the number of ECG electrodes used was reduced to match a standard 12-lead configuration, ISM maintained a similar level of accuracy to that obtained with the full lead set. These results suggest promise for this method to help increase our ability to understand TWA based on body surface recordings, and thereby more clearly study its link to VF, by providing previously unavailable spatial information to researchers and clinicians.
