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Abstract 
In this paper, using type submodules, we introduce TS-modules and TS-modules with (r,). 
These are weaker concepts than those of extending modules and quasi-continuous modules. We 
show that the entire decomposition theory of extending modules and quasi-continuous modules 
in Mohamed and Miiller (Continuous and Discrete Modules, Cambridge Univ. Press, Cambridge, 
1990) has an analogue for TS-modules and TS-modules with (Tj ). Besides, the study of TS- 
modules and TS-modules with (r,) also brings out a new concept of rings, namely, rings satis- 
fying t-act. 0 1999 Elsevier Science B.V. All rights reserved. 
1991 Math. St@. Claw.: 16D70; 16A53 
0. Introduction 
In their paper [6], Goodearl and Boyle formulated a theory of decomposing nonsin- 
gular injective modules into direct sums of submodules with types I, II, and III. The 
theory has further been developed by Dauns in a series of his papers (see [2-4] and the 
references of them). The result in Goodearl [5] of decomposing an arbitrary injective 
module into a direct sum of a directly finite module and a purely infinite module has 
an extension which, as presented in Mohamed and Miiller [8] (see also [ 10, Theorem 
l]), displays a different flavour from Dauns’ work and shows that many noninjective 
modules (e.g, extending modules and quasi-continuous modules) share some of the 
decomposition properties into types of injective modules (for example, see [lo] and 
[8, 1.35, 2.29, 2.36, 2.371). Partially from Dauns’ work, we have an observation that, 
in order to decompose a module into a direct sum of submodules with ‘types’, one 
need to and only need to consider a class of special complement submodules, i.e, the 
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type submodules (see Section 1). In this paper, using type submodules, we introduce 
TS-modules and TS-modules with (T3). These are weaker concepts than those of 
extending modules and quasi-continuous modules. We will show that the entire decom- 
position theory of extending modules and quasi-continuous modules in [8] has an ana- 
logue for TS-modules and TS-modules with (rs). Besides, the study of TS-modules and 
TS-modules with (Ts) also brings out a new concept of rings, namely, rings satisfying 
t-act (see Definition 17). 
1. Type submodules 
All rings R are associative with identity and all modules are unitary right R-modules. 
A class X of R-modules is called a natural class if X is closed under submodules, 
direct sums, injective hulls and isomorphic copies. The collection of all natural classes 
of R-modules forms a complete Boolean lattice under the partial order by inclusion [3], 
and we will denote the lattice complement of a natural class 2” by X’. For any 
class .F of R-modules, we let %,c = {M: any nonzero submodule of M can not embed 
in an element of F} and 9,~ = {M: any nonzero submodule of M contains a nonzero 
submodule embeddable in an element of .F}. Note that both Q?F and 9~ are natural 
classes (for example, see [l I]). 
Let N be a submodule of M. By Zom’s lemma, there exists a submodule K of M 
such that K is maximal with respect to K FIN = 0. Such a submodule K is called a 
complement of N in M. A submodule K of M is a complement submodule of M if 
there exists a submodule N of A4 such that K is a complement of N in M. It is well 
known that a submodule K of M is a complememt submodule iff K has no proper 
essential extension in M. Again by Zom’s lemma, for every submodule N of M there 
exists a complement submodule K of M such that N is essential in K, and in this case 
we call K a closure of N in M. 
Given a module A4 and a natural class X, we have X = ‘+?,c with S = %/K (see [9]). 
Therefore, by Zom’s lemma, there exists a submodule N of M such that N is maximal 
with respect to N E X. Such a module N is called a submodule, of type X (or a max- 
imal X-submodule by Dauns [3]). A submodule N of M is called a type submodule, 
written N St M, if N is a submodule of type 2’ for some natural class X Every 
type submodule is a complement submodule, but the converse is clearly false. For any 
module M, (0) is a type submodule of type X = ((0)) and A4 is the type submodule 
of type glM). For each natural class 2; M has at least one submodule of type ,X, 
but it is possible that M has two or more submodules of type XW: 
Two modules are said to be orthogonal if they have no nonzero isomorphic submod- 
ules [8]. We will use Mt LA42 to indicate that A41 and A42 are orthogonal. A non-zero 
module is called atomic if any two nonzero submodules have nonzero isomorphic sub- 
modules. The concept of atomic modules was introduced by Dauns [3], where it was 
observed that every atom in the lattice of all natural classes of R-modules is generated 
by an atomic module (also see [I 11). Some elementary properties of type submodules 
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are summarized as follows. For a submodule N of M, N 5, M means that N is 
essential in M. 
Lemma 1. Let M be u module with submodules N und P. 
(a) M # 0 is an atomic module $ (0) and M ure the only type submodules 
of M. 
(b) N It M + N is of type 22fN). 
(c) Let N St M. Then NnP=O tfSNlP. 
(d) IJ’N <(M andN <,PCM, then N=P. 
(e) If N I P and N $ P 5, M, then any complement X of N in M with P CX is 
a type submodule of M. 
(f) rf‘N St M und P is a complement of N in M, then P <_r M. 
(g) Let X= $,& b e a direct sum of type submodules Xi of M. Then any closure 
Xc of X in M is a type submodule of M. 
(h) P It N 5, M + P St M. 
Proof. (a)-(d) follow from the definition of type submodules, and (f) follows from (e). 
(e) X is a submodule of type X with .X = 9~). 
(g) Let Y be a complement of Xc in M. Then X, I Y for each i by (c), and hence 
Xc i Y. It follows from (e) that Xc is a type submodule of M. 
(h) Suppose P <r N It M. Let N’ be a complement of N in M and P’ a complement 
ofP in N. Then P’+N’=P’$N’ and Pn(P’$N’)=O. By (c), PIP’ and NlN’. 
It follows that P i (P’ $ N’). Noting that P is a complement submodule of M by [l] 
and P@P’@N’ F,M, we have P It M by (e). 0 
Proposition 2. Let N be u submodule of the module M. Then there exists a type sub- 
module X of M maximal with respect to N nX = 0; and there exists a type submodule 
Y of M minimal with respect to N C Y. In this case, X and Y are complements of 
each other in M. 
Proof. By Zorn’s lemma, there exists a submodule X of M maximal with respect to 
NIX. We show that X is a type submodule of M. Let X = 2{X) and X s P C M 
with P E .3?. If N and P are not orthogonal, then we have A ~-i N for some 0 #A C P. 
Since A E 37, there exists 0 # B 2 A such that B L? X. This implies that N and X have 
nonzero isomorphic submodules, a contradiction. So, we have N I P and hence P =X, 
implying that X is a type submodule of M. From Lemma l(c), we see X is as required. 
Let Y be a complement of X in M with N C_ Y. By Lemma l(f), Y is a type submodule 
of M. Suppose that N C L c Y with L <r M. Then, by Lemma l(d), we have L n C = 0 
for some 0 # C 2 Y. Thus, L I C (Lemma 1 (c)) and hence N I (C @X), contradicting 
the maximality of X. Therefore, Y is a minimal type submodule of M containing N. 
For any pair {X, Y} satisfying the condition in the proposition, we show that they 
are complements of each other. Let .P = 21N). Choose a submodule X1 of X which 
is maximal with respect to N CX, E 3. Then Xl is a type submodule of X and hence 
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Xt St M by Lemma l(h). From the minimality of X, it follows that X =X1. Thus, 
X is of type 9. This implies that X n Y = 0. Because of Lemma l(d), we only need 
to show that X @ Y se M. But, this follows from the maximality of Y. 0 
2. Conditions defined using type submodules 
A module A4 is called an extending module (or a CS-module) if A4 satisfies 
(Cl) every complement submodule of A4 is a summand. 
A quasi-continuous module is any extending module M satisfying 
(Cs ) for any summands Kt and K2 of A4 such that K1 n Kz = 0, the submodule K1 69 K2 
is also a summand of M. 
The following conditions are the main subjects of study in this paper. 
(Tt ) Every type submodule of M is a summand of M; Such a module M is called a 
TS-module. 
(Ts) If Mt and M2 are type summands (i.e., type submodules and summands) of M 
which are complements of each other, then A41 $M2 is a summand of M. 
Various examples which illustrate these conditions are given in Section 5. For ex- 
ample, we have a TS-module which does not satisfy (Ts); A TS-module with (Ts) 
may not be an extending module. 
The verification of Lemmas 3-6 below is straightforward. 
Lemma 3. A TS-module M satisfies (Ts) 1% for any two type summands MI and MI 
with MI n M2 = 0, MI @Ml is a summand of M 
Lemma 4. If M is a TS-module (or a TS-module with (T3)), then so is every type 
submodule of M. 
Proof. By Lemmas l(h) and 3. 0 
Lemma 5. The following are equivalent for a module M: 
(a) M has a decomposition M = Ml $M2 with Ml E X and MZ E X’ for every 
natural class X; 
(b) M has a summand of type X for every natural class 37. 
A summand A of a module M is said to be superspective to a summand B of M 
if for any submodule X of M, M = A $X iff M = B $X. A decomposition M = 
Ml @A42 with certain properties is said to be unique up to superspectivity, if for any 
other decomposition M = N1 @ N2 with the same properties, Mi is superspective to 
N; (i= 1,2) [8]. 
Lemma 6. The following are equivalent jar a module M: 
(a) M has a unique decomposition up to superspectivity: M = Ml $ M2 with MI E X 
and M2 E X’ for every natural class 37: 
(b) A4 satis$es (TJ) and has a summand of type X for every natural class X. 
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Lemma 7 (Kamal and Miiller [7, Lemma 171). Let M = MI ~3 M2 be a direct sum of 
submodules MI and M2. Zf Ml is Ml-injective, then for each submodule N of M with 
N n Mz = 0, there exists u submodule N’ of M such that M = N’ $ M2 and N 2 N’. 
3. TS-modules with (Ts) 
In this section, we present several decompositions of TS-modules with (Ts). For any 
module M, we use E(M) to denote the injective hull of M. Compare the following 
proposition to [8, Theorem 2.81. 
Proposition 8. The following are equivalent for a module M: 
(a) M is a TS-module with (T3). 
(b) M =X $ Y for any two orthogonal submodules X and Y which are comple- 
ments of each other. 
(c) f(M) CM for every idempotent f E End(E(M)) with Zm(f) I Ker(f ). 
(d) If E(M) = El @ E2 with El I E2, then M = (El n M) $ (E2 n M). 
Proof. (a)*(b) follows from Lemma l(c)-(e). 
(b)+(c): If we let Xi = M n f (E(M)) and X2 = M n (1 - ,f )(E(M)), then X, IX2 
and XI @X2 5, M. Let Yi and YZ be the complements of X2 and Xt in M, respectively, 
with Xi C Yi (i = 1,2). Then, from (b), M = YI $ Y2. Let rr be the projection from 
Yt 8 Y2 onto Yi. Then the same argument used in the proof of ‘(2) =$ (3)’ in [8, 2.81 
shows that f(M) = n(M) CM. 
(c)+(d): Let rt, be the projection of El @E2 onto Ei (i= 1,2). Then, by (c), 
Mc7~,(M)~712(M)C(E,nM)~(E,nM)cM,andhenceM=(E,nM)~(E2nM). 
(d) + (b): Let X and Y be orthogonal submodules which are complements of each 
other. Then E(X)IE(Y), X=E(X)nM and Y=E(Y)nM. By (d), M=X@ Y. 0 
Lemma 9. Zf MI $ Ml is a TS-module with (T3) und MI i M2, then Ml and M2 ure 
relatively injective. 
Proof. Let us prove MZ is MI-injective. Write M = MI $M2. Suppose f :X + M2 is 
a homomorphism, where X is a submodule of MI. Consider N = {x - f(x): x E X}. 
Then N is a submodule of M and N nM2 =O. Let N’ be a complement of M2 in 
A4 such that N 2 N’. We see from Lemma l(e) that M2 is a type submodule of M. 
From Lemma l(c), we have N’ IM2. Then, by Proposition 8, M = N’ @ M2. If n is the 
projection from N’ $A42 onto M2, then rcl,+,, extends f since 0 = rc(x - f(x)) = n(x) - 
n(,f (x)) = n(x) - f(x) for all x E X. 0 
For a given decomposition M = @; E, Mi, we say (AZ) holds if for any choice of 
XEM, and XjEMj (JEZ) such that x~CX~~, the ascending chain njznxi’_ (n EN) 
terminates. For a subset J of Z, we use M(J) to indicate BjEJ Mj. Compare the 
following Theorem to [8, Theorem 2.131. 
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Theorem 10. Let {M,: CI E Z} be a set of pairwise orthogonal modules. The following 
are equivalent : 
(a) M = $, M, is a TS-module with (T3 ). 
(b) For every x E I, M(I - x) is M,-injective and M, is a IS-module with (Tj). 
(c) M, is TS with (TX) and Mb-injective for all cx # /3 E I, and (AZ) holds. 
Proof. (a) + (b) follows from Lemmas 4 and 9, and (b) H (c) from [8, 1.93. 
(a)+(b): First, we prove that M is a TS-module. Let N il M. For each M, let 
X, be a submodule of M, which is maximal with respect to N fl& =O. Then, by 
Lemma l(c) and [8, 1.311, N n ($,&) = 0. Noting that X, is a complement of 
N nM, in M, and (NflM,)IX,, we have X, St M, by Lemma l(e). Since M, 
is TS, M, =X, $ Y, for some Y,. From Lemma l(c), we have X, _L Y,. It follows 
from Lemma 9 that X, and Y, are relatively injective. From our assumption and [8, 
1.31, M(Z - a) is Y,-injective. As a summand of M(/ - x), $siaXp is Y,-injective 
by [8, 1.61. Combining this with the fact that XX is Y,-injective, we have $,& is 
Y,-injective. Thus, $,Xa is $, Y,-injective by [8, 1.51. (Note: Similarly $, Y, is 
$,X0-injective, a fact needed for the proof of the second part of the theorem.) Now, 
M=$,M,=($,X,)~($,Y,). S ince ($, X,) n N = 0, we have by Lemma 7 that 
M = ($t X,) $ N’ for some N’ with N & N’. By the choice of X,, we have Y, E gI,v), 
and hence N’ % $! Y, E g{,,,). From Lemma l(b), N is a type submodule of type 
%lN). This implies that N = N’, and hence N is a summand of M. So M is a TS- 
module. 
To see M satisfies (Tj), let N and P be orthogonal submodules of M which are 
complements of each other. Then both N and P are type submodules of M by Lemma 
l(e). As we did above, we have M= ($~X,)CBN and N&Z $, Y, is $,X,-injective. 
Since P n N = 0, there exists some P’ such that M = P’ $ N and P C P’ by Lemma 7. 
Since P 6~ N 5, M and P is a summand of M, we have P = P’. 0 
A module D is called directly finite if D is not isomorphic to a proper summand of 
itself, while a module P is said to be purely infinite if PZ P@P. 
Proposition 11. Let M be a TS-module with (T,). Then M has a decomposition, 
unique up to superspectivity, M = D @ P, where D is directly finite, E(P) is purely 
infinite, and D I P. 
Proof, By [8, 1.351, E(M)= El @E2, where El is directly finite, E2 is purely in- 
finite, and El I E2. By Proposition 8, we have M = D @ P, where D =M n El and 
P =M n E2. It follows that D -L P and E(P) = E2 is purely infinite. And from [8, 1.261, 
D is directly finite. 
For the uniqueness, let 9 = {X: XcNo) QM}, X = 973, and (then) X’= 2,~. 
In view of Lemma 6, it suffices to show that, if M = D1 @PI is a decomposition 
with the conditions in the theorem, then DI E X and PI E 3”‘. 
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If DI 6.X, then we have XE,~ for some OfXCDl. Thus, X(NO’“NGM for 
some N. Since D1 i PI, N n PI = 0, and hence X’N1’) q DI Thus, DI is not directly 
finite by [8, 1.261, a contradiction. 
If PI cf X’, then Y @ 9 for some 0 # Y C P 1. But this is impossible by [8, 1.331. q 
For a quasi-continuous module M, M is purely infinite iff E(M) is so [8, 2.281 (see 
also [ 10, Lemma 31). Because of this, Proposition 11 can be regarded as an extension 
of [8, 2.291 (also see [lo, Proposition 61). The next example shows that for an arbitrary 
TS-module A4 with (7’s), the module P in Proposition 11 may not be purely infinite. 
Example 12. Let R be the trivial extension of the ring Z and the Z-module M, where 
M = @z, Mi with each M; = Z,(m). Clearly, RR is atomic. By [8, 1.261, RR is not 
directly finite. Therefore, the promised decomposition for RR by Proposition 11 is: 
RR = D $+ P with D = 0 and P = R. Clearly, RR is not purely infinite. 
A module M is called square free if X2 + M for any nonzero module X, while a 
module N is said to be square full if, for any nonzero submodule P of N, we have 
X2 -+ N for some 0 #A’ c P [8, 2.341. 
The next result is an extension of [8. 2.371. 
Proposition 13. Let M be u TS-j?loclule wit/z (Tj). Then M has u decomposition, 
unique up to superspectiuity, M =Ml @M2, ivhere MI is square .fkee, MI is square 
,full und MI iM2. 
Proof. Let 9 = {X: X2 -M}, X = CF and (then) jY“ = DF. By Lemma 6, M has 
a decomposition M =M, $ M2 with Ml E ,x, MI E jT’ and Mr iM2. Clearly, MI 
is square free. To see MI is square full, let N be a nonzero submodule of M2. 
Since Ml E x’, there exists some 0 # Y C N such that Y2 E 2 C M for some Z. Since 
MI i M2, we have Z n Ml = 0 and hence Y2 it M2. Thus, Ml is square full. 
For the uniqueness, by Lemma 6, it suffices to show that whenever M = A $ B with 
A square free, B square full. and A _L B, we have A E .X and BE X’. Now clearly 
BE .X’. If A $ X’, then we have X E .F for some 0 #X CA. Then X2 2 V c M for 
some V. Since A i B, V n B =O. It follows that X’ pi A. This contradicts the fact 
that ii is square free. 0 
4. TS-modules and rings satisfying r-act 
In this section, we give decompositions of TS-modules, and present equivalent con- 
ditions to characterize when all TS-modules over a ring R are direct sums of atomic 
modules. The next result is an analogue of [7, Theorem 11. For any module M, Z2(M) 
is the Goldie torsion submodule of M. 
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Proposition 14. M is a TS-module ifSM =Zz(M)@ N, where Z2(M) and N are TS 
and Z2(M) is N-injective. 
Proof. Suppose M is a TS-module. Z*(M) is clearly a type submodule of M of type 
91Z2(M)I, and so M = Z2(M) @N for some N. By Lemma 4, both Z2(M) and N are TS. 
Now, let f :X -+Z2(M) be a homomorphism, where X is a submodule of N. Let 
Y = {x-f(x): x E X}. Then Y is a submodule of M and Y n Z2(M) = 0. Let Y’ _> Y be 
a complement of Z2(M) in M. Since Z2(M) St M, Y’ It M by Lemma l(f), and hence 
M = Y’ @ V for some V. It follows that Zz(M) = Z2( I’). Therefore, V = VI $Zz(M) 
and thus M = (Y’@ VI)@Z~(M). Let rc be the projection of (Y’@ V,)@Z2(M) onto 
Zz(M). Then rr/~ extends f. 
For the other direction, let X be a type submodule of M. Since 22(X) is a type 
submodule of X (of type 9~{~~(~,)), Z,(X) is a type submodule of M (Lemma l(h)) 
and hence Z,(X) st Zl(M). Since Z2(M) is TS, Z,(X) is a summand of Zz(M) and 
hence of M. It follows that Z,(X) is a summand of X. Write X = Zz(X) @ Y. Then 
Y n Z2(M) = 0. By Lemma 7, A4 = Y’ @Z,(M) for some Y’ with Y C Y’. Note that Y is 
a type submodule of X and hence Y sr M. Thus, Y is a type submodule of Y’. We also 
note that Y’ % N is a TS-module. Then Y is a summand of Y’. Thus, X = Y @ Zz(X) 
is a summand of M. 0 
In order to decompose nonsingular TS-modules, we need the next lemma. 
Lemma 15. Let M be a nonsingular module and K a natural class. Then M is a 
TS-module ifSM =M, @Mz, where kti (i = 1,2) are TS-modules, MI E X” and M2 E X’. 
Proof. One direction is obvious. Suppose M =Mi $M2, where M1,M2 are TS, MI E X 
and M2 E X’. Let 9 be a natural class and N a submodule of M of type 9. 
Since Mi is TS, Mi=&@Yi with XiEP- and KEE’ (i=1,2). Then M=X@Y, 
where X =X1 $X2 and Y = Yi @ Y2. Since X -L Y, X is a type submodule of M which 
is of type 9. As it is well-known, any submodule of a nonsingular module has a 
unique closure. Therefore, A4 has a unique submodule of type 9. Thus, N =X is a 
summand of M. So M is a TS-module. q 
Corollary 15.1. Let M be a nonsingular module. A4 is a TS-module ifSM = MI @M2, 
where Mj (i = 1,2) are TS, Soc(M1) sp MI and Soc(M2) = 0. 
Proof. Apply Lemma 15 to M with the natural class X = {X: Sot(X) se X}. 0 
A module is called a D-module if it contains an essential direct sum of uniform 
submodules; a module is called a C-module if it contains no uniform submodules [2]. 
Corollary 15.2. Let M be a nonsingular module with zero socle. Then M is a TS- 
module ifSM = MI $ M2, where MI ,Mz are TS-modules, A41 is a D-module and M2 is 
a C-module. 
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Proof. Let x be the class of all D-modules. Then x is a natural class and 3? is 
the class of all C-modules [2]. Now, we apply Lemma 15 to M and ,GK 0 
A module is said to be molecular if every nonzero submodule contains atomic sub- 
module; a module is called bottomless if it contains no atomic submodules [2]. 
Corollary 15.3. Let M be u nonsingular C-module. Then M is a TS-module 
iff M = Ml $ M2, where M; (i = 1,2) are TS, MI is molecular and Ml is 
bottomless. 
Proof. Let x be the class of the molecular modules. Then x is a natural class 
and x’ is the class of the bottomless modules [2]. We now apply Lemma 15 to M 
and x. 0 
Next, we consider the question of decomposing TS-modules into direct sums of 
atomic modules. 
A local type summand of M is a local summand {X@: a E I} of M with each X, 
a type submodule. See [8, 2.151 for the definition of a local summand. 
A module M is called a t-indecomposable if M cannot be decomposed as a direct 
sum of two orthogonal nonzero submodules. Every atomic module is t-indecomposable 
but the converse is clearly false. 
Proposition 16. If every local type summand of M is a summand, then M is a direct 
sum of t-indecomposable modules. 
Proof. By Zom’s lemma, there exists a maximal local type summand of M: 9 = 
{X2: x E I}, where each X, is t-indecomposable. By our assumption, M =X $ Y, where 
X=CIE,Xx. Note that for each c(, X, I Y (Lemma l(c)) and hence XI Y. By 
Lemma l(e), we have Y St M. If Y #O, then we take 0 # y E Y. By Zom’s lemma, 
there exists a maximal local type summand 9 of Y such that y $! A = CNEc9 IV. By 
Lemma 1 (h), Ce is a local type summand of M and hence Y = A @B for some B(# 0). 
Note that A I B and hence B sr Y. It follows that B St M (Lemma l(h)). By the maxi- 
mality of E B is not t-indecomposable, and thus B = B1 @ B2 with Bi # 0 and B, I B2. 
Noting 3 U {Bj} is a local type summand of Y, we have y E A $ Bi for i = 1,2. It 
follows that y E A, a contradiction. 0 
If there exist pairwise orthogonal atomic submodules A i , AZ, . . , A, of a module M 
such that A i @ A2 @ . . @A, 2, M, then such a number n is uniquely determined by M 
inthesensethatifN,~N*$...~N,~MwithO#N,(i=l,...,m)andN,INj(i#j), 
then m < n. In this case, we call n the type dimension of M and write t dim(M) = n. If 
such an n does not exist, we say the type dimension of M is oc, and write 
t dim(M) = cx). 
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Definition 17. A module M is said to satisfy t-act if for any ascending chain of 
submodules: Xl CX2C...CX,C ..., we have t dim(eiM/Xi) <oo. A ring R is said 
to satisfy (right) t-act if RR satisfies t-act. 
Proposition 18. Let R satisfy t-ace and M an R-module. Then every local type 
summand of M is a type submodule. 
Proof. Let F = {X,: CI E I} be a local type summand and X = C,,,Xa. Then, by 
Lemma l(g), the closure Xc of X in M is a type submodule of M. We next show 
that X=X’. We assign a well order on I: I= {cI~,cQ,. . .}. If X#X’, then there exists 
yo E Xc with yc $! X. There is an integer nt > 0 such that ZO = yoR n (CyL, Xtii) # 0. 
Write Xc = (CyL, XEi) $ Yl and yo =x1 + yl with xi E CFL, X,, and ye E Yl. Then 
Yol z YiL and yr $X. Choose YI E R such that O# yarl E CyL, X,;. Then r-1 E yf\y,‘. 
Therefore, we have yo’ c yt, 0 # Zc G yoR and 20 _L yi R. Since (CyL, XEz ) _L yi R and 
yl R f3X # 0, there exists a number n2 >nl such that y1 R and XEn, are not orthogo- 
nal and hence Z1 = yl R flXUn2 # 0. Write Xc = (CyL, X,! ) $ Y2 and yl =x2 + y2 with 
x2 E Cyil X,, and y2 E Y2. Then we have ylL C yi, y2 $X and (cy$ XNi) I y2R. Note 
that if choose r2 E R such that 0 # yl r2 E XNn2, then r-2 E y21 \ yf . Therefore, we have 
yf c yf, 21 2 yl R and Zi I y2R (i = 0, 1). Repeating the process, we can obtain a se- 
quence {YO,Y~,...} f 1 o e ements in Xc and a sequence {Za,Zl,. . .} of submodules 
of M such that y,’ c yf c yi c.. ., Zi C yiR and 4 I yiR for all j < i. Therefore, 
t dim($,,, R/y:) = t dim($,,, yiR) = 00. This is a contradiction. 0 - - 
A decomposition M = @,_t Mi is said to complement type summands if, for every 
type summand N of M, there exists J C I such that M = N $ M( J). 
Proposition 19. Let M = eiEI Mi be a decomposition that complements type sum- 
mands with each Mi a type submodule. Then 
(a) Mi is a t-indecomposable submodule of M for every i E I. 
(b) IfM=$,,,X, such that X,, -LX,, whenever ~1,s~ ES and st # ~2, then I has 
a partition {IS: s ES} such that X, rM(Z,) for each s ES. 
(c) rfM=@$& 1s a decomposition of t-indecomposable type submodules Nj, 
then there is a bijective correspondence o :I --+ J with Mi g No(i) for all i E I. 
(d) Every type summand of M has a decomposition that complements ype sum- 
mands. 
Proof. (a) Let Mi =X @ Y such that XI Y and X # 0. Then X St Mi (Lemma l(e)) 
and hence X is a type summand of M (Lemma l(h)). Then M =X @M(J) for some 
J C I. Thus, X rM(I - J). Since Mi I Mj whenever i #j, we have I\J = {i}. There- 
fore, X ZMi, implying Y L, X. So we have Y = 0. 
(b) Clearly, for any s ES, X, %M(I,) for some 1, C I. If s1 #SZ, then X,, IX,, 
and thus I,, n Is, is empty. Suppose i E I\ J, where J =USEsIS. We have Mi GM = 
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@sEs&g @jEJg. Th en, for some j E J, M; and Mj have nonzero isomorphic sub- 
modules, contradicting the fact that M, _L Mj. Therefore, we have Z =.Z. 
(c) Directly from (b). 
(d) Let N be a type summand of M. Then N gM(J) for some J C I. So, we may 
assume N = M( J) and then we prove this is a decomposition of N that complements 
type summands. Let X be a type summand of N. Then X is a type summand of M 
and hence M=X@M(K) for some K Cl. Then N =Xe?(M(J)nM(K))GX$M(J 
nK)&N. Therefore, N=X@M(JnK). 0 
Proposition 20. Let M be a TS-module with (T3). Then the following are equivalent: 
(a) M is a direct sum of t-indecomposable (atomic) modules. 
(b) M has a decomposition that complements type summands. 
(c) Every local type summand of M is a summand. 
Proof. (a)+(b): Note that every t-indecomposable TS-module is atomic and so we 
may assume M = $, Mi, where each Mi is atomic and Mi I Mj if i # j. Let N be a type 
summand of M and let J = {j E I: Mj n N = 0). Then N nM( J) = 0 by Lemma l(c). 
By Lemma 3, A4 = N @M( J) @X for some X. If X # 0, then 0 # Y L) Mi for some 
Y CX and some i. Since M(J) IX (M(J) is a type submodule), i E Z\J. It follows 
that X has a nonzero submodule embeddable in N. Then N nx # 0 by Lemma l(c). 
This is a contradiction. So X = 0 and M = N 63 M(J). 
(b)+(c): Let M = $,Mi be a decomposition that complements type summands. 
We first show that each Mi is an atomic module. If Mi is not atomic, then there exist 
nonzero submodules A and B of Mi such that A -!_ B. Let X= atA). For each j E Z, let 4 
be a type submodule of type X of Mj and Y a complement of 4 in Mj. Set X = @I 4 
and Y=@,q. ThenXlY andX$Y<,M. So the closureXC ofX inM is atype 
submodule of M (Lemma l(e)) and hence a type summand of M. Therefore, we have 
M = Xc $ M( J) for some J C I. Note that i $! J since Xc I M(J). This implies that 
B it M(Z -J) rXC, contradicting the fact that A _L B. So, each Mi is atomic. We now 
can choose a partition of I: {Is: s E S}, such that M = es N, with each NV = $,, Xi 
atomic and N,, IN,, whenever sr #sz. From the proof of ‘(a)+(b)‘, the decompo- 
sition M = as N, complements type summands. By Theorem 10, the decomposition 
M = @s N, satisfies (AZ). Now a slight modification of the proof of ‘(2) + (3)’ of [8, 
2.221 shows that every local type summand of A4 is a summand. 
(c)=+(a): By Proposition 16. 0 
Next, we characterize rings satisfying t-act. We need a lemma. 
Lemma 21. Zf a module M does not satisfy t-ace, then there exist two sequences of 
submodules of M: {Xi: i E N} and { Yi: i E N}, such that XI ~1x2 c.. is a strictly 
ascending chain and, for each i, Xi c Y; &Xi+, and (Yi/Xi) I (q/4) whenever i # j. 
Proof. We proceed by considering two cases. 
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Case 1: t dirn(M/N) = cc for some N c M. Then there exists a sequence {N;: i E N} 
of submodules of M such that each Ni/N # 0 and (Ni/N) I (h$/N) whenever i # j. 
If we let Xi = Nl and, for each n > 1, choose X, = Ni + . . . + N, and Y,_i = A’,,, then 
those X,,‘s and Y,‘s are as required. 
Case 2: t dim(M/N) < 00 for all N C M. Since M does not satisfy t-act, there exists 
a sequence {Nj: i EN} of submodules of M such that Nl C N2 C. ‘. and t dim($z, 
M/Ni) = 00. Since t dim(M/Ni) <co for each i, we may assume, without loss of gen- 
erality, that we have a strictly ascending chain N, c N2 c . . . and, for each i, there ex- 
ists O #fl/Ni C M/Ni such that (P;/Ni) I (P//q) if i # j. Let L = U Ni and V = {i E N: 
pi n L = Ni}. If V is an infinite set, then e/‘Ni E (8 + L)/L of M/L for all i E V, and 
hence t dim(M/L) = co. This is a contradiction. Therefore, there exists a number n 
such that Ni C Pi fY L for all i > n. Then, if choose Ai = Ni+n and Bi = Pi+n n L for each 
i>O, we have AI cA~c... and Bi c B2 c . . such that Ai c Bi C U Aj for each i and 
(Bi/Ai) 1 (Bj/Aj) when i # j. Choose a sequence { 1 = nl <Q < . .} of positive inte- 
gers, such that there exists bi E B,, nA,+, but bi $ A,,, for each i. Then Xi = A,,, and 
& = biR + A, (i = 1,2 . . .) are required submodules. 0 
Theorem 22. The following are equivalent for a ring R: 
(a) R satisfies t-ace. 
(b) For every family {Mi: i E I} of pairwise orthogonal modules, $iet E(Mi) is 
injective. 
(c) Every injective module is a direct sum of atomic modules. 
(d) Every injective module has a decomposition that complements ype summands. 
(e) Every TS-module is a direct sum of atomic modules. 
(f) Every module contains a maximal injective type submodule. 
Proof. (a)+(e): By Propositions 16 and 18. 
(e)+(c): Obvious. 
(c)*(d): By Proposition 20. 
(d)+(f): Let M be a module. Note (0) is an injective type submodule of M. By 
Zorn’s lemma, there exists a maximal independent set 9 of injective type submod- 
ules of M. Write A = $,-A’. Let AC be a closure of A in M. Note that each X is 
a type summand of E(AC) and hence A is a local type summand of E(AC). By (d) and 
Proposition 20, A is a summand of E(AC), implying A = AC = E(AC). Therefore, A is an 
injective type submodule of M (by Lemma l(e)). By the choice of E A is a maximal 
injective type submodule of M. 
(f) + (b): Let {Mi: i E Z} be a family of pairwise orthogonal modules and A4 = ei,, 
E(Mi). Let N be a maximal injective type submodule of M. For each i, write E(Mi) = 
E(E(Mi)n N)$Xi. Then N nXi =0 and hence N IXi since N <,M. Therefore, 
E(E(M,)nN) IX;. By Lemma l(e), Xi is an injective type submodule of E(Mi). 
Noting that E(Mi) St M, we have that Xi is an injective type submodule of M 
(Lemma l(h)). Write A4 = (N @Xi) @ Y. Since N sr A4 and Xi It M, YIN and Y IXi, 
and thus YJ-(N @Xj). By Lemma l(e), N @Xi LrM. From the choice of N, we have 
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X, = 0 and hence E(M;) n N 5, E(M;) for each i. This implies that N 5, M. Therefore, 
M = N is injective. 
(b)+(a): If R does not satisfy t-act, then, by Lemma 21, there exist two se- 
quences of right ideals of R: {I;: i E N} and (5;: j E N} such that Ii c 12 c ., and for 
each i, Ii c _I, C Zi+l and (Ji/‘Zi) l_ (Jj/Ji) if i # j. Then E = @E, E(Ji/Zi) is injective 
by (b). Let li be the inclusion of L/;/l; to E(J;/I,). Then there exists a homomorphism 
,f; : R/f; + E(Jj/Ii) that extends lj. Let I = U Z; and define ,f : I 4 E by (n; of)(a) = J‘: 
(u +I;), where ni is the projection of E onto E(Ji/li). Since E is injective, there exists 
y : R --j E that extends f. It follows that ,f(r) C: g(R) C @ST”=, E(Ji/i;‘ri) for some m. Then, 
foranyaEJ,+~,wehaveO=n,~+~of(a)=f,,+~(~+~,+~)=~,,,~~(~+~,+~)=~+~,,+~, 
implying J,+t = I,,,+, . This is a contradiction. 0 
5. Examples 
In this section, we give examples to illustrate the concepts in this paper. 
Examples 23. (a) Note that every type submodule of a module is a complement sub- 
module and that (C,) implies (T3 ). So, every extending module is a TS-module and 
every quasi-continuous module is a TS-module with (TX). 
(b) The only type submodules of an atomic module M are (0) and M itself. So all 
atomic modules are TS-modules with ( r3 ). Note an atomic module may not satisfy (Ci ) 
or (C, ). For instances, Z/(p) $ Z/( p3) is an atomic module, but it is not extending; 
For any field F, let R =(c :). Then RR is atomic. From [S, 2.91, RR is extending but 
not quasi-continuous. 
(c) Let n be any positive integer or No. By Theorem 10, @y_, [Z/( p, ) 8 Z/( p’ )] is 
a TS-module with (TX), where pi is the ith prime number. 
(d) A TS-module without (r3) can be constructed as follows: 
Let R be the trivia1 extension of the ring Z and the Z-module Z,(w), i.e., R ={ (“0 ,l): 
n E Z, x E Z,(ce)} be the subring of the formal triangular matrix ring (z ‘p(p)). I = 
{(i b) : x E ZJcx)} is a right idea1 of R. Let M = Mi @Ml, where Mi = RR and A42 = 
R/I. We show that MR is a TS-module without (r3). 
First, we show that M is a TS-module. Let N C M be a type submodule of type ,,V; 
where X is a natural class on Mod-R. It can easily be proved that (i) N = 0 if 
soc(M~ ) +! X and A42 $! P, (ii) N = M if soc(M~ ) E X and M2 E X; and (iii) N = MI 
if Soc(Ml ) E X and M2 $! .f. So in all those cases, N is a summand of M. We now sup- 
pose that Soc(Mi ) $ X and M2 E ,K Note that, since Soc( MI ) $! .X and Soc(M1) 5, MI, 
MI IN. Let U ={k E Z: ((,” ,k), (i :))E N f or some (0” ,k) E MI}. where (i i)=(i i) +1. 
Then U is an idea1 of Z and so U = nZ for some n E Z. 
Note that, since Ml IN, if ((0”’ z,), (“, t)) EN (i = , ), h 12 t enml=m;!=Oandx,=x2. 
Therefore, there exists a Z-module homomorphism ,f’: nZ 4 Z,(cc) such that 
N =I ((i y)? (: II)): a E nZ}. Since Z,(o) is an injective Z-module, there exists a 
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Z-module homomorphism g : Z + Z,(W) that extends f. Let P ={ ((00 gf’), (: 3): a E Z}. 
It is easy to verify that P is a submodule of MR and N C P E K. Thus, N = P since 
N is a type submodule of type AX Clearly, M = A41 $ N. We have proved every type 
submodule of A4 is a summand and hence M is a TS-module. 
Next, we show that M does not satisfy (Ts ). We note that MI I M2. By Lemma 9, 
we only need to check that A42 is not Mi-injective. Let X ={ (F CR): 12 E Z, x E Z,(CO)}. 
Then X is a submodule of MI. Define an R-homomorphism f :X +M2 by f(r &) = 
(;f 3. If A42 is Mi-injective, then there exists g : A41 -A42 that extends f. Letting 
g(A$=(i,“), then we have (~~)=f(~~)=g(~~)=(~2~), implying 2k=l, a 
contradiction. 
Examples 24. (a) Every right noetherian ring satisfies t-act. 
(b) Let R be the trivial extension of the ring Z and the Z-module Z,(oo). Then R 
satisfies t-act. 
(c) If R is such a ring that the lattice of all natural classes of right R-modules forms 
a finite lattice, then R satisfies t-ace (see [ 11, 3.91). In particular, each of the following 
rings satisfies t-ace (see [ll, 3.5, 3.7, 3.8, 4.11): 
(1) 
(2) 
(3) 
(4) 
Right semiartinian rings with finite simple modules up to isomorphism (e.g., left 
perfect rings). 
The Cozzen’s domain. 
The ring of all N-square upper triangular matrices over a field F that are constant 
on the diagonal and have only finitely many nonzero entries off the diagonal. 
The commutative F-algebra over a field F generated by {xi: 0 < i _< 1) with 
Xixi=Xi+j if i+j<l, or =O if i+j> 1. 
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