Abstract. For a real number t, let r ℓ (t) be the total weight of all t-large Schröder paths of length ℓ, and s ℓ (t) be the total weight of all t-small Schröder paths of length ℓ. For constants α, β, in this article we derive recurrence formulae for the determinats of the Hankel matrices det 1≤i,j≤n (αri+j−2(t) + βri+j−1(t)), det 1≤i,j≤n (αri+j−1(t) + βri+j(t)), det 1≤i,j≤n (αsi+j−2(t)+βsi+j−1(t)), and det 1≤i,j≤n (αsi+j−1(t)+βsi+j(t)) combinatorially via suitable lattice path models.
1. Introduction 1.1. Hankel determinants from Catalan, Motzkin, and Schröder numbers. Let {a ℓ } ℓ≥0 be a sequence. For a nonnegative integer k, the Hankel matrix A (k) n of order n generated by this sequence is defined to be the matrix A (k) n = (a k+i+j−2 ) 1≤i,j≤n . When {a n } n≥0 is one of the three classic combinatorial sequences (Catalan, Motzkin, or Schröder numbers) arising from the lattice path enumerations, the problem to compute the determinant det(A (k) n ) has been extensively studied. Readers may refer to [3, 14, 15, 17] for more examples, especially the comprehensive references listed in [17] .
We give a quick introduction. The Catalan number c ℓ = 1 ℓ+1 2ℓ ℓ counts the number of Dyck paths of length ℓ, which are the lattice paths in the plane Z × Z from (0, 0) to (2ℓ, 0) using steps U = (1, 1), D = (1, −1) that never pass below the x-axis. It is a folklore that det 1≤i,j≤n (c i+j−2 ) = 1, det 1≤i,j≤n (c i+j−1 ) = 1 and det 1≤i,j≤n (c i+j ) = n + 1. In 1986 De Sainte-Catherine and Viennot [7] proved that det 1≤i,j≤n (c i+j+k−2 ) = 1≤i≤j≤k−1 i+j+2n i+j . A very extensive generalization is given recently by Krattenthaler in [17] .
The Motzkin numbers {m ℓ } ℓ≥0 = {1, 1, 2, 4, 9, 21, 51, . . . } count the number of Motzkin paths of length ℓ, which are the lattice paths in the plane Z × Z from (0, 0) to (ℓ, 0) using steps U = (1, 1), D = (1, −1), L = (1, 0) that never pass below the x-axis. In 1998 Aigner [2] proved that det 1≤i,j≤n (m i+j−2 ) = 1 for all n and det 1≤i,j≤n (m i+j−1 ) equals 1 if n ≡ 0, 1 mod 6, equals 0 if n ≡ 2, 5 mod 6, or equals −1 if n ≡ 3, 4 mod 6.
The large Schröder numbers {r ℓ } ℓ≥0 = {1, 2, 6, 22, 90, 394, 1806, . . . } count the number of large Schröder paths of length ℓ, which are the paths in the plane Z × Z from (0, 0) to (2ℓ, 0) using U = (1, 1), D = (1, −1), L = (2, 0) that never pass below the x-axis. And the small Schröder numbers {s ℓ } ℓ≥0 = {1, 1, 3, 11, 45, 197, 903 , . . . } count the number of small Schröder paths of length ℓ, which are large Schröder paths of length ℓ with no level steps on the x-axis. By applying Gessel-Viennot-Lindström lemma, in 2005 Eu and Fu [12] proved that det 1≤i,j≤n (r i+j−2 ) = 2 ( n 2 ) , det 1≤i,j≤n (r i+j−1 ) = 2 ( n+1 2 ) , det 1≤i,j≤n (s i+j−2 ) = 2 ( n 2 ) , and det 1≤i,j≤n (s i+j−1 ) = 2 ( n 2 ) . At the same time Brualdi and Kirkland also obtained the results in the cases of large Schröder numbers via linear algebra [5] .
Note that the determinants det(A (k) n ) can be obtained for all k ≥ 2 once we know det(A
n ) and det(A (1) n ). This fact [1] is from the well-known identity
for n ≥ 1.
1.2.
Hankel determinants for sums of two consecutive terms. A variation is to consider the determinant of the Hankel matrix generated by the sequence {a ℓ + a ℓ+1 } ℓ≥0 .
That is, to consider the determinant det 1≤i,j≤n (a k+i+j−2 + a k+i+j−1 
where f n is the Fibonacci number [11] . This elegant result stimulated several follow-up works, see [4, 8, 9, 10, 17, 18] for examples. The Motzkin case was also done by several authors [6, 10] . One can generalise to the weighted version. For a real number t, a t-Motzkin path is a Motzkin path in which the steps U,D,L have weight 1, 1, t respectively, and the weight of a path is the product of the weights of its steps. Let m ℓ (t) be the sum of weights of all t-Motzkin paths of length ℓ, then the Hankel determinants det 1≤i,j≤n (m k+i+j−2 (t)) and det 1≤i,j≤n (m k+i+j−1 (t)) were computed in [15, 19] for examples. By using of the lattice path arguments, Cameron and Yip [6] also obtained when k = 0, 1 the recurrence formulae of the determinant det 1≤i,j≤n (m k+i+j−2 (t) + m k+i+j−1 (t)).
Similary, let a t-large (or t-small) Schröder path be a large (or small) Schröder path in which the steps U,D,L are weighted 1, 1, t respectively, and the weight of this path is the product of the weights of its steps. Let r ℓ (t) (or s ℓ (t)) denote the sum of weights of all tlarge (or t-small) Schröder paths of length ℓ. Note that r 0 (t) = s 0 (t) and r ℓ (t) = (1 + t)s ℓ (t) for ℓ ≥ 1. Recently Sulanke and Xin [19] proved that det 1≤i,j≤n
and det 1≤i,j≤n
Hence it is natural to consider the determinants of the Hankel matrices with entries the sum of weighted large or small Schröder numbers. In 2007, Rajković, Petković, and Barry [18] gave the explicit formula det 1≤i,j≤n
where L = 1 + t. Their proof was done algebraically by way of orthogonal polynomials.
In this paper, we will compute combinatorially the Hankel determinants with entries the linear combinations of two consecutive terms of t-large(or t-small) Schröder numbers.
For constants α, β, we define
Our main results are the following recurrences of the Hankel determinants for k = 0, 1. Theorem 1.1. We have the folloiwng recurrences.
We are happy to stay in the recurrences as the exact formulae are usually messy even when they are not hard to derive. For example, see det 1≤i,j≤n (r i+j−2 (t) + r i+j−1 (t)) just mentioned in the last paragraph.
Note that if specializing to t = 0, α = β = 1 in Theorem 1.1 (1) and (2), we obtain the result in [11] . If letting α = 1, β = 0 in Theorem 1.1 (1) and (2), we obtain the mentioned result in [19] . If letting α = β = 1 in Theorem 1.1 (1), with Θ 0 (t) = 1 we have for n ≥ 1 the nice recurrence Θ n (t) = (t + 2)Θ n−1 (t) + Θ n−2 (t) + · · · + Θ 1 (t) + Θ 0 (t) and the main result in [18] can be easily recovered. Similarly by letting α = β = 1 and Φ 0 (t) = 1 in Theorem 1.1 (2) we have the recurrence
for n ≥ 1. If further letting t = 1 we have {Θ n (1)} n≥0 = 1, 3, 10, 34, 116, . . . and {Φ n (1)} n≥0 = 1, 4, 14, 48, 164, . . . , but now we are dealing with det 1≤i,j≤n (r i+j−2 +r i+j−1 ) and det 1≤i,j≤n (r i+j−1 + r i+j ). It can be checked that Θ 3 (1) = 34 and Φ 3 (1) = 48 agree with the determinants We will prove these results combinatorially by applying the Lindström-Gessel-Viennot lemma on suitable lattice paths models. A simplified version serving our need will be introduced in the next section. Readers can refer to [1, 13, 16] for more information.
Here we would like to make some points about the proofs. The proofs are unusual in the sense that from a conceptual viewpoint, Theorem 1.1 (1), (2), (3) are proved simultaneously, while Theorem 1.1 (4) is merely a direct corollary of (2). The reason is that in order to obtain the results on t-large Schröder numbers one needs the corresponding results on tsmall Schröder numbers (of smaller size) and vice versa. These 'intertwined' facts reflect in the two lemmas (Key Lemma I and Key Lemma II) in Section 3 and two lemmas in Section 4.
The rest of this paper is organized as follows. In Section 2 we introduce the combinatorial models. In Section 3 we prove Key Lemma I and Key Lemma II. After more intermediate results in Section 4 and Section 5, we complete the proofs in Section 6.
Lattice path models
the n × n matrix that results from A 
2.1. Lattice path models. Define the directed graph G with the vertex set {(x, y) ∈ Z 2 : y ≥ 0} and the edge set
, each edge pointing to the right and each level step being of weight t. Then a t-large (or small) Schröder path is a directed path on G which starts from and ends at the x-axis. Now we introduce our lattice path models.
(1) Let Π n (t)) be the set of n-tuples (π k , π k+1 , π k+2 , · · · , π k+n−1 ) of tlarge (resp. t-small) Schröder paths subject to the following two conditions (See Fig 1. ):
• The path π k+j goes from (−k − 2j, 0) to (k + 2j, 0), 0 ≤ j ≤ n − 1.
• Any two paths do not intersect.
(t)) be the set of n-tuples (π k , π k+1 , π k+2 , · · · , π k+n−1 ) of t-large (resp. t-small) Schröder paths subject to the following three conditions (See Figure 2) :
• π k+j goes from (−k − 2j, 0) to (k + 2j, 0), for 0 ≤ j ≤ i − 1.
• π k+j goes from (−k − 2j, 0) to (k + 2j + 2, 0), for i ≤ j ≤ n − 1.
The weight of a n-tuple is the product of the weights of all the component paths; and the weight of a set X of n-tuples, denoted by |X|, is the sum of weights of all n-tuples in this set.
Lindström-Gessel-Viennot lemma.
A family (p 1 , p 2 , . . . p n ) of lattices paths p i , 1 ≤ i ≤ n, is called non-intersecting if no two paths in the family have a common point. The Lindström-Gessel-Viennot lemma associates determinants with non-intersecting path families in an acyclic directed graph with weights on its edges. The following simplified version serves our needs: Lemma 2.1 (Lindström-Gessel-Viennot). Consider the graph G. Let X 1 , X 2 , . . . , X n and Y 1 , Y 2 , . . . , Y n be lattice points on the x-axis. Then the total weight of all families (p 1 , p 2 , . . . , p n ) of non-intersecting t-Schröder paths, p i running from X i to Y i , is given by the determinant det 1≤i,j≤n
where a i,j is the total weight of lattice paths from X i to Y j .
From the Lindström-Gessel-Viennot lemma and the models Π
n (t), we immediately have the following. Lemma 2.2. For integers n, k ≥ 0, we have
Similarly, from the models Π
(t) and the definitions of H
Two Key lemmas
Our proof of the main results bases on two key lemmas, which we introduce in this section. Before that we need another easy fact of which we omit the proof.
).
The first key lemma relates certain tuples of t-large Schröder paths with the determinants of certain t-small Schröder numbers. Let Π * n,i (t) be the set of n-tuples of t-large Schröder paths in Π (1) n,i (t) in which none of its paths touches the point (2i + 1, 0). See Fig. 3(a) for example.
Lemma 3.2 (Key
Proof. We count in two parts. Let X (resp. Y ) be the set of n-tuples in Π * n,i
(t) with π 1 = L (resp. π 1 = UD). Note that Π * n,i (t) = |X| + |Y |.
• For X: There is a bijection between X and Π Figure 3 as an example.
(t) of weight
Hence the weight of (L, π 2 , π 3 , . . . , π n ) ∈ X is equal to t times the weight of (π
• For Y : There is a weight-invariant bijection between Y and Π (0) n,i (t), which carries Figure 4 as an example. Hence
Now by the fact that r 0 (t) = 1, s 0 (t) = 1, r n (t) = (1 + t)s n (t) for n ≥ 1 and direct calculation we have Π * n,i
as desired.
The second key lemma relates determinants of certain t-small Schröder numbers to determinants (of smaller size) of certain t-large Schröder numbers.
Proof. Applying Key Lemma I on det(G (0) n−1,i (t)) and (5), (6) of Lemma 2.3 it suffices to prove
Again we count in two parts. Let X be the set of n-tuples
(t) subject to the conditions that, for ω i , the downstep begins at (2i + 1, 1) is the first down step from y = 1 to y = 0, and Y := Ω (0) n,i (t)\X.
• For X: There is a weight-invariant bijection f between X and Π 
(t) of weight t 4 .
|X| = Π
(1) n−1,i−1
(t) .
• For Y : For (ω 0 , ω 1 , . . . , ω n−1 ) ∈ Y , ω i = Uω ′ i DUD for some t-large Schröder path ω ′ i above y = 1. Thus there is a weight-invariant bijection g between Y and Π * n−1,i (t) denoted by g(ω 0 , ω 1 , . . . , ω n−1 ) = (π 1 , π 2 , . . . , π n−1 ) where ω i = Uπ i DUD and ω j = Uπ j D for 1 ≤ j ≤ n − 1, j = i. See Figure 6 as an example. Hence
and the lemma is proved. 
(t) of weight t 3 .
Evaluations of det(H
In this section we use two Key Lemmas to derive recurrence formulae for det(H
and det(H (0) n,i (t)) combinatorially. The summands in the formulae involve t-small Schröder numbers.
(t)), it suffices to prove
The idea is the same as before by observing the first time ω i+1 descending from y = 2 to y = 1. Let X, Y and Z be respectively the subsets of Ω (1) n,i (t) having the property (i), (ii) and (iii) for ω i+1 .
(i) (2i + 1, 2) → (2i + 2, 1) is the first D leaving y = 2.
(ii) (2i − 1, 2) → (2i, 1) is the first D leaving y = 2, and after that it will never touches y = 2 again. (iii) (2i − 1, 2) → (2i, 1) is the first D leaving y = 2, and immediately followed by a U step ((2i, 1) → (2i + 1, 2)).
Note that
• For X: Let f be the weight-invariant bijection between X and Π
• For Y : For an n-tuple (ω 1 , ω 2 , . . . , ω n ) in Y , there exist (n − 1)-tuples (π 1 , π 2 , . . . , π n−1 ) in Π
(1) n−1,i (t) satisfying that ω j = UUπ j−1 DD where 2 ≤ j ≤ n, j = i + 1, and ω i+1 = UUπ i DLD or ω i+1 = UUπ i DDUD. Thus an n-tuple in Y corresponds with two (n − 1)-tuples in Π
(1) n−1,i (t) and then
• For Z: For an n-tuple (ω 1 , ω 2 , . . . , ω n ) in Z, the steps of ω i+1 starting from (2i − 1, 2) is DUDD and ω i+1 touches (2i + 1, 2). Hence it corresponds with an (n − 1)-tuple in Π
(1) n−1,i (t) in which none of its paths touches the point (2i + 1, 0), i.e., an (n − 1)-tuple in Π * n−1,i (t). By Lemma 3.2,
Hence the proof is complete.
Proof. The idea is the same. For every n-tuple
(t), the end point of π i is (2i + 2, 0), and we look at π i descending from y = 1 to y = 0 for the first time. There are three cases. Let X, Y and Z be respectively the subsets of Π (ii) (2i − 1, 1) → (2i, 0) is the first D leaving y = 1, and immediately followed by a L step ((2i, 0) → (2i + 2, 0)). (iii) (2i − 1, 1) → (2i, 0) is the first D leaving y = 1, and immediately followed by a U step ((2i, 0) → (2i + 1, 1)) and then a D step ((2i + 1, 1) → (2i + 2, 0)).
Note that Π
• For X: It easy to see that an n-tuple (π 0 , π 1 , . . . , π n−1 ) ∈ X corresponds to an (n − 1)-
The proof is complete by combining three identities.
Two recurrences
The goal of this section is to derive a recurrence formula for det(H (0) n,i (t)) (resp. det(H (1) n,i (t))), which will involve only the t-large (resp. t-small) Schröder numbers.
For simplicity, for 0 ≤ i ≤ n, let
with P 0,0 = 1 and P i,j = 0 if j > i (similar initial conditions hold for Q and R). The following are the direct translations of lemmas 3.3, 4.1, and 4.2.
Lemma 5.1. For 1 ≤ i ≤ n, we have
We first deal with the cases i = 0 and i = n.
Lemma 5.2. We have
, and Q n,n (t) = 1.
(ii) P n,0 (t) = (1 + t)P n−1,0 (t), and P n,n (t) = 1.
(iii) R n,0 (t) = R n,n (t) = 1.
Proof. (i) We have Q n,n (t) = Q n−1,n−1 (t) = · · · = Q 0,0 (t) = 1 by Lemma 5.1 (2) . By
n (t)). We use the following identity (from (1)) to compute det(H (2) n (t)):
By applying the know formulae for det(H (0)
n (t)) and some simple calculation we reach at
It can be solved that Q n,0 (t) = n k=0 (1 + t) k , therefore Q n,0 (t) = 1 + (1 + t)Q n−1,0 (t).
(ii) We have P n,n (t) = Q n−1,n−1 (t) = 1 by Lemma 5.1(3) and (i). By Lemma 2.3, we
n,n (t)). Thus
n,n (t)) = (1 + t) n Q n,n (t) = (1 + t) n .
Hence P n,0 (t) = (1 + t)P n−1,0 (t).
(iii) We have R n,n (t) = Q n−1,n−1 (t) = 1 by Lemma 5.1(1) and (i). Besides,
The last identity is from the fact s n (t) = (1 + t) −1 r n (t) for n ≥ 1. Thus
n,n (t)) = Q n,n (t) = 1, as desired.
The last pieces we need are the recurrence formulaes for P n,i (t) and Q n,i (t) for 1 ≤ i ≤ n.
Proof. Repeatedly applying Lemma 5.1(1), we have
Since R i,i (t) = Q i−1,i−1 (t) = 1, we then have
Plug it into Lemma 5.1(2) and the lemma is proved.
Proof. We have
by Lemma 5.1 (3) and (2) . Applying the result of Lemma 5.3, we obtain
Proof of the Main Theorem
We are now ready to prove the main theorem.
Proof of Theorem 1.1 (1) . Expanding Θ n (t) by Lemma 3.1, we have Θ n (t) = n i=0 α i β n−i P n,i (t). Splitting the sum into two parts and applying Lemma 5.2 and 5.4, we have
Proof of Theorem 1.1 (2) . The proof is similar to above. Expanding Φ n (t) by Lemma 3.1, we have Φ n (t) = n i=0 α i β n−i Q n,i (t). Splitting the sum in two parts and using Lemma 5.2 and 5.3 we have Φ n (t) = β n Q n,0 (t) + Proof of Theorem 1.1 (3). We prove this by induction on n. The case n = 1 holds trivially. By Lemma 3.1 and definition of R n,i (t) we can expand Ψ n (t) into Ψ n (t) = α n R n,n (t) + n−1 i=1 α i β n−i R n,i (t) + β n R n,0 (t). Now, by Lemma 5.1, we have R n,i (t) = Q n−1,i−1 (t) + R n−1,i (t) for 1 ≤ i ≤ n − 1. Also R n,n (t) = Q n−1,n−1 (t) = 1 and R n,0 (t) = R n−1,0 (t) = 1 by Lemma 5.2. Substitute these into above we reach Ψ n (t) = α n Q n−1,n−1 (t) + n−1 i=1 α i β n−i Q n−1,i−1 (t) + R n−1,i (t) + β n R n−1,0 (t) = α n−1 j=0 α j β n−1−j Q n−1,j (t) + β n−1 j=0 α j β n−1−j R n−1,j (t) = αΦ n−1 (t) + βΨ n−1 (t).
Then by Theorem 1.1 (2) and the induction hypothesis, we get Ψ n (t) = αΦ n−1 (t) + βΨ n−1 (t) = α α Proof of Theorem 1.1 (4) . Simply by using the identity r n (t) = (1 + t)s n (t) for n ≥ 1 and we are done.
Concluding notes
A natural extension is to consider the Hankel determinants in which each entry is the linear combination of more than two consecutive terms of t-large (or small) Schröder numbers. However, a proof using lattice path models turns out to be messy and seems not so attractive. Another natural generalization is to put different weights with respect to the heights, or consider the q-analogue versions. We leave these interesting problems to the readers.
