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Abstract. Business process model repositories capture precious knowledge
about an organization or a business domain. In many cases, these repositories
contain hundreds or even thousands of models and they represent several man-
years of effort. Over time, process model repositories tend to accumulate dupli-
cate fragments, as new process models are created by copying and merging frag-
ments from other models. This calls for methods to detect duplicate fragments
in process models that can be refactored as separate subprocesses in order to in-
crease readability and maintainability. This paper presents an indexing structure
to support the fast detection of clones in large process model repositories. Exper-
iments show that the algorithm scales to repositories with hundreds of models.
The experimental results also show that a significant number of non-trivial clones
can be found in process model repositories taken from industrial practice.
1 Introduction
Both empirical and anecdotal evidence indicate that companies in various industries
maintain collections of hundreds or even thousands of business process models, with
sizes ranging from dozens to hundreds of elements per model [14, 12]. For example,
the SAP reference model contains over 600 business process models, while a simi-
lar number of process models can be found in the reference model for Dutch Local
Governments [4]. Tool vendors distribute reference model repositories (e.g. the IT In-
frastructure Library – ITIL) with over a thousand process models each.1 Such models
are commonly used to document and to communicate internal procedures, to guide the
development of IT systems, to support business performance improvement projects, or
to demonstrate compliance with relevant quality standards and regulations [13].
While highly valuable, such large collections of process models raise a significant
maintenance problem [12]. This maintenance problem is amplified by overlapping con-
tent across models, process models that are used for multiple purposes, the use of dif-
ferent modeling notations and tools, etc. Indeed, process models in large organizations
are maintained and used by stakeholders with varying skills, responsibilities and goals,
sometimes distributed across independent organizational units.
One problem that arises as repositories grow, is that of managing the overlap be-
tween models. In particular, process model repositories tend to accumulate duplicate
1 For example CaseWise’s ITIL repository (http://www.casewise.com/Gateway/)
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fragments over time, as new process models are created by copying and merging frag-
ments from other models. Experiments conducted during this study show that a well-
known process model repository contains around 250 non-trivial clones. This situation
is akin to that observed in source code repositories, where significant amounts of dupli-
cate code fragments, known as code clones, are accumulated over time [7].
Cloned fragments in process models raise several issues. Firstly, clones make indi-
vidual process models larger than they need to be, thus affecting their comprehensibil-
ity. Secondly, clones are modified independently, sometimes by different stakeholders,
leading to unwanted inconsistencies across models that originally contained a duplicate
clone. Finally, process model clones hide potential efficiency gains. Indeed, by factor-
ing out cloned fragments into separate subprocesses, and exposing these subprocesses
as shared services, companies may reap the benefits of larger resource pools.
Detecting clones by comparing process models in a pairwise manner – e.g. using
sub-graph isomorphism algorithms – is impractical in the context of repositories with
hundreds of process models. Again, the situation is akin to clone detection in source
code repositories, where naive methods based on direct string comparison do not scale
up [7]. Instead, indexes are needed to speed up the clone discovery process.
This paper presents an index structure to retrieve all clones in a process model repos-
itory that can be refactored into subprocesses. The index structure is designed to satisfy
the following requirements:
– All retrieved clones must be single-entry, single-exit (SESE) fragments, since sub-
processes are invoked according to a call-and-return semantics.
– All retrieved clones must be exact clones so that every occurrence can be replaced
by an invocation to a single subprocess.
– Any retrieved clone that occurs N times in the repository, should not be contained
inside any other clone that also occursN times. This maximality requirement is nat-
ural, since once we have identified a clone, every SESE fragment strictly contained
inside this clone is also a clone, but we do not wish to return all such sub-clones.
– Retrieved clones must have at least two nodes (no “trivial” clones).
– The index structure should reuse relational database technology. The purpose is not
to build ad hoc storage engine.
The proposed index structure, namely the RPSDAG, is implemented on top of the
MySQL system. Experiments were conducted on two real-life process model reposito-
ries: one consisting of a large number of relatively well-structured models and another
consisting of a smaller number of unstructured models. The results show that the index
scales to repositories with hundreds of models. The experiments also show that a signif-
icant number of non-trivial clones can be found in industrial process model repositories.
The RPSDAG is built on top of two pillars: a method for identifying all SESE frag-
ments in a process model, namely the Refined Process Structure Tree, and a method for
calculating unique codes for labeled (sub-)graphs. Section 2 introduces these methods
and their adaptation to deal with the problem of codifying SESE fragments in process
models. Next, Section 3 describes the RPSDAG in detail, including its insertion and
deletion algorithms, and the queries for retrieving maximal clones in an indexed collec-
tion of process models. Section 4 presents the experimental setup and results. Finally,
Section 5 discusses related work while Section 6 draws conclusions.
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2 Background
This section introduces the two basic ingredients of the proposed technique: the Refined
Process Structure Tree (RPST) and the graph-based hash indexing.
2.1 RPST
The RPST [16] is a parsing technique that takes as input a process model and computes
a tree representing a hierarchy of SESE fragments. Each fragment corresponds to the
subgraph induced by a set of edges. A SESE fragment in the tree contains all fragments
at the lower level, but fragments at the same level are disjoint. As the partition is made
in terms of edges, a single vertex may be shared by several fragments.
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Fig. 1. Excerpt of two process models of an insurance company.
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SESE fragments contained in the RPST can be classified into one out of four
classes [11]. A trivial (T) fragment consists of a single edge. A polygon (P) fragment is
a sequence of fragments. A bond corresponds to a fragment where all child fragments
share a common pair of vertices. Any other fragment is referred to as a rigid.
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Fig. 2. RPST of
process model in
Fig. 1(a)
Figure 1(a) presents a sample process model, for which the
RPST decomposition is shown in the form of dashed boxes. A sim-
plified view of the tree is presented in Figure 2. Using this view,
it can be seen that the root fragment corresponds to polygon P14,
which in turn contains the rigid R13 and a set of trivial fragments
(simple edges) which are not shown to simplify the figure. R13 is
composed of polygons P12, P5, P4, and so forth. Polygons P4, P5,
P7 and P10 have been highlighted to ease the comparison with the
similar subgraphs found in the process model shown in Figure 1(b).
Although the example process models are presented using the
BPMN notation, the set of techniques can be used with any other
graph-oriented modeling notation. In BPMN, initial/end events are represented as nor-
mal/bold circles. Tasks are represented with rounded boxes. The diamonds represent
points where the control flow converge, i.e. join gateways, or diverge, i.e. split gate-
ways. Gateways marked with “+” are used for specifying parallelism and are referred
to as and gateways. Gateways marked with “X” are used for specifying decision points
and are referred to as xor gateways. BPMN provides a larger set of graphical elements.
Without loss of generality, we restrict our analysis to the subset above.
Process models are represented by means of graphs as follows.
Definition 1 (Process Graph). A Process Graph is a labelled connected graph G =
(V,E, l), where:
– V is the set of vertices.
– E ⊆ V × V is the set of directed edges (e.g. representing control-flow relations).
– l : V → Σ∗ is a labeling function that maps each vertex to a string over alphabet
Σ. We distinguish the following special labels: l(v) = “start” and l(v) = “end”
are reserved for start events and end events respectively; l(v) = “xor-split” is for
vertices representing xor-split gateways, and similarly for l(v) = “xor-join”, l(v) =
“and-split” and l(v) = “and-join”. For a task node t, l(t) is the label of the task.
2.2 Hash-based graph indexing
Our approach for graph indexing extends the work in [18]. In contrast to that work, pro-
cess models are directed graphs. Moreover, the partition of graphs is made at the grain of
SESE fragments. The basic idea is to use a matrix representation for the graph which in-
cludes the information of vertex adjacency and vertex labels. All possible permutations
of such matrix are generated and for each matrix a string representation is computed.
The canonical hash code a graph is the string that precedes all other possible string
representation of the augmented adjacency matrix, assuming a lexicographical order. In
the following, we provide the formal definitions of all these concepts.
Definition 2 (Augmented Adjacency Matrix of a (Process) Graph). Let G =
(V,E, l) be a Process Graph, and v = (v1, . . . , v|V |) a total order over the elements
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of V . The adjacency matrix of G, denoted asA, is a (0, 1)-matrix such that Ai,j = 1 if
and only if (vi, vj) ∈ E, where i, j ∈ {1 . . . |V |}. Moreover, let us consider a function
h : Σ∗ → N \ {0, 1} that maps each vertex label to a natural number greater than 1.
The Augmented Adjacency Matrix M of G is defined as:
M = diag( h(l(v1)), . . . , h(l(v|V |)) ) +A
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Fig. 3. (a) a sample graph, (b) its adjacency matrix, (c) its diagonal matrix with the vertex label
codes, (d) its augmented adjacency matrix, and (e) a permutation of the augmented matrix
To illustrate these concepts, consider the sample graph G shown in Figure 3(a),
which can be taken as an abstract view of fragment B3 from the process model shown
in Figure 1(a). For convenience, every vertex displays the vertex reference (e.g. v1),
the corresponding label (e.g. l(v1) =“A”), and the numeric value associated with the
label (e.g. h(l(v1)) = 2). Assuming the order v = (v1, v2, v3, v4) over the set of
vertices, the matrix shown in Figure 3(b) is the adjacency matrix of G. Here we can
observe that the vector h(l(v)) = (2, 3, 4, 5) contains the numeric codes for the vertex
labels following the order established by v. Figure 3(c) is the diagonal matrix built from
h(l(v)) whereas Figure 3(d) shows the augmented adjacency matrixM for graph G. It
is now clear why 0 and 1 are not part of the codomain of function h, i.e. to avoid clashes
with the representation of vertex adjacency. Figure 3(e) shows a possible permutation of
M when considering the alternative order v′ = (v1, v4, v2, v3) over the set of vertices.
Next, we transform the augmented adjacency matrix into a string. For instance, the
matrix in Figure 3(d) can be represented as “2.1.1.0.0.3.0.1.0.0.4.1.0.0.0.5”. However,
a single graph has a large number of matrix representations, depending on the choice
of the order over the set of vertices. Therefore, all possible permutations of the matrix
are computed and the string with the smallest lexicographical value is selected as the
canonical hash code of the graph.
Definition 3 (Graph Canonical Hash Code). Let G be a process graph, M the aug-
mented adjacency matrix of G. The Graph Canonical Hash Code is the smallest lex-
icographical string representation of any possible permutation of matrix M . This is
formally defined as follows:
hash(M) = str(P TMP )
∣∣P ∈Π ∧ ∀Q ∈Π,P 6= Q : str(P TMP ) ≺ str(QTMQ)
where:
– Π is the set of all possible permutations of the identity matrix I |M |
– str(N) is a function that maps a matrixN into a string representation.
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Consider the string representation of matrices shown in Figures 3(d) and 3(e). We
observe that “2.0.1.1.0.5.0.0.0.1.3.0.0.1.0.4” ≺ “2.1.1.0.0.3.0.1.0.0.4.1.0.0.0.5”. Be-
sides, “2.0.1.1.0.5.0.0.0.1.3.0.0.1.0.4” is the the smallest lexicographical string among
all possible codes for the graph in Figure 3(a) and thus it is the canonical hash code
for that graph. However, a (n× n)-matrix has n! possible permutations, which is a ma-
jor drawback of this approach. To reduce the search space, we can partition the set of
vertices into two subsets: one including the vertices with non-duplicate labels, and the
other one including the vertices with duplicate labels. For the former, we can take the
convention of using a fixed order based on the lexicographical order of the correspond-
ing label codes. For the latter, we can compute the corresponding matrix permutations.
According to our experience, the number of vertices with duplicate labels in a single
fragment is usually low so that their permutations can be efficiently computed. Further-
more, splits and joins are labeled differently, e.g. “xor-split” versus “xor-join”, which
eliminates a source of label duplication. Finally, only one string has to be kept in mem-
ory, which reduces the memory requirements.
The Graph Canonical Hash Code can be applied to every RPST fragment. Using
these hash values, the comparison of SESE fragments becomes straightforward. By
exploiting the structural information inherent to each class of SESE fragment, the com-
putation of canonical hash codes can be simplified as follows:
– The hash code of Polygons is computed by taking into account their inherent total
order (a sequence of tasks/SESE fragments).
– The hash code of Bonds is also computed from a single matrix representation,
where the entry gateway is taken as the first vertex, the exit gateway as the last
vertex and all vertices in-between are ordered lexicographically based on their la-
bels (no distinction needs be made if there are duplicate labels since these vertices
have no control-flow dependencies between them).
– The hash code of Rigids is computed using the lexicographical order of vertices, or
the combinatorial approach if there are duplicate labels.
3 Clone Detection Method
In this section we illustrate our method for detecting clones in process model reposi-
tories. We first introduce our index structure and show how this can be used to detect
clones. Next, we present the procedures to insert a process graph into the index struc-
ture and to remove it. Finally, given an input graph, we show how the proposed index
can be used to identify all graphs in the repository that contain the input graph.
3.1 Index structure and Clone detection
To efficiently store the RPST of a set of graphs contained in a repository, we propose
an index structured in three relational tables: Hashes(Hash, Id, Size), Roots(GraphId,
RootId) and RPSDAG(ParentId, ChildId). Table Hashes contains the canonical hash
code for each RPST fragment we extract from a graph, an integer representing the
fragment id and an integer representing the number of vertices for that fragment. Strictly
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speaking, the id is redundant given that the hash code uniquely identifies each fragment.
We simply use it to have a smaller representation of the hash code when working with
fragments. This id is generated by incrementing a counter for each new hash code we
add to the Hashes table. Clearly, if two fragments are exactly the same, they will yield
the same tuple (hash, id, size) which will appear only once in Hashes.
Hash Id Size
- 1 1
- 2 1
- 3 4
- 4 6
- 5 1
- 6 2
... ... ...
- 14 22
... ... ...
- 22 24
... ... ...
(a) Hashes
GraphId RootId
1 14
2 22
(b) Roots
ParentId ChildId
3 1
3 2
4 3
8 6
8 7
... ...
13 4
... ...
14 13
16 7
16 15
17 7
21 4
... ...
(c) RPSDAG
Fig. 4. Extract of the index structure for
the graphs in Figure 1.
Table Roots contains the id of each
graph in the repository and the id of the root
fragment for that graph. Table RPSDAG is
the main component of our index and is
a representation of the RPSTs of all the
graphs in the repository, with shared nodes.
Each tuple of this table is a pair parent frag-
ment id/child fragment id. Figure 4 shows
an extract of the proposed index structure
for the two graphs in Figure 1, where the
fragment ids have been derived from the
fragment names (e.g. the id for P4 is 4) and
the hash codes have been hidden for sim-
plicity. As we can see from the RPSDAG
table, those fragments containing more than
one child fragment, such as B8 and P16, appear in more than one tuple.
We opted for this index structure as it is lightweight and can be persisted on any
relational database technology. Moreover, it allows us to easily retrieve maximal clones
by running the following SQL query.
SELECT RPSDAG. C h i l d I d , Hashes . Size , COUNT(RPSDAG . P a r e n t I d )
FROM RPSDAG, Hashes
WHERE RPSDAG. C h i l d I d = Hashes . Id AND Hashes . S i z e >= 2
GROUP BY RPSDAG. C h i l d I d , Hashes . S i z e
HAVING COUNT(RPSDAG . P a r e n t I d ) >= 2 ;
The above query returns the id, size and number of occurrences of those fragments
appearing in at least two different parent fragments. Indeed, if a fragment is repeated
but each of its occurrences appears within an occurrence of the same parent fragment,
this is not a maximal clone. For example, fragment P2 in Figure 1 always appears within
B3, and B3 always appears within P4. So the query will not return P2 and B3 as clones,
but only P4 as it is contained in two different parents (R13 and R21). Moreover, out of
all maximal clones, the query returns only those which contain at least 2 vertices (i.e. 2
process model nodes). This is because we are interested in identifying clones that can
be refactored into separate subprocesses and is not worth replacing single nodes with
subprocesses. For example, the query will not return clones P5 and P10 in Figure 1 as
they are made of single nodes.
3.2 Insertion and deletion
Algorithm 1 describes the procedure for inserting a new process graph into an indexed
repository. Given an input graph, the algorithm first computes its RPST with function
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ComputeRPST() which returns the root node of the tree. Next, function InsertFrag-
ment() is invoked on the root node to update tables Hashes and RPSDAG. This returns
the id and size of the root fragment. Finally, a tuple is added to table Roots with the id
of the inserted graph and that of its root node (function NewId() generates a fresh id).
Algorithm 1: Insert Graph
procedure InsertGraph(Graphm)
begin
RPST root⇐ ComputeRPST(m)
(rid, rsize)⇐ InsertFragment(root)
Roots⇐ Roots ∪ {NewId(), rid)}
end
Algorithm 2: Insert Fragment
procedure InsertFragment(RPST f ) returns {N× N}
begin
{N× N} C ⇐ ∅
foreach child in GetChildren(f) do
C ⇐ C ∪ {InsertFragment(child)}
hash⇐ ComputeHash(C)
(id, size)⇐ GetIdSize(hash)
if (id, size) 6= (0, 0) then
id⇐ NewId()
size⇐ ComputeSize(C)
Hashes⇐ Hashes ∪ {(id, hash, size)}
foreach (cid, csize) in C do
RPSDAG⇐ RPSDAG ∪ {(id, cid)}
return (id,size)
end
Function InsertFragment() traverses the RPST of a graph downwards starting from
the root node. For each node we add a new tuple in table RPSDAG with the id of
the current node and that of the child node (to obtain all direct children of a node we
use function GetChildren()). Once all child nodes have been explored, we compute the
canonical hash code for the current RPST node based on the set of all its child nodes.
We then check if the hash code is contained in table Hashes via function GetIdSize(). If
the hash exists, this function returns the id and size associated with that hash, otherwise
it returns the pair (0,0), meaning that the fragment does not exist in the repository. In this
case we create a fresh id for this fragment, compute its size via function ComputeSize()
and add a new tuple in table Hashes with the new hash code, id and size. Function
ComputeSize() simply returns the sum of the sizes of all child nodes for the current
node, or 1 if the current node is a leaf.
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Algorithm 3 shows the procedure for deleting a process graph from an indexed
repository. Function DeleteFragment() traverses the RPSDAG downwards starting from
the root fragment of the graph to be removed, in order to identify all fragments that
occur in at most one parent fragment. These are the fragments to be removed, because
they are contained in the input graph only. For each of them we delete the corresponding
tuple in table Hashes, while for table RPSDAG we delete all tuples where the fragment
id corresponds to the parent id. Finally, we delete the graph from table Roots through its
root id. For simplicity, function DeleteFragment() assumes that a parent cannot contain
a given fragment more than once. This limitation can be lifted by allowing duplicates
in table RPSDAG.
Algorithm 3: Delete Graph
procedure DeleteGraph(Nmid)
begin
rid⇐ GetRoot(mid)
DeleteFragment(rid)
Roots⇐ Roots \ {(mid, rid)}
end
Algorithm 4: Delete Fragment
procedure DeleteFragment(N fid)
begin
if |{(pid, cid) ∈ RPSDAG : cid = fid}| ≤ 1 then
foreach (pid, cid) in RPSDAG where pid = fid do
DeleteFragment(cid)
RPSDAG⇐ RPSDAG \ {(pid, cid)}
Hashes⇐ {(id, hash, size) ∈ Hashes : id 6= fid}
end
3.3 Fragment query
The proposed index can also be used to identify all graphs in a repository that contain
a query graph. By exploiting the RPST, we can perform this operation efficiently as
opposed to using subgraph isomorphism check, which is NP-complete [15].
This retrieval operation (cf. Algorithm 5) takes a fragment id as input, and returns
the id of all models the query fragment occurs in, and for each model, also the id of
the parent containing the query fragment. In this way we can locate the query fragment
exactly within each model satisfying the query. To do so, we first retrieve the root frag-
ment id of all graphs containing the input fragment by traversing the RPSDAG upwards
from the input fragment (function GetRootIds()). Then for each root id we retrieve the
corresponding model id from table Roots using function GetGraphId(), which returns 0
if the graph does not exist. Algorithm 5 assumes the id of the query fragment is known.
Otherwise, we can retrieve it from table Hashes.
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Algorithm 5: Fragment Query
procedure FragmentQuery(N id) returns {N× N}
begin
{N× N}MP ⇐ ∅
foreach (pid, cid) in RPSDAG where cid = id do
R⇐ GetRootIds(pid)
foreach rid in R do
MP ⇐MP ∪ {(GetGraphId(rid), pid)}
if MP = ∅ then
MP ⇐ {(GetGraphId(id), id)}
return MP
end
Algorithm 6: GetRootIds
procedure GetRootIds(N id) returns {N}
begin
{N} R⇐ ∅
foreach (pid, cid) in RPSDAG where cid = id do
R⇐ R ∪GetRootIds(pid)
if R = ∅ then
R⇐ {id}
return R
end
4 Evaluation
This section reports on a series of tests to evaluate the performance of the RPSDAG as
well as the usefulness of clone detection in practical settings.
Tests were conducted using two datasets: the collection of SAP R3 reference process
models and a model repository obtained from an insurance company under condition
of anonymity. The examples in Figure 1 are extracts of the insurance models with node
labels altered for anonymity purposes. The SAP repository contains 595 models with
sizes ranging from 5 to 119 nodes (average 22.28, median 17). The insurance repository
contains 122 models ranging from 5 to 126 nodes (average 35.46, median 32).
We first evaluated the execution times for insertion. Obviously inserting a new
model into a nearly-empty RPSDAG is less costly than doing so in an already popu-
lated RPSDAG. To factor out this effect, we randomly split each dataset into two parts.
One third of the models were used to construct an initial RPSDAG and the other two-
thirds were used to measure insertion times. All tests were conducted on a PC with a
dual core Intel processor, 1.8 GHz, 4 GB memory, running Microsoft Windows 7 and
SUN Java Virtual Machine version 1.6. The RPSDAG was implemented as a Java con-
sole application on top of MySQL 5.1. Each test was run 5 times and the execution
times obtained across the five runs were averaged.
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In the SAP repository, 200 models were used to construct an initial RPSDAG. Con-
structing the initial RPSDAG took 26.1 seconds. In the insurance company repository,
the initial RPSDAG contained 40 models and its construction took 27.7 seconds.
Figure 5 shows a scatter plot with the insertion times per model. The x-axis is the
insertion time (in milliseconds) while the y-axis represents the complexity of the model.
We recall that a key step in the insertion algorithm is to compute the canonical hash code
for each SESE fragment. This step requires us to find the lexicographically-smallest
hash code for the fragment in question. This in turn entails the construction of a number
of permutations of the vertices with same labels (especially gateways) contained in the
fragment. Accordingly, we define the complexity of a SESE fragment as the number of
permutations that have to be processed in order to find the lexicographically-smallest
hash code for the fragment. The complexity of a model is the sum of the complexities
of all its SESE fragments.
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Fig. 5. Correlation between insertion time and model complexity (total # of permutations explored
for canonical hash code calculations).
Not surprisingly, we found a correlation between the insertion time of a model and
the model’s complexity as defined above. This correlation is evident in the scatter plot
in Figure 5. This correlation confirms that the computation of the canonical hash codes
is the bottleneck in the algorithm. Still, as shown Figure 5, the insertion times are within
acceptable ranges – average of 115ms, maximum of 343ms for SAP reference models,
and average 147ms, maximum of 814 for the insurance models. The insurance model
that took 814ms to insert is a model with 57 nodes, containing a rigid component for
which the hash code generation required exploring 104 thousand permutations. In this
and one other exceptional case, a single rigid fragment contained 9-10 xor-gateways. In
all other cases, the number of permutations was much smaller (5-10 per rigid fragment
in most cases).
As explained in Section 3, once the models are inserted, we can find all clones with
a SQL query. The query to find all clones with at least 2 nodes and 2 parents from the
SAP reference models takes 75 ms on average (31 ms for the insurance models).
In order to assess the potential benefits of refactoring clones into subprocesses, we
define the following measure.
Definition 4. The refactoring gain associated with a clone is the reduction in the total
number of nodes in the entire process repository, obtained by encapsulating that clone
into a separate subprocess, and replacing every occurrence of the clone with a task that
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invokes this subprocess. Specifically, let S be the size of a clone, and N the number
of occurrences of this clone. Since all occurrences of a clone are replaced by a single
occurrence plus N subprocess invocations, the refactoring gain is: S ·N − S −N .
Figure 6(a) plots a histogram of the total refactoring gains for non-trivial clones
(size ≥ 2) in the SAP reference models, while Figure 6(b) shows the same histogram
for the insurance models. In the SAP reference models we observe a large number of
clones. This repository contains 499 clones with a total refactoring gain of 5,140 nodes.
Given that the SAP reference model set contains a total of 13,254 nodes, refactoring
all clones in this repository reduces the total size by 38.8% . Some clones might be
too small to justify extracting them into separate subprocesses. While refactoring small
clones can lead to some reduction in the size of the models, it makes the repository
less easy to navigate through. Given that the smallest model size in the SAP reference
model repository is 5 nodes, it would make sense to only refactor clones that have a
size of at least 5 nodes. There are 242 different clones that satisfy this requirement,
yielding a total refactoring gain of 4,661 nodes (total size reduction of 35.1%). In the
insurance company models, we found only 25 clones, with a total refactoring gain of
41 nodes – corresponding to a reduction in the repository size of only 0.95% . All
these clones are of size less than 5. This is because the insurance company models are
highly unstructured, with the top level RPST nodes often being large rigids. This kind of
models give less refactoring opportunities and hint to the possibility that the proposed
clone detection technique would gain from being used in combination with techniques
for transforming unstructured process models into block-structured ones.
0
10
20
30
40
50
60
70
80
1 10 19 28 37 46 55 64 73 82
Fr
e
q
u
e
n
cy
Refactoring gain
Gains Histogram (SAP models)
(a)
0
2
4
6
8
10
12
1 2 3 4
Fr
e
q
u
e
n
cy
Refactoring gain
Gains Histogram (Insurance company models)
(b)
Fig. 6. Histogram of refactoring gains for SAP and insurance company models.
5 Related Work
Clone detection in software repositories has been an active field for several years. Ac-
cording to [2], approaches can be classified into: textual comparison (or string match-
ing), token comparison (e.g. lexer token information and literals and identifiers to
achieve an approximate matching), metric comparison, comparison of abstract syntax
tree (AST), and comparison of program dependence graphs (PDG). The last two cate-
gories are close to our problem, as they use a graph-based representation for the source
Clone Detection in Repositories of Business Process Models 13
code. In [1], the authors describe a method for clone detection based on ASTs. The
method applies a hash function to subtrees of the AST in order to distribute subtrees
across buckets. Subtrees in the same bucket are compared by testing for tree isomor-
phism. This work differs from ours in that RPSTs are not perfect trees. Instead, RPSTs
contain rigid components that are irreducible and need to be treated as subgraphs – thus
tree isomorphism is not directly applicable.
[8] describes a technique for code clone detection using program dependence graphs
(PDG). The PDG is a directed graph where nodes correspond to lexer tokens, and edges
correspond to control, data and reference dependencies. A subgraph isomorphism al-
gorithm is used for clone detection. This technique is unsuitable for online processing
due to performance and memory requirements [2]. In contrast, we apply an adapted
version of the canonical hash code proposed in [18] in order to avoid the need for sub-
graph isomorphism detection. The bottleneck is that we have to potentially consider all
permutation of gateways in a rigid component in order to construct the canonical hash
code. Our experiments show however that this can be achieved in sub-second times even
for large process models. Another difference between our approach and those based on
PDG is that we take advantage of the RPST in order to decompose the process graph
into SESE fragments, allowing us to focus on smaller fragments at once.
Work on clone detection has also been undertaken in the field of model-driven engi-
neering. [3] describes a method for detecting clones in large repositories of Simulink/-
TargetLink models from the automotive industry. Models are partitioned into small con-
nected components and then compared pairwise using a heuristic subgraph matching
algorithm. Model partitioning is used for reducing the memory requirements, but the
complexity inherent to the subgraph matching problem makes the solution applicable
only for batch-mode systems. In [9], the authors describe two methods for exact and
approximate matching of clones for Simulink models, respectively. In the first method,
they apply an incremental, heuristic subgraph matching algorithm, again with its in-
herent complexity. In the second approach, graphs are represented by a set of vectors
built from graph features: e.g. path lengths, vertex in/out degrees, etc. An empirical
study shows that the approximate matching approach improves the pre-processing and
running times, while keeping a high precision. However, this data structure does not
support incremental insertions and deletions and thus is only suitable for batch mode.
Our work is also related to that of graph indexing, which is used for instance, in or-
der to support queries on XML and RDF databases. GraphGrep [15] is a data structure
centered around paths in the Graph. For every vertex in the graph, paths of 1 up to a
fixed threshold length are computed. The resulting set is then stored and used for query
processing. Moreover, queries can be specified as regular expressions, e.g. XPath path
expressions, which are then mapped to paths in the index. The storage requirements
of GraphGrep are large. The fact that paths are computed up to a threshold length re-
duces the usefulness of the index for clone detection. In [5], the authors present the
Closure-tree index. This data structure organizes graphs as a hierarchy of subgraphs.
Each leaf in the tree stores (a reference to) an entire graph. Non-leave nodes contain
closure subgraphs, where nodes are either real nodes in the original graph or “closure”
nodes representing folded subgraphs. The major drawbacks of the Closure-tree index
are large store requirements, and a significant time overhead during creation/update.
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In previous work [6], we described an index based on B+ trees to improve the ef-
ficiency of querying process model repositories for exact and approximate matches. In
this approach process models are represented as Petri nets and process paths are used
as index features. Given a collection of models, a B+ tree is used to reduce the search
space by discarding those models that do not contain any path of the query model. The
remaining models are checked for subgraph isomorphism. This method suffers from the
inherent complexity of subgraph isomorphism, which is tested on entire graphs.
In [17], eleven process model refactoring techniques are identified. The techniques
are divided into three groups. The first group of techniques are based on exact match
and include techniques such as extracting process fragments, replacing fragments with
a reference and so on. The second group is based on process model approximate match
and merging – generalizing the process model variants into one model from which the
initial models are derived. The third group includes techniques for analyzing execu-
tion or change logs in order to identify and remove unused branches. The above work
does not provide algorithms for identifying refactoring opportunities. Our contribution
addresses the problem of identifying opportunities for extracting process fragments.
6 Conclusion
We presented a method to index process models so as to identify duplicate SESE frag-
ments (clones) that can be refactored into separate subprocesses. The proposal combines
a method for decomposing process models into SESE fragments with a method for gen-
erating a unique string from a labeled graph. This string is used to determine whether a
SESE fragment in a model appears elsewhere in the same or in another model.
An experimental evaluation was conducted using two process model repositories.
The average insertion time per process model was below 100ms for models with aver-
age sizes of 22-33 task nodes. This observation demonstrates that the proposed clone
detection approach can scale up to commercial-grade repositories.
In the first repository, ca. 250 clones of non-trivial size were found. By refactoring
these clones, the overall size of the repository is reduced by 39%. Arguably, this refac-
toring would considerably simplify the maintainability of the models in such a repos-
itory. In the second repository, we found a significant number of clones but mainly of
trivial size. Some non-trivial clones were found, but refactoring them would yield only
a 1% overall reduction. Closer inspection of this second repository shows that, in com-
parison to the first one, it consists of highly unstructured components (“rigids”). While
some redundancy exists, it cannot be refactored into separate subprocesses because the
redundant fragments are not SESE – a necessary property for subprocess extraction.
This latter observation suggests that additional gains could be obtained by combin-
ing the proposed refactoring technique with techniques for automatically transforming
unstructured process models into equivalent block-structured ones. In recent work [10],
we showed that a large family of process models can be transformed into equivalent
structured ones. Combining the proposed clone detection technique with existing tech-
niques for block-structuring process models is a direction for future work.
Another avenue for future work is to extend the proposed technique in order to iden-
tify approximate clones. This has applications in the context of process standardization,
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when analysts seek to identify similar but non-identical fragments and to replace them
with standardized fragments in order to increase the homogeneity of work practices.
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