This paper studies prediction summary measures for a prediction function under a general setting in which the model is allowed to be misspecified and the prediction function is not required to be the conditional mean response. We show that the R 2 measure based on a variance decomposition is insufficient to summarize the predictive power of a nonlinear prediction function. By deriving a prediction error decomposition, we introduce an additional measure, L 2 , to augment the R 2 measure. When used together, the two measures provide a complete summary of the predictive power of a prediction function. Furthermore, we extend these measures to right-censored time-to-event data by establishing right-censored data analogs of the variance and prediction error decompositions. We illustrate the usefulness of the proposed measures with simulations and real data examples. Supplementary materials for this article are available online.
Introduction
In this paper we develop prediction accuracy ymeasures for a nonlinear model and for rightcensored time-to-event data. In addition to evaluating a model's prediction performance, prediction Accuracymeasures are useful for assessing the practical importance of predictors and for comparing competing models that are not necessarily nested nor correctly specified.
By far, the most commonly used prediction accuracy measure for a linear model is the R-squared statistic, or coefficient of determination. Let Y be a real-valued random variable and X be a vector of p real-valued explanatory random variables or covariates. Assume that one observes a random sample (Y 1 , X 1 ), . . . , (Y n , X n ) from the distribution of (Y, X).
The R-squared statistic is defined as
whereŶ i = a + b T X i is the least squares predicted value for subject i. The R 2 statistic has the straightforward interpretation as the proportion of variation of Y which is explained by the least squares prediction function due to the following decomposition:
total variation = explained variation + unexplained variation Despite its popularity in linear regression, the R 2 statistic defined by (1) is not readily applicable to a nonlinear model since the decomposition (2) no longer holds. In the past decades, much efforts have been devoted to extending the R-squared statistic to nonlinear models.
Among others, the pseuodo R 2 statistics for a nonlinear model include likelihood-based measures (Goodman, 1971; McFadden et al., 1973; Maddala, 1986; Cox and Snell, 1989; Magee, 1990; Nagelkerke, 1991) , information-based measures (McFadden et al., 1973; Kent, 1983) , ranking-based measures (Harrell et al., 1982) , variation-based measures (Theil, 1970; Efron, 1978; Haberman, 1982; Hilden, 1991; Cox and Wermuth, 1992; Ash and Shwartz, 1999) , and the multiple correlation coefficient measure (Mittlböck et al., 1996; Zheng and Agresti, 2000) . However, none of the existing pseudo R 2 measures are motivated directly from a variance decomposition and none have received the same widespread acceptance as the classical R 2 for linear regression. Interested readers are referred to Zheng and Agresti (2000) for an excellent survey of existing pseudo R 2 measures and further references on this topic.
The first goal of this paper is to develop prediction accuracy measures for a prediction function under a general setting in which the model is allowed to be misspecified and the prediction function may be different from the conditional expected response. We begin with defining population prediction accuracy measures. Based on a simple variance decomposition, we define a ρ 2 measure as the proportion of the explained variance of Y by a corrected prediction function. It can be shown that the ρ 2 parameter is identical to the squared multiple correlation coefficient between the response and the predicted response.
Since it describes the proportion of the explained variance by the corrected prediction function, which in general is not the same as the uncorrected prediction functions, the squared multiple correlation coefficient, a popular pseudo R 2 , is not sufficient to summarize the predictive power of nonlinear models. As a remedy, we derive another parameter, named λ 2 , as the proportion of the explained prediction error by the corrected prediction function based on a mean-squared prediction error decomposition. The parameter λ 2 measures how close the uncorrected prediction function is to its corrected version. The two parameters characterize complementary aspects regarding the predictive accuracy of the prediction function. When used in combination, they provide a complete summary of the predictive power of the uncorrected prediction function. We further obtain finite sample versions of the variance and prediction error decompositions, define the corresponding sample prediction accuracy measures, namely R 2 and L 2 , and establish their asymptotic properties. It is worth noting that for the least squares prediction function under the linear model, the L 2 measure degenerates to 1 and therefore only R 2 is needed to describe its predictive power in the classical linear regression analysis.
The second goal of the paper is to develop new prediction accuracy measures for an event time model based on right censored time-to-event data. Note that it is challenging to extend the R 2 definition (1) to right-censored data even for the linear model. A variety of pseudo R 2 measures and other loss functions have been proposed for event time models with right-censored data (Kent and O'QUIGLEY, 1988; Korn and Simon, 1990; Graf et al., 1999; Schemper and Henderson, 2000; Royston and Sauerbrei, 2004; O'Quigley et al., 2005; Stare et al., 2011) . For example, the EV option in the SAS PHREG procedure gives a generalized R 2 measure proposed by Schemper and Henderson (2000) for Cox's (1972) proportional hazards model. A more recent proposal by Stare et al. (2011) uses explained rank information, which is applicable to a wide range of event time models. Stare et al.
(2011) also gave a thorough literature review of prediction accuracy measures for event time models. We highlight that for linear regression, none of the existing pseudo R 2 measures for right censored data reduce to the classical R-squared statistic in the absence of censoring.
Moreover, under a correctly specified model, they do not converge to the nonparametric population R-squared value ρ 2 N P ≡ var(E(Y |X))/var(Y ), the proportion of the explained variance by E(Y |X), as the sample size grows large. Finally, as shown in Section 4 ( reduces to 1. Second, when the prediction is the conditional mean response based on a correctly specified model, our R 2 statistic is a consistent estimate of the nonparametric coefficient of determination ρ 2 N P , and L 2 converges to 1 as the sample size grows large.
Third, our method is applicable to any event time model with right-censored data. Fourth, our measures are defined without requiring the model to be correctly specified. Lastly, our measures can be used to compare unnested models.
The rest of the paper is organized as follows. In Section 2.1, we define a pair of population prediction accuracy measures for a general prediction function from a possibly mis-specified model by deriving a variance decomposition and a mean squared prediction error decomposition. Sample measures based on independent and identically distributed complete data are then proposed and studied in Section 2.2. Section 3 discusses how to extend these measures to event time models with right-censored data. Section 4 presents simulation studies to illustrate the performance of the proposed sample measures and compare them with some existing measures in the literature. Real data illustrations are given in Section 5. Proofs of theoretical results are deferred to Appendix. Final remarks are provided in Section 6.
Prediction Summary Measures for a Nonlinear Model
Denote by F (y|x) = P (Y ≤ y|X = x) and µ(x) = E(Y |X = x) the true conditional distribution function and the true conditional expectation of Y given X = x, respectively. Consider a regression model of Y on X described by a family of conditional distribution functions M = {F θ (y|x) : θ ∈ Θ}, where the parameter θ is either finite dimensional or infinite dimensional. For example, F θ (y|x) = Φ((y − α − β T x)/σ) for the linear regression model with a normal N (0, σ 2 ) random error, where θ = (α, β T , σ 2 ) and Φ is the standard normal cumulative distribution function. The Cox (1972) proportional hazards model is an example of a semi-parametric regression model with
where θ = (β, F 0 ) consists of a finite dimensional regression parameter β and an infinite dimensional unknown baseline distribution function F 0 . We allow the model M to be misspecified in the sense that M may not include the true conditional distribution function F (y|x) as a member.
For any θ ∈ Θ, let m θ (X) be a prediction function of Y obtained as a functional of θ (0.5|x). Assume thatθ is a sample statistic such that as n → ∞,
For example, ifθ is the maximum likelihood estimate for a parametric model, then under some regularity conditionsθ converges in probability to a well-defined limit, θ * , even when the model is misspecified (Huber, 1967) . If the model is correctly specified, then θ * is the true parameter value. On the other hand, if the model is misspecified, then θ * is the parameter that minimizes the Kullback-Leibler Information Criterion (Akaike, 1998) .
In this section, we first develop population prediction accuracy measures for m θ * (X), which can be regarded as the asymptotic accuracy measures for the predictive power of mθ(x). Sample prediction accuracy measures for mθ(X) are then derived accordingly and their asymptotic properties are studied.
Population Prediction Summary Measures
For any p-variate function P (x), define
as the mean squared prediction error (M SP E) of P (X) for predicting Y .
In general, one would expect a good prediction function P (X) of Y to possess at least the following basic properties: i) E{P (X)} = µ Y , and ii)
where 
It is straightforward to show that m (c) θ * (X) has the following properties.
It follows from (i) and (ii) that m 
= explained variance + unexplained variance where the first and second terms on the right hand side represent respectively the explained variance and the unexplained variance of Y by m
= explained prediction error + unexplained prediction error where the first and second terms on the right hand side can be interpreted as the explained prediction error and unexplained prediction error of m θ * (X) by m (c)
Based on the above decompositions, we introduce the following prediction accuracy measures. 
Definition 2.2 Define
= explained variance by µ(X) + unexplained variance.
We refer the proportion of explained variance by µ(X):
as the nonparametric coefficient of determination. Note that ρ N P is the "correlation ratio" studied previously by Rényi (1959) .
The next theorem summarizes some fundamental properties of ρ 2 m θ * and λ 2 m θ * .
Theorem 2.1 (a) Let ρ(ξ, η) denote the correlation coefficient between two random vari-
BLU E is equal to the population value of the classical coefficient of determination for linear regression. is the maximal coefficient of determination over all prediction functions Q(X).
Sample Prediction Summary Measures
Assume that one observes a random sample (Y 1 , X 1 ), . . . , (Y n , X n ) of n independent and identically distributed (i.i.d.) replicates of (Y, X). Now we derive sample accuracy measures for the predictive power of mθ(X), whereθ =θ(Y 1 , X 1 , . . . , Y n , X n ) is a sample statistic satisfying (3).
We first give a finite sample version of the decompositions in Lemma 2.1.
to be the linearly corrected function for mθ(x),
is the ordinary least squares regression function obtained by linearly regressing
The sample version of ρ 2 and λ 2 are then defined by
and
where R 2 mθ is the proportion of variation of Y explained by m Theorem 2.2 Assume condition (3) holds. Assume further that m θ * (x) is a bounded function and
Then, as n → ∞, (a) (Consistency)
where σ 2 ρ and σ 2 λ are the asymptotic variances.
The asymptotic results allow one to assess the variability of the sample measures R 2 mθ and L 2 mθ and obtain confidence interval estimates for the corresponding population parameters. In practice, the bootstrap method (Efron and Tibshirani, 1994) or a transformationbased method would be more appealing than the normal approximation method because the sampling distributions of R 2 mθ and L 2 mθ can be skewed, especially near 0 and 1.
Sample Prediction Summary Measures for Right Censored Data
In this section we extend the prediction accuracy measures R 2 mθ and L 2 mθ developed in the previous section to an event time model with right censored time-to-event data. Recall that we consider a regression model of Y on X described by a family of conditional distribution functions M = {F θ (y|x) : θ ∈ Θ}, where the parameter θ is either finite dimensional or infinite dimensional. Let T = min{Y, C} and δ = I(Y ≤ C), where C is an censoring random variable that is assumed to be independent of Y given X. Assume that one observes a right censored sample of n independent and identically distributed triplets (T 1 , δ 1 , X 1 ), . . . , (T n , δ n , X n ) from the distribution of (T, δ, X).
Assume thatθ =θ(T 1 , δ 1 , X 1 , . . . , T n , δ n , X n ) is a sample statistic satisfying (3). Apparently the sample prediction accuracy measures defined in (13) and (14) are no longer applicable to right censored data because Y is not observed for everything subject. Below we obtain right-censored data analogs of the uncensored data decompositions (11) and (12), and define prediction summary measures for right censored data.
Lemma 3.1 Let w 1 , . . . , w n be a set of nonnegative real numbers satisfying
to be a linearly corrected function for mθ(x), whereâ
is the fitted regression function from the weighted least squares linear regression
The weighted decompositions (17) and (18) in the above lemma hold for any set of nonnegative weights w 1 , . . . , w n satisfying n i=1 w i = 1. The next lemma shows that for a particular set of weights defined by (19) below, the decompositions (17) and (18) can be viewed as right-censored data analogs of the variance decomposition (11) and the prediction error decomposition (12), respectively.
Lemma 3.2 Let
whereĜ is the Kaplan-Meier (Kaplan and Meier, 1958) estimate of G(c) = P (C > c).
Assume (3) and (15) hold. Assume further that C is independent of X. Then, under mild regularity conditions,
Motivated by Lemmas 3.1 and 3.2, we define the following prediction accuracy measures of m θ * (X) for right-censored data.
Definition 3.1 The right censored sample version of ρ 2 and λ 2 are defined by
where the weight w i 's are defined by (19) and m (c) (Asymptotic normality). Assume the assumptions of Lemma 3.2 hold. Then, under certain regularity conditions,
as n → ∞, where v 
Simulations
In the first simulation, we examine the prediction power of a Cox model by simulating its population ρ 2 N P value as defined by (9) and use it as a benchmark to evaluate the performance of two existing R 2 -type measures proposed by Schemper and Henderson (2000) and H 0 (t) = (0.5t) ν , and X is dichotomous = 10* Bernoulli(0.5). We consider six settings by varying β = 0.2, 5, and ν = 0.5 (models 1 and 4), 1 (models 2 and 5), and 10 (models 3 and 6). We approximate an population ρ 2 value by averaging its sample R 2 values over 100
Monte Carlo samples of size n = 5, 000 with no censoring. The results are summarized in Table 1 .
[Insert Table 1 approximately here]
It is seen from Table 1 In the second simulation, we consider a model with independent censoring to investigate the performance of our proposed sample prediction accuracy measures R 2 and L 2 for rightcensored data in comparison with the pseudo R 2 measures proposed by Schemper and Henderson (2000) and Stare et al. (2011) using the population ρ 2 and λ 2 as benchmarks.
Specifically, the event time Y is generated from a Weibull model log(Y ) = β T X + σW , where β = 1, σ = 0.15, X ∼ U (0, 1), and W has the standard extreme value distribution.
Independent right-censoring time is set to be C ∼ W eibull(shape = 1, scale = b). We adjust b to produce censoring rates 25%, 0%, 50% and 70%. We then compute prediction accuracy measures for the Cox PH model that is well specified and for the log-normal AFT model that is obviously mis-specified. Again, the population ρ 2 and λ 2 are approximated by the averaged sample values over 100 Monte Carlo samples of size n = 5, 000, assuming no censoring. For the sample measures, we consider sample size n = (50, 200, 500) for each of the parameter settings. The results are reported in Table 2 . Each entry in Table 2 is based on 1,000 replications.
[Insert Table 2 approximately here]
First, we observe from Schemper and Henderson (2000) has the same value for the Cox model and the log-normal AFT model and thus is unable to distinguish between the prediction power of these two models.
In the third simulation, we study the robustness of the R 2 and L 2 measures defined in Section 3 when the independent censoring assumption is perturbed. The simulation setup is similar to the second simulation except that the censoring time C is dependent on the covariate X and that Y and C are conditional independent given the covariate. Specifically, log(C) = γ T c X + θ c × V , where X ∼ U (0, 1), θ c = 4, V ∼ extreme value distribution, and γ c is adjusted to give censoring rates 25%, 50% and 70%. The results are presented in Table   3 .
[Insert Table 3 approximately here]
It is seen that the results in Table 3 are very similar to Table 2 . Therefore our proposed R 2 and L 2 measures are not very sensitive to violations of the independent censoring assumption.
Finally, we also conducted simulations when the Kaplan-Meier estimateĜ in (19) is replaced by a Cox model based estimate of the conditional survival function of C. The results are similar and thus not included here.
Real Data Examples
Example 1 (Moore's Law). Moore's law predicts that the number of transistors in a dense integrated circuit doubles approximately every two years (Moore et al., 1975; Schaller, 1997) . A scatter plot of the log 2 -transformed transistor count together with the fitted least squares line from year 1971 to 2012 is depicted in Figure 2 studies. An important question is whether NY-ESO-1 is an important prognostic marker for overall survival. Table 4 presents the Cox regression results of overall survival based on a right-censored data from 36 platinum resistant ovarian cancer patients treated at UCLA.
[Insert Table 4 approximately here]
It is seen from Table 4 that NY-ESO-1 is statistically significant (p-value=0.04) at an α = 0.05 level with a hazard ratio 3.12. However, as demonstrated in Section 4 (Table 1) , a large hazard ratio does not always imply high prediction power. To evaluate the prediction power of NY-ESO-1 on overall survival, we computed the prediction accuracy measures R 2 and L 2 of two Cox's models with and without NY-ESO-1 in Table 5 , which shows that the R 2 value drops from 0.48 to 0.36 when NY-ESO-1 is removed from the model, indicating NY-ESO-1 is a potentially important prognostic marker for overall survival.
[Insert Table 5 approximately here]
We also investigated if CA 125, a protein tumor marker measured in the blood, is a good prognostic marker for overall survival of the same patient population. By comparing models, with and without CA 125, we see that the R 2 value drops only minimally from 0.483 to 0.477 when CA 125 is removed from the model. Hence, there is no evidence of CA 125 being a good prognostic marker for overall survival even though it has a larger hazard ratio (3.92) than that (3.12) of NY-ESO-1, which is not surprising for unnested
Cox's models with different baseline hazards as observed in Section 4 ( (Fan and Li, 2002) , and Adaptive LASSO (Zhang and Lu, 2007) .
[Insert Table 6 approximately here]
It is seen from Table 6 that with a linear correction, the model selected by Adaptive LASSO uses the fewest (13) features to achieve the highest proportion of explained variation (R 2 A−LASSO = 0.50). In contrast, the model selected by LASSO uses 11 more features to achieve a slightly lower R 
Discussion
We have introduced a pair of accuracy measures for the predictive power of a prediction function based on a possibly mis-specified regression model. Both population and sample measures are derived. The first measure ρ 2 is an extension of the classical R 2 statistic for a linear model, quantifying the amount of variability in the response that is explained by a linearly corrected prediction function. The second measure λ 2 is the proportion of the squared prediction error of the original prediction function that is explained by the corrected prediction function, quantifying the distance between the corrected and uncorrected predictions. Generally speaking, ρ 2 measures the prediction function's ability to capture the variability of the response and λ 2 measure its bias for predicting the mean regression function. When used together, they give a complete accuracy of the predictive power of a prediction function.
We have also extended the proposed prediction accuracy measures to right-censored data by deriving right-censored sample versions of the variance and prediction error decompositions. As discussed earlier, the resulting prediction accuracy measures for rightcensored data possess many appealing properties that other existing pseudo R 2 measures do not have: 1) for the linear model, our R 2 statistic reduces to the classical coefficient of determination when there is no censoring; 2) If the prediction is the conditional mean response based on a correctly specified model , then our R 2 statistic is a consistent estimate of the population nonparametric coefficient of determination or the proportion of variance of Y explained by E(Y |X); 3) our method is applicable to any event time model; 4) our measures are defined without requiring the model to be correctly specified, and 5) our measures can be used to compare unnested models.
We have implemented our methods for right-censored data using R. Our R code is available upon request.
Lastly, this paper focuses on i. Schemper and Henderson (2000) and Stare et al. (2011) . (b). Note that
Model
The asymptotic normality of J 1 follows from the Central Limit Theorem. Moreover, under the assumption (15),
One can indeed establish the joint convergence to a multivariate normal limit of multiple quantities in the expression of R In particular, h(T, X) = 1, h(T, X) = T and h(T, X) = T 2 , correspond to
= E(Y ), and E δT
which imply thatT
The proof for the other results of the lemma are similar and omitted.
PROOF OF THEOREM 3.1. (a). If there is no censoring, or δ i = 1 for all i, then the Kaplan-Meier estimate of the survival function of the censoring time is identical to 1. Thus w i = 1/n for all i. The conclusion of (a) follows immediately.
The proof of parts (b) and (c) is essentially the same as that of Theorem 2.2. and thus we omit the details.
