In this paper, a nonlinear business cycle model of Kaldor-type with delay is considered. A Hopf bifurcation is proved to occur as the delay (taken as a parameter of bifurcation) crosses some critical value.
Introduction
In this paper, we consider the general Kaldor-type business cycle model proposed in [10] , and investigated in its general dynamic behavior in [3] , under the assumption of Bischi et alt. [4] that the investment demand is an increasing and sigmoid-shaped function of income and a linear decreasing function of capital stock. In addition, we introduce a time delay into capital stock (see e.g. [1] , [2] , [5] [6] [7] [8] [9] for a similar approach in recent models). The resulting model is described by the following system of two delay differential equations
where the dynamic variables Y and K represent the income value and the capital stock in period t, respectively, 0 < σ < 1, 0 < δ < 1, α > 0 and µ > 0. For simplicity, we omit the time index; Y d = Y (t − τ ) and K d := K(t − τ ), with τ ≥ 0 the time delay. By choosing the delay constant as a bifurcation parameter, we prove system (1) to exhibit Hopf bifurcation as τ passes through a critical point, where a family of periodic solutions bifurcate from an equilibrium point.
Existence of equilibria and local bifurcations
The equilibrium points of system (1) 
which can be rewritten as
From Bischi and al. [4] , we know that system (2), and so (1), admits three equilibria P = (µ, µσ/δ), Q and R, where the points Q, R are symmetric with respect to P. Let (Y * , K * ) denote an equilibrium point for system (1) . Then linearizing system (1) at (Y * , K * ) yieldṡ
The characteristic equation of the linearized equation (3) is
From (4), we obtain
where
In absence of delay, we have the following result on stability of the equilibrium point (Y * , K * ) of system (1).
The statement follows noting that
Hence the system is unstable.
Let τ > 0. We want to determine whether the real part of some root of (5) increases to zero and eventually becomes positive as τ varies. Clearly, λ = 0 is not a root of (5) 
. For simplicity, we assume this condition to hold (in case (Y * , K * ) = P this is always true). Supposing λ = iω, ω > 0, is a root of (5), one has ∆ 1 (iω, τ ) · ∆ 2 (iω, τ ) = 0. We observe that ∆ 2 (iω, τ ) = 0. In fact, if
then separating Eq. (7) into real and imaginary parts gives
Squaring both sides and adding both equations, we obtain
Being 0 < δ < 1, we have the contradiction ω 2 < 0. Let us now investigate ∆ 1 (iω, τ ) = 0, i.e.
Proceeding as before yields
Therefore, we obtain that ω satisfies the following second degree polynomial
has a pair of simple purely imaginary roots λ = ±iω 0 at a sequence of critical values τ j , j ∈ N 0 = N ∪ {0}, where
Proof. From (9) we see that ω > 0 exists if
This concludes the first part of the statement. The critical values τ j of τ are determined from the equations in (8) . Finally, if λ = iω 0 were not simple, then differentiating (5) with respect to λ, using (5), and evaluating the resulting equation for λ = iω 0 , we would have 1 + τ j (1 + iω 0 ) = 0, namely the contradiction ω 0 = 0.
is the root of Eq. (5) near τ = τ j satisfying ν(τ j ) = 0 and ω(τ j ) = ω 0 ,with ω 0 and τ j defined in (10) 
namely each crossing of the real part of characteristic roots at τ j must be from left to right.
Proof. Substituting λ(τ ) into (5) and taking the derivative with respect to τ , one has dλ dτ
A direct calculation leads to
, so that we can conclude
Based on the previous analysis, we have the following result. Theorem 2.6. Let ω 0 and τ j be defined as in (10).
1. The equilibrium point P of (1) is unstable for all τ ≥ 0. 2 ]} , the equilibrium points Q and R of (1) are locally asymptotically stable when τ ∈ [0, τ 0 ) and unstable when τ > τ 0 . Moreover, (1) undergoes Hopf bifurcations when τ = τ j (j = 0, 1, 2, ...).
