Abstract. Our main result is a local limit law for the empirical spectral distribution of the anticommutator of independent Wigner matrices, modeled on the local semicircle law. Our approach is to adapt some techniques from one of the recent papers of Erdös-Yau-Yin. We also use an algebraic description of the law of the anticommutator of free semicircular variables due to Nica-Speicher, a self-adjointness-preserving variant of the linearization trick due to HaagerupSchultz-Thorbjørnsen and the Schwinger-Dyson equation. A byproduct of our work is a relatively simple deterministic version of the local semicircle law.
for slicker treatments.) It turns out to mesh well with "self-improving" estimates of the type characteristic of the paper [9] .
1.1. Setup for the main result. We formulate our main result forthwith. See §2 below for notation.
1.1.1. Constants. Fix constants α 0 > 0 and α 1 ≥ 1. We also employ the absolute constant c 4.1 ≥ 1 defined in Proposition 4.1, which is related to some special solutions of the Schwinger-Dyson equation.
1.1.2. Random matrices. Let N ≥ 2 be a integer. Let U, V ∈ Mat N be random hermitian matrices with the following properties:
The family {U (i, j), V (i, j)} 1≤i≤j≤N is independent. (2) All entries of U and V have mean zero. (3)
This is a class of Wigner matrices similar to that considered in [9] . Condition (1) is merely a technically convenient way of imposing uniformly a tail bound of exponential type. (See Proposition 8.3 below for the equivalence.) 1.1.3. Apparatus from free probability. (For background see [3, Chap. 5] , [16] , [22] .) Let u and v be freely independent semicircular noncommutative random variables. Let µ {uv} denote the law of {uv} and let (5) m {uv} (z) = µ {uv} (dt) t − z for z ∈ h denote the Stieltjes transform of that law. Context permitting (most of the time) we will write briefly m = m {uv} (z). Although m depends on z the notation does not show it. It was shown in [15, Eq. (1.15) ] as part of a general discussion of commutators of free random variables that m satisfies the equation
(Caution: Our sign convention for the Stieltjes transform is opposed to that of [15] .) From (6) it follows that the support of µ {uv} is [−ζ, ζ] where More precisely, it was shown that µ {uv} has a density with respect to Lebesgue measure and this density was calculated explicitly. (See [15, Eq. (1.17) ].) The density will not be needed here.
See [5] for a recent discussion and application of the law µ {uv} in another context.
1.1.4.
The function h. For z ∈ h let (8) h = |z + ζ| ∧ |z − ζ| ∧ 1.
The number 0 < h ≤ 1 depends on z but the notation does not show it.
Here is our main result. Theorem 1.2. Notation and assumptions are as above. (Also see §2 for general notation.) There exists a random variable K ≥ 1 with the following two properties.
On the event [[[U ]] ∨ [[V ]] ≤ 4] one has (9)
for z ∈ h such that |ℜz| ∨ ℑz ≤ 8 and 4c
For every t > 0 one has Pr(K > t 2α0+1 ) ≤ β 0 N β1 exp(−β 2 t), (10) for positive constants β 0 and β 2 depending only on α 0 and α 1 and a positive absolute constant β 1 .
The theorem is not so sharp as the sharpest available concerning the local semicircle law. The novelty here, rather, is to have made inroads on the general problem of proving local limit laws for polynomials in Wigner matrices. Looking forward, we have given some of our arguments in a general setting when this could be done without making the paper significantly longer. (See §5 and §6 below.) But some arguments are quite ad hoc (see §4 below) and implicitly pose the problem of finding conceptual general arguments with which to replace them.
One has delocalization of eigenvectors in our setup in the following sense. . We still write {U V } and K for these evaluations, respectively. Let λ be an eigenvalue of {U V } and let v be a corresponding unit-length (right) eigenvector. Assume that |λ| ≤ 8. Let ρ = 4c This result is roughly comparable to [9, Cor. 3.2] . Figure 1 shows σ as a function of λ for ρ = 0.2, 0.02, 0.002, 0.0002. The bound (11) is not optimal near the edge of the spectrum and it is an open problem to optimize it.
Proof. Let λ 1 ≥ · · · ≥ λ N be the eigenvalues of {U V } and let v 1 , . . . , v N be corresponding unit-length eigenvectors. We have for i = 1, . . . , N and z ∈ h the standard formula
which we will apply presently. We may assume that λ = λ i0 and v = v i0 for a suitable index i 0 . Let z 0 = λ + iσ and h 0 = h| z=z0 , noting that 
for some positive constants c 0 , c 1 and c 2 depending only on α 0 and α 1 . See, e.g., the argument presented immediately after [3, Lemma 2.1.23]. The lemma in question is a combinatorial lemma somewhat weaker than the classical result of [10] and weaker still than the more refined results of [23] . We will not deal further here with the rate of decay of Pr(
Our proof of Theorem 1.2 is structured overall by the following trivial remark.
be continuous functions on a connected topological space X . Make the following assumptions.
Then we have
The proposition is a less technically demanding way to think about estimates in the self-improving style of [9] .
Proof. We have ∅ = {f 1 < f 2 } ⊂ {f 1 ≤ f 3 } ⊂ {f 1 < f 2 } by hypotheses (12), (13) and (14), respectively. Since {f 1 ≤ f 3 } is open, closed and nonempty, in fact {f 1 ≤ f 3 } = X by connectedness of X .
1.6.
Further comments on methods of proofs.
1.6.1. A reasonably simple explicit description of the random variable K will be given later. Given this description, the proof of property (10) turns out to be an exercise involving methods from the toolbox of [9] . Under more restrictive hypotheses it is likely one could obtain stronger results using the Hanson-Wright inequality.
For an illuminating modern treatment of the latter see the recent preprint [17] .
1.6.2. The main technical result of the paper by which means we prove (9) is a deterministic statement of a form perhaps not seen before in connection with local limit laws. (See Theorem 7.9 below.) Its proof is a reworking of the idea of a self-improving estimate-rather than marching by short steps toward the real axis, updating estimates at each step as in [9] , we get our result at once by using Proposition 1.5.
1.6.3. We employ here generalized resolvent techniques from [1] . But we do so with significant simplifications, e.g., we do not use two-variable generalized resolvents and Stieltjes transforms-rather, we get by with just the classical parameter z.
1.7. The deterministic local semicircle law. To facilitate comparison of our results to the literature on the local semicircle law, we include an appendix in which we state and sketch a proof of the semicircular analogue of Theorem 7.9. This we call the deterministic local semicircle law. (See Theorem 9.2 below.) The latter may be of independent interest if only for its heuristic and pedagogical value.
1.8. Outline of the paper. In §2 we set out basic notation. In §3 we review the definition of the general Schwinger-Dyson equation, including the key notion of nondegeneracy. In §4, which is an ad hoc mixture of free probability and high school algebra (mostly the latter), we construct and analyze the particular solutions of the Schwinger-Dyson equation needed for study of anticommutators. We also pose a problem in this section for the free probability theorists. In §5 we present a general stability analysis of the Schwinger-Dyson equation. In §6 we expeditiously analyze a matrix-valued version of the self-consistent equation [9, Lemma 4.3] by algebraic and deterministic methods. (See Proposition 6.2 below.) In §7 we do the main work of proving (9) . We keep the self-improving spirit of the analysis in [9] , and continue in particular to rely heavily on (analogues of) the formula
where X is an arbitrary N -by-N hermitian matrix, but our approach is deterministic and algebraic. In §8 we finish the proof of Theorem 1.2. Finally, in §9 we briefly present our deterministic version of the local semicircle law.
2. Notation 2.1. Basic notation. Let {xy} = xy + yx denote the anticommutator of x and y. We write i = √ −1 (roman typeface). For real numbers x and y, let x∨y (resp., x∧y) denote the maximum (resp., minimum) of x and y. For x ≥ 0, let x • = x∨1. Let ℜz and ℑz denote the real and imaginary parts of a complex number z, respectively, and let z * denote the complex conjugate of z. Let h = {z ∈ C | ℑz > 0} denote the upper half-plane. For a C-valued random variable Z and p ∈ [1, ∞), let Z p = (E|Z| p )
1/p and furthermore, let Z ∞ denote the essential supremum of |Z|. 2i . For A ∈ Mat N , we write A > 0 (resp., A ≥ 0) if A is hermitian and positive definite (resp., positive semidefinite). Given for ν = 1, 2 a matrix A (ν) ∈ Mat kν ×ℓν , recall that the Kronecker product A
(1) ⊗ A (2) ∈ Mat k1k2×ℓ1ℓ2 is defined by the rule
. . . [14] or [19] for background. Actually only p = 1, 2, ∞ will be important.
Stieltjes transforms.
In general, given a probability measure µ on the real line, we define its Stieltjes transform by the formula S µ (z) = µ(dt) t−z for z ∈ h. Note that with this sign convention we have ℑS µ (z) > 0 for ℑz > 0. We also have a uniform bound |S(z)| ≤ 1/ℑz. 2.5. Inexplicit constants. These may be denoted by c, C, etc. and their values may change from context to context and even from line to line. When recalling a previously defined constant we sometimes do so by referencing as a subscript the theorem, proposition, corollary, or lemma in which the constant was defined, e.g., 
A quick overview of the Schwinger-Dyson equation
For background see e.g. [1] , [2] , [3, Chap. 5], [13] or [16] . 
is invertible we say that (Λ, M, Φ) is nondegenerate in which case we let κ = κ Λ,M,Φ denote the inverse of the linear map (18) and we also say with slight abuse of terminology that the quadruple
is a nondegenerate solution of the Schwinger-Dyson equation. If we need to emphasize the role of S we say that (Λ, M, Φ, κ) is a solution defined over S but we omit the epithet when context permits. Recall our notation x • = 1 ∨ x. Finally, we call
the stability radius of (Λ, M, Φ, κ). The meaning of the stability radius will be explained by Theorem 5.1 below.
Here is the class of examples connected to the semicircle law.
is a nondegenerate solution of the Schwinger-Dyson equation defined over C, and the stability radius thereof satisfies the lower bound
This statement needs no proof. For z ∈ h, let m = m {uv} (z) ∈ h be as defined on line (5) above. In turn, let
Although Λ and M depend on z the notation does not show it. The triple (Λ, M, Φ) thus defined is a nondegenerate solution of the Schwinger-Dyson equation defined over Mat 3 . Let
Furthermore, we have bounds
Finally, the nondegenerate solution (Λ, M, Φ, κ) of the Schwinger-Dyson equation has stability radius satisfying the lower bound
where h is as defined on line (8) above and c ≥ 1 is an absolute constant.
The proof will be given in §4.7 below after we have introduced appropriate algebraic tools. Note that the linear map κ depends on z just as do Λ and M , but the notation does not show it. In §7.6 we provide motivation for the choice of the linear map Φ ∈ B(Mat 3 ). It is admittedly a flaw of paper organization that this explanation is so long postponed. But fortunately, only the bare statement of Proposition 4.1 is needed in the sequel. Thus the reader eager to see the big picture could immediately skip ahead to the next section after reading the statement of the proposition.
Formulation of results on the equation (6).
To a large extent the proof of Proposition 4.1 boils down to a study of equation (6) . We prepare for stating several results on that equation as follows. Let
which is the unique positive root of the polynomial
⊂ {w ∈ C | ℑw ≥ 0, |ℜw| ≤ ω and |w| ≤ 1} ⊂ C and let D o denote the interior of D. Repeating (7) for the reader's convenience let
The algebraic results we are going to prove are as follows. In these results and their proofs we forget about Stieltjes transforms. Instead, we focus on the equation (6) above and its equivalent expression (34) below.
The system of equations
has exactly four complex solutions, namely
Thus, in particular, we have ζ = (ii) For each z ∈ h there exists unique m ∈ h such that z = 
where c ≥ 1 is an absolute constant.
The proofs of the three propositions take up the rest of this section after we have made the application to the proof of Proposition 4.1. (32) is no surprise and the factor 4 can be reduced to 1. But the bound (32) is easy to obtain "bare-handed" and so serves as a consistency check.
4.6.3. The recent paper [18] has elucidated finer properties of the laws of selfadjoint polynomials in free semicircular variables. Refinement of this theory to yield in generality the analogue of Proposition 4.1 would smooth the way for a proof of a general local limit law for self-adjoint polynomials in Wigner matrices. We overkill the proofs of Propositions 4.3, 4.4 and 4.5 below in hope of providing a few clues for the general theory we would like to have. (6) can be rewritten as
We then have
Thus (Λ, M, Φ) is indeed a solution of the Schwinger-Dyson equation.
Proof of the bounds (24)
. The first bound is clear. The second bound is proved as follows:
The third bound is equivalent to
and the latter follows easily from Propositions 4.4 and 4.5. Finally the fourth bound follows directly from Proposition 4.4.
Proof of nondegeneracy.
A straightforward calculation shows that the definition (21) can be rewritten
Abusing notation since we haven't yet proved invertibility, let κ −1 denote the linear map (18) . Then we have
With respect to the basis for Mat 3 dual to the peculiar numbering of matrix entries in (35), the matrix for κ −1 is block diagonal with diagonal blocks
respectively. The determinants of these blocks are 
, respectively. We have seen that the roots of m 4 + 4m 2 − 1 are ±ω and ±i/ω. Furthermore, by Proposition 4.4 we have |m| < 1 and |ℜm| < ω. Thus the entries of the matrices above are bounded in absolute value by, say,
It follows by Proposition 4.8 immediately below that we have a bound
. Finally, the bound (25) follows from (33).
Proposition 4.8. Let ψ ∈ B(Mat n ) be any linear map. Let {e ij } n i,j=1 be the standard basis of Mat n consisting of elementary matrices. Write
We omit the routine proof. These three maps generate an eight-element nonabelian group of symmetries centralizing the map (38). Just to have a convenient short catchphrase, we refer to this phenomenon as nonlinear D 8 -symmetry since the group in question is isomorphic to the 8-element dihedral group D 8 .
Proof of Proposition 4.3.
The resultant of the two polynomials figuring in the system (30) with respect to z is the polynomial (26) of which the full set of roots is {±ω, ±i/ω}. The resultant of the two polynomials in (30) with respect to w is the polynomial (29) multiplied by −4z of which the full set of roots is {±ζ, ±i/ζ, 0}.
(The resultants are easy to calculate using a computer algebra system.) This gives us 20 possible solutions for (30). But clearly no solution of the system (30) with z = 0 exists, cutting the number of possibilities down to 16. Since equation (6) is linear in z, for each w ∈ {±ω, ±i/ω} there is exactly one z ∈ {±ζ, ±i/ζ} such that (w, z) is a solution of (30). Thus there are exactly four solutions of (30). One can check directly that (ω, −ζ) is a solution of (30) and finally one gets all four solutions, namely the four on line (31), by exploiting nonlinear D 8 symmetry.
4.11. The quadrant-lifting diagram. Let m = u + iv with u and v real. Then for m 3 − m = 0 we have formulas
By plotting the sets (41) and (42) on the m-line and also keeping track of the 
by (43) and (44), respectively. Let
Let us substitute (t, a) = (m, ω) in (45) and take the product over the two choices of signs. We thus obtain the identity
From the latter we immediately deduce the crucial identity 
Thus by rewriting (40) we obtain the relation
which proves (32). From the partial fraction expansion noted in (34), we deduce a bound
And we have seen that ζ ≤ 4. Bounding the right side of (46) by means of (47) and (48) we find that
Finally, we have crude bounds
1 ∧ |z − ζ| ∧ |z + ζ| which together imply a bound 4 + |z| |z 2 − ζ 2 | ≤ 14
The latter in conjunction with (49) proves (33).
Stability of a general form of the Schwinger-Dyson equation
The main result of this section is the following. Recall our notation 
Statement (50) provides the interpretation of the stability radius
we promised earlier to give. The proof takes up the rest of this section after we have stated some corollaries. The zero-subscripted notation is ugly but it helps us avoid collisions of notation. Only the bare statement of the theorem is needed in the sequel and actually only the following corollaries are needed.
The next corollary gives the semicircular specialization of the theorem.
Corollary 5.2. We continue in the setting of Proposition 3.2. Let g, e ∈ C satisfy e = 1 + (z + g)g.
This is roughly comparable to [9, Lemma 5.2].
Proof. Consider the instance
of Theorem 5.1. We have
which proves the result.
The specialization of Theorem 5.1 relevant to the proof of Theorem 1.2 is the following.
Corollary 5.3. We continue in the setting of Proposition 4.1. Suppose that G, E ∈ Mat 3 satisfy E = I 3 + (Λ + Φ(G))G. Then we have
Proof. From Proposition 4.1 recall that
where c 4.1 is an absolute constant. Now consider the instance
which proves the result. Proof. We first prove the implication (⇒). We have Proof.
and consider the quadratic mapping
By Proposition 5.6, an element M ∈ S has the property that the pair (Λ, M ) is a solution of the Schwinger-Dyson equation if and only if the difference M − M 0 is a fixed point of Q. Thus our task is transformed to that of proving the existence of a unique fixed point of Q in Ball S (0, ǫ). For achieving the latter goal the Banach fixed point theorem is the natural tool.
We turn now to the analysis of Q restricted to Ball S (0, ǫ). For x ∈ Ball S (0, ǫ) we have
Thus we have
By (53) and (54) the map Q induces a contraction mapping of the complete metric space Ball S (0, ǫ) to itself. By the Banach fixed point theorem Q indeed has a unique fixed point in Ball S (0, ǫ).
Proof of Theorem 5.1.
[
We may assume that
since otherwise (50) holds automatically and there is nothing to prove. Now by the hypothesis of (50) 
The pair (Λ, M ) is a solution of the Schwinger-Dyson equation because
By (56) and the definitions we have
By hypothesis of (50) along with (55) and (57) we have
By (55) and (57) we also have
Applying Proposition 5.7 in the case
we conclude that M is the unique element of Ball S M 0 , 
we find that in fact
Thus by (57) and (59) we have
which suffices to prove (50).
A matrix-valued self-consistent equation
We prove a technical result similar in intent to [9, Lemma 4.3] although rather different because instead of being probabilistic it is formal and algebraic. (See Proposition 6.2 below.) In any case, the object of study, namely the self-consistent equation, is essentially the same. 6.1. Setup for the technical result. Fix a finite-dimensional unital Banach algebra S. Fix a nondegenerate solution
of the Schwinger-Dyson equation defined over S for which (recall)
is by definition the stability radius. Fix a family
of elements of S where all the G i are invertible. Consider the statistic
which is a gauge of error in this situation. The idea to emphasize the statistic E clearly derives from [9, Lemma 4.3] and the related constellation of identities and estimates.
Proposition 6.2. Notation and assumptions are as above. We have
Note the similarity in form to hypothesis (13) of Proposition 1.5.
We temporarily beg the question by assuming
By the hypothesis of (60) we have
by Theorem 5.1 and (61), i.e., (60) holds.
It remains now only to prove (61). (We will not need the hypothesis of (60) for that purpose.) We may assume that
because the left side of (61) is trivially bounded by 2 2 G 2 F.
We first bound G − G i . We calculate as follows.
2 by (62) and hence G
We next bound [[E]]
. We calculate as follows.
We used the arithmetic-geometric mean inequality at the third step above and (63) at the penultimate step. We conclude that
. By (62), the left side of (64) is bounded by 1 2 . Thus Λ 0 + Φ 0 (G) is invertible and we have
In turn we have by (64) that
and hence
The bound (61) follows now from (64) and (65). The proof of Proposition 6.2 is complete.
The generalized resolvent for anticommutators
In this section all considerations are algebraic and deterministic except in §7.6. All constructions here proceed from a couple of arbitrarily chosen hermitian matrices U, V ∈ Mat N and a complex number z ∈ h. In §8 we will take U and V to be the random matrices figuring in Theorem 1.2 but in this section the randomness stays in the background. The main result of this section specializes Proposition 6. 7.2. The matrices X and W . Fix an integer N ≥ 2. Fix hermitian matrices U, V ∈ Mat N . These remain fixed throughout this section. Let
Note that X is hermitian. Note that
7.3. Definition of the generalized resolvent R. Note that we have for arbitrary z ∈ h a factorization
It follows that X − Λ ⊗ I N is invertible and that
The generalized resolvent R thus defined depends on z but the notation does not show it. Note that the resolvent of the anticommutator {U V } appears as the N -by-N block in the upper left corner of R. For discussion of the self-adjoint linearization trick whereby R has been contrived see [1] , [2] or [4] .
7.4. Specialized matrix notation. Let e i ∈ Mat 1×N denote the i th row of I N and letê i ∈ Mat (N −1)×N denote I N with the i th row deleted. Let e i = I 3 ⊗e i ∈ Mat 3×3N andê i = I 3 ⊗ê i ∈ Mat 3(N −1)×3N . 7.5. Objects associated with R. For i = 1, . . . , N and z ∈ h, let
All these objects depend on z but the notation does not show it. Furthermore the z-dependence is continuous. Except for K i and K, the z-dependence is analytic.
7.6. Structure of X as a random matrix. Suppose for the moment that U and V are random and as in Theorem 1.2 satisfy (1), (2), (3) and (4). We claim that the random matrix X has the following properties.
for a constant α 2 depending only on α 0 and α 1 .
The family {e i Xe j } 1≤i≤j≤N is independent. The first three claims are clear. We just prove the last. We have in any case
by direct appeal to the definitions. Now by assumptions (2), (3) and (4), for any fixed distinct indices i, j = 1, . . . , N , the two C-valued random variables
form an orthonormal system. Formula (71) then follows by the definition of Φ. The claims are proved. From the claims it follows that for i = 1, . . . , N we have σ(ê i Xê * i ) and σ(e i X) are independent, (72)
Achievement of the property (74) is the principal motivation for the definition of Φ. Our probabilistic digression is now concluded. We return to an algebraic viewpoint for the rest of §7.
7.7.
The two-by-two inversion formula. We quickly review some standard al-
Furthermore, writing
a b c d −1 = p q r s with p, q, r, s the same dimensions as a, b, c, d, respectively, we have (76) a b c d −1 = 0 0 0 d −1 + p r p −1 p q .
7.8.
Relations among the objects associated to R. We have the relation
because the resolvent of the anticommutator {U V } appears as the N -by-N block in the upper left corner of the generalized resolvent R and by definition m = M (1, 1) . Let
which is just the resolvent of {U V } bordered by some zeros. Let Λ 0 ∈ Mat 3 be the constant matrix defined on line (23). Then we have
as one can verify straightforwardly starting from (67). We have a key a priori bound 
] 2 by the matrix Hölder inequality.
Here is the main result of this section. Notably, it is a deterministic statement. 
where c 4.1 is the constant from Proposition 4.1. Then we have
provided that τ is sufficiently large and θ is sufficiently large depending on τ .
We complete the proof in §7.12 below. We will prove the theorem by applying successively Propositions 6.2 and 1.5. In §8 we will construct the random variable K figuring in Theorem 1.2 by suitably approximating the quantity θK from above.
Proposition 7.10. For i = 1, . . . , N and z ∈ h we have
Proof. By (79), (80) and the matrix Hölder inequality, we have
and similarly
It follows that
N and hence
Statements (81) and (88) along with the definition of K prove (85). Statements (82) and (87) prove (86). Proposition 7.11. For every z ∈ h we have
where C is an absolute constant.
Proof. Proposition 6.2 specialized to the present setup is the assertion that
where the quantity E satisfies
by Proposition 7.10 and the definition of K. We obtain (89) after simplifying by means of Proposition 4.1.
7.12. Proof of Theorem 7.9. On the set X we consider the three continuous functions
The rest of the proof is a matter of checking hypotheses in Proposition 1.5. Then by Proposition 7.11, (66) and our hypothesis that
With θ thus fixed, hypothesis (13) of Proposition 1.5 is verified.
7.12.4. Checking hypothesis (14) . Finally we have
by the very definition of X . Thus hypothesis (14) of Proposition 1.5 is verified. The conclusion (15) of Proposition 1.5 is then the same as the conclusion (84) of Theorem 7.9.
The following technical assertion will be needed in the next section. We write
where c is an absolute constant.
Proof. The proof is just an extremely ugly computation based on (79). Let
Temporarily (only in this proof) we write R(z), R i (z) and Q i (z) when necessary to show z-dependence. We evidently have
Consequently we have
We may assume that z 1 = z 2 . We have
Now consider the functions
To finish the proof we must estimate the Lipschitz constant of 1 ∨ g f and thus need only estimate that of g f . We have thus far determined that f is (upper) bounded by CN and has Lipschitz constant bounded by CN 5/2 ; also by definition f is lower bounded by √ N . Furthermore we have determined that g is bounded by C 2 N 2 and has Lipschitz constant bounded by C 2 N 3 . Using the identity
we deduce that
which finishes the proof.
Proof of Theorem 1.2
In this section we work simultaneously in the settings of Theorem 1.2 and Theorem 7.9. We fix once and for all absolute constants τ ≥ 8 and θ ≥ 1 so that the conclusion (84) of Theorem 7.9 holds. 
We define K to equal the left side of (90) multiplied by θ. By Theorem 7.9 and the bound (77) the random variable K ≥ 1 automatically has property (9) . It remains only to prove that K has property (10) . The latter task is just a matter of revisiting the topic of [9, Appendix B], namely large deviations for quadratic forms in independent variables satisfying exponential tail bounds. However, because we have to make a few adjustments to handle the special features of our anticommutator setup, we will handle the details a bit differently than in the cited reference.
8.2.
Remark. In the proof of the local semicircle law [9, Thm. 3.1] the Lipschitz continuity of the various functions in play is frequently invoked while marching toward the real axis. It might have seemed we were trying to avoid such considerations here by using Proposition 1.5. Certainly we have avoided their use in a dynamical way. But ultimately our reworking of the method of [9] has merely displaced the use of Lipschitz continuity to the phase of the argument presented immediately above in which we construct the random variable K.
We begin the proof that K has property (10) by recalling the simple relationship between moment bounds of the form (1) and exponentially light tails. 
Proof 
We next recall a classical result. Let Θ(s) =
for s ≥ 0.
Theorem 8.4 (Whittle [25] ). Let Y 1 , . . . , Y n be independent real random variables of mean zero. Fix p ∈ [2, ∞). Let v ∈ R n be a real vector. Let B ∈ Mat n be a matrix with real entries. If
We hasten to point out that one has an elementary bound
Thus the estimates (91) and (92) 
of σ-fields is independent. Assume that
Let B ∈ Mat kN be any constant matrix. Then for every t > 0 we have
for constants γ 2 ≥ 1 and γ 3 > 0 depending only on γ 0 and k. 
where γ 4 ≥ 1 is a constant depending only on γ 0 and k. Without loss of generality we may assume that B has real entries and that the random matrices Y i have real entries. We may then in turn obviously assume that k = 1. By (91) we may assume that every diagonal entry of B vanishes. We may also obviously assume that N ≥ 2. Now let I ⊂ {1, . . . , N } be any subset of cardinality ⌊ 
thus defining a matrix B I ∈ Mat N supported on the set
Note that the entries ofỸ I are independent. Note also that
by Theorem 8.4 and the upper bound (93). Now the average of B I over I equals qB for some constant q ≥ 1 4 . Thus, averaging over I on the left side of (95) and using Jensen's inequality, we obtain (94). 
All these objects depend on z but the notation does not show it. Note that the z-dependence is continuous.
Here then is the deterministic local semicircle law. 
We break the proof into several stages.
9.3. Application of Propositions 3.2 and 6.2. Let Both statements are merely rewrites of (16) above. Thus, since
and hence 9.4. Checking hypotheses in Proposition 1.5. On the set X we consider the three continuous functions
We now have only to check hypotheses in Proposition 1.5 in order to finish the proof of Theorem 9.2.
9.4.1. X is connected if nonempty. Let
Note that ρ ≥ 1/N and τ ≥ 1. In terms of the parameters ρ and τ we have X = {z ∈ h | |ℜz| ≤ 4, ℑz ≤ τ and ρ ≤ h 2 ℑz}.
Thus a necessary and sufficient condition for nonemptiness is that ρ ≤ τ , and under those equivalent conditions X automatically contains the line segment iτ + [− 
by (98). Thus hypothesis (13) one can obtain a similar deterministic local Marcenko-Pastur law.
