Solaris™ Operating System and ORACLE Relational Database Management System Performance Tuning
When a user experiences a performance problem, any one of the tiers used by the application could be causing the problem. For example, in a Web-based application, the problem could be in any one of the following tiers: The problem could also be in any of the networks that connect these tiers together.
This article focuses on the performance problems at the Resource Tier (database server). The assumption is that the database server is a Sun server running an ORACLE Relational Database Management System (RDBMS). The article requires a general knowledge of Solaris™ Operating System (Solaris OS) and Oracle RDBMS system administration and is written for beginner-and intermediate-level system administrators responsible for managing Sun systems, Sun's customer engineers, and database administrators responsible for tuning Oracle databases.
The article covers the following topics:
s "Solaris OS Performance Tuning" on page 2 s "ORACLE Performance Tuning" on page 23 High-Level Diagnosis
You should first try to determine whether or not there is a really a performance problem. A few things to consider are:
1. If a system is overloaded (an unusually large number of users or transactions in an On-Line Transaction Processing (OLTP) environment or a larger data set than normal for batch processes), it needs more resources. These conditions do not necessarily mean that there is a performance bottleneck.
2. Always collect and keep baseline numbers for user-perceived performance such as:
-Time taken for key batch jobs to complete -Response times for commonly used queries -Overall system utilization levels This data will help you verify if there is really a performance problem and, if so, how bad the problem is.
3. If the users' response time has increased, but the number of users and number of transactions have not changed, there may be a bottleneck in the system or in the application being used.
4. Someone seeing higher numbers in the output of a UNIX command does not necessarily mean that there is a performance problem. Also, someone saying that the system is "sluggish" also does not necessarily mean that there is a performance problem.
Before you start the tuning process, make sure you get a baseline of the current performance of the database server. Documenting some hard numbers such as current cache hit rate, current scan rates, and so on will help you understand how much the tuning process improves performance.
The first step is gathering statistical data about the system behavior. Data gathering can be done either with bundled utilities (mpstat, iostat, and so on) or the SE Toolkit.
Download and install the SE Toolkit in /opt/RICHPse if it is not already installed. The SE Toolkit is located at:
http://www.setoolkit.com/.
After you download and install the SE Toolkit, run the GUI-based executable as follows:
Caution -Do not run SE in a production environment. It is ok to run it in a development or test environment. If you have to run SE in a production environment, run it as a non-root user.
This command brings up a very nice GUI interface to SE and immediately helps identify resource shortages in the areas of memory, I/O, network, CPU utilization, or other kernel resource contention such as "spin on mutexes" or other lock mechanisms. Now you have a general idea of where in the system there are resource shortages, if any. The SE GUI also allows you to drill down a little further and gives you more diagnostic information. FIGURE 1 is a screenshot of the SE GUI. When you select any item, you can find more details. For example, if Disk is red, selecting Disk shows you the specific disks that are very busy.
Identifying a memory shortfall without the SE Toolkit is done by monitoring the scan rate (sr) column of vmstat output. If the page scanner never runs (sr is zero), memory is fine. If the page scanner is running, memory is running tight (this rule applies only to Solaris 8 and Solaris 9 OSs).
Diagnosing and Tuning Application and Memory Related Performance Problems
This section explains how to drill down further and investigate memory usage on the system as it relates to applications' performance. This is what you should do if the SE Toolkit points to RAM shortages.
1. Try to identify the top two or three processes that are using a large portion of the system resources such as CPU and memory. This identification can be done using the toptool as follows:
SE Toolkit GUI
# /opt/RICHPse/bin/se /opt/RICHPse/examples/toptool.se FIGURE 2 shows the toptool output.
FIGURE 2
Toptool Output
At the top of this output you can see some pertinent information related to memory. You can see the total physical memory on the system and the amount of available memory. The list of processes is sorted by CPU usage. Observe the top few processes. The SIZE column tells you the amount of memory that this process uses, and the RSS column tells you the amount of resident memory (amount of physical memory actually in use). The total process address space includes physical memory allocated, Virtual Memory (VM) pages on disk and pages that have been allocated by the application (for example, by malloc()), but have never been touched.
The CPU % column tells you the percentage of CPU that this process utilizes. Note that the toptool output is sorted by CPU usage and not memory usage. Use this information as an initial diagnosis of which application processes are major consumers of the system resources.
A new top-like tool called prstat is bundled into Solaris 8 and Solaris 9 OS. This tool is much better than toptool and is more useful for diagnosis as discussed in the following paragraphs. CODE EXAMPLE 1 shows the output of prstat. By default, prstat lists the processes running on a system, sorted by CPU utilization. Note the numbers in the TIME column to see if a process has been running longer than it should. In this output, each process is not broken down into light weight processes (LWPs). Only the number of LWPs per process appears following a "/" after the process name in the last column. LWPs and their corresponding kernel threads allow multiple streams of execution within a single VM environment. The advantage of using LWPs is that they do not require VM context switches.
Note -An LWP is a virtual execution environment for each kernel thread within a process. It allows each kernel thread within a process to make system calls independent of other kernel threads within the same process.
The prststat -L output (CODE EXAMPLE 2) shows each LWP for a multi-threaded process. This will allow you to find out for sure if an application in question is multithreaded and is taking advantage of multiple CPUs on the system. prstat -L Output (Continued)
PID USERNAME SIZE RSS STATE PRI NICE TIME CPU PROCESS/LWPID
The prstat -t output (CODE EXAMPLE 4) lists the CPU and memory resource usage summary for each user. This is also very useful to determine where the resource consumption is. As an example, if an application is slowed down because a single user has issued a complex and inefficient query. prstat -m Output (Continued) PID USERNAME USR SYS TRP TFL DFL LCK SLP LAT VCX ICX SCL SIG PROCESS/NLWP 2. Next, try to find out if there is a real memory crunch on this system. At this point, it is assumed that there is a performance problem perceived by the application users, or an application developer has found out that some batch processes are running slower than usual.
Run vmstat. In Solaris 8 OS and above, if the scan rate (sr column) is very high, you have a real memory shortage. In older versions of the Solaris OS (before Solaris 8), in addition to non-zero scan rates, if you see physical disk I/Os to the swap device, you have a real memory shortage.
A scan rate of a few hundred pages for a few seconds cannot be considered as high on a server with 128 gigabytes of real memory that is using a 16-megabyte memory page size. Conversely, a scan rate of a few hundred pages is high for a server with eight gigabytes of real memory that is using a 1-megabyte memory page size.
On systems running Solaris OS versions older than Solaris 8, if priority paging is not turned on, the high scan rate may result in application pages currently being used to be paged out by the page scanner and the freed up memory could be used to cache file system pages. By turning on priority paging, (priority paging is obsoleted in the Solaris 8 and Solaris 9 OSs by the new cyclic VM page cache) pages associated with executables, shared libraries, and application process memory are given the highest priority and file cache pages are given the lowest priority. This method prevents application pages from being paged out by the page scanner until there is a real memory shortage.
Caution -DO NOT use set priority_paging=1 on systems running Solaris 8 OS and above.
If the vmstat output shows high scan rates, further diagnosis can be done using vmstat -p (Solaris 8 OS and above) to find out if the pageouts are very high for application pages (which is bad for application performance) or for file cache pages.
Note -This option is not available before the Solaris 8 OS. In the Solaris 7 OS, this option is available as memstat, a simple command -line utility.
CODE EXAMPLE 5 shows the output of vmstat -p. In addition to overall paging statistics, it breaks down page-ins, page-outs, and pages freed for executable and library pages, anonymous pages (application heap and stack), and file pages. This tool comes with several utilities and also has a GUI interface. After you install memtool, run the prtmem utility. This utility generates an overall breakdown of the memory layout on your system. For example, running prtmem on a system produces the following output:
In this system, the Solaris OS uses one gigabyte of memory for kernel pages. Oracle and other applications use 12 gigabytes. Because the Oracle application is very I/O intensive, most of the remaining memory is used to cache file-system pages.
Note -This is true only if the Oracle data files reside on file systems. This is not true if the Oracle database is on a raw device, or if direct I/O is turned on for the file systems in which the Oracle data files exists.
This output gives you a clear idea of how memory usage is distributed in this system.
Use caution while using memtool on a production system. Occasionally it could cause system panics if there are patch incompatibilities on the system .   40812384 237768 33 2043 65  0  0  2  0  0  0  0  0  18  65  65  40811960 235752 71 1571 2  0  0  0  0  0  13  0  0 752  2  2  40808736 229576 7  2305 3  0  0  8  0  0 513  0  0  32  3  3  40806672 227608 198 3074 An alternative to memtool's prtmem command in the Solaris 9 OS is the ::memstat dcmd that is integrated into mdb (CODE EXAMPLE 6).
Run the memtool GUI using the following command:
The memtool GUI has three types of displays-Process Memory, Process Matrix, and VFS Memory. First select the Process Memory display from the display type list. FIGURE 3 shows this display.
You will see a list of processes. For each process, the virtual column tells you the total virtual memory (RAM plus swap space) used by that process. The resident column tells you how much actual physical memory is used by the process. The shared column tells you how much resident memory is shared with other processes. For example, a shared library used by several processes. Finally, the private column tells you how much of the resident memory is used only by this process. This information is useful to determine how much real memory is used by this process.
Click the Process Matrix tab on the Display type.
The resulting display can be used to look at the virtual memory address space used by each process. FIGURE 4 shows this display. The process matrix shows the relationship between processes and their memory mapped files. Within a process's address space you can see the breakdowns of memory used by the various libraries and by heap (private, application allocated memory). This gives you more details about where the memory usage is located. Process Memory Display Process Matrix Display
Click on the VFS memory tab.
This displays the list of files that are being cached by the file system cache. FIGURE 5 shows this display. Note that all remaining memory not used by any process is automatically used for caching file-system pages.
FIGURE 5

VFS Memory Display
So far you have seen how to use memtool to get detailed breakdowns of memory usage in the system. When used effectively, you can determine the reasons for memory shortage, which is usually caused either by very high application loads or poor application programming. Also, it is possible that the system may not be configured with enough memory for the amount of load on the system. You can identify memory leaks in an application by carefully observing the "private" column. If the number keeps growing indefinitely, it is possible that the application has a memory leak.
Intimate Shared Memory
Now you should investigate to see if Intimate Shared Memory (ISM) has been turned on. ISM is a performance-enhancing feature that can be used on systems that use shared memory. This feature is useful only if the application uses shared memory extensively.
ISM has the following key advantages and, in some cases, can boost performance by 100 percent or more:
s In addition to letting applications share the same real-memory segment, ISM locks the pages in real memory and prevents them from being paged out to disk.
s ISM causes all application processes to share the same memory segment and the page table entries (PTEs) for that segment. This results in fewer lookups in the address translation tables, which are used to translate virtual-memory addresses to realmemory addresses.
s ISM also uses a four-megabyte (large) page size, which decreases the number of address translations per application.
How do you determine whether or not an application is using ISM? Unfortunately, in Solaris OS versions prior to version 8, this information is not easy to determine. For example, there is no single command that will tell you this, but here is a simple four-step process that will help.
1. Find the PID of the application process by using ps -ef | more.
Use pmap -x PID to find out if the application is using shared memory.
The third column is labeled Shared; if this column has a significant number of kilobytes for the corresponding row where the application name is found, this application uses shared memory. For example, there are other processes sharing the same memory segment.
Find the process table slot for this PID.
Start the crash utility as the root user. Then type p to find out the slot number in the first column for the corresponding PID in the third column. Then type p slot # to confirm the slot number.
4.
Find out what segment driver this process is using to map the shared memory segment.
Type -f slot # from Step 2. This command lists the address space for this process. The sixth column lists the segment driver used to map this segment into the address space. If the driver used by this application is segvn_ops, the application does not use ISM. If the driver used is segspt_shm, this application is using ISM. This driver applies Oracle applications too. Solaris 8 OS and above, the pmap utility displays ISM segments in a process address space.
In the Solaris 8 OS, it is easy to find out whether or not a process is using ISM. Find the PID of the process, then type the following command
Look for the segspt_shm driver in the shared column. If this driver is being used, ISM is being used.
Detecting Memory Leaks
Sometimes legacy applications have memory leaks, and the customer may already suspect this. To confirm whether or not an application has a memory leak, use the following procedure.
Find the PID of the application process and run pmap -x PID.
Look at the column labelled Mapped file.
Under this column, look for the heap segment.
Find the corresponding entry in the Private column.
This is the heap size of the application. The heap size corresponds to the amount of memory allocated by the application through malloc.
For applications that have memory leaks, the heap size will continue to grow indefinitely at different rates based on how serious the leak is. Running pmap repeatedly can help detect memory leaks.
Note -In some applications, the heap size will grow to a large number immediately after startup, and then reach a steady-state value. In that case, it does not constitute a memory leak.
# pmap -x PID
Once a memory leak is confirmed, there are several tools you can use to further narrow down the root cause. You can use the truss command to trace through all the system calls executed by the application, and to identify the behavior of the application during the leak. At this point, further understanding of the application is required.
The following is example for a hard-to-detect memory leak problem that was encountered at a customer site. The customer's application was loading rows from a database table into a fixed-size array. The application developer thought that the length of the row could never exceed a certain number x based on recent activity, so the developer fixed the size of the array to x. But when the system went into production, there were other Internet-based systems that updated the database with row lengths longer than the value x. This situation resulted in a memory out-ofbounds error.
Memory Tuning Preferred Practices 1. For the Solaris 7 OS, explicitly turn on priority paging to improve application performance. Set the following tuning parameter in the /etc/system file:
This parameter should not be set for Solaris OS versions 8 and above because the file system pages are considered separately and can be freed without the page scanner. This reduces the possibility of severe paging problems.
2. Page-outs are normal if the database is on a UFS file system. Using direct I/O (by setting the forcedirectio while mounting the database file systems) and bypassing the file system cache may improve database performance significantly, but this should be done only for file systems in which database files and redo log files exist. If direct I/O is used and there is not enough database buffer cache, it may even decrease the performance by moving the problem from double buffering to a lack of database buffer cache. So, this performance tuning must be planned carefully, and the database buffer cache should be sized properly. The direct I/O option should not be used for other file systems used by other applications because they still need the UFS buffer cache.
2. Make sure that ISM is turned on at the database level for database servers. ISM will prevent database pages from being paged out.
3. Move applications, other than the database, to other servers if they are highresource consumers.
Add more memory to your system only if:
s You are certain that you are already using direct I/O for the database. The mutex locking mechanism in the Solaris OS is used to share certain resources. Traditionally, if a process needs a mutex lock, it will either spin or block. If a process spins, it essentially wastes CPU cycles but does not get context switched out. If it blocks, it gets context switched out but lets other processes use the CPU cycles without wasting them. The disadvantage of this is that the blocked processes have to be context switched back into the CPU, which may result in several wasted CPU cycles.
To take care of this problem, the adaptive mutex feature was introduced in Solaris OS version 2.6. With this feature, if a process needs a mutex lock, and if the process holding it is already running on another CPU, this process will spin, otherwise it will block.
On a customer's system, running lockstat to further analyze the spin on mutexes showed that there were a total of 96,921 adaptive mutex locks at the time of the 5-second snapshot. There were actually 8,000 mutex stalls per second.
The top lock (highest number of locks held) was for ph_mutex+0xe8. The caller was page_create_va+0x694. The lock count for this particular lock was 50,223.
Note -At this point, the page_create_va kernel routine must be further investigated. This gets into the realm of the kernel developers at Sun. You can defer to Sun support services to escalate the problem so it can be brought to the attention of Sun's kernel engineers.
You can also use the truss system call to trace a process. If truss shows a high number of lseek system calls being used, it indicates that the application is using the read() and/or write() system call.
To reduce the number of system calls, the preferred practice is to use the pread() and pwrite() system calls which do not need an lseek.
Preferred Practices Related to CPU Performance 1. Use the vmstat output r column to find the run queue size. Use this information and the number of CPUs on the system to find out if the run queue size is really too high.
2. Use toptool or prstat to find out the top few processes using most of the resources. If any of them are not database processes, see if you can move them to other systems.
3. Use prstat with various options as discussed in "To Diagnose Memory-Related Problems" on page 4.
4. Use Solaris OS dynamic reconfiguration (DR) to add resources to the system. Adding resources is possible only on high-end Sun systems using dynamic system domains, and only if there is an open slot in which to add another system board.
Preferred Practices Related to Tuning Disk I/O Performance
Run the statit program on your system for a few minutes. The statit program is available at:
Http://www.solarisdatabases.com/#Utilities 1. When VERITAS volumes striped out of several disk drives are used to store Oracle data, it will not be clear from the output of iostat or statit whether the I/O load balancing is good enough. In that case, you must ensure that the VERITAS volumes are load balanced properly. This can be done by running vxstat, which is available in the VxVM binaries directory. Run vxstat by entering:
The output looks as follows:
If the last two columns, namely the average read and write times in milliseconds is too high for some volumes, compared to all the other volumes, balancing the I/O evenly across all volumes may be required.
2. For Online Transaction Processing (OLTP), Disk I/O utilization greater than 60 percent and disk response time (srv-ms output from running statit) greater than 35 milliseconds is not good.
3. For DSS, in addition to the OLTP numbers, if many other I/O requests are queued (as seen in the wait queue length in the output of statit), that is, if queueing time contributes to response time, it is not good.
4.
The iostat -p output shows disk statistics at the partition level, this information is useful to find out which data file is responsible for a performance problem. If you are using the VERITAS Volume Manager, using iostat is not very useful. Instead, use vxstat; it will give you information about volumes that are associated with high I/O.
5. Increasing the stripe width (the number of disks used to create a volume) improves performance.
6. Try not to have more than one volume associated with a database on the same disk.
7. Increase the database buffer cache size in addition to using direct I/O. 8. Use more disk controllers and disk spindles for each data file.
Tuning Swap Space
Solaris OS version 8 and above have a new redesigned virtual memory (VM) system. A new utility called prtswap, which is part of memtool can be found in /opt/RMCMem/bin/prtswap. Running prtswap on the customer's system discussed previously produces the following output:
Consider this output. The total physical memory configured on this system is 40 gigabytes. The total physical swap space (swap space on disk) configured on this system is 28.359 gigabytes as shown in Physical Swap Configured. The sum of the total physical memory (RAM) and the Physical Swap Configured will be the Total Virtual Swap on this system, shown in Virtual Swap Total as 40 + 28.359 = 68.359 gigabytes. The new virtual memory system considers all of the real memory and all of the swap space as one big virtual memory address space.
Note that Physical Swap Free on this system is 28.289 gigabytes. This means 28.359-28.289 gigabytes = 0.07 gigabytes, that is, only 70 megabytes of actual disk swap is being used, or only 70 megabytes of pages have been paged out to disk. This tells you that this system is not paging out too much.
The Virtual Swap Reserved is 12 gigabytes. This is the same as the application memory size shown in the prtmem output. This is because for each application page a corresponding backing storage is reserved on disk even though it is not being used. This storage is just in case the system reaches critical shortage and the page has to be copied out to disk during a write.
On the customer's system, when running vmstat, the scan rate shown in the sr column is very high, on the order of 3000+ pages per second. This does not necessarily indicate a problem, because they have set the fastscan parameter in the /etc/system file on this system to the maximum allowable. This makes sense because they are using the file system extensively for I/O to the database, the page scanner has to scan 26 gigabytes of file-system cache pages as fast as possible to get the best possible file system performance. If the scan rate is too high, it is likely that the database is running on the Unix File System (UFS) without direct I/O. At a minimum, the redo log files should be on direct I/O, and if the SGA buffer cache is large enough, the data files should also be on direct I/O.
Preferred Practices Related to Swap Space
Make sure that there is enough backing storage for application pages in memory.
ORACLE Performance Tuning
ORACLE has been working on improving the performance of the Oracle databases at a feverish pace, as evidenced by several recent new versions of the software. Oracle realized that customers had started using Oracle for very large (multipleterabyte) databases. To help customers maintain and tune these large databases, the company has come up with several self-tuning features in Oracle9i.
This section discusses the latest tools available to tune Oracle up to the latest release of Oracle8i.
The first thing to check when tuning Oracle is making sure ISM is turned on. In Oracle version 8.0.x, this can be done by setting the init.ora parameter use_ism=true. In Oracle 8.1.x, ISM is turned on by default, so no action is needed. If you are still not sure if the system you are tuning has ISM turned or not for the Oracle database, follow the procedure outlined in "Intimate Shared Memory" on Page 12. The advantages of using ISM are also clearly outlined in that section.
Collecting and Analyzing Oracle Performance Data
This section discusses how to tune the Oracle database if you suspect a performance issue. and outlines two methods of collecting Oracle performance data. The first method uses SQL queries to collect data from the well-known v$ Oracle tables such as v$system_event, v$latch, and so on. The second method uses Oracle-supplied utilities such as utlbstat and utlestat (formerly known as bstat and estat) to collect Oracle performance data.
Method 1
In this method, you start by looking at the alert log for the last few days for the Oracle database instance for which performance data is being collected. Often the database administrator for the system can tell you where it resides.
Look for anything unusual in the alert log. This requires a good understanding of how the Oracle SGA works to be able to glean relevant information. In the alert log, you may notice too many log switches;. For example, there is approximately one log switch every 35 seconds or so, and there are some messages indicating that the archiver cannot keep up.
A log switch occurs when the log writer (LGWR) process in Oracle has completed filling up a redo log file group and starts writing to a new one. A redo log file group consists of mirror files for a redo log file. Most systems, and one customer's system in particular, have the log_check_point_timeout interval set to a value to ensure that a checkpoint does not take place in between log switches-this is good for this system. The log switches are quite frequent and, during each one, the checkpoint process (CKPT) causes the DBWR process to write all the dirty database buffer contents to a database file. You should investigate the reason for the frequent redo log switches.
First you may want to confirm that the log switch is indeed a performance bottleneck on this system. Run a simple query to check for event waits that will tell you if the DBWR or LGWR is waiting on anything. The DBWR is the Oracle database writer process. This process reads the Oracle buffers in the SGA (in real memory) and writes them to database files on disk. The LGWR is the log writer process, which reads the redo log buffers in memory and writes them to redo log files on disk.
Here is the query:
The output of this query lists various event waits. Look at each one of these event waits. The average wait time is reported in centiseconds (1/100th of a second), but the author has converted the averages to milliseconds in this document. The logfile switch completion is taking a long time because there are too many log switches. A log switch takes place when a redo log file is full and the next redo log file has to be used. The redo log files are too small (only 50 megabytes each) for a 1.6 terabyte database. Although there are eight redo log groups, there is not enough time for the archiver (ARCH) to finish its work (copying redo log files to archive log files), and this results in waits for redo-log-switch completion.
Recommendations:
The following methods are ways to fix this problem.
s Increase the redo log file sizes to 500 megabytes each and check if the log-switch times have improved; if not, increase them to one gigabyte each. One possible side effect of making the log files too large, is that, if the database crashes just before a log switch, the time to recover the database will be higher. This is because, in this case, the log checkpoint interval is set to checkpoint only during log switches and there are no checkpoints in between log switches. To resolve this problem, the log checkpoint interval can be tuned so that there will be a couple of additional checkpoints in between log switches. There is always a trade off between increasing and decreasing the frequency of checkpoints. Increasing the frequency of checkpoints results in more writes to disks which will affect database performance. Decreasing the frequency of checkpoints will affect the time to recover the database.
s Increase the number of ARCH processes so that archive logging can go on in parallel.
s Separate the archive log, redo log, and data files on different physical disk spindles and disk controllers.
s Disable redo logging and archive logging on certain tables (for example, the temporary table space). This feature (no logging) can be used to turn off archive logging when large tables are being loaded. Note -This wait event occurs when a commit is issued, and the session must wait for the redo buffer entry to be written to disk to guarantee that instance failure will not roll back the segment. Since the average wait time is higher than 15 milliseconds, this is considered poor performance.
Recommendations:
The following measures will help alleviate this problem.
s Make sure the redo log files and the data files are not on the same physical disk spindle or disk controller.
s Ensure that the redo log files are striped across several disks.
s Ensure that the redo log mirrors are on separate physical disk spindles.
s Make sure there is enough cache in your storage arrays.
Although the DBA is able to separate the files across different logical volumes presented, it is possible that the underlying physical disk spindle/controller is the same. All of these values are too high and are affecting performance on this system. The solution is to balance the I/O across several faster disk spindles and disk controllers.
Event Wait 5 Event: Redo log space requests
A non-zero value for this column in the v$system_event view means that the redo buffer size is not big enough.
Recommendation:
Increase the redo buffer size. Currently it is at one megabyte. It should be at 128 kilobytes times the number of CPUs, or 128 kilobytes, x 40 = 5 megabytes.
Tuning Redo Buffer Latches
First, issue the following query to find out if there are any waits on allocation latches.
Oracle has only one allocation latch per instance. On this system, the wait on allocation latch is still very high. According to the DBA, in this version of Oracle, the init.ora parameters log_small_entry_max_size=0 and log_simultaneous_copies=0 (2x the number of CPUs) are not supported. Tuning these parameters sets up 80 copy latches to remove the bottleneck of having just one allocation latch.
Recommendation:
Generally, the recommendation is to make the instance use 80 copy latches instead of one allocation latch. Check with Oracle to find out how to implement this in the latest version of Oracle.
Data Dictionary Cache and Library Cache Misses
Recommendation Increase the SGA size and also increase the shared_pool size to improve the hit rate on the data dictionary caches and library caches. After installing statspack using the spcreate.sql script (Oracle 9i) or the statscre.sql (Oracle 8i), create snapshots as the "use sqldba" using the following commands:
To create a report, run the spreport.sql script (Oracle 9i) or the statsrep.sql (Oracle8i). The following example shows the appropriate syntax for Oracle 9i
This script prompts for the IDs of the two previously created snapshots and, after prompting for a report file name, creates a report based on the activity occurring between the two snapshots.
Method 3
A GUI-based tool called "Spotlight on Oracle" from Quest Software does all the queries for you and shows you all the problem areas, such as top sessions, inefficient SQLs, wait on locks, latches, disk I/O, and other events. This software reduces the complexity of setting up the queries and scripts. It also increases accuracy. This software recommends appropriate corrective actions to alleviate performance bottlenecks. It is located at:
http://www.quest.com/quest_central/qco/performance_diagnostics/. Before joining Sun, Ramesh worked as a system administrator, IT consultant, and ClearCase Consultant. He has a Master's degree in Computer Science from Old Dominion University. Over the years he has gained experience in the areas of backup and recovery architecture, disaster recovery architecture, and IT processes, along with many other IT infrastructure management areas.
