Abstract-For a dynamic system with given initial state set, the reachable state set contains the states along all possible trajectories defined over (in-)finite time. This paper presents a method for computing conservative approximations of reachable sets for linear systems with uncertain system matrices and bounded inputs. Over-and underapproximations are computed for exponentials of system matrices with entries specified as bounded intervals. It is shown that reachable sets represented by sequences of zonotopes can be computed up to a dimension of 100 within a few seconds.
I. INTRODUCTION
The computation of reachable sets is of great interest for the safety verification of dynamic systems. Especially in the hybrid systems community, reachability computations are used to determine if a system can reach hazardous states, e.g. a robot arm should not collide with an obstacle or a liquid should not reach a boiling temperature. Hybrid systems unify discrete and continuous dynamics resulting in discrete and continuous reachable sets. In general, the computation of continuous reachable sets is more challenging than the discrete case, see e.g. [1] . For this reason, we exclusively deal with continuous reachability in this paper. Note that safety cannot be guaranteed by numeric simulation techniques if the initial state or the input is uncertain. Each simulation run provides a single trajectory for a single initial state and input trajectory. In case, the initial state or input is allowed to be taken from a subset of the continuous state or input space, the system can evolve in infinitely many ways. As one cannot check all possible trajectories, simulation techniques can only show that a system is unsafe if a single trajectory enters a dangerous state.
It has been shown that reachability analysis is decidable only for a limited class of systems [2] . Exemplary for this class are systems in which the derivatives of the continuous variables are specified as bounded intervals [3] , [4] , so that a ≤ẋ ≤ a with x, a, a ∈ R n . For other systems, such as systems with affine linear continuous dynamics whereẋ = Ax + b, x, b ∈ R n ,A ∈ R n×n reachability has to be determined in an approximative manner unless A is of special structure [2] . Nevertheless, the avoidance of dangerous states concludes safety if the reachable set is overapproximated, see e.g. [5] , [6] . This is because the avoidance of dangerous states for the overapproximated All authors are with Institute of Automatic Control Engineering (LSR) , Technische Universität München, 80290 München, Germany {althoff,stursberg,mb}@tum.de reachable set also holds for the exact solution, which is enclosed. A further extension to affine linear systems is the inclusion of uncertain inputs:ẋ ∈ Ax + v(t),v ∈ V , x, v ∈ R n ,A ∈ R n×n and V is a convex set in R n . This is no specialization of the standard formẋ = Ax + Bu + v for linear systems as any input value u and disturbance v is considered by choosing V = {Bu + v|u ∈ U, v ∈ V * }. Reachability of those systems has been investigated, e.g. in [7] , [8] , [9] . Another class of systems that has been investigated in a series of three papers [10] , [11] , [12] are linear systemsẋ = Ax, where A is an interval matrix A ∈I n×n when I is the set of all intervals [c, d] with c, d ∈ R and c ≤ d. This paper series showed reachability results for a single independent parameter θ ∈I resulting in a system matrix A = G 1 + θG 2 , G 1 ,G 2 ∈ R n×n at certain time points without input. However, to the best knowledge of the authors, there is no comparable work to this one that is dealing with linear systems where all elements of A are independent intervals. Additionally, in this paper reachability is not limited to the case of discrete time, but continuous time is used. Another distinction to the previous work of [10] , [11] , [12] is that time varying inputs are considered.
The content of this paper is presented in the following order: After a problem statement, some preliminaries on computation with interval matrices are introduced (Sec. III). Next, a scheme for computing over-and underapproximations of the exponential of interval matrices is described (Sec. IV). The interval matrix exponential is used to compute the reachable set of the linear system for the absence of inputs (Sec. (V)). The uncertain input is considered by translating and enlarging the reachable set of the homogeneous solution (Sec. VI). The methods are illustrated by two examples and the computational effort is discussed in terms of the system dimension.
II. PROBLEM STATEMENT
The objective is to compute the reachable set of a linear system with uncertain initial states, system matrices, and inputs. The initial state x(0) can take values in a set X 0 ⊂ R n and the input in a set V ⊂ R n . The evolution of the state x is defined by the following differential equation: WeB04.4 the system interval matrix is written as A = A, A where A, A ∈ R n×n are the matrices determining the left and right limits of A, so that one has for each element of A: a ij ≤ a ij , ∀i, j =1 ..n, with i denoting the row and j the column of A. The overapproximated set of reachable states of (1) in a time interval t ∈ [0,r] is denoted by R([0,r]) and is defined over an auxiliary set R(r):
Definition 1: R(r) is an overapproximation of the exact reachable set R e (r) that can be reached starting from X 0 (for t =0) at time t = r: R e (r)={x|x(t) is a solution of (1),t= r, x(0) ∈ X 0 } and R(r) ⊇ R e (r). 
III. PRELIMINARIES
A brief introduction to interval analysis is given and the consequences for interval matrix multiplications are discussed.
A. Overapproximation in Scalar Interval Computations
Basic results of interval analysis according to [13] Applying interval arithmetics, the computation of c can be performed in two ways:
Although interval arithmetics can guarantee that the exact solution is always included, only the second computation gives the exact solution. Exact results can be guaranteed if each variable occurs only once in interval computations such as in the second expression of c. In consistency to [14] , these expressions are referred to as single-use expressions (SUE). In the other case, one generally receives an overapproximation as each variable occurring in different interval computations is allowed to have different values. In literature this problem is also referred to as the dependency problem [13] .
B. Exactness of Interval Matrix Multiplication
The multiplication of interval matrices has been investigated in [14] recently. The results are briefly presented in this subsection and differ substantially if two or three and more matrices are multiplied: two matrices are multiplied to C = MN with M ∈I o×p and N ∈I p×q by computing the elements of C as c ij = p k=1 m ik n kj ,∀i =1 ..o, j =1 ..q using standard interval arithmetics as introduced in (2) . As the expression of c ij is a SUE, interval arithmetics returns the exact result. It is also shown that one can reformulate P 2 , P ∈I s×s as a SUE, which also allows an exact computation using interval arithmetics. In contrast, the multiplication of three matrices D = MNQ with M ∈I o×p ,N ∈I p×q and Q ∈I q×w cannot be computed exactly with interval arithmetics. It is also proven that the exact computation with other methods is NP-hard. The same result holds for a cubic interval matrix P 3 , P ∈I s×s . Additionally, matrix multiplication is not associative when using interval arithmetics: (AA)A = A(AA), A ∈I n×n . For consistency reasons, matrix multiplication is always performed from 'left to right' in this paper: ((AA)..A).
IV. INTERVAL MATRIX EXPONENTIAL Inner and outer bounds of the matrix exponential e
At are computed, where A∈I n×n is an interval matrix and t ∈ R + . The matrix exponential is obtained by a Taylor series, see [15] :
I ∈ R n×n is the identity matrix. In order to obtain e At in a finite number of steps, the Taylor series is cut off after p terms, which is denoted e At p . An over-as well as an underapproximation of e At p is computed using the following lemma which follows the principle of the exact computation of the square of an interval matrix in [14] :
2 t 2 can be computed exactly by the following procedure using interval arithmetics:
Proof: As one can reformulate the computation of w ij into a SUE as presented in (3), the computation of w ij with interval arithmetics is exact. The computation of w ii cannot be reformulated to a SUE. However, one can split w ii into a part with and without a single variable occurrence:
k:k =i a ik a ki t 2 is a SUE, it remains to compute the minimum and maximum of γ(a ii ):
The function γ(a ii ) has only one minimum at a ii = − 1 t and is monotone elsewhere, so that one can compute γ max =max({a ii t+
In case the global minimum (a min = − 1 t ) is an element of a ii , one gets:
In the other case, the minimum is computed as γ min =min(
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After defining 1 ∈ R n×n as a matrix of ones, the interval matrix exponential e At is overapproximated by the following theorem.
Theorem 1 (Overapproximation of e
At ): The overapproximation of the interval matrix exponential with order p, denoted ⌈e At p ⌉, where A∈I n×n and t ∈ R + is obtained by
Proof: The interval matrix exponential is computed by a finite Taylor expansion. The first part I + W of the Taylor expansion is exact, as I is not an interval matrix and the exactness of W = At + 1 2 A 2 t 2 has been shown in lemma 1. The next sum of the Taylor expression up to order p is computed by interval arithmetics, which returns overapproximations. As the Taylor expansion is finite, it is necessary to give an overapproximation for the remainder E, which has been derived in [16] . Note, that for the computation of E, it is required to choose p so that ǫ<1 as
The difference to the computation of E for a fixed matrix is that A ∞ has to be computed for an interval matrix:
The absolute value and the maximum in the above expression are determined elementwise. In order to obtain an interval for the exact solution of the interval matrix exponential, the underapproximation is presented in the following theorem:
Theorem 2 (Underapproximation of e At ): An underapproximation of the interval matrix exponential, denoted ⌊e At p ⌋ can be computed as
Proof: Analog to the overapproximation, the underapproximation is computed based on the Taylor series of the matrix exponential. Lemma 1 states that the first part of the Taylor expansion is exact. The next expression min({Y (t),Z(t)}), max({Y (t),Z(t)}) returns the interval of solutions for the Taylor polynomials of order 3 to p that is spanned by the sample matrices A and A.A s A, A ∈ A, it follows that Y (t),Z(t) ∈ p i=3 1 i! A i t i . As the matrix exponential is a continuous function, all solutions in between Y (t) and Z(t) are a solution that underapproximate the exact solution.
The quality of the over-and underapproximation is illustrated by a simple example. The overapproximation of the interval matrix exponential is used in the next section to compute the reachable set of the uncertain linear system (1) without input.
V. R EACHABILITY WITHOUT INPUT
The reachable set without input, denotedR([0,r]),i s computed by steps that are similar to other approaches, e.g. [17] , [7] , [5] , [18] , but extended to interval computations: First, the reachable setR(r) at the time point t = r is computed. Next, the convex hull of the reachable setR(r) and the set of initial states X 0 is calculated. This convex hull is enlarged toR( 
A. Reachable set starting from a single point
The solution of (1) at time t = r for a system without input v(t), starting from a single point x 0 so that x(0) = x 0 is well known to be calculated by:
The integral is circumvented by the following proposition:
Proposition 1 (Replacing Integrals by Intervals):
The following integral can be replaced by the interval of its integrand:
Proof: The integral is written as a Riemann integral:
x(r) ∈ e Ar x(0) ⊆⌈e At p ⌉x(0) and ⌈e At p ⌉ is computed as presented in theorem 1. In a next step, the solution for t ∈ [0,r] is approximated by a convex hull of the solutions at time t = r and t =0, see [7] . A state contained in the convex hull is given by: 
so thatR
Ar p ⌉x(0)) + Fx(0) The computation of F is discussed in the following theorem.
Theorem 3 (Correction hull F ):
The set F that is added to the convex hull of time point solutions at t =0and t = r to ensure enclosure of all solutions between these times, can be computed by:
with an interval system matrix A and an interval matrix exponential remainder E(r) according to theorem 1.
Proof:
The value of F is calculated from (5) as:
Note, that the first order term of ⌈e At p ⌉ and ⌈e Ar p ⌉ cancel out. Next, bounds on t i − tr i−1 , t ∈ [0,r] are given. As t i − tr i−1 =0for t =0, t = r, and since there is only one minimum on the interval t ∈ [0,r], one obtains:
It remains to compute bounds for the interval matrix exponential remainder E:
B. Reachable set starting from a zonotope
Based on the computation of the reachable set of a single initial value, the reachable set starting from a zonotope [7] is discussed in this section. A zonotope Z is a set such that:
where c ∈ R n is the center and g (1) ,...,g (q) ∈ R n are generators that are indexed by raised numbers in parenthesis. Zonotopes are denoted as Z =( c, g (1) ,...,g (q) ) and the order of a zonotope is q n . Zonotopes are used for the computation of reachable sets for three reasons: First, they are closed under linear transformation, see [7] . Let L be a linear map that can be described by a matrix L, the mapped zonotope is:
In the remaining text, LZ is written instead of L(Z). Second, zonotopes are closed under Minkowski sum. This is very helpful when the reachable set has to be enlarged due to the error term for time interval computations or due to uncertain inputs. The Minkowski sum Z 1 + Z 2 of two zonotopes
is, as shown in [7] :
Third, an overapproximation of the map of an interval matrix with a zonotope can be obtained in a simple manner, as shown in the following:
Lemma 2 (Symmetric Interval Matrix Multiplication):
The multiplication of a matrix T ∈ R n×n with a symmetric interval matrix S = −Ŝ,Ŝ ∈I n×n can be computed exactly as follows:
The absolute value is applied elementwise. If S ∈I , the computation of (6) results in an overapproximation.
Proof: Without loss of generality, the multiplication with S = −Ŝ,Ŝ ∈I n×n is shown for the multiplication of t ∈ R 1×n (a row vector of T ) and s = −ŝ,ŝ ∈ I n×1 (a column vector of S). The maximum value of ts is obtained by selecting s i = sign(t i )ŝ i , ∀i =1 ..n so that max(ts)= n i=1 |t| iŝi . Analogously, the minimum is obtained by choosing s i = −sign(t i )s i , ∀i =1 ..n so that min(ts)=− n i=1 |t| iŝi . These computations are exact as they are SUE. If S ∈I , the computations are not SUE anymore, as the same interval variable S has to be used for each multiplication with an element of T . Thus, (6) is an overapproximation if S ∈I.
Lemma 3 (Symmetric Interval Matrix map for Zonotopes):
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with a zonotope is overapproximated by a hyperrectangle with center 0: andN j denotes the j th row ofN .
Proof: Using lemma 2 with
The multiplication with N yields under application of lemma 2:
An examplary illustration of the overapproximation defined by lemma 3 is shown in Fig. 2(a) for
. Lemma 3 allows to formulate an overapproximation for the linear map of a zonotope Z with an interval matrix M :
Theorem 4 (Interval Matrix map for Zonotopes):
The linear map of a zonotope Z =(c, g
n×n is overapproximated by:
The interval matrix multiplication with M is split up into a matrix multiplication withM and a symmetric interval matrix multiplication with −M,M : MZ = MZ+ −M,M Z. The result of the matrix multiplication is denoted L 1 =MZ. The linear map of the symmetric interval matrix obtained from lemma 3 is:
Applying the Minkowski addition rule for MZ = L 1 + L 2 yields the final result of theorem 4. An overapproximation occurs as the intervals [−1, 1] inMZ and −M,M Z for the same generator g (i) are treated as independent intervals although they are originally identical.
The overapproximation of theorem 4 is best illustrated for the multiplication with a generator that has only one generator g (1) as shown in Fig. 2(b) . Note, that the exact reachable set is not a zonotope anymore.
Equivalent to the solution of the reachable set starting from a single point x(0), the reachable setR([0,r]) starting from a zonotope Z 0 without input (v =0 ) can be computed as follows:R
The convex hull CH() of two zonotopes is a polytope in general. For this reason, a zonotope that encloses the convex hull is constructed as presented in [7] . Due to the fact that e Ar e At = e A(r+t) , one can compute the reachable set for any interval t ∈ [(k − 1)r, kr],k∈ N + by:
The reachable setR([0,T]) with T = kr is easily obtained by unifying the reachable sets of computed subintervals:
where a smaller value of r, which can be freely chosen, enhances the accuracy ofR([0,T]).
VI. REACHABILITY WITH INPUTS
In this section, the reachable set R([0,r]) of the linear system (1) is computed for an input v(t) defined on a zonotope V. Due to the linearity of the system, the reachable set is computed by superposition of the homogeneous and the particulate solution:
While the solution ofR([0,r]) has been described already in the previous section, the reachable set of the particulate solutionR([0,r]) is now investigated. The particulate solution x p (r) of a linear system with time varying system matrix A(t) and uncertain input v(t) ∈ V is:
Applying proposition 1, one can simplify the particulate solution to
Following the same principle as in proposition 1, one can overapproximate the particulate solution using the set of inputs V :
By substituting τ = r − t, the particulate solution can be further simplified to
Applying theorem 1, one can state the following proposition: 
Proof: All possible solutions of x p (r) in (7) can be overapproximated by substituting e Aτ by ⌈e Aτ p ⌉: 
VII. EXAMPLES First, a simple two dimensional example is presented which is taken from [7] and extended by parameter uncertainties with the following specifications: Initial values are within [0.9, 1.1] for each dimension. The time step is chosen as r =0 .04 for a time interval t ∈ [0, 5] (125 iterations), and Taylor expansions of order 4 are used to compute ⌈e Ar p ⌉,F andR([0,r]). The maximum zonotope order is 10. All interval computations are performed with the tool b4m [19] . The model of the first example is given as follows: Its overapproximated reachable set together with sample trajectories starting in the vertices of Z 0 are shown for three cases in Fig. 3 . The sample trajectories bound the true reachable area and the zonotopes represent the overapproximated reachable set. The first case shows the reachable set without input. The second one is computed without uncertain parameters: A * = A +0.5(A − A). The third one shows the reachable sets with uncertain parameters and input. The second example is also taken from [7] -but it is extended to an uncertain system matrix, the disturbance input is specified as a zonotope, and a modification is chosen in which the dynamics of x 2 and x 3 is coupled. The specifications are the same as for the first example, except that the maximum order of the zonotopes is 5. The model of the second example is given as follows: 
VIII. CONCLUSIONS
The computation of reachable sets for the class of linear systems with uncertain system matrices and inputs has been presented. Due to the use of zonotopes, the computational complexity grows moderately with dimension n compared to other approaches, such as the computation with arbitrary polytopes. It is noteworthy that the computation of systems with dimension up to 100 can be performed in a few seconds. The presented methods are currently embedded in verification tools for hybrid systems.
