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Introduction
In high temperature laboratory and rarefied space plasmas, many situations arise
where the observed dynamics is characterized by non collisionality. This is due to
the fact that, in such plasmas, the collision frequency can be orders of magnitude
smaller than the typical frequencies of the plasma dynamics (as the plasma frequency),
corresponding to a mean free path of the particles much longer than all other plasma
characteristic length scales. From a theoretical point of view, the dynamics of these
plasmas can be considered as Hamiltonian.
The study of such non collisional systems represents one of the widest fields of
investigation of plasma physics. The capability of generating, during the time evolu-
tion, smaller and smaller scales in the velocity space is a characteristic of the majority
of the processes developing in such plasmas. Thanks to this feature, it is possible to
observe fascinating phenomena, like the Landau damping, in which the passage of en-
ergy through macroscopic to microscopic scales can produce the exponential damping
of macroscopic oscillating quantities as the electric field and the charge density. In
this process the initial energy associated to these macroscopic quantities is not dis-
sipated, since the system is collisionless, but, it is stored in the distribution function
as velocity-space fluctuations that oscillate indefinitely in time on increasingly finer
velocity scales (the so-called ballistic term). This interplay between macroscopic and
microscopic processes is very elegantly exemplified by the plasma wave echoes [1, 2].
Echoes are, in fact, one of the most direct proofs and one of the more significant
demonstration of microscopic reversibility in collisionless plasmas since, as a matter
of fact, they are capable to bringing back on macroscopic scales the memory of the
initial perturbation Landau damped away in time.
Like in the Landau damping and in the echo phenomenon, the dynamics of a
collisionless system, especially in the long time, non linear evolution, is often driven by
kinetic effects. Therefore, to describe theoretically its evolution, a kinetic approach is
3
4necessary. This kinetic theory is a mean field theory, in which Coulomb interactions
between particles are replaced by a common mean electromagnetic field. In other
words, each particle feels the averaged field of the collective system, while single
particle interactions are neglected. The equation which governs the evolution of such
systems is known as the Vlasov equation.
This equation, self-consistently coupled with Maxwell ones, describes the plasma
dynamics for times shorter than the binary collision time in terms of the distribution
function of particles f(x, v, t). The distribution function represents the number of
particles per unit volume, at the time t, in the point (x, v) of the phase space. One of
the fundamental characteristics of the Vlasov equation is that different curves of level
of the distribution function in the phase space can wind round themselves in very
complicate ways but cannot reconnect. Furthermore this equation is characterized by
the fact that any function G(f) is a constant of motion, i.e. dG/dt = 0, as, in partic-
ular, the n-order invariants In =
∫
fndxdv. Through Vlasov and Maxwell equations,
the distribution function time evolution is calculated self-consistently with the elec-
tromagnetic fields produced by the plasma particles. However, the Vlasov-Maxwell
system is a non linear system of equations, and hence to solve it analytically, even in
simplified problems, results usually very difficult and in general even impossible. For
this reason, when one wants to study the non linear dynamics of a plasma, numerical
simulations are one of the most effective tools of investigation. However, the necessity
of the numerical approach to discretize the equations on a numerical mesh introduces
a strong limit. In fact, in Vlasov simulations, when a process develops scales so small
to be comparable with the size of the numerical mesh, the algorithm becomes neces-
sarily unable to describe correctly the plasma dynamics, with the consequent effect
of introducing in the system numerical dissipation and dispersion. The role of these
numerical dissipative effects on the study of collisionless plasma dynamics is a com-
plex question still open and can be considered as one of the outstanding problems of
plasma physics. One of the main problems to understand is how much the feedback
of small scales on large ones is relevant for the macroscopic dynamics, even if the
mesh length scale, that is comparable to the dissipative one, is much shorter than
any physical length scale.
We tried to face this question by considering several specific cases of one dimen-
sional electrostatic collisionless dynamics and, we made numerical simulations of the
5non linear long time evolution of several non collisional plasma systems by varying
the mesh size and/or the algorithm used to solve the Vlasov equation.
The first phenomenon investigated is the long time evolution of the Landau damp-
ing phenomenon which can be summarized as a resonant interaction between a plasma
wave and particles moving at nearly its phase velocity. The effect of this interaction is
an exchange of energy between these particles and the wave. In the case in which the
initial distribution function is Maxwellian and the wave has a positive phase velocity,
the net transfer of energy is from the wave to the particles, producing the damp-
ing of the wave in time. However, during the non-collisional damping process, other
mechanisms can come into play changing the evolution of the phenomenon. When
the amplitude of the initial wave is ”sufficiently” large, one of these mechanisms is
represented by the particles trapping in the potential well of the wave. This process
has a characteristic time τp, called the trapping time, that is the time necessary for
a particle to go across the potential well and bounce back. Hence, the long time
dynamics of the plasma can change in conformity with the relations between the
characteristic times scales of the system (Landau damping time τL, trapping time τp
and the wave oscillation period τ0 = 1/ω). When τp À τL À τ0 (Landau regime)
the plasma oscillation for large times is exponentially damped to zero [3], while when
τL À τp À τ0 particles are rapidly trapped before the wave is damped and, at t
about τp, the linear Landau theory breaks down. The result is that, at large times,
the wave amplitude reaches a constant nonzero value (O’Neil regime) [4]. If instead
τp is about τL, the behaviour of the system is intermediate [5]. In the case when par-
ticle trapping is relevant in the system dynamics, phase space vortices, representing
particle oscillations in the potential wells, are generated. We are interested in the
regime in which vortices are created because it represents one of the most important
and typical examples of the violation of the Vlasov equation.
Our numerical study of the long time evolution of Landau damping has been
made in the regime in which τL ' τp with the initial perturbation amplitude such
that a phase space vortex is generated around the resonant velocity. In our model we
take the protons as a fixed neutralizing background since the dynamics under study
evolves on the electron time scale. We compared the results obtained with different
meshes and three different numerical schemes, corresponding to different values of
artificial numerical dissipation. Through the measure of macroscopic quantities (the
6distribution and number of trapped particles, invariants, electric field, etc...), we
found that, at large times, the same initial plasma system reaches different final
macroscopic states depending on the grid size and/or the numerical scheme. These
final states are a superposition of ’averaged’ Bernstein-Greene-Kruskal (BGK) states
[6, 7], i.e. a superposition of exact solutions of Vlasov-Poisson equations, stationary
in the reference frame moving at the phase velocity of the wave, obtained averaging
the particle distribution function of these states over the energy curves.
Differences among final macroscopic states of the Vlasov Poisson system are even
more evident in the results of the two stream instability evolution, an instability
which develops thanks to the initial anisotropy in velocity of the particle distribution
function given by two counter streaming beams carrying no net total current in the
system. The study of its linear and non-linear behaviour [8] has acquired new inter-
est in the last ten years with the discovery of bipolar electric field pulses in space
plasmas (Earth’s ionosphere [9, 10], magnetosphere [11] and foreshock region [12]).
We are interested in this process because it produces a vortex that involves the bulk
of the distribution function and not only a small portion as in the non linear Lan-
dau damping. We investigated the evolution of this instability for a one dimensional
unmagnetized collisionless plasma with an initial equilibrium configuration where the
electrons are distributed in two beams with equal but opposite mean velocities, while
(as a first step) protons are considered of infinite mass. When the system is per-
turbed, the amplitude of the electric perturbation increases to the disadvantage of
electrons kinetic energy, until it becomes large enough to trap electrons starting from
less energetic ones. At this point the instability begins to saturate and a new sta-
ble state is reached. In the phase space, the oscillations of the trapped electrons in
the potential well are represented by vortices. The number of vortices which can be
generated by this system depends on the spatial dimension Lx of the phase space.
If more vortices are generated in the system, they interact together [13, 14]. This
interaction process of merging (inverse cascade) is forbidden in the Vlasov collisionless
theory and is driven by the artificial dissipation introduced by the numerical approach.
We observed that varying the length scale of the numerical grid, corresponding so
to vary the artificial dissipative effects, changes both the way in which the vortices
interact together to develop a final unique vortex and the characteristic time in which
this merging process is completed.
7The cause of the differences among final states of the Vlasov-Poisson system is
hence due to the fact that simulations made with different algorithms or with the same
algorithm but with different resolution grids, brings in the system different quantities
of artificial effects which are relevant also for the macroscopic dynamics, even if the
dissipative length scale is much shorter than any physical length scale. Therefore,
when artificial dissipation comes into play, even if we are formally dealing with a
collisionless plasma, the final effect will be very similar to inserting in the system a
collisional operator.
Since the echo phenomenon, for which a non linear solution is available, is one of
the most sensitive process to ”collisions”, capable of distinguish between collisional
or non-collisional damping effects, we have decided to employ it for the study of
numerical schemes to investigate the dissipative effects problem. But how the echo
manage to realize the differences between a collisionless and a collisional system? Let’s
now give a brief explanation. A wave echo arises when two plasma waves are excited in
the plasma with a time delay and, long after they have been Landau damped away, a
macroscopic electric field reappears because of the nonlinear constructive interference
between the ballistic terms of the two waves. In absence of dissipation, the memory of
the two plasma waves, after they are Landau damped away exponentially, is stored in
the ballistic terms. Instead, if collisions are present in the system, they can destroy the
phase informations stored in these ballistic terms before the echo appears. A detailed
analytical study of this phenomenon was developed by O’Neil [15] and showed how
Coulomb collisions and microturbulence can affect the final amplitude and shape of
the echo. This very fine sensibility of the echoes to dissipative effects, permits us to use
this phenomenon to investigate the dissipative properties of a numerical code [16]. We
tested, with the echo phenomenon, all the algorithms we used at different numerical
resolutions. We found that code accuracy affects the final amplitude and shape of
the echo in agreement with theoretical analysis. In the limit of very high resolution,
no grids dissipative effects are introduced in the system at least for t < techo. The
echo test results more discriminating than those based on the conservation of (a
finite set of) Casimir invariants (see Ref. [17]). In fact, in all runs where there is a
decrease of the echo’s amplitude (up to complete disappearance) with respect to the
expected value, due to any kind of (numerical) dissipative effect, the set of Casimir
invariants of the Vlasov - Poisson system (here up to third order, m = 1, 2, 3) are
8”perfectly” conserved (i.e. no variations are observed all along the simulation). Indeed
such invariants, often considered as the relevant test for a Vlasov code, may provide
misleading informations since they are global quantities unable to capture small-scale
features of non-Vlasov local effects.
Considering all these results, one question arises: up to what point can a system,
studied through numerical simulations, be considered as really non-collisional? As
seen before, in fact, even if the plasma under study is formally collisionless, when
the numerical scheme becomes unable to describe the system small scales, collisional
effects come into play. A way to understand how and when the plasma looses its non
collisionality is given by the study of particle correlations. As already mentioned,
in a collisionless system, and therefore for the Vlasov theory, the correlations, as for
example binary interactions, are negligible with respect to the averaged field produced
by all the particles of the plasma. However, when strong spatial and velocity gradients
are generated by the system during the dynamical evolution, correlations become more
and more important at least in local large gradient regions. For this reason, we studied
the generation of binary correlations in numerical simulations of two different kind of
collisionless plasma systems: a one dimensional electrostatic two stream instability
and a system where the field produced by the plasma particles is neglected and an
external sinusoidal fixed electric field is imposed. In both problems a phase space
vortex is formed. To investigate the correlations, we used passive tracers, whose time
evolution is determined only by the electric field present in the system. In the two
stream instability case, the electric field that make move the tracers is given by the
self-consistent averaged electric field computed through Vlasov and Poisson equations.
We found that in the two stream instability process correlations are negligible until the
scales produced by the system are large enough to be correctly solved by the numerical
mesh. When the plasma fluctuations characteristic lengths become comparable to
the numerical grid step, the Vlasov theory is violated and both short range and
long range correlations appear and their strength begins to increase in time, up to
reach asymptotic constant values. Furthermore, in the regions in which correlations
appear, the dynamics of the passive tracers becomes chaotic. In the second system,
instead, for all times nor correlations neither chaotic dynamics have been found. The
presence of correlations in the two stream instability case is due to the presence
of the self-consistent field, i.e. the field calculated, for every time steps, through
9the distribution function. In fact, when the fluctuations length scales generated by
the distribution function become smaller than the mesh grid step, the algorithm is
forced to approximate the distribution function on the discrete mesh, reconnecting
the distribution isolines. This effect allows the tracers, constrained to follow the
isolines of the distribution function, to go from an isoline to another, meaning, for
particles with kinetic energies of the order of the potential energy, the possibility of
passing from a closed orbit to a free motion, i.e. the generation of chaotic trajectories.
At the same time, the approximation of the distribution function on the numerical
mesh produce also deviations on the averaged electric field that make appear the
correlations between particles. In the second system, correlation are not generated
because numerical effects cannot affect the electric field since it is fixed.
A different subject with respect to the study of the influence of artificial dissi-
pation on long time numerical simulation, has been investigated in this work: the
evolution of electromagnetic and electrostatic waves injected from the boundary in
a magnetized plasma. The study of these processes through a numerical kinetic ap-
proach permits to investigate the evolution of waves, as Bernstein ones, that don’t
exist in the fluid theory but are of great importance in phenomena as, for example,
the mode conversion [18, 19]. This phenomenon is one of the most important when
one investigates the evolution of injected waves in inhomogeneous plasmas when the
upper hybrid resonance is encountered and represents a relevant process in tokamak
systems [20, 21, 22, 23, 58]. We hence decided to study the evolution of injected
electromagnetic wave in an 1D-2V inhomogeneous magnetized plasma in which the
Harris pinch magnetic configuration, which is a full Vlasov-Maxwell equilibrium, has
been used as the supporting medium for wave propagation. We investigated the in-
teraction of the injected waves with the upper hybrid resonance and/or with the cut
off, discussing the induced excitation of electric and magnetic fluctuations and the
competition between electromagnetic and electrostatic effects. Furthermore we stud-
ied the formation and evolution of Bernstein waves, through the external excitation
of electromagnetic waves or electrostatic perturbations, in homogeneous collisionless
magnetized plasma.
The work is organized as follows: in Chapter 1 there is a brief review of the theory
of the basic plasma processes at play in our system (linear and non-linear regimes
of Landau damping and two stream instability, plasma wave echo phenomenon and
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correlations); a description of the numerical schemes used will be provided in Chapter
2; in Chapter 3 we will present the results of the numerical simulations made. The
theory and the numerical results of the study of the evolution of electrostatic and
electromagnetic waves injected by the boundary in a magnetized plasma are shown
instead in Appendix C and D respectively, since this is a very preliminary work.
Chapter 1
Collisionless plasma phenomena
The dynamics of many plasma phenomena are governed by kinetic effects. For this
reason the fluid theory is often inadequate to describe such phenomena and a kinetic
approach is hence necessary. Echoes, Landau damping, particle trapping, propagation
of Bernstein waves in a hot magnetized plasma and the long time behaviour of the
two stream instability are examples of phenomena that can be properly described
only by the kinetic theory. In this chapter we will make a brief review of the linear
and non linear theory of these systems.
1.1 Kinetic theory of small amplitude plasma waves
in a field free collisionless plasma
The dynamics of a field free collisionless plasma can be studied using the Vlasov
and Poisson equations, that provide the evolution of the particles distribution func-
tion f(x, v, t) in time. Since the Vlasov-Poisson system of equations is nonlinear,
it becomes really difficult to calculate f(x, v, t) in the majority of the cases. One
of the limits for which it is possible to solve analytically the equations is when the
distribution function, in its evolution, is only slightly perturbed from the initial con-
dition. In this regime, also called the linear regime, Vlasov and Poisson equations
can be linearized assuming that the electron distribution function and the fields can
be expressed as an equilibrium part plus a small perturbation. In this section we are
interested to show how to derive this equations and their solutions.
11
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We limit here to the fast electron dynamics. Let’s consider a one dimensional
field free collisionless plasma composed by mobile electrons and a fixed background
of neutralizing ions. Hence, Vlasov and Poisson equations can be write as:
∂fe
∂t
+ v
∂fe
∂x
+
e
me
∂φ
∂x
∂fe
∂v
= 0; (1.1.1)
∂2φ
∂x2
= 4pie
(∫
fe dv − n0
)
; E = −∂φ
∂x
; (1.1.2)
where n0, fe and φ represent the protons density, the electron distribution function
and the electrostatic potential, respectively. To linearize the equations, we consider
the electron distribution function and the electrostatic potential expressed as an equi-
librium part plus a perturbation as
fe(x, v, t) = fe0(v) + ²fe1(x, v, t) (1.1.3)
φ(x, t) = φ0 + ²φ1(x, t) (1.1.4)
where φ0 = constant and
∫
dvfe0 = n0. In this problem, the electron distribution
function fe0(v) and φ0 represent the stationary plasma state, while the distribution
function fe1(x, v, t) and φ1 represent the development of an initial perturbation. To
satisfy the condition, for the distribution function, of small departures from the initial
configuration, the perturbation fe1 is assumed not only to be small, | fe1 |<< fe0,
but also to satisfy the condition
| ∂fe1(x, v, t)
∂v
|<<| ∂fe0(v)
∂v
| (1.1.5)
Substituting these expressions in Vlasov and Poisson equations and retaining only
the first order terms, we obtain:
(
∂
∂t
+ v
∂
∂x
)fe1 = − e
me
∂φ1
∂x
∂fe0
∂v
; (1.1.6)
∂2φ1
∂x2
= 4pie
∫
fe1 dv . (1.1.7)
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In order to solve the linearized equations 1.1.6, 1.1.7, we apply them the Fourier
transform with respect to the spatial variables and we take the Laplace transform in
time as made by Landau [3]. As usual Fourier and Laplace transforms are defined as:
fek(v, t) =
1
2pi
∫
fe1(x, v, t)exp(−ikx)dx (1.1.8)
φk(t) =
1
2pi
∫
φ1(x, t)exp(−ikx)dx (1.1.9)
f˜ek(v, p) =
∫ ∞
0
fek(v, t)e
−ptdt Re(p) ≥ p0 (1.1.10)
φ˜k(p) =
1
2pi
∫ ∞
0
φk(t)exp(−pt)dt <(p) > p0 (1.1.11)
where p0 is chosen large enough that the integral so
∫∞
0
fek(v, t)e
−ptdt converges.
Since fe0 is not a function of x or t, equations 1.1.6, 1.1.7 become:
(p+ ikv)f˜ek(v, p) = fek(v, t = 0)− e
me
ik∂fe0
∂v
φ˜k (1.1.12)
k2φ˜k = 4pie
∫
f˜ek(v, p)dv (1.1.13)
Combining equations 1.1.12 and 1.1.13 together we obtain:
k2φ˜k =
4pie
∫
f˜ek(v, t = 0)dv/(p+ ikv)
1− 4pi e2
mek2
∫
ik∂fe0
∂v
dv/(kv − ip) (1.1.14)
To obtain the space and time dependence of the potential for a given initial distri-
bution function, it is now necessary to take the inverse Laplace and Fourier transforms.
However, the inversion integrals can be analytically carried out only for few simple
initial distribution functions (for example in the case of an equilibrium distribution
fe0 = δ(v) and an initial perturbation fe1 = fe0sinkx or for fe0 = Aδ(v)/v
2 and
fe1 = fe0sinkx). To achieve analytical solutions for a wide class of initial distribu-
tion functions is hence necessary an approximation by searching long-time solutions.
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These asymptotic solutions are the normal modes of oscillations of the plasma and
are represented by all those wavelike disturbances, induced by an initial perturbation,
that persist long after the transient period in which all other disturbances died out.
Details of the computation of Laplace inverse transforms on equation 1.1.14 can be
found in reference [3] and [25]. However, before showing the result, it’s important
to underline that the prime contribution to the Laplace contour integral comes, for
t → ∞, from the poles of φ˜k, which are the zeros of the denominator of equation
1.1.14, i.e. the zeros of the dielectric function:
D(k, ip) = 1− 4pi e
2
mek2
∫
ik∂fe0
∂v
dv
kv − ip . (1.1.15)
The time-asymptotic solution of the linearized Vlasov-Poisson equations for the per-
turbed potential results:
φk(t→∞) =
∑
j
Rje
pj(k)t (1.1.16)
where Rj are the residues
Rj = lim
p→pj
(p− pj)φ˜k(p). (1.1.17)
In terms of the frequency ω = ip, the asymptotic potential becomes:
φk(t→∞) =
∑
j
Rje
−iωjt (1.1.18)
where ωj is the complex quantity ωj = ωr + iωi and satisfies
D(k, ω) = 1− ω
2
pe
k
∫
∂fe0/∂v
kv − ω dv = 0 . (1.1.19)
In last equation, ωpe, called the electron plasma frequency, defined as ωpe =
√
(4pin0e2/me),
represents the characteristic frequency of the collective oscillations exhibited by plasma
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electrons as the response to an unbalance of charge, in order to maintain the quasi-
neutrality of the system.
1.2 Landau damping
In this section we will present the theory of the Landau damping of an electron plasma
wave in a collisionless plasma. We will first make a brief review of the linear theory
(see reference [3], [25]). Then, we will show O’Neil and Lancellotti and Dorning
analytical theories, and their field of applicability, that have been developed in order
to describe the phenomenon when linear theory breaks down and effects, as particles
trapping, come into play.
1.2.1 Linear regime
The system we want to describe is a one dimensional unmagnetized collisionless
plasma. Since Landau damping is a high frequency phenomenon governed by the
electron dynamics, we can consider protons at rest (i.e. of infinite mass), just as
a fixed neutralizing background, without loosing generality. In order to study the
linear regime of Landau damping, we have to take the Vlasov and Poisson equations,
linearized them and compute the dispersion relation. From D(k, ω) we will derive
the frequencies of the waves supported by the plasma. Since the system considered
here is the same for which the linear theory has been developed in section 1.1, we can
directly take the dispersion relation 1.1.18:
D(k, ω) = 1− ω
2
pe
k
∫
∂fe0/∂v
kv − ω dv = 0 . (1.2.1)
To obtain the dispersion relation, we need to find solutions of D(k, ω) = 0 which
give us the frequencies ω = ωr + iωi of these waves as function of the wave number
k. We limit here to solutions for which the plasma is stable, by taking into account
only for frequencies with a negative imaginary part. It is important to recall that
we are searching, as in section 1.1, long-time solutions, i.e. the normal modes of
oscillation of the system. Therefore, we will consider only the solutions of D(k, ω) = 0
having eigenfrequency ω purely real or, at least, with a very small imaginary part,
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i.e. ωi << ωr. In fact, all waves for which ω has a large value of the imaginary part
are damped very fast and so they cannot be considered as normal modes. The most
interesting feature of equation 1.2.1 is the presence in the dispersion relation of a
pole at v = ω/k. It is therefore necessary to solve the integral contained in D(k, ω)
by choosing a proper integration contour in the complex plane. This contour, as
indicated in Landau prescription, has to pass under the pole (see for example [25]
pg.375). Then, choosing from 1.2.1 only those solution for which ω = ωr + iγ with
|γ| << ωr, we can simplify the computation of D(k, ω) roots by expanding it in Taylor
series around γ = 0
D(k, ω) = D(k, ωr) + iγ
∂D(k, ω)
∂ω
|ω=ωr =
= 1− ω
2
pe
k
[
lim
²→0+
∫ +∞
−∞
∂fe0/∂v
kv − ωr − i²dv + iγ
∂
∂ωr
(
lim
²→0+
∫ +∞
−∞
∂fe0/∂v
kv − ωr − i²dv
)]
(1.2.2)
It’s important to note that, for ω = ωr, the integral is evaluated along the Landau
contour by writing ω = ωr + i², i.e. in a pole just above the v axis, and then taking
the limit for ²→ 0+.
We can use the relation (see reference [26] p.481):
lim
²→0+
∫ +∞
−∞
G(v)
v − ωr/k − i²dv = P
∫
G(v)
v − ωr/kdv + piiG(v =
ωr
|k|) (1.2.3)
obtaining
1− ω
2
pe
k2
(
1 + iγ
∂
∂ωr
)[
P
∫
∂fe0/∂v
v − ωr/kdv + pii
[
∂fe0
∂v
]
v=ωr/k
]
= 0 (1.2.4)
where P is the Cauchy principal value. The above relation can be also written as
D(k, ω) = Dr(k, ω) + iDi(k, ω) + iγ
∂(Dr(k, ω) + iDi(k, ω))
∂ωr
(1.2.5)
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where
Dr(k, ω) = 1 +
1
k
P
∫
∂fe0/∂v
ω − kv dv (1.2.6)
Di(k, ω) = − pi
k2
∂fe0(v)
∂v
|v=vph . (1.2.7)
If we consider the case for which the phase velocity of the wave is much larger
than the thermal velocity, vph >> vth (i.e. in long-wavelength limit kλD << 1), the
principal value integral in equation 1.2.4 can be evaluated by an expansion in v. In
order to calculate ωr, we search the zeros of the real part of the dielectric function by
putting Dr(k, ωr) = 0. Hence using a Maxwellian equilibrium electron distribution
function
fe0(v) =
(
me
2piκTe
)1/2
exp
(
−mev
2
2κTe
)
(1.2.8)
and evaluating the principal value integral by an expansion in v, we obtain:
Dr(k, ωr) ' 1 +
ω2pe
ω2
[
1 +
3ω2pe
ω2
(kλD)
2
]
= 0 . (1.2.9)
where λD, the Debye length, is a measure of the radius of the characteristic sphere of
influence of a test charge in a plasma, defined as λD =
√
(κT/(4pin0e
2)) = vth,e/ωpe
(where T represents the plasma temperature and κ the Boltzmann constant). Solving
equation 1.2.8 we obtain:
ωr = ωpe
[
1 +
3
2
k2λ2D
]
. (1.2.10)
The frequency already found is associated to a wave called Langmuir wave. In the
limit of a cold plasma, i.e. λ << λD or equivalently kλD << 1 or also ω/k = vth, this
wave will have a real part of the frequency ωr ' ωpe, i.e. not depending on the wave
number k, and no imaginary part. The expression for the frequency γ can be found
equating the real and imaginary part of equation 1.2.5, obtaining:
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γ = −Di(k, ωr)/∂Dr(k, ωr)
∂ωr
. (1.2.11)
An important result of equations 1.2.7 and 1.2.11, is that the damping rate γ of the
wave is proportional to the first derivative of the equilibrium electron distribution
function with respect to velocity, calculated at the phase velocity vph = ω/k of the
wave. Hence the sign of ∂fe0(v)/∂v|v=vph determines if the wave is damped or the
growing.
Inserting 1.2.6 and 1.2.7 in equation 1.2.11 and using the Maxwellian defined in
1.2.8, the imaginary part of the frequency results:
γ ≡ γL = −
√
pi
8
ωpe
|k3λ3D|
exp
[
−
(
1
2k2λ2D
+
3
2
)]
(1.2.12)
The presence of an imaginary part of the frequency tells us that even if we’re
in a collisionless system, the electrostatic waves undergo to a damping, called the
Landau damping. Since we are in the long-wavelength limit, the damping time scale,
τd = 1/|γL|, results much loner than the time scale of plasma oscillation τ0=1/ωpe (in
fact in the long-wavelength limit γL << ωr ' ωpe because kλD << 1).
But what is the physical explanation for the development of a damping phe-
nomenon ia a collisionless system? As can be seen also in the dispersion relation
from the presence of the singularity at v = vph, if in the plasma there are electrons
that travel with almost the same velocity of the wave (i.e. resonant particles), that
therefore see a ”quasi static” electric field E ' const, they will interact with the wave
absorbing energy from it or giving energy to it depending on their velocities. Particles
that move slightly slower than the wave absorb energy from the wave, while those
that move faster give energy to the wave. In our case, where the equilibrium distri-
bution function is a maxwellian, for a positive phase velocity of the wave, there will
be more resonant particles that travel slightly slower than the phase velocity of the
wave than particles that move slightly faster. This produces a net effect of a transfer
of energy from the wave to the electrons, damping the wave in time. However, as the
system is non collisional, this energy of the wave must be ”hidden” somewhere else.
As we will seen in the next section, the energy lost by the wave is transferred to small
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scales fluctuation of the electron distribution function. Since the distribution func-
tion becomes, with the growing of time, more and more highly oscillating function,∫
fdv will phase mix to zero and hence the electric field, that is proportional to this
quantity, becomes zero. However it i possible to retrieve such energy, as later times,
in the form of a plasma wave echo.
1.2.2 Electron trapping and O’Neil regime
Let’s consider an electron that moves in a plasma where an electrostatic wave is
present. If the electron moves with nearly the same velocity of the electrostatic wave
and the amplitude of the electric field is large enough, i.e. mv2 ≤ eφ, it will be
trapped in the wave potential well. If, for example, the electrostatic wave is of the
form E(x, t) = Ek(t)sin(kx − ωt), these electrons will oscillate in the well with a
period:
T =
1
2pi
√
me
eEkk
≡ τp
2pi
. (1.2.13)
where τp is called the trapping time and T is obtained solving the equation mex¨ =
−eEksinkx ≈ −eEkkx (in the limit of small oscillations) and represents the time
taken by a trapped electron to go across the potential well and bounce back.
In the previous section we described the Landau damping phenomenon in the
framework of a linear theory. However, if the damping time τL is shorter than this
trapping time τp, the linear theory breaks down since, as will be shown in the following,
if τp < τL, the assumption | ∂fe1(x,v,t)∂v |<<| ∂fe0(v)∂v |, on which the linear theory is based,
ceases to be valid when t ≥ τp.
Let us consider the linearized Vlasov-Poisson system of equations(
∂
∂t
+ v
∂
∂x
)
f1(x, v, t) =
e
me
E1(x, t)
∂f0(v)
∂v
(1.2.14)
∂E1(x, t)
∂x
= −4pi
∫ ∞
−∞
f1(x, v, t)dv . (1.2.15)
The initial electric perturbation chosen is:
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E1(x, t) = Ek(t)sin(kx− ωrt) ; kλD << 1 (1.2.16)
where Ek(t) = Ek(0)exp(γLt) and γL and ωr given by equations 1.2.10 and 1.2.12,
that corresponds to an initial perturbation of the electron distribution function of:
f1(x, v, 0) = f1(v, 0)cos(kx) . (1.2.17)
In order to solve the Vlasov-Poisson system of equations we define the particle trajec-
tories in absence of electric field x0(τ) and v0(τ) and then we integrate the equations
along these orbits. This procedure of integration is called the method of characteris-
tics. Therefore, observing that the term of Vlasov equation 1.2.14:(
∂
∂t
+ v
∂
∂x
)
f1 =
df1
dτ
(1.2.18)
represents the temporal derivative of f1 evaluated along an unperturbed particle tra-
jectory in absence of electric field, we can rewrite the Vlasov linearized equation as:
df1[x0(τ), v0(τ), τ ]
dτ
=
e
me
E1[x0(τ), τ ]
[
∂
∂v′
f0(v
′)
]
(1.2.19)
where the unperturbed particle orbits x0 and v0 are given by:
x0(τ) = x+ v(τ − t) v0(τ) = v (1.2.20)
such that x0(τ = t) = x and v0(τ = t) = v. Integrating equation 1.2.19 along the
characteristics 1.2.20 from τ = 0 to τ = t, one obtains:
f1(x, v, t) = f1(x− vt, v, t) + e
me
∂
∂v
f0(v)
∫ t
0
E1[x+ v(τ − t), τ ] . (1.2.21)
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Inserting in equation 1.2.21 the expressions 3.1.3 and 3.1.4, and considering that for
t << τL the amplitude of the electric field Ek(t) = Ê can be taken as constant,
equation 1.2.21 becomes:
f1(x, v, t) = f1(v, 0)cos(kx− kvt) + e
me
∂
∂v
f0(v)Ê
[
cos(kx− ωrt)− cos(kx− kvt)
ωr − kv
]
.
(1.2.22)
Expanding the numerator of the second term of the right hand side of equation 1.2.22
around vph, taking the velocity integral and retaining only the dominant contribution
for large time, we obtain:
∂
∂v
f1(x, v, t)|v=vph = −
∂
∂v
f0(v)|v=vph
ekÊ
me
t2
2
cos(kx− ωrt) . (1.2.23)
We see from equation 1.2.23 that for t ≥ tp =
√
ekÊ/me the condition of va-
lidity of the linear analysis | ∂fe1(x,v,t)
∂v
|<<| ∂fe0(v)
∂v
| breaks down for the resonant
electrons. Furthermore, from equation 1.2.23, at t = tp it can be observed that the
electron distribution function begins to develop a plateau in the resonant velocity, i.e.
∂
∂v
f(x, v, t)|v=vph = ∂∂vf0(v)|v=vph + ∂∂vf1(x, v, t)|v=vph ' 0. Hence the linear Landau
analysis is valid only on times much smaller with respect to the trapping time, i.e.
t << τp. Then, if τL << τp, the electric field will be ”completely” damped to zero
before non linear effects, that can significantly distort particles trajectories, like the
particles trapping, take place. In the opposite limit, τp << τL, the long time theory
was developed by O’Neil [4] in 1965. He solved the Vlasov-Poisson system of equa-
tions using the method of characteristics taking into account the oscillation motion of
resonant particles in the potential well. He used two mainly assumptions. The first
is to choose the electric field as a monochromatic sinusoidal wave and the second, is
that the amplitude of the electric field can be considered constant in time on time
scales of the order of τp, based on the condition τp << τL. Takin into account the
slow time variations of this electric field through the total energy expression (kinetic
energy plus electric field energy), O’Neil obtained the law for the time variation of
the electric field energy density ε as:
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ε(t) = ε(0)exp
[
2
∫ t
0
γ(t)dt
]
(1.2.24)
where
γ(t) = γL
∞∑
n=0
64
pi
∫ 1
0
dy
{
2npi2sin(pint/yτpF )
y5F 2(1 + q2n)(1 + q−2n)
+
(2n+ 1)pi2ysin[(2n+ 1)pit/(2τpF )]
F 2(1 + q2n+1)(1 + q−2n−1)
}
.
(1.2.25)
In the above equation γL is the linear Landau damping rate, F is the elliptic integral
defined as:
F (β, z) ≡
∫ z
0
dz′
(1− β2sinz′2)1/2 (1.2.26)
and
q ≡ exp(piF ′/F ); F ≡ F (y, pi/2); F ′ ≡ F ((1− y2)1/2, pi/2) . (1.2.27)
O’Neil also showed that in Eq. 1.2.25, the contribution of untrapped electrons
is represented by the first term of the right-hand side while the contribution of the
trapped particles is given by the second term. In the limit t′ ¿ τp the major contri-
bution to γ(t), 1.2.25, comes from the first term in the curly brackets for n = 1. In
this limit γ(t) ' γL. On the other hand, when t′ À τp, the integration over y of the
fast oscillating quantities of both terms in the right-hand side of equation 1.2.25, as
sin[(2n+1)pit′/2yτrF ] or sin[(npit′/yτrF ], phase mix to zero leading γ(t) ' 0. Hence,
the behaviour of the electric field energy computed by O’Neil in the case τp ¿ τL can
be summarized in this way: until t < τp the electric field energy damps exponentially
according with the linear Landau theory; when t ' τp non linear effects come into
play and the electric field energy, while is damped, begins to oscillate with a period of
the order of τp; when t→∞, as γ(t)→ 0, the amplitude of the oscillations decreases
and the electric energy field density tends to a constant value.
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1.2.3 Long time evolution of Landau damping
In the previous sections we’ve seen that the relations between the characteristic times
scales of the system, Landau damping time τL, trapping time τp and the wave oscil-
lation period τ0 = 1/ω, determine the way in which the system develops. Until now
we have described two cases: 1) when τp >> τL >> τ0, where the linear Landau’s
theory remains valid because the electrostatic wave is completely damped before par-
ticles can be trapped in the potential wells; 2) when τL >> τp >> τ0, for which
particles are rapidly trapped before the wave starts to be damped, for which, at t
about τp, the Landau theory is no longer valid [4]. The result of this last case is that
the wave amplitude, at large times, reaches a constant nonzero value. This regime
is called O’Neil regime. In this section we want to discuss the intermediate regime
when τp ∼ τL >> τ0. The theory has been developed by Lancellotti and Dorning [5]
in 1998. They found that there is a threshold for the initial perturbation amplitude:
when initial amplitude is down the threshold there will be Landau’s regime while if it
is above the threshold we will have O’Neil regime. Also in this case, due to the math-
ematical difficulties to solve the nonlinear Vlasov-Poisson system of equations, it has
been necessary make use of some approximations to solve the problem analytically.
The Lancellotti and Dorning theory is based on the assumption that the electric field
can be decomposed in a transient part T¯ and in a time-asymptotic part A¯ such that
E(x, t) = A¯(x, t)+ T¯ (x, t). The decomposition allows to obtain an approximate solu-
tion through the linearization of the Vlasov and Poisson equations for the transient
part of the electric field T¯ . The Vlasov equation written in terms of A¯ + T¯ is given
by:
∂f
∂t
+ v
∂f
∂x
− e
me
A¯
∂f
∂v
=
e
me
T¯
∂f0
∂v
(1.2.28)
where f0 is the initial distribution function. The ’transient linearization’ allows the
equations to remain uniformly valid even when t→∞ because T¯ decays fast enough
before the distribution function deviates too much from the equilibrium one, while,
the non linear part remains stored in the A term. Instead, as already discussed, in
the Landau linearization the approximation of ∂f/∂v with ∂f0(v)/∂v ceases to be
valid at t ' τp.
The transient linearization theory used in the regime τp ' τd, allowed to Lancellotti
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and Dorning to compute analytically the existence of a threshold ²c for the initial
perturbation amplitude a that leads to the linear Landau damping regime (A¯ = 0) if
a < ²c, or to the O’Neil regime (A¯ 6= 0) if a > ²c. This result justifies why in large
scale numerical simulations in some cases the electric field is damped to zero while in
some others nonzero travelling waves are present. Furthermore they found that, if the
amplitude of the wave is just above the threshold (a > ²c), the electron distribution
function evolves in time to reach a superposition of Bernstein-Greene-Kruskel (BGK)
[?, 7] states in a ’coarse graining sense’, i.e. averaging the particle distribution function
over the invariant curves discovered by Buchanan and Dorning [27] (as explained in
Appendix A). The BGK states are exact undamped periodic wave solutions of the
Vlasov-Poisson system which are stationary in the frame of reference moving at their
phase velocity. They are Vlasov equilibria and therefore they are computed trough
Vlasov and Poisson system of equations by setting ∂f/∂t = 0 (see Appendix A).
Brunetti et al. [28] numerically studied this problem and verified the Lancellotti
and Dorning theory [?] in the case of small amplitudes initial perturbations. They
showed with the help of numerical simulations that the Vlasov-Poisson system reaches
asymptotically in time a BGK state also in the case of large perturbation amplitudes,
where Lancellotti and Dorning theory cannot be used, and studied the non linear
stability of the system (side band instability).
1.3 Plasma wave echoes
In the study of Landau damping phenomenon an interesting paradox comes out:
where does the energy associated to the electric wave goes when the wave is damped?
At first sight, we could think that the energy has been converted into particles tem-
perature. However this explanation is in conflict with fact that since the plasma is
collisionless, the system conserves the entropy. The solution of the paradox can be
found by calculating what happens to the distribution function when the damping
takes place. It can be seen, in fact, that the excitation of an electric wave with wave
number k1 modulates the electron distribution function leaving, in addition to terms
proportional to the electric field that damps away in time, a perturbation of the form
f1(v)exp(−ik1x+ ik1vt). This last term, called the ballistic term, conserves the mem-
ory of the initial perturbation but it produces no electric field since it oscillates more
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and more rapidly as time goes on:
∫
f1(v)exp(ik1vt) → 0 when t increases. The in-
formations contained in the initial perturbation remain therefore hidden on the small
scales fluctuations of the distribution function.
The experimental proof of this result is given by the echo phenomenon [2]. This
phenomenon is, as a matter of fact, capable to bring back to the macroscopic scales
part of the initial perturbation Landau damped away in time. In fact, if a second
plasma wave is excited in the plasma after the first wave is Landau damped, an elec-
tric field reappears in the plasma many Landau damping periods after the application
of the second pulse. The generation of this new wave, called the echo, is due to the
nonlinear constructive interference between the ballistic terms of the two waves dis-
tribution functions. But how is generated this interference? Let’s take a collisionless
plasma and excite an electric field of spatial dependence e−ik1x. When time goes on,
the electric field is Landau damped away and, as seen previously, it modulates the
distribution function leaving a perturbation term of the form
δf
(1)
1 (x, v, t) = f1(v)exp(−ik1x+ ik1vt) . (1.3.1)
If at time τ we excite a second electric field with spatial dependence eik2x, it will
damp away in time, leaving a new perturbation in the electron distribution function.
This second wave will modulate the unperturbed part of the distribution, as made
by the first wave, producing a first order term of the form f2(v)exp(ik2x − ik2vt).
Furthermore it will modulated also the first order perturbation δf1(x, v, t) producing
a second order distribution function perturbation of the form
δf (2)(x, v, t) = f1(v)f2(v)exp(i(k2 − k1)x+ ik2vτ − i(k2 − k1)vt) . (1.3.2)
Both the first order perturbations give no contribution to the electric field, because
the velocity integral over them for large t will phase mix to zero. Instead, the second
order one, provides a contribution to the electric field, but only when time t reaches
the value τ ′ = τk2/(k2− k1). In fact, when t < τ ′, also the second order perturbation
is a highly oscillatory function as the first order perturbations, and hence its velocity
integral tend to zero when t increases. However, when t approaches the time τ ′,
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the second order perturbation stops to be a highly oscillatory function because the
exponent i(k2 − k1)x + ik2vτ − i(k2 − k1)vt vanishes at t = τ ′. So, at this time,
the velocity integral over this term will no more phase mix to zero, leading to the
appearance again of an electric field, i.e. the echo. Then, after a certain time interval,
the second order perturbation term comes back to be again an highly oscillatory
function since its velocity integral will again phase mix to zero.
The first analytical study of the temporal echo phenomenon is due to Gould,
O’Neil and Malmberg in 1967 [1, 2]. Using the Vlasov and Poisson equations, they
derived the electric potential of a second order echo. Making a brief review of this
theory we will show how to get the echo potential. The theory assumes the plasma
to be collisionless, one dimensional and that ions are at rest forming a neutralizing
background. The electron distribution function is expanded in terms of an equilibrium
homogeneous distribution, fe(x, v, t = 0) = f0(v) plus a perturbation term f1(x, v, t).
The total potential φ includes the potential due to the plasma charge distribution
ρ = e
∫
fdv and an externally produced potential φext containing the two external
pulse we want to perturb the system with. The external potential, composed by one
pulse of wave number k1 excited at t = 0 and a second one with wave number k2
applied after τ times from the first, takes the form:
φext = φk1cos(k1x)δ(ωpet) + φk2cos(k2x)δ[ωpe(t− τ)] (1.3.3)
where δ is the Dirac function.
The 1D-1V Vlasov - Poisson system, with fixed neutralizing protons, becomes:
∂f
∂t
+ v
∂f
∂x
+
e
me
∂φ
∂x
∂f
∂v
= 0 (1.3.4)
∂2φ
∂x2
=
∂2φext
∂x2
+ 4pie
(∫
f dv − n0
)
. (1.3.5)
By taking the Fourier and Laplace transforms of Vlasov and Poisson equations, sub-
stituting f˜k(v, p) calculated from Vlasov equation in Poisson one and expanding the
total potential φ˜k in terms of the external applied potentials φk1 and φk2 , we can
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compute the second order potential (for the detailed computation see Appendix B)
for the wave number k3 = k2 − k1 (the one associated to the echo), obtaining:
φk3(2)(t) = φk1
ωpeeλD
T
τ
φk2k
4
1k2
Tk3(k1 + k3)2
×
× −(k3/k1)γ(k1)e
γ(k1)k3/k1(τ ′−t)cos[ω(k1)(k3/k1)(τ ′ − t) + δ
{[ω2pe(k3 − k1)/(k3 + k1)]2 + γ(k1)2}{1/2}
for t < τ ′
× γ(k3)e
γ(k3)(t−τ ′)cos[ω(k3)(t− τ ′) + δ′
{[ω2pe(k3 − k1)/(k3 + k1)]2 + γ(k3)2}{1/2}
for t > τ ′
(1.3.6)
where
tan(δ) = γ(k1)(k3 − k1)/[ωpe(k3 + k1)]
tan(δ′) = γ(k3)(k1 − k3)/[ωpe(k3 + k1)].
(1.3.7)
We observe that the echo is symmetric in time only when k1 is exactly equal to
k3, otherwise it grows up at the rate exp[γ(k1)k3/k1(τ
′ − t)] and damps at the rate
exp[γ(k3)(t− τ ′)].
This theory is based on the collisionless Vlasov equation, and looses its validity
when collisional effects are enough ”rapid” to destroy the phase informations stored in
the ballistic terms before the echo can appear. In order to investigate the importance
of collisions in the long time dynamics of a weakly collisional plasma, it is possible
to add a collisional operator to the Vlasov equation. O’Neil developed an analytical
weakly collisional theory [?] for two small angle collisional processes: Coulomb col-
lisions and microturbulence. These collisional processes result particularly effective
at smoothing the distribution function ballistic term (large velocity gradients of the
distribution function) and therefore, at destroying the plasma wave echo. With this
theory, O’Neil computed how the presence of Coulomb collisions and microturbulence
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affect the echo, as we will show in the rest of this section. Even in this case, the the-
ory is developed in the limit of a one dimensional unmagnetized plasma. The part of
the theory that we discuss here refers to the case of second order temporal echoes in
presence of Coulomb collisions. A Fokker-Plank operator [29, 30, 31] of the form
FP(f) = − ∂
∂v
[D1f ] +
∂2
∂v2
[D2f ] (1.3.8)
has been chosen by O’Neil to represent small-angle collisions. When this operator is
applied to a free streaming perturbation as f1(x, v, t) = exp(ikx− ikvt), the leading
term of the operator at large times is the second velocity derivative. Therefore, at
large times the Fokker-Plank operator acting on f1(x, v, t) can be approximate as:
FP(exp(ixk − ikvt)) ' −D2k2t2exp(ikx− ikvt) (1.3.9)
where the coefficient of exp(ikx − ikvt) can be interpreted as the effective collision
frequency νeff (k, t) = D2k
2t2.
Before presenting the analytical steps for obtaining the echo potential expression,
some assumptions have to be made. These assumption are useful to make easier
the calculation. The first, coming from the choice of considering a weakly collisional
plasma, is that, during the Landau damping phase, collisional damping must be
negligible, i.e. γ−1L νeff << 1. This assumption means that the theory is valid only for
regimes in which the coefficient D2 is sufficiently small so that, while Landau damping
is acting, collisions practically produce no effect. Second, the time τ ′ between the
application of the first pulse and the appearance of the echo must be much longer
than the Landau damping time, i.e. τ ′γL >> 1. This last assumption is necessary to
ensure that collisions have a relevant effect on the echo. In fact, since D2 is small the
effect of collisions can be felt only when the time t is large enough to overcome the
smallness of D2. Hence, if τ
′ is too small (i.e. νeff is small), collisions have no time
to affect the ballistic terms before the echo is formed.
With these assumption, O’Neil first used collisionless theory to obtain the initial
form of the electron distribution function perturbation resulting from the application
of the two pulses and then used the Fokker-Plank equation without electric field
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driving terms to determine the collisional damping affecting the perturbations during
the free streaming.
If we excite in the plasma a first pulse of the form φk1cos(k1x)δ(ωpet), collisionless
theory predicts that the form of the first order electron distribution function streaming
perturbation will be:
f
(1)
k (v, t) =
e
me
φk1 [δ(k − k1) + δ(k + k1)]ik
2ωpe²(k,−ikv)
∂f0
∂v
e−ikvt (1.3.10)
where, as above, f0(v) is the initial Maxwellian distribution function and ²(k,−ikvt)
is the dielectric function. Using equation C.0.21 as the initial condition, the electron
distribution function streaming perturbation evolves according to the homogeneous
Fokker-Plank equation
∂fk
∂t
+ ivkfk − FP(fk) = 0 (1.3.11)
until the excitation of the second pulse. Substituting equation C.0.21 in C.0.22 one
obtains:
f
(1)
k (v, t) =
e
me
φk1 [δ(k − k1) + δ(k + k1)]ik
2ωpe²(k,−ikv)
∂f0
∂v
exp
(
−ikvt−
∫ t
0
νeff (k, t
′)dt′
)
(1.3.12)
where νeff (k, t) = D2k
2t2. The collisional damping factor that appears in the previous
equation was already determined by Karpman [32] and Su and Oberman [33] for a
streaming perturbation damped by Coulomb collisions and by Dupree [31] for the
microturbulence case.
When also the second pulse, of the form φk2cos(k2x)δ[ωpe(t − τ)] is excited in
the plasma, it will generate a first order streaming perturbation of the same type of
equation C.0.21 but with k2 instead of k1 and t− τ instead of t, and a second order
one derived from the modulation of the perturbation already left by the first pulse.
This second order term is produced only for wave numbers k1 + k2 and k2 − k1 but,
as already mentioned before, the one for which the echo is generated will be only
k3 = k2 − k1. Hence the second order streaming perturbation of interest is:
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f
(2)
k3
(v, t) =
(
e
me
)2
k1k2φk1φk2ik1τ
∂f0
∂v
exp
(−ik3v(t− τ) + ik1vτ − ∫ τ0 νeff (k1, t′)dt′)
4ω2pe²(k2,−ik2v)²(−k1, ik1v)
.
(1.3.13)
Substituting equation C.0.24 as initial condition in the homogeneous Fokker-
Plank, equation C.0.22, one obtains:
f
(2)
k3
(v, t) =
(
e
me
)2
k1k2φk1φk2ik1τ
∂f0
∂v
exp(−ik3v(t− τ) + ik1vτ)×
×
exp
(
− ∫ τ
0
νeff (k1, t
′)dt′ − ∫ t
τ
νeff (k1, k2, τ, t
′)dt′
)
4ω2pe²(k2,−ik2v)²(−k1, ik1v)
(1.3.14)
where νeff (k1, k2, τ, t
′) = D2[−k3(t′ − τ) + k1τ ]2 is the effective collision frequency
that one obtains when the Fokker-Plank operator acts on the second order ballistic
term exp[−ik3v(t− τ) + ik1vτ ]. To determine the echo potential we divide equation
C.0.25 by ²(k3,−ik3v) (to account for the self-consistent field associated to the echo
itself), and inserting it in Poisson equation. The potential calculated at time τ ′ at
which the echo occurs, results:
φk3 =
ek21k2φk1φk2iτ
4mk23
∫ +∞
−∞
dv
∂f0
∂v
exp[ik3v(τ
′ − t)]×
×
exp
(
− ∫ τ
0
νeff (k1, t)dt−
∫ τ ′
τ
νeff (k1, k2, τ, t)dt
)
²(k2,−ik2v)²(−k1, ik1v)²(k3,−ik3v) .
(1.3.15)
If the diffusion coefficient D2 is independent of time, as occurs for Coulomb col-
lisions, the exponential term containing the collisional damping rate can be easily
evaluate obtaining:
exp
(
−
∫ τ
0
νeff (k1, t)dt−
∫ τ ′
τ
νeff (k1, k2, τ, t)dt
)
= exp
(
−D2(v)k
2
1k2τ
3
3k3
)
.
(1.3.16)
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In the case where D2 is also independent of velocity, the collisional damping factor
can be extracted integral sign. In this way, the shape of the echo results the same as
the one obtained in the collisionless case but the amplitude is reduced by a factor
exp
(
−D2k
2
1k2τ
3
3k3
)
. (1.3.17)
When instead D2 is a function of velocity, the amplitude as well as the shape of
the echo will result different from the collisionless ones. O’Neil found that in this case
the collisional damping reduces the wings of the echo more that the peak of the echo.
The existence of plasma echoes was proved experimentally by Gould, O’Neil and
Malmberg in 1967 [2]. In this work they also verified some of the echo properties
predicted by the theory, even for echoes of higher orders. Many other studies are
made on the echo phenomenon, as theoretical as experimental (see for example [34,
35, 36, 38, 39, 40]).
1.4 Two stream instability
The two stream instability is a velocity-space instability driven by electron momentum
anisotropy. To generate a two stream instability in a collisionless plasma we take, as
the initial anisotropic equilibrium, two electron streams of density na and nb drifting
with uniform velocities Va and Vb in opposite direction on a background of neutralizing
protons, such that the initial total current in the plasma is zero. Because of the
initial anisotropy of the electron distribution function, if we perturb longitudinally the
system with a small amplitude electrostatic wave, the amplitude of the perturbation
begins to increase, corresponding to the development of the two stream instability. We
will see, however, that only a limited range of wavelengths are unstable. This increase
in the electric field energy is obtained to the disadvantage of electrons kinetic energy.
During the development of the instability, in fact, the electrons of the two streams
begin to be accelerated and decelerated by the wave field. When the amplitude of the
electric field becomes large enough to trap less energetic electrons (i.e. when eΦ is
about mv2e/2, where ve is the velocity of an electron), the instability starts to saturate
and the system reaches a new equilibrium situation. This non-linear dynamic of
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electron trapping, driven by kinetic effects, necessitate of a kinetic approach, while the
initial development of the instability (linear regime) can be described also by a fluid
theory if we’re dealing with a cold plasma. In the following of this section we compute
the dispersion relation by using the linearized kinetic equations. If the direction of
propagation of the electrostatic perturbation is chosen to lie along the same direction
of the two electron streams, the system can be easily described in a one dimensional
space using the Vlasov and Poisson equations. Considering the neutralizing ions to
be of infinite mass, we can neglect their motion. In this way, the analysis is restricted
only to high frequency effects. We take the Vlasov Poisson system of equations
1.1.1, 1.1.2 where n0, fe and φ represent the protons density, the electron distribution
function and the electrostatic potential, respectively. The linearized equations can
be obtained expressing the distribution function fe and the electric potential φ as
fe(x, v, t) = fe0(x, v, t) + ²fe1(x, v, t) and φ(x, t) = φ0(x, t) + ²φ1(x, t) and taking the
Fourier transform with respect to the spatial variables and the Laplace transform in
time. The resulting equations are:
(p+ ikv)f˜ek = fek(k, v, t = 0) + ik
e
me
∂fe0
∂v
φ˜k = 0 (1.4.1)
k2φ˜k = 4pie
∫
f˜ek dv (1.4.2)
where
fek(v, t) =
1
2pi
∫
fe1(x, v, t)exp(−ikx)dx (1.4.3)
f˜ek(v, p) =
1
2pi
∫ ∞
0
fek(v, t)exp(−pt)dt <(p) > p0 (1.4.4)
φk(t) =
1
2pi
∫
φ1(x, t)exp(−ikx)dx (1.4.5)
φ˜k(p) =
1
2pi
∫ ∞
0
φk(t)exp(−pt)dt <(p) > p0 (1.4.6)
Choosing the initial electron distribution function as
fe0(v) = δ(v − Va0) + δ(v + Vb0) (1.4.7)
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and assuming, for simplicity, that the two electron streams have equal density (na0 =
nb0 = 1/2) and equal but opposite velocities (Va0 = −Vb0 = V0/2), the dispersion
relation resulting from equations 1.4.1, 1.4.2 is:
1 =
ω2pe
2(ω − kV0/2)2 +
ω2pe
2(ω + kV0/2)2
+
ω2pi
ω2
(1.4.8)
where the last term can be neglected since ω2 >> ω2pi. The roots of equation 1.4.8
are:
ω2 =
ω2pe
2
+
k2V 20
4
±
√
(
ω2pe
2
+
k2V 20
4
)2 +
k2V 20
4
(ω2pe −
k2V 20
4
) (1.4.9)
To generate the instability it is necessary that equation 1.4.9 admits almost one
positive complex root. This can be obtained if:
|kV0| < 2ωpe (1.4.10)
This condition says that unstable modes will correspond to wavelengths in the range
0 < λ < piV0/ωpe with k = 2pi/λ. When V0 → 0 the grow rate vanishes, as expected
and we retrieve plasma oscillations at ω = ωpe since we neglected thermal effects. The
maximum grow rate is achieved for kV0 = 3ωpe/
√
2 and is equal to
ωi,max =
ωpe√
8
. (1.4.11)
As in Landau damping phenomenon, when the wave is large enough to trap the
particles, the linear theory breaks down. In fact, the linear Vlasov theory (see section
1.1) is based on the assumption that the orbits of plasma particles are only slightly
perturbed by the wave field. On the other hand, when trapping comes into play,
the trajectories are strongly deformed: the free streaming motion is converted in
quasi-periodic orbits. This process corresponds, in phase space, to the development
in the distribution function of coherent structures called vortices corresponding, in
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the particle density, to phase space holes [41]. Such coherent structures are associated
to BGK states for which the density of trapped particles is lower than the density
of free and reflected particles [42]. We can distinguish two kinds of vortices: those
generated in the electron distribution function called electron holes, and those of ion
distribution function called ion holes. Electron holes are associated to a positive
potential perturbation while ion holes to a negative potential one. In our case, where
ion are fixed, obviously only electron vortices can be developed. We note that the
generation of an hole is formally forbidden by the Vlasov theory and, therefore, it
needs of dissipative effects.
The two stream instability can generate more than one vortex. The number of
these coherent structures depends on the spatial dimension of the plasma model.
All vortices are generated with the same velocity and develop close enough to each
other to interact. Berk et al. have shown, in 1970, that phase space holes attract
each other [43]. The basic idea of this demonstration is the following. Looking at
the particle density, one can represent the holes of the phase space as assemblies of
particles with charge −q and mass −m on a stable band of particles of mass m and
charge q. The particles that represent the holes will interact electrostatically. The
electrostatic interaction between particles of the same charge and negative mass is
attractive. Hence each phase space hole, since it is considered as to be ”composed”
by such particles, will tend to remain a coherent structure. Furthermore, since every
phase space holes in the particle density will be made of the same kind of particles
with negative charge and negative mass, they will attract each other. This attraction
process will lead to collisions among holes which, if in the system some dissipation
comes into play, generate a merging process. Bertrand et al. [13] demonstrated
through numerical and analytical studies of the two stream instability in the case of
a collisionless 1D umagnetized plasma, where ions are considered as a neutralizing
fixed backgrund, that BGK states composed by a number of vortex N ≥ 2 are
always unstable. They observed from numerical simulations, that this fact induced a
coalescence process leading to the formation of a final stable single vortex.
1.4.1 Ion-acoustic waves
Let’s consider the same one dimensional unmagnetized collisionless plasma system
described previously but, this time, assuming also the ions free to move. In this
35
conditions the Vlasov and Poisson equations become:
∂fα
∂t
+ v
∂fα
∂x
− qα
mα
∂φ
∂x
∂fα
∂v
= 0 α = e, i (1.4.12)
∂2φ
∂x2
= −4pie
(∫
fe dv −
∫
fidv
)
; E = −∂φ
∂x
. (1.4.13)
The dispersion relation of the system can be obtained using the same Fourier-
Laplace transform procedure of the case with fixed ions:
D(k, ω) = 1−
∑
α
ω2pα
k
∫
∂fα0/∂v
kv − ω dv = 0 . (1.4.14)
From the solution of this dispersion relation, farther to Langmuir oscillations,
shifted in frequency by a small amount for the presence of ions, another kind of
electrostatic waves is found in the lower frequencies if electrons are warm (Te À Ti).
For these waves, called ion-acoustic waves, ions do play a major role. The range
of phase velocities in which these waves exist is:
√
κTi/mi < vph <
√
κTe/me. To
obtain the main properties of ion-acoustic waves we compute the zeros of D(k, ω) in
this velocity range. We hence evaluate the velocity integrals of 1.4.14 and we use
the result to calculate the real and imaginary parts of the dielectric function D(k, ω).
The procedure is the same as for Langmuir wave previously described in details in
section 2.1. In this section we will limit to show only the results of these calculations.
Thus, by choosing maxwellian equilibrium distribution functions, we obtain a real
and imaginary part of D(k, ω) of the form:
Dr = 1 +
1
k2λ2D
− ω
2
pi
ω2r
(
1 +
3k2Ti
miωr
)
Di = pi
∑
α
ω2pα
k2
(
mα
2piκTα
)1/2
mα
Tα
ωr
k
exp
(
− ω
2mα
2k2κTα
) (1.4.15)
where we recall that ωr is the real part of the frequency ω and α = i, e. Setting
Dr = 0 we find the expression for ωr:
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ω2r =
k2κTe
2mi(1 + k2λ2D)
[
1 +
√
1 +
12Ti
Te
(1 + k2λ2D)
]
. (1.4.16)
In the limit of warm electrons, i.e. Te >> Ti, equation 1.4.16 becomes:
ω2r '
k2C2s
1 + k2λ2D
(1.4.17)
where Cs is called the ion-acoustic, or ion-sound, speed and is given by Cs =
√
κTe/mi.
In the large wavelength limit k2λ2D ¿ 1 the above expression reduces to:
ω2r ' k2C2s . (1.4.18)
The damping rate, as previously explained in section 1.2, can be obtained using the
expression γ = −Di/∂Dr/∂ωr, for ωr of equation 1.4.17, which gives :
γ = − |ωr|
√
pi/8
(1 + k2λ2D)
3/2
[(
Te
Ti
)3/2
exp
(
− Te/Ti
2(1 + k2λ2D)
)
+
√
me
mi
]
. (1.4.19)
These waves are called ion-acoustic waves because in the large wavelength limit, see
equation 1.4.18, all wavelength propagate at the same speed that is about the ion-
sound speed Cs.
1.5 Correlations
A plasma is composed by a very large number of charged particles, each producing
an electric potential with a characteristic length of influence of a Debye length λD,
much greater than the distance between particles 1/n
1/3
0 . Therefore plasma particles
interact at all times, but the average interaction energy < Wi,j > between two of
them is very weak with respect to the interactions with the collective system. This
allows to express the thermodynamics functions of the plasma by a virial expansion
similar to the case of an ideal gas, although for a gas ω/νcoll ¿ 1, while for a plasma
37
ω/νcoll ¿ 1, using < Wi,j > /κT as the expansion parameter. However, interactions,
even if weak in average, produce correlations among particles, i.e. particles of the
same sign charges tend to stay less time possible near to each other while particles
with different sign charges tend to cluster, thus affecting the equation of state of the
system. For a plasma, the parameter that describes the deviation of the system from
an ”ideal gas” is:
g =
(
8pie2
κT
)3/2
n
1/2
0 =
1
n0λ3D
(1.5.1)
defined as the ratio between the mean distance of closest approach and the average
spacing between particles, and where n0 is the density of particles and λD is the De-
bye length. Eq. 1.5.1 tells us that if there are many particles in the Debye sphere,
the average potential energy becomes much less than the kinetic one and hence the
interaction energy can be neglected. In this condition, g becomes very small and the
thermodynamic functions of the plasma can be expressed through ideal gas thermo-
dynamic functions expanded in terms of this small parameter g. As we will now see,
the parameter g measures the departure of the thermodynamic function of the plasma
from those of an ideal gas.
Let’s consider a plasma composed of N particles, half ions and half electrons,
at a fixed temperature T. The probability of finding the N particles at locations
(x1, x2, ..., xN) is given by the Gibbs distribution:
D(x1, x2, ..., xN) =
1
Z
exp
(
−
∑
k
∑
i>kWik
κT
)
(1.5.2)
where
Z =
∫
exp
(
−
∑
k
∑
i>kWik
κT
)
dx1dx2...dxN (1.5.3)
is the partition function and
Wik =
qkqi
|xi − xk| + φext (1.5.4)
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is the potential and φext is an external potential that takes into account any potential
energy due to external sources. The probability of finding a particle labelled 1 in the
location x1 is:
F1(x1) =
∫
Ddx2dx3...dxN (1.5.5)
and if there are no external force acting on particles, the probability F1 becomes
constant because there are no preferred locations for the particles. Hence F1 can be
expressed as F1 = 1/V , where V is the volume of the system. The probability density
to have simultaneously particle 1 in the position x1 and particle 2 in the position x2
is:
F2(x1, x2) =
∫
Ddx3dx4...dxN . (1.5.6)
Similarly, the s particle distribution will be given by the expression:
Fs(x1, x2, ..., xs) =
∫
Ddxs+1dxs+2...dxN . (1.5.7)
This probability density Fs>1 contains the effects of the interactions among particles.
If we consider the case in which the interaction potential can be neglected, then the
probability of having a particle at a certain location will not affect the probability
of finding other particles in another location and the probability density Fs can be
written as:
Fs = F1(x1)F1(x2)...F1(xs) = V
−s . (1.5.8)
When instead the interaction potential among particles is present, the probability
densities Fi can be written trough the Mayer cluster expansion [46] obtaining:
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F2(x1, x2) = (1 + P12(x1, x2))F1(x1)F1(x2)
F3(x1, x2, x3) = (1 + P12(x1, x2) + P12(x2, x3) + P12(x1, x3) + T123)F1(x1)F1(x2)F1(x3)
etc....
(1.5.9)
where P12 is the two particle correlation function and T123 is the three particle one.
The particles correlation function takes into account the fact that repelling particles
have a lower probability to be near neighbors while attracting particles have an higher
one. In our case, in which the force that produce the correlations is the Coulomb force,
the dependence of the two particle correlation function can be expressed as:
P12(x1, x2) = P (|x1 − x2|) . (1.5.10)
Since the plasma interactions are weak, one can use the approximation T123 ¿ P12 ¿
1.
Indeed the complete Gibbs distribution take into account also of the velocity of
particles and can be write as:
Dˆ(x1, x2, ..., xN , v1, v2, ..., vN) =
1
Zˆ
exp
(
−
∑
i
1
2
miv
2
i
κT
)
exp
(
−
∑
k
∑
i>kWik
κT
)
(1.5.11)
The distribution function is separable in the velocity coordinates of the N particles:
Dˆ =
∏
i exp(−miv2i /2κT )
[
∫
dv1exp(−miv2i /2κT )]N
D(x1, x2, ..., xN) (1.5.12)
implying that no velocity space correlations are present and therefore that the prob-
ability densities can ba written as:
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Fˆ1(x1, v2) = f1(v1)F1(x1)
Fˆ2(x1, x2) = f1(v1)f1(v2)F2(x1, x2)
(1.5.13)
where
f1(v1) =
( m
2piκT
)3/2
exp
(
−miv
2
i
2κT
)
. (1.5.14)
The two correlation function P12 can be computed analytically, as made in refer-
ence [25] in the case for which T123 ¿ P12 ¿ 1 and when only Coulomb interactions
are considered, obtaining:
P12 = −q1q2
e2
g
8pi
exp(−|~R|/λD)
|~R|/λD
(1.5.15)
where ~R = ~x1−~x2 and g is the plasma parameter of equation 1.5.1. The first property
to note of equation 1.5.15, is that if the parameter g is small, the correlation between
particles becomes weak. The equation also shows that P12 is proportional to the signs
of the coupling between correlated particles, hence taking into account if particles are
like of oppositely charged.
Until now, we have used the fundamental hypothesis of being at the thermody-
namic equilibrium, assumption which become questionable in the case of strongly
non linear dynamics. This approach allows to derive the Vlasov equation, i.e. the
mean field theory in which each particle interacts principally with the average field
generated by all plasma particles while the interactions between single particles are
neglected. The Vlasov equation is, in fact, obtained integrating the Liouville equa-
tion for the n-particles Gibbs equation F (x1, ..., xn, v1, ..., vn) at the thermodynamic
equilibrium:
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∫
∂F
∂t
dx1 · · · dxndv1 · · · dvn+
+
∑
i
(∫
vi
∂F
∂xi
dx1 · · · dxndv1 · · · dvn +
∫
aTi
∂F
∂vi
dx1 · · · dxndv1 · · · dvn
)
= 0
(1.5.16)
over the coordinates and velocities of all but one particles and where aTi is the total
acceleration of particle i due to external and interparticle forces. In this way, if
we neglect the interparticle forces, we obtain a Liouville equation for a one particle
distribution function (i.e. the Vlasov equation) with the fundamental constraint that
the isolines of this distribution function can be transported in phase space, but never
reconnected.
Chapter 2
Numerical schemes
The numerical simulations that we show in this thesis are made using numerical
schemes based on the solution of the Hamiltonian Vlasov-Poisson system of equations
(or of the Vlasov-Maxwell system if the plasma is magnetized). These numerical codes
integrate the Vlasov equation by using a splitting scheme (see for example Cheng and
Knorr, 1976, [47]) which is accurate to second order in ∆t, and based on symplectic
integration approach. Indeed one of the most critical aspect of Vlasov numerical
schemes is the fact that the equations must be solved on a discretized phase space and
time. As we will show in the following section, in fact, while the time discretization,
obtained in this case using the splitting scheme, results a symplectic integration (i.e. it
ensures the conservation of the volume element in phase space during time evolution),
this is no longer valid when one performs also the dicretization in the (x, v) space.
2.1 The splitting scheme
Even in the simplest case of a one dimensional plasma interacting with an electrostatic
field, the Vlasov equation is an advection equation that depends on two independent
variables (x, v). This equation has the important property that the particles trajec-
tories
dx
dt
= v
dv
dt
= −E (2.1.1)
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describe a Hamiltonian flow T t in the phase space (see Mangeney et al. [50]). This
flow determines the evolution of a point z0 = (x0, v0) of the phase space in time:
z = T tz0 (2.1.2)
This flow is reversible
z0 = T −tz T −tT˙ t = identity . (2.1.3)
and conserves the volume element in the phase space, i.e. it is a symplectic trans-
formation. In term of this flow the solution of the Vlasov equation can be written
as
f(z, t) = f(z0, t = 0) = f(T −tz, t = 0) = T tf(z, t = 0) (2.1.4)
where T t is the evolution operator for the distribution function. Assuming T t as
known, the next step is to obtain the formulation of this operator on the discrete x
and v grid. As shown in reference [50], the space and velocity approximation of this
operator on the discrete grid is no more reversible, implying that the phase space
flow is no longer Hamiltonian and the resulting scheme is dissipative, even if the time
advancing is of symplectic form. Since usually the flow T t (or equivalently T t) is not
known explicitly, the advection equation must be solved using little time steps δt that
allows to solve it approximately. In the case of the splitting scheme the numerical
scheme solves the advection equation to the second order in δt.
Let’s now describe how works this method in a one dimensional electrostatic sys-
tem.
The Vlasov equation can be written as:
∂f
∂t
= L[f ] ≡ Lx[f ] + Lv[f ] (2.1.5)
where the displacement operators Lx and Lv are defined as:
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Lx = −v ∂
∂x
Lv = E ∂
∂v
.
(2.1.6)
Since the Vlasov equation can be also written as:
∂f
∂t
= −[H, f ] (2.1.7)
where H = v2/2 + Φ(x) is the Hamiltonian of the system and [] are the Poisson
brackets. The above operation corresponds to split the Hamiltonian in the sum two
parts, the first H1 = v
2/2 depending only by v and the second H2 = Φ(x) depending
only by x.
If the coupling between the distribution function f and the electric field E is not
considered, the operators 2.1.6 can be considered as linear. Therefore, if f(x, v, t) at
the time t is known, after a time interval ∆t the distribution function can be written
as:
f(x, v, t+∆t) = e
∫ t+∆t
t dτL(τ)f(x, v, t) =
[
e(∆t/2)Lxe(∆t)Lve(∆t/2)Lx
]
f(x, v, t) +O(∆t2) .
(2.1.8)
called the splitting scheme.
Note that the operators T∆tx = e
(∆t)Lx and T∆tv = e
(∆t)Lv of the previous equation
correspond respectively to a spatial translation and a translation along the v axis:
T∆tx f(x, v) = f(x− v∆t, v)
T∆tv f(x, v) = f(x, v + E∆t) .
(2.1.9)
Hence, the integration made by the splitting scheme, to obtain for example the so-
lution fn+1 at the time tn+1 = tn + ∆t knowing the distribution function f
n at the
time tn = n∆t
fn+1(x, v) = T ∆tx (∆t/2)T ∆tv (∆t)T ∆tx (∆t/2)fn(x, v) (2.1.10)
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can be seen as a sequence of shifting along the x axis or v axis:
f ∗(x, v) = fn(x− v∆t/2, v) (2.1.11)
f ∗∗(x, v) = f ∗(x, v + E∆t) (2.1.12)
fn+1(x, v) = f ∗∗(x− v∆t/2, v) (2.1.13)
In terms of the phase space points and of the flow T ∆t we instead obtain:
x∆t = T ∆tx x = x+ v∆t+
∆t2
2
E (x+ v∆t/2)
v∆t = T ∆tv v = v + E∆t (x+ v∆t/2) .
(2.1.14)
These equations are the Verlet equations for a second order particle advance. Also
these equations have the property of conserving in time a volume of the phase space.
As a consequence, the approximate Hamiltonian characteristic of the particle motion
described by these equations:
Hˆ = H +
v∆t
2
E +
∆t2
12
(
E2 + v2
∂E
∂x
)
(2.1.15)
is exactly conserved during the evolution.
In summary, the integration of the Vlasov equation through the splitting scheme
reduces to three shifts: the first along the x axis by an amount v∆t/2, corresponding
to half a time step, the second along the v axis by an amount E(x),∆t, and finally
another shift along on the x axis by a half time step. The electric field E is computed
after the first shift from the function f ∗ through the Poisson equation. Our code
integrate the Poisson equation in the Fourier space, with a standard fast Fourier
transform algorithm. Since the phase space points obtained with the shifts very often
do not coincide with the mesh points, the value of the distribution function after the
shift must be usually derived by using an interpolation method.
In our codes we use two kind of interpolation algorithms: the second order and
third order Van Leer schemes (defined as VL2 and VL3) and the third order Spline
scheme (SPL).
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2.2 Van Leer interpolation scheme
In this section we will give a brief description of the second (VL2) and third order
(VL3) Van Leer interpolation algorithms. These interpolation methods (see [48, 49,
50]) are based on the enforcing of the mass conservation between the cells of the
numerical phase space. As in our simulations, we consider a phase space given by
0 6 x < L and −vmax 6 v 6 vmax discretized on a numerical grid (xi, vj) where
xi = i∆x with i = 1, ..., Nx and ∆x = L/Nx and where vj = −vmax + j∆v with j =
0, ..., 2Nv and ∆v = vmax/Nv. The time is discretized as tn = n∆t and the numerical
solution of the distribution function on the mesh points at the time tn is defined as
F ni,j = f(xi, vj, t
n) and satisfy the following boundary conditions F ni,0 = F
n
i,2Nv
= 0
and periodic spatial boundary conditions F nNx,j = F
n
0,j. To obtain a second order
accurate solution, the electron distribution function profile on each cell of surface
∆x∆v centered on the point (xi, vj) can be approximate with a plan function:
Fni,j(x, v) = F ni,j + A(x− xi) +B(v − vj) (2.2.1)
where A and B are the finite difference expressions for the first order derivative in x
and v respectively, defined as:
A = (F ni+1,j − F ni−1,j)/(2∆x)
B = (F ni,j+1 − F ni,j−1)/(2∆v)
(2.2.2)
Let us now consider the first step of the splitting scheme, Eq.2.1.11, where it is made
a shift along the x axis by the amount vjδt/2. If the total mass contained inside the
cell (xi, vj) at the time t
n is defined as:
Mni,j =
∫ xi+∆x/2
xi−∆x/2
dx
∫ vi+∆v/2
vi−∆v/2
dvFni,j(x, v) = F ni,j∆x∆v (2.2.3)
after this shift along the spatial direction, for vj > 0, the cell looses a portion δMi,j
of its mass, given by:
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δMi,j =
∫ xi+∆x/2−δxj
xi+∆x/2
dx
∫ vi+∆v/2
vi−∆v/2
dvFni,j(x, v) =
δx∆v
[
F ni,j +
1
4
(
1− δx
∆x
)
(F ni+1,j − F ni−1,j)
] (2.2.4)
and receives the mass δMi−1,j from the cell (xi−1, vj). From the balance between
the mass lost and gained by the cell (xi, vj), we can obtain the final expression for
the interpolation value F ∗ of the distribution function
F ∗i,j = F
n
i,j +
1
∆x∆v
(δMi−1,j − δMi,j)
= −αj(1− αj)F ni−2,j/4 + αj[1 + (1− αj)/4]F ni−1,j
+ (1− αj)(1 + αj/4)F ni,j − αj(1− αj)F ni+1,j/4
(2.2.5)
where αj = δxj/∆x = vj∆t/(2∆x).
In the case where vj < 0, the same procedures gives:
δMi,j = −δx∆v
[
F ni,j −
1
4
(
1 +
δx
∆x
)
(F ni+1,j − F ni−1,j)
]
(2.2.6)
and
F ∗i,j(x, v) = αj(1 + αj)F
n
i−2,j/4− αj[1 + (1 + αj)/4]F ni−1,j
+ (1 + αj)(1− αj/4)F ni,j + αj(1 + αj)F ni+1,j/4
(2.2.7)
In the second step of the splitting scheme, Eq.2.1.12, the distribution function,
after the calculation of the electric field through the Poisson equation, is shifted along
the v axis by an amount of δvi = E(xi)∆t. To compute the distribution function
F ∗∗i,j (x, v) the same procedure described above can be used, obtaining two equations
for δvi > 0 and vi < 0 analogue to equations 2.2.5 and 2.2.7. Finally, the third step
of the splitting scheme is equal to the first.
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The third order interpolation scheme is obtained in the same way of the second
order one, already shown, apart for the definition of the distribution density profile.
In fact, in this case, Fni,j contains also the second order derivative and both the
derivatives are computed with the five points finite differences expressions:
Fni,j(x, v) = F ni,j + A(x− xi) +B(v − vj) + C(x− xi)2 +D(v − vj)2 (2.2.8)
where
A = (F ni−2,j − 8F ni−1,j + 8F ni+1,j − F ni+2,j)/(12∆x)
B = (F ni,j−2 − 8F ni,j−1 + 8F ni,j+1 − F ni,j+2)/(12∆v)
C = (−F ni−2,j + 16F ni−1,j − 30F ni,j + 16F ni+1,j − F ni+2,j)/(24∆x2)
D = (−F ni,j−2 + 16F ni,j−1 − 30F ni,j + 16F ni,j+1 − F ni,j+2)/(24∆v2) .
(2.2.9)
For example, for the first splitting scheme step, we obtain, for vj > 0:
F ∗i,j(x, v) =
αj(1− αj)
24
(
1− 1
6
(1− 2αj)
)
F ni−3,j
− αj(1− αj)
4
(
1 +
1
2
[
1− 17
18
(1− 2αj)
])
F ni−2,j
+
(
αj +
αj(1− αj)
4
+
αj(1− αj)
12
[
1− 23
6
(1− 2αj)
])
F ni−1,j
+ (1 + αj)
(
1 +
αj
4
+
αj
12
[
1 +
23
6
(1− 2αj)
])
F ni,j
− αj(1− αj)
4
(
1 +
1
2
[
1 +
17
18
(1− 2αj)
])
F ni+1,j
+
αj(1− αj)
24
(
1 +
1
6
(1− 2αj)
)
F ni+2,j
(2.2.10)
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2.3 Spline interpolation scheme
The Spline interpolation method is based on a third order interpolation formula that
is smooth in the first derivative, and continuous in the second derivative, both within
an interval and at its boundaries [?, 50].
We consider the same phase space defined in the previous section and we suppose
that the values of the distribution function F ni,j = f(xi, vj, t
n) on the mesh points
(xi, vj) at the time t
n are known. For each cell the interpolation formula for the
distribution function is given by a cubic polynomial that depends on the values of the
distribution function on the grid points and on their second order derivative:
F ni,j(x, v) = AxF
n
i,j + AvF
n
i,j +BxF
n
i+1,j +BvF
n
i,j+1
+ Cx
∂2F ni,j
∂x2
+ Cv
∂2F ni,j
∂v2
+Dx
∂2F ni+1,j
∂x2
+Dv
∂2F ni,j+1
∂v2
(2.3.1)
where
Ax =
xi+1 − x
xi+1 − xi
Av =
vj+1 − v
vj+1 − vj
Bx =
x− xi
xi+1 − xi
Bv =
v − vj
vj+1 − vj
Cx =
1
6
(A3x − Ax)(xi+1 − xi)2
Cv =
1
6
(A3v − Av)(vj+1 − vj)2
Dx =
1
6
(B3x −Bx)(xi+1 − xi)2
Dv =
1
6
(B3v −Bv)(vj+1 − vj)2
(2.3.2)
Let us consider the first step of the splitting scheme. To obtain the shifted dis-
tribution function using the spline cubic formula 2.3.1 it is necessary to compute the
second order derivatives ∂2F ni,j/∂x
2 and ∂2F ni+1,j/∂x
2. To obtain these functions it
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is used the condition of continuity between the first derivatives of the interpolation
functions of two near cells in the boundary point in common among the two intervals
(xi−1, xi) and (xi, xi+1) in which them are defined. The resulting equation is:
xi − xi−1
6
∂2F ni−1,j/∂x
2 +
xi+1 − xi−1
3
∂2F ni,j/∂x
2 +
xi+1 − xi
6
∂2F ni+1,j/∂x
2
=
F ni+1,j − F ni,j
xi+1 − xi −
F ni,j − F ni−1,j
xi − xi−1 .
(2.3.3)
If we impose this condition between all the Nx spatial cells of the phase space, we will
obtain (2Nv+1)(Nx−2) linear equation in the (2Nv+1)Nx unknown ∂2F ni,j/∂x2. The
other 2(2Nv+1) equations necessaries to make this computation are given by imposing
the periodic boundary conditions. Since each ∂2F ni,j/∂x
2 is coupled only to its nearest
neighbors at i ± 1, the set of equations 2.3.3 is represented by a tridiagonal matrix,
that is solved using a tridiagonal scheme. The second order derivatives obtained from
this computation are then used to calculate the function F ∗i,j(x, v) using the spline
equation 2.3.1.
The other two steps of the splitting schemes are obtain in an analogous way.
Chapter 3
Numerical results
In this chapter we will present the first part of the results of our work. Through the
numerical simulations we performed on the non-linear evolution of 1D electrostatic
collisionless plasmas (using the kinetic numerical schemes presented in Chapter 2),
we will show how much the numerical dissipation introduced by a numerical scheme,
when scales smaller than the finite dimension of the numerical grid are generated by
the system, can have important uncontrolled and, at times, intriguing consequences
on the macroscopic evolution, even if the dissipative length scale is much smaller than
all other physical characteristic length scales. We will point out that the reaching of a
certain final macroscopic state depends on the algorithm and the numerical accuracy
chosen for the simulation, since they determine the amount of artificial dissipation
inserted in the system. The plasma dynamics chosen for this investigation are the
long time evolution of the Landau damping and of the two stream instability.
Seen the evidence of the importance of these dissipative effects, we developed a
test for numerical schemes based on the echo phenomenon, in order to understand
how much a numerical scheme dissipates.
Finally we will present a discussion of these results showing also that when nu-
merical effects come into play in a collisionless plasma, they are capable to create
correlations between particles, not taken into account by the Vlasov collisionless the-
ory.
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3.1 Asymptotic evolution of non-linear Landau damp-
ing
In this section we present numerical investigations on the standard problem of ”nonlin-
ear Landau damping” (NLD) in the regime where the trapping time τp is comparable
to the Landau time τL. This phenomenon can be simulated in the 1D - 1V limit con-
sidering ions as a neutralizing fixed background by integrating the Vlasov - Poisson
system of equations
∂fe
∂t
+ v
∂fe
∂x
− E∂fe
∂v
= 0; (3.1.1)
∂2φ
∂x2
=
∫
fe dv − 1; E = −∂φ
∂x
(3.1.2)
normalized to electron characteristic quantities (the electron charge and mass e and
me, the plasma frequency ωpe, the electron thermal velocity vth,e, the Debye length
λ
D
, a characteristic density n¯ and electric field E¯ = mevth,eωpe/e), with the following
initial conditions:
fe(x, v, 0) =
1√
pi
e−(v
2) [1 + ²cos(kx)], (3.1.3)
with ² = 0.05, k = 0.4, −5 ≤ v ≤ 5 and Lx = 5pi. Periodic boundary conditions are
used.
It’s important to recall that for the Vlasov equation any function G(f) that de-
pends on the distribution function, is a constant of motion, i.e. dG/dt = 0. In
particular, the n-order invariants In, as well as the ”entropy” S,
In =
∫
fndxdv, i ≥ 1 ; S = −
∫
f ln(f)dxdv (3.1.4)
are conserved. Furthermore, the Vlasov-Poisson system conserves the total (kinetic
+ electric) energy. In the following we will make use of the third order invariant and
the entropy the ”non dissipative” aspect of a simulation.
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Figure 3.1: Electron distribution functions in phase space at time t=1000: VL2 run
is represented in the first row, VL3 run in the second row, SPLINE run in the third
row.
In the first part of this section we present Landau damping runs for the three
simulation algorithms (VL2, VL3 and SPL) all starting with the same initial condi-
tions parameters and numerical meshes. For all runs we used Nx = 128, Nv = 701
mesh points corresponding to dx = 0.12 and dv = 0.014. Since VL2 algorithm is a
second order scheme, we expect it to be more diffusive than VL3 and Spline. First
of all we show one of the two identical distribution function vortices generated in the
phase space when resonant particles are trapped in the potential well of the pertur-
bation wave. The figure is taken at t=1000. We observe that all vortices are centered
around the resonant velocity but, along the x directions, VL2 vortex results shifted
respect to VL3 and Spline one. Furthermore, each vortex present a different internal
configuration of the distribution function isocontour level lines: the vortex has lesser
ripples going from SPL run to VL3 run and from VL3 run to VL2 one. It’s important
to note the presence of closed distribution function isolines in the vortex. This is
due to the introduction in the system of the numerical dissipation that, when the
numerical mesh becomes inappropriate to describe the small length scales dynamics
as those generated during the vortex formation, forced the system to close or also to
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Figure 3.2: The time evolution of the third order invariant I3 and of the entropy
S, first and second frame, respectively. Continuous, dashed and point - dashed line
correspond to VL2, VL3 and SPL run, respectively.
reconnect one to each other the distribution function isolines, thing prohibited by the
Vlasov collisionless theory.
Differences among the results obtained with the three algorithms are evident
also in the behaviour of the third invariant I3 =
∫
f 3dxdv and of the entropy
S = − ∫ f ln(f)dxdv (see Fig. 3.2). In all cases, when numerical dissipation comes
into play, i.e. in correspondence of the ”closed” vortices formation, both S and I3
present sudden jumps. For I3, it can be observed that, even at parity of resolution
grid, this decrease in correspondence of the vortex formation, happens at different
times: first for VL2, then for VL3 and finally for SPL. In the same order in time
the invariants of the three methods begin to stabilize to a constant value, even if, for
VL2, the stabilization is not complete: the VL2 third invariant continues slowly to
decrease.
Instead VL3 and SPL methods reach stable asymptotic constant values, even if
these values are different. In fact SPL I3 presents a less deep dissipation jump respect
to VL3 one. The same kind of behaviour is showed also by entropies: the jump
happens first for VL2, then for VL3 and finally for SPL. Also for the entropy, VL3
and Spline reach asymptotic constant values while VL2 entropy continues to increase
slowly. Other signs of the important feedback on the final macroscopic state due to
the different amounts of numerical dissipation introduced by the three algorithms, are
well visible in the evolution of the electric field Fourier component for k = 0.4 (i.e.
for the wave number of the initial perturbation wave). As predicted from the theory,
the mean amplitude of electric field decreases until a constant non zero value while
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Figure 3.3: Electron distribution functions in phase space at time t=1000: VL2 run
is represented in the first row, VL3 run in the second row, SPLINE run in the third
row.
electric field continues to oscillate, but the period of these oscillations is different for
the three methods as can be seen in Fig. 3.3. Furthermore, by considering all runs,
we observe that also the min/max values of the electric field amplitude are different
for different numerical schemes.
In order to show that the final structures, obtained with the three numerical
algorithms, are really distinct macroscopic configurations, we have computed the
total number of trapped particles contained in the phase space vortex (see for example
Ref. [52] on the importance of trapped particles), for each run, at t = 650. We define
the separatrix as the largest closed contour level around the vortex. Then, inside
the separatrix, we integrate the distribution function and normalize it to the total
number of trapped particles of SPL run. The maximum numerical error is estimated
of the order of ∼ 2%. We found: nvortSPL = 1, nvortV L3 = 0.83, nvortV L2 = 0.69.
We’ve already seen how the use of different numerical schemes can modify the final
macroscopic state of the non linear regime of Landau damping. Now, on the same
system, we will present another investigation to understand the role of the dissipative
numerical effects on macroscopic scales when different resolution meshes are used.
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Figure 3.4: First frame: the time evolution of the third invariant I3. The three dot-
dashed, continuous, dashed and dot-dashed lines correspond to run VL2, A, B and
C, respectively. Second frame: the time evolution of the entropy (same style).
These simulations are made using VL3 algorithm with the same initial conditions
and parameters of the previous Landau runs apart for the number of points of the
resolution grid. In the following, we present three VL3 runs (A, B, C), all starting
with the same initial conditions, but from B to E with decreasing numerical diffusion,
i.e. with denser numerical grid. We used Nx = 128, Nv = 701 mesh points in run A,
Nx = 256, Nv = 1401 in run D, Nx = 512, Nv = 2801 in run C. Roughly speaking, the
numerical diffusive length scales are of the order of the mesh size, 0.03 ≤ dx ≤ 0.12,
0.0035 ≤ dv ≤ 0.014. To summarize, run A is the most dissipative, run C is the less
dissipative.
In Fig. 3.4 the third invariants I3 and the entropy S are reported. In all runs, both
the quantities present a deep jump in correspondence to the formation of the vortex.
Figure 3.5: The shaded isocontour of the d.f. of runs A and C in a strip of the phase
space centered around vres ' 2.9.
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Figure 3.6: The d.f. (t = 650) at v = 3.14 vs. x, first frame, and at x = 7.85
vs. v, second frame, for run A (continuous thick line), run C (continuous line), run
C smoothed with Fourier and with finite differences, dashed and dot-dashed line,
respectively.
More dissipative is the run, before I3 begins to decrease and deeper is the jump. The
entropy shows the same behaviour apart from the fact that the jumps correspond to
an increase of S instead, as for I3, to a decrease. Important differences among the
final states of the three runs are present also in the distribution function. In Fig. 3.5
we show the phase space vortices for run A and C, realized with the same contour
levels. The more evident difference among the vortices is the presence of finer and
finer ripples as diffusion is reduced. These different structures of the vortices really
correspond to significant different distributions of trapped particles, as can be seen
in Fig.3.6.
In the two frame we show two plots of the distribution function at t = 650 in the
resonant region at v = 3.14 vs. x and at x = 7.85 vs. v. The thicker continuous line
and the continuous line refer to run A and C, respectively. The dashed and dashed
dot line are obtained after smoothing (with a Fourier or with a finite differences
technique) the run C vortex on a phase space cell size dx× dv comparable to that of
run A. We see that, even after the smoothing, the distribution function of run C is
still very different from that of run A. Therefore run A vortex cannot be considered
as a coarse graining view of run C one. Again on the phase space vortices of the three
runs, we also computed the number of particles trapped, as we made previously in
the three different algorithms case. Normalizing to one the total number of trapped
particles of run E, nvort
C
= 1, we obtained: nvort
B
= 0.87, nvort
A
= 0.83. The maximum
numerical error due to different grid resolution is estimated of the order of ∼ 1%.
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Figure 3.7: The low frequency time evolution of the electric field amplitude, run A
and C.
The last important signature of the differences between the asymptotic states of
the three runs that we show, concerns the electric field amplitude evolution. Fig. 3.7
has been obtained eliminating the high frequency oscillations. First of all the periods
of asymptotic oscillations for the three runs are very different. We found: τ lf
A
' 40,
τ lf
B
' 67, τ lf
C
' 75. Then great differences are evident also in the min/max values of
the electric field amplitude.
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3.2 Non linear regime of two stream instability
In the previous section we gave evidence of the importance of dissipative effects on
the macroscopic evolution of the Vlasov-Poisson system in the case of the long time
(non linear) evolution of Landau damping even if the dissipative length scale, of
the order of the mesh size, is much shorter than all other physical characteristic
length scales. However, dissipative numerical feedback on the macroscopic structures
of a Hamiltonian system can be much more dramatic when the system evolution
is characterized by inverse cascade processes, as for example in the case of phase
space vortex merging during the evolution of the two stream instability, in the case
of two-dimensional hydrodynamic turbulence, etc., since the merging process must
necessarily pass through diffusive small scale reconnection effects. In this section we
will present several simulations of the non linear regime of the two stream instability
in a electrostatic collisionless plasma where protons are considered of infinite mass.
This phenomenon can be described in the 1D-1V phase space through the Vlasov and
Poisson equation 3.1.1, 3.1.2, assuming ions as a neutral fixed background and using
the following initial condition:
fe (x, v) =
1√
pi
(
1
2
e−(ve−v0)
2
+
1
2
e−(ve+v0)
2
)[
1 + ²
Nk∑
k=1
cos (kx+ φk)
]
, (3.2.1)
where all quantities has been normalized, as in the previous section, to electron char-
acteristic quantities. The first investigation we present is the study of the evolution
of the instability using the three numerical scheme VL2, VL3 and SPL on identi-
cal initial systems. The parameters of the chosen system are: v0 = 2, Lx = 100,
vmax = 7, dx = 0.1, dv = 0.1, and dt = 3 · 10−4. The amplitude of the initial ran-
dom perturbations is ² = 10−4 and the total simulation time is t
f
= 1200. We chose
the length of the spatial domain Lx in the way that five vortices can develop during
the instability. All along the linear regime and up to the initial phase of instability
saturation, when the vortices start to form and eventually to interact, the three run
give the same results as can be seen in the first column of Fig.3.8. When the vortices
start to merge, instead, differences among the three runs appear.
In this non linear phase of the instability, the modality and the time in which
the five vortices interact to merge first into two vortices and finally in a single vortex
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Figure 3.8: The d.f. in phase space at t=50 (left column), t=200 (central column) and
t=1200 (right column). The results obtained with the VL2, VL3 and SPL algorithm
are shown in the first, second and third row, respectively.
change Fig.3.8. At t = 350 the single vortex has been formed for all runs. Since
the processes of merging depend on the numerical scheme used, the final position of
this vortex in the phase space is not the same for the three runs(see third column of
Fig.3.8. This is not surprising since the merging process, which violate the Hamilto-
nian character of the Vlasov Poisson equations, must necessarily pass through dissi-
pative (numerical) finite grid effects which depend on the accuracy of the algorithm
(as well as on the grid spacing). Such dissipative effects are particularly important
during the delicate process of vortex merging (inverse cascade). In Fig.3.9, we observe
also that the distribution function of VL2 run presents long wavelength oscillations
in the velocity ranges −5 < v < −2 and 2 < v < 5, that do not appear in the distri-
bution functions of the other two runs. In order to show that the final macroscopic
states reached in the three runs are different, we have calculated also the number of
particles trapped in the final vortex. The computation has been done as in non linear
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Figure 3.9: The time evolution of the third order invariant I3, of the entropy S and of
the energy fluctuations δE, first, second and third frame, respectively. Continuous,
dashed and point - dashed line correspond to VL2, VL3 and SPL run, respectively.
Landau damping case. Normalizing to the total number of particles trapped in VL2
vortex we obtained: N vort
V L2
= 1, N vort
V L3
= 0.41 and N vort
SPL
= 0.48.
The important effects of numerical dissipation are also clear looking at the time
evolution of the third invariant I3 showed in the first frame of Fig.3.9. In fact after
the first jump of the invariant in correspondence to the formation of the five vortices
(that happens at the same time for all methods even if with a different deepness),
another jump, corresponding to the merging of the two vortices in one vortex, is
visible for all the runs (more evident in VL2 and VL3 but present even for SPLINE)
but it appears at different times: first for SPLINE run, then for VL3 run and finally
for VL2 run.
Figure 3.10: The electric field spectrum Eˆ(k) at t=50, t=200 and t=1200. The VL2,
VL3 and SPL schemes are represented by the continuous, dashed and dash - dotted
lines.
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Figure 3.11: The time evolution of Eˆ(k = 0.3) (most unstable mode) for the VL2,
VL3 and SPL schemes (same symbols as Fig. 3.10).
Around t = 200, the VL2 invariant and, less pronounced, the VL3 and than
SPL invariants, show a transient phase where the invariant tends to become almost
constant up to the final two vortex merging where a new decrease is observed. Fur-
thermore, both VL3 and SPL invariants become again constant at nearly the same
level, while a slow, but significant asymptotic decrease is observed for VL2. A similar
behaviour is shown by the entropy (see second frame of Fig.3.9). At every decreasing
jump of the third invariant corresponds an increasing jump of the entropy.
Furthermore there is the same transient stabilization for t ' 200, most evident for
VL2, as in the evolution of I3. It is then interesting to note that the SPL algorithm
assume a strange behaviour for t < 100. In fact, the SPL entropy initially decreases
while the entropies for VL2 and VL3 runs show monotonic increasing evolution in
time. This means that while VL2 and VL3 systems loose informations, stored on small
scales of the distribution function through the numerical dissipation, SPL algorithm
initially introduces artificial informations in the plasma under the form of small scales
fluctuations. Furthermore asymptotically SPL entropy stabilizes on a larger value
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Figure 3.12: The density at t = 250 and t = 600, first and second frame, run D, E
and F (continuous, dashed and dash - dotted line, respectively. Last frame: the time
evolution of I3 for run D, E and F.
respect to VL3 entropy.
The effect of the different amounts of dissipation introduced by the three numerical
schemes is clear also looking at the discrete electric field Fourier spectra of the three
runs, defined as:
Eˆ(n, t) =
1
Nx
Nx∑
l=1
E(xl, t) exp [−2pii (l − 1)n/Nx], (3.2.2)
where n = 0, .., Nx − 1 is the discrete wave number defined in terms of the wave
vector kx = 2pin/Lx, Lx = Nxdx. From Fig.3.10, first frame, we observe that the
three spectra are identical at the end of the linear phase but they evolve in very
different ways during the non linear phase (see second frame). This is due to the fact
that the merging processes of the three runs are very different. When the systems
have reached the new stable state in which only one vortex is present, the spectra
of VL3 and SPL runs come back to be very similar while VL2 spectrum remains
significantly different. The reason of these behaviours can be searched in the fact
that VL3 and SPL produce finally the same kind of phase space vortex while VL2
vortex presents some different characteristics. If then we look in Fig.3.11 at the time
evolution of Eˆ for the most unstable mode, k = 0.3, we observe that as soon as the
merging process starts, i.e. for t > 80, the behaviour of the three schemes curves
become significantly different.
However, in the asymptotic limit, while VL3 and SPL curves lead to about the
same value, even if SPL run shows small amplitude fluctuations, VL2 curve assumes
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Figure 3.13: The d.f. in the phase space at t=250 for run D, E and F, respectively.
a different asymptotic behaviour. VL2 curve shows high frequency oscillations of
relevant amplitude even at large times which are due to numerical instability of the
algorithm. To obtain more stable results for VL2 simulations it’s necessary to increase
the number of grid points of the run. In this way both the asymptotic spectrum
and the asymptotic behaviour of the most unstable mode for VL2 run become more
similar to the VL3 and SPL ones. However the results in the intermediate regime
80 < t < 400 remains different both from VL3 and SPL.
The same kind of results has been obtained from the comparison of three runs
made with the same algorithm but with different resolutions: dx = 0.1 and dv = 0.1
(run D), dx = 0.05 and dv = 0.05 (run E), dx = 0.025 and dv = 0.025 (run F ).
The runs are made with the same physical and numerical parameters, and initial
conditions, of the previous ones. Here we report the results obtained using the VL3
algorithm.
First we show in Fig.3.12 (third frame) the behaviour of the third invariants I3.
We can observe that the deepness of both the two jumps, the first corresponding to
the formation of the five initial vortices and for the second due to the final merging
process of two main vortices in the final single one, increases with the decrease of
numerical accuracy, hence from run F to D. While the first jump happens at the
same time for all runs, the second jump depends on the accuracy: more the run is
accurate, later I3 shows this second decrease. Furthermore, even in this case, and
perhaps in a more evident way, I3 for all runs, tend to stabilize in the time interval
150 < t < 250, i.e. after the five vortices are formed and before the final two vortex
merging process begins.
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Figure 3.14: The d.f. in the phase space at t=900 for run E.
In Fig.3.13 we report the distribution functions in the phase space of these runs at
time t = 250, i.e. in correspondence of the merging process of the vortices. From this
figure it is clear how the numerical mesh size modifies the evolution of the vortices
interaction process. Differences in the evolution of the inverse cascade for the three
runs are also very evident if we look, in Fig.3.12, at the density profiles of the systems.
We can see that during the merging process (Fig.3.12 first frame), at t = 250, density
fluctuations differences among the three runs arrive up to ∼ 20%. In the asymptotic
regime, instead run D and F tend to reach a very similar density profile (Fig.3.12
second frame). However, these final states must be considered as different since
the number of trapped particles are different as in the previous case. On the other
hand, the electric and density fields for run E remain significantly different also in
the asymptotic phase, corresponding to a vortex, located in a different position with
respect to runs D and F (see Fig. 3.13, second frame). This is due to the fact that, for
run E, as can be seen in Fig.3.14 during the merging process, a little vortex appears
in the phase space. This little vortex attracts the main final vortex changing its final
position.
Seen the particular result obtained for run E, we performed the three runs also
with the SPL algorithm. We obtained that the final vortices of the three runs result
displaced in different positions: greater is the accuracy of the run and more the final
vortex is shifted towards right. Also in this case, the evolution and final states of the
runs depends on the numerical mesh chosen.
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Figure 3.15: The d.f. in the phase space at t=1200 for run G, H and L, respectively.
Finally, in order to clearly distinguish the role of dissipative effects in the process of
vortex merging and of vortex formation, we have performed three other runs, namely
runs G, H and L, identical to runs D, E, and F, but using a reduced simulation
interval, Lx = 20, such that only one vortex is generated by the development of the
instability.
In this case, as shown in Fig.3.15, all runs generate asymptotically, at t = 1200 , a
phase space vortex centered around v0 = 0 and x0 = Lx/2. However, the distribution
and the number of the vortices particles are different. In fact, normalizing to one the
total number of trapped particles of run N , nvort
L
= 1, we obtained: nvort
H
= 0.76,
nvort
G
= 0.72. Also in this case, differences are present for the third invariants and
the entropies both in the trends as in the asymptotic values. Since only one vortex
is developed by the system, only one jump appears both in I3 and in the entropy. In
this case this jump happens always first for more dissipative run and then for less
dissipative ones (first for run G, then for run H and finally for run L). Furthermore,
as in the five vortices case, the deepness of the jump is different:
larger for the more dissipative cases and smaller for the less dissipative ones.
Although, for runs G, H and L, the electric and density field evolution is now almost
identical also during the non linear regime, from saturation to the stable asymptotic
phase, the final states reached by the three runs can be considered different because
of the differences in the number of trapped particles and their distribution (as shown
before).
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Figure 3.16: Last frame: the time evolution of I3 and S for run G, H and L (contin-
uous, dashed and dash - dotted line, respectively).
3.3 The echo benchmark
Until now, we have shown that the numerical dissipation, introduced by the algorithm
when the numerical mesh becomes unable to describe the small plasma dynamics,
produces significant effects on the macroscopic evolution of the system up to determine
different final macroscopic states, even if the dissipation length scale is much smaller
than the physical ones. When artificial dissipation comes into play, even if we are
formally dealing with a collisionless plasma, the final effect that it will produce on the
system will be very similar to inserting in the Vlasov equation a collisional operator.
Since the echo phenomenon is one of the most sensitive process to collisions and its
non linear analytical solutions for second order echoes are known, we decided to use
the echo as a benchmark for the numerical schemes adopted until now. With the help
of this test we investigated their dissipative properties, comparing numerical results
with those predicted by the theory.
We performed a number of simulations of the echo process using different numer-
ical accuracies by varying the number of grid points and/or the numerical scheme,
choosing among the VL2, VL3 and SPL algorithms. The system can be described
with the 1D-1V Vlasov - Poisson equations 3.1.1, 3.1.2, for a fixed neutralizing back-
ground, with Lx = 5pi and −5 < v < 5 and with periodic boundary conditions. Two
distinct sinusoidal perturbations are imposed on an initial Maxwellian distribution
function, f
M
(x, v, 0) = exp (−v2)/√pi, at t = 0 and at t ≡ τ = 800, both with
amplitude ² = 10−6 but with wave vectors k1 = 0.4 and k2 = 0.8:
δf1 = ² cos (k1 x)fM , δf2 = ² cos (k2 x)fM (3.3.1)
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Figure 3.17: Space averaged velocity Fourier transform f¯(nv) multiplied by 10
7 vs.
nv for run B at t = 950, 1350, 1600. Continuous, dashed and thick lines correspond
to the k1, k2 and echo signals.
As a result, an echo with wave vector k3 = k2 − k1 = 0.4 is generated at tχ ≡
τ ′ = (k2/k3)τ = 1600. The choice of the time delay, τ = 800, is motivated by
the requirement that the second pulse must be excited when the first one has been
almost completely Landau damped. We have verified, with a number of test runs,
that the echo’s amplitude is independent of the spatial grid spacing (at least for
Nx ≥ 32), in agreement with the echo generation process (interference in velocity
space of the ballistic terms). All the runs presented in the following have the same
initial conditions (including the launch of the second pulse) with Nx = 32, but with
different number of velocity points, namely Nv = 1201, Nv = 2201, Nv = 2401,
Nv = 3601, Nv = 4801, Nv = 19201 corresponding to run A, B, C, D, E, and F,
respectively. The ballistic evolution of the two disturbances and the echo formation
are well illustrated by considering the discrete Fourier transform of the distribution
function,
f˜(xα, nv) =
1
Nv
∑
β
f(xα, vβ) exp [−2piinvβ˜)/Nv] (3.3.2)
where −Nv/2 ≤ β ≤ Nv/2, β˜ = β+Nv/2, and nv = 0, .., Nv is the discrete ”veloc-
ity wave number” defined in terms of the velocity wave vector q [36] by nv = qLv/2pi,
with Lv = Nvdv, vβ = βdv (dv ≡ velocity mesh size). On the discrete grid the
ballistic term exp (ikvt) reduces to exp (ikβdvt). Therefore, the grid discretization
introduces an artificial periodicity in the ballistic component of the distribution func-
tion, with a period equal to the recurrence time [37] TR = 2pi/k dv. As a consequence,
the ballistic term of a Landau damped plasma wave will produce an artificial ghost
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Figure 3.18: Echo’s amplitudes multiplied by 1010 vs. time. Left frame (bottom to
top): Runs B, C, D, E, F (curves D, E, F are coincident), VL3 algorithm. Right
frame (bottom to top): Run B, VL2 algorithm (dashed line), Run A, B and F, VL3
algorithm (continuous lines).
density perturbation at t = TR. In fact the wave number nv reaches its maximum
value at nmaxv = Nv/2 allowed by the discrete transform already at t = TR/2. This
initiates the numerical (finite grid) reflection that leads to the ghost formation at
t = TR and/or causes strong dissipative or dispersive effects corresponding to the fact
that the length scale of the velocity fluctuations is equal to the grid size. On this
basis we present only simulations such that tχ < tmax < TR/2 (tmax ≡ final time of
the simulation) except for run A.
In Fig. 3.17 we illustrate the formation of the echo by plotting the space average
of the absolute value of the discrete Fourier transform in velocity space f¯(nv) ≡∑Nx
α=1 |f˜(xα, nv)|/Nx vs. nv for run B at t = 950, 1350, 1600. We see that the two
peaks at t = 950, corresponding to the ballistic terms of the two excited waves,
move toward increasingly large nv [36] at t = 1350, with nv,1 = (Lv/2pi) k1 t and
nv,2 = (Lv/2pi) k2 t. Since the speed in velocity wave-number space of the second
peak is twice that of the first, at t = 1600 the second peak reaches the first at
nv = n
χ
v and the echo is generated. In all presented runs, except for run A, we have
nχv = 1020.
In Fig. 3.18 we show the (maximum) echo’s amplitude vs time for all runs ob-
tained by using the VL3 algorithm (continuous lines) and for run B by using the VL2
algorithm (dashed line, right frame). The curves resulting from the same run made by
using the spline algorithm coincides with the VL3 curve. We see that the characteristic
time for the occurrence of the echo is, in all cases, in agreement with the theoretical
analysis [1] which predicts the occurrence of the echo at tχ ≡ τ ′ = (k2/k3) τ . We
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consider now the exponential, non oscillating part of the echo time evolution which,
for k3 = k1, is expresses as exp[±γ± (t− τ ′)], as showed in Section 1.3, where the
plus and minus sign refer to the growth and damping rate, respectively, i.e. before
and after t = τ ′. In the analytical theory γ+ = γ− ≡ γ1 (where γ1 is the Landau
damping rate of the first pulse). In our calculations γ1 = 0.0079. In runs D, E, and
F, the observed echo growth and damping rates are in excellent agreement with the
collisionless theory, i.e. γecho± = ±0.0079. On the other hand, in runs C, B and A,
the growth and damping rates are different, namely γ+ = 0.0076, 0.0075, 0.004 and
γ− = 0.0079, 0.0077, 0.0071. Apart from the quantitative difference with respect to
γ1, the difference between γ+ and γ− for the same run indicates that the numerical
collisional operator cannot be considered as velocity independent. The only signifi-
cant difference with respect to the theoretical analysis is the strong peak of the echo’s
amplitude at t ' τ ′ followed by rapid oscillations in the next 20 − 30 times, after
which the time evolution becomes again exponential (now decreasing with time) as
in the analytical case. On the other hand, we observe that (at all times) the echo’s
amplitude plotted in Fig. 3.18 is increasingly reduced for runs C, B and, in particular,
for run A. This amplitude reduction is a consequence of numerical diffusive effects
which increase as the number of grid points is reduced. Here numerical dissipation
comes into play when the typical length scale generated by the ballistic term becomes
comparable with the grid length scale, i.e. when the velocity wave number associ-
ated to the ballistic peak (see Fig. 3.17) becomes comparable to the grid size wave
number, nv ∼ nmaxv . In the case of runs B and C this happens when approaching
the echo generation time since nχv ∼ nmaxv , while for run A dissipative effects start
to be important at the pulse reflection time t ∼ TR/2. In runs D, E and F, instead,
numerical effects are negligible since nχv ¿ nmaxv up to the end of the simulations.
In Fig. 3.18, right frame, we also plot the time evolution of the (maximum) echo
amplitude in the case of run B obtained by using the second order accurate VL2
scheme (dashed line). This plot, to be compared with the corresponding curve of
run B (second curve from top, same frame) made with the third order accurate VL3
scheme, clearly shows that the less accurate algorithm gives a lower amplitude echo
with a different shape in time with γ+ = 0.0091 and γ− = 0.0083. We stress that the
echo process provides a very selective check of the intrinsic numerical diffusion effects
since all the other typical checks (energy conservation, the conservation of a finite
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subset of Casimir invariants typically up to second or third invariant) give exactly
the same results for the three schemes.
We have calculated the (space averaged) phase difference ∆φ between the peaks
of the first and second pulse at t1 = 900, slightly after the launch of the second
pulse, and at t2 = 1400, slightly before the echo. We observe that the phase error
∆φ(t2)−∆φ(t1) due to the numerical integration remains small, of the order of 0.018pi
for run F, and than it increases linearly with the decrease in the number of velocity
grid points in the other runs. The only exception is run A for which we observe a
strong jump in such space averaged phase error. More important, in run A the phase
error depends on the specific xα grid point, while it is space independent in the others.
The results presented in Fig. 3.18 (and others not illustrated here) show that the
echo’s amplitude increases with increasing Nv and saturates at the level obtained in
run D for Nv ≥ 3601. Therefore, we refer to the echo of runs D, E and F as to the
collisionless echo. This is in agreement with the theoretical argument that the effects
of a collisional operator (in our case numerical, but still of diffusive type) tends to
destroy the echo generation process by causing the decay of the ballistic term. The
artificial dissipation of any numerical code could in principle be thought as due to some
(a priori unknown) collisional operator which we assumed for our simulations to be of
the same form as the velocity space diffusion operator ≈ ∂2(D2f)/∂v2 used by O’Neil
in Ref. [15]. If we assume in addition D2 to be independent of time and of velocity,
we can apply O’Neil’s result to parametrize the ratio found numerically between the
collisionless and collisional echoes as exp [−D2k21(2τ 3 − (t− τ ′)3)/3] (with k2 = 2k1).
However, by comparing the amplitudes obtained in the different runs we found that
it is not possible to define a unique value for D2, which implies that the numerical
“collisional operators” corresponding to the VL2, VL3 and SPLINE algorithms are
characterized by a more complex structure. This is in agreement with the previous
analysis concerning the growth and damping rates γ± of the echo time evolution
indicating that the numerical collisional operator is velocity dependent.
Let us now consider the case of run A for which the maximum allowed wave number
nmax,Av = 600 is smaller than that at which the echo should be generated, n
χ
v ' 1020
(as observed in all the other runs). In Fig. 3.19 we show, in analogy with Fig. 3.17
and using the same style, the space average discrete Fourier transform f¯(nv) of the two
pulses in velocity space at t = 850 and t = 1400 and their superposition at nv ' 180
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Figure 3.19: Run A: the same as Fig. 3.17 at t = 850, 1400, 1600.
at τ ′ = 1600. We see that both pulses are reflected at nv = nmax,Av after which they
propagate backward towards large scales. Eventually, at t = τ ′, an echo is generated
(symmetrically with respect to the other runs) at necho,Av ' 200 = nmax,Av −∆nv, where
∆nv = n
χ
v − nmax,Av ' 400. However, a strong amplitude difference between run A
and B is observed in the amplitude of the echoes (see Fig. 3.18). This indicates
that, during the artificial process of pulse reflection, significant dissipative and/or
dispersive effects are introduced. Indeed, after reflection we observe a phase error
substantially larger than two times the phase error of run B, i.e. much larger than
that expected from the difference in the grid resolution of Nv between run B and
A. Finally, we note that after the reflection of the first pulse and before that of the
second, the two signal meet at t = 940 without showing any interference effect, as
expected from the analysis of the ballistic term. Thus, even if for run A we have
tmax < TR, and even if we do observe the formation of an echo at the right time,
although with reduced amplitude, the turning back of the ballistic term towards
large velocity scale lengths invalidates the numerical simulation since part of the
macroscopic dynamics of the system is artificially altered. Artificial alterations of
such a type could be crucial when studying Langmuir turbulence and/or strong non
linear effects where part of the energy is injected at larger wavenumbers where the
numerical recurrence time is shorter. In order to avoid reflection as well as recurrence
effects, we introduced in the code a compact finite differences filter (see Ref. [53], Eq.
C.2.2) which dissipates (smoothly) the signal for nv larger than a threshold value n
∗
v,
leaving the signal unchanged for nv < n
∗
v. The dissipation rate and the threshold value
n∗v of the filter depend on a single free parameter η (the filter efficiency is increased
for decreasing values of η). The filter is applied, at each spatial point xα, to the
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Figure 3.20: Echo amplitudes multiplied by 1010 vs time for run D (continues line)
and for two identical runs (dashed and dash - dotted line) with a velocity space filter
(η = 0.3, 0.1) applied each ∆t = 0.1.
velocity Fourier transformed distribution function, Eq. 3.3.2. In Fig.3.20 we show
the echo’s amplitude vs time for the collisionless run D (continuous line, same as in
Fig. 3.18) and for the ”collisional” runs D∗ (dashed and dash - dotted line) defined
as the same run as run D to which the filter (η = 0.3, 0.1) is applied every ∆t = 0.1.
We see that in runs D∗ a ”collisional” echo is generated at t = τ ′ but with a lower
amplitude (about 12, 24 % smaller) due to the dissipative effects of the filter on the
ballistic oscillations of the distribution function. In the velocity Fourier space, the
ballistic pulses of the filtered run are exactly equal to those of the non-filtered run for
nv < 450, 250 and then start to decrease. More importantly, due to the presence of
the filter, the recurrence effect is no longer observed. In other words, by tuning the
filter coefficient, it is possible to eliminate the artificial feedback on the large velocity
scale-lengths of the system without introducing diffusive effects on such large scales.
Finally, as for the weakly collisional runs B and C, we observe that the growth and
damping rate of the echo evolution, namely γ±, differ more and more when the filter
efficiency is increased. This is in agreement with the fact that the filter smoothing
(i.e. diffusion) is not velocity independent. We underline that identical (qualitatively)
results have been obtained when the amplitudes of the two perturbations, see Eq. (3),
are different.
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3.4 Correlations
Up to now we’ve seen that, in Vlasov simulations, when the numerical mesh becomes
unable to describes the small length scales fluctuations generated by the system, both
the evolution and the final macroscopic state of the system are affected. The effect is
in some way similar to introduce a (grid and algorithm dependent) collisional oper-
ator in the Vlasov-Poisson system of equations. The properties os such operator are
important to select the asymptotic final state of the system. We decided to investigate
if, in correspondence to the inability of the numerical simulation to properly describe
the small scale dynamics, binary correlations between individual particles come into
play, even if the plasma under study is formally collisionless.
Here we present the study of particle correlations on the non linear evolution of
the two stream instability. Initial conditions and parameters of the simulations are
the same as run G described in section 2.2, apart for the velocity grid spacing that
here is taken as dv = 0.05.
To study the correlations between similar particles, we introduced in the numerical
simulations a large number of passive charged tracer particles. These tracers are test
particles whose presence is not taken into account neither for the computation of the
distribution function used in the Vlasov equation nor for that of the electric field of
the system. Their evolution, in time, is set following the motion equations:
dx
dt
= v
dv
dt
= − e
m
E(x, t) (3.4.1)
where, we recall, the electric field E(x, t) represents the self-consistent field calculated
evolving the Vlasov-Poisson system of equations. All the simulations are made solving
the Vlasov-Poisson equations on a numerical mesh with dx = 0.1 and dv = 0.05. The
initial velocities of all tracers are chosen in the range −2.5 < v < 2.5 while the initial
positions can be chosen all along the dimension of the space box Lx. In this portion of
the phase space, tracers are randomly distributed not on the numerical mesh points
but on the continuous (x, v) space (see Fig.3.21, left frame).
If we divide this portion of phase space in cells, the number of tracer particles
present in each cell of this portion of the phase space is about the same. Since our
numerical simulations are performed using a single processor, the maximum total
number of passive particles that we can make evolve by the code is limited (about
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Figure 3.21: Left frame: the initial distribution of tracers in the phase space. Right
frame: the histogram of the distribution at t = 0 of the number of particles per cell
for a total number of 200 cells on which there is superposed the expected Poisson
distribution.
an half million). Furthermore, for our study, to obtain statistically significant results
the phase space must be divided in very small cells, producing a limited average
number of particles per cell. For these reasons it is necessary to search a compromise
in the choose of the total number of tracer particles to adopt and the size of the
cell: this number must be reasonable to perform a simulation but, at the same time,
sufficiently Poissonian to be statistically significant. For this reason, first of all, we
made some tests to understand how many cells and particles per cell must be taken
into account to obtain that the distribution of the number of particles in the cells
could be considered Poissonian.
The Poissonian distribution of reference is:
P (ν) =
µν
ν!
eµ . (3.4.2)
where µ and ν represent the average number of particles and the number of particles
in cells, respectively. First we took 50000 particles and we chose cells of dimension
∆x = 0.25λD and ∆v = 0.25vth, corresponding to an average number of tracers for
cell of about 60. It is important to note that for the study of particle correlations,
we will always consider cells smaller than the physical characteristic length λD that
represents the smaller physical scale over which is valid the mean field theory and
than vth. By making several cases we found that the minimum number of cells
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Figure 3.22: The histograms of the distribution, at t = 0, of the number of particles
per cell respectively, in the left frame, for a total number of 50 cells with about 50
particles per cell, and, in the right frame, for a total number of 200 cells with about
200 particles per cell, with the expected Poisson distribution superposed.
to consider to obtain a Poissonian distribution is 200 (see Fig.3.21, right frame).
Then we took 500000 tracers (about the maximum value allowed by single processor
simulations) and we decided to examine the distribution of the number of particles in
the cells taking a limited number of cells, with respect to the total number in which
the portion of phase space containing the particles is divided, equal to the average
number of particles per cell. Since the total number of tracers is fixed (500000)
different average number of particles in the cells can be obtained by varying the cells’
dimensions. Therefore the dimension of the cells will depends on the average number
of particles per cell we want to obtain: smaller is the average number of particles,
smaller will be the dimension of the cells. We analyzed four cases:
1. 25 particles per cell and 25 cells, corresponding to cells of the dimension ∆x =
0.1λD and ∆v = 0.05vth;
2. 50 particles per cell and 50 cells, corresponding to cells of the dimension ∆x =
0.14λD and ∆v = 0.07vth (see left frame Fig.3.22);
3. 100 particles per cell and 100 cells, corresponding to cells of the dimension
∆x = 0.2λD and ∆v = 0.1vth;
4. 200 particles per cell and 200 cells, corresponding to cells of the dimension
∆x = 0.28λD and ∆v = 0.14vth (see right frame Fig.3.22).
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Figure 3.23: The histograms of the distribution, at t = 0, of the number of particles
per cell respectively, in the left frame, for a total number of 50 cells with about 200
particles per cell, and, in the right frame, for a total number of 200 cells with about
50 particles per cell, with the expected Poisson distribution superposed.
From these tests we observe that only cases 3) and 4) give a distribution similar
to a Poissonian.
To understand which quantities between the number of particles per cell and the
number of cells is the more significant to generate a good statistics, we made other
two tests. The first, represented in the first frame of Fig.3.23, is a case in which are
considered 50 cells with an average number of particles per cell of 200; the second
test, showed in the second frame of Fig.3.23, is made using 200 cells with an average
number of particles per cell of 50. From the comparison of the two tests is clear that
the number of cells is the most important quantity.
From these results, we decided to use, for the study of correlations in the two
stream instability simulation, 500000 tracers and to divide the phase space, for the
investigation of their dynamics, in cells of dimension ∆x = 0.1 and ∆v = 0.06. In
these conditions the average number of particles per cell is 30. As shown in 3.24, the
distribution of the number of particles in the cells is quite correctly described by a
Poissonian if the statistics is made for almost 200 cells of the total 20000 in which is
divided the phase space.
Before performing the correlations study, we have checked that the evolution in
time of distribution function, even during the non linear regime (for example during
and after the formation of a vortex), is accurately reconstructed by the number of
particles per cell NA normalized to the total number of tracer particles of the system.
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Figure 3.24: The histogram of the distribution, at t = 0, of the number of particles
per cell for a total number of 200 cells with about 30 particles per cell, with the
expected Poisson distribution superposed.
This ensures that the dynamics of the passive tracers follows the evolution of the
instability.
We hence studied the correlation between particles introducing a binary correla-
tion function defined as follows. We choose a box of cells in the phase space of hight
Lv = 1.5vth and of length Lx = 2λD, containing about 500 cells and, in this box,
called box A, we counted the number of particles NA for each cell. Once chosen the
distance at which we want to search correlations, that we will call Lc, we define an-
other box of the same dimension as box A but at a distance Lc from it, called box B.
Box B can be taken in an elsewhere position at distance Lc respect to box A. Since
there are no privileged directions in the phase space, at least before the formation of
the vortex, for simplicity we considered Lc only along the space direction. Also in
this box we computed the number of particles NB present in each cell. For each box
A and B the average number of particles contained in a cell, < NA > and < NB >,
has been computed. Then we calculated the product NANB of the number of parti-
cles contained in a single cell of the box A and those contained in the corresponding
single cell of the box B at distance Lc. At this point we computed the average of all
the products NANB between all the corresponding coupled cells as sketched before.
We’ve hence defined our correlation function at a certain instant of time as
CA,B =< NANB > − < NA >< NB > . (3.4.3)
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Figure 3.25: An example of a possible displacement of box A and B for the study of
correlation at distance Lc
The investigation of correlations has been made by centering box A in different
points of the phase space and searching correlations for different distances Lc but
with the same criterion. This correlation function is computed at different times.
Here we show the particle correlation results for the two stream instability evo-
lution. First of all, we found that if we put box A in the center of the phase space
vortex both short and long distance correlations are not present at all times. Then
we put box A on the boundary of the vortex, as shown in Fig.3.26, and we computed
the correlation function for the following cases:
1. Lc = 0.1λD;
2. Lc = 0.5λD;
3. Lc = −0.5λD;
4. Lc = −6.4λD (corresponding to a half vortex distance);
5. Lc = −12.8λD (corresponding to a vortex distance).
Results are presented in Fig.3.27. On this figure we superpose also the trend of
the third invariant I3 to show the time at which the Vlasov equation is ”distorted” by
the insertion of numerical effects in the system from the numerical scheme. However,
since I3 decreases when small scales lengths are reached in the system, to make more
evident the comparison with the particle correlation functions, we decided to show
it overturned and multiplied by a positive constant value to amplify its amplitude.
We observe that only for the case 4 (dashed line), i.e. correlations searched at a half
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Figure 3.26: The electron distribution function at 4 different times:t = 25, t = 50, t =
100et = 190.
vortex distance, the correlation function remains approximately zero at all times. For
the other four cases CA,B begins to increase at about the same time when the (upside-
down) third invariant increases and, as the third invariant, it tends to be stabilized
to a constant value for t > 150. From Fig.3.27 we can also observe that correlations
are more accentuated from case 1 (dot-dashed line), to case 5 (pointed line), i.e. from
shorter correlation distances Lc to longer ones. Furthermore, the saturation values of
the correlation functions depends only on the distance Lc and not from the direction.
This can be seen comparing case 2 (3-point-dashed line) and 3 (long dashed line), for
which the correlation length is the same but in case 2 box B has been put at the right
side respect to box A while in case 3 box B is at the left of box A. The conclusion is
that correlations are generated only in correspondence of the boundary region of the
phase space between trapped and untrapped particles.
From these results it is possible to give an ”operative” estimation of the parameter
g (the parameter that measures the presence of binary interactions in a plasma, as
explained in Section 1.6) of the plasma under exam. Parameter g is defined as:
81
Figure 3.27: Curves of spatial correlations vs time for different lengths of correlation
and displacement of box A. Continuous line correspond to the upside-down scaled
third invariant, dot-dashed line to case 1), 3-point-dashed line to case 2), long dashed
line to case 3), dashed line to case 4) and pointed line to case 5).
f2(xA, xB, vA, vB) = f1(xA, vA)f1(xB, vB)(1 + g) (3.4.4)
where f2(xA, xB, vA, vB) represents the two particles distribution function related the
probability density of finding simultaneously one particle in the phase space position
(xA, vA) and another in the point (xB, vB), while f1(xA, vA) and f1(xB, vB) are the one
particle distribution function related to the probability density to find respectively
one particle in the position (xA, vA) or (xB, vB). Rewriting this equations using the
function of the number of particles defined in our study we obtain:
< NANB >
N2tot
=
< NA >
Ntot
< NB >
Ntot
(1 + g) (3.4.5)
where Ntot is the total number of tracers of the simulation. Therefore g can be
expressed as:
g =
< NANB > − < NA >< NB >
< NA >< NB >
=
CA,B
< NA >< NB >
. (3.4.6)
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We measured the values of g at t = 0, g0, and at the final time of the simulation,
i.e. where the correlation function reach a constant asymptotic value, gtend . The
maximum values we found are: g0,max = 10
−3 and gtend,max = 0.26. We can note, first
of all, that g0,max assume a very large value with respect to those considered by the
theory since the number of tracers is too small for describing a real plasma. However,
since the gtend is about two order of magnitude larger than at the initial time of the
simulation, we can say that correlations and hence interactions among particles have
been created in the plasma even if it is formally collisionless. We computed the g0
and gtend values in other two runs with the same initial conditions and parameters
of this already showed, but with a different number of tracers, 50000 and 200000,
respectively. We obtained that both the gtend values at different correlation lengths
as well as the maximum value gtend,max are nearly the same of the 500000 tracers run.
Instead the maximum value of g at the initial time, g0,max, results different in the
three cases: g0,max = 10
−3 for 500000 tracers, g0,max = 4.910−3 for 200000 tracers and
g0,max = 10
−2 for 50000 tracers. Therefore, as expected, more tracers we insert in
the simulation, more the initial value of g becomes small and, consequently, we can
appreciate a larger difference between the initial and the final g values.
At the same time of the computing of the correlation function, we studied the
tracers trajectories in time, calculating for each of them the correspondent maximum
Lyapunov exponent both with VL2 and VL3 algorithms. Lyapunov exponents are the
average exponential rates of divergence or convergence of nearby orbits in phase space.
The spectrum of Lyapunov exponents for a n-dimensional phase space is obtained
following the long time evolution of an infinitesimal n-sphere of initial conditions.
This sphere becomes in time an n dimensional ellipsoid. The ith one dimensional
Lyapunov exponent is then defined in terms of the length of the ellipsoidal axis pi(t):
λi = lim
t→∞
1
t
log2
pi(t)
pi(0)
. (3.4.7)
Any system containing at least one positive Lyapunov exponent is defined to be
chaotic. For their computation we used the ODE algorithm described in reference
[54]. We observed, in agreement with Valentini et al. [55] made in the case of the non
linear Landau damping, that the maximum values of Lyapunov exponent appear in
the zone around the separatrix between the trapping vortex and the free motion (see
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Figure 3.28: Asymptotic Lyapunov exponent distribution in the phase space obtained
with VL2 (left frame) and VL3 (right frame) numerical schemes.
Fig.3.28) indicating that particles in this region present chaotic trajectories. These
particles have a kinetic energy comparable to the potential energy. Therefore small
fluctuations of the electric field can determine trapping or detrapping of the particles
from the potential well producing miscellaneous trajectories. This behaviour would
not be allowed by Vlasov collisionless theory since each particle is forced to follow
an isoline of the distribution function. However when numerical effects come into
play, different isolines are reconnected permitting the passage of a particle from a
close orbit to a free motion and viceversa. Furthermore, the VL2 run present a larger
chaotic region with respect to the VL3 one.
Comparing this result with the one obtained for the correlation function, we ob-
serve that the region in which correlations are present corresponds to the region in
which particles trajectories are chaotic. The two things are in fact strictly correlated.
The reconnection of the isolines of the distribution function, due the inability of the
numerical scheme to describe the small dynamics of the system, corresponds to af-
fect the self-consistent electric field with small fluctuations. Therefore two particles
with about the same initial conditions, can feel slightly different electric field that,
for particles in this critical region, can give origin to really different trajectories. For
example, if the two particles are both initially untrapped, since their kinetic energy is
comparable to the potential one, two different little fluctuation in the electric field can
permit the trapping of one of them but leave the other particle free. The significant
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differentiation of the trajectories of the two nearby particles is the same that can be
obtained if we consider binary interactions between particles. In other words, two
nearby particles which can evolve in a very different ways cannot be considered as
statistically independent. Obviously fluctuations affect also particles of the vortices
far from the separatrix but, in this case the only change that we can obtain is that a
particle goes on another closed orbit. Therefore two particles remain anyhow nearby,
as if they continue to feel the same average electric field.
A proof of the fact that correlations are introduced by numerical representation
of the continuum Vlasov theory, is given by the result of another kind of simulation.
We considered a system where the field produced by the plasma particles is neglected
and an external sinusoidal fixed electric field is taken. Although even in this case a
vortex is formed in the phase space, we found no correlations at any times and for all
distances. In this case in fact the field doesn’t fluctuate and so the tracers are forced
to remain on their orbits.
3.5 Conclusions
The results presented in this chapter show that, when the non linear long time dy-
namics of a collisionless plasma is investigated through a Vlasov code, there is a time
that depends on the numerical scheme and grid used, for which the Vlasov theory is
locally violated. As previously seen, the phase space region where important particles
correlations are generated is a very small part with respect to those where numerical
problems in describing small scales dynamics come into play. For example in our
case all the vortex is affected by small scales grid effects, but only its boundary, i.e.
the separatrix, shows important growth of the correlation factor g. Therefore, in all
those regions where these numerical effects are present but no correlations between
particles are generated, the Vlasov theory can still be considered as valid. However,
even if the violation of the Vlasov equation is limited to ”small” phase space regions,
it may have important consequences on the macroscopic dynamics. Indeed, depend-
ing on the kind of numerical effects, i.e. on the numerical algorithm and/or the grid
size (that determines the width of the correlations zone), the evolution and the final
state of a system can be significantly different. To avoid that final state depends
on such numerical effects, a way could be to find the analytical form of an operator
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capable of replacing the numerical smoothing and to insert it in the Vlasov equation.
The determination of such an operator is, however, very difficult because we don’t
know the physical grounds on which it should be based in such critical conditions
of a plasma which locally can be far from equilibrium (i.e. the distribution function
is not a Maxwellian) and particle correlations not negligible. A way to understand
something more on the form of this collisional operator can come from the study
of the evolution for large times of the two particle distribution function and from a
deeper study of correlation processes.
We have seen that the local violation of Vlasov theory produces effects on the
evolution and final macroscopic state of a system. But how much such local problems
are quantitatively significant? For example, it is well known that in the magnetic
reconnection phenomenon the violation of the magnetic freezing condition, even if
very localized with respect to the dimension of the system, makes accessible energetic
states, otherwise prohibited, producing a significant release of energy in the system.
This is an example of how much a local breaking of a constraint of the motion in a
collisionless plasma can bring very important global effects in the plasma. A future
issue of this work is therefore to understand if the global effects generated in our case
by the local reconnection of the distribution function isolines can produce similar
global and quantitatively relevant effects on the system.
Appendix A
Bernstein-Greene-Kruskal (BGK)
waves
Bernstein-Greene and Kruskal found, in 1957, exact solutions of the problem of a
stationary non-linear electrostatic wave in a one dimensional collisionless plasma [7].
These solutions have been derived from the Vlasov-Poisson system of equations and
correspond to stationary travelling wave. They demonstrated that it is possible to
construct arbitrary wave solutions considering the presence of a certain number of
particles trapped in the potential wells. Hence, given an electric potential configura-
tion, it is possible to find the correspondent distribution of trapped particles necessary
to generate such stationary wave. In this section we will show the procedure for find-
ing the distribution function of trapped particles corresponding to a single wave of
arbitrary amplitude. We consider a collisionless one dimensional plasma were ions
are at rest. We search for solutions of Vlasov and Poisson equations in a coordi-
nate system in which the wave is at rest, the so called wave frame. In this frame of
reference the solutions of Vlasov and Poisson equations are stationary (∂/∂t′ = 0).
Therefore, if the wave moves in the laboratory frame with a constant velocity v0, the
BGK waves and the distribution function will depend from x′ and from x′ and v′
respectively, where x′ = x − v0t, v′ = v − v0 and x and v are the coordinate of the
laboratory frame. Since Vlasov-Poisson equations are invariant under such Galilean
transformation, they can be written as:[
v′
∂
∂x′
− e
me
E0(x
′)
∂
∂v′
]
f0(x
′, v′) = 0; (A.0.1)
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∂E0(x
′)
∂x′
= −4pie
[∫ ∞
−∞
f0(x
′, v′) dv′ − n0
]
. (A.0.2)
In the case of one wave, the single particle energy is given by:
ε =
mev
′2
2
− eφ (A.0.3)
where φ is the electric potential. Since particle energies are exact invariants of the
motion, a solution of Vlasov equation in the case of no trapped electrons (i.e. for
electrons with energy ε > Uφ,max, where Uφ = −eφ is the potential energy) is:
f0 = θ(v
′)f>0 (ε) + θ(−v′)f<0 (ε) (A.0.4)
where θ is the Heavyside function defined as θ(v′) = 1 when v′ > 0 and θ(v′) = 0
when v′ < 0 and f>0 and f
<
0 are the distribution functions of un-trapped electrons
that moves with positive and negative velocities respectively. Equation A.0.4 satisfies
Vlasov equation independently of the partition, at a given energy ε, between the two
directions of the velocity of particles. If we instead introduce electrons with energy
Uφ,min < ε < Uφ,max (i.e. trapped particles), it is necessary to impose the condition
that the particles must be equally distributed between the two directions in velocity,
f>0 (ε) = f
<
0 (ε), otherwise the independence of time of the distribution function is not
ensured.
Substituting equation A.0.4 in Poisson equation A.0.2 and introducing the energy
ε in place of the velocity, we obtain:
∂2φ(x′)
∂x′2
= 4pie
[
2
∫ ∞
Uφ
f>0 (ε) + f
<
0 (ε)
[2me(ε+ eφ)]1/2
dε− n0
]
. (A.0.5)
The above equation can be also write as:
∂2φ(x′)
∂x′2
= 4pie2
∫ ∞
Uφ,max
f>0 (ε) + f
<
0 (ε)
[2me(ε+ eφ)]1/2
dε+4pie2
∫ Uφ,max
Uφ
f>0 (ε) + f
<
0 (ε)
[2me(ε+ eφ)]1/2
dε−4pien0
(A.0.6)
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where the contributions to the potential of trapped (second term of the right-hand
side) and un-trapped (first term of the right hand side) electrons have been separated.
Therefore, if the explicit functional form of the potential φ and the distribution
function of un-trapped particles are given, the correspondent electron distribution
function of trapped electrons can be simply determined, solving the integral equation
A.0.6. In this way, it is possible to find the appropriate trapped particles distribution
function for almost any potential wave-form with the only condition that the second
derivative ∂2φ/∂x′2 must be continuous, as explained in reference [7].
When a potential φ(x, t) with a more complicated dependence of time is consid-
ered, determine stationary solutions becomes more difficult. In fact, in these cases
the dependence of time cannot be eliminated simply shifting the reference frame as
done in the single wave problem. If the field consists in a superposition of two or more
waves, the problem could be gone around using a superposition principle. However,
since BGK waves are exact solutions of non-linear equations, they do not satisfy a
principle of linear superposition, even in the limit of small amplitude. In fact, if we
take (f (1), φ(1)) and (f (2), φ(2)) as the distribution functions and potentials of two BGK
waves with velocity v(1) and v(2) respectively, and assuming that as the amplitude of
the potential as the deviations h(i) = f (i) − F of the distribution function from the
Vlasov equilibrium F are of first order in a small parameter σ, the superposition of
these states:
f (S) = F + h(1) + h(1)
φ(S) = φ(1) + φ(2)
(A.0.7)
will satisfy the Poisson equation but not the Vlasov one. Indeed, Vlasov equation
computed on the linear superposition BGK state becomes:
(
∂
∂t
+ v
∂
∂x
+
e
me
∂φ(S)
∂x
∂
∂v
)
f (S) = − e
me
(
∂φ(1)
∂x
∂h(2)
∂v
+
∂φ(2)
∂x
∂h(1)
∂v
)
. (A.0.8)
Although as h(i) as φ(i) are of the first order in σ, the right-hand side term of equation
A.0.8 is not of the second order in σ everywhere. In fact, near the phase velocities of
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the waves, as discussed in section 1.2.2, each single wave distribution function develops
a plateau, satisfying the condition ∂f (i)/∂v|v=v(i) ' 0. Hence near this points, the
right side term becomes of the first order in ² and it cannot be neglected respect to
the left-hand side term. The Vlasov equation is therefore not satisfied.
In this case, the particle energies ε are no longer conserved. Hence a distribu-
tion function constructed with such energies will clearly not satisfy Vlasov equation
because ε is no more an invariant of motion. In order to determine a solution, it is
therefore necessary to find other exact invariants of the motion on which construct
the distribution function. In 1993, Bunchanan and Dorning [?] found a solution of the
two waves problem building the distribution function from approximate invariants of
the motion, i.e. invariants valid over restricted region of the phase space. The chosen
of an approximate invariant instead of a global one, i.e. one valid over the entire
phase space, is due to the fact that in this case , as for many other in which the
potential has a nontrivial dependence of time, the Hamiltonian:
H(x, p, t) =
mev
2
2
− eφ1(x, t)− eφ2(x, t) (A.0.9)
is not integrable and so it’s impossible to find such global invariant quantities. The ap-
proximate invariant are obtained by Bunchanan and Dorning via perturbation meth-
ods. The pair of first-order invariants chosen for the waves problem are:
ε¯(i) = ε(i) − σev − v0i
v − v0j φj(x, t) i, j = 1, 2 cyclic (A.0.10)
that reduce for σ → 0 to the free-particle kinetic energy invariant me(v − v0)2/2.
Along the time dependent curve
v(x, t) = vavg − 2σe
meδv
[φ1(x, t)− φ2(x, t)] , (A.0.11)
where vavg = (v01 + v02)/2 and δv = v01− v02, the two approximate invariants A.0.10
reduce through first order in σ to the same value ε¯∗ = me(δv)2/8. Note that even
if ε¯(1) and ε¯(2) are not global first-order invariant because of their singularity in the
phase velocities v02 and v01 respectively, nevertheless ε¯
(1) well behave in the region
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v ≥ v(x, t) and ε¯(2) in the region v ≤ v(x, t). Hence the pair of approximate invariants
ε¯(1) and ε¯(2) provide, taken together, an invariant quantity valid over the entire phase.
This pair of invariants can be used to construct the distribution function of the two-
waves problem. So, if with g(ε) we indicated the BGK function for a single wave for
which f(x, v, t) = g(ε), the two-waves state distribution function f+ can be define as:
f+(x, v, t) =
{
g(1)(ε¯(1)), v ≥ v(x, t)
g(2)(ε¯(2)), v ≤ v(x, t)
(A.0.12)
where the function g(1) of the first wave with the correspondent approximate invariant
ε¯(1) has been used above the v(x,t) curve, while the function g(2) of the second wave
with ε¯(2) has been used below v(x,t). The definition A.0.12 provide distribution
functions that, through first order in σ, satisfy the Vlasov equation. In this way
Bunchanan and Dorning also found that two small amplitude single BGK states
can be combine through a non-linear superposition principle in which the potentials
are superimposed linearly while the distribution functions of the single waves are
combined through the non linear rule given in equation A.0.12. The condition of
validity of this superposition principle depend on the fact that ε¯(i) are approximate
quantities with errors which are at most ∼ O(σ2/(δv)2). Hence, if we want ε¯(i) to
be true first-order invariants, it is necessary that the difference between the phase
velocities of the two waves is δv = O(σs) with s < 1/2. This implies that the
potential amplitudes φ¯i (all of first order) must satisfy the condition:
φ¯1, φ¯2 ¿ me(δv)2/e . (A.0.13)
Physically this condition reflects the fact that two waves interact less strongly
larger their relative phase velocity.
Finally, the non linear superposition principle for BGK states can be extended
also to the N small amplitude waves case with a simple generalization of equation
A.0.12 based on the introduction of N functions g(i)(ε¯(i)) relative to the N single
waves, where the approximate invariants ε¯(i) are defined on an appropriate set of N
nonoverlapping regions that cover together the entire phase space.
Appendix B
Analytical detailed computation of
an echo
In section 1.3 we’ve briefly described how to compute analytically the second order
potential related to the echo phenomenon. In this appendix we want to report the
computation step by step. Here we begin directly reporting the initial Vlasov and
Poisson equations of such system, that we’ve already presented in section 1.3.
∂f
∂t
+ v
∂f
∂x
+
e
me
∂φ
∂x
∂f
∂v
= 0 (B.0.1)
∂2φ
∂x2
=
∂2φext
∂x2
+ 4pie
(∫
f dv − n0
)
. (B.0.2)
We take the usual definition of Fourier and Laplace transforms applied to the
perturbed distribution function as:
fk =
∫
f1exp(ikx)dx (B.0.3)
f˜k(v, p) =
∫ ∞
0
fk(v, t)e
−ptdt (B.0.4)
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fk(v, t) =
1
2pii
∫ p0+i∞
p0−i∞
f˜k(v, p)e
ptdp (B.0.5)
By taking the Fourier and Laplace transform to Vlasov and Poisson equations, first
the Fourier transform in space obtaining:
∂fk(v, t)
∂t
+ ikvfk(v, t) = − e
me
ikφk(t)
∂f0(v)
∂v
− e
me
′∑
k′
i(k − k′)φk−k′(t)∂fk′(v, t)
∂v
(B.0.6)
k2φk = k
2φk,ext − 4pie
∫
fk(v, t) dv. (B.0.7)
and then the Laplace transform in time:
(p+ikv)f˜k(v, p) = −ik e
me
φ˜k(t)
∂f0(v)
∂v
− e
me
′∑
k′
∫ p0+i∞
p0−i∞
dp′
2pi
i(k−k′)φ˜k−k′(p−p′)∂f˜k′(v, p
′)
∂v
(B.0.8)
k2φ˜k =
k21
2ωpe
φk1 [δ(k1−k)+δ(k1+k)]+
k22
2ωpe
φk2 [δ(k2−k)+δ(k2+k)]e−pτ−4pie
∫
f˜k(v, p) dv.
(B.0.9)
Substituting equation B.0.8 in B.0.9 we obtain:
²(k, p)φ˜k =
k21
2k2ωpe
φk1 [δ(k1 − k) + δ(k1 + k)] +
k22
2k2ωpe
φk2 [δ(k2 − k) + δ(k2 + k)]e−pτ+
−ω
2
pe
k2
∫
dv
′∑
k′
∫ p′0+i∞
p′0−i∞
dp′
2pii
i(k − k′)φ˜k−k′(p− p′)∂f˜k′(v, p
′)
∂v
(B.0.10)
where
²(k, p) = 1− ω
2
pe
k2
∫ ∞
−∞
dv
∂f0(v)
∂v
ik
(p+ ikv)
. (B.0.11)
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is the Landau dielectric function.
At this point equation B.0.10 is expanded in terms of the external applied poten-
tials φk1 and φk2 . The first order solution is obtained neglecting the contribution of
the non linear term (k − k′)∂f˜k′ (v,p′)
∂v
that gives:
φ˜
(1)
k =
φ˜k,ext(p)
²(k, p)
. (B.0.12)
The second order solution can be obtained by substituting the linearized solution of
f˜k:
f˜k =
e
me
k ∂f0(v)
∂v
(ikv + p)
φ˜k (B.0.13)
and the first order solution of the potential φ˜
(1)
k in the non linear term of equation
B.0.10. Applying the inverse Laplace transform in time and choosing the wave number
k3 = k2 − k1 (the one associated to the echo) the second order potential results:
φ
(2)
k3
(t) =
e
me
φk1φk2k1k2
4k23
∫ +∞
−∞
dv
∫ p0+i∞
p0−i∞
dp
2pii
∫ p′0+i∞
p′0−i∞
dp′
2pii
ik3
²(k3, p)(p+ ik3v)2
∂f0(v)
∂v
×
×
[
epte−pτ
′
²(k2, p′)²(−k1, p− p′)(p′ + ik2v) +
ep(t−τ)e−p
′τ
²(k2, p− p′)²(−k1, p′)(p′ − ik1v)
]
(B.0.14)
where the p0 and p
′
0 contours are defined in the way that 0 < p
′
0 < p0 in order
to make converge the integrals. The integration in p and p′ can be done using
the Cauchy residue method, closing the Landau contours on the side which pro-
duces vanishingly small exponentials in the numerator. If we, furthermore, take
|γ(k1)τ |, |γ(k2)τ |, |γ(k3)τ | >> 1 (i.e. the time τ is long compared with the Landau
damping time) and the time between the echo and the second pulse (τ ′ − τ) of the
same order of τ (i.e. |k3/k1| ∼= 1), then the poles arising from the roots of the dielec-
tric functions can be neglected because they will produce very small residues respect
to the other poles. With these hypothesis, the poles on which to compute the residues
will be p′ = ik1v and p = −ik3v and the previous equation becomes:
94
φ
(2)
k3
(t) =
e
me
φk1φk2k1k2ik1τ
4k23
∫ +∞
−∞
dv
∂f0(v)
∂v
(
eiv[k1τ−k3(t−τ)]
²(−k1, ik1v)²(k2, ik2v)²(k3,−ik3v)
)
.
(B.0.15)
We can evaluate the integral separately for t < τ ′ and t > τ ′. When t < τ ′ we close
the Landau contour in the upper half v plane picking up poles from the Landau roots
of ²(−k1, ik1v). When instead t > τ ′ the Landau contour is closed in the lower half v
plane where the poles are the roots of ²(k3,−ik3v) and ²(k2,−ik2v). We can neglect
the contribution of the Landau roots of ²(k2,−ik2v) respect to that of ²(k3,−ik3v)
because the assumption k1/k3 ∼= 1, i.e. k2 ∼= 2k3, implies that |γ(k2)| >> |γ(k3)|.
Taking as the equilibrium distribution function a Maxwellian of mean thermal energy
T we obtain the following time asymptotic solution:
φk3(2)(t) = φk1
ωpeeλD
T
τ
φk2k
4
1k2
Tk3(k1 + k3)2
×
× −(k3/k1)γ(k1)e
γ(k1)k3/k1(τ ′−t)cos[ω(k1)(k3/k1)(τ ′ − t) + δ
{[ω2pe(k3 − k1)/(k3 + k1)]2 + γ(k1)2}{1/2}
for t < τ ′
× γ(k3)e
γ(k3)(t−τ ′)cos[ω(k3)(t− τ ′) + δ′
{[ω2pe(k3 − k1)/(k3 + k1)]2 + γ(k3)2}{1/2}
for t > τ ′
(B.0.16)
where
tan(δ) = γ(k1)(k3 − k1)/[ωpe(k3 + k1)]
tan(δ′) = γ(k3)(k1 − k3)/[ωpe(k3 + k1)].
(B.0.17)
Appendix C
Propagation of waves in a hot
uniformly magnetized plasma
The presence of a magnetic field in a collisionless plasma is a the source of complicated
particles orbits and generates new modes associated to particles gyration. The kinetic
theory provides the normal modes of propagation of small amplitude waves in such
a plasma. The approach, as described in reference [25], is the sequent: we take the
Vlasov equation in a collisionless 3D plasma uniformly magnetized, with ~B0 = B0ẑ,
linearizing it with the assumptions that fα = fα,0 + fα,1, ~B = B0ẑ + ~B1 and ~E = ~E1,
where the index 1 refers to first order (perturbed) quantities:
(
∂
∂t
+ ~v · ∇+ µα (~v ×
~B0)
c
· ∇~v
)
fα,1(~x,~v, t) = −µα
(
~E1 +
(~v × ~B1)
c
)
· ∇~vfα,0
µα = ∓ qα
mα
with α = e, p
(C.0.1)
The equilibrium distribution is chosen to satisfy :
(
~v · ~∇x + µα (~v ×
~B0)
c
· ~∇v
)
fα,0 = 0
ρQ = np
∫
fp,0d~v − ne
∫
fe,0d~v = 0
J = np
∫
~vfp,0d~v − ne
∫
~vfe,0d~v = 0
(C.0.2)
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i.e. there is no net charge and current in the plasma at the equilibrium. Choosing as
the equilibrium distribution a Maxwellian distribution of the form:
fα,0 =
mα
2piκT⊥
(
mα
2piκT‖
)1/2
exp
[
mα
2κ
(
v2⊥
T⊥
+
v2‖
T‖
)]
, (C.0.3)
where v⊥ =
√
(v2x + v
2
y), v‖ = vz, the Vlasov equation can be solved by integrating
the orbits of the particles in the unperturbed fields. In our case the orbits, expressed
for simplicity in cylindrical coordinates in velocity space and in cartesian coordinates
in space, are:
x′ = x− v⊥
ωc
sin(φ− ωcτ) + v⊥
ωc
sin(φ)
y′ = y +
v⊥
ωc
cos(φ− ωcτ)− v⊥
ωc
cos(φ)
z′ = z + v‖τ
(C.0.4)
and
v′x = v⊥cos(φ− ωcτ)
v′y = v⊥sin(φ− ωcτ)
v′z = v‖
(C.0.5)
and where vx = v⊥cos(φ), vy = v⊥sin(φ) and vz = v‖. Orbits variables are cho-
sen in the way that τ → 0, ~x′ → ~x and ~v′ → ~v with x and v fixed points in
phase space. Along these orbits, the equilibrium distribution function results to be
constant because fα,0 is constructed out of constants of the motion. The first or-
der distribution function, instead, can be calculated by integrating the right side
of equation C.0.1 along the particles orbits C.0.4, C.0.5 from τ = −∞ and τ = 0
and assuming a solution for the perturbed fields as ~E1(~x, t) = ~¯E~kexp(i
~k~x− iωt) and
~B1(~x, t) = ~¯B~kexp(i
~k~x− iωt). Assuming, furthermore, that fα,1(~x′, ~v′, t′ → −∞) = 0,
then the first order distribution function for a given wave number k results:
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f¯α,~k(~x,~v, t) = −µα
∫ 0
−∞
(
~¯E~k +
(~v × ~¯B~k)
c
)
· ∇~vfα,0(~v′)exp[i(~k ~X − ωt)]dτ (C.0.6)
with Im(ω) > 0, ~X = ~x′ − ~x and τ = t′ − t. We evaluate now the field ~¯B~k in term of
~¯E~k using the Fourier transformed Maxwell equation:
i~k × ~¯E~k = i
ω
c
~¯B~k. (C.0.7)
Substituting this result in equation C.0.6 and taking ~k⊥ along the x axis (see [25]),
one obtains:
f¯α,~k(~x,~v, t) = µα
∑
n,l
[
2Zv‖Jl(k⊥v⊥/ωcα) +Xv⊥(Jl+1 + Jl−1)− iY v⊥(Jl+1 − Jl−1)
i(ω − ωcα − k‖v‖)
]
·
· Jn
(
k⊥v⊥
ωcα
)
exp[i(n− l)φ]
(C.0.8)
where
X = Ex
∂fα,0
∂v2⊥
+
v‖
ω
(k‖Ex − k⊥Ez)
(
∂fα,0
∂v2‖
− ∂fα,0
∂v2⊥
)
Y = Ey
∂fα,0
∂v2⊥
+
v‖
ω
k‖Ey
(
∂fα,0
∂v2‖
− ∂fα,0
∂v2⊥
)
Z = Ez
∂fα,0
∂v2‖
(C.0.9)
and Jn are the ordinary Bessel’s functions of the first kind. Calculating the perturbed
current ~¯J~k using f¯α,k and substituting it and the expression for
~¯B~k, obtained from
equation C.0.7, into Maxwell’s equations, we get:
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~k × ~k × ~¯E~k =
ω2
c2
~¯E~k + i
ω
c
4pi
∑
α
qα
|qe| n¯α
∫
~vf¯α,kd~v (C.0.10)
Inserting equation C.0.8 in C.0.10 we obtains three linear homogeneous equations
for ~¯E~k that can be written in the form:
DxxEx +DxyEy +DxzEz = 0
DyxEx +DyyEy +DyzEz = 0
DzxEx +DzyEy +DzzEz = 0
(C.0.11)
or also as ~D · ~E with det(D) = 0 as the solution. ~D is called the dispersion tensor.
In our case the coefficient of the dispersion tensor results:
Dxx = 1−
k2‖c
2
ω2
− 2pi
ω
∑
α
(
ω2pα
ωcα
)∑
n
Υ
[
n2ω3cα
k2⊥
J2nχα
]
Dxy = −2pii
ω
∑
α
∑
n
(
ω2pα
ωcα
)
Υ
[
nω2cαv⊥
k⊥
Jn
dJn
d(k⊥v⊥/ωcα)
χα
]
Dxz =
k‖k⊥c2
ω2
− 2pi
ω
∑
α
∑
n
(
ω2pα
ωcα
)
Υ
[
nω2cαv‖J
2
n
k2⊥
Λα
] (C.0.12)
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Dyx = −Dxy
Dyy = 1−
(k2‖ + k
2
⊥c
2
ω2
− 2pi
ω
∑
α
∑
n
(
ω2pα
ωcα
)
Υ
[
ωcα
(
dJn
d(k⊥v⊥/ωcα)
)2
v2⊥χα
]
Dyz =
2pii
ω
∑
α
∑
n
(
ω2pα
ωcα
)
Υ
[
v‖v⊥ωcαJn
dJn
d(k⊥v⊥/ωcα)
Λα
]
Dzx =
k‖k⊥c2
ω2
− 2pi
ω
∑
α
∑
n
(
ω2pα
ωcα
)
Υ
[
nω2cαv‖J
2
n
k2⊥
χα
]
Dzy = − i
2ω
∑
α
∑
n
(
ω2pα
ωcα
)
Υ
[
v‖v⊥ωcαJn
dJn
d(k⊥v⊥/ωcα)
χα
]
Dzz = 1− k
2
⊥c
2
ω2
− 2pi
ω
∑
α
∑
n
(
ω2pα
ωcα
)
Υ
[
ωcαv
2
‖J
2
nΛα
]
(C.0.13)
where Υ is an operator defined as:
Υ[F (v)] ≡
∫ +∞
−∞
dv‖
∫ +∞
0
2v⊥F (v⊥, v‖)
k‖v‖ + nωcα − ωdv⊥ (C.0.14)
and
χα ≡ ∂fα0
∂v2⊥
(
1− k‖v‖
ω
)
+
k‖v‖
ω
∂fα0
∂v2‖
Λα ≡ ∂fα0
∂v2‖
− nωcα
ω
(
∂
∂v2‖
− ∂
∂v2⊥
)
fα0
(C.0.15)
However, in our case, we’re interested only in waves that propagate perpendicular
to the magnetic field, i.e. we consider the case in which k‖ = 0 (we recall that we’ve
chosen a collisionless plasma magnetized with an uniform magnetic field along the
z-axis and that k⊥ = kxxˆ). This assumption allows to obtain a greatly simplified
dispersion relation:
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
Dxx Dxy 0
Dyx Dyy 0
0 0 Dzz


Ex
Ey
Ez
 = 0 (C.0.16)
It is important to note that in these conditions, there will be no damping for the
waves. In fact, as can be seen from equation C.0.14, the resonance, that for the field-
free plasmas is at ω = ~k ·~v, for a magnetized plasma occurs at ω−nωcα = k‖v‖. Only
those particles that moves along the magnetic field can contribute to the damping, and
they can damp only waves that have a component of propagation along the magnetic
field. Since here we are interested only in waves that propagate perpendicular to the
magnetic field, i.e. with k‖ = 0, we will have no damping effects.
If we also assume that the distribution function is isotropic, i.e. ∂fα0/∂v
2
‖ =
∂fα0/∂v
2
⊥, one solution of equation C.0.16 becomes:
Dzz = 1− k
2
⊥c
2
ω2
− 2pi
ω
∑
α
∑
n
ω2pα
∫ +∞
−∞
dv‖
∫ +∞
0
J2nv⊥fα0
ω − nωcαdv⊥ = 0. (C.0.17)
This solution represent an electromagnetic wave that propagate in the x direction
and with the electric field parallel to the plasma magnetic field ~B0, i.e. along the
z-axis. This wave is called an ordinary wave. In the case in which only the term
n = 0 of the
∑
n contributes to the solution, as for long-wavelengths modes or for
high frequency modes, the solutions of this equation can be easily computed setting
J(k⊥v⊥
ωcα
) = 1 obtaining the following dispersion relation:
ω2 ≈ k2⊥c2 + ωpα. (C.0.18)
In addition, for frequencies near the cyclotron harmonics, the solutions are the form:
ω = nωcα
{
1 +O
[
ω2pα
k2⊥c2
(
k⊥v⊥
ωcα
)2n]}
, (C.0.19)
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where n = 1, 2, 3... and k⊥v⊥ωcα < 1.
The other eigenmodes of equation C.0.16 can be obtained setting to zero the
determinant of the matrix: Dxx Dxy
Dyx Dyy
 . (C.0.20)
These modes will be waves with the electric field perpendicular to the plasma
magnetic field ~B0. In the limit of k
2c2 >> ωpα, Dxy can be neglected and, therefore,
the two approximate solutions for the two eigenmodes can be found by setting either
Dxx or Dyy equal to zero. Setting Dxx = 0 one obtains a mode with k nearly perpen-
dicular to the electric field, the extraordinary wave, which has a dispersion relation
as:
k2c2 − ω2 + 2piω
∑
α
∑
n
ω2pα
∫ +∞
−∞
dv‖
∫ +∞
0
(J ′n)
2v2⊥
ω − nωcα
∂fα0
∂v2⊥
dv⊥ = 0. (C.0.21)
As the ordinary wave, even this wave is almost a pure electromagnetic wave.
In the limit B0 → 0 as the ordinary wave as the extraordinary wave become pure
electromagnetic waves.
The last mode can be derived from setting Dyy = 0. Its dispersion relation hence
results:
k2 +
∑
α
+∞∑
n=1
ω2pαn
24piω2cα
ω − nωcα
∫
J2n
∂fα0
∂v2⊥
d~v = 0. (C.0.22)
This mode is called the Bernstein mode [44] and corresponds to an almost pure
longitudinal wave. In the limit B0 → 0 the Bernstein wave reduces to a Langmuir
wave at high frequency and to a ion-sound wave at low frequency. The Bernstein
modes can propagate only in frequency ranges that lie between the harmonics of the
cyclotron frequency with the lowest frequency range of propagation, between ωce and
2ωce. These modes exist also between the harmonics of ωci. Let’s now look at some
cases in which the solution of the dispersion relation is easier to obtain. The first
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case is that in which the plasma temperature is low or the waves under study has
small k (i.e. long wave length). In this case, for a maxwellian equilibrium distribution
function, the solutions are:
ω1 = ωH =
√
ω2ce + ω
2
pe
ωn ≈ nωce, with, n ≥ 2
(C.0.23)
where ωH is called the upper hybrid frequency. Another simple solution is obtained
when the plasma density is large and the field strength is small (i.e. in the limit
ω2pe > ω
2
ce). In this case the lowest Bernstein mode is just below the second harmonic
of the cyclotron frequency:
ω1 = 2ωce
(
1− ω
2
pe3k
2piκTe
(ω2pe − 3ω2ce)ω2ce8me
)
3ω2ce < ω
2
pe
k2a2ce << 1
(C.0.24)
where a2ce = κTe/meω
2
ce. Higher harmonics will be just below or just above the
harmonics of the cyclotron frequencies depending from the density. If ω2pe > (n
2−1)ω2ce
then ωn = nωce[1 − O(k2a2ce)n], otherwise ωn = nωce[1 + O(k2a2ce)n]. Similar modes
are present also near the harmonics of ion cyclotron frequency.
Until now, we’ve shown the propagation of waves perpendicular to an equilibrium
magnetic field in a hot plasma. Now we discuss what happens to the dispersion
relations in the case of a cold plasma. This can be easily done using the hot dispersion
relations and taking the limit Tα → 0. The results obtained in this way are identical
to those derived from the fluid theory. In fact equations C.0.11, C.0.12 and C.0.13
become: 
1− ²1ω
2
c2k2
− i²2ω
2
c2k2
0
i
²2ω
2
c2k2
− ²1ω
2
c2k2
0
0 0 1− ²3ω
2
c2k2


Ex
Ey
Ez
 = 0 (C.0.25)
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where
²1 = 1 +
ω2pe
ω2ce − ω2
+
ω2pi
ω2ci − ω2
²2 =
ωce
ω
ω2pe
ω2ce − ω2
− ωci
ω
ω2pi
ω2ci − ω2
²3 = 1−
ω2pe
ω
− ω
2
pi
ω
.
(C.0.26)
Therefore, for high frequencies, we obtain: for waves with electric field only along
the z axis, an ordinary wave:
ko = ±ω
c
(
1− ω
2
pe
ω2
)1/2
[ ~E‖ ~B0] (C.0.27)
while for waves with electric field perpendicular to the z axis an extraordinary mode:
kE = ±1
c
[
(ω2 − ω21)(ω2 − ω22)
ω2 − ω2H
]1/2
[ ~E ⊥ ~B0] (C.0.28)
where
ω1 =
ωce
2
[
−1 +
(
1 +
4ω2pe
ω2ce
)1/2]
ω2 =
ωce
2
[
1 +
(
1 +
4ω2pe
ω2ce
)1/2]
.
(C.0.29)
The extraordinary mode has two distinct frequency ranges, with characteristic index
of refraction:
• ω À ωH : electromagnetic wave; n2 =
(
kc
ω
)2
= 1
• ω ¿ ωH : upper hybrid resonance; n2 À 1,
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and there are two bands ωH < ω < ω2 and ω < ω1 in which the wave doesn’t
propagate that are a characteristic of the cold plasma regime. Note also that in this
fluid regime, no Bernstein modes exist. Furthermore the extraordinary wave is not a
pure transverse wave except at limiting frequencies.
At lower frequencies, ω ¿ ωce, when ion motion becomes important, the extraor-
dinary wave appears again at a frequency ωLH =
√
ωciωce, called the lower hybrid
frequency, with dispersion relation given by:
k2 = −ω
2
c2
ω2ce(ω
2
ci)− ω2)(²1 − ²2)
ω2H
(
ω2 − ωceωci ω
2
pe+ωceωci
ω2pe+ω
2
ce
) (C.0.30)
where ²1 and ²2 are given in equation C.0.26. In the low frequency limit, ω ¿ ωci,
the dispersion relation becomes:
k2c2
ω2
= 1 +
ω2pi
ω2ci
. (C.0.31)
This wave, since we are in the limit k → k⊥, is called the magnetosonic wave and can
be written as:
ω =
k2V 2A
1 + V 2A/c
2
(C.0.32)
where VA = B/
√
4pinmi is the Alfven speed.
C.1 Harris pinch
A strong difficulty when one is dealing with a magnetized inhomogeneous plasma, is
to find a non trivial equilibrium state, solution of the Vlasov-Maxwell equations. One
of this Vlasov equilibria has been found by Harris [45] in 1961. He found an exact
solution of the Vlasov-Maxwell system of equations which describes a collisionless
plasma confined between two regions of oppositely directed magnetic fields. In this
section we will describe the procedure and the result achieved by Harris.
First of all Harris considered a continuous distribution of velocities that assumes
a Maxwellian form at the plane where the magnetic field vanishes. To compute the
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equilibrium solution, for which ∂/∂t′ = 0, is necessary to solve the following the
two stationary Vlasov equations for electrons and ions, the Ampere equation and the
Poisson one:
v
δfe
δx
− e
me
(E + v ×B)δfe
δv
= 0 (C.1.1)
v
δfi
δx
+
e
mi
(E + v ×B)δfi
δv
= 0 (C.1.2)
∇×B = 4pie
c
(∫ +∞
−∞
fivd
3v −
∫ +∞
−∞
fevd
3v
)
(C.1.3)
δE
δx
= 4pie
(∫ +∞
−∞
fid
3v −
∫ +∞
−∞
fed
3v
)
. (C.1.4)
Solutions of equations C.1.1 or C.1.2 will be given by any function of particles constant
of the motion. Assuming that as the fields ,E and B, as the distribution functions
depend only from the x coordinate, then we can take as the constants of the motion
the energy and the momenta conjugate to y and z:
εi,e =
1
2
mi,e
(
v2x + v
2
y + v
2
z
)± eφ(x)
pyi,e = mi,evy ±
e
c
Ay(x)
pzi,e = mi,evz ±
e
c
Az(x)
(C.1.5)
where φ is the electric potential and ~A(x) is the potential vector. Furthermore, we
assume that the electric field ~E has only the x component and the magnetic field
~B has only the z component, and we can take the potential vector to have only the
y component. Hence, using these assumption and rearranging the three equations
C.1.5, we obtain three constants of the motion of the form:
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α21i,e =
2εi,e
mi,e
−
(
p2yi,e + p
2
zi,e
)
m2i,e
= v2x ∓
2e
mi,ec
vyAy − e
2
m2i,ec
2
A2y ±
2e
mi,e
φ(x)
α2i,e =
pyi,e
mi,e
= vy ± e
mi,ec
Ay(x)
α3i,e =
pzi,e
mi,e
= vz
(C.1.6)
To satisfy the Vlasov equations, the distribution functions for ions and electrons can
be constructed on the set (α1i , α2i , α3i) and (α1e , α2e , α3e) respectively, obtaining:
fi =
( mi
2piκT
) 3
2
Nexp[− mi
2κT
(α21i + (α2i − Vi)2 + α23i)] (C.1.7)
fe =
( me
2piκT
) 3
2
Nexp[− me
2κT
(α21e + (α2e − Ve)2 + α23e)] (C.1.8)
where Vi and Ve are the mean velocities of ions and electrons respectively. Assuming
that Ve = −Vi = −V and substituting equations C.1.7 and C.1.8 in C.1.3 and C.1.4,
one obtains:
d2φ
dx2
= −4piNeexp
( e
cκT
V Ay
) [
exp
(
− e
κT
φ
)
− exp
(
+
e
κT
φ
)]
(C.1.9)
d2Ay
dx2
= −4piNeexp
( e
cκT
V Ay
) [
exp
(
− e
κT
φ
)
+ exp
(
+
e
κT
φ
)]
. (C.1.10)
If we choose the electric potential φ = 0, then equation C.1.9 is satisfied and equation
C.1.10 becomes:
d2Ay
dx2
= −8piNeV
c
exp
( e
cκT
V Ay
)
. (C.1.11)
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To solve this non linear equation, at x = 0 we impose the boundary conditions:
Ay = 0 (C.1.12)
and
B =
dAy
dx
= 0 (C.1.13)
then the solution of equation C.1.11 is:
Ay = −2κTc
eV
log cosh
(
xV
eλD
)
(C.1.14)
where λD is the Debye length. Therefore for the magnetic field we obtain:
B = −
√
16piκTN tanh
(
xV
eλD
)
. (C.1.15)
The equilibrium state already described is called the Harris pinch.
Appendix D
Numerical electromagnetic results
Self-consistent electromagnetic fields in spatially non-uniform plasmas represent one
of the fundamental aspects of plasma physics with several implications both in mi-
crowave and laser based experiments. The problem is relevant for magnetized plas-
mas, as well, when Bernstein waves are excited as a consequence of mode conversion
close to the hybrid plasma resonances. Recently, a renewed interest for electron Bern-
stein wave physics has appeared due to the possibility of implementing an attractive
radiation emission diagnostic in fusion plasmas [56, 57, 58]. Then it is interesting to
investigate the kinetic aspects of the propagation of electromagnetic as well as electro-
static fields in a non uniform plasma with arbitrary density and magnetic field scales,
and electric field amplitudes. Here, we present, using a 1D2V Vlasov-Ampere VL3
code with open boundary conditions, for first the investigation of the propagation of
spatially localized finite amplitude electromagnetic perturbations in a homogeneous
magnetized collisionless plasma and then the study of electromagnetic fields propa-
gating in a given equilibrium plasma configuration where both plasma density and
magnetic field are inhomogeneous.
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D.1 Propagation of finite amplitude electromag-
netic perturbations in a homogeneous magne-
tized collisionless plasma
For this first investigation, we considered a one dimensional magnetized plasma, lo-
calized in the region 0 < x < L, homogeneous in the plane (y, z), with unperturbed
density n0 = ne0 = Zni0, and magnetic field B0 = B0eˆz. The relevant dimensionless
non relativistic normalized Vlasov equations take the form
∂fa
∂t
+ vx
∂fa
∂x
− µa[Ex + vy(Bz +B0)]∂fa
∂vx
− µa[Ey − vx(Bz +B0)]∂fa
∂vy
= 0 (D.1.1)
where a = e, i, µe = 1 and µi = −Zmemi . The normalization variables are defined as
follows: t → tωpe, x → x/de (where de is the electron skin depth defined as de =
c/ωpe), v → v/c, E(B) → eE(B)/mecωpe. As a result, in our units, the normalized
length scale is the electron skin depth de = 1, while the (dimensionless) electrostatic
length scale, the Debye length, is equal to the normalized thermal velocity, λD =
vth,e/c. In Eq.D.1.1 B0 is a constant background magnetic field, while Bz(x, t) and
Ex,y(x, t) are the self-consistent fields that satisfy the Maxwell equations:
∂Ex
∂t
= −jx , ∂Ey
∂y
= −∂Bz
∂x
− jy , (D.1.2)
where the two relevant components of the current density are jx = ZniVix − neVex
and jy = ZniViy − neVey. The Poisson equation (used as a check in the code) takes
the form
∂Ex
∂x
= ρ , (D.1.3)
where the charge density is ρ = Zni−ne. The system is perturbed at the left boundary
with driving electric field modelled as
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Figure D.1: The k-spectra of the electric field for ω = 0.95, left frame (a), and
ω = 2.1, right frame (b).
Edrx (x = 0, t) = ²1A; Edry (x = 0, t) = ²2A; Bdrz (x = 0, t) = ²2A; A = et
2/τ2 sinωt
(D.1.4)
where ²1,2 are constant amplitudes and ω is the pump frequency. This model allows
one to perturb the system at one boundary of the range [0, L] either by an electro-
magnetic (²1 = 0 o ²2 6= 0) or by an electrostatic (²1 6= 0 o ²2 = 0) disturbance.
The consistent polarization and wave vector are then defined by the kinetic plasma
response, which comprises the nonlinear coupling between particle motion and fields
contained in the Vlasov Eq.D.1.1.
Tests aimed at reproducing the wave-plasma interaction in the low-amplitude
(linear) regime have been performed by injecting a ”pure” electromagnetic wave (i.e.
Edrx = 0 ) at the left boundary, x = 0, with ²2 = 0.005, or by exciting an electrostatic
perturbation (i.e. Edry = B
dr
Z = 0) nearby the left boundary, x 6= 0, using a normalized
amplitude ²1 = 001. In all cases vth,e/c = 0.1. In dimensionless units the magnetic
field is equal to the electron cyclotron frequency and the value B = ωce = 2 has been
chosen in all simulations. Two values of the pump frequency have been considered:
ω = 0.95 (a) and ω = 2.1 (b). Note that the upper hybrid frequency is ωH =√
1 + B2 = 2.24 and the cutoff is ωco = B/2 +
√
1 +B2/4 = 2.41. According to
the linear theory of cyclotron waves [15] the cold branches of the dispersion relation
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Figure D.2: The longitudinal, Ex, and transversal, Ey components of the electric field
for ω = 2.1.
of an extraordinary mode propagating perpendicularly to the magnetic field have a
dimensionless wave vector k ≈ 3.2 and k ≈ 0.94 for two chosen frequencies, 2.1 and
0.95, respectively.
As it is seen in Fig.D.1 the k-spectra of the electric field manifest a sharp maximum
around the corresponding wave vectors, together with other features at higher k’s, in-
dependently of the method of excitation (electrostatic or electromagnetic). Moreover,
since we are dealing with a hot plasma, we should expect also a component at higher
k, due to the conversion of the incoming electromagnetic energy into electrostatic elec-
tron Bernstein waves. In this respect the most interesting spectrum is that of case
(b), since the ωce < ω < ωH , where modes with k ≈ 10.8 should be excited. However,
in this preliminary work where we deal with small amplitude external pumps and
relatively short time of propagation, this effect is not seen. In Fig.D.2 we plot the
longitudinal and transversal components of the electric field, first and second frame,
respectively, in the case of an electromagnetic external driver of amplitude ²2 = 0.005
and frequency ω = 2.1. We see that near the left boundary the energy is transferred
to the electrostatic counterpart and then, after propagating to the right a few de at
x ' 20, the amplitudes become nearly constant with Ex ' Ey. We think that this is
due to the warm plasma response.
In Fig. D.3 we draw the isolines of the electron distribution function at t = 100
in the (v, x) phase space at fixed vy velocity, namely vy = −0.038, first frame, and
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Figure D.3: The electron distribution function at t = 100 in the (x, vx) phase space
with vy = −0.038, frame (A), and vx = −0.19, frame (B) for ω = 2.1.
vy = −0.19, second frame. This figure shows the rotation of the particles around
the magnetic field corresponding vortex like structures of typical size of the order
of the selected vy value. In the present analysis the value vth,e/c = 0.1 has been
chosen, which corresponds to an electron temperature of Te ≈ 10keV . However, the
propagation of cyclotron waves is well described already by the non relativistic theory.
Moreover, for the frequency values which have been considered, that is ω = 0.95 and
ω = 2.1 even in the relativistic case, no appreciable collisionless damping is expected.
D.2 Propagation of finite amplitude electromag-
netic perturbations in a inhomogeneous mag-
netized collisionless plasma
In this last section we will show numerical simulations of the evolution of electromag-
netic waves injected from the boundary in a inhomogeneous magnetized collisionless
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plasma by means of the 1D2V Ampere-Vlasov VL3 numerical code. We took system
for which the unperturbed equilibrium configuration is that of the Harris pinch [4].
It is the result of the one-dimensional equilibrium (in x) between a localized plasma
layer and a transverse (with respect to the direction of the plasma gradients, for ex-
ample in z) non uniform magnetic field, which changes sign in correspondence of the
maximum plasma density (x = 0). All physical quantities are uniform in the plane
y, z. This equilibrium geometry represents a useful model to investigate wave propa-
gation in a non uniform magnetized plasma, since cut-off and resonance are met from
a wave excited far from plasma layer (that is at x = −∞). The numerical scheme
solves the 1D - 2V normalized Vlasov equation
δfα
δt
+ vα
δfα
δx
− µa(E + v ×B)δfα
δv
= 0 with α = e, p (D.2.1)
with open boundary conditions, where a = e, i, µe = 1, µi = −memi and the nor-
malization variables are defined as in the previous section. The equilibrium Harris
configuration at t = 0 for a neutral plasma layer (electrostatic potential Φ(t = 0) = 0),
composed by Maxwellian electrons and ions, is described by the distribution functions
fe = (
βe
2pi
)N1exp[−βe(v2x + (vy − Ve)2 + 2VeAy)] +N0exp[−βe(v2x + v2y)] (D.2.2)
fi = (
βi
2pi
)Nexp[−βi(v2x + (vy − Vi)2 − 2ViAy)]; βei = N (βi + βe)/βi . (D.2.3)
The static magnetic field and the vector potential are given by:
Bz = −
√
βei/βe tanh(xV
√
βeβei) ; Ay = −(1/βe)V log[cosh(xV
√
βeβei)] . (D.2.4)
The other parameters of the system are N1 = 0.9, N0 = 0.1, vth,e = 0.1, vth,i =
0.00023, Ve = −0.05, Vi = 0.0005, βe = 100, RT = Ti/Te = 0.01, Rm = mi/me =
1836, βi = βeRm/RT .
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Figure D.4: Left frame: the longitudinal components of the electric field Ex (con-
tinuous line), Ey (dashed line) and Bz (dot-dashed line) at t=20. Right frame: the
longitudinal components of the electric field Ex (continuous line), Ey (dashed line)
and Bz (dot-dashed line) at t=75.
We have studied the propagation of an extraordinary-mode excited (a transverse
wave with the electric field Edry and the magnetic field B
dr
z ) from the left boundary
of the system, at two frequencies, ω0 = 0.7 and ω0 = 0.35. In the former case the
excited wave propagates initially in a transparent magnetized plasma, which becomes
inaccessible at x = 17.4, the position of the linear cut-off. Very close to the cut-
off, there is the upper-hybrid cold resonance. The case at ω0 = 0.35 refers to the
excitation of an electromagnetic disturbance at the boundary of an overdense plasma,
which becomes more and more overdense approaching x = 20, where the magnetic
field vanishes. The plasma response has also been sampled at two different driver
amplitudes, Edry = 0.01 and 0.05.
Lets consider first the underdense plasma case (ω0 = 0.7) for the lower amplitude
value Edry = 0.01. In this case an extraordinary wave propagates as predicted by fluid
theory. In the region before the first resonance, the extraordinary wave propagates
with a wave number kE = 0.63. When the wave cross the cutoff, its amplitude is
smoothed. Furthermore, the propagation of the wave over the resonance produces
also an electrostatic wave after that propagates between the two resonances as a
plasma wave. Its amplitude grows in time but the maximum remains always lower
with respect to the extraordinary wave amplitude. Things becomes more complicated
in the case of the higher amplitude value Edry = 0.05.
In Fig.D.4 the longitudinal component of the electric field Ex (continuous line),
the transverse components of the electric field Ey (dashed lines) and of the magnetic
115
Figure D.5: The electron distribution isocontour (t = 50) at x = 17.4 for the case
ω0 = 0.7 higher amplitude.
field Bz (dot-dashed lines) are plotted as functions of x at t = 20 (a) and at t = 75 (b).
In Fig.D.4, left frame, it is seen that Ey and Bz are in phase and the corresponding
wave-vector kx = 0.63 satisfies the linear dispersion, as expected. With elapsing
time, the front of the perturbation reaches the plasma layer, and several effects take
place. The electromagnetic part of the disturbance is reflected at the cut-off, while the
electrostatic part is enhanced at the upper-hybrid resonance. A small portion of the
electromagnetic energy tunnels across the overdense plasma and appears at the side
x > 20, as a pure extraordinary mode. In Fig.D.4, right frame, the same quantities
as in Fig.D.4, left frame, are plotted at a later time. It is seen that the superposition
of the incoming and reflected electromagnetic waves has suffered a half-pi dephasing
between the Ey and Bz, the Ex is strongly peaked at the resonance, and the tunneled
electromagnetic wave shows fully phased Ey and Bz, propagating towards the right
boundary of the simulation interval. In Fig.D.5, left frame, the contour plot of the
electron distribution function at x = 17.4 (close to the plasma resonance) in the vx; vy
plane is shown at t = 50. The main distortion of the initial Maxwellian are observed
for vx > 0 and vy < 0.
Let’s now consider the lower frequency case (ω0 = 0.35), which corresponds to
the excitation of an electromagnetic disturbance which is in cut-off. In Fig.D.6, left
frame, Ex (continuous line), Ey (dashed lines), and Bz (dot-dashed lines) are plotted
as functions of x for Edry = 0.01 at t = 68 (left frame) and for E
dr
y = 0.05 at t = 198
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Figure D.6: Ex, Ey and Bz (continuous, dashed and dot-dashed line) vs. x for the
lower amplitude run with ω0 = 0.35 at t = 68, and for the higher amplitude case with
ω0 = 0.35 and t = 198, left and right frame, respectively.
(right frame). For both excitation amplitudes it is seen that the electromagnetic field
is evanescent over approximately 200λD. Moreover quite strong electrostatic field
fluctuations for 0 < x < 10 take place. In this case, the electron distribution function
is heavily distorted from the initial Maxwellian, as it can be seen in Fig.D.7 , right
frame, which shows the isocontours in the plane vx; vy, at x = 14.4 and for t = 90.
Figure D.7: The electron distribution isocontour (t = 90) at x = 14.4 for the case
ω0 = 0.35 higher amplitude..
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