In this paper, we develop a weighted permutation (WP) method to construct confidence intervals for regression parameters in relative risk regression models. The WP method is a generalized permutation approach. It constructs a resampled history which mimics the observed history for individuals under study. Inference procedures are based on studentized score statistics that are insensitive to the forms of the relative risk function. This makes the WP method appealing in the general framework of the relative risk regression model. First order accuracy of the WP method is established using the counting process approach with a partial likelihood filtration. A simulation study indicates that the method typically improves accuracy over asymptotic confidence intervals. 
Introduction
Suppose there are n independent individuals whose life history processes are under investigation. LetT i and C i respectively be the failure and censoring time of individual i, i = 1, . . . , n.
The data for individual i consist of observations T i = min(T i , C i ), δ i = I(T i ≤ C i ) and a p-dimensional covariate vector Z i (t) which may be time dependent. Assuming the censoring mechanism is independent of the life history process, Cox (1972 Cox ( , 1975 proposed a relative risk regression model and partial likelihood inference to assess the effect of covariates on the failure time distribution or hazard rate.
In this paper, we consider the relative risk regression models with hazard function λ(t|Z(t)) = λ 0 (t)r{β T 0 Z(t)} (1.1) case of (1.1) with r(·) = exp(·). We propose weighted permutation (WP) resampling to construct confidence intervals for β 0 in the relative risk regression model (1.1). The WP resampling approximates studentized score statistics while making use of the failure and censoring history and the partial likelihood formulation.
Andersen and Gill (1982) used a counting process framework to establish asymptotic results for the continuous time Cox regression model. Prentice and Self (1983) establish similar results for partial likelihood inference for the more general class of models (1.1). In these papers, it is shown that the usual asymptotic properties of maximum likelihood apply.
In particular, it is shown that the maximum partial likelihood estimatorβ is asymptotically normal and this result is typically used to construct confidence intervals for β 0 . However, the performance of the asymptotic confidence interval may not be universally satisfactory for any choices the relative risk function.
Other than relying on asymptotic results, bootstrap or other resampling methods provide alternative approaches to inference for β 0 . Efron and Tibshirani (1986) propose a direct bootstrap of the observed triplet (T i , z i , δ i ) in the Cox model and comment that this approach ignores the issue of censoring and the particular model being used. Burr (1994) reviews and compares the proposal of Efron and Tibshirani and two other methods which resample failure times from the estimated survival function while accounting for the censoring pattern. This empirical study is conducted in the Cox model context and the three resampling methods perform no better than the asymptotic method when constructing confidence intervals for β. Other bootstrap methods for the Cox model can be found in Loughin (1995) and Zelterman, Le and Louis (1996) . Previous work on this topic is mostly restricted to empirical investigation.
Most resampling and asymptotic confidence intervals proceed by approximating the distribution of a pivotal statistic based on an estimator of the parameter of interest. A typical example is the Wald-type statistic. Parzen, Wei and Ying (1994) , however, propose a resam-pling technique which focuses on approximating pivotal estimating functions in the context of quantile and rank based regression. In related work, Hu and Kalbfleisch (2000) introduce a bootstrap method that is applicable with the linear estimating functions. Their approach approximates the distribution of a studentized version of the estimating function by bootstrap resampling of its estimated terms. The WP method proposed here forms confidence intervals for β 0 by approximating distribution of the studentized score function, with similarities to the approach of Hu and Kalbfleisch (2000) .
In Section 2, we develop a partial likelihood filtration and approach that was briefly outlined in Kalbfleisch and Prentice (2002) and that differs from the usual counting process framework (e.g. Andersen and Gill, 1982) . This filtration facilitates the methodology description in Section 2 and the asymptotic study in the Appendix for the WP resampling method. Section 3 describes confidence interval procedures for the regression parameters based on studentized score statistics. In Section 4, the WP method is compared to asymptotic confidence intervals based on the Wald-type statistics and the studentized score statistics. Section 5 concludes with discussion and remarks.
The Weighted Permutation Resampling and the Partial Likelihood Filtration
Assume that failure times of individuals follow continuous distributions whose hazard functions are given by (1.1). In the usual counting process development we define a right con-
The partial likelihood is the value of the following process
at the end of study time τ , where
Letβ be the maximum partial likelihood of estimate of β. Given the items at risk and that a failure occurs at time s, p i (β, s) is the probability that it is item i that fails and this quantity forms the basis of the partial likelihood. Let t (1) < . . . < t (n) be the ordered distinct event (failure or censoring) times in the data.
The weighted permutation (WP) method is a resampling method that imitates the observed history and is applied at the times t (1) , t (2) , . . . in turn. If a failure is observed at time t (j) , we select individual i to fail with probability p * i (β, t (j) ) where p * i is defined as in (2.2) except using the resampled risk set at time t (j) . If a censoring occurs at time t (j) , we randomly select an individual to be censored from among those in the resampled risk set. The selected individual at t (j) is removed from the risk set for all subsequent times. Proceeding in this manner, a resampled history is constructed, a resampled version of the partial likelihood or the corresponding score function can be constructed. For convenience, we use notation similar to that introduced in Prentice and Self (1983) . (5) . Each run of WP resampling inherits the failure or censoring pattern from the observed history and leads to a permutation of all the individuals under study.
Finally, let
.
With this notation, the score function from (2.1) can be written as
Since we will develop methods based on a studentized version of S(β, t), we consider two widely used variance estimators for S (β, t) . One is the information matrix
and the other is
contains the histories of all the n individuals up to time t. This filtration and the counting process framework are introduced by Andersen and Gill (1982) and are commonly used in asymptotic studies for the relative risk regression models. Andersen et al. (1993) give an indepth discussion of the application of counting processes in this context; see also Kalbfleisch and Prentice (2002) . Note that V (β 0 , t) is the optional variation process of S(β 0 , t) under the usual filtration.
The partial likelihood filtration is directly related to the partial likelihood (2.1) and is briefly introduced by Kalbfleisch and Prentice (2002) . In the present context, it gives a more convenient basis for the development of the WP resampling methods and the predictable variation of the score function under this filtration provides another useful variance estimator for the score statistic.
The partial likelihood filtration is {F t , 0 ≤ t ≤ τ } wherȇ Under the continuous failure time and independent censoring assumptions, ∆N.(t) ≤ 1 and the partial likelihood at β = β 0 is the product of
across all failure times. The compensator of the counting process
is a martingale with respect to the filtrationF t . Under the partial likelihood filtration, the martingalesM i andM j are not orthogonal for i = j. The predictable variation process of
and, for i = j, the predictable covariation process is
The score function can be written as
and is a martingale with respect to the partial likelihood filtration. The corresponding predictable variation process is
Substitution of (2.5) and (2.6), and letting J = S , gives
For the special case of the Cox model (r(·) = exp(·)), the process J(β, t) coincides with the information process I(β, t), but this is not true for general r. The process J(β, t) gives another variance estimator for S(β, t).
Define a studentized score statistic as
with similar studentized statistics S t V and S t I using V (β, t) and I(β, t) respectively. For the rest of the paper, we suppress the dependence on time when a process is evaluated at the end of study time τ so that S(β, τ ) is denoted by S(β), for example. For a positive definite matrix Σ defined as in Prentice and Self (1983) , it can be shown that n (2004) shows these results using the partial likelihood filtration framework, and demonstrates that to be a useful alternative formulation in developing the asymptotic theories in relative risk regression models. As a direct consequence, for any specific choice
A confidence interval for β 0 can be obtained through approximating the distribution of the statistic S t . One approach is to use the established large sample theory. An alternative approach is to approximate the distribution of S t using the weighted permutation resampling as outlined at the beginning of this section. We now formulate the method more formally.
For this, we assume that the covariates are either time independent or completely known functions of time (external) and for the moment, we assume that the censoring times are independent of the covariates. The WP approach in effect builds a resampled partial likelihood filtrationF * t that reproduces the aggregate failure and censoring patterns at all failure and censoring times.
We proceed sequentially and define the changes at the event times.
(a) If t (j) is a failure time, select individual to fail with probability
is a censoring time, draw individual l to be censored with probability n −1 j where n j is the number of individuals at risk at time t (j) −.
where
and
These steps are repeated a large number of times and the empirical distribution of S * t J provides a bootstrap estimate of the distribution of
To analyze the resampled process, we define the WP filtration, {F *
whereF τ represents the history of the observed data up to and including the end of study time τ and, in particular, specifiesβ as well as the processes {D(t), t < τ } and {K(t), t < τ } defined above.
Analogous to the earlier expressions, let
We use P * to denote probabilities computed under the resampling process.
is a martingale with respect to the filtrationF * t . Calculations now parallel closely to those in equations (2.5), (2.6) and the following material. For example, the resampled version of S(β 0 , t) can be expressed as a martingale with respect toF * t ,
which is equivalent to (2.8) when t = τ . Thus, the predictable variation process of (2.10)
which is an equivalent expression to (2.9) with t = τ . Similarly, resampled versions of I * (β, t) and V * (β, t) are exactly parallel to the formulas in (2.3) and (2.4) and give rise to WP resampling approximations to
The following asymptotic properties hold for the weighted permutation method.
Theorem 2.1 Suppose Conditions A*-F* hold. Then n Conditions A*-F*, the expression of Σ * and the proof of Theorem 2.1 are given in the Appendix. In view of the asymptotic result for S t (β 0 ) and Theorem 2.1, the WP methods
give at least first order accurate approximations to S t (β 0 ). As the simulation studies in Section 4 show, the WP method often outperforms the usual asymptotic approximations.
3 Confidence intervals for β or components of β Hu and Kalbfleisch (2000) suggest the following approaches to define confidence intervals through studentized estimating functions.
Simultaneous estimation of β
Suppose first that β is a scalar and the studentized score S t (β) is monotone decreasing over a sufficiently wide region including β 0 . SupposeŜ t(α) is an estimator of the α quantile of S t . This could be obtained as the asymptotic standard normal quantile, z α , or as S * t(α) , the empirical α quantile of S * t obtained from the WP resampling. The 100(1 − α)% confidence interval of β is given by (−∞,
is an estimate of the α quantile of Q. Again this estimated quantile may come from the asymptotic Chi-square distribution or from the WP approximation to Q * = S * T t S * t . An approximate 100(1 − α)% simultaneous confidence region for β is given by the region {β : Q(β) <Q (1−α) }.
Estimating a component of β
In many situations, we are only interested in a subset of the parameter vector and the rest are regarded as nuisance parameters. In the context of estimating functions with independent terms, Boos (1992) summarizes the use of generalized score statistics in which the nuisance parameters are handled through profiling. Based on this approach, Hu and Kalbfleisch (2000) develop estimating function bootstrap procedures to obtain confidence intervals for parameters of interest.
For the relative risk regression model, we develop a generalized partial score statistic using the same idea. Suppose the regression parameter is β = (β From the derivation in Section 4.2 in Hu and Kalbfleisch (2000) , the profiled function is
is taken as the variance estimator of S(β), the covariance matrix of S 2 (β) can be estimated by
is an approximate pivotal which can be used for inference about β 2 . Note thatQ J22 (β 2 ) =
2 ) where
and this result is used in the method below. 
Simulation Study
In this section, simulation studies are used to compare the finite sample properties of asymptotic confidence intervals to those of the WP methods. In all examples, the bootstrap sample size is B = 1, 000 with N = 10, 000 simulation runs so that the standard errors of the estimated coverage probabilities are less than .5%. We consider Wald-type statistics 
We report simulations with λ 0 = 1, β 0 = −0.5 and studentization with V (β), I(β) and J(β).
a) The censoring distribution is exponential with rate λ C = 0.25, giving censoring percentages of 20% and 33% for individuals with Z i = 0 and Z i = 1 respectively. Table 5 reports results for n = 50 where 0.4n of the Z i s equal to 0 and 0.6n equal to 1. Table 6 has n = 100 with 3n/4 of the Z i s equal to 0 and n/4 equal to 1. b) Take the covariate vector to be n/5 replications of −0.5, −0.3, −0.2, 0.3, 0.5. The censoring distribution is exponential with rate 1/3 giving 25% censoring overall. Table 7 gives the results.
In Example 2 a), the shape of the log likelihood function is quite asymmetrical and the Norm1 methods based on the Wald-statistics have the worst coverage properties with all three types of studentization. Norm2 methods perform fairly well except when studentized with I(β). The weighted permutation when studentized J(β) gives the best results overall.
In Example 2 b), Norm2 method studentized by J(β) works the best among all asymptotic normal methods. The Norm2 and WP methods studentized by J(β) perform similarly and are better than other methods under investigation. Despite their popularity, the Norm1 methods are the least satisfactory in the relative risk regression models. In these and many other simulations we performed, the WP method studentized by J(β) performs at least as well and often significantly better than normal approximation methods in the linear relative risk models.
The standard deviations of endpoints are comparable for all the methods we consider.
Longer two-sided confidence intervals tend to have higher coverage percentages. Therefore, it is fair to take the coverage property as the primary standard when comparing the methods.
Example 3 The Cox model with two parameters.
Suppose the failure timesT i , i = 1, . . . , n, are independent with time-dependent hazard function
where Z 1i is a treatment indicator (0 or 1) and Z 2i (t) = Z 1i t. Cox (1972) The censoring time follows an exponential distribution with rate 0.5 so the probability of censoring is about 27%. Table 8 gives coverage percentages of confidence regions for β based on the statistics W 2 = W T W and Q using V (β) and I(β) = J(β) for studentization.
Finally, Table 9 compares competing methods for estimating β 2 . The results reported utilize the asymptotic Chi-squared approximation and the WP resampling approach based on the statistics Q V 22 and Q I22 = Q J22 .
In Example 3, the WP method studentized by I(β) = J(β) have the best coverage property for simultaneous intervals and for intervals for β 2 only. Methods involving V (β) result in noticeable overcoverage for all the methods examined.
Discussion
The WP method generates a resampled history that closely resembles the observed history and the resulting confidence intervals often outperform the asymptotic confidence intervals in the general framework of the relatively risk regression model. In the WP approach, inference procedures are based on studentized score statistics. This differs from the existing bootstrap and asymptotic approaches which rely on the Wald-type statistics and may produce inaccurate results for some relative risk functions. Hu and Kalbfleisch (2000) discuss the advantages of making inference through studentized estimating functions instead of the traditional Wald-type statistics. Asymptotic properties of the WP method can be obtained through counting process arguments. This capability of asymptotic study is an additional advantage of the WP method; most resampling methods previously proposed are limited to empirical study in the literature.
Noting that J(β) and I(β) agree in the Cox models, we find that the weighted permutation method studentized by J(β) outperforms all other methods in the examples reported here and in our more extensive simulation study. It yields accurate confidence intervals both in the case of the Cox model with exponential relative risk and in the linear relative risk model where normal approximations tend to be less accurate. The WP resampling technique is natural and appealing since it follows very closely the true sampling process.
In our approach, the censored individuals are chosen at random from the risk set, which would be optimum if the censoring distribution is independent of the covariates. If the censoring times depend on the covariates in the model in some known or estimable way, the resampling could be revised to reflect that dependence with some potential gain in efficiency.
The WP method we propose, however, will still give rise to asymptotically correct confidence intervals. Example 1 b) considers this situation, and the WP method does well. We expect that there would be a modest loss in asymptotic efficiency through use of this procedure, but from our simulations, that loss appears to be small.
The WP methods can handle covariates that are either time-independent (as in Examples 1 and 2) or dependent on time through a known function(as in Example 3). The approach, however, will not handle internal covariates (Kalbfleisch and Prentice, 2002) where the covariate process is generated by the individual under study. In WP resampling, each individual is randomly "assigned " to an event time, but the values of the internal covariates for the individual are not available after it has failed or is censored.
Appendix
The following conditions are needed for Theorem 2.1.
A*. There exists a function λ *
B*. There exist scalar, vector and matrix functions s (0) * , . . . , s (3) * and a neighborhood B
C*. For any > 0 and for i = 1, . . . , p,
where 
} is locally bounded away from zero for all l = 1, . . . , n.
Remarks:
1. These conditions follow closely those of Prentice and Self (1983) in establishing the asymptotic properties of the original processes. Proof of Theorem 2.1: Let
From Rebolledo's theorem (e.g. Andersen and Gill, 1982, Theorem I.2), the asymptotic
where Σ for all i = 1, . . . , p and > 0.
. Hence (A.4) follows from Condition C* and (A.5).
by 
The predictable variation process of 
(s).
According to Conditions A*, B* and D*, 
