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Abstract—This paper discusses generalized weak rigidity, and
aims to apply the theory to formation control problems with
a gradient flow law in the 2- and 3-dimensional spaces. The
generalized weak rigidity theory is utilized in order that a desired
formation is characterized by desired inter-agent distances and
angles. As the first result of its applications, the paper provides
analysis of local stability for weakly rigid formation systems in
the 2- and 3-dimensional spaces. Then, as the second result of
its applications, if there are three agents in the 2-dimensional
space, almost globally exponential stabilization of weakly rigid
formation systems is ensured. Through numerical simulations,
the validity of analyses is illustrated.
Index Terms—Weak rigidity, Graph rigidity, Formation con-
trol, Multi-agent systems
I. INTRODUCTION
BASED on rigidity theory, distributed formation controlhas been investigated under the networked multi-agent
systems [1]–[4]. In formation control problems, the rigid-
ity theory has been a key concept to determine a unique
formation shape of a framework. Depending on constraints,
we can classify the theory into several groups, i.e. distance-
based rigidity theory, bearing-based rigidity theory, angle-
based rigidity theory and mixed rigidity theory.
Based on use of the distance-based rigidity (distance rigid-
ity) [5]–[8], formation control problems have been extensively
studied [9]–[13], where a desired formation is characterized
by constraints of only desired inter-agent distances. In the
distance rigidity, each agent is required to sense relative
positions of its neighbors. Based on use of the bearing-
based rigidity (bearing rigidity) [14]–[16], formation control
problems have been also studied [16], [17], where a desired
formation is achieved by constraints of only desired inter-agent
bearings. In this approach, each agent is required to sense
relative bearings or positions of its neighbors. In recent years,
in the 2-dimensional space, a formation control with the angle-
based rigidity was introduced in [18] though the authors used
the term “shape-similar” instead of “rigid” because the concept
includes not only rigid motions but also scaling motions of a
framework. In [18], a desired formation is characterized by
only angle constraints in the 2-dimensional space. Based on
the mixed rigidity, formation control problems have recently
attracted much research interest [19]–[23], where a desired
formation is achieved by a set of desired inter-agent distances,
and bearings or angles. In mixed rigidity, each agent is
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required to sense relative positions, bearings or angles of its
neighbors. The mixed rigidity can be again classified according
to constraints. The first one is a mixed version with distance
and bearing constraints [19], and the second one is a mixed
version with distance and angle constraints [20]–[23]. The
second mixed version is named weak rigidity in [20]–[23]. In
this paper, we call it narrow weak rigidity1 to avoid notational
confusion with our concept which will be defined. This paper
particularly focuses on a formation control with extended
concept of the narrow weak rigidity theory.
On the narrow weak rigidity theory, several initial studies
were conducted in [20]–[23], and formation control problems
were introduced in [21], [23]. In [20], the authors introduced
the narrow weak rigidity for the first time, and dealt with
only some special cases in the 2-dimensional space. In [21],
[22], the authors introduced the narrow weak rigidity with
more general cases including the special cases as in [20]. In
addition, a concept of a narrow infinitesimal weak rigidity
in the 2-dimensional space was included in [21], [22]. The
authors in [21] also introduced analysis of almost global
stability on a 3-agent formation with 2 distance constraints
and 1 angle constraint in the 2-dimensional space. In [23], the
authors introduced the narrow weak rigidity and infinitesimal
weak rigidity with only the special cases as in [20], and they
dealt with the concepts in the d-dimensional space. Moreover,
the authors in [23] provided analysis of local stability on n-
agent formation control system and analysis of almost global
stability on (d + 1)-agent formation control system in the d-
dimensional space.
According to the definitions of the narrow weak rigidity
presented in [20], [23], desired formations are composed of
triangular formations, and each triangular formation should
have an angle constraint subtended by two distance constraints.
For example, in Fig. 1(a), 2 distance constraints for a sub-
tended angle constraint should be defined for the triangular
formation. Compared to [20], [23], the weak rigidity theory
presented in our recent works [21], [22] covers more general
cases including the special cases as presented in [20], [23],
for example, from Fig. 1(a) to Fig. 1(b) to even a case which
has no any distance constraint as shown in Fig. 1(c). In this
paper, to deal with general formation systems under distance
and angle constraints, we explore an extended concept from
our previous works given in [21], [22]. The extended concept
1In the existing literature on weak rigidity, they considered a special case
of combination of distance and angle constraints as shown in Fig. 1(a). Since
it is a special case, to distinguish the existing works from the general cases
studied in this paper, we call the weak rigidity of existing literature as narrow
weak rigidity.
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(a) Triangular formation characterized by 2 dis-
tance constraints and 1 angle constraint subtend
by the 2 distance constraints.
1
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θ312
(b) Triangular formation character-
ized by 1 distance constraint and 2
angle constraints.
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(c) Triangular formation character-
ized by only 2 angle constraints.
Fig. 1: Triangular formations with different constraints. The
symbol dij denotes a distance constraint between vertices i and
j, and the symbol θkij denotes an angle constraint subtended
by edges (k, i) and (k, j). The dashed lines indicate virtual
edges which are not distance constraints. The case (a) is a
special case studied in existing works, while the cases (b) and
(c) are more generalized examples of weak rigidity.
is called generalized weak rigidity2.
Consequently, the main contributions of the work are sum-
marized as follows. First, in the 2- and 3-dimensional spaces,
we introduce the generalized weak rigidity and generalized
infinitesimal weak rigidity which are extended versions of
the weak rigidity theory presented in our early works [21],
[22]. The concept of the generalized weak rigidity is used
to achieve a rigid formation by a graph topology. Moreover,
the concept of the generalized infinitesimal weak rigidity is
used to examine whether or not a rigid formation shape can
be determined by an algebraic condition. We also show that
both the generalized weak rigidity and infinitesimal weak
rigidity are generic properties, i.e. they are determined only
with a graph topology if a configuration of a framework
is a regular point (the definition of the regular point is
given in Subsection III-C). Second, we apply the concept
of the generalized infinitesimal weak rigidity to formation
control problems with a gradient flow law. Based on the
generalized weak rigidity theory, we provide analysis of local
stability on n-agent formation control system in the 2- and
3-dimensional spaces, and further analysis of almost globally
exponential stability on 3-agent formation control system in
the 2-dimensional space.
The rest of this paper is organized as follows. Some prelim-
inaries and notations are briefly given in Section II. Section
III presents the generalized weak rigidity theory. Based on the
weak rigidity theory for formation control problems, Section
IV and V discuss analysis of local stability and almost global
stability, respectively. Section VI presents numerical simula-
2Since the distance and angle constraints studied in this paper are any kind
of combinations; so we call it generalized weak rigidity.
tions to support our analysis. Finally, Section VII provides
conclusion and summary.
II. PRELIMINARIES AND NOTATIONS
Let ‖·‖ and |S| denote the Euclidean norm of a vector and
cardinality of a set S, respectively. The symbols Null(·) and
rank(·) denote the null space and rank of a matrix, respec-
tively. The symbol IN ∈ RN×N denotes the identity matrix,
and the symbol 1n ∈ Rn denotes a vector whose all entries
are 1 as 1n = [1, ..., 1]>. The symbol Kn denotes a complete
graph with n vertices such that Kn = (VK , EK) where Vk
and EK denote a vertex set and an edge set, respectively. We
define an undirected graph G as G = (V, E ,A) where a vertex
set V = {1, 2, ..., n}, an edge set E ⊆ V×V with m = |E| and
an angle set A = {(k, i, j) | θkij is assigned to (k, i), (k, j) ∈
EK , θkij ∈ [0, pi]} with w = |A|. The symbol θkij in definition
of A denotes an angle subtended by the adjacent edges (k, i)
and (k, j). For a position vector pi ∈ Rd, we define a
configuration p of G as p , [p>1 , ..., p>n ]> ∈ Rdn and define a
framework as (G, p) in Rd. We define a relative position vector
as zij , pi − pj for a framework (G, p), (i, j) ∈ E and i 6= j.
We set the order of the associated relative position vectors
zij to define g-th vector zgij as zgij , zij ,∀g ∈ {1, ...,m}.
Similarly, for (k, i, j) ∈ A and ∀h ∈ {1, ..., w}, a cosine
Ahkij is defined as Ahkij , cos θkij . It is remarkable that
Ahkij is equivalently stated as Ahkij = cos θ
k
ij =
z>kizkj
‖zki‖‖zkj‖ =
‖zki‖2+‖zkj‖2−‖zij‖2
2‖zki‖‖zkj‖ . We occasionally make use of zg and
Ah for notational convenience instead of zgij and Ahkij ,
respectively. We assume that (i, j) = (j, i) for all i, j ∈ V
and (i, i) /∈ E , and formations are undirected. Note that, in
this paper, we focus on problems only in the 2-dimensional
space and 3-dimensional space, i.e. d = 2, 3.
III. GENERALIZED WEAK RIGIDITY
In this section, we introduce the generalized weak rigidity
theory in Rd. The basic concept on the theory is related to
examine whether a rigid formation shape can be determined
up to a translation and a rotation (and additionally, for specific
cases, a scaling factor) by given relative distance and angle
constraints. Note that, when we discuss a weak rigidity and
an infinitesimal weak rigidity from this section, they mean
the generalized weak rigidity and the generalized infinitesimal
weak rigidity, respectively, for notational convenience.
A. Generalized weak rigidity
In order to define the concepts of the weak rigidity, we
make use of the following definition used in the distance
rigidity theory. Two frameworks (G, p) and (G, q) are said to
be congruent if ‖pi − pj‖ = ‖qi − qj‖ for all i, j ∈ V . We
now define the fundamental concepts on the weak rigidity.
Definition 1 (Strong equivalency). Suppose n ≥ 3 and E 6=
∅. Two frameworks (G, p) and (G, q) are said to be strongly
equivalent if the following two conditions hold
• ‖pi − pj‖ = ‖qi − qj‖,∀(i, j) ∈ E ,
• cos
(
θkij
)
∈(G,p) = cos
(
θkij
)
∈(G,q) ,∀(k, i, j) ∈ A
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(b) Angle equivalent frameworks.
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(c) Proportionally congruent frameworks. The symbol C denotes a propor-
tional constant.
Fig. 2: Examples of strongly equivalent, angle equivalent and
proportionally congruent frameworks in R2. The solid lines
indicate real edges which are distance constraints, and the
dashed lines indicate virtual edges which are not distance
constraints. Angle constraints are denoted by θkij .
where
(
θkij
)
∈(G,p) and
(
θkij
)
∈(G,q) denote the angles belonging
to (G, p) and (G, q), respectively.
Definition 2 (Angle equivalency). Suppose n ≥ 3 and
E = ∅. Two frameworks (G, p) and (G, q) are said to be angle
equivalent if cos
(
θkij
)
∈(G,p) = cos
(
θkij
)
∈(G,q) ,∀(k, i, j) ∈ A.
In this paper, E 6= ∅ or E = ∅ means that there exists at
least one distance constraint or does not exist any distance
constraint, respectively.
Definition 3 (Proportional congruency). With n ≥ 3 and
E = ∅, two frameworks (G, p) and (G, q) are said to be
proportionally congruent if ‖pi− pj‖ = C‖qi− qj‖,∀i, j ∈ V
where C denotes a proportional constant.
Fig. 2 shows three examples for the above definitions.
Definition 4 (Weak rigidity). A framework (G, p) with n ≥ 3
and E 6= ∅ is weakly rigid in Rd if there exists a neighborhood
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(b) weakly rigid formation
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(d) weakly rigid formation
Fig. 3: Examples of weakly rigid and nonrigid formations in
R2. The dashed lines indicate virtual edges and the virtual
edges do not belong to E .
Bp ⊆ Rdn of p such that each framework (G, q), q ∈ Bp,
strongly equivalent to (G, p) is congruent to (G, p). Moreover,
a framework (G, p) with n ≥ 3 and E = ∅ is also weakly rigid
in Rd if there exists a neighborhood Bp ⊆ Rdn of p such that
each framework (G, q), q ∈ Bp, angle equivalent to (G, p) is
proportionally congruent to (G, p).
Definition 5 (Global weak rigidity). A framework (G, p) with
n ≥ 3 and E 6= ∅ is globally weakly rigid in Rd if an arbitrary
framework (G, q) strongly equivalent to (G, p) is congruent to
(G, p). Moreover, a framework (G, p) with n ≥ 3 and E = ∅
is also globally weakly rigid in Rd if an arbitrary framework
(G, q) angle equivalent to (G, p) is proportionally congruent
to (G, p).
Fig. 3 shows several examples of weakly rigid and nonrigid
formations3 in R2. The formations represented in Fig. 3(a),3(b)
and 3(d) are weakly rigid since they cannot be deformed (in
the case of Fig. 3(b), a deformed formation by scaling is also
the weakly rigid formation). On the other hand, the formation
represented in Fig. 3(c) is not weakly rigid since it can be
deformed by a smooth motion on a circle containing vertices
1,3 and 4.
Remark 1. Our definitions on the weak rigidity can determine
more general rigid formation with distance and angle con-
straints than definitions in [20], [23]. Therefore, the definitions
of the narrow weak rigidity in [20], [23] can be viewed as a
special case of our definitions.
B. Generalized infinitesimal weak rigidity
We now introduce the concept of the infinitesimal weak
rigidity which will be used for a formation control as an
3The terminology nonrigid may be not a standard one; the terminology
flex may be used. But, since we consider generalized weak rigidity, to avoid
a confusion related with the typical rigidity theory, we use the terminology
nonrigid.
4underlying concept in this paper. To define the infinitesimal
weak rigidity, we introduce a concept of a weak rigidity
matrix with which we can check whether or not a formation
is infinitesimally weakly rigid with an algebraic condition, i.e.
rank condition of the weak rigidity matrix.
First, we define the weak rigidity function FW : Rdn →
R(m+w) which describes the constraints of the edge lengths
and angles in the framework as follows
FW (p) ,
[‖z1‖2, ..., ‖zm‖2, A1, ..., Aw]> ∈ R(m+w). (1)
We also define the weak rigidity matrix as the Jacobian of the
weak rigidity function:
RW (p) ,
∂FW (p)
∂p
=
∂D∂p
∂A
∂p
 ∈ R(m+w)×dn (2)
where D =
[‖z1‖2, ‖z2‖2, ..., ‖zm‖2]> ∈ Rm and A =
[A1, A2, ..., Aw]
> ∈ Rw.
Consider the constraints
‖pi − pj‖2 = constant, ∀(i, j) ∈ E , (3)
cos θkij = constant, ∀(k, i, j) ∈ A. (4)
Then, when E 6= ∅, the time derivative of (3) is given by
2 (pi − pj)> (vi − vj) = 0, ∀(i, j) ∈ E , (5)
and the time derivative of (4) is given as
(vk − vi)> P>zki
zkj
‖zkj‖ +
z>ki
‖zki‖Pzkj (vk − vj)
= 0, ∀(k, i, j) ∈ A (6)
where vi is an infinitesimal motion of vertex i, and Pzki =
1
‖zki‖
[
Id − zkiz
>
ki
‖zki‖2
]
and Pzkj =
1
‖zkj‖
[
Id − zkjz
>
kj
‖zkj‖2
]
. If E = ∅
then there is no distance constraint and the time derivatives
of the constraints are given by only the equation (6). For
both E 6= ∅ and E = ∅, the equations (5) and (6) can be
written in matrix form as F˙W =
∂FW (p)
∂p p˙ = RW (p)p˙ = 0.
We denote an infinitesimal weak motion of (G, p) by δp if
RW (p)δp = 0. The infinitesimal weak motions include rigid-
body translations and rotations when E 6= ∅. If E = ∅ then the
infinitesimal weak motions additionally include scalings, that
is, they include rigid-body translations, rigid-body rotations
and scalings.
Definition 6 (Trivial infinitesimal weak motion [21]). An
infinitesimal weak motion of a framework (G, p) is called
trivial if it corresponds to a rigid-body translation or a rigid-
body rotation (or additionally, when E = ∅, a scaling factor)
of the entire framework.
Definition 7 (Infinitesimal weak rigidity). A framework (G, p)
is infinitesimally weakly rigid in Rd if all of infinitesimal weak
motions are trivial.
We next explore some properties of these concepts. For
d = 2 case, it is already shown that the infinitesimally
weakly rigid can be checked by the rank condition of RW
in [21]. Therefore, we examine the property only for d = 3
case. We first state the trivial infinitesimal weak motions with
mathematical expressions.
For d = 3 case, we define the rotational matrix Ji,∀i ∈
{1, 2, 3} as
J1 =
[
0 0 0
0 0 −1
0 1 0
]
, J2 =
[
0 0 1
0 0 0
−1 0 0
]
, J3 =
[
0 −1 0
1 0 0
0 0 0
]
.
(7)
Note it always holds that x>Jix = 0,∀i ∈ {1, 2, 3} for any
vector x ∈ R3. From [24, Lemma 1], the vectors in the
following set, LR, are linearly independent.
LR = {1n ⊗ I3, (In ⊗ J1)p, (In ⊗ J2)p, (In ⊗ J3)p} (8)
where (1n ⊗ I3) and (In ⊗ Ji)p, i ∈ {1, 2, 3} correspond to
a rigid-body translation and a rigid-body rotation of an entire
framework, respectively. We define a set LN for a rigid-body
translation, a rigid-body rotation and a scaling of a framework
in R3 as
LN = {1n ⊗ I3, (In ⊗ J1)p, (In ⊗ J2)p, (In ⊗ J3)p, p}.
(9)
It is obvious that any linear combination of the vectors in LR
cannot be equal to span{p} since a framework induced from
span{LR} is embedded in the 3-dimensional group of rigid
transformations, i.e. Special Euclidean group SE(3), which
means that rigid transformations span{LR} cannot be equal
to nonrigid transformations span{p}. Hence, the vectors in the
set LN are linearly independent.
We state some notations to prove Lemmas 2 and 3 presented
in what follows. We first define a graph G′ as G′ = (V ′, E ′,A′)
induced from G in such a way that:
• V ′ = V ,
• E ′ = {(k, i), (k, j), (i, j) | (i, j) ∈ E ∨ (k, i, j) ∈ A},
• A′ = A.
For any edge (i, j) ∈ E ′, we consider a new associated relative
position vector z′ij , and set the order of the new relative
position vector as follows
z′s , z′ij ,∀s ∈ {1, ..., η}, η ≥ m
where z′ij , pi − pj for all (i, j) ∈ E ′, and η = |E ′|. The
anew defined relative position vector satisfies the following
condition
z′u = zu,∀u ∈ {1, ...,m}.
We denote a new associated column vector composed of
relative position vectors as z′ =
[
z′>1 , z
′>
2 , ..., z
′>
η
]> ∈ R3η .
The oriented incidence matrix H ′ ∈ Rη×n of the induced
graph G′ is the {0,±1}-matrix with rows indexed by edges
and columns indexed by vertices as follows:
[H ′]si =

1 if the s-th edge sinks at vertex i
−1 if the s-th edge leaves vertex i
0 otherwise
where [H ′]si is an element at row s and column i of the matrix
H ′. Note that z′ satisfies z′ = H¯ ′p where H¯ ′ , H ′⊗ Id. The
anew defined graph, G′, is used only for proofs of checking
5whether a framework is infinitesimally weakly rigid or not.
We are now ready to define the following properties.
Lemma 1. [21, Lemma 3.3] Let J0 denote a rotational matrix
defined as J0 ,
[
0 −1
1 0
]
in R2. For d = 2 case, it is
satisfied that span{1 ⊗ I2, (In ⊗ J0)p} ⊆ Null(RW (p)) and
rank(RW (p)) ≤ 2n− 3 if E 6= ∅. In addition, for d = 2 case,
it is satisfied that span{1⊗I2, (In⊗J0)p, p} ⊆ Null(RW (p))
and rank(RW (p)) ≤ 2n− 4 if E = ∅.
Lemma 2. For d = 3 case, it is satisfied that, when E 6= ∅
and E = ∅, span(LR) ⊆ Null(RW (p)) and span(LN ) ⊆
Null(RW (p)), respectively.
Proof. This property is proved by a similar approach to
Lemma 1. When E 6= ∅, the equation (2) can be written as
RW (p) =
∂FW (p)
∂p
=
∂D∂z′ ∂z
′
∂p
∂A
∂z′
∂z′
∂p
 =
∂D∂z′ H¯ ′
∂A
∂z′ H¯
′
 =
∂D∂z′
∂A
∂z′
 H¯ ′.
(10)
Then, it is obvious that span{1n ⊗ I3} ⊆ Null(H¯ ′) ⊆
Null(RW (p)) since span{1n} ⊆ Null(H ′). We next check
whether RW (p)(In ⊗ Ji)p = 0 or not. H¯ ′(In ⊗ Ji)p,∀i ∈
{1, 2, 3} can be of such form
H¯ ′(In ⊗ Ji)p = (H ′ ⊗ I3)(In ⊗ Ji)p = (H ′ ⊗ Ji)p
= (IηH
′ ⊗ JiI3)p = (Iη ⊗ Ji)(H ′ ⊗ I3)p
= (Iη ⊗ Ji)z′ =
Jiz
′
1
...
Jiz
′
η
 . (11)
From the viewpoint of Ah =
‖zki‖2+‖zkj‖2−‖zij‖2
2‖zki‖‖zkj‖ , (k, i, j) ∈A, if Ah consists of z′a, z′b and z′c for a 6= b 6= c and
a, b, c ∈ {1, ..., η} then almost all elements of ∂Ah∂z′ are zero
except for ∂Ah∂z′a ,
∂Ah
∂z′b
and ∂Ah∂z′c . With reference to the form of
∂Ah
∂z′ as presented in [21, Lemma 3.1], we have
∂Ah
∂z′
H¯ ′(In ⊗ Ji)p = ∂Ah
∂z′
Jiz
′
1
...
Jiz
′
η

=
∂Ah
∂z′a
Jiz
′
a +
∂Ah
∂z′b
Jiz
′
b +
∂Ah
∂z′c
Jiz
′
c
= 0 (12)
where z′a
>
Jiz
′
a = 0, z′b
>
Jiz
′
b = 0 and z′c
>
Jiz
′
c = 0 for
all i ∈ {1, 2, 3}. Thus, ∂A∂z′ H¯ ′(In ⊗ Ji)p = 0. We also have
∂D
∂z′
H¯ ′(In ⊗ Ji)p = ∂D
∂z′
Jiz
′
1
...
Jiz
′
η

=
[
2D> 0m,(3η−3m)
] Jiz
′
1
...
Jiz
′
η

= 0 (13)
where D =diag(z′1, ..., z′m) ∈ R3m×m, and 0m,(3η−3m) is a
m× (3η− 3m) zero matrix. Using the above results, we have
RW (p)(In ⊗ Ji)p = 0,∀i ∈ {1, 2, 3}, (14)
which implies that, when E 6= ∅, span{(In ⊗ Ji)p} ⊆
Null(RW (p)),∀i ∈ {1, 2, 3}.
If E = ∅, then RW (p) is of the form
RW (p) =
∂FW (p)
∂p
=
∂A
∂z′
H¯ ′. (15)
Then, RW (p)p = ∂A∂z′ H¯
′p = ∂A∂z′ z
′. With reference to [21,
Lemma 3.1], the elements of ∂Ah∂z′ are zero except for
∂Ah
∂z′a
,
∂Ah
∂z′b
and ∂Ah∂z′c , and we have the following result:
∂Ah
∂z′
z′ =
∂Ah
∂z′
z
′
1
...
z′η

=
∂Ah
∂z′a
z′a +
∂Ah
∂z′b
z′b +
∂Ah
∂z′c
z′c
=
‖z′a‖2 − ‖z′b‖2 + ‖z′c‖2
2‖z′a‖‖z′b‖
+
−‖z′a‖2 + ‖z′b‖2 + ‖z′c‖2
2‖z′a‖‖z′b‖ +
−2‖z′c‖2
2‖z′a‖‖z′b‖ = 0.
Thus, we have RW (p)p = 0, which implies that
span{p} ⊆ Null(RW (p)). It also holds that, when E = ∅,
span{1n ⊗ I3} ⊆ Null(RW (p)) and span{(In ⊗ Ji)p} ⊆
Null(RW (p)),∀i ∈ {1, 2, 3} in the same way as the case of
E 6= ∅. Consequently, the statement is proved.
Lemma 3. If E 6= ∅, then rank(RW (p)) ≤ dn − d(d + 1)/2
for a framework (G, p) in Rd. On the other hand, if E = ∅,
then rank(RW (p)) ≤ dn − (d2 + d + 2)/2 for a framework
(G, p) in Rd.
Proof. For d = 2 case, it holds that rank(RW (p)) ≤ dn −
d(d + 1)/2 and rank(RW (p)) ≤ dn − (d2 + d + 2)/2 when
E 6= ∅ and E = ∅, respectively, from Lemma 1.
For d = 3 case, from Lemma 2, we have span(LR) ⊆
Null(RW (p)) when E 6= ∅, which implies that
rank(RW (p)) ≤ dn − d(d + 1)/2 since the vectors in
LR are linearly independent. Similarly, when E = ∅,
we have span(LN ) ⊆ Null(RW (p)), which implies that
rank(RW (p)) ≤ dn− (d2 + d+ 2)/2 since the vectors in LN
are linearly independent.
The following result shows the necessary and sufficient
condition for the infinitesimal weak rigidity.
Theorem 1 (Condition for infinitesimal weak rigidity). A
framework (G, p) with n ≥ 3 and E 6= ∅ is infinitesimally
weakly rigid in Rd if and only if the weak rigidity matrix
RW (p) has rank dn − d(d + 1)/2. In addition, a framework
(G, p) with n ≥ 3 and E = ∅ is infinitesimally weakly rigid
in Rd if and only if the weak rigidity matrix RW (p) has rank
dn− (d2 + d+ 2)/2.
Proof. For d = 2 case, the theorem was proved in [21,
Theorem 3.1]. We now prove it for d = 3 case.
6From Lemmas 2 and 3, when E 6= ∅, rank (RW (p)) = dn−
d(d + 1)/2 if and only if Null (RW (p)) = span(LR). Note
that (1n⊗Id) and (In⊗Ji)p, i ∈ {1, 2, 3} in LR correspond to
a rigid-body translation and a rigid-body rotation of the entire
framework, respectively. Therefore, for the case of E 6= ∅, the
theorem directly follows from Definition 7.
Similarly, when E = ∅, rank (RW (p)) = dn−(d2+d+2)/2
if and only if Null (RW (p)) = span(LN ). Since (1n ⊗ Id),
(In ⊗ Ji)p, i ∈ {1, 2, 3} and p in LN correspond to a rigid-
body translation, a rigid-body rotation and a scaling of the
entire framework, respectively, the remainder of the theorem
for the E = ∅ case directly follows from Definition 7.
C. Generic property on the generalized weak rigidity
In this subsection, we show that both weak rigidity and
infinitesimal weak rigidity are generic properties which mean
that they are determined by only a graph topology of a
framework if a configuration of the framework is a regular
point (the definition of the regular point is given in this
subsection). Moreover, we show that there is a relationship
between weak rigidity and distance rigidity. The concepts are
discussed with reference to the distance rigidity theory [5]–[7].
First, we define two smooth manifolds as two sets M and
M′ composed of points congruent to p and proportionally
congruent to p, respectively. If the affine span of the con-
figuration p is Rd (or equivalently p does not lie on any
hyperplane in Rd), then M is d(d + 1)/2-dimensional and
M′ is (d2 +d+2)/2-dimensional, becauseM arises from the
d(d−1)/2- and d-dimensional manifold of rotations and trans-
lations of Rd, respectively, and M′ arises from d(d − 1)/2-,
d- and 1-dimensional manifold of rotations, translations and
scalings of Rd, respectively.
For a smooth map FW : Rdn → R(m+w), weak rigidity
function, let r = max{rank(∂FW∂p ) | p ∈ Rdn}. Then p ∈ Rdn
is a regular point of FW if rank(∂FW∂p ) = r, and a singular
point otherwise. With reference to [5, Proposition 2], if p is a
regular point of FW then there exists a neighborhood Bp of p
such that F−1W (FW (p))∩Bp is a (dn−r)-dimensional smooth
manifold.
If p1, ..., pn do not lie on any hyperplane in Rd when E 6= ∅
then, from Lemma 3, we see that
rank(
∂FW
∂p
) = dn−Null(∂FW
∂p
) ≤ dn− d(d+ 1)/2. (16)
Moreover, if p1, ..., pn do not lie on any hyperplane in Rd
when E = ∅ then, from Lemma 3, we see that
rank(
∂FW
∂p
) = dn−Null(∂FW
∂p
) ≤ dn− (d2 + d+ 2)/2.
(17)
In particular, we have that if p is a regular point of FW then
rank(∂FW∂p ) = dn − d(d + 1)/2 for E 6= ∅ or rank(∂FW∂p ) =
dn − (d2 + d + 2)/2 for E = ∅. The following two Lemmas
are used for next main theorem in the subsection.
Lemma 4. Suppose that p is a regular point of FW . A
framework (G, p) with E 6= ∅ is weakly rigid in Rd if and only
if rank(∂FW∂p ) = dn − d(d + 1)/2. In addition, a framework
(G, p) with E = ∅ is weakly rigid in Rd if and only if
rank(∂FW∂p ) = dn− (d2 + d+ 2)/2.
Proof. Suppose p is a regular point of FW . First, consider
the case of E 6= ∅. ∂FW∂p has the maximum rank, i.e.
rank(∂FW∂p ) = dn − d(d + 1)/2. Then, F−1W (FW (p)) ∩ Bp is
d(d+1)/2-dimensional. Thus,M and F−1W (FW (p))∩Bp have
the same dimension, which implies that the two sets agree near
p. Consequently, F−1W (FW (p))∩Bp is the set of q ∈ Rdn such
that (G, q), q ∈ Bp, is strongly equivalent to (G, p), and M is
the set of q ∈ Rdn such that q is congruent to p. Therefore,
(G, p) is weakly rigid in Rd as defined in Definition 4.
Similarly, when E = ∅, ∂FW∂p has the maximum rank,
i.e. rank(∂FW∂p ) = dn − (d2 + d + 2)/2. Therefore,
F−1W (FW (p)) ∩ Bp is (d2 + d + 2)/2-dimensional. Two sets
M′ and F−1W (FW (p)) ∩ Bp have the same dimension, and
this implies that the two sets agree close to p. Consequently,
F−1W (FW (p)) ∩ Bp is the set of q ∈ Rdn such that (G, q), q ∈
Bp, is angle equivalent to (G, p), andM′ is the set of q ∈ Rdn
such that q is proportionally congruent to p. Therefore, (G, p)
is weakly rigid in Rd as defined in Definition 4.
If (G, p) is weakly rigid in Rd, then the two sets
F−1W (FW (p))∩Bp andM are coincident near p, which implies
that F−1W (FW (p))∩Bp and M have the same dimension and
rank(∂FW∂p ) = r = dn − d(d + 1)/2 when E 6= ∅ (resp.
rank(∂FW∂p ) = r = dn− (d2 + d+ 2)/2 when E = ∅). Hence,
we can conclude that the framework (G, p) with E 6= ∅ (resp.
E = ∅) is weakly rigid in Rd if and only if rank(∂FW∂p ) =
dn−d(d+1)/2 (resp. rank(∂FW∂p ) = dn−(d2+d+2)/2).
Lemma 5 (Relationship between weak rigidity and infinites-
imal weak rigidity). Suppose a framework (G, p), p =
[p>1 , ..., p
>
n ]
> ∈ Rdn, is in Rd and the affine span of p1, ..., pn
is Rd. Then, the framework (G, p) is infinitesimally weakly
rigid in Rd if and only if p is a regular point of FW and
(G, p) is weakly rigid in Rd.
Proof. If a framework (G, p) is infinitesimally weakly rigid,
then, from Theorem 1, ∂FW∂p has the full row rank and thus p
is a regular point. Also, from Lemma 4, (G, p) is weakly rigid
in Rd.
If p is a regular point of ∂FW∂p and (G, p) is weakly rigid
in Rd, then FW has the full row rank from Lemma 4, which
implies that the framework (G, p) is infinitesimally weakly
rigid from Theorem 1.
The following two theorems show that both weak rigidity
and infinitesimal weak rigidity for a framework are generic
properties.
Theorem 2. If a framework (G, p) for any regular point p is
weakly rigid in Rd, then a framework (G, q) for any regular
point q is weakly rigid in Rd.
Proof. If a framework (G, p) is weakly rigid and p is a
regular point of FW in Rd, then the framework (G, p) is in-
finitesimally weakly rigid in Rd from Lemma 5. Additionally,
rank(∂FW∂p ) = rank(
∂FW
∂q ) since both p and q are regular
points of FW . Thus, if the framework (G, p) is infinitesimally
7weakly rigid in Rd, then the framework (G, q) is also infinites-
imally weakly rigid in Rd from Theorem 1. Then, (G, q) for
any regular point q is also weakly rigid from Lemma 5.
Theorem 3. If a framework (G, p) for any regular point p is
infinitesimally weakly rigid in Rd, then a framework (G, q) for
any regular point q is infinitesimally weakly rigid in Rd.
Proof. Suppose that a framework (G, p) for any regular point
p is infinitesimally weakly rigid in Rd. Then, from Lemma
5, (G, p) is weakly rigid in Rd. From Theorem 2, we see that
(G, q) for any regular point q is also weakly rigid in Rd. Hence,
the conclusion directly follows from Lemma 5.
The following result shows a relationship between the weak
rigidity and distance rigidity (See [5]–[8]). Note that the
following result holds only when there exists at least one
distance constraint for a weak rigidity graph.
Proposition 1 (Relationship between weak rigidity and dis-
tance rigidity). Let Gw and Gd denote two graphs defined
as Gw = (Vw, Ew,Aw) and Gd = (Vd, Ed). Suppose that a
framework (Gw, p) and a framework (Gd, p) are weakly rigid
and (distance) rigid, respectively. Then, the framework (Gw, p)
with |Vw| ≥ d+ 1 and Ew 6= ∅ is infinitesimally weakly rigid
in Rd if and only if the framework (Gd, p) with |Vd| ≥ d+ 1
is infinitesimally (distance) rigid in Rd.
Proof. First, we define a rotational matrix J0 as J0 ,[
0 −1
1 0
]
, and a set L¯R as L¯R = {1n ⊗ Id, (In ⊗ J0)p}.
Suppose that a framework (Gd, p) with |Vd| ≥ d + 1 is
infinitesimally (distance) rigid in Rd. Let R(p) denote the
distance rigidity matrix of (Gd, p). If R(p) is of full row
rank, then the null space of R(p), i.e. infinitesimal motion
δp, equals only span(L¯R) for d = 2 or span(LR) for d = 3
[24, Lemma 1]. Thus, p is a regular point which makes R(p)
be of full row rank. If (Gw, p) has the same configuration p as
the configuration of (Gd, p), then the null space of the weak
rigidity matrix RW (p) also equals span(L¯R) for d = 2 or
span(LR) for d = 3, which implies that p can be also viewed
as a regular point of FW by Lemma 2. From the fact that Gw
is weakly rigid and p is the regular point of FW (p), (Gw, p)
is infinitesimally weakly rigid by Lemma 5.
In the same way, if RW (p) is of full row rank, then (Gd, p)
is infinitesimally rigid by reference to [7, Proposition 5.2].
Consequently, the proposition is proved.
IV. APPLICATION TO FORMATION CONTROL:
LOCAL STABILITY ON n-AGENT FORMATION IN Rd
We now apply the generalized weak rigidity theory to
formation control problems. In this section, we particularly
explore local stability on n-agent formation in Rd. This section
aims to show local stability for minimally and infinitesimally
weakly rigid formations, and for non-minimally4 and infinites-
imally weakly rigid formations, where “local” means “close to
a desired formation”. In distributed multi-agent systems, the
gradient flow law [9], [19], [25], [26] is a popular approach,
4The word redundantly may be used instead of non-minimally; but to show
a difference from the traditional rigidity theory, we use non-minimally.
and we make use of the gradient flow approach to stabilize
rigid formation shapes in this paper. We first rigorously define
the concept of the minimally and infinitesimally weakly rigid
formation as follows.
Definition 8 (Minimal and infinitesimal weak rigidity). A
framework (G, p) is minimally and infinitesimally weakly rigid
in Rd if the framework (G, p) is infinitesimally weakly rigid
in Rd and rank(RW ) is exactly equal to a number of edge
and angle constraints in the case of E 6= ∅ (or only angle
constraints in the case of E = ∅), i.e. rank(RW ) = m+ w.
A. Equations of motion based on gradient flow approach
We assume that each agent is governed by a single integra-
tor, i.e.
d
dt
pi = p˙i = ui, i ∈ V (18)
where time t ∈ [0,∞), and ui is a control input.
Assumption 1. The sensing graph is characterized by a graph
G = (V, E ,A), and each agent can measure relative position
vectors related to its neighbor agents.
Any entries in ui can be expressed by the relative position
vectors of neighbors, if a gradient flow law is employed.
Note our formation control system makes use of the relative
positions of neighbors as sensing variables, and the inter-agent
distances and angles of neighbors as control variables.
We define the following two column vectors composed of
‖zg‖2 and Ah as
dc(p) =
[
. . . , ‖zgij‖2, . . .
]>
(i,j)∈E , (19)
cc(p) =
[
. . . , Ahkij , . . .
]>
(k,i,j)∈A . (20)
Similarly, d∗c and c
∗
c are defined as
d∗c =
[
. . . , ‖z∗g‖2, . . .
]>
, (21)
c∗c = [. . . , A
∗
h, . . .]
> (22)
where ‖z∗g‖2 and A∗h denote the desired values of ‖zg‖2 and
Ah, respectively, and both of them are constants. With the
above definitions, an error vector is defined as follows
e(p) =
[
dc(p)
>cc(p)>
]> − [d∗>c c∗>c ]> . (23)
If either E = ∅ or A = ∅, then e(p) = cc(p) − c∗c or e(p) =
dc(p)− d∗c , respectively.
The simple gradient flow law is employed to analyze a
formation control system as follows
p˙ = u , −
(
∇
(
1
2
e(p)>e(p)
))>
. (24)
The control law can be expressed as
p˙ = u = −
(
∇
(
1
2
e(p)>e(p)
))>
= −R>W (p)e(p)
= − [s>1 s>2 · · · s>n ]> = −(E(p)⊗ Id)p (25)
where si ∈ Rd, i ∈ {1, · · · , n}, E(p) ∈ Rn×n. In E(p),
[E(p)]ij is an element at row i and column j and [E(p)]ij
8is the coefficient of the vector pj in si. According to the
structure of (25), we can see that the matrix E(p) is symmetric
(See one example [21, (12)]). The formation control system
(25) is Lipschitz continuous since the system is continuously
differentiable, which implies that the solution of (25) exists
globally. With (25), we have the following error dynamics
e˙ =
∂e
∂p
p˙ = RW (p)p˙ = −RW (p)R>W (p)e. (26)
The following result will be useful for next analysis, which
shows that if a differential equation X˙(t) = f(t,X) satisfies
the following result then the rank of the solution X(t) is
constant for all t ≥ 0 and X˙(t) is called rank-preserving.
Lemma 6. [27, Lemma 2] Let A(t) ∈ RM×M and B(t) ∈
RN×N be a continuous time-varying family of matrices. Then,
the following differential equation
X˙(t) = A(t)X(t) +X(t)B(t), X(0) ∈ RM×N (27)
is rank-preserving.
We next show some properties of the formation control
system with the gradient flow approach.
Lemma 7. Under the gradient flow law, the formation control
system designed in (25) has the following properties:
(i) The controller is distributed.
(ii) The controller and measurement for each agent are
independent of any global coordinates. That is, only the
local coordinate system for each agent is required to
measure relative positions and to implement the control
signals.
(iii) The centroid po = 1n
∑n
i=1 pi is stationary. In the
case of E = ∅, the centroid and the scale ps =√
1
n
∑n
i=1‖pi − po‖2 are both invariant for all t ≥ 0.
(iv) Denote Cp ,
[
p1 p2 · · · pn
] ∈ Rd×n. Then,
rank (Cp(0)) = rank (Cp(t)) for all time t ≥ 0.
Moreover, if Cp is of full row rank, then all of pi,∀i ∈
{1, · · · , n} do not lie on a hyperplane. On the other
hand, if Cp is not of full row rank, then there exists a
hyperplane containing all pi,∀i ∈ {1, 2, · · · , n}.
(v) [Collision avoidance] Let p∗ = [p∗>1 , ..., p
∗>
n ]
> ∈ Rdn
denote a desired configuration. Then, it can be guaran-
teed that ‖pi(t)−pj(t)‖ > ζ for all t ≥ 0 and i, j ∈ V if
‖p∗i −p∗j‖−
√
n‖p(0)−(1n⊗po)‖−
∑n
l=1‖po−p∗l ‖ > ζ
for ζ > 0.
(vi) If a framework (G, p(0)) with n = d + 1 vertices is
infinitesimally weakly rigid in Rd and Cp(0) is of full row
rank, then (G, p(t)) is infinitesimally weakly rigid in Rd
for all t ≥ 0, i.e. rank (RW (p(0))) = rank (RW (p(t)))
for all t ≥ 0.
Proof. (i) This property is obvious from (25).
(ii) This property is proved straightforward by a similar
approach to [28, Lemma 4].
(iii) Since po = 1n
∑n
i=1 pi =
1
n (1n ⊗ Id)>p ∈ Rd, the
following time derivative holds.
p˙o =
1
n
(1n ⊗ Id)>p˙ = − 1
n
(1n ⊗ Id)>R>W (p)e(p)
= − 1
n
∂D∂z′
∂A
∂z′
 H¯ ′(1n ⊗ Id)
> e(p)
(28)
Since span(1n ⊗ Id) ⊆ Null(H¯ ′) ⊆ Null (RW (p)),
RW (p)(1n⊗ Id) = 0 and this implies that p˙o = 0. Moreover,
it also holds that p˙o = 0 for the case of E = ∅.
In the case of E = ∅, there is no constraint for the scale of
the given framework. Note that ps =
√
1
n
∑n
i=1‖pi − po‖2 =
‖p− 1n ⊗ po‖/
√
n. With the fact that p˙o = 0, we have
p˙s =
1√
n
(p− 1n ⊗ po)>
‖p− 1n ⊗ po‖ p˙. (29)
It holds that p>p˙ = − (RW (p)p)> e(p) = 0 and (1n ⊗
po)>p˙ = − (RW (p)(1n ⊗ po))> e(p) = 0 since span(p) ⊆
Null(RW ) and span(1n ⊗ po) ⊆ Null(H¯ ′) ⊆ Null (RW (p)).
Therefore, p˙s = 0. Hence, the statement is proved.
(iv) Since p˙(t) = −(E(p)⊗Id)p(t), the vector differential
equation can be expressed as the following matrix differential
equation.
C˙p(t) = −Cp(t)E>(p(t)) ∈ Rd×n. (30)
From Lemma 6, the matrix differential equation (30) is rank-
preserving for any finite time t ≥ 0.
If Cp is not of full row rank, then there exists a nontrivial
solution x such that C>p x = 0. This implies that p
>
1 x =
p>2 x = · · · = p>n x = 0 and (p>i − p>j )x = z>ijx = 0 for
all i, j ∈ V and i 6= j, which means that all of vectors zij are
orthogonal to the vector x and further all of vectors zij lie on
a hyperplane. Hence, there exists a hyperplane containing all
pi,∀i ∈ {1, 2, · · · , n} if Cp is not of full row rank.
(v) For any i, j ∈ V and t ≥ 0, we have the following
equation
‖pi(t)− pj(t)‖
= ‖(pi(t)− p∗i )−
(
pj(t)− p∗j
)
+
(
p∗i − p∗j
)‖
≥ ‖p∗i − p∗j‖ − ‖pi(t)− p∗i ‖ − ‖pj(t)− p∗j‖
≥ ‖p∗i − p∗j‖ −
n∑
l=1
‖pl(t)− p∗l ‖ (31)
where
‖p∗i − p∗j‖ −
n∑
l=1
‖pl(t)− p∗l ‖
= ‖p∗i − p∗j‖ −
n∑
l=1
‖(pl(t)− po) + (po − p∗l )‖
≥ ‖p∗i − p∗j‖ −
n∑
l=1
‖pl(t)− po‖ −
n∑
l=1
‖po − p∗l ‖
≥ ‖p∗i − p∗j‖ −
√
n‖p(t)− (1n ⊗ po)‖ −
n∑
l=1
‖po − p∗l ‖.
(32)
9In the above inequality (32), it holds that
√
n‖p(t) − (1n ⊗
po)‖ ≥ ∑nl=1‖pl(t) − po‖ by using the following inequality
for positive real numbers x1, · · · , xn.√
x21 + · · ·+ x2n
n
≥ x1 + · · ·+ xn
n
. (33)
Since ‖p(t)− (1n ⊗ po)‖ has the similar form to ps as given
in the proof of Lemma 7-(iii), the time derivative of ‖p(t) −
(1n⊗po)‖ equals zero, and this follows that ‖p(t)−(1n⊗po)‖
is invariant for all t ≥ 0. Here po is also invariant. Thus, if
‖p∗i −p∗j‖−
√
n‖p(0)−(1n⊗po)‖−
∑n
l=1‖po−p∗l ‖ is greater
than ζ for ζ > 0 at t = 0, then ‖pi(t)− pj(t)‖ is also greater
than ζ for all t ≥ 0.
(vi) This proof is motivated by [23, Theorem 4.4],
and follows the logic as shown in Table I. We can state
RW (p(0)) =
[
r1 r2 · · · rσ
]>
=
[
c1 c2 · · · cn
]
,
where ri ∈ Rdn, i ∈ {1, · · · , σ}, cj ∈ Rσ×d, j ∈ {1, · · · , n},
and σ = m+w. We define a set N ′l of neighbors of vertex l
as N ′l = {i, j ∈ V | (l, i) ∈ E ∨ (l, i, j) ∈ A}. If a framework
(G, p) with n = d+1 vertices is minimally and infinitesimally
weakly rigid, then each agent has exactly d neighbors, i.e.
|N ′l| = n− 1 = d.
Let a framework (G, p(0)) with n = d + 1 vertices be
minimally and infinitesimally weakly rigid, and let Cp(0) be
of full row rank. Suppose that the framework (G, p(t∗)) is
not infinitesimally weakly rigid at specific time t∗ > 0. Then,
RW (p(t
∗)) does not have full row rank, and further there exists
a nonzero vector τ =
[
τ1 τ2 · · · τσ
]> ∈ Rσ such that
τ>RW (p(t∗)) = τ1r>1 +τ2r
>
2 +· · ·+τσr>σ = 0 (or equivalently
τ1r1 + τ2r2 + · · · + τσrσ = 0). Since τ>RW (p(t∗)) =
τ>
[
c1 c2 · · · cn
]
= 0, τ>cl = τ> ∂FW∂pl = 0 for all
l ∈ {1, 2, · · · , n}. Note that each entry for the weak rigidity
matrix RW is composed of inter-neighbor relative position
vectors from a framework (G, p). From the fact that ∂FW∂pl
consists of z′>lk(t
∗) for k ∈ N ′l and τ>cl = 0, there must
exist at least one case from l = 1 to l = n such that z′>lk(t
∗)
for k ∈ N ′l are linearly dependent.
With |N ′l| = n − 1 = d, we can denote an oriented
incidence matrix Hl associated with the vertex l (for example,
see Fig. 4), where Hl ∈ Rd×(d+1) for all l ∈ {1, · · · , n}. We
define a matrix El(t∗) composed of z′
>
lk(t
∗) for k ∈ N ′l
as El(t∗) = HlC>p (t
∗) ∈ Rd×d. We can state El(t∗) as
El(t
∗) = [· · · , z′lk(t∗), · · · ]>. Consider El(t∗)x = 0 for any
nontrivial x ∈ Rd and l ∈ {1, · · · , n}, then either the equality
C>p (t
∗)x = 0 or the equality z′>ijx = 0,∀i, j ∈ V ′ holds.
The equality z′>ijx = 0,∀i, j ∈ V ′ means that all of vectors
z′ij are orthogonal to the vector x, and further all of vectors
z′ij lie on a hyperplane. Thus, the equality z′
>
ijx = 0 cannot
hold as proved in Lemma 7-(iv). The equality C>p (t
∗)x = 0
cannot also hold since Cp(t∗) has the full row rank for all
t ≥ 0 as proved in Lemma 7-(iv). Hence, Null (El(t)) = ∅
and the rank of El(t∗) equals d. However, there exist at
least one case such that z′>lk(t
∗) for k ∈ N ′l are linearly
dependent, and this follows that rank (El(t∗)) < d. This
conflicts with rank (El(t∗)) = d. Hence, we can conclude that
(G, p(t)) is minimally and infinitesimally weakly rigid for all
Suppose (G, p(t∗)) is not infinitesimally weakly
rigid at specific time t∗ > 0.
Thus rank(El(t∗)) < d where
El(t
∗) = [· · · , z′lk(t∗), · · · ]> ∈ Rd×d.
Assumption 1 (G, p(0)) is minimally and infinitesimally
weakly rigid.
Assumption 2 Cp(0) is of full row rank.
Thus rank(El(t∗)) = d.
Contradiction Consequently, (G, p(t∗)) is infinitesimally weakly
rigid at specific time t∗ > 0.
TABLE I: The logic for the proof of Lemma 7-(vi).
1
2
3
4
(a) Graph for H1
1
2
3
4
(b) Graph for H2
1
2
3
4
(c) Graph for H3
1
2
3
4
(d) Graph for H4
Fig. 4: Example graphs for Hl when n = 4. The dashed lines
indicate the removed edges. The graphs have the same vertex
set but do not have the same edge set.
t ≥ 0 if (G, p(0)) with n = d + 1 vertices is minimally and
infinitesimally weakly rigid and Cp(0) is of full row rank.
B. Exponential stability of minimally and infinitesimally
weakly rigid formations with n-agents in Rd
We first explore the stability of minimally and infinites-
imally weakly rigid formations for n-agents in Rd. In this
subsection, we assume that a desired formation is minimally
and infinitesimally weakly rigid. This assumption will be
extended to a concept of a non-minimal and infinitesimal weak
rigidity in the next subsection.
Theorem 4. Suppose that the desired formation is minimally
and infinitesimally weakly rigid. If any initial formation is
close to the desired formation, then the error system (26)
has an exponentially stable equilibrium at the origin, and the
initial formation locally exponentially converges to the desired
formation shape.
Proof. We first define the potential function V (e) as V (e) =
1
2e
>e which is also the Lyapunov candidate function. We also
define a sub-level set Ψ as Ψ = {e | V (e) ≤ } for  >
0 such that all formations in the set Ψ are minimally and
infinitesimally weakly rigid close to the desired formation.
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With the equation (26), the derivative of V (e) along a
trajectory of e is calculated as
V˙ (e) = e>e˙ = −e>RW (e)R>W (e)e = −‖R>W (e)e‖2. (34)
Since the formation in the set Ψ is minimally and in-
finitesimally weakly rigid, the weak rigidity matrix has the
full row rank. Therefore, since rank
(
RW (e)R
>
W (e)
)
=
rank (RW (e)), RW (e)R>W (e) ∈ R(m+w)×(m+w) is of full
rank and Rw(e)R>w(e) is positive definite (all eigenvalues of
Rw(e)R
>
w(e) are positive). Moreover, this implies
V˙ (e) ≤ −λ‖e‖2 (35)
where λ denotes the minimum eigenvalue of Rw(e)R>w(e).
The inequality (35) indicates that V˙ < 0 for e ∈ Ψ \ {0}.
Thus, the origin of the error system (26) is asymptotically
stable near the desired formation. Also, since V = 12e
>e, the
following inequality holds.
V˙ (e) ≤ −2λV (e), (36)
and it follows that V (e(t)) ≤ V (e(0))exp(−2λt) by
Gronwall-Bellman Inequality [29, Lemma A.1]. Therefore, the
error system (26) has an exponentially stable equilibrium at the
origin, and the solution of (25) exists and is finite as t→∞.
By the above result, the control law (25) guarantees that p
exponentially converges to a fixed point. The initial formation
in the set Ψ is close to the desired formation. Hence, The
initial formation locally exponentially converges to the desired
formation shape.
C. Stability on non-minimally and infinitesimally weakly rigid
formations for n-agents in Rd
In this subsection, we explore the stability in the case
of non-minimally and infinitesimally weakly rigid formation
systems for n-agents in Rd. According to methods, we classify
the formation cases into two cases. The first case is the case
of E 6= ∅ for which we make use of the linearization approach
of the perturbed system motivated by [13], [30]. The second
case is the case of E = ∅ for which we make use of the
Lojasiewicz’s inequality motivated by [31], [32].
We first discuss the case of E 6= ∅. We denote a minimally
and infinitesimally weakly rigid subframework induced from
(G, p) by (G¯, p), where G¯ = (V, E¯ , A¯). We also denote the
remaining part of (G, p) except (G¯, p) by (G˜, p), where G˜ =
(V, E˜ , A˜), E˜ = E \ E¯ and A˜ = A\ A¯ (See an example in Fig.
5). Let σ denote the sum of cardinalities of edges and angles,
i.e. σ = m+w. Then, σ¯ and σ˜ are defined as σ¯ , |E¯ |+ |A¯| =
m¯+w¯ = dn−d(d+1)/2 and σ˜ , |E˜ |+|A˜| = m˜+w˜ = σ−σ¯,
respectively.
Suppose that the framework (G, p) is non-minimally and
infinitesimally weakly rigid. We denote the sub-vector e¯ ∈ Rσ¯
whose entries are those entries in e corresponding to edges
and angles in G¯, and e˜ ∈ Rσ˜ whose entries are those
entries in e corresponding to edges and angles in G˜. We
denote the permutation matrix P ,
[
P¯> P˜>
]
such that[
e¯ e˜
]>
= P>e or equivalently e¯ = P¯e and e˜ = P˜e, where
P ∈ Rσ×σ , P¯ ∈ Rσ¯×σ and P˜ ∈ Rσ˜×σ . The permutation
matrix has properties such that P¯P¯> = Iσ¯×σ¯ , P˜P˜> = Iσ˜×σ˜ ,
1
2 3
4
‖z12‖
‖z24‖ ‖z34‖
θ123
θ213 θ
3
12
θ423
(a) Non-minimally and infinitesimally
weakly rigid framework, (G, p).
1
2 3
4
‖z12‖
‖z24‖
θ123
θ213
θ423
(b) Minimally and infinitesimally
weakly rigid framework, (G¯, p).
1
2 3
4
‖z34‖
θ312
(c) Remaining framework, (G˜, p), of
(G, p) except (G¯, p).
Fig. 5: Example of framework decomposition of a non-
minimally and infinitesimally weakly rigid framework. The
dashed lines indicate virtual edges and the virtual edges do
not belong to E , E¯ and E˜ .
P¯P˜> = 0σ¯×σ˜ , P¯>P¯ + P˜>P˜ = Iσ×σ and e = P¯>e¯ + P˜>e˜.
We now show that e˜ is a function of e¯ locally.
Lemma 8. Let a framework (G, q) be a desired formation,
and be infinitesimally weakly rigid but not minimally and
infinitesimally weakly rigid when E 6= ∅. Then, there (locally)
exists a smooth function f : e¯(q) → R(σ−σ¯) such that
e˜(q) = f(e¯(q)) close to (G, q). Furthermore, it also holds
that f(e¯) = 0 if and only if e¯ = 0.
Proof. This proof is motivated by [30, Proposition 1]. We
denote a rotation matrix Jx such that Jx = 1‖x‖
[
x2 −x1
x1 x2
]
for a nonzero vector x =
[
x1 x2
]> ∈ R2. The equality
Jxx =
[
0 ‖x‖]> always holds. We denote a vector ς : p→
Rσ¯ with σ¯ = 2n− 3 when E 6= ∅ in R2 such as:
ς(p) =
[‖p21‖ (J(p21)(p31))> · · · (J(p21)(pn1))>]> .
(37)
Since the rotation matrix does not change a magnitude of a
vector, we see that ‖pj1‖2 = ‖J(p21)(pj1)‖2 and ‖pij‖2 =
‖J(p21)(pi1) − J(p21)(pj1)‖2. We also see that any entry in e˜
consists of distances, i.e. ‖pij‖, (i, j) ∈ EK . Thus, any entry
in e˜ is a polynomial function composed of entries in ς(p), and
further there exists a polynomial function f˜e : Rσ¯ → R(σ−σ¯)
such that e˜ = f˜e(ς(p)). Similarly, there exists a polynomial
function f¯e : Rσ¯ → Rσ¯ such that e¯ = f¯e(ς(p)).
Suppose a framework (G, q) be infinitesimally weakly rigid
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but not minimally and infinitesimally weakly rigid when
E 6= ∅. The derivative of e¯ at q, i.e. ∂e¯(p)∂p
∣∣∣
p=q
is the
weak rigidity matrix of (G¯, q). Then, rank
(
∂e¯(p)
∂p
∣∣∣
p=q
)
= σ¯
since the framework (G¯, q) is minimally and infinitesimally
weakly rigid. Thus, with ∂e¯(p)∂p
∣∣∣
p=q
= f¯e(ς(p))∂ς(p)
∂ς(p)
∂p
∣∣∣
p=q
from
e¯ = f¯e(ς(p)), it holds that rank
(
f¯e(ς(p))
∂ς(p)
∣∣∣
p=q
)
≥ σ¯ by the
rank property. Since f¯e(ς(p))∂ς(p)
∣∣∣
p=q
is an σ¯×σ¯ matrix, we can see
that f¯e(ς(p))∂ς(p)
∣∣∣
p=q
is of full rank and f¯e(ς(p))∂ς(p)
∣∣∣
p=q
is nonsingular.
Hence, from the inverse function theorem, there is an open set
W ⊂ Rσ¯ containing ς(q) such that f¯e has a smooth inverse
f¯−1e : f¯e(W)→W . Then, the following equality holds.
f¯−1e (e¯) = f¯
−1
e (f¯e(ς(p))) = ς(p), ς(p) ∈ W. (38)
Since e˜ = f˜e(ς(p)), the equality e˜ = f˜e(f¯−1e (e¯)) holds.
Therefore, we can say that there exists a smooth function
f : e¯(q) → R(σ−σ¯) such that e˜(q) = f(e¯(q)) close to (G, q).
In the same way, for the case in R3, we have the statement.
In addition, since P˜e = e˜ = f˜e
(
f¯−1e (e¯)
)
=
f˜e
(
f¯−1e
(
P¯e
))
= f
(
P¯e
)
and e = 0 at the desired formation
(G, q), it holds that f(0) = 0.
We denote R¯W ∈ Rσ¯×dn as the weak rigidity matrix for the
subframework (G¯, p), and R˜W ∈ Rσ˜×dn as the weak rigidity
matrix for the subframework (G˜, p). Then, it holds that R¯W =
P¯RW and R˜W = P˜RW . From the fact that e¯ = P¯e and
e = P¯>e¯+ P˜>e˜, we have
˙¯e = P¯e˙ = P¯
∂e
∂p
p˙ = −P¯RWR>W e
= −P¯RWR>W (P¯>e¯+ P˜>e˜)
= −R¯W R¯>W e¯− R¯W R˜>W e˜. (39)
From Lemma 8, when E 6= ∅, the equality (39) can be
expressed by
˙¯e = −R¯W R¯>W e¯− R¯W R˜>W f(e¯), (40)
which locally holds only around a desired formation. There-
fore, we can consider the error system (40) as a perturbed
system when E 6= ∅. We can reach the following one of main
theorems in this subsection.
Theorem 5. Suppose that E 6= ∅ and the error system (26)
has an exponentially stable equilibrium at the origin for the
minimally and infinitesimally weakly rigid formation. Then,
under the gradient flow law (25), the perturbed error system
(39) for the non-minimally and infinitesimally weakly rigid
formation has an exponential stable equilibrium at the origin.
Proof. Note that R˜W = ∂e˜∂p =
∂f
∂e¯
∂e¯
∂p = FR¯W , where F ,
∂f
∂e¯
gk(ek). We define a neighborhood set Ψ around e¯ = 0 as
Ψ = {e¯ ∈ Rσ¯ | ‖e¯‖2 < } for  > 0. Then, the remainder of
this proof is similar to [13, Theorem 3].
We next discuss the case of E = ∅. First, the following
result is used to prove that RW (e)R>W (e) is positive definite
near a desired formation for Lemma 10.
Lemma 9. [32, Lemma 4] Let f be a real analytic function
on a neighborhood of z in Rd. Then, there exist constant k
and ρ ∈ [0, 1) such that
‖∇f(x)‖ ≥ k‖f(x)− f(z)‖ρ. (41)
We define a set Ωe as Ωe = {e | e = cc(p)− cc(p)∗ = 0}.
That is, a formation in the set Ωe is a desired formation when
E = ∅. We also define a sub-level set Ψe as Ψe = {e |
V (e) ≤ } for  > 0 such that all formations in the set Ψe are
infinitesimally weakly rigid close to the desired formation.
Lemma 10. If a framework (G, q) is infinitesimally weakly
rigid and a potential function V (e) is defined as V (e) =
1
2e
>e, then there exists the sub-level set Ψe satisfying
RW (e)
>e 6= 0 for any e ∈ Ψe and e /∈ Ωe.
Proof. We define φ as φ , 12e>(p)e(p), and define a set Ωp
as Ωp = {p ∈ Rdn | ‖pi− pj‖ = C‖qi− qj‖,∀i, j ∈ V}. That
is, Ωp is the set of all formations proportionally congruent to
q.
From Lemma 9, there exist constant kp¯ and ρp¯ ∈ [0, 1) for
a neighborhood Bp¯ of any p¯ ∈ Ωp such that
‖(∇φ(p))>‖ = ‖R>W (e(p))e(p)‖ ≥ kp¯‖φ(p)− φ(p¯)‖ρp¯
= kp¯‖φ(p)‖ρp¯ (42)
where ‖(∇φ(p))‖> = ‖(∇φ(p))‖ and φ(p¯) = 0. We see that
φ(p) = 0 if and only if p ∈ Ωp. Furthermore, for p ∈ Bp¯ and
p /∈ Ωp, we have
‖R>W (e(p))e(p)‖ ≥ kp¯‖φ(p)‖ρp¯ > 0, (43)
which implies that
‖R>W (e)e‖ > 0 (44)
for any e ∈ Ψe and e /∈ Ωe.
Now, for the case of E = ∅, we can reach the second main
theorem in this subsection.
Theorem 6. Suppose that E = ∅ and a desired formation is
non-minimally and infinitesimally weakly rigid. If any initial
formation is close to the desired formation, then the error
system (26) has an asymptotically stable equilibrium at the
origin.
Proof. We take a potential function V (e) = 12e
>e as a
Lyapunov candidate function. With the equation (26), the time
derivative of V (e) is arranged as
V˙ (e) = e>e˙ = −e>RW (e)R>W (e)e = −‖R>W (e)e‖2. (45)
From Lemma 10, it holds that RW (e)>e 6= 0 for any e ∈ Ψe
and e /∈ Ωe, and we have the following equation
V˙ (e) = −‖R>W (e)e‖2 < 0. (46)
Hence, the origin of the error system (26) is asymptotically
stable close to the desired formation when E = ∅.
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V. APPLICATION TO FORMATION CONTROL: ALMOST
GLOBAL STABILITY ON 3-AGENT FORMATION IN R2
This section aims to provide analysis for almost global
stability on special cases, i.e. 3-agent formations which are
minimally and infinitesimally weakly rigid in R2. In this
section, we also use the control system (25) as discussed in
the subsection IV-A.
We first classify all equilibrium sets to explore the stability
of the system (25). We define all equilibrium set P as
P = {p ∈ Rdn | R>W e = 0}, and define two sets for desired
equilibria and incorrect equilibria as
P∗ = {p ∈ Rdn | e = 0}, (47)
Pi = {p ∈ Rdn | R>W e = 0, e 6= 0}. (48)
Both of P∗ and Pi constitute the set of all equilibria, i.e.
P = P∗ ∪ Pi. An equilibrium point p¯ is called an incorrect
equilibrium if p¯ belongs to Pi.
A. Analysis of the incorrect equilibria
In this subsection, we show that the system (25) at any
incorrect equilibrium point p¯ is unstable. We first explore the
cases that can occur at the incorrect equilibria.
Lemma 11. In the case of the three-agent formation, incorrect
equilibria take place only when the three agents are collinear.
Proof. From the viewpoint of a minimally and infinitesimally
weakly rigid formation composed of three agents, there are
only three formation cases. The first one is a formation with 1
angle constraint and 2 edge length constraints, and the second
one is a formation with 2 angle constraints and 1 edge length
constraint, and the third one is a formation with only 2 angle
constraints. Each example for the three cases is illustrated in
Fig. 1(a), Fig. 1(b) and Fig. 1(c), respectively.
Let N ′l denote a set of neighbors of vertex l by N ′l =
{i, j ∈ V | (l, i) ∈ E ∨ (l, i, j) ∈ A}. If a framework (G, p)
with n = 3 vertices is minimally and infinitesimally weakly
rigid, then each agent has exactly 2 neighbors, i.e. |N ′l| = 2.
In the weak rigidity matrix RW , all elements are composed
of inter-neighbor relative position vectors, i.e. ∂FW∂pl consists
of z′>lk1 and z
′>
lk2 for k1, k2 ∈ N ′l. Thus, at the incorrect
equilibria, the following form must hold
z′>lk1 = clz
′>
lk2 , k1, k2 ∈ N ′l (49)
where cl ∈ R is a coefficient. This implies that incorrect
equilibria take place only when the three agents are collinear
for the 3-agent formation in R2. We next show an example
with a formation shown in Fig. 1(a).
For the case of the formation with 1 angle constraint and
2 edge length constraints as shown in Fig. 1(a), the equation
(25) can be written as
p˙1 = −2z12e12 − 2z13e13 − α>e123, (50a)
p˙2 = 2z12e12 − β>e123, (50b)
p˙3 = 2z13e13 − γ>e123 (50c)
where eij = ‖zgij‖2−‖z∗gij‖2, (i, j) ∈ E , e123 = Ah123−A∗h123 ,
α = ∂∂p1 cos θ
1
23, β =
∂
∂p2
cos θ123 and γ =
∂
∂p3
cos θ123. In the
2 1 3
(a)
1 2 3
(b)
1 3 2
(c)
Fig. 6: Three formation forms which can occur at the incorrect
equilibria.
incorrect equilibrium set Pi, the equation (50c) is calculated
as
z12 =
(‖z12‖
‖z13‖ cos θ
1
23 − 2‖z12‖‖z13‖
e13
e123
)
z13
∣∣∣∣
p∈Pi
(51)
It follows from (51) that p1, p2 and p3 must be collinear.
The equations (50a) and (50b) also give us similar results.
Therefore, the three agents must be collinear. The formation
shape of the three agents falls into one of three cases as
depicted in Fig. 6.
Two cases illustrated in Fig. 1(b) and Fig. 1(c) also give
us similar results to the case of Fig. 1(a). Due to the space
limitation, the detailed proofs are omitted.
Next, to analyze the stability at the incorrect equilibria, we
linearize the system (25). The negative Jacobian J(p) of the
system (25) with respect to p is given by
J(p) =− ∂
∂p
p˙
=RW (p)
>RW (p) + E(p)⊗ I2
+
∑
(k,i,j)∈A
eAh
(
(I3 ⊗ p1) ∂
∂p
C1 + (I3 ⊗ p2) ∂
∂p
C2
+ (I3 ⊗ p3) ∂
∂p
C3
)
(52)
where p =
[
p>1 p
>
2 p
>
3
]> ∈ R6, eAh = Ahkij −A∗hkij , and
Cl ∈ R3 for l ∈ {1, 2, 3} denotes a vector composed of entries
of l-th column associated with eAh in E(p) (See one example
[21, (17)]).
If J(p) has at least one negative eigenvalue at the incorrect
equilibrium point p¯, then the system at p¯ is unstable. In order
to show it, we first reorder columns of J(p), which does not
have an effect on any eigenvalue of J(p). We make use of a
permutation matrix T which reorders columns of matrix such
that
RWT =
[
Rx Ry
]
= R¯,
PlT =
[
Plx Ply
]
= P¯l,
∂
∂p
ClT =
[
Clx Cly
]
= C¯l (53)
where Pl , (I3 ⊗ p>l ) ∈ R3×6 for l ∈ {1, 2, 3}. In (53),
Ru ∈ Rσ×3, Plu ∈ R3×3 and Clu ∈ R3×3 for u = x, y denote
matrices whose columns are composed of the columns of
coordinate u in the matrix RW , Pl and ∂∂pCl, respectively. The
formation is minimally and infinitesimally weakly rigid, thus
σ = 3. Note it holds that TT> = I since T is a permutation
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matrix. With the permutation matrix T , the permutated matrix
J¯(p) is given by
J¯(p) =T>J(p)T
=R¯>R¯+ I2 ⊗ E(p)
+
∑
(k,i,j)∈A
(
P¯>1 C¯1 + P¯
>
2 C¯2 + P¯
>
3 C¯3
)
eAh
=
[
J¯11 J¯12
J¯21 J¯22
]
(54)
where
J¯11 =R
>
x Rx + E(p) +
∑
(k,i,j)∈A
(P1xC1x + P2xC2x
+ P3xC3x)eAh ,
J¯12 =R
>
x Ry +
∑
(k,i,j)∈A
(P1xC1y + P2xC2y + P3xC3y) eAh ,
J¯21 =R
>
y Rx +
∑
(k,i,j)∈A
(P1yC1x + P2yC2x + P3yC3x) eAh ,
J¯22 =R
>
y Ry + E(p) +
∑
(k,i,j)∈A
(P1yC1y + P2yC2y
+ P3yC3y)eAh .
Note that the stability of an equilibrium point is independent
of a rigid-body translation, a rigid-body rotation and a scaling
of an entire framework since relative distances and subtended
angles only matter. Therefore, without loss of generality, we
suppose that p¯ lies on the x-axis since they are collinear. Then,
we have Ry = 0, P1y = 0, C1y = 0, P2y = 0, C2y = 0,
P3y = 0 and C3y = 0. Then, J¯(p¯) is of the form
J¯(p¯) =
[
J¯11(p¯) 0
0 E(p¯)
]
. (55)
Next results show that the system (25) at p¯ is unstable.
Lemma 12. Let p¯ be in the incorrect equilibrium set Pi. Then,
E(p¯) has at least one negative eigenvalue.
Proof. We first define α, β and γ as α = ∂∂pk cos θ
k
ij , β =
∂
∂pi
cos θkij and γ =
∂
∂pj
cos θkij , and let αpk , αpi and αpj de-
note coefficients of pk, pi and pj in α, respectively. Similarly,
βpk , βpi , βpj , γpk , γpi and γpj are denoted. Then, from the
structure of the matrix E, we can have the following equation
when E 6= ∅ for a configuration pˆ = [pˆ>1 , ..., pˆ>n ]> ∈ R2n.
pˆ>[E(p¯)⊗ Id]pˆ
=2
∑
(i,j)∈E
eij(p¯)‖pˆi − pˆj‖2
+
∑
(k,i,j)∈A
eAh(p¯)
(
pˆ>k pˆkαp¯k + pˆ
>
k pˆiαp¯i + pˆ
>
k pˆjαp¯j
+ pˆ>i pˆkβp¯k + pˆ
>
i pˆiβp¯i + pˆ
>
i pˆjβp¯j
+ pˆ>j pˆkγp¯k + pˆ
>
j pˆiγp¯i + pˆ
>
j pˆjγp¯j
)
=2
∑
(i,j)∈E
eij(p¯)‖pˆi − pˆj‖2 −
∑
(k,i,j)∈A
eAh(p¯)
(‖pˆk − pˆi‖2βp¯k
+ ‖pˆk − pˆj‖2αp¯j + ‖pˆi − pˆj‖2γp¯i
)
(56)
where
βp¯k =
−1
‖z¯ki‖‖z¯kj‖ +
(‖z¯ki‖2 + ‖z¯kj‖2 − ‖z¯ij‖2
2‖z¯ki‖‖z¯kj‖
)
1
‖z¯ki‖2 ,
αp¯j =
−1
‖z¯ki‖‖z¯kj‖ +
(‖z¯ki‖2 + ‖z¯kj‖2 − ‖z¯ij‖2
2‖z¯ki‖‖z¯kj‖
)
1
‖z¯kj‖2 ,
γp¯i =
1
‖z¯ki‖‖z¯kj‖ ,
z¯ij = p¯i − p¯j and it holds that αp¯i = βp¯k ,αp¯j = γp¯k and
βp¯j = γp¯i , and it also holds that αp¯k + αp¯i + αp¯j = 0, βp¯k +
βp¯i + βp¯j = 0 and γp¯k + γp¯i + γp¯j = 0. In the case of E = ∅,
we have
pˆ>[E(p¯)⊗ Id]pˆ
=−
∑
(k,i,j)∈A
eAh(p¯)
(‖pˆk − pˆi‖2βp¯k + ‖pˆk − pˆj‖2αp¯j
+ ‖pˆi − pˆj‖2γp¯i
)
. (57)
Suppose that E(p¯) is positive semidefinite. Then, pˆ>[E(p¯)⊗
Id]pˆ ≥ 0 for any configuration pˆ ∈ R2n. Consider a desired
configuration p∗ = [p∗>1 , ..., p
∗>
n ]
> ∈ R2n in P∗. With the fact
that the equality (56) and p¯>[E(p¯)⊗ Id]p¯ = 0, the following
equation holds.
p∗>[E(p¯)⊗ Id]p∗
=p∗>[E(p¯)⊗ Id]p∗ − p¯>[E(p¯)⊗ Id]p¯
=2
∑
(i,j)∈E
eij(p¯)‖p∗i − p∗j‖2 − 2
∑
(i,j)∈E
eij(p¯)‖p¯i − p¯j‖2
−
∑
(k,i,j)∈A
eAh(p¯)
(‖z∗ki‖2βp¯k + ‖z∗kj‖2αp¯j + ‖z∗ij‖2γp¯i)
+
∑
(k,i,j)∈A
eAh(p¯)
(‖z¯ki‖2βp¯k + ‖z¯kj‖2αp¯j + ‖z¯ij‖2γp¯i)
=2
∑
(i,j)∈E
eij(p¯)‖p∗i − p∗j‖2 − 2
∑
(i,j)∈E
eij(p¯)‖p¯i − p¯j‖2
−
∑
(k,i,j)∈A
eAh(p¯)
(‖z∗ki‖2βp¯k + ‖z∗kj‖2αp¯j + ‖z∗ij‖2γp¯i)
+
∑
(k,i,j)∈A
eAh(p¯)
‖z¯ki‖2 + ‖z¯kj‖2 − ‖z¯ij‖2
2‖z¯ki‖‖z¯kj‖
(
2‖z∗ki‖‖z∗kj‖
‖z¯ki‖‖z¯kj‖
)
−
∑
(k,i,j)∈A
eAh(p¯)
‖z¯ki‖2 + ‖z¯kj‖2 − ‖z¯ij‖2
2‖z¯ki‖‖z¯kj‖
(
2‖z∗ki‖‖z∗kj‖
‖z¯ki‖‖z¯kj‖
)
=− 2
∑
(i,j)∈E
|eij(p¯)|2 −
∑
(k,i,j)∈A
|eAh(p¯)|2
(
2‖z∗ki‖‖z∗kj‖
‖z¯ki‖‖z¯kj‖
)
+
∑
(k,i,j)∈A
eAh(p¯)
‖z¯ki‖2 + ‖z¯kj‖2 − ‖z¯ij‖2
2‖z¯ki‖‖z¯kj‖
(
2‖z∗ki‖‖z∗kj‖
‖z¯ki‖‖z¯kj‖
− ‖z
∗
ki‖2
‖z¯ki‖2 −
‖z∗kj‖2
‖z¯kj‖2
)
(58)
where z∗ij = p
∗
i − p∗j and it holds that ‖z¯ik‖2βp¯k +
‖z¯jk‖2αp¯j + ‖z¯ij‖2γp¯i = 0. From Lemma 11, the incorrect
equilibrium point p¯ lies on a 1-dimensional space. Thus,(‖z¯ki‖2+‖z¯kj‖2−‖z¯ij‖2
2‖z¯ki‖‖z¯kj‖
)2
=
(
cos θkij
)2∣∣∣
p=p¯
= 1, which im-
plies that
eAh(p¯)
(‖z¯ki‖2 + ‖z¯kj‖2 − ‖z¯ij‖2
2‖z¯ki‖‖z¯kj‖
)
= 1− (cos θkij)∣∣p=p∗ (cos θkij)∣∣p=p¯ ≥ 0. (59)
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It also holds that
(
2‖z∗ki‖‖z∗kj‖
‖z¯ki‖‖z¯kj‖ −
‖z∗ki‖2
‖z¯ki‖2 −
‖z∗kj‖2
‖z¯kj‖2
)
=
−
(‖z∗ki‖
‖z¯ki‖ −
‖z∗kj‖
‖z¯kj‖
)2
≤ 0. Therefore, we have p∗>[E(p¯) ⊗
Id]p
∗ < 0 when E 6= ∅. Similarly, when E = ∅, it also
holds that p∗>[E(p¯)⊗ Id]p∗ < 0. However, this conflicts with
pˆ>[E(p¯)⊗ Id]pˆ ≥ 0 for any configuration pˆ. Hence, we have
the statement.
Theorem 7. The system (25) at any incorrect equilibrium
point p¯ is unstable.
Proof. Since J¯(p¯) is of the form (55), if E(p¯) has at least one
negative eigenvalue then J¯(p¯) also has at least one negative
eigenvalue. From Lemma 12, we know that E(p¯) has at least
one negative eigenvalue and the matrix J¯(p¯) also does. Since
eigenvalues of J¯(p¯) and J(p¯) are the same, J(p¯) also has at
least one negative eigenvalue. Hence, the system (25) at any
incorrect equilibrium point p¯ is unstable.
B. Almost global stability on 3-agent formation in R2
This subsection shows that if a configuration p does not
belong to Pi then p does not approach Pi as time goes on.
Finally, this subsection provides the main result of the almost
global stability on 3-agent formations in R2.
Lemma 13. Let p(0) denote an initial formation. If p(0) given
by the gradient flow law (25) does not belong to the set of
incorrect equilibria, Pi, then p(t) does not approach Pi for
any time t ≥ 0.
Proof. For a 3-agent formation in R2, an incorrect equilibrium
point p¯ always lies on a hyperplane, i.e. rank(Cp¯(t)) < d from
Lemma 11. Additionally, the linearized version of the system
25), i.e. negative Jacobian J(p), at an incorrect equilibrium
point p¯ has at least one negative eigenvalue from Theorem
7. Hence, this property is proved straightforward by a similar
approach to the proof in [27, Theorem 2].
Theorem 8. If a framework (G, p(0)) with n = 3 vertices is
minimally and infinitesimally weakly rigid and p(0) is not in
the incorrect equilibrium set Pi in R2, then p(0) exponentially
converges to a point in the desired equilibrium set P∗.
Proof. We define a Lyapunov candidate function as V (e) =
1
2e
>e. Notice that V (e) ≥ 0 with V (e) = 0 if and only if
e = 0 and V is radially unbounded. The time derivative of
V (e) along a trajectory of e is calculated as
V˙ = e>e˙ = −e>RWR>W e = −‖R>W e‖2. (60)
We know that V˙ ≤ 0, V˙ is equal to zero if and only if R>W e =
0. From Theorem 7, Lemma 13 and the assumption that p(0) /∈
Pi, it follows that e → 0 asymptotically fast and the error
system (26) has an asymptotically stable equilibrium at the
origin.
From p(0) /∈ Pi, the initial positions do not lie on a 1-
dimensional space, i.e. Cp(0) is of full row rank. Then, from
Lemma 7-(vi), rank (RW (p(0))) = rank (RW (p(t))) for all
t ≥ 0 in Rd. It follows from p(0) /∈ Pi and Lemma 7-(vi)
that RWR>W is positive definite for all t ≥ 0. Henceforth, the
equation (60) satisfies
V˙ ≤ −λ(RWR>W )‖e‖2
where λ denotes the minimum eigenvalue of RWR>W along
this trajectory. Moreover, since V = 12e
>e, the following
inequality holds.
V˙ (e) ≤ −2λV (e), (61)
and it follows that V (e(t)) ≤ V (e(0))exp(−2λt) by
Gronwall-Bellman Inequality [29, Lemma A.1]. Therefore,
e → 0 exponentially fast and the error system (26) has an
exponentially stable equilibrium at the origin, which in turn
implies that p→ p∗ for all initial positions outside the set Pi,
where p∗ is a desired formation. Hence, we conclude that the
formation control system (25) almost globally exponentially
converges to a desired formation in P∗.
VI. SIMULATION EXAMPLES
We provide three examples to support our main results.
We first define a squared distance error and a cosine error as
eij = ‖zgij‖2 − ‖z∗gij‖2, (i, j) ∈ E and ekij = Ahkij − A∗hkij ,
respectively. For the first simulation, consider a 6-agent for-
mation control system in R2 to show that a desired formation
shape is locally achieved by the control law as discussed in
Section IV. We choose 9 constraints which constitute 1 edge
constraint and 8 angle constraints. By using the constraints, the
desired formation is given as a minimally and infinitesimally
weakly rigid formation, and desired target values are chosen
as ‖z∗g12‖2 = 20, A∗h126 = A∗h324 = A∗h546 = cos 120◦,
A∗h216 = A
∗
h246
= A∗h624 = A
∗
h423
= A∗h456 = cos 30
◦.
The local exponential convergence of the 6-agent formation
control system is shown in Fig. 7. In the simulation, the initial
formation for each agent are given so that it is infinitesimally
weakly rigid close to the desired formation.
For the second simulation, consider another formation con-
trol system such that a desired formation shape is almost
globally achieved by the control law as discussed in Section
V. In this simulation, we choose 3 constraints which consti-
tute 1 edge constraint and 2 angle constraints, and set the
constraints as ‖z∗g12‖2 = 100, A∗h123 = A∗h312 = cos 60◦. The
initial formation is randomly generated except that the initial
formation is collinear. Then, the almost globally exponential
convergence of the 3-agent formation control system in R2 is
shown in Fig. 8. In particular, as the third simulation, if the
initial formation is collinear then the formation converges to
a point in incorrect equilibria as shown in Fig. 9.
VII. CONCLUSIONS
This paper studied the stability for formation control sys-
tems based on the generalized weak rigidity theory in the 2-
and 3-dimensional spaces. We first proposed the generalized
weak rigidity theory with which we can determine rigid
formation shape of a framework by a set of desired inter-agent
distances and angles. In particular, by using a rank condition of
a weak rigidity matrix, we can conveniently examine whether
a framework is infinitesimally weakly rigid or not. We also
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(b) Exponential convergence of the errors. For high convergence
rate of the errors related to the angle constraints, we add propor-
tional gains to the errors.
Fig. 7: Simulation 1: 6-agent formation control with 1 distance
and 8 angle constraints
showed that both weak rigidity and infinitesimal weak rigidity
for a framework are generic properties. Moreover, we explored
the connection between the weak rigidity and distance rigidity
only when E 6= ∅. As an its application to formation control
problems, we proved the convergence properties of the forma-
tion system with the gradient flow law. As the first result of
its applications, we proved the locally exponential stability
for minimally and infinitesimally weakly rigid formations.
Moreover, when E 6= ∅ and E = ∅, we proved the locally
exponential stability and locally asymptotical stability, re-
spectively, for non-minimally and infinitesimally weakly rigid
formations. As the second result of its applications, for the
3-agent formation in the 2-dimensional space, we showed the
almost globally exponential stability of the formation control
system.
Several problems are still open. For example, it is still
tough to prove almost globally exponential stability for 4-agent
formations in the 3-dimensional space.
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