We consider a congestible system serving multiple classes of customers who differ in their delay sensitivity and valuation of service (or product). Customers are endowed with convex-concave delay cost functions. A system manager offers a menu of lead times and corresponding prices to arriving customers, who then choose the lead-time-price pair that maximizes their net utility (value minus disutility of delay and price). We investigate how such menus should be chosen dynamically (depending on the system backlog) to maximize welfare. We formulate a novel fluid model of the problem and show that the cost-balancing policy (based on the convex hulls of the delay cost functions) is socially optimal if the system manager can tell customer types apart. If types are indistinguishable to the system manager, the cost-balancing policy is also incentive compatible under social optimization. Finally, we show through a simulation study that the cost-balancing policy does well in the context of the original (stochastic) problem by testing it against various natural benchmarks.
Introduction
Modern computer and telecommunication systems mean that unlike before, many service providers now have an upto-the minute knowledge of the state of their systems. Here we make use of such system data in the context of dynamic lead-time quotation and pricing. We consider an environment with multiple customer classes that have the same service-time requirements but exhibit different service and lead-time sensitivities. The system manager seeks to minimize total lead-time costs while accommodating as many customers as possible (all customers in our fluid model to follow). Such an objective is most consistent with a facility that provides service to internal customers. If all customers' costs are known to the system manager, then this is a traditional scheduling formulation (Cox and Smith 1961, Van Mieghem 1995) with an additional dimension of leadtime quotation. If the customers' preferences are not fully known, then the presence of heterogeneity forces the system manager to offer menus of transfer prices and lead times that are incentive compatible (Mendelson and Whang 1990, Van Mieghem 2000) . This menu will be changed dynamically according to the congestion in the system.
We assume a convex-concave, or "S-shaped," curve for the customers' lead-time cost functions. Such a curve reflects the customer's attitude as they become more impatient up to an acceptable deadline, but increasingly insensitive once the deadline passes. Such expectations are consistent with the prospect theory of Tversky and Kahneman (1992) . Based on this work, Leclerc et al. (1995) use behavioral experiments to show that the shape of an individual's cost function that describes delay indeed depends on context effects and that, a concave cost function is suitable for long delays. A similar curve to describe homogeneous customers was considered in Ata and Olsen (2009) , which also provides further motivation for such a shape as well as a brief survey of the marketing literature on this topic.
We assume that a quoted lead time must be met, which avoids any "game playing" on the part of the service Operations Research 60(6), pp. 1505 -1519 , © 2012 provider (Spearman and Zhang 1999) . We thus assume deterministic service to be able to predict lead times. In the proposed policy section this will be achieved via a shiftbased approach where quotas are set for each shift. In reality such an assumption may require the use of overtime or expediting. Kapuscinski and Tayur (2007) take a similar approach, whereas Çelik and Maglaras (2008) explicitly model expediting costs to ensure that lead-time quotations are met in the presence of stochastic production.
There are many possible applications of this work. All of them depend on the two key ingredients of convex-concave delay costs and up-to-date knowledge of the system manager about the current state. For the incomplete information case the system manager should be able to charge dynamic transfer prices, which are also incentive compatible. Computing applications such as those described in Mendelson and Whang (1990) seem a particularly fruitful application area.
For another potential application, consider a vertically integrated company where a machine tool supplier (e.g., a stamping die maker) provides equipment for a variety of the firm's assembly plants. Here the "deadline" for an assembly plant is the time by when new equipment should be available to operate the plant. Each assembly plant is managed by a different manager, and each manager orders equipment with different urgency levels. Because all managers have an incentive to demand new equipment "as soon as possible," the firm has implemented transfer pricing for lead times. Further, demand for equipment is highly cyclical, and thus, lead-time transfer pricing may serve best to moderate the wide variation in congestion experienced by the machine tool supplier. Note that, in our model, shipping lead times (if any) are assumed to be on top of (and independent of) the service (or production) lead times that are our focus.
We develop a fluid model of the system manager's leadtime quotation problem and study it under full information, where customer classes are observable. We characterize the optimal policy analytically, which strives to balance the marginal delay costs (in terms of the so-called convex hulls of the delay cost functions) across various classes, cf. Theorem 1. Then we show that the cost-balancing policy of quoting delays is incentive compatible: under the cost-balancing policy, no customer class has an incentive to pretend to be another, cf. Theorem 2. In this vein, this paper extends the literature on social welfare maximizing scheduling rules under incomplete information (Mendelson and Whang 1990, Van Mieghem 2000) . Mendelson and Whang (1990) shows the incentive compatibility of the cå-rule for a multiclass model with linear delay costs, whereas Van Mieghem (2000) generalizes Mendelson and Whang (1990) to include convex customer delay costs and proves the incentive compatibility of the Gcå-rule. Theorems 1 and 2 expand this to convex-concave delay cost structures. As an aside, because the lead times quoted according to the cost-balancing policy need not be modified to ensure incentive compatibility, strategic delay (Afèche 2010) is not observed; such strategic delay seems to arise only in the context of revenue maximization.
Our contribution is hence the cost-balancing policy for dynamic lead-time quotation and pricing when a single firm serves multiple customer classes with convex-concave cost curves. This policy is both readily implementable and incentive compatible. The cost-balancing policy is tested using simulation against a number of reasonable comparison policies and a performance bound in Appendix E (comparison against optimal policies is not practical). It is shown that significant benefits can accrue from using the costbalancing policy.
The paper is organized as follows. Section 2 performs a literature review. Section 3 presents our model and initial formulation, and §4 introduces the fluid model formulation for the model. Section 5 solves the fluid model. A proposed policy for the original system is given in §6. Section 7 concludes. An online appendix is provided with multiple sections. An electronic companion to this paper is available as part of the online version at http://dx.doi.org/10.1287/opre.1120.1117. All proofs are relegated to Appendix A. Appendix B provides a detailed derivation of the full fluid model. The resulting steadystate formulation for the balanced fluid model when the total arrival rate is equal to the service rate is given in Appendix B.1, whereas Appendix B.2 offers an alternative derivation of the fluid model. Appendix C provides extensions of Theorems 1 and 2. Appendix D includes detailed descriptions of the benchmark policies used in Appendix E, which tests the proposed policy numerically.
Literature Review
Our work is one of the two papers that we are aware of that explicitly consider dynamic menus of prices and lead times (the other being Çelik and Maglaras 2008, which will be described further below). However, there are a number of related streams of literature, as well as quite a few individual papers that we discuss below. Only single-firm papers are surveyed; we do not discuss the significant literature on interfirm lead-time competition.
In the traditional due-date quotation literature, customers are quoted lead times but not prices. Keskinocak and Tayur (2004) contains a review of this literature. Chatterjee et al. (2002) consider the marketing aspects of lead-time quotation; they also provide a nice summary of the literature (see their Table 1 ). In the traditional operations pricing literature there is no lead-time quotation dimension.
There is a significant stream of congestion-based pricing work, pioneered by Naor (1969) . A comprehensive treatment may be found in Hassin and Haviv (2003) . The closest literature to our work are papers that explicitly consider both pricing and lead-time decisions of which there has been quite a bit of, mostly recent, work. Early work in this area include Mendelson (1985) , and Mendelson and Whang (1990) , both of which are static models. Extending their Downloaded from informs.org by [128.135.130 .88] on 06 July 2017, at 10:50 . For personal use only, all rights reserved. 1507 work to revenue maximization, Afèche (2010) considers a system with two customer classes, where customers make their choice based on the price and expected queue length. In a similar vein, Katta and Sethuraman (2005) consider multiple customer classes with the same service requirement. Maglaras and Zeevi (2005a) consider Afèche's model in both a deterministic setting and a large-capacity asymptotic setting. Finally, Cui et al. (2009) consider a setting where customers are quoted an admission probability as well as a price and expected delay.
Congestion-based pricing work closest to ours methodologically includes Maglaras (2006) , which has no leadtime quotation but dynamic pricing and sequencing in multiclass single-server queue. Zeevi (2003, 2005b ) also consider congestion-based pricing. Other work in a related vein includes Armony and Maglaras (2004) , Ata (2006) , Bansal and Maglaras (2008) , Besbes and Maglaras (2009), Plambeck (2004) , Plambeck et al. (2001) , Plambeck and Ward (2006, 2008) , Rubino and Ata (2009), Van Mieghem (2000) .
Other applications and motivation for leadtimedependent pricing may be found in Çelik and Maglaras (2008) , Kapuscinski and Tayur (2007) , Keskinocak et al. (2001) . Çelik and Maglaras (2008) consider the combined problem of dynamic pricing, lead-time quotation, sequencing, and expediting decisions. The lead-time offerings are considered fixed, and it is prices that are changed dynamically. A demand function maps the menu of prices and lead times to a vector of demand rates (thus there are no issues of incentive compatibility). Kapuscinski and Tayur (2007) consider lead-time quotation in a discrete-time make-toorder setting. There are two customer classes with (different) linear costs per unit time. No pricing is considered and the costs are incurred by the planner so again no incentive compatibility issues arise. Keskinocak et al. (2001) model revenue-sensitive lead time. They have a model with deterministic service and bound performance of the system using competitive analysis. Charnsirisakskul et al. (2006) study a mixed-integer programming model of a manufacturer who has the ability to set prices to influence demand, reject orders, and set lead times for accepted orders; this paper extends their earlier work in Charnsirisakskul et al. (2004) , where pricing is not considered. Wang and Kapuscinski (2007) consider price and lead-time quotation when customers have probabilistic acceptance functions; they also consider a competitive model. Tang and Tang (2002) consider price discounts for long lead times to prevent order cancellation. Ata and Olsen (2009) consider dynamic lead-time quotation decisions for a single class of customers with convexconcave delay costs. The authors show that a policy, which is qualitatively similar to ours, is asymptotically optimal in the heavy traffic limit. However, Ata and Olsen (2009) consider a single class of customers, whereas we consider multiple classes. Consequently, we need to decide how to prioritize between classes as well, which is not a relevant decision in the setting of Ata and Olsen (2009) . Moreover, we must offer a dynamic menu and ensure its incentive compatibility. Furthermore, the policy proposed in Ata and Olsen (2009) is optimal only asymptotically in the heavy traffic limit (through scaling of costs), whereas we do not scale costs and obtain exact optimality in our fluid model. Finally, due to inherent scaling in the setting of Ata and Olsen (2009) , delayed customers receive excessive leadtime quotations, which can be several orders of magnitude larger than those quoted to customers who are served on an FCFS basis. In contrast, all lead-time quotations are of the same order of magnitude in our setting.
The Model
We consider a congestible system serving N classes of delay-sensitive customers with different valuations and costs of delay. The system is modeled as a single-server queue, and a system manager quotes lead times and prices to customers arriving over time so as to maximize social welfare. In addition, the system manager chooses the sequence in which the customer orders are processed to meet all quoted lead times. The system manager's decisions must be nonanticipating in the usual sense. A delay quotation of í costs c i 4í5 for a class i customer for i = 11 0 0 0 1 N , where c i 405 = 0. Shorter lead times are more attractive to customers. In other words, the delay cost function c i 4í5 is strictly increasing in the quoted lead time í for each class i. A class i customer receives a reward R i from the service, and they arrive to the system according to a Poisson process with rate ã i . In order to guarantee that the quoted leadtimes are always met, we restrict attention to deterministic production. The deterministic service rate is å; all classes require the same service.
We assume that delay costs are convex-concave. To be specific, letting D i 2= c É1 i 4R i 5 denote the maximum delay acceptable to a class i customer, we assume that c i 4 · 5 is strictly convex on an interval 601 d i 7, and concave on 6d i 1 D i 7 for i = 11 0 0 0 1 N . The basic idea is that d i represents i's deadline, and i is increasingly impatient leading up to this deadline and increasingly more tolerant after the deadline.
We rank the classes according to the impatience levels of their customers. Namely, class 1 contains the most impatient customers, whereas class N holds the most patient customers, where the patience level of a customer is defined in terms of the derivative of his delay cost. Formally, we assume that c 0 i 4t5 > c 0 j 4t5 for i < j and t 2 601 D i 7. Furthermore, we assume that an impatient customer has an earlier deadline than a patient customer, i.e.,
N 0 This is because patient customers plan further in advance and have a longer time frame until their intolerance point (the point where the curve switches from convex to concave) is reached. Lastly, a patient class can tolerate a longer maximum delay, that is, We do not assume an ordering on the rewards, but depending on the differences between the cost functions, there will be a limit to the differences in rewards between classes.
To facilitate our analysis, let h i denote the maximal convex function such that h i t c i t for t ∈ 0 D i and i = 1 N . Defining
it is easy to see that if t * i > 0, then
otherwise.
Also note that if t * i = 0, then h i t = tR i /D i for t D i . An illustrative delay cost function and its convex hull are displayed in Figure 1 .
Note that the convex hull function h i is linear beyond t * i and has the slope c
Despite c i t > h i t for t > t * i , we show below that by using clever scheduling and leadtime quotation rules, the system manager can achieve this effective slope c ′ i t * i . That is, the system manager can (as described in the next section) obtain the convex-hull function h i as the realized delay cost, instead of the higher delay cost c i .
Because c ′ i t c ′ j t for i < j and t ∈ 0 D i , the delay cost functions satisfy c i t c j t for i < j and t ∈ 0 D i (1) which is consistent with our interpretation of patient and impatient customers. Also note that the function c i − c j · is increasing for i < j and t ∈ 0 D i . The system manager's objective is to maximize social welfare either with or without observing the classes of the customers. In the incomplete information case, the system manager offers a menu that will be updated dynamically over time depending on the system status. To be An illustrative delay cost function and its convex hull.
specific, the system manager offers a menu of prices and lead times p i t i t i = 1 N at time t, where p i t i t is intended for a class i customer arriving at time t for t 0. Let p t = p 1 t p N t ′ and t = 1 t N t ′ denote the price and lead-time schedules for t 0.
The system manager must design a mechanism given that she cannot observe the class of the arriving customers. For admissibility of a mechanism, the associated menu of price lead-time pairs must satisfy the following individual rationality (IR) and incentive compatibility (IC) constraints. The IR constraint dictates that each customer receives a nonnegative surplus, 1 i.e.,
The IC constraint ensures that choosing the price lead-time pair p i t i t designed for class i is in the best interest of a class i customer arriving at time t. That is, for i = 1 N and t 0
Notice that a class i customer would not find the price lead-time pair p j t j t designed for class j attractive if j t exceeds his maximum delay tolerance D i . When uncertainty causes congestion, the system manager quotes positive delays. Hence, depending on the congestion she may need to make tactical changes to her prices as well. In what follows, motivated by the (IR) constraints, we will express the prices as follows:
where i t 0 denotes the potential price discount for class i customers at time t. Then, the (IR) constraint (2) can be written as:
Next, using (4) we rewrite the (IC) constraint (3) as:
We also require that all quoted lead times are respected. The system manager seeks to maximize the expected long-run average of total welfare in the system, which is given by because the prices p i 4t5 are just a monetary transfer between the system manager and the customers. The system manager's problem can equivalently be expressed as one of minimizing the long-run average delay costs given by
The problem formulation is simplified by Proposition 1.
Proposition 1. For any mechanism that satisfies the IR and IC constraints (5)- (7), we have that
Moreover, for any lead-time quotation schedule 8í4t52 t ae 09 satisfying (9), the discount schedule 8"4t52 t ae 09 with
for i = 11 0 0 0 1 N É 11 (11) satisfies the IR and IC constraints (5)- (7). The existence of a feasible discount schedule 8" i 4t52 i1 t9 relies on the fact that when (9) holds, it is sufficient to impose the IC constraint only between consecutive classes, in which case there are multiple feasible discount schedules. The choice of the discount schedule 8"4t52 t ae 09 is irrelevant to the problem formulation as long as the IC constraint is satisfied, because the prices p i 4t5 are just a monetary transfer between the system manager and the customers and do not affect the total welfare. The specific discount schedule 8"4t52 t ae 09 given in (10)- (11) minimizes the total discount offered to all classes and ensures that (6) binds between consecutive classes. Using Proposition 1, without loss of optimality the incentive constraints (6)- (7) can be replaced by (9).
A simpler problem formulation is the full information formulation, where the system manager can observe the classes of arriving customers. That is, the IC constraint is dropped. Unfortunately, neither the full information nor the incomplete information formulation is analytically tractable.
In what follows, we formulate and analyze the corresponding fluid models, which are far more tractable than their counterparts. First, we solve the fluid model of the full information problem. Building on that solution, we then solve the fluid model for the incomplete information case and propose a policy for the stochastic system based on that solution.
Finally, we wish to impose in the above formulation that class i customers are never quoted lead times larger than their maximum tolerable delay 2 D i . Whereas imposing such a constraint in a stochastic system is not generally meaningful, they can be imposed in a fluid model. Moreover, our simulation study shows (in the stochastic setting) that 99057% of all customers are quoted delays that are shorter than their maximum tolerable delays under the costbalancing policy proposed based on the analysis of the fluid model.
A Fluid Model
The lead-time quotation problem introduced in the preceding section is not tractable analytically. Therefore, as is common in the operations research literature, we consider a fluid model. The fluid approximation can be viewed as a deterministic, flow-based counterpart of the original problem, and derived from the original problem through a law of large numbers argument rigorously; see, for example, Dai (1995) and Maglaras (1999) .
Fluid models are used typically when one is interested in the first-order performance analysis in complex dynamic resource allocation problems. They correspond to deterministic, flow-based counterparts of the original problem (Chen and Yao 2001) . While fluid models assume away uncertainty, they often retain the most important trade-offs in complex problems. As such, their solutions provide important structural insights and readily implementable policies.
In what follows, we present a balanced fluid model and its steady-state analysis, which is derived from a richer fluid model 3 advanced in Appendix B. As a modeling contribution, the fluid model of Appendix B incorporates the leadtime quotations and the resulting capacity commitments in a rather explicit mathematical form. Such richness in the state description gives rise to an infinite-dimensional (or measure-valued) fluid model, which is considerably more complex than the usual fluid models. Surprisingly, we can solve this rather complex problem analytically in the important special case of a balanced fluid model, which lends itself to a tractable steady-state analysis.
The balanced fluid model allows us to trade-off the delay cost implications of allocating server effort across classes given any level of workload in the system. We use the insights and policy prescriptions derived from it to propose a policy for the stochastic system. The balanced system assumption corresponds to the setting where congestion matters most, i.e., when the system is under heavy traffic. Alternatively, due to uncertainty, one can imagine the stochastic system being either lightly or heavily congested. On the one hand, when the system is not congested, i.e., when the congestion concerns are less important, our policy based on the balanced fluid model supports FCFS sequencing within a class and cost-rate balancing across classes, which is consistent with the cå and Gcå rules. On the other hand, when the system is congested, the balanced fluid model is directly applicable, which is when the congestion concerns are most important.
To be specific, in the balanced fluid model, we assume that å = P N i=1 ã i , which enables us to perform a steadystate analysis. Under the balanced system assumption, we Downloaded from informs.org by [128.135.130 .88] on 06 July 2017, at 10:50 . For personal use only, all rights reserved.
Operations Research 60(6), pp. 1505 -1519 , © 2012 are effectively looking for stationary policies to minimize the customer delay costs. In essence, we search for delay cost minimizing policies that retain the same (stationary) workload profile over time. Such workload profiles are often called efficient workload configurations (Maglaras 2006) . The term efficient reflects the idea that the configuration can also be thought of as a snapshot view of the workload in its minimum cost configuration, and as such gives a lower bound for costs in the corresponding stochastic system; see Maglaras (2006) for further discussion of efficient workload configurations.
As alluded to above, we will solve for the optimal stationary control and the corresponding stationary system state. Accordingly, the system manager exerts control on the system by choosing the (stationary) commitment allocation functions¯ i 0 D i → 0 1 for each class i, where¯ i is nonincreasing with¯ i 0 = 1 and dictates the lead-time quotation as follows: a mass i¯ i s of class i customers will be quoted lead times of s or longer for s ∈ 0 D i . In other words, a fraction¯ i s of class i customers will wait longer than s time units. The corresponding state of the fluid model (in steady state) can be described by the (capacity) commitment schedule
N , where i s denotes the capacity committed to serving class i customers s time units from the current time.
The control¯ determines the (stationary) system state as follows:
To see this, note that the change in total future commitments to serving class i that is more than s time units into the future is equal to i¯ i s − i s . This is because i¯ i s new commitments are made due to arrivals now and i s units of future capacity becomes available with time advancing and those commitments are no longer more than s time units into the future. By stationarity, we must have the change in total future commitments (to serving class i that is more than s time units into the future) equal zero, which gives (12).
4
Figure 2 depicts the quantities described above for a hypothetical system with three classes and workload equal to 1 + 2 2 + 3 3 . Here, all incoming class i customers are quoted lead times of i, and hence¯ i s = 1 for s i and equals 0 otherwise. Notice that the capacity commitment for each class is simply i for s i and is zero otherwise, i.e., i s = i = i¯ i s for i s.
The capacity constraint is given as follows:
Let W denote the total workload in the system. By choosing the commitment schedule i for each class i, the system manager also decides how the workload W is Commitment schedule for a hypothetical system with three classes.
divided among each customer class. In particular, under the stationary commitment schedules, the workload in the system consisting of class i customers is given by
where the second equality follows from (12). Clearly, for a given total workload W in the system, the commitment allocation functions¯ i are feasible only if
As in §3, cf. the IC constraint (9), the system manager chooses the commitment allocation functions so that the incentive compatibility constraints are satisfied. Note that i · = 1 −¯ i · can be viewed as the cumulative distribution function of the lead times quoted to class i. We interpret i s as the fraction of time the arriving class i customers are quoted lead times s or less, which can be understood through a time-division policy in the original (discrete) system. With this interpretation, the IC constraint (9) corresponds to the following constraint on the cumulative allocation functions:
In other words, under a time-division implementation, (15) holds if and only if class j customers receive longer lead times than class i customers (for i < j) at all times, which is equivalent to (9). With the same interpretation, the expected delay cost rate incurred by class i customers is given bȳ
The objective of the fluid model is to maximize social welfare or, equivalently, to minimize the delay costs incurred by customers. The system manager's problem Downloaded from informs.org by [128.135.130 .88] on 06 July 2017, at 10:50 . For personal use only, all rights reserved.
is therefore to choose the commitment allocation functions, i.e., nonincreasing, left-continuous (with right limits)Í i 2 601 D i 7 ! 601 17 withÍ i 405 = 1 for i = 11 0 0 0 1 N so as to
subject to (12)- (15)1 (16) which can be simplified further by making the following observations. First, note that the objective of minimizing total delay costs, cf. (16) can be rewritten using integration by parts (for Riemann-Stieltjes integrals using c i 405 = 0) as follows:
Second, notice that the capacity constraint (13) is readily satisfied because
Then, ignoring the capacity constraint (13) and rewriting the total delay cost as in (17), the formulation simplifies to the following: Choose steady-state commitment allocation functionsÍ i for i = 11 0 0 0 1 N so as to minimize 
Otherwise, the newly arriving customers would be quoted delays larger than their maximum tolerable delays.
In the next section, we first study the system manager's problem under full information, ignoring the IC constraint (20). Then, building on that analysis, the incomplete information case is studied.
The Solution to the Fluid Model
In this section, we consider the case where the classes of arriving customers are observable. We propose the costbalancing policy based on the convex hulls and show that it minimizes the total delay cost under full information. Under full information, the IC constraint (20) can be relaxed. This provides an upper bound on the total welfare that can be attained. Ignoring the IC constraint (20) from the formulation (18)- (20), the problem of finding the efficient workload profile and optimal delay quotations simplifies to the following: Choose steady-state commitment allocation functionsÍ i for i = 11 0 0 0 1 N so as to minimize
The full information problem (21) involves two aspects of delay cost minimization. First, given workload W i allocated to class i, the commitment allocation functionÍ i should minimize the delay cost incurred by class i customers. Second, the total workload W should be distributed efficiently among classes such that all classes experience the same marginal delay cost. This is because if class i incurs a larger marginal delay cost than class j under a given workload distribution, the total delay cost can be reduced by decreasing W i and increasing W j by the same amount. To facilitate the analysis, let a i denote the effective slope of the cost function under long delays for class i customers, i.e., for i = 11 0 0 0 1 N ,
Notice that a i is the steepest slope of the convex hull h i of the cost function c i . The effective slope a i under long delays for class i can be interpreted as the marginal cost of quoting long delays to class i customers. On the one hand, for t ∂ t ⇤ i , c i 4t5 is convex increasing and c 0 i captures the delay sensitivity of class i customers for short delays. On the other hand, a i is the marginal cost of increasing the lead time of a class i customer when he is quoted lead times in the range 6t ⇤ i 1 D i 7, and hence, captures the sensitivity of class i customers to large delay quotations under congestion. While this interpretation is precise when the delay cost c i is replaced by its convex hull h i , it is not obvious how one achieves the effective slopes corresponding to the convex hull functions (for large delays) under the original delay costs. Nonetheless, as readers will see below, we show that by choosing the scheduling policy carefully, one can achieve the delay cost of h i as opposed to c i , and hence, the effective slope of a i (under large delays). When the total workload W is allocated among classes, the system manager measures the marginal delay cost of class i by h 
where á i 4x5 = 0 for x < h 0 i 405. In words, á i 4x5 provides the maximum lead time that can be quoted to class i customers without incurring a marginal delay cost in excess of x.
In determining the distribution of the total workload W to each class, the system manager should take into account the resulting marginal delay cost for each class. For a given Downloaded from informs.org by [128.135.130 .88] on 06 July 2017, at 10:50 . For personal use only, all rights reserved.
Operations Research 60(6), pp. 1505-1519, © 2012 INFORMS total workload W , let
denote the minimal marginal delay cost if W is distributed among various classes such that the marginal delay cost is the same for all classes. In what follows, we will show that this is an efficient distribution of workload among classes. Because i x is nondecreasing for all x (see the proof of Theorem 1), W is nondecreasing in W , and hence it becomes increasingly costly to delay customers when the total workload increases.
The following theorem provides a complete solution to the system manager's problem (21) 
The optimal commitment allocation function¯ i achieves the delay cost rate provided by the convex hulls h i for i = 1 N . Figure 3 illustrates the (capacity) commitment schedule i for optimal¯ i , where i s = i¯ i s for i = 1 N and s ∈ 0 D i , cf. Appendix B.1. The optimal commitment allocation function¯ i and commitment schedule i correspond to the following delay quotations for class i:
Set capacity_j = j / n i=1 i for j = 1 to N for (t = 0 to T) for (j = 1 to N) Figure 3 . The optimal commitment schedules corresponding to Proposition 1. In all three cases, the delay cost incurred by class i customers is the same under c i and its convex hull h i , because h i t = c i t for t t * i and t = D i . Therefore, the convex hulls h i i are the effective delay cost functions that are used by the system manager to distribute the total workload. In case (ii), W is chosen to equate the fraction of customers that are quoted their maximum possible delays across all classes with unfilled commitment schedules. This feature of the optimal policy helps to achieve incentive compatibility under incomplete information. Note that there are other ways of optimally distributing the workload among classes, which would lead to a violation of the IC constraint. Such a policy is described in Appendix A.
The optimal distribution of the total workload W ensures that the marginal delay cost for all classes (for which not all customers are quoted the maximum acceptable delay) are the same under the convex hull functions. The costbalancing policy can pictorially be represented as filling the commitment schedule of each class i "horizontally" until t * i and "vertically" thereafter, cf. Figure 3 . If the workload W i allocated to class i is small enough that all customers receive lead times shorter than t * i , the optimal commitment schedule i s is filled (i.e., i s is set to its maximum value i ), starting from the smallest available lead times, cf. case (i) of Figure 3 . This is equivalent to first-come-firstserve service within a class, which is optimal under convex costs. As the workload W i allocated to class i increases and it is no longer possible to quote all class i customers lead times shorter than t * i , the commitment schedule is filled vertically for s ∈ t * i D i . To be precise, i s = i W for all s ∈ t * i D i , which implies that in a given instant, 4W 5 = 0 if a i = Å4W 5 for some i = 11 0 0 0 1 N . Therefore, the commitment schedule Ü i 4s5 is filled vertically after t ⇤ i until no more workload can be allocated to class i, cf. case (iii) of Figure 3 . We will refer to this policy as the cost-balancing policy based on convex hull functions.
Building on Theorem 1, we analyze the problem under incomplete information, where IC constraints are germane. Because the full information formulation (21) relaxes the incomplete information formulation (18)- (20), it suffices to show that the full information solution is incentive compatible; the following proposition will then be essential.
Proposition 2. The convex hulls of delay costs of various customer classes are ordered in the following sense:
. Proposition 2 shows that the same ordering among classes is preserved when the delay cost c i is replaced by its convex hull h i . Because the cost-balancing policy strives to balance the marginal delay cost in terms of convex hulls across classes, Proposition 2 suggests that more impatient classes receive shorter delay quotations than patient ones under the cost-balancing policy so as to achieve the same marginal delay cost. Intuitively, class i customers receive shorter lead times under the cost-balancing policy than class j customers for i < j when both classes are quoted lead times less than t ⇤ i and t ⇤ j , respectively. However, it is not immediately obvious how the lead times quoted to each class compare when one class receives large delays. The following theorem proves that the ordering among classes provided by Proposition 2 always guarantees shorter delays for impatient classes under the cost-balancing policy.
Theorem 2. The cost-balancing policy is incentive compatible, and hence, optimal for the incomplete information problem (18)-(20).
The cost-balancing policy achieves incentive compatibility by quoting shorter delays for impatient classes regardless of the level of congestion in the system. However, our choice of î4W 5 as in case (ii) of Theorem 1 is crucial in establishing the incentive compatibility of the costbalancing policy because it ensures that at least the same fraction of a patient class receives large delays as an impatient class if the system happens to be congested for both of them. Indeed, there is a continuum of delay-minimizing policies that fail to be incentive compatible.
5 This observation shows that one should take additional care in ensuring the incentive compatibility of delay-minimizing policies under convex-concave delay costs.
Based on the analysis of the fluid model, we next propose a policy for the original (stochastic) problem. In particular, the proposed policy closely mimics the cost-balancing policy in a more practical discrete-review framework.
Proposed Policy
In this section, we interpret the cost-balancing policy under stochastic arrivals. Recall that this policy minimizes the total delay costs in two ways. First, the delay quotations should minimize the delay cost of customers in each class. Second, the total workload should be distributed efficiently among classes. Accordingly, the policy we propose consists of two parts: First, we assign lead times to minimize the expected delay cost of each class. Second, we make periodic adjustments to future capacity commitments to distribute workload efficiently. The lead-time quotations aim to effectively achieve the delay cost provided by the convex hulls for each class.
We adopt a discrete-review framework. 6 The periods in this framework correspond to production periods and are the measurement unit of the lead times. For instance, if the lead times are measured in days, then the production period lasts a day. The manager will quote menus of discounts and lead times 84" t 1 í t 52 t ae 09 dynamically to customers arriving over time, where the lead times will be integer multiples of the production period.
The system manager also decides on the review period, where, at the beginning of each review period, she assesses and adjusts the overall system to improve performance in case of any workload misallocations. This can be thought of as a weekly review of service plans and schedules. However, the manager should be cautious about too much interference because the system is inherently uncertain and small fluctuations will often balance themselves out. The review period length is ä production periods and the system manager reviews the status at times t k = kä for k = 01 11 21 0 0 0 . The system manager also chooses the initial allocation of capacity across classes for each production period. That is, the system manager decides on the number å i of class i jobs to nominally process in a production period for all i = 11 0 0 0 1 N such that
The ratio å i /å simply corresponds to the proportion of the production period initially dedicated to class i, which is constant across all periods. This initial allocation may be altered as jobs arrive, in a manner to be described later. Recall that production is assumed to be deterministic.
As customers arrive, the system manager quotes them lead times but does not decide exactly when to process the jobs in the upcoming periods. The possible lead times are labeled so that the minimal lead-time quotation is referred to as zero periods. At time t ae 0, the system state is given by the (capacity) commitment schedules 8Ü t i 4l52 l = 01 11 0 0 0 1 D i 9 for i = 11 0 0 0 1 N . Note that the commitment schedulesÜ t i are the discrete-review analogs of commitment schedules for the fluid model, cf. Figure 3 . The commitment scheduleÜ t i simply corresponds to the amount of future server capacity reserved for class i in each of the next D i processing periods. That is, as of time t, the server is committed to serveÜ t i 4l5 class i jobs during production Downloaded from informs.org by [128.135.130 .88] on 06 July 2017, at 10:50 . For personal use only, all rights reserved.
Operations Research 60(6), pp. 1505-1519, © 2012 INFORMS period ël +tí+1. Class i jobs to which future server capacity is reserved constitute the class i processing queue.
Because a customer chooses the discount-leadtime pair that maximizes his surplus, the system manager must offer menus that are incentive compatible. Recall from Proposition 1 that, given lead-time quotations satisfying í t i ∂ í t j for all i < j and t ae 0, the discounts chosen as in (10)- (11) satisfy the IC constraints (6)-(7). Therefore, in what follows, we will only characterize the lead-time quotations and ensure that í t i ∂ í t j for all i < j and t ae 0. However, it is important to note that every time we refer to lead-time quotations, they are accompanied by corresponding discounts satisfying (10)- (11), ensuring that each customer chooses the discount lead-time pair that is intended for him.
During each new production period, the server works on customer requests of any class committed to be fulfilled during the current period. These jobs can include only those that were already in the system at the beginning of the current period. At the end of the period all capacity commitments are now one processing period closer to being fulfilled and therefore, the future commitment for each class is shifted earlier by one period.
7
Appendix E tests the proposed policy numerically using benchmark policies that are described in detail in Appendix D. The full descriptions are not included here for space considerations. It is important to clarify that our goal is not to evaluate the effectiveness of our policy relative to the benchmarks for all possible shapes of the cost function and all possible ranges of parameter values. Indeed, we believe that such a study makes little sense without industry data to guide the parameter values and functions. Instead, we seek to see if it is indeed possible for the proposed policy to yield significant cost savings and to provide insight into how the proposed policy results in such savings. On the former point it is found that, indeed, significant savings are possible. For example, a 37% average welfare improvement over first-come-first-serve (FCFS) is found for the specific case described in Appendix E.
We now describe the lead-time quotation rule in detail. We then give a formal definition of the efficient commitment schedule in discrete time and describe the workload adjustment algorithm.
Lead-Time Quotation Rule
During each review period, the system manager quotes a menu of discounts and lead times to customers dynamically based on the commitment schedule for each class. She strives to achieve the convex hull h i of the delay cost for each class i = 11 0 0 0 1 N by mimicking the cost-balancing policy. To be specific, as in the cost-balancing policy, she fills up future commitments first horizontally (until t ⇤ i ), then vertically until D i . In certain instances, this entails quoting large delays to a patient class to reserve server time for a potential impatient class arrival. At the same time, the system manager does not wish to waste service capacity by idling the server. Therefore, on occasion jobs may be moved earlier in the commitment schedule (without changing the quoted leadtime) to fully utilize available service capacity.
To facilitate the description of the lead-time quotation rule, we next define the time index of the earliest possible lead time that can be quoted to an arriving customer. If the commitment schedule is to be filled horizontally up to l processing periods, let í t i 4l5 denote the earliest possible lead time shorter than l processing periods that can be quoted to a customer if he is placed in class i's processing queue at time t, i.e.,
Similarly, if class i's schedule is to be filled vertically for processing periods later than l, letí t i 4l5 be the processing period for whichÜ i is the smallest (with ties broken in favor of the earliest processing period). Then, By definition, í t i ∂ í t j for i < j. Observe that class i customer requests can be placed in the processing queue of class j > i if this results in a shorter lead-time quotation for class i customers, cf. (26). However, a class j customer request is never placed in the processing queue of class i < j.
8 That is, impatient customers can be placed in the processing queue of patient ones if this results in a shorter lead-time quotation, but patient customers are never put in the queue of impatient customers. Pseudo code for this quotation algorithm is given below for a customer of class "type" arriving at time t, with t_i = t no feasible quote available, turn away customer and break mindelay = min(delay_j such that height_j < capacity_j: j = type to N) minj = argmin(delay_j such that height_j < capacity_j: j = type to N) INC (future_commitment_minj(mindelay),1) UpdateQuotationCosts(type,mindelay,minj) } } The intuition behind the lead-time quotation rule is to quote so as to achieve the delay costs dictated by the convex hull functions for each class. As described above, commitments are incentive compatible because available space in the schedule of more patient classes is filled first. If the workload is already configured efficiently and some class i is congested, then this algorithm corresponds to quoting the first set of arrivals t ⇤ i , and distributing any remaining arrivals from left to right, to vertically build between t ⇤ i and D i . Filling from the left, rather than from the right or randomly, is for incentive compatibility reasons.
Efficient Commitment Schedule in
Discrete Time To facilitate the description of the proposed policy in a discrete-review framework, we "extend" several definitions introduced for the fluid model to a setting in discrete time. At time t k , the minimal marginal delay costÅ4W 4t k 55 that can be achieved by distributing the total workloadW 4t k 5, cf. (29), efficiently among classes is equal tõ
wherẽ
Notice thatá i is the discrete-review framework analog of á i , cf. (24). The efficient commitment scheduleÜ
that achievesÅ4W 4t k 55 for each customer class i for i = 11 0 0 0 1 N is given as follows:
for s ∂á i 4Å4W 4t k 5551 and otherwiseÜ
and otherwiseÜ
t k i 4s5 = å iî 4W 4t k 55, wherẽ î4W 4t k 55 = ⇠W 4t k 5É P 8i2Å4W 4t k 556 =a i 9 å iái 4Å4W 4t k 555É P 8i2Å4W 4t k 55=a i 9 å i t ⇤ i P 8i2Å4W 4t k 55=a i 9 å i 4D i Ét ⇤ i 5 ⇡ 0 (iii) IfÅ4W 4t k 55 > a i , thenÜ t k i 4s5 = å i for s = 01 11 0 0 0 1 D i .
Reconfiguration Algorithm
The adjustments to future schedules happen only at the beginning of a review period, when the system manager solves for the minimum cost configuration of already existing commitments. Then she tries to drive the current schedule towards the efficient one by rearranging the scheduled processing time of each job without violating the promised lead times. Pseudo code for the reconfiguration algorithm may be found at the end of this subsection. At the start of the 4k +15st review period (i.e., at time t k ), the system manager observes the total number of future commitments. Then, she solves for the efficient distribution of commitments across classes and periods. In doing so, the lead times associated with the existing commitments are tentatively ignored. The system manager also acts as if the current total workload would be retained over time and hence calculates its minimum cost configuration. As in the cost-balancing policy, the efficient commitment schedulesÜ Operations Research 60(6), pp. 1505 -1519 , © 2012 which is the approach we take in the proposed reconfiguration algorithm.
At time t k , the total workloadW 4t k 5 in the system is given bỹ
Then,Å4W 4t k 55 is the minimal marginal delay cost that can be achieved by distributing the total workloadW 4t k 5 efficiently, whereÅ4 · 5 is the discrete-review analog 9 of the efficient delay cost rate Å4 · 5 of the fluid model, cf. (23). The efficient commitment scheduleÜ
k 55 for each customer class i = 11 0 0 0 1 N is identical to the optimal workload distribution of Theorem 1; §6.2 detailed the exact derivations ofÜ t k i andÅ. We consider two cases: (i) the total server capacity committed under the current schedule is less than the efficient level; (ii) the current schedule already committed more server capacity than the efficient level.
Case (i). Consider the case when the total number of commitments for immediate next processing period (i.e., period t k + 1) is less than the total commitments dictated by the efficient schedules, i.e., P N i=1Ü
Then the system manager moves commitments currently scheduled for later periods (period t k + 2 and later) to the earlier processing period. The first candidates for such a reassignment are the ones currently scheduled for period t k + 2. Commitments are moved to the earlier period until one of two following events occurs: reaching the efficient number of total commitments, or having no more commitments in periods t k + 2 and later. The system manager first reserves as much of its capacity for class N jobs as possible without exceeding the efficient levelÜ t k N 405 and setsÜ
The remaining jobs are assigned to the other classes' processing queues, where server capacity is reserved for class j jobs prior to class i for i < j and the system manager iteratively sets
When moving jobs to earlier periods for processing, the system manager first moves the jobs of the most impatient class among the eligible ones. Figure 5 shows both an arbitrary and an efficient schedule for a problem with three customer classes (N = 3) at time t k , i.e., the kth review point. For the consecutive review point (t k + 1), the total server capacity reserved is less than the total number of commitments dictated by the efficient schedules and hence, two jobs that were committed for class 1 in processing period t k + 2 are moved to period t k + 1, cf. the top panel of Figure 5 . The bottom panel of Figure 5 shows the schedule resulting from the reconfiguration of period t k + 1. Next, the algorithm reconfigures the following period (t k + 2) by repeating the same steps. The algorithm's reassignment of four class 1 jobs from period t k + 3 to period t k + 2 is depicted in the bottom panel of Figure 5 . At each iteration, the available schedules are rearranged to mimic the efficient schedules while respecting the already quoted lead times. The algorithm ends with the reconfiguration of the production period most recent in time (i.e., period t k + D N + 1). Case (ii). Consider the case when more jobs are currently scheduled for the immediate next processing period than what the efficient schedule prescribes, i.e., P N i=1Ü t k i 405 < P N i=1Ü t k i 405. Case (ii) can occur in a congested system with few arrivals during earlier review periods such that the efficient marginal delay costÅ4W 4t k 55 decreases. In such a situation, jobs scheduled for the ensuing period are not moved to later periods to respect quoted lead times. However, these jobs are possibly assigned to a different class's processing queue so that we end up committing as close toÜ This guarantees that the excessive number of commitments are predominantly assigned to the processing queue of patient classes. Pseudo code for the reconfiguration algorithm at the start of a review period (e.g., at the beginning of the week) is given below. Reconfiguration of commitment schedules at time t k for customer classes i = 1 2 3.
Note. The top and bottom panels display reconfiguration of the immediate next period and the following one.
INC(workloadcommitted,future_commitment_j(k))} workloadpulled = workloadcommittedworkloadinperiod while (workloadpulled > 0) {This is the workload removed from upcoming periods for (t = k + 1 to T) { for (j = 1 to N) { worktoremove = min(future_commitment_j(t), workloadpulled)) DEC(future_commitment_j(t),worktoremove) DEC(workloadpulled,worktoremove) } } } Case (ii): workloadinperiod > sum(efficient_ commitment_j(k),j = 1 to N) { Commitments exceed efficient level, all current work remains in period DEC(remainingworkload,workloadinperiod) extraworkloadinperiod = sum(future_commitment_ j(k),j = 1 to N) -sum(efficient_commitment_j(k),j = 1 to N) for (j = N downto 1) { previouscommitment = future_commitment_j(k) future_commitment_j(k) = min(capacity_j,future_ commitment_j(k) + extraworkloadinperiod) DEC(extraworkloadinperiod,(future_commitment_ j(k)-previouscommitment)) } } }
Intuitively, the reconfiguration algorithm strives to redistribute the workload among classes (if necessary) so that the workload configuration is closer to the efficient one. Downloaded from informs.org by [128.135.130 .88] on 06 July 2017, at 10:50 . For personal use only, all rights reserved. Tava Olsen is the Ports of Auckland Professor of Logistics and Supply Chain Management at the University of Auckland Business School. She is also the academic director of the New Zealand Centre for Supply Chain Management and an expert in supply chain management, pricing and inventory control, healthcare and service systems, stochastic games, and applied probability.
