Quantum-dot cellular automata ͑QCA͒, arrays of coupled quantum-dot devices, are proposed for quantum computing. The notion of coherent QCA ͑CQCA͒ is introduced in order to distinguish QCA applied to quantum computing from classical digital QCA. Information is encoded in the spatial state of the electrons in the multidot system. A line of CQCA cells can work as a quantum register. The basic single-and multi-qubit operations can be realized by pulses given to the cell electrodes.
I. INTRODUCTION
Quantum computing ͓1-40͔ has attracted attention in the past two decades because it was found that computers exploiting quantum mechanics are able to outperform classical digital computers in certain areas ͑factoring integers ͓33͔, searching ͓7,36͔, etc.͒. Beside designing and analyzing new quantum computing algorithms, significant effort has been made to find a suitable realization for a quantum computer. With the application of nuclear magnetic resonance ͑NMR͒, several groups have created quantum computers ͓10-19͔ up to seven qubits in size. Other implementations employ ion traps ͓34͔, cavity QED ͓35͔, Josephson junctions ͓37-40͔, and semiconductor quantum dots ͓20,25-32͔.
We propose a multiple-quantum-dot structure, quantumdot cellular automata ͑QCA͒ ͓41-49͔, and investigate the basic quantum gates suitable for this implementation. Information is encoded in the position of the electrons inside the QCA cell. The basic single-and multi-qubit operations can be realized by lowering and raising the interdot tunneling barriers. Several other realizations have been proposed using semiconductor quantum dots. The information can be encoded in the electron spin ͓26,32͔, in the position of the electron in the double dot ͓25,31͔, or the ground state and excited state of the electron can be used for logical ''0'' and ''1'' ͓28,30͔. The quantum computing algorithms are performed by manipulating the interdot coupling with magnetic field ͓26͔, optically by laser pulses ͓25,26,30͔ or by using external electrodes to raise and lower the interdot barriers ͓26,31,32͔.
The QCA concept ͓41-49͔ was originally proposed as a transistorless alternative for digital circuit technology at nanoscale. A QCA cell consists of four quantum dots as shown in Fig. 1͑a͒ . The lines in the diagram indicate the possibility of interdot tunneling. The cell has two allowed charge polarizations, Pϭϩ1 and Ϫ1, since the two extra electrons occupy antipodal sites ͓Fig. 1͑b͔͒. When placed in close proximity along a line, QCA cells align with the same polarization. In addition to the cell line, logical gates ͓44͔ and memory ͓50͔ can also be realized. Recently, experiments were done that implemented QCA cells with metal islands ͓51,52͔ as a single-electron tunneling circuit ͓53͔. A semiconductor realization is also being developed ͓56-59͔. QCA cells used for classical computing applications are mostly fully polarized during the operation. Dissipation plays a positive role helping the system to stay near the ground state.
Our aim here is to explore the possibilities of using semiconductor QCA for quantum computing ͓60͔. In the case of quantum computing, the cells are not fully polarized: they can be in a superposition of the Pϭϩ1 and Ϫ1 basis states. Similarly, a cell line can be in a superposition of the multiqubit product states. Unlike classical digital applications, quantum computing ideally needs coherence for correct operation. ͑In real systems, decoherence is always present, thus its effects must be circumvented by error correction.͒ In order to distinguish QCA applied for quantum computing from the classical digital QCA, the notion of coherent QCA ͑CQCA͒ will be used. In Sec. II, the CQCA cell line is used as a quantum register. In Secs. III and IV, the single-and multi-qubit operations are presented. In Sec. V, the decoherence and other issues pertaining to the physical realization are discussed.
II. THE CQCA CELL LINE AS A QUANTUM REGISTER
An N-qubit register can be realized with a line of N CQCA cells as shown in Fig. 2 . The ␥ j tunneling energy is set by external electrodes that lower or raise the interdot barriers of the jth cell. A cell can be turned off by lowering the barriers. ͑When a cell's barriers are extremely low, it does not have a definite polarization and it does not affect its neighbors.͒ Each cell is Coulombically coupled to its left and right neighbors and to the bias electrodes. The biases, P bias, j , are set externally, thus these and the ␥ j 's are the inputs of the quantum register ͓54͔.
There are three main steps when executing a program on the quantum register: writing in the initial state, running the algorithm, and reading out the final state. The initial state can be loaded into the register by setting the biases to ͉P bias, j ͉ ӷ1 and waiting for a time sufficient to settle in the ground state. If P bias, j ӷ1 (P bias, j ӶϪ1), then the cell is forced to the Pϭϩ1 (PϭϪ1) state. The execution of the algorithm is realized with a series of pulses applied to the electrodes of the cell. The final state can be read out by electrometers that are sensitive enough to detect the presence or the absence of an electron ͑e.g., single electron transistor ͓52,53͔͒.
In ͓48͔, a simple Hamiltonian of an extended Hubbard type was used to describe the cell. The relatively weak spinspin interaction between electrons in different dots is ignored. Each quantum dot is considered as a site, internal degrees of freedom being thus ignored. The Hamiltonian employed is given by
Here we use the usual second quantized notation where â i, (a i, † ) annihilates ͑creates͒ an electron on site i with spin . The number operator for electrons of spin on site i is n i, ϭâ i, † â i, . In Eq. ͑1͒, the first term represents the on-site energy of each dot. The potential energy of an electron at dot i due to charges outside the cell, including effects of charges in other cells and the bias electrodes, is V i . The second term accounts for the electron tunneling between sites, with t i, j ϭt for vertical neighbors and t i j ϭ0 for horizontal neighbors and antipodal sites. The third term is the on-site charging cost to put two electrons of opposite spin on the same dot. The last term corresponds to the Coulombic interaction between electrons on different sites within a cell.
Assuming that both double dots have one electron, and the electrons stay in the ground state of the dot, the cell state is a superposition of four basis states: ͉TB͘, ͉BT͘, ͉TT͘, and ͉BB͘. Here T ͑B͒ indicates that the electron is in the top ͑bottom͒ dot. If the E DD electrostatic coupling energy between the double dots inside the cell is much larger than both the energy of the coupling to the neighboring cells and the t tunneling energy, then the diagonal elements in the Hamiltonian corresponding to the ͉TT͘ and ͉BB͘ states are relatively large. Consequently, these states have a very small amplitude during the dynamics. The system can be considered as a two-state system with the basis states ͉TB͘ and ͉BT͘ ͓55͔. Note that state transition happens only through ͉TT͘ and ͉BB͘. Standard second-order perturbation theory leads to an effective tunneling energy ␥Ϸ2t
2 /E DD between the two basis states, where E DD is the energy cost of having both electrons of the cell either on the top or on the bottom dots ͑E DD ϭ͗TT͉Ĥ ͉TT͘Ϫ͗BT͉Ĥ ͉BT͘, tϭ͗TT͉Ĥ ͉TB͘.
A double-dot cell clearly fits the two-state description, however for double-dot cells ͑dipoles͒ the electrostatic coupling decreases with the third power of the distance, thus next-to-nearest-neighbor coupling cannot be ignored. ͓For four-dot cells ͑quadrupoles͒, the strength of the coupling decreases with the fifth power of the distance, thus next-tonearest-neighbor coupling can be neglected.͔ The following deduction would be otherwise the same for double-dot cells, with the tunneling energy ␥ equal to the physical interdot tunneling energy t.
The Hamiltonian for a line of N CQCA cells, modeled as coupled two-state systems, is
The first term describes the tunneling between the Pϭϩ1 and Ϫ1 states. The second term describes the intercell electrostatic coupling. The third one couples the cells to external bias electrodes. E j is the strength of Coulombic coupling between the jth and the ( jϩ1)st cell. It is positive since QCA cells tend to align. ͓For double-dot cells, E j is negative since the cells tend to antialign, and an extra term appears in Eq. ͑2͒ describing the next-to-nearest-neighbor couplings ͓62͔.͔ For reasons explained later, E j is alternating between E 0 and 2E 0 :
The N-qubit register realized with a line of N CQCA cells. Each cell has two inputs: the ␥ j interdot tunneling energy and the P bias, j bias polarization.
Hamiltonian ͑2͒ is isomorphic to that of an Ising spin chain in a transverse magnetic field. The E j and ␥ j terms play the role of the interaction energy and the transverse magneticfield strength, respectively. The ␥ j and P bias, j are setable, however the E j intercell coupling is constant. The polarization of the jth cell can be obtained as the expectation value of the z operator:
With the minus sign, we follow the convention of Ref. ͓61͔ in defining the Pauli spin matrices:
It is possible to construct an effective Schrödinger equation for a single cell using the mean-field approximation ͑see Ref. ͓47͔; these equations can be obtained from the HartreeFock approximation applied to the CQCA line as a manyelectron system͒:
where
The cell is coupled to its left and right neighbors through E left P left and E right P right . ͑One of E left and E right is E 0 , the other is 2E 0 .) The edge cells do not have left or right neighbors, thus for them the corresponding polarizations are taken to be zero. The state vector of a cell can be given as the linear combination of the fully polarized Pϭϩ1 and Ϫ1 basis states ͓see Fig. 1͑b͔͒: ͉⌿͘ϭ␣͉1͘ϩ␤͉Ϫ1͘ϭͫ ␣ ␤ ͬ.
͑8͒
Thus the state of a cell is described by two complex numbers, ␣ and ␤.
The density matrix can also be used to describe the state of a single cell. The main advantage of the density matrix is that it can be used to describe energy dissipation, although such dissipation will not be considered now. The dynamics of the density matrix are given by the Liouville equation,
The density matrix can be expressed as the linear combination of the SU͑2͒ generators, which are the Pauli spin matrices and the unit matrix:
where a ϭ͗ a ͘ for aϭx,y,z. 
where the cross denotes a vector product and
͑12͒
Equation ͑11͒ describes the precession of the coherence vector around ⌫ ៝ . If there is no dissipation or decoherence, the length of the coherence vectors remains unity. In the case of dissipation, further terms are added to the right-hand side of Eq. ͑11͒. The coherence vector describes the state of the cell, while ⌫ ៝ represents the influence of the environment. ⌫ ៝ x depends on the barrier height. ⌫ ៝ z represents the coupling to the bias cell and to the neighbors.
If there is no entanglement during the operation ͑the register remains in a quantum-mechanical product state͒, then the mean-field description gives the same dynamics for the coherence vector as the model with the many-body Hamiltonian does ͓63͔.
Besides the coherence vector description, the quantum gates presented here will also be given by the unitary time evolution matrices computed from the many-cell Hamiltonian of the gates. They fully describe the functionality of the gate; the coherence vector description is useful for making the design of quantum gates clearer.
III. SINGLE-QUBIT ROTATIONS
We consider the elementary single-qubit rotations in space. If ␥ӷE 0 ͑the barriers are low͒ and P bias ϭ0, then ប⌫ ៝ Х͓Ϫ2␥,0,0͔
T , which causes ៝ to precess around the Ϫx axis as shown in Fig. 3 . ͑It is assumed that ␥ϭ0 for all the other cells.͒ The duration of the precession corresponding to a rotation by an angle is
The unitary time evolution operator for this single-qubit rotation is
If ϭ, then the polarization of the cell is inverted, that is, the cell goes from the ៝ ϭ͓0,0,ϩ1͔ T state to the ͓0,0,Ϫ1͔ T state and vice versa, realizing the NOT operation, as shown in Fig. 4 . Another type of single-qubit rotation can be realized if ␥ϭ0 ͑the barriers are high͒ and P bias ӷ1. In this case, ប⌫ ៝ Х͓0,0,2E 0 P bias ͔ T , which causes ⌫ ៝ to precess around the z axis as shown in Fig. 5 . The duration of precession corresponding to a rotation by an angle is
The unitary time evolution operator for rotations around the z axis is
The Hamiltonian ͑2͒ does not contain y , however the rotation around the y axis can still be realized by a series of rotations around the z and x axes:
The gates presented above were operating on a single qubit. It is reasonable to require that the state of the other qubits in the register do not change. This requirement can be fulfilled in the case of two-state systems by turning off the E j intercell coupling for the rest of the cell line, however for the QCA register the coupling is constant. The unused part of the register will undergo time evolution, thus the effect of this time evolution must be examined. The time that would be necessary for the intercell coupling to affect the dynamics considerably is T coupling ϭប/E 0 . In the case of single-qubit rotations, the duration of the operation is much shorter than that ͓compare T coupling to Eq. ͑13͒ with the condition ␥ ӷE 0 , and to Eq. ͑15͒ with the condition P bias ӷ1], thus the change of the state in the rest of the line is negligible for single-qubit operations.
IV. MULTI-QUBIT OPERATIONS
In this section, we examine the multi-qubit operations possible with the Hamiltonian ͑2͒. The scheme for threequbit operations presented here can be seen in Fig. 6 . The middle cell ͑cell no. 2͒ is the target cell, its two neighbors ͑cell no. 1 and cell no. 3͒ are the left and right control cells. The polarizations of the control cells determine what happens to the target cell during the operation. In regard to the multi-qubit operations, ៝ , ⌫ ៝ , ␥, P bias , and E ⌺ without indices refer to the target cell. The bias of both control cells are zero and their barriers are high.
For the three-qubit operations 0Ͻ␥ӶE 0 . Depending on E ⌺ , there are two possibilities for the time evolution of the target cell. FIG. 3 . Rotation around the Ϫx axis. ͑a͒ The rotation in the space. ␥ӷE k ͑the barriers are low͒ and P bias ϭ0, thus ប⌫ ៝ ϭ͓Ϫ2␥,0,0͔
T . ͑b͒ The pulses applied to the ␥ and the P bias cell inputs.
FIG. 4. NOT operation. ͑a͒ The initial state is ៝ ϭ͓0,0,ϩ1͔
T , that is, PϭϪ1. ͑b͒ The final state obtained after 180°rotation around the x axis in the negative direction is ៝ ϭ͓0,0,Ϫ1͔
T , that is, P ϭϩ1.
FIG. 5. Rotation around the z axis. ͑a͒
The rotation in the space. P bias ӷ1 and ␥ϭ0 ͑the barriers are high͒, thus ប⌫ ៝ ϭ͓0,0,2E 0 P bias ͔ T . ͑b͒ The pulses applied to the ␥ and the P bias cell inputs.
͑i͒ If E ⌺ ϭ0, then ប⌫ ៝ ϭ͓Ϫ2␥,0,0͔
T , which causes ៝ to precess around the Ϫx axis.
͑ii͒ If E ⌺ 0, then ប⌫ ៝ Х͓0,0,2E 0 P bias ͔ T , which causes ៝ to precess around the z axis.
For simplicity, suppose that E left ϭE 0 and E right ϭ2E 0 . Substituting that into Eq. ͑7͒, one obtains
Let us examine the behavior of the target cell for the four possible cases when its two neighbors are fully polarized. E ⌺ can be zero only for one of the four possible combinations of P left and P right . For example, choosing P bias ϭϪ3, it is zero only if both P left and P right are ϩ1. ͓The other three possibilities can be selected by P bias ϭϪ1, 1, and 3. Notice that if the E j coupling would not alternate according to Eq. ͑3͒, then the P left ϭϩ1/P right ϭϪ1 case could not be distinguished from P left ϭϪ1/P right ϭϩ1 since E ⌺ ϭE 0 ( P left ϩ P right ϩ P bias ) would be the same for both.͔ Table I shows E ⌺ and ប⌫ ៝ for the four possible states of the neighbors assuming P bias ϭϪ3. If both P left and P right are ϩ1, then the coherence vector of the cell is rotated around the Ϫx axis, otherwise it is rotated around the Ϫz axis. This will be called conditional rotation in the following.
If the left or right neighbors are not fully polarized, then the time evolution of the three cells leads to entanglement and the mean-field-type description of Eqs. ͑11͒ and ͑12͒ can no longer be used. In this general case, the three-qubit gate corresponding to P bias ϭϪ3 can be characterized by a unitary time evolution operator: 
͑19͒
In Eq. ͑19͒, Ϫx and z are the angles of rotation around the Ϫx and z axes, respectively. They both depend on the t duration of the operation:
The labels are showing the three-qubit states ͑the product basis vectors͒ corresponding to the rows and columns of the matrix. ''1'' and ''0'' refer to the ͉1͘ and ͉Ϫ1͘ states. The three digits correspond to the polarization of the left, the middle, and the right cells, respectively. Blank off-diagonal blocks refer to blocks of zeros omitted here for easier understanding. Next, the rotation around the z axis will be eliminated. The rotation around z does not change the state of the target cell if z is an integer multiple of 4. The corresponding constraint for the duration of the operation is 
With the choice of Eq. ͑22͒ for t, rotation occurs around the x axis when P left ϭ P right , however the state of the cells do not change, if P left P right . Thus z can be omitted and Ϫx will be replaced with . Since t is constant, must be set by controlling ␥. Combining Eqs. ͑20͒ and ͑22͒ gives
Applying condition ͑22͒ to Eq. ͑19͒, the following gate is obtained: 
͑24͒
The ''Ϫ3'' refers to a rotation around x with the condition given by P bias ϭϪ3. A variation of this quantum gate can be found in the literature ͓5,8͔ as U or the Deutsch gate ͓15,23͔. The only difference between Eq. ͑24͒ and the Deutsch gate is that cell no. 2 and cell no. 3 are exchanged. For ϭ, the Deutsch gate realizes the Toffoli gate, with an additional /2 phase shift if the target qubit is inverted. The Deutsch gate makes universal quantum computing possible. It follows from Eq. ͑20͒ that the execution time of a multi-qubit gate is tϳ ប
2␥ . ͑25͒
Since ␥ӶE 0 , the execution time of Eq. ͑25͒ is much longer than T coupling ϭប/E 0 . The other drawback of implementing the Û Ϫx,;Ϫ3 gate this way is that it requires an extremely accurate control ͓64͔ of the driver polarization and the intercell coupling in order to achieve a cancellation for Eq. ͑18͒.
If implemented with two-dot cells, the coupling between the control qubit causes further difficulties. Thus it seems to be reasonable to realize universal quantum computing ͓14,21-23͔ instead of the Deutsch gate with the set of single-qubit gates presented in the preceding section and the Û zz, ( j, jϩ1) gate. ͓Û zz, ( j, jϩ1) denotes the time evolution of the register with zero bias polarization, high barriers, and all intercell couplings switched off except for the coupling between the jth and ( jϩ1)th cell. Switching off the intercell couplings is possible with sequences of 180°pulses rotating around x as is done for NMR ͓13͔. When using two-dot cells, the pulse sequences become more complicated because of the more couplings to be eliminated.͔ The execution time of the multiqubit gates ͑two-qubit conditional rotation around x, controlled NOT ͓14͔͒ based on a sequence of single-qubit gates and Û zz ( j, jϩ1) is around T coupling and the requirements on the accuracy of control parameters are less strict.
V. DISCUSSION
It is instructive to compare the CQCA quantum computer to the nuclear spin quantum computers ͓10-19͔. The role of the nuclear spin is now played by the coherence vector. The spin of the nucleus is manipulated by a strong constant magnetic field and a weaker alternating one while the CQCA uses external electrodes to control the interdot tunneling barriers. In the case of a spin quantum computer, there is a spin-spin coupling while the CQCA cells are coupled Coulombically. The classical analogy of the spin-1 2 system is a magnetic dipole. The classical analogy of a CQCA cell is an electric quadrupole ͑or for two-dot cells, a dipole͒. In nuclear or electron spin quantum computing, manipulating individual qubits is rather difficult. The NMR devices are running an ensemble of parallel quantum computers. A related approach ͓26,27,32͔ uses the electron spin in a quantum dot for a qubit, but writing data in and reading data out seems to be technologically very difficult. The technology for writing into and reading out of the individually accessible CQCA cells is already available ͓65͔.
Nuclear and electron spin seem to be ideal candidates for two-state systems. Most other implementations suffer from the problem of the possibility of exciting parasitic, noncomputational energy levels ͑''leakage'' ͓66͔͒. In a CQCA register, the intercell coupling and tunneling can be much smaller than the level spacing of the quantum dot. Thus to get to noncomputational parasitic states requires much more energy than the energy difference between the computational states, unlike in the case of proposals, where the information is stored in the ground state and the first excited state of the electron in the quantum dot.
The limiting factor in the CQCA approach is the shorter decoherence time, which restricts the number of quantum operations. The issue of dephasing in open quantum dots has been addressed in the literature ͓67-70͔. In Ref. ͓67͔, the dephasing time is measured in open ballistic GaAs quantumdots with areas between 0.4 and 4 m 2 and single-mode point contacts. Measurements between Tϭ0.34 and 4 K show that the dephasing time is independent of the dot area and it has both a T Ϫ1 and T Ϫ2 dependence, with a saturation at low temperatures. For Tϭ3 K, the dephasing time is around 2.4 ns. ͑A T Ϫ2 dependence is expected for isolated dots for intermediate temperatures ͓71-73͔.͒ It must be noted that the dot size proposed for QCA ͓41,56-59͔ is much smaller than in the experiments mentioned above. Due to the small dot size, the mean level spacing of the quantum dot is much larger than kT. (⌬ ϭ2ប 2 /m*Aϭ72 meVϭ824 K for a GaAs dot with an area Aϭ100 nm 2 .) References ͓28͔ and ͓29͔ model a quantumdot structure of dots with 4-nm diam. Considering only acoustic-phonon-electron scattering, the dephasing time is obtained as a couple of nanoseconds for Tϭ10 K. It is also an important conclusion of the papers that by choosing the state and the physical parameters properly, the dephasing can be largely suppressed in a quantum-dot array.
Dephasing in double dots was also studied ͓74-77͔. Reference ͓77͔ determines the relaxation time for two Coulombically coupled double dots ͑cell size 60 nm͒, considering also only electron-acoustic-phonon scattering. For damping rate, 0.15 GHzϭ1/6.7 ns is obtained ͓78͔. For the particular structure, E 0 was 0.62 meV. This value for E 0 is consistent with other calculations ͓41͔. In order to get substantially larger intercell electrostatic coupling, one must enter the molecular regime. This limit is true for both the coupling between double dots and between the two-double-dot cells. As was stated before, a cell can be considered a two-state system only if both the tunneling energy and the E 0 intercell coupling are smaller than the coupling energy between the doubled dots. In order to have two-state four-dot cells, one must decrease the strength of the intercell coupling much below the achievable limit, which seems to be unreasonable. Thus a two-dot cell is much more feasible for quantum computing.
The time that is necessary for the intercell coupling to affect the dynamics considerably is T coupling ϭប/E 0 . Assuming E 0 ϭ1 meV, T coupling ϭប/E 0 Ϸ1 ps. According to Eq. ͑13͒, the duration for the NOT operations is Tϭប/2␥. It is smaller by several orders of magnitude than T coupling , because ␥ӷE 0 . The same is true for all the single-qubit gates. A multi-qubit gate has an execution time near T coupling . Since there is a three orders of magnitude difference between the low-temperature dephasing time in quantum dots and the execution time of a multi-qubit operation, we can at least say that the relatively short decoherence time does not seem to prohibit the application of quantum-dot cellular automata for quantum computing ͓79͔. We note that two crucial questions concerning the feasibility of CQCA quantum computing must be distinguished. The first is whether a large quantum register can be realized with CQCA in the future. The second is whether a system with a few qubits can be realized with the present or near-future technology. Even if large-scale implementation proves to be difficult, CQCA technology can still be used as a tool to test the concepts of quantum computing in solid-state devices.
VI. CONCLUSIONS
We have proposed a multiple-quantum-dot structureQuantum cellular automata ͑QCA͒-as a mode of realizing quantum computing. Basic operations can be performed with a line of QCA cells; a universal quantum computer can be constructed. QCA may offer an example of an integrable quantum computer with electrostatic data read-in/write-out. The main drawback of this implementation is the relatively short decoherence time compared to the implementations using nuclear or electron spins.
