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CONTROL OF THREE DIMENSIONAL WATER WAVES
HUI ZHU
Abstract. We study the exact controllability for spatially periodic water waves with
surface tension, by localized exterior pressures applied to free surfaces. We prove that
in any dimension, the exact controllability holds within arbitrarily short time, for suf-
ficiently small and regular data, provided that the region of control satisfies the geo-
metric control condition. This result was previously obtained by Alazard, Baldi, and
Han-Kwan [1] for 2-D water waves. Our proof combines an iterative scheme, that re-
duces the controllability of the original quasi-linear equation to that of a sequence of
linear equations, with a semiclassical approach for the linear control problems.
1. Introduction
We consider the Zakharov [48] / Craig–Sulem [20] formulation of the gravity water
wave system with surface tension. It is defined as follows on the torus Td = Rd/2πZd,
(1.1)
{
∂tη −G(η)ψ = 0,
∂tψ + gη −H(η) + 12 |∇xψ|2 − 12 (∇xη·∇xψ+G(η)ψ)
2
1+|∇xη|2 = Pext.
Here H(η) = ∇x ·
( ∇xη√
1+|∇xη|2
)
is the mean curvature of the surface
Σt = {(x, y) ∈ Td × R : y = η(t, x)},
and G(η) is the Dirichlet-Neumann operator, defined below by (1.4), of the domain
Ωt = {(x, y) ∈ Td × R : −b < y < η(t, x)},
with depth b ∈ ]0,+∞[. Our main theorem states that, any sufficiently small data can
be generated by a suitable localized exterior pressure Pext.
Definition 1.1. We say that an open set ω ⊂ Td satisfies the geometric control condition
if every geodesic of Td (which are straight lines, for we endow Td with the standard
metric) eventually enters ω. More precisely, this means that for every (x, ξ) ∈ Td× Sd−1,
there exists some t ∈ ]0,∞[, such that x+ tξ ∈ ω.
Theorem 1.2. Suppose that d ≥ 1, T > 0, s is sufficiently large, and ω ⊂ Td satisfies the
geometric control condition, then for some ε0 > 0 sufficiently small and for all (ηi, ψi) ∈
Hs+1/2(Td)×Hs(Td) satisfying
‖(∇xηi,∇xψi)‖Hs−1/2×Hs−1 < ε0, (i = 0, 1)
and
´
Td
η0 dx =
´
Td
η1 dx = 0, there exists Pext ∈ C([0, T ],Hs(Td)), such that
(1) Pext is real valued, and for all t ∈ [0, T ], suppPext(t, ·) ⊂ ω;
(2) there exists a unique solution to (1.1), (η, ψ) ∈ C([0, T ],Hs+1/2(Td) × Hs(Td)),
such that (η, ψ)|t=0 = (η0, ψ0), and (η, ψ)|t=T = (η1, ψ1).
Remark 1.3. Theorem 1.2 remains valid for infinite depth, that is b = +∞, with exactly
the same proof. However, we restrict ourselves to finite depth for simplicity.
The author is partially supported by the grant “ANAE´” ANR-13-BS01-0010-03 of the Agence Nationale
de la Recherche. This research is carried out during the author’s PhD studies, financed by the Allocation
Doctorale of the E´cole Normale Supe´rieure.
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Remark 1.4. The same result for 2-D water waves, that is d = 1, was previously obtained
by Alazard, Baldi, and Han-Kwan [1], where the geometric control condition is implicit,
as it is always satisfied on T1. We show in Appendix A that on T2, for the exact con-
trollability of the linearized equation around the flat surface (that is η = 0) of (1.1) with
infinite depth, the geometric control condition is necessary, and consequently it is natural
for the non-linear equation.
Remark 1.5. The condition for the mean values of η0 and η1 is necessary since the zero
frequency of η is conserved in time.
Remark 1.6. We shall only prove the existence of the solution (η, ψ), by an iterative
construction performed in Section 6, because the uniqueness is a consequence of [2].
This is a natural control result for a quasi-linear physical equation. Although many
works have been done in the control theory of nonlinear equations, including equations
describing water waves in some asymptotic regions, like the Benjamin-Ono equation, the
Korteweg–de Vries equation, the nonlinear Schro¨dinger equation, etc., the only work so
far for the full water wave model is done by Alazard, Baldi and Han-Kwan [1], who proves
the exact controllability for the system (1.1) on T1. Our Theorem 1.2 extends their result
to higher dimensions.
A main ingredient in [1] is Ingham’s inequality, which is a tool specific to d = 1.
To tackle the lack of such estimate in higher dimensions, we have to distinguish the high
frequency regime and the low frequency regime. The high frequency regime requires to im-
plement in this quasi-linear framework the semi-classical approach (see Lebeau [32], Burq-
Zworski [19]), while the low frequency regime is studied by the uniqueness-compactness
argument (see Bardos-Lebeau-Rauch [8]). It has to be noticed that the usual Carleman
estimates do not seem to apply to the paradifferential context we are working with, and
this uniqueness result has to be proven by a different method.
1.1. From Euler to Zakharov / Craig-Sulem. We present here briefly the Eulerian
formulation of the water wave system with surface tension to give some physical intuitions.
Then we define the Dirichlet-Neumann operator, and derive the Zakharov / Craig-Sulem
formulation (1.1).
Let Σt and Ωt be defined as above, and let Γ = T
d ×{−b} be the flat bottom. Denote
by v : Ωt → Rd the Eulerian vector field, by P : Ωt → R the internal pressure of the fluid,
and by n : ∂Ωt → Sd the exterior unit normal vector to the boundary ∂Ωt = Σt∪Γ. Then
the Eulerian formulation of the water wave system is the following system of (η, v),
(1.2)

∂tv + v · ∇x,yv +∇x,yP = −gey in Ωt,
∇x,y · v = 0 in Ωt,
∂tη =
√
1 + |∇xη|2 v|Σt · n, on Σt,
v · n = 0 on Γ,
−P |Σt = κH(η) + Pext on Σt,
where g is the gravitational acceleration, ey = (0, 1) is the unit vector in the y-direction,
and κ > 0 is the surface tension coefficient. The physical interpretation of (1.2) is that
(1) v satisfies the incompressible Euler equation in the domain Ωt,
(2) fluid particles which are initially on the surface will stay on the surface,
(3) the bottom is impenetrable by fluid particles,
(4) the internal pressure, the exterior pressure, and the surface tension balance out
on the surface.
We suppose furthermore that the fluid is irrotational,
∇x,y × v = 0.
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Therefore v admits a scalar potential φ : Ωt → R, that is v = ∇x,yφ. Denote by ψ the
trace of φ to the free surface, in the sense that,
ψ(t, x) = φ(t, x, η(t, x)),
then φ satisfies the Laplace equation, with a Dirichlet-Neumann boundary condition,
(1.3) ∆x,yφ = 0, φ|Σt = ψ, ∂nφ|Γ = 0.
Define the Dirichlet-Neumann operator G(η) by
G(η)ψ(t, x) =
√
1 + |∇xη(t, x)|2 ∂nφ|y=η(t,x)(1.4)
= (∂yφ)(t, x, η(x)) −∇xη(t, x) · (∇xφ)(t, x, η(x)).
Combining (1.2), (1.3) and (1.4), and assume κ = 1, we obtain the Zakharov / Craig-
Sulem formulation (1.1) in variables (η, ψ).
The study of the Cauchy problem of (1.1), initiated by Kano-Nishida [30] and Yosi-
hara [45, 46], has greatly progressed over decades. To name a few, the local well-
posedness in the framework of Sobolev spaces, without smallness assumptions of initial
data, has been established by Beyer-Gu¨nther [10] in the case with surface tension, and
by Wu [42, 43] in the case without surface tension. For recent progresses, we refer to
Ifrim-Tataru [27], Ionescu-Pusateri [28], Wang [44], de Poyferre´-Nguyen [39] and the ref-
erences therein. Here we are influenced by the paradifferential approach developed by
Alazard-Me´tivier [6], Alazard-Burq-Zuily [2, 4, 5], which allows them to prove the local
well-posedness in low Sobolev regularity, without regularity assumptions for the bottom.
1.2. Outline of Paper. In Section 2, we outline the method of our proof. In Section 3,
we reformulate the problem by the paradifferential calculus. In Section 4, we prove the
null controllability in L2 for linearized control problems of (1.1). In Section 5, we prove
that for Hs initial data, the control obtained by Section 4 is also of regularity Hs. In
Section 6, we prove with an iterative construction the null controllability in Hs of the
quasilinear paradifferential equation obtained in Section 3. Finally in Section 7, we prove
the exact controllability of (1.1) and conclude the proof of Theorem 1.2.
In Appendix A, we show that on T2, when b = ∞, the geometric control condition is
necessary for the controllability of the linearized equation of (1.1) around the flat surface.
In Appendix B, we recall the basics of the paradifferential calculus. In Appendix C, we
prove the well-posedness of some linear evolution equations, which are used in the study
of the linearized equations of (1.1).
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2. Strategy of Proof and Some Notations
The general strategy of our proof of Theorem 1.2 is to combine the iterative scheme
of [1] with Lebeau’s method for the linear control problems, where we adapt the semi-
classical approach in the high frequency regime, and use a perturbative argument to
prove the unique continuation property for the low frequency regime. We explain in the
following some more details.
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2.1. Paralinearization and Reduction to Null Controllability. By the time re-
versibility of (1.1), the procedure of paralinearization and symmetrization systematically
developed in [6, 2, 4, 5] by Alazard, Burq, Me´tivier and Zuily, we can reduce the exact
controllability of (1.1) to the null controllability of a paralinearized equation. By the
null controllability, we mean the exact controllability with null final data. For the para-
differential calculus, we refer to Bony [11], Me´tivier [37], and Ho¨rmander [26], see also
Appendix B where some basic results are presented.
Recall that the zero frequency of η is preserved in time, and observe that the zero
frequency of ψ is of no physical importance. Therefore it is natural to work in Sobolev
spaces of functions with null zero frequencies,
(2.1) H˙σ(Td) := {f ∈ Hσ(Td) : π(Dx)f = f}, σ ∈ R,
where π(Dx) is a Fourier multiplier that projects to Fourier modes of nonzero frequencies
(see Appendix B for details). We equip H˙σ(Td) with the usual Sobolev norm inherited
from Hs(Td). Observe that for σ ≥ 0, f ∈ H˙σ(Td) means that ´
Td
f dx = 0. We also use
the notation L˙2(Td) = H˙0(Td).
Following [2, 1], we paralinearize (1.1) to obtain a paradifferential equation for the
complex variable u = u(ψ, η),
(2.2) u = Tqω − iTpη.
Here ω = ψ − TBη is called the good unknown of Alinhac1, where B is the trace to the
free surface Σ of the vertical velocity ∂yφ (see (3.1) and (3.2)); while Tq and Tp are para-
differential operators depending solely on η, of orders 0 and 1/2 respectively, so that u ∈
H˙s(Td) whenever (η, ψ) ∈ Hs+1/2(Td)×Hs(Td). We show that this transform (η, ψ) 7→ u
is invertible except for the zero frequencies. So we first establish the null controllability
for u, and then recover the zero frequencies to obtain the exact controllability for (η, ψ).
To do this, we seek a null control for u of the following form
(2.3) Pext(t, x) = χT (t)ϕω(x)ReF (t, x),
where
(1) F ∈ C([0, T ], H˙s(Td)) is complex valued;
(2) χT (·) = χ1(·/T ) ∈ C∞(R) where χ1(t) = 1 for t ≤ 1/2 and χ1(t) = 0 for t ≥ 3/4;
(3) 0 ≤ ϕω ∈ C∞(Td) satisfies 1ω′ ≤ ϕω ≤ 1ω where ω′ satisfies the geometric control
condition, and ω′ ⊂ ω. Such ω′ exists because Td is compact.
We fix χT and ϕω and seek F , so that with Pext of the form (2.3), u satisfies the following
nonlinear paradifferential equation,
(2.4) (∂t + P (u) +R(u))u = (B(u) + β(u))F.
Here P (u) is a paradifferential operator of order 3/2,
P (u) = iTγ(u) +∇x · TV (u) + lower order terms,
with γ(u) being a symbol of degree 3/2 that depends on ∇xη (hence depends on u) and
V (u) being the trace to the free surface Σ of the horizontal velocity ∇xφ (see (3.1)); while
B(u)F = χTTqϕωReF.
Under the smallness condition u = O(ε0)Hs , we have
Tγ(u) − |Dx|3/2 = O(ε0)L(H˙s,H˙s−3/2), V (u) = O(ε0)Hs−1 ;
while remainders R(u) and β(u) satisfy for some ϑ > 0,
(2.5) ‖R(u)‖L(H˙s ,H˙s) . ‖u‖ϑH˙s , ‖β(u)‖L(H˙s ,H˙s+1/2) . ‖u‖H˙s .
1We use the same notation ω for the good unknown of Alinhac and the domain of control for it causes
no ambiguity, and it is a standard notation in both cases in the literature.
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Therefore perturbation arguments can be used to simplify the situation.
Remark 2.1. The reason to redo the paralinearization of (1.1) rather than borrowing
directly the results from [2] is due to two considerations. Firstly [2] studies the Cauchy
problem, to which only the regularity of the remainder R(u)u is important, while in this
paper, the smallness is also required to treated it as a perturbation. Secondly, due to the
existence of the exterior pressure Pext (in [2] Pext = 0), the same estimates for ∂tψ no
longer apply, as they now for ∂tψ − Pext, resulting in the appearance of the term β(u)F .
We will first prove the null controllability of (2.4) (that is, Theorem 2.2 below), then
prove that it implies the exact controllability of (1.1) (that is, Theorem 1.2) in Section 7.
Theorem 2.2. Suppose that d ≥ 1, ω ⊂ Td satisfies the geometric control condition,
T > 0, and s sufficiently large, then for some ε0 > 0 sufficiently small and for all initial
data u0 ∈ H˙s(Td) with ‖u0‖Hs < ε0, there exists an F ∈ C([0, T ], H˙s(Td)), such that
the unique solution u ∈ C([0, T ], H˙s(Td)) to (2.4) with initial data u(0) = u0 vanishes at
time T , that is u(T ) = 0. Moreover F can be so chosen that
(2.6) ‖u‖C([0,T ],Hs)∩W 1,∞([0,T ],Hs−3/2) . ε0, ‖F‖C([0,T ],Hs) . ε0.
Remark 2.3. In the statement of Theorem 2.2, and throughout this article, the relation
X . Y is used to simplify the relation X ≤ C(d, ω, T, b)Y for some constant C which,
whenever ε0 (and h in the semiclassical setting) is sufficiently small, depends only on d,
ω, T , b, and can be treated as a universal constant.
2.2. Iterative Scheme. To prove Theorem 2.2, we adapt the iterative scheme of [1]
which reduces the study to the control problem of linear equations. To simplify the
notation, we first introduce the following spaces.
Definition 2.4. For σ ∈ R, ε0 > 0, T > 0, we say u ∈ C 1,σ(T, ε0), resp. F ∈ C 0,σ(T, ε0),
if u ∈ C([0, T ], H˙σ(Td)) ∩W 1,∞([0, T ], H˙σ−3/2(Td)), resp. F ∈ C([0, T ], H˙σ(Td)) and
‖u‖C([0,T ],Hσ) + ‖∂tu‖L∞([0,T ],Hσ−3/2) < ε0, resp. ‖F‖C([0,T ],Hσ) < ε0.
For s sufficiently large and ε0 > 0, we fix u ∈ C 1,s(T, ε0) and consider the null control-
lability of the linear equation
(2.7) (∂t + P (u) +R(u))u = (B(u) + β(u))F.
We show that for ε0 sufficiently small, there exists a linear operator
(2.8) Φ(u) : H˙s(Td)→ C([0, T ], H˙s(Td)),
which null-controls (2.7), that is, for any u0 ∈ H˙s(Td),
F = Φ(u)u0 ∈ C([0, T ], H˙s(Td))
sends the initial data u(0) = u0 at time t = 0 to final data u(T ) = 0 at time t = T
by (2.7). Then the iterative scheme proceeds as follows. Let u0 ∈ H˙s(Td) such that
‖u0‖Hs < ε0. We set u0 ≡ 0, F 0 ≡ 0, and for n ≥ 0 set (un+1, Fn+1) ∈ C([0, T ], H˙s(Td))×
C([0, T ], H˙s(Td)) by letting
Fn+1 = Φ(un)u0,
and letting un+1 be the solution to the equation
(∂t + P (u
n) +R(un))un+1 = B(un)Fn+1, un+1(0) = u0, un+1(T ) = 0.
Be careful that for Fn+1 to be well defined, we must check that for some constant C > 0,
independent of n and small ε0, u
n ∈ C 1,s(T,Cε0). To prove the convergence of this
scheme, we need the following contraction estimate for the control operator,
‖Φ(un+1)− Φ(un)‖L(H˙s,C([0,T ],H˙s−3/2)) . ‖un+1 − un‖C([0,T ],Hs−3/2),
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which shows that {(un, Fn)}n≥0 is a Cauchy sequence in
C([0, T ], H˙s−3/2(Td)) ∩W 1,∞([0, T ], H˙s−3(Td))× C([0, T ], H˙s−3/2(Td)),
and converges to some (u, F ) that satisfies (2.4) in the distributional sense. To recover
the Hs-regularity of u, we study (2.4) by treating it as the linear equation (2.10) with
u = u. The Hs-regularity of F comes from (2.8) after proving that u ∈ C 1,s(T,Cε0), and
that F = Φ(u)u0.
The construction of Φ(u) is the main effort of this paper. Treating R(u) and β(u) as
perturbations, it suffices to study the following unperturbed equation,
(2.9) (∂t + P (u))u = B(u)F.
Indeed, we show that there exists a linear control operator,
Θ(u) : L˙2(Td)→ C([0, T ], L˙2(Td))
which null-controls (2.9) for L2 initial data, and moreover satisfies
Θ(u)|H˙s : H˙s(Td)→ C([0, T ], H˙s(Td)),
Then for some E(u) = O(εϑ0 )L(H˙s,H˙s) with ϑ > 0,
Φ(u) = Θ(u)(1 + E(u))−1.
We first apply the Hilbert uniqueness method to construct Θ(u), and use a commutator
estimate to prove its Hs-regularity, with details explained below.
2.3. Hilbert Uniqueness Method. The Hilbert uniqueness method is a purely func-
tional analysis argument, due to Lions [35] which, when applied to our situation, estab-
lishes the equivalence between the L2-null controllability of (2.9) and the L2-observability
(see below) of its dual equation,
(2.10) (∂t − P (u)∗)u = 0,
where P (u)∗ is the formal adjoint operator of P (u) with respect to the scalar product
Re(·, ·)L2 , such that for all f, g ∈ C∞(Td),
Re(P (u)f, g)L2 = Re(f, P (u)
∗g)L2 .
The reason to use Re(·, ·)L2 instead of (·, ·)L2 , and thus consider the real Hilbert space
(L˙2(Td),Re(·, ·)L2) is that P (u) is not C-linear, but only R-linear (see the exact expression
of P (u) in Proposition 3.14), due to our pursuit of a real valued control, which results in
the appearance of the R-linear operator Re in (2.3).
The (strong) L2-observability of (2.10) is the following inequality, that for all its solu-
tion u ∈ C([0, T ], L˙2(Td)),
(2.11) ‖u(0)‖2L2 .
ˆ T
0
‖B(u)∗u(t)‖2L2 dt,
where B(u)∗ is the adjoint of B(u) with respect to Re(·, ·)L2 . To prove it, we consider (2.10)
as a perturbation of a pseudodifferential equation,
(2.12) (Dt +Q(u))u = 0,
where Dt =
1
i ∂t, and Q(u) is the pseudodifferential operator with the same symbol as
iP (u)∗, so that it is of principal symbol ∼ |ξ|3/2. Then we derive (2.11) from the following
L2-observability of (2.12) by Duhamel’s formula,
(2.13) ‖u(0)‖2L2 .
ˆ T
0
‖ϕωReu‖2L2 dt.
To deal with this problem caused by the lack of C-linearity of the equation, which oc-
curs especially in the proof of the unique continuation property that deals with the low
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frequency regime, we consider simultaneously u and its complex conjugate u¯. The pair
~w =
(
u
u¯
)
then satisfies the C-linear system of pseudodifferential equation,
(2.14) Dt ~w +A(u)~w = 0,
where A is of principal symbol ∼
(|ξ|3/2 0
0 −|ξ|3/2
)
. Then (2.13) is a consequence of the
following L2-observability of (2.14),
(2.15) ‖~w(0)‖2L2 .
ˆ T
0
‖ϕω~e · ~w‖2L2 dt,
where ~e =
(
1
1
)
, so that for ~w =
(
w+
w−
)
, ~e · ~w = w+ + w−.
Remark 2.5. Here we write ‖~w(0)‖L2 = ‖~w(0)‖L2×L2 for simplicity. This will be our
convention for the Sobolev norms of the pair ~w. In this spirit, we will also write Hs =
Hs ×Hs when there is no ambiguity.
2.4. Semiclassical Observability. We adapt Lebeau’s approach [32] to prove (2.15).
This approach performs a dyadic decomposition in frequencies of ~w, then proves a semi-
classical observability (see below) for each dyadic part by studying the propagation of
mass (L2-norm), and finally recovers the observability of ~w using Littlewood-Paley’s the-
ory. The idea behind this approach is that, the mass of solutions of a dispersive equation,
is not well propagated unless for those localized in frequencies, because group velocities
for different frequencies vary, and we are not expected to have a uniform propagation for
all frequencies. To be more precise, for h = 2−j , with j ∈ N, we define
~wh = Πh∆h ~w,
where ∆h is a semiclassical pseudodifferential operator, and Πh is defined by a semi-
classical functional calculus (see Section 4.3 for the exact expression; to set ~wh in this
way is purely out of a technical concern), so that the frequency of ~wh is localized in
Ah−1 ≤ |ξ| ≤ Bh−1 for some 0 < A < B. The semiclassical observability states that, for
h > 0 sufficiently small,
(2.16) ‖~wh(0)‖2L2 . h−1/2
ˆ h1/2T
0
‖ϕω~e · ~wh‖2L2 dt+ remainder terms.
The reason why (2.16) holds on a semiclassical time interval of length ∼ h1/2 can be
intuitively explained as follows. The dual equation (4.2) with u = 0, g = 0 and b =∞ is
(2.17) (Dt + |Dx|3/2)u = 0,
with its dispersion relation and group velocity being
(2.18) w(k) = |k|3/2, vg(k) = ∂w
∂k
=
3
2
· k|k|1/2 .
Due to the variation of frequencies on the interval [Ah−1, Bh−1] of size ∼ h−1, the vari-
ation of group velocity is then ∼ h−1/2, hence the mass is only “well propagated” on
a semiclassical time interval of size ∼ h1/2. That is why Lebeau introduced in [32] a
semiclassical time variable s by a scaling s = h−1/2t (see also Staffilani-Tataru [41] and
Burq-Ge´rard-Tzvetkov [17] where this same scaling is used to prove the Strichartz esti-
mates of Schro¨dinger equations with variable coefficients), so that the semiclassical time
interval is of size ∼ 1 in s variable.
As for a technical explanation, equation (2.17) writes in variables (s, x) as a zero order
semiclassical differential equation,
(2.19) (hDs + |hDx|3/2)u = 0.
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The vague word “well propagated” above can be quantitatively characterized by the
semiclassical defect measures of solutions to (2.19). For semiclassical defect measures,
we refer to Ge´rard [22], Ge´rard-Leichtnam [23], Lions-Paul [36], see also the survey by
Burq [14]. Then the proof of (2.16) argues by contradiction and studies the propagation
of the semiclassical defect measures, where the geometric control condition is required.
This argument dates back to Lebeau [33].
2.5. Weak L2-Observability. By an energy estimate, we can show that (2.16) remains
valid after replacing the interval of integration [0, h1/2T ] by Ik = [h
1/2kT, h1/2(k+1)T ] for
k = 0, 1, . . . , h−1/2−1 (we may of course assume that h = 22j), with a slight change of the
remainder term. Once it is proven, we patch {Ik}0≤k<h−1/2 up and use Littlewood-Paley’s
theory to obtain a weak observability, that for any N > 0,
(2.20) ‖~w(0)‖2L2 .
ˆ T
0
‖ϕω~e · ~w‖2L2 dt+ ‖~w(0)‖2H−N .
The remainder term ‖~w(0)‖2
H−N
comes from the fact that (2.16) holds only for small h,
that is, for high frequencies.
2.6. Unique Continuation and Strong L2-Observability. We adapt the uniqueness-
compactness argument of Bardos-Lebeau-Rauch [8] to eliminate the remainder term and
obtain the strong L2-observability. This argument derives the strong observability from
the weak observability and the unique continuation property of the linear equation, which
is, in our case equation (2.14). However, this equation has a fractional (hence non-
analytical with respect to ξ) symbol, so Carleman’s estimate does not seem to apply
directly. We then use a perturbative argument (by contradiction), and reduces the prob-
lem to proving only the unique continuation property of the equation linearized around
the equilibrium state, that is η = 0, which is a constant coefficient equation,
(2.21) Dt ~w +A(0)~w = 0.
To be more precise, suppose that the strong observability does not holds for arbitrarily
small ε0, then we can find a sequence of solutions ~wn to (2.14) with u = un ∈ C 1,s(T, εn),
εn → 0 as n→∞, such that
‖~wn(0)‖L2 = 1,
ˆ T
0
‖ϕω~e · ~wn‖2L2 dt = o(1).
The solutions ~wn converge in distributional sense to a solution ~w to (2.21), such that
(2.22) ϕω~e · ~w|0≤t≤T = 0.
Moreover, by the weak observability (2.20) and Rellich-Kondrachov’s compact injection
theorem, ‖~w(0)‖H−N > 0, hence ~w 6≡ 0. We will obtain a contradiction by the unique
continuation property of (2.21), that is, such a non-zero solution to (2.21) never exists.
To prove this, we consider the C-linear vector space N of initial data ~w0 ∈ L˙2(Td) whose
corresponding solution satisfies (2.22). Then the weak observability (2.20) implies that N
is a compact metric space with respect to the L2-norm, and hence of finite dimension.
It is not difficult to see that A(0) defines a C-linear operator on N , and thus admits an
eigenfunction ~w0 =
(w+0
w−0
) ∈ L˙2(Td) such that
(2.23) A(0)~w0 = λ~w0, λ ∈ C,
and that
(w+0 + w
−
0 )|ω = ~e · ~w0|ω = 0.
We obtain from (2.23) an elliptic equation for w+0 +w
−
0 , and show that w
+
0 +w
−
0 has only
a finite Fourier modes. Therefore it can never vanish on a non-empty open set unless
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w+0 + w
−
0 ≡ 0. Again easily from (2.23) we also obtain w+0 − w−0 ≡ 0. This contradicts
the fact that ~w is an eigenfunction and can not be identically zero.
2.7. Hs-Controllability. Now we prove the Hs-regularity of Θ = Θ(u), that is, when-
ever the initial data u0 ∈ H˙s(Td), the control F = Θu0 ∈ C([0, T ], H˙s(Td)). The Hilbert
uniqueness method implies that, at the L2 level,
Θ = −B∗SK−1, K = −RBB∗S,
where the definitions of the solution operator S and the range operator R will be made
clear in Section 4.1. The main motivation to proving the strong L2-observability is that,
it is a rephrasing of the coercivity of the following R-bilinear form on L˙2(Td),
̟(f, g) = Re(Kf, g)L2 .
Therefore the strong L2-observability implies, by Lax-Milgram’s theorem, the invertibility
of K, and consequently the well-definedness of Θ.
Coming back to the Hs level, observing that, by the definition of K, it is easily verified
that K sends H˙s(Td) to itself. Therefore, to prove the Hs-regularity of Θ, we only need to
show that K|H˙s : H˙s(Td)→ H˙s(Td) defines an isomorphism. We use again Lax-Milgram’s
theorem, and consider the following R-bilinear form on the semiclassical Sobolev space
H˙sh(T
d) = H˙s(Td) ∩Hsh(Td) which inherits the semiclassical Sobolev norm from Hsh(Td),
̟sh(f, g) = Re(Λ
s
h|t=0Kf,Λsh|t=0g)L2 .
where Λsh = 1 + h
sT(γ(3/2))2s/3 . In order to conclude, the key point is the following
commutator estimate, that for ε0 and h sufficiently small,
(2.24)
[K,Λsh|t=0]Λ−sh |t=0 = O(ε0 + h)L(L˙2,L˙2).
Indeed, if this is proven, we obtain the coercivity of ̟sh on H˙
s
h(T
d),
̟sh(f, f) = ̟(Λ
s
h|t=0f,Λsh|t=0f) +O(ε0 + h)‖Λsh|t=0f‖2L2 & ‖f‖2Hsh .
The trick of introducing the semiclassical parameter h has already been used in [1], but
our proof of the Hs-regularity is different.
3. Reformulation of Problem
This section performs the paralinearization of (1.1) as developed in [6, 2, 4], but with
two differences: first a more careful treatment to the remainder terms, so that they are not
only of sufficient regularity, but also “super-linear” (see Remark 2.6 of [1]); and second,
a modification concerning the existence of the exterior pressure Pext.
The estimates below are carried out for each fixed time t, so the time variable will be
temporarily omitted for simplicity.
3.1. Paralinearization of Dirichlet-Neumann Operator. Recall the following no-
tations which are standard in literatures. Let
B(x) = (∂yφ)(x, η(x)), V (x) = (∇xφ)(x, η(x))
be the traces of the vertical and horizontal components of the Eulerian vector field to the
free surface, respectively. They admit the following expressions which could be seen as
linear operators depending on η, applying on ψ.
(3.1) B = B(η)ψ =
∇xη · ∇xψ +G(η)ψ
1 + |∇xη|2 , V = V (η)ψ = ∇xψ −B∇xη,
as well as the good unknown of Alinhac,
(3.2) ω = ω(η)ψ = ψ − TBη.
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Remark 3.1. When there is no ambiguity, we simply write B, V and ω for short. The no-
tation B(η) will be used later in Lemma 3.11 to denote the operator B(η) = ∇xη·∇x+G(η)1+|∇xη|2 .
Lemma 3.2. Suppose s > 1/2 + d/2 and 1 + d/2 < σ ≤ s+ 1/2, then
‖(B,V )‖Hσ−1×Hσ−1 ≤ C(‖η‖Hs+1/2)‖∇xψ‖Hσ−1 .
Proof. By Theorem 3.12 of [4],
‖G(η)ψ‖Hσ−1 ≤ C(‖η‖Hs+1/2)‖∇xψ‖Hσ−1 .
We conclude by ‖uv‖Hσ−1 . ‖u‖Hσ−1‖v‖Hσ−1 and (B.7). 
The following proposition follows by a careful study of Proposition 3.14 of [2].
Proposition 3.3 (Alazard-Burq-Zuily). Suppose s > 3+ d/2 and (η, ψ) ∈ Hs+1/2(Td)×
Hs(Td). Let the symbol
λ = λ(1) + λ(0),
be defined by
λ(1)(x, ξ) =
√
(1 + |∇xη|2)|ξ|2 − (∇xη · ξ)2,
λ(0)(x, ξ) =
1 + |∇xη|2
2λ(1)
{∇x(α(1)∇xη)+ i∂ξλ(1) · ∇xα(1)},
where α(1)(x, ξ) = λ
(1)+i∇xη·ξ
1+|∇xη|2 . Then
G(η)ψ = Tλω −∇x · TV η + f(η, ψ),
where for any 1/2 < δ < 1,
(3.3) ‖f(η, ψ)‖Hs+δ ≤ C(‖η‖Hs+1/2)‖∇xψ‖Hs−1 .
Proof. Now that we have a larger regularity, s > 3 + d/2, than that that in [2], which
is s > 2 + d/2, we have no need to deal with the paraproduct Ta for some a ∈ Hd/2−ε,
which is of positive order. The proof in [2] then implies that
G(η)ψ = Tλω − TV · ∇xη − T∇x·V η + f(η, ψ),
where for any 1/2 < δ < 1, ‖f(η, ψ)‖Hs+δ ≤ C(‖η‖Hs+1/2)‖∇xψ‖Hs−1 . Instead of con-
sidering −T∇x·V η + f(η, ψ) together as the remainder term of regularity Hs+1/2 (which
already suffices in [2] for the Cauchy problem), we observe here that
TV · ∇xη + T∇x·V η = ∇x · TV η,
and conclude. 
Remark 3.4. By the definition of λ, V and ω, the remainder f(η, ψ) is of the form,
f(η, ψ) = RG(η)ψ +Mbψ,
where RG(η) is a linear operator depending on η, and following (3.3),
(3.4) ‖RG(η)ψ‖Hs+δ ≤ C(‖η‖Hs+1/2)‖∇xψ‖Hs−1 ,
while Mb = G(0) − |Dx| = mb(Dx) is a smoothing Fourier multiplier, with symbol
mb(ξ) = |ξ|(tanh(b|ξ|) − 1).
Indeed, G(0) = |Dx| tanh(bDx) is a Fourier multiplier which could be calculated directly.
We aim to prove the following estimate.
Proposition 3.5. For s > 3 + d/2 and some ϑ > 0,
‖RG(η)ψ‖Hs+1/2 ≤ C(‖η‖Hs+1/2)‖η‖ϑHs+1/2‖∇xψ‖Hs−1 .
Proof. This follows by interpolating between (3.4), and the following Lemma 3.6. 
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Lemma 3.6. For s > 3 + d/2, ‖RG(η)ψ‖Hs−2 ≤ C(‖η‖Hs+1/2)‖η‖Hs+1/2‖∇xψ‖Hs−1 .
Proof. Write
RG(η)ψ = (G(η)ψ −G(0)ψ) − (Tλω − |Dx|ψ) +∇x · TV η,
and estimate the three terms separately. By Lemma 3.2 and Theorem B.3,
‖∇x · TV η‖Hs−1/2 . ‖V ‖L∞‖η‖Hs+1/2 ≤ C(‖η‖Hs+1/2)‖η‖Hs+1/2‖∇xψ‖Hs−1 .
For the middle term, write Tλω − |Dx|ψ = Tλ−|ξ|ψ − TλTBη, and by Theorem B.3,
‖Tλ−|ξ|ψ‖Hs−1 .M10,d/2+1(λ− |ξ|)‖∇xψ‖Hs−1 ≤ C(‖η‖Hs+1/2)‖η‖Hs+1/2‖∇xψ‖Hs−1 ,
‖TλTBη‖Hs−1/2 .M10,d/2+1(λ)‖B‖L∞‖η‖Hs+1/2 ≤ C(‖η‖Hs+1/2)‖η‖Hs+1/2‖∇xψ‖Hs−1 .
The first term is estimated by the following lemma. 
Lemma 3.7. ‖G(η)ψ −G(0)ψ‖Hs−2 ≤ C(‖η‖Hs+1/2)‖η‖Hs+1/2‖∇xψ‖Hs−1
Proof. Recall the shape derivation of the Dirichlet-Neumann operator by [31], see also [2].
Proposition 3.8. Let s > 2 + d/2, and η ∈ Hs+1/2(Td), ψ ∈ Hσ(Td) for 1 ≤ σ ≤ s.
Then there exists a neighborhood of η in Hs+1/2(Td), in which the mapping η˜ 7→ G(η˜)ψ
is differentiable. Moreover, for h ∈ Hs+1/2(Td),
(3.5) dηG(η)ψ · h := lim
ε→0
1
ε{G(η + εh)ψ −G(η)ψ} = −G(η)(Bh) −∇x · (V h).
Then by Newton-Leibniz formula,
G(η)ψ −G(0)ψ =
ˆ 1
0
dG(tη)ψ · η dt = −
ˆ 1
0
(
G(tη)
(
Btη
)
+∇x ·
(
Vtη
))
dt,
where Bt = B(tη)ψ, Vt = V (tη)ψ. Therefore,
‖G(η)ψ −G(0)ψ‖Hs−2 ≤
ˆ 1
0
(
C(‖tη‖Hs+1/2)‖Bt‖Hs−1 + ‖Vt‖Hs−1
)
‖η‖Hs−1 dt
≤ C(‖η‖Hs+1/2)‖η‖Hs+1/2‖∇xψ‖Hs−1 .

3.2. Paralinearization of Surface Tension.
Proposition 3.9. Let η ∈ Hs+1/2(Td) with s > 3/2 + d/2, then
(3.6) H(η) = −Tℓη +RH(η)η,
where the symbol
ℓ = ℓ(2) + ℓ(1)
is explicitly defined by
ℓ(2) =
1√
1 + |∇xη|2
(
|ξ|2 − (∇xη · ξ)
2
1 + |∇xη|2
)
, ℓ(1) =
1
2
∂ξ ·Dxℓ(2),
and RH(η) is a linear operator satisfying the estimate,
‖RH(η)‖L(Hs+1/2 ,H2s−2−d/2) ≤ C(‖η‖Hs+1/2)‖η‖Hs+1/2 .
Proof. Letting L(v) = 1√
1+|v|2 for v ∈ R
d, then L(0) − 1 = 0, and by (B.6),
1√
1 + |∇xη|2
= A(∇xη) = 1 + (L(∇xη)− 1)
= 1 + T(∇L)(∇xη) · ∇xη +RL−1(∇xη),
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where (∇L)(∇xη) = − ∇xη√
1+|∇xη|2
3 , and the remainder satisfies the estimate
‖RL−1(∇xη)‖H2s−1−d/2 ≤ C(‖η‖Hs+1/2)‖η‖Hs+1/2 .
Therefore, using the fact that T∇xη1 = 0, we have
∇xη√
1 + |∇xη|2
= ∇xη L(∇xη)
= T∇xηL(∇xη) + TL(∇xη)∇xη +R
(∇xη, L(∇xη));
= T∇xηT(∇L)(∇xη) · ∇xη + TL(∇xη)∇xη
+R
(∇xη, L(∇xη)) + T∇xηRL−1(∇xη)
= TM∇xη + R˜(η)η,
with the matrix valued symbol
M = L(∇xη) +∇xη ⊗ (∇L)(∇xη) = 1√
1 + |∇xη|2
Id − ∇xη ⊗∇xη√
1 + |∇xη|23
.
As for the remainder, R˜(η) is a linear operator depending on η defined by
R˜(η)v = R
(∇xv, L(∇xη)) + T∇xvRL−1(∇xη)
+
(
T∇xηT(∇L)(∇xη) · ∇x − T∇xη⊗(∇L)(∇xη)∇x
)
v,
satisfying by (B.4) the estimate
‖R˜(η)v‖H2s−1−d/2 ≤ C(‖η‖Hs+1/2)‖η‖Hs+1/2‖v‖Hs+1/2 .
Indeed, the only problem is for the first term, for which we write
R(∇xv, L(∇xη)) = R(∇xv, 1) +R(∇xv, L(∇xη)− 1),
where
R(∇xv, 1) = ∇xv − T∇xv1− T1∇xv = ∇xv − 0−∇xv = 0.
Consequently,
H(η) = ∇x ·
( ∇xη√
1 + |∇xη|2
)
= T−Mξ·ξ+i∇x·Mξη +RH(η)η,
with ℓ(2) =Mξ · ξ, ℓ(1) = 1i∇x ·Mξ, and RH(η) defined by RH(η)v = ∇x · (R˜(η)v) which
satisfies the desired estimate. 
3.3. Equation for the Good Unknown.
Proposition 3.10. Let η ∈ Hs+1/2(Td) and ψ ∈ Hs(Td) with s > 1 + d/2, then
1
2
(∇xη · ∇xψ +G(η)ψ)2
1 + |∇xη|2 −
1
2
|∇xψ|2
= TBG(η)ψ + TBTV · ∇xη − TV · ∇xψ +RS(η, ψ)ψ,
(3.7)
where RS(η, ψ) is a linear operator satisfying the estimate
‖RS(η, ψ)‖L(Hs ,H2s−2−d/2) ≤ C(‖η‖Hs+1/2)‖∇xψ‖Hs−1 .
Proof. By the definition of B, V and G(η), we easily verify the identity.
G(η)ψ = B −∇xη · V.
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Plug this into the left hand side of (3.7),
1
2
(∇xη · ∇xψ +G(η)ψ)2
1 + |∇xη|2 −
1
2
|∇xψ|2
=
1
2
B(∇xη · ∇xψ +G(η)ψ) −∇xψ · (V +B∇xη)
= BG(η)ψ +
1
2
(BG(η)ψ −∇xψ · V )
= BG(η)ψ +
1
2
(
B(B − V · ∇xη)− (V +B∇xη) · V
)
= BG(η)ψ − 1
2
B2 − 1
2
|V |2.
Then by (B.4),
BG(η)ψ−1
2
B2 − 1
2
|V |2
= TBG(η)ψ + TG(η)ψB − TBB − TV · V +R1(η, ψ)ψ
= TBG(η)ψ + TG(η)ψ−BB − TV · (∇xψ −B∇xη) +R1(η, ψ)ψ
= TBG(η)ψ − TV ·∇xηB − TV · ∇xψ + TV · (B∇xη) +R1(η, ψ)ψ
= TBG(η)ψ + TBTV · ∇xη − TV · ∇xψ +R1(η, ψ)ψ +R2(η, ψ)ψ,
with the two operators defined by
R1(η, ψ)v
1 = R(B,G(η)v1)− 1
2
R(B,B(η)v1)− 1
2
R(V, V (η)v1)
R2(η, ψ)v
2 = TV · R(B(η)v2,∇xη) + (TV · T∇xη − TV ·∇xη)B(η)v2 + [TV , TB(η)v2 ]∇xη.
Hence RS(η, ψ) = R1(η, ψ)+R2(η, ψ) satisfies the desired estimate by (B.4) and (B.5). 
Lemma 3.11. With Pext of the form (2.3), the good unknown ω satisfies the equation,
∂tω +∇x · TV ω + Tℓη + gη +R1ω(ψ, η)ψ +R2ω(ψ, η)η = χT
(
ϕωReF − TB(η)(ϕωReF )η
)
,
where Ri(ψ, η) (i = 1, 2) are linear operators such that, for s > 2 + d/2,
‖R1ω(η, ψ)‖L(Hs ,Hs) ≤ C(‖(η,∇xψ)‖Hs+1/2×Hs−1)‖∇xψ‖Hs−1 ,
‖R2ω(η, ψ)‖L(Hs+1/2 ,Hs) ≤ C(‖(η,∇xψ)‖Hs+1/2×Hs−1)(‖∇xψ‖Hs−1 + ‖η‖Hs+1/2).
Proof. Combining the paralinearization results above, ω satisfies the equation,
∂tω +∇x · TV ω + Tℓη + gη +R = χTϕωReF,
with the remainder R˜ being,
R˜ = T∂tBη + (∇xTV TB − TBTV · ∇x)η +RH(η)η +RS(η, ψ)ψ + (TV · ∇x −∇x · TV )ψ,
where Rx(η, ψ) is defined in Proposition 3.10. The term T∂tBη should be treated with
attention, where ∂tψ is involved.
∂tB = ∂t(B(η)ψ) = B(η)∂tψ + [∂t, B(η)]ψ
= χTB(η)(ϕωReF ) +B(η)(∂tψ − χTϕωReF ) + [∂t, B(η)]ψ,
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where, using the equation,
∂tψ − χTϕωReF = −gη +H(η) +
1
2
(∇xη · ∇xψ +G(η)ψ)2
1 + |∇xη|2 −
1
2
|∇xψ|2,
[∂t, B(η)]ψ = ∂t
( 1
1 + |∇xη|2
)
(∇xη · ∇xψ +G(η)ψ)
+
1
1 + |∇xη|2
(∇x∂tη · ∇xψ + (∂tG(η))ψ).
Therefore,
‖∂tψ − χTϕωReF‖Hs−3/2 ≤ C(‖η,∇xψ‖Hs+1/2×Hs−1)(‖∇xψ‖Hs + ‖η‖Hs+1/2).
And by (3.5),
(∂tG(η))ψ = −G(η)(B∂tη)−∇x · (V ∂tη),
from which, replacing ∂tη with G(η)ψ by the equation,
‖[∂t, B(η)]ψ‖Hs−5/2 ≤ C(‖(η,∇xψ)‖Hs+1/2×Hs−1)(‖∇xψ‖Hs + ‖η‖Hs+1/2).
As for an exact formula, it suffices to set
R1ω(η, ψ)v
1 = RS(η, ψ)v
1 + (TV · ∇x −∇x · TV )v1
R2ω(η, ψ)v
2 = TA(η,ψ)v
2 + (∇xTV TB − TBTV · ∇x)v2 +RH(η)v2,
where RH(η) is defined in Proposition 3.9, and by expanding ∂tB − χTB(η)(ϕωReF )
thoroughly using the identities above,
A(η, ψ) = −gη +H(η) + 1
2
(∇xη · ∇xψ +G(η)ψ)2
1 + |∇xη|2 −
1
2
|∇xψ|2
− 2∇xη · ∇xG(η)ψ
(1 + |∇xη|2)2 (∇xη · ∇xψ +G(η)ψ)
1
1 + |∇xη|2
(∇xG(η)ψ · ∇xψ −G(η)(BG(η)ψ) −∇x · (V G(η)ψ)).

3.4. Symmetrization. Now by Proposition 3.3 and Lemma 3.11, for s > 3 + d/2, the
system of water waves can be reformulated as{
∂tη − Tλω +∇x · TV η −Mbψ −RG(η)ψ = 0,
∂tω + Tℓη +∇x · TV ω + gη +R1ω(ψ, η)ψ +R2ω(ψ, η)η
= χT
(
ϕωReF − TB(η)(ϕωReF )η
)
.
Following [2], let symbols which depend solely on η,
q = q(0), p = p(1/2) + p(−1/2), γ = γ(3/2) + γ(1/2),
be defined by
q(0) = (1 + |∇xη|2)1/4,
γ(3/2) =
√
ℓ(2)λ(1),
γ(1/2) =
√
ℓ(2)
λ(1)
Reλ(0)
2
− 1
2
∂ξ ·Dx
√
ℓ(2)λ(1),
p(1/2) = (1 + |∇xη|2)−1/2
√
λ(1),
p(−1/2) =
1
γ(3/2)
(q(0)ℓ(1) − γ(1/2)p(1/2) + i∂ξγ(3/2) · ∂xp(1/2)).
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Then Tpη and Tqω satisfies the equation{
∂t(Tpη)− TγTqω +∇x · TV Tpη − TpMbψ +R1(η)ψ +R2(η)η = 0,
∂t(Tqω) + TγTpη +∇x · TV Tqω + gTqη +R3(η, ψ)ψ +R4(η, ψ)η(3.8)
= χT
(
TqϕωReF − TqTB(η)ϕωReFη
)
,
where the remainders are defined by
R1(η)v
1 = −(TpTλ − TγTq)ω(η)v1 − TpRG(η)v1 − [∇x · TV (η)v1 , Tp]η,
R2(η)v
2 = −T∂tpv2,
R3(η, ψ)v
3 = −T∂tqω(η)v3 − [∇x · TV , Tq]ω(η)v3 + TqR1ω(η, ψ)v3,
R4(η, ψ)v
4 = −(TγTp − TqTℓ)v4 + TqR2ω(η, ψ)v4,
and satisfy the estimates
‖R1(η)‖L(Hs,Hs) ≤ C(‖η‖Hs+1/2)‖η‖ϑHs+1/2 , ϑ > 0,
‖R2(η)‖L(Hs+1/2,Hs) ≤ C(‖η‖Hs+1/2)‖η‖Hs+1/2 ,
‖R3(η, ψ)‖L(Hs ,Hs) ≤ C(‖(η,∇xψ)‖Hs+1/2×Hs−1)(‖∇xψ‖Hs + ‖η‖Hs+1/2),
‖R4(η, ψ)‖L(Hs+1/2 ,Hs) ≤ C(‖(η,∇xψ)‖Hs+1/2×Hs−1)(‖∇xψ‖Hs + ‖η‖Hs+1/2),
We introduce the new variable
(3.9) u = Tqω − iTpη.
Then u ∈ H˙s(Td), and
‖u‖Hs ≤ C(‖η‖Hs+1/2)(‖∇xψ‖Hs−1 + ‖η‖Hs+1/2).
Proposition 3.12. For s > 3 + d/2 and ε0 sufficiently small, if u ∈ H˙s(Td) such
that ‖u‖Hs < ε0, then there exists a unique (ψ, η) ∈ H˙s(Td) × H˙s+1/2(Td) satisfying
simultaneously the estimate
‖(ψ, η)‖Hs×Hs+1/2 ≤ 2‖u‖Hs ,
and the identity (3.9). Moreover, if u ∈ C 1,s(T, ε0), then η ∈ C 1,s+1/2(T, 2ε0), with
‖∂tη‖L∞([0,T ],Hs−1) ≤ 2‖∂tu‖L∞([0,T ],Hs−3/2).
Proof. Observe that q is a real symbol and an even function in ξ, and the real part of p
is even in ξ, while its imaginary part is odd in ξ, so by Lemma B.7, Tp and Tq preserves
the real part of a function. Therefore, by the definition of u, we have
(3.10) Tp(η)η = −Imu,
where we write p = p(η) to emphasize the fact that p depends on η. Equivalently,
η = Ψ(η),
where Ψ : H˙µ+1/2(Td)→ H˙µ+1/2(Td) for any s− 3/2 ≤ µ ≤ s, is defined by
Ψ(η) := −|Dx|−1/2Imu+ |Dx|−1/2T|ξ|1/2−p(η)η.
A direct application of the Banach fixed point theorem is not possible because Ψ is a
contraction only when ‖η‖W 2,∞ is sufficiently small. However the same iterative scheme
works. Let η0 = 0 and ηn+1 = Ψ(ηn) for n ∈ N. Denote pn = p(ηn) for simplicity. We
claim that for all n ∈ N,
‖ηn‖Hs+1/2 ≤ 2‖Im u‖Hs .
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We prove this by induction. Clearly it is true for n = 0. Suppose it is proven for n, then,
‖ηn+1‖Hs+1/2 = ‖Ψ(ηn)‖Hs+1/2 ≤ ‖Im u‖Hs + CM1/20,d/2+1(|ξ|1/2 − pn)‖ηn‖Hs+1/2
≤ ‖Im u‖Hs + C(‖ηn‖Hs+1/2)‖ηn‖Hs+1/2‖Imu‖Hs
≤ 2‖Im u‖Hs ,
whenever ε0 is sufficiently small. In particular ‖ηn‖Hs+1/2 ≤ 2ε0 for n ∈ N, and
‖ηn+1 − ηn‖Hµ+1/2 ≤ ‖T|ξ|1/2−pn(ηn − ηn−1)‖Hµ + ‖Tpn−pn−1ηn−1‖Hµ
≤ C(‖ηn‖Hs+1/2)‖ηn‖Hs+1/2‖ηn − ηn−1‖Hµ+1/2
+ C(‖(ηn−1, ηn)‖Hs+1/2×Hs+1/2)‖ηn − ηn−1‖Hµ+1/2‖ηn−1‖Hµ+1/2
≤ Cε0‖ηn − ηn−1‖Hµ+1/2 .
Hence when ε0 is so small that Cε0 < 1, {ηn}n is a Cauchy sequence in H˙s+1/2(Td), and
converges to some η ∈ H˙s+1/2(Td) such that
η = Ψ(η), ‖η‖Hs+1/2 ≤ 2‖Im u‖Hs .
The uniqueness of such η ∈ H˙µ+1/2(Td) for any s − 3/2 ≤ µ ≤ s comes from the same
contraction estimate. Therefore η is independent of the choice of the space H˙µ+1/2(Td)
whenever s− 3/2 ≤ µ ≤ s.
Write Tq = π(Dx) + Tq−1, Tp = (π(Dx) + Tp/|ξ|1/2−1)|Dx|1/2, where
‖Tq−1‖L(H˙s,H˙s) ≤ C‖q − 1‖L∞ ≤ C(‖η‖Hs+1/2)‖η‖Hs+1/2 ≤ Cε0.
‖Tp/|ξ|1/2−1‖L(H˙s,H˙s) ≤ CM00,d/2+1(p/|ξ|1/2 − 1) ≤ C(‖η‖Hs+1/2)‖η‖Hs+1/2 ≤ Cε0.
Observe that π(Dx) = IdH˙σ : H˙
σ → H˙σ for σ ∈ R (see Proposition B.4), hence by means
of Neumann series, Tp : H˙
s+1/2(Td)→ H˙s(Td) and Tq : H˙s(Td)→ H˙s(Td) are invertible
with their inverses being
T−1q = (Id + Tq−1)
−1, T−1p = |Dx|−1/2(Id + Tp/|ξ|1/2−1)−1.
and satisfying the estimates,
‖T−1q ‖L(H˙s,H˙s) ≤ 1 + Cε0, ‖T−1p ‖L(H˙s,H˙s+1/2) ≤ 1 + Cε0.
Therefore there is a unique ψ ∈ H˙s(Td) such that (3.9) is satisfied, which is given by the
formula
ψ = (T−1q Re− TBT−1p Im)u,
from which the estimate
‖ψ‖Hs ≤ (1 + Cε0)‖u‖Hs ≤ 2‖u‖Hs ,
for sufficiently small ε0.
As for the estimate of time derivative, observe that the symbol p is a function of ∇xη,
∇2xη and ξ. More precisely, one may write
p(t, x, ξ) = f(∇xη(t, x),∇2xη(t, x), ξ)
with some f = f(v,M, ξ) ∈ C∞(Rd×Rd×d ×Rd∗). Denote for simplicity ∇ = ∇v,M , then
∂tp =
〈∇vf(∇xη,∇2xη, ξ),∇x∂tη〉+ 〈∇Mf(∇xη,∇2xη, ξ),∇2x∂tη〉
=
〈∇f(∇xη,∇2xη, ξ), (∇x∂tη,∇2x∂tη)〉.
Therefore a formal differentiation of the formula (3.10) gives,
Tp∂tη + T〈∇f(∇xη,∇2xη,ξ),(∇x∂tη,∇2x∂tη)〉η = −Im∂tu,
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which leads to the consideration of the map Ψ˜t : H˙
s−1(Td)→ H˙s−1(Td),
Ψ˜t(ζ) = |Dx|−1/2T|ξ|1/2−pζ − |Dx|−1/2T〈∇f(∇xη,∇2xη,ξ),(∇xζ,∇2xζ)〉η − |Dx|−1/2Im ∂tu,
defined for almost every time t ∈ [0, T ], such that, whenever ∂tη is defined,
∂tη = Ψ˜t(∂tη).
We show that Ψ˜t is a contraction for ε0 sufficiently small, indeed,
‖Ψ˜t(ζ1)− Ψ˜t(ζ2)‖Hs−1 ≤ ‖T|ξ|1/2−p(ζ1 − ζ2)‖Hs−3/2
+ ‖T〈∇f(∇xη,∇2xη,ξ),(∇x(ζ1−ζ2),∇2x(ζ1−ζ2)〉)η‖Hs−3/2
≤ C(‖η‖Hs+1/2)‖η‖Hs+1/2‖ζ1 − ζ2‖Hs−1
≤ Cε0‖ζ1 − ζ2‖Hs−1 .
Therefore, by Banach fixed point theorem, for almost every t ∈ [0, T ], there exists a
unique ζ(t) ∈ H˙s−1(Td) such that
Ψ˜t(ζ(t)) = ζ(t), ‖ζ(t)‖Hs−1 ≤ 2‖Im ∂tu(t)‖Hs−1 .
We claim that ∂tη = ζ. Indeed, define
η˜(t) = η(0) +
ˆ t
0
ζ(s) ds,
Then η˜(0) = η(0), ∂tη˜ = ζ, η˜ ∈W 1,∞([0, T ], H˙s−1(Td)), and
‖η˜‖C([0,T ],Hs−1) ≤ (1 + T )Cε0.
To show that η ≡ η˜, consider the function g ∈W 1,∞([0, T ], H˙s−3/2(Td)) define by
g(t) = Tp(η˜(t))η˜(t) + Imu(t).
Then g(0) = 0 by the definition of η(0), while ∂tg ≡ 0 by the definition of ζ(t). Therefore
g ≡ 0. That implies, by the uniqueness of the η in H˙s−3/2(Td), for ε0 sufficiently small,
and for each time t ∈ [0, T ], η(t) = η˜(t). Consequently, η = η˜ ∈ W 1,∞([0, T ], H˙s−1(Td)).
The continuity η ∈ C([0, T ], H˙s+1/2(Td)), is a direct consequence of Lemma 5.11 to be
proven later. 
Remark 3.13. All the symbols that depends on η, say a = a(η) ∈ Γ˙mρ , that appear in this
article are functions of ∇xη and ∇2xη, that is, following the proof of the previous lemma,
a(t, x, ξ) = f(∇xη(t, x),∇2xη(t, x), ξ),
for some f = f(v,M, ξ) ∈ C∞(Rd ×Rd×d × Rd∗).
As a consequence of this lemma, when u ∈ C 1,s(T, ε0) is defined by (2.2) with ε0 being
sufficiently small, we can express η = η(u) ∈ H˙s+1/2(Td), and thus consider a = a(u) as
a symbol depending on u,
a(u) = f(∇xη(u),∇2xη(u), ξ).
When considering time derivatives of a, we use the formula,
∂ta(u) =
〈
(∇v,Mf)(∇xη(u),∇2xη(u), ξ), (∇x∂tη(u),∇2x∂tη(u))
〉
.
Consequently, we write p = p(u), q = q(u). Expressing also ψ˙ = ψ˙(u) ∈ H˙s(Td) where
ψ˙ = π(Dx)ψ, so that B = B(u), because B does not depend on the zero frequency of ψ.
Then we have explicitly the following formula,
π(Dx)η = −T−1p(u)Imu, π(Dx)ψ = (T−1q(u)Re− TB(u)T−1p(u)Im)u,
which will be used in Proposition 3.14 to derive an equation for u.
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For R-linear operators of the form Ri(η, ψ), (i = 1, 2) that depend on nonzero fre-
quencies of (η, ψ), such that R1 : H
s(Td) → Hs(Td), R2 : Hs+1/2(Td) → Hs(Td),
and Ri = Riπ(Dx), we can correspond to them R-linear operators of the form R˜i(u) :
Hs(Td)→ Hs(Td), such that
R1(η, ψ)ψ = R˜1(u)u, R2(η, ψ)η = R˜2(u)u.
Indeed, we simply let
R˜1(u) = R1(η(u), ψ˙(u))(T
−1
q(u)Re− TB(u)T−1p(u)Im),
R˜2(u) = −R2(η(u), ψ˙(u))T−1p(u)Im.
For simplicity, we write henceforth by an abuse of notation Ri(u) = R˜i(u), for this
correspondence.
Proposition 3.14. Let s > 3 + d/2, and u ∈ C 0,s(T, ε0) for T > 0 and ε0 sufficiently
small, then u satisfies the equation
(3.11) ∂tu+ P (u)u+R(u)u = B(u)F + β(u)F,
with P (u) being a paradifferential operator defined by,
(3.12) P (u) = iTγ(u) +∇x · TV (u) − gTr(u)−1Im + iTr(u)MbRe,
where the symbol r(u) = p(1/2)(u)/q(u) is homogeneous in ξ of order 1/2. The operators
R(u), B(u) and β(u) depend on u, the latter two being explicitly defined as follows,
B(u)F = χTTq(u)ϕωReF, β(u)F = χTTq(u)TB(u)(ϕωReF )T−1p(u)Imu.
Furthermore,
B(u) ∈ C([0, T ],L(H˙σ , H˙σ)), ∀σ ≥ 0,
β(u) ∈ L∞([0, T ],L(H˙s, H˙s+1/2)) ∩ C([0, T ],L(H˙s, H˙s−1)),
R(u) ∈ L∞([0, T ],L(H˙s, H˙s)) ∩ C([0, T ],L(H˙s, H˙s−3/2)),
(3.13)
and they satisfy the following estimates
‖B(u)‖C([0,T ],L(H˙σ ,H˙σ)) . 1,
‖β(u)‖L∞([0,T ],L(H˙s,H˙s+1/2)) . ε0,
‖R(u)‖L∞([0,T ],L(H˙s,H˙s)) . εϑ0 ,
(3.14)
for some ϑ > 0.
Proof. By (3.8) and the definition of u,
∂tu+ P˜ (u)u+ R˜(u)u = B(u)F + β(u)F,
with R˜(u) = −iR1(u)− iR2(u) +R3(u) +R4(u) and
P˜ (u) = iTγ +∇x · TV − gTqTp−1Im + iTpMb(Tq−1Re− TBTp−1Im).
Therefore it suffices to put
R(u) = R˜(u) + g(Tr−1 − TqT−1p )Im + i(TpMbT−1q − Tr−1Mb)Re− iTpMbTBT−1p Im.
Now the estimate for R(u) comes from that of R˜(u) and a symbolic calculus. The estimate
for B(u) comes directly from Theorem B.3. The estimate of β(u) uses Lemma 3.2,
‖β(u)F‖Hs+1/2 . ‖B(u)F‖L∞‖u‖Hs . C(‖u‖Hs)‖F‖Hs‖u‖Hs .
The continuity of the these three operators is a consequence of Lemma 5.12, Lemma 5.22
and Lemma 5.19 to be proven later. 
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4. L2 Linear Control
Let s be sufficiently large, T > 0, ε0 > 0, fix u ∈ C 1,s(T, ε0), and denote for simplicity
P = P (u), B = B(u).
The purpose of this section is to prove the L2-null controllability, when ε0 is sufficiently
small, of the following equation without the perturbation terms,
(4.1) (∂t + P )u = BF.
Proposition 4.1. Suppose that ω satisfies the geometric control condition, s is suffi-
ciently large, T > 0, ε0 > 0, u ∈ C 1,s(T, ε0), then when ε0 is sufficiently small, the
L2-null controllability of (4.1) holds. More precisely, there exists a linear operator
Θ = Θ(u) : L˙2(Td)→ C([0, T ], L˙2(Td)),
satisfying the estimate
‖Θ‖L(L˙2,C([0,T ],L˙2)) . 1,
such that, for u0 ∈ L˙2(Td) and
F = Θu0 ∈ C([0, T ], L˙2(Td)),
the unique solution u ∈ C([0, T ], L˙2(Td)) of (4.1) with initial data u(0) = u0, vanishes at
time T , that is u(T ) = 0.
We use the Hilbert Uniqueness Method, or HUM for short, to prove this proposition.
4.1. Hilbert Uniqueness Method. The HUM establishes by a duality argument on a
well-chosen Hilbert space, the equivalence between the null controllability of the original
equation (that is in our case (4.1)) and an observability inequality to its dual equation
(see (4.2)), with respect to the Hilbertian structure. Because P and B are not C-linear
but only R-linear, we then choose the real Hilbert space L˙2(Td,C) equipped with the
scalar product Re(·, ·)L2 . Therefore our dual equation is
(4.2) ∂tu− P ∗u = 0,
where P ∗ is the formal adjoint of P , with respect to (L˙2(Td),Re(·, ·)L2), in the sense that,
for all f, g ∈ C∞(Td),
Re(Pf, g)L2 = Re(f, P
∗g)L2 .
Proposition 4.2. P ∗ = −iT ∗γ −T ∗V ·∇x−giT ∗r−1Re+MbT ∗r Im, where for a paradifferential
operator Ta, T
∗
a denotes its formal adjoint with respect to (·, ·)L2 .
Proof. For a paradifferential operator Ta, its formal adjoint T
∗
a with respect to the scalar
product (·, ·)L2 is evidently at the same time its formal adjoint with respect to the scalar
product Re(·, ·)L2 . Moreover, by a direct verification, Im∗ = iRe. Therefore,
P ∗ = T ∗γ i
∗ − T ∗V · ∇x − gIm∗T ∗r−1 + (iRe)∗MbT ∗r
= −iT ∗γ − T ∗V · ∇x − giReT ∗r−1 + ImMbT ∗r .
It remains to show that for a = r±1 or mb, [T ∗a ,Re] = [T ∗a , Im] = 0. Equivalently
[Ta,Re] = 0. This is a consequence of Lemma B.7, as in either case a is real valued, and
is an even function of ξ. 
Now HUM proceeds as follows. Define the range operator R = R(u) by
R : L2([0, T ], L˙2(Td))→ L˙2(Td), G 7→ u(0),
where u ∈ C([0, T ], L˙2(Td)) is the unique solution to the Cauchy problem
(∂t + P )u = G, u(T ) = 0.
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Also define the solution operator S = S(u) by
S : L˙2(Td)→ C([0, T ], L˙2(Td)) ⊂ L2([0, T ], L˙2(Td)), v0 7→ v,
where v ∈ C([0, T ], L˙2(Td)) is the unique solution to the dual equation (4.2) with initial
data v(0) = v0.
Remark 4.3. For the well-posedness of these equations, we refer to Appendix C. Moreover,
for all µ ≥ 0, we have
R|L2([0,T ],H˙µ) : L2([0, T ], H˙µ(Td))→ H˙µ(Td), S|H˙µ : H˙µ(Td)→ C([0, T ], H˙µ(Td)).
Remark 4.4. In classical literatures, the operator RB is called the range operator, while
B∗S is called the solution operator. We isolate the operator B for later simplicity.
Proposition 4.5. Let F ∈ L2([0, T ], L˙2(Td)), and v0 ∈ L˙2(Td), then the duality holds
(4.3) − Re(RBF, v0)L2 = Re(F,B∗Sv0)L2([0,T ],L2),
or formally, with respect to Re(·, ·)L2 , RB = −(B∗S)∗.
Proof. By a density argument, it suffice to prove the identity for F ∈ C([0, T ], H˙∞(Td)),
and v0 ∈ H˙∞(Td). Then v = Sv0 ∈ C1([0, T ], H˙∞(Td)). And the solution u to (4.1) with
u(T ) = 0 belongs to C1([0, T ], H˙∞(Td)). By the Newton-Leibniz formula,
Re(F,B∗v)L2([0,T ],L2) = Re(BF, v)L2([0,T ],L2) = Re((∂t + P )u, v)L2([0,T ],L2)
= Re(u(t), v(t))L2 |T0 +Re(u, (−∂t + P ∗)v)L2([0,T ],L2)
= Re(u(T ), v(T ))L2 − Re(u(0), v(0))L2 .
Now that u(T ) = 0, the duality relation (4.3) follows. 
Proposition 4.6. Suppose that ω satisfies the geometric control condition, s is suffi-
ciently large, T > 0, ε0 > 0, and u ∈ C 1,s(T, ε0). Then for ε0 sufficiently small, the
L2-observability of (4.2) holds. That is, for all its solution u, with initial data in L˙2(Td),
(4.4) ‖u(0)‖2L2 .
ˆ T
0
‖B∗u(t)‖2L2 dt.
Here B∗ = χTϕωT ∗q Re is the dual operator of B with respect to Re(·, ·)L2 .
Remark 4.7. Now that χT (t) = 1 for t ≤ T/2, and that Proposition 4.6 is stated for all
T > 0, replacing T with 2T in (4.4), then for (4.4) to be satisfied, we only need to prove
the following observability for all T > 0,
‖u(0)‖2L2 .
ˆ T
0
‖ϕωT ∗q Reu(t)‖2L2 dt.
Therefore, we may simply omit the factor χT in (4.4).
The effort of the rest of the section will be devoted to proving this observability, which
states the coercivity of the operator B∗S because (4.4) writes in a compact form as
‖u0‖L2 . ‖B∗Su0‖L2([0,T ],L2).
Once this is proven, define the R-linear operator
(4.5) K := −RBB∗S : L˙2(Td)→ L˙2(Td), ∀µ ≥ 0.
Remark 4.8. By Proposition 4.5, K = (B∗S)∗B∗S. By an energy estimate, we have for
all µ ≥ 0, K|H˙µ : H˙µ(Td)→ Hµ(Td).
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Consider the continuous R-bilinear form on L˙2(Td),
̟(f0, v0) := Re(Kf0, v0)L2 .
It is coercive by (4.4),
̟(v0, v0) = Re((B∗S)∗B∗Sv0, v0)L2 = Re(B∗Sv0,B∗Sv0)L2([0,T ],L2) & ‖v0‖2L2 .
By Lax-Milgram’s theorem, for u0 ∈ L˙2(Td), there exists a unique f0 ∈ L˙2(Rd), such that
̟(f0, v0) = Re(u0, v0)L2 , ∀v0 ∈ L˙2(Td),
and consequently, we have the invertibility of K,
(4.6) Kf0 = u0, ‖f0‖L2 . ‖u0‖L2 .
Therefore, we have proven the following proposition, as a consequence of the L2-observability.
Proposition 4.9. Suppose that ω satisfies the geometric control condition, s is suffi-
ciently large, T > 0, ε0 > 0, and u ∈ C 1,s(T, ε0). Then for ε0 sufficiently small, K
defines an isomorphism on L˙2(Td) with
‖K‖L(L˙2,L˙2) + ‖K−1‖L(L˙2,L˙2) . 1.
To construct Θ and thus prove Proposition 4.1, we set
F = −B∗Sf0 = −B∗SK−1u0 ∈ C([0, T ], L˙2(Td)),
then by (4.6) and the definition of K, RBF = u0. Therefore,
(4.7) Θ := −B∗SK−1 : L˙2(Td)→ C([0, T ], L˙2(Rd))
defines a desired control operator.
It remains to prove Proposition 4.6.
4.2. Reduction to Pseudodifferential Equation. This sections shows that, the ob-
servability of the paradifferential equation (4.2) can be reduced to that of a pseudo-
differential equation. To do this, write
−P ∗ = iQ+RQ,
where the pseudodifferential operator Q = Q(u) is
(4.8) Q = π(Dx)Op(γπ) + π(Dx)
(
V ·Dx + gOp(r−1π)Re + Op(r ·mb) iIm
)
.
Lemma 4.10. Suppose that s is sufficiently large, T > 0, ε0 > 0, and u ∈ C 0,s(T, ε0).
Then for ε0 sufficiently small,
RQ ∈ L∞([0, T ],L(L˙2, L˙2)) ∩C([0, T ],L(L˙2, H˙−3/2)),
with the estimate
‖RQ‖L∞([0,T ],L(L˙2,L˙2)) . ε0.
Proof. Lemma 5.13 later shows that P ∗ ∈ C([0, T ],L(L˙2, H˙−3/2)). To prove that Q ∈
C([0, T ],L(L˙2, H˙−3/2)), the main estimate is a similar contraction estimate for the prin-
cipal term. Let ui ∈ H˙s(Td) (i = 0, 1) be such that ‖ui‖Hs < ε0, then
‖Op(γ(u1)(3/2)π)−Op(γ(u2)(3/2)π)‖L(L˙2,H˙−3/2) . ‖u1 − u2‖Hs .
To estimate the L∞-norm, write −RQ = P ∗+ iQ = (P ∗−P )+ (P + iQ). For P ∗−P ,
we estimate T ∗γ − Tγ . By the definition of γ = γ(3/2) + γ(1/2),
(4.9) i Imγ(1/2) =
1
2
∂ξ ·Dxγ(3/2).
Therefore, a symbolic calculus shows,
T ∗γ = Tγ +O(ε0)L(L2,L2).
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Remark 4.11. The remainder is of size O(ε0)L(L˙2,L˙2). To prove this, we write T
∗
γ =
T ∗
γ(3/2)−|ξ|3/2+T
∗
|ξ|3/2+T
∗
γ(1/2)
, and proceeds with the symbolic calculus, using the estimates
thatM
3/2
3/2,d/2+1(γ
(3/2)−|ξ|3/2) . ε0,M1/21/2,d/2+1(γ(1/2)) . ε0. The idea is that the symbols
do not differ much from some Fourier multipliers, in the sense that their differences are
of size ε0. This idea will be frequently used in later estimates of remainders, and will not
again be explained in detail.
To estimate P + iQ, write
P + iQ = iπ(Dx)
(
Tγ −Op(γπ)
)
+ iπ(Dx)(TV ·ξ −Op(V · ξ))
+ igπ(Dx)
(
Tr−1 −Op(r−1π)
)
Re− π(Dx)(Tr·mb −Op(r ·mb))Im.
We conclude with Proposition B.6 that P + iQ = O(ε0)L(L˙2,L˙2). 
Consider the following pseudodifferential equation,
(4.10) Dtu+Qu = 0.
Proposition 4.12. Suppose that ω satisfies the geometric control condition, s is suffi-
ciently large, T > 0, ε0 > 0, and u ∈ C 1,s(T, ε0). Then for ε0 sufficiently small, the
L2-observability of (4.10) holds. That is, for all its solution with initial data in L˙2(Td),
(4.11) ‖u(0)‖2L2 .
ˆ T
0
‖ϕωRe u(t)‖2L2 dt.
By Duhamel’s formula and Lemma 4.10, we can deduce Proposition 4.6 from Propo-
sition 4.12. Indeed, for every solution u ∈ C([0, T ], L˙2(Td)) of equation (4.2), write
u = v + w with v,w ∈ C([0, T ], L˙2(Td)) such that
(∂t + iQ)v = 0, v(0) = u(0); (∂t + iQ+RQ)w = −RQv, w(0) = 0.
Then by Proposition C.1,
‖v‖C([0,T ],L2) . ‖u(0)‖L2 ,
‖w‖C([0,T ],L2) . ‖RQv‖L1([0,T ],L2) . ε0‖v‖L1([0,T ],L2) . ε0‖u(0)‖L2 .
Applying Proposition 4.12,
‖u(0)‖2L2 .
ˆ T
0
‖ϕωRe v(t)‖2L2 dt
.
ˆ T
0
‖B∗u(t)‖2L2 dt+
ˆ T
0
‖(B∗ − ϕωRe)u(t)‖2L2 dt+
ˆ T
0
‖ϕωRew(t)‖2L2 dt
.
ˆ T
0
‖B∗u(t)‖2L2 dt+ ε0‖u(0)‖2L2 .
The estimate above uses ‖(B∗−ϕωRe)u‖L2 = ‖ϕωRe(T ∗q − π)u‖L2 . ε0‖u‖L2 (by Propo-
sition B.4). The observability for u then follows for ε0 sufficiently small.
To deal with the problem caused by the R-linearity of the equation, we are going to
consider u and u¯ simultaneously, and study the equation satisfied by the pair
(u
u¯
)
. First
we derive the equation for u¯ with the help of the following observation. For a pseudo-
differential operator with symbol a, we have
Op(a)u = Op(a˜)u¯, a˜(x, ξ) = a(x,−ξ).
If a is a real even function or pure imaginary odd function of ξ, then a˜ = a. In particular
γ˜ = γ, because γ(3/2) and Re γ(1/2) are real and even functions of ξ, while i Im γ(1/2) is a
pure imaginary odd function of ξ. Taking the complex conjugation of (4.10), we have
(Dt − Q˜)u¯ = 0,
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with (using the identity π2|Zd = π|Zd)
Q˜ = π(Dx)Op(γπ) + π(Dx)
(− V ·Dx + gOp(r−1π)Re + Op(r ·mb)iIm).
This suggest the consideration of the following system of equations,
(4.12) Dt ~w +A~w = 0,
where ~w =
(
w+
w−
) ∈ L˙2(Td)× L˙2(Td), and A = π(Dx)Op(Aπ) with the symbol
(4.13) A = γ
(
1 0
0 −1
)
+ V · ξ + g
2r
(
1 1
−1 −1
)
+
r ·mb
2
(
1 −1
−1 1
)
.
Indeed,
(u
u¯
)
satisfies (4.12) whenever u satisfies (4.10). Then the L2-observability of (4.10)
is a simple consequence of that of (4.12).
Proposition 4.13. Suppose that ω satisfies the geometric control condition, s is suffi-
ciently large, T > 0, ε0 > 0, and u ∈ C 1,s(T, ε0). Then for ε0 sufficiently small, the L2-
observability of (4.12) holds, that is, for all solution ~w with initial data in L˙2(Td)×L˙2(Td),
(4.14) ‖~w(0)‖2L2 .
ˆ T
0
‖ϕω~e · ~w‖2L2 dt,
where ~e =
(1
1
)
defines a linear map ~e· : L˙2(Td)× L˙2(Td)→ L˙2(Td) ~w 7→ w+ + w−.
The rest of the section is devoted to proving this proposition.
4.3. Reduction to Semiclassical Equation. This section derives the equation satisfied
by frequency localized quasi-modes of (4.12). By the hypothesis that ω satisfies the
geometric control condition, for fixed T > 0, there exists some υ ∈ ]0,∞[ such that
(4.15)
3
2
υ1/2 · T > min{L ≥ 0 : ∀(x, ξ) ∈ Td × Sd−1, [x, x+ Lξ] ∩ ω 6= ∅},
where [x, x + Lξ] = {x + tξ : t ∈ [0, L]}. Indeed the right hand side is finite by the
geometric control condition and the compactness of Td. The expression of the left hand
side is in accordance with the group velocity (2.18), so that wave packets of the linearized
equation around frequencies with modulus ≥ υ will travel into ω within time T . We
define a class of cutoff functions
Ξ(υ) =
{
χ ∈ C∞c (R\{0}) : 0 ≤ χ ≤ 1, suppχ ⊂ {1 ≤ |z|/υ3/2 ≤ 5}, χ|2≤|z|/υ3/2≤4 ≡ 1
}
.
Fix χ ∈ Ξ(υ). Let φ ∈ C∞(R) be such that 0 ≤ φ ≤ 1, φ(z) = 1 for z ≥ υ3/2/2, and
φ(z) = 0 for z ≤ υ3/2/4. In particular, φχ = χ. Then set ϕ(ξ) = φ(|ξ|3/2).
Now for s sufficiently large, T > 0, ε0 > 0, u ∈ C 1,s(T, ε0), set
h = 2−j
as a semiclassical parameter, and define the operator,
Zh = Oph(ϕ)Oph
(
γhϕ
)
, γh = γ
(3/2) + hγ(1/2),
so that γh(x, hξ) = h
3/2γ(x, ξ). For ε0 sufficiently small, Zh is elliptic of order 3/2, and
the symmetric operator
ReZh := 1
2
(Zh + Z∗h), D(ReZh) = C∞(Td)
has a Friedrichs extension. We still denote by ReZh this extension, and define
∆h = Oph(χ(γ
(3/2))), Πh = χ(ReZh)
where the latter is defined by the functional calculus of ReZh.Finally set
(4.16) ~wh = Πh∆h ~w.
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We will derive the equation satisfied by ~wh, under the coordinates (s, x), where
(4.17) s = h−1/2t,
so that Ds = h
1/2Dt. The equation (4.12) is equivalent to
(4.18) hDs ~w + h
3/2A~w = 0.
The equation for ~wh will be obtained by commutating successively ∆h and Πh with (4.18).
A careful study of the operator Πh is needed.
4.3.1. Semiclassical Functional Calculus for Πh. We use the notations [a, b]s and [a, b]t
to denote the time intervals {s : a ≤ s ≤ b} and {t : a ≤ t ≤ b} to avoid ambiguity.
Lemma 4.14. Suppose that s is sufficiently large, T > 0, ε0 > 0, and u ∈ C 0,s(T, ε0).
Then for ε0 sufficiently small, ∆h ∈ C([0, T ]t,L(L2, L2)) and
‖Πh −∆h‖L∞([0,T ]t,L(L2,L2)) . h.
Moreover, if u ∈ C 1,s(T, ε0), then for ε0 sufficiently small,
‖DsΠh‖L∞([0,T ]t,L(L2,L2)) . (ε0 + h)h1/2,
and in particular Πh ∈W 1,∞([0, T ]t,L(L2, L2)).
Proof. We omit the time variable t for simplicity. The idea of the proof is to use Helffer-
Sjo¨strand’s formula (see for example [21, 17, 47]),
(4.19) Πh = − 1
π
ˆ
C
∂¯χ˜(z)(z − ReZh)−1 dz,
where χ˜ is an almost analytic extension of χ, such that for some n ∈ N to be fixed later,
χ˜(z) = ̺(Im z)
n∑
k=0
χ(k)(Re z)
k!
(iIm z)k,
with ̺ ∈ C∞c (R) such that ̺ = 1 near zero. Notice that
(4.20) |∂¯χ˜(z)| . |Im z|n+1.
In order to perform a semiclassical parametrix construction for z −ReZh, we first deter-
mine the symbol for ReZh. By a semiclassical symbolic calculus,
Zh = Oph(γ(3/2)ϕ2) + hOph(γ(1/2)ϕ2) + hOph(ϕ∂ξϕ ·Dxγ(3/2)) +O(h2)L(L2,L2)
Z∗h = Oph(γhϕ)∗Oph(ϕ)(4.21)
=
(
Oph(γ
(3/2)ϕ) + hOph(γ
(1/2)ϕ) + hOph(∂ξ ·Dx(γ(3/2)ϕ))
)
Oph(ϕ)
+O(h2)L(L2,L2)
= Oph(γ
(3/2)ϕ2) + hOph(γ
(1/2)ϕ2) + hOph(ϕ∂ξϕ ·Dxγ(3/2))
+ hOph(∂ξ ·Dxγ(3/2)ϕ2) +O(h2)L(L2,L2).
Consequently,
ReZh = Oph(γ(3/2)ϕ2) + hOph(ζ(1/2)ϕ) +O(h2)L(L2,L2),
where
ζ(1/2) =
(
∂ξ ·Dxγ(3/2) +Re γ(1/2)
)
ϕ2 + ϕ∂ξϕ ·Dxγ(3/2).
Now let q0(z, x, ξ) = (z − γ(3/2)ϕ2)−1 for z ∈ C\R, then for some N > 0,
Oph(q0(z)) ◦ (z − ReZh) = 1 +O(h|Im z|−N )L(L2,L2).
Apply both sides to (z −ReZh)−1, and use the resolvent estimate
‖(z − ReZh)−1‖L(L2,L2) ≤ |Im z|−1,
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we have,
(z − ReZh)−1 = Oph(q0(z)) +O(h|Imz|−(N+1))L(L2,L2).
Plug this into (4.19) with n ≥ N . Use Cauchy’s integral formula and (4.20),
Πh = − 1
π
ˆ
C
∂χ˜(z)
(
Oph
(
q0(z)
)
+O
(
h|Imz|−(N+1))L(L2,L2)) dz
= Oph
(− 1
π
ˆ
C
∂χ˜(z)(z − γ(3/2)ϕ2)−1 dz)
− 1
π
ˆ
C
∂χ˜(z)O
(
h|Imz|−(N+1))L(L2,L2) dz
= Oph
(
χ(γ(3/2)ϕ2)
)
+O(h)L(L2,L2)
= ∆h +O(h)L(L2,L2),
where the last equality uses χ(γ(3/2)ϕ2) = χ(γ(3/2)), for small ε0.
As for DsΠh, we apply the identity
Dt(z −A)−1 = (z −A)−1(DtA)(z −A)−1
to (4.19) and deduce
DsΠh = −h
1/2
π
ˆ
C
∂¯χ˜(z)(z − ReZh)−1(DtReZh)(z − ReZh)−1 dz,
where DtReZh = Re(DtZh) = Oph(Dtγ(3/2)ϕ2) + hOph(Dtζ(1/2)ϕ) + O(h2)L(L2,L2).
Therefore, use again Cauchy’s integral formula,
DsΠh =Oph
(
− h
1/2
π
ˆ
C
∂¯χ˜(z)Dtγ
(3/2)ϕ2(z − γ(3/2)φ2)−2
)
dz +O(h3/2)L(L2,L2)
= −h1/2Oph
(
∂zχ(γ
(3/2)φ2)Dtγ
(3/2)ϕ2
)
+O(h3/2)L(L2,L2)
= O((ε0 + h)h
1/2)L(L2,L2).
(4.22)

Corollary 4.15. Suppose that s is sufficiently large, T > 0, ε0 > 0, and u ∈ C 1,s(T, ε0).
Let χ′ ∈ Ξ(υ) be such that χ′χ = χ, then, for ε0 sufficiently small,
(4.23) ~wh = ∆
′
h ~wh +R∆,h ~wh,
where ∆′h = Oph
(
χ′(γ(3/2))
)
, and
‖R∆,h‖C([0,T ]t,L(L2,L2)) . h.
Proof. Let Π′h = χ
′(ReZh), then Lemma 4.14 shows that
Π′h = ∆
′
h +O(h)C([0,T ]t,L(L2,L2)).
We conclude with the functional calculus Π′h ~wh = Π
′
hΠh∆h ~w = Πh∆h ~w = ~wh. 
Corollary 4.16. Suppose that s is sufficiently large, T > 0, ε0 > 0, and u ∈ C 1,s(T, ε0).
Then for ε0 sufficiently small, for all t ∈ [0, T ], Dh = Πh, ∆h or Πh∆h, where we omit
the time variable t in Dh = Dh(t), for u ∈ L2(Td),∑
h=2−j
j≥0
‖Dhu‖2L2 . ‖u‖2L2 .
Moreover, for j0 > 0 sufficiently large, and all N > 0,∑
h=2−j
j≥j0
‖Dhu‖2L2 & ‖u‖2L2 − ‖u‖2H−N .
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Proof. We only prove the estimates for Dh = Πh∆h. The rest is similar. By Lemma 4.14,
Πh∆h = (∆h +O(h)L(L2,L2))∆h = Oph(χ(γ
(3/2))2) +O(h)L(L2,L2).
Let χ′, χ′′ ∈ Ξ(υ) be such that χχ′ = χ′, χ′′χ = χ, then
Πh∆h = Πh∆hχ
′′(|hDx|3/2) + Πh∆h(1− χ′′(|hDx|3/2))
= O(1)L(L2,L2)χ′′(|hDx|3/2) +O(h)L(L2,L2).
χ′(|hDx|3/2) = χ′(|hDx|3/2)Πh∆h + χ′(|hDx|3/2)(1−Πh∆h)
= O(1)L(L2,L2)Πh∆h +O(h)L(L2,L2).
Therefore, by Littlewood-Paley’s theory,∑
h=2−j
j≥0
‖Πh∆hu‖2L2 .
∑
h=2−j
j≥0
‖χ′′(|hDx|3/2)u‖2L2 + h2‖u‖2L2 . ‖u‖2L2 .
∑
h=2−j
j≥j0
‖Πh∆hu‖2L2 + h2‖u‖2L2 &
∑
h=2−j
j≥j0
‖χ′(|hDx|3/2)u‖2L2 & ‖u‖2L2 − ‖u‖2H−N .
We conclude for j0 sufficiently large. 
4.3.2. Equation for ∆h ~w.
Proposition 4.17. Suppose that s is sufficiently large, T > 0, ε0 > 0, u ∈ C 1,s(T, ε0).
Then for ε0 sufficiently small, ∆h ~w satisfies the equation
(4.24) (hDs +Ah)∆h ~w + R˜h ~w = 0,
where Ah = h3/2Oph(ϕ)AOph(ϕ), and
(4.25) ‖R˜h‖L∞([0,T ]t,L(L2,L2)) . (ε0 + h1/2)h3/2.
Remark 4.18. Ah is of the form Ah =
(Zh 0
0 −Zh
)
+ small lower order terms.
Proof. The remainder R˜h is explicitly written as follows,
R˜h = [∆h, hDs] + h
3/2[∆h,A]
+ h3/2A(1−Oph(ϕ))∆h + h3/2(1−Oph(ϕ))AOph(ϕ)∆h,
= (I) + (II) + (III) + (IV).
Estimate the four terms respectively.
Estimate of (I). Use Ds = h
1/2Dt, and bound Dtγ
(3/2) by ε0,
(I) = −h3/2Oph(∂zχ(γ(3/2)) ·Dtγ(3/2)) = O(ε0h3/2)L(L2,L2).
Estimate of (II). The estimate of the commutator [π(Dx)Op(γ
(3/2)π),∆h] is the main
difficulty. By a symbolic calculus, and Remark 4.11,
π(Dx)Op(γ
(3/2)π) = Op(γ(3/2)π) + Op(π∂ξπ ·Dxγ(3/2)) +O(ε0)L(L2,L2)
= Op(γ(3/2)π) +O(ε0)L(L2,L2),
where we use π∂ξπ = 0 on Z
d, whence Op(π∂ξπ ·Dxγ(3/2)) = 0. Therefore,
[∆h, π(Dx)Op(γ
(3/2)π)] = [∆h,Op(γ
(3/2)π)] +O(ε0)L(L2,L2)
=
1
i
Op
({χ(h3/2γ(3/2)), γ(3/2)π})+O(ε0)L(L2,L2).
Observe that the Poisson bracket vanishes,
{χ(h3/2γ(3/2)), γ(3/2)π} = {χ(h3/2γ(3/2)), γ(3/2)}π + {χ(h3/2γ(3/2)), π}γ(3/2) = 0
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Indeed, the first term vanishes because χ(h3/2γ(3/2)) is a function of γ(3/2). The singularity
at 0 is not a problem when ε0 is sufficiently small. The second term vanishes because the
supports of χ(h3/2γ(3/2)) and π are disjointed, for h and ε0 sufficiently small. Combining
the estimates of commutators of lower orders, (II) = O((ε0 + h
1/2)h3/2)L(L2,L2).
Estimate of (III). Write
(III) = A〈Dx〉−3/2h3/2〈Dx〉3/2(1−Oph(ϕ))∆h.
Recall that φχ = χ, so for ε0 sufficiently small, (1 − Oph(ϕ))∆h = O(h2)L(L2,H2h). And
h3/2〈Dx〉3/2 : H2h → H1/2h →֒ L2, A〈Dx〉−3/2 : L2 → L2. Therefore, (III) = O(h2)L(L2,L2).
Estimate of (IV). Observe that h3/2AOph(ϕ) is a semiclassical pseudodifferential op-
erator with principle symbol
(
γ(3/2) 0
0 −γ(3/2)
)
ϕ. It suffices therefore to estimate (1 −
Oph(ϕ))Oph(γ
(3/2)ϕ)∆h. By the symbolic calculus, this is of order O(h
2)L(L2,H2h). There-
fore, (IV) = O(h2)L(L2,L2). 
4.3.3. Equation for ~wh = Πh∆h ~w.
Proposition 4.19. Suppose that s is sufficiently large, T > 0, ε0 > 0, u ∈ C 1,s(T, ε0).
Then for ε0 sufficiently small, ~wh satisfies the equation
(4.26) (hDs ~wh +Ah)~wh +Rh ~w = 0,
Let Π′h = χ
′(ReZh) with χ′ ∈ Ξ(η) and χ′χ = χ, then for some operators Rih (i = 1, 2, 3)
satisfying the estimates
(4.27) ‖Rih‖L∞([0,T ]t,L(L2,L2)) . (ε0 + h1/2)h3/2,
the following decomposition holds,
(4.28) Rh = ΠhR
1
h +R
2
hΠ
′
h +R
3
h∆h.
Proof. Commuting (4.24) with Πh, using the functional calculus Πh = ΠhΠ
′
h, the remain-
der Rh writes explicitly
Rh = ΠhR˜h + [Πh, hDs] + [Πh,Ah]∆h
= Πh(R˜h − hDsΠ′h) + (−hDsΠh)Π′h + [Πh,Ah]∆h.
Therefore R1h = R˜h − hDsΠ′h, R2h = −hDsΠh, R3h = [Πh,Ah]. The estimates of R1h and
R2h follow from Lemma 4.14 and (4.25). In view of Remark 4.18, the main estimate of R
3
h
is that of the commutator [Πh,Zh]. To do this, write Zh = ReZh + 12(Zh − Z∗h), where
by a functional calculus [Πh,ReZh] = 0, while by (4.21) and (4.9),
Zh −Z∗h = hOp
(
(2iImγ(1/2) − ∂ξ ·Dxγ(3/2))ϕ2
)
+O(h2)L(L2,L2) = O(h
2)L(L2,L2).
Therefore [Πh,Zh] = O(h2)L(L2,L2), and combining the estimates of commutators with
lower order terms, (III) = O((ε0 + h
1/2)h3/2)L(L2,L2). 
Corollary 4.20. Suppose that s is sufficiently large, T > 0, ε0 > 0, u ∈ C 1,s(T, ε0).
Then for ε0 sufficiently small, for almost every t ∈ [0, T ] and for all j0 ∈ N,∑
h=2−j
j≥j0
‖h−3/2Rhu‖2L2 . (ε20 + 2−j0)‖u‖2L2 .
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Proof. We omit the time variable t for simplicity. By Corollary 4.16 and the estimates
that h−3/2Rih = O(ε0 + h
1/2)L(L2,L2),∑
h=2−j
j≥j0
‖h−3/2R2hΠ′hu‖2L2+
∑
h=2−j
j≥j0
‖h−3/2R3h∆hu‖2L2
. (ε20 + 2
−j0)
( ∑
h=2−j
j≥j0
‖Π′hu‖2L2 +
∑
h=2−j
j≥j0
‖∆hu‖2L2
)
. (ε20 + 2
−j0)‖u‖2L2 .
The main difficulty is to estimate the square sum for ΠhR
1
h. Recall that
R1h = R˜h − hDsΠ′h.
By Lemma 4.14, in particular (4.22), and apply the same proof as Corollary 4.16,∑
h=2−j
j≥j0
‖h−3/2ΠhhDsΠ′hu‖2L2 .
∑
h=2−j
j≥j0
‖h−1/2DsΠ′hu‖2L2 . (ε20 + 2−j0)‖u‖2L2 .
Indeed, we use the identity
h−1/2DsΠ′h = −Oph
(
∂zχ
′(γ(3/2)φ2)Dtγ(3/2)ϕ2
)
+O(h)L(L2,L2),
and apply Littlewood-Paley’s theory.
It remains to estimate ΠhR˜h. Use the decomposition for R˜h (Proposition (4.17)), the
terms (I), (III) and (IV) pose no problem because they each ends with ∆h or hDs∆h. A
similar argument as above works. However (II) should be treated with care. Write
(II) = (II)χ′(|hDx|3/2) + (II)(1 − χ′(|hDx|3/2)).
By Πh(II) = O((ε0 + h
1/2)h3/2)L(L2,L2), the estimate of Πh(II)χ′(|hDx|3/2) is exactly the
same as before, ∑
h=2−j
j≥j0
‖h−3/2Πh(II)χ′′(|hDx|3/2)u‖2L2 . (ε20 + 2−j0)‖u‖2L2 .
As for the second term, separate it into two halves by expanding the commutator,
(II)(1− χ′(|hDx|3/2)) = h3/2∆hA(1− χ′(|hDx|3/2))− h3/2A∆h(1− χ′(|hDx|3/2)),
and estimate them separately by semiclassical symbolic calculus. It suffices to show that
each half is of order O(h2)L(L2,L2). For the second half,
∆h(1− χ′(|hDx|3/2)) = O(h2)L(L2,H2h) = O(h
2)L(L2,H3/2h )
= O(h1/2)L(L2,H3/2).
Therefore h3/2A∆h(1 − χ′(|hDx|3/2)) = O(h2)L(L2,L2). As for the first half, we only do
the estimate for the principal term. However, the basic semiclassical symbolic calculus
cannot be directly applied here, for
h3/2Op(γπ)(1 − χ′(|hDx|3/2)) = Oph
(
γh(1− χ′(|ξ|3/2))πh
)
,
with πh(ξ) = π(ξ/h), whose ξ-derivative is unbounded as h to 0. However, we have the
following Lemma 4.21, which shows that no problems can be caused by the low frequency,
where the estimate of the ξ-derivatives of the symbols are not required. Therefore the
first term is also of order O(h2)L(L2,L2), as long as s is sufficiently large. 
Lemma 4.21. Let ϕ ∈ C(Rd) ∩ L∞(Rd) and let {ah}h>0 ⊂ Γ˙mρ be a family of symbols
depending on h. Suppose that there exists 0 < C1 < C2, such that for h sufficiently small,
suppϕ ⊂ {ξ : |ξ| > C2}, supp ah ⊂ Td × {ξ : |ξ| < C1h−1}.
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Then if ρ = 2N , with N ∋ N > d,
‖Oph(ϕ)Op(ah)‖L(L2,L2) . hρ/2−mMmρ,0(ah)‖u‖L2 .
Proof. Set Ah = Oph(ϕ)Op(ah), Λ
µ = 〈Dx〉µ for µ ∈ R. Let âh denote the Fourier
transform of ah with respect to the x. Then for ξ ∈ Zd ∩ suppϕ(h·),
Âhu(ξ) = ϕ(hξ) ̂Op(ah)u(ξ) = (2π)
−d ∑
η∈Zd
ϕ(hξ)âh(ξ − η, η)uˆ(η)
= (2π)−d
∑
|η|<C1h−1
1
〈ξ − η〉2N ϕ(hξ)Λ̂
2Nah(ξ − η, η)uˆ(η).
Observe that by our hypothesis, |ξ−η| & h−1 whenever ξ ∈ supϕ(h·) ⊂ {ξ : |ξ| > C2h−1}
and |η| < C1h−1, and use the fact that the Fourier transform defines a bounded operator
from L∞(Td) ⊂ L1(Td) to ℓ∞(Zd), we have
|Âu(ξ)| . hN
∑
|η|<C1h−1
1
〈ξ − η〉N |ϕ(hξ)Λ̂
2Nah(ξ − η, η)uˆ(η)|
. hN‖ϕ‖L∞
∑
|η|<C1h−1
‖ah(·, η)/〈η〉m‖W 2N,∞
〈η〉m
〈ξ − η〉N |uˆ(η)|
. hN−mMm2N,0(ah)
∑
η∈Zd
|uˆ(η)|
〈ξ − η〉N .
Consequently, for ρ/2 = N > d,
‖Au‖L2(Td) . ‖Âu‖ℓ2(Zd) . hN−mMmρ,0(ah)‖〈·〉−N ∗ |uˆ|‖ℓ2(Zd)
. hN−mMmρ,0(ah)‖〈·〉−N‖ℓ1(Zd)‖uˆ‖ℓ2(Zd) . hN−mMmρ,0(ah)‖u‖L2(Td).

4.4. Semiclassical Observability. In this section, unless otherwise specified, the time
variable will be s, and thus we write [0, T ] = [0, T ]s for simplicity. The purpose is to
prove the following Proposition 4.23, by carefully adapting [22] to our case.
Remark 4.22. We will deal with both the symbols defined on T ∗Td and T ∗(R × Td). To
void ambiguity, the semiclassical quantification operator Oph will be applied to symbols
defined on T ∗(R× Td) ≃ Rs × Tdx ×Rσ × Rdξ , that is, for a = a(s, x, σ, ξ)
Oph(a) := a(s, x, hDs, hDx);
while Oph will only be applied to symbols defined on T
∗Td ≃ Tdx × Rdξ , that is, for
a = a(x, ξ),
Oph(a) = a(x, hDx).
Proposition 4.23. Suppose that ω satisfies the geometric control condition, s is suffi-
ciently large, T > 0, then for some ε0 > 0 and h0 > 0 sufficiently small, for all 0 < h < h0
and for u ∈ C 0,s(h1/2T, ε0) (we only put h1/2T here because we are dealing with the time
variable s = h−1/2t), the solution ~wh =
(w+h
w−h
) ∈ C([0, T ], L2(Td)) to the equation
(4.29) (hDs +Ah(u))~wh = ~fh,
where ~fh ∈ L2([0, T ], L2(Td)), satisfies a semiclassical observability
(4.30) ‖~wh(0)‖2L2 .
ˆ T
0
‖ϕω~e · ~wh‖2L2 ds+ h−2‖~fh‖2L2([0,T ],L2),
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provided that
(4.31) ~wh = Π
′
h(u)~wh + o(1)C([0,T ],L(L2,L2)) ~wh,
where Π′h(u) is defined as in Corollary 4.15.
We prove this proposition by contradiction. If (4.30) is not true, then we can find
sequences of εn > 0, hn > 0, un ∈ C 0,s(T, ε0), and
(~wn, ~fn) ∈ C([0, T ], L2(Td))× L2([0, T ], L2(Td)),
such that,
(hnDs +An)~wn = ~fn,
where we denote An = Ahn(un). And as n→∞, εn = o(1), hn = o(1),
‖~wn(0)‖L2 = 1, ‖ϕω~e · ~wn‖L2([0,T ],L2) = o(1), ‖~fn‖L2([0,T ],L2) = o(hn).
We perform an energy estimate to show that {~wn}n is bounded in L2([0, T ], L2(Td))
so that its space-time semiclassical defect measure is well defined. Indeed, recall that
Zhn(un)−Zhn(un)∗ = O(h2n)L∞([0,T ],L(L2,L2)), combining with the estimates of the lower
order terms,
(4.32) An −A∗n = O((εn + h1/2n )h3/2n )L∞([0,T ],L(L2,L2)).
Using only a weaker estimate An −A∗n = O(hn)L(L2,L2),
hn∂s‖~wn‖2L2 =
(
i
(An −A∗n)~wn, ~wn)L2 + 2Re(~fn, ~wn)L2
. hn‖~wn‖2L2 + h−1n ‖~fn‖2L2 .
(4.33)
By Gronwall’s inequality, and the hypothesis that ‖~fn‖L2([0,T ],L2) = o(hn),
‖~wn‖2C([0,T ],L2) . ‖~wn(0)‖2L2 + h−2n ‖~fn‖2L2([0,T ],L2) . 1,(4.34)
proving that {~wn}n is bounded in C([0, T ], L2(Td)). Therefore, up to a subsequence, we
may suppose that {~wn|]0,T [×Td}n is pure, and let
µ = µ(s, x, σ, ξ) ∈M2×2
(M(T ∗(]0, T [ × Td),C))
be its space-time semiclassical defect measure, such that
(4.35) lim
n→∞
(
Ophn(X)(ψ~wn), ψ ~wn
)
L2(]0,T [,L2)
=
ˆ
T ∗(]0,T [×Td)
tr(X dµ),
for all ψ ∈ C∞c (]0, T [,R) and X ∈ M2×2(C∞c (T ∗(]0, T [×Td))), such that ψX = X. It is
classical that µ is hermitian in the sense that, for all c ∈ C2, ctµc is a non-negative Radon
measure. It admits the following form,
µ =
(
µ+ µ∗
µ∗ µ−
)
,
where µ± = µ[w±n ] ≥ 0 are respectively semiclassical defect measures of the pure sequences
{w±n |]0,T [×Td}n. And moreover,
(4.36) µ∗ ≪ √µ+µ−.
Lemma 4.24. The following properties holds.
(1) suppµ ⊂ {|ξ| ≥ υ},
(2) suppµ± ⊂ Σ± = {σ ± |ξ|3/2 = 0},
(3) µ∗ = 0, therefore µ is diagonal.
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Proof. The first statement comes from (4.31). Indeed, let ψ ∈ C∞c (]0, T [,R) and X ∈
M2×2(C∞c (T ∗(]0, T [×Td))) be such that ψX = X. Denote Π′n = Π′hn(un), and ∆′n =
∆′hn(un), then by Lemma 4.14
Π′n = ∆
′
n + o(1)L∞([0,T ],L(L˙2,L˙2)) = Ophn(χ
′(|ξ|(3/2))) + o(1)L∞([0,T ],L(L2,L2)),
and consequently, by our hypothesis
0 = lim
n→∞(Ophn(X)(1 −Π
′
h)ψ~wn, ψ ~wn)L2(]0,T [,L2)
=
ˆ
T ∗(]0,T [×Td)
tr
(
X(1− χ′(|ξ|3/2)) dµ),
implying that suppµ ⊂ suppχ′(|ξ|3/2) ⊂ {|ξ| ≥ υ}.
To prove the second statement, let a ∈ C∞c (T ∗(]0, T [×Td)) be such that ψa = a, and
set X+ =
(
a 0
0 0
)
, and X− =
(
0 0
0 a
)
. Then write
(hDs ±A∗n)Ophn(X±) = (hDs ±Ahn(0))Ophn(X±)± (A∗n −Ahn(0))Ophn(X±).
For the first term,
Ahn(0) = h3/2n Ophn(ϕ)A(0)Ophn(ϕ),
where A(0) = A(u = 0) whose exact expression will be explicitly written in (4.52), such
that the principal symbol of Ahn(0) is ϕ(ξ)2
(|ξ|3/2 0
0 −|ξ|3/2
)
, and, considering ψ as a
multiplication operator,
(hDs ±Ahn(0))Ophn(X±)ψ = Ophn
((
σ + ϕ2|ξ|3/2 0
0 σ − ϕ2|ξ|3/2
)
X±
)
ψ
+O(hn)L(L2([0,T ],L2),L2([0,T ],L2)).
While for the second term, by (4.32),
(A∗n −Ahn(0))〈hnDx〉−3/2 = (Ahn(un)∗ −Ahn(un))〈hnDx〉−3/2
+ (Ahn(un)−Ahn(0))〈hnDx〉−3/2
= O(εn)L∞([0,T ],L(L2,L2).
and 〈hDx〉3/2Ophn(X±) : L2([0, T ], L2(Td))→ L2([0, T ], L2(Td)). Therefore
±(A∗n −Ahn(0))Ophn(X±) = O(εn)L(L2([0,T ],L2),L2([0,T ],L2)).
Consequently, since ϕ ≡ 1 on {|ξ| ≥ υ} ⊃ suppµ,
lim
n→∞
(
(hDs ±A∗n)Ophn(X±)(ψ~wn), ψ ~wn
)
L2([0,T ],L2)
=
ˆ
T ∗(]0,T [×Td)
(σ ± |ξ|3/2)a(s, x, σ, ξ) dµ±,
(4.37)
On the other hand,(
(hDs ±A∗n)Ophn(X±)(ψ~wn), ψ ~wn
)
L2([0,T ],L2)
=
(
Ophn(X
±)(ψ~wn), (hDs ±An)(ψ~wn)
)
L2([0,T ],L2)
=
(
Ophn(X
±)(ψ~wn), [hDs, ψ]~wn + ψ ~fn
)
L2([0,T ],L2)
,
(4.38)
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where, since the support of [hDs, ψ]~wn = (hDsψ)~wn and Ophn(X
±)~wn are disjointed,
and by the hypothesis that ~fn = o(hn)L2([0,T ],L2),(
Ophn(X
±)(ψ~wn), [hDs, ψ]~wn
)
L2([0,T ],L2)
= 0,(
Ophn(X
±)(ψ~wn), ψ ~fn
)
L2([0,T ],L2)
= o(hn).
(4.39)
Combining (4.37), (4.38) and (4.39),ˆ
T ∗(]0,T [×Td)
(σ ± |ξ|3/2)a(s, x, σ, ξ) dµ± = 0,
which implies that suppµ± ⊂ {σ ± |ξ|3/2 = 0}, and by the first statement,
suppµ± ⊂ Σ± ∩ {|ξ| > υ}.
In particular suppµ+ ∩ suppµ− = ∅, so
(4.40) µ+ ⊥ µ−,
whence by (4.36), µ∗ ≪ √µ+µ− = 0. 
The following corollary states that the formula (4.35) of the semiclassical defect mea-
sure for the sequence {~wn}n remains valid for some symbols which are not of compact
support in the σ variable. The main idea is that on the supports of µ±, which are
contained in the hypersurfaces Σ±, σ is automatically bounded whenever ξ is bounded.
Corollary 4.25. Define the projection
κ : T ∗(]0, T [×Td)→ ]0, T [×T ∗Td, (s, σ, x, ξ) 7→ (s, x, ξ),
and its corresponding pullback
κ∗ : C∞c (]0, T [×T ∗Td)→ C∞(T ∗(]0, T [×Td)), a 7→ κ∗a = a ◦ κ.
Let a ∈ C∞c (]0, T [×T ∗Td), and u ∈ L2([0, T ], L2(Td)), then
(4.41) Op(a)u = Op(κ∗a)u.
Moreover, if a ∈ C∞c (]0, T [×T ∗Td), and ψ ∈ C∞c (]0, T [), such that ψa = a, then
(4.42) lim
n→∞
(
Ophn(a)(ψw
±
n ), ψw
±
n
)
L2([0,T ],L2)
=
ˆ
Σ±
κ∗adµ±.
Proof. The identity (4.41) follows by a direct verification of the definitions. To prove (4.42),
observe that w±n satisfies the equation
(4.43) (hnDs ±Zn + h1/2Ophn(Vn · ξϕ2))w±n = o(hn)L2([0,T ],L2).
Apply both sides by ψ, then ψw±n satisfies(
Ophn(σ ± γ(3/2)ϕ2) +O(h1/2)× lower order terms
)
(ψw±n ) = o(1)L2(R×Td).
Let ζ ∈ C∞c (R) be such that ζ(z) = 1 in a neighborhood of 0, and apply both sides by
Ophn(
1−ζ(σ±γ(3/2)ϕ2)
σ±γ(3/2)ϕ2 ), we see that
(4.44) (1−Ophn(b±))(ψw±n ) = o(1)L2(R×Td).
where b± = ζ(σ ± γ(3/2)ϕ2)). Now let θ ∈ C∞c (Rs × Tdx × Rdξ) be such that θ ≡ 1 on the
support of a, then by a symbolic calculus and (4.44),
Ophn(a)(ψw
±
n ) = Ophn(κ
∗a)(ψw±n ) = Ophn(b
±κ∗a)(ψw±n ) + Ophn((1− b±)κ∗a)(ψw±n )
= Ophn(θb
±κ∗a)(ψw±n ) +O(h)L2(R×Td).
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Notice that here the symbol θb±κ∗a is of compact support in T ∗(]0, T [×Td), and that
θb±κ∗a|Σ± = κ∗a|Σ± . Therefore
lim
n→∞
(
Ophn(a)(ψw
±
n ), ψw
±
n
)
L2(]0,T [,L2)
= lim
n→∞
(
Ophn(θb
±κ∗a)(ψw±n ), ψw
±
n )L2(]0,T [,L2)
=
ˆ
Σ±
θb±κ∗a dµ± =
ˆ
Σ±
κ∗a dµ±.

Now that by (4.34), {~wn}n is bounded in C([0, T ], L2(Td)), for all s ∈ [0, T ], up to a
subsequence, {~wn(s)}n is pure, and admits a semiclassical measure. The next proposition
proves that this subsequence can be so chosen that {~wn(s)}n is pure for all s ∈ [0, T ].
Proposition 4.26. Up to a subsequence, for all s ∈ [0, T ], the sequence {~wn(s)}n is pure
in L2(Td), and thus admits a semiclassical measure
νs = νs(x, ξ) ∈M2×2
(M(T ∗Td,C)),
which is positive definite and has the following form
νs =
(
νs,+ νs,∗
νs,∗ νs,−
)
,
where νs,± are semiclassical measures of the sequences {w±n (s)}n, we denote this by νs,± =
ν[w±n (s)]. Moreover, the distribution valued function ν : s → νs is continuous in time,
that is, it belongs to C([0, T ],M2×2(D′(T ∗Td))).
Proof. By a diagonal argument, we assume that {~wn(s)}n is pure for each s in a countable
and dense subset of [0, T ], for example Q∩ [0, T ]. In order to conclude, it suffices to show
that for each X ∈ C∞c (T ∗Td), the following family of functions is equicontinuous,
gXn : [0, T ] ∋ s 7→ (Ophn(X)~wn(s), ~wn(s))L2 .
We prove this by showing that {∂sgXn }n is bounded in L1([0, T ]).
hn∂sg
X
n (s) =
(
i(A∗nOphn(X)−Ophn(X)An)~wn(s), ~wn(s)
)
L2
+ 2Re
(
i(Ophn(X) + Ophn(X)
∗)~fn(s), ~wn(s)
)
L2
. hn‖~wn(s)‖2L2 + h−1n ‖~fn(s)‖2L2 ,
where we use the estimate
A∗nOphn(X)−Ophn(X)An = [An,Ophn(X)] + (A∗n −An)Ophn(X)
= O(hn)L∞([0,T ],L(L2,L2)).
Therefore, take the integration over [0, T ],
‖∂sgXn ‖L1([0,T ]) . ‖~wn‖2L2([0,T ],L2) + h−2n ‖~fn‖2L2([0,T ],L2) . 1.

Now consider the following distribution valued continuous functions,
ν± : [0, T ]→ D′(T ∗Td), s 7→ νs,±.
Then ν± define two distributions on ]0, T [×T ∗Td such that, for φ ∈ C∞c (]0, T [×T ∗Td),
〈ν±, φ〉D ′,D(]0,T [×T ∗Td) :=
ˆ T
0
ˆ
T ∗Td
φ(s, x, ξ) dνs,±(x, ξ) ds.
Proposition 4.27. The following properties of ν± holds.
(1) supp ν± ⊂ {|ξ| ≥ υ}.
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(2) Consider the two sections of κ,
ζ± : ]0, T [ × T ∗Td → Σ± ⊂ T ∗(]0, T [×Td), (s, x, ξ) 7→ (s, x,∓|ξ|−3/2, ξ).
Then for φ = φ1 ⊗ φ2 with φ1 ∈ C∞c (]0, T [s) and φ2 ∈ C∞c (Rσ)⊗C∞c (T ∗Td),
(4.45) 〈µ±, φ〉D ′,D(T ∗(]0,T [×Td)) = 〈ν±, (ζ±)∗φ〉D ′,D(]0,T [×T ∗Td),
where (ζ±)∗φ = φ(ζ±); or equivalently,ˆ
Σ±
φ(s, x, σ, ξ) dµ±(s, x, σ, ξ) =
ˆ T
0
ˆ
T ∗Td
φ(s, x,∓|ξ|3/2, ξ) dνs,±(x, ξ) ds.
(3) ν± is propagated via the following transportation equation,
(4.46)
(
∂s ± 3
2
|ξ|−1/2ξ · ∇x
)
ν± = 0.
Proof. The first statement is by the same reason as that for µ (see Proposition 4.27). To
prove the second, use the uniform convergence following from the equicontinuity of gXn
(here X = φ2 ◦ ζ±) proved in Proposition 4.26, and Corollary 4.25. Let ψ ∈ C∞c (]0, T [)
be such that ψφ = ψ, thenˆ T
0
ˆ
T ∗Td
(ζ±)∗φdνs,± ds = lim
n→∞
ˆ T
0
(Ophn((ζ
±)∗φ)ψw±n , ψw
±
n )L2 |s ds
=
ˆ
Σ±
κ∗(ζ±)∗φdµ± =
ˆ
Σ±
φdµ±,
where the last equality is due to κ∗(ζ±)∗φ|Σ± = φ|Σ± .
To prove the propagation property, we use the equation (4.43) satisfied by w±n , and
omit the factor ψ above for simplicity,
〈∂sν±, φ〉D ′,D = −〈ν±, ∂sφ〉D ′,D = −
ˆ T
0
lim
n→∞
(
Ophn(∂sφ)w
±
n , w
±
n
)
L2
ds
= −
ˆ T
0
lim
n→∞
(
∂s(Ophn(φ)w
±
n )−Ophn(φ)∂sw±n , w±n
)
L2
ds
=
ˆ T
0
lim
n→∞
(
Ophn(φ)w
±
n , ∂sw
±
n
)
L2
+
(
Ophn(φ)∂sw
±
n , w
±
n
)
L2
ds
=
ˆ T
0
∓ 1
hn
lim
n→∞
(
Ophn(φ)w
±
n , iZnw±n
)
L2
+
(
Ophn(φ)iZnw±n , w±n
)
L2
ds
=
ˆ T
0
± lim
n→∞
i
hn
(
(Z∗nOphn(φ)−Ophn(φ)Zn)w±n , w±n
)
L2
ds.
To continue, write
Z∗nOphn(φ)−Ophn(φ)Zn = [Zn,Ophn(φ)] + (Z∗n −Zn)Ophn(φ)
=
hn
i
Ophn{γ(3/2)ϕ2, φ}+O(h2n)L∞([0,T ],L(L2,L2)).
Plug this into the limit above, and use the fact that ϕ ≡ 1 on a neighborhood of supp ν±,
whence {|ξ|3/2ϕ2, φ} = {|ξ|3/2, φ} on supp ν±,
〈∂sν±, φ〉D ′,D = ±〈ν±, {|ξ|3/2ϕ2, φ}〉D ′,D
= ±〈ν±, {|ξ|3/2, φ}〉D ′,D = ∓〈{|ξ|3/2, ν±}, φ〉D ′,D .
Therefore, ∂sν± ± {|ξ|3/2, ν±} = 0 in the sense of distribution, which is the desired
transportation equation for ν±. 
We continue with the proof of the semiclassical observability.
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Proof of Proposition 4.23. By the hypothesis that ‖ϕω~e · ~wn‖L2([0,T ],L2) = o(1), the semi-
classical measure for the sequence ~e · ~wn = w+n + w−n (which we denote by µ[~e · ~wn])
vanishes on T ∗(]0, T [×ω). Combining this with the orthogonality (4.40),
0 = µ[~e · ~wn]|T ∗(]0,T [×ω) = µ+|T ∗(]0,T [×ω) + µ−|T ∗(]0,T [×ω),
which implies µ±|T ∗(]0,T [×ω) = 0 because µ± ≥ 0. Then by the identity (4.45),
ν±|]0,T [×T ∗ω = 0.
By the geometric control condition, the propagation law (4.46), and the condition for
propagation speed (4.15),
ν±(0) = ν0,± = 0.
We then conclude by contradiction. Since by (4.31), {~wn(0)}n is hn-oscillating, and by
hypothesis ‖~wn(0)‖L2 = 1, whenceˆ
T ∗Td
χ′(γ(3/2)ϕ2)|s=0 tr dν0 = lim
n→∞(Π
′
n ~wn, ~wn)L2 |s=0 = limn→∞(~wn, ~wn)L2 |s=0 = 1,
and ν0,+ + ν0,− = tr ν0 6= 0. 
Corollary 4.28. Suppose that ω satisfies the geometric control condition, s is sufficiently
large, T > 0, ε0 > 0, and u ∈ C 1,s(T, ε0). Let ~w satisfy (4.12), and let ~wh be defined
by (4.16). Then for ε0 and h0 > 0 sufficiently small, and all 0 < h = 2
−j < h0 with
j ∈ 2N, the following observability holds for all k = 0, 1, . . . , h−1/2 − 1,
(4.47) h1/2‖~wh(t = kh1/2T )‖2L2 .
ˆ
Ikh
‖ϕω~e · ~wh(t)‖2L2 dt+ h−2‖Rh ~w‖2L2t (Ikh ,L2),
where Ikh := [kh
1/2T, (k + 1)h1/2T ]t.
Proof. The condition (4.31) of Proposition 4.23 is verified by (4.23), therefore, by Propo-
sition 4.23, for some ε0 > 0 and h0 > 0, uniformly for k = 0, 1, . . . , h
−1/2 − 1,
‖~wh(s = kT )‖2L2 .
ˆ (k+1)T
kT
‖ϕω~e · ~wh(s)‖2L2 ds+ h−2‖Rh ~w‖2L2s([kT,(k+1)T ],L2).
We conclude by ‖ · ‖2L2([a,b]s,L2) = h−1/2‖ · ‖2L2([h1/2a,h1/2b]t,L2), following from the change
of time variable, s = h−1/2t. 
4.5. Weak Observability.
Proposition 4.29. Suppose that ω satisfies the geometric control condition, s is suffi-
ciently large, T > 0, ε0 > 0, and u ∈ C 1,s(T, ε0). Then for ε0 > 0 sufficiently small, and
for any N > 0, the following weak observability of (4.12) holds, that for all its solution ~w
with L2 initial data,
(4.48) ‖~w(0)‖2L2 .
ˆ T
0
‖ϕω~e · ~w‖2L2 dt+ ‖~w(0)‖2H−N .
Proof. The idea is to first sum up (4.47) to obtain an observability for ~wh on the whole
interval [0, T ], and then use Littlewood-Paley’s theory to conclude. However, the left
hand side of (4.47) is ‖~wh(t = kh1/2T )‖2L2 , an energy estimate of the equation (4.26)
should be performed to bound it from below by ‖~wh(0)‖2L2 . As in (4.33), but we use the
estimate Ah − A∗h = O(h3/2)L(L2,L2) (the size h3/2 is crucial here to obtain a uniform
energy estimate, independent of h, on the interval [0, T ]t = [0, h
−1/2T ]s),
h∂s‖~wh‖2L2 = (i(Ah −A∗h)~wh, ~wh)L2 + 2Re(Rh ~w, ~wh)L2
. h3/2‖~wh‖2L2 + h−3/2‖Rh ~w‖2L2 .
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Therefore, for some constant C > 0,
∂s‖~wh‖2L2 − Ch1/2‖~wh‖2L2 . h−5/2‖Rh ~w‖2L2 ,
and consequently,
∂s(e
−Ch1/2s‖~wh‖2L2) = e−Ch
1/2s(∂s‖~wh‖2L2 − Ch1/2‖~wh‖2L2) . e−Ch
1/2sh−5/2‖Rh ~w‖2L2 .
Now that h1/2s is bounded for s ∈ [0, h−1/2T ], by Newton-Leibniz’s rule,
‖~wh(0)‖2L2 . ‖~wh(s)‖2L2 + h−5/2‖Rh ~w‖2L2([0,h−1/2T ]s,L2).
Or equivalently, for t ∈ [0, T ],
h1/2‖~wh(0)‖2L2 . h1/2‖~wh(t)‖2L2 + h−5/2‖Rh ~w‖2L2t ([0,T ]t,L2).
Set t = kh1/2T for h = 2−j with j ∈ 2N sufficiently large, and k = 0, 1, . . . , h−1/2 − 1,
and use (4.47) by absorbing h−2‖Rh ~w‖2L2t (Ikh ,L2) into h
−5/2‖Rh ~w‖2L2t ([0,T ]t,L2), we have
h1/2‖~wh(0)‖2L2 .
ˆ
Ikh
‖ϕω~e · ~wh(t)‖2L2 dt+ h−5/2‖Rh ~w‖2L2t ([0,T ],L2).
Sum up for k = 0, 1, . . . , h−1/2 − 1,
(4.49) ‖~wh(0)‖2L2 .
ˆ T
0
‖ϕω~e · ~wh(t)‖2L2 dt+ h−3‖Rh ~w‖2L2t ([0,T ],L2).
For the integrand, write ϕω~e · ~wh = Πh∆hϕω~e · ~w + O(h)L(L2,L2) ~w. Then sum up for
h = 2−j < h0 = 2−j0 sufficiently small, using Littlewood-Paley’s theory for Πh∆h and
Rh developed respectively by Corollary 4.16 and Corollary 4.20, we obtain
‖~w(0)‖2L2 .
ˆ T
0
‖ϕω~e · ~wh(t)‖2L2 dt+ (ε20 + 2−2j0)‖~w‖2L2([0,T ],L2) + ‖~w(0)‖2H−N .
It suffices to bound ‖~w‖L2([0,T ],L2) . ‖~w(0)‖2L2 and then absorb (ε20+2−2j0)‖~w(0)‖2L2 into
the left hand side. 
4.6. Unique Continuation and Strong Observability. We remove the remainder
in (4.48) by the uniqueness-compactness argument to finish the proof of Proposition 4.13.
Proof of Proposition 4.13. We proceed by contradiction. Suppose that the strong ob-
servability does not hold, then there exists a sequence {εn, un, ~wn}n, with εn > 0,
un ∈ C 1,s(T, εn), and ~wn ∈ C([0, T ], L˙2(Td)) satisfying the equation
(4.50) (Dt +A(un))~wn = 0,
such that, as n→∞,
εn = o(1), ‖~wn(0)‖L2 = 1,
ˆ T
0
‖ϕω~e · ~wn‖2L2 dt = o(1).
By an energy estimate, {~wn}n is bounded in C([0, T ], L˙2(Td)), {∂t ~wn}n is bounded in
L∞([0, T ], H˙−3/2(Td)). Therefore, by Arzela`-Ascoli’s theorem, we may assume that, up
to a subsequence,
• ~wn → ~w strongly in C([0, T ], H˙−3/2(Td)),
• ~wn ⇀ ~w weakly in L2([0, T ], L˙2(Td)),
• ~wn(0)⇀ ~w(0) weakly in L˙2(Td).
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Now that un → 0 in C([0, T ], H˙s(Td)), we also have A(un)~wn → A(0)~w strongly in
C([0, T ], H˙−3(Td)). Therefore, passing to the limit n → ∞ of (4.50) in the sense of
distribution, we see that ~w ∈ C([0, T ], L˙2(Td)) as it satisfies the following equation,
(4.51) Dt ~w +A(0)~w = 0,
where A(0) = Op(A(0)π) with
A(0) = |ξ|3/2
(
1 0
0 −1
)
+
g
2|ξ|1/2
(
1 1
−1 −1
)
+
|ξ|1/2mb
2
(
1 −1
−1 1
)
.(4.52)
By the weak convergence, ϕω~e · ~wn ⇀ ϕω~e · ~w in L2([0, T ], L2(Td)), we haveˆ T
0
‖ϕω~e · ~w‖2L2 dt ≤ lim infn→∞
ˆ T
0
‖ϕω~e · ~wn‖2L2 dt = 0,
implying that ~e · ~w|]0,T [×ω = 0 in the sense of distribution. Then by the weak observabil-
ity (4.48) and Rellich–Kondrachov’s compact injection theorem,
‖~w(0)‖2H−N = limn→∞ ‖~wn(0)‖
2
H−N & lim sup
n→∞
(
‖~wn(0)‖2L2 −
ˆ T
0
‖ϕω~e · ~wn‖2L2 dt
)
= 1,
whence ~w(0) 6= 0. To conclude, it suffices to prove the unique continuation property
of (4.51) and obtain a contradiction. This is done in the following lemma. 
Lemma 4.30. Under the hypothesis of Proposition 4.13, suppose that ~w ∈ C([0, T ], L˙2(Td))
satisfies (4.51) and that ~e· ~w|I×ω = 0 for some interval I ⊂ [0, T ] with non-empty interior,
then ~w ≡ 0.
Proof. There is no harm in assuming that I = [0, T ]. For any 0 ≤ δ < T , define the
following C-linear subspace space of L˙2(Td)
Nδ = {~w0 ∈ L˙2(Td) : ~e · exp{−itA(0)}~w0|[0,T−δ]×ω = 0},
where e−itA(0) ~w0 ∈ C([0, T ], L˙2(Td)) denotes the solution to equation (4.51) with initial
data ~w0. It suffices to show that for some 0 ≤ δ0 < T , Nδ0 = {0}.
Applying the weak observability (4.48) with ε0 = 0, u = 0, N > 0, for time T − δ > 0,
and for ~w0 ∈ Nδ,
(4.53) ‖~w0‖L2 ≤ C(T − δ)‖~w0‖H−N ,
where the constant C(T − δ) is uniformly bounded as long as T − δ stays away from 0.
This implies that, by the compact injection theorem, the closed unit ball of (Nδ, ‖ · ‖L2)
is compact, and thus
dimNδ <∞, ∀δ ∈ [0, T ).
Moreover, by definition
δ < δ′ ⇒ Nδ ⊂ Nδ′ ,
which implies that the family {Nδ}0≤δ<T is totally ordered by the inclusion relation ⊂.
If dimN0 = 0, then the proof is closed. Otherwise, there exists a δ0 > 0, such that for
all 0 < δ ≤ δ0,
dimNδ = dimNδ0 ≥ dimN0 > 0,
or equivalently,
N := Nδ = Nδ0 ⊃ N0 6= {0}.
We will show that N = {0} to obtain a contradiction. Let ~w0 ∈ N and set ~w(t) =
e−itA(0) ~w0. Then for 0 < ǫ < δ0, by the identity ~w(t) = e−i(t−ǫ)A(0) ~w(ǫ), we see that
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~w(ǫ) ∈ N . And since N is a linear vector space, 1iǫ(~w(ǫ)− ~w(0)) ∈ N . Moreover, apply
the compactness (4.53) with N = 3/2,∥∥ 1
iǫ
(~w(ǫ)− ~w(0))∥∥
L2
.
∥∥ 1
iǫ
(~w(ǫ)− ~w(0))∥∥
H−3/2
. sup
0≤t≤ǫ
‖Dt ~w(t)‖H−3/2
. sup
0≤t≤ǫ
‖A(0)~w(t)‖H−3/2 . sup
0≤t≤ǫ
‖~w(t)‖L2 . ‖~w0‖L2 .
So the family { 1iǫ(~w(ǫ)−~w(0))}0<ǫ<δ is bounded in (N , ‖·‖L2), and consequently relatively
compact. Therefore, up to a subsequence ǫn → 0, 1iǫn (~w(ǫn) − ~w(0)) → Dt ~w(0) =−A(0)~w0 strongly in (N , ‖ · ‖L2), and we have a well defined C-linear map on N ,
~w0 7→ A(0)~w0,
which admits an eigenfunction, say N ∋ ~w0 =
(w+0
w−0
) 6= 0, with A(0)~w = λ~w for some
λ ∈ C. By the definition of A(0),
|Dx|3/2w+0 +
g
2
|Dx|−1/2(w+0 + w−0 ) +
1
2
|Dx|1/2Mb(w+0 − w−0 ) = λw+0 ,
−|Dx|3/2w−0 −
g
2
|Dx|−1/2(w+0 + w−0 )−
1
2
|Dx|1/2Mb(w+0 − w−0 ) = λw−0 ,
Taking respectively the sum and the difference of the above two equations,
|Dx|3/2(w+0 − w−0 ) = λ(w+0 + w−0 ),
(|Dx|3/2 + g|Dx|−1/2)(w+0 + w−0 ) + |Dx|1/2Mb(w+0 − w−0 ) = λ(w+0 − w−0 ).
Apply |Dx|3/2 to the second equation, and use the first one to eliminate w+0 − w−0 ,
(|Dx|3 + g|Dx|+ λ|Dx|1/2Mb)(w+0 + w−0 ) = λ2(w+0 + w−0 ).
Now that Mb is of order −∞, it is an elliptic equation, implying that w+0 +w−0 has only a
finite number of Fourier modes. So it is analytic and can never vanish on a nonempty open
set unless it is identically zero. Hence by the definition of N , (w+0 +w
−
0 )|ω = ~e · ~w0|ω = 0,
we have w+0 +w
−
0 ≡ 0. Then by the first equation, |Dx|3/2(w+0 −w−0 ) = λ(w+0 +w−0 ) = 0,
we have w+0 − w−0 ≡ 0, for ~w0 has no zero frequency. Therefore ~w0 = 0, which is a
contradiction. 
5. Hs Linear Control
5.1. Sobolev Regularity of HUM Control Operator.
Proposition 5.1. Suppose that ω satisfies the geometric control condition, s is suffi-
ciently large, µ ≥ 0, T > 0, ε0 > 0, and u ∈ C 1,s(T, ε0). Then for ε0 sufficiently small,
Θ|H˙µ = Θ(u)|H˙µ defines a bounded R-linear operator from H˙µ(Td) to C([0, T ], H˙µ(Td)),
such that
‖Θ|H˙µ‖L(H˙µ,C([0,T ],H˙µ)) . 1.
To prove this, recall that Θ = −B∗SK−1, with K = −RBB∗S, where by the Hilbert
uniqueness method (Proposition 4.9), K defines an isomorphism on L˙2(Td); by Theo-
rem B.3 and Corollary C.5, K|H˙µ sends H˙µ(Td) to itself. Therefore, to prove Proposi-
tion 5.1, it remains to show that K|H˙µ defines an isomorphism on H˙µ(Td). Our idea is to
use the Lax-Milgram’s theorem as in the Hilbert uniqueness method. However, for techni-
cal reasons, we will work in the semiclassical Sobolev spaces H˙µh (T
d) = (H˙µ(Td), ‖ · ‖Hµh ),
equipped with a real scalar product,
Re(u, v)Hµh
= Re(〈hDx〉µu, 〈hDx〉µv)L2 .
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For each fixed h, H˙µh (T
d) and H˙µ(Td) are isomorphic as Banach spaces with equivalent
norms, even though not uniformly in h. Therefore, Proposition 5.1 is a consequence of
the following Proposition 5.2.
Proposition 5.2. Under the hypothesis of Proposition 5.1, for h and ε0 sufficiently small,
K|H˙µh : H˙
µ
h (T
d)→ H˙µh (Td) defines an isomorphism.
Some preliminary results will be proven before the proof of this proposition.
Lemma 5.3. Under the hypothesis of Proposition 5.1, define the symbol γˆ(µ) = (γ(3/2))2µ/3
for µ ≥ 0, and the paradifferential operator
(5.1) Λµh = 1 + h
µTγˆ(µ) .
Then for ε0 sufficiently small, Λ
µ
h : H˙
µ
h (T
d)→ L˙2(Td) is invertible (whose inverse will be
denoted by Λ−µh := (Λ
µ
h)
−1). Moreover, we have the following estimate, uniformly in h,
(5.2) Λµh − 〈hDx〉µ = O(ε0)L∞([0,T ],L(H˙µh ,L˙2)),
which in particular implies the norm equivalence, uniformly for t0 ∈ [0, T ],
(5.3) ‖ · ‖Hµh ∼ ‖Λ
µ
h|t=t0 · ‖L2 .
Proof. We omit the time variable in the proof, and write
(5.4) Λµh = (1 + TBh)〈hDx〉µ
with Bh = h
µ(γˆ(µ) − |ξ|µ)/〈hξ〉µ. Then by Theorem B.3, TBh = O(ε0)L(L˙2,L˙2), uniformly
in h. In consequence, Tγˆ(µ) − 〈hDx〉µ = TBh〈hDx〉µ = O(ε0)L(H˙µh ,L˙2). Moreover, for ε0
sufficiently small, Id + TBh : L˙
2(Td)→ L˙2(Td) is invertible, and
〈hDx〉µ = (Id + TBh)−1Λµh, Λ−µh = 〈hDx〉−µ(Id + TBh)−1,
The norm equivalence follows. 
The key point to the proof of Proposition 5.2 is the following commutator estimate.
Lemma 5.4. Under the hypothesis of Proposition 5.1, for h and ε0 sufficiently small,
the following commutator estimate holds,
(5.5)
[K,Λµh|t=0]Λ−µh |t=0 = O(ε0 + h)L(L˙2,L˙2),
Proof. By the definition of K, write
−[K,Λµh|t=0]Λ−µh |t=0 = (RTγˆ(µ) − Tγˆ(µ)|t=0R)BB∗S(hµΛ−µh |t=0)
+ hR(BB∗Tγˆ(µ) − Tγˆ(µ)BB∗)S(hµ−1Λ−µh |t=0)
+RBB∗(STγˆ(µ)|t=0 − Tγˆ(µ)S)(hµΛ
−µ
h |t=0).
By Lemma 5.3, for 0 ≤ σ ≤ µ,
Λ−µh |t=0 = O(1)L(L˙2,H˙µh ) = O(1)L(L˙2,H˙σh ) = O(h
−σ)L(L˙2,H˙σ),
from which ‖hµΛ−µh |t=0‖L(L˙2,H˙µ) . 1 , ‖hµ−1Λ−µh |t=0‖L(L˙2,H˙µ−1) . 1. Then (5.5) results
from the following estimates,
‖BB∗Tγˆ(µ) − Tγˆ(µ)BB∗‖C([0,T ],L(H˙µ−1,L˙2)) . 1,
‖RTγˆ(µ) − Tγˆ(µ)|t=0R‖L(L2([0,T ],H˙µ),L˙2) . ε0,
‖STγˆ(µ)|t=0 − Tγˆ(µ)S‖L(H˙µ,C([0,T ],L˙2)) . ε0,
which will be treated separately in the following lemmas. 
Lemma 5.5. ‖RTγˆ(µ) − Tγˆ(µ)|t=0R‖L(L2([0,T ],H˙µ),L˙2) . ε0.
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Proof. Let G ∈ L2([0, T ], H˙µ(Td)), and let u ∈ C([0, T ], H˙µ(Td)), v ∈ C([0, T ], L˙2(Td))
solve respectively the following equations
(∂t + P )u = G, u(T ) = 0; (∂t + P )v = Tγˆ(µ)G, v(T ) = 0.
Then w := v − Tγˆ(µ)u ∈ C([0, T ], L˙2(Td)) satisfies
(∂t + P )w = [Tγˆ(µ) , ∂t + P ]u, w(T ) = 0.
Observe that [Tγˆ(µ) , ∂t + P ] = −T∂tγˆ(µ) + [Tγˆ(µ) , P ] where T∂tγˆ(µ) = O(ε0)L(H˙µ,L˙2) by
Theorem B.3. The main estimate for [Tγˆ(µ) , P ] is [Tγˆ(µ) , Tγ(3/2) ]. By Remark 4.11,
[Tγˆ(µ) , Tγ(3/2) ] = T{γˆ(µ),γ(3/2)}/i +O(ε0)L(H˙µ,L˙2) = O(ε0)L(H˙µ,L˙2),
because {γˆ(µ), γ(3/2)} = 0 for ξ 6= 0. Combining the lower order terms, we then have
[Tγˆ(µ) , ∂t + P ] = O(ε0)L(H˙µ,L˙2). Finally by an energy estimate,
‖(RTγˆ(µ) − Tγˆ(µ)|t=0R)G‖L2 = ‖w(0)‖L2 . ‖[Tγˆ(µ) , ∂t + P ]u‖L1([0,T ],L2)
. ε0‖u‖L1([0,T ],Hµ) . ε0‖G‖L2([0,T ],Hµ).

Lemma 5.6. ‖STγˆ(µ)|t=0 − Tγˆ(µ)S‖L(H˙µ,C([0,T ],L˙2)) . ε0.
Proof. Let u0 ∈ H˙µ(Td), and let u ∈ C([0, T ], H˙µ(Td)), v ∈ C([0, T ], L˙2(Td)) solve re-
spectively the following equations,
(∂t − P ∗)u = 0, u(0) = u0, (∂t − P ∗)v = 0, v(0) = Tγˆ(µ)|t=0u0.
Then w = v − Tγˆ(µ)u ∈ C([0, T ], L˙2(Td)) satisfies
(∂t − P ∗)w = [Tγˆ(µ) , ∂t − P ∗]u, w(0) = 0.
Recall that, for σ ≥ 0, P −P ∗ = O(ε0)L(H˙σ ,H˙σ), we then have [Tγˆ(µ) , ∂t−P ∗] = −T∂tγˆ(µ)−
[Tγˆ(µ) , P ] + [Tγˆ(µ) , P − P ∗] = O(ε0)L(L2,L2). Again by an energy estimate,
‖(STγˆ(µ) |t=0 − Tγˆ(µ)S)u0‖L2([0,T ],L2) = ‖w‖L2([0,T ],L2) . ‖[Tγˆ(µ) , ∂t − P ∗]u‖L1([0,T ],L2)
. ε0‖u‖L1([0,T ],Hµ) . ε0‖u0‖Hµ .

Lemma 5.7. ‖BB∗Tγˆ(µ) − Tγˆ(µ)BB∗‖C([0,T ],L(H˙µ−1,L˙2)) . 1.
Proof. By symbolic calculus [Tq, Tγˆ(µ) ] and [T
∗
q , Tγˆ(µ) ] are of order µ − 1, it suffices to
show that [ϕω, Tγˆ(µ) ] is also of order µ − 1. Indeed, write ϕω = Tϕω + (ϕω − Tϕω), then
[Tϕω , Tγˆ(µ) ] is of order µ− 1, while ϕω − Tϕω is of order −∞ since ϕω is smooth. 
Proof of Proposition 5.2. Consider the R-bilinear form on H˙µh (T
d),
̟µh(f0, g0) = Re(Λ
µ
h|t=0Kf0,Λµh|t=0g0)L2 .
Then by Lemma 5.4, and the L2-coercivity of K, for h and ε0 sufficiently small,
̟µh(f0, f0) = Re(KΛµh|t=0f0,Λµh|t=0f0)L2 +Re([Λµh|t=0,K]Λ−µh |t=0Λµh|t=0f0,Λµh|t=0f0)
& ‖Λµh|t=0f0‖2L2 − ‖[Λµh|t=0,K]Λ−µh |t=0‖L(L˙2,L˙2)‖Λµh|t=0f0‖2L2
& ‖f0‖2Hµh − (ε0 + h)‖f0‖
2
Hµh
& ‖f0‖2Hµh .
Therefore, ̟µh is coercive on H˙
µ
h (T
d), and we conclude by Lax-Milgram’s theorem. 
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5.2. Hs-Controllability. The HUM control operator Θ solves the linear control prob-
lem (4.1) without the perturbation terms Ru and βF . This section constructs a control
operator Φ for the linear control problem
(5.6) (∂t + P +R)u = (B + β)F,
where P = P (u), R = R(u), B = B(u), β = β(u) with u ∈ C 1,s(T, ε0).
Proposition 5.8. Suppose that ω satisfies the geometric control condition, s is suffi-
ciently large, T > 0, ε0 > 0, and u ∈ C 1,s(T, ε0). Then for ε0 > 0 sufficiently small,
there exists an operator
Φ = Φ(u) : H˙s(Td)→ C([0, T ], H˙s(Td))
satisfying
‖Φ‖L(H˙s,C([0,T ],H˙s)) . 1,
such that, for u0 ∈ H˙s(Td), setting F = Φu0, the solution u to (5.6) with initial data
u(0) = u0 vanishes at time T , that is, u(T ) = 0.
Proof. First we define a new solution operator SΘ = SΘ(u).
Lemma 5.9. For v0 ∈ L˙2(Td), set F = Θv0 ∈ C([0, T ], L˙2(Td)). Let v ∈ C([0, T ], L˙2(Td))
be the solution to
(∂t + P )v = BF, v(0) = v0, v(T ) = 0.
We set SΘv0 = v, then for any µ ≥ 0, SΘ|H˙µ is a bounded R-linear operator from H˙µ(Td)
to C([0, T ], H˙µ(Td)).
Proof. For v0,i ∈ L˙2(Td) and λi ∈ R (i = 1, 2), set vi = SΘv0,i and vλ = λ1v1 + λ2v2.
Then they satisfy the equations
(∂t + P )vi = BΘv0,i, vi(0) = v0,i, vi(T ) = 0.
(∂t + P )vλ = B(λ1Θv0,1 + λ2Θv0,2), vλ(0) = λ1v0,1 + λ2v0,2, vλ(T ) = 0.
By the R-linearity of Θ, λ1Θv0,1+λ2Θv0,2 = Θ(λ1v0,1+λ2v0,2), whence vλ = SΘ(λ1v0,1+
λ2v0,2), that is, the R-linearity of SΘ. By Proposition 5.1 and Proposition C.4, we have
(5.7) ‖SΘv0‖C([0,T ],Hµ) . ‖BΘv0‖L1([0,T ],Hµ) . ‖v0‖Hµ .

Then we define a new range operator R˜ = R˜(u).
Lemma 5.10. For G ∈ L2([0, T ], H˙s(Td)), let w ∈ C([0, T ], H˙s(Td)) be the solution to
the equation
(∂t + P +R)w = G, w(T ) = 0.
We set R˜G = w(0), then R˜ defines a bounded R-linear operator from L2([0, T ], H˙s(Td))
to H˙s(Td).
Proof. This is a consequence of Proposition C.4 for the backwards equation. 
Now we start constructing Φ by perturbing Θ. For v0 ∈ H˙s(Td), set v = SΘv0,
F = Θv0, and let w be the solution to the equation
(∂t + P +R)w = −Rv + βF, w(T ) = 0,
then u = v + w satisfies the equation
(∂t + P +R)u = (B + β)F, u(0) = v0 + w0, u(T ) = 0,
where w0 := w(0) = R˜(−Rv + βF ) = R˜(−RSΘ + βΘ)v0. Define the perturbation
operator,
E = R˜(−RSΘ + βΘ|H˙s) : H˙s(Td) 7→ H˙s(Td),
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then u0 = (1 + E)v0. By (3.14), (5.7), Proposition 4.1 and Corollary C.5, E is small in
the sense that,
‖E‖L(H˙s ,H˙s) . εϑ0 , ϑ > 0.
Therefore, for ε0 sufficiently small, 1 + E : H˙s(Td)→ H˙s(Td) is invertible, and
(5.8) Φ := Θ|H˙s(1 + E)−1
is the desired control operator. 
5.3. Contraction Estimate of Control Operator. In the next section, we use an
iterative scheme to solve the nonlinear control problem (3.11). Contraction estimates of
some operators, especially of the control operator, will be of great importance.
To do this, let ui ∈ C 1,s(T, ε0), (i = 1, 2). And let ψi = ψ(ui) ∈ H˙s(Td) and ηi =
η(ui) ∈ H˙s+1/2(Td) be determined by Proposition 3.12. For any symbol depending on η,
a = a(η), set ai = a(ηi). For any operator L = L(u), set Li = L(ui).
Lemma 5.11. Suppose that s > 3/2 + d/2, then for ε0 sufficiently small,
‖ηi‖Hs+1/2 . ε0, ‖η1 − η2‖Hs+1/2 . ‖u1 − u2‖Hs .
Proof. By Proposition 3.12, ‖ηi‖Hs+1/2 ≤ 2ε0. Then write
η1 − η2 = −T−1p1 Im (u1 − u2) + T−1p2 (Tp1 − Tp2)T−1p Imu2,
from which
‖η1 − η2‖Hs+1/2 . ‖u1 − u2‖Hs + ε0‖η1 − η2‖Hs+1/2 .
We conclude for ε0 sufficiently small. 
Lemma 5.12. Suppose that s > 3/2 + d/2, σ ∈ R, then for ε0 sufficiently small,
‖B∗1 − B∗2‖L(Hσ ,Hσ) = ‖B1 −B2‖L(Hσ ,Hσ) . ‖u1 − u2‖Hs .
Proof. By the definition of B, Theorem B.3 and Lemma 5.11, this comes from the estimate
‖Tq1 − Tq2‖L(Hσ ,Hσ) . ‖η1 − η2‖Hs+1/2 . ‖u1 − u2‖Hs .

Lemma 5.13. Suppose that s > 3/2 + d/2, σ ∈ R, then for ε0 sufficiently small,
‖P1 − P2‖L(H˙σ+3/2,H˙σ) + ‖P ∗1 − P ∗2 ‖L(H˙σ+3/2,H˙σ) . ‖u1 − u2‖Hs .
Proof. The main estimate is, by Theorem B.3 and Lemma 5.11,
‖T
γ
(3/2)
1
− T
γ
(3/2)
2
‖L(H˙σ+3/2,H˙σ) . ‖η1 − η2‖Hs+1/2 . ‖u1 − u2‖Hs .

Lemma 5.14. Suppose that s > 3/2 + d/2, σ ≥ 0, then for ε0 sufficiently small,
‖S1 − S2‖L(H˙σ+3/2,C([0,T ],H˙σ)) . ‖u1 − u2‖L∞([0,T ],Hs).
Proof. For v0 ∈ H˙σ+3/2(Td), set vi = Siv0 ∈ C([0, T ], H˙σ+3/2(Td)) for i = 1, 2. Then
w = v1 − v2 satisfies the equation
(∂t − P ∗1 )w = (P ∗1 − P ∗2 )v2, w(0) = 0,
whence the energy estimate
‖w‖C([0,T ],Hσ) . ‖(P ∗1 − P ∗2 )v2‖L1([0,T ],Hσ) . ‖u1 − u2‖L∞([0,T ],Hs)‖v0‖Hσ+3/2 .

Lemma 5.15. Suppose that s > 3/2 + d/2, σ ≥ 0, then for ε0 sufficiently small,
‖R1 −R2‖L(L2([0,T ],H˙σ+3/2),H˙σ) . ‖u1 − u2‖L∞([0,T ],Hs).
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Proof. Let G ∈ L2([0, T ], H˙σ+3/2(Td)), and let vi ∈ C([0, T ], H˙σ+3/2(Td)) for i = 1, 2 be
solutions to the equations
(∂t + Pi)v
i = G, vi(T ) = 0.
Then w = v1 − v2 satisfies
(∂t + P1)w = (P2 − P1)v2, w(T ) = 0,
whence the estimate
‖(R1 −R2)G‖Hσ = ‖w(0)‖Hσ . ‖(P2 − P1)v2‖L1([0,T ],Hσ)
. ‖u1 − u2‖L∞([0,T ],Hs)‖v2‖L1([0,T ],Hσ+3/2)
. ‖u1 − u2‖L∞([0,T ],Hs)‖G‖L2([0,T ],Hσ+3/2).

Lemma 5.16. Suppose that s > 3/2 + d/2, σ ≥ 0, then for ε0 sufficiently small,
‖K1 −K2‖L(H˙σ+3/2,H˙σ) . ‖u1 − u2‖L∞([0,T ],Hs).
Proof. By the definition (4.5) of K, we have the identity
K2 −K1 = (R1 −R2)B1B∗1S1 +R2(B1 − B2)B∗1S1
+R2B2(B∗1 − B∗2)S1 +R2B2B∗2(S1 − S2).
And we conclude by Lemma 5.15, Lemma 5.12 and Lemma 5.14. 
Lemma 5.17. Suppose that s is sufficiently large, σ ≥ 0, then for ε0 sufficiently small,
‖Θ1 −Θ2‖L(H˙σ+3/2,C([0,T ],H˙σ)) . ‖u1 − u2‖L∞([0,T ],Hs).
Proof. By the invertibility of K (Proposition 5.2) and the definition (4.7) of Θ, we have
the following identity
Θ1 −Θ2 = (B∗2 − B∗1)S2K−12 + B∗1(S2 − S1)K−12 + B∗1S1K−12 (K1 −K2)K−11 .
And we conclude by Lemma 5.12, Lemma 5.14 and Lemma 5.16. 
Lemma 5.18. Suppose that s is sufficiently large, σ ≥ 0, then for ε0 sufficiently small,
‖(SΘ)1 − (SΘ)2‖L(H˙σ+3/2,C([0,T ],H˙σ)) . ‖u1 − u2‖L∞([0,T ],Hs).
Proof. For v0 ∈ H˙σ+3/2(Td), let vi = (SΘ)iv0 ∈ C([0, T ], H˙σ+3/2(Td)), (i = 1, 2), then
w = v1 − v2 satisfies the equation
(∂t + P1)w = (B1Θ1 − B2Θ2)v0 + (P2 − P1)v2, w(0) = 0.
Therefore, by an energy estimate,
‖v1 − v2‖L2([0,T ],Hσ) . ‖(B1Θ1 − B2Θ2)v0‖L1([0,T ],Hσ) + ‖(P2 − P1)v2‖L1([0,T ],Hσ)
. ‖u1 − u2‖L∞([0,T ],Hs)‖v0‖Hσ+3/2 ,
where we have used Lemma 5.13, Lemma 5.12 and Lemma 5.17. 
Lemma 5.19. Suppose s > 2 + d/2, then for ε0 sufficiently small,
‖R1 −R2‖L(H˙s,H˙s−3/2) . ‖u1 − u2‖Hs−3/2 .
Proof. The main difficulty is to estimate the RG(η1)−RG(η2). By Lemma 6.8 of [2],
‖dη(RG(η)ψ) · δη‖Hs−1 . ‖δη‖Hs−1
for (ψ, η) ∈ Hs(Td)×Hs+1/2(Td) and δη ∈ Hs+1/2(Td), from which
‖RG(η1)ψ −RG(η2)ψ‖Hs−1 . ‖η1 − η2‖Hs−1‖∇xψ‖Hs−1 . ‖u1 − u2‖Hs−3/2‖∇xψ‖Hs−1 .

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Lemma 5.20. Suppose that s > 2 + d/2, then for ε0 sufficiently small,
‖R˜1 − R˜2‖L(L2([0,T ],H˙s),H˙s−3/2) . ‖u1 − u2‖L∞([0,T ],Hs−3/2).
Proof. Let G ∈ L2([0, T ], H˙s(Td)), and let vi ∈ C([0, T ], H˙s(Td)) for i = 1, 2 be solutions
to the equations
(∂t + Pi +Ri)v
i = G, vi(T ) = 0.
Then w = v1 − v2 satisfies
(∂t + P1 +R1)w = (P2 − P1)v2 + (R2 −R1)v2, w(T ) = 0,
whence the estimate, by Lemma 5.13, Lemma 5.19 and Proposition C.4,
‖(R˜1 − R˜2)G‖Hs−3/2 = ‖w(0)‖Hs−3/2
. ‖(P2 − P1)v2‖L1([0,T ],Hs−3/2) + ‖(R2 −R1)v2‖L1([0,T ],Hs−3/2)
. ‖u1 − u2‖L∞([0,T ],Hs−3/2)‖v2‖L1([0,T ],Hs)
. ‖u1 − u2‖L∞([0,T ],Hs−3/2)‖G‖L2([0,T ],Hs).

Lemma 5.21. Suppose s > 2 + d/2, then for ε0 sufficiently small,
‖B(η1)−B(η2)‖L(H˙s,L∞) . ‖u1 − u2‖Hs−3/2 .
Proof. This is merely a consequence of the contraction property for the Dirichlet-Neumann
operator, see Theorem 5.2 of [4],
‖(G(η1)−G(η2))ψ‖Hs−2 . ‖η1 − η2‖Hs−1‖∇xψ‖Hs−1 .

Lemma 5.22. Suppose s > 2 + d/2, then for ε0 sufficiently small,
‖β1 − β2‖L(H˙s,H˙s−1) . ‖u1 − u2‖Hs−3/2 .
Proof. It suffices to write
β1F − β2F = Tq1−q2TB(η1)FT−1p1 Imu1 + Tq2T(B(η1)−B(η2))FT−1p1 Imu1
+ Tq2TB(η2)F (T
−1
p1 − T−1p2 )Imu1 + Tq2TB(η2)FT−1p2 Im(u1 − u2),
and conclude by Theorem B.3, Lemma 5.11 and Lemma 5.21. 
Lemma 5.23. Suppose that s is sufficiently large, then for ε0 sufficiently small,
‖E1 − E2‖L(H˙s,H˙s−3/2) . ‖u1 − u2‖L∞([0,T ],Hs−3/2).
Proof. We use the identity,
E1 − E2 = (R˜1 − R˜2)(−R1(SΘ)1 + β1Θ1|H˙s)
+ R˜2(R2 −R1)(SΘ)1 + R˜2R2
(
(SΘ)2 − (SΘ)1
)
+ R˜2(β1 − β2)Θ1|H˙s + R˜2β2(Θ1|H˙s −Θ2|H˙s).
And conclude by Lemma 5.20, Lemma 5.19, Lemma 5.18, Lemma 5.22 and Lemma 5.17.

Proposition 5.24. Suppose that s is sufficiently large, then for ε0 sufficiently small,
‖Φ1 − Φ2‖L(H˙s,C([0,T ],H˙s−3/2)) . ‖u1 − u2‖L∞([0,T ],Hs−3/2).
Proof. We use the identity,
Φ1 − Φ2 = (Θ1|H˙s −Θ2|H˙s)(Id + E1)−1 +Θ2|H˙s(Id + E1)−1(E2 − E1)(Id + E2)−1.
And conclude by Lemma 5.17 and Lemma 5.23. 
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6. Iterative Scheme
We adapt the iterative scheme of [1] to construct a solution for the nonlinear control
problem (3.11) and thus close the proof of Theorem 2.2. We have to be careful about the
constants and will no longer use the notation . in this section.
Suppose that s is sufficiently large, fix 0 < ε0 < 1 sufficiently small, such that the
results of previous sections apply. Let C > 10 be a constant such that the following
conditions are satisfied.
• For all u ∈ C 1,s(T, ε0), and all σ ∈ R with s ≥ σ ≥ 0,
‖Φ(u)‖L(H˙s,C([0,T ],H˙s)) + ‖P (u)‖L∞([0,T ],L(H˙σ,H˙σ−3/2))
+ ‖B(u)‖L∞([0,T ],L(H˙σ,H˙σ)) + ‖β(u)‖L∞([0,T ],L(H˙s,H˙s+1/2)) ≤ C.
• For s ≥ µ ≥ s− 3/2, G ∈ L∞([0, T ], H˙µ(Td)), if u satisfies the equation
(∂t + P (u) +R(u))u = G, u(0) = 0 or u(T ) = 0,
then we have the energy estimate (by Proposition C.4),
(6.1) ‖u‖C([0,T ],Hµ) + ‖∂tu‖L∞([0,T ],Hµ−3/2) ≤ C‖G‖L∞([0,T ],Hµ).
• In all the lemmas and propositions of Section 5.3, the statements remain valid
after replacing the relations l.h.s . r.h.s with l.h.s ≤ C × r.h.s.
Now fix K > C10, and let u0 ∈ H˙s(Td) be such that
‖u0‖Hs < ε0/K.
We will define a sequence of functions {un, Fn}n≥0 by inductively solving a sequence a
linear control problems. Once un is defined, for any operator L(un) that depends on un,
we denote for simplicity Ln = L(un). The induction proceeds as follows. Let u0 = F 0 ≡ 0,
and for n ≥ 0, let
Fn+1 = Φn(u0) ∈ C([0, T ], H˙s(Td)),
and let un+1 ∈ C([0, T ], H˙s(Td)) be the solution to the equation
(6.2) (∂t + Pn +Rn)u
n+1 = (Bn + βn)Fn+1, un+1(0) = u0, un+1(T ) = 0.
In order for Fn+1 to be well defined, we have to verify that un ∈ C 1,s(T, ε0), this is
justified by the following lemma.
Lemma 6.1. The sequence of functions {un, Fn}n≥0, formally defined as above, is well
defined, and satisfies furthermore the following estimates, for all n ≥ 0,
un ∈ C 1,s(T, ε0), un+1 − un ∈ C 1,s−3/2
(
T, εn+10
)
,
Fn ∈ C 0,s(T, ε0), Fn+1 − Fn ∈ C 0,s−3/2
(
T, εn+10
)
.
Proof. In the following estimates, we keep in mind that C10K−1 < 1. For n = 0, the
estimate for u0 and F 0 are clearly satisfied. As for the differences, we use F 1 = Θ0(u0),
Proposition 5.8, and the energy estimate (6.1)
‖F 1 − F 0‖C([0,T ],Hs−3/2) = ‖F 1‖C([0,T ],Hs−3/2) ≤ C‖u0‖Hs ≤ CK−1ε0.
‖u1 − u0‖C([0,T ],Hs−3/2) = ‖u1‖C([0,T ],Hs−3/2) ≤ C‖F 1‖C([0,T ],Hs−3/2) ≤ C2K−1ε0.
Then by the equation and (6.1),
‖∂t(u1 − u0)‖L∞([0,T ],Hs−3) = ‖∂tu1‖L∞([0,T ],Hs−3) ≤ C2‖F 1‖C([0,T ],Hs−3/2) ≤ C3K−1ε0.
Suppose by now the estimates are proven for n. By Proposition 5.8,
‖Fn+1‖C([0,T ],Hs) ≤ C‖u0‖Hs ≤ CK−1ε0,
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and then by (6.1),
(6.3) ‖un+1‖C([0,T ],Hs) + ‖∂tun+1‖L∞([0,T ],Hs−3/2) ≤ C2‖Fn+1‖C([0,T ],Hs) ≤ C3K−1ε0.
For the difference, we use Proposition 5.24,
‖Fn+1 − Fn‖C([0,T ],Hs−3/2) ≤ C‖un − un−1‖C([0,T ],Hs−3/2)‖u0‖Hs ≤ CK−1εn+10 .
Observe that (δu)n := u
n+1 − un satisfies the equation
(∂t + Pn +Rn)(δu)n = −(Pn − Pn−1)un − (Rn −Rn−1)un
+ (BnFn+1 −Bn−1Fn) + (βnFn+1 − βn−1Fn),
with (δu)n(0) = (δu)n(T ) = 0. By (6.1),
‖un+1 − un‖C([0,T ],Hs−3/2) + ‖∂t(un+1 − un)‖L∞([0,T ],Hs−3)
≤ C‖(Pn − Pn−1)un‖L∞([0,T ],Hs−3/2) + C‖(Rn −Rn−1)un‖L∞([0,T ],Hs−3/2)
+ C‖BnFn+1 − Bn−1Fn‖L∞([0,T ],Hs−3/2) + C‖βnFn+1 − βn−1Fn‖L∞([0,T ],Hs−3/2),
where, by Lemma 5.13, and (6.3),
‖(Pn − Pn−1)un‖L∞([0,T ],Hs−3/2) ≤ C‖un − un−1‖L∞([0,T ],Hs−3/2)‖un‖L∞([0,T ],Hs)
≤ C × εn0 × C3K−1ε0 ≤ C4K−1εn+10 .
The same estimate, using Lemma 5.19, gives
‖(Rn −Rn−1)un‖L∞([0,T ],Hs−3/2) ≤ C‖un − un−1‖L∞([0,T ],Hs−3/2)‖un‖L∞([0,T ],Hs)
≤ C × εn0 × C3K−1ε0 ≤ C4K−1εn+10 .
Similarly, by Lemma 5.12 and Lemma 5.22, and the triangular inequality, we show that
‖BnFn+1 −Bn−1Fn‖L∞([0,T ],Hs−3/2) + ‖βnFn+1 − βn−1Fn‖L∞([0,T ],Hs−3/2) ≤ C3K−1εn+10 .
In summary, we have
‖un+1 − un‖C([0,T ],Hs−3/2) + ‖∂t(un+1 − un)‖L∞([0,T ],Hs−3) ≤ C6K−1εn+10 ,
which closes the proof. 
Corollary 6.2. {un, Fn}n≥0 is a Cauchy sequence in
C([0, T ], H˙s−3/2(Td)) ∩W 1,∞([0, T ], H˙s−3(Td))× C([0, T ], H˙s−3/2(Td)),
whose limit will be denoted by
(u, F ) = lim
n→∞(u
n, Fn) ∈ C 1,s−3/2(T, ε0)× C 0,s−3/2(T, ε0).
Corollary 6.3. The following convergence holds,
(1) P (un)un+1 → P (u)u, strongly in C([0, T ], H˙s−3(Td));
(2) R(un)un+1 → R(u)u, strongly in C([0, T ], H˙s−3(Td)), weakly in L2([0, T ],Hs(Td));
(3) B(un)Fn+1 → B(u)F , strongly in C([0, T ], H˙s−3/2(Td)), weakly in L2([0, T ],Hs(Td));
(4) β(un)Fn+1 → β(u)F , strongly in C([0, T ], H˙s−3/2(Td)), weakly in L2([0, T ],Hs(Td)).
In particular, (u, F ) satisfies the equation
(6.4) (∂t + P (u) +R(u))u = (B(u) + β(u))F, u(0) = u0, u(T ) = 0,
in sense of distribution. Moreover,
‖R(u)u‖L2([0,T ],Hs) + ‖B(u)F‖L2([0,T ],Hs) + ‖β(u)F‖L2([0,T ],Hs) . ε0.
Proof. The convergences follow directly from our construction, Corollary 6.2, the trian-
gular inequality, and Lemma 5.13, Lemma 5.19, Lemma 5.12, Lemma 5.22 and (3.14).
Therefore we pass to the limit n→∞ in (6.2), and obtain (6.4). The last estimate comes
from the weak convergence. 
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Now we rewrite (6.4) as
(6.5) (∂t + P (u))u = G, u(0) = u0, u(T ) = 0,
where u = u, and G = −R(u)u + B(u)F + β(u)F with ‖G‖L2([0,T ],Hs) . ε0. By Propo-
sition C.4, the equation (6.5) admits a unique solution in C([0, T ], H˙s(Td)). Therefore,
u ∈ C([0, T ], H˙s(Td)) with the energy estimate
‖u‖C([0,T ],Hs) . ‖u0‖Hs + ‖G‖L2([0,T ],Hs) . ε0.
That is, u ∈ C 0,s(T,C ′ε0) for some C ′ > 0. Therefore, for ε0 sufficiently small, by (3.14),
G ∈ L∞([0, T ], H˙s−3/2(Td)), with ‖G‖L∞([0,T ],Hs−3/2) . ε0. This implies that
‖∂tu‖L∞([0,T ],Hs−3/2) . ‖u0‖Hs + ‖G‖L∞([0,T ],Hs−3/2) . ε0.
Consequently u ∈ C 1,s(T,C ′′ε0) for some C ′′ > 0. When ε0 is sufficiently small, Φ(u) is
well defined, and as n→∞,
‖Φ(u)− Φ(un)‖L(H˙s,C([0,T ],H˙s−3/2)) . ‖u− un‖C([0,T ],Hs−3/2) → 0.
Therefore in the sense of distribution,
F = lim
n→∞F
n = lim
n→∞Φ(u
n)u0 = Φ(u)u0 ∈ C([0, T ], H˙s(Td)).
This finishes the proof of Theorem 2.2.
7. Theorem 2.2 Implies Theorem 1.2
Now we deduce Theorem 1.2 from Theorem 2.2. Observe that the null controllability
holds for the time reversed equation (that is, the equation obtained by the change of
variable t 7→ −t) of (2.4) as well, with the same proof. Let (ηi, ψi) (i = 0, 1) satisfy
the hypotheses of Theorem 1.2, and let ui = u(ηi, ψi) ∈ H˙s(Td) be defined by (2.2).
Then ‖ui‖Hs . ε0, and for ε0 sufficiently small, there exist F˙ i ∈ C([0, T/2], H˙s(Td))
by Theorem 2.2, such that F˙ 1 sends initial data u0 at time t = 0 to final data 0 at
time t = T/2 by (2.4), while F˙ 2 sends initial data u1 at time t = 0 to final data 0
at time t = T/2 by the time reversed equation of (2.4). Moreover, the estimates (2.6)
are verified by F˙i and the corresponding solutions u
i ∈ C([0, T/2], H˙s(Td)). Now define
u ∈ C([0, T ], H˙s(Td)) and F˙ ∈ C([0, T ], H˙s(Td)) by
u(t) =
{
u0(t), t ∈ [0, T/2],
u1(T − t), t ∈ (T/2, T ]. F˙ (t) =
{
χT/2(t)F˙
0(t), t ∈ [0, T/2],
χT/2(T − t)F˙ 1(T − t), t ∈ (T/2, T ].
Indeed F˙ is continue in time, for F˙ i both vanishes near t = T/2. Then u satisfies (2.4)
(with F replaced by F˙ ), and u(0) = u0, u(T ) = u1. By Proposition 3.12, we can find
η˙ = η˙(u) ∈ C([0, T ], H˙s+1/2(Td)) ∩W 1,∞([0, T ], H˙s−1(Td)),
ψ˙ = ψ˙(u) ∈ C([0, T ], H˙s(Td)) ∩W 1,∞([0, T ], H˙s−3/2(Td)),
such that u = Tq(η˙)(ψ˙ − TB(η˙)ψ˙ η˙)− iTp(η˙)η˙ by (3.9), and
η˙(0) = η0, ψ˙(0) = π(Dx)ψ0, η˙(T ) = η1, ψ˙(T ) = π(Dx)ψ1.
Next we look for (η, ψ, F ) by adding zero frequencies to (η˙, ψ˙, F˙ ) in such way that (η, ψ)
satisfies (1.1), as well as the initial and final conditions, with the exterior pressure being
Pext(t, x) = ϕω(x)ReF (t, x).
More precisely, we look for (η, ψ, F ) of the following form,
(7.1) η(t, x) = η˙(t, x), ψ(t, x) = ψ˙(t, x) +
1
(2π)d
α(t), F (t, x) = F˙ (t, x) + c0,
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where c0 ∈ R is a constant, and α is a C1 function of t. By reversing the paralinearization
process, ∂tη˙ = G(η˙)ψ˙, hence ∂tη = G(η)ψ. In order for ψ to meet the initial and final
data, α should satisfy the boundary conditions,
α(0) =
ˆ
Td
ψ0(x) dx, α(T ) =
ˆ
Td
ψ1(x) dx.
Plugging (7.1) into (1.1), and integrating it over Td, we obtain an ordinary differential
equation for α,
d
dt
α(t) +
ˆ
Td
(1
2
|∇xψ˙|2 − 1
2
(∇xη˙ · ∇xψ˙ +G(η˙)ψ˙)2
1 + |∇xη˙|2
)
dx =
ˆ
Td
ϕωRe(F˙ (t, x) + c0) dx
Solving this equation by integrating it over [0, t] and using the initial condition for α(0),
α(t) =
ˆ
Td
ψ0 dx+
ˆ t
0
ˆ
Td
ϕωRe(F˙ + c0) dxdt
+
ˆ t
0
ˆ
Td
(1
2
(∇xη˙ · ∇xψ˙ +G(η˙)ψ˙)2
1 + |∇xη˙|2 −
1
2
|∇xψ˙|2
)
dxdt.
(7.2)
Observe that c0 7→ α(T ) is an affine function of c0, with the coefficient of c0 being
T × ´
Td
ϕω(x) dx 6= 0, so there exists a unique c0 ∈ R such that α(T ) =
´
Td
ψ1(x) dx.
Remark 7.1. In the solution (7.2) of α the integrals for gη andH(η) do not appear because
they have no zero frequencies. The former is due to our assumption, while the latter is
by the divergence theorem. If we have infinite depth, that is, b = ∞, then the integral
over Td of 12
(∇xη˙·∇xψ˙+G(η˙)ψ˙)2
1+|∇xη˙|2 − 12 |∇xψ˙|2 also vanishes. This can be proven by a direct
computation using Green’s identity, and is related to a conserved quantity of (1.1) by its
Hamiltonian structure. For more on this subject, see Benjamin-Olver [9].
Appendix A. Necessity of Geometric Control Condition
We prove that the geometric control condition is necessary for the controllability of the
three dimensional water wave equation (that is d = 2) with infinite depth (that is b =∞)
linearized around the flat surface (that is η = 0). We believe that similar arguments are
suffice to prove the same results in arbitrary dimensions and for finite depth, however,
we do not attempt to generalize the result in this direction for the sake of simplicity.
Now this linearized equation is a fractional Schro¨dinger equation ∂tu + i|D|3/2u =
T1ReϕωF . We will consider more generally the following control problem in L
2(T2),
(A.1) ∂tu+ i|D|αu = BϕF, 1 ≤ α ≤ 2.
Here ϕ ∈ C∞(T2) and B is a bounded operator on L2(T2). If α = 1, we have the (half)
wave equation. When B = Id, it is exactly controllable, if and only if the geometric control
condition is satisfied, see [8, 16]. If α = 2, we have the Schro¨dinger equation. When
B = Id, it is always exactly controllable (on tori) whether or not under the geometric
control condition, see [24, 29, 7, 19, 13]. We are now in the middle of the two typical cases
1 < α < 2 where we show that the geometric control condition is necessary to exactly
control (A.1) on T2.
Definition A.1. We say that (A.1) is exactly controllable, if there exists T > 0, such
that for all u0, u1 ∈ L2(T2), there exists F ∈ C([0, T ], L2(T2)), and a solution u ∈
C([0, T ], L2(T2)) to (A.1), satisfying u(0) = u0, u(T ) = u1.
Proposition A.2. Suppose that 1 < α < 2, and (A.1) is exactly controllable, then
ω := {z = (x, y) ∈ T2 : ϕ(z) 6= 0}
satisfies the geometric control condition.
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Proof. The idea is to prove by contradiction by using the following lemma due to Burq-
Zworski [18], and Miller [38].
Lemma A.3. The equation (A.1) is exactly controllable, if and only if, for some C > 0,
for all λ ∈ R, and for all u ∈ C∞(T2),
(A.2) C‖u‖L2 ≤ ‖(|Dz |α − λ)u‖L2 + ‖Bϕu‖L2 .
We may assume that ϕ 6≡ 0, so that ω 6= ∅, for the case will be trivial otherwise.
Suppose that ω does not satisfy the geometric control condition, we will show that (A.2)
does not hold for any fixed C > 0. By hypothesis there exists some γ ∈ R2\{0} such that
the geodesic Γγ = {γt : t ∈ R} does not enter ω. Now that ω 6= ∅, Γγ cannot be dense.
So we may further more assume that γ ∈ Z2.
Consider Γγ as a Lie group acting on T
2, Γγ ∋ γt : z 7→ z+γt, which defines a quotient
manifold κ : T2 → T2/Γγ , z 7→ z + Γγ . Choose δ > 0 sufficiently small such that
‖ϕ‖L∞(Nδ) <
C
2
(1 + ‖B‖L(L2,L2))−1,
where Nδ = {z ∈ T2 : dist(z,Γγ) < δ}. Observe that κ(Nδ) is open (with respect to the
canonical quotient topology) for κ−1(κ(Nδ)) = Nδ is open. Fix 0 6= ψ ∈ C∞c (κ(Nδ)) ⊂
C∞(T2/Γγ), and set χ = ψ ◦ κ ∈ C∞c (Nδ) ⊂ C∞(T2), un(z) = einγ·zχ(z) for n ∈ N.
Expending χ in Fourier series, we write χ(z) =
∑
k∈Z2 cke
ik·z, and claim that ck = 0
unless k ∈ γ⊥ := {ℓ ∈ Zd : ℓ · γ = 0}. Indeed, if k /∈ γ⊥, then there exists w = γt ∈ Γγ
such that, k ·w 6≡ 0 modulo 2π. Observe that χ(z+w) = ψ(κ(z +w)) = ψ(κ(z)) = χ(z),
we have
ck =
1
4π2
ˆ
T2
χ(z + w)e−ik·z dz = eik·w
1
4π2
ˆ
T2
χ(z)e−ik·z dz = eik·wck,
which implies that ck = 0. Therefore, u
n(z) =
∑
k∈γ⊥ cke
i(nγ+k)·z, and
|Dz |αun =
∑
k∈γ⊥
ck|nγ + k|αei(nγ+k)·z =
∑
k∈γ⊥
ck(n
2|γ|2 + |k|2)α/2ei(nγ+k)·z.
Let λn = n
α|γ|α, then
(|Dz|α − λn)un =
∑
06=k∈γ⊥
ck|k|αf
( |k|
n|γ|
)
ei(nγ+k)·z,
where f(t) = (1+t
2)α/2−1
tα . By an integration by part, for any N ≥ 1, |k|α|ck| . |k|−N .
Observe that f is continuous on ]0,+∞[, with limt→+∞ f(t) = 1, and f(t) = O(t2−α) as
t→ 0+. We have therefore the estimate,
f
( |k|
n|γ|
)
.
{
1
n(2−α)/2
, 0 < |k| ≤ √n;
1, |k| > √n.
To conclude, we show that the sequence (un, λn) violates (A.2). Indeed ‖un‖L2 = ‖χ‖L2 ,
and ‖Bϕun‖L2 ≤ ‖B‖L(L2,L2)‖ϕ‖L∞(Nδ)‖χ‖L2 ≤ C2 ‖χ‖L2 , and for any N > 2,
‖(|Dz |α − λn)un‖2L2 .
1
n(2−α)/2
∑
|k|≤√n
1
|k|N +
∑
|k|>√n
1
|k|N = o(1), as n→∞.

Appendix B. Paradifferential Calculus
For results of this section, we refer to [37, 5].
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B.1. Paradifferential Operators. For ∞ ≥ ρ ≥ 0, denote by W ρ,∞(Td) the space of
Ho¨lderian functions of regularity ρ on Td.
Definition B.1. For m ∈ R, ρ ≥ 0, let Γ˙mρ (Td) denote the space of locally bounded
functions a(x, ξ) on Tdx × (Rdξ\0), which are C∞ with respect to ξ ∈ Rd\0, such that for
all α ∈ Nd and ξ 6= 0, the function x 7→ ∂αξ a(x, ξ) belongs to W ρ,∞(Td), and that for
some constant Cα,
‖∂αξ a(·, ξ)‖W ρ,∞ ≤ Cα〈ξ〉m−|α|, ∀|ξ| ≥
1
2
,
where 〈ξ〉 = (1 + |ξ|2)1/2.
Define on Γ˙mρ (T
d) the semi-norms,
M˙mρ,n(a) = sup
|α|≤n
sup
|ξ|≥1/2
‖〈ξ〉|α|−m∂αξ a(·, ξ)‖W ρ,∞ .
Definition B.2. The function χ = χ(θ, η) is called an admissible cutoff function, if
(1) χ ∈ C∞(Rdθ × Rdη) is an even function, that is, χ(−θ,−η) = χ(θ, η);
(2) it satisfies the following spectral condition: for some 0 < ǫ1 < ǫ2 < 1/2,
(B.1)
{
χ(θ, η) = 1, |θ| ≤ ǫ1〈η〉,
χ(θ, η) = 0, |θ| ≥ ǫ2〈η〉;
(3) for all (α, β) ∈ Nd × Nd, and some Cαβ > 0,∣∣∂αθ ∂βηχ(θ, η)∣∣ ≤ Cαβ〈η〉−|α|−|β|.
Let χ be an admissible cutoff function, and let π ∈ C∞(Rd) be an even function such
that 0 ≤ π ≤ 1, π(ξ) = 0 for |ξ| ≤ 1/4, and π(ξ) = 1 for |ξ| ≥ 3/4. Now given a symbol
a ∈ Γ˙mρ (Td), the paradifferential operator Ta is formally defined by
(B.2) T̂au(ξ) = (2π)
−d ∑
η∈Zd
χ(ξ − η, η)aˆ(ξ − η, η)π(η)uˆ(η),
where aˆ(θ, η) =
(Fx→θa)(θ, η) = ´Td e−ix·θa(x, η) dx. Alternatively, set
aχ(·, ξ) = χ(Dx, ξ)a(·, ξ),
then by definition, Tau = a
χ(x,Dx)π(Dx)u.
Theorem B.3. Let a ∈ Γ˙m0 , then Ta is of order m such that for all s ∈ R, Ta defines a
bounded operator from Hs+m(Td) to H˙s(Td), such that
(B.3) ‖Ta‖L(Hs+m,H˙s) .Mm0,d/2+1(a).
In particular, Ta = Taπ(Dx) = π(Dx)Ta.
Proof. For the estimate we refer to [37]. It remains to show that for u ∈ Hs+m(Td), Tau
has no zero frequency, or equivalently, T̂au(0) = 0. Indeed, by definition
T̂au(0) = (2π)
−d ∑
06=η∈Zd
χ(−η, η)aˆ(−η, η)uˆ(η) = 0,
since χ(−η, η) = 0 for all η 6= 0 by (B.1). 
Proposition B.4. For all s ∈ R, T1 = π(Dx) = IdH˙s .
Proof. Observe that aˆ(θ, η) = 1θ=0(θ, η) if a ≡ 1, therefore by definition,
T̂1u(ξ) =
∑
η∈Zd
χ(ξ − η, η)1ξ=ηπ(η)uˆ(η) = χ(0, ξ)π(ξ)uˆ(ξ) = π(ξ)uˆ(ξ),
since χ(0, ξ) = 1 for all ξ ∈ Zd. 
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Lemma B.5. Let a ∈ Γ˙mρ (Td), and α ∈ Nd, with |α| ≤ ρ, then ∂αx (a−aχ) ∈ Γ˙m−ρ+|α|0 (Td)
with estimates that for all n ∈ N, Mm−ρ+|α|0,n (∂αx (a− aχ)) .Mmρ,n(a).
Proof. See [37]. 
Proposition B.6. Let a ∈ Γ˙mρ (Td) with m ≥ 0 and ρ > m+ 1 + d/2, then
‖Op(aπ)− Ta‖L(L2,L2) .Mmρ,d/2+1(a).
Proof. By Theorem B.3, it suffices to show that M0d/2+1,d/2+1(a − aχ) . Mmρ,d/2+1(a).
Indeed, for |α| ≤ d/2 + 1, by the previous lemma,
M00,d/2+1(∂
α
x (a− aχ)) .Mm−ρ+|α|0,d/2+1 (∂αx (a− aχ)) .Mmρ,d/2+1(a).

Lemma B.7. Let a ∈ Sm(Td) be in the Ho¨rmander class. If it is either a real valued
even function of ξ, or a pure imaginary valued odd function of ξ, then for u ∈ C∞(Td,C),
Op(a)Re u = ReOp(a)u, TaReu = ReTau.
Proof. We first prove the case of pseudodifferential operators Op(a). Let a˜(x, ξ) =
a(x,−ξ), then by our hypothesis a = a˜. Therefore, for any real valued function u,
Op(a)u = Op(a˜)u¯ = Op(a)u,
which implies that Op(a)u is real valued. Then for a complex function u,
Op(a)u = Op(a)(Re u+ iImu) = Op(a)Re u+ iOp(a)Im u.
We conclude that ReOp(a)u = Op(a)Re u, ImOp(a)u = Op(a)Im u.
As for the paradifferential case, Ta = Op(a
χπ) with (aχπ)(x, ξ) = χ(Dx, ξ)a(·, ξ). Now
that χ is even, by the pseudodifferential case, χ(Dx, ξ) commute with Re. This implies
that aχπ remains to be a real symbol, and an even function of ξ, or a pure imaginary
symbol and an odd function of ξ. So the case of paradifferential operators follows. 
B.2. Symbolic Calculus.
Theorem B.8. Let a ∈ Γ˙mρ (Td), b ∈ Γ˙m
′
ρ (T
d), with m,m′ ∈ R, 0 ≤ ρ <∞. Set
a♯b =
∑
|α|<ρ
1
α!
∂αξ aD
α
x b.
Then TaTb − Ta♯b is of order m+m′ − ρ, and
‖TaTb − Ta♯b‖L(Hs+m+m′−ρ,Hs) .Mm0,d/2+1+ρ(a)Mm
′
ρ,d/2+1(b) +M
m′
0,d/2+1+ρ(b)M
m
ρ,d/2+1(a).
Theorem B.9. Let a ∈ Γ˙mρ (Td), with m ∈ R and 0 ≤ ρ <∞. Set
a∗ =
∑
|α|<ρ
1
α!
∂αξ D
α
x a¯.
Denote by T ∗a the formal adjoint of Ta, then T ∗a − Ta∗ is of order m− ρ, and
‖T ∗a − Ta∗‖L(Hs+m−ρ,Hs) .Mmρ,d/2+1+ρ(a).
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B.3. Paraproducts and Paralinearization.
Theorem B.10. Let a ∈ Hα(Td) and b ∈ Hβ(Td) with α > d/2 , β > d/2. Then
(1) TaTb − Tab is of order −ρ with ρ = min{α, β} − d/2, that is, for s ∈ R,
(B.4) ‖TaTb − Tab‖L(Hs−ρ,Hs) . ‖a‖Hα‖b‖Hβ ;
(2) T ∗a − Ta¯ is of order −ρ with ρ = α− d/2, that is, for s ∈ R,
‖T ∗a − Ta¯‖L(Hs−ρ,Hs) . ‖a‖Hα ;
(3) Define the bilinear form,
(B.5) R(a, b) = ab− Tab− Tba,
then R(a, b) ∈ Hα+β−d/2(Td),
‖R(a, b)‖Hα+β−d/2 . ‖a‖Hα‖b‖Hβ ;
(4) Let F ∈ C∞ with F (0) = 0, then F (a) = TF ′(a)a+RF (a) with
(B.6) ‖RF (a)‖H2α−d/2 . C(‖a‖Hα)‖a‖Hα .
In particular,
(B.7) ‖F (a)‖Hα ≤ C(‖a‖Hα)‖a‖Hα .
Appendix C. Some Linear Equations
Proposition C.1. Let u ∈ C 0,s(T, ε0) for s sufficiently large, T > 0, and ε0 sufficiently
small. Let Q = Q(u) be defined by (4.8), and suppose
R ∈ L∞([0, T ],L(L˙2, L˙2)) ∩ C([0, T ],L(L˙2, H˙−µ))
for some µ ≥ 0, f ∈ L1([0, T ], L˙2(Td)). Then the Cauchy problem
(C.1) (∂t + iQ+R)u = f, u(0) = u0 ∈ L˙2(Td),
admits a unique solution u ∈ C([0, T ], L˙2(Td)), which moreover satisfies the estimate
‖u‖C([0,T ],Hs) . ‖u0‖L2 + ‖f‖L1([0,T ],L2)
Proof. Let jε = exp(−εγ(3/2)) + 12∂ξ · Dx exp(−εγ(3/2)), and set Jε = π(Dx)Op(jεπ).
Consider the regularized Cauchy problem
(∂t + iQJε +RJε)u
ε = f, uε(0) = u0,
which admits a unique solution uε ∈ C([0, Tε], L˙2(Td)) for some Tε > 0, by Cauchy-
Lipschitz theorem, as QJε, RJε ∈ C([0, T ],L(L˙2, L˙2)). Following a routine method, see
for example [37], to prove the existence of a solution, on the whole interval [0, T ], it suffice
to prove a uniform a priori bound for uε and its time derivative in the energy space over
the time interval [0, T ].
By the choice of the symbol jε, we have
‖[Q,Jε]‖L(L˙2,L˙2) . 1, ‖Q−Q∗‖L(L˙2,L˙2) . 1, ‖Jε − J∗ε ‖L(L˙2,H˙2) . 1,
from which the a priori estimate, that for almost every t ∈ [0, T ],
(C.2)
d
dt
‖uε(t)‖2L2 . ‖uε(t)‖2L2 + (uε(t), f(t))L2 .
Moreover, by Gronwall’s inequality, we have
(C.3) ‖uε‖C([0,T ],L2) . ‖u0‖L2 + ‖f‖L1([0,T ],L2).
Plugging it into (C.2), we obtain
(C.4)
∥∥ d
dt
‖uε(t)‖2L2
∥∥
L1([0,T ])
. ‖u0‖2L2 + ‖f‖2L1([0,T ],L2).
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The energy estimate (C.3), the hypothesis on R, and Arzela-Ascoli’s theorem imply the
existence of a weak solution
u ∈ L2([0, T ], L˙2(Td)) ∩ C([0, T ], H˙−µ(Td))
to (C.1). Then (C.4) and Arzela-Ascoli’s theorem again implies that t 7→ ‖u‖2L2 is con-
tinuous in time. Therefore u ∈ C([0, T ], L˙2(Td)). The energy estimate for u follows by
Gronwall’s inequality as in (C.3), and the uniqueness follows from the energy estimate. 
Using the same method, we have the following corollary.
Corollary C.2. For ~w0 ∈ L˙2(Td), there exists a unique solution to the Cauchy prob-
lem (4.12), ~w ∈ C([0, T ], L˙2(Td)) with ~w(0) = ~w0.
Corollary C.3. For ~wh,0 ∈ L˙2(Td), f ∈ L1([0, T ]s, L˙2(Td)), there exists a unique solution
to the Cauchy problem (4.29), ~wh ∈ C([0, T ]s, L˙2(Td)) with ~wh(0) = ~wh,0.
Similar results hold for the paradifferential equations.
Proposition C.4. Suppose s ≥ s′ ≥ 0, µ ≥ 3 + d/2, T > 0, u ∈ C 0,µ(T, ε0) for some
ε0 > 0 sufficiently small. Let P = P (u) be defined by (3.12),
R ∈ L∞([0, T ],L(H˙s, H˙s)) ∩ C([0, T ],L(H˙s, H˙s′)),
and let F ∈ L1([0, T ], H˙s(Td)). Then for u0 ∈ H˙s(Td), the following Cauchy problem
(C.5) (∂t + P +R)u = F, u(0) = u0,
admits a unique solution u ∈ C([0, T ], H˙s(Td)), which moreover satisfies the estimate
(C.6) ‖u‖C([0,T ],Hs) . ‖u0‖Hs + ‖F‖L1([0,T ],Hs).
Proof. The proof is almost the same as above, but here we choose Jε = Tjε with jε defined
as above, and use the following estimates
‖[P, Jε]‖L(H˙s,H˙s) . 1, ‖P − P ∗‖L(H˙s,H˙s) . 1, ‖Jε − J∗ε ‖L(H˙s,H˙s+2) . 1.

Corollary C.5. Let the Range operator R and the solution operator S be formally defined
in Section 4.1, then for all µ ≥ 0,
R : L˙2([0, T ], H˙µ(Td))→ H˙µ(Td), S : H˙µ(Td)→ C([0, T ], H˙µ(Td)),
and satisfies the estimates
‖R‖L(L˙2([0,T ],H˙µ),H˙µ) . 1, ‖S‖L(H˙µ,C([0,T ],H˙µ)) . 1.
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