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The recently synthesized MgFeGe compound is isostructural and isoelectronic with superconducting LiFeAs.
Both materials are paramagnetic metals at room temperature. Inspection of their electronic structures without
spin polarization reveals hardly any difference between the two. This fact was interpreted as evidence against
popular theories relating superconductivity in Fe-based materials with spin fluctuations. We show that in the
magnetic domain the two compounds are dramatically different, and the fact that MgFeGe does not supercon-
duct, is, on the contrary, a strong argument in favor of theories based on spin fluctuations.
PACS numbers: 74.70.Xa,74.20.Rp,75.20.Hr,71.15.Mb
Soon after the discovery of iron based superconductors1,
spin fluctuations have been proposed as the pairing glue2.
So far, many experiments are compatible with or even sup-
portive of a spin fluctuation mediated mechanism3,4. In the
weak coupling approach to this pairing scenario, the nesting
properties of the Fermi surface are important. Therefore, two
materials with virtually identical Fermi surfaces and electron
count, where one of the materials superconducts and the other
doesn’t, would at first glance cast a doubt on the validity of
such an approach to superconducting pairing.
The recently discovered MgFeGe compound5 (Fig. 1 (a)) is
isostructural and isoelectronic to the so-called 111 iron pnic-
tides, LiFeAs and NaFeAs. In particular the former is a good
superconductor with Tc = 18 K6, and, like MgFeGe, is a para-
magnetic metal in its normal state. Moreover, the electronic
structures of both compounds, including their Fermi surfaces,
calculated without any account of magnetism (which seems
logical, in view of the experimental situation), are nearly iden-
tical5,7, and so are the calculated non-interacting susceptibili-
ties. By implication, the spin fluctuation spectra in both com-
pounds must be also very close, which seems, at first glance,
to invalidate theories ascribing superconductivity in iron pnic-
tides to spin fluctuations.
In this paper we show that this is not the case. In fact,
spin fluctuations in the two materials are qualitatively differ-
ent. The result obtained by Rhee and Pickett7 is indeed at
variance with the popular weak coupling scenario2,4,8, which
attempts to describe these materials as nonmagnetic (not para-
FIG. 1: (Color online) (a) Structure of MgFeGe. (b) Exchange cou-
pling paths J1 and J2 in the Fe plane.
magnetic), in terms of the linear response of the nonmagnetic
Fermi surface, however, in this case the weak coupling ap-
proach appears to be inadequate.
The main problem with the density functional description
of the paramagnetic phases of Fe pnictides is that standard
density functional calculations cannot handle paramagnetism
as disordered local moments. The standard approach9 when
calculations are performed without allowing for a nonzero
spin density, simply forces each ion into a completely non-
magnetic state. As discussed in numerous papers10–13, in all
Fe pnictides, with a notable exception of the collapsed tetrag-
onal phase in CaFe2As2, not only the local moments of the
order of 2 µB remain, but they are apparently correlated in the
standard stripe manner. This is evidenced, for instance, by the
fact that the lattice dynamics and equilibrium structure of for-
mally nonmagnetic pnictides only agree with the experiment
in spin-unrestricted calculations with the full density func-
tional theory (DFT) magnetic moment of ∼ 2 µB11–13. Also,
de Haas van Alphen experiments on BaFe2As2 are much bet-
ter described by DFT calculations with the full self-consistent
magnetization, rather than with the much smaller experimen-
tally reported magnetic moment14. Computationally, the hall-
mark of local moments is the possibility to converge calcula-
tions to different magnetically ordered states, with the energy
difference between them considerably smaller than between
any of them and the nonmagnetic state.
With this in mind, we have deliberately stepped out of the
weak coupling domain and searched for magnetic solutions.
Note that DFT per se is a mean field theory, but not a weak
coupling theory. The investigation of different magnetic con-
figurations gives us a clue of what kind of local correlations
one can expect and what the structure of the spin susceptibil-
ity, as opposed to weak coupling, should be.
In most iron pnictides these two approaches (strong and
weak coupling) give the same result: spin fluctuations are
peaked at (pi,pi) in the folded Brillouin zone. In iron se-
lenides this is not exactly the case. In the pure FeTe com-
pound, the ground state (experimental and calculated) is a so-
called double stripe, corresponding, in the same notation, to
the (pi/2,0) ordering vector. However, the more familiar stripe
state is very close in energy, and when superconductivity is
suppressed by alloying with Se, not only is the long-range or-
der suppressed, but also, to the same degree, the local mo-
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2TABLE I: Energies of various spin configurations with respect to the
nonmagnetic solution for MgFeGe and LiFeAs, in meV/Fe
Ne´el double stripe stripe ferromagnetic
MgFeGe -113 -175 -179 -183
LiFeAs -56 -94 -133 -37
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FIG. 2: (Color online) Comparison of densities of states for LiFeAs
and MgFeGe in different magnetic configurations. (a), (b) LiFeAs in
ferromagnetic and stripe-type antiferromagnetic order, respectively.
(c), (d) MgFeGe in ferromagnetic and stripe-type antiferromagnetic
order, respectively.
ments. As a result, spin fluctuations corresponding to stripe-
like local correlations, reappear and gradually overcome the
(pi/2,0) fluctuations. The former are pairing in the s± sce-
nario, and, in agreement with the concept, superconductivity
appears.
Therefore, in order to properly compare LiFeAs and
MgFeGe and to understand the character of the spin fluctua-
tions, we need to perform a spin-unrestricted mean-field DFT
calculation for both, and only if the results will be reasonably
close we can claim a failure of the spin-fluctuation model.
In Table I, we compare the energies of various calcu-
lated15,16,18 magnetic structures for LiFeAs and MgFeGe19,20.
It has been pointed out previously that compared to 1111
and 122 structures, in LiFeAs the ferromagnetic state is rel-
atively stable, even though still definitely energetically above
the antiferromagnetic stripe phase.21,22 In MgFeGe this ten-
dency is much stronger than in LiFeAs and leads to an un-
FIG. 3: (Color online) Fermi surfaces in the AF stripe configuration
for (a) LiFeAs and (b) MgFeGe. The corners of the reciprocal lattice
unit cell are at the Γ points, x and y are the ferro- and antiferromag-
netic directions, respectively.
expected result: the calculated ground state is actually ferro-
magnetic! Moreover, one can quantify the effect by extracting
the nearest- and the next-nearest-neighbor effective exchange
constants.23 For LiFeAs we find, as expected, two antiferro-
magnetic exchange constants: J1 = 52 meV and J2 = 102 meV
corresponding to the Fe - Fe interaction paths shown in Fig. 1.
The fact that J2 > J1/2 reflects the stripe phase being the
ground state. For MgFeGe we obtain J1 = −71 meV and
J2 = 32 meV. Note that now the nearest neighbor interac-
tion is ferromagnetic. Incidentally, this fact invalidates the set
of theories explaining magnetic properties of Fe-based super-
conductors in terms of conventional superexchange; indeed,
superexchange in this geometry can only be antiferromag-
netic, therefore the nature of the ferromagnetic interaction in
MgFeGe must be of more complex, and, as we will see next,
of itinerant origin.24
The origin of this phenomenon can be understood by com-
paring the density of states (DOS) of the two compounds
in ferromagnetic and stripe-type antiferromagnetic configura-
tions (see Fig. 2). We observe that in LiFeAs the DOS in the
stripe phase is drastically reduced with respect to the DOS in
the ferromagnetic phase and a pseudogap forms around the
Fermi energy with a substantial gain of the one-electron en-
ergy. In MgFeGe, on the other hand, ferromagnetic and stripe
order lead to similar DOS at the Fermi energy and ferromag-
netism wins by a small energy amount (see Table I). Also an
analysis of the Fermi surfaces of the two compounds in the an-
tiferromagnetic stripe configuration support these results (see
Fig. 3). Indeed, while in the nonmagnetic phase, as shown in
Ref. 7, the Fermi surfaces of the two compounds are nearly
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FIG. 4: (Color online) Densities of states in the FM configuration for
(a) LiFeAs and (b) MgFeGe.
identical, in the stripe phase of LiFeAs, just as in all other Fe
pnictides, the Fermi surface is mostly gapped. In MgFeGe,
on the other hand, the gapping is much smaller, and so is the
corresponding energy gain.
One can also ask another question: is this difference due to
different crystallographic parameters or different ionic prop-
erties? To answer this question, we have performed calcu-
lations for a hypothetical compound with the composition of
MgFeGe, but crystallographic parameters as in LiFeAs. In-
terestingly, we found that the energy difference between the
stripe and the ferromagnetic states was strongly reduced (by
about a factor of 7), but the sign was still the same, favoring
the ferromagnetic order. This indicates that both chemistry
and crystallography contribute to the difference in magnetic
properties between the two compounds.
To summarize, by investigating the magnetic behavior of
MgFeGe versus LiFeAs we found that MgFeGe is most stable
in a ferromagnetic configuration in contrast to LiFeAs that sta-
bilizes in the more familiar antiferromagnetic stripe-like pat-
tern. This has important consequences for the actual behavior
of MgFeGe: the short range correlations, and, by implication,
fluctuations in the paramagnetic state, are stronger at q = 0
than at q=(pi,pi). Thus, they actually destroy, rather than sup-
port the s± pairing. The fact that MgFeGe is not supercon-
ducting therefore supports the spin-fluctuation induced pair-
ing model and the s± pairing state. Another, probably more
critical message is that although many useful results have been
obtained using the weak coupling linear response methodol-
ogy, this path is slippery. Neglecting the fact that DFT calcula-
tions, as well as certain experiments, for iron based supercon-
ductors point toward strong coupling and large local moments
may be dangerous.
The last note concerns the role of correlations in MgFeGe.
Inclusion of correlation effects beyond DFT in LiFeAs26–28
yields a better description of its Fermi surface in agreement
with experimental observations. MgFeGe is probably more
strongly correlated than LiFeAs, since it has a larger magnetic
moment (compare in Fig. 4 the up and down DOS). By the
same argument, it is probably less correlated than FeSe, and
thus correlation effects are unlikely to be responsible for the
absence of superconductivity, as opposed to proximity to the
ferromagnetic instability, which does not appear in any super-
conducting Fe pnictide or chalcogenide.
I.I.M. acknowledges support from the Funding from the Of-
fice of Naval Research (ONR) through the Naval Research
Laboratory’s Basic Research Program, and of the Alexander
von Humboldt Foundation. H.O.J. and R.V. acknowledge sup-
port by the Deutsche Forschungsgemeinschaft (DFG) through
SPP 1458. We thank W. Pickett for pointing out to us the ex-
isting controversy on MgFeGe.
1 Y. Kamihara, T. Watanabe, M. Hirano, and H. Hosono, J. Am.
Chem. Soc. 130, 3296 (2008).
2 I. I. Mazin, D. J. Singh, M. D. Johannes and M. H. Du, Phys. Rev.
Lett. 101, 057003 (2008).
3 G. R. Stewart, Rev. Mod. Phys. 83, 1589 (2011).
4 P. J. Hirschfeld, M. M. Korshunov and I. I. Mazin, Rep. Prog.
Phys. 74, 124508 (2011).
5 X. Liu, S. Matsuishi, S. Fujitsu, H. Hosono, Phys. Rev. B 85,
104403 (2012).
6 J. H. Tapp, Z. Tang, B. Lv, K. Sasmal, B. Lorenz, P. C. W. Chu,
and A. M. Guloy, Phys. Rev. B. 78, 060505(R) (2008).
7 H. B. Rhee and W. E. Pickett, J. Phys. Soc. Jpn. 82, 034714
(2013).
8 A. Chubukov, Annu. Rev. Condens. Matter Phys. 3 57 (2012).
9 Note that we are not considering here such modifications as the
disordered-local-moments model proposed by B. L. Gyorffy, A.
J. Pindor, J. Staunton, G. M. Stocks and H. Winter, J. Phys. F:
Metal Phys. 15, 1337 (1985).
10 I. Opahle, H. C. Kandpal, Y. Zhang, C. Gros, and R. Valentı´, Phys.
Rev. B 79, 024509 (2009).
11 T. Yildirim, Physica C 469, 425 (2009).
12 I. I. Mazin, M. D. Johannes, L. Boeri, K. Koepernik, and D. J.
Singh, Phys. Rev. B 78, 085104 (2008).
13 Y.-Z. Zhang, I. Opahle, H. O. Jeschke, R. Valentı´, Phys. Rev. B
81, 094505 (2010).
14 T. Terashima, N. Kurita, M. Tomita, K. Kihou, C. H. Lee, Y.
Tomioka, T. Ito, A. Iyo, H. Eisaki, T. Liang, M. Nakajima, S.
Ishida, S. I. Uchida, H. Harima, and S. Uji, Phys. Rev. Lett. 107,
176402 (2011).
15 We used two full potential all electron codes and report energy
differences for which both methods are in very good agreement.
We report numbers from the full potential local orbitals (FPLO)
4code16 using a generalized gradient approximation (GGA) func-
tional17 and a 16×16×16 k mesh. We verified the energy differ-
ences with those obtained from the linear augmented plane wave
method (LAPW)18 with the same settings as in Ref. 2, including
a gradient correction to the exchange-correlation functional. We
have not optimized the crystal structure, but use the experimental
one reported in Ref. 5.
16 K. Koepernik and H. Eschrig, Phys. Rev. B 59. 1743 (1999);
http://www.FPLO.de
17 J. P. Perdew, K. Burke and M. Ernzerhof, Phys. Rev. Lett. 77,
3865 (1996).
18 P. Blaha, K. Schwarz, G. K. H. Madsen, D. Kvasnicka, and J.
Luitz 2001 WIEN2k, An Augmented PlaneWave+LocalOrbitals
Program for Calculating Crystal Properties (Karlheinz Schwarz,
Techn. Universita¨t Wien, Austria).
19 In Ref. 5 structural optimization was performed for several dif-
ferent magnetic configurations by means of the pseudopotential
plane wave code VASP20, and it was found that the optimized FM
structure is higher in energy than the optimized stripe structure.
We have used instead the experimental structure, for the follow-
ing three reasons:
(i) Spin fluctuation that we want to describe occur in a crystal
with no long range order, no orthorhombic distortion, etc.
(ii) All-electron calculations are generally more reliable than
pseudopotential calculations. While we were able to con-
firm Liu et al. result that full structural optimization in
VASP renders the stripe structure to be lower in energy, in
our calculations the Fe magnetic moment in the FM state
was substantially larger than in Ref. 5), and the energy dif-
ference between the two magnetic patterns in their respec-
tive VASP-optimized structures was very small.
(iii) The FM-optimized structure is rather close to the exper-
imentally measured one (atomic displacements less than
0.01 A˚), while the stripe-optimized structure is consider-
ably different from the experiment (displacements on the
order of 0.05 A˚).
On the other hand, this unusual sensitivity to computational de-
tails again emphasizes that MgFeGe is magnetically very different
from Fe pnictides and chalcogenides.
20 G. Kresse, J. Hafner, Phys. Rev. B 47, 558 (1993).
21 I.I. Mazin, unpublished; K. Koepernik, unpublished.
22 Ferromagnetism in this family of compounds is uncommon, but
not unheard of. Recently synthesized CuFeSb was found to be
ferromagnetic by B. Qian, J. Lee, J. Hu, G. C. Wang, P. Kumar,
M. H. Fang, T. J. Liu, D. Fobes, H. Pham, L. Spinu, X. S. Wu,
M. Green, S. H. Lee, and Z. Q. Mao, Phys. Rev. B 85, 144427
(2012).
23 Note that the estimation of the nearest and next nearest neighbor
exchange constants doesn’t mean that we endorse using the short-
range Heisenberg model as a physically meaningful description
of these itinerant systems; it is well known that proper mapping
of the DFT energy differences requires not only going beyond the
second coordination shell, but even beyond the Heisenberg model.
24 Note that a trivial, but often overlooked fact is that local mag-
netic moments do not necessarily imply localized electrons; for
instance, metallic iron has itinerant electrons and local moments.
25 D. Stanek, O. P. Sushkov, G. S. Uhrig, Phys. Rev. B 84, 064505
(2011).
26 Z. Yin, K. Haule, and G. Kotliar, Nat. Mater. 10, 932 (2011).
27 J. Ferber, K. Foyevtsova, R. Valentı´, and H. O. Jeschke, Phys.
Rev. B 85, 094505 (2012).
28 J. Ferber, H. O. Jeschke, and R. Valentı´, Phys. Rev. Lett. 109,
197201 (2012).
