Abstract. Flattening is a method to make a definite clause functionfree. For a definite clause C, flattening replaces every occurrence of a term f (t1, · · · , tn) in C with a new variable v and adds an atom p f (t1, · · · , tn, v) with the associated predicate symbol p f with f to the body of C. Here, we denote the resulting function-free definite clause from C by flat(C). In this paper, we discuss the relationship between flattening and implication. 
Introduction
The purpose of Inductive Logic Programming is to find a hypothesis that explains a given sample. It is a normal setting of Inductive Logic Programming that a hypothesis is a definite clause or a definite program and a sample is the set of (labeled) ground definite clauses. In this setting, the word "explain" is interpreted as either "subsume (denoted by )" or "imply (denoted by |=)". In the latter case, note that the problem of whether or not a definite clause C implies another definite clause, called an implication problem, is undecidable in general [8] . On the other hand, if C is function-free, then it is obvious that the implication problem is decidable.
Flattening, which has been first introduced in the context of Inductive Logic Programming by Rouveirol [14] (though similar ideas had already been used in other fields), is a method to make a definite clause function-free. For a definite clause C, flattening replaces every occurrence of a term f (t 1 , · · · , t n ) in C with a new variable v and adds an atom p f (t 1 , · · · , t n , v) with the associated predicate symbol p f with f to the body of C. Additionally, the unit clause p f (x 1 , · · · , x n , f(x 1 , · · · , x n )) ← is introduced to the background theory for each function symbol f in C. We denote the resulting function-free definite clause by flat(C) and the set of unit clauses by defs(C).
Rouveirol [14] has investigated the several properties of flattening. Muggleton [9, 11] has dealt with flattening in order to characterize his inverting implication. De Raedt and Džeroski [2] have analyzed their PAC-learnability of jkclausal theories by transforming possibly infinite Herbrand models into approximately finite models according to flattening. Nienhuys-Cheng and de Wolf [13] have revised the properties of flattening with sophisticated duscussion.
Rouveirol [14] (and Nienhuys-Cheng and de Wolf [13] ) has shown that flattening "preserves" subsumption: Let C and D be definite clauses. Then, it holds that:
C D if and only if flat(C) flat(D).
Also Rouveirol [14] (and Nienhuys-Cheng and de Wolf [13] ) has claimed that flattening "preserves" implication: Let Π be a definite program {C 1 , · · · , C n } and D be a definite clause. We denote {flat(C 1 ), · · · , flat(C n )} and defs(C 1 ) ∪ · · · ∪ defs(C n ) by flat(Π) and defs(Π), respectively. Then, Rouveirol's Theorem is described as follows:
Π |= D if and only if flat(Π) ∪ defs(Π) |= flat(D).
As the stronger relationship between flattening and implication than Rouveirol's Theorem, Nienhuys-Cheng and de Wolf [13] have shown the following theorem:
If the converse of this theorem holds, then the several learning techniques for propositional logic such as [1, 3] are directly applied to Inductive Logic Programming. On the other hand, if the converse holds, then the implication problem Π |= D is decidable, because flat(Π) and flat(D) are function-free. However, it contradicts the undecidability of the implication problem [8, 15] or the satisfiability problem [5] . In this paper, we show that the converse does not hold even if Π = {C}, that is, there exist definite clauses C and D such that:
Furthermore, we investigate the conditions of C and D satisfying that C |= D if and only if flat(C) |= flat(D). Gottlob [4] has introduced the concepts of selfresolving and ambivalent clauses. A definite clause C is self-resolving if C resolves with a copy of C, and ambivalent if there exists an atom in the body of C with the predicate symbol same as one of the head of C. As the corollary of Gottlob's results [4] , we show that, if C is not self-resolving and D is not tautological, or D is not ambivalent, then the statement holds. Furthermore, note that the C in the counterexample stated above is given as a doubly recursive definite clause, that is, the body of C contains two atoms that are unifiable with the head of a variant of C. Then, we show that, if C is singly recursive, that is, the body of C contains at most one atom that is unifiable with the head of a variant of C, then the statement also holds.
Preliminaries
A literal is an atom or the negation of an atom. A positive literal is an atom and a negative literal is the negation of an atom. A clause is a finite set of literals. Let C and D be two clauses Let Π be a definite program and C be a definite clause. An SLD-derivation
, and θ i is an mgu of the selected literals of R i−1 and
Theorem 1 (Subsumption Theorem [13]). Let Π be a definite program and D be a definite clause. Then, Π |= D if and only if there exists a definite clause E such that Π E and E D.
For a definite clause C, the lth self-resolving closure of C, denoted by S l (C), is defined inductively as follows:
Here, the logically equivalent clauses are regarded as identical. Note that C D if and only if D ∈ S l (C) for some l ≥ 0. Then:
Corollary 1 (Implication between Definite Clauses [12]). Let C and D be definite clauses. Then, C |= D if and only if there exists a definite clause
For each n-ary function symbol f , the associated (n+1)-ary predicate symbol p f , called a flattened predicate symbol (on f ), is introduced uniquely in the process of flattening. Also we call a definite clause C or a definite program Π regular if C or Π contains no flattened predicate symbols.
Let C be a definite clause, t be a term appearing in C and v be a variable not appearing in C. Then, C| v t denotes the definite clause obtained from C by replacing all occurrences of t in C with v.
There exist several variants (but equivalent) of the definition of flattening:
1. Do we introduce an equality theory [9, 14] or not [2, 13] ? 2. Do we transform a constant symbol to an atom with an unary predicate symbol [2, 14] or not [13] ?
As the definition of flattening, we adopt the definition similar as De Raedt and Džeroski [2] that does not introduce an equality theory and does not transform a constant symbol. Let C be a definite clause. Then, the flattened clause flat(C) of C is defined as follows:
Furthermore, the number of calls of flat that is necessary to obtain the function-free clause flat(C) of C is called a rank of C and denoted by rank (C).
For a definite program Π = {C 1 , · · · , C n }, we define flat(Π) and defs(Π) as follows:
Flattening and Implication
As the relationship between flattening and subsumption, Rouveirol [14] (and Nienhuys-Cheng and de Wolf [13] ) has shown the following theorem:
Theorem 2 (Rouveirol [14], Nienhuys-Cheng & de Wolf [13]). Let C and D be regular definite clauses. Then, C D if and only if flat(C) flat(D).
Furthermore, Rouveirol [14] (and Nienhuys-Cheng and de Wolf [13] ) has proposed the following relationship between flattening and implication. Let Π be a regular definite program and D be a regular definite clause. Then, Rouveirol's Theorem is described as follows: In Appendix, we discuss the proof of Rouveirol's Theorem.
Furthermore, Nienhuys-Cheng and de Wolf [13] have shown the following theorem, which is a stronger relationship between flattening and implication than Rouveirol's Theorem: Proof. Let C and D be the following regular definite clauses:
By resolving C to a copy of C itself twice, it holds that C D as Figure 1 . Hence, it holds that C |= D. , x2)←p(x3, x4), p(x5, x6), p(x6, x7) , x2)←p(x3, x4), p(x5, x6), p(x7, x8), p(x8, x9) , x2)←p(x3, x4), p(x5, x6), p(x7, x8), p(x8, x9) ,
Fig. 2. The first and second self-resolving closures of flat(C)
The first and second self-resolving closures of flat(C) are constructed as 
Note that, for the definite clauses C and D given in Theorem 5, it holds that {flat(C)} ∪ defs(C) flat(D) as Figure 3, so it holds that {flat(C)} ∪ defs(C) |= flat(D). Hence, defs(C) is necessary for not only "unflattening" but also unifying with two variables

Improvement
In this section, we investigate the conditions of definite clauses C and D satisfying that C |= D if and only if flat(C) |= flat(D).
First, we give the following lemma by Gottlob [4] . A definite clause C is self-resolving if C resolves with a copy of C. A definite clause C is ambivalent if there exists an atom in body(C) with the predicate symbol same as one of head (C). Then:
Lemma 1 (Gottlob [4]). Let C and D be definite clauses.
flat(C) = p(x1,x2)←p(x3,x4),p(x4,x5),pf(x3,x1),pf(x5,x2) flat(C) = p(y1,y2)←p(y3,y4),p(y4,y5),pf(y3,y1),pf(y5,y2) p (x1,x2)←p(y2,x5),p(y3,y4),p(y4,y5),pf(y1,x1),pf(x5,x2),pf(y3,y1),pf(y5,y2) {y1/x3,y2/x4} {z1/y2,z2/x5} p(x1,x2)←p(y3,y4),p(y4,y5),p(z3,z4),p(z4,z5),pf(y1,x1),pf(z2,x2),pf(y3,y1),pf(y5,z1),pf(z3,z1),pf(z5,z2) p(z1,z2)←p(z3,z4),p(z4,z5),pf(z3,z1),pf(z5,z2) p(x1,x2)←p(y3,y4),p(y4,y5),p(z3,z4),p(z4,z5),pf(y1,x1),pf(z2,x2),pf(y3,y1),pf(y5,f(z3)),pf(z5,z2) p(x1,x2)←p(y3,y4),p(y4,y5),p(y5,z4),p(z4,z5),pf(y1,x1),pf(z2,x2),pf(y3,y1),pf(z5,z2) = p(x1,x2)←p(x3,x4),p(x4,x5),p(x5,x6),p(x6,x7),pf(x8,x1),pf(x9,x2),pf(x3,x8),pf(x7,x9) 
Suppose that C is not self-resolving and D is not tautological. Then, C |= D if and only if C D. 2. Suppose that D is not ambivalent. Then, C |= D if and only if C D.
By incorporating Lemma 1 with the previous theorems, we obtain the following corollary: Corollary 2. Let C and D be regular definite clauses.
Suppose that C is not self-resolving and D is not tautological. Then, C |= D if and only if flat(C) |= flat(D). 2. Suppose that D is not ambivalent. Then, C |= D if and only if flat(C) |= flat(D).
Proof. 1. By Lemma 1, C |= D if and only if C D. By Theorem 2, C D if and only if flat(C) flat(D). By the definition of and |=, if flat(C) flat(D) then flat(C) |= flat(D). So it holds that if C |= D then flat(C) |= flat(D).
Hence, the statement holds by Theorem 4. In Theorem 5, C is given as a doubly recursive definite clause, that is, body(C) contains two atoms that are unifiable with head (C ), where C is a variant of C. In the remainder of this section, we restrict the form of C to singly recursive. Here, a definite clause C is singly recursive if body(C) contains at most one atom that is unifiable with head (C ), where C is a variant of C.
Lemma 2 (Gottlob [4]). If C |= D, then head (C) head (D) and body(C) body(D).
Let C be a singly recursive definite clause. It is obvious that
Then, the lth self-resolvent C l of C is defined inductively as follows:
Lemma 3. Let C be a singly recursive regular definite clause with function symbols. Suppose that C contains a term t = f (t 1 , · · · , t n ), where each t i is either a variable or a constant. Also let C be a definite clause C|
Proof. We show the statement by induction on l. If l = 0, then the statement is obvious, since C 0 = C, C 0 = C and flat(C) = flat(C ).
Suppose that the statement holds for l ≤ k. It is sufficient to show the case that C is of the form p(t) ← p(s). Consider C k+1 and C k+1 . By the definition of the (k + 1)th self-resolvent, C k+1 is a resolvent of C and C k , and C k+1 is a resolvent of C and C k . Then, we can suppose that C k+1 is of the form (head(C) ← body(C k )µ)θ, where θ is an mgu of head(C k )µ and body(C) and µ is a renaming substitution. Hence, C k+1 is of the form (head( 
Lemma 4. For a singly recursive definite clause C, it holds that flat(C
Proof. We show the statement by induction on rank (C). If rank (C) = 0, then the statement is obvious, because flat(C l ) = C l and flat(C) = C for each l ≥ 0.
Suppose that the statement holds for C such that rank (C) ≤ k. Let C be a singly recursive definite clause such that rank (C) = k + 1. Since C contains some function symbols, suppose that C contains the term t = f (t 1 , · · · , t n ), where each t i is either a variable or a constant. Let C be a definite clause C| Proof. We show the statement by induction on l. If l = 0, then C 0 = C, so the statement is obvious.
Suppose that the statement holds for l ≤ k. Since C k+1 is a resolvent of C and C k and by Lemma 4, flat(C k+1 ) is a resolvent of flat(C) and flat(C k ). By the soundness of SLD-resolution (cf. [7, 13] ), it holds that {flat(C), flat (C k )} |= flat(C k+1 ). By induction hypothesis, it holds that flat(C) |= flat(C k ). Hence, it holds that flat(C) |= flat(C k+1 ), so the statement holds for l = k + 1. 
Conclusion
In this paper, we have investigated the relationship between flattening and implication [13, 14] . Let Π be a regular definite program and C and D be definite clauses. As the stronger relationship between flattening and implication than Rouveirol's Theorem [14] , Nienhuys-Cheng and de Wolf [13] Note that the class of definite clauses that flattening preserves implication is corresponding to the class that the implication problem is decidable [4, 6, 7] , and the class of definite clauses that flattening does not preserve implication in the above sense is corresponding to the class that the implication problem is undecidable [8, 15] . It is a future work to investigate the relationship between the classes of definite clauses that flattening preserves implication and that implication is decidable.
