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Let Lnf E fln' n E N, denote the polynomial interpolating a given function
fECI[-I,I] at the extremum points Zj=cos(jn/n), O<.j<'n, of the nth
Chebyshev polynomial. Then, with respect to the Chebyshev norm on C[-I, I], the
estimate
Ilf' - (Lnf)'11 <. (1 +An) En_I(f')
holds, where the Lebesgue constant An is the maximum of a generalized Lebesgue
function A n which was introduced by Schonhage. It turns out that A n attains its
maximum value
n n-1 jn
An = 2 tan- ')' cot-
2n /-;;" 2n
exactly at the endpoints of the interval [-1, 1]. The Lebesgue constants satisfy
An = 2 log n + e..
in which en d~creases monotonically to 2(C+log(2/n»)=0.2512 .... where
C = 0.5772 ... , is Euler's constant. This improves earlier results by Schonhage,
Math. Z. 94 (1966), 79-83, and Haverkamp, J. Approx. Theory 30 (1980),
180-196.
1. EINLEITUNG
Zu gegebenen Interpolationsknoten -1 = Z n < Z n _ I < .,. <Z I <Z 0 = 1
betrachten wir den Lagrangeschen Interpolationsoperator L n•o, der den
Raum C[-1, 1] auf den Unterraum IIn der Polynome yom Grade <,n
abbildet. Wie ublich hat L n•o die Darstellung
* Der Autor dankt Herrn Max Widmann fiir die Herstellung der Zeichnung (Abb. 1) auf
der Rechenanlage der Universitat Konstanz sowie fiir den Hinweis auf die Beziehung (b) in
Satz 2.
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n
(Ln,of)(Z) = 2.: f(zJ lj(z),
j=o
119
(I)
f.(z) = W(Z)
J W'(ZJ(Z - Zj)'
Legt man die Tschebyscheff-Norm
n
W(Z) = n (Z-ZJ
i~O
(2)
If I ;= max If(z)1
Izi <I
zugrunde und bezeichnet i das Auswertungsfunktional if;= f(z), so liefert
die durch
n
An,o(z):= ~ 11iz)1
j~O
definierte Lebesguefunktion die Abbildungsnormen
liLn,ol := sup I(Ln,of)(z)1 = An,o(z)
IfI <I
und
ILn,ol := sup ILn,ofl = max An,o(z).
IfI<I Izi <I
Mit Hilfe der Lebesguefunktion erhalt man die bekannten Abschatzungen
und
(3)
(4 )
(5)
(6)
(7)
fUr den punktweisen bzw. globalen Interpolationsfehler.
Nach einem Ergebnis von Erdos [4], verscharft durch Brutman [1], gilt
fUr beliebige Knoten
2
IL n 01 ~-log n + 0.5212...., n (8)
Andererseits haben Ehlich und Zeller [3] sowie Rivlin [10 I fur die
Extremstellen Zj = cos(jn/n ), 0 ~ j ~ n, des Tschebyscheff-Polynoms Tn die
Abschatzung
nachgewiesen.
2ILnol~-logn+ 1
, n
(9)
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1m folgenden untersuchen wir die analoge Fragestellung fUr Projektoren,
die bei numerischer Differentiation auftreten. Und zwar definieren wir
Ln,l: C[-l, 1] -+ IIn_1 fUr g E C[-l, 1] mittels Ln,1 g:= (Ln,oJ)', wobei I
eine beliebige Stammfunktion zu gist. Man uberlegt sich leicht, dass L n, I
eindeutig definiert sowie ein Iinearer Projektor auf IIn_ I ist. Mit der
verallgemeinerten Lebesguefunktion
An,I(Z):= tl (Zk_1 - Zk) I ~~ l;(z) I
erhiilt man dann analog zum Interpolationsfall die Abbildungsnormen
und
(vgl. [11]) sowie fUr IE el[-l, 1] die Fehlerabschiitzungen
(10)
(11 )
(12)
If'(z) - (Ln,oJ)'(z)l::::;; (1 + An,I(Z» . En-IU') (13)
und
(14 )
Fur beliebige Knoten gilt nach einem Satz von Berman (vgl. [12, p. 106])
die untere Schranke
2IL n II ~-21og(n - 1)., n (15)
Als erster zeigte Schonhage [11], dass bei Zugrundelegen der Tschebyscheff-
Extremstellen diese Schranke qualitativ scharf ist. Unabhiingig von
Schonhage verbesserte Haverkamp [5 J diese Abschatzung zu
(16)
Schliesslich veroffentlichte Haverkamp [6] kurzlich die hinsichtlich des
Faktors von log n optimale Abschiitzung
(17)
indem er die seit langerem bekannte Vermutung bestatigte, dass die
Lebesguefunktion A n, I bei ± 1 ihr absolutes Maximum annimmt. In der
vorliegenden Arbeit geben wir einen weiteren Beweis dieser Aussage, von
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ABB. 1. Lebesguefunktion An., auf 10. 11 fUr n = 14.
dem wir glauben, dass er dem Problem besser angepasst ist. Ausgehend von
der trivialen Feststellung, dass An.! stiickweise polynomisch ist, betrachten
wir die An.! darstellenden Polynome und schatzen deren Betragsmaximum
iiber [-1, 1] durch An.! (1) abo Dies gelingt vor allem deshalb, weil die
Lebesguefunktion im Intervall (-cos(n/2n), cos(n/2n)) klein ist gegeniiber
ihrem Wert bei ± 1.
Zur Veranschaulichung der Situation zeigt Abbildung 1 den Veriauf der
Lebesguefunktion An.! fiir n = 14. Da An.! gerade ist, geniigt die Darstellung
im Intervall [0, 11. Die Teilstiicke der Ordinatenachse entsprechen der Lange
0.1 log n, und die durchgezogene Horizontallinie kennzeichnet das Niveau
log n. In der Zeichnung sind die Extremstellen und Nullstellen von Tn
deutlich hervorgehoben. Und zwar erkennt man, dass die Lebesguefunktion
an den Extremstellen von Tn im Inneren von [-1,11 Fast-Maxima der
Grosse ~An,!(l) hat. Ferner hat An,! an den Nullstellen von Tn Fast-Minima,
die vom Rande des Intervalls zur Mitte hin kleiner werden.
Die von uns erzielten Ergebnisse enthalten und verallgemeinern auch die
von Pallaschke [8] bewiesenen Konvergenzaussagen. Der von Lorentz [7]
betrachtete Fall aquidistanter Knoten lasst sich so ebenfalls sehr einfach
behandeln.
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,
2. EIGENSCHAFTEN DER LEBESGUEFUNKTION
Wie bereits erwiihnt, betrachten wir ausschliel3lich als Interpolationsk,noten
die Extremstellen Zj = cos(jn/n ), 0:(", j :(", n, des n-ten TschebyschetT-
Polynoms Tn' n ~ 2. Fur die Funktion aus (2) gilt mit passendem a E IR
w(z) = a(1 - Z2) T~(z). Mit Hilfe der DitTerentialgleichung der TschebyshetT-
Polynome (vgl. [12, p. 72]) ergibt sich w'(z) = -a(zT~(z) +n2Tn(z)) und
w'(z) = a(-I)i+ 12nZ,
= a(-IY+ InZ,
fUr j = 0 oder j = n,
fUr l:(",j:(",n-1.
(18)
Somit gilt fUr die Ableitungen der Lagrangeschen Grundpolynome
l~(z) = (-I)j [Tn(Z) + 1- zjz T~(z) J'
J Z-Zj (Z-Zj)2 n2
wobei im Faile j = 0 bzw. j = n auf der rechten Seite zusiitzlich der Faktor 1
auftritt.
Wir untersuchen nun desjenige Polynom, welches An,l am Rande des
Intervalls [-I, I] darstellt.
SATZ 1. Bezeichnet Po E lIn_I das Polynom
n n-l . jn
Po(Z) = tan-2 L (-1)1 sin-l;(z),n j=l n
so gilt
(19)
n
liir cos 2n :(", Z :(", 1.
Po hat die Darstellung
2 n n-l 1+ (_1)n+k+l kn [ J
po(z)=-tan-2 L 2 tan-2 ZUk_1(Z)+kTk(z) (20)n n k=l n
und nimmt genau an den Stellen ± I sein Betragsmaximum an.
Beweis. Zum Beweis setzen wir
wegen
k-l
(/Jiz):= L I; (z),
j=O
n
Ll;(z)=O
j=O
1:(", k:(", n;
(21 )
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gilt
n
epk(Z) = - L: I; (Z).
j~k
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(22)
Aus (18) folgt
sign l;(z) = (-I)j fUr cos 2nn ~ z ~ I, 0 ~ j ~ n.
Die Summanden in (22) sind somit alternierend; ferner nehmen sie mit
wachsendem j betraglich abo Mithin gilt fUr das Vorzeichen von epk
sign epk(Z) = -sign l£(z) = (_I)k+ I.
Fur cos(n/2n) ~ z ~ 1 erhalten wir also
n
An,((z) = L (Zk-l - Zk) Iepk(z)1
k~l
n k-l
= )-' (_I)k+ I(Z - Z ) \' l~(z)
....... k-l k ~ J
k~ 1 j~O
Hieraus ergibt sich wegen
j •
~ (-I)k(Z -Z )=tan~(-I)jsinJn
....... k-l k 2n n
k~l
wie behauptet
(24)
Wir wollen nun das Polynom Po mittels der Tschebyscheff-Polynome
darstellen. Dazu substituieren wir Z = cos x, und erhalten so wegen
n
2 L; cos kx = sin nx . cot x
2k~O
fUr die Lagrangeschen Grundpolynome
1 nil (jn ) (jn )1liz) = -;;- {;~ cos k x - -;;- + cos k x +-;;- J
2 n I (jn)
=- LI cos k- Tk(z),
n k~O n
(25)
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wobei wieder fUr j = 0 bzw. j = n die rechte Seite urn den Faktor ! zu
erganzen ist. Die Striche am Summenzeichen bedeuten, dass der erste bzw.
letzte Summand jeweils nur mit dem Gewicht ! beriicksichtigt werden soil.
(25) ergibt dann
sin jn Ii (z) =~ f.' [sin(k + 1) In'n - sin(k - 1) In'n] T~(z);
n n k=1
dies setzen wir in (19) ein:
( n)/ \~, (n';l .[. (k+ l)n (k-l)n J)Po(z)= tanT n L.. ?- (-1)' smj - sinj T~(z)
n k=1 J=I n n
( n)/~" 1+ (_I)n+k [ (k - l)n (k + l)nJ= tan -2 n L.. 2 tan 2 - tan 2 THz)
n k= 1 n n
(
n)/ n-I 1 + (_1)n+k+1 kn
= tan 2n n t-I 2 tan 2n (T~+ l(Z) - T~_I(z)).
Wegen
erhalten wir so schliel3lich die Darstellung (20), aus der sich sofort ergibt,
dass Po sein Betragsmaximum genau bei ± 1 annimmt.
Ais nachstes werten wir die verallgemeinerte Lebesguefunktion an den
Extremstellen Zj = cos(jn/n ), 0 <j <n, sowie den Nullstellen z;* =
cos((2i - 1)n/2n), 1<i <n, von Tn aus.
SATZ 2.
(a) A n,I(±I)= 2 tan(n/2n)L:j:i cot(jn/2n);
(b) An,I(Z;) = tan(n/2n)L:j:/ cot(jn/2n), 1<i <n - 1;
(c) An,I(Zn = (l/n)L:j=1 cot((2j - l)n/4n);
(d) An,I(Z;*) -An,l(Z;*+I)
= (tan(n/2n)/n)(cot((2i - 1)n/2n) - cot((2i + 1)n/2n))
X L:j:/+ 1 cot((2j - 1)n/4n) >0
fur 1<i < rn/21.
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Beweis. Wegen (21) gilt die Aufspaltung
125
Analoge Vorzeichenbetrachtungen wie im Beweis von Satz 1 sowie
Vertauschung der Summation fiihren dann mit (24) zu
i k-l
An.l(zJ= I (Zk-l -zk)(-I)i+k I l;(zi)
k=1 j=O
n n
+ I (Zk-l -zk)(-I)i+k I l;(zi)
k=i+ 1 .i=k
1
i-1 l' . J. n -, . l1r . In
=(-I)'tan- '\ (-I)'sin-+(-1y+ 1 sin- 1,'(zJ2n j-;;Q n n .
\ n, l . jn . I in J (+"'--' (-IYsin-+(-I)'+ sin- 1/(zJ.
j=i+1 n n
Aus (18) erhiilt man fUr i-=f-j
(26)
(27)
wobei auf der rechten Seite im Faile i = 0 oder i = n der Faktor 2 und im
Faile j = 0 oder j = n der Faktor 1hinzuzufUgen ist. Einsetzen in (26) ergibt
n 1 i-} sin(in/n) _ i\-,1 sin(jn/n)A l(z.)=tan- \ (_I)i+.i _
n,' 2n~'J=O Zi- Z; .i~l Zi-- Z;
sin(jn/n) (28)
Mit Hilfe von
sin v 1 ( v + u v - u )
-----= - cot-- + cot--
cos u - cos v 2 2 2
erhiilt man schliesslich aus (28) nach mehrfacher Anwendung von
cot u - tan u = 2 cot 2u
640/39/2-3
(29)
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wie behauptet
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n n-I jn
An,I(Z;) = tan-2 L cot-;n j=1 2n (30)
gemass der Bemerkung zu (27) ist Formel (30) in den Hillen i = 0 und i = n
urn den Faktor 2 zu erganzen. Damit sind (a) und (b) bewiesen.
Wir kommen zum Beweis der beiden anderen Beziehungen. Nach (18) gilt
(_I/+HI I-ztz).t (z :") = -.,....--'-:-::-'--------:c:--:-::--:- -,----,-----.::.......:'-,) I nsin«2i-l)n/2n) (zt- Z j )2
(mit dem Faktor ! fUr j = 0 oder j = n). Fur k ~ i ist dann
k-I
fPk(z;*) = L l;(z;*)
j=O
(_I)i+1 k-I I *-z; Zj
n sin«2i - l)n/2n) jJ;: (-IY (zt _ zy , (31)
und fUr k > i erhalten wir
n
fPk(z;*) = - L. l;(z;*)
j=k
(_I); £' (-IY 1- z;*Zj . (32)
n sin«2i - 1)1f/2n) j=k (zt - Z)2
Die Summanden in (31) und (32) alternieren im Vorzeichen und wachsen
bzw. fallen betraglich. Somit ist stets
woraus
An,I(Z;*) = (_1/+ 1 Po(z;*)
tan(n/2n) n-I jn I-z:"z.
-----,----,'-'-.-:-'---:-::--:- L sin - I )
nsin«2i-l)n/2n) j=1 n (z;*-zY
tan(n/2n) \ (2i - I)n n-I sin(jn/n)
= n Icot 2n jJ;1 cos«2i - I )n/2n) - cos(jn/n)
n-I sin«2i - l)n/2n) sin(jn/n) I
+ {;I (cos«2i - l)n/2n) - cos(jn/n))2 \
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folgt. Anwendung von (29) und
sin u sin v 1 ( 2 V - U 2 V +U )
------".=- cot ---cot --(cosu-cosv)24 2 2
ergibt dann
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( *) tan(nj2n) 1 (2i-l)n [i~1 (2j - I)n ~i (2j - I)nAn,1 Zi = 2 cot 2 - L cot 4 + L cot--'--'-----:---'--
n n j= 1 n j= I 4n
~ (2j - I)n ~~. (2j - I)n ~+ L cot - L cot-----
j=i+ 1 4n j=n-i+2 4n
1 [i~1 2 (2j - I)n ~=,i 2 (2j - I)n
+"2 j~1 cot 4n + /-:1 cot 4n
~ 2 (2j - I)n ;, 2 (2j - I)n ~ l
- L cot -, cotj=i+1 4n j=n"-::'i+2 4n .
Hiermit folgt leicht der Nachweis von (c) und (d).
3. DIE LEBESGUEKONSTANTEN
Wir kommen zum Hauptresultat der Arbeit.
SATZ 3. Die Lebesguefunktion A n.1 nimmt ihr Maximum genau in ±l
an. Asymptotisch gilt fiir die Lebesguekonstanten
IL n ,II=21ogn+cn (n = 2, 3,... )
mit cn~2(C+log(2jn))=O.2512 ... , wobei C=O.5772 ... die Eulersche
Konstante ist.
Beweis. Es sei
n k-l
p(Z) = L 0k(Zk_I-Zk) .2.: I; (z),
k=1 j=O
ein Polynom ungleich Po und -Po' welches An,1 in einem Teilintervall von
[-I, I] darstellt. Wir unterscheiden nun zwei Fiille.
Fall\. p nehme sein Betragsmaximum in M:= {z E IR Izt,,;;:; Izl";;:; I} an.
128 WILHELM FORST
Mit der Dreiecksungleichung und Satz 1 folgt fUr z E M
Ip(z)1 = I tl Gk(Zk_1 - Zk) ~~ l;(z) I
< Itl (_I)kt l(Zk_1 - Zk) ~~ l;(z) 1= IPo(z)l;
dies ergibt Ipi <Po(1)=A n,I(I).
Fur die Diskussion des zweiten Falles stellen wir zwei Hilfssatze bereit.
HILFSSATZ 1. Es sei q ein reellwertiges, trigonometrisches Polynom vom
Grade <,m mit q(to) = Iq I. Dann gilt
q(to + u) ~ Iql cos mu fiir Iu1<, n/m,
Der Beweis beruht wesentlich auf einer Interpolationsformel von Riesz [9]
(vgl. auch [12, Aufgabe 5.10]),
HILFSSATZ 2. An,l(cos(jn/2n)) <, (1/V2) A n,Jl) (1 <, j <, 2n - I).
Wegen Satz 2 genugt der Nachweis der Ungleichung
1 n (2' 1) n - 1 •
n jJ;1 cot 'J ~n n <, Vi tan 2nn j;;1 cot ~: . (33)
Fur n = 2, 3, 4 ist die Richtigkeit von (33) leicht nachzuprufen. Fur n ~ 5
kann man wie folgt abschatzen:
1 n (2j - l)n I 1 n n- 1 jn ~
-)' cot &:- cot-+ '\' cot-
n /;;'1 4n "" n 4n j":"l 2n
4 2 n n-l jn
&:-+-tan- )' cot-
"" n n 2n /-;;'1 2n
n n-:,l jn
<Vi tan 2n j~1 cot 2n .
Fall 2. Das Polynom P nehme sein Betragsmaximum im Intervall
(-zt, zn an.
Mittels q(t):= p(cos t), 0 <, t <, n, erhalten wir ein reellwertiges,
trigonometrisches Polynom q vom Grade <,n - 1, welches sein
Betragsmaximum an einer Stelle to E (n/2n, n - (n/2n)) annimmt. Ohne
Einschrankung sei
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Zu to eXlstiert ein j, l~j~2n-l, mit l(jnI2n)-tol~nI4n. Aus
Hilfssatz 1 folgt dann fUr u := (jnI2n) - to
(
jn ) nq 2n = q(to+ u) ~ Iql cos(n - l)u > Ipi cos 4'
Zusammen mit Hilfssatz 2 ergibt dies
Der Beweis der zweiten Teilaussage von Satz 3 basiert auf Ideen aus einer
Arbeit von Cheney und Rivlin [2]. Mittels dreifacher partieller Integration
liisst sich fUr f E C3 [0, 1] folgende Identitiit zeigen:
+~t~ f (~ ) - { f(x) dx
f(I)-f(O) 1'(1)-1'(0) f"(O)
=- + ---
2n 8n 2 24n 2
fi 4(lnxj - nx + (1/2))3 - lnxj - (1/2)+ f"'(l-x)dx. (34)o 24n 3
Wir wenden im folgenden (34) auf die Funktion
nx 2 nx n 3x 3f(x) :=cot---=------ .. ·
2 nx 6 360 (35)
an, die in Ix I< 2 analytisch ist und in deren Reihenentwicklung nur
ungerade Potenzen mit negativen Koeffizienten auftreten. Offensichtlich ist
(t):= 4(ltj - t + (1/2))3 -ltj - (1/2)g 24t 3
differenzierbar fur t >0 mit
'( ) (j + (1/2))(t - j)(j + 1 - t) 0
g t = 2t4 > ,
Wegen f"'(x) <0 fUr x E [0, 1] erhalten wir so
j<t~j+1.
(n ---> 00). (36)
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Mit Hilfe von (34) und
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zerlegen wir nun
in die Summe
hierbei sind
Die Folgen (un) und (V n) konvergieren fUr n ~ 2 monoton fallend gegen 0
bzw. C. Letzteres liisst sich wie folgt zeigen. Aus der Potenz-
reihenentwicklung des Tangens ergibt sich
mit
(n ~ (0) und 160~rn~--4'15n
Ferner gilt nach der Euler-Maclaurinschen Formel
nil 1
c= I: ---logn--+---F
j=1 j 2n 12n 2 n
Man erhiilt so die Darstellung
mit
(37)
mit
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aus der leicht
y = 0.31... und
(n ---t (0)
folgt.
Es bleibt abschliessend die Foige (w n) zu untersuchen. Diese konvergiert
erst ab n = 3 monoton fallend gegen O. Zusammen mit e2 =
2(1-log 2) > e3 = 2(1-1og 3) ergibt dies, dass die Folge (en) monoton
fallend gegen den Grenzwert 2(C + log(2/n)) konvergiert.
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