It is shown that for any meromorphic function f the Julia set J(f ) has constant local upper and lower box dimensions, d(J(f )) and d(J(f )) respectively, near all points of J(f ) with at most two exceptions. Further, the packing dimension of the Julia set is equal to d(J(f )). Using this result it is shown that, for any transcendental entire function f in the class B (that is, the class of functions such that the singularities of the inverse function are bounded), both the local upper box dimension and packing dimension of J(f ) are equal to 2. The approach is to show that the subset of the Julia set containing those points that escape to infinity as quickly as possible has local upper box dimension equal to 2.
Introduction
Let f be a meromorphic function which is not rational of degree one and denote by f n , n ∈ N, the nth iterate of f . The set of normality, F (f ), is defined to be the set of points, z ∈ C, such that (f n ) n∈N is well-defined, meromorphic and forms a normal family in some neighbourhood of z. The complement, J(f ), of F (f ) is called the Julia set of f . An introduction to the properties of these sets can be found in, for example, [1] for rational functions and [2] for transcendental meromorphic functions.
We denote the Hausdorff dimension of a set A by dim H A, the packing dimension of A by dim P A and, if it exists, the box dimension of A by dim B A. The upper box dimension dim B A and the lower box dimension dim B A are defined for all bounded sets A: if they agree then their common value is the box dimension. These dimensions are related by the inequalities
See, for example, [7] for a discussion of these dimensions.
We use the following notation concerning singularities:
S(f ) = {z : z is a finite singularity of f −1 }, and then put B = {transcendental entire f : S(f ) is bounded}.
In [15] we showed that there is a family of transcendental entire functions f K , K ∈ N, such that the box and packing dimensions of J(f K ) are equal to 2 even though, as K → ∞, the Hausdorff dimension of J(f K ) tends to 1, the lowest possible value for the Hausdorff dimension of the Julia set of a transcendental entire function.
This result raises the question as to what possible values can be attained by the box and packing dimensions of the Julia set of a transcendental entire function. In this paper we show that, if f ∈ B, then both the upper box and packing dimensions of the Julia set must be equal to 2. To do this, we make use of the set A(f ) = {z : there exists L ∈ N such that |f n (z)| > M(R, f n−L ), for n > L}, which consists of those points that escape to infinity as quickly as possible.
Here M (R, f ) = max |z|=R |f (z)| and R can be taken to be any value such that R > min z∈J(f ) |z|. The non-empty set A(f ) was introduced by Bergweiler and Hinkkanen in [3] and studied further in [13] . We note that, for a transcendental entire function f , each z ∈ A(f ) lies in an unbounded closed connected subset of A(f ), ( [6] showed that if f ∈ B, then there are no components of F (f ) in which the iterates of f tend to infinity. Thus
Our main result in this paper is the following.
We note that, if f ∈ B, then dim H J(f ) > 1; see [14] . There do, however, exist functions in B for which the Hausdorff dimension of the Julia set is arbitrarily close to 1, for example, the functions f K mentioned earlier.
For a transcendental meromorphic function f , both J(f ) and A(f ) are unbounded and so, strictly speaking, the box dimensions of these sets are not well-defined. In Section 2, however, we prove the following result.
Theorem 1.2. Let f be a meromorphic function and let
Further,
where
The exceptional set E(f ) contains at most two points. In many cases, E(f ) is contained in the Fatou set F (f ), and so Theorem 1.2 gives well-defined local box dimensions on the whole of J (f ). In such cases it seems reasonable to define the upper and lower box dimensions of J (f ) to be equal to the values d(J (f )) and d(J (f )), respectively. In particular, for this class of functions, the upper box dimension and the packing dimension of the Julia set are equal -this result was proved for rational functions in [18, Theorem 7.1] .
In the case where d(J (f )) = 2, it seems reasonable to define the upper box dimension of J (f ) to be equal to 2 since any sensible value for this dimension must lie between d(J (f )) and 2. This gives another class of functions for which the upper box dimension and the packing dimension of the Julia set are equal.
To prove Theorem 1.1, we take J (f ) = A(f ) in Theorem 1.2. This is possible by (1.2) and (1.3). We show that, for all functions in the class B, the constant d(A(f )) is equal to 2. This proves the first part of Theorem 1.1 and it follows that d(J(f )) = 2. The second part of Theorem 1.1 then follows from the second part of Theorem 1.2. The procedure by which we obtain the value 2 for d(A(f )) has two separate stages. The first stage is carried out in Section 4 where we prove the following result.
Then, in Section 5, we use Wiman-Valiron theory to prove the following result.
It follows from these two propositions that, for functions in B, the constant d(A(f )) in Theorem 1.2 must be greater than or equal to 2 − 2ε, for each ε > 0. Thus d(A(f )) = 2. Theorem 1.1 then follows from Theorem 1.2.
Proof of Theorem 1.2
Let f be a meromorphic function and let J (f ) be a subset of J(f ) such that f −1 (J (f )) ⊂ J (f ). We begin this section by showing that there is a constant local upper box dimension on J (f ) \ E(f ). (The exceptional set E(f ) was defined just after the statement of Theorem 1.2.) A similar proof can be used to show that there is a constant local lower box dimension on J (f ) \ E(f ).
We use the following well-known property of the Julia set which relates to E(f ); see, for example, [2, Section 2] . This is often known as the 'blowing-up property' of the Julia set. 
We also use the following basic properties of the upper box dimension. These properties and many others are discussed in detail in, for example, [7] . 
Using these results, we are able to prove the first part of Theorem 1.2 by showing that J (f ) \ E(f ) has constant local upper box dimension. 
and so it follows from Lemma 2.2 and Lemma 2.3 that
Since we can interchange the roles of U 1 and U 2 in the above argument, we have
This completes the proof of Lemma 2.4.
Note that if U is any open set that meets J (f ), then U must contain a set V that satisfies all the conditions of Lemma 2.4 and so, by Lemma 2.2, we have the following corollary to Lemma 2.4.
Corollary 2.5. Let U be an open set with U ∩ J (f ) bounded and non-empty. Then
In the rest of this section we show that the packing dimension of the Julia set is always equal to d(J(f )), the local upper box dimension of the Julia set. To do this, we introduce the modified upper box dimension, which we define as
where the infimum is over all possible countable covers of A with bounded sets A i , i ∈ N. By modifying the method described by Falconer [7, Sections 3.3 and 3.4], we shall show that the modified upper box dimension of the Julia set is always equal to d(J(f )). The modified upper box dimension is actually equal to the packing dimension (see [7, Proposition 3.8] ) and so this is sufficient to complete the proof of Theorem 1.2. (Note that, in [7, Proposition 3.8] , the set A is assumed to be bounded but the proof applies equally well if the set A is unbounded.)
has two steps. We begin by proving the following result.
Proof. For each n ∈ N, put
(Recall that E(f ) contains at most two points.) Then each U n is a bounded open connected set, U n ∩E(f ) = ∅ and, for sufficiently large n ∈ N, we have U n ∩J(f ) = ∅. It follows from Lemma 2.4 that
for large values of n ∈ N, and so
and E(f ) contains at most two points, it follows from (2.1) and (2.2) that
This completes the proof of Lemma 2.6.
We now show that the opposite inequality is true, thus obtaining the equality that we need.
Proof. In order to obtain an estimate for the modified upper box dimension of J(f ), it is sufficient to consider countable covers of J(f ) with compact sets since the upper box dimension of a set is equal to the upper box dimension of its closure; see, [7, Proposition 3.4] 
where A i is a compact set for each i ∈ N. Since J(f ) is complete, it follows from Baire's category theorem that there exists j ∈ N and an open set U such that U ∩ J(f ) = ∅ and
Thus, by Lemma 2.2 and Corollary 2.5,
Since this is true for every countable cover with compact sets (and hence for every countable cover with bounded sets), the result now follows from the definition of the modified upper box dimension.
Note that the methods of proof in this section can also be used to show that the Hausdorff dimension of the Julia set of a meromorphic function is locally constant. A similar result (and proof) holds for the packing dimension.
Theorem 2.8. Let f be a meromorphic function and let U be an open set that meets J(f ). Then
Proof. First note that the proof of Lemma 2.4 can be used to give a similar result about Hausdorff dimension. Therefore, since Hausdorff dimension is stable under countable unions and E(f ) contains at most two points, it follows from (2.3) that (2.4) holds for any bounded open connected set U satisfying U ∩ J(f ) = ∅ and
Properties of functions in the class B
In this section we give some results concerning the class B, which will be useful in the proof of Theorem 1. 
The next result is a simple corollary of Lemma 3.1.
By repeatedly applying Corollary 3.2, we obtain the following.
The next result in this section was proved in [14, Lemma 2.6].
We also require the following estimate for the growth of the maximum modulus of a function in the class B. In view of the fact that f is bounded on a curve tending to infinity (see the first part of Lemma 3.1), this estimate can be deduced from the cos πρ theorem in the case ρ = 
. 
Proof of Proposition 1.3
We begin this section with a formal definition of the box dimension of a bounded set A ⊂ C. Suppose that we have a grid composed of lines parallel to the axes such that each box in the grid has sides of length d. We count the number N d (A) of boxes in this grid that meet the set A. The box dimension of A is defined to be
if this limit exists. There are several equivalent definitions of the box dimension of a set; for more details see, for example, [7] . The upper and lower box dimensions are obtained by replacing lim d→0 in this definition with lim d→0 and lim d→0 respectively. To prove Proposition 1.3, we use some of the properties of the set A(f ). In particular, it follows from (1.1) that A(f ) contains an unbounded closed connected set, Γ say. Now let f ∈ B and take R > 0 with and
where L = 81. Then let z 0 be such that f n (z 0 ) → ∞ as n → ∞ and
3) where R 2 (f ) is as defined in Lemma 3.4.
We need to show that there exists a bounded neighbourhood U of z 0 with U ∩ E(f ) = ∅ and
To do this, we let b D(n) denote the box centred at z 0 with sides parallel to the axes and of length
We then let b d(n) denote a box within b D(n) centred at a point, z d(n) say, with sides parallel to the axes and of length
The fact that d(n) D(n), for n = 1, 2, . . . , follows from (4.3). The key step in the proof of Proposition 1.3 is the following result. Proof. Figure 1 illustrates how we prove Lemma 4.1.
For n = 1, 2, . . . , we shall find a neighbourhood U n of z 0 and a univalent branch 6) where c 1 satisfies (4.2) and H = {t : (t) > ln(R/2)}, and
It follows from (4.6), (4.7) and (4.1) that F (b d(n) ) meets exp −1 (Γ) and so f n+1 (b d(n) ) meets Γ, for each n ∈ N. Lemma 4.1 then follows by the complete invariance of A(f ); see (1.2).
We now prove (4.6) and (4.7). In doing so, we make much use of the following result known as Koebe's distortion theorem; see, for example [4, Theorem 2.5]. B(z, r) , then, for 0 s < r,
Lemma 4.2. If f is univalent in
Note that L(1/2) = 81 = L. In particular, under the hypotheses of Lemma 4.2, we have
by (4.3). Let G denote the branch of f −1 (exp) that maps t n+1 to f n (z 0 ) and let g denote the branch of f −n that maps f n (z 0 ) to z 0 . Since S(f ) ⊂ B(0, R/2), the branch G can be analytically continued along all the paths from t n+1 in H = {t : (t) > ln(R/2)} to give a single-valued analytic function in H, by the monodromy theorem. Two cases can then arise (see [11, p. 283] 
1 z m as z → ∞, which is impossible since f has an essential singularity at ∞. Hence a 1 = 0 and so φ(∞) = a 0 . Thus a 0 is a pole of f , which is impossible. We deduce that G is univalent in H.
It follows from (4.3) and (4.9) that B(
and G(t n+1 ) = f n (z 0 ), we deduce from (4.8), (4.9), Corollary 3.2 and (4.2) that
In view of (4.3), it follows from Lemma 3.4 that g is univalent in B(f n (z 0 ),
and g(G(t n+1 )) = z 0 , we deduce from (4.8), (4.9), (4.4) and (4.2) that
This shows that (4.6) is true with
, we deduce from (4.8), (4.5) and (4.2) that
Thus (4.7) holds. This completes the proof of Lemma 4.1. 
Since f n (z 0 ) → ∞ as n → ∞, it follows from Corollary 3.3 that d(n) → 0 as n → ∞, and so
This completes the proof of Proposition 1.3.
Proof of Proposition 1.4
Let f be a function in the class B. It follows from Corollary 3.3 that
whenever f n (z) → ∞ as n → ∞. In this section we show that there are points z ∈ A(f ) for which it is possible to obtain a lower bound for the expression
which is arbitrarily close to 1. This is sufficient to prove Proposition 1.4. Our proof is based on a method introduced by Eremenko [5] to construct a point z such that f n (z) → ∞ as n → ∞, where f is a transcendental entire function. If f (z) = ∞ n=0 a n z n , then we define f (w(r))(1 + ε 1 ), (5.4) and
where, for i = 1, 2, the error terms ε i = ε i (r, z) → 0 uniformly with respect to z as r → ∞, r / ∈ E. The exceptional set E = E(f, α) is of finite logarithmic measure; that is, E (1/t) dt < ∞. This result is given in [8, p. 277 ]; see also [9] , [10] and [19] for other accounts of Wiman-Valiron theory.
Eremenko [5, proof of Theorem 1] used (5.4) and (5.5), with a fixed α ∈ ( 1 2 , 1), to construct a sequence r n > 2, n = 1, 2, . . . , and an orbit z n = f n−1 (z 1 ), n = 1, 2, . . . , such that
and max ln
Note that in Eremenko's construction r n is chosen inductively subject only to (5.6) and (5.7), and the restriction on r 1 that
The conditions (5.6) and (5.8) imply that z 1 ∈ A(f ), using an argument similar to that in [3, p. 570 ].
In our construction we choose the sequence r n to satisfy all the above conditions, and several others, most of which are associated with the following lemma. This lemma can be found in [9, Theorem 6 and proof of (6.20 
The results in parts (a) and (b) of Lemma 5.1 are not best possible, but they are sufficient for our purposes. Given δ, 0 < δ < 1 2 , we can choose the sequences r n and z n so that (5.6), (5.7) and (5.8) hold, and in addition so that
by Lemma 5.1(a),
by Lemma 5.1(b), r n > r 0 , n= 1, 2 . . . , (5.12) where r 0 is the constant in Lemma 3.5,
since M (r n ) → ∞ as n → ∞, and
by (5.3), (5.4), (5.5) and (5.8) . Note that the sequence r n can be chosen so that (5.10) and (5.11) hold because both exceptional sets in Lemma 5.1 are of finite logarithmic measure and (5.6) can be satisfied as long as r 1 is chosen large enough that these two new exceptional sets satisfy a condition of the form of (5.9). Using these conditions, we establish the following estimate.
Lemma 5.2. If f ∈ B, 0 < δ < 1/2, and the sequences r n and z n = f n−1 (z 1 ), n = 1, 2, . . . , are chosen as above, then
p. j. rippon and g. m. stallard
Proof. In view of (5.14), we have, for n = 1, 2, . . . , In this inequality we take r = r n and use the estimates (5.10) and (5.11) to give ln M (r n ) − a 2 ln r n N (r n ) (ln M (r n )) 1+δ , n= 1, 2, . . . , (5.16) where a = 2 ln µ(r 0 ). Using the right-hand side of (5.16) together with (5.13) and (5.14), we obtain |1 + σ n |N (r n ) 2(ln M (r n )) By choosing r 1 to be sufficiently large, we can also ensure that |f n (z 1 )| > R 0 (f ), for n = 0, 1, 2, . . . , and z 1 / ∈ E(f ). We have already remarked that z 1 ∈ A(f ) and so, by Lemma 5.2, we deduce that z 1 satisfies all the conditions of Proposition 1.4.
