Abstract. The Bluetooth standard authorized by IEEE 802.15.1 adopts the two-level E0 stream cipher to protect short range privacy in wireless networks. The best published attack on it at Crypto 2005 requires 2 38 on-line computations, 2 38 off-line computations and 2 33 memory (which amount to about 19-hour, 37-hour and 64GB storage in practice) to restore the original encryption key, given the first 24 bits of 2 23.8 frames. In this paper, we describe more threatening and real time attacks against two-level E0 based on condition masking, a new cryptanalytic technique that characterizes the conditional correlation attacks on stream ciphers. The idea is to carefully choose the condition to get better tradeoffs on the time/memory/data complexity curve. It is shown that if the first 24 bits of 2 22.7 frames is available, the secret key can be reliably found with 2 27 on-line computations, 2 21.1 off-line computations and 4MB memory. Our attacks have been fully implemented on one core of a single PC. It takes only a few seconds to restore the original encryption key. This is the best known-IV attack on the real Bluetooth encryption scheme so far.
problem in stream ciphers, the security analysis of two-level E0 is still of great practical importance, as pointed out by Prof. Preneel in [25] .
Correlation attack [28] is a classical method in the cryptanalysis of stream ciphers, which exploits some statistically biased relation between the produced keystream and the output of certain underlying sequence. In the 90's, the correlation properties of combiners with memory is analyzed [9, 23] in theory. Based on these correlations, for LFSR-based stream ciphers, the initial state of the target LFSR can be recovered by (fast) correlation attacks [4, 5, 12, 13, 22] . Further, in [15, 16] , the notion of correlation was extended to conditional correlation, that studied the linear correlation of the inputs conditioned on a given output pattern of some nonlinear function. Later at Crypto 2005 [17] , the conditional correlation is assigned with a dual meaning, i.e., the correlation of the output of a function conditioned on some unknown input, called condition vector, which is uniformly distributed and is applied to analyze the security of two-level E0. Usually, the condition vector is some key related material and if a good conditional correlation exists, it is expected that the adversary will observe the biased sample sequence for the correct key and unbiased sequences for the wrong candidates. Thus, a distinguisher can be mounted to restore the secret key given a pool of sample sequences derived from the guessed values of the condition vector and some public information.
In practice, the E0 cipher is frequently re-synchronized as a two-level scheme and the keystream generated for each frame is only 2745 bits. Thus, most of the published attacks [1, 6, 11, 14, 19, 26, 27] that work on one impractically long frame of keystream remain the academic interest only and have little impact on the practical usage of Bluetooth encryption. Currently, a few attacks [7, 8, 10, 17, 18, 24] apply to the two-level E0. The cube attack in [24] works under the unrealistic assumption that the output of LFSRs at any clock cycle is available and it is a chosen-IV attack. The best known-IV attack in [17] requires 2 38 on-line computations, 2 38 off-line computations and 2 33 memory to restore the original encryption key, given the first 24 bits of 2 23.8 frames in theory (while in experiments, it needs about 19-hour, 37-hour and 64GB storage, given the first 24 bits of 2 26 frames). Note that this attack depends dominantly on the external data transfer rate between the hard disk and main memory and the pre-computation, which has to be done once for each key, is too time-consuming.
In this paper, we propose a new cryptanalytic technique, called condition masking, to characterize the conditional correlation attacks on stream ciphers. The attack in [17] considered the correlations conditioned on the whole condition vector, whereas we investigate the correlations only based on a subset of the condition vector. This generalizes the concept of linear mask by depicting the condition as the value selected according to a mask and studying how to choose the condition to achieve better tradeoffs between time/memory/data complexities. Our main observation is that it is of high probability that only a subset of bits in the whole condition vector determine the magnitude of the bias, e.g., in the E0 combiner, only the latest four input bits to the FSM play the most important role. The theoretical framework in [17] is refined based on this notion and it is shown that the time/memory complexities of the attack against two-level E0 can be significantly reduced by properly choosing the condition mask.
Precisely, we first present the complete 1 formula for fast computation of unconditional correlations in the E0 combiner, and thus efficiently solve the 11-year old open problem of Golić in [10] . Second, we precisely study the conditional correlations in two-level E0 with the condition masking. The target function inherent in E0 used to compute the conditional correlation in [17] is generalized and a large class of correlations conditioned on both the linear mask and the condition mask is presented. Although the correlation conditioned on the full condition vector is maximum in the value, it is not generally optimum in the global time/memory/data complexities aspect. The time/memory complexities are closely associated with the condition. An adversary need not to guess the full condition vector and what he has to guess is determined by the condition mask he has chosen. In this way, the time/memory complexities can be considerably reduced. Third, combined with the vectorial approach 2 , the data complexity of our attack can be reduced or at least kept at the same magnitude level of that in [17] as well. A necessary and sufficient condition that determines when the adversary could gain in the correlation by moving from bit to small vector (or from low-dimension to high-dimension) in the conditional correlation attack is proved in theory. Based on it, the vectors used in our attack are constructed and indeed work well to keep the data complexity as small as possible without a penalty in the time or memory complexities. As a result of all the above techniques, it is shown that if the first 24 bits of 2 22.7 frames is available, the secret key can be reliably found with 2 27 on-line computations, 2 21.1 off-line computations and 4MB memory. Other choices of tradeoff parameters are also possible. Our attacks have been fully implemented in C language on one core of a single PC. Due to the small memory consumption and low time complexity, it is repeated thousands of times with randomly generated keys and IVs, while the attack in [17] is only executed 30 times for a fixed key with 2 26 frames. On average, it takes only a few seconds to restore the original encryption key. To our knowledge, this is the best and most threatening known-IV attack on the real Bluetooth encryption scheme so far. This paper is organized as follows. A full description of the two-level E0 scheme is presented in Section 2. Various correlation properties about the E0 combiner, e.g., unconditional and conditional correlations based on condition masking are studied in Section 3. Inspired by these findings, both bitwise and vector-wise key recovery attacks based on condition masking are developed in Section 4. In Section 5, the practical implementation of our attack is described with the experimental results. Finally, some conclusions are provided and future work are pointed out in Section 6.
Description of Bluetooth Two-Level E0
The description here is according to the official specification in [3] . The size of the secret key used in two-level E0 is 128 bits and the IV is 74 bits. The core is a modification of the summation generator with 4-bit memory. Precisely, the keystream generator consists of four regularly-clocked LFSRs whose lengths are 25, 31, 33 and 39 bits, respectively (128 bits in total). Their outputs are combined by a Finite State Machine (FSM) with 4 bits memory. At each time t, the following steps are executed.
The keystream generation of E0 Parameters:
4 denote the output bits of four LFSRs 2: X t ∈ GF (2) 4 denotes the 4 memory bits (c t−1 , c t ) = (c
It is easy to see that the four LFSRs are equivalent to a single 128-bit LFSR whose output bit R t is obtained by xoring the outputs of the four basic LFSRs, i.e., R t = b
Next, we introduce the two-level E0 scheme, as shown in Fig. 1 . We refer the time instant t and t ′ to the context of E0 level one and level two, and denote c
Correlations in the Bluetooth Combiner
In this section, we will carefully study both the unconditional and conditional correlation properties of the E0 combiner.
Unconditional Linear Correlations
We first give the definition of correlation used in this paper.
Definition 1 The correlation (or bias) of a random Boolean variable X is ϵ(X)
2 and B t denote the output bits of four LFSRs at time t. From Section 2, note that s t+1 is symmetric with respect to each b i t and depends only on wt(B t ). 5 Our complete formula for the computation of unconditional correlations is as follows.
Theorem 2 Let
If the initial state of the FSM is uniformly distributed, then we have
Theorem 2 is a generalization of the formula in [19, 20] . It can compute all the unconditional correlations of the E0 combiner without any miss, e.g., it covers all the results reported in [10] .
Conditional Correlations Based on Condition Masking
There are two sets of inputs to the FSM in E0 encryption scheme at time t, i.e., the four LFSR output bits B t = (b (2) 4 . Consider l continuous time instants and
l be a linear mask with
is the linear mask in reverse order. Define the inputs
is well defined. It is shown in [17] that given B t+1 , γ · C t is heavily biased for properly chosen linear mask γ.
Consider the function h 
Definition 3 Let ξ be an arbitrary set, given the function
As in [2] , the Squared Euclidean Imbal-
SEI measures the distance between the target distribution and the uniform distribution.
Specially, for r = 1, we have
] is used to measure the conditional correlations. Now we are ready for the definition of condition masking. This definition indicates that the adversary maybe not use the full vector as the condition, but only search the correlations conditioned on a subset of B defined by a mask λ. In the cryptanalysis of E0, B t+1 is the key related input. Given 
Definition 4 Given a function
h : GF (2) u ×GF (2) v → GF (2) r with inputs B ∈ GF (2) u , X ∈ GF (2) v ,
where B is the key related part and the possible condition vector. Let
where Λ = (γ, ω) and |ω| = |B * t+1 |. 6 As we can see, this function induces a large class of correlations based on both the linear mask and the condition mask.
Although the computation process of C t is frustrated by the condition mask λ ̸ = 1 u , the bias can still be computed. For example, given l = 4 and λ = 0x0f , Since B t+1 is the outputs of the LFSRs, it is the key related material. In [17] , the attacker guesses the full vector B t+1 , while now he/she only needs to guess B ′ t+1 , a part of B t+1 , to mount the attack. This is the reason that the time/memory complexities of the attack can be significantly reduced.
Note that in the initialization phase, B t at level one can be expressed as ) defined by a certain condition mask λ. For 4 ≤ l ≤ 6, we have exhaustively searched the correlations based on condition masking for all the possible condition masks on a PC. All the significant biases obtained are also verified in computer simulations working on sufficiently long output sequences. The time complexity of guessing is determined by wt(λ). To get better time/memory complexities, we restrain ourselves to the λs satisfying 1 ≤ wt(λ) ≤ 7. In the experiments, we have found many important masks, one is listed in the following Table 1 . Table 1 is computed
. The following property, shows that the more knowledge of the LFSR bits B, the larger conditional correlation we will obtain. 
Proposition 5 Given a function f with a partial input

From this proposition, give a function
Moreover, for a fixed condition mask λ, its maximum bias among all the Table 1 . The bias with Λ = (γ, ω) = (0x1f, 0 |ω| ) and λ = 0x00f
linear masks Λ is an essential measure of it. The larger the maximum bias, the 6 | · | denotes the length of a vector 7 For brevity, we use the hexadecimal number to represent a vector.
better the condition mask is. The following proposition indicates how to choose the condition mask to make the bias large. We have verified this property by searching over all the biases of h Λ B ′ for each combination of λ, γ and ω. From Proposition 6, wt(B t+l−2 ) in B t plays the most important role in the correlation values based on condition masking, which determines the magnitude of the corresponding bias. This fact tells us that when selecting the condition masks, we should set the highest four bits of λ to 0xf .
Our Attacks with Condition Masking
In this section, our attack with the condition masking method is presented in a step-by-step manner.
Preliminaries
A statistical distinguisher can be constructed based on the biased distribution of γ · C t in [17] . Since B t+1 is the key related material, the adversary can guess the involved key information and collect a set of sample sequences from the keystream, IVs and the guessed key value. By properly choosing the involved parameters, it is expected that with the correct key, the corresponding sample sequence is biased, while for the wrong guesses, the underlying sequence will behave like a random source.
As mentioned before, the essential problem lies in the core of the attack is to distinguish a biased sample sequence from a pool of random-like sample sequences. Since the involved sample sequences are derived from some key related information, this distinguisher can be used to identify the correct key. Formally, given a function f :
is determined by k-bit key information, then denote by B ′K the value derived when the guessing value of the key material is K, now the problem is as follows. Following [2] , the minimum number n of samples for an optimal distinguisher using the unconditional correlation to effectively distinguish a sequence of n output samples of f from (2 k − 1) truly random sequences of equal length is n = 4k log2 ∆(f ) , while with the smart distinguisher in [17] based on the condition vector B, the number of samples needed is
, we have n B ≤ n. In our condition masking terminology, detailed in Appendix A Theorem 10, the data complexity becomes n B ′ = 4k log 2
E[∆(f B ′ )]
, and the online time complexity are O(n B ′ + k2 k+1 ) with pre-computation O(k2 k ). Besides, |B ′ | = k. We should not ignore the impact of the cardinality of the condition vector |B ′ | = k on the time/memory complexities. It is easy to see that for λ ̸ = 1 u , the cardinality k can be reduced and accordingly the time/memory complexities can be exponentially reduced. It is expected that with a careful choice of the condition mask, we can get better tradeoffs on the time/memory/data complexity curve compared to the case λ = 1 u . This is why we introduce the notion of condition masking to represent this phenomenon. Further, note that not all the bits in the condition vector B have the same influence on the correlation. In fact, some are more important than others, i.e., it is of high probability that only a subset of the condition bits can determine the magnitude of the correlation. For example, Proposition 6 shows that in the E0 FSM, only the latest four bits of B t+1 play the most important role. This is the key observation of our attack.
Next, we build the linear approximations with condition masking. The linear approximation is based on the re-initialization flaw of two-level E0 [18] detailed in the Appendix B. Precisely, we haveγ 
For brevity, given masks λ and Λ, we use the simplified notations h
is the linear combination of K and P i . Now Eq.(2) becomes
where L 1 , L 2 are public linear functions. Eq. (3) is the hybrid bitwise linear approximation based on condition masking for two-level E0, where h
are derived from the first level and hγ contains the unconditional correlation for the second level.
Key Recovery Attack with Bitwise Linear Approximation
From Section 3, the largest unconditional bias of h γ is 25 256 with γ = (1, 1, 1, 1, 1)  or (1, 0, 0, 0, 0, 1) . To maximize the bias of Eq.(3), we choose these two γs in the second level approximation, then |γ| = l = 5 or 6. Due to the high time/memory complexities, the attack in [17] only considered l < 6. While in our attack, the time/memory complexities are not dependent on |γ|, they are determined by wt(λ), thus l = 6 can also be used in the condition masking setting.
Given the condition mask λ and the linear masks Λ = (γ, ω), we define the following sign function to estimate the effective value of h
) ̸ = 0. For brevity, let
where
, and
are the inputs to hγ. By Eq. (3), the knowledge of the key
be the subkeys. Denote by · the guessed value of the argument. The attack is detailed as follow.
First, choose an appropriate condition mask λ and guess the subkeys K 1 and K 2 . As P i is known for each frame i = 1, · · · , n, we can compute the condition vector B i λ . Second, to distinguish the correct keys from the wrong ones, we define a mapping F
) ̸ = 0 a truly random bit, otherwise
With Eq.(4) the value of F
If n frames are available, we can compute the value of F 
Key Recovery Attack with the Vectorial Approach
Now we enhance the above attack by using multiple linear approximations simultaneously. Since the correlations based on condition masking are not likely to be larger than those based on the whole condition vector, we appeal to the vectorial approach to keep the data complexity as low as possible. Assume we use s mutually independent linear approximations and let Γ = (Λ 1 , · · · , Λ s ) and Γ ′ = (γ 1 , · · · ,γ s ) denote the linear mask of these s approximations, where Λ i = (γ i , ω i ), and |γ 1 | = · · · = |γ s | = l with s < l. Especially, Λ 1 is just the linear mask used in the above bitwise attack. For brevity, let
Eq.(4). The other bits are determined as follow: e.g., for the j-th bit, we just let it be an uniformly distributed bit if ϵ(h
) = 0, otherwise take 0 or 1 according to the definition in Eq.(4). Since we have found the efficient condition mask λ and linear mask Λ 1 = (γ 1 , ω 1 ) in the bitwise attack, we extend F
In this way, we have constructed an approximation of two-level E0 in the vectorial approach. For the correct guess K = K, we have F Now we study how to choose the linear mask vector Γ . We first select a linear mask Λ 1 = (γ 1 , ω 1 ) in the bitwise attack. Under this Λ 1 , we search for other masks Λ j (j ≥ 2) to maximize the total correlation. The following theorem provides a guideline for an adversary to construct the vector by depicting the criterion when he/she could gain in correlation by moving from (s−1)-dimension unit to s-dimension unit.
Theorem 8 Let
be the linear mask in the s-dimensional attack with condition vector B and condition mask λ. Denote the joint probability by P a1···as = P (h
where the equality holds if and only if
This theorem indicates that high-dimensional attack will always be better than or at least be the same as low-dimensional attacks. Besides, if an adversary choose the linear masks following the rules in this theorem, then he could always gain in correlation. Further, there are some other rules when choosing Γ . First, the linear masks γ j for j = 1, · · · , s should be linearly independent with s ≤ l − 2. Second, when the key is wrong, 
Theoretical Analysis
Now we present the theoretical justifications of our attack. We first introduce the definition of Walsh Transform and the convolution transform.
Given
ω·x , and its inverse transform is f (x) = 2
k . Further, the convolution and Walsh Transform are transformable, ). We apply the Piling-up Lemma [21] and have the data complexity
)] dose not depend on t.
Now let us discuss the time complexity of our attack. From the expression of F Γ B i λ , it can be easily verified that this expression fulfills Theorem 10 in Appendix A, so our attack can also use the FWT to get the optimal time complexity. For all the subkeys K = (
, where K 1 and K 2 are defined in Section 4.2, we define H, H ′ as follows:
(P i )=K1 and (θ1,··· ,θs)= (K2,1,··· ,1) , 
). To get the optimal performance of our attack, we should carefully choose the parameters Γ and λ in the linear approximations. The experiments show that there are many large correlations based on condition masking that can be used in our attack. For example, for a condition mask λ = 0x00f , we choose 3 linear masks in the following Table 2 , the experimental results show ∆(h
.7 , so we conclude from Eq.(5) that the data complexity is n B ′ ≈ 2 22.7 . In this example, we can recover the k = 17-bit subkey. Let us look at the time complexity in this 
Practical Implementation
Our attacks have been fully implemented on one core of a single PC, running with Windows 7, Intel Core 2 Q9400 2.66GHz and 4GB RAM. In general, the experimental results match the theoretical analysis quite well. We present the details as follows.
We choose the condition mask λ = 0x00f and γ 1 = 0x1f, Our attack is repeated 6000 times with different randomly generated keys and IVs. In our experiments, the right key does not always rank first. The reason is that when our guess is wrong, the distribution of g Λ (B i t+3 ) does not behave exactly as the uniform distribution from the Table 1 . We take the first 256 candidates in the list as the possible keys for each run (corresponding to the 256 key candidates equivalent to each other in the experiment of [17] ). There is only one correct key in their equivalent key candidates, thus they also need to test these 256 equivalent key candidates to recover the right key. The success probability of our attack is about 38.6% in this case, which can be raised very high by running it several times or by taking more candidates in the rank list. Note that in [17] , the experiments are only carried out in the basic bitwise level with 2 26 frames and repeated 30 times for a fixed key. If the key is changed, the precomputation of the attack in [17] has to be done again. This fact greatly weakens the practical effect of their attack.
During the experiments, we also found many other different condition masks that can improve the attack in [17] , some of which are listed in Table 3 . The detailed description of one run of our attack can be found in the full version of the paper. 
Conclusions
In this paper, we have introduced a new cryptanalytic technique, called condition masking, to characterize the conditional correlation attacks on stream ciphers. Based on this new concept, we have investigated the conditional correlations of the two-level E0 scheme and found many useful conditional correlations for the first time. Combined these correlations with the vectorial approach, we studied the practical security of two-level E0 and developed the best and most threatening known-IV attack on the real Bluetooth encryption scheme so far.
Our attacks have been fully implemented in C code on one core of a single PC and are repeated thousands of times with randomly generated keys and IVs. On average, it takes only a few seconds to restore the original encryption key. This clearly demonstrates the superiority of our new method. We believe our new method is generic and applicable to other stream and block ciphers as well. It is our future work to study the practical ciphertext-only attack on the real Bluetooth encryption scheme using the condition masking method. Table 4 gives a comparison of our attacks with the best previous attacks on two-level E0. 
B The Linear Approximation of Two-level E0
Following the specification in [3] , the last generated 128 bits S
