We describe a modification of the conjugate gradient method for the normal equations (CGNR) that allows us to enrich the Krylov subspaces, in which the iterates are determined, with vectors containing pertinent information about the desired solution. The enriched CGNR method easily can be adapted to the solution of linear systems arising from penalized leastsquares problems and Tikhonov regularization. Applications to the solution of linear discrete ill-posed problems illustrate that enrichment of the Krylov subspaces can improve the quality of the computed approximate solutions and reduce the computational effort required for their determination.
Introduction
This paper presents a modification of the conjugate gradient (CG) method for the solution of the normal equations
associated with the linear system of equations
where A ∈ R m×n , x ∈ R n and b δ ∈ R m . Our modification makes it possible to enrich the Krylov subspaces, in which the computed approximate solutions live, with available information about the desired solution. The Krylov subspaces are enriched by adding a subspace that makes it possible to model certain known important properties of the solution. Several computed examples at the end of the paper illustrate how enrichment can increase the accuracy in the computed approximate solutions and reduce the computational work.
Throughout this paper, we assume that m and n are so large that factorization of the matrix A is undesirable or unfeasible. We are therefore concerned with solution of (1.1) by an iterative method. We are particularly interested in the computation of an approximate solution of (1.2) when the matrix A is of ill-determined rank and the right-hand side b δ is contaminated by an error η. Linear systems of this kind arise when discretizing ill-posed problems, such as Fredholm integral equations of the first kind with a smooth kernel, and are commonly referred to as linear discrete ill-posed problems. Note that when (1.2) is a linear discrete ill-posed problems, so is (1.1). The error η in the right-hand side may stem from measurement or discretization errors, and is sometimes referred to as noise.
A matrix of ill-determined rank has many "tiny" singular values of different orders of magnitude; some singular values may vanish. Discrete ill-posed problems of the form (1.2) might not be consistent; however, we note that the associated normal equations (1.1) are consistent even if (1.2) is not.
The CG method is one of the most popular iterative methods for the solution of large linear systems of equations with a symmetric positive definite matrix. It can also be applied to the iterative solution of consistent linear systems of equations with a positive semidefinite matrix. Therefore it can be applied to the solution of linear discrete ill-posed problems of the form (1.1). The conjugate gradient method for the normal equations (CGNR) method is an implementation of the CG method applied to the normal equations, that does not require the matrix A T A to be formed. Instead, each iteration requires two matrix-vector product evaluations, one with the matrix A and one with A T . The CGNR method is discussed, e.g., by Saad [13] .
Let the matrix A be of ill-determined rank, and let b ∈ R m denote the error-free right-hand side associated with the available right-hand side b δ , i.e.,
We assume that b is in the range of A and that the norm of the error
is explicitly known, but that the error η is not. Here and throughout this paper · denotes the Euclidean vector norm.
We would like to determine the solution x * of minimal Euclidean norm of the error-free linear system of equations
Since b is not available, we seek to compute an approximate solution of (1.1) that is a good approximation of x * . By assumption A is of ill-determined rank, and therefore severely ill-conditioned. The minimal-norm least-squares solution of (1.2) typically is very sensitive to the error η in b δ and, generally, is not an acceptable approximation of x * . A popular approach to determining an approximation of x * when the matrix A is large is to apply suitably many (or few) steps of the CGNR method to (1.1). Early termination of the iterations by the CGNR method means that a system of equations that is less sensitive than (1.1) to the error η in b δ is solved. The replacement of a linear discrete ill-posed problem by a linear system of equations with a less illconditioned matrix is commonly referred to as regularization; see Hanke and Hansen [4, 5, 9] for theoretical and practical issues in connection with the application of the CGNR method to the solution of linear discrete ill-posed problems.
Let x 0 := 0 be the initial approximate solution of (1.1), and let x k , k = 1, 2, 3, . . . , denote the sequence of approximate solutions determined by the CGNR method. The quantity
is known as the discrepancy associated with the approximate solution x k . Hestenes and Stiefel [10] showed that
The discrepancy principle suggests that the iterations by the CGNR method be terminated as soon as an approximate solution x k has been determined, such that the associated discrepancy satisfies
We will use this termination criterion in the present paper. Let k δ denote the smallest index k, such that the inequality (1.8) is satisfied. Then x k δ is our computed approximation of x * . Generally, k δ increases as δ converges to zero. It can be shown that lim δ 0 x k δ = x * ; see, e.g., Hanke [4] and Hansen [9, Chapter 7] for recent discussions on this stopping criterion. When the error η in the right-hand side b δ is of large norm, the termination criterion (1.8) may only allow a few iterations to be carried out by the CGNR method, and features of interest in the solution x * of (1.5) might not be resolved adequately by the computed approximate solution x k δ . We therefore propose to enrich the Krylov subspaces in which the iterates x k live by a linear space that allows certain known desirable features of x * to be represented by the iterates already for small values of k. An algorithm for the enriched CGNR method is presented in Section 2.
Tikhonov regularization is possibly the most popular approach to replace a linear discrete ill-posed problem (1.2) by a linear system of equations that is less sensitive to the error in the right-hand side. Specifically, Tikhonov proposed to replace the solution of (1.2) by the solution of the penalized least-squares problem
The parameter µ 0 is known as the regularization parameter. It determines how close the solution x µ of (1.9) is to the solution x * of (1.5), and how sensitive x µ is to the error η in b δ . The term µ x 2 penalizes the growth of the computed solution, thereby preventing the propagated error due to the error η in b δ from dominating the solution.
For any fixed value of µ > 0, the solution x µ of (1.9) satisfies the linear system of equations
This system can be solved by the CG method, without explicitly forming the matrix
k , determined in this manner, with initial approximate solution x 0 = 0 lives in the Krylov subspace
Note that this subspace is independent of µ 0, i.e.,
It follows that x (µ)
k and the iterate x k determined by the CGNR method when applied to (1.1) with x 0 := 0 live in the same Krylov subspace. It is therefore natural to enrich the CG method for the solution of (1.10) in the same manner as we enrich the CGNR method. An enriched iterative method of CG-type for the solution of (1.10) is described in Section 3. A few computed examples that illustrate the numerical performance of the methods discussed in Sections 2 and 3 are presented in Section 4. The latter section also outlines some extensions.
An enriched CGNR method
Throughout this paper we assume that the initial approximate solution x 0 is the zero vector. We first review the CGNR method and then discuss a modification that yields the enriched CGNR method. The kth iterate, x k , determined by the CGNR method applied to (1.1) belongs to the Krylov subspace K k (A T A, A T b δ ) and is characterized by
where
The minimizer x k is determined by carrying out a sequence of linear searches along
and are computed during the iterations. Specifically, the iterate x k is determined from the previous iterate x k−1 and p k−1 according to
where α k−1 ∈ R is the solution of the minimization problem
Introduce the residual vector for the normal equations (1.1) associated with the iterate x k ,
The search direction p k is computed from r k and the previous search direction according to
where β k−1 ∈ R is chosen so that p k is A T A-conjugate to all previously generated search directions. We remark that during the kth step of the CGNR method, the discrepancy d k is evaluated, and then the residual r k is computed according to r k := A T d k . The availability of d k makes it easy to implement the stopping criterion (1.8).
We turn to the enriched CGNR method. Let
be an -dimensional vector space. The enriched CGNR method determines the kth 
where the coefficients γ (j ) k−1 are chosen so that theq
and define the kth iterate determined by the enriched CGNR method bỹ
3)
The vectorỹ k can be computed as the solution of the least-squares problem
We remark that the A T A-conjugacy of the columns ofQ k to p k−1 yields thatQ k is a rank-one modification ofQ k−1 , i.e., 
The proposition now follows from
We remark that the inequality (2.6) holds for arbitrary initial approximate solutions
The initial approximate solution in Proposition 2.1 is an arbitrary vector in R n . One can show that the norm of the iteratesx k is not guaranteed to be an increasing function of k even whenx 0 = 0. Thus, an analog of the inequality (1.7) does not hold. Algorithm 1 below summarizes how the computations for the enriched CGNR method can be organized. When Q = ∅, lines 9-16 of Algorithm 1 can be removed, and the algorithm simplifies to the standard CGNR algorithm. Algorithm 1 yields the approximate solutionsx k as well as the associated discrepanciesd k := b δ − Ax k and residual vectorsr k := A T b δ − A T Ax k .
Algorithm 1 (Enriched CGNR algorithm).

Input:
. Solve the least-squares problem minỹ ∈R n V k+1ỹ − d k+1 forỹ k+1
13.
The least-squares problem in line 12 of the algorithm can be solved by QR-factorization of the matrix V k+1 . Due to the relation on line 11, the QR-factorization of V k+1 can be computed inexpensively by updating the QR-factorization of V k ; see [2, 12] for details. When the number of columns of the matrices V j is small, straightforward computation of the QR-factorization of each matrix V k+1 generated is also feasible. Typically, is small and the arithmetic work with the matricesQ k , S k and V k amounts to a few vector operations with n-vectors in each iteration. Thus, for small each iteration with Algorithm 1 requires only a few vector operations with n-vectors, in addition the arithmetic work required for the (standard) CGNR method. We also note that Algorithm 1 requires the storage of a few n-vectors, in addition to the storage requirement for the CGNR method.
An enriched CG method for penalized least-squares problems
We describe how the enriched CGNR method of Section 2 can be modified to be used for the solution of the linear system of equations of the form (1.10). Algorithm 2 below shows how the computations can be arranged. The analogue of the minimization problem (2.5) is given by
The QR-factorizations of V k+1 andQ k+1 can be computed by updating the QRfactorizations of V k andQ k using techniques described in [2, 12] . Substituting the QR-factorizations of V k+1 andQ k+1 into (3.1), and using the fact that the Euclidean norm is invariant under orthogonal transformation, allows us to reduce (3.1) to a minimization problem of small size. When µ = 0, Algorithm 2 simplifies to Algorithm 1. The steps of Algorithm 2 that differ from the corresponding steps of Algorithm 1 are marked by "←".
Algorithm 2 (Enriched CG method for penalized least-squares problems).
Input:
Output: Computed approximate solutions to the system (1.10);
for k = 0, 1, 2, . . . , until stopping criterion satisfied
Solve the minimization problem (3.1) forỹ k+1 ← 13.
We remark that an analogue of Proposition 2.1 for the discrepanciesd k determined by Algorithm 2 does not hold, i.e., there are linear systems of equations (1.9) for whichd k+1 >d k for some index k.
Typically, when using Tikhonov regularization it is necessary to solve several linear systems of the form (1.10) for different values of the regularization parameter µ. Frommer and Maass [3] recently discussed how accurately each one of these systems should be solved by the CG method. We update the values of µ in the same manner as Frommer and Maass [3] ; see Example 4.4 below for more details. The numerical method determines both a suitable value of µ and an approximate solution of (1.2) that satisfies the discrepancy principle.
Numerical examples
This section presents a few computed examples that illustrate how the enriched CGNR method makes it possible to supply information about the wanted solution by choosing appropriate subspaces Q. All examples are concerned with the solution of linear discrete ill-posed problems (1.2) with a right-hand side b δ that is contaminated by an error η. The quotient η / b , referred to as the noise level, is assumed to be known.
Two difficulties may arise when solving linear discrete ill-posed problems with a contaminated right-hand side by applying the CGNR method to the associated normal equations (1.1). The first one is that the CGNR method when applied to the iterative solution of linear systems of equations with an ill-conditioned matrix typically requires a large number of iterations. The second difficulty is that, in the presence of the error η in the right-hand side b δ , it may only be possible to carry out a few iterations before the error η is propagated and amplified to such an extent so as to make the computed iterates meaningless. Both of these difficulties can be ameliorated by enriching the Krylov subspaces in which the computed solutions are determined.
The first three examples presented compare Algorithm 1 with the standard CGNR method; the fourth example compares Algorithm 2 with the CG method applied to the solution of (1.10) in the context of Tikhonov regularization. All examples were implemented in Matlab 6.0 and the computations were carried out with about 16 significant decimal digits. Example 4.1. Consider the blur-and noise-free image shown in Fig. 1(a) . The image is represented by a 50 × 50 array of integers whose values range between 0 and 255, representing the gray level at each pixel. It is generated using Matlab code provided by Hansen [8] . The pixel values are stored rowwise in the vector x * ∈ R 2500 . This image is assumed not to be available. The matrix A ∈ R 2500×2500 represents a discretized blurring operator; it is the Kronecker product of the Toeplitz matrix T = [t jk ] ∈ R 50×50 with itself, where
The severity of the blur increases with σ . We let σ := 1.5 and ρ := 12σ . The matrix A so obtained is of ill-determined rank. In particular, it is numerically singular.
The blurred, but noise-free, image is given by b := Ax * . Let the error vector η have normally distributed random entries with zero mean, normalized to yield the noise level η / b = 1 × 10 −3 . Define b δ by (1.3) and δ by (1.4) . The image represented by b δ is shown in Fig. 1(b) . This is the available image that we would like to restore. We apply the CGNR and enriched CGNR methods, the latter with Q := span{b δ }, to the normal equations (1.1) and terminate the iterations according to the discrepancy principle (1.8). The CGNR method yields the approximate solution x 145 , which represents the image shown in Fig. 1(c) . The enriched CGNR method yields the approximate solutionx 53 . The image represented by the latter solution is shown in Fig. 1(d) and is of similar quality as the image in Fig. 1(c) . The enriched CGNR method, however, requires about 1/3 of the iterations needed by the CGNR method. Typically, the evaluation of matrix-vector products is the dominating computational work in each iterations. Hence, the enriched CGNR method reduces the computational work by about 2/3, compared with the CGNR method, and gives a restored image of similar quality. Fig. 2(a) , made available by Nagy [11] , is represented by 256 × 256 pixels. The pixel values are stored in
. This image is assumed not to be available. The matrix A ∈ R 256 2 ×256 2 represents a discretized blurring operator, and is the Kronecker product of the Toeplitz matrix T = [t jk ] ∈ R 256×256 with itself, where the entries t jk are given by (4.1) with σ := 3.5 and ρ := 12σ . The matrix A so defined is of ill-determined rank.
Similarly as in Example 4.1, the blurred, noise-free, image is given by b := Ax * . The error vector η has normally distributed random entries with zero mean. It is normalized so that η / b = 1 × 10 −3 . The vector b δ defined by (1.3) represents the image shown in Fig. 2(b) . We would like to restore this image. The value of δ is given by (1.4) .
We apply the CGNR and enriched CGNR methods, the latter with Q := span{b δ }, to the normal equations (1.1) and terminate the iterations according to the discrepancy principle (1.8). The CGNR method yields the approximate solution x 238 , which represents the image shown in Fig. 2(c) . The enriched CGNR method determines the approximate solutionx 81 , which is displayed in Fig. 2(d) . The images in Fig. 2(c) and (d) are of similar quality, however, the enriched CGNR method requires only about 1/3 of the iterations needed by the (standard) CGNR method. at 300 equidistant points. Notice that f has two jump discontinuities. Let A ∈ R 300×300 be a Cauchy matrix with entries
The matrix A is of ill-determined rank; it is numerically singular. Define b δ := Ax * + η, where the entries of η are normally distributed random numbers with zero mean, scaled to yield the noise level 1 × 10 −4 . We use the discrepancy principle (1.8) to decide when to terminate the iterations. Fig. 3(a) shows the right-hand side vector b δ , and Fig. 3(b) displays the desired solution x * (solid curve), the approximate solution x 13 computed by the CGNR method (dash-dotted curve), and the approximate solutionx 3 computed by the enriched CGNR method with Q := span{q (1) , q (2) , q (3) }, where q (1) := b δ and the vectors q (2) and q (3) model the jump discontinuities of f (dashed curve). They have the components 3(b) shows that the CGNR method without any additional a priori information about x * is unable to recover the discontinuities, while the enriched CGNR method is able to compute a fairly accurate approximation of x * with little arithmetic work. with solution
This equation is discussed by Baart [1] . We use the Matlab program baart in the Regularization Tools package by Hansen [8] to discretize the integral equation by a Galerkin method with 1000 orthonormal box functions. This gives a nonsymmetric matrix A ∈ R 1000×1000 and a right-hand side vector b ∈ R 1000 . The matrix A is of ill-determined rank. CGNR method by a space that allows the representation of certain known important features of the solution. For many discrete ill-posed problems the number of iterations can be reduced by enriching the Krylov subspaces used by the CGNR method by the right-hand side vector b δ . When the matrix A ∈ R m×n is not square, restriction or prolongation of b δ is required in order to obtain a vector in R n that can enrich the Krylov subspaces generated. How beneficial this simple enrichment is depends on b δ , A and x * .
The matrices in the computed examples are all of ill-determined rank, however, we remark that Algorithms 1 and 2 also can be applied to linear systems of equations with matrices of well-defined rank.
We conclude with a few remarks on possible extensions of the methods of the present paper. While this paper is concerned with enriching the CGNR method and the CG method applied to the linear system of equations (1.10), analogous enrichments of other iterative methods may also be attractive. Enrichments of the CG method when applied to linear systems of equations with a symmetric positive definite matrix and of the MINRES and MR-II iterative methods when applied to linear systems of equations with a symmetric, possibly indefinite, matrix can be derived similarly as the methods of the present paper. Enrichment of the GMRES method is particularly easy to carry out, because bases of Krylov subspaces K k (A, b δ ), k = 1, 2, 3, . . . , are explicitly orthogonalized and stored. Iterative methods for nonnegative image restoration [7] also can be enriched. We remark that enrichment can be used together with preconditioning; we refer to Hanke et al. [6] for the description of a preconditioner for linear discrete ill-posed problems of the form (1.1). Termination criteria for the iterations, other than the discrepancy principle, can also be used.
