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Abstract
This paper generalizes the results of Hua [5] [6] to representations of
quivers over finite fields which respect nilpotent relations under certain
assumptions. A formula which counts isomorphism classes of absolutely
indecomposable representations with a given dimension vector is given
and a “generalized Weyl-Kac Denominator Identity” is established. In
principle, if the numbers of representations are known, then the numbers
of isomorphism classes of absolutely indecomposable representations are
known.
1 Introduction
Let N be the set of all non-negative integers and n ∈ N. Given an n× n matrix
C = [aij ] with aij ∈ N (1 ≤ i, j ≤ n), let Γ be the quiver defined by C, i.e., Γ is
the directed graph with n vertices {1, 2, · · · , n} equipped with aij arrows from i
to j (1 ≤ i, j ≤ n). We attach an indeterminate Xi to vertex i (1 ≤ i ≤ n) and
X
(k)
ij to the k-th arrow from i to j (1 ≤ i, j ≤ n and 1 ≤ k ≤ aij). Let AΓ be the
set of all arrows in Γ, thus AΓ can be identified with the set {X
(k)
ij | 1 ≤ i, j ≤ n,














































where i0 is called the starting point of the relation and is is called the ending
point. It is necessary that ai0i1ai1i2ai2i3 · · · ais−1is 6= 0 and 1 ≤ km ≤ aim−1im
(1 ≤ m ≤ s). It is evident that every simple relation is induced by a path in
Γ. If i0 = is then the relation is called cyclic. So simple cyclic relations are
1
induced by oriented cycles in Γ. A relation for Γ is a linear combination over
F of simple relations that share the same starting point and the same ending
point. A relation is called cyclic if all of its summands are cyclic. For example,














In this paper, we are only interested in cyclic relations.
Given α = (α1, · · · , αn) ∈ Nn, a representation of quiver Γ of dimension α over
a field F is a function σ : AΓ 7→ {Matrices over F} such that σ(X
(k)
ij ) has order
αi × αj for 1 ≤ i, j ≤ n and 1 ≤ k ≤ aij . Note that matrices with 0 rows or 0
columns are permitted. α is called the dimension vector of σ and denoted by
dimσ. The following diagram defines a representation of the quiver mentioned
































Given two representations σ and τ with dimension vectors α and β respectively,
an n-tuple (H1, · · · , Hn) of matrices over F is called a homomorphism from σ
to τ if Hi has order αi × βi for 1 ≤ i ≤ n and σ(X
(k)
ij )Hj = Hiτ(X
(k)
ij ) for
all 1 ≤ i, j ≤ n and 1 ≤ k ≤ aij . If dimσ = dim τ and H1, · · · , Hn are all
nonsingular, then (H1, · · · , Hn) is called an isomorphism. The direct sum of
σ and τ , denoted by σ ⊕ τ , is defined by (σ ⊕ τ)(X
(k)
ij ) = σ(X
(k)
ij ) ⊕ τ(X
(k)
ij )
(1 ≤ i, j ≤ n and 1 ≤ k ≤ aij).
A representation is called decomposable if it is isomorphic to a direct sum of two
representations with non-zero dimension vectors. An indecomposable represen-
tation of Γ over F is called absolutely indecomposable if it is still indecomposable
when it is considered as a representation of Γ over F, the algebraic closure of
F.
Let Mat(m × n,F) the set of all m × n matrices over F for m,n ∈ N. Given
α ∈ Nn, let Rep(α,F) be the set of all representations of Γ of dimension α over








Let GL(m,F) be the General Linear Group of orderm over F. Given α ∈ Nn, let
GL(α,F) =
∏n
i=1 GL(αi,F), then GL(α,F) acts on Rep(α,F) as follows:
GL(α,F)× Rep(α,F) → Rep(α,F)








ij )gj for g = (g1, · · · , gn) ∈ GL(α,F). It is obvious
that two representations from Rep(α,F) are isomorphic if and only if they are
in the same orbit.








































This action is naturally extended to any relation for Γ. σ is said to be respecting
R if σ(R) = 0; σ is said to be respecting R nilpotently if σ(R) is a nilpotent
matrix, i.e., σ(R)m = 0 for some m ∈ N.
From now on, let F = Fq, the finite field with q elements where q is a prime
power, R a set of cyclic relations for Γ. For α ∈ Nn, let Rep(α,Fq)R be the set
all representations of Γ of dimension α over Fq that respect all relations in R
nilpotently, i.e.,
Rep(α,Fq)R = {σ ∈ Rep(α,Fq) : σ(R) is nilpotent for all R ∈ R}.
It is evident that Rep(α,Fq)R is closed under the action of GL(α,Fq). In
what follows, we assume that |Rep(α,Fq)R| is a polynomial in q with ratio-
nal coefficients for any α ∈ Nn, i.e., there exists r(α, q) ∈ Q[q] such that
|Rep(α,Fqd)R| = r(α, q
d) for d ≥ 1. Let M(α, q) (I(α, q), A(α, q)) be the
number of isomorphism classes of representations (indecomposable representa-
tions, absolutely indecomposable representations respectively) of Γ of dimension
α over Fq which respect all relations in R.
Counting formulae for M(α, q), I(α, q) and A(α, q) exist in Hua [5] for quivers
without relations and in Hua [6] for the quiver with 1 vertex and g loops with
nilpotent relations. It turns out that A(α, q)’s are of significant importance
because of their deep connections with Geometric Invariant Theory, Quantum
Group Theory and Representation Theory of Kac-Moody Algebras (Kac [7],
Ringel [8] and Hausel [4]). This paper generalizes the results of Hua [5] [6] to
quivers with nilpotent relations under the assumption above.
2 Numbers of Stabilizers
This paper uses the same methodology as Hua [5]. A key step is to determine the
number of representations that are stabilized by conjugacy classes of GL(α,Fq),
which are parametrized by n-tuples of partitions and monic irreducible polyno-
mials over Fq.
A partition λ = (λ1, λ2, · · · , λs) is a finite sequence of positive integers such that




called the weight of λ. Let P be the set of partitions of all non-negative integers.
Let f(x) = a0 + a1x+ a2x
2 + · · ·+ an−1xn−1 + xn ∈ Fq[x] be a polynomial over









0 1 0 . . . 0






0 0 0 . . . 1









For any m ∈ N\{0}, let Jm(f) be the Jordan block matrix of order m with c(f)









c(f) I 0 . . . 0






0 0 0 . . . I










where I is the identity matrix of order deg(f). For λ = (λ1, λ2, . . . , λs) ∈ P , let
Jλ(f) be the direct sum of Jλi(f) (i = 1, . . . , s), i.e.,
Jλ(f) = Jλ1(f)⊕ Jλ2(f)⊕ · · · ⊕ Jλs(f),





Jλ1(f) 0 . . . 0












Definition 2.1. For any matrix of order m× n, the arm length of index (i, j)
is one plus the number of minimal moves from (i, j) to (1, n), where diagonal








n n− 1 . . . 3 2 1
n+ 1 n . . . 4 3 2

















The arm rank of a matrix M = [aij ] of order m× n, denoted by ar(M), is the
largest arm length of indexes of non-zero elements of M , i.e.,
ar(M) = max {arm length of (i, j) | aij 6= 0 where 1 ≤ i ≤ m, 1 ≤ j ≤ n} .
Definition 2.2. A matrix M = [aij ] of order m × n is of type-U if it satisfies
the following conditions:
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• aij = ast if (i, j) and (s, t) have the same arm length,
• the arm rank of M is at most min{m,n}.















a1 a2 . . . an−1 an






0 0 . . . a1 a2
0 0 . . . 0 a1































0 . . . 0 a1 a2 . . . am−1 am









0 . . . 0 0 0 . . . a1 a2










Theorem 2.1 (Turnbull & Aitken [9]). Let λ = (λ1, λ2, . . . , λs) and µ =
(µ1, µ2, . . . , µt) be two partitions and f(x) = x − a0 with a0 ∈ Fq, then any
matrix U over Fq that satisfies Jλ(f)U = UJµ(f) can be written as an s × t






U11 U12 . . . U1t












where each submatrix Uij is a type-U matrix over Fq of order λi × µj for all
(i, j) where 1 ≤ i ≤ s and 1 ≤ j ≤ t.













t 1 0 0 0 0 0
0 t 1 0 0 0 0
0 0 t 0 0 0 0
0 0 0 t 1 0 0
0 0 0 0 t 0 0
0 0 0 0 0 t 1
























t 1 0 0 0 0 0 0
0 t 1 0 0 0 0 0
0 0 t 0 0 0 0 0
0 0 0 t 1 0 0 0
0 0 0 0 t 1 0 0
0 0 0 0 0 t 0 0
0 0 0 0 0 0 t 1















Every matrix U which satisfies Jλ(f)U = UJµ(f) can be written as a block












a b c h i j m n
0 a b 0 h i 0 m
0 0 a 0 0 h 0 0
0 p q 0 d e k l
0 0 p 0 0 d 0 k
0 u v 0 r s f g












For a partition λ ∈ P , let m
i
λ be the multiplicity of i, i.e., m
i
λ is the num-
ber of parts equal to i in λ, and λ can be written in its “exponential form”
(1m12m23m3 · · · ), where mi = m
i
λ. Let λ




3, . . . ) be the conju-
gate partition of λ, which means that λ′i is the number of parts in λ that
are greater than or equal to i for all i ≥ 1. Let λ and µ be two partitions,




3, . . . ) and µ




3, . . . ) be their conjugate partitions, we


























For an n-tuple of partitions π = (π1, · · · , πn) ∈ Pn and s ∈ N\{0}, we define a




π1 , · · · ,m
s




Corollary 2.1. Let λ, µ ∈ P be two partitions and f(x) = x− a0 with a0 ∈ Fq,
then the number of matrices U over Fq that satisfy Jλ(f)U = UJµ(f) is equal
to q〈λ,µ〉.
Proof. This is a direct consequence of Theorem 2.1 and identity (2). An alter-
native proof is given in Hua [5].
Corollary 2.2. Given π = (π1, · · · , πn) ∈ Pn and f(x) = x − a0, let α =
(|π1|, · · · , |πn|) ∈ Nn and g = (Jπ1(f), · · · , Jπn(f)) ∈ GL(α,Fq). The stabilizer
of g in Rep(α,Fq) is defined as:






Proof. For σ ∈ Rep(α,Fq), σ ∈ Xg if and only if Jπi(f)σ(X
(k)














U ∈ Mat(|πi|×|πj|,Fq) : Jπi(f)U = UJπj(f)
}
|













Definition 2.3. Let U = [uij ] be a type-U matrix of order m × n, the core of
U , denoted by U0, is defined as follows:
U0 =
{
0 matrix of order m× n if m 6= n,
u11I, where I is the identity matrix of order n if m = n.
Obviously, the core of a type-U matrix is also a type-U matrix. If U = [Uij ] is a
block matrix of type-U matrices, then the core of U , denoted by U0, is the block
matrix [(Uij)0].













a b c h i j m n
0 a b 0 h i 0 m
0 0 a 0 0 h 0 0
0 p q 0 d e k l
0 0 p 0 0 d 0 k
0 u v 0 r s f g






















a 0 0 h 0 0 0 0
0 a 0 0 h 0 0 0
0 0 a 0 0 h 0 0
0 0 0 0 0 0 k 0
0 0 0 0 0 0 0 k
0 0 0 0 0 0 f 0












Lemma 2.1. Let M be an m×n type-U matrix and N an n×k type-U matrix,
then MN is an m× k type-U matrix and (MN)0 = M0N0.
Lemma 2.2. Let M = [Mij ] be an m× n block matrix of type-U matrices and
N = [Nij ] an n × k block matrix of type-U matrices such that M and N have
compatible multiplication orders, i.e., the number of columns in Mis is equal to
the number of rows in Nsj for 1 ≤ i ≤ m, 1 ≤ j ≤ k and 1 ≤ s ≤ n. Then MN
is an m× k block matrix of type-U matrices and (MN)0 = M0N0.
The details of the proofs of the above two lemmas are left to the reader.
Lemma 2.3. Let λ ∈ P, f(x) = x− a0 ∈ Fq[x] and U a block matrix of type-U
matrices satisfying Jλ(f)U = UJλ(f). Then U is nilpotent if and only if U0 is
nilpotent.
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Proof. It can be shown by induction on the number of distinct parts in λ that
U − U0 is always nilpotent. Suppose that U is nilpotent, then Um = 0 for
some m ∈ N. Thus Lemma 2.2 implies that (U0)m = (Um)0 = 0. Thus U0 is
nilpotent. Conversely, suppose that U0 is nilpotent, then (U0)
m = 0 for some
m ∈ N. Lemma 2.2 implies that (Um)0 = (U0)
m = 0. Since Um − (Um)0 is
always nilpotent, Um is nilpotent, and hence U is nilpotent.
Theorem 2.2. Given π = (π1, · · · , πn) ∈ Pn and f(x) = x − a0 ∈ Fq[x],
let α = (|π1|, · · · , |πn|) ∈ Nn and g = (Jπ1(f), · · · , Jπn(f)) ∈ GL(α,Fq), and
Xg = {σ ∈ Rep(α,Fq) : gσ = σ} the stabilizer of g in Rep(α,Fq). There holds:





r(d sπ , q).
Proof. For any σ ∈ Xg, Theorem 2.1 implies that σ(X
(k)
ij ) is a block matrix
of type-U matrices for all X
(k)
ij ∈ AΓ. The core of σ denoted by σ0, is the
representation of Γ defined by: σ0(X
(k)
ij ) = σ(X
(k)
ij )0 for all 1 ≤ i, j ≤ n and
1 ≤ k ≤ aij . Obviously, σ0 ∈ Xg.
Let R be a simple cyclic relation for Γ and assume that the starting point (also
the ending point) of R is e. Then σ(R) is a block matrix of type-U matrices and
it satisfies Jπe(f)σ(R) = σ(R)Jπe(f). Lemma 2.2 implies that σ(R)0 = σ0(R)
and Lemma 2.3 implies that σ(R) is nilpotent if and only if σ0(R) is nilpotent.
This equivalence still holds when R is a relation for Γ. Thus we have
σ ∈ Xg ∩Rep(α,Fq)R if and only if σ0 ∈ Xg ∩ Rep(α,Fq)R.
Let π(s) = (π
(s)
1 , · · · , π
(s)
n ) = (s
msπ1 , · · · , sm
s
πn ) ∈ Pn for s ≥ 1, where each
component sm
s
πi (i = 1, · · · , n) is a partition in its “exponential form”, α(s) =
(sm
s
π1 , · · · , sm
s
πn) ∈ N









Since every matrix σ0(X
(k)
ij ) for X
(k)
ij ∈ AΓ is a block matrix and all of its non-
square submatrices are 0, σ0 can be written as a direct sum of representations
of Γ in the following form:
σ0 ∼= ⊕s≥1τ
(s),
where τ (s) ∈ Rep(α(s),Fq) and τ (s) ∈ Xg(s) for all s ≥ 1. There are only
finitely many terms in the above sum because (|π1|, · · · , |πn|) = dimσ0 =∑
s≥1 dim τ
(s).
Treating every matrix τ (s)(X
(k)
ij ) for X
(k)
ij ∈ AΓ as a linear transformation be-
tween vector spaces, and applying a base change in the underlying vector space
8
for vertex v (1 ≤ v ≤ n) which has dimension sm
s






v1 v2 · · · vm
vm+1 vm+2 · · · vm+m
...
... · · ·
...












v1 vs+1 · · · v(m−1)s+1
v2 vs+2 · · · v(m−1)s+2
...
... · · ·
...







where m = m
s
πv , it transforms τ
(s) into s copies of identical representations:




where dim δ(s) = (m
s





For example, let Γ = Ã3, the quiver with 4 vertices and 4 arrows which form a
loop, π = ((2232), (2241), (2131), (1221)) ∈ P4, then π(2) = (22, 22, 21, 21) ∈ P4,
g(2) = (J(22)(f), J(22)(f), J(21)(f), J(21)(f)), every τ
(2) ∈ Xg(2) should have the
form as the left diagram below. After bases are changed in the underlying
vector spaces as described, the representation on the left can be transformed














a 0 b 0
0 a 0 b
c 0 d 0





















h 0 i 0




















a b 0 0
c d 0 0
0 0 a b





















h i 0 0







It follows that σ0 respects a relation R for Γ nilpotently if and only if τ
(s)
respects R nilpotently for all s ≥ 1, if and only if δ(s) respects R nilpotently for
all s ≥ 1, i.e.,
σ0 ∈ Xg ∩ Rep(α,Fq)R if and only if δ
(s) ∈ Rep(d sπ ,Fq)R for all s ≥ 1.
Since |Rep(d
s
π ,Fq)R| = r(d
s
π , q), Corollary 2.2 implies that

















r(d sπ , q).
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Theorem 2.3. Given π = (π1, · · · , πn) ∈ Pn an n-tuple of partitions and
f(x) ∈ Fq[x] a monic irreducible polynomial of degree d, let α = d(|π1|, · · · , |πn|),
g = (Jπ1(f), · · · , Jπn(f)) ∈ GL(α,Fq) and Xg = {σ ∈ Rep(α,Fq) : gσ = σ} the
stabilizer of g in Rep(α,Fq). There holds:






r(d sπ , q
d).
Proof. Suppose that d > 1 as the case for d = 1 has been proved in Theo-
rem 2.2. Let c(f) be the companion matrix for f and 〈c(f)〉 be the subalge-
bra of Mat(d × d,Fq) generated by c(f). Since f is the characteristic equa-
tion of c(f), c(f) satisfies the polynomial f , i.e., f(c(f)) = 0. Since f is
irreducible, f is the minimal polynomial satisfied by c(f). This implies that






i | ai ∈ Fq, 0 ≤ i ≤ d− 1
}
.
Thus 〈c(f)〉 is a commutative subalgebra of Mat(d × d,Fq) and the following
map is an isomorphism:
Fq[x]/(f(x)) → 〈c(f)〉
x 7→ c(f).
Since f is irreducible, Fq[x]/(f(x)) is isomorphic to the finite field Fqd , and
hence 〈c(f)〉 is a finite field with qd elements.
When deg(f) > 1, Theorem 2.1 still holds as long as all submatrices Uij take
values from the finite field 〈c(f)〉. All arguments in the proof of Theorem 2.2 still
work with Fq being replaced by 〈c(f)〉. Thus Theorem 2.2 implies the desired
results.
3 Counting Formulae
Let ϕr(q) = (1 − q)(1 − q2) · · · (1 − qr) for r ≥ 1 and ϕ0(q) = 1. For λ =
(1n12n23n3 · · · ) ∈ P in its “exponential form”, we define bλ(q) =
∏
i≥1 ϕni(q).
Let φn(q) be the number of monic irreducible polynomials of degree n in Fq[x]








d − 1), (3)
where the sum runs over all divisors of n and µ is the Möbius function.
Definition 3.1. For π = (π1, · · · , πn) ∈ Pn, let X |π| = X
|π1|
1 · · ·X
|πn|
n and
Q(q) the field of rational functions in q over the rational field Q. We define a
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formal power series in Q(q)[[X1, · · · , Xn]] as follows:















Note that ((0), · · · , (0)) ∈ Pn gives rise to a term equal to 1 in the sum above.
Theorem 3.1. For α = (α1, · · · , αn) ∈ Nn, let Xα = X
α1
















Proof. The method applied in Theorem 4.3 from Hua [5] still works here. In
current context, the Burnside orbit counting formula is applied to Rep(α,Fq)R
and the number of stabilizers for Xg is given by Theorem 2.3. Repeating the
arguments there yields the desired result.
Definition 3.2. For α ∈ Nn\{0}, let ᾱ = gcd(α1, · · · , αn). Define rational








































where the sum runs over all divisors of ᾱ.
Proof. This is the counterpart of Theorem 4.6 from Hua [5], same arguments
apply.
Under the assumption that r(α, q) is a polynomial in q with rational coefficients
for all α ∈ Nn, H(α, q)’s must be rational functions in q, so are A(α, q)’s. As
A(α, q)’s take integer values for all prime powers q, A(α, q)’s must be polyno-
mials in q with rational coefficients. Theorem 3.2 implies that if r(α, q)’s are
known for all α ∈ Nn then A(α, q)’s are known. I(α, q) and M(α, q) can be

























Identity (4) is the counterpart of the first identity of Theorem 4.1 from Hua
[5] and identity (5) is a consequence of the Krull–Schmidt Theorem from repre-
sentation theory. It follows that I(α, q) and M(α, q) are polynomials in q with
rational coefficients for all α ∈ Nn.







α ∈ Q and t
s
α = 0 for sufficiently large s. The following identity holds in
























Proof. This is the counterpart of Theorem 4.9 from Hua [5], same arguments
apply.
In case Γ has no edge-loops, a theorem of Kac [7] implies that there exists an
absolutely indecomposable representation of Γ over Fq with dimension vector α
if and only if α is a positive root of the root system of the Kac-Moody algebra g
associated with Γ. Thus ∆+ is a subset of positive roots of the root system of g.
A conjecture of Kac [7] states that the constant term of the polynomial counting
the isomorphism classes of absolutely indecomposable representations of Γ with
a given dimension vector is the same as the root multiplicity of the dimension
vector. This conjecture was later proved by Hausel [4], which confirms that
Theorem 4.9 from Hua [5] is a generalizedWeyl-Kac Denominator Identity. Thus
Theorem 3.3 here may also be regarded as a generalized Weyl-Kac Denominator
Identity for some generalized Kac-Moody algebra. Defining such algebras would
be a very interesting problem.
Conjecture 3.1. Under the assumption that r(α, q) is a polynomial in q with
rational coefficients for all α ∈ Nn, all coefficients of the polynomial A(α, q) are
non-negative integers.
4 Special Cases
Case 1. Let R be an empty set. Every representation of Γ respects R nilpo-




α ∈ Nn, r(d
s





msπj for π ∈ Pn and s ∈ N\{0}. Thus,



















































Thus Theorem 3.1 is equivalent to Theorem 4.9 from Hua [5].
Case 2. Let Γ be the quiver with one vertex and g edge-loops, i.e., the quiver
defined by the matrix [g] where g ≥ 1, and R = {X
(i)
11 : 1 ≤ i ≤ g}. The
isomorphism classes of representations of Γ over Fq that respect R nilpotently
are in one-to-one correspondence with the orbits of g-tuples of nilpotent matrices
over Fq under simultaneous conjugation. Since the number of n × n nilpotent
matrices over Fq is q
n2−n according to Fine & Herstein [3], r(n, q) = qg(n
2−n)
for n ∈ N. Thus,



































π is the length of π. Thus Theorem 3.1 is equivalent to
Theorem 4.1 from Hua [6].
Case 3. Let Γ be the quiver defined by the following matrix, where g is an














n−qi) for n ≥ 1 and [0]q = 1. Thus |GL(n,Fq)| = [n]q. Given
a dimension vector (m,n) ∈ N2 and a non-negative integer r ≤ min(m,n), let






where I is the identity matrix of order r.
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Let C(m,n,r) be the centralizer of D(m,n,r) in GL((m,n),Fq), i.e.,
C(m,n,r) =
{




and hence the number of m× n matrices over Fq which have rank r is equal to
|GL((m,n),Fq)|/|C(m,n,r)|. For any (M,N) ∈ GL((m,n),Fq), M and N can be












where the orders of the submatrices are indicated by their subscripts. Since





∣ = [r]q [m− r]qq
r(m−r)[n− r]qq
(n−r)r





N ∈ Mat(n×m,Fq) : D(m,n,r)N is nilpotent
}
.






where the orders of the submatrices are indicated by their subscripts. D(m,n,r)N






E(m,n,r) = {σ ∈ Rep((m,n),Fq)R : σ(X
(1)
12 ) has rank r}.









[r]q [m− r]q [n− r]qqr(m+n)−2r
2 .










It follows that r((m,n), q) is a polynomial in q with integer coefficients and
hence A((m,n), q) can be calculated by Theorem 3.2.




























π , q) is given by identity (6) with g = 1.
For any (m,n) ∈ N2\{(0, 0)}, according to Donovan & Freislich [2] and Dlab &





2 if |m− n| = 0,
1 if |m− n| = 1,
0 if |m− n| > 1.
Thus Theorem 3.3 amounts to the following identity:















In all cases above, r(α, q)’s are known polynomials in q with integer coefficients,
thus A(α, q)’s are computable by Theorem 3.2. All sample results given in Hua
[5] [6] are consistent with the conjecture above.
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