Abstract-Various types of features can be extracted from very high resolution remote sensing images for object classification. It has been widely acknowledged that the classification performance can benefit from proper feature fusion. In this letter, we propose a softmax regression-based feature fusion method by learning distinct weights for different features. Our fusion method enables the estimation of object-to-class similarity measures and the conditional probabilities that each object belongs to different classes. Moreover, we introduce an approximate method for calculating the class-to-class similarities between different classes. Finally, the obtained fusion and similarity information are integrated into a marginalized kernel to build a support vector machine classifier. The advantages of our method are validated on QuickBird imagery.
I. INTRODUCTION
V ERY high resolution (VHR) remote sensing images have been used for land cover and object classification for several decades. Both pixel-and object-based approaches have been investigated for this purpose. Pixel-based classification methods identify the class of each pixel individually. Objectbased methods, on the other hand, aim at classifying regions generated from image segmentation. To this end, object features such as shape characteristics and neighborhood relationships have been exploited for categorization purpose.
One key step in the object-based classification is feature extraction for object encoding. VHR remote sensing images have demonstrated unique advantages in feature extraction because their high spatial resolution can provide a variety of detailed information (i.e., shape, spectral, and texture) of objects. To effectively use these features for classification, some approaches have been proposed to combine different types of features. One solution is encoding multiple features into a low-dimensional vector. For example, Jimenez et al. [1] introduced an unsupervised pixel homogeneity enhancement method to integrate the spectral and spatial information in a local neighborhood. Van Coillie et al. [2] built an image classifier by exploiting genetic algorithms for feature selection. Combining multiscale features is another effective solution for object classification. Huang and Li [3] proposed a wavelet method for multiscale spectral and spatial information fusion.
On the other hand, some methods aim to learn the feature relevance in classification tasks. Zhang et al. [4] introduced a path alignment framework to linearly combine multiple features and to obtain a unified low-dimensional representation of these features. Tuia et al. [5] proposed a kernel-based framework to learn relevant weight in different features, resulting in an optimized linear combination of kernels. Nevertheless, most aforementioned methods have not considered the dependency between features and classes. Therefore, it is not guaranteed that the selected features are the most relevant for a specific classification task.
A partial solution to address this limitation is the logistic regression-based feature fusion (LRFF) [6] , which learns the feature weights with respect to the binary classes by a logistic regression model. However, this model is not feasible when object classes are mutually exclusive or when the number of classes is larger than two. Moreover, the kernel representation in this model ignores the relationships between different classes and is unable to capture feature similarities accurately. To tackle these problems, we propose a feature fusion method based on softmax regression and develop a new marginalized kernel, which generalizes the models presented in [7] . This method learns the weights of each component in a feature vector and uses this information to calculate the object-to-class similarity. It measures the margin between images and the learned class hyperplanes. The dependence between objects and classes can be thus effectively explored. Moreover, we develop an approximate method for calculating the similarity between different classes, which we call the class-to-class similarity. All these obtained information are then integrated to build the proposed novel marginalized kernel.
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See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. The contributions of this letter are threefold. First, we use the softmax regression, rather than logistic regression, to model the probabilities of each sample object belonging to the object classes. Second, to characterize the relationships between different classes, we develop an approximate method for calculating the class-to-class similarity, which is also incorporated into the marginalized kernel. Finally, we present the proposed new marginalized kernel and show its effectiveness in object classification by fusing shape, spectral, and textural features.
II. FEATURE FUSION WITH MARGINALIZED KERNELS
In this section, we give brief introduction on how to encode object samples into concatenated feature vectors. Based on the coding strategy, we develop a novel feature fusion method using a softmax regression model. Then, we describe how to approximate the similarity between different classes. Finally, we use the feature fusion output and the class-to-class similarity to construct a new marginalized kernel for SVM classifiers. A summary of the proposed method is shown in Fig. 1 .
A. Object Representation
The first step of the proposed method is to encode an object sample into a feature vector that will be used for feature fusion. To this end, the traditional Bag-of-Visual Words (BoW) model [8] is adopted. Suppose that the number of distinct types of features extracted for characterizing an object is k and each type of feature is clustered into
The BoW model calculates a d i -dimensional vector for each type of feature, with each entry of the vector corresponding to the frequency that a codeword appears in the object sample. It then generates a feature vector x of dimensionality d = k i=1 d i for each object sample by combining all features through concatenation. An example of object representation is shown in Fig. 2 . Here, each component in the feature vector corresponds to one codeword. A training data set that contains n object samples from m class is denoted by {(
. . , m} are the feature vector and the class label of the object sample i, respectively.
The BoW model assigns an equal weight to each codeword. In practice, the effectiveness of different types of features and different codewords varies for different classification tasks. Therefore, it is desirable that each type of features is distinctively weighted with respect to the object class. If one type of feature significantly contributes to a class in object characterization, it is expected that large weights should be assigned to the feature and its codewords with respect to this class. In this letter, we refer to the process of weight assignment to feature components as feature fusion.
B. Feature Fusion Using Softmax Regression
To achieve the goal of feature fusion, we investigate how to learn the feature weights with respect to different classes. Different from [6] , which used logistic regression to handle the binary classification problem, we use the softmax regression [9] as the learning method. In this context, we straightforwardly address the multiclass problem and do not need to partition the training set into two classes to feed the one-versus-rest classification system. Moreover, softmax regression is capable of addressing the relationship between objects and classes when the classes are mutually exclusive.
Softmax regression models the posterior probabilities of the feature components in the feature space via a regression function. Here, the 1-of-m coding scheme is adopted to represent the class labels. Let t (i) = {t|t ∈ {0, 1} m , t 1 = 1} be the label vector for x (i) with t 
, which is the target of learning. The probability of x belonging to class i can be written as
Term β T j x reflects the object-to-class similarity between the object sample x and the class j, which has been proved to be effective in the nearest neighbor-based image classification [10] . In particular, the relation in (1) is a logistic regression model when m = 2. For m > 2, it leads to softmax regression or multinomial logistic regression. The conditional probabilities formulated in (1) satisfy the normalization rule
Assuming that the training set {(
are independently and identically distributed with respect to t given x and β, the log-likelihood function can be formulated as
.
The optimal value of β is obtained by maximizing a posteriori estimationβ
where p(β) is the posterior distribution of parameter β. In our framework, we formulate it with 1 -norm regularization
where λ is a regularization parameter controlling the bias-variance tradeoff. The 1 -regularization scheme not only avoids overfitting but also results in sparsity in the weight vector β, which is effective in limiting the number of feature components (or visual words) involved in classification. Projection L1 method is used to optimize this model [11] .
C. Class-to-Class Similarity
The similarities between different classes are the prior information that can be computed from the training set. We develop an approximate method for calculating class-to-class similarity that helps measure the similarity of features. To this end, we calculate group average between two classes, which is the classical strategy used in agglomerative algorithms to compute the similarity between different clusters. Suppose C 1 and C 2 represent two sets containing the objects in classes y 1 and y 2 , and x 1 and x 2 represent two objects belonging to C 1 and C 2 , respectively. Based on the BoW model, each component of the feature vector x represents the corresponding visual codeword occurrences. To define the similarity between objects, we convert codeword occurrences to the tf − idf weights
where w ij is the weight of the jth component in the feature vector of object i, c ij is the number of occurrences of the codeword j for the object i, and n is the total number of objects. Term i c ij denotes the number of object samples associated with the codeword j in the training data set. Each object can be represented by a vector consisting of the normalized tf − idf weights w i = [w i1 , w i2 , . . . , w ik ], where k is the length of codebook. The similarity between objects is calculated using cosine metric s(w 1 , w 2 ) = w 1 · w 2 / w 1 2 w 2 2 , and s(C 1 , C 2 ) is defined to be the average similarity between the object samples from the two different classes
where s(w 1 , w 2 ) is the object similarity. The class-to-class similarity S(y, y ) for classes y and y is defined as follows:
D. New Marginalized Kernel
Given the training samples (x, y) and (x , y ), the marginalized kernel is defined as follows:
Here, p(y|x) and p(y |x ) are the conditional probabilities that x and x belong to classes y and y , respectively, which can be obtained from the softmax regression (1). Term K z (z, z ) is a joint kernel over the samples z = (x, y) and z = (x , y ) with class labels y and y considered to be hidden variables. We present a new marginalized kernel that exploits the output of softmax regression and class-to-class similarity. We formulate K z (z, z ) in terms of the feature weights and classto-class similarity as follows:
If the similarity of classes y and y is high, their marginal hyperplanes in the feature space will be closed. Then, two objects located on the same side of one hyperplane lead to a positive product β T y x × β T y x , and the kernel K(x, x ) results in high similarity accordingly. In [6] , the authors only considered the case when y = y . This simplification reduces the performance of the joint kernel because it ignores the relationships between different classes. To overcome this drawback, we incorporate the approximate class-to-class similarity into the marginalized kernel as described in (10) . By substituting (10) into (9), we have the new kernel as follows: Finally, we have the decision function for support vector machines (SVMs) formulated as follows:
where α i is the Lagrange multiplier. The kernel function K(x, x ) is formulated in terms of (11), rather than the linear or Gaussian kernel commonly used in the research literature.
III. EXPERIMENTS

A. Experimental Setup
We test our method on a 4000 × 4000 high-resolution satellite image taken in Chengdu, China, in 2009, which consists of three bands (RGB) with 0.6-m resolution. Five classes of objects are identified based on visual appearance and spatial proximity. In total, 5009 objects of lands, lawns, residential areas, roads, and trees are collected after image segmentation by a commercial software eCognition (i.e., the shape parameter value is set to 0.5, the parameter scale is set to 50, and the other parameter values are set as default values). We randomly split the image data into a training set and a testing set for ten times and then calculate the average classification accuracy as the final result. Table I shows the size of the training and testing sets for each object class.
To evaluate the performance of the proposed method, we choose the SVM classifiers with two types of kernels [linear and radial basis function (RBF)] and the LRFF method [6] as the baseline.
B. Feature Extraction
Four types of features are used in the experiment, which characterize the properties of the segmented regions in three aspects, namely, shape, spectral, and texture. For the shape information, we use the scale-invariant feature transform (SIFT) [12] and LSS [13] . In each segmented region, features are extracted in evenly sampled grid with 10 pixels apart in both horizontal and vertical directions. The size of the patch is randomly sampled between a scale of 10 and 30 pixels. Moreover, we use the mean and standard deviations of three spectral bands (i.e., RGB) as the spectral feature. GLCM [14] is used to represent the texture feature.
C. Classification Results
In the experiments, we use the following feature combinations: 1) SIFT+Spectral; 2) SIFT+Spectral+GLCM; and 3) SIFT+LSS+Spectral+GLCM. The numbers of codewords are set to be 250, 200, 200, and 200 for SIFT, spectral, LSS, and GLCM, respectively. SVM classifiers with different kernels are employed to perform classification. Table II shows the classification results To analyze the results, we compute two statistical measures, i.e., overall accuracy (OA) and average accuracy (AA). Fig. 3 illustrates sample subimages segmented by using the software eCognition and its classification results by using our method with four features.
The classification results with different kernel methods are shown in Table II . An intuitive observation is that more features lead to better classification results. This is natural because distinct features have captured different characteristics of the objects in the image. The LRFF [6] and our methods have shown significantly better performance than the SVM methods with linear and nonlinear kernels. Such results validate the advantage of feature fusion and the proposed marginalized kernel. In particular, the proposed method with four features has yielded the best results among all the combinations of features and classifiers. The best OA of our approach is 94.39%, with 8.29%, 4.26%, and 1.48% improvement over those from SVM (linear), SVM (RBF), and LRFF methods, respectively. This has demonstrated the advantage of our softmax regression-based model in measuring feature similarity in multiple-feature space. Fig. 4 shows the changes of the OA as a function of the percentage of training samples. The performance of the two kernel methods both increase as the number of training samples increases. However, our method maintains an advantage of 3%-6% over the LRFF method. These results show that, by using softmax regression model and class-to-class similarity, more effective kernel machines can be constructed for encoding the relationships of the observed data. Moreover, to evaluate the significance of the proposed method, the classification results are then processed by the resampled paired t test, where the number of resampled times is 10. All the tests are performed using two-side tests with a confidence level of 0.05. In Fig. 5 , the p-values are less than 0.05 in most cases, indicating that the performances of our method and LRFF are significantly different. Fig. 4 . Classification accuracy using LRFF and our proposed with two, three, and four features (cues). Detailed feature combination can be seen in Table II . 
D. Influence of Size of Training Set
E. Robustness Against Outliers
In the BoW model, each patch is assigned to the closest codeword to obtain the object representation. However, patches in an object shall not be assigned to any suitable codeword if the object is an outlier that does not belong to any sample classes. To reduce the influence of outliers, we employ the thresholding strategy described in [8] . In the training stage, for each cluster, we set the threshold as the maximum distance between its center and the patches in it. If the distance between one patch and its closest codeword is smaller than the chosen threshold, the patch will be assigned to this codeword. Otherwise, we assign the patch to a single virtual codeword. In this way, the virtual codeword occurs more frequently in the outliers than others, which is helpful to detect the outliers. To evaluate the robustness of our method against outliers, we include 50 objects from undefined classes in the classification experiments. The confusion matrices are shown in Table III , in which 45 objects are rejected correctly and only 5 objects are misclassified. The OA is 94.21%, which is promising and comparable to the experimental results in Table II . This validates the robustness of the proposed kernel against outliers. 
IV. CONCLUSION
In this letter, we have introduced a softmax regressionbased feature fusion method for object classification. This method takes into account the information about object-to-class similarities and the conditional probabilities that one object sample belongs to different classes. Moreover, an approximate method has been developed for measuring the similarity between different classes, and the information between features and classes could be thus better modeled. All the obtained information has been integrated for the development of a novel marginalized kernel. Experimental evaluations show that the proposed method has outperformed the baseline SVM and LRFF methods.
