The discontinuous perturbation analysis (DPA) method is presented to deal with discontinuous sample performance functions. This method is applicable to derivative estimation with respect to most threshold-type problems in discrete-event dynamic systems (DEDS). Through modeling of discontinuities by step function, we are able to provide a unified framework for constructing the derivative estimation of a DEDS. As a result, we offer an alternate approach to derive derivative estimation in DEDS's. Finally, some relationships with other PA techniques are discussed, and a numerical example is presented.
I. INTRODUCTION
Consider a sample path of stochastic discrete-event dynamic systems (DEDS) represented by a pair (8, U ) . where 8 i s a decision parameter and 1*, is a sequence of random numbers, defined on a probability space (0. F, P ) , which represents the random effects involved in the evolution of the system. In computer simulation, is a sequence of uniformly distributed random numbers on [O,l] from which we can generate other arbitrarily distributed random numbers. Let L ( 8 . w ) be a performance measure of the system. Often, we are interested in derivatives of expected performance
E [ L ( 8 ,
) ] , e.g., for optimization or sensitivity analysis. One means of deriving estimates for such derivatives from a sample path (or simulation) of the system is infinitesimal perturbation analysis (IPA) [13] , [3] . Another technique available for the derivatives estimate of expected performance E [L(B, U ) ] is the score function method (SF) or likelihood ratio method (LR) [ l l ] , [.16 ], [15] . The domains of Manuscript received February 27, 199.5; revised March 19, 1995 , December 20, 1995 , and February 20, 1996 . This work was supported in part by the Office of Naval Research under Grants N00014-90-J-1093 and N00014-89-J-1023, by the National Science Foundation under Grant ECS-90-44673, and by the U.S. Army under Grant DAAL-91-G-0194.
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Publisher Item Identifier S 0018-9286(96) 07512-5. problems with which IPA and LR derivative estimates can be used overlap, but neither contains the other [14] .
Many experiments have shown that IPA, when applicable, produces a smaller variance of estimation error (based on fixed simulation length) than others [8] . However, IPA fails for most threshold (or structure) types of problems, such as the routing problem and queue length. The reason is mainly due to the sample path discontinuity with respect to the parameter in question, i.e., infinitesimal change in parameter value produces finite change in the sample path of the system. There has been a considerable effort to extend the theory of the IPA to handle the situation where IPA fails [l], 151, [121, [18] , [41. In this paper, we propose another alternative approach called a discontinuous perturbation analysis (DPA) which tries to deal with discontinuity of sample performance functions, especially for threshold types of parameters or structure parameters. In this approach we use the step function to represent a discontinued sample performance function. We then introduce the function to the sample path derivative. With this format, we are able to provide a framework for constructing the derivative estimation of certain classes of DEDS's. We will show that the DPA formulation derived from this approach is very closely related to other exiting methods such as smoothed perturbation analysis (SPA) [2] , rare perturbation analysis (RPA) [l] , and LR. In some cases, the SPA formula can be derived from the DPA formula. Variance comparisons between DPA and other PA techniques will be discussed.
The remainder of the paper is organized as follows. The discontinuity of the sample performance function is represented by using step functions in Section 11. In Section 111, we will introduce the 6-function in the sample path derivative. We then derive the DPA formula from this new setting. In Section IV, we will explore the relationship between the DPA and other PA techniques. we can determine U ( < ) and the corresponding service time. We denote the interarrival time by the symbol q. Here 71 is a vector and is independent of c(<). The sample performance function then can be written as follows: (I e , the zth customer has service time S'(0, E ) ) (I e , the zth customer hd\ service time S -( H . < ) ) Then given ( . ( E l ) : . . , a ( E n ) ) . L ( 8 ,~. , , ) 17 either equal to L+, (if
where
In a similar vein, we can define 
E ) (or S -( H , ()) only, but not n i t ) ) .
In the following section, we will show that using a step function in sample path performance, we are able to capture the dependence on the parameter H through n ( ( ) as well.
In this paper, sample performance function (3) is considered. Note that many performance functions for threshold types of problems in DEDS can be represented in (3), such as routing problems.
DISCONTINUOUS PERTUKBATION ANALYSIS
In the literature [7, p. 41 H ( ( - 0 ) is called a generalized function whose derivatives are also generalized functions. Before giving the main results, let us first introduce a lemma.
Lemma: Assume that k(H. E ) satisfies the following conditions: i) k(H. E ) is uniformly differentiable with respect to H and ii) k ( 0 , <) is continuous for any given 8. Let
= Js'
The lemma can be verified by taking the derivative to the following equation:
Remark I : Equation (8) 
is uniformly differentiable with respect to 0:
[i o
I
Now suppose that 7) = k . and take as an inductlon hypothesis that (10) holds for 11 = k -1. from (4) we have
Because of the hypothesis we have (12), shown at the bottom of the page.
Note that from (6) and (7), L , L + k @ and L -~o can be represented as
Combining (11) and (12), we proved the theorem.
0
Remark 2: When we use the step function to represent a discontinuous sample performance function, we can obtain the sample path derivative which includes &functions. To be able to calculate the sample path derivative, we need to remove all the 6-functions in the sample path derivative. Since each i s independent of other random variables, we can make an expectation on each Ez. Therefore, the 6-function (related to EL) will be removed. By removing the &function, we "smooth' the sample path derivative, hence we can still calculate the sample path derivative based on a single run.
We note that the above results can be extended to multithreshold cases with more general setting. Let (14) where
Prooj? The proof of Theorem 3 is similar to the proof of Theorem 1.
Remurk 3: In this paper ,g7 (0) i s considered only as a function of 8. Actually, y, (0) can represent the inverse probability distribution of a random variable, since the random variable usually can be generated from the uniformly distributed random variable 6%.
Remark 4: Equation (14) gives the general DPA formula. As we mentioned, in most cases the IPA cannot be directly applied to the problem dealt with in this paper simply because for most structure parameters the second term of (14) will not be equal to zero. Therefore, here, we provide a way to verify IPA validity, i.e.,
by showing that the second term in (14) is equal to zero, we can prove that the IPA estimate is valid. There also exist some other ways to check IPA validity such as the augmented infinitesimal perturbation method (APA) [6] .
1V. RELATIONS WITH OTHER DERIVATIVE ESTIMATES
In this section we will point out that the DPA is very closely related to other PA techniques. We use the single GIG11 queue with admission control as our example to illustrate their relationships [2] . The system is a single server with a switch that controls the arrival stream to the server. The control rate is 8.
Proyosition I : For the GIG11 queue with the admission control problem, let the performance function be system waiting time, then: I ) the DPA formula is the same as the RPA [ I ] formula; 2) the SPA formula can be derived from the DPA formula, and DPA is the conditional expectation of SPA; 3) DPA is the conditional expectation of LR.
Pruc?e 1) Since the sample perforrnance function has the form L(8.C.n)
.
f ( q . c ( < ) ) where < = ( r / . a ( ( ) ) and n ( < )
satisfies (2), from Theorem 1, we have DPA estimate formula which 15 the same as the KPA tormula Notice that & ' s are independent, and the dependence of the performance function on the parameter, 0, IS only through a(() From (4) we have
E[EE,[L(~.C T T ) ] ]
Plugging (17) and (1 8 Equations (19) and (20) are the SPA left-and right-derivative estimate, respectively [Z] . Thus, the SPA estimate formulas can be derived from the DPA formula.
In turn, by taking the expectation on <, to the SPA formula (19) or (20), we will obtain the DPA (15). we have
Plugging (22) into (21) we have the DPA formula (15).
0
From the proof we can see that the SPA formula can be derived from the DPA formula. Actually, if the inverse process of deriving SPA is used, the DPA formula will be obtained. To derive the SPA estimate formula, we need to first "smooth" (by taking conditional expectation) the sample performance function and then take the derivative of the sample performance function. On the contrary, to derive the DPA formula, we take the sample path derivative first and then "smooth" (by taking an expectation to remove the h-function) the sample path derivative. These two processes produce a slightly different derivative estimate formula. For the structure or threshold parameters mentioned in this paper, the DPA approach might provide a simpler and more direct way to deal with the problems over the SPA (or KPA).
We also call the reader's attention to the fact that for the G/G/1 admission control problem, the SPA can be derived from the LK formula. Since for any function h ( B . C, n is given), we have
Hence Note that 72 is the total number of customers arriving at the system (including accepted and rejected). Let A be the index set that all customers are accepted and R be the index set that all customers are 'We can also choose h(0, C, nit2 is given) = L+; or any other function which is independent of c1. If we choose h(8. C; nit, is given) = L+,, (20) will be derived from the LR formula.
rejected. Then the above equation can be written as
Since for all i E R, L(0; <, n~) = L-,, the second term in the last equation is equal to zero. And for all z E -4; dP0 = 1. I ' , ) = 8> therefore, the above equation can be written as (in expectation)
where rn is the total number of customers accepted in the system.
From the fact that the DPA is the conditional expectation of SPA and LR, essentially we can construct more new derivative estimate formulas. This can be done by choosing suitable h,(O, [, q , c ( [ ) , n~) such that
For example, for the G/G/1 admission control problem, if we take
then we obtain a new derivative estimate formula (called DPA1) As we can imagine, many other new derivative estimate formulas can be derived this way. This should not be surprising, since the DPA provides a very general setting for this type of problem. Now all of these formulas, LR, SPA, DPA, RPA,. . . yield unbiased estimates since all of them would compute the quantities under expectation in the right-hand side of their respective definitions. The comparisons must be based on their variance. It is well known that the variance of the LR estimate goes to infinity when n goes to infinity. Usually, using the LR estimate formula we will have the variance problem. In what follows, we present a numerical example to compare the variance of the DPA estimate formula and the SPA formula. -'((k) can be calculated by using the following forms:
1Eb.E TRANSACTIONS ON AUTOMATIC CONTROL, VOL 41, NO I I , NOVEMBER 1996 Table I shows that overall the DPA estimate formula provides a slightly smaller variance than the SPA. On the other hand, even though the DPA estimate has a smaller variance than the SPA, the DPA estimate needs slightly more computational effort than the SPA. This means that there is a trade-off between accuracy and the computation effort.
We call the reader's attention to the fact that for this problem, to be able to calculate the derivative estimate, not only is the original sample path used, but also the new service times S+;O and S-,O are needed to obtain L+,o and L + z~ (or d + ' ( k ) and d-' ((k:) ). This is different from deleting a customer for the G / G / l admission control in which the derivative estimate can be obtained by only manipulating the original sample path. Because L+,a (or ,!-,a) is different from the original sample path only at the ith customer service time, parallel simulation may be considered to implement the DPA algorithm. This topic is beyond the scope of our paper and deserves further research.
V. CONCLUDING REMARKS
In this paper we have presented the DPA. By using the step function to represent the discontinuous sample performance function, we provide a unified framework for constructing the derivative estimation of a threshold-type of problem. As we can see, there are two types of dependencies of performance function on the parameter 0. One is through 0 itself, and another is through a(<). The dependence of the performance function on 0 itself contributes to the IPA estimate which is the first term of the DlPA estimate. The dependence on parameter 8 through a(<) contributes to the second term of the DPA estimate. It is clear that if the second term of the DPA is equal to zero, then the IPA algorithm is valid, even though the sample performance function is discontinuous with respect to 8. We have also explored the relationships between the DPA and other PA techniques. It turns out that DPA is the conditional expectation of some other PA techniques such as SPA or LR. Because of this fact, we have illustrated that many new derivative estimate formulas can be derived. Finally, variance comparison between the DPA and other PA techniques is presented.
We believe that the usefulness and power of the DPA method can be extended to more general discrete-event systems. An initial result [I71 has shown a positive sign. Further research will focus on the extension of the DPA to more general DEDS and on the implementing DPA algorithms with parallel simulations.
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