Learning exists in the context of data, yet notions of confidence typically focus on model predictions, not label quality. Confident learning (CL) has emerged as an approach for characterizing, identifying, and learning with noisy labels in datasets, based on the principles of pruning noisy data, counting to estimate noise, and ranking examples to train with confidence. Here, we generalize CL, building on the assumption of a classification noise process, to directly estimate the joint distribution between noisy (given) labels and uncorrupted (unknown) labels. This generalized CL, open-sourced as cleanlab, is provably consistent under reasonable conditions, and experimentally performant on ImageNet and CIFAR, outperforming recent approaches, e.g. MentorNet, by 30% or more, when label noise is non-uniform. cleanlab also quantifies ontological class overlap, and can increase model accuracy (e.g. ResNet) by providing clean data for training.
1 Introduction: model-agnostic dataset uncertainty estimation Large datasets with noisy labels have become increasingly common. Examples span prominent benchmark datasets like ImageNet (Russakovsky et al., 2015) and MS-COCO (Lin et al., 2014) to human-centric datasets like electronic health records (Halpern et al., 2016) and educational data (Northcutt et al., 2016) . The presence of noisy labels in these datasets introduces two problems. How can examples with label errors be identified, and how can learning be done well in spite of noisy labels, irrespective of data modality or model employed?
A large body of work, which may be termed "confident learning," has arisen to address these interesting problems, from which two aspects stand out. First, Angluin and Laird (1988) 's classification noise process (CNP) provides a starting assumption, that label noise is class-conditional, depending only on the latent true class, not the data. While there are exceptions, this assumption is commonly used (Goldberger and Ben-Reuven, 2017; Sukhbaatar et al., 2014) because it is reasonable. For example, in ImageNet, a leopard is more likely to be mislabeled jaguar than bathtub. Second, direct estimation of the joint distribution between noisy (given) labels and true (unknown) labels can be pursued effectively based on three principled approaches: (a) Prune, to search for label errors, e.g. following the example of Natarajan et al. (2013) ; van Rooyen et al. (2015) ; Patrini et al. (2017a) , using softpruning via loss-reweighting, to avoid the convergence pitfalls of iterative re-labeling -(b) Count, to train on clean data, avoiding error-propagation in learned model weights from reweighting the loss (Natarajan et al., 2017) with imperfect predicted probabilities, generalizing seminal work Forman (2005 Forman ( , 2008 ; Lipton et al. (2018) -and (c) Rank which examples to use during training, to allow learning with unnormalized probabilities or decision boundary distances, building on well-known robustness findings (Page et al., 1997) and ideas of curriculum learning (Jiang et al., 2018) .
To our knowledge, no prior work has thoroughly analyzed direct estimation of the joint distribution between noisy and uncorrupted labels. Here, we assemble these principled approaches to generalize confident learning (CL) for this purpose. Estimating the joint distribution is challenging, but useful because its marginals yield important statistics used in the literature, including latent noise transition rates (Sukhbaatar et al., 2014; Goldberger and Ben-Reuven, 2017; Reed et al., 2015) , latent prior of uncorrupted labels (Lawrence and Schölkopf, 2001; Graepel and Herbrich, 2001) , and inverse noise rates (Katz-Samuels et al., 2017) . While noise rates are useful for loss-reweighting (Natarajan et al., 2013) in learning with noisy labels, only the joint can directly estimate the number of label errors for each pair of true and noisy classes. The joint is also useful to discover ontological issues in datasets, e.g. ImageNet includes two classes for the same maillot class (c.f. Table 3 in Sec. 5).
The resulting CL procedure (Fig. 1) is a model-agnostic family of theory and algorithms for characterizing, finding, and learning with label errors, which uses predicted probabilities and noisy labels to count examples in the unnormalized confident joint then normalize to estimate the joint distribution, and prune noisy data, producing clean data as output.
This new CL generalization provides three key advantages over prior art: (1) direct estimation of the joint distribution of label noise, (2) robust performance against non-uniformly random label noise, and (3) consistent joint estimation and exact identification of label errors under realistic sufficient conditions. We empirically evaluate CL on (a) accuracy of joint estimation, (b) label error finding, and (c) learning with noisy labels on CIFAR and ImageNet for both synthetic and real-world noise. These experiments validate the performance benefits of estimating the joint distribution. The new CL code, which reproduces all results described here, is fully open-sourced as the cleanlab 1 Python package.
Our contributions can be summarized as follows:
1. Proposed confident learning for characterizing, finding, & learning with label errors in datasets. 2. Proved non-trivial conditions for consistent joint estimation and exactly finding label errors. 3. Verified the efficacy of CL on CIFAR (added label noise) and ImageNet (real label noise). 4. Released the cleanlab Python package for accessibility and reproducibility.
Framework
Here, we consider standard multiclass classification with possibly noisy labels. Notation used in this manuscript is summarized in Table 4 in the Appendix. Let M denote the set of m=|M | unique class labels and X := (x,ỹ) n ∈ (R d , Z >0 ) n denote the set of n examples x ∈ R d with associated observed noisy labelsỹ ∈ Z >0 . We couple x andỹ in X to signify that cleaning implies removal of data and label. The discrete random variableỹ takes an observed, noisy label (potentially flipped to an incorrect class), and y * takes a latent, uncorrupted label. We use functions y * (x) andỹ(x) to denote the true and noisy label for a given example x. The subset of examples in X with noisy label i is denoted Xỹ =i , i.e. Xỹ =cat is read, "examples labeled cat."
Notation. The notation p(ỹ; x), as opposed to p(ỹ|x), expresses our assumption that input x is deterministic and error-free. We denote the discrete joint probability of the noisy and latent labelsỹ and y * as p(ỹ, y * ), where conditionals p(ỹ|y * ) and p(y * |ỹ) denote probabilities of label flipping. We usep for estimated or predicted probabilities. In matrix notation, Q y * is the prior of the latent labels; Qỹ ,y * is the m × m joint distribution matrix for p(ỹ, y * ); Qỹ |y * is the m × m noise transition matrix (noisy channel) of flipping rates for p(ỹ|y * ); and Q y * |ỹ is the inverse noise matrix for p(y * |ỹ). At times, we abbreviatep(ỹ = i; x, θ) asp x,ỹ=i , where θ denotes the model parameters.
Definition. Self-Confidence is the predicted probability that an example x belongs to its given label y, expressed asp(ỹ=i; x∈Xỹ =i ). Low self-confidence is a heuristic likelihood of being a label error.
Assumptions. Prior to observingỹ, we assume a class-conditional classification noise process (CNP) (Angluin and Laird, 1988) maps y * →ỹ such that every label in class j ∈ M may be independently mislabeled as class i ∈ M with probability p(ỹ=i|y * =j). This assumption is reasonable and has been used in prior work (Goldberger and Ben-Reuven, 2017; Sukhbaatar et al., 2014) For example, in ImageNet (Russakovsky et al., 2015) , leopard is more likely to be mislabeled jaguar than bathtub. CNP implies a data-independent noise transition probability, namely p(ỹ|y * ; x) = p(ỹ|y * ).
CL Methods
Confident learning estimates the joint distribution between the (noisy) observed labels and the (true) latent labels and can be used to (i) improve training with noisy labels, and (ii) identify noisy labels in existing datasets. The main procedure consists of three steps: (1) estimate the jointQỹ ,y * to characterize class-conditional label noise, (2) [i] for each class i ∈ M . In this section, we define these three steps and discuss their expected outcomes. Note that only two inputs are used: (1) P k,i the n × m matrix of out-of-sample predicted probabilitiesp(ỹ = j; x k , θ) and (2) an associated array of noisy labelsỹ(x k ). We use cross-validation to obtainP k,i , henceP k,i and x k share the same index. Our method requires no hyperparameters.
This formulation fixes the problems with C confusion so that Cỹ ,y * is robust for any particular class with large or small probabilities, but introduces label collisions when an example x is confidently counted into more than oneXỹ =i,y * =j bin. Collisions only occur along the y * dimension of Cỹ ,y * becauseỹ is given. We handle collisions by selectingŷ * ← arg max j∈Mp x,ỹ=j . The result (Eqn. 2) is the confident joint:
where the j= arg max term only matters when |{k∈M :p(ỹ=k; x∈Xỹ =i , θ) ≥ t k }| > 1 (collision).
In practice with softmax, collisions sometimes occur for softmax outputs with low temperature, few collisions occur with high temperature, and no collisions occur as the temperature → ∞ because this reverts to C confusion .
Cỹ ,y * (Eqn. 2) has some nice properties. First, if an example has low (near-uniform) probabilities across classes, it is not counted so that Cỹ ,y * is robust to examples from an alien class not in the dataset. Second, t j embodies the intuition that examples with higher probability of belonging to class j than the expected probability of examples in class j probably belong to class j. Third, the 90 th percentile may be used in t j instead of the mean for higher confidence.
We provide algorithmic implementations of Eqns. 1, 2, and 3 in the Appendix. Given predicted probabilitiesP k,i and noisy labelsỹ(x k ), these require O(m 2 +nm) operations to store and compute Cỹ ,y * .
Estimate the jointQỹ ,y * . Given the confident joint Cỹ ,y * , we estimate the joint aŝ
The numerator calibrates jQỹ =i,y * =j = |X i |/ i∈M |X i |, ∀i∈M so that row-sums match the observed marginals. The denominator calibrates i,jQỹ =i,y * =j = 1 so the distribution sums to 1.
Label noise characterization Using the observed prior Qỹ =i = |X i | / i∈M |X i | and marginals of Qỹ ,y * , we estimate the latent prior asQ y * =j := iQỹ =i,y * =j , ∀j∈M ; the noise transition matrix (noisy channel) asQỹ =i|y * =j :=Qỹ =i,y * =j /Q y * =j , ∀i∈M ; and the inverse noise matrix aŝ Q y * =j|ỹ=i :=Q ỹ=j,y * =i /Qỹ =i , ∀i∈M . Whereas prior approaches estimate the noise transition matrices from error-prone predicted probabilities (Reed et al., 2015; Goldberger and Ben-Reuven, 2017) , as demonstrated in the experiments (section 5), CL marginalizes the joint directly in favor of robustness to imperfect probability estimation.
Rank and Prune: Data Cleaning
Following estimation of the joint, we apply pruning, ranking, and other heuristics for cleaning training data. Two approaches are: (1) use the off-diagonals of Cỹ ,y * or (2) useQỹ ,y * to estimate the number of label errors and remove errors by ranking over predicted probability. Sec. 4 and the first two methods below examine the first approach, while the second is addressed by the last three methods below:
Method: C confusion . Estimate label errors as 1[[ỹ(x) = arg max j∈Mp (ỹ = j; x, θ)]], ∀x∈X. This is identical to using the off-diagonals of C confusion .
Method: Cỹ ,y * . Estimate label errors as {x ∈Xỹ =i,y * =j : i = j} from the off-diagonals of Cỹ ,y * .
Method: Prune by Class (PBC). For each class i ∈ M , select the n · j∈M :j =i
examples with lowest self-confidencep(ỹ = i; x ∈ X i ) .
Method: Prune by Noise Rate (PBNR). For each off-diagonal entry in Cỹ ,y * , select the n · Qỹ =i,y * =j examples x∈Xỹ =i with max marginp x,ỹ=j −p x,ỹ=i .
Method: C+NR. Combine the previous two methods via element-wise and, i.e. set intersection.
Which CL method to use? CL requires no hyper-parameters, but five methods are presented to clean data. By default, we use CL: PBNR because it most closely matches the conditions of Thm. 2 by pruning for each off-diagonal inQỹ ,y * . This choice is justified experimentally in 
Theory
In this section, we examine sufficient conditions when (1) the confident joint exactly finds label errors and (2)Qỹ ,y * is a consistent estimator for Qỹ ,y * . We first analyze CL for noiselessp x,ỹ=j , then evaluate more realistic conditions, culminating in Thm. 2 where we prove (1) and (2) with noise in predicted probabilities for every example. Proofs are in the Appendix.
In Lemma 1 and Thm. 2, we assume |X| → ∞; however, these results apply to finite-sized X omitting the precision error of estimating a real-valued Qỹ ,y * from discrete count-based Cỹ ,y * . Throughout, we assume X is error-free and includes an example from every class.
Noiseless Predicted Probabilities
We start with the ideal condition and a non-obvious lemma that yields a closed-form expression for t j whenp x,ỹ=j is ideal. Without some condition onp x,ỹ=j , one cannot disambiguate label noise from model noise.
Condition (Ideal). The predicted probsp(ỹ; x, θ) for a model θ are ideal if ∀x∈X y * =j , ∀i, j∈M , p(ỹ=i; x ∈ X y * =j , θ)=p * (ỹ=i|y * =y * (x))=p * (ỹ=i|y * =j), where the last equality follows from the CNP assumption. The ideal condition implies error-free predicted probabilities: they match the noise rates of the y * label corresponding to x. We use p * x,ỹ=i as shorthand.
Lemma 1 (Ideal Thresholds). For a dataset X := (x,ỹ) n ∈ (R d , Z >0 ) n and model θ, ifp(ỹ; x, θ)
is ideal, then ∀i∈M, t i = j∈M p(ỹ = i|y * = j)p(y * = j|ỹ = i).
This form of the threshold is intuitively reasonable: the contributions to the sum when i = j represents the probabilities of correct labeling, whereas when i = j, the terms give the probabilities of mislabeling p(ỹ = i|y * = j), weighted by the probability p(y * = j|ỹ = i) that the mislabeling is corrected. Using Lemma 1 under the ideal condition we prove in Thm. 1 confident learning exactly finds label errors andQỹ ,y * is a consistent estimator for Qỹ ,y * when each diagonal entry of Qỹ |y * maximizes its row and column. The proof hinges on the fact that the construction of Cỹ ,y * eliminates collisions.
Theorem 1 (Exact Label Errors). For a dataset X := (x,ỹ) n ∈(R d , Z >0 ) n and model θ:x→p(ỹ), if p(ỹ; x, θ) is ideal and each diagonal entry of Qỹ |y * maximizes its row and column, thenXỹ =i,y * =j = Xỹ =i,y * =j and as n → ∞,Qỹ ,y * =Qỹ ,y * (consistent estimator for Qỹ ,y * ).
While Thm. 1 is a reasonable sanity check, observe that y * ← arg max jp (ỹ=i|ỹ * =i; x), used by C confusion , trivially satisfies Thm. 1 under the assumption that the diagonal of Qỹ |y * maximizes its row and column. We next consider conditions motivated by real-world settings where this is no longer the case.
Noisy Predicted Probabilities
Motivated by the importance of addressing class imbalance, we consider linear combinations of noise per-class.
Condition (Per-Class Diffracted).p x,ỹ=i is per-class diffracted if there exist linear combinations of class-conditional error in the predicted probabilities s.t.p x,ỹ=i =
(1)
(2) j ∈R and j can be any distribution. This relaxes the ideal condition with noise relevant for neural networks, known to be class-conditionally overly confident (Guo et al., 2017) .
Corollary 1.1 (Per-Class Robustness). For a dataset X := (x,ỹ) n ∈(R d , Z >0 ) n and model θ:x→p(ỹ), ifp x,ỹ=i is per-class diffracted without label collisions and each diagonal entry of Qỹ |y * maximizes its row, thenXỹ =i,y * =j = Xỹ =i,y * =j and as n → ∞,Qỹ ,y * =Qỹ ,y * .
Cor. 1.1 shows us that Cỹ ,y * in confident learning is robust to any linear combination of per-class error in probabilities. Observe that C confusion does not satsify Cor. 1.1 because the theorem no longer requires that the diagonal of Qỹ |y * maximize its column. Intuitively, C confusion cannot satisfy Cor. 1.1 because it assumes similar distributions of probabilities for each class by not using thresholds, whereas Cor. 1.1 shows Cỹ ,y * is robust to distributional shift and class-imbalance.
Cor. 1.1 only allows for m alterations in the probabilities and there are only m 2 unique probabilities under the ideal condition, whereas in real-world conditions, an error-prone model could potentially output nm unique probabilities. Next, in Thm. 2, we examine a reasonable sufficient condition where CL is robust to erroneous probabilities for every example and class.
Condition (Per-Example Diffracted).p x,ỹ=i is per-example diffracted if ∀j∈M, ∀x∈X, we have error asp x,ỹ=j = p *
x,ỹ=j + x,ỹ=j where j = Ex∈X x,ỹ=j and
where U denotes a uniform distribution (a more general case is discussed in the Appendix).
Theorem 2 (General Per-Example Robustness). For a dataset X := (x,ỹ) n ∈ (R d , Z >0 ) n and model θ:x→p(ỹ), ifp x,ỹ=i is per-example diffracted without label collisions and each diagonal entry of Qỹ |y * maximizes its row, thenXỹ =i,y * =j = Xỹ =i,y * =j and as n → ∞,Qỹ ,y * =Qỹ ,y * (consistent estimator for Qỹ ,y * ).
In Thm. 2, we observe that if each example's predicted probability resides within the residual range of the ideal probability and the threshold, then CL exactly identifies label errors and consistently estimates Qỹ ,y * . Intuitively, ifp x,ỹ=j ≥ t j whenever p *
x,ỹ=j ≥ t j andp x,ỹ=j < t j whenever p * x,ỹ=j < t j , then regardless of error inp x,ỹ=j , CL exactly finds label errors. As an example, consider an image that is mislabeled as fox, but is actually a dog where t f ox = 0.6, p * (ỹ=f ox; x ∈ X y * =dog , θ) = 0.2, t dog = 0.8, and p * (ỹ=dog; x ∈ X y * =dog , θ) = 0.9. Then as long as −0.4 ≤ x,f ox < 0.4 and −0.1 < x,dog ≤ 0.1, CL will guess y * (x)=dog, not f ox, whereỹ(x)=f ox is given.
Experiments
This section empirically validates CL on CIFAR (Krizhevsky et al., 2009 ) and ImageNet (Russakovsky et al., 2015) benchmarks (see Appendix for MNIST). Sec. 5.1 presents CL's performance on noisy examples in CIFAR where true labels are known. Sec. 5.2 shows real-world noise identification using ImageNet, and the performance gain when training with CL. We compute out-of-sample predicted probabilitiesP k,j using four-fold cross validation with ResNet architectures.
Non-uniform Label Noise on CIFAR
We evaluate CL on three criteria: (a) joint estimation ( Fig. 2) , (b) accuracy finding label errors (Table  2) , and (c) accuracy learning with noisy labels (Table 1) .
Following prior work Sukhbaatar et al. (2014) ; Goldberger and Ben-Reuven (2017), we study CL performance on non-uniformly random label noise for its resemblance to real-world noise. We Table 1 : Comparison of confident learning versus prior art for multiclass learning with noisy labels in CIFAR-10. CL: OPT is the max of (CL: PBC, CL: PBNR, CL: C+NR). See Appendix Table 5 for individual scores. generate noisy data from clean data by stochastically switching some labels of training examples to different classes non-uniformly according to a randomly generated Qỹ |y * noise transition matrix. We generate Qỹ |y * matrices with different traces to run experiments for different noise levels. The noise matrices we used in our experiments are provided in Fig. 7 in the Appendix.
We generate noise in the CIFAR training dataset for varying amounts of noise, the fraction of incorrect labels, and sparsity, the fraction of off-diagonals in Qỹ ,y * that are zero. Sparsity quantifies the magnitude of non-uniformity of the label noise. All models are evaluated on the unaltered test set.
In [250, 350) ; momentum 0.9; and weight decay 0.0001. In this table, we show the max of the three prune methods (denoted CL: OPT) to make it easier to compare CL with the other methods: see Table 5 in the Appendix for benchmarks of all CL methods. Table 1 lists the test accuracy for learning with noisy labels across different noise fractions and sparsities, where the first three rows report our CL approaches. As shown for 40% label noise, CL yields a 34% improvement over other baselines including the competitive MentorNet baseline. We observe significant improvement in high-noise regimes and moderate improvement in low-noise regimes, where CL models appear less affected by sparsity at 20% and 40% noise levels. The simplest CL method CL : C confusion greatly outperforms prior art and best performance is achieved by CL: OPT or Cỹ ,y * across all noise and sparsity settings. The results validate the benefit of directly modeling the joint noise distribution.
To understand why CL performs well, we evaluate CL joint estimation across noise and sparsity with RMSE in Table 6 in the Appendix and estimatedQỹ ,y * in Fig. 5 in the Appendix. For the 20% We also evaluate CL's accuracy in finding label errors. In Table 2 , we compare five variants of CL methods across noise and sparsity and report their precision, recall, and F1 in recovering the true label. The results show that CL is able to find the label errors with high recall and reasonable F1. There is a slight improvement using remove by rank methods (bottom three).
Real-world Noise with ImageNet
Russakovsky et al. (2015) suggest label errors exist in ImageNet due to human error, but to our knowledge, no attempt has been made to find label errors in the ILSVRC 2012 training set, characterize them, and re-train without them. Here, we consider each application (see Appendix Sec. E for MNIST analogues). We use ResNet18 and ResNet50 architectures with standard settings: 0.1 initial learning rate, 90 training epochs with 0.9 momentum.
Ontological discovery via label noise characterization. Because ImageNet is a single-class dataset, classes are required to be mutually exclusive. We observe auto-discovery of ontological issues in datasets in Table 3 by listing the 10 largest non-diagonal entries in Cỹ ,y * . For example, the class maillot appears twice, the existence of is-a relationships like bathtub is a tub, misnomers like projectile and missile, and unanticipated issues caused by words with multiple definitions like corn and ear. We include C confusion to show that while it counts fewer, it still ranks similarly.
Finding label issues. Fig. 3 depicts the top 16 label issues found using CL: PBNR with ResNet50 ordered by the normalized margin. We use the term issue versus error because examples found by CL consist of a mixture of multi-label images, ontological issues, and actual label errors. Examples of each are indicated by colored borders in the figure. To evaluate CL in the absence of true labels, we conducted a small-scale human validation on a random, unordered sample of 500 CL: PBNR errors and found 58% were either multi-labeled, ontological issues, or errors. ImageNet data are often presumed clean yet ours is the first attempt to identify label errors in ImageNet training images.
Training ResNet on ImageNet with label issues removed.
To understand the performance differences, we train both ResNet50 (Fig. 4b) and ResNet18 (Fig. 4a ) by progressively removing 
0K
50K 100K identified noisy examples in the ImageNet training set. Fig. 4 shows the top-1 accuracy on the ILSVRC validation set when removing label errors estimated by CL methods versus removing random examples. We do not compare with other baselines because they may not identify label errors. For each CL method, we plot the accuracy of training with 20%, 40%,..., 100% of estimated label errors removed, omitting points beyond 200k.
We find CL methods may even improve the standard ImageNet training on clean training data by filtering out a subset of training examples. The result is significant as ImageNet training images are often assumed to have correct labels. These results suggest CL is able to identify the label noise in the real-world dataset and improve the training over unnoticed label errors in the ImageNet train set. Once more than 100K many examples are removed, CL may not improve the standard training. However, CL methods still significantly outperform the random removal baseline. We provide additional comparison of CL: PBNR versus random pruning in the Appendix in 
Related work
Common approaches to learning with noisy labels include iterative co-training (Blum and Mitchell, 1998) , modifying the loss (Patrini et al., 2016 (Patrini et al., , 2017b Sukhbaatar et al., 2014) , imputation (Li et al., 2017; Amjad et al., 2017) , crowd-based approaches (Zhang et al., 2017b; Dawid and Skene, 1979; Ratner et al., 2016) , error removal Northcutt et al., 2017) , or fixing labels (Han et al., 2019) . Works in these areas introduced a number of grand insights used in CL, discussed in the next subsection.
Confident learning. Pioneering work by Forman (2008 Forman ( , 2005 introduced counting approaches to estimate false positive and false negative rates for binary classification. CL uses counting for robustness to error in predicted probabilities in the multi-class setting. Elkan and Noto (2008) improved on Forman's approach using a threshold for robustness, but required uncorrupted positive labels. CL generalizes the use of thresholds for noise in every class. A number of formative works (Natarajan et al., 2013; van Rooyen et al., 2015; Katz-Samuels et al., 2017) use loss re-weighting to prove empirical risk minimization motivating CL loss re-weighting when learning on cleaned datasets. Among recent contributions, Lipton et al. (2018) extended the confusion matrix approach to multi-class but only for a particular label shift without finding label errors. Han et al. (2019) proposed a deep self-supervised learning approach to avoid probabilities by using embedding layers of a neural network. Like CL, these approaches require probabilities obtained out-of-sample. This is important in deep learning where outputs have been shown to be overconfident on training examples Guo et al. (2017) . Different from CL, these approaches are either limited to a specific class of models, iterative (slow), or have limited theoretical justification.
Label noise estimation. Prior work in learning with noisy labels is often restricted to binary classification. For example, Scott et al. (2013) ; Scott (2015) developed a theoretical and practical convergence criterion in the binary setting. With the simplifying assumption that all positive labels are error-free, Elkan and Noto (2008) introduced a formative time-efficient probabilistic approach that directly estimates the probability of label flipping using a holdout set. Northcutt et al. (2017) introduced learning with confident examples for binary classification by a calibration technique. Assuming the noise rates are given (which in practice is rarely true), a variety of algorithms (Natarajan et al., 2013; Liu and Tao, 2016; Sugiyama et al., 2012) achieved equivalent expected risk as learning with binary uncorrupted labels. In contrast to these studies, CL can estimate the label noise for multi-class classification.
In the multiclass setting, prior work generally falls into five categories: (1) theoretical contributions (Katz-Samuels et al., 2017; Blanchard and Scott, 2014) , (2) modifying the loss for label noise robustness (Patrini et al., 2016 (Patrini et al., , 2017b Sukhbaatar et al., 2014; van Rooyen et al., 2015) , (3) deep learning and model-specific approaches (Sukhbaatar et al., 2014; Patrini et al., 2016; Jindal et al., 2016) , (4) improving crowd-sourced labels by multiple workers (Zhang et al., 2017b; Dawid and Skene, 1979; Ratner et al., 2016) , (5) factorization methods for distillation (Li et al., 2017) similar to using SVD for imputation (Amjad et al., 2017) , among other methods (Bootkrajang and Kab, 2011; Sáez et al., 2014) . Different from these approaches, CL directly estimates the joint distribution of multi-class label noise, supported by theoretical justification.
Noise-robust learning. Extensive studies have investigated training models on noisy datasets, e.g. (Beigman and Klebanov, 2009; Natarajan et al., 2013; Brodley and Friedl, 1999) as well as some noise-estimation approaches discussed above. Noise-robust learning is important for deep learning as modern neural networks trained on noisy labels generalize poorly on clean data (Zhang et al., 2017a) . Recent studies mainly dealt with uniform label noise in which the label is uniformly changed to another class with a probability, e.g. (Goldberger and Ben-Reuven, 2017; Arazo et al., 2019) . To approximate real-world noise, an increasing number of studies examined non-uniform noise using multiple approaches such as loss or label correction (Patrini et al., 2017a; Reed et al., 2015; Goldberger and Ben-Reuven, 2017) , example weighting (Jiang et al., 2018; Shu et al., 2019) , coteaching (Han et al., 2018) , semi-supervised learning (Hendrycks et al., 2018; Li et al., 2017; Vahdat, 2017) , among others.
Conclusion
These findings emphasize the practical nature of confident learning, identifying numerous label issues in ImageNet and CIFAR, and improving standard ResNet performance by training on a cleaned dataset. Confident learning motivates the need for further understanding of dataset uncertainty estimation, methods to clean training and test sets, and approaches to identify ontological and label issues in datasets.
A Notation
In this section of the Appendix, we summarize the notation used in confident learning in tabular form. The self-confidence of example x belonging to its given labelỹ=î P k,i n × m matrix of out-of-sample predicted probabilitiesp(ỹ = j; x k , θ) Cỹ ,y * The confident joint Cỹ ,y * ∈ Z ≥0 m×m , an unnormalized estimate of Qỹ ,y * C confusion Confusion matrix of given labelsỹ(x) k and predictions arg max i∈Mp (ỹ=i; x k , θ) t j The expected (average) self-confidence for class j used as a threshold in Cỹ ,y * p * (ỹ=i|y * =y * (x)) Ideal probability for an example x, equivalent to noise rate p * (ỹ=i|y * =j) p *
x,ỹ=i
Shorthand abbreviation for ideal probability p * (ỹ=i|y * =y * (x))
B Theorems and proofs for confident learning
In this section, we restate the main theorems for confident learning and provide their proofs.
Lemma 1 (Ideal Thresholds). For a dataset X of (x,ỹ) pairs and model θ, ifp(ỹ; x, θ) is ideal, then ∀i∈M, t i = j∈M p(ỹ = i|y * = j)p(y * = j|ỹ = i).
Proof. We use t i to denote the thresholds used to partition X into m bins, each estimating one of X y * . By definition,
For any t i , we show the following.
This form of the threshold is intuitively reasonable: the contributions to the sum when i = j represents the probabilities of correct labeling, whereas when i = j, the terms give the probabilities of mislabeling p(ỹ = i|y * = j), weighted by the probability p(y * = j|ỹ = i) that the mislabeling is corrected.
Theorem 1 (Exact Label Errors). For dataset X of (x,ỹ) pairs and model θ:x→p(ỹ), ifp(ỹ; x, θ) is ideal and each diagonal entry of Qỹ |y * maximizes its row and column, thenXỹ =i,y * =j = Xỹ =i,y * =j and as n → ∞,Qỹ ,y * = Qỹ ,y * .
Proof. Alg. 1 defines the construction of the confident joint. We consider case 1: when there are collisions (trivial by construction of Alg. 1) and case 2: when there are no collisions (harder). And because by assumption each diagonal entry in Qỹ |y * maximizes its column, we have
So any example x ∈ Xỹ =i,y * =j having a collision will be exactly assigned toXỹ =i,y * =j .
Case 2 (no collisions):
We want to show that ∀i∈M, j∈M,Xỹ =i,y * =j = Xỹ =i,y * =j
We can partition Xỹ =i as Xỹ =i = Xỹ =i,y * =j ∪ Xỹ =i,y * =j
We prove ∀i∈M, j∈M,Xỹ =i,y * =j = Xỹ =i,y * =j by proving two claims:
Claim 1: Xỹ =i,y * =j ⊆Xỹ =i,y * =j Claim 2: Xỹ =i,y * =j Xỹ =i,y * =j
We don't need to show Xỹ =i,y * =j Xỹ =i,y * =j and Xỹ =i,y * =j Xỹ =i,y * =j because the noisy labelsỹ are given, thus the confident joint (Eqn. 2) will never place them in the wrong bin of Xỹ =i,y * =j . Thus, claim 1 and claim 2 are sufficient to show thatXỹ =i,y * =j = Xỹ =i,y * =j .
Proof (Claim 1) of Case 2: Inspecting Eqn (2) and Alg (1), by the construction of Cỹ ,y * , we have that ∀x ∈ Xỹ =i ,p(ỹ = j|y * =j; x, θ) ≥ t j −→ Xỹ =i,y * =j ⊆Xỹ =i,y * =j . In other words, when the left hand side is true, all examples with noisy label i and hidden, true label j are counted in Xỹ =i,y * =j .
Thus, it is sufficient to prove ∀x ∈ Xỹ =i ,p(ỹ = j|y * =j; x, θ) ≥ t j (5)
Because predicted probabilities satisfy the ideal condition,p(ỹ = j|y * =j, x) = p(ỹ = j|y * =j), ∀x ∈ Xỹ =i . Note the change from predicted probability,p, to an exact probability, p. Thus by the ideal condition, the inequality in (5) can be written as p(ỹ = j|y * =j) ≥ t j , which we prove below:
Proof (Claim 2) of Case 2: We prove Xỹ =i,y * =j Xỹ =i,y * =j by contradiction. Assume there exists some example x ∈ Xỹ =i,y * =z for z = j such that x ∈Xỹ =i,y * =j . By claim 1, we have that Xỹ =i,y * =j ⊆Xỹ =i,y * =j , therefore, x ∈Xỹ =i,y * =z .
So, x ∈Xỹ =i,y * =j and also x ∈Xỹ =i,y * =z .
But this is a collision and when a collision occurs, the confident joint will break the tie with arg max.
Because each diagonal entry of Qỹ |y * maximizes its row and column this will always be assign x ∈Xỹ ,y * [ỹ(x)][y * (x] (the assignment from Claim 1).
This theorem also states as n → ∞,Qỹ ,y * =Qỹ ,y * . This directly follows directly from the fact that ∀i∈M, j∈M,Xỹ =i,y * =j = Xỹ =i,y * =j , i.e. the confident joint exactly counts the partitions Xỹ =i,y * =j for all pairs (i, j) ∈ M × M , thus Cỹ ,y * = nQỹ ,y * andQỹ ,y * =Qỹ ,y * . Thus the confident joint is a consistent estimator for Qỹ ,y * because the equivalency holds exactly for infinite examples, but not for finite examples only due to discretization rounding errors.
Corollary 1.0 (Consistent Estimation). For (x,ỹ) n ∈ (R d , Z >0 ) n and θ:x→p(ỹ), ifp(ỹ; x, θ) is ideal and each diagonal entry of Qỹ |y * maximizes its row and column, and ifXỹ =i,y * =j = Xỹ =i,y * =j , then as n → ∞,Qỹ ,y * =Qỹ ,y * .
Proof. The result follows directly from Thm. 1. Because the confident joint exactly counts the partitions Xỹ =i,y * =j for all pairs (i, j) ∈ M ×M by Thm. 1, Cỹ ,y * = nQỹ ,y * , omitting discretization rounding errors. We name this corollary consistent estimation instead of exact estimation because the equivalency only holds exactly for infinite examples due to discretization rounding errors.
In the main text, Theorem 1 includes Corollary 1.0 for brevity. We have separated out Corollary 1.0 here to make apparent that the primary contribution of Thm. 1 is to proveXỹ =i,y * =j = Xỹ =i,y * =j , from which the result of Corollary 1.0, namely that as n → ∞,Qỹ ,y * =Qỹ ,y * , naturally follows.
Corollary 1.1 (Per-class Robustness). For a dataset X := (x,ỹ) n ∈(R d , Z >0 ) n and model θ:x→p(ỹ), ifp x,ỹ=i is per-class diffracted without label collisions and each diagonal entry of Qỹ |y * maximizes its row, thenXỹ =i,y * =j = Xỹ =i,y * =j and as n → ∞,Qỹ ,y * =Qỹ ,y * .
Proof. Re-stating the meaning of per-class diffracted, we wish to show that ifp(ỹ; x, θ) is diffracted with class-conditional noise s.t. ∀j∈M,p(ỹ = j; x, θ) =
(1) j · p * (ỹ = j|y * =y * (x)) +
(2) j where (1) j ∈ R,
(2) j ∈ R (for any distribution) without label collisions and each diagonal entry of Qỹ |y * maximizes its row, thenXỹ =i,y * =j = Xỹ =i,y * =j andQỹ ,y * =Qỹ ,y * .
Firstly, note that combining linear combinations of real-valued 
The proof makes no assumption about the validity of model outputs and therefore holds when this occurs. Furthermore, confident learning does not require valid probabilities when finding label errors because confident learning uses the rank principle, not probabilities.
When there are no label collisions, the bins created by the confident joint are:
WLOG: we re-formulate the error
. Now, for diffracted (non-ideal) probabilities, we re-write how the threshold t j changes for a given
Thus, for per-class diffracted (non-ideal) probabilities, Eqn (6) becomeŝ X j y=i,y * =j = {x ∈ Xỹ =i :
by Thm. (1) In the second to last step, we see that the formulation of the label errors is the formulation of Cỹ ,y * for ideal probabilities, which we proved yields exact label errors and consistent estimation of Qỹ ,y * in Theorem 1, which concludes the proof. Note that we eliminate the need for the assumption that each diagonal entry of Qỹ |y * maximizes its column because this assumption is only used in the proofs of Theorem 1 when collisions occur, but here we only consider the case when there are no collisions.
Theorem 2 (General Per-Example Robustness). For a dataset X := (x,ỹ) n ∈ (R d , Z >0 ) n and model θ:x→p(ỹ), ifp x,ỹ=i is per-example diffracted without label collisions and each diagonal entry of Qỹ |y * maximizes its row, thenXỹ =i,y * =j = Xỹ =i,y * =j and as n → ∞,Qỹ ,y * =Qỹ ,y * (consistent).
Proof. We consider the non-trivial, real-world setting when a learning model θ:x→p(ỹ) outputs erroneous, non-ideal predicted probabilities with an error term added for every example, across every class, such that ∀x ∈ X, ∀j ∈ M,p x,ỹ=j = p * x,ỹ=j + x,ỹ=j . As a notation reminder p * x,ỹ=j is shorthand for the ideal probabilities p * (ỹ = j|y * = y * (x)) + x,ỹ=j andp x,ỹ=j is shorthand for the predicted probabilitiesp(ỹ = j; x, θ).
The predicted probability error x,ỹ=j is distributed uniformly with no other constraints. We use j ∈ R to represent the mean of x,ỹ=j per class, i.e. j = Ex∈X x,ỹ=j , which can be seen by looking at the form of the uniform distribution in Eqn. (4). If we wanted, we could add the constraint that j = 0, ∀j ∈ M which would simplify the theorem and the proof, but is not as general and we prove exact label error and joint estimation without this constraint.
We re-iterate the form of the error in Eqn. (4) here (U denotes a uniform distribution):
x,ỹ=j < t j When there are no label collisions, the bins created by the confident joint are:
Rewriting the threshold t j to include the error terms x,ỹ=j and j , we have
= t j + j where the last step uses the fact that x,ỹ=j is uniformly distributed and n → ∞ so that Ex∈Xỹ =j x,ỹ=j = Ex∈X x,ỹ=j . We now complete the proof by showing that p * x,ỹ=j + x,ỹ=j ≥ t j + j ⇐⇒ p * x,ỹ=j ≥ t j If this statement is true then the subsets created by the confident joint in Eqn. 7 are unaltered and thereforeX x,ỹ=j y=i,y * =j =Xỹ =i,y * =j T hm.1 = Xỹ =i,y * =j , whereX x,ỹ=j y=i,y * =j denotes the confident joint subsets for x,ỹ=j predicted probabilities. Now we complete the proof. From Eqn. 4 (the distribution for x,ỹ=j ) , we have that
Re-arranging p * x,ỹ=j < t j =⇒ p * x,ỹ=j + x,ỹ=j < t j + j p *
x,ỹ=j ≥ t j =⇒ p * x,ỹ=j + x,ỹ=j ≥ t j + j Using the contrapositive, we have
The last line follows from the fact that we've reducedX x,ỹ=j y=i,y * =j to counting the same condition (p *
x,ỹ=j ≥ t j ) as the confident joint counts under ideal probabilities in Thm (1). Thus, we maintain exact label errors and also consistent estimation (Corollary 1.1) holds under no label collisions. While we assume there are infinite examples in X, the proof applies for finite datasets if you omit discretization error.
Note that while we use a uniform distribution in Eqn. 4, any bounded symmetric distribution with mode j = Ex∈X x,j is sufficient. Observe that the bounds of the distribution are non-vacuous (they do not collapse to a single value e j ) because t j = p * x,ỹ=j by Lemma 1.
C The confident joint and joint algorithms
The confident joint can be expressed succinctly in equation Eqn 2 with the thresholds expressed in Eqn 1. For clarity, we provide these equations in algorithm-form below.
Algorithm 1 The Confident Joint Algorithm for class-conditional label noise characterization.
inputP an n × m matrix of out-of-sample predicted probabilitiesP [i][j] :=p(ỹ = j; x, θ) inputỹ ∈ Z ≥0 n , an n × 1 array of noisy labels procedure CONFIDENTJOINT(P ,ỹ):
The confident joint algorithm (Alg. 1) is an O(m 2 + nm) step procedure to compute Cỹ ,y * . The algorithm takes two inputs: (1)P an n×m matrix of out-of-sample predicted probabilitiesP [i][j] := p(ỹ = j; x i , θ) and (2) the associated array of noisy labels. We typically use cross-validation to computeP for train sets and a model trained on the train set and fine-tuned with cross-validation on the test set to computeP for a test set. Any method works as longp(ỹ = j; x, θ) are out-of-sample, holdout, predicted probabilities. Table 1 is the max across CL: PBC, CL: PBNR, and CL: C+NR. Figure 5 : Absolute difference of the true joint Qỹ ,y * and the joint distribution estimated using confident learningQỹ ,y * on CIFAR-10, for 20%, 40%, and 70% label noise, 20%, 40%, and 60% sparsity, for all pairs of classes in the joint distribution of label noise.
D Extended Comparison of Confident Learning Methods on CIFAR-10
In Table 5 , we extend Table 1 to include all the variations of confident learning, where CL: OPT in Table 1 is the max across CL: PBC, CL: PBNR, and CL: C+NR from Table 5 . Fig. 5 shows the absolute difference ofbsolute difference of the true joint Qỹ ,y * and the joint distribution estimated using confident learningQỹ ,y * on CIFAR-10, for 20%, 40%, and 70% label noise, 20%, 40%, and 60% sparsity, for all pairs of classes in the joint distribution of label noise.
Observe that in moderate noise regimes between 20% and 40% noise, confident learning accurately estimates nearly every entry in the joint distribution of label noise. This figure serves to provide evidence for how confident learning is able to identify the label errors with high accuracy as shown in Table 2 as well as support our theoretical contributions that confident learning is a consistent estimator for the joint distribution. Qỹ ,y * -Qỹ,y * 2 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.005 0.011 0.010 0.015 0.017 Q argmax -Qỹ,y * 2 0.006 0.006 0.005 0.005 0.005 0.005 0.005 0.007 0.011 0.011 0.015 0.019
To our knowledge, for the first time we train both the ResNet50 (9 in Appendix) and ResNet18 (Fig. 8 in Appendix) models on an automatically cleaned ImageNet training set. In Figure 9 we demonstrate how validation accuracy of ResNet50 improves when removing label errors estimated with confident learning versus random examples. In (a) we see the validation accuracy when random pruning is used versus confident learning. Sub-figure (b) shows how that discrepancy increases as we look at the 20 noisiest classes identified by confident learning. The bottom two figures show a consistent increase in accuracy on the class identified as most noisy by confident learning (c) and a moderately noisy class (d). For (d) the spike improvement is in the middle because confident learning ranks examples and this class is not ranked as the noisiest, so label errors in that class did not get removed until 40%-60% of label errors are removed.
Note we did not remove label errors from the validation set, so by training on a clean train set, we may have induced distributional shift, making the moderate increase accuracy more satisfying.
In Table 6 in the Appendix, we estimate the Qỹ ,y * using using the confusion-matrix C confusion approach normalized via Eqn. (3) to obtainQ argmax and compare this with CL (Qỹ ,y * ) for various amounts of noise and sparsity in Qỹ ,y * . We show significant improvement using CL over C confusion , low RMSE scores, and robustness to sparsity in moderate-noise regimes.
E Case Study: MNIST
In the past two decades, the machine learning and vision communities have increasingly used the MNIST (LeCun, 1998) and ImageNet (Russakovsky et al., 2015) datasets as benchmarks to measure state-of-the-art progress and evaluate theoretical findings. The trustworthiness of these benchmarks rely on an implicit, and as we show fallacious, assumption that these datasets have noise-free labels. In this section, we unveil the existence of numerous label errors in both datasets and thereby demonstrate the efficacy of confident learning as a general tool for automatically detecting label errors in massive, crowd-sourced datasets. For MNIST, comprised of black-and-white handwritten digits, we estimate 48 (among 60,000) train label errors and 8 (among 10,000) test label errors, and for the 2012 ImageNet validation set, comprised of 50 color images for each of 1000 distinct classes, we estimate 5,000 (among 50,000) validation labels are erroneous or confounded (the image has more than one valid label). MNIST train set We used confident learning to automatically identify label errors without human intervention in the original, unperturbed MNIST train set. The key computational step is computing the n × m matrix of predicted probabilities. We first pre-trained a PyTorch MNIST CNN (architecture in Supplementary Materials Fig. 10 ) for 50 epochs, then used five-fold cross-validation to obtain p(ỹ = k; x), the out-of-sample, holdout, transductive predicted probabilities for the train set. The 24 least confident examples in X err , i.e. likely label errors, identified by confident learning are shown in Fig. 6 . Errors are ordered left-right, top-down by increasing self-confidence,p(ỹ = k; x∈Xỹ =k ), denoted as conf in teal with the MNIST-provided label. The green boxes depict the arg maxp(ỹ = k; x ∈ X) predicted label and confidence . The results are compelling, with the obvious errors enclosed in red. Unlike most approaches, ours is transductive, thus no information from other datasets is needed. For verification, the indices of the train label errors in Fig. 6 are shown in grey.
The confidences (in green) in Fig. 6 tend to extreme values. This overconfidence is typical of deep architectures. Because confident learning is classifier agnostic, we also tried the default scikit-learn implementation of logistic regression with isometric calibration (Fig. 11 in the Supplementary Materials). Although the confidence values are less extreme than a convnet, the results are perceptibly less accurate. The extremity of a convnet's confidence values can be improved using modern calibration techniques (Guo et al., 2017) . However, this is unnecessary because calibration is a monotonic operation and confident learning depends only on the rank of the confidence values, hence the name. Additionally, the confident joint estimation step decides its thresholds based on an average of the probabilities, for which monotonic adjustment is vacuous. These properties, along with the quality of label error identification in Fig. 6 follow from removal by rank principles of confident learning.
F Additional Figures
In this section, we include additional figures that support the main manuscript.
The noise matrices shown in Fig. 7 were used to generate the synthetic noisy labels for the results in Tables 2 and 1 and 5. Fig. 8 replicates the experiment from Fig. 9 using ResNet18 instead of ResNet50. Results are reasonably similar. Fig. 16 [left] demonstrates the efficacy of Confident learning for multiclass learning with noisy labels on MNIST with added uniformly random class-conditional noise for different noise sparsities. The test accuracy values were averaged over 30 trials per Tr(Qỹ |y * ). Although the test accuracy is lower for sparse Qỹ |y * , the overall improvement using CL is higher. Figure 11 : Label errors of the original MNIST train dataset identified algorithmically with CL: PBNR using the default scikit-learn implementation of logistic regression with isometric calibration. Depicts the 24 least confident labels, ordered left-right, top-down by increasing self-confidencê p(ỹ = k|Xỹ =k ), denoted conf in teal. The arg maxp(ỹ = k|x) label is in green. Overt errors are in red. Note the confidence values are less extreme than when using a convolutional network, however, the results are perceptibly less accurate. Figure 12 : Evidence of nearly perfect noise rate matrixQỹ |y * estimation by confident learning. With each row, the label noise increases from top to bottom. The histograms of individual noise rate values inQỹ |y * capture the challenging asymmetry. Noise rates were uniformly randomly generated between 0 and 0.2 . To illustrate the severity of noise in the lowest row, note that a trace of 5.12 implies 1 10 m=10 i=1 p(ỹ=i|y=i) = 0.512. Figure 15 : Depicts reduced robust latent estimation of p(y)on MNIST (w/ added label noise) using PyTorch MNIST CNN. Here we use s to denote the noisy labels and y to denote the true labels in an effort to match the cleanlab Python package notation standard. Tr(Qỹ |y * )) using confident learning versus a vanilla training on noisy labels baseline, for different noise sparsities. Although the test accuracy is lower for sparser Qỹ |y * , confident learning boasts increased accuracy gains.
