Abstract-The Central Trigger Processor (CTP) is a core unit of the first of three levels that constitute the ATLAS trigger system. Based on information from calorimeter and muon trigger processors as well as from some additional systems it produces the level-1 trigger decision and prompts the read-out of the subdetectors. The increase in luminosity at the LHC has pushed the CTP operation to its design limits. In order to still satisfy the physics goals of the experiment after the shutdown of the LHC of 2013/2014 the CTP will be upgraded during this period.
I. INTRODUCTION
HE trigger system of the ATLAS experiment [2] at the Large Hadron Collider, LHC [3] , is implemented in three levels, as illustrated in Fig. 1 . This allows for a step-wise reduction of the design bunch-crossing rate of 40 MHz to a few 100 Hz that are eventually recorded for permanent storage. Each step uses more detailed event information from the detectors, thus requiring successively more time to produce a decision.
The first-level trigger is entirely based on custom-built hardware, operates with an overall latency of less than 2.5 μs and reduces the rate to 75 kHz, upgradable to 100 kHz. The system runs synchronously at the design bunch-crossing rate of the LHC of 40 MHz. It is primarily composed of the calorimeter trigger processors, the muon trigger processors, and its final stage, the central trigger processor (CTP).
The CTP generates the level-1 decision (L1A for Level-1 Accept) taking information from all the level-1 subsystems into account, but with a reduced granularity with respect to what is available offline.
The calorimeter trigger processors provide information about candidates for jets, electrons/photons, and tau/single hadrons as well as values for the total and transverse energy sums. This information is based on trigger towers from the electromagnetic and the hadronic calorimeter, typically covering a region of 0.1 × 0.1 in η × φ. There are two types of muon trigger detectors: resistive plate chambers provide the trigger information in the barrel region (|η|<1.05), while in the endcap region (1.05<|η|<2.4) thin-gap chambers are used. The muon trigger processors provide information on candidate multiplicities for 6 programmable pT thresholds.
In addition, there are detectors in the forward region that also give input to the CTP: the beam pick-up detectors, the minimum-bias trigger scintillators, and the zero degree calorimeter. The ALFA detector (absolute luminosity for ATLAS) and LUCID (luminosity using Cherenkov integrating detectors) are used for luminosity measurements. Further inputs to the CTP are provided by the Beam Condition Monitors (BCM). More information on these detectors can be found in [2] .
The L1A prompts the read-out of the entire detector. Socalled Regions-of-Interest (RoI), where objects that fired the trigger are located in the detector, are defined. These are passed on to the second trigger level and the data acquisition system. At level 2, software algorithms running on large computer farms use the full detector granularity in the RoIs to refine the trigger decision and reduce the rate to a few kHz. The final level is called the event filter and it uses the complete event information and more advanced algorithms, reducing the rate to about 400 Hz of events for data reconstruction and analysis. A further ~200 Hz are stored for delayed reconstruction and analysis. The second and third level are commonly referred to as high-level trigger [5] .
II. THE CURRENT CTP HARDWARE
HE CTP [6] is composed of several custom-built VME electronics boards that are connected to each other via three dedicated backplanes. Fig. 2 shows a schematic view of the CTP architecture. The CTP-Machine-Interface (CTPMI) board receives the timing signals, e.g. the bunch crossing clock (BC) and the orbit signal, which is issued once per beam revolution, from the LHC. One of the main responsibilities of the CTP is the synchronous distribution of the timing information throughout the entire detector system. Three input boards (CTPIN) receive the input signals from the trigger detectors. Each of them can accept up to 4×31 inputs, synchronise and align them and monitor them with scalers. Out of these 372 inputs a switch matrix selects 160 that are transmitted via the Pattern In Time (PIT) bus to the CTPMON board for per-bunch monitoring and to the CTPCORE board, which forms the L1A as a logical OR of up to 256 so-called trigger items. These trigger items in turn are flexible logical combinations of the trigger input conditions, defined by the L1 trigger menu and obtained with the help of look-up-tables and content addressable memories.
The formation of a trigger item also includes a masking for the so-called bunch group, a list of bunch crossing IDs (BCID). In the current system there are eight distinct bunch groups, each serving for a specific purpose. For example, the physics bunch group consists of those BCIDs for which the two beams collide in ATLAS, whereas the empty bunch group contains BCIDs that are not filled. The assignment of BCIDs to a certain bunch group depends on the filling scheme of the LHC, the eight bunch groups for a specific filling scheme form a bunch group set. In the trigger-item formation the bunch groups can be used in a logical AND with the other trigger conditions. In addition, each trigger item is assigned a priority and a pre-scale factor that is considered before the L1A is formed. A pre-scale factor of 1000, for example, means that only 1 out of 1000 events fulfilling the requirements of this item is accepted.
The CTP has the possibility to veto triggers and thereby introduce dead time in order to keep the front-and back-end buffers of the sub-detectors from overflowing. This is done either following protective dead time rules or on request by the sub-detectors. Two types of preventive dead time are implemented in the CTP: The simple (fixed) dead time is just a programmable number of bunch crossings following each L1A, the complex dead time is implemented as a leaky-bucket algorithm and limits the average L1A rate to a programmable value. Two different sets of parameters for the leaky-bucket algorithm can be used at the same time, thus providing two complex dead times. The priority of a trigger item determines how many dead time this item sees, i.e. which complex dead time is applied for this item. The higher the priority, the lower the dead time. The dead time as well as the L1A rate is monitored per bunch in the CTPCORE module.
Apart from the L1A, the CTP also generates an 8-bit trigger-type word, which indicates the type of the trigger, e.g. for example whether it is a physics or calibration trigger or whether it is a calorimeter or muon trigger etc. This can be useful for the event data processing. It provides for example the possibility to apply a more aggressive zero-suppression of calorimeter data for event types where information from the calorimeters is not crucial.
The L1A, the timing signals and the trigger-type word are transmitted via the common backplane (COM bus) to four output modules (CTPOUT), that fan them out to the trigger, timing and control partitions (TTC) of the sub-detectors. The CTPOUT modules also receive the BUSY requests from the sub-systems. Moreover, the sub-systems can send calibration requests via the dedicated calibration bus to an additional module (CTPCAL).
During the run-I data taking at the LHC, the CTP operation was very smooth. The availability of the system was close to 100%.
III. UPGRADE MOTIVATION
FTER the two-year shutdown that started in February 2013, the LHC will be operated at center of mass energies up to 14 TeV, compared to the 8 TeV in 2012, and the luminosity will increase by more than a factor of 2, exceeding 10 34 cm -2 s -1 . In order to ensure the capability to reach the physics goals of the experiment, the number and complexity of level-1 triggers will increase, while the level-1 rate cannot exceed 100 kHz, limited by the maximum read-out rate. In order to meet these more stringent requirements a number of upgrades to the detector, the trigger system in general and to the CTP are foreseen [7] . At the first trigger level, a topological processor [8] will be installed, with the aim of improving the multi-object selection at higher luminosity. The topological processor will receive inputs from the calorimeter trigger and also coarse muon trigger information. This requires the exchange of the calorimeter trigger merger modules [9] and modifications to the Muon-to-CTP interface, respectively. The layout of the upgraded level-1 trigger system in comparison to the current one is shown in Fig. 3 .
As Table I illustrates, some of the CTP features are operated at the limits of their capacity. In particular, all of the PIT bus lines, which limit the number of inputs available for the item formation, and almost all trigger items are used in a typical trigger menu from 2012. The primary motivation for the upgrade during the first long shutdown in 2013/2014 (the Pre-Phase-I upgrade) is to remove these resource limitations.
IV. UPGRADE PLANS
HE implementation of the necessary changes to provide the extended functionality after the shutdown requires the redesign of the CTPCORE and CTPOUT modules as well as the COM backplane.
The electrical PIT bus will be kept, but operated at double data rate, transmitting data at 80 MHz, thus providing 320 instead of 160 inputs for the trigger item formation. However, this introduces an additional latency of two BCs. The increased number of inputs will be processed by a new version of the CTPCORE module, the CTPCORE+ module. In addition to the electrical inputs from the backplane there will be 192 electrical or optical inputs on the front of the CTPCORE+ module, yielding a total of 512 trigger inputs. The additional inputs allow for the CTPCORE+ module to be connected to new or upgraded systems like the topological processor. The fact that they are less delayed than signals transmitted via the backplane makes them especially important for latency critical input signals.
This new module will be capable of forming 512 trigger items instead of 256, with 256 per-bunch counters for the monitoring of trigger items. Each of these counters generates a histogram of the rate of a certain item as a function of the BCID. The number of bunch groups will be doubled to 16 and the masking will be applied after the formation of the items instead of being part of the trigger item. This will allow for monitoring of the items before the bunch group masking. Moreover, the upgrade plans include the partitioning of the L1A generation with one primary and two secondary partitions. All partitions will share a common trigger menu, pre-scaling and timing, but the secondary partitions can have their own selection of trigger items out of that menu (selected by a programmable mask), as well as their own dead-time handling and veto logic. Only the primary partition will send information to the level 2 and data acquisition read-out, the secondary partitions will be used for detector commissioning, calibration and other tasks.
The COM backplane will have to be updated to provide a sufficient number of connections for the additional partitions. This also allows for an additional CTPOUT module, which provides the possibility to increase the number of TTC partitions. The CTPOUT modules themselves will be replaced to allow for these changes and the new CTPOUT+ modules will be capable of per-bunch busy monitoring. Fig. 4 shows the architecture of the upgraded CTP. 
T V. SOFTWARE CHANGES
HE software of the ATLAS experiment will have to be adapted at different levels to the new hardware. The changes range from the low-level software needed to control and configure the modules at the hardware level and new software for test and diagnostics of the modules over new high-level software for the operation of the upgraded CTP, online monitoring, and data quality checks, to updates in the trigger and configuration databases. In particular, the new high-level software will have to accommodate the concept of secondary partitions. A new version of the trigger menu compiler, that translates the human readable trigger menus into configuration files that can be used for the hardware configuration, is being developed as well.
VI. CONCLUSION
N view of the new running conditions expected after the LHC shutdown during 2013/2014 the ATLAS Central Trigger Processor will be upgraded to be able to receive a larger number of trigger inputs and provide greater flexibility in the formation of trigger items. In order to achieve these goals the CTPCORE and CTPOUT modules as well as the backplane for the distribution of timing and trigger signals will be replaced by new versions.
The aim is to install the upgraded CTP in time to be ready for detector commissioning beginning of 2014.
