Water is common and plays a crucial role in biological, chemical, and physical processes, but its crystalline or ice state has a complicated structure. In this work, we study the lattice mismatch challenge for ice nucleation on silver iodide, the sublimation energy for different ice phases, and the structural phase-transition pressures of ice, with various density functionals.
Introduction

2
The structure of liquid water is still under debate 1 . Ice is a molecular crystal formed from water molecules. It exhibits a complex phase diagram [See Fig. 1 ] with a hexagonal ice-Ih structure under ambient conditions. Ice-Ih is the most common ice phase on the Earth's surface. Because of its relevance to human activities, ice has been widely studied both experimentally and theoretically. Ice is a molecular crystal with intermolecular interaction arising from hydrogen bonds and relatively weaker but important van der Waals (vdW) interactions 2 . An accurate description of its properties requires 2,3 the proper treatment of these intermolecular interactions, over a range of pressures and temperatures, as can be seen in the phase diagram 4 . With the development of new density functionals and vdW dispersion corrections, density functional theory has become a method of choice for a broad class of problems.
Kohn-Sham density functional theory (KS-DFT)
5 is an efficient computational method that is widely used in condensed matter physics and quantum chemistry. The only unknown part of KS-DFT is the density functional for the exchange-correlation (xc) energy, which must be approximated. A semilocal density functional E n , n has the form 6 E n , n d rnε n , n , n , n , τ , τ , 1
where n n n is the total electron density, ε is the approximated exchange-correlation energy per electron,
is the orbital kinetic energy density of spin-σ electrons, and the are the occupied Kohn-Sham orbitals. The local spin density approximation (LSDA) retains only the local spin density arguments in Eq. (1) , while the generalized gradient approximation (GGA) includes the 3 spin-density gradients, and the meta-GGA further includes the kinetic energy density.
While the exact general form of E remains unknown, many exact conditions on E have been discovered. Density functional approximations can be developed to satisfy these known conditions, or to fit data sets, or both. Many authors have employed DFT with the generalized gradient approximation 7, 8 (GGA) to study the properties of liquid water and ice.
Popular GGA functionals are less useful where vdW interactions are important 9 , and this can explain why certain GGAs underestimate the density of liquid water 10 (PBE by 15%, revPBE 11 by 30%) and the sublimation energy for high-pressure ice 2 (PBE by 15% for ice VIII) compared to experiment. As a result, new functionals which more accurately describe both hydrogen bonds and vdW interactions are strongly needed. The meta-GGA 12 is a natural way to improve accuracy further by making use of additional semilocal information (e.g., the
Laplacian of the density and/or the kinetic energy density τ σ ). Previous tests showed that meta-GGAs yield better results than GGAs for covalent, ionic, and metallic solids, including atomization energy, lattice constant, bulk modulus, and cohesive energy 13 . Recently, by studying the effect and importance of the dependence of meta-GGA functionals on the kinetic energy density through the dimensionless inhomogeneity parameter 
II. Computational details
The and eight molecules in a tetragonal cell for ice-VIII 28 . The energy of the isolated water molecule was calculated within a 10×11×12 Å 3 box. In a convergence test with the PBE and TPSS functional for ice-Ih, the total energies were computed with the kinetic energy cutoff increasing from 900 eV to 1400 eV and the Brillouin zone k-mesh from 2×2×1 to 4×4×4.
Based on these tests, the optimizations for three ice crystal geometries and total energies were performed for each functional using a plane wave basis with a kinetic energy cutoff of 1200 eV and a 4×4×2 k-mesh to ensure convergence. All our calculations were self-consistent. The c/a lattice-constant ratios were set to their experimental values, since the supplemental 6 information of Ref. [2] says that optimizing these ratios affected the volume per molecule negligibly (by less than 0.02 Å 3 /H 2 O for ice-VIII).
Two long-range van der Waals correction methods are used. First is the DFT+D2 approach of Grimme 19 , in which these corrections are described via a simple pair-wise force field and added to the conventional Kohn-Sham DFT energy. The D2 dispersion correction is
where s is a global scaling factor, C is the dispersion coefficient for atom pair i j, R is the inter-atomic distance, and f is a damping function to avoid singularity at R=0. Only TPSS+D2 is included in our work, because the parameters for other meta-GGAs have not been fitted yet. Second is the vdW-DF method proposed by Dion et al. 20 It includes a nonlocal vdW correlation functional added to a semilocal xc energy:
where E GGA is the exchange energy of a certain GGA functional, E LSDA is the local spin-density approximation (LSDA) to the correlation energy, and E is the approximate nonlocal energy term. optB88-vdW and optB86b-vdW as used in our work are based on the vdW-DF approach with Becke88 and Becke86 GGA exchange functionals optimized to work with the correlation part 21,22 .
III. Results and Discussion
A. Lattice mismatch challenge for ice-Ih and β-AgI
When two materials with different lattice constants are brought together by deposition of one material on another, the lattice mismatch is defined as
where a 1 and a 2 are the lattice constants for the two separated materials. Lattice mismatch is a critical parameter for thin film growth on a crystal. For example, large lattice mismatch will prevent the growth of a defect-free epitaxial film unless the thickness of the film is below a certain critical thickness 29 . Consequently, good prediction for lattice mismatch is important for theoretical simulation of such phenomena. For example, crystalline β-AgI is widely used to produce artificial rainfall, because β-AgI smoke provides seed crystals in clouds for rain-inducing ice crystallization 30 . This application is based on the fact that the mismatch between the lattice constants of ice-Ih and crystalline β-AgI is only about 1% at 273 K (~2.2%
18 after extrapolating to low temperature at 10-30 K). However, Feibelman 18 pointed out that the lattice constants of ice-Ih and β-AgI as predicted by LSDA 31 and some GGA-level density functionals produce a significantly too-large mismatch value (~8% for LSDA,~6% for PBE) compared to experiment. This so-called lattice mismatch puzzle led to doubts about using DFT approximations for water-material interactions. Ice-Ih has a hexagonal crystal structure, in which hydrogen bonds constitute about 90% of the whole interaction 2 . On the other hand, β-AgI is a solid with strong van der Waals interactions because of the heavy I − ions. Therefore, to get an accurate mismatch value, the functional should be able to describe both the hydrogen bond and the dispersion interaction simultaneously, a challenge for most semilocal density functionals.
The first four rows of Fig. 2 show the relative errors for lattice constants and also the lattice mismatch computed from four widely-used GGA functionals. Among them, PBE gives relatively small errors for both structures, but, because of the opposite directions of the errors, the mismatch value calculated by PBE is too large. Conversely, revPBE finds the smallest 8 mismatch among GGAs, but overestimates the lattice constants for both solids too much. It is known that PBE overestimates hydrogen bonding and fails for the vdW interactions 2 . This explains why PBE overbinds ice-Ih while underbinding β-AgI.
We now discuss the results computed by meta-GGA functionals, the older TPSS and revTPSS and the newer MGGA_MS. We also present the results of three functionals with long-range vdW corrections: TPSS+D2 19 , optB88-vdW 21 and optB86b-vdW 23 . From Fig. 2 , we can see that, except for TPSS which performs similarly to PBE, the other two meta-GGAs show good agreement with experiment: The relative errors for ice lattice constants are smaller than 1% while the lattice mismatches are around 3% compared to the experimental value of 2.3%. This indicates that these meta-GGAs have the potential to better describe the ambient ice structure.
On the other hand, all functionals with long-range vdW correction give as large a mismatch value as the GGAs do. Fig. 2 shows that, although these functionals give accurate results for β-AgI, they underestimate the lattice constants of ice-Ih more than 2%, worse than PBE. This shows that, by including the long-range vdW corrections in these density functionals, one achieves more accurate results for solids with strong vdW interactions, but less accurate results in ice structures with hydrogen bonds.
Based on these results, the meta-GGA functionals revTPSS and MGGA_MS show the best performance overall. However, as vdW interactions play only a minor role in ice-Ih, studies of properties for different ice phases are needed to understand the ability of various functionals to describe hydrogen bonds and van der Waals interactions in ice.
B. Sublimation energy for ice phases under ambient and high pressure 9
As mentioned before, solid ice exhibits a rich and complex phase diagram. We next report our tests on ice-Ih at ambient pressure, and on two other proton-ordered phases, in order of increasing pressure: ice-II 27 and ice-VIII 28 (shown in Fig. 1 ) using GGAs, meta-GGAs, and semilocal functionals with vdW correction. We also compare our computed results with experiment. Previous work 2 indicates that, for the phases at higher pressures, hydrogen bond strengths decrease significantly because the nearest-neighbor water-water distances increase in comparison with those of ice-Ih and the hydrogen bonds twist due to configuration distortions 32 .
At the same time, vdW interactions increase because layers of water molecule are packed much closer. Thus the vdW interactions play a more crucial role in determining the properties of ice structures at higher pressure.
Next we discuss the sublimation energies for these three ice phases with different functionals. The sublimation energy is defined as the difference between the energy of an isolated water molecule and the energy per water molecule in the solid structure. It represents the energy change from the solid to the gas phase, including all the intermolecular interactions in the solid structure. For ice structures, intermolecular interactions consist of hydrogen bonds and vdW dispersion forces. By comparing the results for various ice phases, we can analyze the performance of DFT for these two weak interactions. method, which is the TPSS meta-GGA with long-range vdW correction. From Table I , we notice that, with the vdW correction, total energy differences (∆U are greatly improved compared to GGAs, giving ∆U values much closer to experiment. However, we still notice that the sublimation energies predicted by TPSS+D2 are significantly too large, with mean absolute relative error up to 16%. The strong overbinding can lead to a poor description for structural properties like volume. As we already found in part I and also in Fig.4 (a) , TPSS+D2
underestimates the equilibrium volume for all three phases. The DFT+D2 method is constructed for molecules and clusters 19 , and seems to over-count the vdW interactions in solid.
This phenomenon can also be found within the vdW-DF method, as we can see for optB88-vdW in Table I .
For lack of an accurate vdW correction for solid ice, we employed the vdW data from Ref. [2] which adds the influence of vdW interactions within the scheme of Tkatchenko and shown to be largely independent of the employed DFT approximation 33 and works well for solids 34 , we add this correction to our meta-GGA revTPSS result, and find that the total energy 11 yields precise sublimation energies (with MARE of 3.5%) and a significant improvement for ∆U. However, for the super high-pressure phase ice-VIII, this revTPSS+vdW predicts an energy difference Δ U (~75 meV) slightly worse than optB88-vdW (26 meV), in comparison to experiment (33 meV), but still performs better than the PBE GGA (177 meV). Finally, the new MGGA_MS works well and performs quite similarly to the revTPSS+vdW with 4.3%
MARE and with 70 meV ∆U for ice-VIII. MGGA_MS has no long-range vdW correction, and seems to capture part of the vdW interaction in ice by itself.
C. Transition pressure between ice phases
To better understand how functionals perform for van der Waals interactions, we go on to study the ice phase transitions under pressure, computing the phase transition pressure where V , , and are the equilibrium volume, total energy, and bulk modulus, and B ' 0 is the pressure derivative of the bulk modulus. The equilibrium volume, lattice energy, and bulk modulus for each phase are also obtained from the same EOS parametric fitting, and the results for volume and energy are illustrated in Fig. 3 (a) & (b) . Then the transition pressure can be obtained by constructing the common tangent line (dotted line in Fig. 4 (c) ) for the two EOS-fitted energy-volume curves.
We apply this approach with the tested functionals to get the transition pressures from ice-Ih to -II or -VIII, and the results are given in Fig.3 (d) . 
IV. Conclusions
In summary, we have studied hydrogen bond and van der Waals interactions within various ice structures using different density functionals. First we found that two meta-GGA's, Table   Table I Sublimation energies of ice-Ih, -II, -VIII (omitting zero-point energy effects). The total-energy differences ∆U U U I , where U U II or U VIII compared to ice-Ih (in parentheses) and the mean absolute relative error of the sublimation energy averaged over the three phases. Figures   Fig. 1 Observed water ice phase diagram (Ref. [4] ). One atmospheric pressure=101kPa =1.01x10 -4 GPa.
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