1. Introduction 1.1. The Rudin-Shapiro sequence was introduced independently by these two authors ( [21] and [24] ) and can be defined by
where u(n) counts the number of 11's in the binary expansion of the integer n (see [5] ). This sequence has the following property:
(1) ∀ N ≥ 0, sup θ∈R n<N
where one can take C = 2 + 2 1/2 (see [22] for improvements of this value). The order of magnitude of the left hand term in (1) , as N goes to infinity, is exactly N 1/2 ; indeed, for each sequence (a n ) with values ±1 one has N 1/2 = n<N a n e 2iπn(·) 2 ≤ n<N a n e 2iπn(·) ∞ , where 2 denotes the quadratic norm and ∞ the supremum norm. Note that for almost every sequence (a n ) of ±1's the supremum norm of the above sum is bounded by √ N Log N (see [23] ). The inequality (1) has been generalized in [2] (see also [3] ): (2) sup
where M 2 is the set of 2-multiplicative sequences with modulus 1. The exponent α(x) is explicitly given and satisfies
α(x) = 1/2 .
Moreover, the constant C does not depend on x.
Of related interest see the papers of Rider [20] , Brillhart and Carlitz [5] , Brillhart and Morton [7] , Brillhart, Erdős and Morton [6] , Mendès France and Tenenbaum [17] , Queffélec [18] , and Boyd, Cook and Morton [4] .
1.2.
In this paper we are going to extend these results to other sequences. One particularly appealing example of generalization consists in counting the number of words of length d + 2 which begin and end in 1 in the binary expansion of the integer n (the case d = 0 gives precisely the Rudin-Shapiro sequence). Extending this idea we will introduce Hadamard matrices: such a matrix (of order q) gives sequences which can be generated by finite automata and which satisfy (2) where M 2 is replaced by the set M q of q-multiplicative sequences of modulus 1 (for the theory of Hadamard matrices, see for example [25] ).
Section 2 is devoted to a general notion of sequences (called chained sequences) in a compact and metrizable group. These sequences satisfy inequalities analogous to (2) where the exponential function is replaced by an irreducible representation of the group. When the group is abelian, the optimal case giving bounds as in (1) implies that the group is necessarily finite. Let us notice (from Lemma 4 below) that bounds as in (1) and (2) depend only on the orbit of the sequence under the shift: for instance every sequence in the closed orbit of the Rudin-Shapiro sequence under the shift on {−1, +1} N satisfies (1) where C is replaced by another suitable constant. In Section 3 we define generalized Rudin-Shapiro sequences including previous extensions introduced by M. Queffélec ( [19] ). These sequences still have the Lebesgue measure as spectral measure.
Chained sequences

Notations and definitions.
In what follows q is an integer greater than or equal to 2, A is the alphabet {0, 1, 2, . . . , q − 1} with the natural order. The monoid of finite words on A is denoted by A * and is ordered with the lexicographical order, denoted by ≤. The number of letters in a word w is called the length of w and denoted by |w|. The empty word Λ is of length 0. Let A r be defined by A r := {w ∈ A * ; |w| = r} .
Let d be a positive integer and D := A d+1 . The set D can be considered as an alphabet ordered by the lexicographical order. There exists a canonical one-to-one order-preserving map c from D * into A * which identifies D and A d+1 .
Expanding an integer in base q allows us to define the maps e k ("kth digit") from N to A by
We denote by n the word e t(n) (n) . . . e 0 (n), with t(0) = 0, and for n = 0, t(n) = [(log n)/(log q)] ([x] is the integral part of x). Moreover, to each word w = w r−1 . . . w 0 in A * (r ≥ 1) we associate the integeṙ w = q r−1 w r−1 + . . . + qw 1 + w 0 , and we defineΛ = 0. For every sequence ϕ with values in a set E, we defineφ :
and for every map f from A * to E we define the sequence f with values in E by
Definition 2.1. Let G be a multiplicative group. A map f from A * to G is called a chained map (over A) if for all letters a, b ∈ A and every word w in A *
(The rôle of property (i) is to select chained maps f which derive from a sequence ϕ by the relationφ = f . If this property is explicitly required we shall speak of regular chained map. Otherwise we shall omit this extra condition.)
If G is equal to C \ {0} (resp. R), f will be called a multiplicative chained map (resp. an additive chained map). Note that iterating (ii) gives for all letters a 1 , . . . , a s in A and every word w in A *
An easy computation yields
for all nonempty words α, β, γ in A * .
Finally, if G is abelian one has for every positive integer n
By (4) the map f which is chained over A can be lifted through the canonical map c (from D * = (A d+1 ) * to A * ) to a map defined on D * and chained over D.
A sequence ϕ with values in G is called chained to base q (or chained over A) if the associated mapφ (from A * to G) is chained. Note thatφ is then a regular chained map to base q d+1 for every positive integer d.
Example 1. Let ϕ be a complex sequence such that ϕ(0) = 1 and satisfying the functional equation
Then ϕ is said to be strongly q-multiplicative (for q-multiplicativity, see [11] ). This sequence is multiplicatively chained to base q. Actually, the mapφ is a morphism from the monoid A * to the multiplicative group
Example 2. Let v be a word in A * of length r + 1 (r ≥ 0). We denote by 0 r the word consisting of r letters 0 (if r = 0 we define 0 0 = Λ). Let Z v (w) be the number of occurrences of the word v in the word 0 r w. This number depends only on the integer n =ẇ if v = 0 r+1 , and we will also denote it by Z v (n).
Proposition 2.1. Let v be a word in A * such that |v| = r + 1 and v = 0 r+1 . Then the sequence (Z v (n)) n is additively chained to base q s for every integer s ≥ max{1, r}. P r o o f. If r = 0 one has, for all words w and w in A * , Z v (ww ) = Z v (w) + Z v (w ), hence the result. Suppose r ≥ 1. Let S = A s for s > r and let c be the canonical morphism from S * to A * . We have to prove that the map Z v • c from S * to R is additively chained over S. Let α and β be letters in S and w be a word in S * . The integer Z v (c(α)c(β)c(w)) is equal to the number of occurrences of v in the words 0 s c(α)c(β) and 0 s c(β)c(w) minus the number of occurrences of v which: -either occur at the same places in the words c(α)c(β) and 0 s c(β), -or occur in 0 s c(β) but do not occur in c(α)c(β). This last number is precisely Z v (c(β)), hence
In particular, the sequence u discussed in the introduction (which corresponds to Z 11 (·) with q = 2), is additively chained to base 2.
Example 3. The following proposition generalizes the previous case: Proposition 2.2. Let d be a positive integer and let ϕ be a periodic sequence with values in G such that the period of ϕ is q d+2 , and ϕ(0) = 1 G (the unity of the group G). Let x ∈ G. Then the sequence
is chained to base q d+1 .
P r o o f. For every word w of length r in A * , say w = w r−1 . . . w 0 , one has by definition (6) f (w) = xφ(w r−1 )φ(w r−1 w r−2 ) . . .φ(w r−1 . . . w 0 ) .
Note that the value ofφ(w) depends only on the word w d+1 . . . w 0 (w being replaced by 0 d+2 w if r ≤ d + 1). To prove thatḟ • c is chained (where c is the canonical map from D * = (A d+1 ) * to A * ) it suffices to check that (ii) (in Definition 1) holds for a and b in A d+1 , which is a straightforward computation.
This proposition leads to a particular case of chained sequence:
, and
By Proposition 2.2 a d-sequence in base q is chained to base q d+1 . Choose x in G and v in A d+2 , with v = 0 d+2 . The sequence
is chained to base q d+1 from Proposition 2.1 It is a d-sequence in base q if and only if the last letter of the word v is not 0 (i.e. if v ∈ A * 0). The map ϕ corresponding to f v by (7) is the characteristic function χ v of the arithmetic progression v + q d+2 N.
2.2.
Chained sequences in an abelian group. Suppose that the group G is abelian. The set of chained sequences over A with values in G is a commutative group for the usual multiplication:
The subset of d-sequences in base q is a subgroup, generated by the dsequences (8) . More precisely, if f is a d-sequence in base q, one easily obtains
In the general case we have Theorem 2.1. Let G be an abelian group and let F : A * → G be a regular chained map over A. Then
P r o o f. Let h : A * → G be defined by the right hand side of (9) . Using Proposition 2.1 and the commutativity of the group G, one sees that h is chained. By construction h(w) = F (w) for every word w of length at most two. An induction on the length of w and the use of the property (ii) of chained maps then give h = F . 
AX .
It is well known that A is equal to the square root of the largest modulus of the eigenvalues of AA, where A is the adjoint of A (recall that all eigenvalues of AA are real).
If A is an endomorphism of C q given by a matrix all coefficients of which are of modulus 1, then
One has A = q 1/2 if and only if AA = qI (where I is the identity endomorphism), and A = q if and only if A has rank 1. Let us give a generalization of this result.
Let E = (End C s ) q be the space of column vectors X whose q components i X are endomorphisms of C s . We consider X as an operator from C s to (C s ) q given by
and we identify (C s ) q with C sq by
and for X ∈ E, X = sup
In terms of matrices, an endomorphism A in E is canonically represented by a matrix 
Representing the i A j in the canonical basis of C s , the endomorphism A becomes an endomorphism of (C s ) q (identified with C sq ) and its quadratic norm satisfies (10) A = sup{ AX ; X ∈ E and X = 1} .
Indeed, denote by the supremum on the right hand side of (10) and for
An immediate computation shows that ξ = X and Aξ = AX , hence A ≤ . On the other hand, there exists a vector X 0 in E such that X 0 = 1 and AX 0 = . One has
AX 0 x , and there also exists a vector 0 x in C s such that 0 x = 1 and AX 0 = AX 0 0 x . Hence, for ξ = X 0 0 x one has = Aξ ≤ A , which finally gives = A .
The matrix A adjoint to A, seen as an endomorphism of (C s ) q , is given by its components
Moreover , (a) A = q 1/2 if and only if AA = qI; (b) A = q if and only if there exist isometries 1 S, . . . , q S, 1 U, . . . , s U of C s and isometries i B j (1 ≤ i, j ≤ q) such that for every i and j
P r o o f. Using the hypothesis on A and the Schwarz inequality, one has for every ξ in (C s )
hence A ≤ q. On the other hand, choosing in E the vector Y i with components
hence, using (10), A ≥ q 1/2 . Suppose that A = q 1/2 and consider the vector Y i defined above. We have AY i ≤ q, hence AY i = q. But for every x in C s one has
where the term corresponding to k = i is q 2 x 2 , hence all other terms are 0, which gives
Thus AA = qI = AA. The other implication in (a) is obvious.
Now suppose that A = q and let ξ ∈ (C s ) q be such that ξ = 1 and Aξ = q. Then
hence necessarily
But for i x ≥ 0 and (
The extremal points of the ball x ≤ 1 in C s are the points of the sphere x = 1, hence there exist
Let j U and i S be two isometries such that j ξ = j U I 1 and
The scalar product is preserved, hence i S i A j j U is represented in the canonical basis by an orthogonal matrix of the kind
Let B be the endomorphism of E defined by the i B j and let S and U be defined by
S and U are isometries of E and one has
Finally, if the components i B j of an endomorphism B of E have the previous form, a straightforward computation gives B = q, which proves the implication ⇐ of (b) since SAU = A .
2.3.2.
In this part G is a compact metrizable group. We denote by R(G), or simply R, a complete system of non-trivial irreducible representations π of G. The dimension of π is denoted s π , its Hilbert space is denoted H π and the group of isometries of H π is called U π . Since G is compact and metrizable, the set R is at most countable and the numbers s π are finite, thus we will identify H π and C s π . Let F : A * → G be a chained map over A (not necessarily regular), and let T be the q × q matrix with entries (row i, column j)
Definition 2.3. The matrix T (with entries in G) is called the (forward) transition matrix of F .
Let π ∈ R. Then π •F : A * → U π is also a chained map over A, its transition matrix is πT , the entries of πT being the isometries
. In a general way, to each square matrix T with entries i T j in G, with indices in the set A (instead of {1, . . . , q} as previously), and to each representation π of G we associate the endomorphism πT of ( End H π ) q defined by its
.1 justifies the following definition:
Definition 2.4. The matrix T with entries in G and indices in A is a contracting matrix (resp. a Hadamard matrix) if for every π in R one has πT < q (resp. πT = q 1/2 ). If T is a Hadamard matrix, the map F is called a Rudin-Shapiro map; a sequence ϕ is called a generalized Rudin-Shapiro sequence if the associated mapφ is a Rudin-Shapiro map.
In what follows, we denote by T * the "normalized form" of the matrix T defined by
Notice that all the entries in the first row and in the first column of T * are equal to 1 G , the unit element of G. Moreover, for every representation π of G one has πT * = πT .
Theorem 2.2. Let T be a matrix with entries in G and indices in A. One has (a) T is a contracting matrix if and only if the entries of T * span a subgroup of G everywhere dense in G.
(b) If G is a commutative group and if T is a Hadamard matrix , then G is finite. P r o o f. (a) Suppose that T is not a contracting matrix and let π ∈ R such that πT = q. From the proof of Lemma 2.1, with A = πT * and s = s π , there exist vectors 0 ξ, . . . ,
The sequence f is chained to base q, and (see Theorem
The Weyl criterion (see [13] , Chapter 4, Theorem 1.3) implies that f is uniformly distributed in G; this gives the density property.
(b) Suppose that G is an abelian group and that, for each character π of G different from the trivial character π 0 , one has πT = q 1/2 . Suppose also that π n = π 0 for every non-zero integer n. The sequence with values in
. . , 1 π ) as a limit point, but the equality πT = q 1/2 implies (Lemma 2.1) that
q−1 ) = 0 , which gives a contradiction for i = 0. Thus there exists a non-zero integer n such that
Hence every characted is of finite order; but G is abelian, so every element of G is of finite order. Hence the entries of T * span a finite subgroup G 0 of G, which is everywhere dense in G (from (a)), therefore G 0 = G.
Summation formulas. Let
On the other hand, define the endomorphism τ on the group of sequences ϕ : N → U s by τ ϕ(n) = ϕ(qn) ,
and let [ϕ] s be the matrix
where 1 s is the unit element in U s . From now on, let F : A * → U s be a chained map over A (not necessarily regular), and let T be the forward transition matrix of F . Let ϕ : N → U s be a q-multiplicative sequence. Then
which yields the matrix relation
and for every non-zero integer m
where
q by its components ϕ(j)F (j). Taking the quadratic norm we have
. Let N be a non-zero integer and let its base q expansion be
Assuming now that F is regular, we obtain
On the other hand, one has (from (4))
and since ϕ is q-multiplicative,
From (11) we then deduce the bound
Note that we have an analogous inequality when F is not regular. Indeed, let Σ(t) be defined by
Then the sum n<e t (N )q t ϕ(n)F ( n) cannot be replaced as above by the sum
One has
and (11) gives
where C q = 2 1/2 (q 1/2 + 1). Going back to the previous computation we obtain for the non-regular case
Theorem 2.3. Let U s be the group of unitary endomorphisms of C s . Let F : A * → U s be a regular chained map over A and let T be its forward transition matrix. Define
Then, for every q-multiplicative sequence ϕ : N → U s with modulus 1,
P r o o f. Using the bound (12) it is sufficient to prove the following easy lemma:
Lemma 2.2. Let α and q be two real numbers with α ∈ ]0, 1] and q > 1. 
Indeed, we may suppose α = 1 and define two functions H 1 and H 2 by 
where C is the constant defined in the lemma (actually the proof holds for e k = 0 but the inequality is still valid in the case e k = 0). Adding these inequalities for k, k − 1, k − 2, . . . , 1, we get This implies the lemma by noticing that
by the mean value theorem), which gives e
R e m a r k. The constant in this lemma is optimal (take e r = B for every r and k → +∞). Now, suppose that ϕ is q ν -multiplicative (ν > 1), chained, and has modulus 1. As already noticed, the chained map F : A * → U s is also chained over A ν . Denote by T (ν) the corresponding forward transition matrix.
Indeed, if i and j are in A ν , then by definition
. . j ν , where i k and j k are in A. Using (4) we obtain easily
Multiplying on the left the entries of every row i of T (ν) by (i), we obtain a matrix T (ν) such that T (ν) = T (ν) . Permute now the columns of T (ν) in such a way that the indices j ∈ A ν are in the reverse lexicographical order " < ", i.e.
The new matrix T (ν) has the same quadratic norm as T (ν) and has the form
Write a vector X in (C s ) q ν as a column vector with components i X in (C s ) q and notice that
With these notations,
This last supremum is classically attained when each k X is equal to (q ν−1 ) −1/2 , which implies
Choosing 1 X such that T 1 X = T · 1 X and all the k X equal to 1 X, we deduce that the above inequality is actually an equality.
From Theorem 2.3 we can deduce the following corollary that we write down for sequences:
Corollary 2.1. Let f : N → U s be a sequence chained in base q, with transition matrix (that ofḟ ) equal to T . Then for every non-zero integer ν and for every q ν -multiplicative sequence ϕ : N → U s of modulus 1,
and
Distribution of chained sequences
Theorem 2.4. Let G be a compact metrizable group and let F : A * → G be a regular chained map over A with forward transition matrix T . Suppose that T is contracting. Then the chained sequence
is well uniformly distributed in G, and has an empty spectrum. P r o o f. By Theorem 2.3, for every representation Π ∈ R and every real number θ, one has in End C
The Peter-Weyl theorem then implies for every f ∈ C(G)
where h G is the Haar measure of the group G. Since the sequence n → e 2iπnθ F (n) is also a chained sequence over A, it only remains to prove that for every Π ∈ R the sequence of means
converges to 0 in End C s Π uniformly in k (see [13] , Chapter 4, Corollary 1.3). We are actually going to prove more: Lemma 2.4. For every q-multiplicative ϕ : N → U s , and for all integers k ≥ 0 and N > 0, one has (using notations of Theorem 2.3)
Indeed, for given integers N > 0 and k ≥ 0, define the integer S by e S (k) < e S (k + N ) and e j (k) = e j (k + N ) for every j ≥ S + 1. Set
and, for u ≤ m < v,
On the other hand,
Notice that for every chained map F and for every word a in A * , the map z → F (az) is also chained over A and the entries of its transition matrix
a , where U a is the isometry defined by
Hence T (a) = T , which implies, using (13),
Notice that
Since e S (k + N ) − e S (k) − 1 ≥ 0, the above equality is exactly the base q expansion of v − w. Hence, using Lemma 2.2 with α = α(T ), we obtain
and let {j 1 , . . . , j σ } be the set of integers j with 0 ≤ j ≤ S and e j (k) < q − 1 in increasing order. Let u 0 = u, and for 1 ≤ ν ≤ σ
One has u 1 = u 0 + 1, u σ = w, and for 1 ≤ ν < σ
Hence, from (11),
Then, from (11) and Lemma 2.2,
3. Generalized Rudin-Shapiro sequences 3.
1. In what follows q = 2, A = {0, 1}, d is a positive integer and D = 2 d+1 .
Definition 3.1. The sequence u : N → N is called a Rudin-Shapiro sequence of order d on ab ∈ A 2 , ab = 00, if
Theorem 3.1. Let u be a Rudin-Shapiro sequence of order d on ab, let v be a chained additive sequence in base 2 r , r ≥ d, and let ϕ : N → C be a 2 k -multiplicative sequence of modulus 1,
where δ(α) = log(2 + 2|cos πα|)/2 log 2.
R e m a r k s. 1. The sequence n → e 2iπαu(n) is 2-automatic for α rational (see [9] or [8] ).
2. For an application of the properties of the sequence (u(n)) n in case a = b = 1, see [12] . P r o o f o f t h e t h e o r e m . As the sequence n w → e 2iπ(αu(n)+v(n)) is multiplicatively chained in base D, it suffices to prove, in view of Theorem 2.3, the following lemma, where T is the transition matrix of w:
Lemma 3.1.
In the proof of Lemma 3.1, the following lemma will be useful (its proof is left to the reader):
Lemma 3.2. Let E be a Hermitian space, let A and B be two endomorphisms of E, let U be an isometry of E, and η a complex number of modulus 1. Let C be the endomorphism of E × E determined by the matrix Then the submatrix
has the form
where, using (3), one has (as usual e(x) denotes e 2iπx )
where U is the diagonal matrix with diagonal elements r j (j ∈ A d−r ). From Lemma 3.2 one gets
hence there exist M and N in A d+1 such that
But A M,N = T M,N has modulus 1, which gives the bound of Lemma 3.1; equality actually follows from iteration of Lemma 3.2.
3.2. The backward transition matrix. The above results have been partially given in [1] and [16] . The proof in [1] was slightly different. Let us quickly describe it to give a bound for the simplified sum
where m ≥ 1 is a fixed integer, (z(n)) n is the sequence (u(n)) n in case a = b = 1, c = (c q ) q is a sequence of real numbers, and V c is defined by V c (n) = e q (n)c q if n = e q (n)2 q is the binary expansion of n. Define the vector R(N, c) in C 2 by its components R u (N, c), 1 ≤ u ≤ 2 d+1 , as follows:
where A(n) is the number obtained by reversing the binary digits of the integer n (if n = r j=0 a j 2 j , a j = 0 or 1, a r = 1, then A(n) = r j=0 a j 2 r−j ∈ 2N + 1).
Finally, define the matrix M (c) by M (c) = (m u,v (c)), where
otherwise.
M can be considered to some extent as the backward transition matrix associated to the sequence z. We then obtain
where T c is the shifted sequence (c q+1 ) q . Hence
Evaluating the norms of the matrices M (T k c) we obtain the same bound as above for the sum n<N exp(2iπ(αz(n) + V c (n))). Moreover, we found an interesting property of the characteristic polynomials of the matrices M (c) which are all multiples of the characteristic polynomial corresponding to the usual Rudin-Shapiro sequence (d = 0), which is
More precisely, if λ is one of the two distinct roots of this polynomial, define the vector X in C 2 d+1 by its components: X 1 = 1, and for j = 1
, where s(n) is the sum of the binary digits of the integer n (hence s(0) = 0, s(2n) = s(n), s(2n + 1) = 1 + s(n)). A straightforward computation then proves that X is an eigenvector of the matrix M (c).
3.3. Spectral properties. We recall that a complex-valued sequence u : N → C has a correlation γ u if for all integers k, the sequence n → u(n + k)u(n) converges in Cesàro means. By definition,
and γ u (−k) = γ u (k). Hence γ u is a positive definite sequence on Z and by the well-known Bochner-Herglotz representation theorem, there exists a probability measure λ u on [0, 1[, called spectral measure of u, such that
Moreover (see [19] ), the sequence of probabilities
weakly converges to λ u . Let U be the group of complex numbers of modulus 1 and assume that u : N → U is a generalized multiplicative RudinShapiro sequence to base q, that is to say, its transition matrix T has quadratic norm T = q 1/2 . Suppose that (ν N ) N weakly converges to a measure ν.
for some constant C (Theorem 2.3). Hence for every positive measurable function ϕ
Therefore ν(ϕ) ≤ C 1 0 ϕ(t) dt, which implies that the measure ν is absolutely continuous with respect to the Lebesgue measure. In fact, the measure ν is known to be the Lebesgue measure in the case of the usual Rudin-Shapiro sequence and its generalization given in [19] . Our definition contains all these sequences and we have the same spectral property, more precisely: Theorem 3.2. Let u : N → U be a generalized multiplicative RudinShapiro sequence. Then u has a correlation function and its spectral measure is the Lebesgue measure.
P r o o f. The existence of γ u is given by the following general lemma: Lemma 3.3. Let G be a group, let F : A * → G be a chained map to base q and let f : n → F ( n) be the associated sequence. For every integer k there exists a family of arithmetic progressions P k (m), m = 0, 1, 2 . . . , with common difference q s k (m) , and a G-valued sequence m → g k (m) such that
Moreover, if G = U then f has a correlation given by
In fact, it is enough to prove the lemma for k = 1. Let 0 ≤ a < q − 1, b ∈ A, j ≥ 0 and define
where α j := ( <j (q−1)q )+aq j +bq j+1 . Then for any integer n in R j (a, b)
one has n+1 ≡ ((a+1)+bq)q j mod q j+1 so that ∆ 1 f is constant on R j (a, b), equal to F (b(a + 1)0 j )F −1 ( α j ). Clearly the set of arithmetic progressions R j (a, b) form the required family. Notice that if F is regular then we can add α j to R j (a, 0) and then we get a partition of N. Now assume that f is complex-valued of modulus 1; then by (ii) the series converges and its sum is equal to γ f (k).
Going back to the generalized Rudin-Shapiro sequence u, let F be the chained map over A corresponding to u, let T be the transition matrix of F and for each letter a let F a be the map defined on A * by F a (w) := F (aw). We know that F a is chained over A (but not regular for a = 0) with Hadamard transition matrix. Hence the sequence u (a) corresponding to F a has a correlation, say γ (a) . Let γ be the correlation of u. We claim that γ = (1/q) a∈A γ (a) . In fact, for any integer k > 0 and for L > 0 such that k < q L−1 one has
Taking the limit in (15) we get the desired formula. Let λ (a) be the spectral measure of u (a) . We have just proved that λ u = (1/q) a<q λ (a) and with the above notations,
where W L is a trigonometric polynomial such that
for all integers k. Moreover, by (11) (which is an equality since T is a Hadamard matrix) we have
This implies that (ν q L ) L converges weakly to the Lebesgue measure and finishes the proof.
R e m a r k s. 1. Theorem 3.2 can be extended to any G-valued chained sequence with Hadamard transition matrix (with G finite and abelian). Let A be endowed with an abelian group law (where 0 is the neutral element), let A be its dual group and let a → χ a be an isomorphism from A to A. Then T := (χ a (b)) ab∈A 2 is a Hadamard matrix and gives rise to many examples of generalized Rudin-Shapiro sequences.
2. Recall that the Kronecker product A ⊗ B of matrices A := (a ij ) ij∈A 2 , B := (a kl ) kl∈B 2 is defined by A ⊗ B := (a ij B) ij . .
Set
The proof is left to the reader. Notice this matrix is obtained from the above example with A identified with the group (Z/2Z) d+1 . 3. Let A be the cyclic group of order q identified by a → ζ a (ζ = exp(2πi/q)) to the corresponding cyclic subgroup of U. Then the example given by M. Queffélec in [18] is the one obtained as in Remark 1 through the isomorphism ζ a → χ a , χ a (ζ b ) := ζ ab (a, b = 0, 1, . . . , q − 1). 4. In a forthcoming paper we shall study the flows associated to chained sequences, proving that they are (except for degenerate cases) strictly ergodic and can be obtained as group extensions of a q-adic rotation; we shall also give the spectral study of these flows (in this direction, see also [10, 14, 18, 19] ).
