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SUMMARY 
Biological systems are generally complex and the 
interrelations which describe the system response are 
difficul t to determine. Consequen tly , the co nstruction of 
a model of such a system usually involves considerable 
abstraction. The recent advances in the computing field, 
notably in the speed of operation, storage space and 
specialised simulation languages, do relieve some of the 
difficulty in making models of biological systems. The 
labour of numerical calculation is removed and a broader 
approach to the problem is possible. This thesis describes 
some work th at has been done on three particular models. 
The first is a model of a rotational sheep grazing 
system. It is written in Simscrip t and has been through 
several development phases. The present model is, to some 
extent, verified and it has been used for experimental 
purposes. 
The second and third models are concerned with light 
penetration into a leaf canopy. The second model considers 
the problem in terms of three-dimensional leaf 
representation, with the energy dis tri bu ti on spectrum of the 
incident radiation represented by a number of wavebands. 
This model is in the prototype stage. 
The third model is a simpler version of the second 
model. It uses a two-dimensional leaf representation. The 
approach and structure for this model are similar to that 
used in the second model. Timi ng and storage results for the 
initial design are satisfactory. Bo t h these models are 
written in Fortran. Some comments on the two programming 
languages, Fortran and Simscript, are given. 
Part of the work was to consider the use of the 
interactive features now available on most medium to large 
scale computers. Previous engineering e xperience with 
analogue computers indicated the benefits tha t could be 
obtained by 'direct' manipulation of the model. The 
provision of this kind of facility, enlarges the model t o 
include the experimenter, and the use of graphical output 
allows the experimenter to quickly get the 'feel' of the 
system under review. 
That simulation methods have a place in the study of 
biological systems is, by now, an historical fact. In the 
thesis, therefore, more emphasis is placed on the 'how' 
rather than the 'why' of simulation. Interactive computing 
should feature prominently in the future application of 
simulation models to biological systems. 
1.1 Introduction 
l 
SIMULATION 
1 
Agriculturists, engineers, economists and all whose 
discipline is based on the scientific met hod are familiar 
with the concept of a model. Models are on the same footing 
as hypotheses. They are attempts at description of a real 
system with an underlying purpose of understanding part, or 
all, of that system. As most systems are dynamic, models 
are usually concerned with the changes in system variables 
with time, due to external causes (i.e. changes which are 
imposed . on the system) or due to changes naturally occurring 
within the system. 
1.2 A Definition 
A good working definition of simulation is given by 
Shubik (1960). 'A simulation of a system or an organism is 
the operation of a model or simulator which is a 
representation of the system or organisation. The model is 
amenable to manipulation, which would be impossible, too 
expensive or impractical to perform on the entity it 
portrays. The operation of the model can be studied and 
from it, properties concerning the behaviour of the actual 
system or its subsystems can be inferred'. 
1.3 Problem Solving - Two Approaches 
As examples of differen t approac hes to problem solving, 
the fields of engineering and biology will be briefly 
considered. 
Engineering is, for the most part, the practical 
application of simple well established theories in physics. 
The difficulties in implementation are not directly due to 
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a lack of knowledge, but generally fall into two areas. 
Firstly , there are economic, political, social and, 
occasionally, even aesthetic constrain t s . Secondly, while 
the theory may be well established, the ap pli cation may lead 
to systems of equations,the solutions of which are beyond 
the scope of contemporary methods. This second factor has 
been largely removed by the advent of digital computers. 
In earlier times, however, it was this difficulty that 
induced engineers to develop the use of models. Scale models 
of river systems, dam spillways, aerofoil sections and boat 
keels are examples of attempts to short-cut the areas of 
difficult calculation. A movement towards a bs t raction in 
models came with the mechanical differential analyser. On 
this, a system of difference equations representing a dynamic 
or rate controlled system could be set up. Following the 
invention of amplifying valves, there was a natural 
progression to electrical and electronic analogue computers. 
These are used extensively for the analysis of such complex 
systems as electric supply grids, in normal and fault 
condition. 
In biology the situation seems different While some 
areas, such as genetics, are well defined by theory, for 
many others no theory has evolved and an experimental 
approach is favoured. In fact, the development of 
statistical techniques has been strongly connected with the 
requirements of agricultural science . Analaysis of variance, 
multiple regression analysis and, more recently, linear 
programming have become the route by which biologists, and 
others in the area of the natural sciences, have approached 
biological problems. The construction of analytic 
mathematical models of systems is common in research, for 
example see Waggoner and Reifsnyder (19 68), and Anderson and 
Denmead (1969), but the use of analogue computers in this 
context appears to be small. 
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For the engineer, the concept of a system with 
interaction between its components is a familiar one. He is 
used to dealing with them and accepts them as normal. He has 
learned to predict the stability of systems and, where 
necessary, to impose control over a system by the use of 
negative feedback. 
For the research biologist, the stability of natural 
systems, coupled with their general complexity, makes 
investigation of a whole system difficult, if not impossible. 
Consequently, there is a bias towards looking at small parts 
of the whole which, when isolated, will not have all the 
normal external influences affecting their behaviour. 
Thus, the difference between the two disciplines is the 
difference between a synthetic and an analytic approach. 
It is interesting that the roles are changing over to 
some extent. The engineer, physicist and economist are 
finding situations where the past history of a system affects 
its present response. This situation requires new methods of 
analysis. Similarly, using the power of the digital computer, 
and new techniques such as simulation, the biologist has the 
opportunity to take a new look at the factors which determine 
the response of a natural system. 
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1.4 Analogue and Digital Computation 
The main use of the electronic analogue computer is to 
model a system of linear or non-linear differential equations. 
It can be run with a one-to-one time correspondence with the 
actual system as in aircraft simulators, or at a faster or 
slower rote than real time. By thi s means, a physical 
process which lasts only microseconds co n be modelled in slow 
motion, and a process which lasts for days or years can be 
'rushed' in a few seconds. 
Practical advantages of the analogue computer ore that 
by using visual devices, such as cathode ray tubes, the 
effects of parameter changes can be viewed immediately. The 
modular construction of the analogue computer makes it 
amenable to quick modification. The main disadvantage is 
the lack of storage where results can be held and reviewed. 
In recent years, the basic electronic analogue computer has 
been extended by the addition of logic function and some 
storage. The more important development, however, is in the 
field of hybrid computation where a digital computer is 
linked with an analogue computer. Each computer takes over 
that part of the task for which it is best fitted. In 
general, this means the integration procedures are done by 
the operational amplifiers in the analogue computer (rather 
than by subroutines such as Runge-Kutta) and the logic, 
storage and general book-keeping are handled by the digital 
computer. 
The development of special purpose simulation languages 
for digital computers has led to two distinct types evolving. 
The first type is designed to model systems in which the 
variables are continuous functions of some independent 
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variable, usually time. Examp l e s are CSMP and COBLOC. The 
advantages of defining a model in these l anguag es ,instead of 
using an analogue computer directl~ are the elimination of 
scaling problems and of the necessity to carry out performance 
tests on each of the model components. A disadvantage is 
that the user does not have immedia te cont rol ove r t he 
system parameters. A limitation arising na t urally from t he 
use of a digital computer is that con t inuous variables mu st 
be represented by a discrete approximation, and integra t ion 
procedures will be comparatively slow. Where possible, t he 
combination of an analogue simulation language used f or 
initial runs, followed by experimen t a t ion wi t h t he model on 
an electronic analogue computer is a powerful approac h. 
The other type of simulation language arose in the 
first instance from work done on the simulation procedures 
required to process war and business games, inven t ory 
control, transportation problems and fac t ory job scheduling. 
These processes are essentially discontinuous. The languages 
which resul t ed, such as GASP, CSL and SIMSCRIPT (all based on 
Fortran), SIMULA and ESP (based on Algol) and GPSS, each have 
areas of best performance, but each contains sufficien t 
generality to permit it to be applied to a range of problems. 
One of these languages, Simscript, has been used in 
part of the work. In Chapter 2, the structure of this 
language and some comparisons with Fortran are made. 
1 . 5 Interactive Computing 
Generally, users of analogue computers do not view with 
enthusiasm the prospect of using a digital computer. To have 
the system under investigation at one's fingertips is 
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stimulating; in essence, it is the difference be t ween 
driving a car and being driven. Following the recent 
advances in the inpu t /output devices which can interface 
with a digital computer, on-line experimentation is possible 
in much the same way as with the analogue computer. The 
general arrangement is as follows: 
-INPUT/ INTER- DIGI TAL 
USER 
-
OUTPUT 
- FACE - COMPUTER DEVICE 
The input/output device can be a t ypewri t er, or a 
display console with screen and keyboard (Fig. 5.7), or a 
television type screen with keyboard and facili t ies for 
input of information directly via the screen by a light 
pen (Fig. 5.3). In order to make the process economic, the 
digital computer usually operates in time-shared mode, so 
that the computer is not idle when t he user is viewing the 
results, or changing system parameters. 
Details of the interactive computing facilities which 
were used in the models are given in Appendix 1 . 
Kiviat (1967), an au t hority in this field, makes the 
following comment: 
'Graphics and time-sharing also have a large future in 
simulation experimentation. While it is true that many 
simulation jobs are well structured and involve little more 
than substantial computer runs to estimate system 
properties, a large number of people have jobs that are 
unstructured. They are interested in searching for 
parameter settings that yield optimum system performance or 
want to learn something about the shape of a system's 
response surface. Batch-type processing hinders rather 
than helps these jobs. A few minutes of console interaction 
with the right kind of displays can probably displace hours 
of conventional hit and miss experimentation. Little work 
has been done on this aspect of interactive simulation. 
It seems like a very profitable area. ' 
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2 
COMMENTS ON THE USE OF FORTRAN AND SIMSCRIPT 
AS SIMULATION PROGRAMMING LANGUAGES. 
2.1 Introduction 
Fortran is a general purpose scientifi c programming 
langu age developed by I.B.M. I t was introduced in 1958 and 
since then has been revised and enlarged. The version 
considered here is Fortran IV. 
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Simscript is a special purpose programming l anguage 
designed for simulation problems. It was developed at the 
RAND Corporation and generally released in 1962. Since 
then, apart from improvements in the compilers, the 
available versions are close to the origina l specifications. 
A new version called Simscript II, to be released shortly, 
is considerably more powerful and sophisticated than the 
version presently availa ble . Details of Simscript II are 
given in an article by Kiviat (1966). 
Whilst it is possi ble to consider Fortran as a virtual 
sub-set of Simscript, there are differences in language 
structure which tend to influence model construc ti on. 
Different models for the one pro blem would be ar the peculiar 
characteristics of the language in which they are written. 
2.2 Model Structure 
For large programs written in Fortran, the s trategy of 
using subroutines is normally adopted to achieve generality 
and flexibility. For example, in a forest inventory 
program t here might be a small main program which in turn 
called subroutines to read data referring to a sample plot, 
to check the data for range and other errors, to calculate 
increment statistics, to calculate volume statistics, to 
plot resulting curves etc. In subsequent uses of the 
program various subroutines could be omitted as required. 
The transfer of information between the subroutines is 
normally by parameter lists bu t can also be done by defined 
common areas. This aspect will be mentioned again later. 
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Simscript, being initially designed as a special 
purpose language, is more readily identified with the 
structure of the model it is used to define. In simple 
terms, any model consists of things which are interconnected 
to form a system which,when subject to a stimulus, will 
exhibit a characteristic response. In the Simscript 
language 'things' are defined as entities. The stimulus 
and the effect it has on the entities is defined by an event 
routine, which is broadly similar to the Fortran subroutine. 
The event routine is triggered not by a call as in Fortran 
but by an event which can be initiated in one of two ways. 
Either (1) os a statement in an event routine or (2) as an 
event card in the data. An event arising within an event 
routine, which is known as an endogenous event, can refer 
to another routine or it can be for the same routine in 
which it is situated. This is not in fact recursion but 
does enable an event to re-schedule itself automatically. 
This is frequently useful where, for example, one may wish 
to examine the state of the system at periodic intervals. 
In the flowcharts this type of event is shown thus:-
The circle, or part circle, implying re-sc hed uling and the 
bar in the top right-hand corner indicating the process is 
an endogenous event routine. The coding would look 
something like this -
ENDOGENOUS EVENT EXAM 
CAUSE EXAM AT TIME +DT 
RETURN 
END 
xx 
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The statement xx will cause re-scheduling. After a time 
period defined by DT the event routine will again be entered. 
Events can be initiated for event routines other than 
the parent routine and this situation is shown in the 
flowcharts as below. 
A 
D 
B 
S/R 
X 
C 
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This would be interpreted as:-
Event routine A causes event routines Band D to occur. 
Event routine B causes event routine C and also calls 
the subroutine X. 
Internal (i.e. endogenous) events cannot, of course, be 
self starting so that the other type of event which is 
defined in the data deck is considered to be an external, or 
exogenous, event. There must be at least one exogenous 
event to start the simulation and the normal practice is to 
have a terminating exogenous event set for a particular time. 
Other exogenous events may or may not be required. Examples 
of their use would be for external events such as buyers 
arriving at a supermarket, rainfall on a pasture system, or 
thinning in a forest. All of these could, of course, be 
defined as internal events if distribution functions are 
available which adequately describe the time and frequency 
of the events. For many models this kind of data is not 
available and , in any case, the externally defined events 
are amenable to change. In this way the user can experiment 
with 'typical', 'best' and 'worst' sequences for the 
exogenous events. 
On the flowcharts exogenous event routines are shown 
thus:-
By definition they cannot be self-generating. 
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2.3 Storage Characteristics 
The state of a model written in Fortran will be 
expressed by the values of the various real and integer 
variables, subscripted or simple& In Simscript use is 
made of dynamic storage by list-processing and the notion 
of an array is replaced by a set, or li s t,which is composed 
of any number, including zero, of linked me mbers. Thus, 
the state of the model in Simscript is represented by the 
state of the sets. In more detail the members of the 
sets, called entities, in turn hold one or more attribute 
values. To clarify this concept an analogy with Fortran 
is helpful, if not pressed too far. One can think of a 
set as being comparable to a two-dimensional array, with a 
row in the array being equivalent to an entity, and a 
particular element in the row equivalent to an attribute. 
To give a specific example - HUMAN could be an entity 
which might have the attributes WEIGHT, AGE, HEIGHT, 
COLOUR OF EYES and SEX. The last attribute SEX would be 
the determining factor for placing the entity into the set 
MALE or the set FEMALE. 
For reasons of generality the creation of global 
variables by a COMMON statement in Fortran is not always 
favoured. The use of COMMON storage leads to faster 
execution and saving in storage, as the interpretation of 
the parameter list and the space for the instructions to 
perform this interpretation are eliminated. In Simscript, 
however, a basic feature is the list of the so called 
~permanent attributes'. This is a common block and is 
mainly used to hold parameters which are changeable between 
runs o Part of the data required in a Simscript job consists 
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of an 'initial conditions deck' whic h in e f f ect upda t es the 
values of the permanent attribu t e s. One di fference from 
Fortran is t hat subscripted attributes can ha ve variable 
dimensions without the necessity for ex t ra coding and the 
use of EQUIVALENCE statements by the user. This is really 
an indication of the whole diffe r enc e be t ween t he two 
languages. Much of what can only be ca lled book - keeping 
is automatically provided by the Simscript system, whereas 
in Fortran the user must take care of all aspect s of the 
manipulation of the 'events' . For instance, with Simscript 
the main routine is provided by the system . 
This background routine maintains an 'events list' in 
time order, and updates the list by adding new events or 
cancelling events as required. When a new entity is created 
the routine allocates the storage from the 'free' area and 
links t he new entity into its set . Should the free area 
become exhausted the program will undertake a 'garbage 
collection'. This involves the collection, for re-use, of 
entities which have been previously destroyed. All this is 
a considerable job and , for models with complex event-timing 
sequences, the provision of this main routine eases the 
burden on the programmer. The light penetration and summer 
grazing models discussed in later chapters have a very 
simple linear event structure, so the benefit is not so 
noticeable. In other models of industrial systems and in 
those where stochastic processes are involved, the 
convenience of Simscript is well established. 
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The use of the attribute-entity-set structure rather 
than subscripted variables is subject to compromise and the 
respective advantages depend strongly upon the model 
considered. The most immediate benefit of Simscript is the 
close correspondence between the English description of the 
required action and the source statemen t . For example, if 
the problem is to find the total weight o f a ll men in a 
particular group over 40 years old, this could be done by 
two Simscript statements as below:-
LET WT 
LET WT 
= 
= 
o. 
WT+ WEIGHT (HUMAN) , FOR ALL HUMAN 
IN MALE, WITH AGE (HUMAN) GR 40. 
Another obvious advantage is with list-processing there 
is no need to specify beforehand the storage requirements as 
in the Fortran DIMENSION statement. 
The major drawback is that access to an attribute value 
in a particular entity is much slower than to an element in 
an array. This is because it is necessary to ~link along' 
the entity chain until the correct entity i s reached. Thus 
the access time is variable and can be high when long lists 
are used. In the summer grazing program the execution time 
for the simulation from day 1 to day 100 varied between 
20 and 45 seconds depending upon the input parameters, the 
main variation being due to the selection of a one or nine 
paddock rotation. A similar prugram in Fortran required 
about ten seconds for the single paddock case. The 
difference reflects the access time differentials. 
A disadvantage with the Simscript list-processing 
facility, which is not so obvious, is that each attribute, 
whether 'permanent' or as a sub-part of an entity, has 
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associated with it 'GET' and 'PUT' routines. These are all 
part of the book-keeping. The 'GET' routine for instance 
extracts that part of the entity record which contains the 
attribute in question. Similarly, the ' PUT' routine 
implants the new value of the at tribute. These routines can 
be as small as three or as long as 32 computer words, the 
range depending upon two factors. The fir st is the structure 
of the entity which may be simple, being a one, two, four or 
eight word record, or complex when there are up to eight 
sub-records linked to a master record. The second factor is 
the packing of attributes in a word. There can be one, two, 
three or four attributes per word. So that, besides the 
increase in access time already mentioned due to the list 
structure, there is a further penalty in time which will 
vary with the entity structure. To confound the picture 
further, where the attributes are in floating point format 
and are packed two or three to the word they will also 
require routines to unpack the exponent and fractional 
parts before being used in calculation. 
The tables in Fig. 2.1 give some examples of the 
average execution time and storage required for a sample of 
the 'GET' and 'PUT' routines. 
The use of packing means a time penalty of up to 5x 
compared with the standard full word case. Similarly, the 
storage requirements are considerably increased though this 
is less important 05 this is a 'once only penalty, unlike 
the execution time which will, of course, apply on each 
occasion the 'GET' and 'PUT' routines are called. 
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Timing and Space Requirements for GET and PUT Routines 
(S imscript) 
PERMANENT ATTRIBUTES 
Description of sample GET 
TIME SPACE 
Full word. Integer 6 3 
Full word. Floating 6 3 
Single subscript. 
Packed. Integer 18 8 
Single subscript ~ Floating 32 14 
Double subscript. 
Packed. Integer 30 13 
Double subscript. 
Packed. Floating 44 18 
TEMPORARY ATTRIBUTES 
Full word master record. 
Integer 12 5 
Full word master record. 
Floa ting 12 5 
Packed word master record. 
Integer 13 6 
Packed word master record. 
Floating 26 11 
Full word satelite record. 
Integer 18 7 
Full word satelite record o 
Floating 18 7 
Packed word satelite record. 
Integer 20 8 
Packed word satelite record. 
Floating 32 13 
Times are in jJ secs. 
Space is in 48 bit words. 
PUT 
TIME SPACE 
6 3 
6 3 
26 14 
74 28 
36 18 
85 32 
12 5 
12 5 
18 12 
68 27 
19 8 
19 8 
27 14 
75 28 
Fig. 2.1 
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As a comparison, the execution times and storage space 
requirements in Fortran are shown in Fig. 2.2. 
Timing and Space Requirements for Instructions 
to Access or Restore Variables 
(Fortran) 
DESCRIPTION TIME SPACE 
Simple variable 4.0 1.0 
Single subscripted variable 6.5 1.5 
Double subscripted variable 6 ~5 3o5 
Triple subscripted variable 6.5 4.5 
Times are in~ sec. 
Space is in 48 bit words o 
The time values are the result of a short test program 
in which the array elements were accessed and restored 
several million times~ The time equivalence in the single, 
double and triple subscripted variables is surprising ~ 
The machine language coding produced by the compiler 
indicates the storage area required for the subscript 
transformation but does not show the contents of the area. 
It should be eriiphasised that the ability to pack more 
than one numerical or alphanumerical variable (attribute) 
into a word is an option which in terms of storage might 
make all the difference between a job running or not ~ 
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With Simscript, or for that matter Fortran or any other 
high level language, efficient coding demands more than a 
superficial knowledge of the language. 
2.4 Flowcharting 
A general difficulty with the doc umentation of computer 
based models is to give a meaningful flowc ha rt description 
for the overall action. Flowcharts of finite programs have 
an inbuilt dynamic character since they must show the 
progression within the logical bounds which constitute the 
solution to the initial problem. Where the problem itself 
has a dynamic property, and particularly where stochastic 
processes are involved, representation is difficult. The 
solution adopted by the author is t o present the flowcharts 
at two levels, one to show the gross relationships between 
the dynamic components of the model and the other to 
indicate the detailed structure of each component. This 
detailed level of flowcharting within the event routine, 
function,or subroutine, is little different from traditional 
flowcharting used to describe Fortran programs. Examples 
are given in Chapters 4,5 and 6. 
At the more abstracted level, the interconnection 
between event routines, functions and subroutines is shown 
with the dynamic sense implied by arrows on the flow lines. 
For an example of such a flowchart see Appendix 2. This was 
drawn by the author for a seminar given by Mr I. Ridgway. 
It represents the structure of a consumeable stores 
inventory simulation. 
Where a routine accesses and modifies a particular set 
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this is sometimes shown explicitly for information purposes, 
though of course every event has access to all sets in the 
simulation. 
In other situations,more emphasis is placed on the sets 
and they become the main items in the flowchart with the 
various routines which affect the se ts s hown linked to them. 
This also seems to be a worthwhile approac h s ince it is the 
current membership of the sets and their a ttribute values 
which define t he s t atus of t he system. A further 
advantage is that such flowcharts, designed to the 
requirements of the professional programme~ can be re-drawn 
to convey the basic concepts in the model to a lay audience. 
This has been done in the flowcharts for the summer grazing 
simulation. One of the two papers on this model was 
prepared for a conference of computer simulation experts and 
the other for a congress where the main emphasis was on 
application rather than methods and the average member of 
the audience would not be familiar with flowcharting. See 
Fig. l of Appendices 3 and 4. 
2.5 Communication 
As already hinted, Simscript , like Algol, is a better 
communication language than Fortran and for many of the 
smaller routines a flowchart is not necessary. Against this 
some of the cryptic statements in Simscript can be confusing, 
for example:-
CREATE DOG CALLED FIDO 
may seem reasonable, but 
CREATE DOG CALLED DOG 
is confusing, and even more so on being told that the 'DOG' 
after 'CREATE' does not have the same meaning as 'DOG' after 
'CALLED'. Then to be told that the phrase 'CALLED DOG' can, 
in this case, be omitted anyway as redundant is enough to 
baffle anyone. The point is computer programs currently 
require a high order of specificity for efficient compiling, 
and this in turn demands a level of und erstanding by the 
user. 
2.6 Technical Limitations 
One lesson which is quickly learned is that the 
detection and location of errors (debugging) increases in 
difficulty with the level of the language. Simple 
typographical errors are of no concern but with the higher 
level languages such as Simscript, where there is much more 
freedom of expression, many errors which are logically 
executable pass undetected and require careful analysis to 
detect. The latest versions of Simscript promise better 
diagnostic facilities, but the fact remains one is dealing 
with a powerful weapon and care is required. In Austra lia 
few people are fully conversant with Simscript and advice is 
not readily available. Fortran on the other hand is widely 
used and expert advice is readily available. Related to 
this is the fact that not all computers have Simscrip t 
compilers, though this situation will change markedly over 
the next five years. 
Compilation times can be significant and here Fortran, 
and the strategy of separable subroutines, has a distinct 
advantage. The smallest Simscript program requires about 
two minutes for compilation, while a program like that for 
the summer grazing model needs approximately six minuteso 
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Re-compilation of a subsection of a Simscript program is 
possible but the complex nature of the compilation process, 
compared to that for Fortran, means two or three minutes are 
usually required. Most computer centres schedule incoming 
jobs in terms of total time required for the job and/or 
storage requirements. Since the ' t ur n-around' time for a 
job is a highly non-linear function of the j ob time, the 
development stages of a project can be seriously hindered 
by high compilation times. The availability of fast Fortran 
compilers, such as KWICTRAN, together with on-line editing 
facilities speeds the development of Fortran based programs. 
For example, the program for the two-dimensional model took 
27 seconds to compile under KWICTRAN and 93 seconds under 
Fortran. For these practical reasons, the original Simscript 
version of the three-dimensional model was rewritten in 
Fortran. 
2.7 The Final Choice 
There is no easy solution to the quest i on of choice 
between the languages. In some cases due to storage 
considerations, computers available, or a lack of expert 
advice, there will be no choice anyway. Timing comparisons 
between similar programs in different languages are difficult 
to interpret. It is rather like comparing two different 
means of transport, say a car and an aeroplane - both may be 
able to get you from A to B but until you define exactly 
what 'A to 8' means the comparison is meaningless and 'A to B' 
might, and frequently will, be grossly unfair to one of the 
proponents. There are many references in the literature to 
comparisons of simulation languages , for example Teichroew 
and Lubin (1966), Tocher (1965), Brennan and Linebarger 
(1964) and Krasnow and Merikallio (1963). 
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To conclude, it is t he author's opinion that for models 
where there are no difficulties due to storage limitation, 
and the 'cause and effect' mechanis ms are reasonably simple, 
FORTRAN (or ALGOL) i s the best choice . If the user wishes 
to program in 'Simscript style' but remain wi thin Fortran, 
the GASP package of Fortran routines is suitable. For the 
complex model with storage problem s, Simscript is the most 
adaptable language. 
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NOTES ON CHAPTERS 4, 5 AND 6 
The three models to be considered are:-
(1) Summer Grazing and Sheep Managemen t. 
(2) Penetration of Sunlight into a Canopy considered as a 
three-dimensional problem. 
(3) As (2) but considered as a two-dimensional problem. 
They are described in Chapters 4, 5 and 6 with a 
slightly different approach in each case. For the summer 
grazing model a full description of the history, model 
structure,and operation has been given. In this way the 
power and convenience of the Simscript language will be 
apparent,and the points made in Chapter 2 can be related. 
Comments are also made on the program storage requirements 
and on current development of this model. The application 
of the model is only mentioned in the chapter but is covered 
in the two papers, Appendices 3 and 4. These should be read 
in conjunction with Chapter 4. 
The light penetration model for t hree dimensions is used 
as a vehicle to illustrate the structure of a model which is 
designed for on-line simulation experiments. In this case 
the model description and program operation has been 
contracted somewhat. As this model is still in the prototype 
stage there are no results for comparison with field and 
laboratory experiments. 
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The third model is also concerned with light penetra tion 
and as the model design is very similar to that for the three 
dimensions model the structure, operation, and programming 
details are given a full treatment. The value of visual 
output for checking purposes is shown. 
In all three chapters,subprograms in the models are 
described by the text, by flowchart, by source listing, or by 
a combination of these. The text outlines the action of the 
subprogram. Comments in the source listing define the 
infra-structure. Flowcharts are used at various levels of 
complexity, as appropriate . The source listings have been 
edited from the originals to exclude all details not directly 
involved in the model. All FORMAT , COMMON, DIMENSION and 
non-executable statements of this t ype have been removed 
together with calls to various checking routines, optional 
printing statements and timing calculations. Mos t of the 
error messages have been replaced by single line comments 
and some of the input/output statements have been simplified. 
The method of producing the source listings is 
interesting. Instead of taking photocopies of the direct 
computer listing, the source deck was translated into paper 
tape form and this was used to drive a typewriter. The 
characters are generally clearer than those in the 
line-printer set. An exception is the alphabetic character 
I which can be confused with the numeral 1. Where flowcharts 
have specifically used the symbol i this is retained in the 
listing, otherwise the characters J and Lare generally used. 
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SUMMER GRAZING AND SHEEP MANAGEMENT MODEL 
4.1 Aim 
The aim was to construct a model which in a realistic 
and reasonably accurate manner presented the structure and 
interactions which occur in a system of sheep management. 
4.2 Introduction and History 
In normal practice a flock of sheep are rotated between 
paddocks where they have access to two types of grass; green 
(i.e. living) and dry (dead). Rainfall produces green grass 
of a given digestibility. This green material will decrease 
in digestibility with time until after a set period it is 
considered to be dead and is reclassified as dry material. 
Both green and dry grass will be reduced by being eaten by 
the sheep and the dry material is also reduced by three 
other actions. These are weathering losses following rain, 
trampling losses due to the sheep,and a time loss, 
presumably due to wind and insects, which is found to occur 
in the absence of both rain and animals. 
Figure 4.1, taken from the paper 'Simulation of Summer 
Grazing' (see Appendix 3), shows the structure of the present 
model. For example, the green material is either eaten, is 
added to the dry material after aging or remains green. 
Having described in general terms the elements in the 
model, it will be useful to give a brief history of the 
model. 
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The initial study was done by two groups in the 
Grassland Agronomy Section of the Division of Plant Industry, 
CSIRO, Canberra, following a course on the simulation 
language Simscript which the author gave at the Division of 
Computing Research, CSIRO. One group used Si mscript and 
the other Fortran and the model was li mit ed to consideration 
of dry material only. The results from the t rial study were 
encouraging and it was decided to increase the scope and 
realism of the model by introducing green material along 
with other changes. This was done and the model steadily 
developed. Areas of weakness in the model, mainly in the 
estimation of dry material losses, and where the data was 
insufficient, were reviewed and a series of field experiments 
arranged. 
Further development of the model is proposed. This will 
be discussed after the following description of the present 
model . 
4.3 Structure of the Model 
The general structure of the model, indicating the 
supply and demand on the green and dry material , is shown in 
Fig. 4.1, taken from Appendix 3. 
In the more detailed Fig . 4.2, from Appendix 4, the 
connection is shown between the event routines, subroutines 
and sets of entities . The full lines with the single arrow 
indicate that an event, or events, are scheduled by the 
present event. For example, the event RAIN will cause the 
event WETHR to occur subsequently. The full lines with 
arrows in both directions indicate a normal subroutine call, 
while the broken lines indicate information flow, so that 
Green 
materi a l 
Soil 
moisture 
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Dr y 
ma t erial 
Weathering 
loss 
Ra i n 
Time 
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variables which are altered in one routine will affec t t he 
calculations in another. This is not unusual bu t , as 
mentioned in Chapter 2, global variables (i.e. the permanent 
attributes) and the sets are available to all routines and 
an explicit indication of the par t i c ular connection between 
routines is helpful in representing the st ructure and 
interactions. 
4.4 Events 
There are three externally applied or exogenous events, 
START, RAIN and SIMEND (not shown in flowchart), and eleven 
internal or endogenous events, AGIN, CLEAN (not shown in 
flowchart), DROUT, DSTRY, EAT, GRO, LOOK, MOVE, SAMPLE, 
TRMPL and WETHR. 
4.5 Sets, Entities and Attributes 
The emphasis in the model is on the pasture and its 
variation during a grazing period of nominally 100 days. 
The green material is represented by entities called GREEN 
which are members of the set GRAS. This set is subscripted 
such that the number of GRAS sets is equal to the number of 
paddocks available to the sheep. The attributes of the 
entity GREEN are as given overl e af. 
REF Paddock Identification l to NP where there 
are NP paddocks 
AGE Age of the green material in days. This 
attribute is used to rank the set 
GRE 
DIG 
SHNO 
PRGE 
GRUET 
GREET 
PGRASS 
SGRASS l 
Amount of green material 
Digestibility of the green material 
Number of sheep on this paddock 
Proportion of green eaten 
Green units eaten 
Green eaten 
Attributes necessary for the automatic linking 
of the member entities to form the set 
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The other entity in the model is not DRY as in the 
flowchart but PDK which holds other information besides the 
dry material. There is one PDK entity for each paddock and 
together they form the set FARM. 
The attributes of PDK are as follows:-
SFARM 
REF 
AMT 
DIGAV 
GRN 
Attribute for list linking 
Paddock identification l to NP where there 
are NP paddocks 
Amoun t of dry material 
Ave rage diges tibility of the dry material 
Tota l green material on the paddock 
31 
THDE 
THI 
PGE 
Dige stibility per cent of the dry material eaten 
THIG 
THAE 
TTDUE 
ADST 
DULT 
AW 
TDUA 
DULW 
Theoretical intake of dry plus green 
Propo rtion of green in the diet 
Theoretical intake of green material 
Theoretical intake of dry material 
Digestible units of dry eaten 
4mount of dry lost by time 
Digestible units lost by time 
Amount of dry lost by weathering 
Amount of digestible dry available 
Digestible units lost by weathering 
Some of the attributes are common to the two entities. 
The correspondence between the two types of set is 
shown in Fig. 4.3. 
Paddock 1 Paddock 2 Paddock 3 ,--- ----- - --- - - -, 
FARM 
f 
G;J ~ ~ I I 
...L.._ 
--
----- ----
_1_ 
,-- -I ,- ---1 ,--- -r 
1~ 1 l ~ I ,~ , I I I I I 
I ~ ~ I ~ I I I I I I 
I ~ ~ I G;;] I I ~ ~ I ~ 
I ~ 8 ~ I l ~AS (!) GRAS (2) GRAS (3) 
- - ----
- --
Correspondence between the FARM and GRAS sets. 
Fig. 4 . 3 
The set FARM will always exist with NP entities where 
NP is the number of paddocks in the model. The GRAS sets 
will be zero member sets until the event of RAIN when the 
growth of grass results in the creation of GREEN entities. 
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4 . 6 Operation of the Model 
Whilst the complete structure is shown in Fig. 4.2, 
it is too complicated for looking at the program operation. 
The operation will be described in the way it occurs in 
practice, i.e. each external event, in order of occurrence, 
and the internal events dependent on it. 
In general, the events and routines have a simple 
internal structure and flowcharts are not given. A number 
of comments have been placed in the listings to explain the 
general purpose and to indicate main points. 
The first event is START. Its hierarchy of dependent 
events is shown in Fig. 4.4. 
is Fig. 4.5. 
The source listing for START 
As explained in the listing, START reads in the basic 
paddock data and schedules further internal events. The 
major one of these is LOOK. This routine effectively 
controls the simulation as it is responsible for scheduling 
the other important events concerned with the growth of new 
grass (GRO), the reduction due to eating (EAT), and the 
checking event (SAMPL), which manages the movement between 
paddocks (MOVE) or into drought yards (DROUT) . The source 
listing for LOOK is Fig. 4.6. 
Where the scheduling of events is conditional on some 
calculated limit, flags are set or reset as appropriate to 
skip over sections of the routines. For example, in LOOK 
if there has been no rain, variable A which represents the 
potential growth of green material will be zero and so the 
event GRO will not be scheduled. Similarly, FLAGG will be 
zero if the potential growth has been realised and again 
the scheduling will be omitted. 
START 
LOOK DSTRY AGIN CLEAN 
DECR 
GRO EAT SAMPL TRMPL 
GROFAT 
MOVE DROUT 
SELECT 
Hierarchy of events dependent upon exogenous event 
START 
Fig. 4.4 
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FIG. 4.5 SOURCE LISTING FOR ROUTINE START 
EXOGENOUS EVENT START 
C THIS ROUTINE STARTS THE SIMULATION RUN 
C IT INITIALIZES THE PADDOCK DATA FROM DATA CARDS, 
C ALLOCATES THE SHEEP TO THE FIRST PADDOCK ANO 
C SCHEDULES THE EVENTS LOOK , DSTRY, AGIN ANO CLEAN 
C 
LET ANP = NP 
C MIXED MOOE EXPRESSIONS NOT ALLOWED 
LET FSIZE = FSIZE * ANP 
C EACH PADDOCK IS NOMINALLY ONE HECTARE. FSIZE IS THE 
C STOCKING RATE SO THAT THE ACTUAL NUMBER OF SHEEP IS 
C DIRECTLY PROPORTIONAL TO THE NUMBER OF PADDOCKS (NP) 
DO , FOR J = ( 1 ) (NP) 
CREATE POK CALLEO K 
C READ IN THE INITIAL AMOUNT OF DRY MATERIAL 
C ANO ITS DIGESTIBILITY 
READ , AMT(K) , DIGAV(K) 
LET REF(K) = J 
I F J E Q 1 , LET SH NO ( K ) = F S I Z E 
IF J NE 1 , LET SHNO(K) = 0.0 
FILE K IN FARM 
LOOP 
CREATE LOOK 
C SCHEDULE EVENT LOOK 
CAUSE LOOK AT TIME+ 0.1 
CREATE DSTRY 
C SCHEDULE EVENT DSTRY 
CAUSE DSTRY AT TIME+ 0.2 
CREATE AGIN 
C SCHEDULE EVENT AGIN 
CAUSE AGIN AT TIME+ 1.0 
CREATE CLEAN 
C SCHEDULE EVENT CLEAN 
CAUSE CLEAN AT TIME+ 1.1 
RETURN 
ENO 
Q~ 
t , ;_ 
FIG. 4.6 SOURCE LISTING FOR ROUTINE LOOK 
ENDOGENOUS EVENT LOOK 
C TH IS ROUTINE IS SCHEDULED IN ITIALLY BY START 
C ANO SUBSEQUENTLY BY ITSELF 
C IT SCHEDULES GRO , EAT , SAMPL ANO TRMPL 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
ER IS THE RATIO OF ACTUAL TO TANK EVAPORAT ION 
LET ER= GL*(1 . 0 - EXPF( - GK*SM)) 
SM IS THE AVAILABLE SOIL MOISTURE 
LET SM= SM+ RFALL - ER*EVAP 
IF THERE IS NO POTENTIAL GROWTH OR GROWING HAS 
STOPPED DO NOT SHEOULE GROWTH 
IF A EQ 0 . 0 GO 1 
IF FLAGG EQ O, GO 1 
CREATE GRO 
CAUSE GROAT TIME 
IF DROUGHT EXISTS OMIT EAT SECTION (SHEEP ARE 
HANO FED IN YARDS IN THIS CASE) 
1 IF FLA GO EQ 1 , GO 2 
F I NO FIRST , FOR ALL KK IN FARM , 
* WITH SHNO(KK) NE 0 . 0, WHERE K 
FIND WHICH PADDOCK HAS THE SHEEP 
DEPENDING ON THE AMOUNT ANO THE PREVIOUS PROPORTION 
OF GREEN MATERIAL EATEN SHEDULE EITHER 1 OR 10 EATS 
FOR THE NEXT DAY TOGETHER WITH A CORRESPONDING NUMBER 
OF SAMPLING EVENTS 
IF GRN(K) LS GM, GO 4 
IF PGE(K) LE PGM , GO 4 
J LET FLAGE = 1 . 0 
CREATE EAT 
CAUSE EAT AT TIME 
CREATE SAMPL 
CAUSE SAMPL AT TIME+ 0 . 8 
GO 5 
4 LE T FLA GE = 1 0 • 
LET TTT = 0.0 
DO , FOR NE =( 1 ) ( 10) 
CREATE EAT 
CAUSE EAT AT TIME+ TTT 
CREATE SAMPL 
CAUSE SAMPL AT TIME+ TTT 
LET TTT = TTT + 0 . 1 
LOOP 
SCHEDULE THE TRAMPLING EVENT 
5 CREATE TRMPL 
CAUSE TRMPL AT TIME 
LET TYME = TYME + 1 
RE - SCHEDULE LOOK 
6 CAUSE LOOK AT TIME+ 1 . 0 
CALL RECD 
RETURN 
2 CREATE SAMPL 
CAUSE SAMPL AT TIME+ 0 . 8 
GO 6 
RETURN 
ENO 
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The events DSTRY, AGIN and CLEAN are in i tiated by START 
and subse quen tl y ore self sustaining. 
DSTRY, Fig . 4.7, defines the loss in dry materia l with 
time ? The loss is assumed to be a function of t he 
digestibility of the material, such t hat the digestibil it y 
of the material lost is higher than the ave rage 
digestibility. This is a similar effect to the selection of 
dry mat e ria l by the sheep, considered la te r, and t he s am e 
routine DECR is used to es t ab li sh t he di ge sti bilit y of t he 
dry material los t . 
FIG . 4.7 SOURCE LISTING FOR ROUTINE DSTRY 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
ENDOGENOUS EVENT DSTRY 
THIS ROUTINE IS SCHEDULED INITIALLY BY START 
AND SUBSEQUENTLY BY ITSELF 
CALCULATION OF DRY MATERIAL LOST WITH TIME 
SET FLAG SO ALL PADDOCKS ARE CONSIDERED IN DECR 
LET FLAGS= 0 
CALL DECR 
AMOUNT LOST IS EQUAL TO THE AMOUNT PRESENT TIMES 
THE RATE OF LOSS 
LET ADST(K) = AMT(K) *OSK, FOR ALL K IN FARM 
DIGESTIBLE UNITS LOST IS THE AMOUNT LOST 
TIMES THE DIGESTIBILITY SELECTED 
LET DULT(K) = ADST(K)*THDE(K), FOR ALL K IN FARM 
RE- SCHEDULE THE EVENT 
CAUSE DSTRY AT TIME+ 1. 0 
RETURN 
END 
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AGIN, Fig . 4.8 , processes the GRAS sets . It updates the 
age and digestibility attributes for each entit½ and updates 
the total green material available attribute which is in the 
corresponding paddock. For the purposes of the model green 
material over a certain age is consid ere d to have died. Any 
which meet this criterion are removed fro m the GRAS set and 
added to the dry material attribute in the paddock, with a 
corresponding adjustment to the average digestibility of the 
dry material. 
CLEAN, Fig. 4.9, is a programming convenience. It 
happens that when the potential growth has been realised for 
a paddock,the GREEN entity, which is created to hold the 
amount of green material grown, has in fact a zero amount of 
green. In order to keep the GRAS sets as small os possible 
and so reduce the time to process them, every three days the 
non-useful entities are removed and the storage released. 
FIG . 4.9 SOURCE LISTING FOR ROUTINE CLEAN 
C 
C 
C 
C 
C 
C 
C 
ENDOGENOUS EVENT CLEAN 
THIS ROUT INE IS SCHEDULED INITIALLY BY START 
ANO SU BSEQUENTLY BY ITSEL F 
ANY ATTRIBUTE WHOSE GREEN ATTRIBUTE IS ZERO 
IS REMOVED FROM THE GRAS SET 
RE-SCHEDULE THE EVENT 
CAUSE CLEAN AT TIME+ J.0 
DO , FOR J = (1)(NP) 
IF GRAS(J) IS EMPTY, GO 1 
00 , FOR ALL G IN GRAS(J) 
IF GRE(G) NE (0.), GO 2 
REMOVE G FROM GRAS(J) 
DESTROY GREEN CALLED G 
2 LOOP 
1 LOOP 
RETURN 
ENO 
FIG. 4.8 SOURCE LISTING FOR ROUTINE AGIN 
ENDOGENOUS EVENT AGIN 
C THIS ROUTINE IS SCHEDULED INITIALLY BY START 
C AND SUBSEQUENTLY BY ITSELF 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
THE AGE AND DIGESTIBILITY ATTRIBUTES IN THE GREEN 
ENTITIES ARE UPDATED. ANY DEAD MATERIAL (AGE= AMX) 
IS TRANSFERED TO THE POK ENTITY ANO TH E NEW VALUE 
OF DIGAV IS CALCULATED 
RE-SCHEDULE THE EVENT 
CAUSE AGIN AT TIME+ 1.0 
DO , FOR J = (1)(NP) 
REMOVE FIRST K FROM FARM 
IF NO MEMBERS IN THE SET OMIT CALCULATION 
IF GRAS(J) IS EMPTY, GO 2 
INCREASE AGE ATTRIBUTE BY 1 DAY 
LET AGE(G) = AGE(G) + 1. , FOR ALL G IN 
DECREASE DIGESTIBILITY ATTRIBUTE BY AMOUNT 
LET DIG(G) = DIG(G) - AG, FOR ALL G IN 
FINO TOTAL AMOUNT OF GREEN IN THE SET ANO 
TRANSFER RESULT TO THE PADDOCK 
GRAS(J) 
AG 
GRAS(J) 
LET SGRE(J) = 0.0 
LET SGRE(J) = SGRE(J) + GRE(G), FOR ALL G 
* IN GRAS(J), WITH AGE(G) LS AMX 
LET GRN(K) = SGRE(J) 
CHECK IF ANY GREEN HAS AGE EQUAL TO AMX 
IF SO ADO TO DRY IN PADDOCK ADJUST THE AVERAGE 
DIGESTIBILITY ANO FREE THE STORAGE TAKEN UP BY 
THAT GREEN ENTITY 
FINO FIRST, FOR ALL G IN GRASS(J), WITH AGE(G) 
* EQ AMXJ WHERE NJ IF NONE
1 
GO 2 
LET AMT~K) = AMTlK) + GRE~N) 
LET DIGAV(K) = (OIGAV(K)*AMT(K) + DIG(N)*GRE(N)) 
* /(AMT(K) + GRE(N)) 
REMOVE N FROM GRAS(J) 
DESTROY GREEN CALLEO N 
2 FILE K IN FARM 
LOOP 
RETURN 
ENO 
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The event GRO, Fig. 4.10, defines the daily growth of 
green material for each of the paddocks. A logistics growth 
curve is used with an initial step response following the 
first rainfall. This has not been completely satisfactory 
and further comments are reserved for a later section. 
It is in GRO that the non-useful GREEN entities can be 
formed as noted earlier in CLEAN. Only when all paddocks 
have achieved their potential growth will the growth flag 
be reset. 
The event EAT, Fig. 4.11, is scheduled by LOOK and can 
occur either once or ten times each day. The requirement to 
schedule ten EATS only occurs when the amount of green 
material is small as in this case the function defining the 
amount removed by the sheep to the amount available is 
convex and the change in gradient is comparatively rapid for 
small changes in amount available . With the coarse grid, 
i.e. one EAT per day, it is possible by extrapolation to 
remove more green than is currently available. 
As eating only occurs on one paddock, the 
subroutine DECR, Fig. 4.12, is called with FLAGS set to 
unity. This routine establishes the proportion of green in 
the diet available on the paddock and the theoretical intake 
of the total food and similar statistics for the green and 
dry materials. 
Referring again to Fig. 4.11, after calculating the 
average digestibility of the green material the average 
digestibility of the diet (DFDE) based on the proportion of 
green and dry is obtained. The actual intake (AI) is given 
by the theoretical intake (TI), by the average digestibility 
and modified by a factor of one or ten (FLAGE) to allow for 
FIG . 4 . 10 SOURCE LISTING FOR ROUTINE GRO 
ENDOGENOUS EVENT GRO 
C THIS ROUTINE IS SCHEDULED BY EVENT LOOK 
C A GREEN ENTITY HOLD I NG AS AN ATTR IBUTE THE AMOUNT OF 
C GREEN MATER IA L GROWN THAT DAY IS ADDED TO EACH OF 
C T HE G RA S SETS 
C 
C RELEASE SPACE FOR THE GRO EVENT NOTICE 
DESTROY GRO 
C NUM IS A LOC AL VARIABLE USED TO COUNT THE NUMBER OF 
C PADDOCKS THAT HAVE REACHED THEIR POTENTIAL GROWTH 
LET NUM = 0 
DO , FOR J = (1 )(NP) 
REMOVE FIRST K FROM FARM 
IF SGRE(J) GR (0 . 0) , GO 1 
C IN IT IAL AMOUNT GROWN FOLLOWING FIRST RAIN 
LET w = A/(1 . 0+B*(EXPF( - z*1 . 0))) 
LET OW = W 
GO 2 
C DEFINE WEIGHT OF GRASS GROWN 
1 LET OW= (z*SGRE(J)*(A - SGRE(J))/A)*ER 
2 CREATE GREEN CALLED G 
C DEFINE DIGESTIBILITY FOR THIS GROWTH , THE NUMBER OF 
C SHEEP ON THIS PADDOCK , THE PADDOCK REF . AND THE AGE 
LET DIG(G) = 0.9 
LET SHNO(G) = SHNO(K) 
LET REF(G) = REF(K) 
LET GRE(G) = OW 
LET AGE(G) = 0.0 
C ACCUMULATE THE TOTAL PRODUCTION FOR THIS PADDOCK 
LET TP(I) = TP(I) + OW 
C IF THE POTENTIAL GROWTH HAS BEEN REALISED , RECALCULATE 
C THE AMOUNT OF GREEN AND I NCREMENT NUM BY ONE 
IF TP(J) LS A, GO J 
LET GRE(G) =OW+ A - TP(I) 
LET TP(J) = A 
LET NUM = NUM + 1 
J FILE K IN FARM 
FILE G IN GRAS(J) 
LOOP 
C IF NUM IS EQUAL TO THE NUMBER OF PADDOCKS THERE WI LL 
C BE NO FURTHER GROWTH UNT IL MORE RAIN HAS FALLEN SO 
C RESET THE GROWTH FLAG 
IF NUM LS NP~ GO 4 
LET FLAGG= U 
4 RETURN 
ENO 
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FIG . 4 . 11 SOURCE LISTING FOR ROUTINE EAT 
ENDOGENOUS EVENT EAT 
C TH IS ROUT INE IS SCHEDULED EITHER ONCE (NORW!AL CASE) 
C OR TEN TIMES DAILY BY LOOK 
C IT CALCULATES THE AMOUNTS OF GREEN AND DRY MATERIAL 
C REMOVED BY THE SHEEP 
C 
C RELEASE SPACE FOR EAT EVENT NOT IC E 
DE STROY EAT 
C SET FLAG AND CALL DECR 
LET FLAGS = 1 
C CALL SUBROUTINE DECR TO ESTABLISH QUANTITIES AND 
C PROPORTIONS OF MATERIAL AVAILABLE 
CALL DECR 
C IF IN DROUGHT EX IT 
IF FLAGD EQ 1 t GO J 
LET SGRET = 0. U 
LET SPRGE = 0 . 0 
LET SPRDE = 0. 0 
FIND F IRST , FOR ALL K IN FARM , WITH SHNO(K) GR 0 . , 
* WHERE JJ, IF NONE , GO J 
LET J = REF(JJ) 
C IF THE GRASS SET IS EMPTY OR CO NTA INS AN 
C I NS IGNIFICANT AMOUNT OF GREEN OMIT THIS SECTION 
IF GRAS(J) IS EMPTY , GO 1 
IF SGRE(J) LS GRM, GO 1 
DO , FOR ALL G IN GRAS(J) 
LET PRGE(G) = GRE(G) * DIG(G) 
LET SPRGE = SPRGE + PRGE(G) 
LET PRDE(G) = PRGE(G) * DIG(G) 
LET SPRDE = SPRDE + PRDE(G) 
LOOP 
C CALCULATE THE AVERAGE DIGESTIBILITY OF THE GREEN 
LET ADIG = SPRDE/SPRGE 
LET OFDE = PROPG*ADIG + (1.- PROPG)*TDE 
LET Al = Tl * DFDE / FLAGE 
LET GGE = PROPG * Al * FSIZE 
LET AE = Al * FS IZ E - GGE 
LET TDUE = AE * TOE 
DO, FOR ALL G IN GRAS(J) 
LET GREET(G) = GGE * PRGE(G) / SPRGE 
LET GRE(G) = GRE(G) - GREET(G) 
LET GRUET(G) = GREET(G) * DIG(G) 
LET SGRET = SGRET + GRUET(G) 
LOOP 
LET FUE = TDUE + SGRET 
GO 2 
1 LET A I = TI * TOE / FLAGE 
LET GGE = 0. 0 
LET AE = Al * FS IZE 
LET TDUE = AE * TOE 
LET FUE = TDUE 
2 CALL GROFAT 
J RETURN 
END 
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FIG. 4.12 SOURCE LISTING FOR ROUTINE DECR 
SUBROUTINE DECR 
C THIS ROUTINE IS CALLED BY DSTRY AND EAT. IT 
C CALCULATES VARIOUS STATISTICS OF THE PADDOCKS. 
C WHEN CALLED FROM DSTRY FLAGS IS SET TO ZERO SO 
C THAT ALL PADDOCKS ARE CONSIDERED , WHEN CALLED 
C FROM EAT ONLY THE PADDOCK CONTAINING SHEEP 
IF FLAGS EQ 1, GO 1 
DO~ FOR ALL K IN FARM 
GO L 
1 DO , FOR ALL K IN FARM, WITH SHNO(K) GR 0.0 
C THE DIGESTIBILITY OF THE DRY EATEN IS BY SELECTION 
C HIGHER THAN THE AVERAGE DIGESTIBILITY 
2 LET THDE(K) = DIGAV(K)*DK/(1.0 + (DK-1.0)* 
* EXPF(- C * AMT(K))) 
C FOR DSTRY CALL OMIT REMAINING CALCULATIONS 
C AS ONLY DIGESTIBILITY OF DRY EATEN IS REQUIRED 
C FOR EACH PADDOCK 
IF FLAGS NE 1, GO J 
LET EFFCY = 1.0 - EXPF(-E*(AMT(K)+GRN(K)-GMX)) 
LET THl(K) = EFFCY * ME 
LET PGE(K) = 1.- EXPF(S*H*GRN(K)/(AMT(K)+GRN(K))) 
LET THIG(K) = PGE(K) * THl(K) 
LET THAE(K) = THl(K) - THIG(K) 
LET TOE= THDE(K) 
LET TTDUE(K) = THAE(K) * THDE(K) 
C FOR PROGRAMMING CONVENIENCE HOLD SOME VALUES FOR 
C THE PADDOCK WITH SHEEP AS PERMANENT ATTRIBUTES 
LET TIG = THIG(K) 
LET TDUC = TTDUE(K) 
LET Tl = THl(K) 
LET PROPG = PGE(K) 
LOOP 
3 LOOP 
4 RETURN 
END 
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one or ten EATS. AE and GGE are the actual amounts of dry 
and green eaten respectively . The green material attribu t e 
of each entity in the GRAS set is reduced by an amount 
weighted to the proportion of green and digestibility of 
green for that entity . 
Finally, the digestible units of dry e aten (TDUE) added 
to the digestible units of green eaten (SGRET) form the food 
units eaten FUE. 
Subroutine GROFAT, Fig . 4.13, is called by EAT. It 
calculates the weight change of the sheep either as a gain 
or loss . If the sheep weight is less than a critical amount 
the drought flag is set. 
FIG . 4 . 13 SOURCE LISTING FOR ROUT INE GROFAT 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
SUBROUTINE GROFAT 
THIS SUBROUTINE IS CALLED BY EAT 
THE WEIGHT CHA NGE OF THE SHEEP IS CALCULATED 
A DROUGHT FLAG IS SET IF THE WEIGHT FALLS 
BE LOW A GIVEN AMOUNT 
AMED IS THE METABOLISABLE ENERGY CONTENT OF THE DIET 
LET AMED = 82 . * FUE * 4 1 . 8/F SIZE 
AME~ IS THE METABOLISABLE ENERGY REQD . FOR MAINTENANCE 
LET AMEM = POWRF(WT~0 . 75) *FM/ 0 . 7 / FLAGE 
IF AMED - AMEM 1 , 2,J 
LOSS IN WEIGHT 
1 LET ANE =FL* (AMED AMEM) 
GO 4 
GAIN IN WEIGHT 
3 LET ANE = FG * (AMED - AMEM) 
4 LET WT= WT+ ANE/4000 . 
CHECK IF WEIGHT CRITICAL 
IF WT LS WM GO 5 
LET ANEM = 0 . 7 * AMEM 
ACCUMULATE THE TOTAL NETT ENERGY FOR MAINTENANCE 
REQUIREMENTS AND WEIGHT CHANGE 
LET TANE = ANEM + ANE 
2 RETURN 
SET DROUGHT FLAG 
5 LET FLAGD = 1 
RETURN 
END 
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The checking routine SAMPL, Fig , 4.14, is scheduled in 
step with EAT. It updates the amounts of green and dry in 
the paddocks following reduction through eating, trampling, 
weathering, etc. The event DROUT is scheduled if the 
drought flag is set, see subroutine GROFAT. Movement to 
another paddock is based on the food ava ila ble on the present 
paddock. This movement is also subject to a time delay of a 
minimum number of days. 
On the first entry to event DROUT, Fig. 4.15, the sheep 
are removed from the present paddock. Their maintenance 
requirements are provided and a check is made to see if any 
paddock has enough material to warrant the sheep being 
removed. If there is, the sheep are transferred and the 
drought and first entry indicator flags are reset. 
The event MOVE, Fig. 4.16, calls subroutine SELECT, 
Fig. 4.17, which on the basis of four decision rules chooses 
the next paddock to which the sheep are to be transferred. 
In MOVE the sheep are removed from the present paddock and 
transferred to the paddock indicated by SELECT. The 
movement time delay is reset for the new paddock. 
The last routine scheduled by LOOK is TRMPL, Fig. 4.18, 
which for the paddock containing the sheep estimates the 
loss of dry material due to trampling by the sheep. 
The second exogenous event, RAIN has only one 
directly dependent event which is WETHR. 
The source listing for RAIN is given in Fig. 4.19. 
The entry in the exogenous events deck for this event is also 
FIG . 4 . 14 SOURCE LISTING FOR ROUTINE SAMPL 
ENDOGENOUS EVENT SAMPL 
C TH IS ROUTINE IS SCHEDULED BY EVENT LOOK 
C 
C RELEASE STORAGE SPACE FOR SAMPL EVENT NOTICE 
DESTROY SAMPL 
C IF THERE IS NO WEATHERING ACTION SET THE AMOUNT AND 
C DIGESTIBLE UNITS LOST THROUGH WEATHERING TO ZERO 
IF FLAGW NE O , GO 1 
DO , FOR ALL K IN FARM 
LET AW(K) = 0. 0 
LET DULW(K) = 0.0 
LOOP 
C FOR THE PADDOCKS WITHOUT SHEEP TAKE INTO ACCOUNT THE 
C WEATHERING AND TIME LOSSES 
1 DO , FOR ALL K IN FARM 
LET TDUA(K) = AMT(K) * DIGAV(K) 
IF SHNO(K) EQ 0 . 0 GO 2 
LET AMT(K) = AMT(K~-AE-(AT+AW(K)+ADST(K))/FLAGE 
C CALCULATE THE TOTAL DIGESTIBLE UNITS REMAINING (TOUR) 
LET TOUR= TDUA(K) - TDUE-(DUT DULT(K)+DULW(K))/FLAGE 
C AND HENCE THE NEW VALUE FOR AVERAGE DIGESTIBILITY 
LET DIGAV(K) = TDUR/AMT(K) 
LET GRN(K) = GRN(K) - GGE 
C ACCUMULATE DRY EATEN , GREEN EATEN, FOOD UNITS 
LET AAE = AAE + AE 
LET ATDUE = ATDUE + TDUE 
LET TGGE = TGGE + GGE 
LET TFUE = TFUE + FUE 
LET TTANE = TTANE + TANE 
GO J 
2 LET AMT(K) = AMT(K) - (AW(K)+ADST(K))/FLAGE 
LET TOUR= TDUA(K) - (DULT(K)+ouLW(K))/FLAGE 
LET DIGAV(K) = TDUR/AMT(K) 
J LOOP 
C IF DROUGHT CONDITIONS ALREADY EXIST OMIT NEXT SECTION 
IF FLA GD EQ 1 , GO 4 
C THERE IS A DELAY BEFORE MOVEMENT FROM ONE PADDOCK TO 
C ANOTHER IS ALLOWED 
IF TYME LS NDAY/NP , GO 5 
C LOCATE THE PADDOCK CONTAINING THE SHEEP 
FIND FIRST, FOR ALL K IN FARM , WITH SHNO(K) NE 0. , 
* WH ERE K K , I F NO NE , GO 1 0 
C MOVE IF GREEN AND DRY IS TOO LOW 
IF GRN(KK) GR GX , GO 5 
IF AMT(KK) GR DX , GO 5 
CREATE MOVE 
CAUSE MOVE AT TIME 
GO 5 
C SHEDULE DROUT EVENT 
4 CREATE DROUT 
CAUSE DROUT AT TIME+ 1.0 
5 RETURN 
10 (ERROR MESSAGE) 
RETURN 
END 
FIG. 4.15 SOURCE LISTING FOR ROUTINE DROUT 
ENDOGENOUS EVENT OROUT 
C THIS ROUTINE IS SCHEDULED BY SAMPL FOLLOWING 
C THE SETTING OF THE DROUGHT FLAG IN GROFAT 
C 
C IN DROUGHT THE SHEEP ARE HAND FED, THE WiAINTENANCE 
C REQUIREMENTS ARE CALCULATED. WHEN POSSIBLE THE 
C SHEEP ARE MOVED BACK TO A PADDOCK 
C 
C RELEASE SPACE FOR DROUT EVENT NOTICE 
DESTROY DROUT 
C ON FIRST ENTRY TO THIS EVENT TAKE THE SHEEP 
C OFF THE CURRENT PADDOCK 
C NA IS AN INDICATOR,= 0 FOR FIRST ENTRY IN DROUT 
C FROM ANY PADDOCK 
IF NA NE O, GO 1 
FIND FIRST, FOR ALL K IN FARM, WITH SHNO(K) NE 0., 
* WHERE KK , IF NONE , GO 10 
C REMOVE SHEEP FROM FARM AND GRAS SETS 
LET SHNO(KK) = 0.0 
LET SHNO(G) = 0.0, FOR ALL G IN GRAS(REF(KK)) 
C SET NA=1 TO CAUSE JUMP OVER PREVIOUS SECTION 
C ON SUBSEQUENT ENTRIES 
LET NA = 1 
C CALCULATE MAINTENANCE REQUIREMENTS 
1 LET AMEM = POWRF(WT,0.75)*FM/0.7 
LET TON= (AMEM/160.)*0.57*FSIZE 
LET STDN = STDN + TON 
C CHECK TO SEE IF ANY PADDOCK HAS A SATISFACTORY AMOUNT 
C OF GREEN OR DRY W!ATERIAL, IF SO TRANSFER THE SHEEP 
C TO THAT PADDOCK , ELSE EXIT 
FIND FIRST, FOR ALL K IN FARM, WITH GRN(K) GR 50., 
* OR AMT(K) GR JOO., WHERE LL, IF NONE, GO 2 
LET SHNO(LL) = FSIZE 
C SIMILARLY FOR THE CORRESPENOING GRAS SET 
LET SHNO(G) = FSIZE, FOR ALL G IN GRAS(REF(LL)) 
C AS SHEEP HAVE MOVED TO A PADDOCK RESET DROUGHT FLAG 
LET FLAGD = 0 
C RESET NA FOR NEXT ENTRY TO DROUT 
LET NA = 0 
2 RETURN 
10 (ERROR MESSAGE) 
RETURN 
ENO 
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FIG . 4. 16 SOURCE LISTING FOR ROUTINE MOVE 
ENDOGENOUS EVENT MOVE 
C TH IS ROUTINE IS SCHEDULED BY EVENT SAMPL . 
C AFTER SELECTING ANOTHER PADDOCK THE SHEEP ARE 
C TRANSFERRED BY CHANG I NG THE SHEEP NUMBER ATTR IBUTE 
C 
C RELEASE STORAGE SPACE FOR MOVE EVENT NOTICE 
DESTROY MOVE 
C CALL SUBROUTINE TO SELECT NEXT PADDOCK 
CALL SELECT 
F IND FIRST , FOR ALL K IN FARM , WITH SHNO(K) NE 0 .0, 
* WHERE K K , I F NONE , GO 1 0 
LET SHNO(KK) = 0. 0 
LET SHNO(G) = 0. 0 , FOR ALL G IN GRAS(REF(KK)) 
C MM IS THE POINTER TO THE NEXT PADDOCK REF(MM) IS 
C THE PADDOCK NUMBER AND THE CORRECT SUBSCRIPT VALUE 
C FOR THE CORRESPONDING GRASS SET 
LET SHNO(MM) = FSIZE 
LET SHNO(G) = FSIZE , FOR ALL G IN GRAS(REF(MM)) 
C RESET COUNTER FOR TIME IN THE PADDOCK 
LET TYME = 0 
RETURN 
10 (ERROR MESSAGE) 
RETURN 
END 
FIG . 4 . 17 SOURCE LISTING FOR ROUTINE SELECT 
SUBROUTINE SELECT 
C THIS ROUTINE IS CALLED BY MOVE , IT SELECTS 
C THE NEXT PADDOCK ON THE BASIS OF FOUR RULES 
C 
C FIRST RULE . SELECT THE PADDOCK WITH THE MAXIMUM 
C GREEN IF THIS EXCEEDS A GIVEN LIMIT (ox) 
FIND AMTP = MAX OF GRN(K) , FOR ALL K IN FARM , 
* WITH GRN(K) GR DX , WHERE MM , IF NONE , GO 1 
RETURN 
C SECOND RULE . SELECT THE PADDOCK WITH THE MAXIMUM 
C GREEN , SUCH THAT GREEN> GX AND DRY> DX 
1 FIND AMTP = MAX OF GRN(K) , FOR ALL K IN FARM, 
* WITH GRN(K) GR GX , WITH AMT(K) GR DX , 
* WHERE MM , IF NONE , GO 2 
RETURN 
C TH IRD RULE . SELECT THE PADDOCK WITH THE MAXIMUM 
C GREEN , SUCH THAT GREEN> GX 
2 FIND AMTP = MAX OF GRN(K) , FOR ALL K IN FARM , 
* WITH GRN(K) GR GX, WHERE MM , IF NONE , GO 3 
RETURN 
C FOURTH RULE . SELECT THE PADDOCK WITH THE MAX IMUM 
C GREEN PL US ORY 
3 F INO AMTP = MAX OF AMT(K) + GRN(K) , FOR ALL K 
* IN FARM , WHERE MM 
RETURN 
ENO 
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FIG . 4. 18 SOURCE L ISTING FOR ROUT INE TRMPL 
ENDOGENOUS EVENT TRMPL 
C THIS ROUT INE IS SCHEDULED BY LOOK 
C IT CALCULATES THE LOSS OF DRY MATERIAL DUE 
C TO THE TR AMPL I NG ACTION OF THE SHEEP 
C 
C RELEASE STORAGE SPACE FOR TRMPL EVENT NOTICE 
DESTROY TRMPL 
C IF DROUGHT NO TRAMPL I NG SO EXIT 
IF FLA GD EQ 1 , GO 1 
DO , FOR ALL K IN FARM 
IF SHNO(K) EQ 0 . 0 , GO 2 
C THE AMOUNT LOST THROUGH TRAMPLING IS PROPORTIONAL 
C TO THE NUMBER OF SHEEP , THE PROPORTION OF DRY 
C MATERIAL PRESENT, THE TOTAL INTAKE AND THE 
C DIGEST IBILITY OF THE MATERIAL SELECTED 
LET AT= TK*Tl*TDE*FSIZE*(AMT(K)/(AMT(K)+GRN(K))) 
LET OUT= AT* TOE 
2 LOOP 
1 RETURN 
END 
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used to carry data relating to the rainfall, transpiration 
rates and tank evaporation for that simulated time. 
FIG . 4 .1 9 SOURCE LISTING FOR ROUTINE RAIN 
EXOGENOUS EVENT RAIN 
C THIS IS AN EXO GENOUS EVENT ROUTINE WHICH IS 
C INITIATED BY AN ENTRY IN THE EXOG EVENTS DECK 
SAVE 
C SAVE AND READ THE DATA ON THE RAIN EVENT CARD 
READ , RFALL, TRANR, EVAP 
IF RFALL EQ 0 . 0 , RETURN 
C SET FLA GS FOR WEATHERING AND GROWING 
LET FLAGW = 1 
LET FLAGG= 1 
C CALCULATE THE ADDITION TO THE NUMBER 
C OF WEATHERING EVENTS 
LET TRR = J.0 * RFALL/(EVAP * ENF) 
LET NWET = WET+ XFIXF(TRR) 
DO , FOR TT= (0.)(TRR) 
CREATE WETHR 
LET RWET(WETHR) = RFALL 
C SCHEDULE THE SUBSEQUENT WEATHERING EVENTS 
CAUSE WETHR AT TIME+ TT 
LOOP 
C CALCULATE THE INCREASE IN POTENTIAL GREEN PRODUCTION 
LET A= A+ 10000 . *RFALL/TRANR 
RETURN 
ENO 
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A recent improvement in the model was to incorporate 
daily data for evaporation and to calculate the soil moisture 
balance on a daily basis. In programming terms, the simplest 
solution was to have the event RAIN taking place each day 
with the value for evaporation being updated daily. The 
available soil moisture and actual evaporation are computed 
in LOOK. As many days will have zero rainfall this condition 
is tested and where true an early return made from the 
routine RAIN. 
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Weathering losses are assumed to extend over a number 
of day s proportional to the rainfall and inversel y 
proportional to the evaporation and a factor for 
environment. 
Finally , the total potential growth on the paddock is 
calculated. It is assumed that over the pe r iod modelled by 
the simulation there is no constraint due to temperature. 
WETHR, Fig. 4.20, defines the loss of dry material due 
to decay, etc. from rain. In the equation to calculate the 
loss RWET is the value of rainfall at the time that the 
weathering event was scheduled. This is necessary as the 
number of weathering events (TRR) scheduled in RAIN may 
overlap the next rainfall. So that for each event the 
appropriate value of rainfall is held as an attribute of the 
WETHR event notice. (Events notices are in fact entities 
which are held in an events list or set. The first two words 
of the event notice hold the attributes for locating the 
entity i n the ranked set together with the value of time 
which is the ranking attribute. The rest of the entity can 
hold attributes which are transferred to the event routine 
in the same way that actual parameters are transferred in 
Fortran subroutine calls) . 
FIG . 4 . 20 SOURCE LIST I NG FOR ROUTINE WETHR 
ENDOGENOUS EVENT WETHR 
C REDUCE WEATHERING COUNTER BY 1 
LET NWET = NWET - 1 
C WEATHERING LOSS IS PROPORT IONAL TO THE 
C RA I NFA LL AND THE AMOUNT OF DRY MATERIAL PRESENT 
LET AW(K)=RWET(WETHR)*WK*AMT(K),FOR ALL K IN FARM 
C DU LW IS THE DIGEST IBLE UNITS LOST 
LET DULW(K) = AW(K)*THDE(K) , FOR AL L K IN FARM 
C RESET FLAG IF WET COUNT IS ZERO 
IF NWET EQ O , LET FLAGW = 0 
DE STROY WETHR 
END 
The last event in simulated time is the exogenous 
event SIMEND which stops the simulation. 
Other subroutines which have not been listed are RECD 
and TIMER. A call to RECD is normally placed in LOOK. 
RECD assembles a file of results to be used for graphical 
output and other files which can be prin ted if required. 
TIMER is a small Fortran routine used to record the 
execution time excluding the initialisation phase. It is 
first called in START and again in SIMEND . 
4.7 Program Storage Requirements 
The storage layout can be separated into six classes 
(1) The 'get' and 'put' routines, for access to the 
permanent and temporary attributes,and the routines 
involved in the list processing of the sets and 
entities. 
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(2) Routines involving the system variables such as TIME, 
and those required to assemble one, two, four and eight 
word entities. 
(3) The event routines and subroutines. 
(4) Addi tional routines mainly from the Fortran Library. 
(5) Storage space for the permanent and system variables. 
(6) Free space for the creation of entities during the 
program run. 
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For a typical run, the actual figures for these classes 
were as follows:-
Clas s Co meuter Wo rds (Deci mal) 
( 1) 1410 
(2) 4935 
(3) 2305 
(4) 3230 
(5) 200 
(6) 13000 
25080 
(1) Of the 1410 words, approximately 500 were required for 
the 'get' and 'put' routines for the temporary 
attributes. The remainder were mainly for the 
permanent attributes each of which required, in general, 
a three word 'get' and a three word 'pu t ' routine. 
(2) This group of routines is known as the execution time 
routines and unless special steps are taken to remove 
particular routines there is no option about the 
composition. The largest routine which occupies 2364 
words is used in the initialisation phas~ when the 
permanent attributes are read in, before the start of 
the simulation run. 
(3) The event routines and subroutines are comparatively 
modest in storage requirements. In earlier versions, 
which contained many output statements, some 50 per 
cent more storage was required. A similar effect 
would be evident in Fortran routines. The point is 
that for the 'bread and butter' statements in 
Simscript such as CREATE entity, FILE entity, DO, 
FOR I= ( 1) ( NP) etc., the transformation into 
machine coding is, as might be expected, very 
efficient. 
Routine Si~ (D eci mal) 
START 159 
RAIN 207 
SIMEND 18 
AGIN 178 
CLEAN 53 
DECR 157 
DROUT 113 
DSTRY 65 
EAT 270 
GRO 126 
GROFAT 101 
LOOK 144 
MOVE 84 
RECD 121 
SAMPL 289 
SELECT 100 
TRMPL 52 
WET HR 69 
Total: 2306 
(4) These routines are mainly input/output which are 
required by various event routines and the 
initialisation routine. 
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(5) No comment. 
( 6 ) For this run there were 13000 words available for the 
entities GREEN and PDK. In a typical run for a 
non-rotation system (on e paddock) the space requirements 
would be abou t 400 words. For a nine paddock rotation 
the requirements would be about 3600 wo rds and there 
wou ld also be an increase in the storage requirements 
under (5). 
4.8 Output of Results 
In order to examine the behaviour of the model when 
testing the prototype, it is necessary to look at results 
from all the components as well as the overall effects. 
Early in the work it was realised that graphical output could 
be checked for reasonableness far quicker than the printed 
page. Therefore, the majority of the development was checked 
out by using a separate Fortran program to plot results 
collected as a file by RECD. Being a simulation of a system 
which had parameters understandable to the layman some of 
the faults were easy to detect, and were not without humour. 
On one occasion the flock of sheep simply disappeared in 
mid-simulation. On ano ther , the weight gain of the sheep was 
phenomenal du e to the ten feeds a day and no corresponding 
reduction in the quantity eaten. The inclusion of a wrong 
factor in the growth equation gave rise to enough grass to 
feed all the sheep in Aus tralia. Amusemen t aside, one 
realises the difficulties in simulation of systems where 
'reasonableness checks' are not so evident. 
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The graphs were produced on a Calcomp Plotter by a 
Fortran pro9ram. The basic size of each graph is an eight 
inch square with the independent variable Time on the 
x-axis. The Figs. 4.21 to 4 .25 are compo sit e graphs which 
illustrate the following systems:-
( 1 ) A nine paddock system at a high stocking rate, shown 
by the continuous fine lines 
(2) A one paddock system at a high stocking rate, shown 
by a broken line - - - - - - - -
(3) A one pa ddo ck system at a low stocking rate, shown by 
a broken line of two lengths - - __ - -- - _ 
The particular points shown as squares or circles 
ore for the experimental data from sample plots set up for 
testing the model as noted earlier in this chapter. The 
squares relate to measurements on the single paddock used 
for the high stocking experiment, and the circles to that 
with the low stocking. Nine paddock rotation was not 
attempted here as a field experiment , but the simulated 
results are included to illustrate the operation of the 
model. 
The change in dry material on the paddock& is shown in 
Fig . 4.21 . Looking first at the field data,this is most 
erratic , particularly for the low stocking case . Methods 
of estimation are not yet satisfactory. Turning to the 
simulated results the curves for the one paddock low and 
high stocking are similar. (The starting value was higher 
for the high stocking rate to line up wi t h the initial 
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Graphs of dry material on the paddocks with time. 
Fig. 4.21 
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estimate of dry on the paddocks for the experiment). The 
increase after day 87 is due to the transfer of green 
material a bove a certain age. As more of the green material 
has been taken from the pad dock with high stocking, the ra t e 
of increase of dry material is small compared to the low 
stocking case. 
The graphs for the nine paddock simulation are 
interesting. The sheep are initially on paddock l where 
they stay until day 9 when they are transferred to paddock 2. 
The case for paddocks without sheep is shown by the top line 
which is overdrawn. The slope here represents the decrease 
in dry material due to time losses and weathering. As 
simulated,weathering has a small effect, seen as kinks in 
the curve at days 16, 42 and 56, when there were substantial 
amounts of rain. The time loss for the grazed paddocks is 
less. See paddock l after day 9. 
The graph of green material on the paddock, Fig. 4.22, 
is not easy to decipher at first but it follows a similar 
pattern to the dry curves. 
Firstly there is virtually no growth until day 40. 
The simulated curves for the two one paddock cases are 
similar and there is reasona ble agreement with field data 
for the initial growth. The upper broken curve is for the 
low stocking rate. The curves for the nine paddock system 
can be lined up with the dry graphs. The outer envelope is 
the case for paddocks which have not been grazed, in this 
run paddocks 8 and 9 . 
The early paddock transfers cannot be identified easily 
but the reduction in green in paddock 7 can be observed, then 
the transfer to paddock lat day 54 . This transfer is not to 
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Graphs of gre en material on the paddocks with time. 
Fig. 4.22 
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paddock 8, as might be expected, because the first decision 
rule in SELECT is based only on the green material available 
and the first paddock satisfies this criterion. Subsequent 
movements are to paddocks 2 , 3, 4 and 5 . If one looks back 
to the dry graph, Fig . 4.21, the further reduction in dry 
material on these paddocks can be observed, e.g. for paddock 
l the decrease over the time period from day 54 to day 62. 
Paddocks 6 and 7 start to recover ( the two lines 
enclosing the data point on day 70). While paddock l af ter 
staying constant for a while (sheep have left and no rain 
falls) joins the curve of paddock 2 and both increase towards 
a lower total potential growth. 
In Fig. 4.23, the simulated amounts of green material 
eaten are shown. The switches between paddocks and the 
subsequent falling curve reflect the reduction in material 
available. The time of stay on the paddock is increasing 
and there is more green available on entry, see envelope of 
green on paddock in Fig . 4.22. 
These particular graphs do not illustrate the 
digestibility factor in the chosen diet. Fig . 4 . 24 is a 
graph of total digestible food units eaten against time . 
From this it is clear that up to day 17, both low and high 
stocking rate sheep do equally well . Aga in, after day 53 
there is virtually no difference in their rate of 
accumulating food units. The critical period is between 
days 17 and 52 when at the high stocking rate little dry 
material is ava ilable and new growth is small. 
The cumulative intake of digestible food units by the 
sheep on the nine paddock system is increasing a t a slower 
rate, which is explained by t wo factors. Firstly , some of 
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Graphs of accumulated digestible fo od units eaten 
wi t h t ime. Fig. 4 . 24 
the green material will have decreased in digestibility 
before it is grazed, thus reducing overall the digestible 
food units eaten. Secondly, the amount available on any 
paddock is decreasing at a faster rate than for the one 
paddock system, see Fig. 4.23. 
The simulated weight changes of the she ep together 
with the actual weights are shown in Fig. 4.25. 
4 . 9 Future Development 
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The model in its present form concentrates on the 
grazing component in the system. Current development aims 
at improving certain sections of the present model and a 
general extension of its scope. 
Improvements to the present model include the 
adoption of a more flexible growth curve for the green 
material. In the present logistic growth curve, shown 
below, rate of growth is a function of the amount of green 
material present. 
where 
and 
W = A.ER/(1 + Be -zt) 
dW = Z.W.ER ( (A - W)/A) 
dt 
A is the potential growth 
w is the amount that has 
ER is the ratio of actual 
grown by 
to tank 
z and B are constants empirically 
time t 
evaporation 
derived 
64 
I I I 
I..' 
Graphs of sheep weight with time. 
Fig. 4 . 25 
65 
However , as the curve is sym~tric and does not pass 
A 
through the origin, the growth in response to the first 
rainfall has a disproportionate effect on the subsequent 
rate of growth . To overcome this a non-symetric curve 
which passes through the origin is to be used. 
The equation of this curve by von Bertalanffy, 
in Richa r d s ( 1959) , is -
w = A.ER ( 1 - e 
( 1/(1 - B)) 
-z t ) 
(1 - 81/ 
dW = Z.W.ER (A/W) (1 - B) 
dt 
A family of curves drawn to this equation is shown in 
Fig . 4.26. 
By selection of the parameters Zand B, the curve can 
approximate to either a logistic or a logarithmic curve. 
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Another change in this general area will be in the 
composition of the sheep's diet. At present this is 
predicted di rectly from proportions of green and dry 
material available . In practice the sheep actively select 
the green material . In the new version their theoretical 
intake of green material will depend solely on the 
availability of green material. In deriving a suitable 
relationship, the efficiency of obtaining green material 
was assumed to reflect the sheep's determination to move 
about the paddock to reach the green available. The model 
chosen was -
dE = A (T - E) 
dA 
where the rate of change of efficiency with amount 
available is proportional to the amount available and the 
extent to which their appetite remains unsatisfied. Tis 
a limiting value of the efficiency of harvesting green 
material and in this case is considered to be unity. 
Thus -
E = (1 - e 
2 
½ (A/C) 
) 
Curves drawn to this equation are shown in Fig. 4.27. 
Thus, the intake from green will be -
Eg. Ia. Dg 
where Ia is the theoretical intake 
Eg the efficiency for the amount of green 
material available 
and Dg is its average digestibility. 
The sheep will fill up with dry material with efficiency of 
eating based on another but similar curve to those in 
Fig . 4.27 . 
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Curves of efficiency of eating with amount of 
material available. Fig. 4.27 
The total intake will then be -
Eg. Ia. Dg + Ed (1 - Eg) Ia . Dd 
where Ed is the efficiency of eating dry material for 
the amount available 
and Dd is its average digestibility. 
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The criteria for movement from the current paddock are 
also to be revised. At present movement is restricted by a 
time delay and is dependent upon both the green and the dry 
material on a paddock falling below set amounts. In the new 
model the potential intake for all paddocks will be 
calculated each day. If any paddock offers a potential 
intake which is significantly higher than is available on 
the paddock presently occupied, the sheep will be moved. 
By this more flexible system of moving, it will be possible 
to assess more accurately the potential value of rotational 
grazing. 
Extension of the model involves many aspects. 
There is firstly a requirement to extend the time scale 
so that the simulation can cover the four seasons and not 
just the summer period. This is a long term requirement and 
will involve changes to the growth function for example. 
Another requirement is to allow for different sheep 
types or alternative animals and to take into account the 
change in animal numbers by birth, death, selling or buying. 
Depending upon the application, the model could also be 
recast within an economic framework so that the cost and 
returns from alternative actions could be assessed. 
Wright and Dent (1969) have described a sheep management 
model, with a simpler pasture model than described here, in 
which the yearly profit or loss is calculated for a 
simulation of up to 15 years. 
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The idea of experimenting with a model by interactive 
computing is developed in Chapter 1. Work on this aspect of 
development of the sheep model has already taken place . 
Basically, the changes will mean that the user will edit the 
file which contains the values of the system parameters 
(i. e. the permanent attributes) using a display console. The 
simulation run will be initiated and at the finish instead of 
a hard copy output the user will view the graphical output on 
the VISTA using the keyboard to selec t th e graph required. 
Line printer and plotter output can also be requested from 
the VISTA keyboard if hard copy is required. In general, the 
user will want to alter one or more parameters and run again. 
This is done by returning to the parameter setting phase . 
The general scheme is given in Fi g. 4.28 . 
These aspects of interactive computing are covered in 
detail in Chapter 5. 
YES 
BEGIN 
EDIT 
SYSTEM 
PARAMETERS 
SIMULATION 
PROGRAM 
EXAMINE 
RESULTS 
NO 
END 
DISPLAY 
CONSOLE 
KEYBOARD 
Flowchart showing the general scheme for 
interactive computing. 
Fig. 4. 28 
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5 
THREE - DIMENSIONAL LIGHT PENETRATION MODEL 
5 . 1 Aim 
The model is concerned with the penetration of direct 
sunlight into a plant communi ty. The aim of the work is to 
provide an experimental tool which can be used to -
(a) investigate the changes in s pectral 
characteristics of light at different levels 
in a crop for different plant spacings, and 
( b) investigate the rel a tionship between model 
sophistication and computing cost for the 
various features within the model. 
5.2 Introduction 
The energy distribution spectrum of sunlight incident 
upon a leaf is of fundamental i~portance to the growth of a 
plant, and much research has been done on this . For example, 
the decrease of light intensity as it passes through a leaf 
canopy has been found to follow an approximately exponential 
curve , of which a significant parameter is leaf area index. 
The equation is -
-kl 
= I e 
0 
where I is the mean light intensity at depth 1, I is the 
e o 
intensity on a horizontal surface above the crop and k is 
the light extinction coefficient which is related to the 
spectral characteristics of the leaves and their structure. 
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This equation was used successfully by Monsi and Saeki (1953) 
and Davidson and Philip (1958) . This led to further 
investigation into the canopy structure with the development 
of new techniques , such as the use of point quadra t s by 
Warren Wilson ( 1965) , fish - eye photography by Anderson (1969) 
and papers by Ph ilip ( 1965) and many others . 
Models based on the leaf area index concept by Monteith 
et al . 
( 1965), de Wit ( 1965) and Duncan (1967) have given encouraging 
A 
results in predicting dry matter production , but there have 
been some exceptions . Monteith (1965) pr edicts these may be 
due in part to the irregular pattern of light intensity in 
any layer . As the equation relating photosynthesis to ligh t 
intensity is non - linear , sun flecks will have a 
proportionately lesser effect than the same radiation spread 
over a larger leaf area . He also notes the change in 
spectral composition of the radiation with depth in the 
canopy through selective absorption . This latter effec t was 
pointed out by Dr M. C. Anderson at a seminar the author gave 
on Professor Duncan ' s model. 
In models used by Monteith , de Wit and Duncan , there is 
generally a large measure of abstraction in terms of the leaf 
structure . In Duncan's model, for example , the variation in 
bearing is considered at six equally spaced angular positions 
and the leaves in any particular layer are all assumed to 
have the same leaf angle . The degree of abstraction is 
variable , and Duncan reported further sophistication in 
representing the leaf structure did not give significantly 
better results . Certainly , the abstraction means fast 
computer execution times Duncan's simulation program, 
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adapted for the CSIRO Control Data machine , gave execu t ion 
times of the order of five seconds . 
A fuller description of work in this area is given by 
Idso ( 1969) and Idso and de Wit (1969) 0 
5 . 3 General Description of the Model 
In the mo del to be described, it was decided to retain 
as much equivalence with the natural situation as possible . 
Many simplifications are possible and there is scope for 
further simplification as experience in di cates the 
non-significant features in the model . 
Basically , the model consists of a structure of leaves 
which are described as planes in a three-dimensional 
coordinate system. Rays of light impinge on the leaves, 
are reflected, suffer further reflection and eventually hit 
the plane of the ground and are absorbed or escape from t he 
canopy. The light ray is deKribed by 16 ordinates to 
represent the energy distribution spectrum for sunlight . 
For each leaf , as well as the coordinate data required to 
describe their shape and direction , there are 16 
accumulators to record the incident light absorbed in eac h 
waveband. Transmitted light, normally a small fraction of 
the incident, can be included or omitted by setting an 
appropriate flag in the model description phase . 
The parameters describing the model are defined in 
general terms , so that in production use the model can 
represent different plant types . 
parameters are indicated below . 
Some of the more importan t 
Plants are arranged in a matrix with the row spacing 
and column spacing variable . Each plant has several layers 
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of leaves with the inter-layer distance variable . Each leaf 
is diamond shaped with a variable width and length . The 
angle of inclination of the leaf and i t s relation in bearing 
to the other leaves on the plant, can be variously defined . 
The absorption, reflection and transmission response curves 
for the leaves are all definable . 
Sunlight is descri bed in a similar way to the plant 
structure by a matrix of rays centred over the plant matric 
in spatial terms. The direction of the rays corresponds t o 
a particular sun angle and this is variable, so that the 
effects can be observed for different periods in the day . 
5 . 4 Operation of the Program 
As the computer program is written to allow for 
interaction between machine and user, it is essential t ha t 
during the user's 'thinking time' the computer should 
continue with another program . In the CSIRO system this is 
achie ved by a core swapping process called BREAKOUT . Af t e r 
BREAKOUT th e program can be re - acti vated by a keyboard or 
light pen interrupt. 
The program has three phases which are cyclic. They a r e : 
(1) Model Definition 
(2) Compute 
and (3) Display Results 
The flowchart in Fig . 5 . 1 shows the general operation . 
Points in the program at which BREAKOUT occurs are shown as 
X in the flowchart . The source listing is given in Fig . 5 . 2 . 
Initially , a standard figure is displayed on the VISTA to 
allow the user to set brightness and adjust the gain and 
shift controls . The program is ' broken out' while this is 
being done . 
KEYBOARD 
I 
I 
I. 
YES 
BEGIN 
CALIBRATE 
VISTA 
PARAM 
COMPUTE 
PHASE 
DISPLAY 
RESULTS 
PHASE 
END 
MODEL 
DEFINITION 
PHASE 
YES STRUCT 
YES SETLUX 
KEYBOARD 
Flowchart showing the general operation of the 
three-dimensional light penetration model. 
Fi g. 5.1 
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FIG. 5.2 SOURCE LISTING FOR ROUTINE MAIN 
PROGRAM MA IN 
C ALL NON-EXECUTABLE STATEMENTS REMOVED 
D 1AM = JO. 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
DEFINE THE X ANO Y COORDINATES FOR THE THREE REPLY 
POSITIONS 
XYES1 = 80. 
YYES1 = 750. 
SIMILARLY FOR XYES2 , YYES2 ETC. 
CALL TVREAOY 
CALIBRATE VISTA AFTER DISPLAYING A STANDARD FIGURE 
CALL PARAM 
DEFINE DESCRIPTION PHASE MESSAG E (FIG 5.J) 50 CONTINUE 
*** *** MODEL DESCRIPTION PHASE 
INITIALISE LIGHT ANO LEAF ARRAYS TO ZERO 
CALL CLEAR 
DISPLAY DESCRIPTION PHASE MESSAGE (1.E. PMESS) 
CALL DISPLAY(PMESS) 
CALL PENABLE(1) 
40 CALL DETECT 
TEST TO SEE WHICH 'YES' HAS BEEN DETECTED 
LX ANO LY ARE THE COORINATES OF THE POINT 'SEEN' 
BY THE LIGHT PEN ON INTERRUPTING 
DIST= SQRT((LX-XYES1)**2 + (LY-YYES1)**2 ) 
IF(OIST .LT. DIAM) GO TO 10 
DIST= SQRT((LX-XYES2)**2 + (LY-YYES2)**2) 
IF(DIST .LT. DIAM) GO TO 20 
DIST= SQRT((LX-XYESJ)**2 + (LY-YYESJ)**2) 
IF(OIST .LT. DIAM) GO TO JO 
GO TO 40 
*** 
JO CALL TRACK 
*** 
CALL RESULT 
GO TO 50 
COMPUTE PHASE *** 
DISPLAY RESULTS PHASE *** 
C GO TO LEAF PARAMETER CHANGING SUBROUTINE 
1 0 CALL STRUCT 
GO TO 40 
C GO TO LIGHT PARAMETER CHANGING SUBROUTINE 
2 0 CALL SETLUX 
GO TO 40 
ENO 
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5.4.1 Model Definition Phase 
A keyboard interrupt starts the model definition 
phase. 
The first call is to the subroutine CLEAR which 
initialises the arrays holding data relevant to the light 
rays and the leaves. 
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The routine PARAM sets up the message shown below on 
the VISTA screen -
MODEL DESCRIPTION PHASE 
CHANGE LEAF PARAMETERS? YES 
CHANGE LIGHT PARAMETERS? YES 
GO TO COMPUTE PHASE? YES 
Fig . 5 . 3 is a photograph of the VISTA screen at this time . 
The light pen is on the bench in front of the screen. 
Using the light pen and pointing at the appropriate 
YES will cause an interrupt and transfer to either the leaf 
or light parameter changing subroutine, or exit to the 
compute phase of . the program. As an example, consider the 
selection of the light parameter changing subroutine. The 
abbrevia te d flowchart for this routine is shown in Fig. 5.4 
with the corresponding source listing in Fig. 5.5. The file 
holding the light parameters is released by the FREE call 
and the user can then change any of the following:-
VISTA Input/Output unit showing messages on 
the screen, the light pen and the keyboard. 
Fig. 5.3 
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ENTER 
FREE 
LIGHT FILE 
UNFREE 
READ 
LIGHT 
FILE 
SET UP 
LIGHT ARRAY 
RETURN 
USING 
KEYBOARD MAKE 
CHANGES TO 
THE LIGHTFILE 
Flowchart for routine SETLUX. 
Fig. 5.4 
80 
FIG. 5.5 SOURCE LISTING FOR ROUTINE SETLUX 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
SUBROUTINE SETLUX 
ALL NON-EXECUTABLE STATEMENTS REMOVED 
RELEASE THE FILE OF LIGHT DATA 
CALL FREE 
THIS CALL UNLOADS THE SIMULATION PROGRAM WHILE 
CHANGES ARE MADE TO THE FILE OF LIGHT DATA 
CALL BREAKOUT 
ON INTERRUPT FROM THE KEYBOARD RE-LOAD THE 
SIMULATION PROGRAM ANO CONTINUE 
LOCK THE FILE 
CALL UNFREE 
UNIT 20 IS THE FILE HOLDING THE LIGHT PARAMETERS 
READ DATA FROM THE LIGHT FILE 
THIS IS AN ABRIEVIATEO STATEMENT 
READ( 20 )NR,RS,NC,CS,LCURV,ABSB,REFL,TRANS, 
* HT,ANGXY,ANGYZ,ANGZX 
DEFINE STARTING POINT FOR LIGHT MATRIX 
XX= NX * OCOL * 0.5 - NC* CS* 0.5 
YY =NY* DROW* 0.5 - NR *RS* 0.5 
DEFINE X,Y POSITIONS ,16 ORDINATES FOR 
ENERGY SPECTRUM, ANO DIRECTION COSINES 
DO 10 L = 1,NR 
YPOS = YY + (L - 1) * RS 
DO 10 J = 1,NC 
XPOS =XX+ (J - 1) * CS 
LN = (L - 1) *NC+ J 
DO 20 JJ = 1,16 
LIGHT(LN,JJ) = LCURV(JJ) 
20 CONTINUE 
LIGHT LN,17) = LN 
LIGHT LN,18l = XPOS 
LIGHT LN,20 = YOS 
LIGHT LN,22 = HT 
LIGHT LN,19 = cos(ANGYZ) 
LIGHT(LN,21) = cos(ANGZX) 
LIGHT(LN,23) = cos(ANGXY) 
-1.0 IN COLUMN 24 IS A FLAG TO 
HAS NOT BEEN USED 
LIGHT(LN,24) = -1.0 
10 CONTINUE 
RETURN 
END 
SHOW THAT THIS RAY 
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NR 
RS 
NC 
cs 
LCURV 
ABSB 
REFL 
TRANS 
HT 
ANGXY 
ANGYZ 
ANGZX 
Number of rows 
Row spacing 
Number of columns 
Column spacing 
of t he matrix of light rays. 
The sixteen ordinates representing the energy 
spectrum. 
Coefficients of absorption, reflection and 
transmission for each of the sixteen frequency 
bands. 
Height of matrix above ground. 
Angles of the light rays with respect to the 
three planes. 
On returning to the program,by interrupting at the 
display console, the file is taken up by UNFREE and the 
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parameters are read in . The elements in the array holding 
the magnitude, positional and directional values are then 
defined. 
The routine STRUCT is called when changes are to be 
made to the leaf structure . As the routine is similar to 
SETLUX, no flowchart is given. The source listing is given 
in Fig. 5.6. 
The leaf file is released, changed as necessary, taken 
up again and read in. Parameters which can be changed are : 
NY Number of plants in direction Y. 
DROW Distance between plants in Y direction (Rows). 
NX 
DCOL 
NLAY 
Number of plants in direction X. 
Distance between plants in X direction (Columns) . 
Number of leaf layers. 
FIG . 5.6 SOURCE LIST I NG FOR ROUTINE STRUCT 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
SUBROUTINE STRUCT 
CALL FREE 
CA LL BREAKOUT 
CALL UNFREE 
UNIT 10 IS THE FILE HOLD I NG THE LEAF PARAMETERS 
READ(10)NY , OROW , NX, DCOL , NLAY , ELEV , DLAY , ANGBL , HLL , HLW 
N = 0 
AREA= 2 . * HLL * HLW 
DO 10 LY = 1 , NY 
Y = LY * DROW 
DO 10 LX = 1 NX 
x = LX*OCOL + t, - MOD(LY,2))*0COL/2. 
RANG = TWOP I * RANF( - 1) 
DO 10 L =1 , NLAY 
N = N + 1 
DEFINE AREA t POSITION (X , Y) , LEAF NO . , AZIMUTH 
LEAF(N , 1J = (LY - 1)*NX + LX 
LEAF(N , 2) = AREA 
LEAF(N , 9) = X 
LEAF(N , 10) = Y 
IF( L . NE . 1) GO TO 20 
LANGXY = RANG 
LEAF(Nj11) = DLAY(L) 
GO TO 0 
20 LANGXY = LANGXY + ANGBL(L- 1) 
LEAF(N , 11) = LEAF(N- 1 , 11) + DLAY(L) 
JO LANGZ = ELEV(L) 
SXY = SIN!LANGXY) 
CXY = COS LANGXY) 
S Z = S I N LA NG Z ) 
CZ = COS LANGZ) 
CC = CZ * CXY 
CS = CZ * SXY 
DEFINE MIO-POINT OF THE LEAF XM, YM ANO ZM 
XM = LEAF(N , 9) + HLL*cc 
YM = LEAF(N , 10) + HLL*cs 
ZM = LEAF(N , 11) + HLL*sz 
DEFINE REMAINING J BOUNDARY POINTS OF LEAF DIAMOND 
RELATIVE TO XM , YM , ZM IN TERMS OF HALF WIDTH 
A NO HALF LEAF LENGTH 
THE EQN . FOR THE PLANE OF THE LEAF AX+By+cz+o=O IS 
DEFINED BY THREE PO I NTS IN THE PLANE EXPRESSED IN A 
4TH ORDER DETERMINANT . (SEE BELL-ANAL GEOM IN J - o) 
ROUTINE DET RETURNS THE VALUESA , B, C IN LEAF(N , J) ETC . 
ANO THE PERP . DIST TO ORIGIN FROM PLANE IN LEAF(N , 21) 
CALL DET(LEAF(N,9) 1LEAF(N , 10) , LEAF(N , 11) , ETC . ~t' '' S = SQRT(LEAF(N , J) *2+LEAF(N ,4)**2+LEAF(N , 5)**LJ 
DEFINE DIRECTION COSINES FOR THE NORMAL TO LEAF PLANE 
LEAF(N , 6) = LEAF(N , J)/S 
SIMILARLY FOR LEAF(N , M) FORM= 7, 8 
10 CONT I NUE 
RETURN 
END 
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ELEV 
DLAY 
ANGBL 
HLL 
HLW 
Le af elevation. 
Dis t ances be tween the leaf layers. 
Aximu t h angles be tween layers . 
l Half leaf length and width for each leaf layer. 
The appearance of the display console screen for the 
leaf file is shown in Fig . 5.7. 
From these parame ters , it can be seen that the 
structure is described on a leaf by leaf basis with one 
leaf per layer. I t is assumed there is a pattern in the 
size and elevation of the leaves, and of the vertical 
distances between leaves. A modification here could be 
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to est ab lish dis tri bu tion functions for these 
characteristics, and have parameters which describe the 
functions. The routine could then sample the distributions 
to set up the leaf struc t ure . 
Comments in the source listing Fig. 5.6, indicate the 
derivation for the coordinates of the diamond shaped leaf, 
and the direction cosines and distance to the origin of the 
plane of the leaf. 
5.4.2 Compute Phase 
Entry to this phase is controlled by the user . While 
at the VISTA console he can recall the light or leaf 
changing subroutines as often as required. Finally , pointing 
to the third YES will call in routine TRACK which forms the 
basis of the compute phase. Fig. 5.8 shows the general 
flowchart and Fig. 5.9 the source listing. TRACK determines 
the progress of each light ray and notes whether it hits a 
leaf . If it does, then a record of the li ght energy absorbed 
Display console showing the file 
of l e af values on the screen. 
Fig. 5.7 
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ENTER 
SELECT NEXT 
LIGHT RAY 
ESTABLISH 
LEAF AND 
POINT OF 
CONT 
ABSORB 
REFLECT 
NO RETURN 
AB'SORB 
Flowchart for routine TRACK 
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UP 
ESCAPE 
Fig. 5 . 8 
FIG. 5.9 SOURCE LISTING FOR ROUTINE TRACK 
SUBROUTINE TRACK 
C ALL NON-EXECUTABLE STATEMENTS REMOVED 
DO 10 K = 1 LN 
I F ( L I G HT ( K , 2 4 ) • LT • 0 • 0 ) GO TO 2 0 
10 CONTINUE 
C NO MORE ENTRIES IN LIGHT TABLE 
RETURN 
C +1 .0 IN COLUMN 24 INDICATES THAT THE RAY HAS BEEN USED 
20 LIGHT(K 124) = +1 .0 DIST= 1.0E+70 
LR = -99 
DO 30 L = 1,NLEAF 
C ALMN IS THE ANGLE BETWEEN THE PLANE OF THE LEAF 
C A NO THE L I G HT RAY 
ALMN = LEAF(L,6)*LIGHT(K,19) + LEAF(L, 7 )*LIGHT(K,21) 
* + LEAF(L,8)*LIGHT(K,23) 
C IF THE RAY AND LEAF PLANE ARE PARALLEL IGNORE THIS CASE 
IF(ALMN .Eq. 0.0) GO TO 30 
T = -(LEAF(L16)*LIGHT(Kt18) + LEAF(L~7)*LIGHT(K,20) 
* + LEAF(L,8) LIGHT(K,22; + LEAF(L,21;)/ALMN 
C ESTABLISH POINT OF CONTACT WITH PLANE OF LEAF 
XP = LIGHT(K,18) + T*LIGHT(K,19) 
YP = LIGHT(K,20) + T*LIGHT(K,21) 
ZP = LIGHT(K,22) + T*LIGHT(K 23) 
40 D = SQRT((XP - LIGHT(K 118))*
12+(yp - LIGHT(K,20))**2 
* + (ZP - LIGHT(K,22))* 2) 
C TEST IF DISTANCE FROM SOURCE IS LESS THAN THE 
C LEAST DISTANCE SO FAR 
IF(OIST .GE. D) GO TO 30 
C TEST IF XP,YP,ZP IS WITHIN LEAF BOUNDARY 
IF(ZP .GT. LEAF(K,17)) GO TO 30 
I F ( Z P • LT. LE AF ( K , 11 ) ) GO TO 30 
C SIMILAR TESTS FOR X ANO Y VALUES 
C UPDATE POSITIONAL ANO LEAF INDICATOR VALUES 
DI ST = D 
XXP = XP 
yyp = yp 
ZZP = ZP 
LR = L 
30 CONTINUE 
C IF NO LEAF HIT TEST Z DIRN. COSINE 
IF(LR .EQ. -99) GO TO 50 
C UPDATE ENERGY ABSORBED FOR THIS LEAF ( LR ) 
CALL ABSORB 
C OBTAIN DIRECTION, INTENSITY FOR REFLECTED RAY 
CALL RFLECT 
GO TO 10 
C IF THE RAY DOES NOT HIT A LEAF AND ITS DIRECTION 
C COSINE WITH THE Z AXIS IS POSITIVE IT ESCAPES 
50 IF(LIGHT(K,23) .GT. 0.0) GO TO 60 
CALL DOWN 
GO TO 10 
60 CALL UP 
GO TO 10 
END 
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1n the leaf is updated and a new ray resulting from the 
reflection of the original ray is formed ( in RFLECT) and 
added to the light array. Any light ray which does not hit 
a leaf is recorded as being absorbed by the ground or 
escaping from the canopy, as appropriate. 
The routines called to record the energy absorbed 
are ABSORB, and ESCAPE which has entry points UP and DOWN. 
Their structure is simple and source list ings are Figs. 
5.10 and 5.11. 
The routine RFLECT, Fig. 5.12, determines the 
values associated with the new reflected light ray. The 
assumptions are that the original light ray, the new 
reflected ray and the normal to the leaf surface a t the point 
of contact are co-planar. The angle between the normal and 
the original light ray 1s assumed to be equal to the angle 
between the normal and the reflected light ray. 
Consequently, a system of three linear simultaneous equations 
can be defined. A call to the routine SIMLEQ, see Knigh t 
(1964), calculates the direction cosines of the reflected ray . 
The ordinates for the new ray are calculated from the 
original ray, using the appropriate reflection coefficient. 
When all the original light rays and all the 
r e flections and re-reflections up to limit set by a parameter 
LTSIG, see Fig. 5.12, have been considered, the last phase is 
entered. 
5.4.3 Display Resul ts Phase 
This phase is controlled by the user and consists 
basically of two cycles. The first gives visual output on 
the Vis ta. The second, which is entered conditionally, 
I 
I 
FIG . 5 . 10 SOURCE LISTING FOR ROUTINE ABSORB 
SUBROUTINE ABSORB 
C ALL NON-E XECUTABLE STATEMENTS REMOVED 
C CALCULATE THE RADIANT ENERGY ABSORBED IN EACH 
C OF THE 16 WAVEBANDS . ACCUMULATE FOR THE PARTICULAR 
C LEAF AND FOR THE LAYER 
LAY= LEAF(LR ~1 1)/CMPERLAY 
DO 10 L = 22 , J7 
J = L - 21 
AAA= LIGHT(K , J) * ABSB(J) 
LEAF(LR , L) = LEAF(LR 1L) + AAA SUMAB(LAY , J) = SUMAB~LAY , J) + AAA 
10 CONT INUE 
RETURN 
END 
FIG . 5 . 11 SOURCE LIST I NG FOR ROUTINE ESCAPE 
SUBROUTINE ESCAPE 
C ALL NON-EXECUTABLE STATEMENTS REMOVED 
C ACCUMULATE AMOUNT OF LIGHT ESCAPING FROM CANOPY 
ENTRY UP 
Do10L=1,16 
U(L) = U(L) + LIGHT(K,L) 
10 CONT I NUE 
RETURN 
Z ACCUMULATE AMOUNT OF LIGHT HITTING GROUND 
ENTRY DOWN 
DO 20 L = 1, 16 
G(L) = G(L) + LIGHT(K , L) 
20 CONTINUE 
RETURN 
END 
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FIG . 5 . 12 SOURCE LISTING FOR ROUTINE REFLECT 
SUBROUTINE RFLECT 
C ALL NON- EXECUTABLE STATEMENTS REMOVED 
SUML = 0 . 0 
DO 20 L = 1, 16 
20 SUML = SUML + LIGHT(K , L) 
IF( SUML . LT . LTSIG) RETURN 
LN = LN + 1 
C CANG IS THE COSINE OF ANG . BETWEEN RAY AND NORMAL 
CANG = LEAF(LR,J)*LIGHT(K , 19)+LEAF(LR , 4)*LIGHT(K , 21) 
* + LEAF(LR,5)*LIGHT(K , 2J) 
C CANG2 IS THE COSINE OF TWICE THE ANGLE DEFINED BY 
C CANG . I.E. THE ANG . BETWEEN OR I G. AND REFLECTED RAY 
CANG2 = cos(2 . * ACOS(CANG)) 
C DEFINE MATRICES AB, WHERE AX=B 
A(1, 1) = LIGHTtK,21) * LEAF(LR,5) 
* - LIGHT(K , 2J) * LEAF(LR,4) 
A(1 , 2) = LIGHT(K,2J) * LEAF(LR,J) 
* - LIGHT(K, 19) * LEAF(LR,5) 
A(1,J) = LIGHT(K , 19) * LEAF(LR,4) 
* - LIGHT(K,21) * LEAF(LR,J) 
A!1,4) = 0.0 
A 2 , 1) = LI GHT!K , 19) 
A 2 , 2l = LIGHT K,21) 
A 2 , 3 = LIGHT K,2J) 
A 2 ,4 = CANG2 
A J , 1) = LEAF(LR , 3) 
A J , 2) = LEAF(LR,4) 
A J,3) = LEAF(LR , 5) 
A J , 4) = CANG 
CALL SIMLEQ(A,J , 4 ,I RR) 
LIGHT(LN , 17) = LIGHT(K, 17) 
L I G HT ( L N, 18) = XX P 
LIGHT!LN, 19l = A(1,4) 
LIGHT LN , 20 = YYP 
L I G HT L N , 21 = A ( 2 , 4 ) 
LIGHT LN ,22) = ZZP 
LIGHT(LN , 23) = A(J , 4) 
LIGHT(LN , 24) = - 1 . 0 
DO 10 L = 1 , 16 
10 LIGHT(LN , L) = LIGHT(K,L) * REFL(L) 
RETURN 
END 
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...... 
i 
produces hard copy of selected results . 
As the structure of this phase , which is shown in 
Fig. 5.13, is the same for both this model and the sheep 
model, the description will be in general terms . 
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On entry a call is made to a routine VDRAW which 
translates the results from the simulation run into graphical 
form. The individual graphs are noted as A, B, C, etc. 
VDRAW is a Fortran routine which make s use of a package of 
routines, known as VISTRAN (Append ix ii whic h are used to 
form the pictures for the VISTA screen. As the picture 
formation is not relevant to the general theme , this routine 
will not be listed . 
For the light penetration model, one picture called 
Graph A is formed. This illustrates the change in the 
amplitude of the radiation with layer in the canopy. This 
is considered for each of the 16 wavebands, and shown by 
means of 16 histograms. 
For the sheep model five pictures , known as Graphs A, B, 
C, D and E, are formed . These are equivalent to the graphs 
shown in Figs. 4.21 to 4.25 . 
Af ter assembling the pictures in VDRAW, the program is 
'broken out'. On interrupting the messag~ VISTA OUTPUT is 
displayed and the program is 'broken-out' again. Depending 
upon the Vista key setting, one of the following will occur: (1) The appropriate graph will be displayed . 
(2) The job will be terminated. 
(3) A return is made to the Model Definition phase. 
(4) An entry is made to the Hard Copy Output cycle. 
In the case of (4) , the graphs displayed and other 
files are to be recorded. The structure of this part of the 
ENTER 
V DRAW 
A, B, C 
DI SPLAY 
MESSAGE 
'VISTA 
OUTPUT' 
SET K 
YES 
YES 
VISTA 
KEYBOARD 
DISPLAY 
GRAPH 
A 
DISPLAY 
GRAPH 
B 
END 
RETURN TO 
DEFINITION 
PHASE 
Flowchart f or routine RESULT. 
Fig. 5.13 
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DISPLAY 
MESSAGE 
'HARD COPY 
OUTPUT' 
SET K 
NO 
' 
YES 
YES 
YES 
PLOT 
GRAPH 
A 
PLOT 
GRAPH 
B 
PRINT 
FILE 
X 
PRINT 
FILE 
y 
Flowc har t for routine RESULT. 
Fig. 5.13 
(Con tinue d) 
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flowchart is similar to the Vista di s play cycle . Depending 
upon the key setting , either a plotted or printed record will 
result. Provision is made for a return to the Vista display 
cycle . In the final version , it will not be necessary t o 
make this section selective but during development this me t hod 
is the most appropriate e 
The source listing for routine RESULT is given in 
Fig. 5.14. 
5 . 5 Simscript/Fortran Comparison 
As the model was originally coded in Simscript, an 
example of the comparative coding for each language is given 
for interest. The section is taken from event routine TRACK 
and is given in Fig . 5 . 15. This should be compared wit h 
Fig. 5.9. It will be seen that the identification of the 
direction cosines DCX(J), DCY(J), etc. helps but, apart from 
this, there is little difference . 
FIG . 5.15 SOURCE LISTING OF PART OF ROUTINE TRACK (SIMSCRIPT) 
C 
C 
C 
C 
C 
ENDOGENOUS EVENT TRACK 
100 IF SUN IS EMPTY, RETURN 
REMOVE FIRST J FROM SUN 
120 LET DMIN = 999999 . 
LL HOLDS THE LOCATION OF THE LEAF WHICH IS 
THE 'NEAREST SO FAR' 
LET LL= - 99 
LET DIST= 0. 0 
DO FOR ALL L IN LAYU(K) , FORK =(1)(NL) 
LET,XLMN = OCX(L)*ocx(J) + OCY(L)*ocy(J) 
* + DCZ(L)*ocz(J) 
TEST TO SEE IF LEAF ANO LIGHT ARE PARALLEL 
IF XLMN EQ 0 .0 , GO 10 
CALCULATE POINT AT WHICH LIGHT MEETS PLANE OF THE LEAF 
LETT= -(ocx(L) *x(J) + OCY(L)*y(J) 
* + OCZ(L)*Z(J) + P(L))/XLMN 
XP,YP,ZP IS POl~T OF CO NTACT WITH PLANE OF LEAF 
LET XP = X(J) + OCX(J)*T 
LET YP = Y(J) + DCY(J)*T 
F IG. 5. 14 SOURCE LISTING FOR ROUT INE RESULT 
SUBROUT I NE RESULT 
C ALL NON- EXECUTABLE STATEMENTS REMOVED 
CALL VDRAW( A ) 
CALL VORAW( B ) 
C A SEPARATE CALL TO VDRAW FOR EACH GRAPH REQUIRED 250 CONT INUE 
C CLEAR THE VISTA SCREEN 
CA LL ERASEALL 
C DISPLAY MESSAGE 1 VISTA OUTPUT ' 
CALL DISPLAY(VOUT) 
10 CONTINUE 
CALL BREAKOUT 
C CLEAR THE VISTA SCREEN 
CALL ERASEALL 
IF(K . EQ. 1l CALL DISPLAY( A) 
IF(K . EQ . 2 CALL DISPLAY( B) 
IFlK . EQ . 3 CALL DISPLAY( Cl 
IF K . EQ. 4) CALL DISPLAY( D 
IF K .EQ . 5) CALL DISPLAY( E 
IF(K . EQ . bJ) STOP 
IF(K . EQ . 62) RETURN 
C SET K TO 10 IF HARO COPY REQO . 
IF(K . EQ . 10) GO TO 20 
GO TO 10 
20 CONTINUE 
CALL ERASE 
C VISTA MESSAGE 'HARO COPY OUTPUT' 
CALL DISPLAY(HCOUT) 
CALL BREAKOUT 
IF(K . EQ. 1) GO TO 30 
IF(K .EQ . 2) GO TO 40 
• • •• 
IF(K . EQ . 1) GO TO 150 
C SET K TOO FOR VISTA OUTPUT 
IF(K . EQ. 0) GO TO 250 
GO TO 20 JO CONTINUE 
C MAKE A PERMANENT RECORD OF GRAPH A 
CALL DPLOT8( A) 
C RETURN TO THE HARO COPY CYCLE 
GO TO 20 
40 CONTINUE 
C MAKE A PERMANENT RECORD OF GRAPH B 
CALL DPLOT8( B) 
GO TO 20 
• • • 
C PRINT OUT THE CONTENTS OF FILE X 
150 WRITE , X 
GO TO 20 
••• 
. . . 
ENO 
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5.6 
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Program Storage Requirements 
Routine Computer Words(Decimal) 
MAIN 
TVREADY 
PARAM 
STRUCT 
DET 
SETLUX 
TRACK 
ABSORB 
RFLECT 
ESCAPE 
RESULT 
VDRAW 
DPLOT 
Fortran Library routines 
COMMON STORAGE -
LIGHT 
LEAF 
Vistran Package -
Required for interactive 
programming and construction 
of graphics 
TOTAL: 
Storage required for Vista pictures -
(1) Sheep Model 
(2) Light Model 
250 
30 
200 
250 
130 
235 
635 
110 
200 
105 
595 
345 
330 
3415 
4000 
1500 
10000 
18915 
1700 
1000 
200 
The space required for the routines that have been 
described is modest. The routines TRACK and RESULT contain 
local arrays which could be reduced in practice. 
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The parts of the program which involve interactive 
computing, amount to approximately 1200 words. When the 
space requirements for VISTRAN and the Vista pictures are 
added, this amounts to 3100 words for the light model and 
3900 words for the sheep model. This is not a heavy penalty 
in terms of storage space, considering the be nefits derived 
from interactive computing. 
The main data storage, which is in a common block, is 
required for defining the leaves. At present this represents 
250 leaves, each with 40 attributes. The area allocated to 
light data contains accumulators for the radiation which 
escapes, hits the ground, or is absorbed into the leaf layers. 
There is also an array of light rays which is limited to 50 
rays, each having 25 attributes. As only one light ray at a 
time is used, an array with only two rows (or th ree if 
transmitted light is also considered) t o hold the original 
and reflected ray valu es could be sufficient. The area for 
light data is therefore not directly related to the intensity 
of sampling by the light rays. 
6 
TWO-DIMENSIONAL LIGHT PENETRATION 
PHOTOSYNTHESIS MODEL 
6.1 Introduction 
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This is a joint project with R.E. Smart of the 
Yiticultural Research Station at Griffith, New South Wales. 
The work was commenced in May 1969, so th e discussion of 
the model is for the initial design. Many of the ideas are 
taken from earlier work on the three-dimensional m0del. 
The aim is to calculate total photosynthesis from the 
direct and diffuse light falling on the leaves of a grape 
canopy. Light incident on the leaves is assumed to come 
from three sources -
(1) Direc t sunlight 
(2) Diffuse light resulting from the initial 
reflection and transmission of the direc t li ght 
(3) Diffuse skylight 
6.2 Leaf Representation 
The profiles of the leaves are considered by means of a 
cut in the x-z plane, with the assumption that variation in 
the leaf characteristics in they direction is small . The 
individual leaf profile , Fig. 6.1, is approximated by a 
series of straight line segments with the coordinates as 
shown. Da ta for each leaf is recorded on punched cards as 
a series of coordinates. 
... 
N 
1---' 
-- --
N 
N 
X 
w 
... 
N 
w 
Original curve 
Approximation 
X 
~ 
' X 
N 01 
~ ... 
X 
°' ... 
Individual leaf profile . 
Fig. 6.1 
Fig. 6.2 (below) shows a typical leaf structure where 
the canopy area under consideration is defined by the 
rectangle A-B-C-D-A . 
D C 
--
-
A B 
Typical leaf structure. 
Fig. 6.2 
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BEGIN 
PHASE l 
PHASE 2 
OUTPUT 
PHASE 
END 
Flowchart showing the overall plan 
of the program. 
6.3 General Model Structure 
Fig. 6.3 
The overall plan of the computer program is shown by 
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the flowchart Fig. 6.3. Phase l is concerned with the direct 
radiation,and diffuse radiation arising by relection and 
transmission from the leaves. Phase 2 calculates the diffuse 
radiation falling on the leaves from the skylight. In the 
output phase the photosynthesis is computed and the results 
printed. 
A typical model situation is shown in Fig . 6.4. As 
before, ABCDA encloses the leaf canopy, Eis the central 
position with the sun's path being the semicircle FG abou t E 
with radius EF. The rectangle HIJKH is a boundary for the 
I J 
T U 
X w 
H F D G K 
Typical situation in the model Fig. 6.4 ~ 0 ,_.. 
102 
whole model and, in fact, the HI, IJ , JK and KH are ' p s uedo' 
leaf segments; their particular value will be explained 
later. 
The sun angle is given and is shown as NAF. The poin t 
of intersection L, on the semicircle, is obtained and a 
straight line normal to LE is defined . Points on this line, 
N and Mare calculated so that the lines MC and NA , 
parallel to LE, will just enclose t he one-dimensional 
projection of ABCD in the direction LE. Fo r computing 
purposes, the direct radiation is considered to be condensed 
into rays equally spaced along the line MN . Examples of 
these are shown as 0, P, Q. 
If the individual ray strikes a leaf segment, this is 
recorded and where a graphical output is required the pa th 
of the ray is drawn as at RS. 
At S the incident radiation is absorbed, reflec t ed and 
transmitted. The reflected and transmitted radiation , which 
is considered to be diffuse with a given polar amplitude 
function, 
escapes. 
impinges on the other leaves in the canopy, or 
This is also recorded . 
The same process is repeated for each given sun angle. 
The diffuse skylight is modelled by considering a series 
of point sources such as Wand X along a base line TU above 
the canopy. The diffuse light is represented by a rotating 
vector WV which traverses a semicircle, as shown. The beam 
anglesc<, f6, etc. for the radiation incident on a 
particular leaf segment are recorded. 
103 
6 . 4 Phase l 
Fig . 6 . 5 gives the flowchart for Phase 1, and Fig. 6.6 
is the equivalent source listing. In order to facilitate 
matching, comment cards are placed in the program at the 
points noted in the flowchart. Other comment cards in the 
program identify the various parameters and explain the 
infra -st ructure . 
Routines called in Phase l 
6.4.l BSET - this will be defined later. 
6.4 . 2 READDATA 
This routine reads the data associated with the leaf 
segments and data relevant to the direct and diffuse 
radiation for different times in the day (i.e. for different 
sun angles ) . 
The data defining the leaf segments consists of a 
series of x and z values , xl , zl, x2, z2, x3, z3, x4, z4, 
x5 , z5, x6, z6 , x7, z7. 
Thus, a leaf can be defined by up to six segments. 
Where there is less than six segments, a negative value for 
xi is used as a terminating device . The two-dimensional 
array SEG , which is used to hold the x, z values, also 
contains locations for results relevant to the leaf segment 
slope and direct and diffuse incident radiation . 
The radiation data are straightforward except for 
some transformation depending upon the definition of the 
input data . This is covered in the comment statements. 
The flowchart is Fig. 6 7 and the source listing 
Fig 6.8 . 
BEGIN 
DEFINE 
VARIOUS 
CONSTANTS 
BSET 
READDATA 
MAXMIN 
DEFINE 
BORDERS 
OF 
MODEL 
PLOTLEAF 
LAI 
j ~, 
Select j th 
value of the 
sun angle 
Cale sun pos.on 
semicirc . and 
extent and 
number of rays 
Flowchart of Phase 1. 
10 4 
- -- -------
A A A 
B B B 
Fig. 6.5 
NO 
i ~ 1 
Select i ra 
de f i n e starting 
point,slope 
and intercept 
CONTACT 
DIFFUSE 
H - l. + 1 
j~j + 1 
TO 
PHASE 2 
Flowcha rt of Phase 1. Fig . 6.5 
(continued) 
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FIG. 6.6 SOURCE LISTING FOR PHASE 1 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
***** PHASE 1 ***** 
ALL NON-EXECUTABLE 
DEFINE LEAF CANOPY 
ZCEN = 0. 
STATEMENTS REMOVED 
POS. RAYS/CM. RAD./OEGREE ETC. 
XCEN = 150 . 
RAD= 100. 
RPCM = 0.2 
R = J • 141 5 92 6 I 1 80 • 
CALL BSET 
CALL READDATA 
CALL MAXMIN(SEG,250,NSEG,,,,,,, ) 
DEFINE BORDERS OF AREA AAA 
SEG(NSEG+1,3) = - 100. 
SEG(NSEG+1 ,4) = 0. 
SEG(NSEG+1 ,J) = 140. 
SEG(NSEG+1,b) = 0. 
SIMILARLY FOR THE OTHER BOUNDARIES 
CALL PLOTLEAF 
CALL LAI 
CALCULATION OF PHOTOSYNTHESIS DUE TO DIRECT SUNLIGHT 
ANO DIFFUSE LIGHT FROM REFLECTION ANO TRANSMISSION 
NNSEG = NSEG + 4 
DO 10 L = 1 ,NNSEG 
10 SEG(L,LDIR) = 0.0 
DO 20 IOBS = 1 NOSS 
SUNANG = ROATA~IOBS,9) 
NPHASE = 1 
NQ = 4 
FLAGT = 1 
BBB 
1F(RDATA(1oss,J) .EQ. AM) FLAGT = 0 
FLAGT FLAG TO INDICATE IF SUN IF PAST THE MERIDIAN 
IF(FLAGT .EQ. 1) NQ = J 
IF(FLAGT .EQ. 1) SUNANG = 180. - SUNANG 
MS AND CS ARE THE SLOPE ANO INTERCEPT OF THE LINE FROM 
THE SUN TO THE CENTRE OF THE LEAF AREA 
MS= - TANF(SUNANG * R) 
CS= ZCEN - MS* XCEN 
A,B,C USED TO DEFINE SUN POSITION ON SEMICIRCLE 
A = 1 + MS * MS 
B = 2.*(Ms*(cs - ZCEN) - XCEN) 
C = (cs - ZCEN)**2 + XCEN**2 - RA0**2 
D = SQRT(B*B - 4. *A*C) 
,, 
1: 
' 
i 
1: 
i 
11 
I 
. 
F IG. 6 . 6 SOURCE LISTING FOR PHASE 1 (CONTINUED) 
c x1 , x2 ARE THE TWO SOLU . FROM QUADRATIC EQUAT ION 
x 1 = ( - B + o)/(2*A) 
x2 = (- B- o)/(2*A) 
Z 1 = MS * X 1 + CS 
z2 =MS* x2 + c s 
IF ( Z 1 • GT . z2) GO TO JO 
XS = X2 
ZS = z2 
GO TO 40 
JO xs = x1 
ZS = z1 
40 MSN = TANF ( (90 - SUNANG) * R) 
CSN = ZS - MSN*xs 
C XS , ZS IS THE PO I NT ON THE SEMI-CIRCLE 
C MSN SLOPE NORMAL TO THE SUN ANGLE 
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C CSN CONSTANT FOR THE NORMAL EQN . 
C XLEFT , ZLEFT ,XRIGHT , ZRIGHT ARE THE EXTREME POINTS OF THE 
C LEAF AREA WHICH WILL BE SEEN BY THE DIRECT BEAM. 
c c1 ANO c2 ARE THE INTERCEPTS FOR THE LINES THROUGH 
C THESE POINTS GIVING VALUES FOR THE START POINT (XST , ZST) 
C ANO ENO POINT ( XEND , ZENO) OF THE BEAM DESC . ON THE NORMAL 
IF(FLAGT . EQ . 1) GO TO 50 
ZLEFT = ZM IN 
ZR I GHT = ZMAX 
GO TO 60 
50 ZRIGHT = ZMIN 
ZLEFT = ZMA X 
60 CONTINUE 
c1 = ZLEFT - MS* XLEFT 
XST = (c1 - CSN)/(MSN - MS) 
ZST = MSN * XST + CSN 
C2 = ZRIGHT - MS* XRIGHT 
XENO = (c2 - CSN)/(MSN - MS) 
ZENO= MSN * XENO + CSN 
C CALCULATE THE NUMBER OF RAYS TO BE USED 
RANGE= SQRT((XENO - XST)**2 + (ZENO - ZST)**2) 
NRAY = RANGE/RPCM 
XINC = ( XENO - XST)/NRAY 
00 70 I = 1 ,. NRAY 
XS= XST + (1 - 1)*XINC 
ZS= MSN * XS+ CSN 
C XS AND ZS ARE THE STARTING POINT OF THE LIGHT RAY 
MR = MS 
CR = ZS - MR *XS 
DFLAG = 0 
CALL CONTACT CCC 
SEG(LOC , LDIR) = SEG(LOC , LD IR) + 1 
IF(LOC . GT . NSEG) GO TO 70 
DFLAG = 1 
ISEG = LOC 
CALL DIFFUSE 
70 CONT I NUE 
20 CONT INUE 
ENTER 
READ 
OF 
LEAVES 
ETC. 
i~ 1 
k~ 0 
READ 
X7,Z 70 
j ~ l 
k~ k + l 
Define x, z 
for k th 
segment 
j ~j + l 
i<E-i + l 
Flowchart for routi ne READDATA. 
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DATA 
TRANSFORM 
RADIATION 
DATA 
RETURN 
Fig. 6 . 7 
FIG. 6.8 SOURCE LISTING FOR ROUTINE READDATA 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
SUBROUTINE READOATA 
ALL NON-EXECUTABLE STATEMENTS REMOVED 
NL NUMBER OF LEAVES IN MODEL 
CONV CONVERSION FACTOR FOR METRIC MEASUREMENT 
OLAY LAYER DEPTH IN CMS 
LEAF 2-0IM. ARRAY HOLDING LEAF DATA 
CREF COEF. OF REFLECTION 
CTRA COEF. OF TRANSMISSION 
CABS COEF. OF ABSORPTION 
PMAX MAXIMUM PHOTOSYNTHESIS RATE 
KAL CALS CMS-2 MIN-1 USED IN RATE EQN . 
NDAY DAY NUMBER NDATE DATE 
MONTH MONTH OF THE YEAR (ALPHANUMERIC DATA) 
POIR PROP. OF DIRECT RADIATION 
PDIFF PROP. OF DIFFUSE RADIATION 
NHR NUMBER OF HOURS 
NOSS NO. OF OBSERVATIONS IN RADIATION DATA 
NSEG NUMBER OF LEAF SEGMENTS 
K = 0 
READ , NL, CONV, OLAY 
00 10 I = 1 , NL 
READ , LEAFNO, ((LEAF(J,L),L=1,2),J=1,7) 
DO 20 L = 1, 6 
I F (LEAF ( L + 1 , 1) • LT. 0 . 0) GO TO 1 0 
K = K + 1 
SEG(K,1) = LEAFNO 
SEG(K,J) = LEAF(L,1) * CONV 
SIMILARLY FOR SEG(K,N) FOR N=4 5 6 
SEG(K,2) = (SEG(K,4)+SEG(K 16)~/0LAY*0.5 + 1 SEG(K,7) = (SEG(K,6) - SEG\K,4)) 
* /(SEG(K,5) - SEG\K,J)) 
SEG(K,8) = ATAN(SEG(K,7)) 
20 CO TINUE 
1 0 CONT I NUE 
NSEG = K 
READ , CREF , CTRA , CABS 
READ , PMAX , KAL 
READ , NDAY,NDATE,MONTH,PDIR,POIF,NHR,NOBS 
READ , ((ROATA(L,J),J=1,9),L=1,NOBS) 
DO JO L = 1, NOSS 
IF(RDATA(L,5) .LT. 0 . 0) ROATA(L,4) = ROATA(L,4) 
* *POIR 
SIMILAR CONVERSIONS FOR ROATA(L,N) FOR N = 6 , 8 JO CONTINUE 
RETURN 
ENO 
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6. 4 .3 MAXM IN 
This routine determines the ma xi mum and minimum va lues 
of the horizontal (x) and vertical ( z ) coordinates of t he 
le af segments. These values are use d to de fine the l e a f 
c anopy a re a , i.e. ABCD in Fi g . 6 . 4. The source listing is 
given in Fi g . 6 .9. 
6. 4 . 4 PLOTLEAF 
This routine makes use of the CSI RO PLOT routine s 
which drive a CALCOMP Incremental Gra ph Plot ter. No 
flowchart is given for this routin e as t he comments in the 
source listing are suffi c ient. See Fig . 6.10. 
FIG . 6.9 SOURCE LISTING FOR ROUTINE MAXMIN 
SUBROUTINE MAXMIN(A,N,M , J1,J2,XMAX,XMIN,ZMAX,ZMIN) 
DI ME NS I ON A ( N, 1 ) 
C ROUTINE TO FIND THE MAX. AND MIN . IN TWO SETS OF 
C TWO COLUMNS IN ARRAY A. XMAX AND XMIN FROM COLS . 
C J1 ,J1+2. ZMAX AND ZMIN FROM COLS. J2,J2+2. 
X MAX = A 11 , J 1 l XM IN = A 1 , J 1 
ZMAX = A 1 , J2 
ZM IN = A 11 J2) DO 10 L = I M 
XMAX = AMAXi!XMAX,AiL,J1),AlL,J1+2i) XMIN = AMIN1 XMIN,A L,J1 ),A L,J1+2 ) 
ZMAX = AMAX1 ZMAX,A L,J2),A L,J2+2) 
ZMIN = AMIN1 ZMIN,A(L,J2),A L,J2+2) 
10 CONT I NUE 
RETURN 
END 
F IG. 6 . 10 SOURCE LISTING FOR ROUTINE PLOTLEAF 
SUBROUTINE PLOTLEAF 
C DEFINE ORIGIN AND SCALES 
CALL PLOT(100 ., 100., 2) 
CALL PLOT(-1100.,-500 ., 1) 
C SET COUNTER FOR LEAVES PLUS PSUEOO- LEAVES 
NNN = NSEG + 4 
DO 10 L = 1 , NNN 
C MOVE TO START OF NEXT SEGMENT 
CALL PLOT(SEG(L , J) , SEG(L ,4),J) 
C DRAW TO ENO OF THAT SEGMENT 
CALL PLOT(SEG(L,5) , SEG(L , 6),4) 
1 0 CONT I NUE 
RETURN 
C THIS SECTION USED WHEN CHECKING RAY PATHS 
ENTRY AOORAY 
C MOVE TO SOURCE POSITION 
CALL PLOT(xs , zs , J) 
C DRAW TO POINT OF CONTACT 
CALL PLOT(x,z,4) 
RETURN 
ENO 
112 
6.4 . 5 LAI 
While developing the model, it was decided to include 
a routine to evaluate various statistics of the leaf 
arrangement. At presen t the routine calculates as a 
histogram the amount of overlapping of the leaves. For example, 
in the pattern shown in Fig. 6.11, for a base length of AH -
there is zero leaf overlap for the distances AB+ GH 
there is one leaf overlap for the dis t ances 
and two leaf overlap for the distances 
BC+ DE+ FG 
CD+ EF 
S2 
I 1~2 
s I I I : 
31-----t---~I ~ I f 
I I 3 I 
I I I I I 
I 
I I I 
A D E F G H 
Diagram of overlapping by the leaves. 
Fig . 6.11 
In deriving the histogram, one array Sis used to hold 
the starting x values, i.e. s1 , s2 and s3
, while a second 
array F holds the finishing x values F
1
, F
2 
and F
3
• After 
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sorting each array into ascending sequence, the histogram 
values are obtained by a nesting procedure such that every 
time a value in the 'starting' array is less than the next 
value in the 'finishing' array, the overlapping increases by 
one and vice versa. The histogram is then used to calculate 
the leaf area index as viewed vertically. 
It is intended to expand the routine to include L.A.I. 
calculation for oblique viewpoin ts and to examine the leaf 
structure on a layer basis. Such things as mean leaf 
segment angle (weighted by segment length) per layer and 
total leaf segment length per layer will be included. 
The flowchart is Fig . 6 .12 and the listing is Fig. 6.13. 
Resul ts for the grape canopy data used in testing the 
model were: 
Number of overlaps 
0 
l 
2 
3 
4 
5 
Leaf Area Index 2 . 36 
Routine called by LAI 
Total length 
17.25 
38.25 
60.00 
33.75 
51.00 
3.75 
PDS0RT. This is a basic push-down sorting routine 
with some modifications to reduce redundant testing . The 
flowchart is given in Fig. 6.14, and source listing is 
given in Fig . 6.15. 
ENTER 
DEFI~E) S., i =1 1 m 
.l 
i =l(l)m 
PDSORT(F) 
DEFINE 
BASELINE END'S 
AND LENGTH 
x,x', (x' -x ) 
n~i~j+l 
H ~ H + s. -x 
n n .l 
n4*-n+l 
X -E- $. 
.l 
i<-i + 1 
NO 
H~H +F .- x 
n n J 
n~ n - 1 
x ~ F. 
J 
j ~ j + 1 
Flowchart for routine LAI . Fig 6.1 2 
jj 4 
3 
H~H +F. -
n n J 
n .~ n - l 
x~ F. 
J 
j ~ j + l 
H~H +x'-x 
n n 
OUTPUT 
HISTOGRAM 
H 
CALCULATE LAI 
FROM H 
AND PRINT 
RETURN 
Flowchart for routine LAI. Fig. ~.12 
(continued) 
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FIG. 6.1J SOURCE LISTING FOR ROUTINE LAI 
SUBROUTINE LAI 
C 
C ALL NON-EXECUTABLE STATEMENTS REMOVED 
C 
,.L 
C S IS THE ARRAY HOLDING THE 1 STARTING 1 X VALUES 
C F IS THE ARRAY HOLDING THE 'FINISHI NG' X VALUES 
C 
M = NSEG 
DO 10 I = 1 , M 
S(I) = SEG(1,J) 
F ( I ) = SEG ( I , 5) 
10 CONTINUE 
CALL PDSORT(S ,M) 
CALL PDSORT(F,M) 
XEND = F(M) 
xx = s ( 1) 
XRANGE = XEND - XX 
N = 1 
I = 1 
J = 1 
40 I F ( S ( I ) • LE • F ( J ) ) GO TO 2 0 
H(N) = H(N) + F(J) - XX 
N = N - 1 
XX = F ( J) 
J = J + 1 
IF(J .GT. M) GO TO JO 
GO TO 40 
20 H(N) = H(N) + S(I) - XX 
N = N + 1 
XX = S ( I ) 
I = I + 1 
IF ( I • LE. M) GO TO 40 
50 H(N) = H(N) + F(J) - XX 
N = N - 1 
XX = F ( J) 
J = J + 1 
IF(J .LE. M) GO TO 50 
JO H(N) = H(N) + XEND - XX 
DO 60 N = 1, 20 
K = N - 1 
WRITE , K , H(N) 
60 CONTINUE 
SUM= 0 . 0 
DO 70 N = 2 , 20 
70 SUM= SUM+ H(N) * (N - 1) 
LAINDX = SUM/XRANGE 
WRITE , LAINDX 
RETURN 
END 
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NO 
ENTER 
j ~ 1 
NO 
i ~ J 
k~ 0 
n ~ n -1 
YES 
YES 
YES 
~ 1 
~ X . -;:,, l. X. 1 J.+ 
RETURN 
Flowchart for routine PDSORT. 
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NO 
J+l. - 1 
k~l 
Fig. 6.14 
FIG . 6.15 SOURCE LISTING FOR ROUTINE POSORT 
SUBROUTINE POSORT(X,N) 
DIMENSION X(1) 
NN = N - 1 
NNN = N - 1 
J = 1 
00 10 L = 1 NNN 
I F ( J • E Q. 0 ~ J = 1 
K = 0 
DO 20 I = J , NN 
IF(x(1+1) . GE. x(1)) GO TO 20 
C JUMP OVER IF FLAG SET 
IF(K . EQ . 1) GO TO JO 
C DEFINE STARTING POSITION FOR NEXT PASS 
J = I - 1 
C SET FLAG 
K = 1 
C EXCHA NGE x(1) ANO x(1+1) JO T = X ( I) 
x(1) = x(1+1) 
x(1+1) = T 
20 CONTINUE 
C EXIT IF NO EXCHA NGES MADE THIS PASS 
IF(K . EQ . 0) RETURN 
C DECREMENT POINTER TO ENO OF X ARRAY 
NN = NN - 1 
10 CONTINUE 
RETURN 
ENO 
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6.4.6 CONTACT 
Having defined the starting point and slope of a light 
ray, it will then be necessary to establish the point of 
contact with the leaf canopy. This is done in CONTACT by 
calculating the common point for each leaf segment with the 
light ray. Where this point is within the leaf segment, the 
distance from t he light source is calculated and the details 
are stored if this distance is less th an the 'least distance 
so far'. This routine is also used in the calcula tion for 
the diffuse light. Those sections in the flowchart Fig.6
0
16 
which do not apply at this stage are indicated by an 
asterisk and will be explained later. 
The source listing is given in Fig. 6.17. 
Ro utine called by CONTACT 
ADDRAY This is an entry point in the routine PLOTLEAF. 
It draws the ray from its source to the point of contact on 
the leaf. It is bypassed when CONTACT is called from DIFFUSE. 
6. 4.7 DIFFUSE 
Some of the energy in the direct ray which strikes a 
leaf segment is absor bed while the remainder is re-radiated 
as transmitted or reflected light . This radiation is 
considered to be diffused with a given polar function. The 
interception of this radiation by the other leaves and the 
method of computing this effect is illustrated in Fig.6.18. 
The original light ray strikes the leaf segment BC at 
A. The diffuse polar diagram is shown dotted . A rotating 
vector AV moves in an an ti -clockwise direction in steps of 
dp. At each position a check is made to see if AV comes 
into contact with another leaf. In the diagram from~ to 
0 
* 
ENTER 
d'~oC' 
loc ~ 0 
Define 
m 
i~ 1 
Calc.slope,ml 
and intercept 
cl for i th 
Calc.coord . 
(x,z)point 
where ray and 
leaf intersect 
Flowchart for routine CONTACT. 
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NO 
Fig . 6.16 
d' ~ d 
loc ~ i 
z'~ z 
i ~ i + 1 
X ~ X 1 
z ~ z' 
ADDRAY 
RETURN 
YES 
Flowchart for routine CONTACT. 
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RETURN 
RETURN 
Fig .6.16 
(Con tinued ) 
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F IG. 6. 17 SOURCE LISTING FOR ROUT I NE CONTACT 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
SUBROUTINE CONTACT 
THIS SUBROUTINE CALCULATES THE POINT ON A LEAF WH ICH IS 
F IRST STRUCK BY A RAY FROM A PO INT WITH GIVEN DIRECTION 
FOR THE DIRECT RADIAT ION THE PO I NT WI LL BE OUTSIDE 
THE LEAF STRUCTURE , FOR DIFFUSE RADIAT ION THE PO INT 
WILL LIE ON A LEAF WITH IN THE LEAF STRUCTURE 
DIST = 1. 0E+70 
LOC = 0 
I NCLUDE THE 4 PSUEDO- LEAVES 
NNN = NSEG + 4 
DO 10 I = 1 , NNN 
DO NOT CONSIDER CONTACT WITH PRESENT LEAF FOR THE 
CASE OF DIFFUSE RADIATION 
IF(I . EQ . ISEG) GO TO 10 
x1 = SEG(1 , 3) 
z1 =SEG(1 ,4) 
X2 = SE G ( I , 2) 
z2 = SEG(l , b) 
ML= (z2 - z1)/( x2 - x1) 
IF DENOM . IS ZERO SET SLOPE EQUAL TO I NF IN I TY 
IF(x2 . EQ . x1) ML= 1 . 0E+70 
CL= z2 - ML* x2 
TEST IF LEAF ANO LIGHT ARE PARALLEL 
I F ( ( ML- MR ) • E Q. 0 • 0 ) GO TO 1 0 
X AND Z ARE THE COORDINATES OF THE COMMON POINT 
WHERE THE RAY ANO LEAF MEET 
X = (CR ~L)/(ML - MR) 
Z = MR*X + CR 
TEST TO SEE IF THE POINT X, Z IS WITHIN THE LEAF 
IF( x . GE . x1 . AND . x . LE . x2 . OR . 
* x . LE . x1 . AND . x . GE . x2) GO TO 20 
GO TO 10 
TEST FOR FALSE CONTACTS 
20 IF(NQ. EQ . J . OR . NQ . EQ . 4) GO TO JO 
IF(Z . LT . zs) GO TO 10 
GO TO 40 
JO CONTINUE 
IF(Z . GT . zs) GO TO 10 
CALCULATE DISTANCE FROM SOURCE 
40 o = SQRT((xs - x )**2 + (zs - z)**2) 
TEST IF DIST . IS LESS THAN PREVIOUS LEAST DIST . 
IF(O . GE . DIST) GO TO 10 
DIST= D 
LOC = I 
XX = X 
zz = z 
10 CONTINUE 
X, Z IS THE POINT OF CONTACT ON LOC LEAF SEGMENT 
X = XX 
z = zz 
IF(DFLAG . EQ . 1) RETURN 
IF(LOC . EQ . 0) RETURN 
CALL ADDRAY 
RETURN 
ENO 
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¢3 
I 
¢2 
F 
G ¢1 
/ 
/ 
/ 
I E ¢0 / 
I / ,,. ~ 
/ 
/ 
B 
Quadrant Quadrant 
2 l 
Quadrant Quadrant 
3 4 
Diagram showing the interception of diffuse radiation . 
Fig. 6.18 
12~ 
¢1 the radiation escapes, from ¢1 to ¢2 it is collected by 
leaf segment DE and from ¢ 2 to ¢3 by part of leaf segment FG. 
When there is a change from escaping radiation (i.e. no 
contact) to a contact on a leaf segment or contact from one 
leaf segment to another, the energy in the beam is 
calculated. From this the intensity of radiation on a 
segment is accumulated and thereby the photosynthesis. The 
subroutine CONTACT is used in connection with the rotating 
vector AV and, as mentioned earlier, certain modifications 
are necessary. Firstly, as the point A is on a leaf segment 
this particular segment must be eliminated from 
consideration. Secondly, as the light source is now inside 
the leaf canopy area, it is necessary to include a 
directional filter to eliminate false contacts such as at 
¢4 in the diagram. This is done by defining the current 
quadrant for the rotating vector (see insert Fig. 6.18). 
Thus, for quadrants land 2, no valid contacts can be made 
where the z coordinate is less than the value of z at A. 
Similarly, for quadrants 3 and 4 no valid contacts can 
exist for values of the z coordinate greater than z at A. 
The role of the pseudo-leaves should be explained. 
By forming a boundary to the system, any radiation which is 
not collected by a real leaf is recorded as falling on a 
pseudo-leaf. This is both a programming convenience and 
permits plotting the diffuse pattern when the pseudo-leaves 
act directly as a boundary. 
The flowchart for DIFFUSE is given in Fig. 6 ~19 and 
the source listing in Fig o 6.20 ~ 
ENTER 
Define Q 
and dQ 
Cale. 
slope and 
interce t 
CONTACT 
,__ _ _.,._ ~ YES 
Define startin 
and finishing 
position for 
present segment 
Q~ Q +dQ 
YES 
Define 
slope and 
interce t 
CONTACT 
Update 
finishing 
values 
Set flag 
NO 
RETURN 
Cale . leng th 
and 
accumula t e 
intensi t y 
Flowchar t for rou t ine DIFFUSE. Fig. 6.19 
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FIG . 6 . 20 SOURCE LISTING FOR ROUTINE DIFFUSE 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
SUBROUTINE DIFFUSE 
THETA PRESENT ANGLE IN DIFFUSE BEAM 
THETA = 0 . 0 
DTHETA = 1 . 0 
60 CONTINUE 
DEFINE STARTING ANGLE AND TANGENT 
AR= ANGOFF + THETA 
NQ = AR/90 + 1 
MR = TANF(AR*R) 
CR = ZS - MR*xs 
CALL CONTACT 
IF(LOC . EQ. 0) GO TO 10 
ANGST START ANGLE IN CALC. SPREAD OF DI FFUSE BEAM 
40 ANGST= THETA 
ANGFIN FINISH ANGLE IN CALC . SPREAD OF DIFFUSE BEAM 
ANGFIN = THETA 
LS PRESENT LEAF UNDER DIFFUSE LIGHT 
LS = LOC 
FLAG= 0 
XST = X 
ZST = Z 
XFIN = X 
ZFIN = Z 
70 THETA= THETA+ DTHETA 
IF(THETA . GT . 180 . ) GO TO 20 
AR= ANGOFF + THETA 
NQ = AR/90 + 1 
MR = TANF(AR*R) 
CR= ZS - MR*xs 
CALL CONTACT 
IF(LOC .EQ. 0) GO TO 20 
CHECK FOR CHANGE OF LEAF SEGMENT IF SO 
SET FLAG FOR CHANGE OF LEAF 
IF(LS . EQ. LOC) GO TO JO 
FLAG = 1 
20 CONTINUE 
LENGTH LENGTH OF LEAF SUBJECT TO RADIATION 
LENGTH= SQRT((ZFIN - ZST)**2 + (XFIN - XST)**2) 
CALL BAMP(ANGST , ANGFIN , AMP) 
ACCUMULATE INTENSITY OF DIFFUSE RADIATION 
SEG(LS,LDIF) = SEG(LS , LDIF) + AMP/LENGTH 
IF NEW LEAF RE- DEFINE STARTING VALUES 
IF(FLAG . EQ . 1) GO TO 40 
10 THETA= THETA+ DTHETA 
NQ = AR/90 + 1 
IF(THETA . GE . 180.) RETURN 
GO TO 60 JO CONTINUE 
UPDATE VALUES OF X , ZAND ANGLE 
XFIN = X 
ZFIN = Z 
ANGF IN = THETA 
GO TO 70 
END 
Routine called by DIFFUSE 
BAMP 
According to Rabinowitch (1951) the ampli tu de of the 
reflected or transmitted light is proportional to the cosine 
of the angle between the original incident ray and the 
reflected (transmitted) ray. 
i.e. Ir c,< IoCos G, as below -
Io 
Ir 
As Q varies 0 + 0 from O to 90, the locus of the vector 
Ir will be a circle. 
The total energy of the reflected radiation is 
proportional to the area of the circle and the energy within 
a particular arc, such as shown shaded above, is a function 
of ¢1 and ¢2 where ¢1 and ¢2 are defined as for the rotating 
vector in the DIFFUSE section. 
Consider the diagram below -
C 
A 
AC= 2r where r is the radius 
AB = AC sin 0 
= 2r sin 0 
BD = 2r sin 0 dO 
Area bounded by the rotating vector 
0 and 0 + dO is the triangle ABD 
at the 
Area ABD = l • 2r sin O. 2r sin 0. dO 
"2 
• •• Area between 0° and ¢0 
= ¢ - sin 2¢ 
2 
taking r as unity 
128 
two pos i tions 
In the routine BAMP at the entry point BSET, the area 
for all values of¢ from 1° to 180° is calculated and stored 
in a local array. For the arc starting at ¢1 and finishing 
at ¢2 , the area enclosed is obtained by using the angle as 
subscript for the lock-up table of areas. The source listing 
is given in Fig. 6.21. 
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There is a defect in the description of the polar 
diagram , For all angles, excepting normal incidence , some 
of the reflected radiation appears on the other side of t he 
leaf, as in the diagrams below -
Io 
The angle o.( , shown above, will be an important 
parameter in defining the pattern of the reflected and 
diffuse radiation . Future development of this section 
awaits suitable measurements on grape leaves. Results 
similar to those obtained by Howard (1966) are expected. 
FIG . 6.21 SOURCE LISTING FOR ROUTINE BAMP 
SUBROUTINE BAMP(A1 , A2 , AMP) 
C CHECK IF PHASE 2 (SEMI - CIRC . POLAR DIAGRAM) 
IF(NPHASE . EQ . 2)GO TO JO 
I 1 = A 1 
12 = A2 
AMP = AREA( 12) - AREA( 11) 
RETURN 
JO AMP= (A2 - A1)/180 . 
RETURN 
C IN ITIAL DEFINITION OF LOOK - UP TABLE 
ENTRY BSET 
R = J . 1415926/180 . 
DO 10 L = 1 90 
ALPHA = 2*L *R 
10 AREA(L) = (ALPHA - SIN(ALPHA))*0 . 5 
DO 20 L = 91 , 180 
K = 181 - L 
20 AREA(L) = J . 1415926 - AREA(K) 
RETURN 
ENO 
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6.5 PHASE 2 
As explained briefly in section 6. 3, the diffuse skylight 
is represented by a series of point sources on a horizontal 
base line which is above the canopy. The amount of light 
falling on each leaf segment is determin ed by exa ctly the 
same procedure as used in Phase l for the di ffuse light. The 
polar function in this case is a semicircle. The flowc hart 
is given in Fi g. 6. 22 and the source listing in Fi g. 6.23. 
6.6 Output Phase 
Th is is presently under developmen t. The photosynthesis 
for each leaf segm ent will be calculated using the rectangular 
hyperbola approxi mati on to the light re sponse curve, following 
the method in Smart ( 1969). 
6.7 Program Storage Reguirements 
Rou tine Computer Words(Decimal) 
VINO 
510 
READDATA 260 
CONTACT 110 
DIFFUSE 150 
PLOTLEAF 80 
PDSORT 70 
LAI 685 
BAMP 270 
MAXMIN 230 
2365 
Fortran Library Rou tines 4000 
COMMON STORAGE 4250 
TOTAL : 10615 
NO 
Define base 
line above 
crop 
i~ 1 
Select i 
posi tion 
along base 
line. 
DIFFUS E 
i< i + 1 
YES 
TO 
OUTPUT 
PHASE 
Flowchart of Phase 2. 
131 
Fig. 6.22 
FIG. 6.2J SOURCE LISTING FOR PHASE 2 
C ***** PHASE 2 ***** 
C CALCULATION OF PHOTOSYNTHESIS FROM DIFFUSE SKYLIGHT 
C 
C ANGOFF START ANGLE FOR THE DIFFUSE RADIATION 
ANGOFF = 180 . 
NNSEG = NSEG + 4 
DO 90 L = 1,NNSEG 
90 SEG(L,LDIF) = 0 . 0 
C SET FLAG USED IN BAMP 
NPHASE = 2 
C INTERVAL BETWEEN POINTS OF DIFFUSE SKYLIGHT 
DI FI NC = 10 . 
C DEFINE BASE LINE ABOVE CANOPY 
ZDIF = 1000. 
XDIF = - 100 . 
C DEFINE NUMBER OF DIFFUSE POINTS CONSIDERED 
ND IF = 50 
ZS= ZDIF 
FLAGD = 1 
DO 100 L = 1 NDIF 
XS= XDIF + ~L - 1)*DIFINC 
CALL DIFFUSE 
100 CONTINUE 
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Even though the model is still in the development 
stage, it is clear that there is ample storage sp ac e for 
extensions to the routines, for inclusion of interactive 
facilities, and for expansion of the leaf representation. 
The routines described in the text occupy 2365 words. 
Allowing 250 words for the output phase in the main program 
and anothe r 250 words for the extension of LAI, gives a 
total of 2865 words for a viable set of routines. The 
storage requirements for the routines in the 
three-dimensional model was 3415 words. As some of these 
ro utines included coding for interactive computing 
facilities which are not yet included in the two-dimensional 
model, it can be seen that the difference in this aspect of 
the st orage requireme nts for the two light models is not of 
any consequence. 
The common storage is mainly reserved for recording 
the leaf data and results. At present 250 leaf segments 
each having 15 values can be represented. The radiation is 
not considered in 16 separate wavebands, as in the 
three-dimensional model. This reduces the storage 
requirements. 
6.8 Visual Checks 
Being a two-dimensional model, it is possible to use 
the plotting devices to record the paths of the light rays 
and so provide a visual check of the program operation . 
Two examples of this are given in Graphs land 2, which 
are located in the holder on the inside of the back cover. 
Graph l shows the interception of direct radiation for the 
fifth sun position in Phase 1. Graph 2 shows, for one point 
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in Phase 2, the rotating vector positions at which there is 
a change in leaf segment. 
6.9 Timing Considerations 
In terms of execution time, the major factor is the 
routine CONTACT which determines the leaf segment hit by a 
particular light ray. Initial results using the leaf 
structure shown in Graphs land 2, indicate an average time 
of 0.05 seconds per ray. If the number of rays considered 
at any sun angle is of the order of 50, and dQ in the 
DIFFUSE routine is chosen as 1° the time required to process 
Phase l is 20 seconds per sun angle, giving a total of 260 
seconds for the 13 positions presently defined. In Phase 2, 
allowing for 50 skylight positions, the time required is 
18 seconds. 
Some thought has been given to increasing the efficiency 
of the routine CONTACT (and TRACK in the three-dimensional 
model). One possibility is to keep a record of the distance 
to the point of contact for all leaf segments instead of the 
'least distance so far'. The distances could then be sorted 
into ascending sequence with a check for validity, i.e. the 
point of contact being within the leaf segment, at each pass. 
This would eliminate many unnecessary tests. 
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7 
DISCUSSION AND CONCLUSIONS 
7.1 Introduction 
There is always a tendency to gree t every major 
breakthrough in a discipline as if the millenium had 
arrived. In the early days of digi t al computing it was 
thought in America that just two of the next generation 
machines would meet the whole computing needs of the 
country. Today, several tho usand computers later, the 
demand still exceeds the supply. Looking downhill, one 
smiles at the naivety of the pioneers and then proceeds to 
overestimate the heights that lie ahead. 
The idea of applying simulation techniques to 
biological problems must have given rise to a similar 
optimism. Where analytical methods had failed, the sheer 
calculating power of the machines was expected to triumph 
by the use of 'last-ditch' methods such as simulation. 
The author considers this interpretation of the place 
of simulation methods to be understandable but unfair. 
The use of simulation techniques, besides their many side 
benefits, should be considered as a unifying entity for all 
stages of a piece of research. The concept is that 
simulation methods should influence the approach to the 
whole problem, not just a part of it. 
There is no point in making a case for the use of 
simulation methods in biological research, it is taken that 
this is already established. In this concluding chapter, 
some aspects of the models and experience arising from the 
work are discussed in the light of the previous remarks. 
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7.2 General Approach 
Most research work involves two maJor stages. The 
first stage is preparatory and entails building a particular 
piece of equipment or collecting data. The second stage is 
usually the analysis of the data, or the use of the equipment, 
to show up trends, to consolidate or extend theories, for 
prediction, and the like. The work, which has been described, 
also involved these two stages wit h this difference - the 
stages were in parallel rather than in series. To be more 
precise, they were elements in a ring structure. Following 
the initial design of the model, the application stage led 
to fresh ideas whereby the model could be made more general, 
or more realistic, or more flexible, or more efficient. The 
implementation of these ideas completed the ring. This is 
not to say that similar closed loop effects are not present 
in all experimental activities, but it seems clear that in 
simulation projects, they are endemic. ln the deve lopment 
stage, the problem is to know when to stop. There is always 
ano ther refinement to be considered. 
This cyclic process of 'cut and try' was most evident 
in the grazing model. In this case the structure of the 
model was not changed unduly but various sections were added, 
refined or expanded, in what was, hopefully, a balanced 
progression. At no time was the model completely broken 
down and rebuilt. This is probably a reflection of the 
system's inherent simplicity rather than the good initial 
judgement of the team. 
The growth of the three-dimensional light model was 
different. There was again a cyclic process of construction -
testing and modification, but this time there was less change 
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in the content. The structure or form of the model was 
adapted and extended to fit the framework required for 
interactive computing. This was not difficult as the 
overall structure is a simple loop with sub-loops,as shown 
in Fig. 5.1. A similar, but simpler, extension is used in 
the grazing model to bring it into interactive mode. At 
the moment, only one sub-loop is used to change the system 
parameters. It is likely that, for convenience, this may 
be split up into several files of, say , s he ep parameters, 
paddock parameters, growth parameters and movement 
parameters . 
There are two approaches to the initial construction 
of a model. One can either build up from a simple concept, 
adding to it as necessary, or start with a complex model 
and progressively eliminate the non-significant parts. A 
similar choice of method is available when using mul t iple 
regression analysis. 
In the summer grazing model the first approach was 
used, as indicated in section 4.2. In the three-dimensional 
light penetration model, part of the aim was to compare 
levels of abstraction in the leaf structure description, so 
that the procedure here was more in line with the second 
approach . Practical difficulties intervened in this part of 
the work as, for the crops being considered (Townsville 
lucerne and Bullrush millet), the author was unable to 
obtain more than very general values for the leaf structure. 
Later better data for a grape canopy was available, see 
Smart (1969), and it was decided to reconstruct the light 
model in simpler terms, using the experience gained from the 
companion model. The initial results for this model, in 
terms of execution time and storage requirements, are 
encouraging. 
The conclusion, on this limited experience, is that 
the progressive refinement of the model structure from a 
simple initial design is the most appropriate. 
7. 3 I nterdisciplinary Group Action 
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During the development of the three models, the author 
was cooperating at different levels of invol vement with 
separate groups. The most contact came with the summer 
grazing model, where all members of the group were constantly 
aware of the state of the model and all were actively 
contri buting to the project. The benefits from close 
cooperation are generally recognised, and there are 
particular advantages to this approach for projects which 
involve simulation. The main advantage in team-work arises 
from the rapid reinforcement and generation of ideas within 
the group. There is also an inherent group discipline which 
keeps the objectives clearly stated and makes what is 
desirable become possible, rather than the reverse . 
The composition of the group is important and should 
include, besides subject specialists, a biometrician and a 
systems analyst. To expand on this point: it has been the 
author's experience that the method whereby all scientists 
who may wish to use computing facilities should take 
instruction in a higher level computer language, such as 
Algol or Fortran, and then be expected to 'do it themselves' 
is not successful in practice. Certainly it is true that 
some scientists become excellent systems analysts and 
programmers, often to the point where they change their 
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disciplines but,these exceptions aside, it is quite clear 
that for the majority the only lasting effect of a short 
course in a higher level language is to improve the 
communication between the scientist and the programmer. 
Efficient programming requires constant practice and, as 
indicated in Chapter 2, there are levels of understanding 
of computing which, in general, reflect levels of efficiency 
in programming. There have been pred i ctions of major 
breakthroughs which will enable the layma n t o express his 
problem to the computer by simple English sentences, or even 
by voice, but, apart from some specialised field such as 
that covered by languages such as FORMAC, it is the au t hor's 
opinion that the abstraction and structing of a model is 
best done by a trained analyst, acting within a group 
environment. 
Lackner (1965) examines the idea of model design as the 
result of 'conversation' betweeen man and computer with 
graphical display of the operation of the proposed model for 
review and criticism. For the level of sophistication 
proposed by Lackner, the author agrees with Overheu (1969) 
that facilities of this type will take many years to develop. 
At a broader level, the organisation and policy for 
large research projects can be viewed from a systems point 
of view. The author finds himself in sympathy with the 
approach adopted by van Dyne and particularly with the 
teaching projects where specialists from different 
disciplines give an integrated course on systems. 
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7.4 Simulation Models as Research Tools 
The use, in agricul t ural science, of simulation models 
as an adjunct to field trials, is still in its inf ancy. 
There are, nonetheless, many factors in favour of using 
simulation methods in assessing the performance of 
management strategies for agricultural systems. It is 
prohibitively expensive, for example, to undertake practical 
studies of the different possible strategie s in a system of 
sheep management. This is, of course, an area of particular 
interest for Australia and New Zealand. A theoretical paper 
by Arcus (1963) gives a useful guide to the advantages of a 
simulation approach. Contributions in this area have also 
been made by Goodall (1967) and Wright and Dent (1969). 
The summer grazing model was built primarily as a 
research tool. Some of the applications have already been 
covered in Chapter 4 and by the papers in the Appendix. 
Recently the model was used to investigate strategies for 
moving the she e p between paddocks. The possi bilities were 
(a) move sheep after a fixed number of da ys , (b) move if the 
level of food on the present paddock is below a given amount, 
and (c) move to paddock i if the ratio of food available on 
i, to food available on the present paddock, is greater than 
a given amount. The results were surprising. Using t he 
final sheep weight as a criterion, it was found that method 
(c), which was expected to be markedly superior, showed no 
advantage until the ratio app r oached unity. As the end 
point is to provide a guide to management which can be 
simply implemented, this was effectively a null result as no 
farmer could be expected to judge diffe rences in pasture 
availability of the order of ten per cent. Method (a) 
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behaved as expected, with the sheep weight gradually falling 
as the length of stay per paddock increased. 
Methods (a) and (c) both had small gradients to their 
reponse curve; with (b), however, the final sheep weight was 
strongly correlated with the defined available food limit. 
These are the kind of investigations th at became possible 
with a model. 
It is also possible to experimen t with unorthodox 
strategieso The natural reluctance from pu s hing a system to 
its limit is removed when the subject is a model, and not 
the real situation. This freedom with experimentation can 
influence thinking on experimental design. Many experiments, 
as set up, only give information for a short range abou t a 
medial position. This limited approach has frequently led to 
expensive and almost useless experiments. An alternative 
approach is to concentra te on extreme treatments. While the 
errors arising from extrapolation can be of orders of 
magnitude, this situation is unlikely to occur with 
intrapolation. There can be difficulties with this extreme 
approach ~ In a recent forest trial, selected areas of trees 
were deliberately subjected to severe shortage of nutrients. 
The experiment was thwarted by warm-hearted foresters who 
would steal out at night and throw handfuls of fertilizer 
around their seedy looking trees. At least with the model 
you have complete control of the situation. 
One of the side benefits of an approach to research 
which involves using digital computers , is the necessity 
to state in explicit terms what one intends to do. The 
unrelenting lack of intelligence of the computer acts as a 
spur to the complete formulation of one's ideas. Bellman 
(1967) expresses this notion more graphical l y as 'Pu t up 
or shut up'. 
7.5 Model Verification and Dimensionali ty 
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A suitable choice of criteria for model verification 
and validation is open to many interpretations. A good 
survey of this particularly thorny area is given by Naylor 
and Finger (19 67). The main difficu lt y is lack of 
comprehensive data which can be used to assess the model 
performance over its whole range of possible conditions. 
In the case of the summer grazing model, the occurrence of 
two abnormal seasons, one with drought conditions and the 
following one with well above average rainfall , was most 
fortunate. As the model coped with both satisfactorily, 
confidence in the model increased. For this type of model 
where it is very difficult to obtain reliable data on all 
the components the most appropriate criterion, at this 
stage, is to compare the overall model performance against 
actual field trials. 
An interesting idea for model verification was 
suggested by McKenny (1967). He proposed that the model 
should operate under the scrutiny of an expert, as in a 
T . l t uring tes. Incidentally, this could be a way of tapping 
some of that empirically derived knowledge that is so 
difficult to categorize but which is so valuable in practice. 
l 
Dr A. Turing proposed as a test for an intelligent machine 
that the tester should communicate with 'it', where it was 
either a machine or a man, by some neutral medium, say a 
typewriter. The tester was allowed to ask 'it' any questions, 
and if, after a reasonable time, the issue was still in 
doubt the point would have been proved. 
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A general restriction in problem solving, whether a 
computer is used or not, is, as Bellman put it, 'the curse 
of dimensionality'. Subdivision of a problem has definite 
limits as the computing time, and storage requirements, 
increase at an exponential rate. This difficulty raised 
its head in discussion on the proper representation of 
diffuse radiation incident on the leaves in the 
two-dimensional model. If, for each source of diffuse 
radiation, the intensity and precise pa rt of each leaf 
segment is recorded, there is a problem with the storage 
requirements. In this case, there are other practical limits 
to subdivision arising from the accuracy of t he leaf data in 
position and length. The list processing facilities of 
languages such as Simscript, can be helpful in problems of 
dimensionality. As the storage in this case is not 
pre-defined, it is much easier to try different levels of 
subdivision without major program changes. 
7. 6 Interactive Computing 
The most rewarding advance in the field of simulation, 
in the author's opinion, will be the use of interactive 
computing facilities to permit on-line experimentation. 
The benefits of this method are more easily appreciated by 
display than by discussion, but the main contention is that 
the total effect is greater than the sum of the parts. The 
use of a display device, such as VISTA, instead of a plotter 
or line printer can be seen as merely another, slightly more 
convenient, form of output. Criticisms such as this miss the 
point that the immediate presentation of results of an 
experiment is the ideal situation. As with the use of the 
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analogue computer, the reinforcement-learning cycle has 
been properly established. This has certainly been the 
experience during this project. It was particularly 
noticeable when first used in a simple way with one of the 
earlier dry-material-only grazing models. The execution 
time for a simulation run was of the order of two seconds 
and nine parameters were available for modification via the 
display console. In the space of a few minutes , using 
data from a range of six field experime nts as a criterion, 
many simulation runs had been conducted and the effect of 
changes in the parameters had been established . The latest 
models take longer in computing time but the benefits are 
the same. 
A more relevant criticism concerns the overheads 
inherent in the use of the interactive mode. There are local 
overheads in terms of computer storage for the routines, such 
as VISTRAN, which are required. For this project, as shown 
in Chapter 5, the storage penalty was small. The other form 
of overhead is the provision of the softwave which comprises 
the interactive computing package. This is a variable 
quantity. For instance, the sophisticated graphical design 
system evolved by General Motors took 120 man years of 
development, see Jacks (1969). On the other hand, the 
VISTRAN system used in this project took less than one man 
year to establish. In the context of biological simulation, 
it would seem better to accept the discipline and efficiency 
of a simple system and compose the research teams 
accordingly, rather than attempt to create a general 
purpose system which needs no computing skill on the part 
of the user. 
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In conclusion, it has been seen that with biological 
systems, such as the two light models, the main difficulties 
arise from the level of abstraction and the associated 
problems of dimensionality. For other models, where a 
broader approach is possible, as with the summer grazing 
model, and where trends rather than precise results are 
required, it has been shown that simulation models offer 
many advantages. This result is not unexpected. Williams 
(1966) in his book 'The Compleat Strategyst ' showed that 
useful information could be obtained from very 'noisy' 
data if the underlying structure was sound. 
On-line experiments by means of interactive computing 
provides the correct medium for developing a model of a 
system. 
Simulation offers more than just another technique for 
problem solving, as indicated at the beginning of this 
chapter the attitude and approach which is found with 
simulation can have benefits for the whole research process. 
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Appendix l 
INTERACTIVE COMPUTI NG FACILITIES AT THE COMPUTING LABORATORY, 
DIVISION OF COMPUTING RESEARCH, CSIRO, CANBERRA 
Di splay Con soles 
Six Control Data Type 210 keyboard display consoles 
pr ov ide 'on-line' communication with the central processor. 
Each display consists of a typewriter keyboard containing the 
CSIRO character set and a cathode-ray tube capable of 
dis pl ayin g 1000 characters in a format of 25 lines, each of 
40 characters. Twelve function buttons and two toggle 
switches provide 48 switch settings that can be sent to the 
central processor. The device also has an interrupt button 
and an indicator lamp. Screen information can be read or 
written in approximately 35 milliseconds. 
Graphical Display (VISTA) 
A Co ntrol Data Type 250 Display unit provides a general 
purpose graphical display. This unit has a 19" cathode-ray 
tube screen which is logically addressed as a 1024 x 1024 
raster of points. Vectors can be drawn between any two points 
in the raster or, alternately, characters can be displayed in 
one of four sizes at any of the points. A light pen which can 
be used to detect the beam position is provided for 'on-line' 
comm unica tion with the central processor. Further 
communication is furnished by a bank of 18 function keys and 
an interrupt bu tton. 
VISTRAN 
PLOTV 
REFERENCES 
C.E. Walling t on and G.R Knowles, 'A subroutine 
packa ge for general purpose use of the VISTA 
display', Technical note No . 30, CSIR~ Division 
of Computing Research. 
R.J. Hurle, 'Plot and Text for the VISTA display', 
Subroutine write-up. Q4 CSIR PLOTV CSIRO , Division 
of Computing Research. 
G. Shearing, 'Notes on the use of VISTA - A 
Fortran Programmers Guide', Unlisted Publication. 
CSIRO, Division of Computing Research. 
'DAD System - Reference Manual', Compiled by 
T.S. Holden, CSIRO, Division of Computing Res earch 
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Appendix 3 
SIMULATION OF SUMMER GRAZING 
(Acc epted for the 11th In ternation al 
Grassland Congress •• April 1970) 
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SUMMARY 
A model has been constructed to simulate the grazing of 
summer pasture by sheep. It calculates daily changes in the 
amount and digestibility of the food available, the die t 
eaten and the resulting changes in the weight of the sheep. 
The model has been used to predict the response of sheep 
weight to changes in grazing, subdivision, stocking rate, 
growth rate of herbage, and the efficiency with which this is 
grazed. In preliminary tests, predicted responses have bee n 
similar to those observed in grazing sheep. 
INTRODUCTION 
In southern Aus tralia, field experiments which have 
compared animal production from rotational and continuous 
grazing systems during the growing season have so far revealed 
only minor differences (Morle y, Bennett and McKinney, 1969). 
The costly long-term trials necessary to compare alternative 
systems in summer have not been attempted. I t was to examine 
this question in theory that the present model was constructed 
in the simulation language SIMSCRIPT for use on the CDC-3 600 
computer. The model keeps a daily tally of the amount and 
digestibility of food available on all paddocks in a 
one- or multi-paddock system and the amount of digestibility 
of food eaten with the resulting changes in animal weight. 
l 
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THE MODEL 
Food is considered to consist of two components, green 
and dry. Green is produced only in response to rain; as 
it ages, its digesti bility falls. Its quantity can be 
reduced through consumption by sheep or through conversion 
to dry material with age. Dry material can increase only 
through green material drying off, but in addition to being 
eaten it decreases because of trampling losses, weathering 
losses following rain, and a continuing time loss found in 
the absence of both animals or rain, presumably resulting 
from the action of insects, wind damage, etc . 
(Inser t Fig. 1) 
A diagram of the model is shown in Fig. land the main 
equations used for the calculations are listed in Table 1. 
When simulation starts, each paddock is examined for the 
presence of sheep and trampling, and eating losses are 
restricted to the paddock with sheep. Following rain, a 
finite period of weathering is calculated , related to the 
amount of rain and the potential evaporation rate. 
(Insert Table 1) 
In determining the reduction of dry material by 
weathering (equation (9) in Table 1), time (8), t rampling 
(10) and consumption by sheep, it is assumed that the more 
digestible material is reduced first - that it is either 
activel y selected by the animals or more prone to 
destruc tion by the other agents. Consequently , these 
calculations draw on equations (4) and (5) which relate, 
by theoretical exponential functions, the digestibility of 
material lost or eaten to the digestibility of material 
available, and the potential food intake to the amount of 
material available. 
When each fall of rain occurs, a transpiration ratio 
estimated from local information is used to calculate a 
theoretical limit (A) to the amount of green material which 
can be produced. After initiation of growth, according to 
equation (1), the daily growth of green in each paddock is 
calculated by a logistic function (2) which relates growth 
rate to A, the amount of green present and the ratio of 
actual evaporation to potential evaporation. This ratio is 
estimated daily (3) from the calculated soil moisture level. 
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In each paddock the green material produced each day is 
followed separately and the digestibility of the material in 
each age class is reduced daily until senescence is assumed 
to have been reached after six weeks. This material is then 
counted as dry. 
The calculation of the amount of food eaten by the sheep 
recognizes that they select actively for green material and 
( 6) between the proportion of green draws on a relationship 
eaten and that offered. It is assumed that within green 
material, the amount eaten from each age class is dependent 
upon its digestibility and the amount in tha t class. The 
mean digestibility of the diet selected (green+ dry) is 
calculated and this coefficient is used to reduce the 
potential food intake to actual food intake (7). The effect 
of the diges tible units eaten on the mean weight of the sheep 
is less than calculated after deducting the assumed 
3 
requirements for maintenance (114 x weight 4 Kcal 
metabolizable energy per day). 
At the end of each day, the amounts of green and dry 
material remaining on each paddock are calculated. Should 
the amoun t of food available fall below a predetermined level 
in the paddock being grazed, the sheep are moved into the 
paddock with most food. If the mean body weight falls below 
27kg the sheep are removed from the field and fed maintenance 
rations in yards. If a given level of green material 
subsequently grows, the sheep are returned to the grazing 
system. 
The values used for the constants in the equations in 
Table 2 were judged to be the best estimates available from 
experimental results obtained at Canberra. 
RESULTS AND DISCUSSION 
The model predicted similar changes in the mean weight of 
sheep (Fig. 2) and in the amount of green material available 
(Fig. 3) to those measured on a phalaris-based pasture 
continuously grazed at either a high or a low stocking rate 
for 100 days during the summer (Morley and McKinney -
unpublished). 
(Inser t Figs. 2 and 3) 
The effect of simulated subdivision of the more heavily 
stocked pasture into nine paddocks during this period was a 
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reduction in the weight gain of the sheep (Fig. 2) because 
less of the green food which grew in response to rain was 
eaten when its digestibility was high (Table 2). 
Substituting a plant able to produce about one-third more 
green material than phalaris would have had, during this 
abnormally wet summer, a relatively small effect on the 
predicted gain in weight of the sheep, even at the higher 
stocking rate (Table 2). 
(Insert Table 2) 
When some of the basic relationships in the model were 
varied within limits suggested by experimental results 
obtained at Canberra, it was found that the predicted final 
weight of the sheep was sensitive to changes in the slope of 
the function relating the proportion of green in the diet to 
the proportion of green in the food. 
This model is at an early stage of development and many 
of the quantitative relationships be tween variables are based 
on assumptions which require further testing by experiment. 
Already, however, the model has been useful in assessing the 
relative importance of some of these relationships to the 
efficiency of the whole grazing system. Stepwise development 
by experiment, synthesis and testing may eventually yield a 
model of general application in which the effects of a wide 
range of grazing variables could be examined for different 
types of animal production on various pastures and in 
different environments. 
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Table 1. Main equations used in the model 
FUNCTION EQUATION 
Growth of Green 1st day after 1st rain : W = A/(1 .0 + be- 2 ) (1) 
(2) 
(3) 
(4) 
( 5) 
(6) 
(7) 
Sub sequent days : w = z.G.N (A-G) / A 
N = x(l.O e-n .M) 
Compos ition of Die r yd = 1.2 Y /(1.0 + 0 . 2e-c .D) a 
I = p 11 (1.0 -
e-j.V) 
pf 1.0 
- k . P 
= - e a 
I = I (Yd (1.0 - p ) + Yg.Pf) a p f 
Loss of Dry Material 
Time DD = s . D. Yd 
We athering DW = h , D.Yd for 3R/SE days 
D Trampling DT = m. Ip.Yd (D+G) 
Variab les 
( Intakes are in kg dm per sheep per day ; 
other weights are in kg dm per hectar e ) 
A = 
D = 
DD= 
DT = 
DW = 
E = 
G = 
11 = 
I = p 
I = 
a 
potential production of green (=10 4R/ T ) 
weight of dry available 
digestible units lost by time 
digestible units lost by trampling 
digestible units lost by weather ing 
potential evaporation 
weight of green available 
upper limit of food intake 
potentjal intake of food 
actual intake of food 
N = actual evaporation /E 
M = soil moisture (mm) 
p = 
a 
. pf = 
R 
T 
V = 
proportion of green in material available 
proportion of green in food eaten 
rainfall (mm ) 
transpiration ratio 
G + D 
W = daily growth of green 
Y = digestibility coefficient of dry available 
a 
Yd= digestibility coefficient of dry ea ten 
Y = digestibility coe ffici nt of green eaten g 
(8) 
(9)" 
(10) 
Constants 
Values used) 
b = 100 
C = 0.001823 
h = 0.000226 
j = 
k = 
0.001 
9.6 ~ 
ID= 0.2 
n = 0.03 
s = 0.008 
X = 0.8 
z = 0.7 
Table 2 . Simula t ed effect of stocking rate, growth rate of pasture 
and the efficiency with which sheep mainta in food intake and the 15 8 
proportion of green food i n thei r diet with decreasing availability · 
on the fficiency of food utili zation (EFU ) and on the weight of the 
sheep after 100 days, with conditions as in Fig . 1 . 
No . 
of 
paddocks 
1 
9 
1 
1 
1 
1 
1 
Stocking Mean Efficiency of EFU 
rate trans- main- selec t-
(sheep /ha ), piration 
ratio 
7. 4 
29 . 7 
29 . 7 
29 . 7 
29 . 7 
29.7 
29 . 7 
800 
800 
800 
600 
800 
800 
800 
t aining ing 
total green 
intake 
L 
L 
L 
L 
H 
L 
L 
B 
B 
B 
B 
B 
A 
C 
EFU digestible units 
dry green total 
. 15 
. 45 
. 45 
.53 
.45 
. 46 
. 13 
. 34 
. 43 
. 35 
. 49 
. 43 
.43 
. 13 
. 36 
.44 
. 38 
. 51 
.44 
. 44 
eaten/digestible units 
Final 
wt. of 
sheep 
(kg) 
41.0 
33.4 
37 . 2 
38 . 4 
40.8 
37 . 2 
37 . 1 
,, 
initially available (dry) or produced (green) . 
H & L represent values of 0 . 002 and 0 . 001 
respectively for j in equation (5) in Table 1. 
A, B & C represent values of 12.0, 9.6 and 7 . 2 
respectively fork in equation (6 ) in '.fable 1. 
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LEGENDS TO FIGURES 162 
Diagram of the daily changes calculated in the model 
changes in herbage 
- - - - changes in environmental factors affecting herbage 
Predicted and actual effect of stocking rate on the weight 
of continuously grazed sheep and the predicted effect of 
subdivision . 
Dry food: 
Rain: 
-- - - , 0 
1, 9 
initial weight 2300 kg/ha 
209 mm between days 9 and 85 
predicted and actual weights respectively at 
7,4 sheep/ha , 
predicted and actual weights respectively at 
29,7 sheep/ha . 
no, of paddocks 
Predicted and actual effect of stocking rate on the dry weight 
of green material available under continuous grazing with 
conditions as in Fig . 2. 
- - - - , 0 predicted and actual weights respectively at 
7,4 sheep/ha . 
predicted and actual we ights respectively at 
29.7 sheep/ha. 
r 
,, 
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APP ENDIX 4 
( Pre sen te d at t he Se cond Conf e r en ce on Applica t ion 
of Si mula t ion , New York , De cem be r 1968). 
SUMMER GRAZI G 
GRASSLAND AGRONOMY SECTION 
Division of Plant Indust r y , CSIRO 
Canberra , A. C. T . 
J . R. DON ELLY 
Department of Agriculture 
l~bart , Tasmania 
J . S. ARMSTRONG 
Fo r es try School, Australian National University 
Canberra , A. C. T . 
SUMMARY 
A model has been constructed to simulate the 
grazing of summer pasture by sheep . It records 
daily changes in the amo un t and digestibility of 
the food available and the diet eaten and the re-
sulting changes in the weight of the sheep . The 
mode l has been used to predict the response of 
sheep weight to grazing subdivision , rainfall, 
growth r a t e of he r bage , the amoun t of dry food 
available and the efficien cy wi t h which this is 
grazed . 
INTRODUCTION 
Rotational grazing of farm animals is a 
common practice : the herd or flock is not con-
tinuously r un on a single area but is concentrated 
at any t ime on one of a number of paddocks into 
which the farm is divided . The animals are moved 
from one paddock to another , usually in strict 
sequence , depending on time, or according to some 
criterion judged by the farmer (e . g . amount of 
food, or animal weight) . In southern Australia, 
field experiments which have compared animal pro-
duction from rotational and continuous grazing 
systems during the growing season have so far 
revealed only minor differences . The costly long-
term trials necessary to compare alternative 
systems in summer have not been attempted . It 
was to examine this question in theory that the 
present model was constructed . It keeps a daily 
tally of the amount and digestibility of food 
availab l e on all paddocks in a one- or multi -
paddock system and the amount and diges t ibility 
of foo d ea t en wi th i t s r esul t ing effect on anima l 
weigh t. 
THE MODEL 
Fo r simplicity food is considered to consis t 
of two components , green and dry . Green is pr o-
duce d only i n r espons e t o r ain; as i t ages i t s 
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digestibility falls . Its quantity can be reduced 
through consumption by sheep or through conversion 
to dry material with age . Dry material can in-
crease only through green material drying off , but 
in addition t o being eaten it decreases because of 
trampling losses, weatl,ering losses follcwing rain, 
and a continuing time loss found even in the 
absence of both animals or rain, presumably owing 
to the action of insects , wind damage etc . 
Basic features of the model appear in Fig . 1 . 
Simulation begins with the exogenous event 
START causing the endogenous events LOOK , DSTRY , 
and SAMPL to recur at regular daily intervals . 
LOOK examines each paddock for the presence or 
absence of sheep and restric ts trampling and eating 
losses to the paddock with sheep . 
The exogenous event RAI calculates a finite 
period fQr weathering following r ainfall , related 
to the amount of rain and evaporation rates . The 
reduction of dry material is determined by the 
four endogenous events WETHR (weathering effect) , 
DSTRY (time loss), TRMPL (trampling losses) and 
EAT (consumption); each assumes that the more 
digestible material is reduced first--that it is 
either actively selected by the animals (in EAT) 
or is more prone to destruction by the other agents 
(in the other events) . Consequently all draw on 
the one subroutine, DECR , which r elates the losses 
in each event to a theoretical exponential fu nc t ion 
according to the actual digestibility of t he 
mate r ial present . 
In RAIN an assumed transpiration ra t io is used 
to calculate the total production (A) of green 
material which is to follow rain . GRO uses a 
logistic growth function t o r elate gr owth rate pe r 
day to A and the amount of green mate r ial present 
on each paddock (increased by GRO and perhaps 
reduced by EAT) . In each paddock t he green mater-
ial produced each day is fol l owed s e pa r a t ely , 
ranked i n a se t accord ing to age , and the diges ti-
bility of each age clas s in each set is reduced 
I 
daily in AGIN. 
. 
EAT recognizes that sheep select actively for 
green material and relates the propor tion of green 
eaten to that on offer . It also assumes that 
within green material the amount eaten in any age 
class is dependent upon its diges tibility and the 
amount in that class . This event calculates the 
mean diges tibility of the diet selected (green+ 
dry) and reduces the theoretical intake drawn from 
DECR to actual intake accordingly; it then caus es 
the s ubroutine GR0FAT to calculate the e f fec t on 
bodyweigh t of the total digestible food units 
eaten . 
At the end of each day all the r elevan t 
amounts remaining on each paddock a r e calcula t ed 
in SAMPL. Should the amount of food fall below 
a predetermined level the endogenous event MOVE 
employs sub routine SELECT t o choose the paddock 
with mos t green food (if much) or dry ma t e rial 
and moves the animals onto it . Should bodyweights 
fall below 27 kg SAMPL causes DR0UT to remove 
sheep from the fie ld to be fed maintenance rations 
in yards . If a given leve l of gr een i s s ubsequen-
tly r eached through GR0 the sheep are r e t u rned to 
t he grazing sys tem. 
In conjunction with this mo de l in SIMSCRIPT 
an autoplot program was used to plo t pe r tinen t 
changes with t ime . 
RESULTS 
In t he absence of ra i n (Tables 1 & 2) s ub -
di vision had little effec t on the final wei ght 
o f sheep af t er 100 days grazing at 6 sheep per 
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acre although the pattern of weight change differed 
(Fig . 2) . The efficiency of food ut ilization (EFU) 
expressed as the ratio of the diges t i ble units 
eaten to the digestible units originally available 
increased with decreasing availability (Table 1) , 
reaching an upper limit of about 60%. This rep re-
sented complete disappearance of dry food , the 
remainde r having been los t through time and 
trampling . 
The growth of gr een which resulted from r ain 
increased liveweight mo re in a con tinuous grazing 
sys t em than in a 9-paddock r otation because more 
of the green food was eaten when its digestibility 
was high (Fig 2) , res ulting in a highe r value fo r 
EFU (Tab l es 1 and 2) . This diffe r ence was directly 
related t o t he growth response of the pas ture 
species and was also greate r whe the same quan t -
ity of ra in was distributed ove r 10 occasions at 
5-day intervals (Table 2) . 
The final weight of the sheep was sensi t ive 
to changes in t he slope of the f un c t ion r e l a t ing 
t he intake of food to t he amount available (Table 
3) but not to that relating the proportion of 
green in the diet selected to the propo r tion of 
green in the foo d available . 
If the many assump t ions wh i ch mus t be made in 
this t ype of simula tion experiment are r easonable 
then t he effects o f ini tial f ood s upply , s t ocking 
rate, number of s ubdivisions , criteria for move -
ment to ano t he r paddock , amount of r ain etc . could 
be examined for different types of production from 
different species of animals on va rious pastures 
and in differen t environments . 
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Table l. Effect of the initial weight of dry !ood available , 
the octurrence o! rain anc! subdiv!sion of the grazing area on 
the efficiency f ut!l1zation of dry, green and total 
digestible food and on the 1.·eight of the sheep afler 100 days 
Sheep: Initial wt. 88 lb, 6 per acre 
Dry !ood: Hean inittal digestibility SO% 
Rain: One fall of 3 in. on c!ay 15 
Green food; L.88 lb per acre (dr>· wt) 
\Jt. dry 
food 
(lb/ acre) 
3000 
3000 
1000 
1000 
a EFt 
b 6 C 
Rain 
(!n.) 
0 
3 
0 
3 
-
t,;o. of 
paddocks 
1 
I 
I 
I 
I 
I 
I 
dry 
.< 6 
. l.!. 
. 38 
.< I 
. 63 
.60 
.s• 
.6< 
EFt:a 
green 
.83 
, 33 
.9 0 
.<8 
total 
.<6 
... 
.0 
. 39 
. 63 
.60 
• 70 
.57 
I Final l.'t. 
of sheep 
(lb) 
82 .8 
82 .6 
9< .8 
88. 7 
I 
59. Sb 
59 . l.c 
I 7G. 5 
I 69. 7 
digestible units cotcn/dtgestible units inlt1olly 
ava1 l.:tblc (dry) or produced (green) 
Sheep re~vcd after 92 and 91 days respect tvely 
because o! lo,., 'JC 1ghts 
Table 2. Effect of c!1stributio:l of rainfall, grol.'th rate of 
pasture and subdivision on the effictency of u t iliz.ltion of 
digestible food (Efli) and on the ... ·eight of t he sheep after 100 
c!ays 
Shee;>: In1t1.ll ...-t 88 lb, 6 pe:- ac:-e 
Dry focd: Initial ...,t 1000 lb/acre 1.'ith ccan 
dtgcstibiltty SO'.': 
Rain Creen ~o. o! EFC 1 Final wt. 
produced paddocks I dry total of shee;> green 
(!n.) (lb. dry I (lb) tt.')tter/acre) 
0 0 I .s• .s• 
I 
71. 7 
9 . 52 • 52 70.8 
I x 3 .0 <88 I .<6 .87 .58 86 . 8 
9 .G8 . 52 .G9 I 
82. I 
I x 3.0 2GG 1 .so .88 • 56 78.6 
9 ,G9 . 50 . 50 75 .6 
IQ X 0 . 3 <88 I .<8 .91 .60 I 90.8 
9 . 50 .so . 50 I 83.6 
IQ X 0. 3 2•• I .51 .90 . 58 I 81. 5 
9 • 51 . 53 . 51 77 .• 
Table 3. Effect of the efficiency with which the sheep :.a.1o. ta1n 
food intake and the proportion of green food in their diet 'Jith 
decreasing availability on the utilization of digestible food (EFU) 
and on the l.'e!ght o f the sheep after 100 days 
Sheep: Initial -...t. 88 lb; 6 per acre 
Dry food: Initial ,,_.t. 2000 lb /acre ...,1th :ean digestlbil1ty so: 
Rain: One fall of 3 in. on day 15 
Creen food; L.88 lb per acre (dry -...c. ) 
E!f!c!ency of I No. of I 
• addocks 
ca!ntaining I selecting p dry t otal intake green I 
H 
A 
C 
.<6 
.<S 
. 34 
• 38 
.G6 
.G6 
EF\J 
green 
.8 7 
.52 
.so 
. 37 
.88 
.85 
I F!oal ~t. 
total of sheep 
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APPENDIX 5 
(Presented at the Second Conference on Applica tio n 
of Simulation, New York , Decembe r 1968). 
VEGETATION - ENVIRONMENT INTERACTIONS 
J.S . Armstrong 
Summary 
This paper gi ve s brief details of 
a comput er simula tion mod el of light 
penetration within a s tructure of 
leaves. It is a direct mode l in thre e 
dimensions with as few abstractions as 
possible. The aim of the work is two 
fold (a) to inve stigate the changes in 
spectral characteristics of the light 
at different levels in the cro p with 
diff erent plant spacings , (b) to 
inves t igate the rela ti onshi p between 
mode l sophistication and computing cost 
f or the various features within tae 
model. 
Previous Pl a nt Models 
There have been a number of mod els 
of pl ant communities using compute r 
simulation techniques1 , 2,J ,4, 5 , In 
most cases the aim has been to estimate 
the pho to-synthesis at various levels 
in the crop by calculating the radiatim 
incident on the leaves in each layer. 
The description of the leaf structure 
has been in te rms of probability 
distr i bution functions and L.A.I. (Leaf 
Area Index) o~ in some i deali sed form . 
The complexity of the system forces the 
i ntroduction of many compromise s and 
simplifica tions. Present mod els tend 
to be de signed for a particular crop 
and as such have given useful predict-
ive results. They exhibit some 
generality and precision but lack 
r ealism and fl exibi6ity. In spite of R. Levin's comments it is the author's 
contention tha t a model should posse ss, 
to a reasonable degree , all the 
qualiti es of realism , precision and 
generali ty. 
General Research Plan 
As part of a continuing study of 
the environmental interactions in pl ant 
communit i es it was decided to investig-
ate the possibility of using digital 
simulati on to model the growth of 
plants subject to the physiological 
variables in their environment. This 
paper describes work on a model of one 
aspec t of the system namely the pene-
tration of light i nto the plant 
community. 
Yarticular Model 
It is necessa ry to know both the 
364 
amount and qual ity (frequency spectrum) 
of the light striking a l eaf to calcul-
ate its photo synthetic effect . Thi a 
light may be direct sunlight or diffuse 
skylight and in genera l will have been 
reflected by, or transmitted through, 
other leaves, stems etc. before hitting 
any particular lea f, The amount of 
light will decrease with depth in the 
canopy and due to selective absorption 
t he fre quency spectrum of the light will 
a lso change . This latter feature of 
changing spectral characteristic has 
not been inve st igated before by a mod el , 
As this is obviously an important effect 
and as comprehensive fie l d data on this 
factor has recently been obtained for a 
particular crop, it was decided that 
this should be the first area studied 
with a gene ralised mod el . 
In order to maintain generality and 
allow for maximum flexibility it was 
decided to use the simulation programming 
language, SIMSCRIPT . The basic enti t ies 
in the model are leaves and light . The 
lea ve s are defined in position, area , 
elevation and azimuth in te rms of the 
coordinate s (x,y ,z ) and direction cosines 
(l,m , n) . The light entity i s also 
defined by position and direction with 
the continuous frequency spectrum 
represented by 16 ordinates , Each leaf 
also ha s 16 attributes to accumulate 
that proportion of each part of the 
frequency spectrum that is absorped . 
Each ray of light is tracked through the 
oanopy until it either hits a leaf, 
hits the ground or escapes upwa rd from 
the canopy . If a lea f is hit, two new 
light entities result ing from the light 
reflected and light transmi tted by the 
leaf a re created. These in turn are 
tracked and produce further entities 
until , due to absorption , the amount of 
light is not significant . 
In the present mode l there are no 
external random effects though they are 
envisaged , There is for example the 
effect of changing incident r adiation due 
to cloudy and other c l i matic conditions . 
Anothe r important effect is t he chang e in 
lea f structure due to wind . 
Some attention was paid to f ac ilities 
for validation and experimentation . 
As the mode l uses a di r ec t three 
d imensional approach it was decided to 
I 
check the operation of the model by 
visual means wherever possible. This 
i s done by displaying dynamically on a 
T.V. device (VI TA Control Data 252) the 
tracks of the liJ ht rays in two graphs , 
one for the z - x plane the other for 
the z - y plane . Other information 
relating to the accumulated statistics 
for light received at each level is also 
displayed . 
A similar scheme is used for 
experiment tion with interaction between 
designer and model via a Display Consol e 
(Control Data 21 1). Using a keyboard 
parameter changes can be introduced and 
using the visu 1 output from the mode l 
it is possible for the designer to try 
out different courses of action and 
observe the effects direc tly. It is 
also possible to edit and recompile the 
subroutines in the model and re-run7, 8 ,9, 
Appli cations 
As explained earlier the leaf 
structure in the model is defined in a 
general way so that it may be possible 
to va lida te the model against differing 
plant communi ties. Experimental data 
for radiation rec e ived at different 
l evels in a crop of bullrush millet is 
being used at present. Bullrush 
millet is a tall pl ant with long narrow 
l eaves for which the structure is fairly 
easily defined. 
The first application of the model 
will be to assess the changing pattern 
in l ight penetration with variation in 
pl ant spacing. 
Another applicat ion will be to 
investigate the va lue of the va rious 
refinements in the model to see if they 
are justified on a computing cost -
accuracy basis. If the present model 
is to be incorporated within an overall 
model of the plant a nd its environment 
it will be important to know the 
sensitivity of the various sections 
of the model to simplification . 
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