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Abstract
The well-known Mather-Yau theorem says that the isomorphism
type of the local ring of an isolated complex hypersurface singularity
is determined by its Tjurina algebra. It is also well known that this
result is wrong as stated for power series f in K[[x]] over fields K of
positive characteristic. In this note we show that, however, also in
positive characteristic the isomorphism type of an isolated hypersur-
face singularity f is determined by an Artinian algebra, namely by a
”higher Tjurina algebra” for sufficiently high index, for which we give
an effective bound. We prove also a similar version for the ”higher
Milnor algebra” considered as K[[f ]]-algebra.
1 Introduction
Let K be an algebraically closed field of arbitrary characteristic and
K[[x]] = K[[x1, x2, ..., xn]] the formal power series ring over K with maximal
ideal m. Let f ∈ K[[x]]. We denote by
j(f) =
〈
∂f
∂x1
, ∂f
∂x2
, ..., ∂f
∂xn
〉
, the Jacobian ideal of f ,
M(f) = K[[x]]/j(f), the Milnor algebra of f , and
µ(f) = dimKM(f), the Milnor number of f .
Moreover, we call
tj(f) =
〈
f, ∂f
∂x1
, ∂f
∂x2
, ..., ∂f
∂xn
〉
, the Tjurina ideal of f ,
T (f) = K[[x]]/tj(f), the Tjurina algebra of f , and
τ(f) = dimKT (f), the Tjurina number of f .
More generally, for k ∈ N, set
1
Tk(f) = K[[x]]
/〈
f,mkj(f)
〉
resp.
Mk(f) = K[[x]]/m
kj(f),
and call it the k-th Tjurina resp. k-th Milnor algebra of f .
Two power series f and g in K[[x]] are said to be right equivalent,
denoted f
r
∼ g, if there is an automorphism ϕ ∈ Aut(K[[x]]) such that
g = ϕ(f). They are called contact equivalent, denoted f
c
∼ g, if there are
ϕ ∈ Aut(K[[x]]) and a unit u ∈ K[[x]]∗ such that g = uϕ(f). If f
r
∼ g then
the associated Milnor algebras are isomorphic and if f
c
∼ g then the asso-
ciated Tjurina algebras are isomorphic. The theorem of Mather and Yau
says:
Theorem 1.1 ([6, Theorem 1]). Let f, g ∈ m ⊂ C{x} be such that τ(f) <
∞. The following are equivalent:
i) f
c
∼ g.
ii) T (f) ∼= T (g) as C-algebras.
The theorem was slightly generalized in [3, Theorem 2.26] (without as-
suming isolated singularity):
Theorem 1.2. Let f, g ∈ m ⊂ C{x}. The following are equivalent:
i) f
c
∼ g.
ii) For all k ≥ 0, Tk(f) ∼= Tk(g) as C-algebras.
iii) There is some k ≥ 0 such that Tk(f) ∼= Tk(g) as C-algebras.
In particular, f
c
∼ g iff T (f) ∼= T (g) as C-algebras.
However, the theorem is not true if K has characteristic p > 0 in general,
as was already noted by Mather and Yau [5]. For f = xp+1 + yp+1 and
g = f + xp we have f
c
6∼ g but T (f) = T (g).
It is also known by [9, Theorem 2] that over the complex numbers the
Milnor algebra M(f) determines f up to right equivalence, if we consider
M(f) as C{t}-algebra where t acts by multiplication with f (but not as
C-algebra). The following generalization can be deduced from Theorem 1.2
(cf. [3, Theorem 2.28]):
Theorem 1.3. Let f, g ∈ m ⊂ C{x} be hypersurface singularities. Then
the following are equivalent:
i) f
r
∼ g.
ii) For all k ≥ 0, Mk(f) ∼= Mk(g) as C{t}-algebras.
iii) There is some k ≥ 0 such that Mk(f) ∼= Mk(g) as C{t}-algebras.
In particular, f
r
∼ g iff M(f) ∼= M(g) as C{t}-algebras.
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The same f and g as in the example above are not right equivalent but
we have j(f) = j(g) and hence Mk(f) = Mk(g) for all k as K-algebras.
Moreover, considered as K[[t]]-algebras, M(f) ∼= M(g).
Our aim is to see how far the Mather-Yau theorem and Theorem 1.3
hold in the case of positive characteristic. In order to do that we need some
additional notions.
For k ∈ N we say that f is right (respectively contact) k-determined if
it is right (respectively contact) equivalent to every g ∈ K[[x]] satisfying
g − f ∈ mk+1. We denote by ord(f) the order (or multiplicity) of f , i.e.
the maximal l such that f ∈ ml, which is invariant under right and contact
equivalence.
Note that the proof given by Mather and Yau (as well as in [3]) uses
integration of vector fields and cannot be generalized to positive character-
istic. To prove an appropriate generalization of Theorem 1.1 - 1.3 in positive
characteristic we need the finite determinacy theorem proved in [1].
Theorem 1.4 ([1, Theorem 3]). Let 0 6= f ∈ m2 and k ∈ N.
i) If mk+2 ⊂ m2j(f) then f is right (2k − ord(f) + 2)-determined.
ii) If mk+2 ⊂ m 〈f〉+m2j(f) then f is contact (2k− ord(f)+2)-determined.
2 Results
Let us first consider the case of an arbitrary algebraically closed field K
of characteristic 0.
Proposition 2.1. Let K be an algebraically closed field of characteristic 0
and f, g ∈ m ⊂ K[[x]] with f an isolated singularity. Then the statements
of Theorem 1.2 (resp. Theorem 1.3) hold if we replace C by K, C{x} by
K[[x]], and C{t} by K[[t]].
Proof. Note that (in characteristic 0) τ(f) < ∞ iff µ(f) < ∞ and this is
equivalent to f having an isolated singularity. Moreover, since the difference
between τ(f) and dimKTk(f) (resp. µ(f) and dimKMk(f)) is finite, it
follows that any of the equivalent statements of Theorem 1.2 (resp. Theorem
1.3) implies that g has also an isolated singularity.
The proof uses a ”Lefschetz principle”, that is we prove it through the
complex case. We give the proof only for the interesting direction that iii)
implies i). Moreover, we consider only the case of contact equivalence, the
proof for right equivalence works along the same lines.
Assume that f, g ∈ m ⊂ K[[x]] be such that the finite dimensional
K-algebras Tk(f) and Tk(g) are isomorphic for some k ≥ 0. By the Lifting
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lemma [3, Lemma 1.23], this isomorphism lifts to aK-algebra automorphism
θ : K[[x]]→ K[[x]] such that θ
(〈
f,mkj(f)
〉)
=
〈
g,mkj(g)
〉
.
Let l0, ..., lr be the generators f,mj ·
∂f
∂xi
of the ideal
〈
f,mkj(f)
〉
, with mj
generators of mk, and w0, ..., wr analogous generators of
〈
g,mkj(g)
〉
. Then
for i = 0, ..., r, we have
θ(li) = b0,iw0 + ...+ br,iwr, θ
−1(wi) = d0,il0 + ...+ dr,ilr
for some bj,i, dj,i ∈ K[[x]], j = 0, ..., r.
Let A ⊂ K be the set consisting of all coefficients of li and wi, i = 0, ..., r,
the coefficients of θ(xt), t = 1, ..., n, and the coefficients of bj,i and dj,i,
j, i = 0, ..., r. Let K ′ := Q(A) ⊂ K be the subfield generated by A. Then
li, wi, i = 0, ..., r, are in K
′[[x]] and θ induces a K ′-algebra automorphism
θ : K ′[[x]] → K ′[[x]]. If I = 〈l0, ..., lr〉 ·K
′[[x]] and J = 〈w0, ..., wr〉 ·K
′[[x]]
denote the ideals in K ′[[x]], then θ(I) = J . Hence, we obtain a K ′-algebra
isomorphism K ′[[x]]/I ∼= K ′[[x]]/J.
The countable extension K ′ of Q is Q-isomorphic to a subfield K˜ of C,
hence there is an isomorphism ϕ : K ′[[x]] → K˜[[x]] such that ϕ|Q[[x]] =
idQ[[x]]. Let f˜ = ϕ(f) and g˜ = ϕ(g). Furthermore, set I˜ :=
〈
f˜ ,mkj(f˜)
〉
·
K˜[[x]] and J˜ :=
〈
g˜,mkj(g˜)
〉
· K˜[[x]]. Then ϕ(I) = I˜ and ϕ(J) = J˜ , and thus
we get a K˜-algebra isomorphism K˜[[x]]/I˜ ∼= K˜[[x]]/J˜ . By taking the com-
plete tensor product with C over the field K˜, this K˜-algebra isomorphism
extends to C so that Tk(f˜) ∼= Tk(g˜) as C-algebras. Since both algebras
are finite dimensional, f˜ and g˜ have isolated singularities and are therefore
finitely determined.
Hence f˜ and g˜ are formally contact equivalent to polynomials, in partic-
ular to convergent power series, and we can apply Theorem 1.2, providing
convergent contact equivalence. Altogether, there are ψ ∈ Aut(C[[x]]) and
a unit u, with
ψt = ψ(xt) =
∑
γ
c
(t)
γ x
γ , and u =
∑
δ
uδx
δ ∈ C[[x]]∗
such that
(⋆) g˜ = uψ(f˜).
We first claim that there are u ∈ ¯˜K[[x]]∗ and ψ ∈ Aut( ¯˜K[[x]]), with
¯˜K the algebraic closure of K˜, satisfying (⋆). By comparing the coefficients
in (⋆) (with {c
(t)
γ , uδ} indeterminates) up to degree q we get an ideal Iq
generated by polynomials in K˜[Bq] where Bq is a finite subset of size, say
Nq, of {c
(t)
γ , uδ}. Because of (⋆) the zero set Z(Iq) 6= ∅ in C
Nq and Z(Iq+1)
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extends Z(Iq). By Hilbert’s Nullstellensatz Z(Iq) is already contained in
¯˜KNq . This proves the claim by induction on q.
Now let u and ψ = (ψ1, ..., ψn) as above, with uδ and c
(t)
γ algebraic
over K˜. Hence, there are univariate polynomials h˜
(t)
γ , h˜δ ∈ K˜[z] such that
h˜
(t)
γ (c
(t)
γ ) = 0 and h˜δ(uδ) = 0. Let ϕ˜ : K
′[z] → K˜[z] be the isomorphism
induced by the isomorphism K ′ ∼= K˜. Now we define h
(t)
γ := ϕ˜−1(h˜
(t)
γ ) and
hδ := ϕ˜
−1(h˜δ) in K
′[z].
Choose vδ, a
(t)
γ ∈ K¯ ′ ⊂ K to be roots of hδ h
(t)
γ , and define
v :=
∑
δ
vδx
δ , φt :=
∑
γ
a(t)γ x
γ .
Then v ∈ K¯ ′[[x]]∗ ⊂ K[[x]]∗ and φ = (φ1, ..., φn) ∈ Aut(K[[x]]). We now
show that g = vφ(f). Let, by abuse of notation, Bq ⊂ {c
(t)
γ , uδ} ⊂
¯˜K be the
set of all components of the solutions Z(Iq) ⊂ (
¯˜K)Nq . Let Aq ⊂ {a
(t)
γ , vδ} ⊂
K¯ ′ be the set corresponding to Bq. We have towers of finite separable field
extensions
K˜ ⊂ K˜(Bq) ⊂ K˜(Bq+1) ⊂ ... ⊂ C
and
K ′ ⊂ K ′(Aq) ⊂ K
′(Aq+1) ⊂ ... ⊂ K
and, by construction, compatible isomorphisms K ′(Aq) ∼= K˜(Bq) over K
′ ∼=
K˜. These induce an isomorphism over K ′ ∼= K˜
L′ :=
⋃
q≥0
K ′(Aq)→ L˜ :=
⋃
q≥0
K˜(Bq)
of subfields of K resp. C which induces an isomorphism
ϕˆ : L′[[x]] → L˜[[x]],
extending ϕ : K ′[[x]] → K˜[[x]]. Then we have ϕˆ(f) = f˜ , ϕˆ(g) = g˜, ϕˆ(v) = u,
and ϕˆ(φt) = ψt. This implies
ϕˆ(g) = g˜ = uψ(f˜) = ϕˆ(v)ψ(ϕˆ(f)) = ϕˆ(v)ϕˆ(φ(f)) = ϕˆ(vφ(f)),
hence g = vφ(f).
Now we formulate our main results for K an algebraically closed field of
any characteristic.
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Theorem 2.2. Let f, g ∈ K [[x]] be such that ord(f) = s ≥ 2 and τ(f) <∞.
Then the following are equivalent:
i) f
c
∼ g.
ii) Tk(f) ∼= Tk(g) as K-algebras for some (equivalently for all) k such that
m
⌊k+2s2 ⌋ ⊂ m 〈f〉+m2j(f)
where
⌊
k+2s
2
⌋
means the maximal integer which does not exceed k+2s2 .
Corollary 2.3. Let f and g be as in Theorem 2.2. Then f
c
∼ g iff Tk(f) ∼=
Tk(g) as K-algebras for some (equivalently for all) k ≥ 2τ(f)− 2s+ 4.
We set for any ideal I ⊂ K[[x]],
ord(I) := max{l ∈ N | I ⊂ ml}.
Theorem 2.4. Let f, g ∈ K [[x]] be such that ord(f) = s ≥ 2 and µ(f) <∞.
Let s′ = ord(j(f)). Then the following are equivalent:
i) f
r
∼ g.
ii) Mk(f) ∼= Mk(g) as K[[t]]- algebras for some (equivalently for all) k such
that
m
⌊
k+s+s′+1
2
⌋
⊂ m2j(f).
Corollary 2.5. Let f and g be as in Theorem 2.4. Then f
r
∼ g iff Mk(f) ∼=
Mk(g) as K[[t]]-algebras for some (equivalently for all) k ≥ 2µ(f)−s−s
′+3.
Remark 2.6. (1) Condition i) of Theorem 2.2 (resp. Theorem 2.4) implies
Tk(f) ∼= Tk(g) (resp. Mk(f) ∼= Mk(g)) for all k without assuming τ (resp.
µ) to be finite, see the proofs of i) ⇒ ii). On the other hand, the inclusion
relation in Theorem 2.2 ii) (resp. Theorem 2.4 ii)) implies already, that τ(f)
(resp. µ(f)) is finite by Theorem 1.4 and [1, Theorem 4].
(2) Since ideal-membership in power series rings can be effectively tested
(e.g. by standard basis methods, cf. [4] and [2]) the bounds for k in The-
orems 2.2 and 2.4 can be effectively computed. Corollaries 2.3 resp. 2.5
provide the simple bounds k ≥ 2τ(f) resp. k ≥ 2µ(f).
(3) The inclusion relation in ii) implies k ≥ 2 in Theorem 2.2, which is nec-
essary as the following example shows. Take f = y2 + x3y and g = f + x5
in characteristic 2, then Tk(f) = Tk(g) for k = 0, 1 but f
c
6∼ g (f has two
branches and g is irreducible as can be verified by using Singular [2]).
(4) It was proved in [7], see also [8], that for an isolated quasi-homogeneous
singularity f ∈ m ⊂ C{x} and any g ∈ m, M(f) ∼= M(g) as C-algebras im-
plies that f
r
∼ g. This theorem does not have an analogue in characteristic p,
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even if we use the higher Milnor algebras. For example, for the homogeneous
polynomials f = xp+1 + yp+1 and g = f + xp, we have Mk(f) = Mk(g) as
K-algebras for all k, but f is not right equivalent to g.
3 Proofs
Proof of Theorem 2.2. i) ⇒ ii). By definition of contact equivalence, there
are ϕ ∈ Aut(K[[x]]) and u ∈ K[[x]]∗ such that g = uϕ(f). For arbitrary k,
we have
〈
g,mkj(g)
〉
=
〈
uϕ(f),mkj
(
uϕ(f)
)〉
=
〈
ϕ(f),mkj
(
ϕ(f)
)〉
=
〈
ϕ(f),mkϕ
(
j(f)
)〉
= ϕ
(〈
f,mkj(f)
〉)
.
ii) ⇒ i). Suppose that for some k such that m⌊
k+2s
2 ⌋ ⊂ m 〈f〉 + m2j(f),
ϕ is an isomorphism of the K-algebras in ii). Then by the Lifting lemma
[3, Lemma 1.23], which works for formal power series over any field with
the trivial valuation, ϕ lifts to an isomorphism ϕ˜: K[[x]] → K[[x]] with
ϕ˜
(〈
f,mkj(f)
〉)
=
〈
g,mkj(g)
〉
. Since
ϕ˜
(〈
f,mkj(f)
〉)
=
〈
ϕ˜(f),mkϕ˜(j(f))
〉
=
〈
ϕ˜(f),mkj(ϕ˜(f))
〉
,
we may assume that
〈
f,mkj(f)
〉
=
〈
g,mkj(g)
〉
.
This implies f = h1g +H for some h1 ∈ K[[x]] and H ∈ m
kj(g). Since
f ∈ ms, j(f) ⊂ ms−1 and hence mkj(f) ⊂ mk+s−1 ⊂ ms so that g ∈ ms and
then H ∈ mk+s−1. Consider two cases:
Case 1: h1 is a unit. Since m
⌊k+2s2 ⌋ ⊂ m 〈f〉 + m2j(f), by Theorem 1.4,
f is contact
(
2
⌊
k+2s
2
⌋
− s − 2
)
-determined. Since f − h1g ∈ m
k+s−1 and
k + s − 1 > 2k+2s2 − s − 2 ≥ 2
⌊
k+2s
2
⌋
− s − 2, we have h1g
c
∼ f . Moreover,
since h1 is a unit, g
c
∼h1g. Hence, g
c
∼ f .
Case 2: h1 is not a unit. Since g = h2f + G for some h2 ∈ K[[x]] and
G ∈ mkj(f), we have
f = h1g +H = h1(h2f +G) +H = h1h2f + h1G+H.
Since h1 ∈ m and G ∈ m
k+s−1, this implies
(1− h1h2)f = h1G+H ∈ m
k+s−1.
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Hence, f ∈ mk+s−1 since 1 − h1h2 is a unit. On the other hand since
ord(f) = s, f 6∈ ms+1. Therefore, k ≤ 1, a contradiction.
Proof of Corollary 2.3. If f
c
∼ g then the twoK-algebras Tk(f) and Tk(g) are
isomorphic for all k by Theorem 2.2. Conversely, suppose that Tk(f) ∼= Tk(g)
for k ≥ 2τ(f)− 2s + 4. The fact that dimKT (f) = τ implies m
τ ⊂ tj(f) so
that
m
τ+2 ⊂ m2 〈f〉+m2j(f) ⊂ m 〈f〉+m2j(f).
On the other hand, since k ≥ 2τ − 2s + 4 we have k+2s2 ≥ τ + 2 so that⌊
k+2s
2
⌋
≥ τ+2. This implies m⌊
k+2s
2 ⌋ ⊂ mτ+2 ⊂ m 〈f〉+m2j(f). By Theorem
2.2, we get f
c
∼ g.
Proof of Theorem 2.4. i) ⇒ ii). By assumption, there is a φ ∈ Aut(K[[x]])
such that g = φ(f). Then for arbitrary k, we have
φ(mkj(f)) = mkj(φ(f)) = mkj(g).
The K-algebra automorphism φ induces the K-algebra isomorphism
φ¯ :Mk(f)→Mk(g), h¯ 7→ φ(h),
which is a K[[t]]-algebra isomorphism since φ¯(f¯) = φ(f) = g¯.
ii)⇒ i). Using the Lifting lemma, the K[[t]]-algebra isomorphism
φ¯ : Mk(f)→Mk(g)
lifts to a K-algebra isomorphism φ ∈ Aut(K[[x]]) such that φ(mkj(f)) =
m
kj(g). Since φ¯(f¯) = g¯ and φ¯(f¯) = φ(f) in Mk(g), we get φ(f) − g ∈
m
kj(g) = mkj(φ(f)). Since ord(f), ord(j(f)), and the degree of the right
determinacy of f are invariant under right equivalence, we reduce to the
situation f − g ∈ mkj(f). This implies f − g ∈ mk+s
′
. Moreover, since
m
⌊
k+s+s′+1
2
⌋
⊂ m2j(f), by Theorem 1.4, f is right (2
⌊
k+s+s′+1
2
⌋
− s − 2)-
determined. Since k + s′ > 2
⌊
k+s+s′+1
2
⌋
− s− 2, we get f
r
∼ g.
Proof of Corollary 2.5. We proved in Theorem 2.4 that if f
r
∼ g then Mk(f)
and Mk(g) are isomorphic as K[[t]]-algebras for all k. Conversely, since
dimKM(f) = µ, m
µ+2 ⊂ m2j(f). Since k ≥ 2µ − s − s′ + 3, we have⌊
k+s+s′+1
2
⌋
≥ µ+ 2 so that
m
⌊
k+s+s′+1
2
⌋
⊂ mµ+2 ⊂ m2j(f).
By Theorem 2.4, we get f
r
∼ g.
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