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EXTENDED AFFINE LIE ALGEBRAS, VERTEX ALGEBRAS,
AND REDUCTIVE GROUPS
FULIN CHEN1, HAISHENG LI, SHAOBIN TAN2, AND QING WANG3
Abstract. In this paper, we explore natural connections among the represen-
tations of the extended affine Lie algebra ŝlN (Cq) with Cq = Cq[t
±1
0 , t
±1
1 ] an
irrational quantum 2-torus, the simple affine vertex algebra L
ŝl∞
(ℓ, 0) with ℓ a
positive integer, and Levi subgroups GLI of GLℓ(C). First, we give a canonical
isomorphism between the category of integrable restricted ŝlN (Cq)-modules of
level ℓ and that of equivariant quasi L
ŝl∞
(ℓ, 0)-modules. Second, we classify ir-
reducible N-graded equivariant quasi L
ŝl∞
(ℓ, 0)-modules. Third, we establish a
duality between irreducible N-graded equivariant quasi L
ŝl∞
(ℓ, 0)-modules and
irreducible regular GLI-modules on certain fermionic Fock spaces. Fourth, we
obtain an explicit realization of every irreducible N-graded equivariant quasi
L
ŝl∞
(ℓ, 0)-module. Fifth, we completely determine the following branchings: (i)
The branching from L
ŝl∞
(ℓ, 0)⊗L
ŝl∞
(ℓ′, 0) to L
ŝl∞
(ℓ+ ℓ′, 0) for quasi modules.
(ii) The branching from ŝlN (Cq) to its Levi subalgebras. (iii) The branching
from ŝlN (Cq) to its subalgebras ŝlN (Cq[t
±M0
0 , t
±M1
1 ]).
1. Introduction
This paper is to establish and explore a natural connection between the extended
affine Lie algebras of type AN−1 coordinated by irrational quantum tori and ver-
tex algebras. Extended affine Lie algebra, written as EALA in short, was first
introduced by Hoegh-Krohn and Torresani in [H-KT] under the name of quasi-
simple Lie algebra, and since then it has been extensively studied in literature
(see [AABGP, BGK, N] and the references therein). By definition, an EALA is
a Lie algebra together with a finite-dimensional ad-diagonalizable subalgebra and
a nondegenerate symmetric invariant bilinear form, satisfying a list of conditions.
One of the conditions is that the group generated by the isotropic roots is a free
abelian group of finite rank called the nullity. It is known that EALAs of nullity
0 are exactly finite-dimensional simple Lie algebras, while EALAs of nullity 1 are
precisely affine Kac-Moody algebras (see [ABGP]).
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Note that affine Kac-Moody algebras were classified as untwisted affine Lie al-
gebras and twisted affine Lie algebras (see [K]). It is known that untwisted affine
Lie algebras through their highest weight modules can be naturally associated
with vertex operator algebras and modules (see [FZ]), whereas twisted affine Lie
algebras can be associated to twisted modules for the vertex operator algebras
associated to the corresponding untwisted affine Lie algebras (see [FLM], [Li2]).
These (affine) vertex operator algebras, being the major building blocks in ver-
tex operator algebra theory, play an important role. An eminent problem is to
establish and explore natural connections of vertex algebras with all EALAs.
The structure of a general EALA is now pretty well understood and the EALAs
with positive nullity are like affine Kac-Moody algebras in many ways. Among
these Lie algebras, toroidal extended affine Lie algebras are multi-loop general-
izations of untwisted affine Lie algebras. It was proved (see [BGK, ABFP, N])
that every (maximal) EALA of positive nullity is isomorphic to a toroidal EALA,
or the subalgebra of the fixed points in a toroidal EALA with respect to a finite
abelian automorphism group, or an EALA of type A coordinated by an irrational
quantum torus. Meanwhile, there have been several studies on EALAs and their
related algebras where vertex algebras have played an important role. In [BBS],
Berman, Billig, and Szmigielski established a natural connection between toroidal
Lie algebras and affine vertex operator algebras. Later on, Billig studied in [B1]
the structure of the vertex operator algebras associated to full toroidal Lie alge-
bras. By using the vertex operator algebras constructed in [B1], some irreducible
integrable modules for toroidal EALAs and their subalgebras of the fixed-points
under certain automorphism groups were constructed in [B2, CLT] and [BL], re-
spectively. As for the EALAs coordinated by irrational quantum tori, an explicit
natural connection with vertex algebras is yet to be established. This is the main
concern of this present paper.
In this paper, we concentrate ourselves to nullity 2 EALAs coordinated by ir-
rational quantum tori. Let q be a generic complex number. By definition, the
quantum 2-torus, denoted by Cq[t
±1
0 , t
±1
1 ] or simply by Cq, is the associative al-
gebra with underlying space C[t±10 , t
±1
1 ] and with the basic commutation relation
t1t0 = qt0t1. On the other hand, let N be a positive integer with N ≥ 2. Denote
by glN(Cq) the matrix Lie algebra over Cq and set slN(Cq) = [glN(Cq), glN(Cq)],
the derived subalgebra. Furthermore, let ŝlN (Cq) denote the universal central ex-
tension of slN (Cq). The nullity 2 EALA s˜lN(Cq) coordinated by Cq by definition is
the extension of ŝlN(Cq) by the two canonical degree-zero derivations (see [BGK]).
Representations of ŝlN(Cq) and s˜lN (Cq) have been extensively studied in literature
(cf. [BS, BGT, G1, G2, G3, GZ, ER, CT]). In particular, a fermionic construc-
tion of the basic modules for ŝlN(Cq) was obtained by Gao in [G3] and integrable
highest weight modules for ŝlN(Cq) were studied by Rao (see [ER]). As for this
paper, our focus will be on the Lie algebra ŝlN(Cq).
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Note that the EALAs coordinated by irrational quantum tori cannot be directly
associated to modules or twisted modules for vertex algebras, due to the fact
that their canonical generating functions are not “local.” Then we come to a
theory of what were called quasi modules for vertex algebras. The notion of quasi
module was introduced in [Li3] to associate vertex algebras to a certain family of
Lie algebras. Indeed, with this new theory a much wider variety of Lie algebras,
including the quantum 2-torus Lie algebra, can be associated with vertex algebras.
The theory of quasi modules was developed further in [Li4], where a notion of
vertex Γ-algebra with Γ a group was introduced and an enhanced notion of quasi
module, called equivariant quasi module for a vertex Γ-algebra, was introduced.
The notion of quasi module from definition generalizes that of module. On the
other hand, this notion also generalizes the notion of twisted module in a certain
natural way (see [Li5]).
In this paper, we shall intensively study a natural connection of the Lie algebra
ŝlN(Cq) with vertex algebras and their equivariant quasi modules. As the first
step, we relate ŝlN(Cq) to a (general) affine Lie algebra. Let gl∞ be the Lie al-
gebra of infinite order complex matrices with only finitely many nonzero entries
and set sl∞ = [gl∞, gl∞] (the derived subalgebra). Equip gl∞ with a suitable
nondegenerate symmetric invariant bilinear form. Then we have an affine Lie al-
gebra ŝl∞ = sl∞ ⊗ C[t, t
−1] ⊕ Ck. (Note that ŝl∞ is different from the infinite
rank affine Kac-Moody algebra sl∞ which is a completion of sl∞ (see [K]).) For
any complex number ℓ, we have a vertex algebra V
ŝl∞
(ℓ, 0) and its simple quo-
tient vertex algebra L
ŝl∞
(ℓ, 0). We show that ŝlN(Cq) has an intrinsic connection
with the affine Lie algebra ŝl∞. As the first main result, using this intrinsic con-
nection we establish a canonical category isomorphism between the categories of
restricted ŝlN (Cq)-modules of level ℓ and equivariant quasi modules for Vŝl∞(ℓ, 0).
Furthermore, assuming that ℓ is a positive integer, we show that under the canon-
ical category isomorphism, integrable and restricted ŝlN(Cq)-modules of level ℓ
correspond exactly to equivariant quasi L
ŝl∞
(ℓ, 0)-modules.
In representation theory, one of the prominent notions is that of dual pair which
was first studied by Howe for reductive groups (see [H1, H2]). In [F], Igor Frenkel
discovered a duality for affine Lie algebras of type A, which is now commonly
known as the level-rank duality. Wang in [W2] obtained certain dualities between a
completed infinite rank affine Kac-Moody algebra and certain reductive Lie groups.
An interesting level-rank duality was also found for vertex operator algebras of
types A by Jiang and Lin in [JLin] and B,D by Jiang and Lam in [JLam]. In
[VV1], the usual Schur (glN (C), Sℓ)-duality was generalized to the two-parameters
quantum toroidal algebra and the classical limit (see [VV2]) gives rise to a duality
between ŝlN(Cq) and a distinguished double affine Hecke algebra.
As the second main result of this paper, we obtain a level-rank type duality
between irreducible integrable highest weight ŝlN(Cq)-modules of level ℓ ∈ Z+
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and irreducible regular modules for Levi subgroups GLI of GLℓ(C), where the
parameter I is a partition of {1, . . . , ℓ}. To a certain extent, this duality is anal-
ogous to the classical skew (glN(C),GLℓ(C))-duality (see [H2]). By using this
(ŝlN(Cq),GLI)-duality, we furthermore obtain a fermionic realization of every ir-
reducible integrable highest weight ŝlN (Cq)-module. Consequently, we obtain a
realization of every irreducible N-graded equivariant quasi L
ŝl∞
(ℓ, 0)-module.
Note that one of important applications of dual pair is to study branchings.
For a pair H ⊂ G of (complex) reductive groups, the branching law from G to
H is a description of the irreducible H-modules and their multiplicities that occur
in the decomposition of each irreducible regular G-module. Among the better
known classical branchings are the branching from H×H to H and the branching
from a group G to a Levi subgroup H. Analogously, the two better branchings
in vertex operator algebra theory are the branchings from Lĝ(ℓ, 0) ⊗ Lĝ(ℓ
′, 0) to
Lĝ(ℓ + ℓ
′, 0) and from Lĝ(ℓ, 0) to Lĥ(ℓ, 0), where ℓ, ℓ
′ are positive integers and h
is a Levi subalgebra of g. On the other hand, Igor Frenkel studied in [F] the
ĝ → ĝ(M) branching, where ĝ(M) = g ⊗ C[tM , t−M ] ⊕ Ck ⊂ ĝ with M a positive
integer. Frenkel made a conjecture on the decomposition of the basic modules and
he confirmed the conjecture for g = slN by using the level-rank duality for ŝlN .
As the third part of this paper, we study three analogous branchings. More
specifically, we determine the following branchings: (i) The branching from L
ŝl∞
(ℓ, 0)
⊗L
ŝl∞
(ℓ′, 0) to L
ŝl∞
(ℓ+ℓ′, 0) on equivariant quasi modules. (ii) The branching from
ŝlN(Cq) to its Levi subalgebras. (iii) The branching from ŝlN(Cq) to its subalge-
bra ŝlN(Cq[t
±M0
0 , t
±M1
1 ]). It turns out that all the multiplicities in these branchings
are finite, which can be calculated by the Littlewood-Richardson rule (cf. [GW]).
This is quite different from the branching from Lĝ(ℓ, 0) ⊗Lĝ(ℓ
′, 0) to Lĝ(ℓ+ℓ
′, 0) on
ordinary modules with ĝ a finite rank affine Kac-Moody algebra, where the mul-
tiplicities are in general infinite and determining such branchings is an important
and difficult problem (cf. [JLin, JLam, KMPX]).
Now, we start a more detailed introduction section by section. In Section 2,
we recall the Lie algebra ŝlN(Cq) and establish a canonical isomorphism between
ŝlN(Cq) and what was called the covariant algebra of the affine Lie algebra ŝl∞ (see
[G-KK], [Li3]). Recall that associated to any Lie algebra g with a nondegenerate
symmetric invariant bilinear form 〈·, ·〉 we have an affine Lie algebra ĝ. Further-
more, let G be an automorphism group of g, which preserves the form 〈·, ·〉, and
let χ : G→ C× be a linear character such that for any a, b ∈ g,
[ga, b] = 0 and 〈ga, b〉 = 0 for all but finitely many g ∈ G.
The covariant algebra ĝ[G] of the affine Lie algebra ĝ is defined to be the Lie
algebra with ĝ as the generating space space, subject to the following relations
g(a⊗ tn) = χ(g)nga⊗ tn,
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[a⊗ tm, b⊗ tn] =
∑
g∈G
χ(g)m
(
[ga, b]⊗ tm+n +mδm+n,0〈ga, b〉k
)
for g ∈ G, a, b ∈ g, m, n ∈ Z, and [k, ĝ] = 0. For the Lie algebra gl∞, take the
automorphism group Z = 〈σN〉, where σEm,n = Em+1,n+1 for m,n ∈ Z, together
with the linear character χq defined by χq(n) = q
n for n ∈ Z. It is proved that
ŝlN(Cq) is canonically isomorphic to the covariant algebra ŝl∞[Z].
In Section 3, we give a precise connection between ŝlN (Cq)-modules of level ℓ
and equivariant quasi modules for vertex algebras V
ŝl∞
(ℓ, 0) and L
ŝl∞
(ℓ, 0). We first
recall the notion of quasi module for a vertex algebra V and some basic results.
The notion of quasi module is defined by simply replacing the Jacobi identity
in the definition of a module with the “quasi Jacobi identity” stating that for
any u, v ∈ V , the usual Jacobi identity after multiplied by a nonzero polynomial
depending on u, v holds. For the notion of vertex Γ-algebra, Γ is a group with
a linear character χ : Γ → C×, where a vertex Γ-algebra is a vertex algebra V
equipped with a representation R of Γ on V such that Rg(1) = 1 for g ∈ Γ and
RgY (v, x)R
−1
g = Y (Rgv, χ(g)
−1x) for g ∈ Γ, v ∈ V.
Note that Γ does not act on V as an automorphism group in general. On the
other hand, suppose V is a Z-graded vertex algebra in the sense that V is a vertex
algebra with a Z-grading V = ⊕n∈ZV(n) such that 1 ∈ V(0) and
urV(n) ⊂ V(m+n−r−1) for u ∈ V(m), m, r, n ∈ Z.
Then for any automorphism group Γ of V such that gV(n) ⊂ V(n) for g ∈ Γ, n ∈ Z
and for any linear character χ of Γ, V becomes a vertex Γ-algebra with Rg =
χ(g)−L(0)g for g ∈ Γ, where L(0) denotes the grading operator on V . For a vertex
Γ-algebra V , an equivariant quasi module is a quasi module (W,YW ) satisfying the
conditions that
YW (Rgv, x) = YW (v, χ(g)x) for g ∈ Γ, v ∈ V
and that for u, v ∈ V , there exists a nonzero polynomial f(z) whose roots are
contained in χ(Γ) such that
f(x1/x2)[YW (u, x1), YW (v, x2)] = 0.
For any complex number ℓ, we have a Z-graded vertex algebra V
ŝl∞
(ℓ, 0) and its
simple quotient L
ŝl∞
(ℓ, 0). On the other hand, the automorphism σ of the Lie alge-
bra sl∞ induces an automorphism of Vŝl∞(ℓ, 0) and Lŝl∞(ℓ, 0). Take Z = 〈σ
N〉 with
the linear character χq. Then Vŝl∞(ℓ, 0) and Lŝl∞(ℓ, 0) are both vertex (Z, χq)-
algebras. As the main results of this section, we establish a canonical category
isomorphism between the categories of restricted ŝlN (Cq)-modules of level ℓ and
equivariant quasi modules for V
ŝl∞
(ℓ, 0). Furthermore, assuming that ℓ is a posi-
tive integer, we prove that under the canonical category isomorphism, integrable
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and restricted ŝlN (Cq)-modules of level ℓ correspond exactly to equivariant quasi
L
ŝl∞
(ℓ, 0)-modules.
In Section 4, we classify irreducible N-graded equivariant quasi modules for
L
ŝl∞
(ℓ, 0) with ℓ any positive integer. First, we show that every irreducible N-
graded equivariant quasi L
ŝl∞
(ℓ, 0)-module is an irreducible integrable highest
weight ŝlN (Cq)-module of level ℓ. Then, slightly generalizing a result of Rao in [ER]
we obtain a classification of irreducible integrable highest weight ŝlN(Cq)-modules
of level ℓ, which are parameterized by a positive integer k and a pair
(λ, c) = ((λ1, . . . , λk), (c1, . . . , ck)) ∈ P
k
+ × (C
×)k
such that λ1+ · · ·+ λk is of level ℓ, where P+ denotes the set of dominant integral
weights for the affine Lie algebra ŝlN . From the canonical category isomorphism
given in Section 3, we obtain an explicit classification of irreducible N-graded
equivariant quasi L
ŝl∞
(ℓ, 0)-modules.
In Sections 5 and 6, we present a level-rank duality between irreducible in-
tegrable highest weight ŝlN(Cq)-modules of level ℓ and finite-dimensional irre-
ducible regular modules for an arbitrary Levi subgroup of the general linear group
GLℓ = GLℓ(C). As an application, we obtain an explicit realization of every
irreducible N-graded equivariant quasi L
ŝl∞
(ℓ, 0)-module. More specifically, set
(C×)ℓq = {(a1, . . . , aℓ) ∈ (C
×)ℓ | either ai = aj or ai /∈ ajΓq for 1 ≤ i, j ∈ ℓ},
where Γq = {q
n | n ∈ Z}. For any a ∈ (C×)ℓq, by using a result of Gao (see [G3])
and the Chari-Pressely evaluation module construction (see [CP]), we construct
a fermionic vacuum module FaN for ŝlN(Cq) of level ℓ. On the other hand, for
any partition I of {1, . . . , ℓ}, denote by GLI the Levi subgroup of GLℓ associated
to I. From [FF], FaN is naturally a locally regular GLI-module. Using Frenkel’s
level-rank duality, we prove that for any a ∈ (C×)ℓq, there is a partition Ia of
{1, . . . , ℓ} associated to a such that (ŝlN (Cq),GLIa) (and hence (Lŝl∞(ℓ, 0),GLIa))
form a dual pair on FaN in the sense of Howe (see [H1]). We also determine the
irreducible isotypic decomposition of FaN as an (ŝlN(Cq),GLIa)-module. Further-
more, it is proved that every finite-dimensional irreducible regular module of every
Levi subgroup of GLℓ occurs in F
a
N and every irreducible integrable highest weight
ŝlN(Cq)-module of level ℓ occurs in F
a
N for a suitable choice of a.
In Sections 7, 8, and 9, we study the following branchings respectively: (i) The
branching from L
ŝl∞
(ℓ, 0)⊗ L
ŝl∞
(ℓ′, 0) to L
ŝl∞
(ℓ + ℓ′, 0). (ii) The branching from
ŝlN(Cq) to its Levi subalgebras. (iii) The branching from ŝlN(Cq) to its subalge-
bra ŝlN(Cq[t
±M0
0 , t
±M1
1 ]). Note that the first branching is about quasi modules and
it amounts to the tensor product decomposition of irreducible integrable highest
weight ŝlN(Cq)-modules. By employing the reciprocity laws associated to certain
seesaw pairs related to the dual pair (ŝlN(Cq),GLIa), we completely determine
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these three branchings. More specifically, in Section 7, for every irreducible N-
graded equivariant quasi L
ŝl∞
(ℓ, 0) ⊗ L
ŝl∞
(ℓ′, 0)-module W , we show that W as
a quasi L
ŝl∞
(ℓ + ℓ′, 0)-module is completely reducible and we determine the irre-
ducible quasi L
ŝl∞
(ℓ + ℓ′, 0)-modules and their multiplicities in W . We also show
that the branching from L
ŝl∞
(ℓ, 0)⊗L
ŝl∞
(1, 0) to L
ŝl∞
(ℓ+1, 0) is multiplicity free.
Similarly, we completely determine the other two branchings.
For this paper, we use symbols Z+ and N for the sets of positive integers and
nonnegative integers, respectively. We work on the field C of complex numbers.
2. Extended affine Lie algebras coordinated by quantum tori
In this section, we first recall the EALA (and its core) of type AN−1 coordinated
by the 2-dimensional quantum torus and then we give a realization as a covariant
Lie algebra of the affine Lie algebra of sl∞.
2.1. The extended affine Lie algebra ŝlN(Cq). Let N ≥ 2 be a positive integer.
For any unital associative algebra A (over C), we denote by glN(A) the associative
algebra of all N×N matrices with entries in A. Naturally, glN(A) is a Lie algebra
with commutator as its Lie bracket. Note that glN(A) is naturally a (left) A-
module (with each a ∈ A as a scalar). Set
slN (A) = [glN (A), glN(A)],(2.1)
the derived Lie subalgebra. For 1 ≤ i, j ≤ N , a ∈ A, we also write Ei,ja = aEi,j ,
the matrix whose only nonzero entry is the (i, j)-entry which is a.
Let q be a nonzero complex number, which is fixed throughout this paper. De-
note by Cq[t
±1
0 , t
±1
1 ] the 2-dimensional quantum torus associated to q. By definition,
Cq[t
±1
0 , t
±1
1 ] = C[t
±1
0 , t
±1
1 ]
as a vector space, where
(tm00 t
m1
1 )(t
n0
0 t
n1
1 ) = q
m1n0tm0+n00 t
m1+n1
1
form0, m1, n0, n1 ∈ Z. From now on, we simply write Cq for Cq[t
±1
0 , t
±1
1 ]. Through-
out this paper, we assume that q is not a root of unity. Note that this assumption
amounts to that Cq is a simple associative algebra.
Consider the following two-dimensional central extension of Lie algebra glN(Cq):
ĝlN(Cq) = glN (Cq)⊕ Ck0 ⊕ Ck1,(2.2)
where k0,k1 are (linearly independent) central elements, and
[Ei,jt
m0
0 t
m1
1 , Ek,lt
n0
0 t
n1
1 ]
= δj,kq
m1n0Ei,lt
m0+n0
0 t
m1+n1
1 − δi,lq
n1m0Ek,jt
m0+n0
0 t
m1+n1
1
+ δj,kδi,lδm0+n0,0δm1+n1,0q
m1n0(m0k0 +m1k1)
(2.3)
for 1 ≤ i, j, k, l ≤ N and for m0, m1, n0, n1 ∈ Z.
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It is clear that ĝlN(Cq) is a Z× Z-graded Lie algebra with
deg k0 = (0, 0), deg k1 = (0, 0), deg(Ei,jt
m0
0 t
m1
1 ) = (m0, m1)
for 1 ≤ i, j ≤ N, m0, m1 ∈ Z. Define degree-zero derivations d0,d1 of ĝlN(Cq) by
dr(Ei,jt
m0
0 t
m1
1 ) = mrEi,jt
m0
0 t
m1
1(2.4)
for r = 0, 1 and for 1 ≤ i, j ≤ N,m0, m1 ∈ Z. Adding derivations d0,d1 to
ĝlN(Cq), we obtain a Lie algebra
g˜lN (Cq) = ĝlN(Cq)⊕ Cd0 ⊕ Cd1.(2.5)
Set
ŝlN(Cq) = [ĝlN (Cq), ĝlN(Cq)] = slN(Cq)⊕ Ck0 ⊕ Ck1,(2.6)
the derived subalgebra of ĝlN(Cq). It is known (see [BGK]) that ŝlN (Cq) is a
universal central extension of slN(Cq) and
ĝlN(Cq) = ŝlN(Cq)⊕ CIN ,(2.7)
where IN = E1,1 + · · ·+ EN,N (the identity matrix).
Set
s˜lN (Cq) = ŝlN(Cq)⊕ Cd0 ⊕ Cd1 ⊂ g˜lN(Cq).(2.8)
The Lie algebra s˜lN(Cq) is known to be a nullity-2 extended affine Lie algebra of
type AN−1, where ŝlN(Cq) is called the core of s˜lN (Cq). We refer the reader to
[BGK] or [AABGP] for details.
In this paper, we shall focus on the subalgebra ŝlN(Cq). From [BGK] we have:
Lemma 2.1. The following elements form a basis of ŝlN (Cq):
Ei,jt
m0
0 t
m1
1 , Er,r − Er+1,r+1, k0, k1,(2.9)
where 1 ≤ i, j ≤ N, m0, m1 ∈ Z with (i− j,m0, m1) 6= (0, 0, 0) and 1 ≤ r ≤ N −1.
2.2. The (Z, χq)-covariant algebra ŝl∞[Z] of ŝl∞. We start with the definition
of a covariant algebra of an affine Lie algebra. Let g be a (possibly infinite-
dimensional) Lie algebra equipped with a symmetric invariant bilinear form 〈·, ·〉.
Associated to the pair (g, 〈·, ·〉), we have an affine Lie algebra
ĝ = g⊗ C[t, t−1]⊕ Ck,
where k is a (nonzero) central element, and for a, b ∈ g, m,n ∈ Z,
[a⊗ tm, b⊗ tn] = [a, b]⊗ tm+n +mδm+n,0〈a, b〉k.
Assume that Γ is a group acting on g as an automorphism group preserving the
bilinear form 〈·, ·〉 such that for a, b ∈ g,
[ga, b] = 0 and 〈ga, b〉 = 0 for all but finitely many g ∈ Γ.(2.10)
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Let χ : Γ→ C× be any linear character. We lift the Γ-action from g to ĝ by
g(a⊗ tm + βk) = χ(g)m(ga⊗ tm) + βk(2.11)
for g ∈ Γ, a ∈ g, m ∈ Z, β ∈ C. From [Li4], the (Γ, χ)-covariant algebra of ĝ is
the Lie algebra ĝ[Γ], where
ĝ[Γ] = ĝ/span{gu− u | g ∈ Γ, u ∈ ĝ}(2.12)
as a vector space and the Lie bracket is given by
[u, v] =
∑
g∈Γ
[gu, v] for u, v ∈ ĝ.
Here and below, for u ∈ ĝ, u stands for the image of u in ĝ[Γ] under the natural
quotient map ĝ→ ĝ[Γ]. Note that for a, b ∈ g, m, n ∈ Z and g ∈ Γ, we have
a⊗ tm = χ(g)mga⊗ tm,(2.13)
[a⊗ tm, b⊗ tn] =
∑
g∈Γ
χ(g)m
(
[ga, b]⊗ tm+n +mδm+n,0〈ga, b〉k
)
,(2.14)
where we still denote k by k for simplicity.
The following is straightforward:
Lemma 2.2. Let g be a Lie algebra, Γ a group as above. Suppose that g0 is a
subalgebra of g which is stable under the action of Γ. Then the embedding map of
g0 into g gives rise to a Lie algebra homomorphism ψ : ĝ0[Γ]→ ĝ[Γ].
We also formulate a simple lemma which we shall use to determine a basis of
the covariant Lie algebra ĝ[Γ]. Let G be a group and let U be a G-module. Define
U/G to be the quotient space of U modulo the subspace spanned by {gu−u | g ∈
G, u ∈ U}.
Lemma 2.3. Let G be a group, U a G-module. (a) If U = ⊕α∈SUα as a G-
module, then U/G ≃ ⊕α∈SUα/G. (b) Suppose that U has a basis B with a subset
B0 satisfying the condition that for every b ∈ B, there exist unique g ∈ G, b0 ∈ B0
such that b ∈ Cgb0. Then B0 gives rise to a basis for the quotient space U/G.
Proof. Part (a) follows immediately from a standard result in linear algebra. For
Part (b), from the assumption, {g(b0) | g ∈ G, b0 ∈ B0} is also a basis of U . It then
follows that B0∪{g(b0)−b0 | g ∈ G, g 6= e, b0 ∈ B0} is also a basis of U . Note that
g(hb0)−hb0 = (ghb0−b0)−(hb0−b0) for g, h ∈ G, b0 ∈ B0. Using this and using the
basis {g(b0) | g ∈ G, b0 ∈ B0} of U , we see that {g(b0)−b0 | g ∈ G, g 6= e, b0 ∈ B0}
is a basis of the span of {gu− u | g ∈ G, u ∈ U}. Consequently, B0 gives rise to
a basis for the quotient space U/G. 
Let gl∞ be the associative algebra of all doubly infinite complex matrices with
only finitely many nonzero entries, which is also naturally a Lie algebra. As before,
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for m,n ∈ Z, let Em,n denote the unit matrix whose only nonzero entry is the
(m,n)-entry which is 1. Equip gl∞ with the bilinear form 〈·, ·〉 defined by
〈Ei,j, Ek,l〉 = δj,k δi,l for i, j, k, l ∈ Z,
which is nondegenerate, symmetric and (associative) invariant. Set
sl∞ = [gl∞, gl∞],(2.15)
the derived subalgebra of gl∞. We see that 〈·, ·〉 is also nondegenerate on sl∞.
Then we have the affine Lie algebra ŝl∞ associated to the pair (sl∞, 〈·, ·〉).
Definition 2.4. Let σ be the automorphism of the algebra gl∞ defined by
σ(Em,n) = Em+1,n+1 for m,n ∈ Z.(2.16)
The following is straightforward:
Lemma 2.5. The automorphism σ of gl∞ preserves the bilinear form 〈·, ·〉 and
the Lie subalgebra sl∞. Furthermore, for any positive integer N , the map
ρN : Z→ Aut(gl∞) (resp. Aut(sl∞)), r 7→ σ
Nr (r ∈ Z)(2.17)
is a one-to-one group homomorphism, and for any a, b ∈ gl∞ (resp. sl∞),
[σr(a), b] = 0 and 〈σr(a), b〉 = 0 for all but finitely many r ∈ Z.
From now on, we fix the group actions of Z on gl∞ and sl∞ via the homomor-
phism ρN . Define a linear character χq : Z→ C
× by
χq(r) = q
r for r ∈ Z.(2.18)
Then we have the (Z, χq)-covariant algebras ĝl∞[Z] and ŝl∞[Z]. In what follows,
we shall show that Lie algebra ŝlN(Cq) is isomorphic to ŝl∞[Z].
Define a linear map θN,q : ĝlN (Cq)→ ĝl∞[Z] by
θN,q(Ei,jt
m0
0 t
m1
1 ) = ENm1+i,j ⊗ t
m0 , θN,q(k0) = k, θN,q(k1) = 0(2.19)
for 1 ≤ i, j ≤ N , m0, m1 ∈ Z. Then we have:
Proposition 2.6. The linear map θN,q : ĝlN(Cq) → ĝl∞[Z] is a surjective Lie
homomorphism with ker(θN,q) = Ck1.
Proof. By Lemma 2.3, we see that the central element k together with the elements
ENm1+i,j ⊗ t
m0 for 1 ≤ i, j ≤ N, m0, m1 ∈ Z,
form a basis of ĝl∞[Z]. Thus θN,q is a surjective linear map with ker(θN,q) = Ck1.
Let 1 ≤ i, j, k, l ≤ N and m0, m1, n0, n1 ∈ Z. By definition (see (2.14)) we have
[ENm1+i,j ⊗ t
m0 , ENn1+k,l ⊗ t
n0 ]
=
∑
r∈Z
χq(r)
m0
(
[EN(m1+r)+i,Nr+j ⊗ t
m0 , ENn1+k,l ⊗ t
n0 ]
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+m0δm0+n0,0〈EN(m1+r)+i,Nr+j, ENn1+k,l〉k
)
= δj,kq
n1m0EN(m1+n1)+i,l ⊗ t
m0+n0 − δi,lq
−m1m0ENn1+k,−Nm1+j ⊗ t
m0+n0
+m0q
m0n1δm0+n0,0δm1+n1,0δj,kδi,lk
= δj,kq
n1m0EN(m1+n1)+i,l ⊗ t
m0+n0 − δi,lq
m1n0EN(m1+n1)+k,j ⊗ t
m0+n0(2.20)
+m0q
m0n1δm0+n0,0δm1+n1,0δj,kδi,lk,
noticing that (see (2.13) and (2.18))
ENn1+k,−Nm1+j ⊗ t
m0+n0 = χq(m1)
m0+n0σN,m1(ENn1+k,−Nm1+j)⊗ t
m0+n0
= q(m0+n0)m1EN(n1+m1)+k,j ⊗ t
m0+n0.
It then follows from (2.3) and (2.20) that θN,q is a Lie algebra homomorphism. 
Now, we continue to study Lie algebra ŝl∞[Z]. For 1 ≤ i, j ≤ N , m0, m1 ∈ Z
with (i,m0, m1) 6= (j, 0, 0), set
ei,j(m0, m1) = ENm1+i,j ⊗ t
m0 if (i,m1) 6= (j, 0),
ei,i(m0, 0) =
1
1− q−m0
(Ei,i −EN+i,N+i)⊗ tm0 if m0 6= 0.
On the other hand, set
k′ = EN+1,N+1 − E1,1 and hr = Er,r − Er+1,r+1 for 1 ≤ r ≤ N − 1.
Then we have:
Lemma 2.7. The following relations hold for 1 ≤ i, j ≤ N , m0, m1, n1 ∈ Z with
(i,m1) 6= (j, n1):
ENm1+i,Nn1+j ⊗ t
m0 = q−m0n1ei,j(m0, m1 − n1),(2.21)
(ENm1+i,Nm1+i − ENn1+j,Nn1+j)⊗ t
m0
=
{
q−m0m1ei,i(m0, 0)− q
−m0n1ej,j(m0, 0) if m0 6= 0
Ei,i − Ej,j + (m1 − n1)k
′ if m0 = 0.
(2.22)
Furthermore, the vectors
ei,j(m0, m1), hr, k
′, k,(2.23)
where 1 ≤ i, j ≤ N , m0, m1 ∈ Z with (i− j,m0, m1) 6= (0, 0, 0) and 1 ≤ r ≤ N −1,
form a basis of ŝl∞[Z].
Proof. From definition (see (2.13)) we get (2.21) as
ENm1+i,Nn1+j ⊗ t
m0 = χq(−n1)
m0σN(−n1)(ENm1+i,Nn1+j)⊗ t
m0
= q−m0n1EN(m1−n1)+i,j ⊗ t
m0 = q−m0n1ei,j(m0, m1 − n1).
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Assume m0 6= 0. For convenience, define er,r(m0, 0) for any r ∈ Z in the same way:
er,r(m0, 0) =
1
1− q−m0
(Er,r − EN+r,N+r)⊗ tm0 .
Note that
er+kN,r+kN(m0, 0) = q
−km0er,r(m0, 0)
for any r, k ∈ Z. Using this we get
(1− q−m0)(Em,m −En,n)⊗ tm0
=
(
(Em,m − En,n)⊗ tm0 − (EN+m,N+m − EN+n,N+n)⊗ tm0
)
= (Em,m − EN+m,N+m)⊗ tm0 − (En,n − EN+n,N+n)⊗ tm0
=(1− q−m0) (em,m(m0, 0)− en,n(m0, 0)) ,
which gives
(Em,m − En,n)⊗ tm0 = em,m(m0, 0)− en,n(m0, 0)
for any m,n ∈ Z. Then we have
(ENm1+i,Nm1+i −ENn1+j,Nn1+j)⊗ t
m0
= eNm1+i,Nm1+i(m0, 0)− eNn1+j,Nn1+j(m0, 0)
= q−m1m0ei,i(m0, 0)− q
−n1m0ej,j(m0, 0).
Now, assume m0 = 0. For any integer r, as
EN+1,N+1 − E1,1 −EN+r,N+r − Er,r = σN,1(E1,1 −Er,r)− (E1,1 − Er,r) = 0,
we have
EN+r,N+r − Er,r = EN+1,N+1 − E1,1 = k
′.
It follows that
EnN+i,nN+i −Ei,i = nk
′ for all 1 ≤ i ≤ N, n ∈ Z.
Then we have
ENm1+i,Nm1+i − ENn1+j,Nn1+j
= ENm1+i,Nm1+i − Ei,i + Ei,i − Ej,j + Ej,j −ENn1+j,Nn1+j
= Ei,i − Ej,j + (m1 − n1)k
′.
This proves the first assertion.
Now, we prove the basis assertion. Note that matrices Em,n and Em,m−Em+1,m+1
for m,n ∈ Z with m 6= n form a basis of sl∞. Then the elements
Em,n ⊗ t
m0 , (Em,m −Em+1,m+1)⊗ t
m0
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for m,n,m0 ∈ Z with m 6= n together with k form a basis of ŝl∞. Recall that for
r ∈ Z, ρN (r) = (σ
N)r on sl∞ is the restriction of the automorphism of gl∞ defined
by σNr(Em,n) = Em+rN,n+rN for m,n ∈ Z and that
ρN (r)(Em,n ⊗ t
m0) = χq(r)
m0Em+rN,n+rN ⊗ t
m0 = qrm0Em+rN,n+rN ⊗ t
m0
for m,n,m0 ∈ Z. It then follows from Lemma 2.3 that the elements
EmN+i,j ⊗ tm0 , (Ei,i −Ei+1,i+1)⊗ tm0
for 1 ≤ i, j ≤ N, m,m0 ∈ Z with (i,m) 6= (j, 0) together with k form a basis
of ŝl∞[Z]. When m0 = 0, it is clear that {h1, . . . , hN−1,k
′} is also a basis for the
subspace spanned by (Ei,i − Ei+1,i+1)⊗ tm0 for 1 ≤ i ≤ N .
Let m0 be any nonzero integer. From the first assertion, the N vectors
(Ei,i − EN+i,N+i)⊗ tm0 for 1 ≤ i ≤ N(2.24)
linearly span the N -dimensional subspace spanned by
(Ei,i − Ei+1,i+1)⊗ tm0 for 1 ≤ i ≤ N.(2.25)
Consequently, the N vectors in (2.24) also form a basis for the subspace spanned
by the vectors in (2.25). Therefore,
EmN+i,j ⊗ tm0 , (Ei,i − EN+i,N+i)⊗ tm0
for 1 ≤ i, j ≤ N, m,m0 ∈ Z with (i,m) 6= (j, 0) together with k
′ and k form a
basis of ŝl∞[Z]. Now, the proof is complete. 
As the main result of this section, we have:
Theorem 2.8. The Lie algebra ŝlN(Cq) is isomorphic to the covariant algebra
ŝl∞[Z], where an isomorphism θ : ŝlN(Cq)→ ŝl∞[Z] is given by
θ(k0) = k, θ(k1) = k
′,
θ(Ei,jt
m0
0 t
m1
1 ) = ei,j(m0, m1), θ(Er,r −Er+1,r+1) = Er,r − Er+1,r+1
for 1 ≤ i, j ≤ N , m0, m1 ∈ Z with (i− j,m0, m1) 6= (0, 0, 0) and 1 ≤ r ≤ N − 1.
Proof. In view of Lemma 2.7, the linear map θ is a linear isomorphism from ŝlN(Cq)
onto ŝl∞[Z], so it remains to prove that θ is a Lie algebra homomorphism. Recall
from Proposition 2.6 that we have a Lie algebra homomorphism θN,q : ĝlN(Cq)→
ĝl∞[Z]. This gives a Lie algebra homomorphism from ŝlN(Cq) to ĝl∞[Z], also
denoted by θN,q, such that ker(θN,q) = Ck1.
On the other hand, by Lemma 2.3 the Lie algebra embedding of sl∞ into gl∞
gives rise to a Lie algebra homomorphism ψ : ŝl∞[Z] → ĝl∞[Z]. Notice that the
following relations hold in ĝl∞[Z]:
(Ei,i −EN+i,N+i)⊗ tm0 = (1− q
−m0)(Ei,i ⊗ tm0),
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EN+1,N+1 − E1,1 = 0
as EN+j,N+j ⊗ tm0 = q
−m0Ej,j ⊗ tm0 for 1 ≤ j ≤ N . Thus
ψ(ei,i(m0, 0)) = Ei,i ⊗ tm0 for 1 ≤ i ≤ N, m0 6= 0
and ψ(k′) = 0. It follows that ker(ψ) = Ck′ and θN,q(ŝlN(Cq)) = ψ(ŝl∞[Z]).
Consequently, θ reduces to a Lie algebra isomorphism from ŝlN(Cq)/Ck1 onto
ŝl∞[Z]/Ck
′. To show that θ is a Lie algebra homomorphism, it suffices to check
the central extensions involving k1 and k
′, respectively. From the Lie commutator
relation (2.3), we only need to consider [Ei,jt
m0
0 t
m1
1 , Ek,lt
n0
0 t
n1
1 ] in ŝlN(Cq) with
δj,kδi,lδm0+n0,0δm1+n1,0 = 1 and m1 6= 0.
Let 1 ≤ i, j ≤ N, m0, m1 ∈ Z with m1 6= 0. From (2.3) we have
[Ei,jt
m0
0 t
m1
1 , Ej,it
−m0
0 t
−m1
1 ] = q
−m1m0(Ei,i − Ej,j +m0k0 +m1k1).
On the other hand, by definition (see (2.14)) we have
[ENm1+i,j ⊗ t
m0 , E−Nm1+j,i ⊗ t
−m0 ]
=
∑
r∈Z
χq(r)
m0
(
[EN(m1+r)+i,Nr+j ⊗ t
m0 , E−Nm1+j,i ⊗ t
−m0 ]
+m0δm0+n0,0〈EN(m1+r)+i,Nr+j, E−Nm1+j,i〉k
)
= q−m1m0Ei,i − q−m1m0E−Nm1+j,−Nm1+j +m0q
−m0m1k
= q−m1m0
(
Ei,i −Ej,j +m1k
′
)
+m0q
−m0m1k,
where we are using (2.22) for the last equality. We see that the central extension by
k1 matches the central extension by k
′. Therefore, θ is a Lie algebra isomorphism
from ŝlN(Cq) to ŝl∞[Z]. 
3. Equivariant quasi modules for simple vertex algebra L
ŝl∞
(ℓ, 0)
In this section, first we recall from [Li3] the notion of vertex Γ-algebra and the
notion of equivariant quasi module for a vertex Γ-algebra. Then, as the main
result of this section, we prove that for any nonnegative integer ℓ, the category
of equivariant quasi modules for the simple vertex algebra L
ŝl∞
(ℓ, 0) associated to
the affine Lie algebra ŝl∞ is canonically isomorphic to that of integrable restricted
ŝlN(Cq)-modules of level ℓ.
3.1. Vertex Γ-algebras and their equivariant quasi modules. We start with
the notion of vertex Γ-algebra introduced in [Li3].
Definition 3.1. Let Γ be a group. A vertex Γ-algebra is a vertex algebra V
equipped with two group homomorphisms
R : Γ→ GL(V ); g 7→ Rg,
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χ : Γ→ C×,
satisfying the condition that Rg(1) = 1 and
RgY (v, x)R
−1
g = Y (Rg(v), χ(g)
−1x) for g ∈ Γ, v ∈ V.(3.1)
Remark 3.2. Let V be a Z-graded vertex algebra in the sense that V is a vertex
algebra equipped with a Z-grading V = ⊕n∈ZV(n) such that 1 ∈ V(0) and
umV(n) ⊂ V(n+k−m−1) for u ∈ V(k), m, n, k ∈ Z.(3.2)
Define a linear operator L(0) on V by L(0)v = nv for v ∈ V(n) with n ∈ Z.
Assume that Γ is an automorphism group of V as a Z-graded vertex algebra and
let χ : Γ → C× be any linear character. For g ∈ Γ, set Rg = χ(g)
−L(0)g. Then V
with group homomorphisms R and χ is a vertex Γ-algebra (see [Li3]).
Example 3.3. Here we recall the vertex algebras associated to affine Lie algebras.
Let g be a Lie algebra equipped with a nondegenerate symmetric invariant bilinear
form 〈·, ·〉. Equip the affine Lie algebra ĝ with a Z-grading ĝ = ⊕n∈Zĝ(n), where
ĝ(0) = g⊕ Ck and ĝ(n) = g⊗ Ct
−n for n 6= 0.(3.3)
Let ℓ be a complex number. View C as a (g⊗ C[t]⊕ Ck)-module with g ⊗ C[t]
acting trivially and with k acting as scalar ℓ. Form the induced ĝ-module
Vĝ(ℓ, 0) = U(ĝ)⊗U(g⊗C[t]⊕Ck) C,(3.4)
which is naturally N-graded by defining degC = 0. Set 1 = 1 ⊗ 1 ∈ Vĝ(ℓ, 0) and
identify g as the degree-one subspace of Vĝ(ℓ, 0) through the linear map
a 7→ a(−1)1 ∈ Vĝ(ℓ, 0) for a ∈ g.
Following the standard practice, we alternatively write a(m) for a⊗ tm ∈ ĝ. It was
known (cf. [FZ]) that there exists a vertex algebra structure on Vĝ(ℓ, 0), which is
uniquely determined by the condition that 1 is the vacuum vector and
Y (a, x) = a(x) :=
∑
m∈Z
a(m)x−m−1 for a ∈ g.
Denote by Jĝ(ℓ, 0) the unique maximal graded ĝ-submodule of Vĝ(ℓ, 0). Then
Jĝ(ℓ, 0) is a (two-sided) ideal of vertex algebra Vĝ(ℓ, 0). Define
Lĝ(ℓ, 0) = Vĝ(ℓ, 0)/Jĝ(ℓ, 0),(3.5)
which is a simple Z-graded vertex algebra. One can show that the vertex algebra
Lĝ(ℓ, 0) is simple. Assume that Γ is a group which acts on g as an automorphism
group preserving the bilinear form. It is a simple fact that the action of Γ on g
can be uniquely lifted to an action on Vĝ(ℓ, 0) where Γ acts as an automorphism
group preserving the Z-grading. As Jĝ(ℓ, 0) is Γ-stable, Γ naturally acts on Lĝ(ℓ, 0).
From Remark 3.2, for any linear character χ of Γ, Vĝ(ℓ, 0) and Lĝ(ℓ, 0) are vertex
Γ-algebras with Rg = χ(g)
−L(0)g for g ∈ Γ.
The following notion was introduced in [Li4]:
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Definition 3.4. Let V be a vertex Γ-algebra. An equivariant quasi V -module is
a vector space W equipped with a linear map
YW (·, x) : V → Hom(W,W ((x))) ⊂ (EndW )[[x, x
−1]]
v 7→ YW (v, x),
satisfying the conditions that
YW (1, x) = 1W (the identity operator on W ),(3.6)
YW (Rgv, x) = YW (v, χ(g)x) for g ∈ Γ, v ∈ V(3.7)
and that for u, v ∈ V , the quasi Jacobi identity
x−10 δ
(
x1 − x2
x0
)
p(x1, x2)YW (u, x1)YW (v, x2)
−x−10 δ
(
x2 − x1
−x0
)
p(x1, x2)YW (v, x2)YW (u, x1)
= x−12 δ
(
x1 − x0
x2
)
p(x1, x2)YW (Y (u, x0)v, x2)(3.8)
holds on W for some polynomial p(x1, x2) of the form
p(x1, x2) = (x1 − χ(g1)x2) · · · (x1 − χ(gk)x2),(3.9)
where g1, . . . , gk ∈ Γ.
To emphasize the dependence on the group Γ and the linear character χ, we shall
also use the term “(Γ, χ)-equivariant quasi V -module.” Assume that V = ⊕n∈ZV(n)
is also Z-graded. A Z-graded equivariant quasi V -module is an equivariant quasi
V -module W with a Z-grading W = ⊕n∈ZW(n) such that
umW(n) ⊂W(n+k−m−1) for u ∈ V(k), m, n, k ∈ Z.(3.10)
Recall the (Γ, χ)-covariant algebra ĝ[Γ] of the affine Lie algebra ĝ from Section
2.2. The following result was obtained in [Li4]:
Proposition 3.5. Let g,Γ be given as in Example 3.3, let χ : Γ → C× be a one-
to-one group homomorphism, and let ℓ ∈ C. Then for any restricted ĝ[Γ]-module
W of level ℓ, there is a (Γ, χ)-equivariant quasi Vĝ(ℓ, 0)-module structure YW (·, x)
which is uniquely determined by
YW (a, x) = a¯(x) :=
∑
n∈Z
a(n)x−n−1 for a ∈ g.
On the other hand, any (Γ, χ)-equivariant quasi Vĝ(ℓ, 0)-module W is a restricted
ĝ[Γ]-module of level ℓ with a(x) = YW (a, x) for a ∈ g.
Remark 3.6. Let V1, . . . , Vr be vertex Γ-algebras with the same linear character
χ. It is straightforward to see that the tensor product vertex algebra V1⊗ · · ·⊗ Vr
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(see [FHL]) is also a vertex Γ-algebra. On the other hand, let Wi be a (Γ, χ)-
equivariant quasi Vi-module for 1 ≤ i ≤ r. Then W1 ⊗ · · · ⊗Wr is an equivariant
quasi V1 ⊗ · · · ⊗ Vr-module with
YW1⊗···⊗Wr(v1 ⊗ · · · ⊗ vr, x) = YW1(v1, x)⊗ · · · ⊗ YWr(vr, x) for vi ∈ Vi.
3.2. Equivariant quasi L
ŝl∞
(ℓ, 0)-modules. Recall from Section 2.2 that Z acts
on sl∞ via the representation ρN (see (2.17)) and χq is the linear character of Z
defined by χq(n) = q
n for n ∈ Z. From Example 3.3, for any complex number
ℓ we have Z-graded vertex Z-algebras V
ŝl∞
(ℓ, 0) and L
ŝl∞
(ℓ, 0). To emphasize the
dependence on the Z-action via ρN , we shall also denote the vertex Z-algebra
L
ŝl∞
(ℓ, 0) by (L
ŝl∞
(ℓ, 0), ρN). In this subsection, for any nonnegative integer ℓ, we
give a characterization of (Z, χq)-equivariant quasi Lŝl∞(ℓ, 0)-modules in terms of
integrable restricted ŝlN(Cq)-modules of level ℓ.
Definition 3.7. An ŝlN(Cq)-module W is said to be restricted if for any w ∈ W
and for 1 ≤ i, j ≤ N, m0, m1 ∈ Z with (i− j,m0, m1) 6= (0, 0, 0),
(Ei,jt
m0
0 t
m1
1 )w = 0 for m0 sufficiently large,
and it is said to be of level ℓ ∈ C if k0 acts as scalar ℓ.
For 1 ≤ i, j ≤ N, m ∈ Z with (i− j,m) 6= (0, 0), we form a generating function
(Ei,jt
m
1 ) (x) =
∑
n∈Z
(Ei,jt
n
0 t
m
1 )x
−n−1 ∈ ŝlN(Cq)[[x, x
−1]],(3.11)
and we form generating functions
Hi(x) =
∑
n∈Z
(Ei,i − Ei+1,i+1)t
n
0x
−n−1 for 1 ≤ i ≤ N − 1,(3.12)
HN(x) =
∑
n∈Z
(EN,N t
n
0 − q
−nE1,1t
n
0 − δn,0k1)x
−n−1.(3.13)
It follows from Lemma 2.1 that all the components of these generating functions
together with k0 form a basis of ŝlN(Cq).
The following result gives an isomorphism between the category of (Z, χq)-
equivariant quasi V
ŝl∞
(ℓ, 0)-modules and the category of restricted ŝlN(Cq)-modules
of level ℓ (cf. [Li4]):
Proposition 3.8. Let ℓ be any complex number. For any restricted ŝlN(Cq)-
module W of level ℓ, there exists a (Z, χq)-equivariant quasi Vŝl∞(ℓ, 0)-module
structure YW (·, x) on W , which is uniquely determined by
YW (EmN+i,nN+j, x) = q
n
(
Ei,jt
m−n
1
)
(qnx),
YW (EnN+i,nN+i − EnN+i+1,nN+i+1, x) = q
nHi(q
nx),
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for 1 ≤ i, j ≤ N,m, n ∈ Z with (i,m) 6= (j, n). On the other hand, for any (Z, χq)-
equivariant quasi V
ŝl∞
(ℓ, 0)-module (W,YW ), W is a restricted ŝlN(Cq)-module of
level ℓ with the action uniquely determined by
(Ei,jt
m
1 ) (x) = YW (EmN+i,j , x), Hi(x) = YW (Ei,i −Ei+1,i+1, x)
for 1 ≤ i, j ≤ N , m ∈ Z with (i− j,m) 6= (0, 0).
Proof. LetW be a restricted ŝlN(Cq)-module of level ℓ. It follows from Proposition
2.8 that W is a restricted ŝl∞[Z]-module of level ℓ on which
EmN+i,j ⊗ tn = Ei,jt
n
0 t
m
1 , (Ek,k − Ek+1,k+1)⊗ t
n = (Ek,k − Ek+1,k+1)t
n
0 ,
(EN,N − EN+1,N+1)⊗ tn = EN,N t
n
0 − q
−nE1,1t
n
0 − δn,0k1,
where 1 ≤ i, j ≤ N, 1 ≤ k ≤ N − 1 and m,n ∈ Z with (i − j,m) 6= (0, 0). As
χq is injective, from Proposition 3.5, the ŝl∞[Z]-module W is naturally a (Z, χq)-
equivariant quasi V
ŝl∞
(ℓ, 0)-module with
YW (a, x) = a¯(x) =
∑
n∈Z
a(n)x−n−1 for a ∈ sl∞.(3.14)
Then (Z, χq)-equivariant quasi Vŝl∞(ℓ, 0)-module structure YW (·, x) onW is uniquely
determined by
YW (EmN+i,nN+j, x) = EmN+i,nN+j(x) = q
nE(m−n)N+i,j(q
nx) = qn
(
Ei,jt
m−n
1
)
(qnx),
YW (EnN+i,nN+i −EnN+i+1,nN+i+1, x) = q
nEi,i − Ei+1,i+1(q
nx) = qnHi(q
nx),
for 1 ≤ i 6= j ≤ N, m, n ∈ Z with (i,m) 6= (j, n).
On the other hand, let (W,YW ) be a (Z, χq)-equivariant quasi Vŝl∞(ℓ, 0)-module.
From Proposition 3.5 also, W is a restricted ŝl∞[Z]-module of level ℓ with a¯(x) =
YW (a, x) for a ∈ sl∞. By Proposition 2.8, W becomes a restricted ŝlN(Cq)-module
of level ℓ on which
(Ei,jt
m
1 ) (x) = EmN+i,j(x) = YW (EmN+i,j , x),
Hi(x) = Ei,i −Ei+1,i+1(x) = YW (Ei,i − Ei+1,i+1, x)
for 1 ≤ i, j ≤ N,m ∈ Z with (i− j,m) 6= (0, 0). 
We fix a Z-grading on ĝlN(Cq) given by derivation −d0 (recall (2.4)), i.e.,
deg(Ei,jt
n
0 t
m
1 ) = −n for 1 ≤ i, j ≤ N, m, n ∈ Z.(3.15)
Then ŝlN(Cq) = ⊕n∈ZŝlN(Cq)(n), where for nonzero n ∈ Z,
ŝlN(Cq)(n) =
∑
1≤i,j≤N
∑
m∈Z
CEi,jt
−n
0 t
m
1(3.16)
and
ŝlN(Cq)(0)(3.17)
EALA, VERTEX ALGEBRA, AND REDUCTIVE GROUP 19
=
∑
1≤i,j≤N,m∈Z,(i−j,m)6=(0,0)
CEi,jt
m
1 +
N−1∑
r=1
C(Er,r − Er+1,r+1) + Ck0 + Ck1.
Definition 3.9. A C-graded ŝlN (Cq)-module is an ŝlN(Cq)-module W equipped
with a C-grading W = ⊕α∈CW (α) such that ŝlN(Cq)(n)W (α) ⊂ W (n + α) for
n ∈ Z, α ∈ C.
Note that that a C-graded ŝlN(Cq)-module is the same as an ŝlN(Cq) ⋊ Cd0-
module on which d0 acts semisimply. The notions of homomorphism and isomor-
phism for C-graded ŝlN(Cq)-modules are defined in the obvious way (which are
required to preserve the C-gradings).
Remark 3.10. It follows from Proposition 3.8 that for any complex number ℓ, a
Z-graded (Z, χq)-equivariant quasi Vŝl∞(ℓ, 0)-module structure on a vector space
W amounts to a Z-graded restricted ŝlN(Cq)-module structure of level ℓ.
Recall that J
ŝl∞
(ℓ, 0) is the maximal ŝl∞-submodule of Vŝl∞(ℓ, 0). The following
is a description of J
ŝl∞
(ℓ, 0) for nonnegative integers ℓ.
Lemma 3.11. Let ℓ be a nonnegative integer. Then
Ei,j(−1)
ℓ+11 ∈ J
ŝl∞
(ℓ, 0) for any i 6= j ∈ Z.(3.18)
Furthermore, J
ŝl∞
(ℓ, 0) as an ŝl∞-module is generated by the vectors
(EmN+i,nN+j(−1))
ℓ+11 for 1 ≤ i 6= j ≤ N, m, n ∈ Z.(3.19)
Proof. Let i, j ∈ Z with i 6= j. We first show that
Em,n(k)Ei,j(−1)
ℓ+11 = 0, (Em,m − En,n)(k)Ei,j(−1)
ℓ+11 = 0(3.20)
for all m,n, k ∈ Z with m 6= n, k > 0. Let m,n ∈ Z with m 6= n. Pick a finite
interval I of Z, containing m,n, i, j. Set
slI = Span{Ei,j, Ei,i − Ej,j | i, j ∈ I with i 6= j}.
It follows from the P-B-W theorem that the ŝlI-submodule U(ŝlI)1 of Vŝl∞(ℓ, 0) is
isomorphic to V
ŝlI
(ℓ, 0). On the other hand, it was known (cf. [LL]) that
(slI ⊗ tC[t])Ei,j(−1)
ℓ+11 = 0 in V
ŝlI
(ℓ, 0)
for all i, j ∈ I with i 6= j. Thus (3.20) holds. Then it follows from the P-B-W
theorem that U(ŝl∞)Ei,j(−1)
ℓ+11 is a proper graded submodule of V
ŝl∞
(ℓ, 0), and
hence a submodule of J
ŝl∞
(ℓ, 0). This proves the first assertion.
For the second assertion, denote by J ′ the ŝl∞-submodule of Vŝl∞(ℓ, 0) generated
by the vectors in (3.19). Set V ′ = V
ŝl∞
(ℓ, 0)/J ′ and 1′ = 1+J ′ ∈ V ′. Then it suffices
to show that V ′ is an irreducible ŝl∞-module. Let v be any nonzero vector in V
′.
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Fix a finite interval I = [Nm + 1, Nn] of Z with m < n such that v ∈ U(ŝlI)1
′.
Note that EmN+1,nN is a highest root vector in slI and that (see (3.19))
EmN+1,nN(−1)
ℓ+11′ = 0.(3.21)
Then the highest weight ŝlI-module U(ŝlI)1
′ is integrable and hence irreducible
(see [K]), which implies U(ŝlI)1
′ = U(ŝlI)v. Thus
1′ ∈ U(ŝlI)1
′ = U(ŝlI)v ⊂ U(ŝl∞)v.
As V ′ = U(ŝl∞)1
′, we get V ′ = U(ŝl∞)v. This proves that V
′ is an irreducible
ŝl∞-module, and hence J
′ = J
ŝl∞
(ℓ, 0). Now, the proof is complete. 
The following notion (cf. [ER]) is similar to the notion of integrable module for
affine Kac-Moody algebras:
Definition 3.12. An ŝlN(Cq)-module W is said to be integrable if for any 1 ≤ i 6=
j ≤ N, m0, m1 ∈ Z, Ei,jt
m0
0 t
m1
1 acts locally nilpotently on W .
Notice that for any 1 ≤ i 6= j ≤ N, m, n ∈ Z, from (2.3) we have
[(Ei,jt
m
1 ) (x1), (Ei,jt
n
1 ) (x2)] = 0 in ĝlN(Cq)[[x
±1
1 , x
±1
2 ]](3.22)
and hence this is true in ŝlN (Cq)[[x
±1
1 , x
±1
2 ]]. The following is analogous to a result
for affine Kac-Moody algebras:
Proposition 3.13. Let W be a restricted ŝlN(Cq)-module of level ℓ ∈ C. Then W
is integrable if and only if ℓ is a nonnegative integer and
(Ei,jt
m
1 ) (x)
ℓ+1 = 0 on W
for all 1 ≤ i 6= j ≤ N and m ∈ Z.
Proof. Let {e, h, f} be the standard basis of sl2 such that
[e, f ] = h, [h, e] = 2e, [h, f ] = −2f.(3.23)
It was known (see [LP], [DLM]) that a restricted module U of level ℓ for the affine
Lie algebra ŝl2 is integrable if and only if ℓ is a nonnegative integer and
e(x)ℓ+1 = 0 = f(x)ℓ+1 on U,
where a(x) =
∑
n∈Z (a⊗ t
n)x−n−1 for a ∈ sl2. For 1 ≤ i < j ≤ N, m ∈ Z, set
Âi,j(m) = Span{Ei,jt
n
0 t
m
1 , Ej,it
n
0 t
−m
1 , q
mnEi,it
n
0 − Ej,jt
n
0 +mδn,0k1,k0 | n ∈ Z}.
It is straightforward to show that Âi,j(m) is a subalgebra of ŝlN(Cq) isomorphic
to ŝl2, where an isomorphism is given by
qmnEi,jt
n
0 t
m
1 7→ e⊗ t
n, Ej,it
n
0 t
−m
1 7→ f ⊗ t
n,
qmnEi,it
n
0 − Ej,jt
n
0 +mδn,0k1 7→ h⊗ t
n, k0 7→ k
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for n ∈ Z. ThenW is an integrable Âi,j(m)-module if and only if ℓ is a nonnegative
integer and
(Ei,jt
m
1 ) (x)
ℓ+1 =
(
Ej,it
−m
1
)
(x)ℓ+1 = 0 on W.
On the other hand, from definition W is an integrable ŝlN (Cq)-module if and only
if for any 1 ≤ i < j ≤ N, m ∈ Z, W is an integrable Âi,j(m)-module. Then it
follows immediately. 
The following is a special case of [LTW, Corollary 5.3]:
Lemma 3.14. Let V be a vertex Γ-algebra, let a ∈ V such that ana = 0 for n ≥ 0,
and let ℓ be a nonnegative integer. Suppose that (W,YW ) is an equivariant quasi
V -module such that
[YW (a, x1), YW (a, x2)] = 0.
If (a−1)
ℓ+11 = 0 in V , then
YW (a, x)
ℓ+1 = 0 on W.(3.24)
On the other hand, the converse is also true if (W,YW ) is faithful.
As L
ŝl∞
(ℓ, 0) is a quotient algebra of V
ŝl∞
(ℓ, 0), in view of Proposition 3.8, (Z, χq)-
equivariant quasi L
ŝl∞
(ℓ, 0)-modules are naturally restricted ŝlN(Cq)-modules of
level ℓ. The following is the first main result of this paper:
Theorem 3.15. Let ℓ be a nonnegative integer. Then (Z, χq)-equivariant quasi
L
ŝl∞
(ℓ, 0)-modules exactly correspond to integrable restricted ŝlN (Cq)-modules of
level ℓ.
Proof. Let (W,YW ) be a (Z, χq)-equivariant quasi Lŝl∞(ℓ, 0)-module. In view of
Proposition 3.8, W is a restricted ŝlN(Cq)-module of level ℓ with
(Ei,jt
m
1 ) (x) = YW (ENm+i,j , x) for 1 ≤ i 6= j ≤ N, m ∈ Z.
Let 1 ≤ i 6= j ≤ N, m, n ∈ Z. Noticing that Nm+ i 6= Nn + j, we have
[ENm+i,Nn+j(x1), ENm+i,Nn+j(x2)] = 0
in ŝl∞, which implies
(ENm+i,Nn+j)k (ENm+i,Nn+j) = 0 for k ≥ 0(3.25)
in V
ŝl∞
(ℓ, 0) and hence in L
ŝl∞
(ℓ, 0). From Lemma 3.11 we also have
ENm+i,j(−1)
ℓ+11 = 0 in L
ŝl∞
(ℓ, 0).
On the other hand, as i 6= j, by (3.22) we have
[YW (ENm+i,j , x1), YW (ENm+i,j , x2)] = [(Ei,jt
m
1 ) (x1), (Ei,jt
m
1 ) (x2)] = 0.
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Then by Lemma 3.14 we get
YW (ENm+i,j, x)
ℓ+1 = 0 on W.
Thus
(Ei,jt
m
1 ) (x)
ℓ+1 = YW (ENm+i,j , x)
ℓ+1 = 0 on W.
In view of Proposition 3.13, W is an integrable ŝlN(Cq)-module.
On the other hand, let W be an integrable restricted ŝlN(Cq)-module of level ℓ.
By Propositions 3.8 and 3.13, there is a (Z, χq)-equivariant quasi Vŝl∞(ℓ, 0)-module
structure YW (·, x) on W such that
YW (ENm+i,Nn+j , x) = q
n (Ei,jt
m
1 ) (q
nx) for 1 ≤ i 6= j ≤ N, m, n ∈ Z.
Then we have
YW (ENm+i,Nn+j, x)
ℓ+1 = qn(ℓ+1) (Ei,jt
m
1 ) (q
nx)ℓ+1 = 0(3.26)
for 1 ≤ i 6= j ≤ N and m,n ∈ Z, noticing that
[YW (ENm+i,Nn+j, x1), YW (ENm+i,Nn+j , x1)]
= [qn (Ei,jt
m
1 ) (q
nx1), q
n (Ei,jt
m
1 ) (q
nx2)] = 0.
(3.27)
Note thatW is naturally a faithful equivariant quasi module for V
ŝl∞
(ℓ, 0)/ kerYW .
With (3.25), (3.27) and (3.26), it follows from Lemma 3.14 that
ENm+i,Nn+j(−1)
ℓ+11 = 0 in V
ŝl∞
(ℓ, 0)/ kerYW
for all 1 ≤ i 6= j ≤ N and m,n ∈ Z. Then by Lemma 3.11 YW (·, x) reduces to an
equivariant quasi module structure YW (·, x) for Lŝl∞(ℓ, 0). Consequently, W is an
equivariant quasi L
ŝl∞
(ℓ, 0)-module with the required property. 
4. Classification of irreducible equivariant quasi L
ŝl∞
(ℓ, 0)-modules
The main goal of this section is to classify irreducible N-graded (Z, χq)-equivariant
quasi L
ŝl∞
(ℓ, 0)-modules for any nonnegative integer ℓ, or equivalently irreducible
N-graded integrable ŝlN (Cq)-modules of level ℓ. Irreducible N-graded (Z, χq)-
equivariant quasi modules for the tensor product vertex Z-algebra L
ŝl∞
(ℓ1, 0)⊗ · · ·⊗
L
ŝl∞
(ℓd, 0) are also determined.
4.1. Integrable highest weight ŝlN(Cq)-modules. In this subsection, we in-
troduce a notion of highest weight ŝlN(Cq)-module and classify all irreducible
N-graded integrable highest weight ŝlN(Cq)-modules.
Note that slN(C[t0, t
−1
0 ]) ⊕ Ck0 ⊕ Cd0 is a subalgebra of s˜lN (Cq), which is iso-
morphic to the affine Kac-Moody algebra s˜lN of type A
(1)
N−1. Here, we identify s˜lN
with this subalgebra of s˜lN(Cq):
s˜lN = slN (C[t0, t
−1
0 ])⊕ Ck0 ⊕ Cd0 ⊂ s˜lN(Cq).(4.1)
EALA, VERTEX ALGEBRA, AND REDUCTIVE GROUP 23
Set
h =
N−1∑
i=1
C(Ei,i −Ei+1,i+1),(4.2)
a Cartan subalgebra of slN (= slN(C)), and set
H = h⊕ Ck0 ⊕ Cd0,(4.3)
a Cartan subalgebra of the affine Kac-Moody algebra s˜lN .
We shall use the following triangular decomposition of ŝlN (Cq):
ŝlN (Cq) = ŝlN(Cq)
+ ⊕ Ĥ ⊕ ŝlN (Cq)
−,
where
ŝlN(Cq)
± =
∑
±m0∈Z+,m1∈Z
CEi,jt
m0
0 t
m1
1 +
∑
±(j−i)∈Z+,m∈Z
CEi,jt
m
1 ,(4.4)
and
Ĥ =
∑
1≤i≤N, n∈Z
Chi,n + Ck1,(4.5)
where
hi,n = (Ei,i −Ei+1,i+1)t
n
1 for 1 ≤ i ≤ N − 1, n ∈ Z,
hN,n = −q
nE1,1t
n
1 + EN,N t
n
1 for n ∈ Z\{0},
hN,0 = k0 − (E1,1 −EN,N).
(4.6)
To emphasize the dependence on the positive integer N , we shall also alterna-
tively denote the subalgebra Ĥ by ĤN . Note that {hi,n | 1 ≤ i ≤ N, n ∈ Z}∪{k1}
is a basis of Ĥ.
Definition 4.1. An ŝlN (Cq)-module W is called a highest weight module with
highest weight λ ∈ Ĥ∗ if there exists a nonzero vector vλ ∈ W , called a highest
weight vector, such that W = U(ŝlN(Cq))vλ, ŝlN (Cq)
+vλ = 0, and
hvλ = λ(h)vλ for h ∈ Ĥ.(4.7)
An N-graded highest weight ŝlN(Cq)-module with highest weight λ ∈ Ĥ
∗ is a highest
weight ŝlN(Cq)-module W equipped with an N-grading W = ⊕n∈NW (n) such that
the highest weight vector vλ ∈ W (0).
Remark 4.2. Recall thatH = h+Ck0+Cd0 is a Cartan subalgebra of s˜lN . We see
that an N-graded highest weight ŝlN(Cq)-moduleW is an H-weight ŝlN(Cq)⊕Cd0-
module with d0 acting trivially on the highest weight vector. Then W is a highest
weight ŝlN(Cq) ⊕ Cd0-module defined in [ER] with respect to the usual partial
order on H∗.
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Note that the condition (4.7) implies that λ(k1) = 0. Now, let λ ∈ Ĥ
∗ such that
λ(k1) = 0. Let Cvλ be the one-dimensional (ŝlN(Cq)
+ + Ĥ)-module with
ŝlN(Cq)
+vλ = 0 and hvλ = λ(h)vλ for h ∈ Ĥ.
Then form an induced ŝlN (Cq)-module
V (λ) = U(ŝlN(Cq))⊗U(ŝlN (Cq)++Ĥ) Cvλ.(4.8)
It is clear that V (λ) is an (h + Ck0 + Ck1)-weight module. On the other hand,
define deg vλ = 0 to make V (λ) an N-graded highest weight ŝlN(Cq)-module. It
follows that V (λ) has a unique maximal H-weight submodule, which we denote
by Jλ. Set
L(λ) = V (λ)/Jλ,(4.9)
which is a graded irreducible ŝlN (Cq)-module. One can show that L(λ) is also an
irreducible ŝlN(Cq)-module. Furthermore, it is straightforward to see that for any
λ, µ ∈ Ĥ∗, L(λ) ≃ L(µ) as an N-graded ŝlN(Cq)-module if and only if λ = µ.
Remark 4.3. Note that for any λ ∈ Ĥ∗ such that λ(k1) = 0, every N-graded
highest weight ŝlN(Cq)-module with highest weight λ is naturally a homomorphism
image of V (λ) and any such irreducible module is isomorphic to L(λ).
Next, we identify integrable ŝlN(Cq)-modules among the irreducible highest
weight modules L(λ). We first define a class of linear functionals on Ĥ. Let k
be a positive integer. For any pair
(λ, c) ∈ (H∗)k × (C×)k(4.10)
with λ = (λ1, . . . , λk), c = (c1, . . . , ck), we define a linear functional ηλ,c on Ĥ by
ηλ,c(k1) = 0 and
ηλ,c(hj,n) =
k∑
i=1
λi(hj,0)c
n
i for 1 ≤ j ≤ N, n ∈ Z.(4.11)
In particular, for any λ ∈ H∗, c ∈ C×, we have a linear functional ηλ,c. Then
ηλ,c = ηλ1,c1 + · · ·+ ηλk,ck .
Set
P+ = {λ ∈ H
∗ | λ(hi,0) ∈ N, λ(d0) = 0 for 1 ≤ i ≤ N},(4.12)
the set of dominant integral weights of s˜lN .
The following is a classification result (cf. [ER, CT]):
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Proposition 4.4. Let (λ, c) ∈ (P+)
k × (C×)k with k a positive integer. Then
the irreducible N-graded highest weight ŝlN (Cq)-module L(ηλ,c) is integrable. Fur-
thermore, every irreducible integrable N-graded highest weight ŝlN (Cq)-module is
isomorphic to a module of this form.
Remark 4.5. Note that the first assertion of Proposition 4.4 was proved in [ER],
while the second assertion was proved for Lie algebra ŝlN(Cq) ⊕ Cd0 under the
assumption that the H-weight subspaces of W are finite-dimensional.
To prove Proposition 4.4, we shall need a result on level zero integrable modules
for affine Lie algebra ŝl2. Let {e, h, f} be the standard basis of sl2 and let χ : Z→ C
be any function. An ŝl2-module W of level zero is called a loop-highest weight
module with loop-highest weight χ if there is a nonzero vector w in W such that
W = U(ŝl2)w, (e⊗ t
m)w = 0, (h⊗ tm)w = χ(m)w for m ∈ Z.(4.13)
The notion “loop-highest weight module” (see [CG] for example) is designated to
distinguish this from the standard highest weight module (see [K]).
Lemma 4.6. If there exists an integrable loop-highest weight ŝl2-module W with
a nonzero loop-highest weight χ, then there exist finitely many positive integers
p1, . . . , pk and nonzero complex numbers b1, . . . , bk such that
χ(m) =
k∑
j=1
pj b
m
j for m ∈ Z.
Proof. Recall from [BZ] that χ is called an exp-polynomial if there exist finitely
many polynomials f1, . . . , fk and nonzero complex numbers b1, . . . , bk such that
χ(m) =
∑k
j=1 fj(m) b
m
j for all m ∈ Z. A result of Kac-Jocobsen (see [JK, Propo-
sition 6.2]) states that if χ is not an exp-polynomial, then the Verma type loop-
highest weight ŝl2-module with loop-highest weight χ is irreducible. On the other
hand, every Verma type loop-highest weight ŝl2-module is not integrable. As W
is assumed to be integrable, the Verma type loop-highest weight ŝl2-module with
loop-highest weight χ must be reducible and hence χ is an exp-polynomial.
Let w be a (nonzero) loop-highest weight vector in W . Then hw = nw for some
nonnegative integer n as w is a highest weight vector in the integrable sl2-module
W . Noticing that W = U(Cf ⊗ C[t, t−1])w, we have
W = ⊕m∈Z,m≤nWm with Wn = Cw,
where Wm = {w ∈ W | hw = mw}. Since W is an integrable sl2-module, we
have W = ⊕m∈Z,|m|≤nWm. From [BZ], all the h-weight subspaces of the (unique)
irreducible quotient module W of W are finite-dimensional. Consequently, W is
finite-dimensional. Then this lemma follows from [CP, Proposition 2.1 (iii)]. 
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Proof of Proposition 4.4: The first assertion was proved in [ER]. (This
also follows from an explicit realization of L(ηλ,c) in Section 6.) Now, let W be an
irreducible integrable N-graded highest weight ŝlN (Cq)-module with highest weight
χ and highest weight vector v. For 1 ≤ i ≤ N − 1, set
ai = Span{Ei,i+1t
n
1 , Ei+1,it
n
1 , hi,n, k1 | n ∈ Z},
and set
aN = Span{q
nEN,1t0t
n
1 , E1,N t
−1
0 t
n
1 , hN,n, k1 | n ∈ Z}.
It can be readily seen that ai for 1 ≤ i ≤ N are subalgebras of ŝlN(Cq), which are
isomorphic to ŝl2. Then for every i, U(ai)v is an integrable loop-highest weight
ŝl2-module with loop-highest weight χi, where
χi(n) = χ(hi,n) for n ∈ Z.
By Lemma 4.6, for each 1 ≤ i ≤ N , there exist finitely many nonzero complex
numbers bi,1, . . . , bi,ki and nonnegative integers pi,1, . . . , pi,ki such that
χi(m) =
ki∑
j=1
pi,jb
m
i,j for m ∈ Z.
Let c1, . . . , cr be all the distinct elements of {bi,j | 1 ≤ i ≤ N, 1 ≤ j ≤ ki}. Then
χi(m) =
r∑
j=1
qi,jc
m
j for 1 ≤ i ≤ N, m ∈ Z,
where qi,j are nonnegative integers which are independent of m. Define r linear
functionals λ1, . . . , λr on H by λi(hj,0) = qi,j for 1 ≤ i, j ≤ N and λi(d0) = 0. We
have λi ∈ P+ and χ = ηλ,c. Then W is isomorphic to L(ηλ,c), as desired.
Remark 4.7. Recall that a fundamental dominant weight is an element λ ∈ P+
such that λ(k0) = 1. Let (λ, c) ∈ P
k
+ × (C
×)k with λi 6= 0 for 1 ≤ i ≤ k.
Set ℓi = λi(k0) ∈ Z+. Furthermore, set ℓ = ℓ1 + · · · + ℓk. Note that ηλ,c +
ηλ′,c′ = η(λ,λ′),(c,c′) and ηλ+µ,c = η(λ,µ),(c,c). It then follows that there exists a pair
(µ,d) ∈ P ℓ+ × (C
×)ℓ such that ηλ,c = ηµ,d, where µ = (µ1, . . . , µℓ) with µ1, . . . , µℓ
fundamental dominant weights.
It is known (see [DLM]) that every irreducible integrable restricted module for
any (untwisted) affine Kac-Moody Lie algebra is a highest weight module. For the
extended affine Lie algebra ŝlN(Cq), we have the following result:
Proposition 4.8. Let W = ⊕n∈NW (n) be a nonzero N-graded integrable ŝlN (Cq)-
module on which k0 and k1 act as scalars ℓ0 and ℓ1, respectively. Then ℓ0 is a
nonnegative integer, ℓ1 = 0, and ΩW is a nonzero Ĥ-submodule of W , where
ΩW = {w ∈ W | ŝlN(Cq)
+w = 0}.(4.14)
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Furthermore, every irreducible N-graded integrable (restricted) ŝlN(Cq)-module is
a highest weight module.
Proof. For the first assertion, by Proposition 3.13, ℓ0 is a nonnegative integer. We
now prove ℓ1 = 0. Fix two integers i, j with 1 ≤ i < j ≤ N . Let m ∈ Z. Note
that the correspondence
e 7→ Ei,jt
m
1 , f 7→ Ej,it
−m
1 , h 7→ Ei,i − Ej,j +mk1
gives rise to a Lie algebra embedding of sl2 into ŝlN(Cq). Under this embedding,
W becomes an sl2-module on which e and f act locally nilpotently. Then W is an
integrable sl2-module and hence it is a direct sum of finite-dimensional irreducible
sl2-modules. Let v be a (nonzero) highest weight vector of weight k. As
hv = (Ei,i −Ej,j +mk1)v = (k +mℓ1)v,
k +mℓ1 must be a nonnegative integer. Thus k +mℓ1 ∈ N for all m ∈ Z, which
implies ℓ1 = 0.
Now that k1 acts trivially, W is an integrable module for the loop algebra
slN(C[t1, t
−1
1 ]). AsW is an N-graded module, there exists n ∈ N such thatW (n) 6=
0 and W (m) = 0 for all m < n. Then
(Ei,jt
m0
0 t
m1
1 )W (n) ⊂W (n−m0) = 0(4.15)
for all 1 ≤ i, j ≤ N, m0 ≥ 1, m1 ∈ Z. Notice that W (n) is an slN(C[t1, t
−1
1 ])-
submodule ofW . AsW is an integrable restricted ŝlN(Cq)-module, by Proposition
3.13 we have (Ei,jt
m
1 )(z)
ℓ0+1 = 0 for 1 ≤ i 6= j ≤ N, m ∈ Z. This together with
(4.15) implies that (Ei,jt
m
1 )
ℓ0+1 = 0 on W (n) for all m ∈ Z. In particular, we have
Eℓ+1i,j = 0 onW (n) for all 1 ≤ i 6= j ≤ N . ThenW (n) is a direct sum of some finite-
dimensional irreducible slN -modules L(λ) where λ are dominant integral weights
satisfying the condition λ(θ∨) ≤ ℓ (with θ denoting the highest positive root). As
there are only finitely many such dominant integral weights, there exists λ ∈ h∗
such that W (n)λ 6= 0 and W (n)λ+α = 0 for any positive root α of slN . Then
(ŝlN(Cq)
+)W (n)λ = 0. Thus we have W (n)λ ⊂ ΩW , proving that ΩW 6= 0. As
[ŝlN (Cq)
+, Ĥ] ⊂ ŝlN(Cq)
+, it follows that ΩW is an Ĥ-submodule of W .
Now, assume that W is an irreducible N-graded integrable ŝlN (Cq)-module.
Then k0 and k1 act as scalars ℓ0 and ℓ1 on W , respectively. As k1 acts trivially
on W by the first assertion, ΩW becomes a module for the abelian Lie algebra
Ĥ/Ck1. Furthermore, the irreducibility of W implies that ΩW is an irreducible
Ĥ-module. Consequently, ΩW = Cvλ for some vλ ∈ ΩW ∩Wλ. It then follows that
W is a highest weight ŝlN(Cq)-module with highest weight vector vλ. 
Combining Propositions 4.8 and 4.4 we immediately have:
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Corollary 4.9. Every irreducible N-graded integrable ŝlN(Cq)-module of level ℓ ∈
N is isomorphic to L(ηλ,c) for some λ = (λ1, . . . , λk) ∈ (P+)
k and c = (c1, . . . , ck) ∈
(C×)k with k a positive integer such that
∑k
i=1 λi(k0) = ℓ.
Combining Corollary 4.9 with Remark 3.10 and Theorem 3.15, we immediately
have the main result of this section:
Theorem 4.10. For any ℓ ∈ N, irreducible N-graded (Z, χq)-equivariant quasi
L
ŝl∞
(ℓ, 0)-modules up to isomorphism are exactly the irreducible integrable N-graded
highest weight ŝlN(Cq)-modules L(ηλ,c) for λ = (λ1, . . . , λk) ∈ (P+)
k and c =
(c1, . . . , ck) ∈ (C
×)k with k ∈ Z+ such that
∑k
i=1 λi(k0) = ℓ.
Furthermore, we have:
Lemma 4.11. Let (λ, c) ∈ (H∗)r × (C×)r with r a positive integer such that
ηλ,c 6= 0. Then there exists
(µ,d) = ((µ1, . . . , µs), (d1, . . . , ds)) ∈ (H
∗)s × (C×)s
for some positive integer s, satisfying the condition
µ1, . . . , µs are nonzero and d1, . . . , ds are distinct,(4.16)
such that ηλ,c = ηµ,d. Furthermore, assume (µ
′,d′) ∈ (H∗)s
′
× (C×)s
′
is another
pair satisfying the same condition above. Then ηµ,d = ηµ′,d′ if and only if s = s
′
and there is a permutation τ ∈ Ss such that
µτ(i) = µ
′
i and dτ(i) = d
′
i for i = 1, . . . , s.
Proof. Write λ = (λ1, . . . , λr) ∈ (H
∗)r and c = (c1, . . . , cr) ∈ (C
×)r. Let c′1, . . . , c
′
k
be all the distinct numbers in {c1, . . . , cr}. Define λ
′ = (λ′1, . . . , λ
′
k) with λ
′
j =∑
i,ci=c′j
λi ∈ H
∗ for 1 ≤ j ≤ k. Then ηλ,c = ηλ′,c′. As ηλ,c 6= 0, we have λ
′
j 6= 0
for some j. Let µ1, . . . , µs be all the nonzero elements in the list λ
′
1, . . . , λ
′
k and
let d1, . . . , ds be the corresponding nonzero numbers in the list c
′
1, . . . , c
′
k. Then we
have ηλ,c = ηµ,d with µ = (µ1, . . . , µs) and d = (d1, . . . , ds), as desired.
Note that for any (λ, c) ∈ (H∗)r× (C×)r with c1, . . . , cr distinct, ηλ,c = 0 if and
only if λi = 0 for all i. Assume ηµ,d = ηµ′,d′. Set
I = {1 ≤ i ≤ s | di 6= d
′
j for all 1 ≤ j ≤ s
′}.
If I 6= ∅, the equality ηµ,d = ηµ′,d′ implies∑
i∈I
ηµi,di +
s′∑
j=1
ηνj ,d′j = 0
for some νj ∈ h
∗. This is impossible as di with i ∈ I and d
′
1, . . . , d
′
s′ are all distinct
and µi 6= 0 for i ∈ I. Thus I = ∅, i.e., {d1, . . . , ds} ⊂ {d
′
1, . . . , d
′
s′}. Symmetri-
cally, we have {d′1, . . . , d
′
s′} ⊂ {d1, . . . , ds}. Thus {d1, . . . , ds} = {d
′
1, . . . , d
′
s′}. In
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particular, we have s = s′ and there exists a permutation τ such that dτ(i) = d
′
i
for i = 1, . . . , s. Furthermore, we have
ηµ,d =
s∑
i=1
ηµi,di =
s∑
i=1
ηµτ(i),dτ(i) =
s∑
i=1
ηµτ(i),d′i and ηµ′,d′ =
s∑
i=1
ηµ′i,d′i ,
which imply µτ(i) = µ
′
i for i = 1, . . . , s. 
4.2. Irreducible equivariant quasi L
ŝl∞
(ℓ1, 0)⊗· · ·⊗Lŝl∞(ℓd, 0)-modules. Let
d be a positive integer and let ℓ1, . . . , ℓd, N1, . . . , Nd be positive integers with Ni ≥ 2
for 1 ≤ i ≤ d. Set ℓ = (ℓ1, . . . , ℓd). From Example 3.6, we have a simple Z-graded
vertex Z-algebra
L
ŝl∞
(ℓ, 0) := (L
ŝl∞
(ℓ1, 0), ρN1)⊗ · · · ⊗ (Lŝl∞(ℓr, 0), ρNd),(4.17)
recalling that (L
ŝl∞
(ℓi, 0), ρNi) denotes the simple vertex Z-algebra Lŝl∞(ℓi, 0) with
the Z-action on sl∞ given by ρNi. For 1 ≤ i ≤ d, we view (Lŝl∞(ℓi, 0), ρNi) as a
vertex Z-subalgebra of L
ŝl∞
(ℓ, 0) in the obvious way. The main goal of this section
is to prove the following (cf. [FHL, Theorem 4.7.4]):
Proposition 4.12. LetWi be an irreducible (Z, χq)-equivariant quasi (Lŝl∞(ℓi, 0), ρNi)-
module for 1 ≤ i ≤ d. Then the tensor product equivariant quasi L
ŝl∞
(ℓ, 0)-module
W1⊗· · ·⊗Wd is irreducible. On the other hand, every irreducible N-graded (Z, χq)-
equivariant quasi L
ŝl∞
(ℓ, 0)-module is isomorphic to such a tensor product module.
Proof. Note that each Wi is of countable dimension over C, so that the Schur
lemma holds. Then the first assertion follows from the Jacobson density theorem
just as in [FHL]. Now, we consider the second assertion. Let W be any irreducible
N-graded (Z, χq)-equivariant quasi Lŝl∞(ℓ, 0)-module. Then for each 1 ≤ i ≤ d, W
is naturally an N-graded (Z, χq)-equivariant quasi Lŝl∞(ℓi, 0)-module, and for 1 ≤
i 6= j ≤ d, the actions of L
ŝl∞
(ℓi, 0) and Lŝl∞(ℓj, 0) on W commute. By Theorem
3.15, W is naturally an N-graded integrable and restricted ŝlNi(Cq)-module of
level ℓi. Furthermore, the actions of ŝlNi(Cq) and ŝlNj(Cq) on W commute for
1 ≤ i 6= j ≤ d. By Proposition 4.8, we have ΩiW 6= 0, where
ΩiW = {w ∈ W | ŝlNi(Cq)
+w = 0}.
For 1 ≤ i 6= j ≤ d, as [ŝlNi(Cq), ŝlNj (Cq)] = 0 on W we have ŝlNj (Cq)Ω
i
W ⊂ Ω
i
W .
It follows (from the first part of Proposition 4.8) that ∩di=1Ω
i
W 6= 0. Set
K = ŝlN1(Cq)⊕ · · · ⊕ ŝlNd(Cq).
As an irreducible N-graded (Z, χq)-equivariant quasi Lŝl∞(ℓ, 0)-module, W is also
an irreducible N-graded K-module. From the proof of the second assertion of
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Proposition 4.8, we conclude that ∩di=1Ω
i
W = Cv, where v ∈ ∩
d
i=1Ω
i
W and there
exists a linear functional λ on ĤN1 ⊕ · · · ⊕ ĤNd such that W = U(K)v and
hv = λ(h)v for h ∈ ĤN1 ⊕ · · · ⊕ ĤNd.
Given a linear functional λ on ĤN1 ⊕ · · · ⊕ ĤNd, we say that a K-module M is
a highest weight module of highest weight λ if there is a nonzero vector w ∈ M
such that U(K)w =M , (ŝlN1(Cq)
+ ⊕ · · · ⊕ ŝlNd(Cq)
+)w = 0 and
hw = λ(h)w for h ∈ ĤN1 ⊕ · · · ⊕ ĤNd.
That is, W is an N-graded highest weight K-module. On the other hand, we define
Verma module MK(λ) in the obvious way, which is a universal N-graded highest
weight K-module. Note that MK(λ) has a unique irreducible N-graded quotient
module. Consequently, irreducible N-graded highest weight K-modules of highest
weight λ are unique up to isomorphism. It then follows that any irreducible N-
graded highest weight K-module of highest weight λ is isomorphic to the tensor
product K-module
L(λ|ĤN1
)⊗ · · · ⊗ L(λ|ĤNd
),
where L(λ|ĤN1
) is the irreducible highest weight ŝlNi(Cq)-module with highest
weight λ|ĤNi
∈ (ĤNi)
∗. This proves the second assertion. 
5. Fermionic Fock modules and (ĝlN(Cq),GLIa)-duality
In this section, we give a family of fermionic Fock modules for ĝlN(Cq) and
establish a duality between ĝlN(Cq) and Levi subgroups of GLℓ(C) .
We start by recalling from [G3] a fermionic representation of ĝlN(Cq). Let N
and ℓ be positive integers with N ≥ 2 as before. Define CℓN to be the associative
(Clifford) algebra with generators
ψµi (m), ψ¯
µ
i (m) (where 1 ≤ i ≤ N, 1 ≤ µ ≤ ℓ, m ∈ Z),
subject to relations
ψµi (m)ψ
ν
j (n) + ψ
ν
j (n)ψ
µ
i (m) = 0, ψ¯
µ
i (m)ψ¯
ν
j (n) + ψ¯
ν
j (n)ψ¯
µ
i (m) = 0,
ψµi (m)ψ¯
ν
j (n) + ψ¯
ν
j (n)ψ
µ
i (m) = δi,jδµ,νδm+n,01
for 1 ≤ i, j ≤ N , 1 ≤ µ, ν ≤ ℓ, m,n ∈ Z. Form generating functions
ψµi (x) =
∑
m∈Z
ψµi (m)x
−m and ψ¯µi (x) =
∑
m∈Z
ψ¯µi (m)x
−m
for 1 ≤ i ≤ N , 1 ≤ µ ≤ ℓ. It is clear that CℓN is a Z-graded algebra with
degψµi (n) = deg ψ¯
µ
i (n) = −n(5.1)
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for 1 ≤ i ≤ N , 1 ≤ µ ≤ ℓ. Set
(CℓN )
an = 〈ψµi (m+ 1), ψ¯
µ
i (m) | 1 ≤ i ≤ N, 1 ≤ µ ≤ ℓ, m ∈ N〉,
(CℓN )
cr = 〈ψµi (−m), ψ¯
µ
i (−m− 1) | 1 ≤ i ≤ N, 1 ≤ µ ≤ ℓ, m ∈ N〉,
(the subalgebras of CℓN generated by the indicated elements). We have
CℓN ≃ (C
ℓ
N)
cr ⊗ (CℓN)
an
as a vector space.
Denote by F ℓN the C
ℓ
N -module generated by vector |0〉, subject to relations
ψµi (m+ 1)|0〉 = ψ¯
µ
i (m)|0〉 = 0 for 1 ≤ i ≤ N, 1 ≤ µ ≤ ℓ, m ∈ N.(5.2)
Then F ℓN = (C
ℓ
N)
cr as a (CℓN )
cr-module. It is well known that F ℓN is an irreducible
CℓN -module. Defining deg |0〉 = 0, we make F
ℓ
N an N-graded C
ℓ
N -module
F ℓN = ⊕n∈NF
ℓ
N(n)(5.3)
with F ℓN(n) denoting the homogeneous subspace of degree n. It is straightforward
to show that F ℓN(n) is finite-dimensional for every n ∈ N.
Following [G3], we introduce the following normal ordering:
(5.4) : ψµi (m)ψ¯
ν
j (n) :=
{
ψµi (m)ψ¯
ν
j (n) if m ≤ n,
−ψ¯νj (n)ψ
µ
i (m) if m > n
for 1 ≤ i, j ≤ N , 1 ≤ µ, ν ≤ ℓ, m, n ∈ Z.
Remark 5.1. For 1 ≤ i, j ≤ N , 1 ≤ µ, ν ≤ ℓ, m, n ∈ Z, it is straightforward to
show that the normal ordering defined in (5.4) coincides with the one defined by
: ψµi (m)ψ¯
ν
j (n) :=
{
ψµi (m)ψ¯
ν
j (n) if n ≥ 0,
−ψ¯νj (n)ψ
µ
i (m) if n < 0.
For 1 ≤ i, j ≤ N, m ∈ Z and a = (a1, . . . , aℓ) ∈ (C
×)ℓ, define a field
Ψai,j(m, x) =
{∑ℓ
p=1 : ψ
p
i (x)ψ¯
p
j (x) : if m = 0∑ℓ
p=1 a
m
p
(
: ψpi (x)ψ¯
p
j (q
mx) : +δi,j
qm
1−qm
)
if m 6= 0.
Furthermore, use the expansion
Ψai,j(m, x) =
∑
n∈Z
Ψai,j(n,m)x
−n(5.5)
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to define operators Ψai,j(n,m) ∈ End
(
F ℓN
)
. Explicitly, we have
Ψai,j(n, 0) =
ℓ∑
p=1
∑
k∈Z
: ψpi (n− k)ψ¯
p
j (k) :,
Ψai,j(n,m) =
ℓ∑
p=1
amp
(∑
k∈Z
q−mk : ψpi (n− k)ψ¯
p
j (k) : +δn,0δi,j
qm
1− qm
)(5.6)
for m 6= 0. The following is a generalization of a result of [G3]:
Proposition 5.2. Let ℓ be a positive integer and let a ∈ (C×)ℓ. Then F ℓN is a
ĝlN(Cq)-module with k0 = ℓ, k1 = 0, and
Ei,jt
m0
0 t
m1
1 = Ψ
a
i,j(m0, m1) for 1 ≤ i, j ≤ N, m0, m1 ∈ Z.(5.7)
Furthermore, F ℓN is an integrable and restricted ŝlN(Cq)-module which is N-graded
with finite-dimensional homogeneous subspaces.
Proof. In case that ℓ = 1 and a = a1 = 1, this was proved in [G3]. Denote
this particular ĝlN(Cq)-module simply by FN . Now, we consider the general case.
Associated to the ℓ-tuple a, we have an evaluation ĝlN(Cq)-module (FN)(a1) ⊗
· · · ⊗ (FN)(aℓ), where
(FN)(a1)⊗ · · · ⊗ (FN)(aℓ) = F
⊗ℓ
N
as a vector space and where k0 = ℓ, k1 = 0, and
Ei,jt
m0
0 t
m1
1 (v1 ⊗ · · · ⊗ vℓ) =
ℓ∑
r=1
am1r (v1 ⊗ · · · ⊗Ei,jt
m0
0 t
m1
1 vr ⊗ · · · ⊗ vℓ)
for 1 ≤ i, j ≤ N , m0, m1 ∈ Z, and vr ∈ FN . Then through the natural identifica-
tion of F ℓN with (FN)(a1)⊗ · · · ⊗ (FN)(aℓ), we obtain a ĝlN(Cq)-module structure
on F ℓN with the action given by (5.7) as desired.
For the second assertion, using the fact that F ℓN is a tensor product of level
1 ŝlN(Cq)-modules, it suffices to deal with the case with ℓ = 1. It is clear from
(5.6) that the ŝlN(Cq)-module FN is restricted. For the integrability, in view of
Proposition 3.13, it suffices to show that for 1 ≤ i 6= j ≤ N and m1 ∈ Z,
Ψai,j(m1, x1)Ψ
a
i,j(m1, x2) = Ψ
a
i,j(m1, x2)Ψ
a
i,j(m1, x1)
and Ψai,j(m1, x)
2 = 0 on FN . Note that
ψ1i (x1)ψ
1
i (x2) = −ψ
1
i (x2)ψ
1
i (x1), ψ¯
1
j (x1)ψ¯
1
j (x2) = −ψ¯
1
j (x2)ψ¯
1
j (x1),
which imply ψ1i (x)
2 = 0 and ψ¯1j (x1)
2 = 0. On the other hand, as i 6= j, we also
have ψ1i (x1)ψ¯
1
j (x2) = −ψ¯
1
j (x2)ψ
1
i (x1), which implies
: ψ1i (x)ψ¯
1
j (q
m1x) := ψ1i (x)ψ¯
1
j (q
m1x).
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Then
Ψai,j(m1, x) = a
m1
1 : ψ
1
i (x)ψ¯
1
j (q
m1x) := am11 ψ
1
i (x)ψ¯
1
j (q
m1x).
It follows that
Ψai,j(m1, x1)Ψ
a
i,j(m1, x2) = Ψ
a
i,j(m1, x2)Ψ
a
i,j(m1, x1)
and
Ψai,j(m1, x1)Ψ
a
i,j(m1, x2) = −a
2m1
1 ψ
1
i (x1)ψ
1
i (x2)ψ¯
1
j (q
m1x1)ψ¯
1
j (q
m1x2),
which implies Ψai,j(m1, x)
2 = 0. This completes the proof. 
Definition 5.3. For a ∈ (C×)ℓ, denote by
ρa : ĝlN (Cq) −→ End(F
ℓ
N)(5.8)
the representation of ĝlN(Cq) on F
ℓ
N obtained in Proposition 5.2, and we also
denote by FaN the ĝlN (Cq)-module.
Next, we present an analogue in the toroidal setting of the skew (glN(C),GLℓ(C))-
duality. Let n be a positive integer. Set GLn = GLn(C), let Hn be the subgroup
of GLn, consisting of diagonal matrices, and let N
+
n be the subgroup consisting of
upper-triangular unipotent matrices. Following [GW], set
Zn++ = {µ = (µ1, . . . , µn) ∈ Z
n | µ1 ≥ µ2 ≥ · · · ≥ µn}(5.9)
and view each µ = (µ1, . . . , µn) ∈ Z
n
++ as a dominant regular character of Hn by
µ(h) = hµ = hµ11 · · ·h
µn
n for h = diag{h1, . . . , hn} ∈ Hn.
For µ ∈ Zn++, denote by LGLn(µ) the irreducible highest weight GLn-module of
highest weight µ. A basic fact is that LGLn(µ) is regular, finite-dimensional, and
the space of N+n -fixed vectors of weight µ is 1-dimensional.
More generally, let ℓ be a positive integer and let I be a partition of {1, . . . , ℓ}
with the associated equivalence relation denoted by ∼. Define
GLI = {(cij)
ℓ
i,j=1 ∈ GLℓ | cij = 0 if i 6∼ j},(5.10)
the Levi subgroup of GLℓ associated to I. Correspondingly, we have the following
linear algebraic subgroups of GLI:
N+
I
= N+ℓ ∩GLI and HI = Hℓ ∩GLI.(5.11)
Then we identify dominant regular characters of HI with elements of
ZI++ := {µ = (µ1, . . . , µℓ) ∈ Z
ℓ | µi ≥ µj for 1 ≤ i, j ≤ ℓ, i ∼ j, i < j}.(5.12)
For each µ ∈ ZI++, denote by LGLI(µ) the finite-dimensional irreducible highest
weight GLI-module of highest weight µ.
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Let W be any locally regular GLI-module of countable dimension. Then W is
a direct sum of finite-dimensional irreducible regular GLI-modules (cf. [GW]):
W =
⊕
µ∈P (W )
WN
+
I (µ)⊗ L(µ),
where WN
+
I (µ) denotes the space of N+
I
-fixed vectors of weight µ in W and
P (W ) = {µ ∈ ZI++ | W
N+
I (µ) 6= 0}.
Definition 5.4. Let L be a Lie algebra and let V be a vertex Γ-algebra. We
say that (L,GLI) (resp. (V,GLI)) is a (Howe) dual pair on a locally regular GLI-
module W if (i) W is an L-module (resp. equivariant quasi V -module) such that
the actions of L (resp. V ) and GLI commute. (ii) For every µ ∈ P (W ), the
L-submodule (resp. equivariant quasi V -submodule) WN
+
I (µ) of W is irreducible.
(iii) For any µ,ν ∈ P (W ), WN
+
I (µ) ∼= WN
+
I (ν) if and only if µ = ν.
Recall from [FF] that F ℓN is a module for the general Lie algebra glℓ with
Er,s =
N∑
i=1
∑
n∈Z
: ψri (−n)ψ¯
s
i (n) :(5.13)
for 1 ≤ r, s ≤ ℓ. It is clear that F ℓN = ⊕n∈ZF
ℓ
N(n) (recall (5.3)) is a direct sum
of finite-dimensional glℓ-submodules. Then this glℓ-module structure on F
ℓ
N gives
rise to a module structure for GLℓ. Furthermore, for any partition I of {1, . . . , ℓ},
F ℓN is a locally regular GLI-module.
Definition 5.5. For any positive integer ℓ, define
(C×)ℓq = {(a1, . . . , aℓ) ∈ (C
×)ℓ | either ai = aj or ai /∈ ajΓq for 1 ≤ i, j ∈ ℓ},
where Γq = {q
n | n ∈ Z}. Furthermore, for any a ∈ (C×)ℓq, we define an equivalence
relation ∼a on {1, . . . , ℓ} by i ∼a j if and only if ai = aj for 1 ≤ i, j ≤ ℓ, and
denote by Ia the partition of {1 . . . , ℓ} associated to ∼a.
The following is the main result of this section:
Theorem 5.6. For any a ∈ (C×)ℓq with ℓ a positive integer, (ĝlN(Cq),GLIa) is a
dual pair on the Fock space F ℓN with the ĝlN(Cq)-module structure afforded by ρa.
The rest of this section is devoted to the proof of this theorem. We start with
a duality result of [F]. Set
gl∞ = gl∞ ⊕ Ck,(5.14)
a one-dimensional central extension of Lie algebra gl∞, where
[A,B] = AB − BA+
∑
i≤0
tr([Ei,i, A]B)k
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for A,B ∈ gl∞ (see [DJKM]). It is known (see [F]) that F
ℓ
N is a gl∞-module of
level ℓ (with k = ℓ), where
EmN+i,nN+j =
ℓ∑
p=1
: ψpi (−m)ψ¯
p
j (n) :(5.15)
for 1 ≤ i, j ≤ N, m, n ∈ Z. Furthermore, we have (see [F]; cf. [FKRW, W1]):
Proposition 5.7. Let N and ℓ be positive integers. Then (gl∞,GLℓ) is a dual pair
on F ℓN . Furthermore, for any partition I = {S1, . . . , Ss} of {1, . . . , ℓ}, (gl
⊕s
∞ ,GLI)
is a dual pair on F ℓN .
Note that for Proposition 5.7 the gl
⊕s
∞ -action on F
ℓ
N is given by
ır(k) = |Sr|, ır(ENm+i,Nn+j) =
∑
p∈Sr
: ψpi (−m)ψ¯
p
j (n) :(5.16)
for 1 ≤ r ≤ s, 1 ≤ i, j ≤ N, m, n ∈ Z, where ır denotes the identification map of
gl∞ with the r-th component of gl
⊕s
∞ .
Lemma 5.8. Let ℓ be a positive integer and let a ∈ (C×)ℓq with the associated
partition Ia = {S1, . . . , Ss}. Then a subspace U of F
ℓ
N is a ĝlN (Cq)-submodule
through ρa if and only if U is a gl
⊕s
∞ -submodule. Furthermore, for any ĝlN(Cq)-
submodules V and W of F ℓN , a linear map f from V to W is a ĝlN (Cq)-module
homomorphism if and only if f is a gl
⊕s
∞ -module homomorphism.
Proof. For 1 ≤ i, j ≤ N, m0, m1 ∈ Z, set
Ei,j(m0, 0) = Ei,jt
m0
0 ,
Ei,j(m0, m1) = Ei,jt
m0
0 t
m1
1 + δi,jδm0,0
qm1
qm1 − 1
(
ℓ∑
r=1
am1r
)
k0
ℓ
∈ ĝlN(Cq)
for m1 6= 0. Then a subspace U of F
ℓ
N (= F
a
N) is a ĝlN(Cq)-submodule if and only
if Ei,j(m0, m1)U ⊂ U for all 1 ≤ i, j ≤ N, m0, m1 ∈ Z. On the other hand, from
(5.6) and (5.7) we have
Ei,j(m0, m1)v =
∑
k∈Z
s∑
r=1
(brq
−k)m1
(∑
p∈Sr
: ψpi (m0 − k)ψ¯
p
j (k) : v
)
(5.17)
for v ∈ FaN , where br = ap for p ∈ Sr. This together with (5.16) implies that every
gl
⊕s
∞ -submodule of F
ℓ
N is a ĝlN (Cq)-submodule of F
a
N .
Now, let V be a ĝlN (Cq)-submodule of F
a
N (= F
ℓ
N). Let 1 ≤ i, j ≤ N , m0 ∈ Z
and v ∈ V be fixed. Then there is a finite subset K of Z such that∑
p∈Sr
: ψpi (m0 − k)ψ¯
p
j (k) : v = 0 for all 1 ≤ r ≤ s, k /∈ K.
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Using this we get∑
k∈K
s∑
r=1
(brq
−k)m1
(∑
p∈Sr
: ψpi (m0 − k)ψ¯
p
j (k) : v
)
∈ V
for 1 ≤ m1 ≤ s|K|. As q is not a root of unity and bi /∈ bjΓq for 1 ≤ i 6= j ≤ s, we
have that brq
−k are distinct for all 1 ≤ r ≤ s, k ∈ Z. Then we obtain∑
p∈Sr
: ψpi (m0 − k)ψ¯
p
j (k) : v ∈ V for 1 ≤ r ≤ s, k ∈ K.
Note that this is also true for k /∈ K. Combining this with (5.16), we conclude
that V is a gl
⊕s
∞ -submodule of F
ℓ
N . This proves the first assertion. The second
assertion can be proved similarly. 
Proof of Theorem 5.6: Now we can conclude the proof: From Proposition
5.7, the glℓ-action given by (5.13) on F
ℓ
N with
Er,s =
N∑
i=1
∑
n∈Z
: ψri (−n)ψ¯
s
i (n) :
for 1 ≤ r, s ≤ ℓ commutes with the action of gl∞ with
EmN+i,nN+j =
ℓ∑
r=1
: ψri (−m)ψ¯
r
j (n) :
for m,n ∈ Z, 1 ≤ i, j ≤ N . Then we see that the glℓ-action given by (5.13) on
F ℓN commutes with the ĝlN(Cq)-action given by (5.7) and (5.6) through ρa. Since
(gl
⊕s
∞ ,GLIa) is a dual pair on F
ℓ
N , it follows immediately from Lemma 5.8 that
(ĝlN(Cq),GLIa) is a dual pair on F
ℓ
N .
Remark 5.9. With glN(C) a subalgebra of ĝlN(Cq), the ĝlN(Cq)-module F
a
N is
naturally a glN(C)-module. Note that the glN(C)-action on F
ℓ
N is independent of
a and the degree-zero subspace F ℓN(0) is a glN(C)-submodule of F
a
N . It was known
(see [H2]) that (glN(C),GLℓ) is a dual pair on F
ℓ
N(0). In view of this, Theorem
5.6 can be viewed as an extension of the skew (glN(C),GLℓ)-duality.
6. (L
ŝl∞
(ℓ, 0),GLIa)-duality and Fermionic realization
Let ℓ be a positive integer as before. Recall from Lemma 5.2 that for every
a ∈ (C×)ℓ, we have an N-graded integrable restricted ŝlN(Cq)-module F
a
N (= F
ℓ
N)
of level ℓ. Then by Theorem 3.15, FaN is naturally an N-graded (Z, χq)-equivariant
quasi L
ŝl∞
(ℓ, 0)-module. In this section, we continue to show that for any a ∈
(C×)ℓq, F
a
N is a direct sum of irreducible quasi Lŝl∞(ℓ, 0)-submodules with finite
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multiplicities. Furthermore, we prove that every irreducible N-graded (Z, χq)-
equivariant quasi L
ŝl∞
(ℓ, 0)-module is isomorphic to an irreducible submodule of
FaN for some a ∈ (C
×)ℓq.
We start with some notations. First, for µ ∈ Z, we define integers µ˙ and µ¨ by
µ = µ˙N + µ¨ with 1 ≤ µ¨ ≤ N.(6.1)
Definition 6.1. For any µ = (µ1, . . . , µℓ) ∈ Z
ℓ and a = (a1, . . . , aℓ) ∈ (C
×)ℓ, we
define a linear functional ηµ,a on Ĥ by ηµ,a(k1) = 0 and
ηµ,a(hi,n) =
ℓ∑
k=1
(ak q
−µ˙k)nδµ¨k ,i(6.2)
for 1 ≤ i ≤ N, n ∈ Z.
Remark 6.2. For 1 ≤ i ≤ N , define Λi ∈ H
∗ by
Λi(hj,0) = δi,j for 1 ≤ j ≤ N.(6.3)
For µ ∈ Zℓ and a ∈ (C×)ℓ, set λ = (Λµ¨1 , . . . ,Λµ¨ℓ) and c = (a1q
−µ˙1 , . . . , aℓq
−µ˙ℓ).
Then we have ηµ,a = ηλ,c which was defined in (4.11). Furthermore, let ν ∈ Z
ℓ
and b ∈ (C×)ℓ. Then it follows from Lemma 4.11 that ηµ,a = ην,b if and only if
there is a permutation σ on {1, . . . , ℓ} and an m = (m1, . . . , mℓ) ∈ Z
ℓ such that
σ(µ) = ν +Nm = (ν1 +Nm1, . . . , νℓ +Nmℓ),
and that
σ(a) = qmb := (qm1b1, . . . , q
mℓbℓ).
Remark 6.3. For 1 ≤ i ≤ N, µ ∈ Z+, set
Ji,µ = {k ∈ Z≥0 | kN + i ≤ µ}.(6.4)
From definition, for 1 ≤ i ≤ N − 1 we have
Ji,µ =
{
Ji+1,µ ∪ {µ˙} if i = µ¨
Ji,µ = Ji+1,µ otherwise.
(6.5)
We also have
J1,µ = {0, 1, . . . , µ˙} =
{
JN,µ if µ¨ = N
JN,µ ∪ {µ˙} otherwise.
(6.6)
On the other hand, for a negative integer µ, we set
J¯i,µ = {k ∈ Z≥0 | (k + 1)N − i+ 1 ≤ −µ} = JN+1−i,−µ.(6.7)
For 1 ≤ i ≤ N − 1, we have J¯i+1,µ = J¯i,µ ∪ {−µ˙ − 1} if i = µ¨ and J¯i,µ = J¯i+1,µ
otherwise. We also have
J¯N,µ =
{
{0, 1, . . . ,−µ˙− 2} = J¯1,µ if µ¨ = N
{0, 1, . . . ,−µ˙− 1} = J¯1,µ ∪ {−µ˙− 1} otherwise.
(6.8)
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Set IN = {1, 2, . . . , N} for convenience. Define maps π and π¯ : Z× IN → Z by
π(n, i) = nN − i, π¯(n, i) = nN + i− 1 for (n, i) ∈ Z× IN .(6.9)
Note that both π and π¯ are bijections and
π(Z+ × IN) = Z≥0, π(Z− × IN) = Z−, π¯(Z≥0 × IN) = Z≥0, π¯(Z− × IN) = Z−.
For convenience, we define φpm, φ¯
p
m for 1 ≤ p ≤ ℓ, m ∈ Z by
φp
π(n,i) = ψ
p
i (n), φ¯
p
π¯(n,i) = ψ¯
p
i (n)
for 1 ≤ i ≤ N, n ∈ Z, i.e.,
φpnN−i = ψ
p
i (n), φ¯
p
nN+i−1 = ψ¯
p
i (n).(6.10)
Then
φpmφ
q
n + φ
q
nφ
p
m = 0, φ¯
p
mφ¯
q
n + φ¯
q
nφ¯
p
m = 0,(6.11)
φpmφ¯
q
n + φ¯
q
nφ
p
m = δp,qδm+n+1,0(6.12)
for 1 ≤ p, q ≤ ℓ, m, n ∈ Z.
For µ ∈ Z, 1 ≤ p ≤ ℓ, we define an element Ap(µ) of the Clifford algebra CℓN in
terms of φpn and φ¯
p
n for n ∈ Z by
Ap(µ) =

φp−µ · · ·φ
p
−2φ
p
−1 for µ ≥ 1,
1 for µ = 0,
φ¯pµ · · · φ¯
p
−2φ¯
p
−1 for µ ≤ −1.
(6.13)
Let µ be a positive integer. Then
φpnA
p(µ)|0〉 = 0 for n ≥ 0, φ¯pnA
p(µ)|0〉 = 0 for n ≥ µ,(6.14)
φp−nA
p(µ) = 0 for 1 ≤ n ≤ µ.(6.15)
(Note that φpnA
p(µ) = (−1)µAp(µ)φpn and φ
p
−nφ
p
−n = 0.) Similarly, we have
φ¯pnA
p(−µ)|0〉 = 0 for n ≥ 0, φpnA
p(−µ)|0〉 = 0 for n ≥ µ,(6.16)
φ¯p−nA
p(−µ) = 0 for 1 ≤ n ≤ µ.(6.17)
We also have
Ap(µ)Aq(ν) = ±Aq(ν)Ap(µ) for 1 ≤ p 6= q ≤ ℓ, µ, ν ∈ Z.(6.18)
Using these properties, we have (cf. [W1]):
Proposition 6.4. Let a ∈ (C×)ℓq with ℓ a positive integer and let µ ∈ Z
Ia
++. Set
vµ = A(µ)|0〉 = A
1(µ1) · · ·A
ℓ(µℓ)|0〉 ∈ F
ℓ
N .(6.19)
Then vµ is a joint highest weight vector in F
a
N = F
ℓ
N in the sense that
ŝlN (Cq)
+vµ = 0, hvµ = ηµ,a(h)vµ for h ∈ Ĥ(6.20)
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and that
N+
Ia
vµ = vµ, hvµ = µ(h)vµ for h ∈ HIa .(6.21)
Proof. First, from (6.16)-(6.18) we have the following facts for 1 ≤ p ≤ ℓ, n ∈ Z:
φpnA(µ)|0〉 = 0 if n ≥ −µp,(6.22)
φ¯pnA(µ)|0〉 = 0 if n ≥ µp.(6.23)
(A) Annihilation property ŝlN(Cq)
+vµ = 0.
Let 1 ≤ i, j ≤ N, n ∈ Z such that either n > 0 or n = 0 and i < j. We claim
: ψpi (n− k)ψ¯
p
j (k) : A(µ)|0〉 = 0 for all 1 ≤ p ≤ ℓ, k ∈ Z.(6.24)
(I) The case with n = 0 and i < j. Note that it is equivalent to prove∑
k∈Z
f(k) : ψpi (−k)ψ¯
p
j (k) : A(µ)|0〉 = 0
for any complex-valued function f on Z. From definition, for 1 ≤ p, q ≤ ℓ we have∑
k∈Z
f(k) : ψpi (−k)ψ¯
q
j (k) :(6.25)
=
∑
k≥0
f(k)ψpi (−k)ψ¯
q
j (k)−
∑
k≤−1
f(k)ψ¯qj (k)ψ
p
i (−k)
=
∑
k≥0
f(k)φp−kN−iφ¯
q
kN+j−1 −
∑
k≤−1
f(k)φ¯qkN+j−1φ
p
−kN−i
=
∑
k≥0
(
f(k)φp−kN−iφ¯
q
kN+j−1 − f(−k − 1)φ¯
q
−(k+1)N+j−1φ
p
(k+1)N−i
)
.
Let k ≥ 0. Assume µp ≥ 0. We have φ
p
(k+1)N−iA(µ)|0〉 = 0 as (k + 1)N − i ≥ 0.
One the other hand, if kN + j > µp, then φ¯
p
kN+j−1A(µ)|0〉 = 0. If kN + j ≤ µp,
then kN + i < kN + j ≤ µp. In this case, we have φ
p
−kN−iφ¯
p
kN+j−1A(µ)|0〉 = 0 as
φp−kN−iφ¯
p
kN+j−1A(µ) = −φ¯
p
kN+j−1φ
p
−kN−iA(µ) = 0.
Thus
∑
k∈Z f(k) : ψ
p
i (−k)ψ¯
p
j (k) : A(µ)|0〉 = 0 from (6.25). The case with µp < 0
follows from a similar argument.
(II) The case with n > 0. Note that
: ψpi (n− k)ψ¯
p
j (k) := ψ
p
i (n− k)ψ¯
p
j (k) = −ψ¯
p
j (k)ψ
p
i (n− k).
We here prove this for the case µp > 0 while the case µp < 0 follows from a similar
argument. If k < n, we have
ψpi (n− k)A(µ)|0〉 = ±A(µ)ψ
p
i (n− k)|0〉 = 0.
Assuming k ≥ n, we have
ψpi (n− k)ψ¯
p
j (k)A(µ)|0〉 = φ
p
(n−k)N−iφ¯
p
kN+j−1A(µ)|0〉.
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If kN + j > µp, we have φ¯
p
kN+j−1A(µ)|0〉 = 0. If kN + j ≤ µp, we have
(n− k)N − i = −kN − j + (nN + j − i) > −µp,
so that φp(n−k)N−iA(µ) = 0. Hence
φp(n−k)N−iφ¯
p
kN+j−1A(µ)|0〉 = −φ¯
p
kN+j−1φ
p
(n−k)N−iA(µ)|0〉 = 0.
Therefore we have : ψpi (n−k)ψ¯
p
j (k) : A(µ)|0〉 = 0 for µp > 0. Then it follows from
(4.4) and (5.7) (and (5.6)) that ŝlN(Cq)
+vµ = 0.
(B) Determination of the highest weight.
For 1 ≤ i ≤ N, n ∈ Z, from (5.6) and (5.7) we have
Ei,it
n
1 =
ℓ∑
p=1
∑
k∈Z
(apq
−k)n : ψpi (−k)ψ¯
p
i (k) : +(1− δn,0)
anpq
n
1− qn
.
Then
hi,n = (Ei,i − Ei+1,i+1)t
n
1
=
ℓ∑
p=1
∑
k∈Z
(apq
−k)n
(
: ψpi (−k)ψ¯
p
i (k) : − : ψ
p
i+1(−k)ψ¯
p
i+1(k) :
)
for 1 ≤ i ≤ N − 1, n ∈ Z,
hN,0 = k0 − E1,1 + EN,N = ℓ+
ℓ∑
p=1
∑
k∈Z
(
: ψpN (−k)ψ¯
p
N (k) : − : ψ
p
1(−k)ψ¯
p
1(k) :
)
,
hN,n = −q
nE1,1t
n
1 + EN,N t
n
1
=
ℓ∑
p=1
∑
k∈Z
(apq
−k)n
(
: ψpN (−k)ψ¯
p
N (k) : −q
n : ψp1(−k)ψ¯
p
1(k) :
)
+ anpq
n
for n 6= 0.
Claim B: For 1 ≤ p ≤ ℓ, we have
∑
k∈Z
f(k) : ψpi (−k)ψ¯
p
i (k) : A(µ)|0〉 =

(∑
k∈Ji,µp
f(k)
)
A(µ)|0〉 if µp > 0,
−
(∑
k∈J¯i,µp
f(k)
)
A(µ)|0〉 if µp < 0,
where f is any complex-valued function on Z.
We here give a proof for the case µp > 0 while the case µp < 0 follows from a
similar argument. Let 1 ≤ i ≤ N , 1 ≤ p ≤ ℓ, k ≥ 0. We have
φ¯p−kN−iφ
p
kN+i−1A(µ)|0〉 = ±φ¯
p
−kN−iA(µ)φ
p
kN+i−1|0〉 = 0.
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On the other hand, we have
φp−kN−iφ¯
p
kN+i−1A(µ)|0〉 =
{
0 if kN + i > µp,
A(µ)|0〉 if kN + i ≤ µp,
noticing that φ¯pkN+i−1A(µ)|0〉 = ±A(µ)φ¯
p
kN+i−1|0〉 = 0 if kN + i > µp and
φp−kN−iφ¯
p
kN+i−1A(µ)|0〉 = −φ¯
p
kN+i−1φ
p
−kN−iA(µ)|0〉+ A(µ)|0〉 = A(µ)|0〉
if kN + i ≤ µp, as φ
p
−kN−iA(µ) = 0. Then Claim B follows from (6.25) in this case.
Now, using Claim B and Remark 6.3, we get hi,nA(µ)|0〉 = ηµ,a(hi,n)A(µ)|0〉
for 1 ≤ i ≤ N, n ∈ Z, as desired.
The other assertions can be proved similarly and we omit the details. 
As the main result of this section, we have:
Theorem 6.5. Let ℓ be a positive integer and let a ∈ (C×)ℓq. Then both (ŝlN(Cq),GLIa)
and (L
ŝl∞
(ℓ, 0),GLIa) are dual pairs on F
a
N . Furthermore, we have
FaN =
⊕
µ∈ZI++
L(ηµ,a)⊗ LGLIa (µ)(6.26)
as an (ŝlN(Cq),GLIa)-module.
Proof. We write I simply for Ia. From Theorem 5.6 we have
FaN =
⊕
µ∈ZI++
(FaN)
N+
I (µ)⊗ LGLI(µ)(6.27)
as a (ĝlN(Cq),GLI)-module, where (F
a
N)
N+
I (µ) if nonzero is an irreducible ĝlN(Cq)-
module. As (FaN)
N+
I (µ) 6= 0 for µ ∈ ZI++ by Proposition 6.4, it must be an
irreducible ĝlN (Cq)-module, so that the identity matrix IN acts as a scalar. Then
it follows from (2.7) that (FaN)
N+
I (µ) is an irreducible ŝlN(Cq)-module. Also from
Proposition 6.4, vµ is a (nonzero) highest weight vector in (F
a
N)
N+
I (µ) of weight
ηµ,a. It follows that (F
a
N)
N+
I (µ) is a highest weight irreducible ŝlN (Cq)-module
isomorphic to L(ηµ,a). Thus we have the decomposition (6.26). Finally, the dual
pair assertion follows from the fact that L(ηµ,a) ∼= L(ην,a) if and only if ηµ,a = ην,a,
which is equivalent to µ = ν by Remark 6.2. 
Remark 6.6. Note that for any partition I of {1, . . . , ℓ}, there exists a ∈ (C×)ℓq
such that I = Ia. It then follows from Theorem 6.5 that every irreducible regular
module for the Levi subgroup GLI of GLℓ occurs in the decomposition (6.27). On
the other hand, every Levi subgroup of GLℓ is conjugate to GLI for some partition
I of {1, . . . , ℓ}.
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As the first application of Theorem 6.5, we have the following realization of irre-
ducible N-graded integrable restricted ŝlN(Cq)-modules of level ℓ, or equivalently
irreducible N-graded (Z, χq)-equivariant quasi Lŝl∞(ℓ, 0)-modules:
Theorem 6.7. Let ℓ be a positive integer. Then for any a ∈ (C×)ℓq and µ ∈ Z
Ia
++,
the space (FaN)
N+
Ia (µ) of the N+
Ia
-fixed points of weight µ in FaN is an irreducible
N-graded (Z, χq)-equivariant quasi Lŝl∞(ℓ, 0)-module. On the other hand, every
irreducible N-graded (Z, χq)-equivariant quasi Lŝl∞(ℓ, 0)-module can be realized this
way.
Proof. The first assertion follows from Theorem 6.5. As for the second assertion,
recall from (the proof of) Theorem 6.5 that (FaN)
N+
Ia (µ) ∼= L(ηµ,a). Thus it suffices
to show that for any pair (λ, c) ∈ (P+)
k × (C×)k in Theorem 4.10, there exist
a ∈ (C×)ℓq and µ ∈ Z
Ia
++ such that ηµ,a = ηλ,c. In view of Remark 4.7, it suffices
to consider the case with k = ℓ and λ = (λ1, . . . , λℓ) such that λ1, . . . , λℓ ∈ P+ are
all fundamental.
Define an equivalence relation on {1, . . . , ℓ} such that i ∼ j if and only if ci =
qncj for some n ∈ Z. Let I = {S1, . . . , Ss} be the partition of {1, . . . , ℓ} associated
to ∼. For 1 ≤ r ≤ s, pick a representative br ∈ {ci | i ∈ Sr}. Define a =
(a1, . . . , aℓ) ∈ (C
×)ℓ where ak = br if k ∈ Sr. Then a lies in (C
×)ℓq and I = Ia is
the partition of {1, . . . , ℓ} associated to a. As λ1, . . . , λℓ ∈ P+ are all fundamental,
for each 1 ≤ i ≤ ℓ there is a unique mi ∈ {1, . . . , N} such that λi(hj,0) = δj,mi
for 1 ≤ j ≤ N . On the other hand, for each 1 ≤ i ≤ ℓ, there exist unique
1 ≤ r ≤ s and ni ∈ Z such that ci = brq
−ni. Then define µi = Nni +mi. Since
ητλ,τc = ηλ,c for any permutation τ on {1, . . . , ℓ}, we can assume µi ≥ µj for i ∼ j
and i < j. Then the ℓ-tuple µ := (µ1, . . . , µℓ) lies in Z
I
++, and we have ηµ,a = ηλ,c,
as desired. 
Remark 6.8. Note that although the Z-graded vertex algebra L
ŝl∞
(ℓ, 0) has
infinite-dimensional homogenous subspaces, it follows from Theorem 6.7 and Propo-
sition 5.2 that all the homogenous subspaces of every irreducible N-graded (Z, χq)-
equivariant quasi L
ŝl∞
(ℓ, 0)-module are finite-dimensional.
7. L
ŝl∞
(ℓ, 0)⊗ L
ŝl∞
(ℓ′, 0)→ L
ŝl∞
(ℓ+ ℓ′, 0) branching
Recall that for any nonzero complex number ℓ, the Z-graded vertex algebra
L
ŝl∞
(ℓ, 0) contains sl∞ as its degree-one subspace which generates Lŝl∞(ℓ, 0) as
a vertex algebra. Let ℓ and ℓ′ be positive integers which are fixed throughout
this section. It is known that L
ŝl∞
(ℓ + ℓ′, 0) as an ŝl∞-module is isomorphic to
the submodule generated by the vacuum vector 1 ⊗ 1 in L
ŝl∞
(ℓ, 0) ⊗ L
ŝl∞
(ℓ′, 0).
This gives rise to a Z-graded vertex algebra embedding of L
ŝl∞
(ℓ + ℓ′, 0) into
L
ŝl∞
(ℓ, 0)⊗ L
ŝl∞
(ℓ′, 0), which is uniquely determined by
u 7→ u⊗ 1 + 1⊗ u for u ∈ sl∞.(7.1)
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It is clear that this is also a vertex Z-algebra embedding with the particular Z-
module structures defined in Section 3.2. We then view L
ŝl∞
(ℓ+ ℓ′, 0) as a vertex
Z-subalgebra of L
ŝl∞
(ℓ, 0) ⊗ L
ŝl∞
(ℓ′, 0). In this section, we shall determine the
L
ŝl∞
(ℓ, 0)⊗ L
ŝl∞
(ℓ′, 0) → L
ŝl∞
(ℓ + ℓ′, 0) branching rule for irreducible equivariant
quasi modules.
In view of Proposition 4.12 and Theorem 6.7, every irreducible N-graded (Z, χq)-
equivariant quasi module for L
ŝl∞
(ℓ, 0)⊗ L
ŝl∞
(ℓ′, 0) is isomorphic to
L(ηµ,a)⊗ L(ην,b)
for some pairs
(a,µ) ∈ (C×)ℓq × Z
Ia
++ and (b,ν) ∈ (C
×)ℓ
′
q × Z
Ib
++.
For any 1 ≤ i ≤ ℓ, set mi = 0 if ai /∈ bjΓq for any j and otherwise set mi
to be the unique integer such that qmiai ∈ {b1, . . . , bℓ′}. Furthermore, set m =
(m1, . . . , mℓ) ∈ Z
ℓ. Recall from Remark 6.2 that
ηµ,a = ηµ+Nm,qma.
It is straightforward to see that qma ∈ (C×)ℓq, µ+Nm ∈ Z
Iqma
++ , and
(qma, b) ∈ (C×)ℓ+ℓ
′
q .
In view of this, it suffices to consider L(ηµ,a)⊗ L(ην,b) with (a, b) ∈ (C
×)ℓ+ℓ
′
q .
View GLℓ × GLℓ′ as a subgroup of GLℓ+ℓ′ in the obvious way. Then we have a
natural group embedding
GLIa ×GLIb(⊂ GLℓ ×GLℓ′) →֒ GLI(a,b)(⊂ GLℓ+ℓ′).
Write the GLI(a,b) → GLIa ×GLIb branching as
Res
GLI(a,b)
GLIa×GLIb
LGLI(a,b) (ξ) =
⊕
µ∈ZIa++, ν∈Z
Ib
++
Dξµ,ν
(
LGLIa (µ)⊗ LGLIb (ν)
)
(7.2)
for ξ ∈ Z
I(a,b)
++ , where D
ξ
µ,ν denotes the (finite) multiplicity of the GLIa × GLIb-
module LGLIa (µ)⊗LGLIb (ν) in LGLI(a,b) (ξ). Using this decomposition we have the
following main result of this section:
Theorem 7.1. Let ℓ, ℓ′ be positive integers and let
a ∈ (C×)ℓq, b ∈ (C
×)ℓ
′
q , µ ∈ Z
Ia
++, ν ∈ Z
Ib
++
such that (a, b) ∈ (C×)ℓ+ℓ
′
q . Then L(ηµ,a)⊗L(ην,b) as a quasi Lŝl∞(ℓ+ℓ
′, 0)-module
decomposes into irreducible submodules as
Res
L
ŝl∞
(ℓ,0)⊗L
ŝl∞
(ℓ′,0)
L
ŝl∞
(ℓ+ℓ′,0) L(ηµ,a)⊗ L(ην,b) =
⊕
ξ∈Z
I(a,b)
++
Dξµ,ν L(ηξ,(a,b)).(7.3)
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Proof. Identify the Fock space FaN ⊗ F
b
N (= F
ℓ
N ⊗ F
ℓ′
N) with F
(a,b)
N (= F
ℓ+ℓ′
N )
canonically. By Theorem 6.5, we have the following two dual pairs
(L
ŝl∞
(ℓ, 0)⊗ L
ŝl∞
(ℓ′, 0),GLIa ×GLIb) and (Lŝl∞(ℓ+ ℓ
′, 0),GLI(a,b))(7.4)
on FaN ⊗ F
b
N (= F
(a,b)
N ). Recall the following canonical embeddings
L
ŝl∞
(ℓ+ ℓ′, 0) →֒ L
ŝl∞
(ℓ, 0)⊗ L
ŝl∞
(ℓ′, 0) and GLIa ×GLIb →֒ GLI(a,b).
Notice that the L
ŝl∞
(ℓ+ ℓ′, 0)-action on F
(a,b)
N coincides with that on F
a
N ⊗F
a
N via
the embedding L
ŝl∞
(ℓ + ℓ′, 0) →֒ L
ŝl∞
(ℓ, 0) ⊗ L
ŝl∞
(ℓ′, 0), while the GLIa × GLIb-
action on F
(a,b)
N via the embedding GLIa×GLIb →֒ GLI(a,b) coincides with that on
FaN ⊗ F
a
N . That is, the two dual pairs in (7.4) form a seesaw pair in the sense of
[Ku]. The rest essentially follows from the reciprocity law attached to this seesaw
pair as in the classical case (see [H2]).
First, by (6.26) we have
FaN =
⊕
µ∈ZIa++
L(ηµ,a)⊗ LGLIa (µ) and F
b
N =
⊕
ν∈Z
I
b
++
L(ην,n)⊗ LGLIb (ν).
Then
FaN ⊗F
b
N =
⊕
µ∈ZIa++, ν∈Z
Ib
++
(L(ηµ,a)⊗ L(ην,a))⊗
(
LGLIa (µ)⊗ LGLIb (ν)
)
(7.5)
as an (L
ŝl∞
(ℓ+ ℓ′, 0),GLIa ×GLIb)-module. On the other hand, by (6.26) we have
F
I(a,b)
N =
⊕
ξ∈Z
I(a,b)
++
L(ηξ,(a,b))⊗ LGLI(a,b) (ξ).
Combining this with (7.2), we get
F
I(a,b)
N =
⊕
µ∈ZIa++, ν∈Z
I
b
++
⊕
ξ∈Z
I(a,b)
++
Dξµ,ν L(ηξ,(a,b))⊗ (LGLIa (µ)⊗ LGLIb (ν))(7.6)
as an (L
ŝl∞
(ℓ+ ℓ′, 0),GLIa ×GLIb)-module. With the identification F
(a,b)
N = F
a
N ⊗
FbN , combining (7.5) with (7.6) we obtain (7.3) as desired. 
It is known (cf. [GW]) that for any positive integer n, the branching from GLn+1
to GLn × GL1 on every finite-dimensional irreducible module is multiplicity free.
Then as an immediate consequence of Theorem 7.1 (with ℓ′ = 1) we have:
Corollary 7.2. The branching from L
ŝl∞
(ℓ, 0) ⊗ L
ŝl∞
(1, 0) to L
ŝl∞
(ℓ + 1, 0) on
every irreducible N-graded (Z, χq)-equivariant quasi module is multiplicity free.
It is important to note that the branching from L
ŝl∞
(ℓ, 0)⊗L
ŝl∞
(1, 0) to L
ŝl∞
(ℓ+
1, 0) on irreducible N-graded modules are not multiplicity free.
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Remark 7.3. In view of Theorem 3.15, Theorem 7.1 also gives an explicit tensor
product decomposition for any two irreducible integrable highest weight ŝlN(Cq)-
modules. Let Ofint be the category of ŝlN (Cq)-modules which are sums of finitely
many irreducible integrable highest weight modules. By Theorem 7.1 we conclude
that Ofint is a semisimple abelian tensor category. This can be viewed as a q-
analogue of a result of Wang [W1, Theorem 5.2].
8. L
ŝl∞
(ℓ, 0)→ L
ŝl∞,N
(ℓ, 0) branching law
Let ℓ, d be positive integers and letN = (N1, . . . , Nd) ∈ Z
d
+ withN1 ≥ 2, . . . , Nd ≥
2. Set
N(0) = 0, N(r) = N1 + · · ·+Nr for 1 ≤ r ≤ d.(8.1)
Especially, set
N = N(d) = N1 + · · ·+Nd.(8.2)
For 1 ≤ r ≤ d, set
sl
(r)
∞,N = 〈EmN+i,nN+j | m,n ∈ Z, N(r−1) + 1 ≤ i 6= j ≤ N(r)〉,(8.3)
a Lie subalgebra of sl∞. Then set
sl∞,N =
d∑
r=1
sl
(r)
∞,N,(8.4)
a subalgebra of sl∞, which actually is a direct sum of the Lie algebras sl
(r)
∞,N. Notice
that each subalgebra sl
(r)
∞,N is isomorphic to sl∞ with an isomorphism πr given by
πr(EmN+i,nN+j) = EmNr+i¯,nNr+j¯(8.5)
for m,n ∈ Z, N(r−1) + 1 ≤ i 6= j ≤ N(r), where i¯ = i − N(r−1), j¯ = j − N(r−1)
(so that 1 ≤ i¯ 6= j¯ ≤ Nr). Then sl∞,N is naturally isomorphic to sl
⊕d
∞ with an
isomorphism
π = π1 × π2 × · · · × πd.
Equip sl∞,N with the bilinear form inherited from sl∞, and on the other hand,
equip sl⊕d∞ with the canonical bilinear form associated to the bilinear form on
sl∞. It is straightforward to see that the isomorphism preserves the invariant
bilinear forms. Consequently, the isomorphism π extends uniquely to an affine
Lie algebra isomorphism πˆ from ŝl∞,N to ŝl
⊕d
∞ , preserving the canonical central
elements. Furthermore, πˆ gives rise to a vertex algebra isomorphism
πva : Lŝl∞,N(ℓ, 0) −→ L̂sl⊕d∞
(ℓ, 0) ∼= Lŝl∞(ℓ, 0)
⊗d.(8.6)
Recall from Definition 2.4 the automorphism σ of gl∞, where
σ(Em,n) = Em+1,n+1 for m,n ∈ Z.
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It can be readily seen that σN preserves the subalgebras sl
(r)
∞,N for 1 ≤ r ≤ d, hence
the subalgebra sl∞,N. We then view σ
N as an automorphism of the Z-graded vertex
algebra L
ŝl∞,N
(ℓ, 0). Let RN be the representation of Z on Lŝl∞,N(ℓ, 0) given by
RN (n) = σ
nNχq(n)
−L(0) = σnNq−nL(0) for n ∈ Z.(8.7)
Then L
ŝl∞,N
(ℓ, 0) is a Z-graded vertex Z-algebra. Note that L
ŝl∞
(ℓ, 0) contains
L
ŝl∞,N
(ℓ, 0) as a Z-graded vertex subalgebra.
Notice that under the Lie algebra isomorphism πr from sl
(r)
∞,N to sl∞ (see (8.5)),
the automorphism σN of sl
(r)
∞,N corresponds to the automorphism σ
Nr of sl∞.
Definition 8.1. For 1 ≤ r ≤ d, with n ∈ Z acting as σnNr on the Z-graded vertex
algebra L
ŝl∞
(ℓ, 0), we obtain a vertex Z-algebra, which we denote by (L
ŝl∞
(ℓ, 0), ρNr).
With this, the vertex algebra isomorphism πva (see (8.6) is actually a vertex Z-
algebra isomorphism from (L
ŝl∞,N
(ℓ, 0), ρN) to the tensor product vertex Z-algebra
(L
ŝl∞
(ℓ, 0), ρN1)⊗ · · · ⊗ (Lŝl∞(ℓ, 0), ρNd)(8.8)
(cf. Example 3.6 and Lemma 3.11).
Our main goal of this section is to determine the L
ŝl∞
(ℓ, 0)→ L
ŝl∞,N
(ℓ, 0) branch-
ing law. Recall that equivariant quasi (L
ŝl∞
(ℓ, 0), ρNr)-modules correspond to in-
tegrable and restricted ŝlNr(Cq)-modules of level ℓ for 1 ≤ r ≤ d. Recall also from
Definition 6.1 that the linear functional ηµ,a on Ĥ also depends on the fixed posi-
tive integer N . In the following, we shall need such linear functionals for various
positive integers N . For this reason, we here shall denote the functional ηµ,a by
η
(N)
µ,a , to show its dependence on N .
Remark 8.2. Note that with the vertex Z-algebra isomorphism πva, it follows
from Proposition 4.12 and Theorem 6.7 that each irreducible N-graded (Z, χq)-
equivariant quasi L
ŝl∞,N
(ℓ, 0)-module is of the form
L(η(N1)µ1,a1)⊗ · · · ⊗ L(η
(Nd)
µd,ad
),(8.9)
where ar ∈ (C
×)ℓq, µr ∈ Z
Iar
++ for 1 ≤ r ≤ d.
Let I be a partition of {1, . . . , ℓ}. Set GLd
I
= GLI×· · ·×GLI (d-times) and view
GLI as the diagonal subgroup. Write the GL
d
I
→ GLI branching (tensor product
decomposition) as
Res
GLd
I
GLI
L(µ1)⊗ · · · ⊗ L(µd) =
⊕
ξ∈ZI++
Cξµ1,...,µd L(ξ),(8.10)
where µ1, . . . ,µd ∈ Z
I
++ and C
ξ
µ1,...,µd
denotes the indicated multiplicity.
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Remark 8.3. Let I = {S1, . . . , Ss} be a partition of {1, . . . , ℓ}. Note that in case
s = ℓ, we have GLI = GL
ℓ
1, so the tensor product decomposition above is always
multiplicity free. On the other hand, if ℓ = 2 and s = 1, we have GLI = GL2. It
is known that the tensor product decomposition above with d = 2 is also always
multiplicity free.
As the main result of this section, we have:
Theorem 8.4. Let ℓ, d be positive integers and let N = (N1, . . . , Nd) ∈ Z
d
+ with
Ni ≥ 2. Set N = N1+· · ·+Nd. Then for any a ∈ (C
×)ℓq, ξ ∈ Z
Ia
++, L(η
(N)
ξ,a ) decom-
poses into irreducible equivariant quasi L
ŝl∞,N
(ℓ, 0)-submodules with multiplicities
as
Res
L
ŝl∞
(ℓ,0)
L ̂sl∞,N
(ℓ,0)L(η
(N)
ξ,a ) =
⊕
µ1,...,µd∈Z
Ia
++
Cξµ1,...,µd L(η
(N1)
µ1,a
)⊗ · · · ⊗ Ld(η(Nd)µd,a),(8.11)
where the multiplicities Cξ
µ1,...,µd
are the same as in (8.10).
Proof. Recall that FaN is an equivariant quasi module for (Lŝl∞(ℓ, 0), ρN) with
FaN = F
ℓ
N as a vector space. Then we have an equivariant quasi Lŝl∞,N(ℓ, 0)-
module FaN via the natural embedding of Lŝl∞,N(ℓ, 0) into (Lŝl∞(ℓ, 0), ρN). On the
other hand, we have an equivariant quasi L
ŝl∞,N
(ℓ, 0)-module FaN1 ⊗ · · · ⊗ F
a
Nd
via
the vertex algebra isomorphism
πva : (Lŝl∞,N(ℓ, 0), ρN)
∼= (Lŝl∞(ℓ, 0), ρN1)⊗ · · · ⊗ (Lŝl∞(ℓ, 0), ρNd).
It is straightforward to show that there exists a (Clifford) algebra isomorphism
θℓ
N
: CℓN1 ⊗ · · · ⊗ C
ℓ
Nd
−→ CℓN(8.12)
such that
θℓ
N
(ψpi (n)) = ψ
p
i+N(r−1)
(n), θℓ
N
(ψ¯pi (n)) = ψ¯
p
i+N(r−1)
(n)
for 1 ≤ r ≤ d, 1 ≤ i ≤ Nr, 1 ≤ p ≤ ℓ, n ∈ Z. Furthermore, this gives rise to a
Fock space identification
Θℓ
N
: F ℓN1 ⊗ · · · ⊗ F
ℓ
Nd
−→ F ℓN .(8.13)
It is easy to see that Θℓ
N
is an isomorphism of quasi L
ŝl∞,N
(ℓ, 0)-modules from
FaN1 ⊗ · · · ⊗ F
a
Nd
to F ℓN . It can be readily seen that Θ
ℓ
N
is also a GLIa-module
isomorphism. Now, by Theorem 6.5, we get a seesaw pair
((L
ŝl∞
(ℓ, 0), ρN1)⊗ · · · ⊗ (Lŝl∞(ℓ, 0), ρNd),GL
d
Ia
) and ((L
ŝl∞
(ℓ, 0), ρN),GLIa)
on F ℓN with the embeddings
(L
ŝl∞
(ℓ, 0), ρN1)⊗ · · · ⊗ (Lŝl∞(ℓ, 0), ρNd)
∼= (L
ŝl∞,N
(ℓ, 0), ρN) →֒ (Lŝl∞(ℓ, 0), ρN)
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and GLIa →֒ GL
d
Ia
. Using the first dual pair and (8.10), we obtain the following
(L
ŝl∞,N
(ℓ, 0),GLIa)-module decomposition
FaN1 ⊗ · · · ⊗ F
a
Nd
=
(
⊕
µ1∈Z
Ia
++
L(η(N1)µ1,a)⊗ LGLIa (µ1)
)
⊗ · · · ⊗
(
⊕
µd∈Z
Ia
++
L(η(Nd)µd,a)⊗ LGLIa (µd)
)
∼= ⊕µ1,...,µd∈ZIa++
(
L(η(N1)µ1,a)⊗ · · · ⊗ L(η
(Nd)
µd,a
)
)
⊗
(
LGLIa (µ1)⊗ · · · ⊗ LGLIa (µd)
)
= ⊕
ξ,µ1,...,µd∈Z
Ia
++
Cξµ1,...,µd (L(η
(N1)
µ1,a
)⊗ · · · ⊗ Ld(η(Nd)µd,a))⊗ LGLIa (ξ).
Combining this with the decomposition for the dual pair ((L
ŝl∞
(ℓ, 0), ρN),GLIa)
on F ℓN (see (6.26)) we obtain (8.11). 
As immediate consequences of Theorem 8.4 and Remark 8.3 we have:
Corollary 8.5. The branching from (L
ŝl∞
(1, 0), ρN) to Lŝl∞,N(1, 0) in Theorem 8.4
on equivaraint quasi modules is multiplicity free.
Corollary 8.6. Assume ℓ = 2 andN = (N1, N2) (with d = 2). Then the branching
from L
ŝl∞
(2, 0) to L
ŝl∞,N
(2, 0) in Theorem 8.4 is multiplicity free.
Remark 8.7. Here, we formulate a Lie algebra analogue of Theorem 8.4. For
1 ≤ r ≤ d, let ŝlN
(r)
(Cq) denote the subalgebra of ŝlN(Cq), generated by the
elements
Ei,jt
m0
0 t
m1
1 for m0, m1 ∈ Z, N(r−1) + 1 ≤ i 6= j ≤ N(r).
Set
ŝlN(Cq) =
d∑
r=1
ŝlN
(r)
(Cq),
which is a subalgebra of ŝlN(Cq). It is easy to see that ŝlN
(r)
(Cq) is isomorphic to
ŝlNr(Cq) (as Nr = N(r) −N(r−1)) and for 1 ≤ r 6= s ≤ d,
[ŝlN
(r)
(Cq), ŝlN
(s)
(Cq)] = 0.
Then it follows that every irreducible N-graded integrable restricted ŝlN(Cq)-
module has the form of (8.9). Under the setting of Theorem 8.4, we have the
ŝlN(Cq)→ ŝlN(Cq) branching law:
Res
ŝlN (Cq)
ŝlN(Cq)
L(η
(N)
ξ,a ) =
⊕
µ1,...,µd∈Z
Ia
++
Cξµ1,...,µd L(η
(N1)
µ1,a
)⊗ · · · ⊗ L(η(Nd)µd,a).
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9. ŝlN(Cq)→ ŝlN(Cq[t
±M0
0 , t
±M1
1 ]) branching law
Let M0 and M1 be positive integers, which are fixed throughout this section.
Denote by Cq[t
±M0
0 , t
±M1
1 ] the subalgebra of Cq = Cq[t
±1
0 , t
±1
1 ], generated by t
±M0
0
and t±M11 . Set
ŝlN(Cq[t
±M0
0 , t
±M1
1 ]) = slN(Cq[t
±M0
0 , t
±M1
1 ])⊕ Ck0 ⊕ Ck1 ⊂ ŝlN(Cq).(9.1)
Note that ŝlN (Cq[t
±M0
0 , t
±M1
1 ]) is simply the subalgebra of ŝlN(Cq) generated by
Ei,jt
m0M0
0 t
m1M1
1 for 1 ≤ i 6= j ≤ N, m0, m1 ∈ Z.
The main goal of this section is to determine the ŝlN(Cq) → ŝlN (Cq[t
±M0
0 , t
±M1
1 ])
branching law.
First of all, it is straightforward to see that as an algebra Cq[t
±M0
0 , t
±M1
1 ] is
isomorphic to CqM0M1 [t
±1
0 , t
±1
1 ] with t
n0M0
0 t
n1M1
1 corresponding to t
n0
0 t
n1
1 for n0, n1 ∈
Z. Furthermore, we have the following straightforward result:
Lemma 9.1. There is a Lie algebra isomorphism
πM0,M1 : ŝlN(Cq[t
±M0
0 , t
±M1
1 ])→ ŝlN(CqM0M1 ),
which is uniquely determined by the assignment
Ei,jt
m0M0
0 t
m1M1
1 7→ Ei,jt
m0
0 t
m1
1 , M0k0 7→ k0, M1k1 7→ k1(9.2)
for 1 ≤ i 6= j ≤ N , m0, m1 ∈ Z.
Let I = {S1, . . . , Ss} be a partition of {1, 2, . . . , ℓ}. Set
IM0 = {kℓ+ Si | 0 ≤ k ≤M0 − 1, 1 ≤ i ≤ s},(9.3)
where by definition kℓ + Si = {kℓ + p | p ∈ Si}. Then I
M0 is a partition of
{1, 2, . . . ,M0ℓ}. For a = (a1, . . . , aℓ) ∈ (C
×)ℓ, we define (aq)M1M0 ∈ (C
×)M0ℓ by(
(aq)M1M0
)
kℓ+r
= (arq
−k)M1(9.4)
for 0 ≤ k ≤M0 − 1, 1 ≤ r ≤ ℓ. Then we have:
Lemma 9.2. LetM0,M1 and ℓ be positive integers, let a ∈ (C
×)ℓq and let µ ∈ Z
Ia
++.
Then there exist b ∈ (C×)ℓq and ν ∈ Z
Ib
++ such that
ηµ,a = ην,b, (bq)
M1
M0
∈ (C×)M0ℓ
qM0M1
and I
(bq)
M1
M0
= IM0b .
Proof. Define an equivalence relation ∼ on I := {1, 2, . . . , ℓ} by claiming i ∼ j if
and only if aM1i = q
nM1aM1j for some n ∈ Z. Let {I1, . . . , Is} be the partition of
I, associated to this equivalence relation. For 1 ≤ i ≤ ℓ, set Ai = {ai | i ∈ Ii}
and choose a representative ci from Ai. Then for each j ∈ I there exist unique
1 ≤ i ≤ s and nj ∈ Z such that q
njM1aM1j = c
M1
i . Set n = (n1, . . . , nℓ) ∈ Z
ℓ and
b = qna = (qn1a1, . . . , q
nℓaℓ) ∈ (C
×)ℓ,
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ν = µ+ nN = (µ1 + n1N, . . . , µℓ + nℓN) ∈ Z
ℓ.
It is straightforward to see that b ∈ (C×)ℓq (with Ib = Ia) and ν ∈ Z
Ib
++. Fur-
thermore, for 1 ≤ i, j ≤ ℓ, we have either bM1i = b
M1
j or b
M1
i 6= q
nM1bM1j for any
n ∈ Z. This implies that (bq)M1M0 lies in (C
×)M0ℓ
qM1
(and hence in (C×)M0ℓ
qM0M1
) and
I
(bq)
M1
M0
= IM0b . Finally, it follows from Remark 6.2 that ηµ,a = ην,b, as desired. 
Let I be a partition of {1, . . . , ℓ}. From definition, we have
GLIM0
∼= GLI × · · · ×GLI = (GLI)
M0.
View GLI as a subgroup of GLIM0 through the diagonal embedding. Write the
GLIM0 → GLI branching as
Res
GL
I
M0
GLI
L(ξ) =
⊕
µ∈ZI++
Eξµ L(µ)(9.5)
for ξ ∈ ZI
M0
++ , where E
ξ
µ denotes the multiplicity of the GLI-module L(µ) in the
GLIM0 -module L(ξ).
The following is the main result of this section:
Theorem 9.3. Let ℓ,M0,M1 be positive integers, let a ∈ (C
×)ℓq such that (aq)
M1
M0
∈
(C×)M0ℓ
qM0M1
and I
(aq)
M1
M0
= IM0a , and let µ ∈ Z
Ia
++. Then the ŝlN(Cq)-module L(ηµ,a)
viewed as an ŝlN(Cq[t
±M0
0 , t
±M1
1 ])-module decomposes into irreducible submodules
with multiplicities as
L(ηµ,a) =
⊕
ξ∈ZIa
M0
++
Eξµ L(ηξ,(aq)M1
M0
).(9.6)
Proof. Recall that we have Clifford algebras CM0ℓN and C
ℓ
N . It is straightforward to
show that the assignment
ψkℓ+pi (n) 7→ ψ
p
i (M0n− k), ψ¯
kℓ+p
i (n) 7→ ψ¯
p
i (M0n+ k)(9.7)
for 1 ≤ i ≤ N , 0 ≤ k ≤ M0 − 1, 1 ≤ p ≤ ℓ, n ∈ Z extends uniquely to an algebra
isomorphism from CM0ℓN to C
ℓ
N , denoted by φ. (Note that every integer 1 ≤ p
′ ≤ M0ℓ
can be written uniquely as p′ = kℓ+ p with 1 ≤ p ≤ ℓ, 0 ≤ k ≤M0− 1.) We have
φ
(
: ψkℓ+pi (n)ψ¯
k′ℓ+p′
i′ (n
′) :
)
=: ψpi (M0n− k)ψ¯
p′
i′ (M0n
′ + k′) :(9.8)
for 1 ≤ i, i′ ≤ N , 1 ≤ p, p′ ≤ ℓ, 0 ≤ k, k′ ≤M0− 1 and n, n
′ ∈ Z, recalling Remark
5.1 and noticing that M0n
′ + k′ ≥ 0 if and only if n′ ≥ 0. Via this isomorphism
φ, the CℓN -module F
ℓ
N becomes a C
M0ℓ
N -module, which is denoted by (F
ℓ
N)
φ. Notice
that for 0 ≤ k ≤ M0 − 1, n ∈ Z, M0n − k > 0 if and only if n > 0, and
M0n + k ≥ 0 if and only if n ≥ 0. It then follows from the construction of F
M0ℓ
N
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that (F ℓN)
φ ≃ FM0ℓN as a C
M0ℓ
N -module. That is, we have a linear isomorphism
Φ : FM0ℓN → F
ℓ
N such that Φ(|0〉) = |0〉 and
Φ(ψkℓ+pi (n)w) = ψ
p
i (M0n− k)φ¯(w), Φ(ψ¯
kℓ+p
i (n)w) = ψ¯
p
i (M0n+ k)φ¯(w)
for 1 ≤ i ≤ N, 1 ≤ p ≤ ℓ, 0 ≤ k ≤M0 − 1, n ∈ Z, w ∈ F
ℓ
N .
Now, with a = (a1, . . . , aℓ) ∈ (C
×)ℓ, we have an ŝlN(Cq)-module F
a
N , which is
naturally an ŝlN(Cq[t
±M0
0 , t
±M1
1 ])-module. For 1 ≤ i 6= j ≤ N , m0, m1 ∈ Z, recall
from (5.17) that Ei,jt
M0m0
0 t
M1m1
1 (in ŝlN(Cq[t
±M0
0 , t
±M1
1 ])) acts on F
a
N as∑
n∈Z
ℓ∑
r=1
(arq
−n)M1m1 : ψri (m0M0 − n)ψ¯
r
j (n) :
=
∑
n∈Z
ℓ∑
r=1
M0−1∑
k=0
(
(arq
−k)M1q−nM0M1
)m1
: ψri ((m0 − n)M0 − k)ψ¯
r
j (nM0 + k) : .
On the other hand, via the Lie algebra isomorphism πM0,M1, the ŝlN(CqM0M1 )-
module F
(aq)
M1
M0
N (= F
M0ℓ
N ) becomes an ŝlN(Cq[t
±M0
0 , t
±M1
1 ])-module, where the ele-
ment Ei,jt
M0m0
0 t
M1m1
1 acts as∑
n∈Z
M0−1∑
k=0
ℓ∑
r=1
(
(arq
−k)M1q−nM0M1
)m1
: ψkℓ+ri (m0 − n)ψ¯
kℓ+r
j (n) : .
It then follows from (9.8) that the Fock space identification
Ψ : F
(aq)
M1
M0
N = F
M0ℓ
N ≃
Φ F ℓN = F
a
N
is an ŝlN(Cq[t
±M0
0 , t
±M1
1 ])-module isomorphism.
Next, we show that Ψ is also a GLIa-module isomorphism. Recall that the
action of GLIa on F
ℓ
N is given by the action of the Lie algebra glIa from (5.13),
where
glIa = span{Ep,p′ | 1 ≤ p, p
′ ≤ ℓ, p ∼a p
′} ⊂ glℓ.
Similarly, the action of GLIM0 on F
M0ℓ
N is given by the action of the Lie algebra
gl
Ia
M0 (⊂ glM0ℓ). Furthermore, glIa acts on F
M0ℓ
N through the embedding of glIa
into gl
Ia
M0 with
Ep,p′ 7→
M0−1∑
k=0
Ekℓ+p,kℓ+p′
for 1 ≤ p, p′ ≤ ℓ with p ∼a p
′. We see that the element Ep,p′ of the Lie algebra
glIa acts on F
M0ℓ
N as
M0−1∑
k=0
N∑
i=1
: ψkℓ+pi (−n)ψ¯
kℓ+p′
i (n) : .
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Then it follows from (9.8) that Ψ is a glIa-module isomorphism. Thus Ψ is also a
GLIa-module isomorphism.
Finally, by using Ψ we transport the GL
I
M0
a
-module structure from F
(aq)
M1
M0
N to
FaN , obtaining a seesaw pair
(ŝlN(Cq),GLIa) and (ŝlN(CqM0M1 ),GLIM0a )
on the Fock space FaN . Then just as in the proof of Theorem 8.4, (9.6) follows
from this seesaw pair. 
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