Let H be a real-valued function of L'( -°°, «), <b a real-valued, continuous function of L °° (-°° , °° ) and let (1) H *<b(x) = j~ H(x -t)<fi(t)dt, -co<x<oo.
H is said to be a variation diminishing *-kernel if and only if, for every such <b, 
where (4) E(s) = ecs2+1*"f] (l -i^) e"/8*, the aA's being real, with Z*"=i(l/oit) < co> and 6 and c real, with c ^ 0.
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License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use ation diminishing and that, conversely, every variation diminishing kernel is of the form (3); see [13] .
The following analogous theory, generalizing the kernels of (3), was developed by I. I. Hirschman, Jr. [5] :
Let 7 be a fixed positive number, and set (5) u(x) x2y + l 2T+1/2r(7 + 3/2)' Define (6) /(x) = 2-1/2r(7 + l/2)x1/2"V,_1/2(x), where «/T_1/2(x) is the ordinary Bessel function of order y -1/2. Replacing the exponential factor of the integrand on the right of (3) by ß (st), we set 
G#<b(x)=fo G(x,t)<p(t)du(t), 0<x<oo.
A general definition of ^ # <b(x) for any two functions \p and <p of L^O, ao;du(x)) will be given in II, §2. Hirschman proved that a #-kernel G is variation diminishing if and only if it has the form (7). We note that in the special case where 7 = 0, ^f(x) = cosx, and we have Schoenberg's theorem for an even kernel.
In 1955, I. I. Hirschman, Jr. and D. V. Widder showed that the *-convolution transform f(x) = G*<b(x) can be inverted by the differential operator E(D):
where D stands for differentiation with respect to x. Further, they obtained a corresponding representation theory, [10, pp. 120-169] .
These results suggest that we may develop a parallel inversion theory for the #-convolution of (11). Our primary goal will be to derive such a theory under the least restrictive assumptions and to establish an analogous representation theory. Our main inversion theorem will be the following:
Let <p be a function integrable on every finite interval and let where fW= fo G(x,t)<b(t)dp(t), A*t)f{yt)
G(x,y)=jCu 0 < x < n(-l) the ak's being real, 0 < ax < ■■■ < <», with Z*"=i(l/a*) < 00• Then limn(l fix) = 0(x),
where AxA(x) = ft"(x) + 27ft'(x)/x, if lim^0l/A -<*(x)]dM(0 = 0, a condition which holds a.e. Correspondingly, we prove that necessary and sufficient conditions for a function / to be represented by fix) = fZG(x, t) dxpit) with \pit) f are that fix) EC-, 0 ^ x < co, rj&i (1 --Waft /(x) £ 0, 0 ^ x < o=, l = jV0 < JVj < ■ -•, /(x) = o(-J^(oix)),
x-» co, where JPia^x) is defined in III, §3, (3).
Examples which serve to illustrate these results are given in the following 2^) dt,   ,, , , ,,,, f"," .," cosh7txcoshirt ... ,
where /(x) = ft(x)/7r, 0(x) = i/^^x). Thus we find that the Stieltjes transform for <f> satisfying *(l/x) = x*(x) is the special case of the # -convolution illustrated by our first example above. The inversion theorem enables us to conclude that, in this case, see [10, p. 69 ].
2. Formal approach. Before proceeding to a rigorous development, let us, by way of illustration, derive the inversion theorem formally. We consider a real-valued function / defined on (0, °°) and set (1) fix)=L /M^*W' 0<x<co, so that, by inversion, as in the case of the Fourier transform, we have (2) fix) = i AW®**®.
We define the linear differential operator \ by (3) V d2 2y d 1
By an application of Bessel's equation, we may show that, for t fixed,
AIJ(xt) = -t2/(xt);
see [5, p. 317] . Note the analogy to the Fourier transform where the derivative operator D applied to the exponential gives D{eUr) = iteUx. Next, let
where the at's are real and £T=i(l/a*) < °°-Further, for a real-valued function <b defined on (0, »), let
where G(x,y) is defined in §1, (10) . It then follows formally that f {x) = fo WA^dM)
We thus find that
It, therefore, follows that N lim " °'J J" un, n r.+41 = *(*), which is the inversion we seek.
Chapter II. Definitions and preliminary results 1. Basic definitions. We begin by developing the theory of the Hankel transform and by establishing some of the properties analogous to those of the Fourier transform. For fixed 7 > 0, we define
We denote by Lp(0, co), 1 ^ p < a>, the space of all real-valued, measurable functions / defined on (0, «) with norm (2) ||/||p = [ jo"\f(x)\"dp(x)Y" < cc, whereas L"(0, co) denotes the space of those functions / for which (3) II/! . = ess.l.u.b.|/(x)| < co.
0<X< oo
Let A(x,y,z) be the area of a triangle with sides x,y,z if such a triangle exists. Set (4) D(x,y,z) = t-^J/i ^ (xyz)-^\Mx,y,z)}î f A exists and zero otherwise. We note that D(x,y,z) ^ 0 and that D(x,y,z) is symmetric in x,y,z. Further, we have the following basic formula: [17, p. 411] , from which it follows immediately, on setting t = 0, that
Using (5) 2. Preliminary results. For each / in L'(0, °°), it is clear, by §1, (7) , that the integral fZ ^(xt)f(t) du(t) exists, so that we may define the Hankel transform / of a function / in L'(0, °0 by (l) f ix)=L SMfMMQ.
Lemma 2.1. Let f be a function of L'(0, od). Then /"(x) is bounded and continuous for 0 g x < od .
Proof. Since
and the transform is clearly bounded. Further, the continuity of / (x) for 0 ^ x < a> may be established by noting that, for any real x and ft, 0 ^ x < °d , we have |/"(x + A)| ^ j I ,/((x + h)t) I |/(0| du(t). We find that the properties of the # -convolution parallel those of the ♦-convolution, as illustrated by the following lemmas. Lemma 2.6. Let f and g be functions of Ll(0, oo) and let f#g(x)=fof(x,y)g(y)du(y), 0<x<«,.
Then the integral defining f # g(x) converges for almost all x, 0 < x < °o, and |/#f|i£|/|i|«|i.
Proof. We have
the change in order of integration follows by Fubini's theorem. Thus, by §1, (5), we have
The following lemma may be found in [5, p. 315] . It enables us to establish the commutativity and associativity of the #-convolution in L'(0, °°). (ii) fökn(t)du(t) = 1, (iii) lim"^" jT *"(*) dp(t) = 0 /or ei*ry 5 > 0, = {g#f)(x) a.e. and ((/ # g) # h)(x) = (/# (*#«))<*) a.e.
Proof. We have (/# g) "(x) -f'(x)g'(x) = g\x)f'(x) = ig # /) "(x) and hence, by Corollary 2.9, {f # g)(x) = ig # f){x) a.e. and similarly for associativity.
We conclude the section by including, without proof, the following general theorem on the application of linear differential operators to integrals. Chapter III. Variation diminishing # -kernels 1. Introduction. In this chapter, we study properties of the variation diminishing # -kernels G(x) and of their associated functions G(x,y) defined by Gix) = foi fixt)/Eit))duit) and G(x,y)=f Giu)Dix,y,u)duiu).
We propose, first, to establish inequalities on Eix) in order to verify the existence of basic integrals. We then construct the variation diminishing kernels G(x) as convolutions of elementary, basic variation diminishing kernels. We examine variation diminishing matrices and explore properties of the associated functions G(x,y). The proof follows from the definition of Eis) and the preceding lemma. Note that if Eis) is a polynomial of degree 2n, the theorem holds for p ^ 2re.
Inequalities for Eis
The following results will all be based on the assumption that Eis) is an infinite product.
3. Generation of variation diminishing kernels. We propose to show that the kernels G(x) referred to in the Introduction may be generated from an infinite number of # -convolutions of elementary basic variation diminishing kernels ga(x), a > 0, given by (1) ga(x) =a2i+i*(ax), where
K\_i,2(x) being the Bessel function of the second kind. In our development we also need the function
where /T_i/2(x) is the Bessel function of imaginary argument of order y -1/2.
Lemma 3.1. Let ga(x) be defined by (1) . Then ga~(x) = 1/(1 + x2/dl).
Proof. See [17, p. 410 ].
Lemma 3.2. Let J?(ax) and Jr (ax) be defined by (3) and (2) Proof. See [17, p. 429] .
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and G(t) is a variation diminishing # -kernel.
Proof The associated function of a variation diminishing # -kernel will be referred to as variation diminishing. An approximation argument readily shows that if G{x,y) is variation diminishing, so is the matrix [G(x,,y;)]
(1 £ i; £ j' £ m). Proof. By the preceding theorem, with n = 1, it is clear that G(x,y) ^ 0. Suppose G(x,y) = 0. Then we may appeal to IV, Theorem 3.2 (the proof of which, though independent of the preceding results, is more conveniently included in IV) to note that there exists a number y, > y such that G(x,yi) > 0. Similarly, since G(x,y) = G(y, x), there exists a number x, > x such that G(xj,y) > 0. Now, applying the preceding theorem once more, with n = 2, we find that
Properties of G^x.y). Let
en(x)= n fi+4).
where 0 < a, ^ a2 = • • •, with £T=am-i (1/a*) < 00, and let Gjv(x) be the variation diminishing kernel whose Hankel transform is the reciprocal of EN(x), and GN(x,y) be the function associated with GN(x). We write G(x) and G(x,y) for G0(x) and G0(x,y), respectively. The following theorems will be stated for G(x, y), though they hold equally well for GN(x,y) with N any integer. 
where the change in order of integration follows by Fubini's theorem. Applying II, §1, (5), we have the required result.
Note that G(x,0) = G(x). Proof. We have
Theorem 5.4. Let G(x,y) be the function associated with G(x). Then, for
x fixed, (a) flrt2G(x,t)dß(t) = x2 + 2(27 + 1)A2, (b) /"" t4G(x,t) dß(t) = x4 + 4x2(27 + 3)A2 + 8(27 + 1)(27 + 3)(A22 -A4), (c) /"-(t2 -x2)2G(x,t) dß(t) = 8x2A2 + 4(27 + D(27 + 3)(Al -A4), where A2 = £X1 (1 /a*), A4 = £"s.<j(1 /a?a2).
The definitions of /(xy) and £(y) give us the following Taylor expansions:
/K y> 2(27 + l)y ^8(27 + l)(27 + 3)y 
Substituting (2) and (4) in (1), we find that
+ L8(27 + l)(27 + 3) +2727TiyA2 + ^"A4Jy4+"'"-Equating coefficients of y2 and y4, we obtain (a) and (b), respectively, whereas (c) is a direct result of (a), (b) and Theorem 5.3. where Tx g w ^ T2. Since g(y) is uniformly bounded, and since, by hypothesis, we know that given e > 0, there is a T > 0 such that for Tu T2 > T, each of the integrals on the right is less than «, the theorem follows.
1. Introduction. In this chapter, we derive the inversion theorem under general hypotheses. Since the behavior of GN(x,y)/G(x,y) and of GN(x,y) plays a significant role in the development, we give a detailed study of the essential properties of these functions.
The changes of trend of GN(x,y)/G(x,y).
Lemma 2. 
Proof. We have jo GN(x,s)G*N(s,y)du(s) = (GN# G*N( -,y))(x).

But (GN # GM -,y)) (x) = GMx)GM -,y)' (x) 1 /(xy) _ /(xy) EN(x) EMx) E(x)
The lemma thus follows by inversion.
= G( .,yf (x). Similarly, we may show that \\mN-,a,(GN(x,x + 5)/G(x,x + 6)) = 0, and the theorem follows.
3. The change of trend of GN(x,y). Proof. The conclusion is a direct result of IV, Theorem 3.2. 2-y-"r(T + l/2)J,-M GN(x,y)y2ydy
, .
-y-ur« , i /9.4A GN(x,y), 
On integrating by parts, we find that
F(x) =o( J*(ox)),
x-* 00.
Further, differentiating (1) twice, we have (4) and since Q(D)f(x) £ 0( J%x)), we find that
F(x) thus satisfies the conditions of Lemma 3.2 and hence (6) F'(x) =o(JVc)), x^co.
But, on differentiating (2), we find that (7) F'(x) = (n -1)!9b(x)/'(x) +o(X(ox)), x^ », and since q"(x) is bounded, it follows that f'(x) =o(X(ux)), x-> od, and the lemma is proved. Helly's first and second theorems are proved in [11, Vol. I, pp. 222, 233]. We find it useful to combine and restate them in the following forms: Theorem 4.2. Let f(x) be a continuous function defined for 0 ^ x < oo and such that /(oo) exists. Let gn(x) be a sequence of functions, defined on 0 ^ x < co, which are uniformly bounded and which are of total variation uniformly bounded by K. Then there exists a subsequence gnXx) of the sequence gn(x) converging to a function g(x) at every point of continuity of g(x). g(x) is of total variation bounded by K and lim f f{x)dgn{x) = f f(x)dg(x) +c/(»).
n;-c° JO JO
We are now in a position to derive our main representation theorem. Proof. The necessity of conditions (a) and (b) have already been dealt with in the introduction to the chapter, and of condition (c) in Theorem for every t which is a point of continuity of ß(t). Clearly ß(t) ^ 0 and ß(t) f . For N sufficiently large, the aNXx, t) are also continuous functions oft, aN\x,t) ] for fixed x and aNi(x, <*>) = _?(aix). Further, by Lemma 4.1, we have that iimN^maNi(x,t) = a(x,t) uniformly for x fixed and for t in every finite interval. Hence lims^a\\aNj(x,t) -a(x,t)^ " = 0 for each x. Now consider a(x,t) dßNjj(t) -I [aNi(x, t) -a(x, t)]dßNi. ( 
