Mwstmct-This paper summarizes a study on two-dimensional linear prediction of images and its application to adaptive predictive coding of monochrome images. The study was focused on three major areas:
I. INTRODUCTION
T HE techniques of linear prediction have been applied with great success in many problems of speech processing [I] - [4] . Linear prediction is established as the predominant technique for extracting speech parameters and for speech coding at low bit rates [5] . This success in processing speech signals suggests that similar techniques might be useful in modeling and coding of 2-D image signals. Due to the extensive computation required for its implementation in two dimensions, only the simplest forms of linear prediction have.received much attention in image coding [ 6 ] , [7] . However, current reductions in cost and increases in speed of digital signal processing hardware suggest that it is no longer necessary to limit our attention to simple processing schemes for image modeling and coding. Thus, this paper consists of two parts. The first part is concerned with autoregressive modeling of 2-D,image signals, and the use of two-dimensional linear predictive analysis for extracting the parameters of this model. The second part reports the performance of an adaptive predictive image coding scheme which uses adaptive two-dimensional linear prediction and an adaptive three-level quantizer to quantize the prediction error signal at low bit rates. Manuscript received September 1,1983 . This work was supported by the Joint Services Electronics Program of the Department of Defense under Contract DAAG29-81-K-0024.
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2-D LINEAR PREDICTION A. Image Model
Various autoregressive image models have been examined by different researchers [S] aiming at different goals. Our objective is to introduce an autoregressive model which will account for the spatial variability of image sequences and for the fact that intensity image samples possess a. nonzero average bias since they always assume nonnegative values. Hence, let us consider the image model in Fig. ] (a), where x(m, n) denotes the 2-D sequence of intensity image samples and a, represents a locally constant bias coefficient added to the input of the feedback system. This feedback system, which accounts for the autoregressive nature of our model, is called the predictor, and its corresponding transfer function is 
Comparing the equivalent difference equations (2) and (3) we can find a relation between a, and B
0096-3518/84/1200-1213$01.00 0 1984 IEEE rND SIGNAL PROCESSING, VOL. ASSP-32, NO. 6 , DECEMBER 1984 The bias coefficient a, can be thought of as a bias at the input, whereas B represents a bias at the output. In both cases, the inclusion of a bias param.eter accounts for the fact that the intensity image samples x ( m , ti) are explicitly biased, since they are always nonnegative. The advantage of ( 2 ) contahing (lo is the linearity of the normal equations which a.re jnvolvecl in the estimation of the parameters of the model. The difference equation (2) represents either a means for synthesizing the image signal x(m, n) if we know the model coefficients and the excitation u(rn, n), or a means for extracting the model parrameters if we have available the signal x(m, n ) and rnake some assumptions about the input u(m, n).
The set n of integer pairs spanned by the indexes ( k , I) of the prediction coefficient array a(k, 1) is called the region o f support of the predictor or the prediction mask. This set determines the spatial causality of the model. Spatial causality is not inherent in image formation. However, it may be imposed by the scanning mechanism for a raster of image samples. Our ultimate objective is to use the optimal estimates of the model coefficients for resynthesizing the image signal x(rrz, n> at the decoder of the image codi.ng scheme. Therefore, (2) must be recursively computable. This limits the possible prediction masks [9] only to causal, nonsymmetric half-plane masks. Sacrificing some generality, we have limited our study to causal prediction masks which possess a Q X Q quartex-plane region of support; namely masks where (a, I) range over all integer pairs in the set
The number of prediction coefficients included in a Q X .Q quarter-plane prediction mask, also called predictor order, is P = (22 --1.
B. 2-L) Linear Prediction o f h t e n s i v Image's
The parameters of the image model (a(k, I) and uo> can be estimated by the method of linear predictive analysis in which it is assumed that the model coefficients are those which minimize the nmmsqaared value of the 2-69 prediction error sequence
The mean-squared prediction error residual is defined as
where the limits L , U will be specified later. The prediction error filter i s a linear system with corresponding transfer function
where P(zl, z 2 ) is defiaed in (I). The spticnal model coefficients are those which minimize E , and consequently they satisfy the normal equations
and Ns is the number of samples in the region of support of the 2-D sequence e(m, n). In (1 1) m and n range over a set of integers corresponding to a particular M X M region of the image, called the analysis frume. Over each analysis frame we assume that the model coefficients are fixed, and we compensate for the nonstationarity of the image by using small analysis frames and computing a different model for each frame. The minimum prediction error residual can be shown to be given by
In order to adopt a matrix representation for (IO), a onedimensional indexing [9] of the prediction coefficient array a@, I) is defined as follows:
The above indexing corresponds to a rowwise scanning of u(k, E), and it is not the only possible one.
) ranges over the integers 0 < i < P in a one-to-one re1ationshi.p with the integer pair (IC, I). 'Thus, we can recover the integer pair (k, 2 ) = I--* (i), and the four-index 
I(i, ]). Similarly, S(k, I ) = S(q).
At this point, (10) can be re-squared error E involves all the nonzero values of e(m, n); Le., written in matrix form as L = O a n d U = M t Q -2 i n ( S ) w h e r e Q X Q i s t h e s i z e o f t h e prediction mask. Therefore, we 'must set Ns = (M t Q -I )~ (13) in (lob). In the autocorrelation case it can be proven easily where that the correlation lags @(k, E:i, ]) possess the following ca= c C = p ( 1 : 1) r$(2 : 1) * * * @(P: 1) I S(l)] @(I : 2 ) 9(2 : 2 ) . * * 9(P: 2) / S(2) @ ( 1 : P ) 9 ( 2 : P ) * * * @ ( P : P ) p ( P ) . I . * I I .
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For reasons explained later, we denote by R the upper left P X P principal submatrix of C which contains only correlation lags as entries, and
(1 5)
where [ j denotes the transpose of a vector. The (P X P) matrix R and the (PX 1) vectors a and r are called, respectively, the correlation matrix, the prediction coefficient vector, and the correlation vector.
Bias Estimation: There are several issues to be considered in the computation of the model coefficients. One concern is the way the bias B is estimated. The derivation of the normal equations in (IO) assumed that the bias remains constant over each analysis frame. There are three ways to handle the bias: 1) Estimate a. by solving the (P t 1) X (P + 1) system Ca = c, and then exploit the relation (4) between a. and B. This approach is henceforth denoted by TBLP (true bias linear prediction). 2 ) Estimate the local mean of the signal over the M X M frame as being an approximation to B, subtract it from x(m, n ) and then use only (loa) with a, = 0, solving a (P X P) system. We denote this approach as LMLP (local mean linear prediction). 3 ) Do not subtract any estimate of the bias Band use only (loa) with a. = 0; i.e., solve only the (PX P) system Ra = r. This last approach is simply denoted LP (linear prediction).
Covariance Versus Autocorrelation: Another concern is the determination of the range of summation in (8) and (1 1). One approach is to limit the summation to the M X M analysis frame. This implies setting L = 0 and U = M -1 in (8), (1 l ) , and N, = M 2 in (lob), and it results in bringing inside the analysis frame samples from the borders of the frame to be supplied as needed in the computation of (1 1). We call this the "covariance method" as in one-dimensional linear predictive analysis [5] . Since @(IC, I: (14) is symmetric. Moreover, C is almost always positive-definite, except for some degenerative cases where it is positive-semidefinite. Therefore, it can be inverted using Cholesky decomposition [5] .
Another approach is the so-called "autocorrelation method."
Therefore, we can replace
( 1 8) From (17), (18) it can be shown that R(k, 1) =R(-k; -I).
Also, in the autocorrelation method the sums S(k, I ) defined in ( l l b ) assume the same value for all different lags (k, a).
Therefore, the P + 1 equations of the system (IO) are decoupled in a system of P equations in P unknowns, plus an extra decoupled equation for a, in the TBLP case. More precisely, the equations in (IO) now take the form
where R , a, and r are defined in (14), (IS), and (16), respectively, and y, B are known constants for LP. Thus, in the autocorrelation method the optimum bias B will always be a little smaller than the local mean, and the system of normal equations to be solved will always consist of P equations regardless of the way the bias is handled.
The matrix of the system of equations in (19a) is a PX P symmetric block Toeplitz matrix which is always positivedefinite. There exist methods for the inversion of such matrices which are more efficient than the Cholesky decomposition [IO] . The storage requirements for the autocorrelation method, both for the signal x(m, n) and for the entries of the correlation matrix, are fewer than in the covariance method.
In addition, by comparing (1 la) and (1 8) we can infer that the covariance method requires a greater number of multiplications and additions for the computation of each correlation lag, In the one-dimensional case, if the autocorrelation method is used, the stability of the inverse prediction error filter is guaranteed, but with the covariance method it is not. In the two-dimensional case neither approach can guarantee stability, as shown in [ 1 11 .
Prediction Error: To examine the performance of twodimensional linear prediction, we computed the total normalized prediction error by partitioning the image into an integer number of nonoverlapping frames, summing the mean-squared prediction error (8) from each individual frame, and dividing the total error by the energy of the image signal x(m, n) over the whole image. All the following results refer to the "Girl" image of Fig. 2(a) , but similar results were obtained for other images as well. Table I shows a comparison among the different approaches for handling the bias using the covariance method and various predictor orders and frame sizes. In the column headings of Table I , the first digit P refers to the predictor order and A4 refers to the size of the MX M analysis frame. Although the results give a slight superiority to the TBLP method, all three methods yield comparable prediction errors, This is not unexpected since the available test images were oversampled, and thus there was enough correlation between samples for all of the methods to work satisfactorily. However, as shown later, we found a significant difference in the stability of the resulting models.
A prediction error image is shown in Fig. 2(b) , where the prediction error samples (which are both positive and negative) were mapped linearly onto the range 1-256 (8 bits/pixel) so that the prediction error sequence e(m, n) could be displayed as an image. It is obvious that linear prediction removes much of the redundant information from the image, leaving only information about the edges.
Perspective plots of the magnitude of the 2-D Fourier transform of the original image and its prediction error are illustrated in Fig. 3(a) and (b) . We see that in the frequency domain the linear prediction flattens the original low-pass image spectrum.
Figs. 4 and 5 provide us with an informative comparison between the performance of the covariance and autocorrelation method. In both figures the ordinate gives the mean-squared prediction error (per frame, using the TBLP method) normalized by the energy of the image signal x(m, n ) over each analysis frame, and averaged over 64 frames uniformly distributed over the whole image of Fig. 2(a) . In Fig. 4 the variation of the error versus the size M of the M X M frame is illustrated. The covariance method is shown to give a consistently smaller prediction error and to be almost insensitive to frame size variations for a fixed predictor order P = 3. The error resulting from the autocorrelation method is reduced significantly by increasing the frame size, which implies that for large frames both methods yield identical results. formance of either method for this image. Prediction masks bigger than 3 X 3 or 4 X 4 coefficients do not significantly improve the prediction error.
C. Predictor Stability
Another very important consideration concerning the allpole image model of Fig. 1 is its stability, because the model is a fundamental component of both the coder and the decoder in an adaptive predictive coding system [ l ] , [2] and instabili- ties could lead to large errors upon reconstructing the image signal.
The system, about whose stability we must be concerned, is the inverse prediction error filter.
Its transfer function i s I/A(z,, z2), where A(z,, z2) is given by (9). The impulse response of A(z,, z 2 ) has, support only on the first quadrant, because we used a quarter-plane prediction mask. Therefore, the inverse prediction error filter is recursively computable, and conditions for its stability can be found in Huang's theorem [12] , from which we can derive the following necessary condition.
Theorem: A necessary condition for the stability of the first quadrant recursive filter l/A(zl, z 2 ) is 
The proof for the above condition is given in the Appendix.
Let us now recall that P(1,
we conclude from (21) that the model is necessarily unstable.
If P(1, 1)< 1, then the predictor might be stable since its coefficients are away from the point of marginal instability:
Thus, the bias interacts with the stability of the model. For positive image signals, the bias B must be a positive number.
Thus, comparing (4) and (9) with (21), we can say that if a, , < 0 then the predictor is unstable. If a. > 0, the predictor might be stable.
When we arbitrarily require a. = 0 in the (LP) method, by not estimating any bias, we force P(1, 1) = 1 whenever B is nonzero, and thus force the model always to be marginally unstable. This is consistent with the fact that when we add a constant (a bias) to the impulse response of an all-pole autoregressive model, then the resulting biased sequence has a rational z-transform whose prediction coefficients of the denominator polynomial sum up exactly to one. This is because the added constant has a z-transform with a pole on the unit surface.
The occurrence of an unstable model, to which Table I1 refers, is judged only by the criterion a. d 0. However, for the (LP) method, the few times when the sum was less than I could be attributed to roundoff errors, because it has been noticed experimentally that the ( L P ) method almost always results in coefficients whose sum, P(l , l), is very close to unity.
This last observation indicates that there is indeed a bias inherent in the image data.
D. 2-0 Linear Prediction of Density Images
Linear prediction of a signal can be viewed as a linear operator acting upon the signal. Since linear operators obey the principle of additive superposition, linear prediction is especially well suited to analysis of signals which possess additive structure. Therefore, if linear prediction is to be applied to images, the question arises, can images be modeled properly by a linear system? Images are formed by iight energy from an illumination source being reflected by physical objects. Thus, Stockham [13] was led to model an image signal as a product of two basic parts. For discrete intensity image arrays,
where xl(m, n) is the discrete intensity image array, iI(m, n ) is the illumination, and rI(m, n) is the reflectance component.
The subscript "I" refers to intensity signals. Both the intensity and the illumination signals are spatial patterns of light energy that must be positive and nonzero. The reflectance is additionally constrained to be less than unity [13] . These two basic components have distinctly different characteristics and convey different kinds of information. The illumination component models the lighting of the scene and it varies slowly across the scene, except in the case of shadows. The reflectance depends upon the nature of the objects in the scene and thus it may vary more rapidly across the scene.
Stockham [13] , [14]
has shown that signals modeled as a product of two components can be processed using a homomorphic system for multiplication wherein a logarithmic transformation is used to convert the multiplicative superposition into an additive superposition of signals, tc which a linear prediction system may be more compatible. In the context of image signals, the logarithm of an intensity sample is termed a "density sample" [ 131 . Taking the logarithm of image intensities does not cause any mathematical difficulties, because the intensities are always positive. Thus, the discrete density image array is
where iD(m, n) and rD(m, n) represent the illumination density.and the reflectance density signals, respectively. The subscript "D" refers to density signals. The base of the logarithm does not play any role since a change of this base would just multiply both sides of (23) by a scaling factor. Equation (23) reveals the additive structure of the density image signal. Moreover, assuming that the illumination density, which is a slowly varying spatial pattern, does not vary appreciably over each small image region or analysis frame, we can write
where io represents the more or less constant illumination density over each small analysis frame. Comparing (3) and (24) we can relate the illumination density to the average bias over each frame and the reflectance density to the unbiased density signal. The additive structure of the density image suggests that linear prediction may be better matched to density signals than to intensity signals.
The experimental results of applying linear prediction to density images supports this notion. For an 8 bit/pixel intensity image the intensity samples assume values from the finite range 1 to 256. Thus, the values of the corresponding density samples will range from log (1) = 0 to log (256) = 5.545, if the natural logarithm is considered. Linear predictive analysis was applied to such density samples in exactly the same way as was done in the case of intensity images.
The resulting total normalized prediction error over the whole "Girl" image is shown in Table 111 , whereas Fig. 6 shows the average normalized prediction error per frame. In both cases the normalization was done by dividing by the energy of the density image signal. Table 111 compares the TBLP, LMLP, and LP cases for the covariance method. Fig. 6 compares the covariance versus autocorrelation method for various frame sizes for a fixed predictor order in the TBLP case. The variation of the predicticn error versus predictor order for a fixed frame size was found to be small, as in the intensity case (see Fig. 5 ) .
The results in Table 111 and Fig. 6 indicate that the TBLP method for bias removal is slightly to be preferred, and that the covariance formulation is superior t o the autocorrelation formulation. Comparing the above results with the comparable results in the intensity case (see Table I and Fig. 4) we can conclude that linear prediction on the density image always gives a smaller normalized prediction error than on the intensity image. For the covariance method, the normalized prediction error is approximately seven to eight times smaller.
E. 2-0 Separable Linear Predictor
As mentioned above, stability is a very important issue in linear prediction, and neither the covariance nor the autocorrelation method can guarantee the stability of the resulting inverse prediction error filter in two-dimensional linear predictive analysis [ 111 . Only in the one-dimensional case can the autocorrelation method guarantee stability [5] . Thus, if the prediction error filter is structured as the product of two 1-D prediction error filters-each one predicting along a different direction in the (m, n) plane-then, by using the I-D autocorrelation method, the parameters of each individual filter can be found so that stability is guaranteed. For example, suppose that we desire a Q X Q 2-D separable prediction mask. Its corresponding prediction error filter and prediction error sequence will be respectively
e -1 In general, to find the coefficients of a separable predictor,
we must minimize the square norm of e(m, n) by taking partial derivatives with respect to the coefficients, setting equations equal to zero, and solving the resulting system. However, this will be a formidable task since it is evident from (26) that the resulting system of equations is nonlinear. A suboptimum solution is obtained when the 2-D separable filter i s realized as a cascade of two filters with the error sequence being minimized at the output of each filter separately. In other words, prediction is done first along one direction and then along the other. If s(m, n ) is the output of the first prediction error filter can be found by using the autocorrelation method on a M X M frame of the signal s(m, n). Again, 1-D Levinson recursion can be employed to give a stable filter.
At this point, we should emphasize that the procedure is suboptimum; i.e., E2 > E , where E given by (8) represents the error of the general 2-D predictor and Ez represents the error of the suboptimum 2-D separable predictor. Throughout all the above discussion we omitted the problem of estimating the bias, because for the autocorrelation method [see (19) and (20)] this problem is decoupled from the problem of estimating the optimal prediction coefficients.
Example: For the 2 X 2 separable predictor there are only two unknown prediction coefficients: {a, b). The 2-D prediction error filter and the corresponding error sequence will be A @ , ,z2) = (1 -lZz;')(l -bz,') (31)
The optimal coefficients (a, b) will be
where the 2-D autocorrelation lags R x ( . , .) are given by (18), from which R,(. , e ) is also given if we replace the signal
x(m, n) by s(k, n). Using the Cauchy-Schwarz inequality, it
i s easy to prove that la1 < 1 and 161 < 1 . Therefore, the separable prediction error filter of (31) has a stable inverse. Fig. 7 shows the variation of the average normalized prediction error versus different frame sizes, using a 2-D separable linear predictor with the autocorrelation method for a fixed predictor order P = 3. By comparing Figs. 4 and 7, we see that, in the autocorrelation method, both the separable and the nonseparable predictor have the same performance, except for a small increase (3-4 percent) of the prediction error in the separable case. However, the separable predictor still gives a two to four times greater prediction error than the predictor in the covariance method. 
The system studied is illustrated in Fig. 8 . The heart of this (29) system is a basic DPCM system. Its predictor forms an esti- the nonstationarity of the image by using 2-D linear predictive analysis to obtain estimates of the LPC coefficients in (1) over small image regions. It should be noted that, although the optimal coefficients are obtained from the unquantized samples x(m, n), the predictor operates on the reconstructed Samples x^(m, n) (see Fig. 8 ). However, this results in only a small loss in optimality when the quantization error is small; i.e.,
x(m, n) = ?(m, a).
Stabilizing Technique: At the receiver of Fig. 8 , the quantized difference signal $(m, n ) excites the inverse prediction error filter and generates the reconstructed image signal ?(m, n). Therefore, the stability of this filter must be somehow guaranteed. This can be achieved by using a 2-D separable linear predictor, as discussed earlier, but this sacrifices the full generality of 2-D linear prediction. Thus, another approach which we have followed with good success is to use a suboptimal stable model obtained by multiplying each prediction coefficient by a constant / 3 such that /3 . P(1, 1) < 1, in 
We have always found the resulting model to be stable even though (21) is only a necessary condition. Indeed, since stabilizing the model results in higher prediction error in the coder, we have found it best to place a lower limit on D(flrnin = 0.75), and accept an unstable model for very few regions of the image. With this modification, the difference equations which describe the operation of the coder and decoder.in Fig. 8 become
( k , E ) x^( m -k , n -I ) t $ t d^( m , n ) .
( k , 0 En k I (37)
B. Adaptive Quantization
In order to achieve bit rates below 1 bit/pixel, the difference The input-output characteristic of this three-level quantizer is illustrated in Fig. 9 , and it is given by the equation
The threshold 0 determines the percentage of the dynamic range of the input signal to the quantizer to be assigned a zero value. The behavior of the quantizer can be varied by varying 0 proportionally to the step-size A. For instance, if 0 = 0, the quantizer has only two levels, while 0 = A/;! corresponds to a uniform three-level quantizer. Finally, for 0 > A/2 we have a three-level center-clipping quantizer. In order to achieve a bit rate for the difference signal of at most 1 bitlpixel using codewords of fixed length, it is necessary to use a two-level quantizer. However, the dynamic range of the difference signal is often too large to be handled properly by a two-level quantizer. Such a coarse quantization is a major source of visible distortions in the reconstructed image. With only two levels it is 'difficult to avoid both peak-clipping of the difference signal and granular distortion. Peak-clipping results in smeared edges in the reconstructed image, while a large step-size chosen to avoid peak-clipping introduces large amounts of granular noise. In contrast, a three-level quantizer offers the alternative of having the zero middle level for small amplitudes of the difference signal plus two side-levels for handling the large ampli- tude portion of the difference signal. The first-order entropy of the output signal from a two-level quantizer in ADPCM is very nearly equal to 1 bit/pixel. However, by increasing the threshold 0 of the three-level quantizer, a large number of zero values is produced at the output, and the entropy of the quantized difference signal can be made significantly smaller than 1 bitlpixel. This can be exploited by employing block-coding techniques and encoding efficiently at average bit rates below 1 bit/pixel. 
where xi represents an encoded quantized difference sample whose value is -1 , 0 , or 1 and p ( x l , . * , XL) denotes the Lthorder joint probability of the L samples x l , * , xL of one block. In practice we measure histograms instead of probability distributions. It is well known [I91 that by using optimum Huffman encoding of the blocks we can achieve an average bit rate R H~J F which is arbitrarily close to HL for large L :
If 8 = 0, we have only two quantization levels. Therefore, we can use codewords of fixed length to encode the quantized difference image at 1 bit/sample. Alternatively, we could use Huffman codewords of variable length to encode blocks of L samples. In our ADPCM coder, the first-order entropy of binary quantized difference images was found to be ~1 bit/ sample. However, their 16th-order entropy was equal to about ~0 . 7 bits/sample. Thus, by using Huffman coding for 2-D blocks with 4 X 4 samples we can encode this binary quantiz,ed difference signal at an average rate Rd very close to 0.7 bits/sample: 0.7 < Rd < 0.7 t (A).
If 8 # 0, we have three quantization levels. To use in this case Huffman coding for blocks of 16 samples would be highly impractical, because the Huffman table would contain 3 1 6 entries. Therefore, to encode the quantized difference image, we used the coding procedure described in [16] , which exploits the fact that, due to the large number of zero values in the output from the quantizer, the first-order entropy in (42) is very often smaller than 1 bit/sample. That is, code words of variable length were assigned to blocks having a fixed length of I, samples. The average number of bits required per sample is
where b(n) denotes the number of bits required for a block with n zeros and Pr(n) is the probability that a block of L samples contains n zero samples. The following example will clarify the efficiency of the above procedure. An image was coded through the simulated ADPCM system of Fig. 8 with a n = o three-level center-clipping quantizer yielding a first-order entropy of H I = 0.701 bits/sdmple which corresponds to a percentage of zero-valued samples equal to 86 percent. By encoding blocks of L = 4 samples long, an average bit rate of 0.734 bitslsample resulted for the quantized difference signal. This bit-rate is only 1 .OS times the entropy. By using larger blocks of I, = 8 samples the average bit rate was further reduced to only 0.709 bitslsample, which is consistent with the noiseless coding theorem for binary transmission [I91 .
The above proposed block-coding schemes have the advantage that they achieve high coding efficiency, enabling transmission of images at rates below 1 bitlpixel. Their disadvantage is that they make use of variable-length codes so that a buffer must be provided between the variable length codes and a uniform bit rate channel. Also, the variable-length codes must be designed so as to provide protection against a loss of synchronization in the presence of channel errors. Also note that a change of the source probabilities would require a new code mapping to ensure minimal average length.
In addition to the above bit rate Rd for the quantized difference signal, we must also transmit information about the P +-1 predictor parameters (a@, I), ao} and the step size A (also referred to as "side information"). The dynamic range of the prediction coefficients a(k, 2) of a stable 2 X 2 predictor is necessarily (-1, 1). For 3 X 3 predictors, we experimentally found that the prediction Coefficients were always absolutely less than 1. Motivated by the established techniques in the area of speech coding [5] for quantizing reflection coefficients, instead of directly quantizing a prediction coefficients a(k, 1)9 we quantized the quantity log [ (l -a(k, 1) )/(1 t a(k, Z))] for all ( k , E ) E I1 using a uniform quantizer in the implied range.
We found that by using quantized coefficients with 6-10 bits/coefficient, the SNR of the resulting coded images was about 0.2 dB less than the resulting SNR when using unquantized coefficients. To quantize the bias coefficient ao, we can quantize instead the bias B whose dynamic range is known (0-255 for 8 bit/phel intensity images) and then obtain a. using (4). The dynamic range for the step size was experimentally set equal to half the range for the bias B.
Both the bias and the step size were quantized using logarithmic uniform quantizers. A typical bit allocation used in OUT ADPCM scheme was: 6 bits for each prediction coefficient, 7 bits for the bias, and 6 bits for th.e step size on every analysis frame. If n, denotes the average number of bits per sideinformation parameter, then the total average bit rate of the coded image is
For the above bit allocation, the side information for 32 X 32 frames requires 0.03 and 0.06 bits/pixel for predictor orders of P = 3 and P = 8, respecthely. For 16 X 16 frames, the above rates for the side information increase to 8.12 and 0.24 bitslpixel.
C. Experimental Results
The ADPCM scheme of Fig. 8 with both adaptive prediction and adaptive quantization was applied in coding monochromatic still images. For simplicity, all the following results will refer to the head-and-shoulders image of Fig. 2(a) , but similar results were obtained for other images as well. The adaptation took place by dividing the whole image in M X M frames where M was equal to 16 or 32. The coefficients of the 2-D linear predictor for each frame were obtained by using the covariance method, with the bias being estimated together with the predictor coefficients (TBLP method). The adaptive quantizer was used with either two or three quantization levels.
For measuring the fidelity of the reconstructed images, we employed a widely used [7] version of signal-to-noise ratio defined as SNR = 10 log,, (Peak-to-peak value of original image data)2
. n T nr
where N 2 represents the number of pixels of the original image. At the receiver of Fig. 8 , a clipper was used after the reconstruction procedure. The clipper resets the values of the reconstructed image samples 2(m, n) to within the limits of the dynamic range of an 8 bit imaging system (i.e., 0-255).
The need for the clipper arises because the nonlinearities of the quantizer and the numerical instabilities of the predictor always create a small percentage of samples (x1 percent) exceeding the specified dynamic range. Alternatively, inserting a clipper before the predictor-both at the transmitter and at the receiver results in a slightly lower SNR and a greater percentage of clipped levels.
Coding of Intensity Images: By applying adaptive predictive coding to the intensity image signal, reconstructed images of full intelligibility and good fidelity resulted. Fig. 10 shows a set of four reconstructed images which were coded by using a two-level quantizer and different frame sizes as well as differ- ent predictor orders. Table   IV contains the resulting SNR's.
The corresponding quantization error images are shown in Fig. 11 . They were formed by mapping the difference between original and reconstructed images onto the original range from 0-255 for display. Table IV indicates that using both smaller frames and higher predictor orders gives a higher SNR. However, the 16 X 16 frames require a bit rate for the side information whch is four times higher than for 32 X 32 frames. Subjective image quality tests indicate that the 3 X 3 predictor gives images with sharper edges than a 2 X 2 predictor, without significantly increasing the additional required bit rate. Fig. 12 illustrates a set of four reconstructed images which were obtained by fixing the predictor order at P = 3 and the frame size at M = 32, by using a three-level center-clipping quantizer, and by varying its threshold so that entropies of approximately 0.7, 0.8, 0.9, and 1 bit/pixel result. The major observation of Fig. 12 is that contouring effects become obvious as the entropy is reduced. Consistent with this observation is the fact that the SNR becomes smaller at lower entropies, as shown in Table V . Comparing Figs. 10 and 12 leads to the following conclusions. a) For the same average bit rate of =0.7 bits/pixel, predictor order, and frame size, both the three-level and the two-level quantizers result in the same SNR. Moreover, in the case of three quantization levels, the reconstructed image appears to have sharper edges, less granular noise, but some contouring effects. b) For the same bit rate of 1 bit/pixel using codewords of variable length for the three-level and of fixed length for the two-level quantizer, the three-level quantizer gives images with almost no contouring effects and some aspects of superior fidelity, such as sharper edges, less granular noise, and higher SNR (approximately 3 dB more).
Coding of Density Images: Recall that linear prediction performed better on density images than on intensity images. It is therefore of interest to apply ADPCM coding to density images. This procedure is summarized in Fig.  13 , where the image density signal xD(m, n) is coded by an ADPCM configuration identical to the one in Fig. 8 . The reconstructed den- sity image 2~( m , n) yields after exponentiation the reconstructed intensity image $~( m , n). There exist two different reconstruction errors: the one between the original and the reconstructed intensity image which is expressed by the "intensity SNR" in (45), and the error between original and reconstructed density image which can be expressed by the "density SNR," given by (45) if we substitute density values. The density SNR measures the performance of ADPCM on the density image. The intensity SNR measures the performance of the overall coding scheme of Fig. 13 .
As far as the density SNR is concerned, the experimental results were in agreement with the very good performance of linear prediction on the density image. Namely, for P = 8 and M = 32, the resulting density SNR was about 32.5 dB. However, of greater importance is the visible SNR which is the intensity SNR, which was about 28.5 dB. The reconstructed intensity image is shown in Fig. 14 , where some "black spots" disturb the uniformity of the image and make it appear that the image is being seen through a "dirty window." The difference in SNR upon moving from densities to intensities is not yet well understood. A reason might be that the quantization errors are magnified nonlinearly by the exponentiation. One advantage of coding the density image is that the reconstructed intensity image is guaranteed to be positive, as a true image signal should be, because of the exponentiation of the reconstructed density image.
Coding of the Perceptual Visual Domain: Stockham 1131 , motivated by a model for the early portions of the human visual system depicted in Fig. 15 , suggests that image processing be done after the image has been transformed by the visual model. This model assumes that the eye is logarithmically sensitive. Moreover, the densities are linearly processed by a highpass spatial linear filter V(F). Stockham's empirical best estimate for V(F) was
where F is the radial spatial frequency in cycles per degree, and the 2-D frequency response of the eye is assumed to be circularly symmetric.
Motivated by Stockham's argument we applied ADPCM to the representation of the image that results from processing the image with this visual model, the "perceptual visual domain." As summarized in Fig. 16 , the above procedure consists of transforming the intensities to densities, filtering the densities by the high-pass spatial filter V(F), coding the filtered densities by using the scheme of Fig. 8 , inverse filtering the reconstructed densities by the inverse low-pass spatial filter V-'(F), and finally exponentiating to end up with reconstructed intensities. To implement digitally a sampled version of V(F), we used sampling frequencies at 20 or 40 samples/" corresponding to cutoff frequencies for V(F) of about F,, = Fig. 12(d) shows that the contouring effects, which appeared in the intensity coded images by using a three-level center-clipping quantizer at bit rates below 4 bit/pixel, are not evident if the output of the visual model is coded. However, the reconstructed image of Fig. I8 has another kind of coding distortion: there are some small regions of the image where the scene seems sort of "washed out." These spots may be accounted for by losses in amplitude of the reflectance component because of the center-clipping operation.
Comparison to Plain DPCM: All the previodsly discussed experimental results referred to ADPCM with both adaptive predictor and adaptive quantization.
A natural question to ask at this point is: how much of image quality is sacrificed by using simple DPCM without adapting the predictor and/or the quantizer?
First, we considered the performance of DPCM with only adaptive quantization. The predictor was fixed, and its parameters were obtained by applying 2-D linear prediction to the entire image, which can be considered as a 256 X 256 frame. The resulting SNR's were approximately the same (about 1 dB lower) as in the case of ADPCM. However, the subjective quality of the DPCM reconstructed images was inferior due to granular noise, which was particularly annoying at bit rates below 1 bit/pixel with a three-level quantizer. Unfortunately, the superior performance of ADPCM over DPCM with only adaptive quantization can be seen only on high-quality image display systems, and it could not be reproduced on printed photographs in this paper. Furthermore, if other than the optimal fixed prediction coefficients were used, both the SNR and the image quality dropped drastically.
Some experiments were also done with a simple DPCM with fixed predictor and a nonadaptive quantizer. The fixed stepsize of the quantizer was proportional to the rms value of the prediction error over the entire image obtained by using the coefficients of the optimum fixed predictor. With a two-level quantizer the resulting reconstructed images had about a 2 dB lower SNR than for ADPCM and severe granular noise. With a three-level quantizer and bit rates lower than 1 bit/pixel, severe, unacceptable distortions of the scene texture became apparent in the reconstructed image.
IV. CONCLUSIONS Two-dimensional linear prediction removes much of the redundancy in monochromatic 2-D image signals, For positive image samples, linear prediction performs better if the bias is subtracted from the samples. The stability of the inverse prediction error filter interacts with the estimation of the optimum bias. Stability can be guaranteed only in the case of 2-D separable linear prediction, which yields approximately the same performance as in the nonseparable case when using the autocorrelation method.
Linear prediction yields a smaller normalized prediction error when applied to density images than when applied to intensity images.
Linear prediction of images can be satisfactorily applied to adaptive predictive image coding. By using an ADPCM scheme of the same complexity as the ones used in predictive coding of speech, reconstructed monochrome images of high fidelity can be obtained at an approximate rate of 1 bit/pixel. For bit rates below 1 bit/pixel, a three-level center-clipping quantizer may be used to yield images possessing less granular noise and sharper edges, but with some "contouring" effects, which can be avoided if the coding takes place in the perceptual visual domain (high-pass filtered densities) of the image. In general, good image quality has been obtained at rates as low as 0.7 bits/pixel, which corresponds to a compression factor of 8 to 0.7 or approximately 11 to 1. z=o By combining (A5) and (A7), the proof of (A2) is completed. This theorem is stated for the case where B(zl, z2) has a rectangular Q X R first quadrant region of support; however, the
