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Resumen Los procesadores multicore asime´tricos con repertorio comu´n
de instrucciones –AMPs (Asymmetric Multicore Processors)– han sido
propuestos como alternativa de bajo consumo a los procesadores mul-
ticore sime´tricos convencionales. Los AMPs combinan cores ra´pidos y
complejos, de alto rendimiento, con cores lentos de consumo reducido.
Trabajos previos han propuesto distintos algoritmos de planificacio´n pa-
ra AMPs, que en su mayor´ıa han sido evaluados empleando plataformas
asime´tricas emuladas o simuladores. En este art´ıculo se lleva a cabo un
ana´lisis experimental de algunas de las estrategias de planificacio´n ma´s
relevantes para AMPs sobre el Intel QuickIA, un prototipo de sistema
multicore asime´trico. Para el ana´lisis se han realizado implementaciones
de estas estrategias en un sistema operativo real y se lleva a cabo una
evaluacio´n completa de las mismas empleando cargas de trabajo multi-
programadas. Un aspecto clave de la implementacio´n de los algoritmos
es la metodolog´ıa que se propone para aproximar en tiempo de ejecucio´n
el beneficio relativo que una aplicacio´n obtiene al ejecutar en un core
ra´pido con respecto a un core lento.
Keywords: AMP, procesadores multicore asime´tricos, planificacio´n, sistema
operativo
1. Introduccio´n
Los procesadores multicore asime´tricos (AMPs) integran en un mismo chip
diversos tipos de cores con distintas caracter´ısticas (frecuencia, microarquitec-
tura o consumo), pero con el mismo repertorio de instrucciones. Investigaciones
previas han demostrado que los AMPs ofrecen un mayor rendimiento por vatio
y unidad de a´rea que los multicores sime´tricos [9,1]. Adema´s se ha demostrado
que la integracio´n de so´lo dos tipos de core (“ra´pidos” y “lentos”) en el chip
permite una utilizacio´n muy eficiente del a´rea del procesador y simplifica con-
siderablemente el disen˜o [9]. La reciente aparicio´n del procesador big.LITTLE
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2de ARM [2] y del prototipo Quick-IA de Intel [4] demuestra que los principales
fabricantes esta´n apostando por este tipo de disen˜os asime´tricos.
A pesar de las ventajas de los AMPs, e´stos plantean retos importantes para
el sistema operativo. Uno de los ma´s significativos es co´mo distribuir eficien-
temente los cores ra´pidos entre las aplicaciones que comparten el sistema. La
mayor parte de propuestas al respecto persiguen maximizar el rendimiento glo-
bal o productividad [9,18,13,8]. Para ello, el planificador debe mapear a los cores
ra´pidos aquellas aplicaciones que obtienen un mayor beneficio al ejecutarse en
cores ra´pidos frente a cores lentos [18,8,13]. En este art´ıculo nos referiremos a
este beneficio como speedup de la aplicacio´n en el AMP.
Otros objetivos relevantes, como proporcionar justicia en el reparto de los
cores ra´pidos o dar soporte a prioridades, han recibido menor atencio´n. Las
escasas propuestas que persiguen este objetivo, buscan mejorar la justicia en
entornos AMP repartiendo equitativamente los cores ra´pidos entre las distintas
aplicaciones [3,10] o bien intentando que todas las aplicaciones experimenten
la misma degradacio´n en rendimiento (slowdown) al compartir el sistema, con
respecto a cuando ejecutan solas en el mismo.
La mayor parte de las estrategias de planificacio´n propuestas para AMPs han
sido evaluadas sobre plataformas asime´tricas emuladas (p.ej., cores con distin-
tas frecuencias) o empleando simuladores. En este art´ıculo se lleva a cabo un
ana´lisis de la justicia y el rendimiento que ofrecen algunos de los algoritmos de
planificacio´n ma´s relevantes para AMPs sobre el Intel QuickIA [4]. Uno de los
grandes desaf´ıos al realizar una implementacio´n de estos algoritmos en un siste-
ma operativo real, como la realizada en este trabajo, es disen˜ar un mecanismo
para estimar el speedup en tiempo de ejecucio´n. En este art´ıculo se propone una
metodolog´ıa sistema´tica para obtener modelos de estimacio´n del speedup.
El resto del art´ıculo se organiza del siguiente modo. La seccio´n 2 describe
las me´tricas utilizadas para el ana´lisis experimental. La seccio´n 3 describe los
planificadores estudiados. En la seccio´n 4 se describe el proceso de generacio´n
del modelo de estimacio´n del speedup. En la seccio´n 5 se muestran y analizan los
resultados experimentales obtenidos sobre el sistema asime´trico real. Finalmente,
la seccio´n 6 presenta el trabajo relacionado y la seccio´n 7 expone las conclusiones
derivadas de nuestro trabajo.
2. Me´tricas
Para cuantificar la productividad optamos por emplear el Speedup Agregado
(aggregate speedup) que se define del siguiente modo:
Speedup Agregado =
n∑
i=1
(
CTslow,i
CTsched,i
− 1
)
(1)
donde n es el nu´mero de aplicaciones que contiene la carga de trabajo, CTslow,i
es el tiempo de ejecucio´n (o de retorno) de la aplicacio´n i cuando se ejecuta sola
3en el sistema y so´lo usa cores lentos, y CTsched,i es el tiempo de ejecucio´n de la
aplicacio´n i bajo un planificador determinado.
Por otra parte, consideramos que un planificador es completamente justo, si el
incremento en el tiempo de ejecucio´n o degradacio´n (slowdown) que experimenta
una aplicacio´n al compartir el sistema con otras –con respecto a la situacio´n en
la que la aplicacio´n se ejecuta sola en el sistema– es el mismo para todas las
aplicaciones de la misma prioridad [11,5]1. Para evaluar el comportamiento de
una estrategia de planificacio´n en cuanto a justicia emplearemos la Injusticia
(unfairness), me´trica propuesta en [11,5] y definida como sigue:
Injusticia =
MAX(Slowdown1, ..., Slowdownn)
MIN(Slowdown1, ..., Slowdownn)
(2)
donde Slowdowni = CTsched,i/CTfast,i, y CTfast,i es el tiempo de ejecucio´n de
la aplicacio´n i cuando se ejecuta sola en el sistema (todos los cores ra´pidos esta´n
disponibles para ella en todo momento).
3. Algoritmos de Planificacio´n para AMPs evaluados
En este trabajo se lleva a cabo un ana´lisis experimental de algunos de los
algoritmos de planificacio´n ma´s relevantes para AMPs, como son: RR (Round
Robin), Prop-SP (Proportional-SPeedup), HSP (High-SPeedup) y A-DWRR.
Para el ana´lisis hemos realizado una implementacio´n de estos algoritmos en el
kernel Linux.
RR [3,13] reparte de forma equitativa los cores ra´pidos entre todas las apli-
caciones de la carga de trabajo sin conocer sus speedups. Investigaciones previas
han demostrado que este algoritmo tiene un comportamiento ma´s determinista
y ofrece un rendimiento superior en AMPs al de los planificadores por defecto
de los sistemas operativos actuales [14]. Por este motivo, RR ha sido utilizado
ampliamente como baseline para comparacio´n con otros algoritmos.
Prop-SP [17] es un algoritmo disen˜ado para garantizar un equilibrio entre
la productividad extra´ıda del AMP y la justicia. Para ello, Prop-SP asigna a
cada aplicacio´n una fraccio´n de tiempo de core ra´pido que es proporcional a su
peso dina´mico. El peso dina´mico de una aplicacio´n se define como el producto
de su peso esta´tico y su speedup neto (speedup menos uno). El peso esta´tico
se deriva de la prioridad de la aplicacio´n establecida por el usuario. El speedup
se aproxima en tiempo de ejecucio´n por el planificador, que emplea modelos de
estimacio´n (sin interaccio´n del usuario). Nos referiremos a esta implementacio´n
del algoritmo con el nombre de Prop-SP (dynamic). Por completitud, se compara
la efectividad de este algoritmo, sujeto a fallos de prediccio´n, con una versio´n
esta´tica del mismo –Prop-SP (static)–, que usa speedups medios medidos antes
1 Debido a la existencia de recursos compartidos en un sistema multicore (niveles de
cache, cores de distinto tipo, ...), esta definicio´n de justicia resulta ma´s apropiada
para multicore que las definiciones cla´sicas de justicia que se basan u´nicamente en
el tiempo de CPU otorgado a las aplicaciones [11,5].
4de la ejecucio´n (ratio de los tiempos de ejecucio´n de la aplicacio´n en el core lento
y en el ra´pido).
HSP (High-SPeedup) [13,8] intenta maximizar el rendimiento del sistema
mapeando a cores ra´pidos aquellas aplicaciones que obtienen el mayor beneficio
de e´stos. Obviamente, este algoritmo es inherentemente injusto, dado que no hace
ningu´n esfuerzo por repartir los cores ra´pidos entre las aplicaciones. Al igual que
con Prop-SP, se estudian dos variantes del algoritmo: HSP (static), donde se
alimenta al planificador con speedups medios para cada aplicacio´n obtenidos
antes de la ejecucio´n, y HSP (dynamic), donde el speedup se estima en tiempo
de ejecucio´n.
A-DWRR [10] persigue proporcionar justicia en un sistema asime´trico. El
algoritmo emplea un concepto especial de tiempo de CPU, extendido para AMPs,
conocido como tiempo de CPU escalado. Usando este concepto, los ciclos de CPU
consumidos por una aplicacio´n en un core ra´pido tienen mayor peso que los con-
sumidos en un core lento. Para asegurar justicia, A-DWRR intenta equiparar el
tiempo de CPU escalado consumido entre los hilos teniendo tambie´n en cuenta
sus prioridades. Es importante mencionar que A-DWRR asume un ratio de ren-
dimiento fast-slow constante, a la hora de computar el tiempo de CPU escalado
de cada hilo y no el speedup real de cada aplicacio´n.
Cabe destacar, que todas las implementaciones que hemos realizado de estos
algoritmos de planificacio´n presentan algunos aspectos comunes. En primer lugar
todas ellas mantienen los cores ra´pidos ocupados para maximizar su utilizacio´n.
Por otro lado, para realizar las asignaciones de hilos a cores, todos los algoritmos
desencadenan intercambios de hilos (swaps) entre distintos tipos de cores. Por
u´ltimo, mencionar que todos los algoritmos se han implementado como clases de
planificacio´n independientes en el kernel Linux.
4. Estimacio´n del speedup
En esta seccio´n, detallamos el proceso de generacio´n de un modelo de estima-
cio´n para determinar el speedup de una aplicacio´n secuencial sobre el prototipo
QuickIA de Intel [4]. Este prototipo es un sistema de socket dual que integra
dos procesadores multicore diferentes: un Intel Atom N330 –dos cores a 1.6Ghz–
y un Intel Xeon E5450 –cuatro cores a 1.2Ghz–. Para minimizar el efecto de la
contencio´n por recursos compartidos en el ana´lisis experimental, se ha optado
por desactivar dos cores en el Intel Xeon, para que ningu´n core comparta el
u´ltimo nivel de cache con otro. Por lo tanto, se dispone de una configuracio´n
multicore asime´trica con dos cores “ra´pidos” de alto rendimiento (Xeon) y dos
cores “lentos” de bajo consumo (Atom).
Nuestro objetivo es obtener un modelo de rendimiento para que el planifi-
cador pueda aproximar el speedup de una aplicacio´n secuencial utilizando los
contadores hardware del core donde la aplicacio´n esta´ actualmente ejecutando-
se. Para una aplicacio´n secuencial, el speedup se conoce tambie´n como Speedup
Factor (SF) y se define como
IPSfast
IPSslow
, donde IPSfast e IPSslow son los ratios de
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Figura 1: Relacio´n entre el SF y algunas me´tricas sobre el Intel Xeon.
instrucciones por segundo obtenidos por la aplicacio´n en un core ra´pido y en un
core lento respectivamente.
Trabajos previos han intentado estimar el SF buscando correlaciones entre el
SF y distintas me´tricas de rendimiento que pueden capturarse usando los con-
tadores hardware del procesador. En particular, se ha demostrado que cuando
los cores del sistema difieren u´nicamente en frecuencia, el SF guarda una corre-
lacio´n negativa con la tasa de fallos de u´ltimo nivel de cache [13,8]. De manera
similar Koufaty y otros [8] detectaron que en sistemas donde los cores presentan
distinta tasa de retirada de instrucciones, existen dos factores que exhiben una
correlacio´n negativa con el SF [8]. El primer factor es la intensidad en memoria
que exhibe la aplicacio´n, que puede aproximarse mediante su tasa de fallos de
cache de u´ltimo nivel. El segundo factor esta relacionado con las paradas produ-
cidas en el front-end del pipeline del procesador debido a los fallos de prediccio´n
de saltos. Tanto las aplicaciones intensivas en memoria (alta tasa de fallos de
cache de u´ltimo nivel) como aquellas con frecuentes fallos de prediccio´n de saltos
suelen experimentar speedup factors bajos.
Para ilustrar la complejidad asociada a la estimacio´n del SF en el Intel Quic-
kIA, la figura 1 muestra la relacio´n entre el SF y algunas de las me´tricas de
rendimiento a las que nos referimos anteriormente. A diferencia de lo que ocu-
rre en sistemas asime´tricos emulados, en esta plataforma no se observan claras
correlaciones entre las me´tricas y el SF.
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Figura 2: SFs observados y predichos para un subconjunto de benchmarks de SPEC
CPU2006. Cada punto representa una fase de SF de un benchmark. A mayor cercan´ıa
de un punto a la diagonal, mejor estimacio´n del SF. Los coeficientes de correlacio´n de
las estimaciones en el core ra´pido y lento son 0.95 y 0.94 respectivamente.
En la bu´squeda de metodolog´ıas sistema´ticas para disen˜ar modelos de estima-
cio´n en escenarios complejos, como el que se estudia en este trabajo, exploramos
distintas te´cnicas de miner´ıa de datos usando la herramienta WEKA [6]. WEKA
proporciona numerosos me´todos para inferir relaciones entre un conjunto de ob-
servaciones (o atributos de entrada) y una variable objetivo. En el problema de
estimacio´n de SFs, las observaciones se corresponden con distintos para´metros
de rendimiento y la variable objetivo es el SF. Entre los me´todos explorados,
detectamos que la regresio´n aditiva permite derivar un modelo de estimacio´n
relativamente preciso para esta plataforma.
La metodolog´ıa propuesta para la generacio´n del modelo de estimacio´n en la
plataforma asime´trica puede resumirse en los siguientes pasos:
(1) Seleccionar un conjunto AP de aplicaciones secuenciales representativas y
un conjunto M de me´tricas de rendimiento.
(2) Ejecutar las aplicaciones de AP en ambos tipos de core para obtener su SF y
las me´tricas de rendimiento en M a lo largo del tiempo usando los contadores
hardware2 del procesador. Para que sea posible la monitorizacio´n del SF a
lo largo del tiempo, muestreamos el nu´mero de instrucciones por ciclo (IPC)
en cada tipo de core cada cierta ventana de instrucciones.
(3) Para cada aplicacio´n A en AP dividir su ejecucio´n en fases de SF. Esta tarea
es una de las partes ma´s complejas de este proceso y se detalla en trabajo
previo [12].
2 Para desempen˜ar esta tarea desarrollamos PMCtrack, una herramienta de uso de
contadores hardware. Las implementaciones de los planificadores estudiados en este
trabajo hacen uso intensivo del API a nivel de kernel de PMCTrack, que permite al
planificador monitorizar el rendimiento de las aplicaciones en tiempo de ejecucio´n.
7(4) Para cada una de las fases de SF obtenidas en el paso anterior, calcular
las medias geome´tricas de las muestras de cada fase para cada me´trica del
conjunto M . Estas medias geome´tricas constituyen un “resumen” de cada
fase de SF.
(5) Los resultados del paso anterior son proporcionados a WEKA, que genera
dos modelos de estimacio´n de SF basados en regresio´n aditiva: uno para
estimar el SF desde el core ra´pido y otro desde el core lento. Es importan-
te destacar que, al generar los modelos, WEKA descarta automa´ticamente
aquellas me´tricas de M menos relevantes para el modelo.
La figura 2 muestra la comparacio´n entre el SF observado y el estimado en
ambos tipos de cores para un subconjunto de aplicaciones de SPEC CPU2006 en
el Intel QuickIA. Los modelos generados requieren que el planificador monitorice
las siguientes me´tricas en tiempo de ejecucio´n: instrucciones por ciclo, fallos y
accesos al u´ltimo nivel de cache por cada 1K instrucciones, fallos de prediccio´n
de saltos por cada 1K instrucciones y fallos de ITLB/DTLB por cada 1M ins-
trucciones. Dado el escaso nu´mero de contadores hardware en la plataforma ha
sido necesario recurrir a la multiplexacio´n de eventos en la implementacio´n.
5. Experimentos
En esta seccio´n se analiza la productividad y justicia de los algoritmos de
planificacio´n descritos en la seccio´n 3 sobre el prototipo QuickIA de Intel.
Para realizar un estudio exhaustivo de las distintas pol´ıticas de planificacio´n
construimos diversas cargas de trabajo multiprogramadas, constituidas por apli-
caciones secuenciales de la suite SPEC CPU2006. Para la eleccio´n de cargas de
trabajo representativas clasificamos las distintas aplicaciones teniendo en cuenta
su SF – H (high), M (medium) o L (low)-. La primera columna del cuadro 1
muestra la composicio´n de las cargas seleccionadas. Por ejemplo, la carga de
trabajo 3H-1M esta´ compuesta por tres aplicaciones secuenciales con SF alto
(calculix, GemsFDTD y bzip2) y una con SF medio (h264ref).
La figura 3 muestra los resultados para las cargas de trabajo exploradas.
Los resultados ilustran que el planificador HSP obtiene los speedups agregados
ma´s altos, pero a costa de degradar la justicia para todas las cargas de trabajo.
RR, por el contrario, ofrece los mejores valores de justicia en muchos casos. No
obstante, realizar un reparto equitativo de los cores ra´pidos no siempre garan-
tiza la misma degradacio´n en rendimiento para todas las aplicaciones [16]. El
planificador A-DWRR se comporta de forma muy similar a RR porque en el es-
cenario considerado (un hilo por core), garantizar un equilibrio entre los tiempos
de CPU escalados se consigue realizando un reparto justo de los cores ra´pidos
entre aplicaciones (tal como lo hace RR). En te´rminos generales, los resultados
revelan que los algoritmos RR y A-DWRR no son capaces de obtener speedups
agregados tan elevados como en el resto de los algoritmos. Esta degradacio´n en
el rendimiento global se debe al hecho de no tener en cuenta la diversidad de
speedups entre aplicaciones [3,13].
8Cuadro 1: Cargas de trabajo multiaplicacio´n constituidas por aplicaciones secuenciales
Categor´ıas Benchmarks
4H calculix, gamess, GemsFDTD, bzip2
3H-1M calculix, GemsFDTD, bzip2, h264ref
3H-1L A gamess, GemsFDTD, bzip2, sjeng
3H-1L B calculix, gamess, sphinx3, sjeng
2H-2M gamess, soplex, povray, h264ref
2H-2L A mcf, calculix, sjeng, gobmk
2H-2L B gamess, sphinx3, gobmk, libquantum
1H-1M-2L A mcf, h264ref, sjeng, gobmk
1H-1M-2L B calculix, gromacs, sjeng, libquantum
2M-2L A namd, h264ref, gobmk, libquantum
2M-2L B gromacs, povray, sjeng, libquantum
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Figura 3: Speedup agregado e injusticia para los distintos algoritmos de planificacio´n.
En general, puede observarse que Prop-SP consigue un buen equilibrio en-
tre productividad (speedup agregado) y justicia. Este algoritmo consigue mayor
speedup agregado que RR y A-DWRR para todas las cargas de trabajo. Adema´s
para algunas cargas como 3H-1L A, 3H-1M o 2M-2L A, Prop-SP ofrece un mejor
compromiso productividad-justicia que estos algoritmos (mayor speedup agrega-
do, para justicia similar). Los resultados tambie´n revelan que Prop-SP exhibe un
comportamiento mucho ma´s justo que HSP y obtiene valores de productividad
ma´s pro´ximos a HSP que el resto de algoritmos.
Por u´ltimo, centramos nuestra atencio´n en las versiones dina´micas de HSP
y Prop-SP. En la mayor´ıa de los casos, la versio´n dina´mica de HSP consigue
mejores valores de justicia (menor unfairness) que su versio´n esta´tica. Esto se
debe a que HSP (dina´mico) se encarga de asegurar que, en todo momento, los
hilos que exhiben las fases de mayor SF se mapean a core ra´pidos. Como una
aplicacio´n puede atravesar distintas fases de SF durante su ciclo de vida, HSP
(dina´mico) migra aplicaciones entre cores cada cierto tiempo. Indirectamente,
esto se traduce en mejor justicia en muchos casos ya que mu´ltiples aplicaciones
tienen oportunidad de ejecutarse en un core ra´pido durante algu´n tiempo. Por
otra parte, hemos observado que en la versio´n dina´mica de Prop-SP los valores
de justicia y rendimiento pueden empeorar en presencia de fallos de estimacio´n.
96. Trabajo Relacionado
La mayor´ıa de los planificadores existentes para AMPs persiguen maximizar
el rendimiento global de la plataforma. Aquellos algoritmos disen˜ados para cargas
de trabajo que incluyen so´lo aplicaciones secuenciales [9,3,8,18,14,19] intentan
optimizar el rendimiento ejecutando en los cores ra´pidos aquellos programas
con un mayor SF. Para extraer un mayor rendimiento en cargas de trabajo
que incluyen programas multihilo, algunos planificadores hacen uso de los cores
ra´pidos del AMP como aceleradores de las fases secuenciales de las aplicaciones
paralelas [1,13].
Muchas de las propuestas de planificacio´n para AMPs se han evaluado uti-
lizando simuladores [3,19,7]. Otros autores, en cambio, han recurrido a imple-
mentaciones de sus propuestas en un sistema operativo real pero realizando la
evaluacio´n de las mismas sobre plataformas asime´tricas emuladas [15,8,10]. En
nuestro trabajo se lleva a cabo la evaluacio´n de algoritmos implementados en
un sistema operativo real sobre una plataforma asime´trica real. Investigaciones
previas en el a´rea han mostrado que las implementaciones en sistemas reales
permiten detectar problemas significativos en algoritmos que han sido evaluados
previamente mediante simuladores. Este es el caso, por ejemplo, de las conclusio-
nes extra´ıdas por Shelepov y otros [18,14] al llevar a cabo la implementacio´n del
algoritmo IPC-driven [3]. Los autores demostraron que este tipo de algoritmos,
que requieren el muestreo del IPC en ambos tipos de core [9,3], esta´n sujetos a
imprecisiones en el ca´lculo del SF e introducen una mayor sobrecarga en tiem-
po de ejecucio´n que las estrategias de planificacio´n que se basan en modelos de
estimacio´n de SF, como HSP [8,13] o Prop-SP [17].
7. Conclusiones
En este art´ıculo se ha llevado a cabo un estudio experimental de algunos de
los algoritmos de planificacio´n ma´s relevantes para AMPs: RR, HSP, Prop-SP
y A-DWRR. Para ello hemos realizado implementaciones de estos algoritmos en
el kernel Linux y analizado la productividad y la justicia ofrecida por e´stos pa-
ra distintas cargas de trabajo multiprogramadas sobre el prototipo QuickIA de
Intel. Se propone adema´s una metodolog´ıa para estimar el speedup de una apli-
cacio´n secuencial en AMPs, que representa el beneficio relativo que la aplicacio´n
obtiene al ejecutar en un core ra´pido con respecto a un core lento.
Los resultados de nuestro estudio revelan que el planificador HSP, que des-
tina los cores ra´pidos a ejecutar las aplicaciones con mayor speedup, obtiene los
mejores resultados en cuanto a rendimiento pero falla a la hora de proporcionar
justicia. Por otra parte, RR y A-DWRR se comportan bien en te´rminos de jus-
ticia pero degradan el rendimiento global de forma significativa al no tener en
cuenta el speedup de las aplicaciones a la hora de planificar. Finalmente, Prop-
SP es capaz de hacer un uso eficiente del AMP y ofrecer un mejor compromiso
productividad-justicia que el resto de algoritmos para un amplio rango de cargas
de trabajo multiprogramadas.
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