Abstract-In many (audio) processing algorithms, involving manipulation of discrete-time signals, the performance can vary strongly over the repertoire that is used. This may be the case when the signals from the various channels are allowed to be strongly positively or negatively correlated. We propose and analyze a general formula for tracking the (time-dependent) correlation between two signals. Some special cases of this formula lead to classical results known from the literature, others are new. This formula is recursive in nature, and uses only the instantaneous values of the two signals, in a low-cost and low-complexity manner; in particular, there is no need to take square roots or to carry out divisions. Furthermore, this formula can be modified with respect to the occurrence of the two signals so as to further decrease the complexity, and increase ease of implementation. The latter modification comes at the expense that not the actual correlation is tracked, but, rather, a somewhat deformed version of it. To overcome this problem, we propose, for a number of instances of the tracking formula, a simple warping operation on the deformed correlation. Now we obtain, at least for sinusoidal signals, the correct value of the correlation coefficient. Special attention is paid to the convergence behavior of the algorithm for stationary signals and the dynamic behavior if there is a transition to another stationary state; the latter is considered to be important to study the tracking abilities to nonstationary signals. We illustrate tracking algorithm by using it for stereo music fragments, obtained from a number of digital audio recordings.
I. INTRODUCTION
W E PROPOSE to use the cross-correlation coefficient in digital audio as a means to acquire statistical information about the input signals with the aim to support the development of audio processing algorithms, for which we envisage numerous applications. We believe that for these algorithms, knowledge of the cross-correlation coefficient is essential to counteract the dependency of their performance on the particular input audio signals. For example, in sound reproduction stereo-base widening systems [1] , negative correlation between the audio channels is introduced, while in multichannel audio systems the tracked correlation is used to mix the amount of ambient sounds to the surround channels [2] .
Furthermore, correlation techniques are used in room acoustics as a measure for the diffuseness of a sound field [3] , as a judgment of the quality of a sound field [4] , as a tool in the field of architectural acoustics [5] - [7] , LPC analysis for speech coding [8] , time delay of arrival (TDOA) [9] , feature detector [10] , and system identification [11] . An overview of tracking applications in audio-video object localization is given by [12] . Similar recursions as some of the ones we derive in this paper can also be found in [13] - [19] , while [20] gives an overview of these methods. However, we develop recursions for the cross-correlation coefficient (instead of only the cross-correlation) without utilizing any models while striving for maximum efficiency, by avoiding division, trigonometric operations such as FFT-which also necessitates the use of buffers-and the like. Furthermore we pay special attention to the convergence behavior of the algorithm for stationary signals and the dynamic behavior if there is a transition to another stationary state, the latter is considered to be important to study the tracking abilities to nonstationary signals.
The standard formula for the cross-correlation coefficient between two signals , , with integer time index (1) with and denoting mean values and summations being taken over a segment of length , suffers from the fact that it requires the operations of division and taking a square root. These two operations are unattractive from the point of view of real-time computation, and low-cost implementation. Furthermore, (1) is not optimal for tracking purposes, where the rectangular window of length is shifted one sample at a time, because of the required administration at the beginning and at the end of the segment.
In Section II, we define the correlation of and at time instant using an exponential window as integer (2) where (3) and , are defined similarly. In (3), we have taken for a small but positive number that should be adjusted to the particular circumstances for which tracking of the cross-correlation coefficient is required.
can be considered as the output of a first-order low-pass filter with as the time constant and as input signal. We have omitted in (3), as opposed to (1), the mean values and since these vanish in most audio applications, or simple measures can be taken ensuring that they do vanish. We point out, however, that many of the developments given in this paper apply to the more general case of nonzero, and even time-varying, mean values; see the end of Section II for more details. Furthermore, for stationary signals, the limiting value for of as given in (2) equals the from the standard formula in (1) when the segment length tends to infinity; see Appendix II for the proof.
We shall show in Section II that the defined in (2) satisfies to a good approximation the recursion integer (4) where and are determined in a simple fashion by and the average signal powers of and . The actual influence of these average signal powers on the limiting behavior of turns out to be rather modest. For small values of (or, which is the same, small values of ) these signal powers manifest themselves in the convergence speed, and hence determine the tracking behavior of , but not in the actual value of in the stationary case. Furthermore, in many audio engineering applications, where and are, respectively, the sound signals from the left and right channels, one can assume that and have equal average signal power, and in that case we have as we shall see. Hence, in many cases actual knowledge of the signal powers is not necessary since a rough estimate of it is sufficient for getting a good estimate of the limiting behavior of . Equation (4) is the basis for our approach of recursively tracking the cross-correlation coefficient. We shall also propose variants of (4), in which the and are replaced by certain simple transforms, such as their sign and/or modulus. We thus obtain tracking formulas that are even more attractive from a computational point of view. However, by these transformations of and , the tracking characteristics are changed as well. It may even become an issue "what is being tracked" by the modified (4) . In Section V, we propose certain warping operations to correct this situation.
In Section III, we shall analyze the solution of (4), starting from an initial value at , when (that is, when ), and we shall indicate conditions under which (5) where is the true cross-correlation coefficient defined as in (1) with segment lengths tending to infinity, and being stationary, zero-mean signals. The details of this analysis are presented in Appendix I where we switch, solely for notational convenience, to the differential equation corresponding to the difference equation in (4) . The results of Section III apply equally well to the case that and are replaced by certain transforms [yielding the variants of (4) mentioned above].
In order to study the difference equation of (4) we could have used the -transform [21] , however to avoid the cumbersome back transformation and to gain insight in the convergence behavior of the recursion we use a different approach. In Section IV, we consider the case of sinusoidal input signals and , and we compute explicitly the left-hand side of (5) for the solution of (4) and its variants. It turns out that the unmodified recursion [(4)] yields the correct value for the left-hand side of (5), while some of the aforementioned variants produce certain deformed versions of . The latter effect can be compensated for by applying a simple warping operation on the quantity at the left-hand side of (5). This warped quantity then gives the correct value of the cross-correlation coefficient for the important case of sinusoidal input signals, and it should be expected to yield a considerable enhancement of the performance of our algorithms for many other, nonsinusoidal, input signals. Section V discusses this warping operation in details.
Section VI deals with measuring the step response which is important to study the in-transition phenomenon of the algorithms. This phenomenon occurs simply because the algorithms need a certain time to adapt to sudden (statistical) changes in the input signals.
The proposed algorithms are also tested for audio signals coming from digital audio recordings, and the test results are presented in Section VII.
Finally, conclusions and future work are given in Section VIII.
II. DERIVATION OF TRACKING FORMULAS
In this section, we consider as defined in (2) and (3), and we show that satisfies to a good approximation (when is small) the recursion in (4) with and given by (6) Here as in (3), and the subscripts RMS refer to the root mean-square values of and . Furthermore, we modify the recursion in (4) by replacing and by computationally more attractive quantities. More specifically, we consider the modifications of (4) in which for for for (7) and for for for (8) with the subscripts representing the "sign," "relay correlation," and "modulus," respectively. Equation (4) will lead to the classic sign algorithm in the case for , see, e.g., [14] - [16] . We conclude this section by presenting some observations for the case that we have signals and that have nonzero mean values which need to be tracked as well, and for the case that we use rectangular windows instead of exponentially decaying ones.
We now start to show that of (2) and (3) satisfies to a good approximation the recursion in (4) with and given by (6) . To this end, we note that integer (9) while similar recursions hold for and . Hence, from the definition in (2) (10) Since we consider small values of we have that is small as well. Expanding the right-hand side of (10) in powers of and retaining only the constant and the linear term, we get after some calculations (11) Then, deleting the term, we obtain the recursion in (4) with and given by (6) when we identify (12) for a sufficiently large .
We observe at this point that we have obtained the recursion in (4) by applying certain approximations [as in (12) ] and neglecting higher order terms. Therefore, it may very well be, that the actual of (2) and (3) and the solution of the recursion in (4) do not have very much to do with one another anymore, certainly when is getting large. In Section III, however, we shall show that shares some important properties with the true . In particular, for strictly stationary and ergodic signals and the limiting values of and for coincide when (i.e., ). As already said, it is shown in Appendix II that under these circumstances (13) with given by (1) (with ) where the segment length tends to infinity. Instead of the and used in (4), we may use the modifications as given by (7) and (8) . In all cases, we assume that , which is a reasonable assumption for audio signals, as will be shown in Section VII. This yields , , and , respectively. The advantage of using (7) and (8) is that they are computationally very efficient, while the limiting values for sinusoidal and are independent of their amplitude. The tracking behavior, specifically their convergence speed, differs in all cases as shown in Section IV, but this can be used to detect special effects in the music recording.
We conclude this section with some notes and extensions of our methodology. The first comment deals with the matter of how to handle signals and that have nonzero, and actually time-varying, mean values. In those cases, we still define as in (3), however, with the replaced by (14) where (15) and the changed accordingly. It can then be shown that (16) and (17) where , , while similar recursions as in (17) hold for . This then yields (18) From this point onwards, comparing with (11), one can proceed to give many, if not all, of the developments given in this paper for this more general situation. We have considered thus far exponential windows for the definition of in (2) and (3). We shall now give some observations for the case that we use rectangular windows. With the starting point of the signal segments fixed at , we first consider the in (2) and (3) with (19) where (20) and the defined similarly. Now the recursions are (21) and (22) where , , with similar recursions as in (22) for . This then leads, as before, to the conclusion that satisfies to a good approximation the recursion (23) where (24) Note that the in (24) has a decay like while the of (6) is approximately constant (at least when and are stationary).
In the case that the starting point of the signal segments is allowed to vary as well, see (19) and (20) This result is basic for the further developments in this paper. As a consequence of the basic result in (38), we show below that for the particular case as required.
Similar double-limit relations as in (44) can be obtained for the case that formula in (4) is modified, and in Section IV we shall work this out for sinusoidal signals and , and with modified recursion in (4) yielding , , introduced in Section II.
In since the formula in (37) remains the same with this choice. We finally observe that, since as , the formulas in (46) and (47) for the time constants agree (apart from the factor ) asymptotically as .
IV. SINUSOIDAL INPUT SIGNALS
In this section, we test the algorithms derived in Section II, and analyzed in Section III with respect to their steady state behavior, for sinusoidal input signals. Hence, we take (48) and (49) where , is the frequency, and is an arbitrary phase-shift between the two sinusoids, and and are the amplitudes of the two sinusoids with in general. The recursion in (4), with given by , involves the ratio of the RMS values of the input powers of and . For the audio applications we keep in mind that these input powers are not known, but can be assumed to be equal to one another. Therefore, we shall use in (4) with . Evidently, when and are as in (48) and (49) with , we then cannot expect the double limit in (38) to yield the true correlation between and anymore, and also the time constants for the convergence behavior of are affected by changing into 1. Note that the other quantities , ,
do not involve at all, so changing into 1 is only an issue for in (4), and not for its modifications , , . To relate to the discrete-time signal sampled by , we have now , where (integer 2) is the number of samples in one period of the sine. Using this discrete-time signal, substituting (48) and (49) into (1), and averaging it over an integer number of periods of the sine where , we obtain (50) which obviously does not depend on and , but on the phase difference only.
A. Behavior of at Sinusoidal Input
If the sinusoidal input signals given by (48) and (49) are used in (29), we have by using (38) with (51) Clearly, in the case , this simplifies to which is the same result as in (50).
As (36) and (37) show, the deviation from the steady state value depends on . Using (47) and , it appears that the time constant of the tracking behavior is equal to (52) for the continuous-time case, and (53) for the discrete-time case.
B. Behavior of at Sinusoidal Input
The approach in Section II can be applied to the stationary solution of yielding (54) If the sinusoidal input signals given by (48) and (49) are applied to (7), (8), we get using (54)
where (56) is a periodic function with period and is shown as the dashed line in Fig. 1 .
Using (7), (8), (35), and (47), it appears that the time constant of the tracking behavior is equal to (57) for the continuous-time case, and (58) for the discrete-time case, which is clearly independent of and , as opposed to (53).
C. Behavior of at Sinusoidal Input
For the stationary solution of , we have from Section II
If the sinusoidal input signals given by (48) and (49) are applied to (7) and (8), we get using (59)
which is the same result as (50). Using (7) and (8), (35), and (47), we get , and therefore (61) for the continuous-time case, and (62) for the discrete-time case.
D. Behavior of at Sinusoidal Input
For the stationary solution of , we have
If the sinusoidal input signals given by (48) and (49) are applied to (7) and (8), we get using (63)
where (65) The function is a smooth cosine-like function of , with period , and is shown in Fig. 2 . It appears that behaves similarly as the various other s as can be seen in Fig. 1 , where (64) is plotted (dashed-dotted line) together with the various other s.
Using (7), (8), (31), (47), and (65), we get , and therefore (for an average value of 0.8)
for the continuous-time, and
for the discrete-time case.
V. WARPING OF
AND
As Fig. 1 shows, and are similar but not identical to and . We propose to correct this by warping, where one is mapped to another. As an example we warp and to . A simple polynomial mapping is used for and . We want to determine a function such that . Using (56) we get for the corrected (68) where the subscripts denotes the corrected version of . This relation was first reported by Van Vleck [22] , later in [19] , [14] ; and Sullivan [20] where Sullivan calls the warping function in his Table I . For efficiency reasons, the sine function can be approximated [23] yielding to a good approximation (69) where for : , , and . Fig. 3 shows the error in this approximation . For the correction of the following polynomial is used:
where the subscripts denotes the corrected version of . To maintain the even symmetry of , and to ensure that , we require . By means of a least square method we find for : and . For we get , and , while the s with even index are equal to zero. Fig. 4 shows the error for (solid line) and (dashed line) using (70). We give now some comments on the influence of warping on a step response of and . If we assume a rising step response of as (71) and apply the warping of (68), we get another time constant given by (72)
If we assume a decaying step response of as (73) and apply the warping of (68) we get yet another time constant given by (74) Note that the ratio , or in other words the rising curve becomes steeper while the decaying curve becomes less steep.
VI. MEASURING STEP RESPONSE
The algorithms for the various s were tested by the signals given by (48) and (49) The values for were chosen such that the rise times were approximately equal, as shown in Fig. 5 . It appeared that the time constants (the time to reach the value ) are ms, ms, ms, and ms. These values correspond well with the values predicted by the formula in Section IV-A. Clearly, we see the slower decay of as discussed in Section V. 
VII. APPLICATION TO AUDIO SIGNALS
To demonstrate the behavior of the proposed techniques, consider the following stereo music fragments coming from digital audio signals.
Figs. 6 and 8 show some measurements of the cross-correlation coefficient using the four different algorithms presented in the previous sections. The measurements are shown in squares ( ), triangle ( ), plus-sign ( ), and cross-sign ( ), respectively. Furthermore, the measurements are performed within a time frame of 50 s. The length of 50 s is chosen such that the algorithms can demonstrate various audio mixes which have been done in a studio sufficiently. The variations in the audio mix can then be seen in the computed correlation coefficients. The parameter is set to 10 , 3 10 , 2 10 , and 3 10 , for the respective , which are determined experimentally to achieve similar tracking behavior as discussed in Section VI. Fig. 7 shows the error in the approximations for the same fragment and parameters as used for Fig. 6 . Comparing each curve in Fig. 7 , it can be seen that the difference between the via (10) and the approximated obtained using (4) is the smallest. However, for some particular a-typical cases the results differ slightly more although these are rather sparse; see Fig. 8 . It is worth mentioning here that the differences between the algorithms can be used to detect some special effects in the recording. For example in Fig. 8 we see that behaves quite differently from other three algorithms in the first 10 s. Listening test confirms Fig. 7 . Difference between the true given in (10) and the approximated s shown in Fig. 6 . The time constant in (10) was 5.10 . The time constants and labeling for the other four s are the same as in Fig. 6 . For the readability, the curves of and are shifted vertically by 0.075 and 00.075, respectively. that at this time slot there is music playing at a very low signal level with a strongly varying interchannel phase and balance such that the other three algorithms cannot track these changes. In these cases, it might be beneficial for certain applications to track the difference between and one of the three other s, in order to detect such special effects in the recording.
VIII. CONCLUSIONS
This paper has presented a formula for tracking the cross-correlation coefficient in real-time, and its modifications to increase ease of implementation. The proposed methods aim at lowering the computational complexity of the formal expression of the cross-correlation coefficient. It has been shown that the proposed methods contain only a few arithmetic operations, and are insensitive to the initial values.
We have formulated necessary and sufficient conditions to examine the behavior of the algorithms using differential equations where the validity of the algorithms have been shown for any nonstationary stochastic input signal. This behavior evaluation has been shown to provide satisfactory accuracy for sinusoidal inputs. Furthermore, the algorithms have also been tested in some music fragments. The derived tracking algorithms for the cross-correlation coefficient give results that strongly agree with what the standard formula would give.
Future research will be directed toward extension to higherorder-statistics where more than two input signals are used.
APPENDIX I STEADY-STATE BEHAVIOR OF THE SOLUTION OF (29) AS
In this Appendix, we consider the difference equation (77) and the associated differential equation (78) where we consider , as sampled versions of the continuous-time signals and . We are particularly interested in the behavior of , as , for small . In the analysis that follows, we shall restrict ourselves to the differential equation (78). The derivations for the difference equation (77) follow the same plan, but due to the discretization the developments for (77) have a more cumbersome presentation than those for (78). In the latter case, we can use the elegant framework of integral calculus; this can be mimicked throughout for the discrete-time case without big problems but with awkward presentation. A less trivial difference between the treatment of (77) and (78) is that the basic representations in (28) and (30) involve the quantities and in (27) and (31), respectively. In particular, depends on while does not. Accordingly, one should replace the bound in (83) on the deviations of from its mean value by a bound (79) on the deviation of from its mean value with and that do not depend on . As a consequence, the results for (77) take a somewhat different form as those for (78), and this is carried through in the presentation of the results for (77) in Section II.
For notational simplicity, we omit the symbol and the subscript from , and we thus consider the differential equation (80) In (80) where the integrals are taken over one period of , . Furthermore, the assumptions are satisfied by realizations , of a large class of ergodic, strictly stationary processes, in which case one should expect the parameter in (83) to be positive, typically 0.5 or slightly larger.
At the end of this Appendix, we present a connection between our results proven below, and Wiener's Tauberian theorem. For application of the latter theorem it is sufficient to only assume the existence of the two limits in (81) and (82). However, for validity of the double limit relation in (38), a certain control of the deviation of from is necessary, and this is guaranteed when (83) 
for any .
As to the second term at the right-hand side of (87), we write
For the second term at the right-hand side of (91) 
The result in (101) gives somewhat more since we have uniformity in and more precise information as to how fast the limit in (104) is approached. This comes at the expense of the additional assumption given in (83) that we had to make.
APPENDIX II EXPONENTIAL WINDOWING, RECTANGULAR WINDOWING, AND WIENER'S TAUBERIAN THEOREM
In this Appendix, we show that for two bounded, strictly stationary, and ergodic discrete-time processes and the definition in (1) of , based on rectangular windowing with segment length tending to infinity, and the definition in (2) and (3) of , based on exponential windowing with decay parameter , gives the same value for the cross-correlation coefficient. Evidently, by stationarity we may assume that . Also, in (3), we may assume that , and we may replace the in by . Thus the equivalence of either definition will be proved when we can show the following. Let , be a bounded sequence. If one of the limits (105) exists, then so does the other, and it has the same value. Indeed, when we take , , , we see that any of the three quantities in the denominator and numerator of (1) has the same limit as as the corresponding quantity in (3) as , and vice versa.
The result concerning the two limits in (105) is a well-known example of a Tauberian theorem. It is a consequence of the continuous-time Tauberian theorem that we already announced at the end of Appendix I. Indeed, when we choose in (102) for the step function that assumes the value on and let through integer values we easily get the result concerning the two limits in (105). Here it should also be noted that . The proof concerning the two limits in (102) can be given by using Wiener's Tauberian theorem, see [24, Th. 4 and none of these functions vanish for a real value of .
