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s-HANKEL HYPERMATRICES AND 2× 2 DETERMINANTAL
IDEALS
ALESSIO SAMMARTANO
Abstract. We introduce the concept of s-Hankel hypermatrix, which gener-
alizes both Hankel matrices and generic hypermatrices. We study two determi-
nantal ideals associated to an s-Hankel hypermatrix: the ideal I〈s,t〉 generated
by certain 2 × 2 slice minors, and the ideal I˜〈s,t〉 generated by certain 2 × 2
generalized minors. We describe the structure of these two ideals, with partic-
ular attention to the primary decomposition of I〈s,t〉, and provide the explicit
list of minimal primes for large values of s. Finally we give some geometrical
interpretations and generalise a theorem of J. Watanabe.
Introduction
The study of determinantal ideals is a central area of research in commutative
algebra. One of the basic results in this theory is due to Eagon and Hochster,
who proved in [6] that the ideal generated by the r × r minors of a generic matrix
(i.e., a matrix whose entries are distinct variables of a polynomial ring) is prime.
An analogous result was later proved by J. Watanabe in [17] for Hankel matrices.
Recall that an r1×r2 matrix is called Hankel if the (a1, a2)-entry is a variable which
only depends on the sum a1 + a2, with 1 ≤ ai ≤ ri (cf. [2]).
This study has been extended to ideals generated by minors of hypermatrices,
due to the interesting connections with tensors and projective varieties (cf. [5], [9],
[10]) and algebraic statistics (cf. [16]). In this context, the ideals treated so far are
mainly generated by 2× 2 minors of a generic hypermatrix.
Motivated by the parallelism between generic matrices and Hankel matrices, we
introduce in this paper the definition of an s-Hankel hypermatrix. If M is an
r1 × r2 × · · · × rn hypermatrix and s ≤ n is a positive integer, we say that M
is s-Hankel if the (a1, a2, . . . , an)-entry is a variable which only depends on the
sum
∑s
i=1 ai and the (n− s)-tuple (as+1, . . . , an). This concept generalizes several
classical objects: for instance, if s = 1 then M is a generic hypermatrix, whereas if
n = s = 2 then M is a Hankel matrix. When n = s ≥ 3 we obtain a hypermatrix
whose a-entry only depends on the sum
∑n
i=1 ai: such objects are sometimes called
“Hankel tensors” and appear in various areas of mathematics (e.g. [3], [4], [13],
[14], [15]). Finally, for s = n − 1 we obtain a class of hypermatrices related to
certain rational normal scrolls described in Section 6.
Our main task is to study two classes of determinantal ideals associated to this
hypermatrix and to this aim we introduce another positive integer t ≤ n. We
consider the ideals I〈s,t〉 and I˜〈s,t〉 which are generated by specific 2 × 2 minors
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of M described in detail in Definition 1.3. The motivation for using t, instead
of just taking all minors choosing t = n, is to consider at once a wider class of
ideals and establish further connections with existing literature. An example arises
from algebraic statistics: for each value of t ∈ [n], I〈1,t〉 corresponds to a class of
conditional independence statements (cf. [1] for t = 1, [16] for arbitrary t). Another
example is I˜〈1,t〉 being equal to the ideal of the Segre embedding P(V1)×· · ·×P(Vt)×
P(Vt+1 ⊗ · · · ⊗ Vn) →֒ P(V1 ⊗ · · · ⊗ Vn) (cf. [10]). Besides, the parameter t plays a
key role in establishing a further connection with projective geometry in Section 6.
The content of the paper is the following. We first describe the structure of the
ideal I˜〈s,t〉 by characterizing in Theorem 3.5 the binomials lying in it: we derive
in this way the primeness of I˜〈s,t〉 (cf. Proposition 3.9) and its Hilbert function
(cf. Corollary 3.7) extending thus the work of Ha` on the generic case in [10]. The
ideal I〈s,t〉 is not prime, and we characterize its minimal primes in Theorem 4.4.
In the second part of the paper we focus on ideals with large values of s, which
carry a tamer structure: we are able to provide the explicit list of generators of the
minimal primes (cf. Theorems 5.3, 5.10, 5.12) and the geometric interpretation (cf.
Corollaries 6.3, 6.4); see also Remark 5.14 and Conjecture 5.8. Finally, Theorem
6.1 is a broad generalization of [17, Theorem 1] on Hankel matrices.
Most of our methods are inspired by the paper [16] mentioned above, which
deals with the generic case. We use in particular the concept of (s, t)-switchable set
generalizing “t-switchable sets”, and in this way we extend [16, Theorem 4.13] to our
framework. However, we need several combinatorial arguments, scattered in proofs
and lemmas throughout the paper, to adapt their methods taking into account the
identification among the elements of an s-Hankel hypermatrix. Besides, we also
undertake new investigations, mainly the generalization of Watanabe’s theorem,
the study of the Hilbert function, and the combinatorics and geometry of these
ideals for s = n, n− 1.
We note that, according to [5], a hypermatrix M is supersymmetric if it is n-
Hankel and the sizes ofM are all the same, thus I˜〈n,n〉 belongs to the class of ideals
of varieties studied in [5] in this special case. However, for arbitrary ri and s we
cannot speak of supersymmetric hypermatrices any longer and our ideals are more
general.
All the examples in this paper have been worked out by means of Macaulay2
[8] and in particular, since the ideals we consider are binomial, by means of the
package Binomials [12].
1. Setup
Let N+ denote the set of positive integers, and if r ∈ N+ set [r] = {1, . . . , r}.
Given n, r1, . . . , rn ∈ N+ with ri ≥ 2 for each i ∈ [n], define the set of indices as
N = [r1]× · · · × [rn]. For a fixed integer s ∈ [n] we say that two indices a, b ∈ N
are s-equivalent if
∑s
i=1 ai =
∑s
i=1 bi and ai = bi for each i = s + 1, . . . , n.
This is indeed an equivalence relation, and the s-equivalence class of an index a is
uniquely determined by the sum
∑s
i=1 ai and by the (n−s)-tuple (as+1, . . . , an). It
is convenient to fix a representative for each s-equivalence class, therefore we give
the following definition: the normal form of an index a ∈ N is a = max{a′ ∈ N :
a′ is s-equivalent to a}, where the maximum is with respect to the lexicographic
order on Nn+. An index a is said to be in normal form if a = a. So for instance if
a = (2, 2, 1, 2) ∈ N = [3] × [3] × [2] × [2] and s = 2 then a = (3, 1, 1, 2), whereas
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(3, 2, 1, 2) is in normal form. The sum of the first s components of an index plays
a role in proofs and therefore we define, more generally for a vector a ∈ Zn, the
quantity ‖a‖〈s〉 =
∑s
i=1 |ai|.
Now we fix the algebraic framework. Let k be an arbitrary field and let {xa :
a ∈ N} be a set of variables indexed in N with the following identification rule: for
any a, b ∈ N we set xa = xb if and only if a and b are s-equivalent. In other words,
these variables are in a one-to-one correspondence with indices in normal form. We
let R = k[xa : a ∈ N ] be the polynomial ring over these variables. We order the
variables of R setting xa < xb if and only if a < b, where we compare a and b with
respect to the lexicographic order on Nn+. We fix the lexicographic monomial order
as the monomial order on R.
Remark 1.1. The Krull dimension of the ring R is given by the number of indices
in normal form, which equals the number of possible values of ‖a‖〈s〉, times the
number of possible values of the (n− s)-tuple (as+1, . . . , an). We obtain
dimR =
( s∑
i=1
ri − s+ 1
)
rs+1 · · · rn.
We are now ready to define the fundamental concept.
Definition 1.2. Let n, s, r1, . . . , rn ∈ N+ and R be the polynomial ring as above.
The s-Hankel hypermatrix is the r1× · · · × rn hypermatrix indexed in N whose
a-entry is the variable xa in R, i.e, the hypermatrix M = (xa : a ∈ N ).
Now we want to introduce some determinantal ideals associated to M . Unlike
the case of matrices, different kinds of minors occur in a hypermatrix and we need
to introduce more notation. Let L ⊆ [n], a, b ∈ N and define the switch of a and
b with respect to L as the index, denoted by sw(L, a, b), whose ith component is
sw(L, a, b)i =
{
bi, if i ∈ L;
ai, if i /∈ L.
When L = {j} we just write sw(j, a, b). The Hamming distance or simply
distance of two indices a, b ∈ N is defined as d(a, b) = #{i ∈ [n] s.t. ai 6= bi}.
Note that d(a, b) = d(sw(L, a, b), sw(L, b, a)). Given a, b ∈ N , i ∈ [n] and L ⊆ [n],
define the polynomials
fL,a,b = xaxb − xsw(L,a,b)xsw(L,b,a), fi,a,b = xaxb − xsw(i,a,b)xsw(i,b,a).
It is easy to see that if d(a, b) ≤ 1 then fL,a,b = 0. A slice minor is an element
of the form fi,a,b for some i ∈ [n] and indices a, b ∈ N satisfying d(a, b) = 2 and
ai 6= bi. A generalized minor is an element of the form fi,a,b for some i ∈ [n]
and indices a, b ∈ N with arbitrary distance. The reason for the choice of names
is simple. A nonzero slice minor fi,a,b is associated to two indices a, b which differ
exactly in two distinct components i, j ∈ [n]: now fi,a,b is a 2 × 2 minor of the
matrix obtained from M fixing all the components except i, j, and such subarray
of M is commonly referred to as slice of the hypermatrix M . If d(a, b) ≥ 3 then
the element fi,a,b is not, in general, a minor of a slice of M .
We are ready to define the ideals which are the focus of this study.
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Definition 1.3. Let t ∈ [n] and set
I〈s,t〉 =
(
fi,a,b : a, b ∈ N , d(a, b) = 2, i ∈ [t]
)
,
I˜〈s,t〉 =
(
fi,a,b : a, b ∈ N , i ∈ [t]
)
.
Thus I〈s,t〉 is the ideal generated by all the slice minors of M such that one of
the two non-fixed components is at most t, whereas I˜〈s,t〉 is generated by all the
generalized minors whose switched component is at most t.
Remark 1.4. The ideal I˜〈s,t〉 admits an interpretation in terms of decomposable
(i.e. rank one) tensors. Let Vi be k-vector spaces of dimension ri with fixed bases
Ei and consider the tensor product V = V1 ⊗ · · · ⊗ Vn with the corresponding basis
E . Grone noted in [9] that I˜〈1,n〉 defines a variety in P(V ) which parametrizes all
decomposable tensors in V . More generally, in [16] I˜〈1,t〉 is viewed as the ideal
cutting out all decomposable tensors in flattenings of V of the form Vi ⊗ (⊗j 6=iVj)
as i varies in [t].
We may say that a tensor v ∈ V is s-Hankel if its components with respect to
E satisfy the same relations as the variables xa; these tensors determine a linear
subspace H ⊆ V . Thus the ideal I˜〈s,n〉 defines a variety in P(H) ⊆ P(V ) which
parametrizes decomposable s-Hankel tensors in V . Similarly, the ideal I˜〈s,t〉 defines
a variety in P(H) parametrizing all decomposable s-Hankel tensors in flattenings
of V of the form Vi ⊗ (⊗j 6=iVj) as i varies in [t].
A similar description is provided in [5] for a class of symmetric tensors parametrized
by so-called Segre-Veronese varieties.
It is important to observe that the ideals associated to the s-Hankel hypermatrix
can also be interpreted as determinantal ideals in the classical sense of matrices.
This is obvious for I〈s,t〉, which is generated by the minors of certain slices. For
I˜〈s,t〉 we explain the relationship with matrices in the following discussion. This
discussion also plays a role in Section 6.
Discussion 1.5. A generalized minor fi,a,b with any value of d(a, b) can be seen as
a minor of a suitable matrix, constructed as follows. We rearrange the entries xa of
the hypermatrix M in a matrix M ′ whose rows are indexed by the i-component of
a and columns by the remaining n− 1 components: the matrix M ′ is a flattening
of the hypermatrix M with respect to the component i. Thus M ′ has ri rows and
r1 · · · r̂i · · · rn columns and now fi,a,b is the 2 × 2 minor of M ′ determined by the
indices a, b. We obtain that I˜〈s,t〉 is the sum of the t determinantal ideals of the
flattenings of M with respect to each of the first t components.
Remark 1.6. We note that values t = n and t = n− 1 define the same ideals, i.e.
I〈s,n〉 = I〈s,n−1〉 and I˜〈s,n〉 = I˜〈s,n−1〉. This is easy for the ideal I〈s,t〉: if a, b ∈ N
with d(a, b) = 2 and ai 6= bi, aj 6= bj, then for example we have j ≤ n − 1 and
fi,a,b = fj,a,b ∈ I〈s,n−1〉 proving that I〈s,n〉 = I〈s,n−1〉. It is easy to see that the
following equations hold:
fn,a,b = f[n−1],a,b =
n−1∑
j=1
fj,sw({1,...,j−1},a,b),sw({1,...,j−1},b,a)
and each summand in the right belongs to I˜〈s,n−1〉. Thus I˜〈s,n〉 = I˜〈s,n−1〉.
We conclude this section with a result that will be useful later.
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Lemma 1.7. Let i ∈ [t] and a = c0, c1, . . . , ck, b ∈ N . Suppose that for all j ∈ [k]
we have d(cj−1, cj) = 1, with cj−1, cj differing in position lj 6= i. Suppose also that
d(ck, b) = 2 and ck,i 6= bi. Then xc1xc2 · · ·xckfi,a,b ∈ I
〈s,t〉.
Proof. The proof given in [16, Lemma 4.10] for the case s = 1 works for any value
of s. 
2. (s, t)-Switchable sets
Definition 2.1. Let s, t ∈ [n]. A subset S ⊆ N is (s, t)-switchable if the following
two properties hold:
(1) for all a, b ∈ S with d(a, b) = 2 and i ∈ [t] we have sw(i, a, b) ∈ S;
(2) if a ∈ S and b ∈ N is s-equivalent to a then b ∈ S.
It is straightforward that ∅ and N are (s, t)-switchable sets for any values of s, t.
Moreover for each t ∈ [n− 1] an (s, t+ 1)-switchable set is also an (s, t)-switchable
set and the converse holds if t = n − 1, but not in general. Note that property
(1) from Definition 2.1 is equivalent to the following condition: for any a, b ∈ N
and any distinct i ∈ [t] and j ∈ [n] we have a, sw({i, j}, a, b) ∈ S if and only if
sw(i, a, b), sw(j, a, b) ∈ S.
Let S ⊆ N . Two indices a, b ∈ S are connected in S if there exist c0 =
a, c1, . . . , ck = b ∈ S such that for all j ∈ [k] we have d(cj−1, cj) = 1; the sequence
c0, . . . , ck is called a path between a and b. Clearly connectedness is an equivalence
relation on S. The next lemma shows that one of the two equivalence relations
defined on (s, t)-switchable sets is coarser than the other.
Lemma 2.2. Let S be an (s, t)-switchable set. If a, b ∈ S are s-equivalent, then
they are connected in S. In other words, s-equivalence implies connectedness.
Proof. We prove the lemma by induction on the quantity δ(a, b) = ‖a − b‖〈s〉 =∑s
i=1 |ai − bi|. Notice that since a, b are s-equivalent then
∑s
i=1 ai =
∑s
i=1 bi and
thus δ(a, b) is a non-negative even integer, and a and b differ either in no components
or in at least two. If δ(a, b) = 0 then a = b and they are trivially connected.
Suppose δ(a, b) = 2. Then there are exactly two components h, k ∈ [s] in which
a, b differ, and we must have bh = ah + 1 and bk = ak − 1. If 1 ∈ {h, k}, that is
to say, if a1 6= b1, then c = sw(1, a, b) ∈ S and a, c, b is a path connecting a and b
since d(a, c) = d(b, c) = 1. Assume now that a1 = b1. The idea is to “move”, via
s-equivalence, the difference between the hth or the kth components of a and b to
the first component, so that we can switch it no matter what t is. We distinguish
two cases.
• Case a1 = 1. Then a is s-equivalent to a′ = (2, a2, . . . , ak − 1, . . . , an).
Since S is (s, t)-switchable we have a′ ∈ S and also c = sw(1, a′, a) ∈ S.
It is immediate to check that d(a, c) = d(b, c) = 1 so that a, c, b is a path
between a and b.
• Case a1 > 1. Then a is s-equivalent to a′ = (a1 − 1, a2, . . . , ah+1, . . . , an).
Similarly to the previous case, a′ and c = sw(1, a′, a) belong to S and a, c, b
is a path.
Finally, assume δ(a, b) > 2. Then there exist h, k ∈ [s] such that ah > bh and
ak < bk. We have that a is s-equivalent to a
′ = (a1, . . . , ah− 1, . . . , ak +1, . . . , an),
and thus a′ ∈ S. It is immediate to check that δ(a, a′) = 2 and δ(b, a′) < δ(b, a)
and the proof is completed by induction. 
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Corollary 2.3. Let T be a connected component in an (s, t)-switchable set S. Then
T is itself an (s, t)-switchable set.
Proof. Let a, b ∈ T with d(a, b) = 2 and i ∈ [t]. Then d(a, sw(i, a, b)) ≤ 1 and
sw(i, a, b) is connected to a, so that sw(i, a, b) ∈ T . By Lemma 2.2 T is closed
under s-equivalence. 
Let S ⊆ N be an (s, t)-switchable set. We define three ideals of R:
I˜
〈s,t〉
S = (fi,a,b : i ∈ [t], a, b connected in S),
Var
〈s,t〉
S = (xa : a 6∈ S),
P
〈s,t〉
S = Var
〈s,t〉
S + I˜
〈s,t〉
S .
Notice that both ideals I˜
〈s,t〉
S and P
〈s,t〉
S generalize the ideal I˜
〈s,t〉 as I˜〈s,t〉 = I˜
〈s,t〉
N =
P
〈s,t〉
N .
Lemma 2.4. Let S be an (s, t)-switchable subset of N . The ideal P
〈s,t〉
S contains
I〈s,t〉.
Proof. The proof of [16, Proposition 4.2] for the case s = 1 works for any value of
s. 
The following technical lemma will be needed to prove the main result of Section
4.
Lemma 2.5. Let S be an (s, t)-switchable set. Let a, b ∈ S be connected and i ∈ [t]
a component such that ai 6= bi. Then there exist elements a = c0, c1, . . . , cl ∈ S such
that d(cl, b) = 2, cl,i 6= bi, d(cj−1, cj) = 1 and cj−1, cj do not differ in component i
for all j ∈ [l].
Proof. By hypothesis there is a path a = e0, e1, . . . , el, el+1, el+2 = b in S con-
necting a, b. Leaving out the last two indices in the path, there are indices a =
e0, e1, . . . , el ∈ S such that d(ej−1, ej) = 1 for all j ∈ [l] and d(el, b) = 2.
Let us consider the indices cj = sw(i, ej, a) for all j = 0, . . . , l. We claim
that these indices belong to S; this is trivially true for j = 0. If j > 0 then
cj = sw(i, ej, e0) = sw(i, ej , cj−1) where d(ej , cj−1) = d(ej , sw(i, ej−1, e0)) ≤ 2; by
induction on j we have cj ∈ S.
Now the i-component of cj is equal to ai for all j ∈ [l], and in particular cl,i 6= bi.
We also have d(cj−1, cj) ≤ 1 for all j ∈ [l] and up to pruning redundant elements
we may assume d(cj−1, cj) = 1. All we have to check is the distance d(cl, b): if
this distance is equal to 2 then the elements cj satisfy all the desired properties.
If d(cl, b) 6= 2, since d(cl, b) = d(sw(i, el, a), b) and d(el, b) = 2 then we must
have either d(cl, b) = 1 or 3 (we are changing only one component in el). The case
d(cl, b) = 1 implies cl,i = bi which is a contradiction. If d(cl, b) = 3, then el,i = bi; in
this case we add to the sequence the element cl+1 = sw(i, el+1, a). Since el,i = bi,
d(el, b) = 2 and d(el, el+1) = d(el+1, b) = 1 then necessarily el+1,i = bi. Since
d(el+1, b) = 1 and el+1,i = bi 6= ai then d(cl+1, b) = 2 and they differ in the i-
component. Of course we have d(cl, cl+1) = 0 or 1, but d(cl+1, b) 6= d(cl, b) implies
d(cl, cl+1) = 1. The proof is completed. 
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3. Structure of the ideal I˜〈s,t〉
Let S be a connected (s, t)-switchable set. The main aim of this section is to
characterize in Theorem 3.5 when two monomials are equivalent modulo I˜
〈s,t〉
S . We
point out that the proof of this result, which is of fundamental importance in the
paper, is not a simple rewriting of the proof of [16, Lemma 6.2] for the generic
case. We prove consequently that the set GS =
{
fK,a,b : K ⊆ [t], a, b ∈ S
}
is a
Gro¨bner basis for I˜
〈s,t〉
S and we derive information on I˜
〈s,t〉
S such as primeness and
the Hilbert function.
In this section we use the term multiset to indicate a finite list where elements
are counted with multiplicity and order is irrelevant. When we say “reduction” we
mean in the sense of the Gro¨bner bases. The symbol LT(f) denotes the leading
term of a polynomial f ∈ R. Recall that we fixed the lexicographic order on the
monomials of R.
We observe that an element g ∈ GS has the form g = xa1xa2 − xb1xb2 , for some
indices ai ∈ S and indices b1 = sw(K, a1, a2), b2 = sw(K, a2, a1), with K ⊆ [t]. By
definition of switch, it is easy to check that these indices ai, bi satisfy the following
properties:
• ‖a1‖〈s〉 + ‖a2‖〈s〉 = ‖b1‖〈s〉 + ‖b2‖〈s〉;
• if s ≤ t: the multiset {a1,i, a2,i} is the same as the multiset {b1,i, b2,i} for
each i = s+1, . . . , t, and the multiset {(a1,t+1, . . . , a1,n), (a2,t+1, . . . , a2,n)}
is the same as the multiset {(b1,t+1, . . . , b1,n), (b2,t+1, . . . , b2,n)};
• if s ≥ t: the multiset {(a1,s+1, . . . , a1,n), (a1,s+1, . . . , a2,n)} is the same as
the multiset {(b1,s+1, . . . , b1,n), (b2,s+1, . . . , b2,n)}.
Note that the last two conditions are the same when s = t. Generalising a bit, take
now an element of the form h = αg, where g ∈ GS and α is a monomial of R. We
observe that h has the form
∏d
i=1 xai −
∏d
i=1 xbi with indices ai, bi ∈ N that satisfy
the following properties:
(1)
∑d
i=1 ‖ai‖〈s〉 =
∑d
i=1 ‖bi‖〈s〉;
(2a) if s ≤ t: the multiset {a1,i, . . . , ad,i} is the same as the multiset {b1,i, . . . , bd,i}
for i = s+1, . . . , t, and the multiset {(a1,t+1, . . . , a1,n), . . . , (ad,t+1, . . . , ad,n)}
is the same as the multiset {(b1,t+1, . . . , b1,n), . . . , (bd,t+1, . . . , bd,n)};
(2b) if s ≥ t: the multiset {(a1,s+1, . . . , a1,n), . . . , (ad,s+1, . . . , ad,n)} is the same
as {(b1,s+1, . . . , b1,n), . . . , (bd,s+1, . . . , bd,n)}.
It follows that every reduction step of a monomial α =
∏d
i=1 xai with respect to GS
preserves the quantity of property (1) and the multisets of properties (2a)-(2b) from
the list above. In particular, if a homogeneous binomial p =
∏d
i=1 xai −
∏d
i=1 xbi
reduces to 0 modulo GS then necessarily these quantities and multisets are the
same for the first and the second monomial. We summarize this discussion in the
following proposition, where we focus on binomials p involving only variables xa
with a ∈ S.
Proposition 3.1. Let S be a connected (s, t)-switchable set. Let p =
∏d
i=1 xai −∏d
i=1 xbi with ai, bi ∈ S. Assume that p reduces to 0 with respect to the set GS .
Then the indices ai, bi satisfy the property (1) and one of (2a) and (2b) on the list
above.
With this notation, our aim is to prove the converse of Proposition 3.1 when
s ≥ 2.
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Lemma 3.2. Let a, b ∈ N . If ‖a‖〈s〉 > ‖b‖〈s〉, then xa > xb.
Proof. By definition of the order on variables, we have to compare a and b. Notice
that we have ‖a‖〈s〉 = ‖a‖〈s〉, ‖b‖〈s〉 = ‖b‖〈s〉 and hence ‖a‖〈s〉 > ‖b‖〈s〉. But this
implies that the first non-zero component in a − b is positive, hence a > b with
respect to the lexicographic order on N , and thus xa = xa > xb = xb. 
Lemma 3.3. Let S be a connected (s, t)-switchable set, a, b ∈ S and s ≥ 2. If∣∣‖a‖〈s〉 − ‖b‖〈s〉∣∣ ≥ 2 then xaxb is not reduced modulo GS .
Proof. Assume without loss of generality that ‖a‖〈s〉 ≥ ‖b‖〈s〉. Then the hypothesis
becomes ‖a‖〈s〉 − ‖b‖〈s〉 ≥ 2, or in terms of components
∑s
i=1(ai − bi) ≥ 2. This
guarantees the existence of a′, b′ ∈ N , that are s-equivalent to a and b, respectively,
such that
(⋆) a′1 − b
′
1 ≥ 1,
s∑
i=2
(a′i − b
′
i) ≥ 1.
Since a′ is s-equivalent to a we have a′ ∈ S and similarly b′ ∈ S, so that g = f1,a′,b′ ∈
GS . By the inequalities (⋆) we easily have ‖a′‖〈s〉 > ‖sw(1, a
′, b′)‖〈s〉, ‖sw(1, b
′, a′)‖〈s〉
and by Lemma 3.2 it follows LT(g) = xa′xb′ = xaxb. Thus xaxb can be reduced
with respect to g ∈ GS . 
Lemma 3.4. Let S be a connected (s, t)-switchable set and assume s ≥ 2. Consider
a binomial p =
∏d
i=1 xai −
∏d
i=1 xbi with ai, bi ∈ S such that
(⋆⋆)
d∑
i=1
‖ai‖〈s〉 =
d∑
i=1
‖bi‖〈s〉.
If p is reduced modulo GS then, up to reindexing, it satisfies the following conditions
(1) ‖ai‖〈s〉 = ‖bi‖〈s〉 for each i ∈ [d];
(2) there exists k ∈ [d] such that ‖a1‖〈s〉 = · · · = ‖ak‖〈s〉 > ‖ak+1‖〈s〉 = · · · =
‖ad‖〈s〉 and ‖a1‖〈s〉 = ‖ak+1‖〈s〉+1 (if k = d then all the ‖ai‖〈s〉 are equal).
Proof. Replacing the indices ai, bi with the normal forms ai, bi does not affect equal-
ity (⋆⋆) nor changes the variables involved, therefore we may assume that all the
indices are in normal form. This implies the simple formula
∣∣‖a‖〈s〉 − ‖b‖〈s〉∣∣ =
‖a− b‖〈s〉. Assume that p is reduced.
If it happens that ‖ai − aj‖〈s〉 ≥ 2 for some i, j ∈ [d], then by Lemma 3.4
xa1xa2 · · ·xad is not reduced, contradiction. Therefore for all i, j ∈ [d] we have
‖ai − aj‖〈s〉 = 0 or 1, and the same fact holds for the bi. In particular there
may be at most 2 distinct values of ‖ai‖〈s〉 (otherwise there would be ai, aj with
‖ai − aj‖〈s〉 ≥ 2). We state this more precisely: up to reordering the ai, bi, there
are integers k, k′ ∈ [d] such that
‖a1‖〈s〉 = · · · = ‖ak‖〈s〉 = ‖ak+1‖〈s〉 + 1 = · · · = ‖ad‖〈s〉 + 1,
‖b1‖〈s〉 = · · · = ‖bk′‖〈s〉 = ‖bk′+1‖〈s〉 + 1 = · · · = ‖bd‖〈s〉 + 1.
Of course the condition ‖a1‖〈s〉 = ‖ak+1‖〈s〉 + 1 plays a role only if k < d, and
similarly for the bi. Call for brevity A = ‖a1‖〈s〉 and B = ‖b1‖〈s〉. If we substitute
these equalities in equation (⋆⋆) we obtain kA+(d−k)(A−1) = k′B+(d′−k′)(B−1),
and after easy manipulations we get d(A − B) = k′ − k. Since k, k′ ∈ [d] we get
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|k′ − k| ≤ d− 1 and the only possibility is A − B = k′ − k = 0, which implies the
conclusion. 
Theorem 3.5. Let S be a connected (s, t)-switchable set and assume s ≥ 2. A
binomial p =
∏d
i=1 xai −
∏d
i=1 xbi , with ai, bi ∈ S, reduces to 0 with respect to GS
if and only if the following properties hold:
(1)
∑d
i=1 ‖ai‖〈s〉 =
∑d
i=1 ‖bi‖〈s〉;
(2a) if s ≤ t: the multiset {a1,i, . . . , ad,i} is the same as the multiset {b1,i, . . . , bd,i}
for i = s+1, . . . , t, and the multiset {(a1,t+1, . . . , a1,n), . . . , (ad,t+1, . . . , ad,n)}
is the same as the multiset {(b1,t+1, . . . , b1,n), . . . , (bd,t+1, . . . , bd,n)};
(2b) if s ≥ t: the multiset {(a1,s+1, . . . , a1,n), . . . , (ad,s+1, . . . , ad,n)} is the same
as {(b1,s+1, . . . , b1,n), . . . , (bd,s+1, . . . , bd,n)}.
Proof. The necessary part was proved in Proposition 3.1. We may assume that p
is already reduced with respect to GS . We proceed by induction on the degree d
of the binomial. If d = 1 then necessarily p = 0; now suppose that d > 1. The
cases s ≤ t and s ≥ t are somehow different, and we treat them separately (the two
arguments coincide if s = t).
Let us deal with the case s ≤ t. In the proof of this case we enumerate the set
[rt+1]×· · ·× [rn] preserving the (lexicographic) order on (n− t)-tuples, so that we
can treat the last n − t components of elements of N as one component. In other
words, we may assume without loss of generality that t = n − 1. Note that, since
an (s, n)-switchable set is the same thing as an (s, n − 1)-switchable set, this also
covers the case t = n. When we write fL,a,b and L is a subset of [n] containing
n = t+ 1 we actually mean f[t]\L,a,b in the usual sense. If all the elements in each
of the multisets of property (2a) are equal, then clearly the two monomials are
equal too and p = 0. If there are some different elements in a multiset, we claim
that the minimal elements in each multiset are those belonging to indices a1, . . . , al
(where l < d is the number of minimal element in the fixed multiset). In fact, if
we had aj,i > ah,i for some j ≤ l, h > l, and i ∈ [n], then we could reduce p
with respect to fi,aj ,ak ∈ GS , contradicting the fact that p is reduced. But now
a1, . . . , al and b1, . . . , bl satisfy the hypothesis of the theorem, and so do al+1, . . . , ad
and bl+1, . . . , bd so that the conclusion follows by induction on d.
Let us deal with the case s ≥ t. We apply Lemma 3.4 and assume that conditions
(1) and (2) from that statement are satisfied. If k = d in the notation of Lemma
3.4 then it follows immediately that the two monomials are equal and thus p = 0.
Assume k < d. If all the elements in the multiset of property (2b) are equal, then
they are also equal for the bi, and we have p = 0. If they are not all the same, we
claim that the k minimal elements must appear as the last n− s components of the
tuples a1, . . . , ak, and the same for the bi. Assume by contradiction that this is not
the case. Then we have for example for the first monomial
(aj,s+1, . . . , aj,n) > (ah,s+1, . . . , ah,n)
for some j ≤ k < h. But then we may reduce this monomial with respect to the
element g = f1,a′
j
,a′
h
∈ GS for suitable choices of a′j , a
′
h. Here the idea is to take
s-equivalent indices where we “moved” the only difference in the first s components
to the first component. Precisely, we choose a′j , a
′
h ∈ N such that
• a′j and a
′
h are s-equivalent to aj , ah respectively;
• a′j,i = a
′
h,i for i = 2, . . . , s;
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• a′j,1 = a
′
h,1 + 1.
These choices of indices are possible because ‖aj‖〈s〉 = ‖ah‖〈s〉+1. For these choices
we easily have
• ‖a′j‖〈s〉 > ‖sw(1, a
′
j, a
′
k)‖〈s〉 so that xa′j > xsw(1,a′j,a′k) by Lemma 3.2;
• ‖a′j‖〈s〉 = ‖sw(1, a
′
k, a
′
j)‖〈s〉, (aj,s+1, . . . , aj,n) > (ah,s+1, . . . , ah,n) so that
xa′
j
> xsw(1,a′
k
,a′
j
).
It follows that LT(g) = xajxak and we can reduce p, reaching a contradiction to
p being reduced. Thus the k minimal elements must appear as the last n − s
components of the tuples a1, . . . , ak, and the same for the bi; but now a1, . . . , ak
and b1, . . . , bk satisfy the hypothesis of the theorem, and so do ak+1, . . . , ad and
bk+1, . . . , bd so that the conclusion follows by induction on d. 
Corollary 3.6. Let S be an (s, t)-switchable set and assume s ≥ 2. Then the
following set is a Gro¨bner basis for I˜
〈s,t〉
S :
GS =
{
fK,a,b : K ⊆ [t], a, b connected in S
}
.
Proof. We partition S into its connected components S = S1 ∪ · · · ∪ Sr and by
Corollary 2.3 each Si is itself an (s, t)-switchable set. The set GS may be expressed
as the union GS1∪· · ·∪GSr , where GSi = {fK,a,b : K ⊆ [t], a, b ∈ Si}. It is clear that
each generator of I˜
〈s,t〉
Si
belongs to GSi , so that we have the inclusion I˜
〈s,t〉
Si
⊆ (GSi).
Conversely, let a, b ∈ Si and K = {k1, . . . , kl} ⊆ [t]. Expanding the sum we may
check that the element fK,a,b can be obtained as
fK,a,b =
l∑
j=1
fkj ,sw({k1,...,kj−1},a,b),sw({k1,...,kj−1},b,a).
It is easy to see by induction on j that sw({k1, . . . , kj−1}, a, b), sw({k1, . . . , kj−1}, b, a) ∈
Si and they are all connected in Si by assumption. Each of the summands on the
right hand side is thus a generator of I˜
〈s,t〉
Si
, so that GSi ⊆ I˜
〈s,t〉
Si
. Therefore we have
I˜
〈s,t〉
Si
= (GSi), and taking the sum of these ideals we conclude that GS is a system
of generators for I˜
〈s,t〉
S .
Now we apply Buchberger’s criterion to prove that GS is a Gro¨bner basis, there-
fore we consider S-polynomials of pairs of elements f, g ∈ GS . If f ∈ GSi , g ∈ GSj
with i 6= j then the S-polynomial trivially reduces to 0 with respect to GS as the
two sets of variables appearing in f and g are disjoint. If f, g ∈ GSi for some i
then the S-polynomial is either 0 or a binomial satisfying Theorem 3.5 and hence
it reduces to 0 with respect to GS . 
Another application is the following result, in which we adopt the convention
that an empty product is equal to 1.
Corollary 3.7. Let H(d) denote the Hilbert function of the algebra R/I˜〈s,t〉. If
2 ≤ s ≤ t then
H(d) =
(
d
s∑
j=1
(rj − 1) + 1
)(d+ rt+1 · · · rn − 1
d
) t∏
i=s+1
(
d+ ri − 1
d
)
,
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whereas if s ≥ t, s ≥ 2 then
H(d) =
(
d
s∑
j=1
(rj − 1) + 1
)(d+ rs+1 · · · rn − 1
d
)
.
Proof. Write R/I˜〈s,t〉 = ⊕d≥0(R/I˜〈s,t〉)d, where (R/I˜〈s,t〉)d is the graded compo-
nent of degree d. Since this k-vector space is generated by all the monomials of
degree d, in order to compute its dimension we only need to count the number of
distinct monomials of degree d in R/I˜〈s,t〉. If s ≥ 2, by Theorems 3.5 and Corol-
lary 3.6 (applied to the (s, t)-switchable set N ) a monomial
∏d
i=1 xai is uniquely
determined by
• if s ≤ t: the quantity
∑d
i=1 ‖ai‖〈s〉, the multisets {a1,i, . . . , ad,i} for i =
s+ 1, . . . , t, and the multiset {(a1,t+1, . . . , a1,n), . . . , (ad,t+1, . . . , ad,n)};
• if s ≥ t: the quantity
∑d
i=1 ‖ai‖〈s〉, the multiset {(a1,s+1, . . . , a1,n), . . . ,
(ad,s+1, . . . , ad,n)}.
Multisets can be counted easily via binomial coefficients: a multiset of size k from a
set of n elements can be chosen in
(
n+k−1
k
)
different ways. The number of choices for∑d
i=1 ‖ai‖〈s〉 is clearly determined by the numbers r1, . . . , rn. Precisely, we have:
• the quantity
∑d
i=1 ‖ai‖〈s〉 can be chosen in
(∑d
i=1
∑s
j=1 rj−
∑d
i=1
∑s
j=1 1
)
+
1 = d
∑s
j=1(rj − 1) + 1 ways;
• if i ∈ [t] the multiset {a1,i, . . . , ad,i} can be chosen in
(
d+ri−1
d
)
=
(
d+ri−1
ri−1
)
ways;
• the multiset of the final n − t (resp. n − s) components can be chosen in(
d+rt+1···rn−1
d
)
=
(
d+rt+1···rn−1
rt+1···rn−1
)
ways (resp.
(
d+rs+1···rn−1
d
)
=
(
d+rs+1···rn−1
rs+1···rn−1
)
ways).
The total number of distinct monomials of degree d is simply obtained by multi-
plying these expressions, and we get exactly the expressions of the statement. 
Remark 3.8. The Hilbert function for s = 1 was found in [10, Proposition 1.9].
Interestingly, that expression is not a particular case of the ones found here for
higher values of s; in other words, the generic case behaves differently from that of
other s-Hankel hypermatrices.
Finally, Theorem 3.5 gives the primeness of the ideal I˜〈s,t〉.
Proposition 3.9. If S is a connected (s, t)-switchable set, then I˜
〈s,t〉
S is prime.
Proof. Assume by contradiction that I˜
〈s,t〉
S is not prime. We suppose first that
k is algebraically closed. By [7, Theorem 6.1] there exists a polynomial f and a
binomial g in R such that f, g /∈ I˜
〈s,t〉
S and fg ∈ I˜
〈s,t〉
S . Write g = α− cβ where α, β
are monomials and c ∈ k, and f = d1γ1 + d2γ2 + · · · + dkγk where di ∈ k and γi
are monomials. Assume α = LT(g) and γ1 = LT(f). Assume that every monomial
in f and g is reduced modulo the Gro¨bner basis GS of I˜
〈s,t〉
S . We are going to use
the characterization from Theorem 3.5, therefore we assume s ≥ 2; however I˜〈1,t〉
is prime because it is a Segre ideal (cf. [16]).
Since fg ∈ I˜
〈s,t〉
S then it reduces to 0 modulo GS . It follows that its leading term
αγ1 reduces modulo GS to the same monomial as some other monomial in fg. If it
reduces to the same monomial as αγi for some i > 1, then αγ1 and αγi satisfy the
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hypotheses of Theorem 3.5, hence γ1 and γi satisfy the hypotheses of Theorem 3.5
so that γ1 and γi reduce to the same monomial contradicting that f was reduced.
Thus c 6= 0 and αγ1 reduces to the same monomial as βγj , for some j ∈ [k]. But
g is reduced, so j 6= 1. Set i1 = 1 and i2 = j. Repeating the process, αγi2 reduces
to the same monomial as βγi3 , for some i3 6= i2, and in general at the pth step αγip
reduces to the same monomial as βγip+1 with ip 6= ip+1. We have finitely many
monomials in f , whereas p can be arbitrarily large: hence ip = iq for some q < p.
Now αp−qγiq · · · γip−1 reduces to the same monomial as β
p−qγiq · · · γip−1. It fol-
lows that αp−qγiq · · · γip−1 and β
p−qγiq · · · γip−1 satisfy the hypotheses of Theorem
3.5, so do αp−q and βp−q, and so do α and β, hence α and β reduce to the same
monomial yielding a contradiction.
Now let k be an arbitrary field, denote its algebraic closure with k and the
corresponding polynomial ring with R = k[xa : ∈ N ]. By the first part of the proof
the ideal I˜
〈s,t〉
S R is prime. But I˜
〈s,t〉
S is the contraction of I˜
〈s,t〉
S R, and since the
extension R ⊆ R is faithfully flat we conclude that I˜
〈s,t〉
S is a prime ideal. 
4. Structure of the ideal I〈s,t〉
By contrast to the ideal I˜〈s,t〉 investigated in the previous section, the structure of
I〈s,t〉 is much less accessible. For instance, finding a Gro¨bner basis or the expression
of the Hilbert function for this ideal seems out of our reach. We are going to study
the primary decomposition of I〈s,t〉 since this ideal is not prime if n ≥ 3. This is
in fact an easy consequence of Lemma 1.7: choosing a = (1, . . . , 1), b = (r1, . . . , rn)
and ci = (1, r2, . . . , ri+1, 1, . . . , 1) for i ∈ [n − 2] we have xc1 · · ·xcn−2f1,a,b ∈ I
〈s,t〉
while xc1 · · ·xcn−2 /∈ I
〈s,t〉, f1,a,b /∈ I〈s,t〉.
We use the next lemma to establish a representation of the ideal I˜〈s,t〉 as colon
of I〈s,t〉.
Lemma 4.1. Let a, b ∈ N , i ∈ [n] and consider the generalized minor g = fi,a,b.
There exist a′, b′ ∈ N such that g = ±fi,a′,b′ and a′j ≥ b
′
j for each j ∈ [s].
Proof. Without loss of generality we have ‖a‖〈s〉 ≥ ‖b‖〈s〉. Assume first i > s. Then
we may simply choose a′ = a, b′ = b and it is straightforward that fi,a,b = fi,a′,b′ .
Since a′, b′ are in normal form and ‖a′‖〈s〉 = ‖a‖〈s〉 ≥ ‖b‖〈s〉 = ‖b
′‖〈s〉, we obtain
a′j ≥ b
′
j for each j ∈ [s].
Suppose now i ≤ s. We may assume without loss of generality LT(g) = xaxb:
if this were not the case, we could consider the minor fi,sw(i,a,b),sw(i,b,a) = −fi,a,b
which satisfies LT(fi,sw(i,a,b),sw(i,b,a)) = xsw(i,a,b)xi,sw(i,b,a). In particular a has
the greatest value of ‖ · ‖〈s〉 among the four indices involved in g, so ‖a‖〈s〉 ≥
‖s(i, b, a)‖〈s〉 = ‖b‖〈s〉 + ai − bi and hence ‖a‖〈s〉 − ai ≥ ‖b‖〈s〉 − bi.
Set a′i = ai, b
′
i = bi and choose numbers a
′
j, b
′
j ∈ [rj ], with j ∈ [s] \ {i}, such
that b′j ≤ a
′
j and ‖a
′‖〈s〉 = ‖a‖〈s〉, ‖b
′‖〈s〉 = ‖b‖〈s〉 (this choice is possible because
‖a‖〈s〉 − ai ≥ ‖b‖〈s〉 − bi). Set also a
′
j = aj and b
′
j = bj for j = s + 1, . . . n.
We have ‖sw(i, b, a)‖〈s〉 = ‖b‖〈s〉 − bi + ai = ‖sw(i, b
′, a′)‖〈s〉 and ‖sw(i, a, b)‖〈s〉 =
‖a‖〈s〉−ai+bi = ‖sw(i, a
′, b′)‖〈s〉 because we did not change ai, bi and ‖a‖〈s〉, ‖b‖〈s〉.
Moreover, a′, b′, sw(i, a′, b′), sw(i, b′, a′) are s-equivalent to a, b, sw(i, a, b), sw(i, b, a),
respectively. It follows that fi,a,b = fi,a′,b′ and we have the desired inequality
a′j ≥ b
′
j for each j ∈ [s]. 
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Proposition 4.2. Let p =
∏
xa denote the product of all the (distinct) variables
in R. Then
(1) I˜〈s,t〉 = I〈s,t〉 : p = I〈s,t〉 : p∞;
(2) I˜〈s,t〉 is the smallest prime ideal that contains I〈s,t〉 and that contains no
monomials;
(3) I˜〈s,t〉 is a primary component of I〈s,t〉.
Proof. We prove first that each generator fi,a,b of I˜
〈s,t〉 belongs to I〈s,t〉 : p. If
d(a, b) ≤ 1 or ai = bi then fi,a,b = 0. So suppose d(a, b) ≥ 2, ai 6= bi and for
example ‖a‖〈s〉 ≥ ‖b‖〈s〉. By Lemma 4.1 we may assume, up to changing the sign
of the generator, that aj ≥ bj for each j ∈ [s].
We construct a path c0 = a, c1, . . . , cl ∈ N such that d(cj−1, cj) = 1 for all j ∈ [l],
cj−1, cj do not differ in component i, d(cl, b) = 2 and no two cj, ch are s-equivalent.
In order to do this, let K =
{
k1 < k2 < · · · < kl+1
}
=
{
k ∈ [n] \ {i}
∣∣ak 6= bk}, so
that l = #K−1 = d(a, b)−2. Set c0 = a and cj = sw({k1, . . . , kj}, a, b). Essentially
we switch the components in which a and b differ one at a time in increasing
order, avoiding the component i. By construction, no two indices are s-equivalent.
The path satisfies the desired properties and in particular all the variables xcj are
distinct. Now we can apply Lemma 1.7 and it follows that xc1 · · ·xclfi,a,b ∈ I
〈s,t〉.
Since the xcj are all distinct, we get that p is a multiple of xc1 · · ·xcl , and this
proves that I˜〈s,t〉 ⊆ I〈s,t〉 : p.
The inclusion I〈s,t〉 : p ⊆ I〈s,t〉 : p∞ holds in general. For the final inclusion,
given g ∈ I〈s,t〉 : pm with m ∈ N+, we have that gpm ∈ I〈s,t〉 ⊆ I˜〈s,t〉 and, as I˜〈s,t〉
is prime and contains no monomials, we get g ∈ I˜〈s,t〉. So (1) is proved.
For (2), let P be a prime ideal that contains I〈s,t〉 and that contains no mono-
mials. By the proof of (1), I˜〈s,t〉 = I〈s,t〉 : p ⊆ P : p = P , and assertion (2) follows.
Assertion (3) follows by (1) and the fact that I˜〈s,t〉 is prime. 
Now we extend the primeness result of Proposition 3.9 to a more general class
of ideals.
Proposition 4.3. Let S be an (s, t)-switchable set. The ideals I˜
〈s,t〉
S and P
〈s,t〉
S are
prime.
Proof. Let S = S1 ∪ · · · ∪ Sr be the decomposition of S into its connected compo-
nents; we have I˜
〈s,t〉
S =
∑r
i=1 I˜
〈s,t〉
Si
.
Denote with k the algebraic closure of k and with R the polynomial ring k[xa :
a ∈ N ]: the extension R ⊆ R is faithfully flat. Proposition 3.9 applies also to
R and hence I˜
〈s,t〉
Si
R is a prime ideal for each i. A well-known result states that
the sum of two prime ideals of a polynomial ring is prime if the generators of the
two ideals involve disjoint sets of variables and the underlying field is algebraically
closed field. It follows that the ideals
I˜
〈s,t〉
S R =
r∑
i=1
I˜
〈s,t〉
Si
R and P
〈s,t〉
S R = I˜
〈s,t〉
S +Var
〈s,t〉
S R
are prime. Since the generators of these two ideals are in R and R ⊆ R is faithfully
flat, we get that I˜
〈s,t〉
S and P
〈s,t〉
S are contractions of the prime ideals I˜
〈s,t〉
S R and
P
〈s,t〉
S R and hence they are prime. 
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An (s, t)-switchable set S ⊆ N is maximal (s, t)-switchable if for all (s, t)-
switchable sets T containing S properly, the ideals P
〈s,t〉
S and P
〈s,t〉
T are incompa-
rable.
Theorem 4.4. The set of minimal primes over I〈s,t〉 consists of all the ideals of
the form P
〈s,t〉
S , where S is a maximal (s, t)-switchable set.
Proof. We have already seen in Proposition 4.2 that I˜〈s,t〉 is a minimal prime of
I〈s,t〉. Notice that I˜〈s,t〉 is of the form of the statement since I˜〈s,t〉 = P
〈s,t〉
N , and N
is trivially a maximal (s, t)-switchable set.
Let P be an arbitrary prime ideal minimal over I〈s,t〉. We assume that P 6= I˜〈s,t〉
and thus it contains some variables, otherwise I˜〈s,t〉 ⊆ P by Proposition 4.2 (2).
Define the set S = {a ∈ N : xa 6∈ P}. We have S 6= ∅, otherwise P is the maximal
homogeneous ideal which properly contains I˜〈s,t〉. We prove now that S is (s, t)-
switchable.
Given a, b ∈ S such that d(a, b) = 2 and ai 6= bi for some i ∈ [t], we prove
that sw(i, b, a), sw(i, a, b) ∈ S. Since P contains I〈s,t〉 and i ∈ [t], P contains
the slice minor fi,a,b = xaxb − xsw(i,b,a)xsw(i,a,b). Since a, b ∈ S, then xaxb 6∈ P ,
so that xsw(i,b,a)xsw(i,a,b) 6∈ P , which implies xsw(i,b,a), xsw(i,a,b) 6∈ P , and hence
sw(i, b, a), sw(i, a, b) ∈ S. Thus S satisfies property (1) in Definition 2.1. By defi-
nition of S it is straightforward that S is closed under s-equivalence, proving that
S is (s, t)-switchable. Now P
〈s,t〉
S is a prime ideal containing I
〈s,t〉 by Lemma 2.4.
Let us prove that P
〈s,t〉
S ⊆ P . By definition of S we have Var
〈s,t〉
S ⊆ P . Let
fi,a,b ∈ I˜
〈s,t〉
S , with i ∈ [t] and a and b connected in S: by Lemma 2.5 there exist
elements c0 = a, . . . , cl ∈ S such that d(cl, b) = 2, d(cj−1, cj) = 1 and cj−1, cj do
not differ in component i for all j ∈ [l]. Then we can apply Lemma 1.7 and we
get xc1 · · ·xclfi,a,b ∈ I˜
〈s,t〉
S ⊆ P and, since xcj 6∈ P for all j ∈ [l], it follows that
fi,a,b ∈ P . Thus I〈s,t〉 ⊆ P
〈s,t〉
S ⊆ P and by minimality P
〈s,t〉
S = P .
Finally, let T be an (s, t)-switchable set properly containing S; then Var
〈s,t〉
T (
Var
〈s,t〉
S . By Lemma 2.4 P
〈s,t〉
T contains I
〈s,t〉. This, combined with the fact that
P = P
〈s,t〉
S is minimal over I
〈s,t〉, implies that I˜
〈s,t〉
T 6⊆ P
〈s,t〉
S . Therefore P
〈s,t〉
S and
P
〈s,t〉
T are incomparable, and S is a maximal (s, t)-switchable set.
Now we prove the converse. Let S be a maximal (s, t)-switchable set; we know
that P
〈s,t〉
S is a prime ideal containing I
〈s,t〉. Take a minimal prime P of I〈s,t〉
contained in P
〈s,t〉
S . By the first part of the proof we have P = P
〈s,t〉
T for a maximal
(s, t)-switchable set T . By P
〈s,t〉
T ⊆ P
〈s,t〉
S it follows that Var
〈s,t〉
T ⊆ Var
〈s,t〉
S and
hence S ⊆ T . But S is maximal, and P
〈s,t〉
S and P
〈s,t〉
T are comparable: necessarily
we have S = T and P
〈s,t〉
S is thus a minimal prime. 
5. Minimal primes for large values of s
In this section we are going to specialize s and make Theorem 4.4 more explicit.
We start with a result on (s, t)-switchable sets that actually holds for any s ≥ 2,
but will be particularly helpful when s = n, n− 1.
Lemma 5.1. Let S be an (s, t)-switchable set with s ≥ 2. Assume that S contains
an element a such that (a1, . . . , as) 6= (1, . . . , 1), (r1, . . . , rs). Then all the indices
b ∈ N such that (bs+1, . . . , bn) = (as+1, . . . , an) belong to S.
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Proof. Since S is closed under s-equivalence, we may assume without loss of gen-
erality that both a and b are in normal form. Notice that our hypothesis implies
a1 > 1 and as < rs.
We proceed by induction on δ(a, b) = ‖a−b‖〈s〉. If δ(a, b) = 0 then a = b and the
conclusion holds trivially. Assume now δ(a, b) > 0 and for example ‖a‖〈s〉 > ‖b‖〈s〉.
Consider the following index a′ ∈ N :
a′1 = a1 − 1, a
′
s = as + 1, a
′
i = ai for i ∈ [n] \ {1, s}.
We have that a′ is s-equivalent to a and thus a′ ∈ S. Since d(a, a′) = 2 it follows
that also c′ = sw(1, a, a′) ∈ S. Let c be the normal form of c′, we have that c ∈ S
and ‖b‖〈s〉 ≤ ‖c‖〈s〉 < ‖a‖〈s〉, so that δ(b, c) < δ(a, b) and the conclusion follows by
induction. 
In the next part of this section we study the minimal primes of I〈n,t〉 and therefore
we fix s = n. We can restrict our focus to n ≥ 3: if n = 2 then we have a Hankel
matrix, for which I〈2,t〉 = I˜〈2,t〉 is prime and well-understood.
Proposition 5.2. Assume that n ≥ 3. Then the (n, t)-switchable sets are exactly
S1 = ∅, S2 = {(1, . . . , 1)}, S3 = {(r1, . . . , rn)},
S4 = {(1, . . . , 1), (r1, . . . , rn)}, S5 = N .
Proof. First we observe that S4 satisfies property (1) in Definition 2.1 if and only if
n ≥ 3, as the distance between the two indices is n. The other four sets satisfy triv-
ially that property. Moreover, all five sets are closed under n-equivalence, therefore
they are (n, t)-switchable. These are the only (n, t)-switchable sets: if S 6= N is a
proper (n, t)-switchable subset, then by Lemma 5.1 S ⊆ S4 (otherwise S = N ) and
the conclusion follows. 
Theorem 5.3. If n ≥ 3 then the ideal I〈n,t〉 has exactly two minimal primes: the
ideal I˜〈n,t〉 and the monomial prime P
〈n,t〉
S4
=
(
xa | a 6= (1, . . . , 1), (r1, . . . , rn)
)
.
Proof. We want to apply Theorem 4.4. We already know that I˜〈n,t〉 = P
〈n,t〉
N is
a minimal prime. By Proposition 5.2 we only have to look for maximal (n, t)-
switchable sets in the list {S1,S2,S3,S4}. The set S4 is maximal: indeed the only
(n, t)-switchable set containing S4 is N , and P
〈n,t〉
N and P
〈n,t〉
S4
are not comparable
as f1,(1,...,1),(r1,...,rn) /∈ P
〈n,t〉
S4
. On the other hand, we have P
〈s,t〉
S4
⊆ P
〈s,t〉
Si
for each
i = 1, 2, 3 and thus these 3 sets are not maximal. 
For the first minimal prime Proposition 4.2 gives us an expression as colon ideal.
The next two lemmas will lead to a similar expression for the other minimal prime
ideal.
Lemma 5.4. Let a, b ∈ N be two indices such that ‖a‖〈n〉 − ‖b‖〈n〉 = 2. Let
c ∈ N be an index such that ‖c‖〈n〉 = ‖a‖〈n〉 − 1 = ‖b‖〈n〉 + 1. Then xaxb = x
2
c
(mod I〈n,t〉).
Proof. Since
∑n
i=1(ai − bi) = 2 there exist a
′
i, b
′
i ∈ [ri] such that
a′1 − b
′
1 = 1, a
′
2 − b
′
2 = 1, a
′
i = b
′
i for i ≥ 3,
‖a′‖〈n〉 = ‖a‖〈n〉, ‖b
′‖〈n〉 = ‖b‖〈n〉.
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Thus a′, b′ are n-equivalent to a, b, respectively, and xa = xa′ , xb = xb′ . We have
d(a′, b′) = 2 and thus the minor f1,a′,b′ = xa′xb′ − xsw(1,a′,b′)xsw(1,b′,a′) belongs to
I〈n,t〉. But this minor proves the conclusion, because ‖sw(1, a′, b′)‖〈n〉 = ‖a‖〈n〉−1,
‖sw(1, b′, a′)‖〈n〉 = ‖a‖〈n〉 − 1 and hence these two indices define the same variable
as c. 
Lemma 5.5. Let a ∈ N \ {(1, . . . , 1), (r1, . . . , rn)}. There exists p ∈ N+ such
that xpa is equivalent (mod I
〈n,t〉) to a monomial divisible by the product p of all
variables.
Proof. We are going to prove first the following claim: for any b ∈ N there exists
a positive integer mb such that x
mb
a ≡ xbα (mod I
〈n,t〉), for some monomial α. We
proceed by induction on the quantity γ(a, b) =
∣∣‖a‖〈n〉−‖b‖〈n〉∣∣. If γ(a, b) = 0, then
a, b are n-equivalent and we can just choose mb = 1, α = 1. Assume now δ(a, b) > 0
and for example ‖a‖〈n〉 > ‖b‖〈n〉. Take c ∈ N such that ‖c‖〈n〉 = ‖b‖〈n〉 + 1: we
have γ(b, c) = 1 and γ(a, c) < γ(a, b). In particular, by induction, there exists a
positive integer mc such that x
mc
a ≡ xcβ (mod I
〈n,t〉) for some monomial β. Since
a < (r1, . . . , rn) and ‖c‖〈n〉 ≤ ‖a‖〈n〉, we have that c < (r1, . . . , rn) and hence there
exists d ∈ N such that ‖d‖〈n〉 = ‖c‖〈n〉+1 = ‖b‖〈n〉+2. By Lemma 5.4 we get that
xbxd = x
2
c (mod I
〈n,t〉), and consequently x2mca ≡ x
2
cβ
2 ≡ xbxdβ
2 (mod I〈n,t〉) so
that the claim follows setting mb = 2mc and α = xdβ
2.
Now to obtain the statement of the proposition it is sufficient to choose p ≥∑
b∈N mb, wheremb is the positive integer provided by the claim for each b ∈ N . 
Let rad(·) denote the radical of an ideal.
Proposition 5.6. Let P
〈n,t〉
S4
be the monomial minimal prime of I〈n,t〉 as in The-
orem 5.3. We have P
〈n,t〉
S4
= rad
(
I〈n,t〉 : f1,(1,...,1),(r1,...,rn)
)
.
Proof. Let us prove that xa ∈ rad
(
I〈n,t〉 : f1,(1,...,1),(r1,...,rn)
)
for any variable xa ∈
P
〈n,t〉
S4
. Consider the indices c0 = (1, . . . , 1), cj = (1, . . . , 1, rn−j+1, . . . , rn) for j ∈
[n− 3]. These indices form a path between (1, . . . , 1) and (1, 1, r3, . . . , rn) and they
do not differ in the first component. By Lemma 1.7 xc1xc2 · · ·xcn−3f1,(1,...,1),(r1,...,rn) ∈
I〈n,t〉. Moreover, the variables xcj are all distinct because the values ‖cj‖〈n〉 are
strictly increasing. It follows that xa1xa2 · · ·xan−3 divides the product p of all vari-
ables, and thus p ∈ I〈n,t〉 : f1,(1,...,1),(r1,...,rn). By Lemma 5.5 there exists a positive
integer p such that xpa is equivalent (mod I
〈n,t〉) to a monomial divisible by p, so it
follows that xpa ∈ I
〈n,t〉 : f1,(1,...,1),(r1,...,rn) and xa ∈ rad
(
I〈n,t〉 : f1,(1,...,1),(r1,...,rn)
)
.
Conversely, let g ∈ rad
(
I〈n,t〉 : f1,(1,...,1),(r1,...,rn)
)
. We have gpf1,(1,...,1),(r1,...,rn) ∈
I〈n,t〉 ⊆ P
〈n,t〉
S4
for some positive integer p; but f1,(1,...,1),(r1,...,rn) /∈ P
〈n,t〉
S4
and P
〈n,t〉
S4
is prime, so that gp ∈ P
〈n,t〉
S4
and hence g ∈ P
〈n,t〉
S4
, proving that P
〈n,t〉
S4
contains
rad
(
I〈n,t〉 : f1,(1,...,1),(r1,...,rn)
)
. 
Unlike the case of the minimal prime I˜〈n,t〉, the P
〈n,t〉
S4
-component is not prime
in general.
Example 5.7. Let N = [3]× [3]× [3], s = t = n = 3, then the P
〈n,t〉
S4
-component
is
(
x(3,3,1), x(3,2,1), x(3,1,1), x
2
(3,3,2), x(2,1,1)x(3,3,2), x
2
(2,1,1)
)
( P
〈n,t〉
S4
.
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We have evidence to believe that if s = n there are no embedded primes, and
that the primary components are exactly the two colon ideals mentioned above
(without the radical).
Conjecture 5.8. The primary decomposition of I〈n,t〉 is
I〈n,t〉 = I˜〈n,t〉 ∩
(
I〈n,t〉 : f1,(1,...,1),(r1,...,rn)
)
.
Now we turn to the study of the minimal primes of I〈n−1,t〉 and hence we fix
s = n−1 for the remainder of this section. First we find all the (n−1, t)-switchable
sets. Given B ⊆ [rn] we define the following subset of N :
SB = [r1]× · · · × [rn−1]×B.
We deal separately with the cases n = 3 and n ≥ 4, which yield different decompo-
sitions.
Proposition 5.9. Assume that n ≥ 4. The (n− 1, t)-switchable sets consist of two
classes:
(1) all the subsets of the form SB where B is any subset of [rn];
(2) all the subsets S ⊆ N such that for all a ∈ S we have either (a1, . . . , an−1) =
(1, . . . , 1), or (a1, . . . , an−1) = (r1, . . . , rn−1).
Proof. First we notice that the two types of sets of the statement are (n − 1, t)-
switchable. This is clear for the first type, whereas for the second type it is true
because there are no a, b ∈ S such that d(a, b) = 2, and it is trivially closed under
(n− 1)-equivalence.
Now we prove that these are the only ones. Let S be an (n − 1, t)-switchable
set. Assume that S is not of type (2) in the statement, that is to say, S contains an
index b such that (b1, . . . , bn−1) 6= (1, . . . , 1), (r1, . . . , rn−1); we claim that S is of
the form (1) in the statement. If S is not of that form, then there are two indices
a ∈ S, c /∈ S such that an = cn. In particular, we must have (a1, . . . , an−1) ∈
{(1, . . . , 1), (r1, . . . , rn−1)}, otherwise by Lemma 5.1 we would have c ∈ S. For
example (a1, . . . , an−1) = (1, . . . , 1). We also must have bn 6= cn, otherwise c ∈ S
again by Lemma 5.1. Consider the index e = (2, 1, . . . , 1, bn): since en = bn we
have e ∈ S by Lemma 5.1. Since an = cn 6= bn we get d(a, e) = 2 and hence f =
sw(1, a, e) ∈ S. But fn = an = cn, and (f1, . . . , fn−1) 6= (1, . . . , 1), (r1, . . . , rn−1)
because n ≥ 3 and f2 = 1. It follows that c ∈ S by Lemma 5.1, which is a
contradiction. We conclude that S is of type (1) in the statement, with B = {bn :
b ∈ S}. 
We see now that if n ≥ 4 the minimal primes of I〈n−1,t〉 are very similar to those
of I〈n,t〉, except that the monomial prime is generated by all but 2rn variables
instead of all but 2.
Theorem 5.10. If n ≥ 4 then the ideal I〈n−1,t〉 has exactly two minimal primes:
the ideal I˜〈n−1,t〉 and the monomial prime P =
(
xa | (a1, . . . , an−1) 6= (1, . . . , 1), (r1, . . . , rn−1)
)
.
Proof. By Theorem 4.4 we have to find all the maximal (n− 1, t)-switchable sets,
and certainly N is one of these. In fact, it is the only one among those of type (1)
in Proposition 5.9: if B ( [r3] then it is easy to check that I˜
〈n−1,t〉 ( P
〈n−1,t〉
SB
.
Now consider (n− 1, t)-switchable sets of type (2). There is a maximal one with
respect to inclusion, namely the set S =
{
a ∈ N| (a1, . . . , an−1) ∈ {(1, . . . , 1), (r1, . . . , rn−1)}
}
.
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This is indeed a maximal (n − 1, t)-switchable set, because the only (n − 1, t)-
switchable set containing it isN and we have P
〈n−1,t〉
N 6⊆ P
〈n−1,t〉
S because f1,(1,...,1),(r1,...,rn) /∈
P
〈n−1,t〉
S . None of the other (n− 1, t)-switchable sets of the form (2) is maximal: if
T is one of these, then T ( S and we can easily verify that P
〈n−1,t〉
S ( P
〈n−1,t〉
T .
Therefore the two ideals I˜〈n−1,t〉 and P = P
〈n−1,t〉
S provide the list of minimal
primes of I〈n−1,t〉. 
Proposition 5.11. Assume that n = 3. The (2, t)-switchable sets consists of two
classes:
(1) all the subsets of the form SB , with B ⊆ [r3];
(2) all the subsets S ⊆ N satisfying the following property: for all l ∈ [r3]
there is at most one a ∈ S such that a3 = l, and either (a1, a2) = (1, 1) or
(a1, a2) = (r1, r2).
Proof. The two types of sets of the statement are (2, t)-switchable. The first type
is the same as in Proposition 5.9. For the second type, we have d(a, b) 6= 2 for all
a, b ∈ S and S is closed under 2-equivalence.
Let us prove that these are the only ones. If S is a (2, t)-switchable set and
contains an index b such that (b1, b2) 6= (1, 1), (r1, r2), then with the very same
proof as in the case n ≥ 4 we can conclude that S is of type (1). Assume now that
for every a ∈ S we have either (a1, a2) = (1, 1) or (a1, a2) = (r1, r2). If there exists
l ∈ [r3] such that a = (1, 1, l) ∈ S and b = (r1, r2, l) ∈ S, then d(a, b) = 2 but
sw(1, a, b) = (r1, 1, l) /∈ S, contradiction. Thus S is of type (2). 
We have seen that if s = n ≥ 3 or s = n − 1 and n ≥ 4 then there are exactly
two minimal primes. On the other hand, if n = 3 and s = 2 then there are more
minimal primes.
Theorem 5.12. If n = 3, the ideal I〈2,t〉 has exactly the following 2r3 − 1 minimal
primes: the ideal I˜〈2,t〉 and the monomial ideals P
〈2,t〉
Sϕ with
Sϕ =
{
a ∈ N : (a1, a2) = ϕ(a3)
}
as ϕ varies over the non-constant functions ϕ : [r3]→
{
(1, 1), (r1, r2)
}
.
Proof. Again, we have to find all the maximal (2, t)-switchable sets. As in Theorem
5.10, N is the only maximal (2, t)-switchable set among those of type (1) in Propo-
sition 5.11. Now consider sets of type (2), i.e., S such that for all l ∈ [r3] there is at
most one a ∈ S such that a3 = l, and either (a1, a2) = (1, 1) or (a1, a2) = (r1, r2).
First of all, we may assume that S is maximal with respect to inclusion among
the sets of type (2) in Proposition 5.11, or equivalently that for all l ∈ [r3] there is
exactly one a ∈ S such that a3 = l. Indeed if S ( T are two (2, t)-switchable sets
of the form (2), then P
〈2,t〉
T ( P
〈2,t〉
S , because they are equal to Var
〈s,t〉
T and Var
〈s,t〉
S ,
respectively (there are no two connected indices with distance at least 2 in S or T
and thus I˜
〈2,t〉
S = I˜
〈2,t〉
T = {0}).
Therefore S = Sϕ for some function ϕ : [r3]→ {(1, 1), (r1, r2)}. If ϕ is constant,
then Sϕ is not a maximal (2, t)-switchable set: we claim that I˜〈2,t〉 ⊆ P
〈2,t〉
Sϕ . Let
fi,a,b be a nonzero generator of I˜
〈2,t〉, so that d(a, b) > 1. If a /∈ Sϕ or b /∈ Sϕ then
at least one of sw(1, a, b), sw(1, b, a) does not belong to Sϕ and hence fi,a,b ∈ P
〈s,t〉
Sϕ .
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Notice that since ϕ is constant and d(a, b) > 1 we cannot have both a, b ∈ Sϕ. The
claim is thus proved.
So necessarily S = Sϕ for some non-constant function ϕ : [r3]→ {(1, 1), (r1, r2)}.
Let us see that the converse holds. We prove that I˜
〈2,t〉
T 6⊆ P
〈2,t〉
Sϕ for every T of type
(1) containing Sϕ. It is sufficient to check this for T = N , because I˜
〈2,t〉
N ⊆ I˜
〈2,t〉
T for
these T . To this purpose consider, as usual, the element f1,(1,1,1),(r1,r2,r3): it doesn’t
belong to P
〈2,t〉
Sϕ because x(r1,1,1), x(1,r2,r3) ∈ P
〈2,t〉
Sϕ and x(1,1,1), x(r1,r2,r3) /∈ P
〈2,t〉
Sϕ .
These monomial primes are in a one-to-one correspondence with the set of non-
constant functions ϕ : [r3]→ {(1, 1), (r1, r2)}, and there are 2r3 − 2 such functions;
considering also the binomial minimal prime I˜〈2,t〉 we obtain exactly 2r3−1 primes.

Remark 5.13. We note that when s < n there are embedded primes. For example,
consider the 2-Hankel hypermatrix indexed by N = [2] × [2] × [3]: the maximal
homogeneous ideal is an associated prime of I〈2,1〉.
Remark 5.14. We have seen in Theorems 5.3, 5.10 and 5.12 that all minimal
primes over I〈s,t〉 other than I˜〈s,t〉 are monomial if s ≥ n − 1. This is no longer
true for smaller values of s. For instance, take the 3-Hankel hypermatrix indexed
by N = [2]× [2]× [2]× [2]× [2], i.e., with n = 5 and s = 3. The set S = {a ∈ N :
a1 = a2 = a3} is maximal (3, 5)-switchable, I˜
〈3,5〉
S 6⊆ Var
〈3,5〉
S and therefore P
〈3,5〉
S is
not monomial.
6. Watanabe’s theorem and projective varieties
Given two ideals I and I ′ living in two isomorphic rings R and R′, when is there
an isomorphism Ψ : R → R′ such that Ψ(I) = I ′? Invariants of ideals, such as the
Hilbert function, allow us to solve this problem in one direction (when the answer is
negative). In this section we address this question in the other direction, for ideals
of the form I˜〈s,t〉.
The idea is to generalize to hypermatrices the following result proved by J.
Watanabe (in the more general setting of r× r minors). Let H and H ′ be an m×n
and an m′×n′ Hankel matrix, respectively, and let I2(H), I2(H ′) denote the ideals
generated by all the 2× 2 minors: if m+n = m′+n′ then I2(H) ∼= I2(H ′) (cf. [17,
Theorem 1]). Looking at s-Hankel hypermatrices now, choose two sets of integers
{n, s, t, r1, . . . , rn} and {n′, s′, t′, r′1, . . . , r
′
n′} with the usual limitations s, t ∈ [n],
s′, t′ ∈ [n′], ri, r′i ≥ 2. These parameters determine two hypermatrices M and M
′
indexed in N = [r1] × · · · × [rn] and N ′ = [r′1] × · · · × [r
′
n′ ], respectively. Then we
have the corresponding polynomial rings R and R′, and the ideals I〈s,t〉 and I˜〈s,t〉
which we denote with I and I˜ for R and I ′ and I˜ ′ for R′. In order to address
the question above, we need to have R ∼= R′. By Remark 1.1, if n − s = n′ − s′,∑s
i=1 ri−s =
∑s′
i=1 r
′
i−s and rn−i+1 = r
′
n′−i+1 for i ∈ [n−s] then dimR = dimR
′
and hence the two rings are isomorphic. Moreover, by Theorem 3.7, the Hilbert
functions of I˜ and I˜ ′ are the same if one of the two following conditions holds:
either t > s and t− s = t′ − s′, or t ≤ s and t′ ≤ s′. We see that in this case I˜ and
I˜ ′ are in fact isomorphic.
Theorem 6.1. Let {n, s, t, r1, . . . , rn} and {n′, s′, t′, r′1, . . . , r
′
n′} be two sets of pa-
rameters as above. If the parameters satisfy the following conditions
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• n− s = n′ − s′;
•
∑s
i=1 ri − s =
∑s′
i=1 r
′
i − s
′;
• rn−i+1 = r′n′−i+1 for i ∈ [n− s];
and one of the two conditions
• s < t and t− s = t′ − s′;
• t ≤ s and t′ ≤ s′;
then there is an isomorphism Ψ : R→ R′ that maps I˜ to I˜ ′.
Proof. Let {xa, a ∈ N} be the variables of R and {x′b, b ∈ N
′} the variables of R′.
Notice that if s = 1 the two hypermatrices M and M ′ have the same sizes and the
theorem doesn’t really say anything. Therefore, assume s ≥ 2.
We can define an isomorphism Ψ : R → R′ assigning a bijection between the
variables of the two rings. We map a variable xa to x
′
ψ(a), where ψ(a) ∈ N
′ is an
index such that ‖ψ(a)‖〈s′〉 = ‖a‖〈s〉 and the last n− s components of ψ(a) are the
same as those of a. The assumptions on the parameters and the s-equivalence and
s′-equivalence guarantee that this is a well-defined bijection between the two sets
of variables.
Now this isomorphism preserves the quantity and multisets of properties (1),
(2a)-(2b) for a monomial α ∈ R from Theorem 3.5. Since Theorem 3.5 characterizes
the membership for binomials and ideals I˜, I˜ ′, we can deduce that Ψ maps binomials
of I˜ to binomials of I˜ ′. The argument works clearly in the other direction too, so
that Ψ(I˜) = I˜ ′. 
Remark 6.2. In general, even though the hypotheses of Theorem 6.1 are satisfied,
I and I ′ need not be isomorphic. For example, if N = [3]× [3]× [3], s = t = n = 3
then the Hilbert polynomial of I is P (d) = 9d − 2, whereas if N ′ = [4]× [2]× [3],
s′ = t′ = n′ = 3 the Hilbert polynomial of I ′ is P ′(d) = 7d.
Besides generalising Watanabe’s theorem, Theorem 6.1 allows us to relate the
ideal I˜〈s,t〉 to some classical determinantal varieties. A good reference on the topic
is [11].
Corollary 6.3. An ideal of the form I˜〈n,t〉, i.e. with s = n, defines a rational
normal curve.
Proof. Recall that equations for the rational normal curve in Pm are given by
the 2 × 2 minors of a Hankel matrix of size 2 × m whose entries are the m + 1
homogeneous coordinates. Assume that I˜〈n,t〉 is associated to the set of indices
N = [r1] × · · · × [rn]. We define another set of parameters setting n′ = s′ = t′ =
2, r′1 = 2, r
′
2 =
∑n
i=1 ri − n (we have r
′
2 ≥ 2 because ri ≥ 2 for each i ∈ [n]). Now
the two sets of parameters satisfy the hypotheses of Theorem 6.1, and the second
one defines a 2×r′2 Hankel matrix. The theorem follows with m =
∑n
i=1 ri−n. 
Now we consider a generalization of the rational normal curve to higher di-
mensions. Let σ1 ≤ σ2 ≤ · · · ≤ σl be a non-decreasing sequence in N+ and set
m =
∑l
i=1 σi + l − 1. We can find complementary σi-dimensional linear subspaces
Λi ⊆ Pm and rational normal curves Ci ⊆ Λi in each. Choose biregular maps
ϕi : C1 → Ci and let
Scr(σ1, . . . , σl) =
⋃
P∈C1
P, ϕ2(P ), . . . , ϕl(P )
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where P1, . . . , Pl denotes the linear subspace of P
m spanned by points P1, . . . , Pl.
The set Scr(σ1, . . . , σl) is called a rational normal scroll of dimension l and it
is actually a projective variety: its defining ideal is generated by the minors of the
following matrix (cf. [11])
Σ =
(
Z1,1 Z1,2 · · · Z1,σ1
Z1,2 Z1,3 · · · Z1,σ1+1
∣∣∣∣ · · ·· · ·
∣∣∣∣ Zl,1 Zl,2 · · · Zl,σlZl,2 Zl,3 · · · Zl,σl+1
)
i.e., a matrix consisting of l blocks of sizes 2×σi, with each block a Hankel matrix.
We denote by I2(Σ) this ideal, which lives in the polynomial ring S = k
[
Zi,j : i ∈
[l], 1 ≤ j ≤ σi
]
.
Consider now the class of rational normal scrolls such that all the defining inte-
gers are equal, that is to say Scr(σ, . . . , σ) with σ ∈ N+ repeated l times. We want
to view the corresponding ring S as a ring of the form R used so far. We can map
the variables of the polynomial ring R , with set of indices N = [2]× [σ] × [l] and
parameters n = 3, s = 2, to those of the polynomial ring S above. The correspon-
dence between the two sets of variables is given by ψ(x(a1,a2,a3)) = Za1+a2−1,a3 . This
map is well-defined and bijective because of the 2-equivalence and corresponding
identification among variables xa of R. Therefore we have defined an isomorphism
Ψ : R→ S.
Corollary 6.4. An ideal of the form I˜〈n−1,t〉, i.e. with s = n−1, defines a rational
normal scroll if n ≥ 3.
Proof. We consider at first the particular case n = 3, s = 2, t = 1 and N =
[2]× [σ]× [l] for some σ, l ∈ N+. Since t = 1, by Discussion 1.5 the ideal I˜〈2,1〉 can
be realized as the determinantal ideal of the flattening of M with respect to the
first component, i.e., the following matrix:(
x(1,1,1) x(1,2,1) · · · x(1,σ,1)
x(2,1,1) x(2,2,1) · · · x(2,σ,1)
∣∣∣∣ · · ·· · ·
∣∣∣∣ x(1,1,l) x(1,2,l) · · · x(1,σ,l)x(2,1,l) x(2,2,l) · · · x(2,σ,l)
)
.
Thus, denoting this matrix by M ′ and its 2× 2 determinantal ideal by I2(M ′), we
have I˜〈2,1〉 = I2(M
′). But the isomormphism Ψ : R → S maps the matrix M ′ to
the matrix Σ and therefore the ideal I2(M
′) to I2(Σ), and the conclusion follows.
Now consider the general case. Notice first that t = n and t = n − 1 produce
the same ideal by Remark 1.6, thus we may assume t ≤ n − 1. We want to apply
Theorem 6.1, and to this purpose we choose the following parameters: n′ = 3, s′ =
2, t′ = 1, r′1 = 2, r
′
2 = σ =
∑n−1
i=1 ri − n + 1, r
′
3 = l = rn. With this choice the
ring R is isomorphic to the polynomial ring R′ associated to the set of indices
N ′ = [2]× [σ]× [l] and s′ = 2, and the isomorphism maps our ideal I˜〈n−1,t〉 to the
ideal I˜〈2,1〉 of R′. But this ideal defines a rational normal scroll, as seen in the first
part of the proof. 
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