The development of residual stresses in a hybrid a-SiC lining/CrMoV steel jacket gun barrel during shrink tting of the jacket over the lining is studied using a probabilistic nite element analysis. Particular attention is given to understanding the development of the axial compressive stress in the ceramic lining, since this stress (if suf ciently high) can prevent lining failure caused by formation and growth of circumferential cracks near the barrel ends. To quantify the effect of variability in various design, material and process parameters on the magnitude and the distribution of the axial residual stress, a probabilistic structural analysis approach, known as the advanced mean value (AMV) method, is used, enabling determination of the cumulative distribution function for failure of the lining. The results obtained are validated using the adaptive importance sampling (AIS) method, an ef cient direct statistical sampling technique. Lastly, the corresponding sensitivity factors which quantify the effect of variability in each parameter on the magnitude of axial residual stresses in the ceramic lining are computed. The results indicate that the loss of the compressive axial stress in the lining near the barrel ends is affected to the greatest extent by the magnitude of the friction coef cient at the lining/barrel interface.
INTRODUCTION
It is generally accepted that future war ghting and peacekeeping operations of the US Armed Forces will entail rapid deployment of light air-mobile vehicles with large-calibre guns capable of providing increased range, accuracy and energy on target. According to Katz [1] , conventional CrMoV-based gun steels are at their limit with respect to the ability to withstand thermal cracking and/or meltingerosion induced during long-burst ring of the large diameter guns. Thus, to achieve the aforementioned range, accuracy and impact-energy objectives, new generations of advanced guns that can re ammunition using advanced high-energy propellants will have to be developed. This will require the use of new materials and design strategies that can provide increased high-temperature operational capabilities and improved erosion resistance [2] .
One of the approaches to enhancing the performance of large-calibre guns is the use of hybrid gun barrels consisting of a ceramic lining and a steel jacket. Owing to their high melting temperature (which controls melting-erosion resistance), high hot hardness (which controls wear and erosion resistance) and chemical inertness (which controls corrosion-erosion resistance), ceramics appear as quite attractive materials for gun-barrel liner applications. However, ceramics suffer from a lack of fracture toughness and tensile strength, which may hinder their use in advanced gun barrels [3, 4] .
A review of the literature [2] reveals that three types of ceramic lining [a-SiC, Si 3 N 4 and SiAlON (an Si 3 N 4 ‡ Al 2 O 3 solid solution)] are capable of surviving only 1000 rounds in the single-shot ring mode and only 100 rounds in the burst ring mode of conventional ammunition with a standard M2 propellant in .50 calibre machine guns. The primary failure mode in these barrels is the formation and growth of circumferential cracks near the ends of the ceramic insert. Since the ceramic lining is initially placed in a triaxial compressive stress state by shrink tting the steel jacket over it, the observed failure mode is believed to be the result of a reduction (or a complete loss) of axial compression in the lining owing to slippage at the lining/barrel interface near the barrel ends.
Only a-SiC liners have so far been tested in single-shot and burst ring modes using specially designed ammunition and a JA-2 high-energy propellant ( ame temperature
The MS was received on 22 October 2001 and was accepted after revision for publication on 11 June 2002. ¹3450 K) in a 25 mm bore gun barrel. This propellant gives rise to a ¹ 17 per cent increase in the projectile velocity at the muzzle end of the barrel relative to that attained using the standard M2 propellant. These a-SiC linings also suffered from the formation of multiple circumferential cracks near the breach and the muzzle ends of the barrel, with the rst crack being observed after the initial 20-round burst. An important observation was made that, while each end of the linings was converted to a stack of washers, the cracks were 'tight' (no evidence of gas leakage to the steel jacket was found) and they did not apparently degrade the gun performance signi cantly. In fact, testing was terminated owing to excessive erosion of the CrMoV steel gunbarrel extender and not because of lining degradation. These observations suggest that the loss of axial compression in the ceramic lining caused by slippage at the lining/jacket interface near the barrel ends during the shrink-t process is a very critical step in the circumferential crack formation process. During long-burst ring, the temperature of the steel jacket increases substantially. As the jacket expands, it pulls on the adjoining ceramic lining. Unless the compressive residual stress in the lining is suf ciently high, this can give rise to a high tensile stress and cracking in the lining near the barrel ends. When ring stops, the steel jacket begins to cool and restores the compressive residual stresses in the lining, ensuring structural integrity of the barrel [1] .
The objective of the present work is to carry out a probabilistic nite element analysis of the development of residual stresses in a 25 mm bore hybrid a-SiC lining/ CrMoV steel jacket gun barrel during a shrink-t process. Analyses of residual stresses by a nite element method are generally done using a deterministic scheme in which nominal values are used for geometrical, material and process parameters. Since these parameters are not generally known with an absolute certainty, a probabilistic nite element approach is used in the present work to assess statistical variability of the residual stresses and their sensitivity to variation in different design, material and process parameters. A performance analysis of hybrid gun barrels during single-shot and burst ring events has been presented in a recent paper [5] .
The organization of the present paper is as follows. A brief overview of the probabilistic structural analysis methods used is presented in Section 2.1. A detailed description of the nite element procedure used to analyse the development of residual stresses during the shrink-t process is given in Section 2.2. Main results obtained in the present study are presented and discussed in Section 3. Key conclusions resulting from the present work are summarized in Section 4.
COMPUTATIONAL PROCEDURES

Probabilistic structural analysis
The structural reliability analysis is based on the concept of a limit-state or failure function [6] [7] [8] [9] [10] . The limit-state function, g…X †, is a function of a vector of basic random (design) variables, Xˆ…X 1 ; X 2 ; . . . ; X n †, with g…X †ˆ0 de ning the limit-state surface. The limit-state surface separates the design space into two regions: a failure region in which g…X † 4 0 and a safe region in which g…X † > 0. The limit-state function is generally de ned as
where Z…X † is a response or a performance function of the system being analysed, and z 0 is a critical value of the response (performance) function. For the given joint probability density function of the design variables, f x …X †, the probability of failure is de ned as
where O denotes the failure domain. Computation of the failure probability by direct evaluation of the multidimensional integral in equation (2) can be dif cult for complicated failure functions but can be straightforward using a standard Monte Carlo procedure. The Monte Carlo simulation method involves random sampling of each design variable according to its distribution, followed by evaluation of the system performance function. For correlated variables, the sampling has to be adjusted to take into account the correlations. Design variables sampling and subsequent performance function evaluations are repeated until a suf ciently large number of Z…X † values is obtained from which the statistics of the response can be determined. The main strength of the Monte Carlo method is that it is exact in the limit of a very large number of samples. However, the method has a serious disadvantage in that a very large number of function evaluations may be necessary, particularly when very rare events need to be captured. A typical rule of thumb speci es the minimum number of function evaluations needed for low failure probabilities P f as greater than or equal to 10=P f . Conversely, for the failure probability nearing one, the number of simulations needed is no less than 10=…1 ¡ P f †.
In most structural applications, the acceptable probability of failure is quite small. Therefore, the number of necessary function evaluations becomes very high, of the order of tens or hundreds of thousands. When the computation of the performance function is time consuming (e.g. it entails extensive nite element computations), the use of the Monte Carlo method becomes prohibitively expensive. Under such circumstances, advanced approximate probabilistic methods that can compute the probabilistic response with far fewer function evaluations have to be utilized. In the present work, the advanced mean value (AMV) method developed by Millwater and coworkers is used [6-10].
Advanced mean value method
The AMV method provides a bridge between a crude mean value (MV) based analysis and an accurate Monte Carlo method based analysis of the cumulative probability distribution function [11] . It is, in general, a substantially more accurate method than the MV method, with a minor increase in the number of calculations required.
Within the MV method, a performance function, Z…X †, of the system being analysed is approximated using the following truncated Taylor series:
where the derivatives …@Z=@X i † are evaluated at the mean values m i of the design variables X i …iˆ1; . . . ; n †, and m x is used to denote a vector containing the mean values of the design variables. These derivatives are readily calculated by numerical differentiation. Within the AMV model, the MV-based performance function is corrected as
where H …Z MV † is de ned as the (negative) difference between the approximate performance function values Z MV [obtained using equation (3)] and the accurate performance function values [calculated using the function Z…X † de ned in equation (1)] along the locus of the most probable points (MPPs) at different levels, z 0 , of the system response. The MPP at a given response level is de ned as the point with the maximum joint probability density of the design variables. Determination of the MPP is generally done in a space de ned by independent standard normal random variables. If the random variables X i are mutually dependent, they have rstly to be transformed into a set of independent variables as discussed in reference [12] . In the present work, all the selected random design variables, X i , are mutually independent. Each variable that is not a standard normal variable should be transformed into the standard normal value, u i , using the following transformation:
where F is the cumulative probability distribution function for the standard normal distribution. The system performance function Z…X † is then converted into the corresponding Z…u † function. The most probable point in the u-space at any level of system response Z…u †ˆz 0 is the point on the g…u †ˆZ…u † ¡ z 0 limit-state surface located at the minimum distance (denoted as b) from the space origin (uˆ0). To help clarify the MPP concept, a case involving two random variables is shown schematically in Fig. 1 . The locus of the MPPs for different levels of the system performance z 0 can be determined by solving the following optimization problem: minimize the magnitude of the vector u, juj, subject to the constraint that Z…u †ˆz 0 which can be accomplished by various optimization algorithms (e.g. reference [13] ). Within the AMV method, this optimization procedure is carried out in such a way that the approximate mean value function Z MV [equation (3)], is used as the constraining equation Z MV …u †ˆz 0 . Since this does not involve costly (e.g. nite element base) evaluations of the system performance, the determination procedure for the MPP is highly ef cient. Once the MPP in the u-space, u*, is found, the corresponding MPP in the X -space, X *, is obtained by inverting the transformation given in equation (5) .
The accuracy of the AMV solution obtained depends on the correctness of the MV-based locus of the MPPs. For further improvement of the AMV solution at a given level of the system response z 0 , the so-called AMV ‡ method is used. Within this method, the response function is approximated around the MPP, X *, using the following truncated Taylor series:
is next used as a constraining equation in the optimization procedure discussed above to update the MPP corresponding to a given level of system response. Lastly, the accurate (e.g. nite element base) response function is used to evaluate the system response at the updated value of the MPP. To summarize, the AMV and AMV ‡ methods involve the following steps: 1. The MV response function approximation is rst constructed using equation (3) and used in conjunction with a sampling scheme to evaluate the 'mean value based' cumulative distribution function of the system response. As shown in Table 1 , this step entails n evaluations of the accurate system response function, where n is the number of random variables. 2. For a given level of the cumulative distribution function, the constrained optimization procedure is used to determine the MPP X * and, in turn, accurately evaluate the corresponding system response Z…X * †. As shown in Table 1 , this step requires only one additional evaluation of the accurate response function. 3. For further improvement of the AMV solution at a given level of the cumulative distribution function, design variables are perturbed around X * and equation (6) is used to construct Z MPP . After the cumulative distribution function is determined via the sampling scheme discussed above, equation (6) is used as the constraining equation in the optimization procedure to update the MPP, X **, and the system response is re-evaluated one more time as Z AMV ‡ˆZ …X ** †. As shown in Table 1 , this step requires n ‡ 1 accurate performance function evaluations. 4.
Step 3 is repeated until convergence of the system performance is reached for a given level of the cumulative distribution function.
When the limit-state surface cannot be well represented using the truncated Taylor series or other low-order polynomials, the AMV ‡ solution for the failure probability may be inaccurate. In such cases, an ef cient direct sampling scheme is needed to verify the AMV ‡ solution. One such scheme, the adaptive importance sampling (AIS) method, appears to be particularly ef cient and is employed in the present work [6, 10].
Adaptive importance sampling method
The AIS method has two salient features:
1. Design variables sampling within the safe region is minimized and instead the sampling is concentrated in the portion of the failure region in which the failure probability is highest. 2. The sampling region is continuously increased in the course of sampling by properly deforming the boundary of the sampling region until the sampling region comple-tely covers the failure region, at which point the probability of failure converges [6, 10] .
The rst step in this sampling procedure involves introduction of an approximate sampling (limit-state) function g s …u † in the (standard normal) u-space which is typically de ned as a full second-order Taylor expansion around the MPP u* as
where g s …u* †ˆ0, Hg s …u* † is the gradient vector, and D is a symmetric matrix of the partial second-order derivatives:
The gradient vector and matrix D are computed using a nite difference method and either the AMV ‡ or the exact ( nite element based) performance function evaluations. To simplify the computation of the failure probability for the (original) limit-state function [equation (8)], the following orthogonal transformation [12, 14, 15] is rst employed:
where the nth row of matrix H contains the sensitivity factors a i *ˆ@ g s @u i u ¤ =jHg s …u* †jˆ¡m i *=b evaluated at u*. This orthogonal transformation thus aligns the v n variable with the vector connecting the space origin with the MPP. The components of the MPP in the v-space are therefore i *ˆ0 …iˆ1; . . . ; n ¡ 1 †, n *ˆb, and equation (8) can then be rewritten as Equation (11) represents a general second-order n-dimensional surface and can be further simpli ed if, in the second term on the right-hand side of this equation, only the second-order terms for i …iˆ1; 2; . . . ; n ¡ 1 † are retained, resulting in the following hyperbolic function [16] :
where matrix H 1 contains eigenvectors of matrix A as column vectors. This transformation converts equation (13) into
where k iˆ2 l i represents the ith principal curvature and l i is the corresponding eigenvalue of matrix A. For further simpli cation of the failure function, the individual curvatures appearing in equation (16) are replaced with a single (asymptotic second-order reliability method [15] ) curvature de ned as
This allows equation (16) to be rewritten as
Equation (18) de nes a parabolic form of the limit-state function in a coordinate system de ned by n (colinear with a line connecting the space origin with the MPP in Fig. 2 ) and n ¡ 1w i (tangent to the limit state surface at the MPP). Examination of equation (18) reveals that, since n and w i …iˆ1; . . . ; n ¡ 1 † are uncorrelated standard normal variables, the second term in this equation has a chi-square distribution with n ¡ 1 degrees of freedom while the rst term has a standard normal distribution. If a new random variable s 2ˆP n¡1 iˆ1 w 2 i is introduced to handle the second term in equation (18), the probability density function for the failure function g s can be de ned as
where f … † and f s 2 n¡i … † refer respectively to the standard normal and the (n ¡ 1 degree of freedom) Chi-square probability density functions. The failure probability (the probability that g s 4 0) based on the probability density function de ned by equation (19) can then be expressed as
The probability density function for random variable sampling within the failure region bounded by equation (18) is then de ned as
This function can be constructed numerically for the given b, k M and n and the s 2 variable sampled by rst generating a random number r distributed uniformly in the range (0, 1) and then using the method of inversion of the cumulative distribution function to compute s 2 as [17] s 2ˆF ¡1
where F s 2 … † is the cumulative distribution function corresponding to the probability density function given by equation (21). Once s 2 is selected, a random angle in a range from 0 to 180¯is chosen and used to de ne the directional cosine of one w i value …iˆ1; . . . ; n ¡ 1 † and the remaining w i values are calculated so that the condition s 2ˆP n¡1 iˆ1 w 2 i is satis ed. The random variable n is next selected from the standard normal distribution so that P n¡1 iˆ1 w 2 i which guarantees that the sampled point is within the failure region. The sampled design point with the coordinates w i …iˆ1; . . . ; n ¡ 1 †, n , is next transformed to its corresponding u-space point using H 1 and H matrices, and then transformed to its X -space point. The exact limit-state function g…X † is next computed in order to determine its sign, i.e. whether the sampled point is in the failure or the safe region.
Finite element analysis
Description of the problem
A schematic of a gun-barrel assembly used for testing a-SiC barrel liners under single-shot and burst ring conditions is shown in Fig. 3 . The barrel is 355.6 mm long and has a 25.0 mm bore, and the a-SiC lining is 3.175 mm thick. The wall thickness of the steel jacket is approximately 25.4 mm. As shown in Fig. 3 , the barrel assembly also includes a (non-lined) steel barrel extender and a steel shank. Minor components in the barrel assembly such as set screws, compliant washers and a seal are not shown to keep the gure simple. Also, a 0.15 mm thick lining/jacket compliant interlayer made of copper (often employed to reduce pointtype contact stresses at the liner/jacket interface) is not shown. Since point-type contact stresses (controlled by the roughness of the contacting surfaces) are not modelled within the present work, the compliant copper layer is not considered.
As discussed earlier, in order to attain a triaxial compressive stress state in the ceramic lining, the steel jacket is typically placed over it using a shrink-t process. Within this process, the jacket is heated to a suf ciently high temperature in order to expand its bore and slid over the tubular ceramic lining. Since the ambient-temperature ceramic lining outer diameter is larger than the ambient-temperature steel jacket inner diameter, the lining prevents a complete contraction of the jacket during cooling, and the resulting hybrid ceramic/steel tube develops residual stresses. In particular, since the steel jacket is prevented from fully contracting by the ceramic lining, it acquires a tensile stress state. Conversely, compressive residual stresses develop in the ceramic lining. Since the ability of ceramics to withstand compressive stresses is at least an order of magnitude higher than their tensile strength, it is generally desirable to maximize the level of compressive residual stresses in the lining. The maximum achievable level of residual stresses in ceramic linings is typically limited by at least two factors:
1. High (tensile) contact stresses at the ceramic/steel interface, if substantially higher than 500 MPa, can lead to crack formation in the ceramic lining. 2. The maximum temperature to which the steel jacket is heated (which controls the level of residual stresses) is limited to 1200 K by the requirement that no signi cant changes in the steel microstructure take place during the shrink t process.
In addition, as discussed earlier, slippage at the ceramic/steel interface near the tube ends gives rise to a reduction in compressive residual stress in the ceramic lining and can have a profound effect on the performance of hybrid ceramic/steel gun barrels. The problem of development of the compressive residual stresses during a shrink-t process and, in particular, loss of the axial compressive residual stress in the ceramic lining near the barrel ends and its sensitivity to variability in design, material and process parameters is studied in the present work by carrying out a series of combined thermal/ stress nite element analyses using the commercial nite element package ABAQUS/Standard [18] .
Formulation of the problem
Development of the residual stresses during the shrink-t process is modelled in two steps:
(a) a transient heat transfer analysis, (b) an elastic-plastic mechanical stress analysis. Decoupling the study in the separate thermal and mechanical analyses is justi ed since, owing to the low extent of plastic deformation in the tube, the contribution of the plastic strain energy dissipated as heat to the energy conservation equation is expected to be minimal while the effect of temperature on material mechanical properties can be incorporated directly in the mechanical analysis.
A schematic of the model used in the thermal analysis is shown in Fig. 4a . In the initial condition, the steel jacket is set at a temperature of 1173 K in order to comply with the experimental procedure described in reference [1] , while the ceramic liner is held at room temperature (294 K). Heat transfer by conduction is considered to take place throughout the solid material, while heat exchange between the solid and the surrounding is taken to be controlled by convection and radiation.
A schematic of the model used in the mechanical analysis is shown in Fig. 4b . In the initial condition, the ceramic lining and the steel jacket are both stress free, and each is at its respective initial temperature. As time progresses, differences in temperatures and thermal expansion coef cients give rise to the formation of residual stresses.
Initial calculations in which full-length tubes were used showed that variations in the residual stress with distance along the tube axis occur only up to about 70 mm away from the tube ends. Hence, all the calculations reported in the present work involved shortened, 152.4 mm long tubes. Furthermore, a symmetry condition is applied in the length (z) direction so that only half the barrel had to be modelled. The nite element mesh used in both thermal and mechanical analyses is shown in Fig. 4c . The computational domain is partitioned into 864 eight-node quadrilateral axisymmetric elements (DCAX8 ABAQUS elements for the thermal analysis and CAX8 ABAQUS elements for the mechanical analysis). Since high gradients of the residual stresses are localized to a region adjacent to the lining/jacket interface and near the tube ends, mesh re nement is employed in these regions. The mean value and the standard deviation data for the material thermal and mechanical properties and the process parameter (steel jacket temperature) used in the present nite element analyses are given in Table 2 . Variability of all parameters considered is assumed to be governed by the appropriate normal distribution. The material properties listed in Table 2 are obtained from the commercial material database Cambridge Engineering Selector [19] . The effect of variability of one shrink-t process parameter, the initial temperature of the steel jacket, is also considered.
RESULTS AND DISCUSSION
Contour plots of the temperature distribution in the hybrid a-SiC/CrMoV steel barrel at three different cooling times (0.01, 1.0 and 100.0 s) are shown in Figs. 5a to c, respectively. These results are obtained using the mean values of all thermal material parameters listed in Table 2 . The results shown in Figs. 5a to c are as expected. That is, since only the steel jacket is initially at a high temperature, once the jacket is slid over the lining, the lining begins to heat up while the jacket cools down both by heat conduction to the lining and by heat convection/radiation to the surrounding (Fig. 5a ). Furthermore, owing to the relatively high thermal conductivity of a-SiC and the low mass of the lining compared with that of the jacket, the lining quickly heats up and reaches temperatures comparable with those in the jacket (Fig. 5b) . During further cooling, both the lining and the jacket undergo a temperature decrease. Owing to heat exchange with the surrounding through the tube surfaces, the highest temperatures are found in the interior of the tube (Fig. 5c ). Furthermore, since the surface area through which heat is exchanged with the surrounding is considerably smaller for the lining than for the jacket, the highest temperature region shifts toward the ceramic lining as cooling proceeds (Fig. 5c ).
Contour plots of the axial, radial and circumferential residual stresses in the hybrid ceramic/steel gun barrel at the completion of the shrink-t process (when the temperature of the entire hybrid barrel becomes equal to the ambient temperature) are shown in Figs. 6a to c, respectively. These results are also obtained using the mean values of the materials and the processing parameters. A simple examination of the results shown in Figs. 6a to c reveals that almost the entire a-SiC lining is subject to a triaxial compressive Figs. 5a and 7a ). As cooling proceeds, the temperature of the ceramic lining becomes more comparable with that of the steel jacket ( Figs. 5b and  c) and, owing to a lower coef cient of thermal expansion, the ceramic lining begins to develop a compressive axial stress while the steel jacket experiences axial tension (Figs. 7b and c). This process continues with cooling, giving rise to increasingly higher levels of axial stress in the region near the right (symmetry) end of the barrel. However, at the same time, slippage at the lining/barrel interface near the free end of the tube gives rise to a signi cant reduction in the magnitude of the compressive axial stress (Figs. 7b and c) .
Since the reduction in the axial compressive stress in the ceramic lining near the barrel ends as a result of slip at the lining/jacket interface has been identi ed [2] as one of the key factors promoting failure of the gun-barrel linings during burst ring by the formation and growth of circumferential cracks, and since such cracks are believed to originate at the lining/jacket interface, the distribution of the axial stress s zz in the lining along the lining/jacket interface is analysed (Fig. 8 ). The results displayed in Fig.  8 show that the axial residual stress is indeed reduced in the lining near the tube end, and that the magnitude of this stress decreases continuously (to zero) as the tube end is approached.
To analyse the effect of variability in material and process parameters on the performance of the a-SIC barrel lining, the performance function is de ned, in the present case, as the Weibull probability of failure of the lining when it is subject to a uniform axial tensile stress equal to the tensile strength of a-SiC (generally reported as 450 MPa). Since the dominant mode of failure in ceramic linings is the formation and growth of circumferential cracks at the lining/jacket interface near the barrel ends, it is assumed that lining failure is initiated by surface aws and that it is governed by the axial stress alone. Hence, the probability of failure (the performance function) is de ned as [20] Z…X †ˆP f …X † where the vector X contains all the material/process variables listed in Table 2 , s appˆ4 50 MPa, s 0 (ˆ556 MPa [25]) is the scaling factor which is numerically equal to the stress level at which P fˆ0 :632 in a material of unit volume, s zz …X ; z † is the axial stress in the row of elements of the ceramic lining adjacent to the steel jacket, m (ˆ6.59 [21] ) is the Weibull modulus, r l (ˆ15.675 mm) is the outer lining radius, l t (ˆ76.3 mm) is the barrel length and z is a measure of the distance along the barrel length. Enumeration of the components of vector X is given in Table 3 .
To construct the MV-based approximation, Z MV …X †, for Z…X † using equation (3), each random variable X i is perturbed by 0.1 of its standard deviation, and a rst-order nite difference procedure is used to compute the partial derivatives @Z=@X i j m x . The values of the Taylor series coef cients, a i , appearing in equation (3) are listed in Table 3 . The corresponding normalized sensitivities of the performance function to small variations in the material and process parameters relative to their mean values, de ned as a iˆ@ Z=@u i j m xˆsi @Z=@X i j m x , are also listed in Table 3 . The a i values listed in Table 3 indicate that the friction coef cient at the lining/jacket interface has the dominant effect on the extent of reduction in compressive axial stress near the barrel end and hence on the failure probability of the lining. Among other parameters, the thermal expansion coef cient and the yield strength of the steel and the Young's modulus and the thermal expansion coef cient of a-SiC have the greatest effects.
Once the Z MV function is determined, 10000000 design points are generated by randomly sampling each variable X i using its probability distribution function and, for each design point, Z MV is evaluated using equation (3). A frequency map for Z MV is next constructed and used to compute the corresponding cumulative distribution function (CFD). The results of this procedure are shown in Figs. 9a and b. A conventional linear CDF scale is used along the vertical axis in Fig. 9a . On the other hand, a normaldistribution CDF scale with the number of standard deviations as the unit is used along the left-hand vertical axis in Fig. 9b . The corresponding CDF probability levels are denoted along the right-hand vertical axis in Fig. 9b ).
The results shown in Fig. 9a indicate that there is a small ( < 0.0009) probability of the lining being failure-proof (i.e. of its failure probability being zero). Furthermore, the linear nature of the Z MV plot shown in Fig. 9b indicates that the system performance (the failure probability of the lining) has a normal distribution. This nding is expected since variability of all the material/process variables X i is also governed by normal distributions. It is also seen that, when the materials and process parameters are set to their mean values (CDFˆ0.5 in Fig. 9a ), the failure probability is approximately 0.005 (i.e. the lining is expected to fail in ve out of 1000 barrels). While this level of failure probability can be considered as already high, the limiting value for the performance function is de ned as P f …X †ˆ0:01 (R. N. Katz, 2001, personal communication) . The results shown in Fig. 9b indicate that the MV-based probability of P f …X † 5 0:01 is quite small ( ¹ 0.0008, point A in Fig. 9b ).
To determine the MPP corresponding to Z…X †P f …X †ˆ0:01, each design variable X i is rst transformed into the corresponding standard normal variable u i using equation (5) . Since all the random variables, in the present case, are normal variables, equation (5) acquires a simple form: u iˆ… X i ¡ m i †=s i , where m i and s i are the mean value and the standard deviation respectively. The simplex method [22] is next used to nd the MPP u* by solving the optimization problem: minimize juj subject to Z MV …u* †ˆ0:01. The corresponding MPP in the X -space, X *, is then determined by the inverse transformation X i *ˆs i u i * ‡ m i , and the nite element analysis is used to compute Z…X * †ˆP f …X * † at the same level of the CDF (0.0008, point B in Fig. 9b ). This procedure yields Z…X * †ˆP f …X * †ˆ0:0266. Since this value is considerably different from the MV-based value, P f …X †ˆ0:01, it appears that the performance function Z…X † is quite non-linear and the use of the linear Taylor series expansion around the MV point leads to substantial inaccuracies in evaluation of Z…X †. These inaccuracies are subsequently removed using the AMV ‡ procedure. It should also be noted that, to distinguish between the Z…X † values evaluated using the Taylor series expansion and the ones obtained using the nite element calculation, the former are denoted as solid circles (e.g. point A in Fig. 9a ) and the latter as solid squares (e.g. point B in Fig. 9b ).
To improve the accuracy of evaluation of the performance function, the AMV ‡ method is employed. To this end, all random variables are perturbed around the MPP point, @Z=@X i j X ¤ derivatives are evaluated using a nite difference method and the Z MPP function (solid line in Fig. 9b ) is determined using equation (6) . It can be seen that employing the AMV ‡ method increases the probability of P f …X † 5 0:01 to ¹ 0.0020 (point C in Fig. 9b ) relative to its MV-based value (0.0008, point A in Fig. 9b ). Next, the MPP nding procedure is repeated using the Z MPP function as the constraining equation, and the performance function is recomputed (as P fˆ0 :164) at the updated MPP using the nite element method (point D in Fig. 9b ).
To satisfy the imposed convergence condition (magnitude of the relative change in the nite element based value for Z…X † between two adjacent iterations is less that 0.05), the AMV procedure had to be repeated two more times. The results of the rst of these iterations are displayed as points E and F in Fig. 9b . The nal solution in denoted by point G in Fig. 9b and shows that the probability of P f …X † 5 0:01 is approximately 0.0064.
To validate the AMV ‡ nding presented above, the AIS method discussed in Section 2.1.2 is employed. To this end, each standard normal random variable u i is perturbed in both directions around the MPP corresponding to point G in Fig. 9b , the rst-and second-order nite difference methods are used to determine the gradient vector, Hg s …u* †, and the matrix of second-order partial derivatives, D, and, in turn, equation (8) employed to construct the initial limit-state (sampling) function g s …u †. Next, the sensitivities a i at the MPP are computed as a iˆ¡ u i *=b, where bˆju*j, and used as elements of the last column (column 19) of the matrix H [equation (10) ]. The remaining elements of matrix H are selected in such a way that the orthogonal character of the matrix is achieved. Next, matrix H is rede ned as the upper left (18 6 18) minor matrix of the original matrix H, and matrix A is computed using equation (14) . Eigenvalues l i …iˆ1; . . . ; 18 † and the corresponding eigenvectors of matrix A are then determined and used to compute the principal curvatures k iˆ2 l i and, in turn, to construct (17) is employed to compute the mean curvature, k M , and the values of b and k M used to determine both the probability density function for random variables sampling from the failure region [equation (21) ] and the corresponding failure probability [equation (20) ]. Since the number of random variables in the present case is relatively large …n ¡ 1ˆ18 †, the chi-square density distribution function with n ¡ 1ˆ18 degrees of freedom in equations (20) and (21) is simpli ed by replacing it with a normal distribution function with a mean equal to n ¡ 1ˆ18 and a variance equal to 2…n ¡ 1 †ˆ36. By numerically integrating equation (20) using the procedure outlined in reference [23] , the probability of a randomly selected point falling in the unsafe (failure) region as de ned by the initial limit-state function is found to be P 0; 10 :0079.
The AIS method is initiated by sampling N s;1ˆ1 0 points of the random variable s 2 in accordance with the probability density function given by equation (21) using the method of inversion of the corresponding CDF [equation (22)]. Each sampled s 2 point and a randomly selected angle are then used to determine the corresponding 18 standard normal variables w i so that s 2ˆP 18 iˆ1 w 2 i . Also, the random variable 19 is selected from the standard normal distribution so that 19 5 b ‡ k M s 2 , which ensures that the sampled point is within the failure region as de ned by the initial limit-state (sampling) function. Then each sampled design point de ned by the random variables w i …iˆ1; . . . ; 18 † and 19 is rstly transformed to its corresponding point in u-space using matrices H 1 and H, and subsequently to its corresponding point in X -space. The nite element method is then used to determine the sign of the limit-value function g…X †ˆZ…X † ¡ 0:01, i.e. to nd out whether the sampled point is in the failure region or in the safe region.
Out of ten points initially sampled, N f;1ˆ9 are found to fall within the failure region. The probability of a randomly selected point falling in the failure region is next updated as P f ;1ˆP0;1 £ N f ;1 =N s;1ˆ0 :079 £ 9=10ˆ0:0071. The RˆN fI =N 1Iˆ0 :9 ratio is then used to determine the total initial number of random points that need to be sampled, N st;1 , in order to compute the failure probability within an error g 4 0:10 and with a con dence level 1 ¡ a 5 0:90 as N st;1ˆ… 1 ¡ R †R‰F ¡1 …1 ¡ a=2 †=…gR †Š 2ˆ3 0 [24] . Next, additional N st;1 ¡ N s;tˆ2 0 points are sampled and the failure probability is recomputed as P f ;1ˆP0;1 N ft;1 = N st;1ˆ0 :00685, where N f1ˆ2 6 is the total number of failure points.
The sampling region is then increased by multiplying each negative principal curvature k iˆ2 l i …iˆ1; . . . ; 18 † by a factor of 1.1, and equation (20) is used to calculate the corresponding failure probability as P 0;2ˆ0 :0085. The number of additional points to be sampled from the region bounded by the original and the new sampling functions, N sa;2 , is then determined as N sa;2ˆNst;1 …P 0;2 ¡ P 0;1 †= P 01ˆ7 . After an additional seven points are sampled, the failure probability is updated as P f2ˆP02 N ft;2 =N st;2ˆ0 :00689, where N st;2ˆNst;1 ‡ N sa;2ˆ3 7 is the total number of sampled points and N ft;2ˆ3 0 is the total number of failure points. The sampling region had to be deformed one more time before convergence was achieved, yielding P fˆ0 :00688. Convergence is assumed to be achieved when the magnitude of the relative change in the failure probability between two adjacent AIS iterations is less than 0.02.
Finally, to remove a potential error associated with determination of the initial MPP, u*, the sampling region is increased by reducing b by 5 per cent and the AIS procedure outlined above is repeated until convergence of the failure probability is reached. The nal solution P fˆ0 :00689 is obtained, which is in good agreement with the value 0.0064 obtained using the AMV ‡ method. As expected, the AIS-based value is somewhat higher since the method is deliberately made more conservative in order to ensure that the AIS sampling region fully covers the failure region.
CONCLUSION
Based on the results obtained in the present study, the following main conclusions can be drawn:
1. As a result of shrink-tting a gun-barrel steel jacket over an a-SiC lining, the lining develops a triaxial compressive stress state almost over its entire length. However, owing to slippage at the lining/jacket interface, a substantial reduction in the magnitude of the compressive axial stress takes place near the free end of the barrel. 2. The observed reduction in the magnitude of the compressive axial stress in the lining enhances the probability of lining failure by the formation and growth of circumferential cracks near the barrel end during burst ring. 3. The probability of failure by the formation and growth of circumferential cracks at the lining/jacket interface can be estimated relatively accurately using either an approximate analytical (advanced mean value) method or a direct sampling (adaptive importance sampling) method, with substantial savings of computational effort relative to that needed in the conventional Monte Carlo method.
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