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Abstract
It is shown that the emergence of obstacles to asymptotic integrability in the analysis of perturbed
evolution equations may, often, be a consequence of the manner, in which the freedom in the ex-
pansion is exploited in the derivation of the equations.  Algorithms exist, which yield perturbed
evolution equations that are devoid of the obstacles for cases, in which, traditionally, obstacles are
encountered.  The derivation of the perturbed KdV equation for two physical systems (propagation
of small amplitude disturbances on a shallow fluid layer, and the ion acoustic wave equations in
Plasma Physics), where a second-order obstacle is anticipated, and of the Burgers equation (one-
dimensional propagation of weak shock waves in an ideal gas), where a first-order obstacle is an-
ticipated, is examined.  In all cases, the anticipated obstacles to integrability can be avoided.
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Integrable evolution equations provide approximate descriptions for complex dynamical systems.
The properties of such equations enable one to obtain a wealth of information about solutions of
the original systems [1-15].  When the terms that have been omitted in the derivation of an evolu-
tion equation are reinstated, they constitute a small perturbation.  Often, the perturbed evolution
equation is not integrable, either rigorously or in an order-by-order perturbative analysis (i.e., even
“asymptotic” integrability is lost).  From some order onwards, the perturbation contains, or gener-
ates in the dynamical equations, terms that have the capacity to spoil integrability.  The existence
of obstacles to asymptotic integrability has been demonstrated in the cases of the perturbed Bur-
gers [16,17], KdV [18-20] and NLS [21, 22] equations.
Ways to handle the effect of obstacles on the solutions of perturbed evolution equations (based on
different manners of exploitation of the freedom inherent in the expansion procedure) have been
discussed in the literature in the cases of the perturbed KdV [18-20, 23-25], NLS [21, 22, 26] and
Burgers [24, 27] equations.  In this note, it will be shown that, often, the emergence of obstacles in
a perturbed evolution equation may be a consequence of the expansion algorithm employed in the
derivation of the equation.  Moreover, there are algorithms, which generate perturbed evolution
equations that are devoid of obstacles.  The derivation of the KdV equation for two physical sys-
tems (one-dimensional propagation of small amplitude disturbances on a shallow fluid layer, and
the ion acoustic wave equations in Plasma Physics) and of the Burgers equation (one-dimensional
propagation of weak shock waves in an ideal gas) will be examined.
Let us begin with the perturbed KdV equation.  Its generic form is [18-20]:
wt = 6wwx + wxxx + ε 30α1w2 wx + 10α2 wwxxx + 20α3wx wxx + α 4 w5 x( )
+ ε 2
140β1w3wx + 70β2 w2 wxxx + 280β3w wx wxx
+ 14β4 w w5x + 70β5 wx3 + 42β6 wx w4 x + 70β7wxx wxxx + β8 w7 x
⎛
⎝⎜
⎞
⎠⎟
+ O ε 3( )
ε «1( )
  . (1)
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The coefficients in the perturbation depend on the physical problem.   One needs to go to second
order, because an obstacle to integrability is first encountered in that order.  (The numerical coef-
ficients in Eq. (1) are chosen so that if the α ‘s are all equal and the β ‘s are all equal, the first- and
second-order perturbations are proportional to symmetries of the KdV equation.)
To obtain an approximate solution, one expands w in a near identity transformation (NIT):
w = u + ε u 1( ) + ε 2u 2( ) +O ε 3( )   , (2)
and expects the zero-order approximation, u, to obey a Normal Form (NF), which is constructed
out of symmetries [18-20, 28-36]:
ut = S2 u[ ] + εα 4 S3 u[ ] + ε 2 β8 S4 u[ ] +O ε 3( )
S2 = 6uux + uxxx
S3 = 30u2 ux + 10uuxxx + 20ux uxx + u5x
S4 = 140u 3 ux + 70uuxxx + 280uux uxx + 14uu5x + 70ux3 + 42ux u4 x + 70uxx uxxx + u7 x
⎛
⎝
⎜
⎜
⎜
⎞
⎠
⎟
⎟
⎟
  . (3)
It is desirable that such a scheme be realizable for two reasons.  First, Eq. (3) is integrable, and has
the same single- and multiple-soliton solutions as the unperturbed equation.  The only modifica-
tion is in the dispersion relation, which determines the dependence of the soliton velocity on the
soliton wave number.  Second, one can ensure that the higher-order corrections are bounded.
In the NF analysis, it is customary to assume that the higher-order corrections, u(n), are differential
polynomials in the zero-order solution, u [16-22].  One then finds that an algebraic impasse is en-
countered in the second-order analysis:  The computation of u(2) cannot be carried out unless the
coefficients of the perturbation obey the relation [18-20]
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5 3α1α2 + 4α2 2 − 18α1α 3 + 60α2α3 − 24α3 2 + 18α1α4 − 67α2α 4 + 24α4 2( )
+ 21 3β1 − 4β2 − 18β3 + 17β4 + 12β5 − 18β6 + 12β7 − 4β8( ) = 0
, (4)
Two ways out of this situation have been discussed in the literature, exploiting the freedom in the
expansion in different manners.  In the first way [18-20], R[u], the obstacle to asymptotic inte-
grability contained in the perturbation, is moved into the NF.  Eq. (3) is then modified into
ut = S2 u[ ] + εα4 S3 u[ ] + ε 2 β8 S4 u[ ] + R u[ ]( ) +O ε 3( )   . (5)
The advantage of this approach is that, given a bounded zero-order solution, u, the higher-order
corrections are ensured to be bounded, as they are differential polynomials in u.  The loss is that
Eq. (5) is not integrable, as R[u] is not a symmetry.  As a result, the zero-order approximation, u,
which solves Eq. (5), does not have the simple single- or multiple-wave structure of the unper-
turbed solution, and may not have a closed-form expression; it may have to be found numerically.
In the second way [23-25], one allows u(2) of Eq. (2) to be comprised of a differential polynomial
in u, plus a non-polynomial term.  This enables one to account for the obstacle, R[u], by the non-
polynomial component, and evades the need to shift the obstacle into the NF.  The gain is that the
NF retains its form of Eq. (3), hence, remains asymptotically integrable, and generates a zero-
order solution that has the same structure as the unperturbed solution.  The drawback is that the
higher-order corrections contain non-polynomial terms, for which closed-form expressions are not
known in general, and may have to be computed numerically.  More important, these terms are not
automatically guaranteed to be bounded as functions of x and t.  In fact, the freedom in the expan-
sion must be invoked in a specific manner to ensure that they are bounded.
Let us return to the expansion procedure, which leads to Eq. (1), beginning with the problem of
the propagation of small disturbances on the surface of a shallow layer of an incompressible and
-5-
inviscid fluid, originally analyzed in [1].  In dimensionless quantities, the equations governing the
two-dimensional irrotational flow are (we follow the notation of [37]):
Φzz + ε Φξξ = 0; Φz = 0 on z = 0   , (6)
ζ − Φξ + ε Φτ + 12 Φz
2 + ε Φξ
2( ) = 0 on z = 1 + εζ   , (7)
Φz = ε −ζξ + εζτ + ε Φξ ζξ( ) on z = 1 + εζ   . (8)
Here Φ(τ, ξ, z) is the velocity potential, z is the vertical coordinate, ξ is the horizontal coordinate,
τ is the time variable, the depth of the quiet fluid layer is equal 1, and the height of the disturbance
above the top surface of the fluid is ζ(τ, ξ).  Finally, ε «1 is the ratio of disturbance amplitude over
layer depth.  Eq. (6) is the equation of continuity of fluid dynamics, while Eqs. (7) and (8) are the
conditions on the motion at the top surface.
To obtain the KdV equation with a perturbation through second order, one has to expand the
problem through O(ε4).  To this end, one writes
Φ τ ,ξ, z( ) = ε nΦn τ ,ξ, z( ) , ζ τ ,ξ( ) = ε nζn τ ,ξ( )
n≥0
∑
n≥0
∑   . (9)
One now uses Eq. (6) to successively solve for Φn.  The solution of each will contain a free func-
tion, θn(τ, ξ).  For instance,
Φ0 τ ,ξ, z( ) = θ0 τ ,ξ( ) , Φ1 τ ,ξ, z( ) = θ1 τ ,ξ( ) − 12 z2θ0,ξξ   . (10)
One then uses Eq. (7) to successively solve for the free functions θn(τ, ξ).  For instance,
θ0 τ ,ξ( ) = ∂ξ−1ζ0 τ ,ξ( ) , θ1 τ ,ξ( ) = ∂ξ−1 ζ1 τ ,ξ( )( ) + ∂τ∂ξ−2ζ0 τ ,ξ( ) + 12 ∂ξ−1 ζ0 τ ,ξ( )2( ) + 12 ∂ξζ0 τ ,ξ( )   .(11)
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Having solved for θn(τ, ξ), Eq. (8) becomes a differential equation for ζ0(τ, ξ), which through sec-
ond order in ε, contains ζ1(τ, ξ), ζ2(τ, ξ) and ζ3(τ, ξ).
The next stage, which converts Eq. (8) to the KdV equation in a canonical form plus a perturba-
tion, is rescaling according to:
ζn τ ,ξ( ) = 23 un t, x( ) , t = − τ 6( ) , x = ξ( )   . (12)
One is tempted to make a “simple” choice for un(t, x), n ≥ 1.  An obvious choice is un(t, x) = 0.
However, as will become clear later on, this leaves a perturbed KdV equation that contains a sec-
ond-order obstacle to integrability.  Another obvious choice is to require that Eq. (8) is obeyed
separately order-by-order, and thereby successively solve for un(t, x), n ≥ 1.  The equation for the
zero-order approximation, u0, becomes the unperturbed KdV equation.  However, generation of
unbounded contributions in the higher-order corrections can occur.  For instance, the first-order
term in Eq. (8) now obtains the form
u1,t − 6 u0 u1( )x − u1,xxx = −u02 u0, x + 53 u0 u0, xxx + 236 u0,x u0, xx + 1960 u0,xxxxx   . (13)
The right-hand-side of Eq. (13) contains the symmetry S3 (see Eq. (3)), which resonates with the
homogeneous part of the equation, hence, will generate an unbounded contribution in u1.  The
symmetry can be incorporated in the equation for u0 in a manner that ensures an integrable equa-
tion [10,16-22], hence may be subtracted from Eq. (13).  The resulting equation for u1 becomes:
u1,t − 6 u0 u1( )x − u1,xxx = − 212 u02 u0, x − 32 u0 u0, xxx − 52 u0,x u0,xx   . (14)
One needs to make a choice that will guarantee that un are bounded.  Aiming at an equation for u0
that will generate a bounded solution, it is natural to assume that un, n ≥ 1, are differential poly-
nomials in u0.  The formalism allows for local as well as non-local terms (containing, e.g., ∂x-1u0).
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However, the latter turn out to unnecessarily complicate the resulting expressions.  Excluding non-
local terms, the allowed forms for un are [18-20]:
u1 t,ξ( ) = a1u02 + a2 ∂x2u0
u2 t,ξ( ) = b1u03 + b2 u0 ∂x2u0 + b3 ∂xu0( )2 + b4 ∂x4u0
u3 t,ξ( ) = c1u04 + c2 u02 ∂x2u0 + c3u0 ∂xu0( )2 + c4 u0 ∂x4u0 + c5 ∂xu0 ∂ξ 3u0 + c6 ∂x2u0( )2
  . (15)
It is easy to check that u1, of Eq. (15) does not satisfy Eq. (14).  (In this order, it suffices to use the
unperturbed KdV equation for u0.)  Thus, the attempt to solve for un, n ≥ 1, successively fails, at
least when un are assumed to be differential polynomials.
The only option left, is to assume for un, n ≥ 1, known forms and convert them into parts of the
driving term in the equation for u0.  To this end, one uses Eq. (15), augmented by Eq. (12).  Eq. (8)
then obtains the form of Eq. (1).  As an example, here are the values of the first few coefficients:
α1 = 15 a1 − 130 , α2 = 16 , α3 = 310 a1 − 35 a2 + 23120 , α4 = 1960
β1 = − 1210 a1 − 135 a12 + 120 b1 − 335 c1 + 1630 , β2 = − 13210 a1 − 135 a1 a2 − 370 b1 + 170 b2 − 370 c2 + 4315
  . (16)
The condition for the absence of a second-order obstacle to integrability, Eq. (4), becomes:
1
40 a1 + 17120 a2 − 95 a12 + 395 a1 a2 − 365 a22
+ 8110 b1 − 845 b2 − 2710 b3 + 2012 b4 − 275 c1 + 11710 c2 − 2710 c3 − 992 c4 + 815 c5 − 1085 c6 − 5780 = 0
  , (17)
which is easily obeyed by a wealth of choices for the free coefficients.  (Clearly, if one chooses all
the un to vanish, the obstacle to integrability cannot be eliminated.)
Thus, exploiting the freedom in the expansion, it is possible to derive the perturbed KdV equation
so that it is devoid of the second-order obstacle to integrability.  Moreover, it is possible to assign
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values for eight of the coefficients (e.g., b3, b4, c1 – c6) such that all βn = 0, so that the second-order
perturbation vanishes identically!  Eq. (4) then degenerates into
−4a1 + 156a2 + 2160a1a2 − 648a12 − 1728a22 + 9 = 0   , (18)
still, enabling the elimination of the second-order obstacle to asymptotic integrability.
Next, consider the case of the ion acoustic wave equations in Plasma Physics, governing the be-
havior of a collisionless plasma of cold ions and warm electrons in (1 + 1) dimensions [38, 7].  In
terms of dimensionless quantities, the equations read [38, 39]:
nτ + nv( )ξ = 0   , (19)
vτ + 12 v2 + ϕ( )ξ = 0   , (20)
ϕξξ = eϕ − n   . (21)
Eqs. (19) and (20) are the continuity- and momentum-conservation equations of fluid dynamics,
respectively, and Eq. (21) is the Poisson equation for the electrostatic potential, ϕ(τ, ξ).  n(τ, ξ)
and v(τ, ξ) are the ion density and velocity, respectively, and the electron density is eϕ.
The first stage is rescaling according to:
n τ ,ξ( ) = N σ , x( ) , v τ ,ξ( ) = V σ , x( ) , ϕ τ ,ξ( ) = Φ σ , x( ) σ = ε 3τ , x = ε ξ( )   . (22)
This leads to the natural small parameter, µ = ε2, in terms of which Eqs. (19) – (21) become:
µNσ + NV( )x = 0   , (23)
µVσ + VVx + Φx = 0   , (24)
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µΦxx = eΦ − N   . (25)
The stationary values of the solutions of Eqs. (24) – (25) are
N = 1 , V = ±1 , Φ = 0   . (26)
As the results of the analysis do not depend on which of the two values of V in Eq. (26) is chosen,
V = +1 is adopted in the following.  To derive the perturbed KdV equation through second order in
µ, one has to expand the functions and the equations through O(µ4).  Thus, we write
N = 1 + µn + 1 Nn
n≥0
∑ , V = 1 + µn + 1Vn
n≥0
∑ , Φ = µn + 1Φn
n≥0
∑   . (27)
The procedure delineated in the case of the shallow-water problem is now repeated.  One uses Eq.
(23) to successively solve for Nn, and then, Eq. (24) to successively solve for Φn.  Eq. (25) then
becomes a differential equation for V0(σ, x), which, through second order in µ, contains V1(σ, x),
V2(σ, x) and V3(σ, x).  To obtain the KdV equation in a canonical form one rescales according to:
Vn σ , x( ) = −3un t, x( ) , t = 2σ( )   . (28)
One now assumes for un, n = 1, 2, 3 the differential polynomials in terms of u0, as in Eq. (15).  Eq.
(25) now becomes Eq. (1) for u0, with coefficients, a few of which are given below:
α1 = −a1 , α2 = − 35 a1 − 95 a2 − 310 , α 3 = 310 a1 − 3310 a2 + 340 , α4 = − 3a2 + 34
β1 = 95 a12 − 1235 b1 , β2 = 314 a1 + 2435 a12 + 277 a1 a2 − 970 b1 − 935 b2 + 9140
β3 = − 335 a1 − 635 a12 + 92 a1 a2 + 9140 b1 − 310 b2 − 970 b3 − 9560
  . (29)
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Unlike the shallow-water problem, there is not enough freedom here to make the second-order
perturbation vanish identically.  However, Eq. (4) can be satisfied, so that the second-order obsta-
cle to integrability is eliminated.  Concurrently, a choice exists, for which
β2 + β3 = 2β5 , b3 = 54 a1 + 3a12 − 5a1 a2 − 12 b1 + b2( )   , (30)
ensuring that the second-order perturbation can be expressed as a complete differential with re-
spect to x.  Thus, through second order, the resulting perturbed KdV equation can be written as a
“continuity” equation:
u0, t = ∂x 3u02 + u0, xx + µF1 + µ2 F2{ }   . (31)
In Eq. (31), F1 and F2 are the “fluxes”, the divergence of which equals the first- and second-order
perturbations, respectively.
In the case of the perturbed Burgers equation, an obstacle to integrability is encountered in the
first-order perturbation.  The generic form of the equation is [16, 17]
wt = 2wwx + wxx + ε 3α1w2 wx + 3α2 wwxxx + 3α3wx2 + α 4 wxxx( ) + O ε 2( ) . (32)
The obstacle to integrability emerges unless the coefficients obey the constraint [16, 17]:
2α1 − α2 − 2α 3 + α 4 = 0   . (33)
Consider the derivation of Eq. (32) from the continuity and momentum-conservation equations in
the case of a one-dimensional ideal gas [7, 17]:
ρτ + ρ v( )ξ = 0   , (34)
ρ v( )τ + ρ v2 + P − µuξ( )ξ = 0 , P = c2 ρ0 γ( ) ρ ρ0( )
γ( ) . (35)
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In Eqs. (34) and (35), ρ is the gas density, v–its velocity, P is the pressure, µ is the viscosity coef-
ficient, ρ0 is the density of the quiet gas, c is the speed of sound and γ = (cp/cv) is the ratio of spe-
cific heats.  One transforms and rescales variables according to
 u τ ,ξ( ) = u σ ,χ( ) , ρ τ ,ξ( ) = ρ σ ,χ( ) , σ = ε
2 τ , χ = ε ξ − cτ( )( )   . (36)
Eqs. (34) and (35) are converted into
 
ε ρσ + ρ u( )χ − c ρχ = 0   , (37)
 
ε ρ u( )σ − µ uχχ{ } + ρ u2( )χ − c ρ u( )χ + c2 ρ ρ0( )γ − 1 ρχ = 0   , (38)
respectively.  One now expands  u  and  ρ  in power series through O(ε3):
 u σ ,χ( ) = ε u0 + ε
2 u1 + ε 3u2 + ... , ρ σ ,χ( ) = ε ρ0 + ε 2 ρ1 + ε 3 ρ2 + ...   . (39)
One then uses Eq. (37) to successively solve for  ρn , to obtain
 
ρ0 σ ,χ( ) =
ρ0
c u0 ,
ρ1 σ ,χ( ) =
ρ0
c u1 +
1
c u0
2 +
1
c ∂χ
−1u0,σ⎛⎝⎜
⎞
⎠⎟
ρ2 σ ,χ( ) =
ρ0
c
u2 +
1
c2 u0
3 +
2
c u0 u1 +
1
c ∂χ
−1u1,σ +
1
c2 ∂χ
−2u0,σσ
+
1
c2 ∂χ
−1 u0,χ ∂χ−1u0,σ( ) + 3c2 ∂χ
−1 u0 u0,σ( )
⎛
⎝
⎜
⎜
⎜
⎞
⎠
⎟
⎟
⎟
  . (40)
Rescaling according to
u0 σ ,χ( ) = cw t.x( ) , u1 σ ,χ( ) = cw1 t.x( ) , t =
c2 1 + γ( )2 ρ0
8µ σ , x = −
c 1 + γ( )ρ0
2µ χ
⎛
⎝
⎜
⎞
⎠
⎟   , (41)
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Eq. (38) becomes the perturbed Burgers equation for w, with a first-order perturbation, still con-
taining w1.  One adopts for w1 the differential polynomial in w allowed by the formalism [16, 17]:
w1 t, x( ) = aw2 + bwx   . (42)
Eq. (39) now obtains the form of Eq. (32), with
α1 = 23 a , α2 = − 13 , α3 = 23 a + 14 − 112 γ , α4 = 18 + 18 γ   . (43)
Eq. (33), the condition for the absence of an obstacle, is not obeyed for these coefficients. (The
formalism allows for a non-local term, wx ∂x−1w .  It is not included in w1, because it is unbounded
for multiple-wave solutions of the Burgers equation [27], and its inclusion does not alter the last
conclusion.  Also, the wx term in Eq. (43) does not contribute because it is a symmetry.)
Thus, it is impossible eliminate the obstacle if  w1 is a differential polynomial.  However, if a non-
polynomial term is allowed, the obstacle can be removed in the case of wave solutions of the Bur-
gers equation.  We modify Eq. (42) into
w1 t, x( ) = aw2 + bwx + ζ t, x( )   . (45)
Instead of Eq. (32), one obtains
wt = 2wwx + wxx + ε 3α1w2 wx + 3α2 wwxxx + 3α3wx2 + α 4 wxxx + 2 wζ( )x + ζ xx − ζt( )   . (46)
The goal is to break Eq. (46), with the values of αI, i = 1-4 of Eq. (43), into two equations: An as-
ymptotically integrable perturbed Burgers equation for w(t, x), and an equation for ζ(t, x) that will
contain a driving term, for which ζ(t, x) is bounded.   This is obtained by choosing
a = 18 γ − 7( )   . (47)
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and breaking Eq. (46) up into:
wt = 2wwx + wxx + ε δ 3w2 wx + 3wwxxx + 3wx2 + wxxx( ) , δ = α1 + α2 − α 3 = 112 γ − 7( )( )   ,(48)
which is an asymptotically integrable Normal Form [16, 17], and [27]
ζt = 2 wζ( )x + ζ xx +κ ∂x wwx( ) +ω ∂x 2wwx + wxx( )
κ = −α1 + 2α2 + α3 − 2α4 = − 13 γ + 2( )
ω = −α1 − α2 + α3 + α4 = 124 γ + 17( )
  . (49)
While there is no rigorous proof that the solution of Eq. (49) is always bounded, there is numerical
evidence that the two driving terms in the equation generate a bounded ζ(t, x) when w is a two-
wave solution (i.e., three fronts) of the Burgers equation [27].  This implies that, at least for wave
solutions of the Burgers equation, the obstacle to integrability may be removed.
In summary, it has been shown that the emergence of obstacles to integrability in perturbed evolu-
tion equations may be a consequence of the expansion procedure employed in their derivation
from the equations of complex dynamical systems.  Algorithms exist that lead to equations that are
devoid of obstacles.  Although the analysis has been carried out only through the first order, in
which an obstacle emerges, the pattern for extension to higher orders is rather obvious.  These re-
sults do, certainly, not preclude the possibility of the existence of obstacles to asymptotic inte-
grability that have a sound physical basis.
Acknowledgment: A critical comment by A. Fokas is deeply acknowledged.
-14-
REFERNCES
1. Korteweg, D. J. & De Vries, G., Phil. Mag., 39, 422 (1895).
2. Burgers, J. M., The nonlinear Diffusion equation (Reiedl, Dordtrecht, 1974).
3. Gardner, C .S., Greene, J. M., Kruskal, M. D. & Miura, R. M., Phys. Rev. Lett., 19, 1095
(1967).
4. Zakharov, V. E. and Shabat, A. B., Soviet JETP 34, 62 (1972).
5. Whitham, G.B., Linear and Nonlinear Waves (Wiley, New York, 1974).
6. Ablowitz, M. J., Kaup, D. J., Newell, A. C. and Segur, H., Stud. Appl. Math. 53, 249 (1974).
7. Karpman, V. I, Non-Linear Waves in Dispersive Media (Pergamon, Oxford, 1975).
8. Zakharov, V. E. & Manakov, S.V., Sov. Phys. JETP 44, 106 (1976).
9. Ablowitz, M. J. & Segur, H., Solitons and the Inverse Scattering Transforms (SIAM, Philadel-
phia, 1981).
10. Novikov, S. P., Manakov, S. V., Pitaevskii, L. P. and Zakharov, V. E., Theory of Solitons,
(Consultant Bureau, New York, 1984).
11 Newell, A. C., Solitons in Mathematics and Physics, (SIAM, Philadelphia, PA, 1985).
12. Ablowitz, M. J. & Clarkson, P. A., Solitons, Nonlinear Evolution Equations and Inverse Scat-
tering (Cambridge University Press, 1991).
13. Newell, A. C., and Moloney, J. V., Nonlinear Optics (Addison-Wesley, Redwood City, Ca.,
1992).
14. Degasperis, A., Manakov, S. V. and Santitni, P. M., Physica D 100, 187 (1997).
15. Hakim, V., Asymptotic techniqes in nonlinear proiblems, pp. 295-386 in Hydrodyanmics and
Nonlinear Instabilities, ed. By G. Gordèche & P. Manneville (CmbridgeUniversity Press, 1998).
16. Fokas, T. & Luo, L., Contemp. Math, 200, 85 (1996).
17. Kraenkel, R. A., Pereira, J. G. & de Rey Neto, E. C., Phys. Rev. E58, 2526 (1998).
-15-
18. Kodama, Y., Physica 16D, 14 (1985).
19. Kodama, Y., Normal Form and Solitons, pp. 319-340 in Topics in Soliton Theory and Exactly
Solvable Nonlinear Equation, ed. by M.J. Ablowitz et al. (World Scientific, Singapore, 1987).
20. Hiraoka, Y. & Kodama, Y., Normal Form and Solitons, Lecture notes, Euro Summer School
2001, The Isaac Newton Institute, Cambridge, August 15-25 (2002).
21. Mikhailov, A. V., talks at NEEDS-91 Conf., Galipoli, Italy (1991); NATO Adv. Res.
Workshop; Singular limits of Dispersive waves, Lyon, France (1991) (unpublished).
22. Kodama, Y. & Mikhailov, A.V., Obstacles to Asymptotic Integrability, pp. 173-204 in
Algebraic Aspects of Integrable Systems, ed. by A.S. Fokas & I.M. Gelfand (Birkhäuser, Boston,
1997).
23. Veksler, A. and Zarmi, Y, WSEAS Trans. Math., 3, 560 (2004).
24. Veksler, A. and Zarmi, Y., Th. & Math. Phys., 144, 1227 (2005).
25. Veksler, A. and Zarmi, Y., Physica D 217, 77 (2006).
26. Zarmi Y., in preparation.
27. Veksler A. and Zarmi Y., Physica D, 211, 57 (2005).
28. Miura, R. M., Gardner, C. S. and Kruskal, M. D., J. Math. Phys., 9, 1204 (1968).
29. Su, C. H. & Gardner, C. S., J. Math. Phys., 10, 536 (1969).
30. Kruskal, M. D., Miura, R. M. & Gardner, C. S., J. Math. Phys., 11, 952 (1970).
31. Gardner, C. S., J. Math. Phys., 12, 1548 (1971).
32. Gardner, C. S., Greene, J. M., Kruskal, M. D. & Miura, R. M., Comm. Pure Appl. Math., 27,
97 (1974).
-16-
33. Olver, P. J., Applications of Lie Groups to Differential Equations (Springer-Verlag, New
York, 1986).
34. Tao Sun, J. Phys. A: Math. Gen., 22, 3737 (1989).
35. Tasso, H., J. Phys. A 29, 7779 (1996).
36. Samokhin, A. V., Acta Appl. Math. 56, 253 (1999).
37. Drazin, P. G. and Johnson, R. S., Solitons: an introduction (Cambridge University Press,
1989).
38. Washimi, H. and Taniuti, T, Phys. Rev. Lett., 17, 996 (1966)
39. Li, Y. and Sattinger, D. H., J. Math. Fluid Mech. 1, 117 (1999).
