Abstract. We consider representations of rational Cherednik algebras which are particular ideals in the ring of polynomials. We investigate convergence of the integrals which express the Gaussian inner product on these representations. We derive that the integrals converge for the minimal submodules in types B and D for the singular values suggested by Cherednik with at most one exception, hence the corresponding modules are unitary. The analogous result on unitarity of the minimal submodules in type A was obtained by Etingof and Stoica, we give a different proof of convergence of the Gaussian product in this case. We also obtain partial results on unitarity of the minimal submodule in the case of exceptional Coxeter groups and group B with unequal parameters.
Introduction
Let R ⊂ R N be an irreducible Coxeter root system, let W be the corresponding Coxeter group which is generated by orthogonal reflections s α with respect to the hyperplanes (α, x) = 0 where α ∈ R, x = (x 1 , . . . , x N ) and (·, ·) denotes the standard inner product in R N (see [12] ). Let c : R → R be a W -invariant function. The corresponding rational Cherednik algebra H c (W ) (see [8] ) is generated by the group algebra CW and two commutative polynomial subalgebras . In this representation φ| CW is the reflection representation of the group algebra CW , φ(p(x)) is the operator of multiplication by p(x), and φ(p(y 1 , . . . , y N )) is the operator p(∇ 1 , . . . , ∇ N ) where ∇ i are (commuting) Dunkl operators [4] corresponding to the basis vectors ξ = e i :
(1.1)
where R + is the set of positive roots. The study of unitary representations of the algebra H c (W ) was initiated in the paper by Etingof, Stoica, Griffeth [9] (see also [2] ). Recall that category O consists of finitely generated modules such that all Dunkl operators act locally nilpotently [6] . The simple objects L τ in category O are parametrized by the irreducible modules τ for the corresponding Coxeter group W . The module L τ carries a W -invariant nondegenerate Hermitian form (·, ·) τ satisfying (x i u, v) τ = (u, y i v) τ for any u, v ∈ L τ , for any i = 1, . . . , N. This form is unique up to proportionality. The unitary modules are such that this form can be scaled to be positive definite.
Of particular interest there is Cherednik's question on unitarity of the minimal submodule S c in the polynomial representation C[x] (see [9, Section 4.6] and [2] ). This submodule has the form S c ∼ = L τc where τ c is an irreducible W -module which might depend on c. Submodule S c is unique and it is non-trivial only for the so-called singular multiplicities c when the polynomial representation is reducible. The singular multiplicities were completely determined in [5] . In the case of constant multiplicity function they are special rational numbers with the denominators d i which are degrees of the corresponding Coxeter group. Cherednik's question is whether the minimal submodule S c is unitary when c = 1/d i .
It is shown in [9, Proposition 4.12 ] (see also [2] ) that unitarity of the minimal submodule follows from the convergence of the integral for all f ∈ S c . This is due to the observation that (f, f ) τc = λγ c (e
for some constant λ ∈ R independent of f ∈ S c , and to the obvious inequality γ c (f ) 0. Thus the related question posed in [2, 9] is on convergence of the integral (1.2) which in such case is called the Gaussian inner product. It is shown in [9, Theorem 5.14] that this integral does converge in the case R = A N −1 hence the questions have positive answer in this case.
In this paper we show unitarity of the minimal submodules in the polynomial representations for the algebras H c (W ) in certain cases by establishing the convergence of the above integral, in particular we give another proof of convergence for the A N −1 case (c.f. suggestions in [2] ). More exactly we show that
is locally L 2 -integrable in R N for any f ∈ M where M is an appropriate ideal. This implies, in particular, that the Cherednik's question has positive answer in types B and D except for the singular value 1/N in the case of D N with odd N (see Theorem 5.17 which is our main result). In the latter case the answer actually happens to be negative ( [16] ; see Proposition 7.1 below).
The structure of the paper is as follows. In Section 2 we consider special ideals in the ring C[x] and find their generators which are singular polynomials for the corresponding rational Cherednik algebras of type H c (G(m, p, N)). In Section 3 we recall the algebro-geometric technique of checking local integrability and apply it to our situation by producing an explicit log resolution of the hyperplane arrangement corresponding to the poles of Φ f . The explicit estimates for particular cases are gathered in Section 4. In Section 5 we complete the proof of convergence of integrals (1.2) for A, B, D cases and deduce unitarity of the corresponding minimal representations. In Section 6 we present a few results on the convergence of the Gaussian product (1.2) mainly for the case of exceptional Coxeter groups (see Propositions 6.7, 6.11, and also Proposition 6.12). In the last section we discuss a few examples when the minimal submodule is not unitary or when at least the integral (1.2) is not convergent on the minimal submodule.
H H H c -invariant ideals
In this section we discuss special ideals in the polynomial ring C[x] = C[x 1 , . . . , x N ] which are invariant under certain appropriate rational Cherednik algebra. We specify singular polynomials generating these representations.
Let ∆(x 1 , . . . , x p ) be the Vandermonde determinant, that is
for 2 p N and ∆(x 1 ) = 1.
Let ν = (ν 1 , . . . , ν l ) be a partition of N, that is ν i ν i+1 , ν i ∈ Z + and ν i = N. Let l(ν) = l be the length of the partition. Define the associated polynomial
Let k be an integer, 1 k < N. Consider the ideal I k in the ring C[x 1 , . . . , x N ] consisting of polynomials p(x) such that p(x) = 0 whenever
It is clear that the image of p ν (x) under any σ ∈ S N is contained in I k if the length l(ν) k. Moreover, the following proposition is contained in [9] . Indeed, it is shown in [9, Theorem 5.10] that I k is an irreducible module over the rational Cherednik algebra H c (S N ) with the parameter c = 1/(k + 1). Therefore it has to be generated as ideal in C[x] by its lowest homogeneous component. It is determined in [9] (see the proof of Proposition 5.16) that the lowest homogeneous component of the module I k is linearly generated by the S N -orbit of
Consider now the ideal I ± k in C[x] which consists of the polynomials vanishing on the union of planes
where ε is = ±1 and the indexes 1 i 1 < i 2 < . . . < i k+1 N. This ideal is a module over the rational Cherednik algebra H c (D N ) with the parameter c = 1/(k + 1) [10, Section 4.3] . It is also a module over H c (B N ) with the parameters c(e i ± e j ) = 1/(k + 1), c(e i ) is arbitrary (see [10, Section 4 .2]). k , and let q ∈ M. Let E i for 1 i N be the idempotents
where s i multiplies the basis vector e i by ξ = e 2πi/m , while s i (e l ) = e l for l = i. Consider the difference
where r i (x) are some polynomials. The collection of planes (2.3) is invariant with respect to reflections s i and therefore
k . Since x i is not identically zero on the planes from (2.3) we conclude that r i (x) ∈ I (m) k . By minimality of the degree of q(x) it follows that q(x) = E i q(x), and therefore s i q(x) = q(x). Thus k . Indeed we again apply the relations (2.6). They imply by induction that q(x) −q(x) has the required form wherê
Soq has the required form, and hence the statement for q(x) also follows.
Recall that the complex reflection group G(m, p, N) is defined when p|m, it is generated by the elements s k ij for 1 i < j N, k = 0, . . . , m − 1, and the elements τ i for i = 1, . . . , N. The element τ i acts on the basis coordinate functions as τ i (x i ) = ηx i , where η = e 2πip/m and τ i (x j ) = x j for j = i. The elements s k ij defined for i = j act as s
It follows from [10, Section 7] that the ideal I (m) k is a module over the rational Cherednik algebra H c (G(m, p, N) ) when c 1 = 1/(k + 1), therefore Proposition 2.5 has the following corollary. (G(m, p, N) ). More exactly,
with c 1 = 1/(k + 1).
Define now the ideal
, which consists of the polynomials vanishing on the union of planes
Proof. Let f be an element from J k . Consider the Taylor expansion with respect to the variable x N :
The polynomials g i then have to satisfy g 0 ∈ J
The statement follows by induction on the dimension. Proposition 2.9 has the following corollary. We are going to construct some more singular polynomials for the rational Cherednik algebra H c (G(m, p, N) ). Firstly we need the following lemma.
Lemma 2.12. Let L be the operator
for 0 k n, and
Proof. We rewrite Vandermonde determinant using anti-symmetrization with respect to the group S n acting by permutations of the variables , where Alt = g∈Sn sign(g)g. Note that the operator L is G(m, 1, n)-invariant, where the group G(m, 1, n) is generated by s k ij , 2 i < j n + 1 and τ i , 2 i n + 1. Therefore
and the right-hand side is polynomial in x m 2 , . . . , x m n+1 . Now
hence the statement (2.13) follows. Similarly
hence the statement (2.14) holds. The statements (2.15), (2.16) follow analogously.
Proposition 2.17.
Let T ⊂ {1, . . . , N} be a subset of indexes of size |T | = r − s − 1 for some 0 s r − 1. Let N = (r − 1)q + t with 0 t < r − 1 so that ν i = q or ν i = q + 1. Assume that if there exists i ∈ T such that ν i = q + 1 then for all j such that ν j = q one has j ∈ T . Then the Proof. By symmetry it is sufficient to establish that ∇ 1 p (m) ν,T = 0. Consider firstly the case when 1 / ∈ T . We have
by Lemma 2.12. Since c 1 = 1/r the value of the last expression is 0. Consider now the case 1 ∈ T . Assume m > p. We have
by Lemma 2.12. Therefore
as required. The case m = p also follows.
We will need later a version of the previous proposition for the cases D N and B N . We formulate this corollary now. Let ν be a partition of N of length l(ν) k. Let T be a subset of indexes T ⊂ {1, . . . , k}. Define the polynomial
where p ν is given by (2.1) and for j > l(ν) we put ν j = 0. Let K ν,T be the ideal generated by S N -images of the polynomial p ν,T . Let now ν = ν k N be the partition defined in Proposition 2.2. We define
As a corollary from Proposition 2.17 we have the following.
Proposition 2.20.
and c(e i ± e j ) = 1/(k + 1).
Below we will also need some other ideals (which we don't claim to be representations of any interesting algebras). Namely, for 0 s k define the ideal K k,s to be generated by S N -images of all polynomials (2.19) with l(ν) k and |T | = s. Note that for l(ν) k and |T | = s one has
Remark 2.21. The inclusions K k,s ⊂ K k,s ⊂ I ± k ∩ J k−s are obvious and it would be interesting to clarify if any or both of them are actually equalities.
Local integrability
Let X be a smooth variety of dimension N 2 defined over a field k of char(k) = 0, and
we denote by (Φ) the divisor defined by Φ. By X(k) we denote the set of k-points of X. Recall that in the case k = R the set X(R) has a structure of a C ∞ -manifold provided that X(R) = ∅. 
where K X and K Y are the canonical classes of X and Y , respectively, π −1 and π * stand for a proper transform and a pull-back, and E i are the exceptional divisors of π. The coefficients a(
Example 3.3. Let Φ be a rational function on X and c ∈ Q. Let π : Y → X be a birational morphism from a smooth variety Y . Take an exceptional divisor E of π. Choose the local coordinates y 1 , . . . , y N in a neighborhood of a point Q ∈ E so that y 1 = 0 is a local equation of E, and the local coordinates x 1 , . . . , x N in a neighborhood of the point P = π(Q). Put
Then a(X, c(Φ), E) = e − cm. (Note that this formula agrees with Convention 3.2.) It appears that to check the klt condition it is not necessary to consider all possible log-resolutions. Recall that in the case k = R (or k = C) a function Ψ is said to be locally L 1 -integrable (or just locally integrable) at a point P ∈ X(k) if for a sufficiently small (analytic) neighborhood P ∈ U P ⊂ X(k) the integral
A function Ψ is said to be locally L 2 -integrable if the function Ψ 2 is locally integrable.
One of the important applications of klt singularities is provided by the following theorem (cf. [15, Corollary 2]). Proof. The idea of the proof is standard (see e. g. the proofs of [14, 2.11] or [13, Proposition 3.20]), but since it is usually given in the case k = C (and locally L 2 -integrable functions), we will reproduce it here for convenience of the reader.
1
Let dim(X) = N. We may assume that X(R) = ∅. Choose the local coordinates x 1 , . . . , x N in a neighborhood of some point P ∈ X(R), and put dV = dx 1 ∧ . . . ∧ dx N . The function Φ −c is locally integrable near P if and only if for some open subset P ∈ U ⊂ X(R) the integral
Let π : Y → X be a log resolution of the pair X, (Φ) . Then
Choose a point Q ∈ π −1 (U) such that π(Q) = P , and the local coordinates y 1 , . . . , y N in the neighborhood of Q. Then
and π * dV = Θ y e i i dy 1 ∧ . . . ∧ dy N for some functions Ξ and Θ that are invertible in a neighborhood of Q, and
Thus the initial integral is finite if and only if for any choice of Q such is the integral . . .
where U i ⊂ R is some open subset. The latter holds provided that each of the integrals
that is when e i − cm i > −1 for all i. Now the assertion follows by Example 3.3 and Remark 3.8. On the other hand, the converse to the statement of Theorem 3.10 does hold in some important particular cases, for example when X = R N and the poles of Φ −c are supported on the real hyperplanes (cf. Remark 5.19 and Section 7).
Consider now a collection of hyperplanes given by the equations l i = 0, i = 1, . . . , M, where l i are some non-zero covectors in R N . Recall that this collection defines a semi-lattice L which is the minimal set of linear subspaces of R N containing all the hyperplanes l i = 0 and closed with respect to intersection. 
for any L ∈ L.
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Proof. Choose a nonzero function f ∈F and put
By Theorems 3.9, 3.10 it is enough to check that the discrepancies
by Example 3.4. Hence for Φ −1 f to be locally L 2 -integrable at any P ∈ R N it is enough to satisfy the inequality
for any L ∈ L. The required assertion follows since
In the case of singularities of constant order the previous corollary can be rephrased as follows. 
where K(L) is the number of l i vanishing along L.
Elementary estimates
In this section we collect a few technical lemmas which we will need in Section 5.
Consider the m-dimensional space
Having fixed k ∈ Z + , for any q ∈ R we define 0 ρ k (q) < k to satisfy ρ k (q) = q mod k. For α ∈ R we denote the integer part of α by ⌊α⌋.
Lemma 4.1. Fix Λ ∈ Z + and put ρ = ρ m (Λ). Consider the function
Proof. Note that for any u, v ∈ R one has
provided that u > v + 1. Thus the minimum
is attained at a point A = (a 1 , . . . , a m ) ∈ S m,Λ such that for any i and j one has |a i − a j | 1. Since C(t) is invariant under permutations of coordinates, we may assume that
Write Λ = sm + ρ for some s ∈ Z 0 . One has
2 and put
Proof.
by assumptions. Put
and
Suppose first that ρ a (Λ 1 ) ∈ S 1 . Then
Suppose now that ρ a (Λ 1 ) ∈ S 2 . Then
Proof. Denote the a-tuple (t 1 , . . . , t a ) by T 1 , and denote the b-tuple (t a+1 , . . . , t a+b ) by T 2 . Put
Suppose that the minimum is attained for Λ 1 = az/(a+ b) −α(a+ b), Λ 2 = zb/(a + b) + α(a + b) (note that we don't assume that α is nonnegative). Then
Thus to conclude the proof we may assume that α(α(a + b) 2 − ab) 0, i. e. 0 α ab/(a + b) 2 , and the assertion follows by Lemma 4.2.
Choose nonnegative integers N 2 and z N, and let λ = (λ 1 , . . . , λ l(λ) ) be a partition of N − z, i. e. λ 1 . . . λ l(λ) > 0 and
(In particular, we allow an "empty" partition when l(λ) = 0 and z = N.) Put
Lemma 4.6. Let k ∈ Z + , and λ be a partition of N −z as above. Then
Proof. Denote by v the number of λ i which are divisible by k. Then
One has
Lemma 4.8. Let k ∈ Z + , and let λ be a partition of N. Assume that
Proof. By Lemma 4.6 applied for z = 0 one has
Moreover, the last inequality is strict if the right hand side is non-zero, which happens exactly when λ 1 > 1.
Proof. It is sufficient to establish that the left-hand side of (4.10) is greater or equal than
and that it is strictly bigger than (4.11) when λ 1 = 1 or l(λ) = 0 (which are exactly the cases when the first of the three summands in the right-hand side of (4.10) vanishes). By Lemma 4.6 our statement is implied by the inequality
Moreover, we may assume that z > 0. Indeed, the case z = 0 leads to the equality in (4.12), but in this case l(λ) > 0 and λ 1 > 1 by assumption. It is clear that the inequality (4.12) holds for s k as in this case
so let us suppose that s < k. Now consider few possible cases for the values of z. When z < s + 1 the left-hand side of (4.12) equals 0 and the inequality holds. When s + 1 z k the left-hand side of (4.12) equals ⌊z − s⌋ so the inequality (4.12) takes the form
This inequality is correct since −⌊z − s⌋ < 1 − z + s and
Finally, when z k + 1 the left-hand side of (4.12) is bigger than
and (4.12) holds.
Remark 4.13. It follows from the proof of Lemma 4.9 that its assertion remains true when max(0, ⌊z − s⌋) is replaced by 0 in the case s k.
Conclusions on unitarity for classical root systems
In this section we apply the previous estimates to establish unitarity of certain submodules in the polynomial representation. We start with the A N −1 case.
Proposition 5.1. In the notations of Section 2 the function f
Proof. Assume the notation of Corollary 3.12, and consider the semilattice L generated by the hyperplanes l ij = x i − x j = 0. By Corollary 3.13 it is enough to check that
where m(L) = m I k (L). By S N -symmetry it suffices to consider the linear subspaces L = L λ given by
for some partition λ = (λ 1 , . . . , λ l(λ) ) of N where λ 1 > 1. It is easy to see that codim(L) = N − l(λ), and
To compute m(L) consider ν = (ν 1 , . . . , ν k ) a partition of N and the corresponding polynomial p ν ∈ I k introduced in Section 2. A polynomialp ν from the S N -orbit of p ν gives rise to a presentation of each λ i as a sum of k nonnegative summands
Moreover,
Recall that by Proposition 2.2 the S N -orbits of the polynomials p ν for various ν generate the ideal I k . Hence, in the notation of Lemma 4.1 one has
where R k (λ) is defined by (4.5). The desired assertion is implied by Lemma 4.8.
The ideal I k is an (irreducible) representation of the rational Cherednik algebra H c (S N ) when c = 1/(k + 1). Therefore Proposition 5.1 has the following corollary which was firstly established in [9] by different arguments. 
For a fixed subspace L we will refer to the variables involved in the last group of equations as z-variables, and to the other variables as λ-variables. Note that any element L ∈ L has above type with z = 1 except the case when N is even and z = 0. In this case L also contains the spaces of type λ − given by the D N -images of the linear space determined by the equations
where λ is a partition of N.
Recall that ideals K k and K k,s were defined in the end of Section 2, and by Proposition 2.20 the ideal K 2r−1 is a representation of the algebra H c (D N ) for c = 1/(2r).
Proof. Assume the notations of Corollary 3.12, and consider the semilattice L generated by the hyperplanes l ij = x i − x j = 0 and l ′ ij = x i + x j = 0. By Corollary 3.13 it is enough to check that
where
Choose a subspace L ∈ L of type (λ, z) where 0 z N, z = 1, and λ = (λ 1 , . . . , λ l(λ) ) is a partition of N − z. It is easy to see that codim(L) = N − l(λ) and
.
Assume first that z > 0. Let us estimate the value of m K 2r,r (L). Consider a partition ν = (ν 1 , . . . , ν 2r ), a set
and the corresponding polynomial p ν,T ∈ K 2r,r introduced in Section 2. A polynomialp ν,T from the S N -orbit of p ν,T gives rise to a presentation of each λ i and z as a sum of 2r nonnegative summands
Hence, in the notation of Lemma 4.1 and Lemma 4.3 one has
µ 2r,λ i +μ r,r,z . 
By Lemma 4.6 applied for k = 2r one has
so (5.5) follows. Now assume that z = 0 and estimate m K 2r−1,r−1 . Arguing as in the proof of Proposition 5.1, one obtaines
Thus the assertion in this case is implied by Lemma 4.8 applied for k = 2r − 1. Finally, choose a subspace L ∈ L of type λ − . It is easy to see that the values of codim(L), K(L) and m(L) are the same as for a subspace of type (λ, 0), which completes the proof. Now we consider singular values c = 1/(2r) with r > N/2. We need to use ideals J r from Section 2.
Proof. Let L be a subspace of type (λ, z) or λ − . Note that the multiplicity m(L) = max(0, z − r). We need to establish that
Assume that z > 0. Then
which can be easily seen by considering the cases 2r > z r and z < r. Moreover, applying Lemma 4.6 with k = 2r one obtains
since the first two summands of the left hand side of (4.7) make 0 for k > N. Adding up (5.8) and (5.9) one obtains (5.7). Now assume that z = 0. Then (5.7) becomes
Since 2r > N it is enough to check that (5.10)
The maximum of the left hand side of (5.10) is obtained for
Thus (5.10) holds since
Now we move to the case of the poles supported on the B N semilattice. Consider the ideal K r−1,r−s−1 as a representation of the rational Cherednik algebra H c (B N ) where the multiplicity function c(e i ± e j ) = 1/r and c(e i ) = 
is locally L 2 -integrable for any f ∈ K r−1,r−s−1 provided that 2 r N, 0 s r − 1, r, s ∈ Z.
Proof. By Corollary 3.12 it is sufficient to establish that
where L is an arbitrary subspace from the intersection semi-lattice
Assume that z > 0. Let us estimate the value of m K r−1,r−s−1 (L). Consider a partition ν = (ν 1 , . . . , ν r−1 ), a set
and the corresponding polynomial p ν,T ∈ K r−1,r−s−1 introduced in Section 2. A polynomialp ν,T from the S N -orbit of p ν,T gives rise to a presentation of each λ i and z as a sum of r − 1 nonnegative summands
By Lemmas 4.1 and 4.3 applied for a = r − s − 1 and b = s one has
By Lemma 4.6 applied for k = r − 1 one has
as required. Now assume that z = 0 and estimate m K r−1,r−s−1 . Arguing as in the proof of Proposition 5.1, one obtaines
Thus the assertion in this case is implied by Lemma 4.8 applied for
It is easy to see that the values of codim(L), κ(L) and m(L) are the same as for a subspace of type (λ, 0), which completes the proof.
The second statement in type B is about ideals I ± r and J s (see Section 2).
is locally L 2 -integrable provided that one of the following sets of conditions holds:
Let 2 r N, r ∈ Z and let s > r − 1. We know that the multiplicity m(L) for f ∈ I ± r−1 is given by
For the multiplicity of the denominator we have
Thus the inequality (5.14) follows by Lemma 4.9 applied for k = r − 1 and by Remark 4.13, which completes the proof in case (i).
Recall that for the ideal J s , s ∈ Z + , one has m(L) = max(0, ⌊z − s⌋). Taking r = N + 1 we obtain κ(L) < (N − l(λ)) + max(0, ⌊z − s⌋) by Lemma 4.9 applied for k = N. Therefore (5.16)
Moreover, the inequality (5.16) is valid for r > N + 1 since it is valid for r = N + 1 and its right hand side is non-negative. Therefore the statement for case (ii) is implied by Corollary 3.12. Note that the same argument applies also for s > N − 1, s ∈ R, after replacing J s by C[x]. Indeed, in this situation one has m(L) = max(0, ⌊z − s⌋) = 0. This settles case (iii). The last case when r, s < 0 is obvious.
Let S c be the minimal non-zero submodule of the polynomial representation of a rational Cherednik algebra. This submodule is unique since any submodule is an ideal in C[x] (see also [9, Section 4.6] ). For generic c the submodule S c coincides with C[x] however for special c it becomes non-trivial. As a corollary from the previous considerations and by [9, Proposition 4.12] we have the following result on unitarity of the minimal submodule S c . Proof. It is sufficient to establish that
is locally L 2 -integrable for any f ∈ I ± 2 . Using Corollary 3.13 and the previous calculation of multiplicities of f ∈ I ± k it is sufficient to establish that
where λ = (λ 1 , . . . , λ l(λ) ) is a partition of N − z such that λ 1 2 if z = 0. The last inequality follows using R 2 (λ) + N − z 2l(λ), λ i 1, 
Some more unitarity results
In this section we present a few more results on the convergence of the integrals (6.1)
where R ⊂ R N is an irreducible Coxeter root system with the Coxeter group W , and c ∈ R. In the case of convergence on the minimal submodule S c for the corresponding rational Cherednik algebra H c (W ) this integral expresses the Gaussian inner product on S c , the module S c is then unitary (see [9] ). We will be assuming without loss of generality that the rank of R equals N. Proof. Let I be the ideal of polynomials divisible by
This ideal is an H 1/2 (W )-module (see [10] 
W (x), f (x) ∈ I is locally integrable as it is regular, hence the statement follows. Proof. We need to establish that
for any f ∈ S 1/h and for arbitrary element L from the lattice generated by the reflection hyperplanes. We note that S 1/h is contained in the H 1/h (W )-invariant ideal consisting of polynomials vanishing at 0. Therefore when L = {0} it is sufficient to establish that h · rk(R) equals the number of roots which is a well known fact. When L = {0} the inequality follows from the previous fact and the property that h W 0 < h where h W 0 is the Coxeter number of any proper irreducible parabolic subgroup W 0 ⊂ W . Proof. We check integrability condition for L = {0} first. We need to have
where f ∈ S c . Notice that mult 0 (f ) 2. Indeed, if the multiplicity is 0 then S c has to coincide with C[x] which is not the case as c = 1/d is a singular value for W . Now if the multiplicity is 1 then S c contains homogeneous polynomials of degree 1 and hence the whole ideal of polynomials vanishing at 0. However this ideal is H c -invariant only if c = 1/h W which is not the case. Then since mult 0 (∆ W ) = which can be checked case by case. Take now L = {0} such that its stabilizer is a parabolic subgroup
Now the statement follows by Lemma 6.6.
More explicitly Proposition 6.7 shows that the minimal modules for Proof. The proof is parallel to the proof of Proposition 6.7. We consider the case of H 1/8 (E 6 ), other cases are similar. The value d = 8 satisfies (6.9) hence there is convergence at L = {0}. Let now L be such that dim(L) = 1 and a generic point on L is stable under the subgroup D 5 ⊂ E 6 . Since 1/8 = h D 5 , the minimal module S 1/8 is contained in the parabolic ideal consisting of polynomials vanishing on the E 6 -orbit of L which is a module for H 1/8 (E 6 ) (see [10] ). Therefore mult L (f ) > 0 for f ∈ S 1/8 and the inequality (6.10) is strict as required. For L with different stabilizers the convergence follows from (6.10) straightforwardly.
The next statement shows that the convergence of the Gaussian inner product is preserved under the restriction functor Res b defined in [1] . Let L b be the minimal stratum containing a point b ∈ R N , and let n be its codimension. Let W b be the parabolic subgroup of W which stabilizes L b . 
Due to convergence of the initial Gaussian product we have
where m Sc (L), as usual, denotes the minimal multiplicity of the elements of S c onL. Note that the module Res b (S c ) is non-trivial for any b ∈ R N so the convergence of the Gaussian inner product on the minimal submodule for H c (W b ) also follows. Note also that the proof of Proposition 6.12 works also in the case of non-constant W -invariant c.
A few negative results

In this section
2 we explain that the minimal submodule S c is not unitary in the case of the groups D N , B N , c = 1/N, N is odd, and present a few more examples when the integral (6.1) diverges on the minimal submodule (cf. Remark 5.19).
We are indebted to S. Griffeth for explanations leading to the following result. Let L be the one-dimensional linear space containing b, so that one has codim(L) = 6. By above there are elements p ∈ S c such that p(b) = 0 and thus mult L (p) = 0. For the convergence of the Gaussian product on p we need to have (7.7) 1 10
where K(L) is then equal to the number of positive roots in E 6 , so K(L) = 36. Thus (7.7) fails. The proof is parallel to the proof of Proposition 7.6 where one takes L of codimension 6 stabilized by the parabolic subgroup D 6 ⊂ E 7 ⊂ E 8 for the first two cases. One can take L stabilized by the parabolic D 5 ⊂ E 7 for the case of H 1/7 (E 7 ), and one can take L stabilized by the parabolic E 7 ⊂ E 8 in the last case.
The following statement follows from the Proposition 6.12 and from Propositions 7.1, 7.6. 
