Una prueba empirica de generadores de numeros pseudoaleatorios mediante
  un proceso de decaimiento exponencial by Coronel-Brizio, H. F. et al.
ar
X
iv
:p
hy
sic
s/0
61
20
04
v1
  [
ph
ys
ics
.co
mp
-p
h]
  1
 D
ec
 20
06
PR
EP
RI
NT
Versión del 10 de Otubre del 2006. Enviado a la seión de Investigaión de la RMF
Una prueba empíria de generadores de números
pseudoaleatorios mediante un proeso de deaimiento
exponenial.
H.F. Coronel-Brizio
1 a
, A.R. Hernández-Montoya
1 b
M.A. Jiménez-Montaño
1 c
y L.E. Mora Forsbah
2 d
1
Faultad de Físia e Inteligenia Artiial. Universidad Veraruzana, Apdo. Postal 475. Xalapa, Veraruz. Méxio.
2
Centro de Investigaión en Matemátias. CIMAT. Apdo.Postal 402, Guanajuato, Gto., C.P. 36000, Méxio
Reeived: date / Revised version: date
Resumen Las pruebas empírias que usan proesos o modelos físios para probar generadores de números
pseudoaleatorios, omplementan las pruebas de aleatoriedad teórias y han sido usadas on muho éxito.
En este trabajo, se presenta una metodología estadístia para evaluar la alidad de generadores de números
pseudoaleatorios, ilustrando el método en el ontexto del proeso de deaimiento radiativo y utilizando
para ello algunos generadores de uso omún en la Físia.
Key words. Aleatorio, pseudoaleatorio, simulaión Monte Carlo, generador de números pseudoaleatorios,
Teorema Central del Límite.
Empirial tests for pseudorandom number generators based on the use of proesses or physial
models have been suessfuly used and are onsidered as omplementary to theoretial test of randomness.
In this work a statistial methodology for evaluating the quality of pseudorandom number generators is
presented. The method is illustrated in the ontext of the so-alled exponential deay proess, using some
pseudorandom number generators ommonly used in physis.
PACS. 02.50.-r Probability theory, stohasti proesses and statistis - 02.50.Ng Distribution Theory and
Monte Carlo studies - 05.10.Ln Monte Carlo methods.
1. Introduión
La simulaión mediante el Método de Monte Carlo [1,2℄
hae uso intensivo de suesiones de números aleatorios y
es una ténia estándar ampliamente apliada desde hae
mas de 50 años en diversas ramas de la Físia, espeial-
mente en la Físia de altas energías y en la Físia Estadís-
tia. Además de su apliabilidad en el método de Monte
Carlo, el uso y obtenión de suesiones de números alea-
torios onstituye hoy en día una investigaión muy ativa
on apliaiones en ampos tan diversos omo la ripto-
grafía, integraión montearlo, eología, identiaión bio-
métria y aún Inteligenia Artiial [3,4,5,6,7,8,9℄.
Estritamente hablando, obtener suesiones de números
realmente aleatorios implia la utilizaión de algún fenó-
meno físio de naturaleza estoástia omo el arrojar una
moneda al aire, el ruido de un iruito eletrónio, el de-
aimiento de un material radioativo, el onteo de fotones
mediante detetores entelladores y mas reientemente, se
han propuesto métodos menos tradiionales basados en
a
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fenómenos tales omo el ujo turbulento de aire formado
por el movimiento de los disos duros en una omputado-
ra, péndulos aótios e inluso del tipo biométrios [10,
11,12℄ pero debido a las inherentes diultades que ofree
este enfoque, entre las que podemos menionar los errores
sistemátios introduidos por el arreglo experimental, la
nula reproduibilidad
1
de la suesión obtenida, así omo
la baja freuenia en la generaión de números aleatorios,
han heho neesaria la búsqueda de otras formas más e-
ientes para obtener estos números.
Desde hae ya algunos años, se utilizan omputadoras di-
gitales para implementar programas a los que llamamos
generadores de números pseudoaleatorios o simplemente
generadores, los uales mediante reglas deterministas y
operaiones aritmétias muhas vees senillas, produen
suesiones de números que se asemejan en un sentido li-
mitado [13,14℄, a las obtenidas mediante un experimento
1
En la prátia, freuentemente se requiere usar muhas ve-
es una misma suesión de números aleatorios, lo ual implia
el tener que almaenar la suesión ompleta on todos los in-
onvenientes que esto aarrea. Es en este sentido que usamos
el término reproduibilidad.
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aleatorio y que se denominan suesiones de números pseu-
doaleatorios.
Se onoen muhas implementaiones diferentes para ge-
nerar números pseudoaleatorios [13,14℄ que haen uso de
una gran variedad de ténias y algoritmos que ompren-
den desde el uso de algoritmos de ongruenias lineales
hasta otros asoiados on autómatas elulares, algoritmos
de riptografía de urvas elíptias, etétera [15,16,17℄.
La atual utilizaión de series muy grandes de números
pseudoaleatorios en muhas apliaiones, así omo algu-
nos episodios de resultados dudosos, obtenidos debido a
la baja alidad de los generadores utilizados [14,18,19,
20℄, ha fortaleido la neesidad de ontar on mejores y
ada vez más eientes pruebas de la alidad. El ampo
de investigaión de las pruebas de alidad de generadores
de números pseudoaleatorios (y por supuesto, también de
su implementaión), es tan ativo que prátiamente no
hay mes en el que no se reporten en la literatura ientía
nuevas pruebas de alidad que utilizan una gran variedad
de riterios y ténias (teoría de la informaión, ténias
estadístias, power spetrum, gambling tests, sistemas fí-
sios, entropía, et) [3,21,22,23,24,25,26,27,28℄.
Las pruebas de alidad de los generadores de números
pseudoaleatorios se pueden dividir en:
Pruebas teórias : Se realizan estudiando los algoritmos
generadores de números pseudoaleatorios mediante el
uso de herramientas omo la teoría de números. Es-
tos tipos de pruebas son útiles por su generalidad y
están basadas en el estudio de algunas propiedades ta-
les omo la longitud del periodo de la seuenia y la
uniformidad del algoritmo.
Pruebas empírias : Estas pruebas se onentran en las
suesiones de números pseudoaleatorios y sus propie-
dades. Son usadas para enontrar orrelaiones loa-
les no triviales presentes en las suesiones de números
pseudoaleatorios y mostrar aspetos desaperibidos en
las pruebas teórias.
En los últimos años se han explorado pruebas empírias
basadas en proesos físios [29,30℄, prinipalmente la a-
minata aleatoria y el modelo de Ising [25,26,29,30,31℄.
En este trabajo, se presenta un riterio para evaluar a un
generador de números pseudoaleatorios dado, sugiriendo
que su alidad está diretamente relaionada on la a-
paidad del mismo para produir simulaiones que repro-
duzan el omportamiento y propiedades teórias de un
proeso o modelo de referenia. En otras palabras, nues-
tro enfoque radia en valorar la alidad de un generador
mediante una medida únia y global de ongruenia entre
las propiedades teórias del modelo y las produidas por
el generador, en lugar de apliar un onjunto de pruebas
de aleatoriedad aisladas que se basan en desviaiones par-
tiulares. Esta idea es apliada, a manera de ilustraión,
para evaluar la alidad de algunos generadores on respe-
to a su apaidad de simular un proeso de deaimiento
radiativo. En la siguiente seión haremos un breve repa-
so de la ley del deaimiento radioativo y de su simulaión
mediante el Método de Monte Carlo; en la seión 3 pre-
sentamos los generadores que se probarán en el presente
trabajo; en la Seión 4 expliamos los riterios de nuestro
método de prueba de generadores de números pseudoalea-
torios y en la seión 5 ilustramos la apliaión de nuestro
método. Finalmente, en la seión 6 se hae una disusión
de los resultados obtenidos.
2. La Ley del Deaimiento Radioativo
Por razones de autoontenión y on el n de estableer
la notaión usada en este trabajo, revisemos muy breve-
mente [32℄ la ley de deaimiento radioativo:
Considérese al tiempo t = 0, una muestra grande onN(0)
partíulas inestables y supongamos que ada partíula tie-
ne una probabilidad λ∆t de deaer durante el intervalo de
tiempo pequeño ∆t. Aquí λ es la onstante llamada razón
de deaimiento. Si tenemos un número N(t) de partíulas
sin deaer al tiempo t, entones λN∆t partíulas deae-
rán durante el intervalo de tiempo [t, t +∆t℄. Claramente,
esto dereería el número de partíulas que aún no deaen
en:
∆N = −λN∆t (1)
Cuando el intervalo de observaión en el tiempo ∆t tiende
a ero, podemos integrar la euaión diferenial resultante
obteniendo la ley de deaimiento exponenial:
N(t) = N(0)e−λt (2)
Las unidades de λ son tiempo−1.
Se dene la semi-vida omo el intervalo de tiempo en el
ual la mitad de la muestra iniial habrá deaido:
N(T1/2) = N(0)/2 , es deir:
T1/2 =
ln2
λ
=
0,693
λ
(3)
Finalmente, otra deniión importante a onsiderar es la
de la vida media τ . Esta se dene omo el reíproo de la
razón de deaimiento:
τ =
1
λ
(4)
2.1. Algoritmo para Simular la Ley de Deamiento
Radiativo
El algoritmo utilizado para llevar a abo la simulaión del
deaimiento radioativo es el siguiente:
1. Se eligen los valores iniiales del deaimiento (antidad
de partíulas iniiales, valor de λ, el intervalo de tiem-
po que se simulará [0, T ] ) y el tamaño del inremento
en el tiempo ∆t.
2. Para ada valor disreto del tiempo tiǫ[0, T ], i = 1,2, ..n;
onsidérense todas lasN∗(ti) partíulas que no han de-
aido hasta ese instante. Por medio del generador de
números aleatorios bajo prueba, genérese un número
pseudoaleatorio.
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3. Si el número pseudoaleatorio generado en el paso an-
terior es menor que lambda, la partíula deae, y que-
darán N∗(ti+1) = N
∗(ti)−1 partíulas al tiempo ti+1.
4. Repítase el proedimiento a partir del paso 2 para to-
das las demás N∗(ti) − 1 partíulas y para ada ti en
el intervalo espeiado. Termínese el proedimiento
uando el número de partíulas restantes sea menor
que 10. (Esto on el n de evitar utuaiones estadís-
tias demasiado grandes).
El símbolo * es utilizado de aquí en adelante para indiar
que los anteriores valores son los valores produidos por la
simulaión y no por la ley (2). En la gura 1 se muestra
el resultado de realizar esta simulaión 10 000 vees, on
razón de deaimiento λ = 0.035 y on un número iniial
de partíulas de N0 = 1000.
Figura 1. 10 000 simulaiones del deaimiento radioativo on
λ = 0.035 , N0 = 1000 partíulas y ∆t = 0.001; la gura on-
tiene 2×10
9
puntos y se obtuvo usando el generador Random3
desrito en la siguiente seión. El panel superior muestra la
distribuión de N*-N(t) para 1,25, 50 y 75 u. de tiempo. Para
un buen generador y omo onseuenia del Teorema Central
del Límite, estos valores se distribuirán gausianamente, lo ual
es uno de los riterios de nuestra prueba, omo se expliará
más adelante en la seión 4.
3. Generadores
En este trabajo, y para ilustrar nuestro método se utili-
zaron los generadores ran0, ran48 y los generadores im-
plementados en las lases basadas en C++ TRandom,
TRandom2 y TRandom3 y que son espeíos del am-
biente ROOT [39℄, de amplia utilizaión en físia de altas
energías. Por simpliidad los llamaremos Random1, Ran-
dom2 y Random3 y los expliaremos a ontinuaión:
ran48: Pertenee a la familia de funiones rand48()
generadoras de números aleatorios del lenguaje C es-
tandar y es un generador MLCG (Multipliative Li-
near Congruential), es deir, usa la relaión reursi-
va ri = (α + c)mod m, para i=1, 2, 3... Donde r0,
α, m y c son números enteros de 48 bits on valores
α = 25214903917, c = 11 y m = 248.
ran0: Es un generador uya implementaión atualiza-
da puede enontrarse en [14℄ y que fue propuesto por
Park & Miller [33,34℄ omo un modelo de generador
on alidad mínima. La implementaión usada de este
algoritmo genera números pseudoaleatorios on distri-
buión uniforme entre 0 y 1. Se trata de un algoritmo
lineal ongruenial, donde, siguiendo la notaión de la
entrada anterior se hae α = 75 = 16807, c = 0 y
m = 231 − 1 = 2147483647.
Random1: La lase TRandom1, implementa la funión
Rndm(), que es una traduión y atualizaión a C++
de la funion fortran generadora de pseudoaleatorios
RNDM, la ual pertenee a las famosas biblioteas
ientías CERNLIB [35℄. Random1 genera números
pseudoaleatorios mediante el método de ongruenias
lineales, on una distribuión uniforme en el interva-
lo [0,1℄ on un periodo de 108. Los parámetros usados
por esta funión son α = 515 = 30517578125, c = 0 y
m = 247 = 140737488355328.
Random2: Implementa un generador de números pseu-
doaleatorios basado en el el método de Tausworthe
máximamente equidistribuido por L'Euyer y usa 3
palabras por estado. Toda la informaión sobre este
generador se puede onsultar en [36,37℄. El periodo de
Random2 es 288 = 309485009821345068724781056.
El generador Random3, se basa en el método Mersen-
ne Twister en la implementaión de M. Matsumoto
y T. Nishimura, [38℄. Random3 es un generador 623-
dimensional que produe números equiprobables en el
intervalo [0,1℄. Su gran ventaja es su periodo largo
(219937−1), aunque su desventaja es su estado interno
relativamente grande de 624 enteros.
Los ódigos fuente de los tres últimos generadores se pue-
den onsultar en la página de ROOT[39℄.
3.1. Breve estudio preliminar de la alidad de los
generadores usados en este trabajo
Con el objetivo de haer una omparaión independiente
de nuestra prueba, el uadro 1 muestra los resultados de
apliar 5 senillas pruebas de aleatoriedad a los genera-
dores usados en nuestro estudio. Estos se realizaron sobre
una pequeña muestra de 30 000 eventos para ada gene-
rador y onsistieron en:
Cálulo de µ, el valor esperado promedio. Óptimo va-
lor µ = 0.5.
Cálulo de la desviaión estandar. Óptimo valor:
σ =
√
7
12 ≃ 0.28861.
Prueba de Anderson-Darling [40℄. El mejor generador
es aquel que minimize al estadístio A2, el ual nos da
la distania entre la funión de distribuión empíria
y la teória, en este aso la uniforme en (0,1).
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Estimaión de π = 3.14159....
Cálulo del oeiente de orrelaión de Pearson Cp.
Óptimo valor Cp = 0.
Compresión de los arhivos de la muestras usando el
algoritmo de Lempel & Ziv [41℄ y omparando el gra-
do de ompresión on una muestra del mismo tamaño
de números verdaderamente aleatorios obtenidas de la
mediión del ruido atmosfério [42℄. Óptimo (ideal) va-
lor 0%.
Generador µ± 0,002 σ ± 0,0012 A2
Random1 0.500 0.2885 1.145
Random2 0.502 0.2889 0.280
Random3 0.496 0.2891 0.523
drand48 0.502 0.2877 0.859
Ran0 0.500 0.2885 1.048
Generador pi Cp Compresión
Random1 3.1443 0.0019 1%
Random2 3.1404 0.0003 1%
Random3 3.1364 0.0011 1%
drand48 3.1308 0.0018 1%
Ran0 3.1343 0.0089 1%
Cuadro 1. Algunas senillas pruebas de alidad realizadas a
una muestra de ada generador de 30 000 números aleatorios
uniformemente distribuidos en el intervalo (0,1). Cuadro su-
perior: Test de uniformidad de los generadores.
Cuadro inferior: Cálulo de pi mediante el método de Monte
Carlo, Coeiente de autoorrelaión y ompresibilidad de la
muestras generadas. Los parámetros se explian en el nal de
la presente seión.
4. Criterios de alidad
Como se indió en la seion 1, el riterio básio aquí uti-
lizado para valorar la alidad de un generador en el on-
texto de un modelo dado, se relaiona diretamente on
la apaidad del generador para reproduirlo y es en ese
sentido que presentamos una medida estadístia de on-
gruenia, fundamentada en las propiedades teórias del
proeso bajo simulaión. En nuestro aso, onsideraremos
tres araterístias:
1. Normalidad onjunta de los valores simulados.
2. Convergenia de los promedios de los valores simula-
dos a sus promedios teórios (onvergenia de primeros
momentos).
3. Convergenia de las varianzas y ovarianzas muestrales
a sus valores teórios (onvergenia de segundos mo-
mentos).
Bajo un proeso de deaimiento exponenial omo el que
aquí se ha referido, puede veriarse que el valor esperado
y la varianza de N∗ (ti), están dados por
µ(ti) = E [N
∗ (ti)] = N(0) exp(−λti),
σ2 (ti) = V [N
∗ (ti)] = N(0)λ
ti∑
j=1
exp [−λ (ti + j − 1)],
Además, la ovarianza entre las dos variables aleatorias
N∗(ti) y N
∗(tj) se expresa mediante:
σ (ti, tj) = (1− λ)tj−ti σ2 (ti) ,
donde ti ≤ tj y hij = tj − ti, i, j = 1, 2, ...., n, on n igual
a nuestro número de observaiones.
Para ada uno de los n instantes de tiempo t1, . . . , tn en el
intervalo [0, T ], denotemos porN∗ = [N∗ (t1) , . . . , N
∗ (tn)]
′
al vetor aleatorio que representa los valores del proeso.
El vetor N
∗
tiene entones omo valor esperado, al ve-
tor µ = [µ (t1) , . . . , µ (tn)]
′
y por matríz de ovarianzas
Γ = [σ (ti, tj)] .
Bajo el supuesto de normalidad onjunta, la antidad
D = [N∗ − µ]′ Γ−1 [N∗ − µ] ,
tiene una distribuión χ2 on n grados de libertad.
Dadas m realizaiones del proeso, denotemos por N¯∗ al
vetor de promedios
N¯
∗ =
[
N¯ (t1) , . . . , N¯ (tn)
]
′
,
donde N¯∗ (ti) =
1
m
m∑
j=1
N∗j (ti) yN
∗
j (ti) denota el j−ésimo
valor simulado en el punto ti.
Independientemente del supuesto de normalidad del ve-
tor N
∗
, por apliaión del Teorema Central del Límite, el
vetor
√
m
(
N¯
∗ − µ
)
onverge en distribuión a la de una
variable aleatoria normal n−variada on vetor de medias
0 y matríz de ovarianzas Γ; de ahí que la antidad
Dm = m
(
N¯
∗ − µ
)
′
Γ
−1
(
N¯
∗ − µ
)
,
tiene omo distribuión límite, una χ2 on n grados de
libertad.
Dm es una medida estadístia del ajuste entre los valo-
res teórios de los parámetros de primero y segundo orden
derivados del modelo, en este aso el de deaimiento expo-
nenial, y sus ontrapartes muestrales obtenidos a partir
de la simulaión. Esta medida es la que en este trabajo se
propone omo riterio uantitativo para la omparaión de
los generadores, ya que su valor se inrementa en presenia
de desviaiones en los valores teórios de los parámetros o
bien en presenia de desviaiones de su estrutura teória
de ovarianzas. En el ontexto de nuestro modelo, el mejor
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generador será aquél que produza el menor valor de Dm.
Cabe señalar que, on este enfoque, la(s) ausa(s) espeí-
a(s) de las desviaiones que pudieran presentarse debidas
a deienias del generador (omo orrelaiones, ilos o
ortos períodos, et) nos resultan irrelevantes en tanto que
nuestro interés radia en detetar su efeto nal, observa-
do omo inongruenia estadístia de las simulaiones on
respeto a las propiedades del proeso que se simula.
5. Implementaión del Método
Ilustremos ahora el proedimiento anteriormente desrito,
onsiderando un proeso on los siguientes parámetros:
N(0) = 1000 partíulas iniiales, onstante de deaimiento
λ=0.035, ∆t = 0.0025 y m = 2000 simulaiones para ada
generador. Los n = 6 instantes observados en el intervalo
[0, 250] fueron t1 = 1, t2 = 25, t3 = 50, t4 = 75, t5 = 100
y t6 = 125.
El uadro 2 muestra los valores alulados de Dm para
ada uno de los generadores y sus valores de probabilidad
(p) asoiados, on base en la distribuión χ2 on 6 grados
de libertad.
Generador Dm Probabilidad
drand48 2.914 0.820
ran0 132.79 0.00
Random1 14.500 0.025
Random2 2.634 0.85
Random3 1.223 0.976
Cuadro 2. Valores alulados de la estadístia Dm para ada
uno de los generadores examinados.
Para estos valores, el vetor de medias y la matríz de ova-
rianzas teórios del modelo, son:
µ =
[
965,605 416,862 173,774 72,440 30,197 12,588
]
Γ =


33,796 14,372 5,898 2,420 0,9933 0,4076
247,367 101,514 41,659 17,096 7,016
146,104 59,958 24,605 10,097
68,375 28,060 11,515
29,801 12,230
12,649


El menor valor de Dm orresponde al alulado para el
generador Random3, por lo que onluimos que éste re-
produe el modelo de deaimiento radiativo on mayor
preisión. Aunque el generador Random2 presentó un va-
lor mayor de Dm, el valor de probabilidad asoiado nos
india que, aproximadamente un 85% de las vees en que
se simule este proeso bajo las mismas ondiiones, po-
dríamos esperar un valor mayor o igual a 2.634, por lo que
el valor obtenido es suientemente pequeño para onluir
que la simulaión es muy aeptable. Por el ontrario, Ran0
y Random1 son los peores generadores según nuestro ri-
terio, el resultado produido por el generador Random1,
nos india que la probabilidad de obtener un valor tan
grande omo Dm=14.500 es del orden de 1 en 40, signi-
ando on esto que un valor tan improbable nos lleva
neesariamente, a onluir que este generador no simula
satisfatoriamente nuestro proeso. Ran0 es aún peor on
un valor de Dm asi un orden de magnitud mas grande
que el de Random1 y on probabilidad ero.
Las guras 2 a 6 muestran los histogramas de los valoresD
bajo las mismas ondiiones de simulaión para ada uno
de los generadores bajo estudio, reordando que para ada
generador, éstos orresponden a 2000 simulaiones del de-
aimiento radioativo on λ = 0.035, un número de 1000
partíulas iniiales e intervalo de tiempo de ∆t= 0.0025
unidades de tiempo. En ellos se apreia una ongruenia
del valor obtenido de Dm on el ajuste χ
2
(6) ilustrado por
la linea ontinua en ada una de ellas.
Figura 2. Histograma de los valores de D para drand48. Se
muestra el resultado de 2000 simulaiones. La linea sólida re-
presenta la densidad χ2(6), que teóriamente tiene D. En esta
prueba obtenemos los valores Dm = 2.914 on probabilidad p
= 0.820.
Figura 3. Histograma de D para ran0. La linea sólida repre-
senta la densidad χ2(6), que teóriamente tiene D; note que el
ajuste no paree satisfatorio, lo ual es laro de los valores ob-
tenidos de Dm = 132.79 y probabilidad p = 0.0 en esta prueba.
Es importante destaar que, por el Teorema Central del
Límite, la distribuión de Dm es poo sensible a desviaio-
nes de la normalidad de los vetores N
∗(t) y onseuente-
mente a la distribuión original deD; sin embargo, a partir
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Figura 4. Histograma de D para el generador Random1.
Como antes, la linea sólida representa la densidad χ2(6) teó-
ria de D; note que el ajuste no es satisfatorio, lo ual puede
verse de valores obtenidos en esta prueba, los uales son Dm
= 14.500 y una probabilidad p = 0.025.
Figura 5. Histograma de D para el el generador Random2 y
su omparaión on la linea sólida que representa la densidad
de χ2(6), que teóriamente tiene D; en este aso, el ajuste paree
adeuado y obtuvimos los valores de Dm = 2.634 y p = 0.85
Figura 6. Histograma de D orresponediente al generador
Random3, on λ = 0.035 y n =6. , que teóriamente tiene D;
para este generador, el ajuste de χ2(6) es el mejor de todos, lo
ual se ve númeriamente de los valores Dm = 1.223 y p =
0.976.
de nuestros resultados, podría peribirse inorretamente
que Dm es sensible a desviaiones en la distribuión teóri-
a de los valores D, por lo que es neesario alarar que la
ongruenia observada entre nuestra medida de ajusteDm
y las variaiones en la distribuión de D on respeto a la
distribuión χ2(6), omo la que se apreia en la gura 4, son
onseuenia de diferenias entre los valores teórios de los
parámetros y los produidos por la simulaiones, mismas
que se ven reejadas omo irregularidades en el histogra-
ma respetivo. Es, en este sentido espeío, que es posible
onluir que Dm mide indiretamente esas irregularidades
en la distribuión de D, ondensando el omportamiento
general en una sola antidad.
6. Conlusiones
En este trabajo se propone y se fundamenta teóriamente
una prueba empíria de generadores de números pseudo-
aleatorios basada en el proeso estoástio de deaimiento
exponenial. Espeíamente haemos uso de la distribu-
ión del número de partíulas sobrevivientes y su norma-
lidad en orondania on el teorema entral del límite.
Nuestra prueba, tal omo debiera esperarse para este tipo
de riterios de aleatoriedad, posee la araterístia de ser
sensible tanto a desviaiones distribuionales omo a las
de los parámetros del modelo usados en la simulaión.
Se ilustra este método mediante su apliaión a ino gene-
radores onoidos: tres generadores ongrueniales lineales
on distintos parámetros, un Tausworthe y un Mersenne
Twister, siendo el mejor de todos según los riterios de
nuestra prueba este último.
Nuestro método no resulta de difíil implementaión, solo
hay que tener uidado al realizar las simulaiones omple-
tas del proeso de deaimiento radioativo, on las diul-
tades omputaionales que esto implia, espeialmente on
lo que respeta al tamaño del intervalo de tiempo elegido
(véase [43℄ pg. 53). Por otro lado, es posible, onsideran-
do la longitud del periodo de los generadores modernos
usar una muestra relativamente pequeña de sus valores
En este trabajo, para obtener la muestra a analizar on
nuestro método, se hiieron 2000 simulaiones del deai-
miento radioativo para ada generador, esto es en total
se simularon 50 000 000 eventos y de estos seleionamos
2000 valores para ada uno de los seis tiempos distintos
(1,25,50,75,100 y 125 unidades reíproas de λ). Es de-
ir, en nuestra prueba y para ada generador, de los 50
000 000 eventos simulados un total 12 000 eventos fueron
analizados.
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