This paper considers the problem of reducing the broadcast delay of wireless networks using instantly decodable network coding (IDNC) based device-to-device (D2D) communications. In D2D-enabled networks, devices help hasten the recovery of the lost packets of devices in their transmission range by sending network coded packets. To solve the problem, the different events occurring at each device are identified so as to derive an expression for the probability distribution of the decoding delay. The joint optimization problem over the set of transmitting devices and the packet combinations of each is formulated. Due to the high complexity of finding the optimal solution, this paper focuses on cooperation without interference between the transmitting users. The optimal solution, in such interference-less scenario, is expressed using a graph theory approach by introducing the cooperation graph. Extensive simulations compare the decoding delay experienced in the Point to Multi-Point (PMP), the fully connected D2D (FC-D2D) and the more practical partially connected D2D (PC-D2D) configurations and suggest that the PC-D2D outperforms the FC-D2D in all situations and provides an enormous gain for poorly connected networks.
I. INTRODUCTION
Network Coding (NC) is a promising technique to improve the throughput, i.e., the network capacity, and to minimize delay over wireless erasure channels. These benefits are of great interest for the proliferation and spread of real-time applications such as video streaming, cellular and satellite communications, and Internet television. Such applications require quick and reliable packet transmission over lossy channels with low delay tolerance. This paper focuses on delay-sensitive broadcast applications wherein each device should receive all the packets of a frame with minimum delay [1] . A suitable technique for such applications is the Instantly Decodable Network Coding (IDNC) [2] . In this subclass of NC, the sender encodes the packets using binary XOR and devices decode them by the same means, which is an important property that ensures fast encoding and decoding by overcoming the computationally expensive matrix inversion operations. Besides, non-instantly decodable packets are not stored, which eliminates the need for buffers and allows the design of cost-efficient receivers. Thanks to its numerous benefits, IDNC is an intensive subject of research [3] - [6] .
In the aforementioned works, the wireless sender of a Point to Multi-Point (PMP) network (such as cellular, Wi-Fi and roadside to vehicle systems) is the only transmitter in charge of both the packet sending and recovery processes. Such centralized approach consumes a lot of the sender's resources and threats its ability to deliver packets with the desired rates. The problem is expected to further escalate in the next generation mobile radio system (5G), as the data rates and the Quality of Service (QoS) requirements are becoming even more constraining [7] , [8] . The notion of Device-to-Device (D2D) communications, introduced in [9] , is a suitable technique to overcome the problem. In a D2D configuration, devices can participate in the packet recovery process by exchanging packets with each other over short range and possibly more reliable channels. Such D2D model also provides fast and secure data communications over ad-hoc networks, e.g., wireless sensor networks. Minimizing delays in such IDNC-based D2D systems is of great interest.
The sender of a PMP network needs to decide on the packet combination to be transmitted at each time slot. However, in a D2D-enabled network, an additional decision on the set of transmitting users is also required. While in [10] , the authors consider the problem of centrally minimizing the sum decoding delay for D2D-enabled networks, the authors in [11] propose using game theory as a tool to improve the distributed solution.
Error recovery in general D2D is investigated in [12] - [16] . However, the prior works on IDNC-based D2D systems only consider fully connected (FC-D2D) networks, i.e., each device can target all other devices over one-hop transmission, and thus only one device transmits at each time slot. Such assumption of FC-D2D may not apply in realistic scenarios due to the short device transmission ranges and their widespread over large cell area. Furthermore, long-range D2D transmissions can easily limit the desirable property of reliable user-to-user channels.
The main contribution of this paper is to study the decoding delay reduction of IDNC-based partially connected D2D networks (PC-D2D). Unlike fully connected networks, optimization over the set of transmitting devices and their packet combinations should be addressed jointly. Although the paper focuses on a centralized solution, the decoding delay analysis presented in this paper serves as a reference to future research direction on fully distributed systems as it provides a lower bound on the achievable decoding delay. Moreover, the decoding delay formulation is useful to study the completion time reduction problem [17] . 
II. SYSTEM MODEL AND NOTATIONS

A. System Model and Parameters
Consider a wireless base-station (BS) that desires to transmit a set N of N packets to a set M of M devices. The BS begins by broadcasting the N source packets sequentially. Each device listens and sends an acknowledgment upon each successful reception. This paper assumes that the modulation and the frequency of the feedback transmissions are appropriately chosen so as to ensure perfect feedback reception. The probability of a packet loss at device i is q i , ∀ i ∈ M. At the end of this initial phase, each packet of the frame N is assumed to be acknowledged by at least one device. Otherwise, the BS keeps broadcasting the packet(s) until the condition is satisfied. After the initialization phase, the packets of the frame can be in one of the following two sets for each device i:
• The Has set H i : set of packets received by device i. • The Wants set W i : set of packets lost by device i. In the recovery phase, devices cooperate to ensure that each of them successfully receives the N packets. The transmitting devices and the packet combinations are chosen using the available information including the expected erasure patterns of the network links, and the diversity of received/lost packets across the network. In this phase, the coded packets can be one of the following options for device i:
codable for device i if it contains more than one packet from W i .
Definition 1 (Decoding Delay). At any cooperation recovery phase transmission, a device i with non-empty Wants set experiences one unit of decoding delay increase if it cannot hear exactly one transmission, or if it receives a packet that is either non-instantly decodable or non-innovative.
Let C = [c ij ], ∀(i, j) ∈ M 2 be the connectivity matrix representing the connectivity c ij = 1 between any pair of devices (i, j). Note that C is a symmetric matrix that depends on the network topology, i.e., the relative positions of devices in the network. This paper considers a network with a general topology. However, each device should be able to target any other device through single or multi-hop transmission (via the intermediate nodes). In graph theory terms, the graph representing the devices is connected or equivalently the matrix C is connected.
Let C i be the coverage zone of device i defined as the set of devices in the transmission range of device i, i.e., device j in C i if c ij = 1, and let P = [p ij ], ∀(i, j) ∈ M 2 denote the packet erasure probability from device i to device j.
B. Notations
The notation P(E) refers to the power set of the ensemble E. In other words, P(E) is the set of all subsets of the ensemble E. Let |X| denote the cardinality of the set X. The notation X = [x ij ] refers to a matrix whose element in the ith row and jth column in x ij .
III. MINIMUM DECODING DELAY PROBLEM FORMULATION
This section formulates the joint optimization problem over the set of transmitting devices and the transmitted packet combinations. Afterwards, for a fixed set of transmitting devices, the optimal packet combination they can encode is derived using a graph theory approach.
A. Problem Formulation
Let A = {a 1 , a 2 , · · · , a |A| } be the set of transmitting devices and let T (A) be the set of non-transmitting devices in interference. In other words, T (A) is the set of devices that can hear multiple transmissions from the set of transmitting devices A. The mathematical definition of this set is:
as the set of devices that are not in the transmitting range of any transmitting device in the set A. Formally this set is written as:
(1) Note that, due to the half-duplex nature of the physical wireless transmitters, if user i is a transmitting device i.e., i ∈ A, then it is not out of the transmission range of the transmitting devices, i.e., i / ∈ S(A). Define the opportunity
as the set of devices that can be targeted by device i and can decode a packet from the transmission.
Let M w be the set of devices having non-empty Wants set and let κ i (A) be the packet combination to be transmitted by device i ∈ A. Define τ i (κ i (A)) as the set of devices to whom the packet combination κ i , transmitted by device i when all devices in A are transmitting, is instantly decodable. Such set τ i (κ i (A)) is called, in this paper, the target set of device i.
The joint optimization problem over the set of transmitting devices and their packet combinations to reduce the decoding delay in partially connected D2D network is introduced in the following theorem: Theorem 1. The decoding delay reduction problem can be formulated as follow: max
Proof: The proof can be found in Appendix A of the technical report [18] . The maximization problem (2) is called, in this paper, the outer problem and the one in the constraint (3) is referred to as the inner problem. Finding the optimal solution to the joint optimization problem is difficult as its complexity is of order O(2 M (1+N ) M 4 N 2 ), where 2 M M 2 is the complexity of exhaustively solving (2) and 2 M N (M N ) 2 is the one of solving (3). Next subsection addresses the inner problem (3) for a fixed set of transmitting devices by showing that it is equivalent to a maximum weight clique in a well-defined graph.
B. Local IDNC Graph for Packet Generation
The IDNC graph is a tool introduced for the PMP model [19] to determine both all possible XOR-based coded combinations, and the devices that can instantly decode each of them. This subsection illustrates how the different devices can build similar local IDNC graphs that can generate coding combinations only from the packets it possesses, i.e., packets it has received in previous transmissions, and intended for devices in its transmission range. In this context, such graph is called the local IDNC graph.
To construct the local IDNC graph
An edge in E i connecting each vertices v kl and v mn is created if one of the two following conditions is true:
• l = n ⇒ Packet l is needed by both devices k and m. • l ∈ H m and n ∈ H k ⇒ The packet combination l ⊕ n is instantly decodable for both devices k and m. The following lemma characterizes the solution of the inner problem (3).
Lemma 1. The solution to the optimization problem (3) for device i ∈ A is the maximum weight clique in the local IDNC graph G i (A) in which the weight of each vertex
Proof: The proof can be found in Appendix B of the technical report [18] .
IV. COOPERATION WITHOUT INTERFERENCE
Due to the interdependence between the set of transmitting devices and transmitted packets, the variables are not separable. Fig. 1 presents a network and its associated feedback matrix.
Given the network configuration and the distribution of the lost/received packets, it is clear that only device 3 and device 5 can transmit a packet and ensure that it can be decoded by at least one device upon successful reception. When only device 3 sends, the optimal solution is to target device 4 with packet 1 or 3. When only device 5 sends, the optimal solution is to target both devices 6 and 7 with the packet combination 1 ⊕ 3. It can be easily shown that the optimal schedule is that both:
• device 3 targets device 2 with packet 2. • device 5 targets devices 6 and 7 with the combination 1 ⊕ 3.
This solution shows the high interdependence between the variables. In this section, the problem is relaxed by focusing on cooperation without interference. In other words, the cooperation between devices is allowed only when the transmitted signals are not interfering at the intended receivers, i.e., T (A) = ∅. Such limitation makes the problem more mathematically tractable by allowing the decoupling of variables.
A. Relaxed Problem Formulation
The constraint T (A) = ∅ limits the combinations of the transmitting devices. Let I be the set of possible combinations of devices that satisfy the constraint. This set can be expressed as follows:
(4) Note that (see proof of Theorem 2) the local IDNC graph of device i, when no interference is allowed, does not depend on the other transmitting devices, i.e., G i (A) = G i . As a consequence, both the packet combination and the set of targeted devices, when device i is transmitting, do not depend on the other transmitting devices, i.e., τ i (κ i (A)) = τ i (κ i ).
The following theorem introduces the formulation of the relaxed decoding delay reduction problem, in which interference between devices is prohibited: Theorem 2. The relaxed decoding delay reduction problem in an IDNC-based D2D network can be expressed as:
Proof: The proof can be found in Appendix C of the technical report [18] .
As shown in (5) and (6), the variables of the problem can be separated under the constraint T (A) = ∅. Clearly, the problem in (6) can be solved using the local IDNC graph illustrated in the previous section. Next subsection shows that the relaxed decoding delay reduction problem (5) can be optimally solved using a graph theoretic formulation.
B. Cooperation Graph
To solve the optimization problem (5), the paper first characterizes the set of feasible device combinations I. In general, two devices can transmit together if their coverage zones are mutually disjoint. Such combinations between the devices can be represented in a graph model called herein the cooperation graph.
The cooperation graph is constructed by creating a vertex v i for each device in the network. Two vertices v i and v j are connected by an edge if their coverage zone are disjoint. In other words, Vertices v i and v j ∈ V are connected by an edge in E if C i ∩ C j = ∅. The following theorem characterizes the optimal solution to the relaxed decoding delay reduction problem in IDNC-based D2D network:
The relaxed problem of minimizing the decoding delay in cooperative IDNC is equivalent to a maximum weight clique problem over the cooperation graph, in which the weight of each vertex v i is:
where κ * i is the solution to the maximum weight clique problem over the local IDNC graph of device i defined in (6) .
Proof: The proof can be found in Appendix D of the technical report [18] .
V. SIMULATIONS RESULTS
This section presents the simulation results comparing the decoding delay performance of the proposed scheme in the partially connected D2D system against both the conventional PMP system [19] and the solution proposed in [10] for fully connected networks. Users are randomly placed within a BS centric cell. The transmission range of users is chosen appropriately so as to achieve a given connectivity index C = |E|/M 2 , where E is the set of edges in the cooperation graph.
In these simulations, the decoding delay is computed over a large number of realizations, and the mean value is presented. Since the short range communications are more reliable than the base-station-to-device communications [9] , [10] , the D2D packet erasure probability P is set to be P = Q/2 where Q is the base-station-to-device packet erasure probability. The estimations of these erasure probabilities and the connectivity matrix C are assumed to be perfect in this paper. Fig. 2 depicts the comparison of the average decoding delay against the mean connectivity index C. It can clearly be seen that for a low connectivity index (C ≤ 0.3), the proposed partially connected approach largely outperforms the fully connected approach. This can be explained by the fact that, in such weakly connected scenarios, whereas only one device is transmitting at each time instant in the fully connected D2D algorithm, several devices are transmitting in the proposed algorithm. However, as the connectivity index increases, both algorithms perform similarly. Fig. 3 illustrates the average decoding delay versus the number of devices M . Again, it can be noted that, for a low connectivity index (as in Fig. 3.b) , the gap between the fully connected D2D and the partially connected D2D becomes more important as the number of devices increases. Fig. 4 plots the average decoding delay versus the packet erasure probability P . For a low connectivity index C and a high erasure probability P , e.g., Fig. 4 .b, the performance of the partially connected D2D is very close to the PMP one. This can be explained by the fact that in the simulations, the basestation-to-device erasure probability Q is fixed to be twice as large as the device-to-device erasure probability Q = 2P . For a small erasure probability, the different between the D2D and the PMP erasure is not significant. As P increases, Q increases twice as much, which explain that the D2D approaches the PMP performance.
For connectivity index C ≥ 0.3, the partially connected and the fully connected policies have the same performance as displayed in Fig. 2, Fig. 3.a, and Fig. 4 .a. This can be explained by the fact that at high connectivity, the set of devices that can transmit simultaneously, while respecting the non-interference constraint, reduces to a single device. Finally, it can be observed that the D2D approaches outperform the PMP method for connectivity index C ≥ 0.7. Note that, at low connectivity index, the D2D approach suffers from decoding delays due to devices out of the transmitting range and delays encountered by the transmitting devices, both not being experienced in the PMP scenario. As the connectivity index increases, these additional decoding delays decrease in the D2D scenario, which allows the better channel conditions in D2D communications to result in better performance as compared to the PMP approach.
VI. CONCLUSION
This paper considers the problem of reducing the broadcast decoding delay of wireless networks with instantly decodable network coding based device-to-device communications, wherein devices have limited transmission range. In this configuration, devices in the network help hasten the packet loss recovery of other devices in their transmission range, by sending network coded packets. To solve the delay minimization problem, the paper identifies the different probabilities of the expected decoding delay increments and use them to formulate the joint optimization problem over the set of transmitting devices and their packet combination. Since the general problem is complex, the paper focuses on the particular scenario that prohibits interference at any device in the network and provides a graph-theoretic solution for it. Through extensive simulations, the average decoding delay achieved by the proposed solution is compared to those resulting from the conventional PMP and the FC-D2D IDNC algorithms. Simulation results show that the proposed solution largely outperforms the FC-D2D for poorly connected networks. As a future research direction, the optimal solution to the general problem can be developed and simplified using the techniques presented in this paper.
