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Abstract
Crystallization is the central process of synthesizing materials across length scales,
with ubiquitous examples in synthetic, biogenic, and geologic environments. During
crystallization a continuum of patterns could emerge due to the interplay of growth
kinetics, material or solution chemistry, and crystallographic defects. In particular,
solidification of eutectic alloys, characterized by the proximity of their compositions
to a nonvariant point in the phase diagram, produces multi-phased micro- and nanos-
tructures with diverse morphologies. This spontaneous pattern formation lies among
the broader self-organization strategies that can be easily scaled to large areas, po-
tentially enabling higher throughput and lower cost than serial processes.
This dissertation sheds new light on non-classical pathways for eutectic crystal-
lization, perplexing characteristics that cannot be satisfactorily explained nor pre-
dicted by classical nucleation and growth models. The scope of this work entails a
platform combining advanced experimental techniques – precise synthesis along with
multiscale, three-dimensional, and time-resolved measurements – and computational
methods – computer vision and machine learning – for tracking eutectic formation at
temperature and their structural evolution under external stimuli. The first thrust
of this dissertation focuses on crystallization in the presence of chemical modifiers,
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and the second thrust on the emergence of two-phase metastable spirals and their
response in extreme environments.
Thrust one demonstrates cases in which the interaction of the modifier with the
growing crystal is either synergistic, illustrated in a case study of Al-Si and Al-
Ge eutectics, or antagonistic, shown in the growth of primary Si crystals. Thrust
two focuses on spiral growth in the Zn-Mg system, and their behavior at elevated
temperatures. These spirals are thermodynamically metastable, so their successful
synthesis requires steering the system down certain kinetic pathways on intermediate
time-scales. Collectively, our multi-modal characterization studies provide the nec-
essary benchmark data for simulations of complex self-organization patterns, thus








1.1 Crystallization-Mediated Synthesis of Materi-
als Across Scales
Materials design and crystal growth lie at the heart of all branches of natural sci-
ences, and indeed the development of a sustainable economy. Scalable design and
development of materials with enhanced or novel physiochemical properties have
and continue to build upon the progress of a wide range of technological applica-
tions, from structural metallic-based materials paving the path of human civilization
in the fields of energy conversion, construction, communication, health, and trans-
portation, to functional materials for emerging applications in health, energy, and
transportation.
Methods for creating materials across length scales include physical techniques
(e.g., spray-based [1] and spin-coating [2]), and chemical techniques (e.g., heat treat-
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ment [3] and electrochemical [4]). Crystallization (solidification) is among the most
studied phenomena for both fundamental and technological reasons. The advantage
of crystallization and other solution-based strategies for growth of materials lies in
their scalability in manufacturing in a wide range of areas – including pharmaceutical
and protein crystallization [5, 6], semiconductor and polymer processing [7, 8], single
crystal production [9], and process metallurgy [10] including additive manufacturing
[11, 12, 13].
Crystallization refers to the nucleation of a precursor phase in solution, and the
subsequent growth of the nuclei into an eventual ordered structure (detailed treat-
ment of crystallization is provided in Section 2.1). These structures could be hier-
archical in nature and composed of multiple phases (termed composites), which is
the focus of this dissertation and elaborated in the subsequent Chapters. This Sec-
tion aims to illustrate the centrality of crystallization in a diverse range of natural
sciences as evident from multiples lines of research. For example, the concept of nu-
cleation has been invoked to explain phenomena such as the formation of bacterial
appendages, initiation of divers’ decompression sickness and neuro-degenerative dis-
eases [14], earthquakes, volcano eruptions, and the formation clouds as well as black
holes [15]. The importance of nucleation is rooted in its description of the transition
from a stochastic regime dominated by thermal fluctuations to a deterministic regime
where growth occurs through an interplay of thermodynamic and kinetic control (as
expounded later).
In crystal growth, this description aims to disentangle the diverse set of pathways
by which crystals nucleate and grow from a parent solution in both synthetic and
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natural (e.g., biogenic and geologic) systems. Crystal growth is a pervasive phe-
nomenon not just in technological settings, but also in the environment - both in
the geochemical reservoirs in soil and in the atmosphere - and in biology - both in
the ’soft’ side and in organisms that produce mineralized tissues such as bones and
teeth in humans. At the intersection of biogenic and geologic systems, crystalliza-
tion plays a central role in the global carbon cycle: Coccolithophores, phytoplankton
whose blooms are visible as turquoise-colored patches in satellite images such as the
one in Fig. 1.1 (a), use carbon dioxide to grow and release carbon dioxide when they
create their array of calcium carbonate (calcite) shells shown in Fig. 1.1 (b). Car-
bonates in general are most important for what they represent, namely interactions
between biology and Earth over the past 220 million years [16, 17]. Calcite in par-
ticular constitutes the largest carbon source on the planet [16]. When carbon resides
within calcite, it is absent in the atmosphere as carbon dioxide that would otherwise
warm the world, as shown schematically in Fig. 1.1 (c). Understanding how calcium
carbonate turns into various minerals could help scientists control its formation to
keep carbon dioxide from getting into the atmosphere. In 2019, the nanoscale-level
three-dimensional (3D) structure of calcite shells on coccolithophores was revealed
by synchrotron X-ray techniques (X-ray nano-tomography, described and utilized
later in this dissertation) [18]. The technique is well-suited to image coccospheres
of 1–7 µm size and to determine the mass of individual coccoliths. Thanks to its
high resolution, this technique can access not only the thickness of coccoliths but all
morphological features of these calcareous plates even within a single coccosphere
[18].
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Figure 1.1: Crystallization and the global carbon cycle. (a) Bloom of coccol-
ithophores visible from space. (b) Scanning electron micrograph of a coccolithophore
showing the calcite crystals (coccolith plates) lying in specific locations. Figure
adapted from ref. [17]. (c) Coccolithophore carbon chemistry. Figure adapted from
ref. [16].
Crystal growth is also a central phenomenon in synthetic environments. Figure
1.2 shows recent (2015-2019) examples from literature of both inorganic (Fig. 1.2(a-
c)) and organic (Fig. 1.2(d)) crystals ranging in size from nano-, to meso-, and to
macro-scales. Fig. 1.2(a) displays highly anisotropic, shape-engineered gold (Au)
nanorods for distinct optical responses one nanocrystal at a time. The authors used
triangular templates to direct the assembly of Au nanorods along the edges of an equi-
lateral triangle, and these assemblies exhibit rotation- and polarization-dependent
hybridized optical response, which can be further modulated with geometrical sym-
metry breaking through variations in nanorod size, position, and orientation.
Figure 1.2(b) shows highly-branched nanowires that defy expectations based on
crystal symmetry in titanium dioxide (TiO2), a semiconducting oxide. The inset
displays that each branch of the nanowire occurs on a set of twin boundaries, an im-
portant class of grain boundaries along which two crystals share the same lattice sites
and intergrow through certain symmetry operations. Figure 1.2(c) shows the synthe-
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Figure 1.2: Crystal growth and assembly across. (a) An individual gold
nanorod. The structure demonstrates synthetic ability to create anisotropic, shape-
engineered nanocrystals. (b) Branched nanowire of rutile (TiO2). Branching occurs
on twin boundaries (inset). (c) Helical van der Waals crystals with discretized twist
in GeS. Inset (i) shows the twisting morphology across scale, and (ii) a schematic
illustration of twisting between successive layers. (d) Periodic pattern formation in
TPBi films. Molecular structure and the in situ optical microscopy of the crystal-
lization of a single crystalline grain are shown in the insets. Figures adapted from
from refs. [19, 20, 21, 22].
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sis of van der Waals structures with various twisting morphologies and topologies.
The ability to manipulate the twisting topology of van der Waals structures offers a
new degree of freedom for tailoring their electrical and optical properties. Using ger-
manium sulfied (GeS), a layered IV–VI monochalcogenide, the authors demonstrate
that the twisting topology can be tailored by controlling the radial size of the struc-
ture, and that these twisted crystals can be grown from nanoscale to mesoscale and
macroscale. These particular GeS van der Waals crystals exhibit discretized meso-
scopic twisting between the successive layers, as displayed schematically in sub-panel
(ii).
Pattern formation phenomena such as those described above are not limited to
only metallic and semi-metallic structures; numerous organic analogues have also
been reported. Figure 1.2(d) shows periodic pattern formation in 2,2′,2′′-(1,3,5-
benzinetriyl)-tris(1- phenyl-1-H-benzimidazole) (TPBi, chemical structure shown in
inset), a small-molecule organic semiconductor commonly used in organic light-
emitting devices (OLEDs). The authors reported a crystallization-mediated mech-
anism in which aligned, periodic surface structures form along the amorphous-to-
crystal transformation front during annealing of single-layer thin films of TPBi. The
periodicity of these micrometer-scale structures can be tuned from 800 nm to 2,400
nm by varying the film thickness and annealing temperature, and the structures
exhibit promising thermal stability as they occur with a transition to a crystalline
phase. Additionally, this pattern formation occurs directly in the active semiconduc-
tor and thus avoids the need for further processing steps, making this self-organizing
approach promising for the large-area fabrication of photonic devices and scattering
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layers in optoelectronics.
1.1.1 Crystallization of Multi-Phase Materials and Compos-
ites
Modern materials research is shifting focus toward the design of multiphase, multi-
component materials with enhanced physiochemical properties and/or multifunction-
ality. This shift is motivated, in part, by the desire to create materials for emerging
technological applications such as those in medicine and health, energy, and trans-
portation. As such, the conventional trial-and-error synthesis approaches become
very inefficient. Rational design of materials for these and other targeted applica-
tions requires a clear understanding of their formation mechanism, which then paves
the way for creating a plethora of desired morphologies and properties for specific
behavior and functions.
This dissertation focuses on crystallization pathway of eutectic composites from
multi-component environments. Eutectic crystallization naturally leads to phase-
separated solid patterns (thus a composite); a further treatment of eutectics, in-
cluding the classical theories of growth, are presented in Section 2.3. For the in-
troductory purpose of this Section, it suffices to state that eutectic composites are
promising materials for both structural and functional applications. For instance,
Fig. 1.3(a) shows directionally-solidified intermetallic Cr-Cr3Si eutectic which shows
improved fracture toughness for high-temperature structural applications. The re-
sults of long-term (1728 hours) annealing (bottom panel in the figure) shows the
”ductile-phase-toughened” in situ intermetallic composites possess a high thermal
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stability as they retain their microstructures without spheroidization, making these
structures suitable candidates for applications that require creep resistance at ele-
vated temperatures.
Figure 1.3(b) shows localized enhanced optical transmittance and absorption-
induced transparency (AIT) in the near-infrared and terahertz (THz) ranges using
templates from directionally-solidified metal-dielectric eutectics. This report was the
first experimental demonstration of AIT at THz frequencies. The eutectics were pre-
pared with starting compositions NaCl-LiF, followed by a series of etching and metal-
coating steps as demonstrated schematically in the figure. The resulting structures
are arrays of holey metallic films perforated with dielectric or polaritonic micropillars
filling or towering over the holes, such as those displayed in the micrograph in the
figure. In broader terms, this and other [23, 24, 25] studies suggest that directional
solidification of eutectics belongs to the inexpensive, scalable class of self-assembling
procedures to fabricate photonic structures and metamaterials. This serves as mo-
tivation for Part III of this dissertation (Chapters 7 and 8), where we uncover the
growth and thermal stability of two-phase spiral eutectics with the results estab-
lishing a potential pathway toward bottom-up synthesis of chiral materials with an
inter-phase spacing comparable to the wavelength of infrared light.
Eutectic semiconductor composites have shown promise also for use in hydro-
gen production via photoelectrochemical cells (PECs). While many PEC electrode
designs suffer from either poor stability or low energy conversion efficiency (thus
hindering commercialization), a eutectic system consisting of titanium dioxide and
strontium titanate (TiO2-SrTiO3) [28] as the active photoanode material for wa-
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Figure 1.3: Multiphase eutectic composites for structural and functional
applications. (a) Directionalldy-solidified intermetallic eutectic composites for
high-temperature structural applications. Optical micrographs show that the Cr-
Cr3Si eutectic has a high fracture toughness during long-term (1728 hours) annealing
at 1200 ◦C. (b) Micropillar Templates for Dielectric Filled Metal Arrays and Flexible
Metamaterials. Directionally-solidified KCl-LiF eutectics were used as templates for
creating holey metallic films perforated with dielectric or polaritonic micropillars that
show localized enhanced optical transmittance and absorption induced transparency
in the near-infrared or THz ranges. (c) TiO2-SrTiO3 eutectic composite-based PEC
cell. The schematic displays the principle of water splitting using this eutectic system
as the active photoanode in a PEC cell. Figures adapted from refs. [26, 27, 28].
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ter splitting, shown schematically in Fig. 1.3(c), performs competitively to other
state-of-the-art systems comprising TiO2 and SrTiO3. Among the advantages of this
eutectic multiphase composite are the low transport and recombination losses due to
its sharp interfacial contacts and high crystallinity. These structures also show strong
resistance to photocorrosion in aqueous electrolytes, as demonstrated by 30 hours of
stability testing under 600 mW
cm2
of solar irradiation to boost potential photocorrosion.
These few examples point to the abundance of potential of eutectic-based com-
posite materials for a variety of technological purposes. Accordingly, a detailed
understanding of the crystallization pathway used to synthesize these (perhaps hier-
archical) structures is key to realizing desired functionalities.
1.2 Rational Design Guided by Illuminating the
Mechanism of Crystallization
In crystallization-mediated synthesis of materials, a grand challenge revolves around
the interplay of free-energy landscapes (thermodynamics) and reaction dynamics (ki-
netics), as expounded in greater detail in Section 2.1. Given the structural diversity
of the building blocks involved, a predictive description must cross length- and time-
scales to connect molecular details with macroscopic behavior. Directly influencing
nanoscale assembly at solid-liquid interfaces are structures of solution and solids
(size, shape, and composition), as well as interactions among solid particles, growth
modifiers, or ions in confined regions of solution. The dynamic nature of the assem-
bly process – the movement of particles in solution – causes a continuous change
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of the local structure and corresponding forces, taking the particles from a regime
of long- to short-range interactions and, eventually, leading to particle-attachment
(growth) events along specific crystallographic directions.
A molecular-level understanding of both the free-energy landscape that dictates
the thermodynamically preferred route of the assembly process, and the dynamic
events such as particle diffusion and relaxation that influence whether such set
of thermodynamic preferences or, instead, kinetically-controlled pathways, ensue
could provide key insights into that question. Such an elementary step-level un-
derstanding of the interface-driven processes involved in crystallization and other
phase transformation-based methods of creating materials could be utilized to form
hierarchical structures with enhanced or novel physiochemical properties for the mo-
tivations that abound, from eutectics to semiconductors to biomimetic composites.
1.3 Dissertation Outline
This dissertation is organized into four main Parts. The remainder of the present Part
(Chapters 2, 3) serves to introduce the theoretical framework behind crystallization
science and eutectics, namely classical nucleation theory as well as the coupled growth
theories of eutectics. The development of these frameworks dates back to the mid-
1900s; the intention of this introduction is a survey of the key underlying concepts.
This Part also provides an overview of the morphological diversity of eutectics and
concludes by highlighting the innovations in experimental methodology used for the
experiments in this dissertation. Detailed experimental procedures are provided at
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the end of corresponding Chapters in Parts II and III.
Part II is divided into three Chapters (4-6), which explore the origins of mor-
phological and topological evolution of anisotropic Al-Ge and Al-Si eutectics as well
as primary Si crystals in the presence of small concentration of chemical modifiers.
Parts of these results are reported in references [29, 30]. The remainder will be
reported in forthcoming publications.
Part III is divided into two Chapters (7 and 8), which unearth the growth and
thermal response of two-phase spiral eutectics in the Zn-Mg. Part of these results is
reported in references [25], with the remainder in a forthcoming publication.
Part IV, composed of two Chapters (9 and 10), concludes this dissertation and
provides an outlook into potential future directions. A complete list of bibliography




The majority of technological materials are crystalline, from pharmaceuticals to semi-
conductors. Living systems exploit crystallization to produce biominerals such as
bones and teeth. The interplay between living systems and the environment often
takes place through crystal formation and dissolution. At this interface, oxygen in
the atmosphere is produced through iron reduction and oxidation reactions by mi-
crobes. The vast volume of carbonates in modern-day oceans are a product of the
relationship between biota and minerals dating back to one billion years ago. These
phenomena impact global seawater chemistry and the flux of CO2 into and out of
the atmosphere.
This Chapter provides an overview of the theoretical framework behind crys-
tallization science, beginning with the thermodynamic principles proposed by J.W.
Gibbs in the 1870s [31] which have come to be known as ”classical nucleation theory”
(CNT, Section 2.1). This view of nucleation has persisted for more than a century,
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but a number of discoveries since the end of the 20th century have revealed a richer,
more complex set of hierarchical nucleation pathways than classical predictions, for
instance those that involve transient crystalline or amorphous phases [20].
Despite this complexity which might initially seem chaotic, the pathways that
lead to nucleation can be described within a common context by a holistic framework
that is rooted in classical concepts, but which takes into account the coupled effects
of perturbations in free-energy landscapes (thermodynamics) and the impact of dy-
namical (kinetic) factors. This holistic framework lays a solid conceptual foundation
underneath all of the variety of crystallization processes that have been observed to
take place in different systems, and thus moves us closer toward a predictive model
of nucleation.
This Chapter also provides an overview of the relevant theories for the second
step of crystallization, i.e., growth. Given the focus of this dissertation on eutectic
composites, this discussion focuses on the coupled-growth theories of eutectics (Sec-
tion 2.3) and is divided into two main parts, beginning with the classical work of
Jackson and Hunt for ’regular’ eutectics developed in the 1960s, followed by the anal-
ysis of Kurz and Fisher for ’irregular’ eutectics in the 1980s. This Chapter concludes
by illustrating the various eutectic interface morphologies reported in the literature
(Section 2.4).
Before proceeding to the theoretical framework, it must be noted that the habit of
a crystal is given by its internal structure and the external growth conditions. Dur-
ing the crystallization process, small differences in concentration and temperature
are generated and, under the influence of gravity, these result in buoyancy-driven
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convection which in turn affects the mass and heat transfer. In diffusion-controlled
crystal growth and when supersaturation is high, the isoconcentration or isosuper-
saturation curves are not uniformly distributed around the growing crystal (“Berg
effect”). Interferometric measurements reveal that supersaturation is highest at cor-
ners and edges of the growing crystal [32]. Therefore, nucleation of new layers occurs
at the edges and corners of the crystal, and hopper growth becomes dominant. Hop-
per growth is characterized by the spreading of layers at the crystal surface and
laterally-moving steps. The results and growth modes presented in this dissertation,
including spiral formation, are not a manifestation of the Berg effect, given the rel-
atively low supersaturation levels considered. While a further analysis of the Berg
effect is beyond the present scope, examples of hopper growth due to the Berg effect
can be found in, e.g., refs. [33, 34].
2.1 Classical Nucleation Theory
Crystallization starts with nucleation, a phenomenon that J.W. Gibbs explained for
the first time in terms of thermodynamic principles in the 1870s [31]. Although Gibbs
was considering the formation of raindrops through the condensation of water from
humid air into droplets, the principles of what has come to be known as “classical
nucleation theory” (CNT) is applied to crystal formation through both experimental
and computational methods, e.g., refs. [35] and [36], respectively. Gibbs’ key insight
was that nucleation is not a spontaneous process even when the chemical poten-
tial change in producing the new phase is negative. Instead, there is a free-energy
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barrier ∆G that must be overcome before a nascent crystal nucleus can grow into
a macroscopic size. This barrier exists because the appearance of the solid phase
(nucleus) also creates a phase boundary with a surface tension, and although the
chemical potential drop associated with the transfer of ions, atoms, or molecules
from the solution to the solid nucleus contributes to a negative change in free energy,
the creation of the phase boundary contributes to a positive change.
In this perspective, homogeneous nucleation has a high thermodynamic energy
barrier ∆Ghom that originates from the high surface-to-volume ratio of the nucleus,
and has a contribution of a surface energy (capillary) term and a volume term: Given
the surface energy per area γs and the bulk energy per volume ∆Gv of a spherical






As Eq. 2.1 indicates, the positive change in ∆Ghom stemming from the creation
of the phase boundary scales with surface area, which dominates at small size due to
the r2 factor. Conversely, the negative change in ∆Ghom scales with volume, which
dominates at large size due to the r3 factor. These two competing effects imply that
nucleation is only possible because of the inherent thermal fluctuations in density
that raise the free energy locally, as it is impossible to move a system uphill in free
energy globally.
From the condition d[∆Ghom(r)]
dr
= 0, the critical radius, r∗ = −2γs
∆Gv
is derived. Only
the nuclei with r ≥ r∗ can spontaneously grow into larger particles (d[∆Ghom(r)]
dr
< 0)
whereas those with r < r∗ will dissolve in the solution.
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Figure 2.1 shows the possible nucleation pathways that can occur during crys-
tallization; Fig. 2.1(a) shows the the framework of CNT, namely the presence of
both an uphill free-energy barrier and a critical nucleus size. Figure 2.1(b) shows the
simultaneous occurrence of multiple crystalline clusters in the unstable supercooled
liquid. This scenario is often labeled as spinodal decomposition and, as the Figure
shows, transformation to the crystal proceeds in a barrierless fashion. Spinodal de-
composition does not pertain to this dissertation and its further analysis is beyond
the present scope.
Figure 2.1: Energetics of nucleation pathways. Plots of the free-energy change
as a function of nucleus size in (a) classical nucleation, (b) spinodal decomposition,
and (c) non-classical nucleation models. Schematic illustrations of each pathway is
also displayed. Figure adapted form ref. [37].
Within CNT, the rate of nucleation J depends exponentially on ∆Ghom, reflect-
ing the collective behavior of the system in exploring its possible configurations,
including those that are microscopically and transiently out of equilibrium. More-
over, J is also influenced by a second barrier Ea, which represents the activation
energy for atomistic processes, such as desolvation or binding, that limit the rate of
any chemical transformation independent of a free-energy barrier. Importantly, the
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exponential dependence of J on ∆G implies that even subtle relative variations in
free-energy barriers of nucleation for different phases such as in crystallization from
multi-component environments, as is the focus of this dissertation, could manifest in
large differences in nucleation rates.
CNT also comprises the theoretical framework for heterogeneous nucleation, that
is, nucleation that occurs on account of the presence of a foreign phase, grain bound-
aries, dislocations, or impurities. Nucleation in liquids occurs heterogeneously more
often than not, with a free energy barrier ∆Ghet that is often significantly lower than
that of homogeneous nucleation. Heterogeneous nucleation is customarily formu-
lated within the CNT framework in terms of geometric arguments [38]. Specifically,
∆Ghet = ∆Ghom · f(θ), where f(θ) ≤ 1 is the shape factor, a quantity that accounts
for the extent to which the crystalline nucleus wets the foreign surface. In other
words, the contact angle θ determines whether and how much it could be easier for
a critical nucleus to form in heterogeneously. Several factors could define the effec-
tiveness of nucleants in promoting heterogeneous nucleation. Indeed, the selection of
suitable nucleants, e.g., for commercial applications, remains an empirical exercise
[39].
For eutectic solidification, nucleation dynamics can play a key role on the estab-
lishment of the eutectic structure. The early theories of nucleation and growth of
eutectic alloys assume, either implicitly or explicitly, that the equilibrium relation-
ships between the phases hold from the onset of nucleation and thereafter [40]. These
theories also assume that when the eutectic liquid is undercooled to slightly below
the equilibrium eutectic temperature, a nucleation center promotes the growth of
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one of the phases in the form of a plate. As this plate grows, the liquid adjacent
to it becomes enriched in the second component and the second eutectic phase then
nucleates sympathetically on one side of the plate of the first phase, leading to a pro-
cess of edgewise growth and sidewise nucleation. These classical models of eutectic
nucleation are reviewed in ref. [40]. The pioneering work on eutectic nucleation in
Al–Si alloys by Crosley and Mondolfo [41], as well as several recent reports [42, 43],
have demonstrated that nucleation dynamics can vary widely depending on the com-
position of the alloy, resulting in widely different spatial evolution of the eutectic
phases.
2.2 Non-Classical Nucleation Pathways: A Brief
Overview
For more than a century, the view of nucleation was shaped largely by the basic
predictions of CNT – namely that the transition from liquid to solid occurs through
a single step with a free-energy barrier to nucleation, fluctuations take the system
over that barrier, and that the nucleation rate depends exponentially on that barrier.
However, the field of nucleation is undergoing somewhat of a renaissance as numer-
ous recent publications for last approximately 20 years have revealed more complex
processes at work [44, 45, 46, 20, 37]. These studies report many systems that do
not exhibit the simple process of sequential addition of monomeric species. Instead,
they report pathways of nucleation that are hierarchical, either involving the addition
of a more complex species, such as multi-ion complexes [47] and oligomers [48], or
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passing through transient metastable states, including dense liquids [49], amorphous
solids [50] and poorly crystalline polymorphs. In yet other systems, particularly
those exhibiting complex stoichiometry (e.g., calcium phosphates) or lattice struc-
ture (e.g., zeolites), nucleation is accompanied by chemical transformations that lead
to compositional evolution as the nucleus grows.
In non-classical pathways the energetics are somewhere in between the two ex-
tremes of high energy barrier in CNT and no barrier in spinodal decomposition
[51, 52]. In non-classical nucleation, unlike what is assumed in CNT, γ and ∆Gv are
not constant with respect to nucleus size. Rather, there are intermediate structures
with lower surface and/or bulk energy, which provide alternative pathways to cir-
cumvent the high energy barrier of homogeneous nucleation, as shown schematically
in Fig. 2.1(c).
The details of these processes are beyond the scope of this dissertation and can
be found in many excellent papers such as refs. [20, 46, 38, 37], among others. In
particular, the review article by J.J. De Yoreo et. al. [20] demonstrates the mounting
evidence for these non-classical pathways from both observational and computational
techniques. The more recent article by J.F. Lutsko [46] reports results from the
combination of recent advances in classical density functional theory with stochastic
process theory and rare event techniques to formulate a theoretical description of
nucleation, including crystallization, that can predict non-classical nucleation path-
ways based on no input other than the interaction potential of the particles making
up the system.
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2.3 Coupled Growth Theories for Eutectic Com-
posites
Thus far this Chapter has summarized the key conceptual framework underlying our
understanding of how materials begin to form, i.e., nucleation, which is mostly a
thermodynamic consideration. This Section aims to highlight the kinetics of growth
as they relate to eutectic composites. An important element of studying compos-
ite systems is describing interfaces, in this case solid-solid eutectic interfaces and
the solid-liquid crystallization interface. As outlined in Section 1.1, eutectics of-
ten exhibit outstanding electromechanical properties because their microstructures
act as natural or in situ composite material. A fundamental understanding of the
growth process allows tuning the eutectic structures to these and other technological
demands.
Away from equilibrium solids may crystallize into highly ordered eutectic pat-
terns. This pattern formation has been observed in organic [53, 54], metallic [55],
and semi-metallic [56]. The resulting eutectic morphologies are typically classified
into either ’regular’ or ’irregular,’ depending on whether the arrangement of lamellae
is periodic or not, respectively. Eutectic systems comprised of non-faceted compo-
nents, such as fully-metallic alloys, exhibit regularity; those systems that contain at
least one faceted phase, such as Si and other semiconductors, are irregular or degen-
erate. The irregular (non-periodic) arrangement of lamellae in the latter category
results from the directional covalent bonding of the faceted phase and its defect-
mediated growth mechanism [57, 58] that limits its growth to certain well-defined
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directions [59, 29]. Growth models of regular and irregular eutectics are provided
below. An overview of the morphological diversity of eutectic systems, both regular
and irregular, is presented in Section 2.4.
2.3.1 Jackson-Hunt Model for Regular Eutectics
In 1966 Jackson and Hunt provided the first model of regular eutectic growth [55]. In
this analysis of a binary system, they approximated the interface shape as planar and
assumed (i) equal undercooling of both solid phases growing in a coupled mode from
a melt of eutectic composition, as shown schematically in Fig. 2.2, and (ii) isothermal
solid-liquid front. The α phase rejects B solute, and the β phase rejects A solute.
This process results in the increase of solute concentration in the liquid ahead of the
solid α and β phases and hence to lateral diffusive transport of solute through the
liquid. This is also why growth of eutectics is often referred to as ”coupled growth.”
By solving the diffusion problem due to composition gradients of A and B at the
solid-liquid interface during eutectic growth, Jackson and Hunt found the following
relationship between the total undercooling ∆T of the eutectic front which is the
thermodynamic driving force required to drive the growth front at rate V with an
interphase spacing λ,





The first terms in Eq. 2.2 is the solutal undercooling relating to the solute
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Figure 2.2: Coupled growth of a regular eutectic. A schematic diagram of the
coupled-growth of α- and β- lamellae during the eutectic reaction. Figure adapted
from ref. [60].
distribution field, i.e., associated with the solute composition departure from the
eutectic composition. The second term is the capillary undercooling associated with
the curvature at the solid-liquid interface. Kinetic undercooling is negligible for
metallic eutectics. In one dimension, curvature scales with 1
λ
. Assuming the so-called
“extremum criterion,” wherein the eutectic growth grows at minimum undercooling,












λext∆T = 2Kr (2.3c)
Equations 2.3a-2.3c can be used when the undercooling or growth velocity is set.
These equations also provide key intuition into ways of tuning some properties of
eutectic crystals by modifying only the growth conditions of a fixed alloy chemistry.
For instance, under steady-state growth, Eq. 2.3a implies that fast rates of heat
removal (high V ∗) leads to small inter-phase spacing λ and vice versa. Indeed, the
inter-phase spacing can be tuned over a wide range, from tens of nanometers to
hundreds of microns, for the same material system by changing only the growth
conditions (velocity and undercooling).
2.3.2 Kurz-Fisher Model for Irregular Eutectics
Irregular eutectics may have a mean interphase spacing that is much larger than
the extremum value λext derived above. This increase in interphase spacing can be
rationalized by the branching of the faceted lamellae as the growth is localized to
certain well-defined directions [53].
In 1980 Kurz and Fisher provided the first model of irregular eutectic growth
[53]. From their consideration of an organic irregular system, they deduced that the
growth front is non-isothermal, and that the faceted and non-faceted phases have
unequal undercoolings. As shown schematically in Fig. 2.3, they observed that the
faceted phase has a lower undercooling and therefore extends deeper into the melt.
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Figure 2.3: Coupled growth of an irregular eutectic. Growth of an irregular
eutectic, where the diffuse α phase can grow easily while the faceted β phase is more
sluggish. Figure adapted from ref. [53].
2.3.3 Competitive Growth Principle
A eutectic reaction is the direct transformation of the liquid into two or more solid
phases, L → α + β + ... . Eutectic crystals have two or more chemical components
for which a liquid and two or more solid phases coexist in equilibrium at the eutectic
temperature and composition, TE and CE, respectively. However, metastable phases
which are not predicted from equilibrium thermodynamics may still appear in al-
loys. This bifurcation in the crystallization pathway is commonly referred to as the
competitive growth principle. According to this principle, crystallization at a given
velocity produces the growth form with the lowest undercooling (i.e., highest inter-
facial temperature), rationalizing the observation of metastable phenomena such as
the formation of dendritic Al in Al-Si eutectics [61] and, as will be shown in Chap-
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ter 7, metastable spiral eutectics in Zn-Mg alloys [25]. We note that solidification
could also entail a competition in nucleation processes, e.g., stable and metastable
solidification pathways in cast iron [62].
The competitive growth of dendrites and eutectics gives rise to what has come
to be known as the “coupled zone,” which represents the range of growth conditions
(e.g.,, alloy composition, growth rate) within which the structure is wholly eutec-
tic. In regular eutectic systems the coupled zone is symmetric about the eutectic
composition; in irregular eutectic systems the coupled zone is skewed towards the
faceted phase. The skewness can be rationalized by the more sluggish kinetics of the
faceted phase relative to the non-faceted one, and the resulting need for an under-
cooling that increases faster with velocity [60]. In directional solidification, wherein
crystallization occurs at a constant velocity V in a decoupled unidirectional thermal
gradient G, the coupled zone is sensitive to G: At high G, the solutal undercooling is
suppressed, so dendrites are less likely to grow below the eutectic temperature. For
this reason, the coupled zone broadens with increasing G.
2.4 Morphological Diversity and Technological Promise
of Eutectic Composites
During solidification of a eutectic melt, the liquid phase-separates into two distinct
solid phases α and β. The simultaneously solidifying phases organize into motifs
consisting of alternating layers with diverse morphologies. Beyond the simpler lamel-
lar and rod-like morphologies, more unique and complex structures such as spirals,
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nodular, and split-ring resonators have also been observed.
Figure 2.4: Diversity of eutectic interface morphologies. Regular Al-Au
eutectic observed in a longitudinal section. Irregular Al-Si eutectic observed in a
transverse section. Spiral Zn-MgZn2 eutectic observed in a transverse section. Fig-
ures adapted from refs. [60, 63].
Figure 2.4 shows three representative eutectic morphologies. The fully-metallic
Al-Au system is comprised of highly periodic, parallel lamellae. For this reason,
metallic systems are fully isotropic. In contrast, the Al-Si system displays highly
non-periodic arrangement of lamellae because the Si phase is faceted and hence has
a highly anisotropic growth behavior. The Zn-Mg system shows spirals; the spiral
eutectics are made of metallic Zn and intermetallic MgZn2 [64, 65, 25]. The spiral
morphology is explored exclusively in Part III (Chapters 7, 8) of this dissertation.
Broadly, the morphology of the eutectic interfaces is governed by the confluence
of anisotropy (i.e., faceting) and the volume fraction of the two phases. Materials
for which ∆Sm
R
> 2, where ∆Sm is the entropy of fusion and R is the ideal gas
constant, usually have a large anisotropy in solid-liquid interfacial energy and are
therefore faceted (the ratio ∆Sm
R
is commonly referred to as the Jackson α-factor).
Conversely, materials with the Jackson α factor of less than 2 are non-faceted. The
28
various combinations of materials lead to different morphologies for the α−β eutectic.
Figure 2.5 provides a schematic illustration of the eutectic interface morphologies for
a binary eutectic α− β where at least one of the phases (here α) is non-faceted.
Figure 2.5: Classification of eutectic interface morphologies. Eutectic in-
terface morphologies that can be obtained when the α phase is non-faceted and the
β phase is either non-faceted (left) or faceted (right). This is shown for two volume
fractions of the β phase. The eutectic is growing in a thermal gradient perpendicular
to the page. Figure from ref. [60].
Eutectic crystallization stands out as a self-assembly - hence bottom-up and scal-
able - procedure to fabricate composite structures and, in the future, metamaterials.
Eutectic systems such as Al-Si are the predominant alloys used in light-weight appli-
cations such as automotive and aerospace due to their low density, good castability,
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low cost, and favorable mechanical properties (ductility and strength). Other metal-
dielectric systems could also find use in metamaterial applications, which require one
phase of the system to have a metallic character. Part II of this dissertation focuses





This Chapter provides an overview of the major experimental techniques used for
most of the work reported in this dissertation. Detailed experimental procedures are
provided at the end of the respective chapters for each project in Parts II and III
(Chapters 4-8).
3.1 Crystallographic Texture Analysis via Elec-
tron Backscatter Diffraction
The macroscale properties of many crystalline solids, including minerals, ceramics,
semiconductors, superconductors, and metals, depend very strongly on the arrange-
ment of the atomic planes of their component units inside a volume of the crystal
relative to a fixed frame. Electron backscatter diffraction (EBSD) allows peering
into the crystallographic orientation of crystalline solids, for instance characterizing
31
the grain misorientation and the network of grain boundaries. The use of EBSD
to measure grain-specific orientations and misorientations was first recorded in the
mid-1980s [66].
Grain boundaries are classified according to the misorientation of neighboring
grains and the inclination of the grain boundary plane [67, 68, 69]. Misorientation
encompasses both the angle and axis of rotation that would bring the two grains
in overlap, as shown schematically in Fig. 3.1(a). In orientation mapping misori-
entation is recognized by the orientation difference, above a preset threshold level,
between pixels. Orientation mapping with EBSD for grain boundary-related investi-
gations offers the advantage of obtaining directly the misorientation between grains.
The main shortfall of the misorientation approach to boundary structure is that
only three of the five macroscopic degrees of freedom required to describe a bound-
ary and and the geometry of an interface are supplied. The remaining two degrees
of freedom denote the crystallographic orientation of the boundary plane, as shown
schematically in Fig. 3.1(b), which are not readily available from EBSD data ac-
quired from either side of a boundary because the location of the boundary surface
within the opaque material is not revealed from the position of its trace on a single
section through the specimen. Additional steps such as calibrated serial sectioning
are required to ascertain the position of the boundary plane.
The coincidence site lattice (CSL) distribution is a popular analysis tool for
grain boundaries using grain boundary misorientation statistics (angle and axis pair).
CSLs arise due to overlapping lattices at the interface of two grains, such as twin
boundaries (e.g., red line in 3.1(a)). In the CSL model grain boundaries are cate-
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Figure 3.1: Characterization of grain boundaries. (a) Atomic-scale schematic
of a twin boundary (red line). (b) Macroscopic view of a twin boundary (orange
plane). Figures adapted from refs. [70, 71].
gorized according to the reciprocal density of coinciding lattice sites, Σ. Schematic
examples of Σ3 and Σ5 boundaries are shown in Figs. 3.2(a,b), respectively: Σ3
boundary is a 60◦ rotation about the < 111 > direction, and Σ5 boundary is a 36.9◦
rotation about the < 100 > direction.
3.1.1 Conventional Two-Dimensional (2D) EBSD
In typical EBSD experiments, performed in a scanning electron microscope, a beam
of electrons is directed at a point of interest on a tilted crystalline sample. The atoms
in the sample cause an inelastic scattering of a fraction of the incoming electrons (i.e.,
a small loss of their kinetic energy) to form a divergent source of electrons close to
the surface of the sample. Some of these electrons are incident on atomic planes at
angles that satisfy the Bragg equation nλ = 2dsinθ, where n is the order of diffraction
(typically only the first order is considered), λ the wavelength of the electrons, d the
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Figure 3.2: Schematic illustration of CSL boundaries. (a) Σ3 grain bound-
ary. (b) Σ5 grain boundary. Blue and red circles denote lattice grains A and B,
respectively; CSLs of A and B are shown with empty black circles. Figures adapted
from ref. [72].
spacing of the diffracting plane (i.e., the interplanar spacing), and θ the angle of
incidence of the electrons on the diffracting plane. The diffracted electrons then
form a set of paired large-angle cones that correspond to each diffracting plane. The
image produced on the phosphor screen contains characteristic Kikuchi bands which
are formed where the regions of enhanced electron intensity intersect the screen. The
Kikuchi diffraction patterns are then indexed by comparing them to a dictionary of
such patterns, and the result of this indexing is often displayed by inverse pole figure
(IPF) orientation maps that use a basic RGB coloring scheme. For example, for cubic
crystals full red, green, and blue are assigned to grains whose < 100 >, < 110 >,
and < 111 > axes, respectively, are parallel to the projection direction of the IPF
(typically, the surface-normal direction). Intermediate orientations are colored by an
RGB mixture of the primary components.
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3.1.2 Three-Dimensional (3D) EBSD
EBSD-based orientation microscopy is, by its nature, a 2-dimensional technique that
reveals the crystallographic texture close to the surface of the sample. By combining
this technique with successive serial sectioning in a dual-beam focused ion beam and
scanning electron microscope (FIB-SEM), as shown schematically in Fig. 3.3(a),
a 3D approach is developed. Although this technique is destructive, it provides
a quantitative measure of the crystallographic texture of a volume of a sample by
performing orientation analysis of individual slices, as displayed schematically in Fig.
3.3(b).
Figure 3.3: chematic illustration of 3D EBSD experimental setup in a
dual-beam SEM-FIB. (a) Sample is placed in the field-of-view of both the SEM
and FIB beam paths. (b) Illustration of orientation mapping of the serial-sectioned
slices. Figure adapted from [72].
3.2 Synthesis via Directional Solidification
Directional solidification (DS) is a well-known technique in the field of materials
science that, by decoupling the solidification parameters into two independently-
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tunable parameters - namely a thermal gradient G and interface velocity V , can
cause instabilities in pattern-forming systems such as dendritic and eutectic solidifi-
cation. Many exmaples of morphological control of steady-state patterns formed at
the crystal-melt interface have been reported [58, 73, 74]. For instance, for the the
transparent organic crystal succinonitrile (SCN) doped with the laser dye coumarin,
it has been shown that, under rapid solidification, the smooth solid– liquid interface
becomes unstable and transforms to a pattern of shallow cells, deep cells, or an array
of dendrites with sidebranch structure [74].
The Bridgman–Stockbarger method is a DS technique that allows solidification
at constant V in a decoupled G. The Bridgman configuration allows controlling the
rate of solidification, which in turn controls the characteristic interphase spacing λ,
according to Eqs. 2.2-2.3. As stated earlier (Section 2.4), the ability of tuning the
length-scale λ of (periodic) eutectic structures enables adjusting the wavelengths of
light that an optically-active eutectic material interacts with.
Figure 3.4 shows an annotated picture of the three-zone Bridgman furnace used in
the synthesis of some of the work reported later in this dissertation (spiral eutectics,
Chapter 7). In this setup, the sample is placed inside a crucible (typically made of
boron nitride) sitting atop a crucible holder. The crucible holder itself is mounted on
a support rod that is moved down via the controller unit for sample loading and un-
loading, and moved up for directional solidification experiments. When the support
rod is fully up, the sample is stationary inside the processing tube passing through
the heating zones. The furnace is equipped with three individually controlled heating
modules which allows each heating zone to be operated at distinct temperatures T1,
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T2, and T3. Assuming a positive thermal gradient G, the temperature of the top
zone T1 is higher than that of the bottom zone T3. The processing tube is made
of high-purity alumina, a ceramic material that helps reduce thermal shock during
operation at elevated thermal gradients. The furnace allows growing ingots up to
one-inch diameter.
A typical DS synthesis involves heating a stationary (fixed in the laboratory
frame) material above its melting point, followed by imposing a fixed G via indepen-
dently programming the temperature-time profile of the furnace zones; the furnace
zones move up across the height of the sample at a fixed V that can be adjusted by
the user. The sample then experiences this motor-driven temperature gradient and
thus solidifies into a pattern that can be tuned by adjusting G and V .
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Figure 3.4: Photo of the Bridgman furnace used in this dissertation. The
equipment consists of three heating zones, which can be controlled independently
to impose a range of thermal gradients. The controller at right allows tuning the
velocity of the moving heating zones and their temperature.
38
3.3 Morphological Observation via Three-Dimensional
X-Ray Nano-Tomography
3.3.1 Principles of X-Ray Transmission Microscopy (TXM)
X-ray microscopy (XRM) enables non-destructive 3D investigation of a variety of
materials across length-scales. Driven by the development of advanced X-ray optics
such as Fresnel zone platee, nanoscale XRM, with a resolution of tens of nanometers,
has been implemented at synchrotron radiation sources. More recently, lab-scale in-
struments have also been developed; the resolution achieved by these sources can
often compete with that achieved by synchrotron facilities. The most common way
of producing magnified full-field images of an object on the detector is to use Fresnel
zone plates (FZPs) as the high-resolution objective. Figure 3.5 shows a wide range of
attenuation and phase contrast imaging techniques with sub-micron spatial resolu-
tion; ref. [75] provides an excellent review of the status, capabilities, and limitations
of high-resolution imaging of both synchrotron and laboratory X-ray systems and
considers future developments.
Sub-micron X-ray tomography, commonly referred to as X-ray nano-tomography
(nTXM), stands out as a technique for 3D imaging of nanoscale features in metallic
samples. Sub-50 nm resolution nTXM capability has been demonstrated recently
based on FZPs using both laboratory and synchrotron X-rays. Part of this disserta-
tion research, Chapters 7 and 8, harnesses these new developments in nTXM, using
laboratory and synchrotron X-ray sources, respectively. Optical schematic of a lab-
scale nTXM setup is shown in Fig. 3.6(a). This instrument focuses a high-brightness
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Figure 3.5: Schematic summary of a wide range of attenuation and phase
contrast imaging techniques extending in resolution below the micron
mark. The highest resolution systems currently available are limited by FZP tech-
nology. Current capabilities are marked with points, and potential for further devel-
opments are indicated with colored regions. Calculated resolutions are shown with
open symbols, measured ones with filled symbols of the appropriate color, circles
correspond to synchrotrons and squares to lab sources. Figure adapted from ref.
[75].
X-ray source onto the sample by a high-efficiency capillary condenser. The trans-
mitted beam then passes through a Fresnel zone plate to form a magnified image
of the sample on the detector. Optionally, an optical phase ring can be placed in
this path as shown in the schematic to achieve Zernike phase contract, which would
aid visualizing features with low-absorbing or low-absorption-difference phases. The
continuous rotation of the sample over a range of angles during the acquisition of
projections enables a 3D tomographic reconstruction of the dataset. Due to the
low-flux of the labscale nTXM instruments, their 3D data acquisition times are on
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the time scale of hours. At the high-flux sources of synchrotron facilities, a full 3-D
tomography data set can be acquired in one minute.
Figure 3.6: Optical setup and typical sample used in X-ray nano-
tomography. (a) Optical setup schematic courtesy of Zeiss. (b) Micropillar sample
prepared by plasma FIB (PFIB) for X-ray nano-tomography experiments. Inset in
(b) shows a top-view of the region of interest before ablating its neighborhood with
the PFIB.
3.3.2 Overview of Recent In Situ nTXM Capabilities
In 2018, the Full-field X-ray Imaging beamline at National Synchrotron Light Source-
II in Brookhaven National Laboratory presented a demonstration of one-minute
nTXM with sub-50 nm spatial resolution [76]. This achievement was made possible
with an in-house designed and commissioned TXM instrument at the beamline, and
it represents an order of magnitude decrease in the time required for studying sam-
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ple dynamics with tens of nanometer spatial resolution. More recently, in fall 2019,
the beamline designed and fabricated a compact high-temperature furnace optimized
for in situ experiments with transmission X-ray microscope. The furnace has high
temperature stability and minimal heat footprint to the ambient environment that
are critical to high-quality experiments. This recent beamline addition provides an
unprecedented opportunity to probe dynamic events such as phase transformations
at high spatial and temporal resolutions.
3.3.3 Sample Preparation Using Plasma Focused Ion Beam
Typical X-ray energies in nTXM are around 8-10 keV, so it is imperative that the
sample is sufficiently thin (typically around 30-50 µm for metallic samples). In order
to prepare high-symmetry samples of this in this range of thickness for metallic
systems, a focused ion beam can be used to prepare micropillars which will then be
imaged along their height. Continuous rotation of this cylindrical-shaped samples
during the acquisition of projections would facilitate the reconstruction of the dataset
(i.e., uniform center for the 2D cross-section slices). An example of a micropillar of
a Zn-Mg alloy, used for the work reported in Chapter 7, is shown in Fig. 3.6(b). The
micropillar was prepared with a Xe plasma FIB (PFIB, Thermo Fisher Helios G4
PFIB UXe), which has higher throughput and milling rate than conventional Ga-ion
FIB sources.
In a typical micropillar preparation routine, the bulk, directionally-solidified sam-
ple (1 mm diameter) is first mechanically ground and polished to a sharp, wedge
geometry (tip thickness approximately 300-400 µm). The sharpened sample is then
42
inserted into the PFIB chamber, and a region-of-interest (ROI) is identified. The
ROI is then positioned at the center of two concentric circle patterns of desired
depth defining the milling geometry. The sample is milled with circle patterns of
progressively smaller outer and inner diameters until a desired diameter and depth
are achieved.
3.4 Dislocation Analysis via Electron Microscopy
Dislocations are extended line defects that play crucial roles in both the mechanical
response and growth of crystalline structures [77]. They may also strongly influence
the electronic properties of semiconductors because they act as scattering centers for
charge carriers or as non-radiative recombination centers in light-emitting devices
and solar cells. Typically dislocations are studied in relation to the mechanical
properties of materials since they allow plastic deformation to occur at lower applied
stresses by permitting the glide of one entire crystal plane over the one below it
in a discrete, rather than coherent, way. The role of dislocations in mechanical
response of crystals are comparatively well-understood. For instance, the motion,
multiplication, and interaction of dislocations cause strain hardening, a common
phenomenon in which continued deformation increases the strength of a crystal.
Furthermore, dislocations control the strength and ductility of crystals. What is
less commonly appreciated is that dislocations are also important for crystal growth.
For instance, screw dislocations offer non-vanishing growth steps on the otherwise
flat surface allowing the growth to advance in a spiral manner without the need for
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nucleation of a new layer [78].
Evidently, the characterization of dislocations is of significant interest to under-
stand material properties and crystal formation processes. This Section provides a
brief introduction to the concept of dislocations followed by experimental analysis of
dislocations by electron microscopy.
3.4.1 Dislocations in Crystals
The atoms in a crystal containing dislocations are displaced from their perfect lattice
sites, and the resulting distortion produces a stress field in the crystal around the
dislocation. Dislocations are therefore sources of internal stress in crystals. There
are two basic extreme types of dislocations, edge and screw, that can occur. Often
dislocations in crystalline solids are a hybrid of the edge and screw forms.
Broadly, a dislocation is the boundary between the deformed and undeformed
regions in a crystalline structure. In this sense, the dislocation line represents the
slip front of the propagation of a dislocation (a line defect). The Burgers vector,
which is commonly used to define dislocations in crystals, represents the length
and direction of the slip. The magnitude of the Burgers vector is a characteristic
discontinuity of the displacement the the dislocation has caused. To find the Burgers
vector, an atom-to-atom circuit is drawn around the suspected dislocation until the
starting point is reached again. Each step of the circuit is associated with a step in
a perfect, dislocation-free crystal of the same structure. If the circuit fails to close,
then it must enclose one or more dislocations, and the vector needed to complete this
circuit is the Burgers vector of the dislocation. In other words, the Burgers vector is
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Figure 3.7: Schematic representation of edge and screw dislocations. (a)
Edge dislocation. (b) Screw dislocation. Filled circles denote the crystal lattice, b is
the Burgers vector, pink area and blue line illustrate the slip plane and dislocation
line, respectively, and the purple paths are the Burgers circuits. Figure adapted from
ref. [79].
the closure failure of a Burgers circuit around the dislocation.
Figure 3.7 shows a schematic representation of the Burgers analysis. The dis-
tinction between the two extreme cases of dislocations, edge and screw, is related to
the relative orientation between the Burgers vector and dislocation line. When the
Burgers vector is perpendicular, parallel or arbitrarily oriented with respect to the
dislocation line, the corresponding dislocation is of edge, screw or mixed character,
respectively. Figure 3.7(a) shows that, in edge dislocations, an extra half-plane of
atoms is introduced into the crystal lattice. This extra half-plane of atoms causes
the region above it to be in compression and the region below to be in tension, so
the inter-atomic bonds are significantly distorted in the immediate vicinity of the
dislocation line. Figure 3.7(b) shows that screw dislocations can be visualized as a
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cutting a crystal along a plane and slipping one half across the other by a Burgers
vector.
The Burgers vector b of dislocations can be determined on the basis of the g·b = n
criterion in a transmission electron microscope (TEM) by setting up different two-
beam diffraction conditions with an imaging vector g. Based on the reciprocity theo-
rem in optics by which an electron source and a detector can be reversely arranged to
obtain the same image intensity, scanning transmission electron microscopy (STEM)
can also be applied for defect characterization. However, STEM has been less fre-
quently used up to now because, historically, the specimen orientation could not be
precisely controlled due to the lack of cameras to acquire on-axis transmission elec-
tron diffraction patterns and double-tilt TEM specimen holders that are necessary to
orient specimens in a two-beam condition. These accessories have become available
more recently. In STEM, owing to the use of transmitted electron beams, one can
obtain bright-field images similar to those in TEM. This similarity is proved by the
reciprocity theorem in optics, and diffraction contrast images of dislocations, phase
contrast of lattice images, and structure images in TEM are similarly observed in
STEM. This Section concludes by highlighting sample considerations for dislocation
analysis (both g · b in TEM and direct visualization in STEM). The recent devel-
opments of aberration correctors in has led to a dramatic improvement in spatial
resolution in STEM for imaging dislocations at atomic resolution.
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Figure 3.8: Illustration of lift-out sample preparation. The region of interest
is indicted by the white arrow in the first image.
3.4.2 Lift-Out Sample Preparation
Precise, site-specific preparation of S/TEM samples is afforded by a series of steps,
denoted collectively as ”lift-out” in the following, in a dual-beam FIB-SEM. FIB
enables deposition and ablation of materials, and SEM enables monitoring of the
steps. At a broad level, the lift-out procedure consists of seven major steps: (1)
Deposition of a protective layer of Pt on the region of interest (ROI) in a bulk
sample, (2) Bulk-out cut around the ROI, (3) J-shaped of the ROI from the bulk
sample, (4) Lift-out of the freed ROI, (5) Mounting on the TEM grid, (6) Thinning,
and (7) Cleaning. A step-by-step guide of a typical lift-out experiment is shown in
Fig. 3.8. The starting cross-sectional region is typically around 1.5 µm. Target final
thickness is 60-100 nm (depending on the concentration of ’heavy’ elements in the
sample), with minimal amorphous material for high resolution imaging. Total time
for the lift-out process is 1-4 hours depending on skill level.
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Figure 3.9: Relationship between Bragg diffraction and lattice images.
The schematic shows that satisfying the Bragg conditions leads to diffraction contrast
observed during TEM imaging. Figure adapted from ref. [80].
3.4.3 Two-Beam TEM Imaging
Obtaining lattice fringes in TEM requires an interference between the direct and
Bragg-diffracted waves from a crystalline specimen. Electron diffraction occurs when
an electron wave is incident on a crystalline specimen; the diffracted waves exit from
the crystal with an angle of 2θhkl, according to the Bragg formula 2dhhklsinθ = nλ,
where d is the lattice spacing, the integers h, k, l are the Miller indices in crystallog-
raphy, θ is the glancing angle, n is the order of diffraction, and λ is the wavelength
of the incident wave. Bragg’s law provides a scalar description of diffraction, and is
shown schematically in Fig. 3.9.
In a TEM, electron diffraction can be obtained by converging the incident beam
to a spot on sample, or from a selected area of the sample using parallel beam. This
technique provides crystallographic information of, e.g., crystal structure, orienta-
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tion, strain, and defects including dislocations, through a local modulation of the
amplitude and phase of primary and diffracted beams. Diffraction maxima (spots)
occur only when Bragg’s condition is satisfied (constructive interference).
Bragg’s law is an algebraic description of diffraction in real-space. Rearrange-




, shows that distance and angle have a reciprocal
relation. The ’reciprocal lattice’ construction and Ewald’s sphere constitute a useful
way of visualizing dislocations. The Ewald construction integrates the scalar (Bragg)
and vector (Miller index) description of diffraction. This integration demonstrates
the diffraction relationship in reciprocal lattice, and it provides a visual way to un-
derstand which lattice points are in diffraction condition. The Ewald sphere has a
radius of 1
λ
and is centered at the crystalline specimen, as sketched in Fig. 3.10(a).
As the Figure shows, for a diffraction point in reciprocal space to be in diffraction
condition, it must lie on the surface of the sphere. An axial incidence of electrons
to the crystal does not realize the exact Bragg condition because of curvature of the
Ewald sphere.
In the diagrams in Fig. 3.10(a), the electron beam comes from the left. The
unscattered (direct) beam passes through the crystal, and the point where it reaches
the sphere surface is the origin of reciprocal space. The electron diffraction pattern
is the 2D projection of the reciprocal lattice of a crystal that intersects with Ewald’s
sphere, as shown in Fig. 3.10(b). The angle between the incident and diffracted
beams is 2θ, and the vector connecting the origin of the reciprocal space and the
diffraction point is the diffraction vector g. The length of g is the reciprocal of the
spacing between the planes (1
d
); by construction, g is perpendicular to the planes that
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Figure 3.10: Schematic illustration of diffraction in reciprocal space using
the Ewald. (a) Ewald and reciprocal spheres. (b,c) Condition for diffraction as
explained in the text. Figures adapted from ref. [80].
originate diffraction in Bragg’s law. The reciprocal space is the map of diffraction
pattern, displayed in Fig. 3.10(c), where only the diffraction points that lie on the
surface of the Ewald sphere meet the diffraction condition.
When some Bragg-diffracted waves are incorporated into an objective lens in a
TEM, the wave converges on the image plane. Near the image plane interference
fringes form with the direct beam and the selected Bragg-diffracted waves. This
phenomenon gives rise to the diffraction contrast that lies at the heart of imaging
in TEM, which can then be used to study defects, grain boundaries, strain field,
precipitates.
The diffraction contrast depends on several parameters, including (1) Excitation
error: Is the Bragg condition met exactly (dynamic case, Fig. 3.11(a)) or approxi-
mately (kinematic case, Fig. 3.11(b))? (2) The diffraction condition: Is the Bragg
condition met for many diffraction vectors g, e.g.,, Fig. 3.12(a), two, e.g.,, Fig.
3.12(b), or none? (3) Imaging mode: Is the primary beam used for imaging (bright
field) or diffracted beam (dark field)?
Dislocation analysis with TEM is mediated by the two-beam condition, namely
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Figure 3.11: Excitation error in diffraction-contrast TEM imaging. Dark-
field weak-beam can offer very high resolution, but needs long exposure time and
stable instruments. Figure adapted from ref. [81].
by imaging the same dislocation with different g and observing the contrast. For this
reason, a double-tilt TEM specimen holder must be used. Dislocations are invisible
(or have a very weak contrast) if g · b = 0, the so-called ”invisibility criterion.” In
two-beam experiments, dislocations are perceived with the greatest contrast when g
and b are parallel. A schematic illustration of the g ·b rule in two-beam experiments
is shown for an edge-dislocated sample in Fig. 3.13.
Two-beam observation of dislocations relies on collecting diffraction pattern in the
zone axis pattern (ZAP). As shown schematically in Fig. 3.14, this process involves
satisfying the diffraction condition with the incident beam along a lattice direction
[uvw]. Electron diffraction then ”lights up” ghkl spots that are perpendicular to
[uvw], i.e., when hu+ kv + lw = 0.
STEM has been less frequently considered for defect characterization mostly be-
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Figure 3.12: Diffraction conditions in TEM imaging.. TEM observation of
solution-grown zinc oxide nanotubes and nanowires. (a) Low-magnification and elec-
tron diffraction patterns of a region in the sample. (b,c) TEM observation of screw
dislocations within ZnO nanowires by two-beam TEM imaging. Figures adapted
from ref. [82].
cause the specimen orientation could not be precisely controlled. In particular, while
electron microscopy techniques have allowed atomic-scale characterization of edge
dislocations from the conventional end-on view, for screw dislocations the atoms are
predominantly displaced parallel to the dislocation line (3.7(b)). Hence, the screw
displacements are parallel to the electron beam and become invisible when viewed
end-on. More recent developments in double-tilt specimen holders have enabled di-
rect imaging of dislocations, including screws, using STEM [84, 85, 25].
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Figure 3.13: Schematic illustration of two-beam TEM imaging for a sam-
ple with edge dislocation. A g · b analysis can be implemented to determine the
direction of the dislocation, as described in the text. In (a), g · b = 0 and thus the
dislocation appears invisible. In (b), g · b attains its maximum value since the two
vectors are parallel, and the dislocation will have a bright contrast during imaging.
Figures adapted from ref. [83].
Figure 3.14: Schematic illustration of several zone-axis patterns in a crys-
talline sample. Diffraction pattern taken with incident beam along lattice direction
[uvw] are shown. Electron diffraction ”lights up” ghkl spots that are perpendicular
to [uvw], i.e., when hu+ kv + lw = 0. Figure adapted from ref. [80].
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Part II






This chapter is based on the review article published in Journal of Materials Research
[29].
4.1 Introduction
4.1.1 General Features of Degenerate Eutectics
Eutectic solidification results in multi-phase patterns with diverse morphologies. Ow-
ing to their unique appearances, they have been given descriptive names such as
lamellar, Chinese script, spiral, nodular, etc. Since two or three of these morpholo-
gies can coexist in the same system (due to, e.g., differences in the solidification
pathway), there are yet other ways to classify the eutectic structures beyond their
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morphologies. Following Fredriksson et al., one way is to classify the eutectic as
either ‘normal’ (also known as ‘regular’) or ‘degenerate’ (also known as ‘irregular’)
based on its ability to establish cooperation between the phases during growth [86].
In particular, such a classification holds for two-phase eutectics, such as those con-
sidered in this review. In a normal eutectic reaction, such as that between two
elemental metals, there is a close cooperation between the two phases. Cooperation
(also known as coupled growth) implies that the growth of the two phases is sustained
by the side way inter-diffusion of the rejected components ahead of the advancing
interface [59, 60], as discussed in Section 2.3. The two phases grow into the melt
with a common planar solid–liquid interface and a well-defined interphase spacing,
leading to the formation of lamellar or rod-like microstructures.
By contrast, a degenerate eutectic reaction proceeds with little to no cooperation
between the phases, and the eutectic spacing varies. This situation occurs when one
of the two phases grows faster than the other. Consequently, the growth mechanism
of the single “leading” phase determines the structure of the eutectic. Such is the
case in semi-metallic eutectics wherein one of the two phases is faceted (e.g., Si or
β in Fig. 2.3) while the other is non-faceted (e.g., Al or α in Fig. 2.3). The faceted
phase possesses a certain stiffness due to the nature of its covalent bonding and thus
is only capable of growing along well-defined, “fast growth” directions [59, 58, 57].
In these directions, the faceted phase grows with the assistance of defects such as
twin boundaries and screw dislocations. Detailed analysis of the total undercooling
of the eutectic growth front by Kurz and Fisher in 1980 shows that the faceted phase
leads the growth process, i.e., it has lower undercooling and extends deeper into the
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melt [87]. Thus, the eutectic growth front is non-isothermal (see also Fig. 2.3 for a
schematic illustration).
4.1.2 Modification of Degenerate Eutectics
The brittleness of the coarse and faceted Si crystals in untreated Al–Si eutectics is the
main reason for its poor mechanical properties, such as premature crack initiation and
fracture in tension [88, 89, 90]. However, to our advantage, the growth mechanism
of the faceted phase is fairly complex, and thus its microstructure (as well as that
of the overall eutectic) can be influenced in various ways. One option is to tune the
solidification parameters, e.g., growth velocity and thermal gradient, in directional
experiments [58, 91]. The resulting microstructure can vary from flake-like to fibrous
depending on the growth conditions and the volume fractions of the constitutive
elements, see Refs. [58, 92, 39] for further details. A second route is to tune the
alloy chemistry by introducing trace concentrations of a metallic element, a process
known as chemical modification.
In 1921, Aladar Pacz was granted a US patent for the discovery that the treatment
of Al–Si alloys containing between 8 and 15% Si (i.e., near the eutectic composition)
with alkali fluoride flux before casting into the finished form yields improved tensile
strength and ductility [93]. Pacz wrote of the modified alloy, “If now the metal be
cast, it will be found that the fracture instead of being coarse, dark, and glassy,
is fine-grained, light and dense. The physical properties have undergone a most
remarkable change, the tensile strength rising to a point between 23,000 and 2788
pounds per square inch [from 15,000 to 18,000 pounds per square inch] and the elon-
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gation to a point between 3.5 to 6.25% [from 0.5%]” [93]. Although Pacz’ discovery
of eutectic modification predates the Second World War, it was not until after the
War had ended that dramatic advancements in the aluminum casting industry were
made. The booming aerospace industry in the 1960s provided the necessary stim-
ulant for the production of new, light-weight aluminum alloys that complied with
engineering requirements. Similarly, the energy crisis of the early 1970s inspired the
replacement of heavy cast iron and steel with light-weight aluminum alloys. Many
of these aluminum-based components were castings, among which Al-Si alloys con-
stituted ∼90% of the total parts produced [94]. Since then, chemical modification
of this alloy has been widely practiced in the aerospace and automotive sectors as
a viable route to enhance the mechanical properties of Al–Si castings. For instance,
additions of only a few hundred ppm of Sr or Na are more than sufficient to modify
the eutectic Si microstructure in Al–Si castings from coarse flake-like into fine fibrous;
such microstructural changes have favorable effects on both strength and ductility
[89, 41]. The critical levels of modifier necessary to produce significant changes in
the microstructure are addressed in Section 4.2 below.
The remainder of our review is concerned with the types and mechanisms of this
chemically induced modification. More specifically, we will address the following two
questions: (i) What are the microstructural signatures commonly associated with
modification; and (ii) Where do these signatures come from? As will be shown in
Section 4.2, chemical modification carries many connotations, depending in part on
the perspectives of the beholder. Furthermore, as described in Section 4.3, modifica-
tion may originate during solidification (i.e., nucleation and growth of the eutectic
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phases) and/or subsequent annealing of the cast alloy. Finally, in Section 4.4, we
will address challenges and future developments needed to move the field forward.
4.2 The Signatures of Chemical Modification
The effects or signatures of modification are multi-fold. As alluded to in the pre-
vious paragraph, chemical modifiers may (i) alter the length-scale of the eutectic
microstructure. More specifically, modification results in a structural refinement,
i.e., a decrease in the average interlamellar spacing . It is important to reiterate
that refinement can also be achieved by solely increasing the growth velocity v in di-
rectional solidification experiments since according to the generalized Jackson–Hunt
model [59, 93, 55] (cf., Section 2.3.1). Chemical modifiers may also (ii) change the
morphology of the faceted phase from flake-like to fibrous, see Fig. 4.1. The fi-
brous form of Si in modified Al–Si alloys minimizes stress concentration effects and
therefore improves ductility substantially [95]. Such morphological transitions are
thought to be related to (iii) changes in the defect density. That is, the increased
flexibility of the growth habit in the modified eutectic is made possible by a very high
frequency of multiple twinning in the Si phase. For instance, Hellawell has reported
that the twinning probability in Sr-, Ba-, Ca-, and Yb-treated eutectics—defined
as the ratio of the twin spacing to the Si{111} interplanar spacing—is two to three
orders-of-magnitude higher than in the unmodified Al–Si casting [96]. However, ex-
perimental evidence by other groups has been put forward that contradicts this claim
and suggests instead that twins are not present in the modified structure [97]. These
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opposing viewpoints are expounded in detail below. It is also well known that trace
metal additions are accompanied by (iv) increased porosity in the casting, such that
it negates any of the beneficial refining (i) or morphological (ii) effects discussed
above [98, 99]. Some investigators have found the porosity so detrimental that they
have abandoned chemical modification of Al–Si eutectics [98, 99]. Finally, chemical
modifiers may (v) alter the topology (i.e., connectivity) of the eutectic phases, as
first deduced from three-dimensional tomographic reconstructions by Moniri et al.
[30]. Whereas unmodified eutectics contain a network of interconnected Si flakes,5
its modified counterpart consists of isolated domains of Si that are surrounded by
Al. This topological transition occurs (for the same volume fractions of Si and Al)
because the non-faceted phase leads at the solidification front in the modified al-
loy, and eventually engulfs the faceted phase in its wake [30]. In all, modification
brings about a host of changes in the eutectic microstructure, including length-scale,
morphology, defect density, porosity, and topology.
Figure 3 illustrates the potency of various elements for the modification of eu-
tectic Si in Al–Si alloys, using data published in the literature in the period from
May 1963 to May 2018 [102, 103, 104, 105, 106, 107, 108, 109, 110, 111, 112, 113,
114, 115, 116, 56, 117, 118, 119, 120, 121, 42]. We note that “modification” is not
always uniquely defined in the community (see also Section 4.1.2), so we attempt to
avoid any potential ambiguity by designating whether a particular modifying agent
brings about only refinement and/or morphological change, or whether an increased
density of twins is also observed. Due to these inconsistencies, we believe that it
would be instructive for the community to agree upon a specific metric for reporting
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Figure 4.1: Morphological transitions upon chemical modification. (a)
Schematic representation of the different eutectic Si morphologies attained with vary-
ing degrees of chemical modification. In the unmodified or “chill cast” alloy, Si takes
the form of coarse flakes; on the other hand, in the completely modified or “Na-
treated” alloy, Si is typically found as fine fibers. Reprinted with permission from
American Welding Society [100]. Example high-resolution scanning electron images
corresponding to the (b) unmodified and (c) modified microstructures shown in (a).
In both cases, the Al-rich phase has been chemically removed. (b) Figure adapted
from [91] and (c) from [101].
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“modification”. Figure 3 is intended to provide a bigger picture of which elements
have been used to modify eutectic Si in Al–Si alloys, and to what extent. It is ev-
ident that a vast majority of Group I and II, Lanthanides, and the nitrogen family
(Group 15) elements cause refinement and morphological change. A few transition
metals have also been reported to cause refinement/morphological change. Of note
is that only a limited subset of all the elements investigated have been reported to
also cause an increase in twinning, namely, Na, Sr, Sc, and Eu. Some elements have
been reported to have neutral effect on modification. The reason for the varying de-
gree of modification—from none for some elements, to morphological for most, and
crystallographic for only a few—remains to be determined.
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Figure 4.2: Summary of the modification potency of elements for eutectic
Si in Al–Si alloys from the literature in the period from May 1963 to May
2018. Elements that bring about only a morphological change and/or refinement
are shaded green, while those that also induce twinning are hatched with red lines.
Elements that have been found to be neutral are illuminated as yellow. Data compiled
from Refs. [102, 103, 104, 105, 106, 107, 108, 109, 110, 111, 112, 113, 114, 115, 116,
56, 117, 118, 119, 120, 121, 42].
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4.3 The Origins of Chemical Modification
4.3.1 Modification During Nucleation
The first school of thought on the origins of modification concerns eutectic nucleation,
and particularly that of the faceted phase (e.g., Si). In the mid-1960s, Crosley and
Mondolfo conducted pioneering metallographic investigations on nucleation phenom-
ena in Al–Si alloys [41]. Their conclusions were 2-fold: (i) Eutectic Al is not affected
by trace metal additions, while nucleation of eutectic Si is highly sensitive to the
type and amount of modifiers present. In commercial unmodified alloys, eutectic Si
is most likely to be nucleated by AlP particles that pre-exist in the melt. That is,
the critical undercooling required for the nucleation of eutectic Si by the primary α
(Al) phase is higher than that by the AlP particles. We note that P is an unavoid-
able trace element in Al–Si castings. (ii) Modification of Al–Si by Na results in a
“neutralization” of the AlP particles such that easy nucleation of Si is prevented.
The evidence for the latter effect is manifested in a depression of the critical nucle-
ation temperature for eutectic Si in cooling curves of the Na-modified alloy. The
undercooling required for Si nucleation in the presence of Na was recorded as 6–12
◦C, versus 5–7 ◦C in the unmodified, hypoeutectic Al–Si alloy [41].
Support for Crosley and Mondolfo’s theory of modified nucleation comes from the
recent body of work by Dahle and coworkers [42, 122]. Through electron backscatter
diffraction (EBSD) of the solidified specimens, they determined that the eutectic Al
shares an epitaxial relationship to the primary α (Al) dendrites in unmodified Al–Si
alloys, while in Sr- and Sb-modified alloys, the eutectic Al has multiple orientations
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unrelated to the surrounding dendrites [42]. This suggests independent nucleation
and growth in the Sr- and Sb-modified alloys. Moreover, Dahle and coworkers de-
tected AlP particles located at the center of polyhedral Si. Selected area diffraction
patterns in the transmission electron microscope (TEM) show that there is no lattice
mismatch between the 111 planes of AlP and the Si crystal. The authors took this
result to mean that AlP is a good nucleant for eutectic Si [42]. Both AlP and Si
have cubic crystal structures with nearly identical lattice parameters (5.421 Å [123]
and 5.431 Å [124], respectively). The modification of the Al–Si alloy is then thought
to be due to the fact that the AlP nuclei are saturated with Sr-containing inter-
metallics, e.g., Al2Si2Sr; this contributes to an increased “nucleation difficulty” for
eutectic Si (i.e., higher nucleation undercooling and also lower nucleation frequency)
[42]. Further high-resolution evidence was provided by Schumacher and coworkers
[125]. They report that P, in the form of AlP particles, is located not only at the
center of primary Si but also at the interface between eutectic Si and eutectic Al, see
Fig. 4.3 [125]. During the eutectic reaction, the AlP forms at the surface of Al, and
thereby provides favorable conditions for the heterogeneous nucleation of eutectic Si
on eutectic Al. Direct experimental verification showing the “poisoning” of these
such particles by Sr or Na is still lacking. Nevertheless, it is clear that the potency
of AlP as an innoculant must be critically considered in unmodified and modified
Al–Si alloys alike.
At low concentrations of P, the AlP particles may also nucleate on oxide bifilms
that are folded into the liquid phase, as suggested by Campbell and Tiryakioğlu and
others [98, 126]. In the absence of any modifier species, the Si phase precipitates on
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Figure 4.3: Structural features of P-modified Al-Si alloys.(a,b) High-
resolution HAADF STEM images; corresponding EELS maps of (c) Al, (d) Si, and
(e) P; and (f) line scanning analysis of Al, Si, and P in an Al–18Si–0.03P mater alloy.
The AlP particle was observed at the interface between Al and Si. Figure from ref.
[125].
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these crumpled bifilms (decorated with the AlP particles). The planar growth of the
Si phase straightens the bifilms, thereby creating cracks along the long axis of the Si
particles. That is, the Si particles reflect the length of the straightened-out bifilms.
From the preceding analysis, Sr deactivates the AlP nucleation sites and hence also
the oxide bifilm as a growth substrate for Si. In modified alloys, then, the bifilms
are no longer sequestered into Si particles and are now in free suspension in the
liquid. To accommodate the solidification shrinkage upon freezing, the bifilm opens
and a shrinkage cavity (pore) is initiated. This mechanism of porosity development
in modified alloys is predicted by the fact that the oxide bifilm is a double film,
unbonded between its two halves [98].
Through phase-field (PF) simulation linked to CALPHAD databases, Eiken et
al. showed that critical threshold amounts of P and Sr are needed for the pre-
silicon formation of AlP and Al2Si2Sr, respectively [121]. The threshold for P was
found to be between 3.2 and 3.8 ppm, where the lower-bound was obtained from PF
simulations due to the additional consideration of nucleation undercooling. Thus, the
minimum P level to form AlP is indeed well below the commercial purity standards of
Al–Si alloys. Meanwhile, thermodynamic calculations revealed a critical Sr threshold
of approximately 80 ppm to form Al2Si2Sr. In corresponding PF simulations with
subcritical Sr levels [Fig. 4.4(a)], AlP was not neutralized by Al2Si2Sr, and thus
eutectic Si nucleated with high frequency on AlP with minimal undercooling [121].
The solidification pathway for supercritical Sr levels [Fig. 4.4(b)] is notably different:
Al2Si2Sr poisons the AlP particles, which results in a retarded nucleation of eutectic
Si. Moreover, the nucleation frequency was found to be significantly less (e.g., one
67
nuclei in the modified alloy versus four per unit volume in the unmodified alloy,
see Fig. 4.4) [121]. The refinement and structural modification of the eutectic Si
lamellae result from this reduced nucleation rate and will be dealt with below.
It should be mentioned that the details surrounding the influence of the modifier
species on the nucleation rate are not universally agreed upon. According to Liao
and coworkers, the decrease of nucleation temperature in modified alloys only sug-
gests that the required nucleation undercooling is increased [127]. In other words,
the addition of the Sr modifier species makes the nucleation process more difficult
at higher temperatures. Liao and coworkers comment that the driving force for nu-
cleation increases with the Sr content, and in addition, “other nucleation sites are
activated, although they do not have the power to operate at higher temperatures”
[127]. Consequently, the higher driving force and the operation of these nucleation
sites actually leads to an increased rate of nucleation of the modified eutectic. Thus,
the number of nuclei per unit volume per unit time increases with respect to the
unmodified alloy. Support for this alternative viewpoint comes from micrographs
showing eutectic grain refinement in Al–Si alloys containing Sr and B [127]. Fur-
thermore, not all modifier elements impact the nucleation rate in the same way: For
instance, StJohn and coworkers demonstrated that Cu and Mg increased the nucle-
ation density of Al–Si eutectic grains in unmodified and Sr-modified alloys, whereas
Fe decreased the nucleation density in the same master alloys [103].
What is the influence of the modified nucleation density (either positive or nega-
tive) on the resultant Si morphology? In the early 1980s, Flood and Hunt provided
one of the pioneering attempts to answer this question [128]. They reasoned that for
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Figure 4.4: Phase field simulation results for solidification in AlSi7 + 5
ppm P with two different Sr contents. (a, left column) 50 ppm Sr, and (b,
right column) 100 ppm Sr. The first three rows show different time-steps during the
microstructural evolution. In (a), eutectic Si nucleated on AlP and grew as plates
while in (b) Al2Si2Sr first nucleated on AlP, deactivating the nucleation sites of Si.
The latter forms at higher growth undercooling in a fibrous morphology. The bottom
row shows the phase fractions versus temperature, evaluated from PF (solid lines),
and Scheil prediction (dashed lines) for both alloy compositions. Figures adapted
from ref. [121].
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a given rate of heat extraction, the factor controlling the growth velocity of the eutec-
tic is the solid–liquid interfacial area, which is directly controlled by the nucleation
frequency. For a constant rate of heat extraction , the growth velocity v will vary
inversely with the total solid–liquid surface area A of the system. That is, , where
L f is the latent heat of fusion per unit volume. Therefore, the more eutectic grains
that nucleate, the larger the interfacial area A and the lower the growth velocity v
[128]. In the context of Fig. 4.4, then, this analysis indicates that growth velocities
are higher in the Sr-modified alloy. Additionally, due to kinetic roughening [129], Si
tends to be non-faceted at these higher velocities. Flood and Hunt proposed that the
morphological transition from plate-like to fibrous Si occurs at the same time as the
transition from faceted to non-faceted growth [128]. However, Dahle and coworkers
argued that the increase in velocity in the Sr-modified alloy is not large enough to
induce the flake–fiber transition in Si [122].
An alternative explanation has been put forth by StJohn and coworkers to ex-
plain the influence of nucleation density on the Si morphology in chemically modified
alloys [103]. During the growth of a eutectic grain, the modifier species is rejected by
both eutectic phases into the melt and gradually piles up ahead of the solid–liquid
interface. This solute segregation results in the formation of a constitutionally un-
dercooled zone. The constitutional driving force for growth is related to the solute
concentration gradient ahead of the interface,
dCl
dz
, where Cl is the liquid concentration and z is the distance [59]. Such constitutional
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effects in modified alloys can be better understood by considering Fig. 4.5: As two
solid eutectic grains grow toward each other, their solute fields overlap and thus the
constitutional driving force for growth decreases. After the driving force begins to
decrease, the velocity decreases to a value where the Si morphology changes from
fibrous to flake-like. This occurs at a point referred to as the “critical overlap” (see
Fig. 4.5) [103]. Thus, a decrease in the spacing of nuclei (due to a high nucleation
rate) causes the solute fields to overlap sooner. In this case, a higher proportion of
eutectic grains grow with a fibrous morphology [103].
4.3.2 Modification During Growth
The second school of thought contends that the modifier species influences growth
and not nucleation of the eutectic phases. Among the various “modified growth”
theories that have been proposed from the 1960s and onwards, the three that have
gained the most traction are (i) the twin plane re-entrant edge (TPRE) mechanism
[130, 131], (ii) the poisoning of the TPRE mechanism [132], and (iii) impurity-induced
twinning (IIT) [96]. These three mechanisms are thought to be valid under differ-
ent growth conditions. For instance, at slow cooling rates in unmodified alloys,
the TPRE mechanism becomes activated and the Si lamellae assume a plate-like
morphology with closely spaced twins aligned parallel to the longer axis. Detailed
reviews of TPRE and its variants can be found elsewhere [133, 134], but the key
idea is that the growth of new layers of the crystal occurs preferentially at the re-
entrant edges, i.e., where the twin boundary intersects the solid–liquid interface.
The first account of TPRE was described in faceted Ge dendrites by Wagner and
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Figure 4.5: Schematic illustration showing changes in the concentration
gradient (and hence the constitutional supercooling) as two solid eutectic
grains impinge on one another during solidification. C?1 is the equilibrium
liquid concentration at the interface (?), C0 is the far-field liquid concentration, z
is the distance, and t is the time. At time-step t1, the diffusion fields of the solids
do not overlap. Eventually, the diffusion fields overlap, see time-step t2. Finally,
at time-step t3, solute accumulation in the overlap region attains a critical value at
which the growth velocity decreases to trigger the morphological change to flake-like
Si. Figure adapted from ref. [103].
72
Hamilton and Seidensticker in 1960 [130, 131]. It is worth mentioning that TPRE
also occurs in chemically modified alloys, although the twins are no longer parallel
to the long axis: According to Shamsuzzoha and Hogan’s viewpoint [Fig. 4.6(a)],
the twins marked AB in the bottom left give rise to branches in the form of twins
BC [135]. Further branching produces AB twins on the surface marked C. This pro-
cess of multiple twinning perpetuates and generates the entire Si fiber, which grows
in a net [001] direction [135]. Based on the observations of Wagner and Hamilton
and Seidensticker, as well as the concept of surface adsorption, Day and Hellawell
advanced the poisoning of the TPRE mechanism in 1968 [132]. It was assumed that
the modifier retards Si growth by adsorbing at the re-entrant edges, thereby deacti-
vating the TPRE mechanism and forcing the Si to grow in a more isotropic manner.
Finally, in 1987, Li and Hellawell proposed that the modifier atoms are adsorbed on
the {111} step-surfaces of Si, and the associated change in the stacking sequence fa-
cilitates the formation of frequent crystallographic twins, a process they termed IIT
[96]. The IIT mechanism makes two key assumptions: (i) the faceted phase has an
FCC crystal structure; and (ii) only modifier elements that meet the ‘ideal’ atomic
radius ratio ri
r
≈ 1.646 enable twin formation. Here, ri is the atomic radius of the
modifier element and r is that of the faceted phase. The arguments made by Lu and
Hellawell to reach this conclusion were purely geometric. Yet some elements that do
not satisfy this criterion (e.g., Sr and Na) still modify the eutectic Si microstructure
to a significant extent by increasing the twin density (see Fig. 4.2). Thus, there
are likely other factors beyond atomic radius that are critical for modified growth.
Taken altogether, both poisoning of TPRE and IIT involve modifier adsorption on
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Figure 4.6: Schematic representation of (011) plane projection of Sr-
modified eutectic Si phase. (a) Schematic of a fully modified Si fiber with an
effective [110] growth axis in the Al–14% Si–0.18% Sr alloy. The fiber contains inter-
secting twins with re-entrant edges in contact with the liquid phase. (b) These edges
are “poisoned” by Sr–Al–Si (type-II) co-segregations that prevent the attachment of
Si to the growing fiber. (a) Figure from ref. [135] and (b) with from ref. [61].
Si at the growth front; however, the two mechanisms differ in two important aspects:
(a) the location of interfacial poisoning (i.e., re-entrant grooves versus facet planes),
as well as (b) the consequence of it (twin suppression versus twin formation).
Recently, Schumacher and colleagues have found direct experimental support for
the poisoning of TPRE and the IIT mechanisms through high-resolution high angle
annular dark field (HAADF) scanning transmission electron microscopy (STEM)
[136]. Their results on the diverse roles of trace Eu additions on the growth of
eutectic Si in Al–Si alloys are summarized in Fig. 4.7. In some cases (see top
row), Eu atoms are located approximately between every two Si atomic columns at
the TPRE. These images point to the poisoning of the TPRE mechanism. DFT
calculations performed by the same team show that structures with mixed Eu–Si
occupation at the twin boundary, akin to Fig. 4.7(a), are energetically preferred (i.e.,
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they possess a more negative segregation energy compared to other configurations)
[136]. On the other hand, Eu atoms can also be located at the intersection of Si
facets and twins (see middle row), thereby suggesting that the IIT mechanism is
also operative. Finally, Schumacher and colleagues observed the entrainment of
continuous layers of Eu within Si (bottom row). The authors propose that during
solidification of eutectic Si, Al and Eu will segregate ahead of the growth front (the
partition coefficients kAl < 1 and kEu < 1); during continued growth, the {111}
planes of Si fold on each other, resulting in solute impingement and entrainment
of the segregation fields [136, 137]. No significant twinning was observed in the Si
phase adjacent to the entrained Eu layer, indicating that this layer did not result
from either the poisoning of TPRE nor the IIT mechanisms.
The poisoning of the TPRE mechanism has also been used recently to explain
the EBSD results of Liu et al. on a Sr-modified Al–Si alloy [138]. The authors
suggested that modification via poisoning can occur in two distinct ways: Sr can
block the Si growth on one initial {111} twin plane and force the formation of (i)
new twins with the same misorientation and inclination as the first, or (ii) new twins
with different orientations and inclinations. The latter scenario leads to a change in
the growth direction, resulting in a more isotropic growth and thus the appearance of
“quasi-equiaxed” Si crystals [138]. The authors suppose that due to this Sr-induced
deceleration of the Si crystal in the original growth direction, the growth velocities of
both eutectic phases become comparable, i.e., Si no longer leads at the growth front.
However, this conclusion is impossible to verify through ex situ experimental probes
like EBSD. To conclusively determine the structure of the solid–liquid interfaces, one
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Figure 4.7: Diverse roles of trace Eu additions on the growth of eutectic Si
in Al–Si alloys. High-resolution HAADF STEM images and EELS maps of Al, Si,
and Eu in an Al–5Si–0.05Eu alloy: (a) Eu atoms are located at the TPRE, indicating
that poisoning of the TPRE mechanism is active; (b) Eu-rich atomic columns are
located at the intersection of Si facets and twins, indicating that the IIT mechanism
is active; (c) Eu atoms are located in a continuous Eu-rich layer, indicating that
a solute entrainment occurs within eutectic Si. See text for descriptions of each
mechanism. Figure from ref. [136].
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would require nondestructive and 3D imaging of eutectic solidification as it proceeds
in real-time. To meet this need, Moniri and coworkers have illustrated through in
situ X-ray tomography that the retardation is indeed more dramatic than predicted
by Liu et al. The growth velocities are not comparable; instead, it is the eutectic Al
phase that leads at the growth front, such that steady-state coupled growth between
the eutectic phases can no longer be maintained [30].
Growth modification may be due to not only single modifier atoms but also inter-
metallic compounds that pre-exist in the liquid phase, as first suggested by Banhart
and coworkers in 2012 [61]. Their atom probe tomography (APT) investigation re-
vealed that the Sr modifier co-segregates with Al and Si within the eutectic Si phase,
as well as at the eutectic Si/Al interface (Fig. 4.8) [61]. Interestingly, the chemical
compositions of the co-segregations derived from the APT proximograms [see, e.g.,
Fig. 4.8(c)] correspond to Al4Si33Sr and Al2Si88Sr, and not Al2Si2Sr as seen in pre-
vious investigations. Nevertheless, both of these former compounds have negative
Gibbs free energies of formation at the Al–Si equilibrium eutectic temperature of 577
◦C, suggesting that their existence at this temperature is thermodynamically plau-
sible. Such co-segregations interact with the eutectic phases in two distinct ways:
(i) By adsorbing at the Si {111} growth steps and promoting a change of stacking
sequence of the propagating Si phase; and (ii) by adsorbing along the re-entrant
edges and hence preventing a further attachment of Si atoms to the growing crys-
tal [61]. The first possibility represents a revision of the IIT mechanism, where it
is not Lu and Hellawell’s geometrical size factor that plays a major role in mod-
ification but rather the chemistry of the co-segregate [61]. Meanwhile, the latter
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scenario is a generalization of the poisoning of the TPRE mechanism and is depicted
schematically in Fig. 4.6(b). Synchrotron-based X-ray nano-diffraction and X-ray
fluorescence (XRF) elemental mapping have also been used to confirm the presence
of intermetallic Sr phases in Sr-modified Al–Si alloys [139]. According to Schumacher
and coworkers, such nanoscale co-segregates (clusters) are likely sub-critical nuclei,
and the local ordering of the melt would be that of fluctuating clusters [140]. Stable
clusters would require heterogeneous substrates or high undercooling. Thus, during
solidification of eutectic Si, two processes are dominant, that of (a) segregation of
Sr and Al out of Si, and (b) heterogeneous nucleation of Sr–Al–Si clusters at the
propagating Si growth front [140]. By contrast, one may view clusters only as an
artefact of solute entrainment (described above), and not a leading cause of eutectic
modification. Proponents of this viewpoint contend that elements such as Ca and
Yb are commonly found in Al2Si2Ca and Al2Si2Yb phases, respectively, yet these
elements do not necessarily modify the eutectic Si morphology [137]. Whether it
is single modifier atoms or modifier-containing clusters that induce the multiplica-
tion of crystallographic defects remains to be determined. However, both cases have
in common the interaction between the modifier and eutectic Si during the growth
process.
4.3.3 Modification During Subsequent Annealing
The last and most recent school of thought takes the view that eutectic modification
occurs in the solid-state, i.e., following nucleation and growth and upon annealing of
the fully solidified specimen [141]. This is the principal assessment of Kothleitner and
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Figure 4.8: APT results of the eutectic Al/Si interface in an Al–10 wt%
Si–0.1 wt% Fe alloy modified by 200 ppm Sr. (a) Top and (b) side views of
3D reconstruction of Sr (red) and Al (blue) atom positions in analyzed region-of-
interest (ROI) of size 58 x 56 x 93 nm3. Si atoms have been omitted for clarity. The
rendered isosurfaces represent 0.17 Sr atoms nm−1 in both views. (c) Proximogram
showing Sr, Al, and Si concentration as a function of distance to the Si/Sr-Al-Si
co-segregation interface. Figures from ref. [61].
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coworkers, whose work is procedurally very similar to that of Schumacher et al.: The
team used STEM together with DFT simulations to lend support to their theory of
solid-state modification. Through STEM of a Sr-modified hypoeutectic Al–Si alloy,
they observed that < 110 > interstitial Sr columns are located preferentially at the
re-entrant groove of the twin boundaries [141]. Unlike the poisoning of the TPRE
mechanism described above, however, Sr could not be detected along the twin defect
in the growth direction.
Kothleitner and coworkers also performed ab initio DFT simulations to under-
stand why Sr self-organizes into < 110 > interstitial columns and whether this con-
figuration of Sr at the twin boundaries is energetically favorable. Fig. 4.9 shows the
variation in the system energy with distance between Sr atoms in the same column
when aligned in several different crystallographic directions [141]. Both substitu-
tional and interstitial Sr were considered. From these data, the team deduced that
a binding energy between Sr atoms exists only when the column is aligned in the
< 110 > direction. If Sr is substitutional, the strongest binding is in the second
nearest-neighbor position; and if Sr is interstitial, the strongest binding occurs in the
nearest-neighbor position and hence interstitial Sr columns are composed entirely of
Sr [141]. This result corroborates their STEM findings mentioned above. The team
also compared the system energies of (i) a Si lattice with two successive twins, (ii)
the same structure with two < 110 > interstitial Sr columns located at the twin
boundaries, and (iii) a perfect Si lattice without the twins but with the same Sr
columns as in (ii). Out of the three cases, the energetic cost of (ii)—introducing
a twin boundary and a Sr column located on it—was the lowest. This indicates
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Figure 4.9: Variation of the system energy with distance between Sr atoms
in the directions indicated in the legend. The vertical axis represents the excess
energy above the pure Si lattice energy. This excess energy is scaled by the long-
distance limit for each of the defects, which is 2.296±0.072 eV for ((a), top row) the
interstitial case and 1.203 ± 0.100eV for ((b), bottom row) the substitutional case.
Error bounds result from different k-point grids. The atomic configurations at right
show the lowest energy states for interstitial (I) and substitutional (S) < 110 > Sr
columns. Figure from ref. [141].
that it is thermodynamically favorable for Sr to diffuse to a twin boundary, once the
twin has already formed (presumably during solidification, i.e., a growth twin) and
the Sr is located away from it. Conversely, the formation of a twin starting exactly
from a Sr column is also thermodynamically favorable [141]. Despite the elegance
of their DFT results, assessing whether such columns are kinetically likely to occur
within eutectic Si requires further analysis of nucleation barriers, solid-state diffusion
mechanisms, etc.
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4.4 Challenges and Opportunities
4.4.1 Outlook for Experimental Studies
External probes such as photons or electrons can be used to interact with matter in
the eV and meV energy ranges, respectively, to gain insights that allow for character-
izing and identifying materials. The proliferation of advanced characterization tools
in recent years for ex situ nanoscale investigations of quenched modified eutectics has
revealed some limitations of the classical models of modification and shed new light
on the role of various modifier agents [137, 61, 141]. Of relevance is electron energy
loss spectroscopy (EELS), which provides the electronic fingerprint of the different
constituents of a material and hence can provide atomically resolved mapping of the
local composition within a sample [142]. For instance, in Eu-modified Al–Si alloys,
Schumacher and coworkers observed nanoscale Al2Si2Eu intermetallic clusters or con-
tinuous Eu-rich layers located ahead of the Si twins via EELS (see above in Section
4.3.2) [136]. The authors also complemented the EELS maps with high-resolution
STEM images that display the spatial distribution of Eu atoms in relation to the
atomic columns of Si. Altogether, their results support the simultaneous occurrence
of the IIT as well as poisoning of the TPRE growth mechanisms.
Given the typical concentrations (< 100 − 1000 ppm) of modifying agents used
in Al–Si alloys [99], the success of analytical methods to investigate the local spa-
tial distribution of the modifying agent relies on some key factors: (i) the chemical
identity (atomic number) of the modifier, (ii) the susceptibility of the modifier to
electron-beam irradiation, and (iii) the resolution limit of the analytical method to
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be used (spatial and, if applicable, energy resolutions). Of significance among these
factors is the chemical identity of the modifying agent. While Sr has been found to
be amenable to a suite of analytical methods such as imaging (direct observation)
via STEM [137, 61, 143], elemental analysis via X-ray energy dispersive spectroscopy
(EDS) [61], and EELS in STEM (STEM-EDS, STEM-EELS), as well as XRF mi-
croscopy [144], the detection of trace amounts of Na—first used by Pacz in 1921
and still among the most common modifier species—remains an experimental bot-
tleneck. We note that of the two modifiers, Na is more potent as it produces more
uniform fibrous structure at lower concentrations (typically 0.005-0.01%); meanwhile,
Sr modification requires somewhat higher concentrations (0.01-0.02%) [145]. Consid-
ering only the influence of the modifier species on growth (see Section 4.3.2 above),
this behavior is to be predicted by the IIT mechanism. In other words, Na is pre-
dicted to produce more growth twins in Si as compared to Sr [96]. Only recently was
the distribution of Na atoms within eutectic Si in Al–Si observed by laser-assisted
APT [146]. Other considerations for electron microscopy-based techniques include
the possible knock-on damage in light elements (e.g., Na) as well as susceptibility
to electron-beam irradiation. Another way forward is in situ TEM studies of Al–Si
alloys [147, 148], providing an alternative method to perform future solidification
experiments with high chemical and spatial resolutions. Continuing advances in the
design of analytical tools for high-resolution characterization of materials containing
light elements as well as those prone to beam irradiation will aid further analysis
of the atomic distribution of Na in future studies. Of note are recently developed
STEM designs [149] with enhanced annular bright field, a new imaging technique
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that facilitates the observation of light elements in part by their ability to operate
at accelerating voltages as low as 30 kV.
4.4.2 Outlook for Computational Studies
According to the adsorption-and-entrapment model for modified growth discussed in
Section 4.3.2, the solutal entrapment likely forms an aggregation of Al–Si–X within,
as well as in the vicinity of, the eutectic Si phase. Assuming that the chemical compo-
sition of these Al–Si–X clusters can be determined using analytical methods, it would
in principle be possible to also derive an estimate of the free energy of formation for
these intermetallic compounds at the eutectic equilibrium temperature to rationalize
their thermodynamic stability, as in Ref. [61]. A plausible means to accomplish this
task is to use the CALPHAD method, which provides a realistic thermodynamic
assessment of alloys based on all available information on the phase equilibria and
thermochemical properties of a given system. However, the free energy curves might
only be defined over a finite range of composition that may not necessarily coin-
cide with those investigated in solidification studies. Therefore, a problem arises in
cases where the free energies of the phases become undefined or discontinuous. We
note that, in the phase field community, methods have been recently reported that
eliminate such characteristics while largely retaining the free energy values [150].
Hecht et al. have reviewed the advances in phase field modeling of multiphase
solidification [151]. Other reviews [23, 152] and research articles [153, 154], as well
as references therein, provide additional examples of how PF modeling and other
theoretical methods can be used to understand the physical mechanisms controlling
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the microstructural development. However, in a phase field simulation, the interface
is diffuse and thus the incorporation of interfacial energy anisotropy requires care-
ful consideration. Such is the case for the eutectic Si constituent considered here,
which forms sharp facets with a discrete set of orientations (below its roughening
transition). When the anisotropic interfacial energy is sufficiently strong, the unreg-
ularized Cahn–Hilliard equations become ill-posed. To remove the ill-posedness, a
number of regularization strategies have been introduced, see, e.g., Refs. [155, 156].
4.5 Summary
Since Pacz’ discovery of eutectic modification in 1921, several elements have been
reported to induce varying degrees of modification (e.g., refinement, morphological
change, and twinning; see Section 4.2). Much of this research has been, and continues
to be, motivated from both a scientific interest—establishing direct links between
microscopic building blocks and macroscopic performance limits—and technological
relevance—developing aluminum-based alloys for engineering applications.
Our current understanding of the process of eutectic modification by (metallic)
species is largely based on the physical models developed from a geometric point
of view (e.g., impurity-induced-twinning; see Section 4.3.2). In these conventional
pictures, the modifying agents of “optimum” radius (relative to the Si matrix) force
a monolayer step to miss one regular close packed position, thereby altering the
stacking sequence and creating or suppressing coherent Σ3 twin defects. While the
above-discussed conventional mechanisms have, to a large extent, guided the field,
85
recent reports on partially and fully-solidified specimens have provided great insights
into the structure and crystallography of chemically modified degenerate eutectics.
Furthermore, the rich variety of growth forms that are experimentally observed calls
into question our conventional wisdom surrounding eutectic modification.
The emerging synchrotron X-ray imaging methods, which enable spatially and
temporally resolved investigation of structural materials under relevant growth con-
ditions, have displayed the capability to offer unprecedented insights into the growth
forms of this and other classes of materials under relevant conditions [157, 158, 159].
Key opportunities reside in integrating this and other relevant real-time imaging
tools with advanced ex situ analytical methods (e.g., EELS; see Section 4.4.1) to
draw direct comparisons against the unmodified alloys to elucidate conclusively the
role of modifier species. Linking the microstructural and topological evolution, as
measured recently in three dimensions [30], to the crystallographic features of, as
well as the local spatial distribution of the modifier atoms in, fully solidified samples
can help move us closer to a unifying theory of chemical modification of degenerate
eutectics.
Such insights can be readily extended to a vast array of other materials systems
in which elemental modifiers play a critical role. An example is the additive manu-
facturing of technologically useful classes of alloys. It was recently demonstrated [11]
that chemical modification of the feedstock alloy with grain refining nanoparticles for
additive manufacturing can achieve previously incompatible high-strength aluminum
alloys that are crack-free, equiaxed, and fine-grained. It is reasonable to assume that
chemical modification by trace metal additions—a lesson from casting—can vastly
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expand the range of compatible metallic materials for future development of addi-
tively manufactured alloys, representing landscape-changing advances across multiple
sectors such as aerospace, automotive, and biomedical.
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Chapter 5
Topological Transitions of Eutectic
Microstructures Upon Chemical
Modification
This chapter is based on the article published in Scientific Reports [30].
5.1 Introduction
Impurities, whether intentionally introduced to modify a product or unavoidably
present in the growth medium, have been shown to play important roles during all
stages of solidification in areas as diverse as pharmaceutical and protein crystalliza-
tion [5, 6], semiconductor and polymer processing [7, 8], single crystal production
[9], and process metallurgy [10] including additive manufacturing [11, 12, 13]. In the
latter case, it has been demonstrated recently that chemical modification of the feed-
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stock alloy by impurities can vastly expand the range of compatible metallic materials
that can be processed [11], which could lead to landscape-changing advances across
multiple sectors such as aerospace, automotive, and biomedical. The specificity of
impurities for either inhibition, by poisoning the nucleation sites, or promotion, by
lowering the barriers of nucleation, often leads to a rich variety of growth forms that
are distinct from the equilibrium habit of the pure crystal.
A manufacturing process that is of both scientific interest and technological rel-
evance is the crystallization of eutectic alloys in the presence of trace, often metallic
impurities. During eutectic solidification, a parent liquid phase transforms simul-
taneously into two or more solid phases [40]. One important class of eutectics is
the irregular eutectic, which consists of at least one faceted (e.g., Si or Ge) and
one non-faceted (e.g., Al or Ag) phase. Due to the ‘stiff’ covalent bonding of the
faceted phase [59], irregular eutectics possess a non-periodic arrangement of lamel-
lae and a non-isothermal growth front. Among these are low density Al-Si alloys of
eutectic composition, which are used widely in many engineering applications, such
as automotive and aerospace [99]. Ever since the discovery of eutectic Si modifica-
tion in Al-Si alloys by Pacz in 1921 [93] (cf., Section 4.1.2) — who incorporated a
small amount of NaF (as well as separate treatments with a few other alkali halides)
into the alloy melt before solidification — chemical modification as a phenomenon
has been widely investigated. Various modifier species (e.g., Na, Sr, Eu, Ba, Ca,
Y, Yb) have been reported to yield refinement, i.e., a change in the length scale
(smaller inter-lamellar spacing), as well as favorable changes in the eutectic mor-
phology, typically from a coarse, plate-like network into a finer, more fibrous one
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[146, 110, 160, 42, 161, 61, 136, 96, 162, 101, 112]. Such chemical modification is
of technological interest as it improves the mechanical properties (e.g., strength and
ductility) of the as-cast alloy product [99, 96, 163].
A question of critical importance for the structure-property relationship of impurity-
modified alloys is related to the microscopic origin of modification itself. In turn,
a fundamental understanding of chemical modification will enable manufacturers to
tune the complex microstructures to technological demands. Several models have
been proposed since the 1960s and onwards to explain the mechanisms leading to
refinement and morphological evolution in the impurity-modified alloys, but in more
recent years the utilization of advanced characterization tools for ex situ nanoscale
investigations has revealed some limitations of these classical models and shed new
light on the role of impurities [61, 136, 141].
Broadly, the classical models fall into one of two categories: (i) modified nucle-
ation, or (ii) modified growth. In the former perspective, Thall and Chalmers [164]
proposed that the modifier species suppresses eutectic nucleation and shifts the eu-
tectic composition toward higher Si content, relative to the unmodified Al-Si alloy.
According to Crosley and Mondolfo [41], the reason for this behavior might be that
the modifier species poisons the Si nucleation sites, thereby causing the observed
morphological changes. Additionally, these authors suggested that there is a reversal
of leading roles (Al leading Si at the growth front in the modified alloy), due to a
reduction in the rate of Si diffusion in the liquid in the presence of the modifying
agent as well as a change in the surface tension of liquid Al. Differences in the growth
rates between Al and Si results in complete encasement of Si by Al in the modified
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alloy, such that the Si phase is forced to continuously re-nucleate as films along the
boundaries of eutectic colonies [41]. We note that Si re-nucleation would then imply
a change in the topology (i.e., connectivity) of the eutectic Si, as will be expounded
in detail below. In the latter (growth) perspective, the proposed models are largely
based on geometric considerations of the impurity atoms and the faceted phase. The
twin plane re-entrant edge (TPRE) growth mechanism describes the growth of the
faceted (Si) phase facilitated by {111} Σ3 twins [131, 130]. According to the poi-
soning of the TPRE mechanism, growth of the faceted phase is more isotropic due
to selective adsorption of the modifier atoms at the twin-liquid interface (i.e., de-
activating the advantage of the TPRE mechanism) [132]. In the impurity-induced
twinning (IIT) mechanism, the modifier atoms adsorb instead at the 111 Si step sur-
faces, and the associated change in the stacking sequence facilitates the formation
of frequent crystallographic twins and locally enables growth in multiple < 112 >
directions [96]. The IIT mechanism, which assumes an FCC crystal structure for the
faceted phase, projects that only the elements that meet the ‘ideal’ atomic radius
ratio ri
r
∼ 1.646 (where ri is the atomic radius of the impurity element, and r is that
of the host phase) cause modification [96]. The ideal radius ratio is calculated based
on the assumption that impurity atoms of appropriate size force a monolayer step to
miss one regular close packed position and alter stacking sequence [96]. While the
IIT model has gained some traction in the crystal growth community, several of its
shortcomings have been reported, including by the original proposers [96] and others
[112, 165, 106]. We note that while quenching in the absence of modifying agents
can produce fibrous, as opposed to flake-like, Si in Al-Si alloys, it does not change
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the twin density of Si [101].
In the contemporary literature, for cases that chemical modification does result
in increased twinning, the twinning mechanisms remain a subject of debate. In
Eu-modified Al-Si alloys [136], Schumacher and colleagues observed frequent twin-
ning within eutectic Si as well as the formation of nanoscale Al2Si2Eu intermetallic
clusters or continuous Eu-rich layers located ahead of the Si twins. These authors’
high-resolution scanning transmission electron microscopy results support the simul-
taneous occurrence of the IIT as well as poisoning of the TPRE growth mecha-
nisms [136, 96, 131, 130]. Additionally, the authors attribute the formation of such
impurity-containing moieties as “artifact” of the adsorption and entrapment of the
modifying agent within eutectic Si during growth [136], rather than as enabler of
modification as suggested previously by others [161, 61]. On the other hand, in the
case of Sr-modified Al-Si alloys, Kothleitner and colleagues [141] have recently re-
ported that prolific twinning in Si arises in the solid state, upon subsequent annealing
of the as-grown eutectic microstructure. In this picture, the modifier (here Sr) atoms
diffuse interstitially into the fully-solidified Si, self-organizing into ¡100¿ interstitial
columns. According to these authors’ work, twin boundaries subsequently originate
in the vicinity of the interstitial Sr columns.
The above and many other post mortem studies of fully-solidified alloy sam-
ples have provided great insights into the structure and crystallography of impurity-
modified irregular eutectics. However, the oft-employed ‘quench-and-look’ approach
is inherently limited in scope and can only provide mechanistic inferences in limited
situations. Quenching can distort the morphology of the solid-liquid interface com-
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pared to that seen during crystallization. It is also worth noting that at the typical
concentrations of impurities used for chemical modification (∼ 100 ppm), analytical
methods do not possess the necessary sensitivity for conclusive determination of the
local spatial distribution of the modifying element. In the contemporary viewpoints
surveyed above, no in situ reports are available to the best of our knowledge, and
no comparisons are drawn against the corresponding unmodified alloys. Evidently, a
unified theory of eutectic modification — that can fully describe the microstructural
and topological complexities that arise during solidification — remains elusive due
to the dearth of 3D space- and time-resolved information.
In the present study, we employ an integrated imaging approach in an effort to
understand the role of impurities on eutectic solidification. In particular, we examine
the solidification pathways of an Al-51.6 wt.%Ge eutectic with trace metal impuri-
ties (0.1 wt.% Na) and draw comparisons with the unmodified Al-Ge alloy reported
recently by Shahani and coworkers [57]. We note that Ge behaves in a similar fashion
to Si discussed above, e.g., both materials have covalent bonding, high entropies of
fusion, highly anisotropic Wulff shapes, and only modestly different self-diffusion co-
efficients at their respective melting points [166, 167]. By non-destructively monitor-
ing the solidification process in situ via synchrotron-based X-ray microtomography
(4D XRT), we tracked the evolution of directionality and topology in the eutectic
constituents for the first time. To link these dynamical events to crystallographic
features, we conducted electron backscatter diffraction (EBSD) experiments on the
fully-solidified specimens. On the basis of our integrated characterizations, we find
that the growth of the faceted phase is retarded by the trace impurities, leading
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to orientational changes and topological singularities during crystallization. The re-
sulting eutectic microstructure belongs to its own topological class, distinct from the
unmodified alloy.
5.2 Results and Discussion
5.2.1 Nucleation and Growth Observations
The synchrotron experiment was guided by the equilibrium phase diagram of the
unmodified Al-Ge eutectic (black solid lines in Fig. 5.1(a)), with the anticipation
that chemical modification leads to higher nucleation undercooling [96, 164]. Initially
the sample was heated in a resistive furnace to 440 ◦ – which is well above the
eutectic temperature, 425 ◦, of Al-Ge – and allowed to equilibrate. The oxide skin
layer, grown by thermal oxidation, contained the molten specimen and prohibited
the diffusion of the Na out of the sample bulk. Then, the sample was cooled to 417
◦ and held at this temperature for 5–10 min for homogenization. Subsequently, the
sample temperature was dropped down to 416 ◦ and was held isothermally at this
temperature while X-ray projections were recorded (see Methods). In Fig. 5.1(a), we
also provide kinetic boundaries due to Na modification (red dashed lines), according
to our direct experimental observations of the solidification pathway, see Fig. 5.1(b).
We observe that primary Al (in the form of equiaxed dendrites; an example
marked by the arrow in Fig. 5.1(b)) forms at∼ 417–418 ◦C and continues to grow and
coarsen until a sufficiently low temperature (416 ◦C) is reached, at which point the
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Figure 5.1: Solidification pathway. (a) The equilibrium phase diagram of the
unmodified Al-Ge eutectic (black solid lines) is shown together with kinetic arrests
in the modified Al-Ge-Na alloy (red dashed lines). The eutectic composition shifts
to the Ge side (63.3 wt.%) in the modified alloy. (b) Representative 2D slices of the
3D reconstruction show the progression of solidification. The absorption contrast
between the constituents allows distinguishing between the three coexisting phases:
the liquid (light gray), eutectic Ge (white), and eutectic Al (dark gray). In panel (1)
the sample is fully liquid (corresponding to region 1 in (a)). Upon cooling below the
Al-Ge eutectic temperature (425 ◦), the sample consists of primary Al dendrites in
the melt, seen as dark, bulbous features in panel (2) (corresponding to point 2 in (a);
one marked by arrow as example). Through further cooling to 416 ◦, development
of the Al-Ge eutectic microstructure is observed, as in panel (3), corresponding to
point 3 in (a). The red box in panel (3) shows the region-of-interest isolated for
subsequent analysis. Scale bar: 100 µm.
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nucleation of eutectic Ge in the presence of the Na modifier species occurs. Given that
the primary Al phase was detected first, and immediately below the Al-Ge eutectic
temperature, we expect that the Al liquidus is unaffected by chemical modification
(see the oblique dashed red line in Fig. 5.1(a)); a similar argument is presented in ref.
[164] based on the analysis of cooling curves. Rather, our results indicate that it is
exclusively the Ge liquidus which is depressed in the Na-modified alloy, in agreement
with the observation of Hanna et al. [119]. In comparison, in the unmodified alloy, Al
and Ge phases nucleate at the same temperature and subsequently grow in a loosely-
coupled manner [57]. Ultimately, the critical undercooling for the nucleation of the
modified eutectic is ∼ 9 ◦C, which is approximately three times higher than that
of the unmodified Al-Ge eutectic [57]. Interestingly, the nucleation of the modified
Al-Ge eutectic does not occur heterogeneously on the pre-existing Al dendrites, but
rather on the Al2O3 oxide skin of the sample, in agreement with ex situ observations
of Dahle et al. [42]. The sample temperature was maintained at 416 ◦C throughout
the in situ XRT experiment, allowing for the Al-Ge eutectic to grow with minimal
undercooling.
5.2.2 Tomographic Reconstructions
For subsequent analysis, we analyze the dynamics of eutectic crystallization within
a region-of-interest (ROI) that does not contain Al dendrites. The selected ROI
provides a ‘good’ statistical representation of the eutectic microstructure because its
composition (53 wt. % Ge, assessed in the fully-solidified state) matches very closely
to that of the bulk alloy (51.6 wt. % Ge). A snapshot of the ROI at 260 s after the
96
start of solidification is shown in Fig. 5.2.
In the 3D rendering, Ge lamellae are shown in red, and Al in yellow. The liq-
uid phase is rendered transparent. Some Ge lamellae are observed to have highly
curved solid-solid interfaces, which is anomalous for a faceted phase. As noted in
Introduction, the equilibrium and kinetic shapes of semiconductor crystals tend to
be fully faceted due to their strong and directional covalent bonds [166]. This cur-
vature might arise due to the interaction of the Ge constituent with Na segregations
ahead of the solidification front. To further investigate these qualitative observa-
tions, we track the growth of the eutectic region of interest in 4D. Figure 5.3 shows
microstructural evolution during growth of the eutectic ROI at five representative
time-steps. At each time-step, three views of the region are provided. Interestingly,
and as indicated by the arrows in the side views of Fig. 5.3(c,d), the Al phase leads
at the growth front, and eventually envelopes the lagging Ge phase. Because the Ge
phase cannot keep pace with the Al phase, steady-state growth is not possible in the
modified Al-Ge system. This morphological instability is shown to cause a marked
change in the topology of the eutectic constituents, which is discussed in the next
section.
5.2.3 Characterization of Topology
We quantify the connectivity of the eutectic constituents during the growth pro-
cess by computing the topological characteristics of the microstructure [168]. In
the present study, we examine three topological characteristics within the region of
interest, across time: the number of independent bodies, i.e., solid ‘voids’, v; the
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Figure 5.2: Segmentation and visualization of tomographic data. (a) A
representative (“raw” grayscale, 260 s after the start of solidification) 2D slice of the
3D reconstruction serves as the input for computer vision algorithm. For subsequent
analysis, a region of interest (green box) was extracted. Scale bar: 200 µm. (b) A
magnified version of the region-of-interest is shown. The eutectic Ge lamellae appear
as brighter features while the eutectic Al phase appears as darker gray. Scale bar:
50 µm. (c) Segmented (output) image corresponding to the same “raw” (grayscale)
image in (b). The eutectic Ge phase is shown as white, and the eutectic Al is
displayed gray. (d) The edges of the segmentation output are overlaid on top of
the raw (grayscale) image. Edges of eutectic Ge are red, and those of eutectic
Al are yellow. The segmentation result shows great agreement with the structures
underneath. (e) Three-dimensional reconstruction of the region-of-interest at this
particular time-step. The eutectic Ge phase is shown in red, Al in yellow. The melt
is rendered transparent. The 2D slice in (a) corresponds to the top side of the 3D
reconstruction in (e). Scale bar: 200 µm.
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Figure 5.3: Microstructural evolution during eutectic crystallization.
Three views of 3D reconstructions are shown at five representative time-steps af-
ter the start of solidification: (a) 180, (b) 220, (c) 240, (d) 280, and (e) 300 s. The
Al phase is represented in yellow, and Ge is shown in red (the melt is rendered trans-
parent). The arrows in the side views of (c,d) point to regions where the Al phase
leads at the growth front, advancing deeper into the melt and eventually engulfing
the lagging Ge phase. This morphological instability is shown to cause a marked
change in the topology of the eutectic constituents. Scale bar: 100 µm.
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genus, g; and the total number of loops, i.e., handles, h [168, 169]. The genus is
approximately related to the number of holes or gaps in an object: for instance, a
donut or torus has a genus of one. For any object, the genus is related to the number
of handles and voids according to Eq. 5.1:
g = h− ν (5.1)
It is therefore evident that, for structures with no voids, the genus and handle
have the same values. More importantly, if the number of voids exceeds the number
of handles, then the genus assumes a negative value, indicating that the solid bodies
are disjoint. In the context of crystallization, this situation might be encountered
during the early stages of nucleation, wherein the nuclei are small and far apart.
During growth the nucleated solid bodies may coalesce, giving rise to continuous
handles in the microstructure and a correspondingly higher value of genus (Eq. 5.1).
In eutectic microstructures, the genera of the phases may depend on each other given
the intertwined pathways available for growth.
To circumvent the potential ambiguity in the calculation of genus related to the
parts of the microstructure that contact the bounding box (i.e., any of six sides of the
ROI), we obtain the upper and lower bounds of genus, gmax and gmin, respectively
[168]; computational details are provided in Methods. The true value of the genus
g for each phase i is then in between the gimin and g
i
max limits. The maximum and
minimum genera of Al and Ge, scaled by the corresponding solid volume, are shown
in Fig. 5.4(a). We define the reference (zero) time as the time-step during the
tomographic experiment when the Ge phase is first observed (we note that this is
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not the precise moment of nucleation of Ge, given the 20-second temporal resolution
of the tomographic experiment, nor is it necessarily the same time-step at which
eutectic Al nucleates). At the reference time, several small and disjoint solid Ge
domains exist. Thus, the genus of Ge is negative (both gmax and gmin). We also
observe that the Al phase attains a positive genus and already encases the Ge phase
in a few locations (cf.,. Fig. 5.3).
In order to eliminate the effect of the increasing length-scale of the system dur-
ing the growth process, we scale the volume-normalized genus by the inverse of the
surface area per unit volume [169], S−3V . This scaling yields a dimensionless topolog-
ical quantity g
S−3V
that is independent of both volume and length-scale differences of
the growing microstructure over time. The dimensionless upper and lower bounds
of genus for both Al and Ge are shown in Fig. 5.4(b). While the unscaled (but
volume-normalized) genus of Ge and Al have roughly the same value in the second
half of the growth process, the scaled genus of Ge is approximately an order of mag-
nitude smaller than that of Al (a manifestation of the greater S−1V of Al compared
to Ge), indicating that the eutectic Al phase engulfs the eutectic Ge phase. That is,
the many holes in the Al phase (contributing to a relatively high value of gAl
S−3V
) are
filled with independent Ge solids that are unable to grow through the solid metal
layer. We note that this direct topological analysis is only possible using the 4D
synchrotron data.
Full topological details of the eutectic Ge phase are shown in Fig. 5.4(c,d). Using
the upper and lower bounds for genus as defined above, together with Eq. 5.1, upper
and lower bounds for the number of handles were calculated. Figure 3c shows the
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Figure 5.4: Topological distinctions between the eutectic phases. (a) The
upper (upward arrows) and lower (downward) bounds of genus for the Al (open sym-
bols) and the Ge (filled) phases are measured from the tomographic reconstructions.
The genera are normalized by the corresponding solid phase volumes. The reference
(zero) time as defined in the text is indicated by a dashed vertical line for clarity.
At this time, the genus of Ge is negative (both gmax and gmin), while that of Al
is positive. Therefore, the Al phase already encases the Ge phase. (b) The scaled
(dimensionless) genera (see text) of the two eutectic constituents are displayed over
time. The scaled genus of Ge is approximately an order of magnitude smaller than
that of Al. (c) Volume-normalized topological characteristics of the eutectic Ge phase
are shown, calculated by applying Eq. 5.1 (in the text) on the mesh representation
of the Ge phase. The number of solid Ge voids (inset) does not have an appreciable
contribution to the topology of the microstructure, as the genus and number of han-
dles are roughly equal. (d) The scaled topological characteristics of the Ge phase are
displayed.
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evolution of the unscaled (i.e., only phase volume-normalized) characteristics during
the growth process, while Fig. 5.4(d) shows the scaled (i.e., dimensionless) topolog-
ical parameters. Clearly, the number of solid Ge voids does not have an appreciable
contribution to the topology of the microstructure, as the genus and number of
handles are roughly equal. However, it is interesting to observe that topological pa-
rameters are not necessarily monotone during the growth process. For instance, the
number (absolute count) of solid Ge voids (shown in the inset in Fig. 5.4(c)) initially
increases over time, followed by a sudden drop by > 50% and subsequently a quick
rise. In order to verify that this drop and rise in the number of voids is inherent to the
data and not an artifact of the image segmentation algorithm, the connected com-
ponents of the Ge phase were examined. Broadly, a connected component is defined
as several interconnected structures, as opposed to a single, isolated structure [170].
As shown in Fig. 5.5, immediately before the drop in the number of voids, there are
several small and large Ge connected components. At the time-step at which the
drop in the number of voids occurs, coalescence of those connected components is
observed, justifying the decrease in the number of solid voids (fewer Ge connected
components). At the following time-step, in addition to the growth of the merged
connected component, several new (small) connected components (hence solid voids)
are present, justifying the corresponding rise in the number of solid voids. The new
Ge connected components arise due to the high undercooling (and consequently, high
nucleation power) of the modified Al-Ge eutectic.
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Figure 5.5: Coalescence of Ge lamellae during the growth process. (a)
Several solid voids (connected components) of eutectic Ge phase are present, varying
from small to large sizes. The solid voids are illuminated by different colors so that
no two neighboring connected components have the same color. Scale bar: 200 µm.
(b) Upon growth, the Ge lamellae coalesce, reducing the number of solid Ge voids,
as observed in the inset of Fig. 5.4(c). The arrows point to coalescence events of
the Ge connected components. (c) The coalesced Ge voids (connected components)
grow while new, smaller solid voids appear, giving to the rise in the total number of
solid Ge voids (see the inset of Fig. 5.4(c)).
5.2.4 Characterization of Directionality
Figure 5.6(a–c) shows the 3D microstructures of the Ge phase superimposed at two
different time-steps (represented by red and pink colors). As described earlier, the in
situ XRT results reveal significant curvature in the solid-solid interfaces of Ge, which
is anomalous for the covalently-bonded faceted phase. Points of significant curvature
and branching are shown with arrows in Fig. 5.6(b,c). The degree of directionality
of the microstructure is quantified by calculating stereographic projections of the
orientations (normals) of patches of interface in the microstructure. Stereographic
projections collapse the three-dimensional spatial orientation of the microstructure
into a two-dimensional representation that facilitates the detection of any preferential
directionality in the microstructure. Upon scaling the stereographic projections with
the interfacial patch area, the probability of locating an interfacial patch with a
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particular spatial orientation is represented. We note that this so-called interface
normal distribution (IND) is constructed in the reference (i.e., laboratory) frame,
not the crystallographic frame. Thus, due to the many independent Ge lamellae in
the bulk microstructure, the IND represents a superposition of many single crystal
patterns.
The IND of the 3D microstructure of Ge for the two time-steps during growth
are shown in Fig. 5.6(d,e). The Ge facets correspond to sharp peaks in the IND,
indicating a high degree of directionality of the shown lamellae. The poles of high
probability present in the IND of the microstructure at earlier time-step (Fig. 5.6(d))
disappear in the later time-step (Fig. 5.6(e)), indicating loss of directionality dur-
ing growth, that come about due to the curving and branching of the Ge lamellae
between the two time-steps. Over time, we predict the stereographic projection to
be uniformly distributed as the Ge lamellae explore the full extent of the orientation
space.
5.2.5 Characterization of Crystallographic Texture
Motivated by the unique directionality and topology of the eutectic Ge phase ob-
served during the in situ XRT results, we investigated the individual crystallographic
orientations of the fully-solidified microstructure. The microtexture (i.e., conjunc-
tion of microstructure and crystallographic texture) investigation was performed by
means of electron backscatter diffraction (EBSD), on both the unmodified Al-Ge and
modified Al-Ge-Na samples for sake of comparison. Analysis of a sufficiently large
ROI in both cases is important to ensure statistical significance of the results. To
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Figure 5.6: Directionality of eutectic Ge during growth. (a–c) Shown are
the 3D microstructures of the Ge phase at two different time-steps, superimposed on
each other. The structure at the earlier time is colored red, while that at the later
time is colored pink. The two time-steps are 40 s apart. Curvature and branching
events are shown with arrows in (b,c). Scale bar: 30 µm. (d) The interface normal
distribution (IND; see text for definition) of the earlier time-step contains poles of
high probability (marked by the arrow) that indicate anisotropy in growth. (e) The
IND of the later time-step shows a diminished pole intensity compared to the earlier
time-step (shown by the arrow), indicating loss of directionality during growth.
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Figure 5.7: EBSD convergence tests. The length fraction of Σ3 grain boundary
(G.B.) as a function of EBSD scan area was used as the metric of statistical con-
vergence. Convergence was achieved for a minimum scan area of 280 µm x 280 µm
(indicated by the vertical dashed line in figure) for both Al-Ge-Na and Al-Ge EBSD
patterns, as the Σ3 length fraction for each alloy reached its steady-state value. All
EBSD results reported in the text satisfy this convergence condition.
this end, the EBSD results presented herein satisfy the convergence criterion shown
in Fig. 5.7.
Representative orientation maps of the two alloys are shown as insets in Fig.
5.8(a). The mean crystallographic orientation of each grain of eutectic Ge is colored
according to the standard stereographic triangle on the top-right of the Al-Ge ori-
entation map, while non-indexed regions, belonging to the Al phase, are depicted as
black. The orientation maps provide only a qualitative intuition about the degree of
crystallographic twinning as well as inter-lamellar spacing, both of which appear to
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Figure 5.8: Crystallographic texture of the Ge lamellae. (a) Angle distribu-
tion of grain boundary disorientations (defined in main text) of eutectic Ge in both
the modified (blue bars) and unmodified (red) alloys are displayed. The degree of
twinning (high-probability peak at 60◦) in both cases is practically equivalent. Insets
show the mean crystallographic orientation of the Ge lamellae, colored according to
the standard stereographic triangle in the inset. The non-indexed regions, belong-
ing to the Al phase, are depicted as black. Scale bar: 125 µm. (b) Distribution of
intra-lamellar misorientation of the Ge lamellae in both the modified and unmodi-
fied alloys are shown. Two features of the distributions are marked as the “ear” and
the “tail”; see text for details. A significant fraction of the Ge grains in Al-Ge-Na
exhibits greater intra-lamellar misorientation at higher angles (2–5◦), as displayed in
the inset. (c) Example of intra-lamellar misorientation is illustrated in a single Ge
lamella of Al-Ge-Na boxed in (a).
be roughly insensitive to chemical modification by Na. Quantitative analyses of the
grain boundary and intra-lamellar characteristics are discussed below.
The angle distribution of grain boundary disorientations is shown in Fig. 5.9(a).
The disorientation angle refers to the minimum of all crystallographically equivalent
misorientation angles. The distribution below 2◦ has a value of zero, as that is
the threshold used to define the boundary between two distinct orientations. For
both alloys, there are obvious peaks at roughly 4◦, 35◦, and 60◦. The near-zero
peak in the angle distribution stems from the low-angle, intra-lamellar misorientation
(discussed further below). The misorientation axes distribution corresponding to
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Figure 5.9: Disorientation axis distributions corresponding to peaks in
angle distributions. (a) The axis distribution of 35◦ misorientation in Al-Ge-Na.
The combination 35◦/< 101 > corresponds to the Σ9 coincident site lattice (CSL);
see Supplementary Note 1. (b) The axis distribution of 35◦ misorientation in Al-
Ge. (c) The axis distribution of 60◦ misorientation in Al-Ge-Na. The combination
60◦/< 111 > corresponds to the Σ3 CSL. (d) The axis distribution of 60◦ misorien-
tation in Al-Ge. No significant differences are observed in the axis distribution of
misorientation in the modified and unmodified alloys.
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the two latter peaks in the angle distribution are shown in Fig. 5.9. In the panels
corresponding to the 35◦ misorientation angle (panels (a,b)), minor peaks are present
at the < 110 > axes of the Al-Ge-Na sample, which are absent in unmodified Al-Ge.
There are several Σ CSL boundaries in this angular region: Σ5 at 36.86◦/< 100 >,
Σ9 at 38.94◦/< 110 >, Σ27a at 31.59◦/< 110 >, and Σ27b at 35.43◦/< 210 >.
Clearly, the combination 35◦/< 110 > cannot be assigned to Σ5 because the axes
distribution (Fig. 5.9(a)) displays a peak at < 110 >, not < 100 >. In practice,
a CSL grain boundary can deviate slightly from the ‘correct’ CSL orientation due
to dislocations in the lattice. In 1966, Brandon developed a criterion which showed






We note that the use of Brandon criterion is a common practice in assigning Σ
values, see, e.g., refs. [172, 173]. According to the Brandon criterion, the only valid
combination for the 35◦/< 110 > angle-axis pair is Σ9 CSL.
Overall, the modified and unmodified alloys exhibit similar grain boundary char-
acteristics. The high-probability peak at 60◦ in the angle distribution corresponds
to the < 111 > misorientation axes (Fig. 5.9(c,d)). The combination 60◦/ < 111 >
represents the coherent twist Σ3 grain boundary [174, 175, 172]. We observe that the
degree of twinning in the unmodified and modified eutectic Ge is practically equiv-
alent, unlike the predictions from the IIT and poisoning of TPRE models discussed
above. For instance, if the twinning density were significantly higher in the modified
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alloy, this would suggest that IIT is operative; on the other hand, a reduction in the
number of Σ3 boundaries might suggest that the re-entrant grooves were poisoned
by the modifier species during crystallization.
In addition, we analyze the intra-lamellar misorientation of the Ge lamellae in
both the modified and unmodified alloys, i.e., the pairwise orientation difference
between points (pixels) in each Ge lamella in reference to the mean orientation of
the corresponding lamella, surveyed over all lamellae inside the EBSD scan area.
These results are displayed in Fig. 5.8(b). A significant fraction of the Ge grains
of the modified Al-Ge-Na displays greater intra-lamellar misorientation at higher
angles (2–5◦), as shown in the inset of Fig. 5.8(b). To visualize the intra-lamellar
misorientation in the Al-Ge-Na alloy, we extract the lamella boxed in the inset of Fig.
5.8(a). This lamella was chosen since it possesses the maximum grain orientation
spread (GOS), which is calculated by averaging the deviation between the orientation
of each point (pixel) in a grain and the average orientation of that grain. This single
Ge lamella of Al-Ge-Na is shown in Fig. 5.8(c), illuminated according to the degree
of misorientation within it. We note that a noticeable length fraction of the lamella
possesses misorientation < 3◦, with some region of the sample having misorientation
close to 5◦.
Comparison of the distributions of intra-lamellar misorientation, shown in Fig.
5.8(b), with the bivariate histogram in Fig. 5.10 relating the Ge GOS and grain size in
Al-Ge-Na demonstrates that the distributions differ in two important aspects, termed
the “ear” and “tail” regions [176]: While the “ear” of the distribution corresponding
to the modified alloy is characterized by grains of smaller size with lower intra-
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lamellar misorientation, the “tail” of the same distribution encompasses larger grains
that have developed higher intra-lamellar misorientation. The “ear” can be explained
using classical nucleation theory [164, 41]: The larger nucleation undercooling of the
modified eutectic (three times that of the unmodified eutectic; see above) provides
a greater driving force for the formation of more Ge (and Al) nuclei per volume per
time [127]. In turn, these new but smaller Ge solids do not experience the same
temporal duration to grow into larger bodies that would then possess higher intra-
lamellar misorientation. Meanwhile, the larger “tail” in the modified distribution
reflects errors in the stacking sequence of the Ge phase during the growth process,
resulting in a higher GOS; see Discussion. That is, both eutectic nucleation and
growth are impacted in the modified alloy, as exemplified by differences in intra-
lamellar misorientation.
5.2.6 Discussion of Modification Mechanism and Topological
Classification of Eutectic Microstructures
It is well-established that eutectic constituents upon modification exhibit refinement
(change in length scale) [93, 110, 165] as well as favorable morphological changes (e.g.,
flake to fiber transition) [96, 41, 119]. Direct interrogation of the time-resolved 3D
results demonstrate uniquely that chemical modification also brings about significant
changes in the topology (i.e., connectivity) of the eutectic constituents, the reasons
for which are discussed in detail below.
By monitoring the phase transformation in real-time, we found that the nucle-
ation undercooling of the Al-Ge eutectic in the presence of Na is more than three
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Figure 5.10: Grain size vs. orientation spread of eutectic Ge in Al-Ge-
Na. The bivariate histogram relating the Ge grain orientation spread (defined in
text) and grain size in Al-Ge-Na demonstrates that smaller Ge grains tend to possess
smaller grain orientation spreads. The data can be used to interpret the trends in
the intra-lamellar misorientation shown in Fig. 5.8b.
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times that of the unmodified alloy. This suggests that trace amounts of Na have a
profound influence on the nucleation kinetics of the Al-Ge eutectic. In particular,
primary Al dendrites nucleate prior to the faceted Ge phase, indicating that Ge is
more strongly impacted than Al. Such a depression of the eutectic temperature due
to chemical modification of the faceted phase is in agreement with the prediction of
Thall and Chalmers [164]. Furthermore, observation of the selective affiliation of the
modifier species with the faceted phase agrees with Hellawell’s prediction [162] and
is attributed to the lower activity of Na in the Al melt [177].
During growth of the modified Al-Ge eutectic, the faceted Ge phase trails behind
the non-faceted Al phase. Eventually, the Ge constituent is fully engulfed in holes
(gaps) within eutectic Al (Fig. 5.3). Therefore, growth of the Ge phase is retarded
with respect to the Al phase, pointing to the influence of Na on the growth kinetics
of Ge. The idea of Al enveloping Ge is consistent with previously observed over-
modification bands of Al when an excess (> 100 ppm) of Na is added [41, 97].
The engulfment of Ge inside Al domains implies important topological behaviors of
the eutectic constituents. In particular, the scaled (dimensionless) genus of Ge is
about an order of magnitude lower than that of Al throughout the growth process
(Fig. 5.4(b)), indicating that the Ge phase exists as independent bodies (connected
components) inside holes within the Al matrix (Fig. 5.11(c)). This change of lead
also has important technological significance: The brittle phase (Ge) is embedded in
a ductile matrix (Al), thus contributing to the enhanced mechanical properties that
have been documented previously [99]. We note that the exact opposite roles of Al
and Ge (Fig. 5.11(b)) were recently observed during the growth of the unmodified
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Al-Ge eutectic: In the latter, the Al bulbs were observed to grow through holes
caused by crystallographic twinning within the Ge plates (i.e., in-plane mosaicity);
subsequently, the Al bulbs spread across the exposed Ge 111 facet planes [57]. Thus,
in the unmodified microstructure, the genus of Ge would be greater than that of
Al. In addition, the topology of the modified eutectic is markedly different from that
expected for organic irregular eutectics, e.g., camphor-napthalene and succinonitrile-
borneol systems [59] (Fig. 5.11(a)). In this scenario, the genera of both phases would
be comparable due to the duplex structure of the growth front (the number of disjoint
Al components is roughly the same as the that of Ge).
Whereas eutectics have been traditionally classified in terms of entropies of fusion
and constitutive volume fractions [39], we suggest an alternative classification based
on the relative magnitudes of the phase topologies. In our schema, there are three
topological classes for eutectic microstructures, that come about due to variations
in alloy composition and defect density. For example, when defect densities and
impurity concentrations are low, one might expect to see the classical picture shown
in Fig. 5.11(a). On the other hand, in low stacking-fault-energy semiconductors,
twinning is rampant (especially at high growth rates [96, 178]), and one might instead
obtain a microstructure akin to Fig. 5.11(b). Lastly, when impurities selectively
modify the growth kinetics of the faceted phase, the most probable scenario is that of
Fig. 5.11(c). More broadly, the higher degrees of freedom in the univariate eutectic
reaction (i.e., three components and two solid phases) bring about morphological
and topological transitions that are not seen in nonvariant eutectics [151]. Thus,
interfacial topology represents a signature of the structural complexity in each case.
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Figure 5.11: Topological classification of eutectic microstructures. (a) The
schematic shows crystal systems with high stacking-fault energy. Due to the duplex
structure of the growth front, the number of disjoint faceted components (red) would
be roughly the same as the that of the non-faceted components (yellow). Thus, the
genus of the faceted phase (gf ) is comparable to that of the non-faceted phase (gnf ).
(b) A depiction of crystal systems with low stacking-fault energy, such as in elemental
semiconductors, is shown. There, bulbs of the non-faceted phase were observed to
grow through holes caused by crystallographic twinning within plates of the faceted
phase [57]. In this case, the genus of faceted phase is greater than that of the non-
faceted phase. (c) The schematic illustrates crystal systems solidified in the presence
of impurities. The non-faceted phase (here Al) leads at the solidification front and
eventually collapses on the faceted phase (Ge), prohibiting the latter’s steady-state
propagation and resulting in a reversal of the ordering of their genera. Note that all
three cases (a–c) show approximately the same volume fractions of the non-faceted
(nf) and faceted (f) eutectic phases.
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The reason for this remarkable topological modification remains to be determined.
While our observation of Al leading and encasing the Ge at the growth front agrees
with studies done by Thall and Chalmers and Crosley and Mondolfo [164, 41], we
propose that the root cause of this effect is not the ‘re-nucleation’ of Ge. If that were
the case, the introduction of the new independent bodies, i.e., solid voids, of Ge would
cause a decrease in the genus of Ge (Eq. 5.1). However, in the present study the
genus of Ge is observed to increase over time (Fig. 5.4). Instead, the most compelling
reason for the retardation of the growth of Ge is that Na interferes with the stacking
sequence of Ge, leading to the greater intra-lamellar misorientation of Ge, as we show
in Fig. 5.8(b). This intra-lamellar misorientation in turn facilitates the development
of curved solid-solid interfaces, enabling the Ge phase to grow without ever attaining
its fully-faceted shape. Importantly, Na does not satisfy the geometric condition
of Hellawell’s IIT mechanism [96] nor increase the twinning frequency in Ge (Fig.
5.8(a)). Yet, as discussed above, Na modification is demonstrated to cause a marked
change in both the morphology and the topology of the eutectic constituents. It is
therefore evident that the conventional growth mechanisms of IIT, TPRE, as well as
poisoning of TPRE are limited in scope. The former model is overly deterministic
in that it assumes that the impurity atoms fit perfectly in the Ge lattice so as to
create coherent Σ3 twin defects [96]. In reality, adsorbed impurities can give rise
to a range of interfacial configurations, grain orientations, and misorientation angles
beyond 60◦.
Our results support and generalize the chemical modification model proposed by
Schumacher and colleagues [136, 179, 165], wherein the segregation and/or adsorption
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and subsequent entrapment of the impurity species (here Na) during growth of the
faceted (here Ge) phase lead to modification. In this picture, the Na and Al segregate
ahead of the growing Ge phase (where the partition coefficients kNa < 1 and kAl < 1,
respectively); then, during continuous Ge growth, the adsorption of Na atoms on
the exposed Ge facets may occur, forcing a change in the stacking sequence of the
faceted phase at the growth front. Total-energy minimization calculations, as well as
vibrational spectroscopy results, show that the adsorption of Na on Ge surfaces does
give rise to new vibrational states, forming adatom-surface bonds [180]. Finally, the
overgrowth of Ge leads to a solute entrapment within the eutectic Ge phase [136, 179].
We note that entrapment should not be confused with solute trapping, wherein solute
atoms are “frozen” in the liquid state. Given that our in situ tomographic experiment
was conducted with minimal undercooling, solidification rates (∼ 1 µm
s
) are not high
enough to physically trap the trace impurity atoms.
The aforementioned solutal entrapment likely forms an aggregation of Al-Ge-Na
within, as well as in the vicinity of, the eutectic Ge phase. In the present study,
we aimed to map the atomic distribution of Na in the fully-solidified specimen using
high-resolution (scanning) transmission electron microscopy together with energy-
dispersive spectroscopy as well as electron energy loss spectroscopy. However, our
chemical mapping efforts did not yield conclusive insights, due to the high overlap of
the peak from Ge L2,3 absorption edge (1217–1248 eV) and the small peak from the
Na K-edge (1072 eV), given the trace atomic content of the latter (¡0.2 at. %), in the
HR-STEM images. Continuing advances in the design of analytical tools for high-
resolution characterization of materials containing light elements as well as those
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prone to beam irradiation, will aid further analysis of the atomic distribution of Na
in future experiments.
5.3 Summary
In summary, by employing a multi-modal imaging approach, we tracked the growth
behavior of a modified irregular eutectic alloy and analyzed the physical charac-
teristics of the fully-solidified specimen. We illustrated that the trace presence of
the modifier species has a profound influence on the kinetics of both nucleation, as
manifested in higher undercooling compared to the unmodified alloy, and growth,
as expressed in the marked difference in the morphological and topological proper-
ties. These trends can be rationalized by noting that the impurity species selectively
alters the stacking sequence of the faceted phase, as indicated by the higher intra-
lamellar misorientation of the faceted phase in the impurity-modified alloy (over a
two-fold increase). This result supports the notion that during growth, the faceted
phase rejects the modifier atoms; subsequently, the modifier species adsorbs onto or
in the vicinity of the faceted phase, thereby acting as “obstacles” to its continued
propagation. Consequently, the non-faceted phase supersedes the faceted phase dur-
ing growth, leading to a topological transition (complete encasement of the faceted
phase). Collectively, our findings demonstrate a comprehensive understanding of the
role of trace impurities during eutectic crystallization.
Although our results concern eutectic systems, nothing precludes the immedi-
ate extension of our techniques to materials classes that involve the interaction of
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impurities and other building blocks. Exploiting analogies with interactions among
impurities and other building blocks, aided by powerful computational schemes, can
help derive design rules that span across a vast array of materials systems. As an
example, the newly investigated Al-Ce alloys demonstrate castability, structure, and
mechanical strength similar to the near-eutectic Al-Si alloys modified by Sr; as a re-
sult, the Al-Ce alloys have been rated positively for laser additive manufacturing (no
cracking or porosity) [181]. It is reasonable to assume that chemical modification, a
lesson from a much older manufacturing process, namely casting, will provide unique
pathways toward future design of alloys – including Al-Ce – by additive manufactur-
ing.
5.4 Materials and Methods
5.4.1 Experimental Design
An integrated imaging approach, comprised of 4D (3D space- and time-resolved)
synchrotron X-ray microtomography (4D XRT) was employed to directly observe
the solidification pathways and interfacial dynamics of an irregular eutectic system
in the presence of trace metallic impurities. We illustrate our findings on the Al-
51.6 wt.%Ge eutectic with 0.1 wt.% Na as the impurity species (‘modifier’). Direct
comparisons are drawn against the unmodified Al-Ge alloy reported recently [57].
Microstructural and topological evolution as measured in the reconstructed volumes




Alloy buttons of nominal composition Al-51.6 wt.%Ge-0.1 wt.%Na were cast via vac-
uum arc-remelting at the Materials Preparation Center at Ames Laboratory (Ames,
IA, USA), using 99.999% purity Al, 99.999% purity Ge, and ¿99.9% purity Na. We
note that the composition of Ge (51.6 wt.%) in the present study is the same as that
in the recent report of the unmodified, fully eutectic alloy investigated in ref. [57].
For the synchrotron X-ray tomography (XRT) experiments, the as-prepared alloy
buttons were cut in the shape of cylindrical rods of 1 mm diameter by 5 mm length
via electrical discharge machining.
5.4.3 Beamline Setup
The XRT experiments were conducted at Sector 2-BM at the Advanced Photon
Source in Argonne National Laboratory (Argonne, IL, USA). The polychromatic
‘pink’ X-ray beam was focused on the samples and a 20 µm thick LuAg:Ce scintil-
lator converted the transmitted X-rays to visible light. High-resolution imaging was
accomplished utilizing a PCO Edge CMOS camera equipped with a 10x magnifying
objective to provide isotropic pixel sizes of 0.65 mm x 0.65 mm. The tomographic
field-of-view measured 2,560 x 600 pixels (i.e., 1,664 mm in width by 390 mm in
height). The camera frame rate and exposure time were 50 Hz and 14 ms, respec-
tively. Due to the small penetration depth through the ‘heavy’ element Ge (51.6
wt.%), relatively long exposure times were required to ensure high signal-to-noise
images. Given the 1 mm diameter of each sample, the temperature distribution was
assumed to be uniform within the sample. Our beamline setup follows closely that
121
of ref. [57]. During acquisition, the sample was rotated continuously at a rate of
6◦ per second. During each 180◦ rotation of the sample, 1,500 projections were col-
lected. The large number of projections recorded (in addition to the high exposure
time of 14 ms) guaranteed high-quality images. This combination of acquisition pa-
rameters optimally allowed for a temporal discretization of 20 s between consecutive
3D reconstructions. Data were collected for roughly 450 s, resulting in 22,500 total
projections and 15 total reconstructions.
5.4.4 Data Visualization
Reconstruction of the tomographic data was performed using TomoPy, a Python-
based open source framework [182]. Within TomoPy, the X-ray projections were
first normalized by the dark- and white-field images to account for beam instabilities.
Additional correction for “ring” artefacts was made via combined wavelet-Fourier fil-
tering [183]. Subsequently, the data were reconstructed via the direct Fourier-based
Gridrec algorithm [184]. The reader is referred to ref. [182], and references therein,
for further details on these algorithms. A representative grayscale 2D slice of 3D
reconstruction, parallel to the axis of rotation of the cylinder-like sample, is given
in Fig. 5.2(a). The strong absorption contrast between the constituents allows one
to easily distinguish between the three coexisting phases: eutectic Ge (white), eu-
tectic Al (dark gray), and the liquid (light gray). The reconstructed image also
features bulbous Al dendrites (also dark gray). One eutectic region free of dendrites
(Fig. 5.2(b)) is boxed and isolated for subsequent analysis. In order to enhance
the contrast between the solid and liquid phases, and minimize any systematic im-
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age artefacts, reconstructions of the fully-liquefied sample were subtracted from all
other reconstructions. Subsequently, the grayscale reconstructions of this region
were segmented, i.e., transformed into a computable representation of their parts
(liquid, eutectic Ge, and eutectic Al). Our segmentation algorithm, implemented in
the Image Processing ToolboxTM of MATLAB R2016a, comprised of (i) multi-level
thresholding, (ii) edge-based methods for finding the boundaries of ‘objects’ (Ge and
Al) within images, and (iii) morphology-based methods (e.g., dilation and erosion)
in order to remove speckle noise (small objects) as well as to smooth the border of
large objects [185]. Figure 5.2(c) shows the segmentation output of the region in
Fig. 5.2(b), wherein eutectic Ge is indicated with white, eutectic Al with gray, and
air (pore) with black. In Fig. 5.2(d), edges of the segmentation output are overlaid
on the original grayscale reconstruction (edges of Ge are red, and those of Al are
yellow), showing excellent agreement with the eutectic structures underneath. The
segmented 2D images were then stacked along the third spatial dimension to reveal
the 3D microstructures. Fig. 5.2(e) shows the 3D eutectic structure corresponding
to the region of interest (boxed). The slice shown in Fig. 5.2(a) corresponds to the
top-most surface of the 3D visualization in Fig. 5.2(e).
For subsequent (topological and directional) analysis of the 3D microstructures,
we represented the interphase interfaces using a triangular mesh, wherein sequences
of vertices and triangular faces comprise the solid-liquid and solid-solid interfaces. To
remove any ‘staircase’ artifacts, the triangular meshes were smoothened via mean
curvature flow [186]. The 3D visualization in Fig. 5.2(e) is an example of the
smoothed structure (triangular faces and vertices are rendered colorless).
123
5.4.5 Topological Calculations
The topological parameters were calculated from the triangular mesh representation
of the segmented interphase interfaces as an input. The mesh consists of n nodes, e
edges, and f faces. In these calculations, the genus g was computed according to Eq.
5.3:
g = 1− χ
2
(5.3)
χ = n− e+ f (5.4)
χ is the Euler characteristic, which relates the number of nodes (n), edges (e),
and faces (f) of a polygonal mesh to the genus g of the underlying object [187]. Since
the genus is a topologically-invariant property, it does not depend on the fineness or
smoothness of the mesh representation of the object. Subsequently, Eq. 5.1 (main
text) was used to compute the contributions of handles h and voids v to the genus
g. We computed and report upper and lower bounds for genus, gmax and gmin,
respectively. These two distinct boundary conditions are determined by treating
the parts of the microstructure that contact the bounding box. To obtain gmax, we
assume that all such parts of the microstructures cross the boundary and connect
to an external node, as illustrated in Fig. 5.12(a). To obtain gmin, we assume that
those parts of the microstructure are ‘capped’ at the bounding box, as shown in
Fig. 5.12(b), so that there is no point of contact between the microstructure and
the bounding box. In our digital (mesh) representation of the 3D microstructures,
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Figure 5.12: Boundary conditions for genus calculations. Boundary con-
ditions for genus calculations. (a) The parts of the solid phase that contact the
bounding box of the ROI are assumed to cross it and meet at an external node. This
assumption provides an upper bound for the genus gmax of the solid phase. (b) The
parts of the solid phase that would contact the bounding box are capped, so that
there is no longer a point of contact between the two. This configuration yields a
lower bound of the genus gmin of the solid phase. Figure adapted from ref. [168].
the latter is accomplished by padding all six sides of the bounding box by arrays of
zeros.
5.4.6 Ex Situ Characterization
The XRT experiment was complemented with ex situ characterization studies. Crys-
tallographic investigation of the as-solidified Al-Ge and Al-Ge-Na eutectics by means
of electron backscatter diffraction (EBSD) was performed using the field-emission gun
scanning electron microscope Tescan MIRA3 at the University of Michigan campus.
For this purpose, a small cut of the high-purity alloy button was thermally annealed
at 550 ◦C for 4 hours, and mechanically ground and polished so as to obtain scratch-
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free surface. For the EBSD experiments, the beam voltage was adjusted to 10 kV;
the working distance, tilt, and step size were set to 20 mm, 70◦ relative to normal
incidence, and 0.5 µm, respectively. Analysis of the texture data was performed
using the MATLAB toolbox MTEX [188] in order to generate orientation maps and
misorientation distributions.
5.5 Data Availability
The raw XRT projection data are publicly available in the University of Michigan
Deep Blue Data repository at https://doi.org/10.7302/Z2154F89.
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Singly-Twinned Growth of Si
Crystals Upon Chemical
Modification
This chapter is based on the article under review (revision stage) as of April 2020.
6.1 Introduction
Understanding the relationship between the distribution of chemical impurities and
microstructural defects – including grain boundaries – in crystals is of paramount
importance for engineering new or improved materials for a wide variety of appli-
cations, including structural [189, 190], electronic [191, 192], and energy [193]. An
important class of grain boundaries is the twin plane along which two crystals share
the same lattice sites and intergrow through certain symmetry operations, and re-
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cent works provide key insights into the twin forming process [194] and its impact on
grain growth [195]. The use of growth modifiers in natural, biological, and synthetic
crystallization is a common strategy to control growth and achieve more desirable
physicochemical properties [196, 197, 198, 143, 30]. For structural materials, such
as eutectic alloys, chemical modification through the addition of trace, typically
metallic elements to the feedstock alloys during crystallization often improves the
mechanical properties of growing crystals from a melt, for instance ductility and
strength [42, 61, 161, 137, 165, 141] of cast alloys. This is due to a combination
of structural refinement [42, 179] as well as morphological and topological changes
during solidification [30]; Ref. [29] provides a review on the microstructural effects of
chemical modification. While it is known that impurities such as those deliberately
added [197, 198, 30, 61, 45] through chemical modification tend to segregate to grain
boundaries [189, 199] with dramatic consequences for the physical behavior of the
material [196, 30, 29], the origins behind such drastic microstructural changes upon
crystallization remain elusive.
Several models have been proposed since the 1960s and onwards to explain the
mechanisms behind chemically-modified crystallization. These models are often in
relation to the growth of eutectic Si in Al Si alloys whose brittleness and coarse mi-
crostructure in pristine (unmodified) state is the main reason for the poor mechanical
properties of the as cast alloy, such as premature crack initiation and fracture in ten-
sion [145]. Among these proposed models are those that describe the growth of the
faceted Si phase largely based on geometric considerations involving the impurity
atoms. The twin plane re-entrant edge (TPRE) growth mechanism (vide infra) de-
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scribes the growth of the faceted phase facilitated by 111 Σ3 twins [130, 131]. TPRE
is thought to dominate for slow cooling rates in unmodified alloys. According to the
poisoning of the TPRE mechanism, growth of the faceted phase is more isotropic
due to selective adsorption of the modifier atoms or clusters at the twin-liquid in-
terface (i.e., deactivating the advantage of the TPRE mechanism) [132]. In the
impurity-induced twinning (IIT) mechanism, the modifier atoms adsorb instead at
the 111 step surfaces of the faceted phase, and the associated change in the stacking
sequence facilitates the formation of frequent twins and locally enables growth in
multiple < 112 > directions [96]. That is, both IIT and the poisoning of TPRE
involve adsorption of the modifier at the Si-liquid interfaces; however, the former
leads to twin formation and the latter to twin suppression.
The TPRE growth model for crystallization of a twinned diamond cubic crystal
was independently proposed by Wagner [130] and Hamilton and Seidensticker [131],
hereafter referred to as WHS. The model is based on enhanced nucleation at the Σ3
twin-liquid interface. According to this model, nucleation occurs at the 141◦ concave
basin, termed type I re entrant groove, which is formed by the intersection of 111
interfaces on either side of the twin defect. Fig. 1(a) shows the shape of a faceted
crystal with a single twin plane, which contains three such re entrants along ¡211¿
growth directions. Nucleation of new solid layers occurs readily at these re entrants
compared to the < 111 > flat surfaces, given that adsorption is more favorable on
the groove (local coordination number of four) than on the 111 plane (coordination
number three). Therefore, growth occurs preferentially along the three re entrant
grooves and terminates upon the disappearance of the re entrants, and the crystal
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attains triangular 60◦ corners, as shown in Fig. 6.1(b).
The above mechanism alludes to the requirement of a multiply twinned interface
that mediates growth until, e.g., depletion of the melt. The WHS growth model of a
111 bounded crystal with two parallel twin planes, shown schematically in Fig. 6.1(c-
e), entails rapid growth at the type I re entrant corner similar to the above description
of a crystal with one twin. The nucleated layer propagates to the neighboring, parallel
twin and subsequently forms a new re entrant corner with an angle of 109.5◦ termed a
type II re entrant. The type II re entrant groove alleviates the shortage of nucleation
sites brought about by the formation of ridge (convex) structures during growth,
thus enabling a continuous propagation of the crystal (Fig. 6.1(d)) until the solid
attains its original shape (Fig. 6.1(e)). Such concerted growth mediated by the two
parallel twins proceeds in all three ¡211¿ directions. The key distinction between
the growth of parallel twinned and singly twinned interfaces is that the type II re
entrant in the former enables the cyclic, steady state growth to proceed in the ¡211¿
directions with a non-vanishing type I re entrant.
Here, we investigate whether the formation of Si crystals in an Al-Si-Cu liquid
follows the classical models mentioned above in the presence of trace modifiers. We
do so by utilizing in situ X-ray microtomography to follow the evolution of solid-
liquid interfaces as a function of time. In comparison, most previous assessments of
Si modification are based on quenched specimens. Our 4D (time and 3D space re-
solved) data reveal that the particles attain a more convex geometry during growth,
from an initially concave-like curvature. We attribute this morphological instability
to the selective poisoning of the concave re entrant groove by the modifying agent,
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Figure 6.1: Schematics of faceted crystal growth with singly- and doubly-
twinned interface, according to Wagner [130] and Hamilton and Seiden-
sticker [131]. (a,b) Growth of a crystal with a single twin boundary. (a) The crystal
is bounded by 111 habit planes, and a 141◦ re-entrant corner (type I) appears where
the twin intersects the solid-liquid interface. Growth proceeds in < 112 > directions
(arrows) upon nucleation at the re-entrant groove, compared to the flat 111 habit
planes. (b) Growth terminates by the vanishing of the re-entrant grooves and subse-
quent formation of a triangular mound projecting into the melt. (c-e) Growth of a
crystal with two parallel twin planes. (c) The doubly twinned crystal is bounded by
111 habit planes and contains a type I re-entrant groove. Nucleation readily occurs
at the re-entrant groove as opposed to the flat 111 planes, similar to the case of
singly-twinned crystal in (a). (d) At the neighboring twin the new layer creates a
second re-entrant corner (type II) with an angle of 109.5◦. (e) The type II corner
enables the continuous propagation of the crystal in the ¡< 112 >¿ direction. Unlike
in the singly-twinned interface in (a), the type I corner does not disappear during
growth and no triangular mounds appear upon the termination of growth. Figure
reproduced with permission from ref. [131].
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suggesting that the poisoning of TPRE mechanism is operative. In itself, the variable
convexity of Si particles during growth provides evidence that growth does not occur
under steady state conditions. Subsequent investigations of grain boundary charac-
teristics and twinned interface of fully solidified Si particles in both modified and
unmodified alloys show that chemical modification allows non-steady state growth
to occur with a single twin boundary at the center of the Si particle. For unmodified
Si, steady state growth proceeds through the formation and persistence of doubly
twinned interface between the grains of Si [133]. We find that modifier clusters can
readily nucleate at the re-entrant groove, owing to a nucleation barrier that is ∼50%
smaller than on 111 habit planes, thereby blocking the continuous propagation of
the twin boundary. Taken altogether, these insights shed new light on the impact of
dopants and impurities on the growth of crystals as well as their defect distributions.
6.2 Results and Discussion
6.2.1 Growth Behavior of Si Particles
The dynamics of chemically modified Si crystallization was captured by in situ
µXRT. Four representative snapshots during the growth process are shown in Fig.
6.2(a-d), where only the Si particles are colored and the Cu enriched liquid is ren-
dered transparent for clarity. The particles nucleate heterogeneously on the oxide
skin (translucent gray) and grow into the melt. Qualitative comparison of the solid
liquid interfaces during the early (panels (a,b)) and late times (panels (c,d)) indi-
cates a transition from a relatively flat morphology to one that features a triangular
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mound projecting into the melt. For subsequent analysis, we focus on the crystal-
lization dynamics of the Si particle that forms first and which is boxed yellow in
Fig. 6.2(a). A closer examination of the growth dynamics of this particle, shown in
Fig. 6.2(e), indicates a continuum of polycrystalline growth forms that Si attains,
undergoing a morphological instability toward an eventual convex geometry that re-
sembles a triangular mound projecting into the melt. This morphological instability,
quantified in the next section, is hypothesized (and verified below) to be the result
of the disappearance of the concave re entrant groove, and an indication of the non-
steady state growth of Si in chemically modified alloy. We note that the Si particle
is not devoid of twins altogether, else its kinetic Wulff shape should resemble an
octahedron bounded by 111 habit planes [200].
It is worth pointing out the difference between our 3D results and those of Ref.
[133]. In the pristine (unmodified) crystallization of Si, it was observed [133] that
the type I re entrant (concave interface) persists during growth, suggesting a steady
state pathway afforded by the presence of two parallel twin planes and in which
the lateral growth rate and the re entrant nucleation rate proceed in concert. This
finding illustrates that the WHS mechanism (Fig. 6.1(c-e)) agrees with the growth
of pristine Si [130, 131]. The same cannot be said about the present work, cf. Fig.
6.2. At the macroscale, such differences in crystallization mechanisms amount to the
distinction in the morphology of fully solidified Si: flat interfaces with wide terraces in
the pristine crystals, and triangular corners at the growth tips in chemically modified
crystals.
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Figure 6.2: 3D growth behavior of the Si particles from X-ray tomographic
reconstructions. (a-d) The Si particles are visualized at 912, 907, 884, 879 ◦C (22.5,
27.5, 69, 89 min after imposing a cooling rate of 1 ◦C/min to the melt at 934 ◦C),
respectively. The transparent gray wall represents the oxide skin that contained the
molten specimen. The Cu enriched liquid is rendered transparent for clarity. Si
particle color reflects crystallization time, with early times in red and late times in
blue. (e) A closer examination of the particle boxed in (a) suggests that Si undergoes
a morphological instability during growth to attain, eventually, a convex geometry
with a triangular mound projecting into the melt (cf. Fig. 6.1(b)). Shown are the
Si particle at six time-steps: 912, 907, 890, 884, 879, 873 ◦C (22.5, 27.5, 44, 69, 89,
and 120 min from start of cooling).
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6.2.2 Morphology of Si Particles
We quantify the observed morphological evolution of the Si crystals by computing
the degree of concavity of the crystals during the late stages of growth from µXRT
reconstructions. We treat concavity as a structural signature of the re-entrant groove,
i.e., where the twin boundary intersects the solid-liquid interfaces (see Fig. 6.1). That
is, the presence of a re entrant groove implies that the Si crystals have a geometry that
is at least partially concave. Our analysis involves generating the convex hull of the Si
crystal – the intersection of all convex sets containing the crystal – and measuring the
maximum normal distance from the convex hull to the crystal surface (arrow in inset
(ii) of Fig. 6.3). We note that, given the crystals grows principally along their height,
this choice of distance for quantifying concavity is reasonable. We limit our analysis
to the same Si crystal as in Fig. 6.3(e). The concavity of the Si particle during growth
is plotted in Fig. 6.3. Included in the inset are the 3D visualization of both the Si
crystal (red) and the corresponding convex hull (light blue) at the three indicated
time steps during growth. As the data show, the concavity initially increases and
subsequently decreases as the crystal attains a more convex geometry. The initial rise
in concavity distance can be explained by invoking the ”growth accident” hypothesis
[201], which postulates that growth twins are formed by errors in the stacking of 111
planes. Twinning, in turn, will lead to re-entrant grooves at the growth front. We
postulate that the subsequent drop in concavity is due to the poisoning of the newly
created re entrant groove by the impurity Sr atoms or clusters. Upon termination
of the growth process, the Si crystal is fully convex, as indicated by the “filling” of
the convex hull (concavity distance of zero). The non-constant concavity distance
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indicates that the Si geometry is not self similar during growth, and that growth
proceeds in a non-steady state manner.
6.2.3 Twinning Profile of Fully-Solidified Si Particles
To confirm the grain boundary characteristics and twinned interface of the fully
solidified Si particles, we conducted electron backscatter diffraction (EBSD) on both
the unmodified and modified Si crystals for comparison. Representative orientation
maps of the two alloys are shown in Fig. 6.5. The mean crystallographic orientation
of each grain of Si is colored according to the standard stereographic triangle on
the top left of Fig. 6.5(a) while non-indexed regions, belonging to the Al phase and
the surrounding eutectic matrix, are depicted as black. While the orientation maps
provide only a qualitative intuition about the degree of crystallographic twinning as
well as inter-lamellar spacing, they point a key striking difference in the twinning
profile of the two systems: In the absence of chemical modification (Fig. 6.5(a,b)),
the Si crystals consist of two parallel twin planes that run along the long axes of
the crystals and intersect the solid liquid interface at the crystal edges. In the
chemically modified crystal (Fig. 6.5(c,d)), only a single twin boundary runs along
the crystal that then intersects the solid liquid interface at the crystal edges. The
major distinction in the multiplicity of the twinned interface – doubly in unmodified
Si, singly in modified Si – further supports the idea that the growth of modified Si
crystals involves the selective poisoning of the re entrant grooves that are formed by
the intersection of the 111 Σ3 twin planes with the surface.
Quantitative analysis of the grain boundary character involves the computation of
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Figure 6.3: Evolution of Si morphology during growth. Concavity was cal-
culated from the µXRT results as the length of the normal vector projected from the
convex hull to the crystal surface (see arrow in inset (ii)). The analysis is limited to
the single Si particle shown in Fig. 6.2(e), and the early times in growth are omit-
ted due to the small size of particle at time step labeled i). The concavity initially
increases and subsequently decreases as the crystal attains a more convex geometry.
The latter suggests a disappearance of the concave re entrant groove. Inset: Si par-
ticle (red) and its corresponding convex hull (light blue) at the three indicated time
steps (denoted i, ii, and iii) during growth showing that the crystal is fully convex
as growth terminates, thus “filling” its convex hull.
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Figure 6.4: Uncorrelated misorientation distribution function of Si crys-
tals. (a) Unmodified and (b) modified Si. MODF is represented as the distributions
of the angle and axis (inset) of misorientation. In both cases, the only grain bound-
aries are the coherent Σ3 {111} twins.
the uncorrelated misorientation distribution function (MODF) using the discretized
EBSD data taken from the interior region of a representative Si crystal (see Fig. 6.4).
In this analysis, only individual crystals were considered to avoid the potential
ambiguity that would otherwise result if considering the entire collection of Si crystals
in the fully solidified microstructure which might not have an orientation relationship.
The MODF for both unmodified and modified Si is represented in Fig. 6.4 as the
distribution of both angle and axis of misorientation. In both the unmodified and
modifies Si, we observe only a single misorientation angle at 60◦ corresponding to
the < 111 > misorientation axis (cf. misorientation angle plot and axis (insets) in
Fig. 6.4). This combination of 60◦/< 111 > represents the Σ3 111 coherent twin
boundary, demonstrating the high incidence of coherent twins in polycrystalline Si
particles independent of chemical modification [173]. Thus, chemical modification
influences not the character of the twin boundaries but rather their multiplicity.
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Figure 6.5: The impact of chemical modification on the twinning behavior
of fully-solidified, primary Si particles. (a,b) EBSD orientation maps of two
representative unmodified Si particles show the existence of two parallel twin planes
running across the length of the Si particles and intersecting the solid liquid interface
at the edges of the particles. (c,d) Orientation maps of two representative chemically
modified Si particles display singly twinned interface. Similar to the unmodified case,
the twin plane intersects the solid liquid interface at the edge of the particle. In all
maps, the mean crystallographic orientation of each grain of Si is colored according
to the standard stereographic triangle on top left of (a); the surrounding eutectic
matrix is depicted black.
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6.2.4 Nucleation of Impurity Clusters on the Si Crystal Sur-
faces
The morphological instability of Si crystals during growth (Figs. 6.2, 6.3) as observed
through in situ µXRT experiments, together with the absence of parallel twins in
chemically modified Si crystals as confirmed by EBSD texture analysis (Fig. 6.5),
point to the poisoning of the re entrant groove in Si upon chemical modification. To
verify this hypothesis, we calculate the nucleation barrier of an arbitrary impurity
cluster as a function of wetting strength for a re entrant groove, a ridge, and a flat
surface (cf., Fig. 6.1(c)), according to classical nucleation theory (CNT) [202] (cf.,
Section 2.1); a brief sketch is outlined below:
The inset in Fig. 6.6 displays a Sr-containing cluster with a (semi)spherical
embryonic form nucleated on Si. This embryonic form is based on the assumption of
isotropic surface free energies of the phases involved. Plotted in Fig. 6.6 is the ratio
of the barriers of the heterogeneous (“het”) and homogeneous (“hom”) nucleation.
This ratio can be computed as the ratio of the volumes of the corresponding nuclei:
the nucleus partially “buried” by the Si surface in the heterogeneous case and the














According to Sholl and Fletcher [202], the heterogeneous volume V ?c,het can be
found by integrating over the line of intersection of the curved part of the nucleus
surface and the area of the interface between the nucleus and one of the two planes of
the step (see also inset of Fig. 6.6). We refer subsequently to the derivation by Sholl
and Fletcher [202] for that derivation; here we invoke their integrated expression
for the volume V ?c,het of the heterogeneous nucleus as a function of step angle η and





























We note that η takes on three discrete values depending on the local geometry of
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a {111}-faceted Si particle: (1) the re-entrant groove has η = 2π − 2cos−1[1
3
(111) ·
(111)] ≈ 141◦; (2) a ridge has η = 2π − 2cos−1[1
3
(111) · (111)] ≈ 219◦; (3) a {111}
facet plane is devoid of steps and thus η = 180◦. The notation a · b indicates the dot
product between vectors a and b.
The results of the calculation sketched above is plotted in Fig. 6.6, and they
indicate that impurity nucleation is more favorable at the re entrant groove for
all contact angles θ relative to the twin plane. A schematic of the nucleus and
nucleant geometry is provided as inset in Fig. 6.6. We point out that the spherical
impurity cluster effectively ”caps” the twin boundary, thereby blocking its continued
propagation. This geometry is different from that of [204], which assumes that the
nucleus itself is twinned. We note also that the concavity distance, as defined above,
scales with the cosine of the half-angle η
2
of the crystal step angle η. Thus, for a flat
facet (η = 180◦) concavity is identically zero; grooves and ridges (η = 141◦ and 219◦,
respectively) have equal concavity (in magnitude). Despite the latter observation,
the unfavorable nucleation of impurity cluster on a ridge compared to a groove (Fig.
6.6) explains why one twin survives and the other is poisoned, respectively. Poisoning
occurs on the re-entrant groove, which explains why the high concavity seen in Fig.
6.3 is short-lived. Ultimately, the Si particle geometry determines the potency of
impurity nucleation.
An interesting question is how exactly the Si crystal grows around the impurity
clusters, once the latter have nucleated on the re-entrant groove. The termination of
a twin boundary is expected to produce dislocations [205, 206] ahead of the impurity
cluster in order to accommodate for the internal strain field. This question can
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Figure 6.6: Nucleation potency of impurity clusters on the Si crystal
surfaces. Ratio of heterogeneous to homogeneous nucleation barriers as a function
of wetting strength (contact angle θ) is plotted for a re entrant groove, flat facet,
and ridge (crystal step of angle η), computed via CNT [202]. For all contact angles,
nucleation along the concave re-entrant groove is found to be more favorable than on
the flat facet plane or along the convex ridge. Inset: Spherical droplet (light brown)
nucleating with contact angle θ relative to the twin plane (dashed line) and step
angle η.
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be readily addressed through simulation, e.g., phase field crystal, which describes
atomic-scale dynamics (such as dislocation creation and annihilation) on diffusive
timescales [207]. We leave this open question for further research.
6.3 Summary
We demonstrated the interplay of chemical modification, growth kinetics, and crystal-
lographic defects that perturb the faceted solid liquid interfaces upon crystallization.
By combining in situ and ex situ experiments with thermodynamic calculations, we
showed that chemical modification deactivates the advantage of the twin plane re en-
trant edge mechanism wherein two parallel twins enable a continuous, steady state
propagation of crystals from the melt. The chemically modified crystallization pro-
ceeds according to the poisoning of the twin plane re entrant groove. Consequently,
the singly-twinned particles cannot grow in a steady-state fashion. These results
provide insights into the relationship between the distribution of crystal defects and
‘spectator’ species such as dopants or impurities, with implications to a broad range
of applications including metallurgy, semiconductor processing, and additive manu-
facturing.
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6.4 Materials and Methods
6.4.1 X-Ray Microtomography
Sample preparation
Alloy buttons of nominal composition Al 32wt.%Si 15wt.%Cu 0.1wt.%Sr were cast
via vacuum arc remelting at the Materials Preparation Center at Ames Laboratory,
using 5N purity Al, 6N purity Si, 4N purity Cu, and 4N purity Sr. We note that the
composition of Si (32 wt.%) in the present study is the same as that in the recent
report of the unmodified alloy investigated in ref. [133]. For the synchrotron X-
ray tomography (µXRT) experiments, the as prepared alloy buttons were cut in the
shape of cylindrical rods of 1 mm diameter by 5 mm length via electrical discharge
machining.
Beamline Setup
The µXRT experiments were conducted at the Beamline 2 BM of the Advanced
Photon Source at Argonne National Laboratory (Lemont, IL, USA) and largely fol-
lowed those of ref. [30]. Typical solidification experiments began with melting the
sample by heating to 935 ◦C and maintaining isothermally until a fully liquid sample
was observed in µXRT reconstructions. The homogenized melt was then cooled at
a rate of 1 ◦C/min, thereby solidifying the primary Si crystals (below the liquidus
temperature of 910 ◦C). Experiments ran for over two hours (final temperature of
808 ◦C). Throughout the duration of the experiments, a polychromatic ‘pink’ X-ray
beam illuminated on the samples and a 20 µm thick LuAg:Ce scintillator converted
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the transmitted X-rays to visible light. Images were recorded by a PCO Edge CMOS
camera equipped with a 10x magnifying objective to provide isotropic pixel sizes of
0.65 mm x 0.65 mm. The tomographic field-of-view measured 2,560 x 600 pixels
(i.e., 1,664 mm x 390 mm). The camera frame rate and exposure time were 50 Hz
and 14 ms, respectively. Given the 1 mm diameter of each sample, the temperature
distribution was assumed to be uniform within the sample. During acquisition, the
sample was rotated continuously at a rate of 6◦ per second. For each 180◦ rotation
of the sample, 1,500 projections were collected. The large number of projections (in
addition to the high exposure time of 14 ms) guaranteed high quality images. This
combination of acquisition parameters optimally allowed for a temporal discretiza-
tion of 20 s between consecutive 3D reconstructions. In total more than 90,000
projections and over 60 total reconstructions were collected.
Data Visualization
Reconstruction of the µXRT data was performed using TomoPy, a Python based open
source framework for the processing of tomographic data [182]. Within TomoPy, the
X-ray projections were first normalized by the dark and white field images to ac-
count for beam instabilities. Additional correction for “ring” artefacts was made via
combined wavelet Fourier filtering [183]. Subsequently, the data were reconstructed
via the direct Fourier based Gridrec algorithm [184]. The reader is referred to ref.
[182], and references therein, for further details. In order to enhance the contrast
between the solid and liquid phases, and minimize any systematic image artefacts,
reconstructions of the fully-liquefied sample were subtracted from all other recon-
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Figure 6.7: Segmentation of Si crystals in tomographic reconstructions.
The edges of the segmentation output are overlaid on top of the raw (grayscale)
image. Edges of Si are shown in yellow, and those the melt are shown in blue.
The segmentation result shows good agreement with the reconstructed structures
underneath.
structions. A representative 2D slice of 3D reconstruction, parallel to the axis of
rotation of the cylinder-like sample, is given in Fig. 6.7.
The strong absorption contrast between the constituents (partition coefficient of
Sr << 1) allows one to easily distinguish between the two coexisting phases: primary
Si crystals (dark gray), and Al liquid matrix (light gray). Subsequently, the grayscale
reconstructions of this region were segmented, i.e., transformed into a computable
representation of their parts (liquid + Si crystals). Our segmentation algorithm, im-
plemented in the Image Processing Toolbox of MATLAB R2016a, comprised of (i)
multi-level thresholding, (ii) edge-based methods for finding the boundaries of ‘ob-
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jects’ (Si and Al) within images, and (iii) morphology-based methods (e.g., dilation
and erosion) in order to remove speckle noise (small objects) as well as to smooth the
border of large objects [208]. Figure 6.7 shows the edges of the segmentation output
overlaid on the original reconstruction (edges of Si are yellow, and those of Al are
blue). The results indicate excellent agreement with the crystals underneath. The
segmented 2D images were then stacked along the third spatial dimension to reveal
the 3D microstructures.
6.4.2 Electron Backscatter Siffraction
Sample preparation
Fresh samples with and without chemical modifier were prepared for EBSD experi-
ments following the same solidification parameters as beamline experiments described
above. The solidified samples were then mechanically ground and polished, which
were then polished further by Xe plasma focused ion beam using a Thermo Fisher
Helios G4 PFIB UXe.
Texture Analysis via EBSD
Crystallographic investigation of the fully solidified Si crystals with and without
chemical modification was performed using an EBSD equipped Tescan MIRA3 scan-
ning electron microscope. For the EBSD experiments, the beam voltage was adjusted
to 30 kV; the working distance, tilt, and step size were set to 20 mm, 70◦ relative
to normal incidence, and 0.5 to 2 µm, respectively. Analysis of the texture data was
performed using the MATLAB toolbox MTEX [188] in order to generate orientation
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maps and misorientation distributions.
6.5 Data Availability
The raw XRT projection data, as well as a movie of the XRT reconstructions showing
the appearance of triangular mounds projecting into the melt during growth, are
publicly available in the University of Michigan Deep Blue Data repository at https:
//doi.org/10.7302/812m-d307.
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Part III
Emergence of Two-Phase Spirals






This chapter is based on the article published in Small [25].
7.1 Introduction
Solidification via crystallization is the seminal procedure controlling the processing
of virtually all metals and alloys in use today, yet controlled crystallization can be
utilized as a prototypical self-assembly strategy for synthesizing patterned structures
across multiple length-scales. The centrality of crystallization phenomena in many
scientific fields has spurred decades of research [20, 209, 210, 211, 212, 213, 214, 46]
into this “secretive” [215] process. By tuning the growth conditions, it is possible to
steer the system down different kinetic pathways to produce transient or metastable
states (e.g., polytetrahedral or disordered phases) on intermediate time–scales [216,
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217]. In particular, non-equilibrium routes to metastable states could unveil patterns
not seen in equilibrium states. Thus, an understanding of crystallization phenomena
is the key to lock into place materials with morphologies and/or functionalities not
present in equilibrium states [46, 216, 218, 22]. Particularly appealing are spiral
eutectics [23], mixtures of two or more solid phases that grow simultaneously from
a parent liquid phase and which arrange into intricate spiraling patterns, in some
cases akin to a DNA helix. The intrinsic chirality of spiral eutectics offers a new
strategy for rapid, bottom-up manufacturing of large-area photonic materials in the
visible/infrared spectrum [23, 219], owing to the fact that conventional top-down
techniques—whose speed and complexity scale up with the number of helices—sets
a bottleneck for large-scale production [220].
Despite the technological promise of spiral eutectics, their adoption has been ham-
pered largely by the lack of technical insight into their growth pathway. Thus far,
spiral patterns have been observed in the Al-Th [40], Al-Ag-Cu [221], and Zn-Mg alloy
systems [63, 222, 65, 223], as well as a few non-metallic systems. These reports offer
competing proposals for the mechanism of spiral growth, including different growth
rates of the eutectic phases,19 grain rotations along the eutectic growth direction
[224], diffusional instabilities caused by a third component [54], osmotic flow-driven
fingering [225], tilted growth in directional solidification [226], and thermal fluctu-
ations [227]. Such phenomena may occur simultaneously or sequentially over the
course of crystallization, and thus it is difficult to conclusively isolate the dominant
factor for spiral formation. For these reasons, spiral growth is the least understood
among all eutectic morphologies (including lamellar and rod [55]), yet it produces
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quite dramatic effects. Unraveling spiral growth dynamics requires multiscale 3D
and time-resolved measurements.
Here, we pursue a systematic investigation to uncover the origin of spiral growth
in Zn-Mg alloys produced via directional solidification (DS). The as-solidified mi-
crostructures are chiral, faceted, and periodic with interphase spacing comparable
to the wavelength of infrared light. To trace the emergence of such structures from
the parent liquid, we employ correlative and multiscale microscopy encompassing
fundamentally 3D measurements together with in situ and atomic-resolution imag-
ing. Machine learning (random forest classification [228]) was used to analyze the
3D datasets for robust tracking of the interfaces of the complex eutectic colonies. We
discovered that the metastable MgZn2 Laves phase nucleates first from the liquid,
with crystallographic defects (screw dislocations) that intersect its solid–liquid inter-
faces and catalyze the spiral growth of the two-phase microstructure. While screws
are generally assumed to provide necessary step edges for crystallization [78], this
work demonstrates that dislocation-driven growth is more widespread than previ-
ously imagined; it enables the simultaneous growth of two phases upon spiral eutec-
tic crystallization. These insights open the doors to rapid fabrication and additive
manufacturing of 3D chiral photonic materials.
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7.2 Results and Discussion
7.2.1 Microstructure Synthesis and Informatics
Synthesis was carried out directionally by the Bridgman–Stockbarger technique, al-
lowing for crystallization at a constant velocity V in a decoupled unidirectional ther-
mal gradient G. In the present investigation of Zn-Mg alloys, the crystallization
pathway bifurcates into two competing growth forms, depending on the combina-
tion of V and G: thermodynamically stable, rod-like Zn-Mg2Zn11 and metastable,
spiral Zn-MgZn2 eutectics. We find a transition from the former to the latter at
critical velocities, in qualitative agreement with the DS studies by Liu and Jones
[223]. Rigorous analysis of this phase selection, along with microstructural infor-
matics describing the patterns including spirals, are presented in this sub-Section.
In the subsequent sub-Sections, we focus on the emergence of the spiral patterns in
Zn-MgZn2. Out of 195 spirals we examined, we found an equal proportion of spiral
handedness (99 right- and 96 left-handed).
Competitive Growth of the Two Eutectics
Two distinct morphologies are observed in directionally-solidified samples: rod-like
Zn-Mg2Zn11 and predominantly spiral Zn-MgZn2 (Figs. 7.1(a) and (b), respectively);
compositions were determined via energy dispersive X-ray spectroscopy (Table 7.1).
The Zn-MgZn2 microstructure also shows non-spiral regions characteristic of ir-
regular eutectics [60], i.e., varying interphase spacing and branching of the phases.
Furthermore, compared to the irregular eutectic, the spiral has finer features (spiral
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Spiral eutectics Rod eutectics
Zn-rich phase Mg-rich phase Zn-rich phase Mg-rich phase
Mg (at.%) 3.17± 0.87 32.90± 0.81 5.26± 0.18 18.86± 0.96
Zn (at.%) 96.83± 0.87 67.10± 0.81 94.74± 0.18 81.14± 0.96
Composition Zn MgZn2 Zn Mg2Zn11
Table 7.1: Compositional analysis of directionally-solidified eutectics.
Compositions of the eutectic phases are assigned based on elemental analysis via
energy-dispersive X-ray spectroscopy. Values represent means and standard devia-
tions from four measurements.
thickness ∼100 nm, ∼1 µm interphase spacing). As Fig. 7.1(b) also shows, the
spirals possess either right- or left-handedness.
Phase selection can be rationalized by the competitive growth principle [60] (cf.
7.2.1), which states that the growth form with the highest interface temperature
(lowest undercooling) dominates. Figure 7.1(c) shows the growth temperatures of
the two eutectics in relation to V and G in DS experiments. The points of intersection
in the temperature-velocity curves (below) match the observed transitions from rod
to spiral eutectic, e.g., between V = 0.8and3.3mm
s
for G = 0.5 K
cm
(Fig. 7.2). This
result also agrees qualitatively with that of Liu and Jones [223], who report a similar
transition behavior in their metallographic observations but do not consider the
influence of G in phase selection. Equations for the curves in Fig. 7.1(c) were derived
from Jackson and Hunt’s theory [229, 55] (cf. 2.3.1), which models the steady-
state growth of eutectics by calculating the solutal diffusion field in the liquid. For
the regular, rod-like Zn-Mg2Zn11 eutectic, we use the following kinetic parameters
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Figure 7.1: Competitive growth and morphological selection between two
eutectics. (a,b) Backscattered electron micrographs of the rod-like Zn-Mg2Zn11
and spiral Zn-MgZn2 eutectics, respectively. In both, the Zn phase is light gray.
(c) Diagram showing the growth temperatures of the two eutectics (colored lines) in
relation to the growth velocity V and thermal gradient G in directional solidification
experiments. The growth form with the highest interface temperature dominates,
either the thermodynamically stable Zn-Mg2Zn11 or metastable Zn-MgZn2 eutectic.
Equations for the curves were calculated based on the observed transition velocities
from Fig. 7.2. The eutectic temperatures for both the equilibrium and metastable
growth forms (TE and TMS) are also plotted (black lines).
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Figure 7.2: Phase selection and morphology map in the Zn-Mg eutectic
alloy system. Scanning electron micrographs of samples from directional solidifica-
tion (DS) experiments are shown; the imposed thermal gradient G and growth rate
V in DS experiments are plotted along the vertical and horizontal axes, respectively.
Samples with spiral morphology are boxed orange, while those with a non-spiral mor-
phology are boxed green. All samples with spiral morphology have the metastable
Zn-MgZn2 composition while those with rod-like morphology (e.g., V = 0.4 mm/s, G
= 0.5 K/cm) have the Zn-Mg2Zn11 composition, as confirmed by elemental analysis
via energy-dispersive X-ray spectroscopy (Table 7.1). White arrows on center image
show open-core MgZn2 particles; yellow arrow on third image of top row shows the
complex regular structure of the Zn-Mg2Zn11 eutectic (see discussion in main text).
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reported by Liu and Jones [223],
K1 = 13.1× 10−9wt.%m (7.1)














where α is the Zn phase, β is the MgZn2 phase, mα = 18.5
K
wt.%














where ∆T is the total undercooling given by TE
Zn−Mg2Zn11 − T = 643K − T ,
where TE
Zn−Mg2Zn11 and T are the equilibrium and growth temperatures, respec-
tively. TE
Zn−Mg2Zn11 for the stable Zn-Mg2Zn11 eutectic (643 K) was found from
a recent thermodynamic assessment [230] of the Zn-Mg system. Thus, upon rear-
rangement of Eq. 7.4, the T − V plot for the rod-like eutectic shown in Fig. 7.1(c)
is
T = 643− 2.1
√
V (7.5)
where T is in Kelvin and V in mm
s
.
For the spiral Zn-MgZn2 eutectic, we adapt the irregular growth model of Kurz
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and Fisher [53] (cf. 2.3.2), i.e., the undercooling is a function of both V and G in







where K3 is the kinetic coefficient, and ∆T is the total undercooling (here,
TE
Zn−Mg2Zn11 − T , where T is the growth temperature). It is reasonable to con-
sider Zn-MgZn2 as an irregular eutectic since MgZn2 is a faceted phase (its Jackson
α-factor is at most 5.7, i.e., below the threshold value of 2). Unfortunately, the
growth kinetics of the metastable Zn-MgZn2 eutectic are not well-known and thus
the parameter K3 needs to be evaluated, as follows. Solving the system of equations
(Eqs. 7.5 and 7.6) at the point of morphological transition (i.e., between V = 0.8 and
V = 3.3mm
s
for G = 0.5 K
cm






Thus, upon rearrangement of Eq. 7.6, the T − V curves for the spiral eutectic
(evaluated at the three thermal gradients G shown in Fig. 7.1(c)) are as follows:
















T = 642.4− 0.4×
√




As expected, the points of intersection of Eq. 7.7- 7.9 with Eq. 7.4 follow the
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morphological transitions seen in Fig. 7.2.
Probability of Spiral Handedness
Combining the scanning electron micrographs from all the DS experiments, a total
of 195 spirals were observed. Among this total count N , 99 spirals were right-
handed and 96 left-handed (50.8% and 49.2%, respectively). We performed statistical
hypothesis testing to provide descriptive statistics for the handedness of spirals and
evaluate whether it can be considered as an equal (50:50) probability event. The
analysis is as follows, where we choose a confidence level of 95%.
N = 99 + 96 = 195 (7.10)
where π = true proportion of left-handed spirals Null hypothesis: H0 : π = 0.5











From statistical tables and given the above Z-score, the area of tail with α = 0.05
is 0.4013.
p− value = 2× 0.4013 = 0.8026 > α = 0.05 (7.13)
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Therefore, we cannot reject the null hypothesis; left- and right-handed spirals
have equal probability with 95% confidence level.
Microstructure Informatics based on Scanning Electron Micrographs
Rigorous quantification of microstructures can help establish robust structure prop-
erty processing relationships that, in turn, could identify manufacturing paths to
achieve the desired material microstructure. In order to provide a complete set of
statistical measures describing the spiral eutectic microstructure, we employ the re-
cently developed stochastic framework for microstructure informatics that is based n
point spatial correlations (“n-point statistics”) [231, 232]. This algorithm has been
demonstrated to mine the essential information in large microstructure datasets with
high computational efficiently [231, 232]. The framework starts with a discretized
representation of the microstructure function. In the simplest case of 1-point statis-
tics, the algorithm takes as an input the spatial position in the microstructure and
the local state of interest (e.g., grain orientation or chemical composition), and the
output corresponds to the volume fraction of the selected phase.
Analogously, 2-point statistics captures the probability density associated with
finding local states h and h′ at the tail and head, respectively, of a prescribed vector r
randomly placed into the microstructure. To remove the influence of varying lamellar
thickness, we implement this analysis on the skeletonized segmented image (see Fig.
7.4) of the original micrograph (Figure S4A,B; the original micrograph is shown in
Fig. 7.2). The center point in the auto correlation map shown in Figure S4C corre-
sponds to r = 0 and reflects the volume fraction of local state in the microstructure.
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The map also captures important morphological details of the microstructure such
as the hexagonal symmetry, interphase spacing (the distance between the peak at
the center and the satellite peaks in its immediate vicinity), as well as the inherent
isotropy in the spatial correlations present in the microstructure, corresponding to
the hexagonal, faceted structure of MgZn2. In going from the auto correlation map
to the pair correlation function (PCF) in Fig. 7.3(d), we remove the dependence on
the direction of the vector separating the two points and instead find the probability
of finding local states h and h′ separated by a distance |r|. The PCFs of two distinct
microstructures are provided (V = 0.04 and 0.4mm
s
, keeping G = 10 K
cm
for both;
micrographs in Fig. 7.2). The peak in the PCFs at around r ≈ 0.02 µm represents
the distance between parallel spiraling arms. The data indicate that the lamellar
spacing within a spiral colony is not very sensitive to the growth conditions.
7.2.2 Morphology of Spirals in 3D
Past reports have shown that eutectic spirals mostly develop a helical morphol-
ogy [54, 226]. To determine if the same holds true for the Zn-MgZn2 spirals (Fig.
7.1(a) and 7.2), we examined the microstructure in 3D via X-ray nano-tomography
(nTXM). Machine learning (random forests algorithm [228]) was utilized to segment
the X-ray reconstruction images into the two eutectic phases; Fig. 7.4, shows excel-
lent agreement between the segmentation output and the eutectic structures visible
in the unprocessed data. Figure 7.5(a) and Movie #1 available in the online repos-
itory (Section 7.5), show the full nTXM region-of-interest displaying multiple spiral
eutectic nodules (colonies) and their pyramidal enveloping shapes (false coloring is
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Figure 7.3: Microstructure informatics of spiral eutectics using two-point
statistics and pair correlation functions. (a) Segmentation of an SEM image
(G = 10 K
cm
, V = 0.04mm
s
in Fig. 7.2). The MgZn2 phase is white. (b) Skeletoniza-
tion of the segmented image to remove influence of varying lamellar thickness. (c)
Short-range two-point autocorrelations of the MgZn2 phase (white in (b,c)). The
microstructure is evenly distributed in a hexagonal enveloping shape. (d) Pair-
correlation function (PCF) of two spiral Zn-MgZn2 eutectics. For both, the thermal
gradient G = 10 K
cm
; the growth rates are 0.04 and 0.4mm
s
. The PCFs are calculated
from skeletonized segmented SEM images (similar to that shown in (b)). The peak
in the PCFs around r ≈ 0.02µm represents the distance between parallel spiraling
arms.
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Figure 7.4: Machine learning segmentation and visualization of X-ray
nano-tomographic data. (a) Representative (“raw” grayscale) 2D slice of the 3D
reconstruction serves as the input for machine learning algorithm (random forests).
For evaluating the robustness of the algorithm, a region-of-interest (ROI, dashed
orange box) was considered. (b) The ROI containing a spiral eutectic colony is shown.
The eutectic MgZn2 phase is dark gray, and the eutectic Zn phase is light gray. (c)
Segmented image corresponding to the same grayscale image in (b). The eutectic
MgZn2 phase is shown as white, and the eutectic Zn is displayed gray. (d) The edges
of the segmentation output are overlaid on top of the grayscale image. Edges of
eutectic MgZn2 are red, and those of eutectic Zn are yellow. The segmentation result
shows great agreement with the structures underneath. (e) Full 3D reconstruction
of the sample. The eutectic MgZn2 phase is shown in dark gray, Zn in light gray.
The orange box shows the position of the 2D slice in (a).
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introduced for better viewing). Outside the colonies is an irregular Zn-MgZn2 eu-
tectic, characterized by its coarser and non-periodic lamellar spacing. The nTXM
reconstruction shows that the spiral colonies are randomly oriented inside the bulk
volume. The internal microstructure is revealed by “cutting” the 3D rendering and
displaying it orthogonally along the z-axis, as shown in Figure 7.5(b). A close-up
view of the same spiral, as shown in Figure 7.5(c), provides a wealth of information:
i) the outline of the colony is hexagonal (green overlay) throughout, indicating that
the crystallographic anisotropy of the MgZn2 phase plays an important role during
solidification; ii) the spirals are characterized by an intra-facet angle φ = 10◦(black
lines) and a dihedral angle 2θ = 18◦; iii) the spiral is terminated at a common nucle-
ation site (Movie #2 available in the online repository (Section 7.5); shown below to
be a polytetrahedral phase); and iv) the spiraling lamellae form continuous, parallel
sheets of uniform thickness, unlike the more widespread picture of a DNA helix. In





with which our nTXM results agree. These angular measurements were consistently
observed on any randomly chosen spiral colony. Given the complexity of the spiral
structure—two phases with nanoscale features—as well as the large volume of data
from a typical tomography experiment—millions of voxels—our approach illustrates
a case-study of integrating recent developments in data science with experimental
techniques, here for microstructure recognition and interface tracking.
The degree of directionality of the colony in the reference (laboratory) frame is
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Figure 7.5: 3D morphology of spiral eutectics. (a) Full X-ray nano-
tomographic region-of-interest displaying multiple spiral eutectic colonies. The white
arrow shows the pyramidal shape of a spiral colony. The reconstruction is cut out to
reveal the microstructure internally. The eutectic MgZn2 and Zn phases are shown
in dark and light false colors, respectively. (b) View along the cut seen from the
y-axis. The eutectic MgZn2 phase is shown in dark gray. (c) Close-up view of the
spiral. The spiral colony pointed to by arrow in (a) is extracted, and its surrounding
is rendered translucent orange for clarity. The gradation in the spiral’s color is due
to the false coloring scheme used for visual clarity. The hexagonal enveloping shape
along with the inter-planar (dihedral) angle 2θ ≈ 18◦ and intra-facet angle 10◦ are
annotated. (d,e) Solid–solid interfaces and their directionality within the spiral. The
Zn-MgZn2 interfaces (d) are extracted from the 3D reconstruction and are used to
quantify the preferential directionality of the colony in the laboratory frame E). The
interface normal distribution (defined in main text) reveals the sixfold symmetry of
the solid–solid interfaces, which correspond to the sharp peaks. The sample was
grown with G = 2
◦C
cm




quantified by calculating the stereographic projection of the orientations (normals)
of solid–solid interfacial patches, as shown in Figure 7.5(d). The resulting interface
normal distribution (IND) in Figure 7.5(e) represents the superposition of all lamellar
orientations present within the colony and reveals the sixfold symmetry of the Zn-
MgZn2 facet planes, which correspond to the sharp peaks. Overall, the nTXM results
provide the first direct evidence for the hexagonal enveloping shape of the spiral Zn-
MgZn2 eutectic colony, terminated at an apex by a nucleation center.
7.2.3 Epitaxial Relationships Between Spiral Constituents
in 3D
The complex morphology of the faceted spirals was hypothesized to be influenced by
the crystallographic texture (grain rotations [224]) of the two phases. We utilized
3D-orientation microscopy (electron backscatter diffraction, EBSD) to investigate
this possibility and other fundamental properties such as the heteroepitaxial rela-
tionship, crystallographic growth direction, and interphase habit plane orientation.
Figure 7.6(a) shows the 3D orientation map of a spiral eutectic colony situated at
the junction of three single-crystalline Zn grains (the MgZn2 lamellae are rendered
transparent for clarity). We find a negligible intra-lamellar misorientation (∼ 1◦)
in either phase relative to the full breadth of 3D data. Thus, the spiraling eutectic
colony cannot be fully explained by grain rotations. The growth direction of the
spiral (the long axis of the hexagonal pyramid, see also Figure 7.5(d)) is found to
be [0001]MgZn2 . In order to visualize the misorientation between the two eutectic
phases, we focus on the orientation map of individual 2D cross-sections (Fig. 7.6(b)
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and Fig. 7.7) along the specimen ẑ direction, and superimpose the unit cell on each
grain using the respective Euler angles. Both Zn and MgZn2 are single-crystalline
within the given colony. The inset in Figure 7.6(b) shows the misorientation between
the two phases, 75◦ about (2312)Zn. The two eutectic constituents maintain this epi-
taxial relationship, including the tilt of the solid–solid interface, across the sample
volume (Figs. 7.7, 7.8, and Table 7.2). The epitaxial assignments are verified by the
small (< 3◦) angular deviation between the pairs of coincident planes between Zn
and MgZn2.
The 3D data also enabled us to obtain the orientation of the solid–solid interfaces
by constructing a crystallographic interface normal distribution (CIND), an IND in
the crystallographic frame. Specifically, the CIND is found by rotating the interface
normals to the crystallographic frame of the MgZn2 phase using the respective Euler
angles. The CIND along < 0001 >MgZn2 (Figure 7.6(c)) provides a quantitative
intuition into the crystallographic properties of the spiral eutectic. The six peaks
in the CIND reveal that the solid–solid interfaces have the {7072}MgZn2 orientation.
Interphase boundaries represented on opposite ends of the CIND meet at the apex
of the pyramidal spiral, for instance {7072}MgZn2 and {7072}MgZn2 . The interplanar
angle is calculated to be ∼ 18◦, corroborating the nTXM observations (cf. Figure
7.5). Separately, Dippenaar et al. used standard crystallographic formulae to arrive
at the indices of the solid–solid interfaces [65], also finding that {7072}MgZn2 are the
lowest-index planes. However, they refuted that computation, citing that “it is more
likely that . . . lower-index [compact] planes in the correct measure yield the average
orientation” computed. This would imply the presence of an orientation gradient
169
Figure 7.6: Heteroepitaxial relationship between the two spiral eutec-
tic constituents. (a) 3D orientation map (3D EBSD) of a spiral eutectic colony.
The spiral is situated at the junction of three single crystalline Zn grains (navy,
turquoise, tan). The faceted MgZn2 phase is rendered transparent for clarity; the Zn
grains (voxels) are colored according to their orientation following the stereographic
triangle on the top-right. The growth direction of the spiral is along [0001]MgZn2 . (b)
Orientation map of one representative slice with unit cells superimposed using the
respective Euler angles (Zn: red; MgZn2: yellow). Facets of the unit cells correspond
to the {1010} and {0001} planes. Both phases are single-crystalline. The map cor-
responds to the transparent box shown in (a). Inset: the misorientation between the
two phases. (c) Distribution of the crystallographic orientation of the solid–solid Zn-
MgZn2 interfaces. The plot of crystallographic interface normal distribution (defined
in main text) is shown along ¡0001¿ axis of MgZn2. The six crystallographically
symmetric poles of high probability reveal that the solid–solid interfaces have the
{7072}MgZn2 orientation. The interplanar angle, for example, between {7072}MgZn2
and {7072}MgZn2 is ≈ 18◦, matching the observation from X-ray nano-tomography
(Fig. 7.5). The sample was grown with G = 2
◦C
cm




Figure 7.7: EBSD orientation map of two additional slices of the 3D EBSD
dataset. (a) 1.05 µm and (b) 4.55 µm from top of sample (cf. Fig. 7.6(a)). Unit
cells are superimposed on each grain using the Euler angles of the orientation of the
grain (Zn: red; MgZn2: yellow). Grains are colored according to their orientation
following the standard stereographic triangle on the top-right. Both Zn and MgZn2
are single crystalline. The orientation relationship is the same as that shown in Fig.
7.6.
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Figure 7.8: Stereographic projections of coincident planes between the
Zn and MgZn2 phases in spiral eutectics. (a) 1.05 µm, (b) 2.80 µm, and (c)
4.55 µm from top of sample. The three crystallographic planes of Zn (legend in
stereographic projections) are plotted as colored circles, and the matching planes
of MgZn2 are superimposed as black squares. Same matchings are observed across
volume.
across the volume of the sample, which in turn could be manifested as a change in
the relative tilt of the eutectic phases. Neither of these assertions are supported by
our direct 3D EBSD results (Figs. 7.7, 7.8, and Table 7.2).
Depth in sample Angle (deg.) h k i l
1.05 µm from top 76.66 -2 3 -1 2
2.80 µm from top 76.55 -2 3 -1 2
4.55 µm from top 76.72 -2 3 -1 2
Table 7.2: Misorientation between the Zn and MgZn2 phases in spiral
eutectics. The angle and axis of misorientation with respect to the Zn phase (e.g.,
inset of Fig. 7.6(b)) is uniform across the volume of the spiral examined by 3D
EBSD.
7.2.4 Two-Step Crystallization Pathway
Through in situ synchrotron high-energy X-ray diffraction (HEXRD) under non-
equilibrium conditions that favor spiral growth, we tracked the phase formation
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sequence by acquiring Laue patterns as a function of diffraction angle 2θ. Syn-
chrotron radiation is ideally suited for the detection of low-volume-fraction phases,
such as the spiral nucleant. The 400 diffraction spectra collected during 200 seconds
of solidification permitted resolving the fast kinetics of nucleation temporally, and
the summarized results are shown in Figure 7.9 (a). The diffraction peak belong-
ing to the first solid phase to form corresponds to MgZn2 (dashed line at ∼ 1.0 s,
2θ ≈ 2.9◦); meanwhile, peaks belonging to the Zn phase appear ∼ 2 s later. Indeed,
if we track the absolute intensities of the Zn (101) peak in background-subtracted
spectra, shown in Fig. 7.9 (b), we can see clearly that the Zn phase forms after ∼ 2
s into the solidification process. These results show the sequence of phase formation
and, importantly, provide direct evidence of the initial formation of MgZn2 particles
that serve as nucleants for the Zn-MgZn2 eutectic. This observation complements
the detection of seed crystals in nTXM at the apex of the pyramidal spirals (cf.
Figure 7.5 and Movie #2 available in the online repository (Section 7.5)).
7.2.5 Atomic Visualization of Spiral Nucleant
The seed MgZn2 particles are characterized by a hexagonal outer shape with an open
core (white arrows in Fig. 7.2). They have a coherent lattice with the MgZn2 phase
of the spiral eutectics but contain more crystallographic defects, as suggested by the
hollow core. Using diffraction-contrast transmission electron microscopy (TEM) un-
der the strong two-beam conditions [233], as well as atomic-resolution scanning TEM
(S/TEM) imaging, we confirm the presence of defects (screw dislocations) within seed
MgZn2 crystals. In the TEM images taken along the [1210]MgZn2 zone axis shown
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Figure 7.9: Sequence of phase formation during solidification. (a) The in
situ high-energy X-ray diffraction (HEXRD) spectra acquired at the indicated time-
steps after the start of solidification (0.0 s) show that MgZn2 is the first solid phase
that forms (dashed line at 1.0 s, 2θ ≈ 2.9◦). (b) HEXRD background-subtracted
absolute intensities of Zn (101) peak. Absolute intensity of ∼ 0 (a.u.) indicates no
difference with background. The Zn phase nucleates after ∼ 2.0 s.
in Figure 7.10(a,b), dislocation contrast is invisible upon exciting the (1010) family
of diffraction spots (Figure 7.10(a)). Dislocation lines become visible upon exciting
a family of diffraction vectors containing a parallel component to the spiral growth
axis, for example, (1011) spot (Figure 7.10(b)). Thus, the dislocation lies along
the [0001]MgZn2 direction, which is also the spiral growth direction (Figure 7.6(a)).
Since both growth and dislocation directions are along [0001]MgZn2 , this behavior
is consistent with a dislocation of screw character. It is important to mention that
the “invisibility criterion” invoked above holds for elastically isotropic materials, of
which MgZn2 is not [234]. Nevertheless, MgZn2 has a hexagonal crystal structure,
so the basal plane and all planes perpendicular to it are elastically symmetric. Con-
sequently, all dislocations that lie on the basal plane or perpendicular to it exhibit
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Figure 7.10: S/TEM observation of screw dislocations within “seed”
MgZn2 crystal. (a,b) Diffraction-contrast TEM images taken under the strong
two-beam conditions defined by the diffractions as insets to the images near the
[1210]MgZn2 zone axis. Dislocations are invisible upon excitation of diffraction vec-
tors perpendicular to the [0001]MgZn2 direction, for example the (1010) spot in (a).
Dislocation lines become visible (white arrows) when the diffraction vector has a
parallel component to the [0001]MgZn2 direction, for example, the (1011) spot in
(b). Therefore, the dislocation lies along the [0001]MgZn2 direction, which is also
the growth direction (Figure 7.6). Since both the growth and dislocation directions
are along [0001]MgZn2 , this behavior is consistent with a dislocation of screw char-
acter. (c) Atomic-resolution high-angle annular dark-field (HAADF) image taken
along [1120]MgZn2 showing screw dislocations aligned along [0001]MgZn2 . Solid red
and green lines indicate the shearing of atomic planes, characteristic of the side-view
of a screw dislocation; dashed red lines indicate the position of atomic columns in the
absence of screw dislocation. The orange arrows point to atomic columns around the
screw dislocation core. The sample was grown with G = 2
◦C
cm




pseudo-elastic isotropy, and hence the invisibility criterion is valid for dislocations
which lie on such planes [233].
The atomic-resolution STEM image in Figure 7.10(c) provides a direct visualiza-
tion of the screw dislocation. The STEM image shows shearing of the planes, char-
acteristic of the side-view of a c[0001]-oriented screw dislocation in MgZn2 (beam
direction: [1120]MgZn2); colored lines are superimposed to guide the eye. The atomic
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Figure 7.11: Displacement map of the MgZn2 screw dislocation shown
in Fig. 7.10(c). The ideal (dislocation free) lattice positions are marked with
blue crosses, and the actual atomic positions from 7.10(c) are superimposed as red
squares. The ideal positions were obtained from a region of the sample away from
the dislocation core. The pairwise symbols represent the actual atomic displacements
due to the presence of the screw dislocation.
displacements extend preferentially along the [0001]MgZn2 direction, as shown in Fig.
7.11.
We note that the equal probability of spiral handedness (7.2.1) implies an equal
probability of the dislocation sense and, more importantly, is additional evidence of
screw-mediated spiral growth.
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7.2.6 Development of Spiral Patterns from Nano- to Micro-
scale
Based on the results above, we propose the following mechanism, shown schemati-
cally in Figure 7.12, for the crystallization of spiral Zn-MgZn2 eutectics under non-
equilibrium conditions (cf., Fig. 7.2). Under such conditions, MgZn2 is the first
phase to crystallize. The preferential nucleation of the Laves phase demonstrates
that its solid–liquid interfacial energy (and hence, barrier to nucleation) is consid-
erably less than that of the stable Mg2Zn11 phase, assuming similar wetting angles
[235]. Spaepen [236], Holland-Moritz [237], and others [238] have reasoned that the
low interfacial energy is due to the polytetrahedral structural similarity between the
melt and the MgZn2 Laves phase.
The axial screw dislocation of the seed MgZn2 establishes a spiral ramp that
provides self-perpetuating steps which enable spiral growth (Figure 7.12(a)). Given
the large Burgers vector (∼4 nm; see below), as the seed crystal grows, the high
strain field around the screw leads to the formation of hollow structures (open cores)
in order to relieve the strain energy [78]. According to Frank’s seminal theory [78],
it is energetically more favorable to remove the crystalline material adjacent to the
dislocation line and create an additional inner surface in the form of a hollow core,
compared to retaining the strain energy of the dislocation. This is shown schemat-
ically in Figure 7.12(b). We rationalize this observation through an energy balance
(below) between the dislocation strain energy and the energy required for creating
the hollow core. A similar phenomenon is reported in other dislocation-prone mate-
rials [82, 239]. Here, the open-core dislocation of MgZn2 is subsequently filled with
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the other eutectic phase (Zn), forming the micropipes (white arrow in Fig. 7.2). As
revealed by the fixed positions of HEXRD peaks in Figure 7.9, the strain field sur-
vives through the thermal contraction of the bulk volume upon solidification. Thus,
our S/TEM results at room temperature are generalizable. Furthermore, in the anal-
ysis of dislocation strain relaxation as outlined below, we find only an insignificant
contribution to strain relaxation from “Eshelby twist” [240] (strain-induced rotation
of the crystal lattice around an axial screw):
According to elastic theory of dislocations [241], the strain energy per unit length









where µ is the shear modulus of the seed crystal, and R and r are radii of the
outer elastic cylinder and inner dislocation core, respectively. The energy per unit
length Esurf for creating a new inner surface depends on the radius of the inner
(hollow) core r:
Esurf = 2πγr (7.15)
where γ is the solid-liquid surface energy, here pertaining to the MgZn2 phase.














, respectively [242, 243]), and radius of open core from SEM images (2 µm, cf.,
white arrows in Fig. 7.2), we obtain a Burgers vector magnitude of 4 nm. Thus,
the strain and surface energies can be computed using Eqs. 7.14 and 7.15: Edis =
1.8 × 10−8 J
m
and Esurf = 1.3 × 10−8 Jm . Since the strain energy exceeds the energy
cost of creating a new inner surface, the formation of hollow cores in primary MgZn2
particles is energetically favored.
Equation 7.16 quantifies the component of the Burgers vector b due to the hollow
inner tube surface energy (denoted below as btube). The total contribution btotal also





















From SEM images showing hollow core primary MgZn2 particles (e.g., white
arrows in Fig. 7.2), R ≈ 3r. Thus, with the values of other parameters noted above,
we obtain
btwist ≈ 0.88nm (7.20)
Therefore, Eshelby twist has an insignificant contribution to relaxation of the
strain induced by the screw dislocation, since btwist << btube.
As the system cools to below the metastable eutectic temperature, the Zn phase
forms heteroepitaxially along the spiral growth steps of MgZn2 (Figure 7.12(c)).
That is, the Zn phase forms exclusively along the ledges and not on the {0001}MgZn2
terraces, assuming that the supersaturation of Zn is not too high. Only at supersat-
urations above the threshold of forming 2D nuclei (the kinetic roughening transition
[244]) will island growth be possible on the basal plane. Once Zn has nucleated
along the spiral steps, it grows in a coupled manner with the MgZn2 phase. The in-
terphase spacing (Figs. 7.2 and 7.13) is set by the undercooling for lamellar growth
according to the Jackson–Hunt model [55] (cf., Section 2.3.1). During the ensuing
eutectic growth, low-energy solid–solid interfaces {7072}MgZn2 are maintained. As
demonstrated in 7.2.6, these interfaces have an approximately eight-fold lower energy
compared to those solid–solid interfaces in the irregular Zn-MgZn2 eutectic. Phase
field simulations [245] show that in these so-called “locked” eutectic grains, the in-
terphase boundaries follow specific crystallographic growth direction such that the
lamellae can be tilted relative to an imposed thermal gradient. Ultimately, the coni-
cal faceted enveloping shape of the eutectic colony is determined by the anisotropy of
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the interphase boundary energy, and not the Wulff shape of MgZn2 (a hexagonal rod).
Within each colony, spiraling sheets of the fully faceted MgZn2 phase are arranged
with near-constant periodicity. This regular organization of lamellae is somewhat
anomalous for an irregular eutectic (the Jackson α-factor for the MgZn2 phase is at
most 5.7). Given that the eutectic spirals nucleate atop axial screw dislocations, the
regularity of the two phases is enforced by the spiral growth steps themselves.
The fully developed spiral colony (Figure 7.12(d)) illustrates the solid–solid in-
terfaces, intra-facet angle, and growth direction. As the eutectic phases grow, they
maintain a consistent epitaxial relationship, suggesting their interphase boundaries
possess low energy. Indeed, as it has been demonstrated in ref. [246], in polycrystals
(i) the most common boundary planes are those with low surface energies, and (ii)
the boundary populations are inversely correlated with the boundary energy. The
selection of high-index planes is due to the anisotropy of the solid-solid interfacial
free energy. This anisotropy leads to a locking, and tilting, of the eutectic grains
with respect to the growth front.
Estimation of Solid-Solid Interfacial Free Energy
By measuring the interphase lamellar spacings λ from Fig. 7.2, we can determine
the dependence of microstructural length-scale on growth rate V . Both the spiral
and irregular Zn-MgZn2 microstructures exhibit a scaling law of the form λ
2V =
constant, consistent with the predictions of the Jackson-Hunt model. However, as
the results in Fig. 7.13 show, only minute variations are observed in the measured
lamellar spacing of the spiral Zn-MgZn2 eutectic with growth velocity, as compared
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to the irregular Zn-MgZn2 eutectic. According to Tiller and others [247, 248, 249],
the slope of λ2 − V −1 is directly proportional to the solid-solid interface free energy
between the two eutectic phases (holding all else fixed, i.e., assuming a negligible
change in the contact angles). Thus, the ratio of the two slopes (Fig. 7.13) provides
a crude estimate for the relative magnitudes of the two interfacial free energies.
The slopes of the linear fits to λ2 − V curves of the spiral and irregular eutectics




, respectively. Thus, the spiral eutectic has an
approximately 8-fold lower solid-solid interfacial free energy compared to its irregular
counterpart. The implications of this relative ordering of the two solid solid interfacial
free energies on the eutectic morphology may offer clues about the overall morphology
of the spiral eutectic colony, as discussed above.
The nucleation behavior of the spiral Zn-MgZn2 eutectic represents a surprising
inversion of our conventional wisdom. It has long been thought [250] that com-
plex regular structures arise due to morphological instabilities at the eutectic growth
front, such that the solid–liquid interface is comprised of an array of macro-faceted
cellular projections that enable a regular structure to develop (orthogonal to the
macro-facet). This is the case for the complex regular, rod-like Zn-Mg2Zn11 eutec-
tic, wherein parallel, regularly spaced lamellae connect to a common trigonal spine.
Yet this classical viewpoint cannot explain the complex regular spiral morphology
of Zn-MgZn2. Instead, crystallographic defects (screw dislocations) of the primary
MgZn2 Laves phase catalyze the heterogeneous nucleation of the eutectic phases
during solidification. That is, the presence of such crystallographic defects causes
the spiral growth form. While screw dislocation-driven growth has been reported in
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diverse areas of crystallization [82, 251, 252, 253, 21]—and indeed extensions of the
Burton–Cabrera–Frank [78] spiral growth model exist [254]—our proposed mecha-
nism on the role of “hidden” polytetrahedral phases in assisting heterogeneous nucle-
ation supports and expands upon recent reports [217, 255], for instance, metastable
quasicrystal-induced nucleation yielding grain-refined alloys [256], among other two-
step solidification pathways.
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Figure 7.12: Illustration of the screw dislocation mediated growth of spiral
eutectics. (a) Establishment of a spiral ramp due to axial screw dislocation on the
seed MgZn2 crystal. The ramp provides self-perpetuating steps that enable spiral
growth. (b) Growth of the seed crystal and formation of a hollow core. The axial
growth direction of the spiral is along [0001]MgZn2 . For sufficiently large Burgers
vector, the strain energy is alleviated by hollowing out the dislocation core (thin
blue cylinder), in agreement with Frank’s hollow-tube mechanism [78]. Radii of the
seed and hollow-core are R and r, respectively; ξ is the sense vector of the dislocation.
(c) Heteroepitaxial growth of Zn (red, not to scale) along the exposed MgZn2 growth
steps (ledges). (d) Spiral eutectic colony during the growth process. Only solid–solid
interfaces are shown for clarity. The habit planes of the spiral are {7702}MgZn2 . The
intra-facet angle is ∼ 10◦, for example, between {7702} and {7072}.
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Figure 7.13: Measured eutectic interphase spacing λ as a function of
growth rate V for both spiral and irregular MgZn2-Zn eutectics. The in-
terphase spacings (center-to-center distance of neighboring lamellae) were measured
from SEM images of samples grown at G = 2 K
cm
; the average and standard deviations
per image were used to construct the present figure. Both microstructures exhibit
a scaling law of the form λ2V = constant, consistent with the predictions of the
Jackson-Hunt model [55]. For spiral Zn-MgZn2, only small variations in λ are ob-
served with V , while the irregular Zn-MgZn2 eutectic displays large such variations
(non-uniform interphase spacing is a characteristic of irregular eutectics). The ratio
of the two slopes provides a crude estimate for the relative magnitudes of the two in-
terfacial free energies: The spiral eutectic has an ∼8-fold lower solid-solid interfacial
free energy compared to its irregular counterpart.
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7.3 Summary
We have synthesized spiral, two-phase microstructures that possess an intrinsic chi-
rality and a faceted, periodic architecture. Correlative characterization facilitated by
data science methods reveals the formation mechanism as well as the morphological
and heteroepitaxial relationships between the phases that grant the microstructure
its unique spiral pattern. We find the macroscopic spirals emerge via microscopic
defects through a two-step crystallization process. First, polytetrahedral phases
nucleate readily in the liquid owing to their low interfacial energy. These nucle-
ation precursors provide favorable environments (screw dislocations) for crystalliza-
tion of the spiral eutectic, thereby demonstrating the broad applicability of Frank’s
defect-driven growth mechanism to multi-phase materials. Our 3D studies provide
the necessary benchmark data for simulations of complex self-organization patterns,
thus expanding the horizon for the design of next-generation alloys with superior
properties. Spiral self-organization may open exciting opportunities in photonics,
where the resulting multi-phase structures can serve as templates for rapid fabrica-
tion or additive manufacturing of 3D chiral photonic crystals.
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7.4 Materials and Methods
7.4.1 Synthesis of Eutectic Microstructures by Directional
Solidification
Alloy buttons of nominal composition Zn-3 wt% Mg were cast via vacuum arc-
remelting at the Materials Preparation Center at Ames Laboratory (Ames, IA, USA),
using 99.999% purity Zn and 99.99% purity Mg. The as-prepared alloy buttons were
cut in the shape of cylindrical rods of 1 mm diameter by 5 mm length via electrical
discharge machining. In such small samples, convection effects have been shown to
be negligible [257]. Two-phase eutectics were then grown by directional solidification
using a three-zone vertical Bridgman furnace (MTI Corporation EQ-SKJ-BG). The
temperature gradient was imposed onto the fully molten sample by independently
fixing the temperatures of the three zones. The growth velocity was controlled by
the upward, simultaneous movement of the zones (sample stationary). Some samples
were also prepared by “gradient freeze,” wherein both the sample and the heating
zones remained stationary while the zone temperatures were decreased at fixed rates
under the imposed thermal gradient (we note that the cooling rate is the product of
the thermal gradient and growth velocity).
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7.4.2 Laser Micromachining for Nano-Tomography Experi-
ments
The directionally-solidified samples were polished to a mirror finish and imaged on an
optical microscope (ZEISS Axio Imager 2, Carl Zeiss Microscopy Inc., Oberkochen,
Germany) to locate the spiral regions of interest. Local features were identified as
fiducials for further sample preparation. The specimens were then transferred to a
picosecond laser ablation based micro-machining system (microPREP, 3D-Micromac
AG, Chemnitz, Germany). The region-of-interest was registered using the built-in
light microscope, and cylindrical micropillars 60 µm in diameter were milled top-
down measuring nominally 100 µm in height. The pillars were extracted and mounted
on tungsten needles for imaging in X-ray nano-tomography.
7.4.3 X-Ray Nano-Tomography
Non-destructive 3D imaging was performed on a ZEISS Xradia Ultra 800 (Carl Zeiss
X-ray Microscopy Inc, Pleasanton CA), a nanoscale X-ray microscope with an 8.0
keV copper source. The tomography acquisition consisted of 901 X-ray projection
images collected at a 130 s exposure/frame with a 64 nm/voxel resolution in the
large field-of-view mode. The 3D reconstructed slices were produced by processing
the projection images in the accompanying Reconstructor software, which is based on
a parallel-beam filtered back projection algorithm. Output files consisted of a stack
of 16-bit 3D dataset with 1024 x 1024 x 1024 pixel dimensions. The reconstructed
data was rendered and analyzed using a 3D visualization software (Dragonfly 3.6,
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Object Research Systems [ORS] Inc, Montreal, Canada, 2018). Additionally, two-
class segmentation of reconstructed datasets was performed using an interactive pixel
classifier segmentation tool based on a random forest classifier within Ilastik 1.2
(Ilastik: Interactive Learning and Segmentation Toolkit) [258].
7.4.4 Electron Backscatter Siffraction
The 3D EBSD measurements were performed on a ZEISS Crossbeam 550L focused-
ion beam-scanning electron microscope (FIB-SEM) equipped with an Oxford Instru-
ment Symmetry EBSD camera and an Oxford Instrument ULTIM MAX 170 electron
dispersive spectroscopy (EDS) detector. The data were acquired using the ZEISS
Atlas 5 3D software for FIB-SEM tomography. Standard Atlas 5 3D preparation
with protective deposition and tracking fiducials was carried out. To avoid damage
to beam-sensitive phases, an energy of 15 kV was chosen for the FIB milling with a
probe current of 4 nA. SEM images were acquired using 2 kV SEM beam energy and
2 nA of beam current. Chamber secondary electrons (SE) and Inlens SE detectors
were used in parallel. An isotropic voxel resolution of 10 nm was chosen for the imag-
ing, that is, 10 nm pixel resolution within the images and 10 nm slice thickness for
the FIB milling. Atlas 5 was used to measure and track the actual slice thickness and
adapt the milling progress accordingly, also compensating for sample drift. A voxel
resolution of 70 or 100 nm was chosen for the EBSD measurements. Thus, every 7th
or 10th image, the sample was automatically moved to EBSD position, and the map
acquisition was started. SEM conditions were changed automatically to 19 kV beam
energy and 20 nA of beam current, to assure high signal-to-noise EBSD patterns.
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EDS maps were acquired in parallel. Pixel resolution of the analytic maps was set
to 70 or 100 nm, respectively, to achieve isotropic voxels. The Symmetry EBSD
camera was set to binning mode “Speed 2” with an exposure time of 1 ms EBSD
slices were registered in DREAM.3D software (BlueQuartz) using a misorientation
tolerance of 5◦. The registered data were subsequently rendered in 3D through the
open-source visualization software ParaView (Kitware) [259]. Crystallographic anal-
ysis of the individual EBSD slices (texture data) was performed using the MATLAB
(The MathWorks, Inc.) toolbox MTEX [188].
7.4.5 In Situ Synchrotron High-Energy X-Ray Diffraction
The HEXRD experiments were conducted at Sector 11-ID-C of the Advanced Pho-
ton Source in Argonne National Laboratory (Argonne, IL, USA). The solidification
experiments were performed in sealed quartz tubes under the protection of a high-
purity argon atmosphere. The sample was heated, melted, and overheated using a
radio frequency induction-heating coil with a maximum heating power of 4.2 kW.
Then, the power of the heating coil was switched off. The molten sample was cooled
and solidified spontaneously. The cooling rate was assumed to be constant (around
20 K
s
) since cooling is dominated by thermal radiation from the sample surface. The
sample was melted and solidified eight times. In each cycle of melting and solidifica-
tion, a monochromatic X-ray source with wavelength of 0.1173 Å was incident on the
sample through a large gap between two wings of the induction coil. The diffracted
X-rays were scattered in forward directions and were recorded continuously with an
exposure time of 0.5 s using a Perkin-Elmer amorphous silicon detector at a distance
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of about 1.8 m from the sample. The maximum active area of the detector is 409.6
mm x 409.6 mm, with 2048 x 2048 pixels and a pixel size of 0.2 mm x 0.2 mm.
After the experiments, the sample-to-detector distance was calibrated using a stan-
dard sample of CeO2 at room temperature. The recorded 2D diffraction patterns
were integrated using the FIT2D software [260] (v.12.077) for phase identification.
Background subtraction was performed using the High-Score software (Malvern Pan-
alytical). Combining Braggs’ law and lattice spacing of crystal structure allowed for
determination of phase formation sequence.
7.4.6 Electron Microscopy
All specimens for S/TEM were prepared via focused-ion beam (FIB) lift-out tech-
nique in an FEI Helios 650 Nanolab SEM/FIB.
The major steps in a typical lift-out sample preparation are presented in Fig.
7.14
Lift-out samples were thinned to ∼80 nm and cleaned equally on both sides. The
damage from Ga beam was limited to the top 100–120 nm of the final sample, which
was avoided in all subsequent S/TEM experiments. Samples were plasma cleaned for
5 min prior to insertion into the S/TEM. The diffraction-contrast TEM experiments
were performed with a JEOL 2010F microscope operating at 200 kV. All STEM
experiments used a JEOL 3100R05 double-Cs corrected S/TEM with an operating
voltage of 300 kV. All cross-sectional SEM and compositional maps were collected
on a Tescan MIRA3 SEM on mirror-finish polished samples; the micrographs were
collected using both secondary and backscattered electrons with an operating voltage
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Figure 7.14: TEM sample preparation with focused ion beam (FIB). Select
steps of the preparation process are shown, excluding final thinning. (a) An open-core
seed particle of MgZn2 (arrow). The FIB lift-out is performed across the diameter
of the particle and into the depth of the sample. Given the hexagonal shape of the
site, the [0001]MgZn2 direction points out of the page. (b) The lift-out site after U-
cut. Prior to this point, protective layers of Pt (thin layer with e-beam followed by
thicker layer with ion-beam) were deposited laterally across site, followed by bulk-
out (trench) cuts on both sides of the region of interest. (c) Sample during lift-out.
The Omniprobe was welded to a corner of the sample with Pt, and the sample was
cut free from the bulk piece. (d) Migrating to the TEM grid. The lift-out sample is
being transferred from the bulk piece to the TEM grid. The Pt gun is obscuring the
bulk sample.(e) Lift-out sample above the TEM grid. The lift-out sample is brought
into the neighborhood of the TEM grid. (f) Before welding the lift-out sample on
TEM grid. The sample is brought to close proximity of the grid for welding using Pt.
The lift-out sample will then be thinned equally on both sides to achieve electron





The raw data from nTXM, 3D EBSD, and in situ HEXRD, as well as two movies
of nTXM reconstructions, are publicly available in the University of Michigan Deep
Blue Data repository at https://doi.org/10.7302/day1-6d63.
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Chapter 8
Topological Transitions of Spiral
Eutectics in Extreme
Environments
This chapter is based on the article to be submitted for publication as of April 2020.
8.1 Introduction
Advances in high temperature technology have raised the need for materials with
superior strength, rigidity, and ductility at elevated temperatures. To meet the
challenge of higher operation temperatures, alloys based on intermetallics have been
considered [26, 262, 263]. In particular, intermetallic composites have garnered recent
interest as a means to improve the fracture toughness and intrinsic brittleness that
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many other intermetallic-based alloys suffer from at ambient temperature [26]. A
promising subset of this class of materials is in situ composites [26, 264], multi-phase
materials where the reinforcing phase is synthesized during composite fabrication.
For comparison, in ex situ composites the reinforcing phase is produced separately
and then introduced into the matrix during a subsequent processing step such as
infiltration or powder processing [265].
The strategies of synthesizing in situ composites can be divided into two broad
groups depending on whether the reinforcements first appear in the solid or liquid
state [266]. Solid-state in situ processes include internal oxidization [267], displace-
ment reaction [268], reactive milling [269], mechanical alloying [270], and cryomilling
[271]. Liquid-state processes include rapid solidification [272, 273], traditional cast-
ing, and directional solidification of eutectic alloys. The advantages of producing
in situ composites by directional solidification of eutectics are multi-fold, including:
(i) eutectic formation yields intrinsic thermodynamic stability and chemical com-
patibility between the matrix and intermetallic phases, (ii) directional solidification
enables a single-stage process directly from the melt, and (iii) the microstructure can
be controlled by tuning the solidification conditions (as discussed in Section 3.2).
As demonstrated in the previous chapter, directional solidification of (binary)
eutectics can produce regular patterns consisting of a spiral intermetallic phase.
The hierarchical nature of these spiral composites necessitated multiple experimental
probes to unearth the origin of spiral growth. Collectively the results of Chapter 7
demonstrated that the spiral formation follows a two-step process, wherein the first
step is mediated by the low solid–liquid interfacial energy of a precursor phase,
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and the second step by crystallographic defects on the precursor. Understanding
the behavior of these spirals at elevated temperature is critical to their function in
extreme environments. Under such conditions these spiral in situ composites could
degrade as a result of oxidation, reaction, and shape/size instabilities.
During isothermal annealing of eutectic composites near the eutectic temperature,
the free energy associated with interfaces provides a driving force for microstructural
evolution in three main ways: Rayleigh instability coarsening, Ostwald coarsening,
and fault migration [39, 274]. Rayleigh instability refers to the increasing variation in
the composite geometry due to periodic perturbations that grow by diffusive trans-
port under the driving force of capillarity, as shown schematically in Fig. 8.1(a).
This phenomenon somewhat resembles the breakdown of a cylinder of liquid into a
row of spherical droplets, similar to that of slowly running tap water. However, the
kinetics of the process in a composite are more complicated given the diffusive inter-
action between adjacent solid components. It has been suggested [39] that Rayleigh
instabilities are less likely to occur in structures with cusps in their surface energy
orientation relationship that lead to faceting, since these cusps would stabilize the
structure against the diffusive perturbations resulting in pinch-off events. Ostwald
coarsening, shown schematically in Fig. 8.1(b), is a bulk-diffusion process that re-
duces the system free energy by larger regions of the microstructure growing at the
expense of the smaller ones, via transfer of material between the regions of different
size. Fault migration and annihilation in the solid state could also lead to coarsening,
as demonstrated schematically in Fig. 8.1(c). This may be the major mechanism of
coarsening in highly faulted structures, where the incubation time can be very small.
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Likewise, in perfect lamellar structures with alternating sheet formation, the absence
of interfacial curvature prevents the operation of Rayleigh instabilities and Ostwald
coarsening, and coarsening occurs almost exclusively by fault migration.
Figure 8.1: Coarsening processes. (a) Rayleigh instability coarsening. (b)
Ostwald coarsening. (c) Fault migration and annihilation in a rod structure leading
to coarsening. Schematics adapted from refs. [39, 275, 39], respectively.
In the present chapter, we seek to investigate the thermal stability of metastable
Zn-MgZn2 spiral in situ composites through continuous isothermal annealing near
their eutectic temperature using in situ X-ray nano-tomography (nTXM), and fur-
ther corroborated by ex situ crystallographic and compositional analyses. The in situ
nTXM experiments were performed at the Full Field X-ray Imaging (FXI) beam-
line of the National Synchrotron Light Source II (NSLS-II) in Brookhaven National
Laboratory; the in situ capability of performing these experiments at temperature
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is a very recent addition to the beamline (fall 2019) and provides an unprecedented
opportunity to probe dynamical events at high spatial and temporal resolutions. Col-
lectively, the results identify that the structure does not evolve self-similarly, with
topological breakdowns in both short- and long-term annealing due to reactive and
bulk diffusion, respectively: (i) Within minutes, solid-state, reactive diffusion leads
to phase transition from the metastable to the stable eutectic, which in turn causes
lamellar pinch-off of the thinner portions of the intermetallic phase. (ii) During pro-
longed annealing (hours), bulk diffusion due to Ostwald coarsening leads to more
pinch-off events and thus the formation of a greater number of disjoint components
of the intermetallic phase. By unearthing the above solid-state dynamics, this study
helps to generate accurate structure-performance relationships that could guide the
future application of these spiral in situ composites in extreme environments.
8.2 Results and Discussion
8.2.1 Structural Evolution of Spirals Upon Short-Term Isother-
mal Annealing
In Situ Annealing via Synchrotron X-Ray Nano-Tomography (nTXM)
All in situ annealing experiments were performed using the recently-developed capa-
bility of the FXI beamline at NSLS-II in Brookhaven National Laboratory. Figure
8.2(a) shows a photo of the the beamline setup. The beamline optics allow study-
ing the morphology of dynamic systems in 2-D and 3-D with 30 nm resolution in
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a 20-40 µm field of view, and the beam energy can be tuned in the range of 6-10
keV. A complete 3D dataset for absorption-contrast tomography can be acquired in
one minute [76] (as of March 2020, only absorption contrast is available). Given the
beam energy and presence of a high concentration of ’heavy’ element Zn in the spiral
eutectics, spiral-containing 30-40 µm thick micropillars of the bulk, directionally-
solidified samples were prepared by plasma focused ion beam (PFIB, Section 3.3.3)
prior to arrival at the beamline. The micropillars were prepared to be tall enough
so that the field-of-view could be adjusted at will along their height during beamline
experiments. Images of a typical micropillar are shown in the inset of Fig. 8.2(a)
and magnified in Fig. 8.2(b).
Representative 2D slices of the nTXM scans for 1, 3, 5, and 10 minutes of isother-
mal annealing at 270◦ C are shown in Figs. 8.3(a-d). Comparison of the slices reveals
several instances of morphological instabilities that the spiral intermetallic phase un-
dergoes within the first 10 minutes of annealing. Three of such pinch-off events are
highlighted in Figs. 8.3(a-d). The red arrows in Figs. 8.3(a,b) point to the breakage
of the MgZn2 phase into disjoint components in the first three minutes of annealing.
Another instance of breakage occurs upon further annealing the sample to five min-
utes under the same conditions, as indicated by the white arrows in Figs. 8.3(a,c). At
the 10-minute mark, the lamellae show further pinch-off as well as disappearance of
the thinnest portions of lamellae, demonstrated with the blue ovals in Figs. 8.3(a,d)
where the lamellae have partitioned into several thinner, disjoint components during
annealing.
In addition to the breakage of lamellae, the nTXM slices also show a gradual
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Figure 8.2: Beamline setup for in situ TXM at NSLS-II in Brookhaven
National Laboratory. (a) Photo of the full setup at NSLS-II beamline 18-ID
(FXI). A micrograph of a typical micropillar sample used in experiments is shown in
the inset and magnified in (b). During the experiment, the micropillar samples are
mounted on a sample holder and inserted into the furnace.
change in the signal intensity, i.e., grayscale pixel value, of the scans during the first
10 minutes of annealing. Given that monochromatic X-rays are attenuated due to
absorption or scattering as they pass through the sample, the concentration changes
can be derived from the Beer-Lambert’s law. This law relates the attenuation of
incoming radiation to the properties of the material through which the radiation
passes, and it is commonly applied to chemical analysis measurements from atten-
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uation in physical optics [276, 277]. Furthermore, the use of monochromatic X-rays
in this study helps alleviate the non-straightforward connection of intensity to com-
position that would be present if using a polychromatic X-ray source even when the
sample thickness and the incident beam intensity are known.
The observed change in nTXM intensity suggests variations of the solutal concen-
tration fields around the lamellae of the intermetallic phase, which could be further
perturbed by the the diffusive dynamics during annealing. To evaluate the concen-
tration changes of the lamellae experimentally, we measure the grayscale value of the
pixels belonging to the intermetallic phase, averaged over five measurements for each
scan in the one, three, five, and 10-minute marks. Image contrast is enhanced by
normalizing each pixel using values obtained from outside the sample, where pixel
values at a given spatial coordinate have the same value over the entire duration of
the annealing experiment. The averaged grayscale values are plotted in Fig. 8.3(e),
where the heights of the error bars represent the standard deviation of the five mea-
surements for each scan. Since the only intensity-altering parameter is composition
in this absorption–contrast tomographic dataset, equal intensities within the statis-
tical fluctuations (error bars) indicate equivalent compositions, barring unlikely and
unexpected occurrence of other events such as beam-flux variations at the beamline
or intensity drop during the one-minute acquisition time of the individual scans.
Measurements of the average signal intensity for the intermetallic phase in this
manner indicate an increase of grayscale values in the intermetallic lamellae. This
increase in grayscale values suggests a gradual, local change of the composition of
the intermetallic phase due solutal diffusion from the surrounding metallic Zn phase,
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which eventually leads to a complete solid-state phase transformation of the inter-
metallic phase. Given the statistical fluctuations of these measurements, this solid-
state phase transformation likely occurs at around 6-7 minutes into the annealing
process and is complete after about 10 total minutes of annealing. These observations
lead to the hypothesis, confirmed below in 8.2.1, that the MgZn2 phase transforms
to Mg2Zn11, and hence the eutectic from the metastable to the stable state, where
the metallic Zn phase is the common phase in both eutectics. These three phases,
namely Zn, MgZn2, and Mg2Zn11, are distinguished in terms of differential absorp-
tion of X-rays. The heaviest phase, Zn, has the highest attenuation coefficient, 7.14
g
cm3
, and hence appears brightest in the nTXM reconstructions (e.g., Figs. 8.3(a-
d)). Conversely, MgZn2 is the lightest phase with an X-ray attenuation coefficient of
5.09 g
cm3
, so it is the most transparent to X-ray radiation and appears darkest. The
Mg2Zn11 has an intermediate X-ray attenuation coefficient, 6.17
g
cm3
, and hence it
appears brighter than the lighter MgZn2 phase but darker than the heavier Zn phase.
The color gradient in Fig. 8.3(e), from dark to light and vice versa, represents grad-
ual, local change of composition due solutal diffusion that eventually leads to the
solid-state phase transformation, from MgZn2 (yellow) to Mg2Zn11 (blue). These
observations are further corroborated by chemical composition analysis via energy-
dispersive X-ray spectroscopy (EDS) in ex situ annealing experiments mimicking the
in situ nTXM experiments, as reported below.
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Figure 8.3: 2D representative slices of short-term annealing nTXM scans
of spirals. (a-d) 1, 3, 5, and 10 minutes after isothermal annealing. Images are
adjusted for brightness and contrast for clarity, and several topological transitions
(pinch-off events) are marked. (e) Intensity value of the intermetallic phase (dark
in (a-d) from the grayscale slices averaged over five measurements. The increase in
intensity shows compositional change of the intermetallic phase.
Chemical Composition Analysis via Energy-Dispersive X-Ray Spectroscopy
(EDS)
To confirm the occurrence of the solid-state phase transformation from the metastable
Zn-MgZn2 to the stable Zn-Mg2Zn11 eutectic during the first 10 minutes of isother-
mal annealing, chemical composition of a sample annealed by mimicking the in situ
conditions was analyzed via EDS. The EDS point analysis was performed on the in-
termetallic phase of the sample in two regions after one and 10 minutes of annealing,
and the results are tabulated in Tables 8.1 and 8.2, respectively. Identical points were
investigated in the two regions for the one and 10-minute annealed sample. As the
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measurements in Table 8.1 show, the intermetallic phase in the one-minute annealed
sample has the composition 21.68± 2.84 atomic percent (at.%) Mg and 78.42± 2.84
at.% Zn in region one, and 29.47± 3.72 at.% Mg and 70.53± 3.72 at.% Zn in region
two. Therefore, at this stage the eutectic composition is Zn-MgZn2.
Region 1 Region 2
Point number At.% Mg At.% Zn At.% Mg At.% Zn
1 23.40 76.60 26.52 73.48
2 19.53 80.47 25.87 74.13
3 24.29 75.71 25.88 74.12
4 24.71 75.24 33.14 66.86
5 18.71 81.29 32.34 67.66




Table 8.1: Compositional analysis of the intermetallic phase in the one
minute-annealed spiral eutectics. Compositions were determined from point
EDS analysis in two distant regions of the sample. Composition of the intermetallic
phase is determined to be MgZn2.
After 10 minutes of annealing have passed, the compositions of the same two
regions, shown in Table 8.2 based on measurements of the same points as those in
Table 8.1, have changed to 11.56± 3.19 at.% Mg and 88.44± 3.19 at.% Zn in region
one, and 15.83± 1.80 at.% Mg and 84.12± 1.80 at.% Zn in region two. These sets of
compositions indicated that the intermetallic phase has indeed changed composition
to Mg2Zn11, while the other eutectic phase remains as metallic Zn.
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Region 1 Region 2
Point number At.% Mg At.% Zn At.% Mg At.% Zn
1 10.40 89.60 14.93 85.07
2 10.20 89.80 13.98 86.02
3 13.02 86.98 14.19 85.81
4 13.86 86.14 17.51 82.49
5 11.11 88.89 16.35 83.65




Table 8.2: Compositional analysis of the intermetallic phase in the 10
minute-annealed eutectics. Compositions were determined from point EDS anal-
ysis on the same points of the same regions reported in Table 8.1. Composition of
the intermetallic phase is determined to be Mg2Zn11.
8.2.2 Topological Singularities and Transitions Upon Long-
Term Isothermal Annealing
In Situ Coarsening via nTXM
As mentioned earlier, the free energy associated with interfaces in multi-phase al-
loys may provide a driving force for microstructural evolution. In minimizing its
total interfacial free energy through, e.g., reduction of the total interfacial area of
grain and interphase boundaries, a system undergoes structural evolution by trans-
ferring material from one boundary region to another via one or a combination of
the three possible mass-transport mechanisms surveyed above (Rayleigh instability
coarsening, Ostwald coarsening, and coarsening by fault migration or fault migra-
tion and annihilation). The resulting evolution of the microstructure cannot occur
without topological transitions and singularities, which have been reported mostly for
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multi-phase fluid systems [278]. Herein we demonstrate a distinct class of topological
singularity that occurs during the long-term (1 h) solid-state coarsening (SSC) of the
two-phase Zn-MgZn2 spiral eutectic composites. We utilize the recent developments
of the FXI beamline at NSLS II to unravel the dynamics of coarsening.
In what follows, we limit our analysis to after the completion of the solid-state
phase transformation from MgZn2 to Mg2Zn11, which was shown in Section 8.2.1
to occur within the first 10 minutes of annealing. During the in situ coarsening
experiments, pinch-off occurs in the intermetallic Mg2Zn11 phase of the otherwise
bicontinuous, two phase eutectic composite. The loss of continuity in this phase
by pinching directly impacts the properties of the composite, so understanding the
dynamics that govern this process could offer key insights relevant to the processing
of these materials and their microstructural control.
Segmented 3D volume renderings of a region of interest in the micropillar sample,
indicated by dashed boxes in the accompanying grayscale volumes, are shown in
Figs. 8.4(a,b) for the pristine and one hour-annealed sample, respectively. In the
segmented volumes only the intermetallic phase is shown for clarity, which, again
based on the results shown in Section 8.2.1, has the chemical composition MgZn2
in Fig. 8.4(a), Mg2Zn11 in Fig. 8.4(b). In the pristine sample, it can be seen that
the eutectic microstructure is highly directional and bicontinuous. After one hour of
SSC, not only has the intermetallic phase lost its morphological anisotropy (no longer
faceted), but also it has undergone a pinch-off event, as evident from the presence
of disjoint components. An example of a pinch-off event is indicated by the black
arrows.
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Figure 8.4: Topological evolution and spheroidization of the intermetallic
lamellae upon long-term annealing. (a,b) Three-dimensional visualization of the
pristine and 1-hr annealed sample, respectively. The segmented volumes correspond
to the boxed regions in the corresponding grayscale volume. (c) XRD spectra of
the sample before and after annealing. All non-labeled peaks belong to the substrate
used during acquisition of the scans; the substrate spectrum is provided for reference.
Crystallographic Analysis via X-Ray Diffraction (XRD)
Given that the two intermetallic phases of interest, MgZn2 and Mg2Zn11, have hexag-
onal and cubic crystal structures, respectively, we further corroborated the occur-
rence of the solid-state phase transformation by XRD. A fresh directionally-solidified
sample was prepared following the same growth conditions used for the above inves-
tigations. The pristine sample was then scanned by XRD, followed by annealing at
the identical conditions as above but for a total time of 10 hours. We note that the 10
hour mark ensures not only the initial solid-state phase transformation from MgZN2
to Mg2Zn11, but also provides enough time for all the subsequent morphological and
topological events during further annealing of the intermetallic phase.
The XRD spectra of both the pristine and the coarsened samples are presented
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in Fig. 8.4(c). All peaks corresponding to the intermetallic phases have been labeled
green for MgZn2 and black for Mg2Zn11; the peaks belonging to the metallic Zn
phase are labeled with red marks. All non-labeled peaks belong to the substrate
(clay) used to support the sample during acquisition of the XRD scans. The XRD
scans indicate no further phase transformation of the intermetallic phase after the
initial one that shift the eutectic composition from the metastable Zn-MgZn2 to
the stable Zn-Mg2Zn11 even after prolonged (nine hours) additional annealing under
the same conditions. This observation suggests that the system reaches its steady-
state chemical composition within the first few minutes of isothermal annealing, and
thereafter undergoes topological singularity events and pinch-off while maintaining
its composition.
8.2.3 Mechanisms of Phase and Topological Evolution
Solid-State Phase Transformation and Topological Breakdown Upon Short-
Term Annealing
The results from in situ nTXM (Fig. 8.3) and ex situ EDS (Tables 8.1,8.2 show the
transition from metastable MgZn2 to stable Mg2Zn11 phase upon annealing at 270
◦C.
As evident from the phase diagram in Fig. 8.5, anywhere below the solid line at
364◦C, Mg2Zn11 is expected. The MgZn2 is metastable, meaning that its free energy
for all temperatures below 364◦C is higher than the free energy of Mg2Zn11. There-
fore, based on thermodynamic arguments alone, the transformation Zn + MgZn2
= Mg2Zn11 is expected for all temperatures T < 364
◦C. The EDS results suggest
that short-term annealing close to but below the metastable eutectic temperature
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provides the driving force for this phase transformation.
Figure 8.5: Portion of the equilibrium phase diagram of the Zn-Mg system
with the two relevant intermetallic phases marked. The stable and metastable
eutectic temperatures are indicated with the solid and dashed lines, respectively. The
annealing temperature, 270◦C, is indicated with the green dotted line.
Equilibrium thermodynamics and diffusion kinetics can be used to predict the
variation of chemical composition in the diffusion zone during solid-state reactions
between dissimilar materials. Indeed, a number of reactive phase formation events
have been reported in metal-metal and metal-ceramic systems due to solid-state dif-
fusion [279]. In the present case, the nTXM snapshots (Fig. 8.3(a-d)) show that
the metastable phase MgZn2 is consumed in the thinnest portions of lamellae. We
rationalize this observation by noting that, during annealing, solutal Zn from the sur-
rounding eutectic Zn phase accumulates around the MgZn2 lamellae and eventually
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diffuses into it, given that Zn is the fast diffuser compared to Mg [280]. The solutal
diffusion of metallic Zn into the intermetallic phase, as shown in Fig. 8.6(a), changes
the intermetallic composition locally and, within 10 minutes of annealing, the eutec-
tic phase transformation to the stable Zn-Mg2Zn11 is complete. Consumption of the
MgZn2 phase during this reaction-dominated process is observed to result in pinch-
ing or breaking apart of the intermetallic phase, leading to topological changes on
shorter time-scales than predicted by either Rayleigh or Ostwald mechanisms.
In reacting systems that include interphase mass transport, such as the present
case, the Damköhler number Da is a useful ratio for determining whether diffusion
rates or reaction rates are more ‘important’ for defining a steady-state chemical dis-
tribution over the length and time scales of interest. Da is the ratio of the reaction
to diffusion rates. The results from short-term annealing of the spiral eutectics point
to a high Da number where an extremely fast reaction occurs, so that the process is
limited by the solutal diffusion. Upon completion of the solid-state phase transfor-
mation, the annealing process is expected to be diffusion-dominated, as expounded
below.
Topological Change at Long Time-Scales
Upon further annealing at the same conditions, the structure is observed to not evolve
self-similarly. Instead, the Mg2Zn11 phase undergoes topological instabilities and the
formation of a greater number of disjoint components (Fig. 8.4(a,b)). Unlike the
Rayleigh instability [39], where the Mg2Zn11 would break down into near-spherical
droplets similar to that of the slowly-running tap water, we do not observe a spectrum
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Figure 8.6: Proposed mechanism of short-term and long-term microstruc-
tural changes upon annealing. (a) Schematic illustration of reactive diffusion-
mediated solid-state phase transition upon short-term annealing. (b) Schematic il-
lustration of bulk diffusion-mediated Ostwald coarsening observed upon long-term
annealing. Schematic adapted from ref. [39].
of sinusoidal perturbations that grow by diffusive transport under the driving force
of capillarity.
Instead, the results from prolonged annealing experiments suggest not a surface
diffusion process, but a more likely bulk diffusion process through Ostwald coars-
ening. During this process, the system reduces its overall interfacial free energy by
the larger regions growing at the expense of the smaller ones by bulk diffusion of the
material between regions of differing size, as shown schematically in Fig. 8.6(b). The
results from prolonged annealing experiments point to a low Da number, where the
process is dominated by bulk diffusion due to Ostwald ripening. The negative curva-
ture of the thinnest parts of the lamellae lead to dissolution of the intermetallic phase
into a greater number of disjoint components. Understanding the microstructural
dynamics in this way is critical for controlling the behavior of materials at elevated
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temperatures, for instance with regard to the function of materials in aerospace and
automotive applications.
8.3 Summary
We investigated the behavior of thermodynamically metastable Zn-MgZn2 spiral eu-
tectics at elevated temperatures during isothermal annealing close to but below the
metastable eutectic temperature. Combination of the recently developed in situ
TXM together with ex situ characterization studies indicate that annealing relieves
the metastable spirals from defects (screw dislocations) that were created during the
formation of the material (as reported in Chapter 7). Short-term annealing, within
the first few minutes, provides enough thermodynamic driving force to the system to
undergo a solid-state transformation, i.e., precipitation, from the metastable state
to the thermodynamically stable Zn-Mg2Zn11 eutectic. The precipitation process
occurs under a high Damköhler number through solutal diffusion of Zn from the
surrounding eutectic Zn phase into the intermetallic phase, which in turn causes the
topological breakdown of the intermetallic phase on short-time scales at its thinnest
sections. During prolonged annealing under the same conditions, the system oper-
ates under the dominance of bulk diffusion and hence does not evolve self-similarly.
Instead, the intermetallic phase undergoes a different class of topological singularity
events and divides into disjoint components through Ostwald coarsening.
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8.4 Materials and Methods
8.4.1 In Situ nTXM for Isothermal Annealing
The nTXM experiments were conducted at beamline 18-ID (FXI) of the National
Synchrotron Light Source II (NSLS-II) in Brookhaven National Laboratory (Upton,
NY). Prior to the in situ nTXM experiments, a micropillar of the directionally-
solidified, spiral-containing sample was prepared from the bulk eutectic sample by
Xe plasma focused ion beam (typically 30-50 µm in diameter and 100-120 µm in
height). During the in situ annealing experiments, the micropillar was irradiated by
8.5 keV X-ray beam and rotated continuously at 3
◦
s
with 30 ms exposure time for
each projection image. All images were acquired with a 2 × 2 binning, resulting in
a pixel size of 42.6 nm × 42.6 nm.
8.4.2 Ex Situ EDS for Chemical Composition Analysis
Chemical composition investigation of the samples was performed using an EDS-
equipped Tescan MIRA3 scanning electron microscope. The beam voltage was ad-
justed to 20-30 kV. Point analysis was performed by focusing the beam onto a point of
interest along the intermetallic phase of the eutectics in two distant regions. Chemi-
cal composition of 6-9 points were measured to obtain good statistical reproducibility.
Sample was annealed at 270 ◦C for one minute, interrupted for EDS point analysis,
further annealed for additional nine minutes, and followed by EDS point analysis of
the same points in the same two regions.
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8.4.3 Ex Situ XRD for Crystal Structure Characterization
The XRD scans were performed using a Rigaku Smartlab diffractometer equipped
with 1.54 Å Cu Kα source and Ge-220 2-bounce monochromator. Two scans were
performed, one for the pristine (non-annealed) sample, and another after annealing
the sample at 270 ◦C for 10 hours.
8.5 Data Availability
The raw data from nTXM is publicly available in the University of Michigan Deep
Blue Data repository at https://doi.org/10.7302/v73g-tn92.
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During crystal growth the interplay of kinetics, solution or alloy chemistry, and crys-
tallographic defects brings about a continuum across crystal formation patterns. This
dissertation illustrated developments in multi-scale eutectic pattern formation during
solidification from multi-component environments. Focus was put on deciphering the
mechanisms that trigger micro/nanostructure selection as well as morphological and
topological transitions, along with the influence of crystallographic defects on pattern
formation. Both regular and irregular eutectics were considered. Part I, divided into
Chapters 1-3, provides the introductory information related to the thermodynamics
and kinetics of eutectic solidification patterns, as well as an overview of other key
concepts that were subsequently explored in the remainder of this dissertation.
Part II, partitioned into Chapters 4-6, relates to the growth of irregular eutectics
as well as primary anisotropic crystals in the presence of trace chemical modifiers.
Part III, split into Chapters 7 and 8, reports the self-organization of two-phase spiral
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eutectics and their behavior at elevated temperatures. These experimental findings
along with their broader impacts are summarized in Sections 9.1 and 9.2, respectively.
9.1 Complexity in Crystal-Modifier Interactions
During Crystallization from Multi-Component
Environments
Chemical modification by the introduction of dopants or other ‘spectator’ species into
the alloy chemistry causes drastic changes in the microstructure of the material, and
the interaction of the modifier with the growing crystal could be either synergistic
(Chapters 4, 5) or antagonistic (Chapter 6). The specificity of chemical modifiers
for either inhibition, by poisoning the nucleation sites, or promotion, by lowering the
barriers of nucleation, directly impacts the crystallization products and their defect
distributions. Understanding the origins of these effects is key to tailoring the design
of alloys for specific technological needs.
Chapter 4 reviewed the recent developments in our understanding of microstruc-
ture formation during eutectic solidification. Chapter 5 provided experimental results
from tracking the growth behavior of a Na-modified (0.1 wt.%) irregular Al-Ge eutec-
tic alloy and analysis of the physical characteristics of the fully-solidified specimen.
The integrated characterization studies shed light on the influence of trace chemical
modifiers (here Na) during the growth of the eutectic. In particular, the dynamic
and 3D synchrotron-based X-ray micro-tomography results reveal the markedly dif-
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ferent microstructural and, for the first time, topological properties of the eutectic
constituents that arise upon modification, not fully predicted by the existing the-
ories. Together with ex situ crystallographic characterization of the fully-solidified
specimen, our multi-modal study provides a unified picture of eutectic modification:
The modifiers selectively alter the stacking sequence of the faceted phase (here Ge),
thereby inhibiting its steady-state growth. Consequently, the non-faceted phase (here
Al) advances deeper into the melt, eventually engulfing the faceted phase in its wake.
We present a quantitative topological framework to rationalize these experimental
observations, demonstrating that interfacial topology represents a signature of the
structural complexity during crystallization.
Chapter 6 focused on the growth behavior of primary Si crystals in the presence of
trace chemical modifiers (here 0.1 wt.% Sr) a hypereutectic Al-Si alloy. The coherent
twin boundary is widely known to catalyze growth in pristine crystals including poly-
crystalline Si. Much remains unknown about the impact of changing the chemical
environment of the crystallization process through the deliberate addition of trace
metallic species as in chemical modification. Pristine Si has been reported to grow
through the classical model of two parallel twin planes acting in concert to enable
steady-state propagation of the solid-liquid interfaces. Here, we achieve a new vision
on the growth process via in situ synchrotron X-ray micro-tomography and further
corroborated by ex situ crystallographic investigation. We find that steady-state
growth is impossible in chemically-modified alloys. This is because the modifier (Sr)
poisons the concave re-entrant grooves of Si, thereby de-activating the advantage of
the twin plane re-entrant edge mechanism and leading to a singly-twinned interface.
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This study may serve as a proxy to chemically-modified crystallization pathways of
eutectic Si in Al-Si alloys and, more broadly, as a framework for the crystallization
mediated-synthesis of materials.
These insights as well as experimental techniques could be extended to other
materials classes, beyond Al-Si, that involve the interaction of ‘spectator’ species
such as modifiers, dopants, and impurities, during the growth of the crystal. As an
example, the newly investigated Al-Ce alloys [181] demonstrate castability, structure,
and mechanical strength similar to the near-eutectic Al-Si alloys modified by Sr; as
a result, the Al-Ce alloys have been rated positively for laser additive manufacturing
(no cracking or porosity). In another recent report [11], it was demonstrated that
chemical modification of the feedstock alloy with grain refining modifiers for additive
manufacturing can achieve previously incompatible high-strength aluminum alloys
that are crack-free, equiaxed, and fine-grained. In a broader context, the synergistic
or antagonistic behavior reported in this dissertation may provide guidance in the
search for suitable promoter, or inhibitor, combinations to control crystallization of
synthetic and additive manufacturing of biomimetic materials.
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9.2 Emergence of Two-Phase Spirals via Multi-
Step Crystallization and Their Thermal Be-
havior
Chapter 7 focuses on the underlying mechanism and growth dynamics of two-phase
spiral eutectics in the Zn-Mg alloy system. This work represents a method for the
solidification of metallic alloys involving spiral self-organization as a new strategy for
producing large-area chiral patterns with emergent structural and optical properties.
The investigation reports discovery of a new growth mode for metastable, two-phase
spiral patterns from a liquid metal. Crystallization proceeds via a non-classical,
two-step pathway consisting of the initial formation of a polytetrahedral seed crystal,
followed by ordering of two solid phases that nucleate heterogeneously on the seed and
grow in a strongly-coupled fashion. Crystallographic defects within the seed provide
a template for spiral self-organization. These observations demonstrate the ubiquity
of defect-mediated growth in multi-phase materials and establish a pathway toward
bottom-up synthesis of chiral materials with an inter-phase spacing comparable to
the wavelength of infrared light. Given that liquids often possess polytetrahedral
short-range order, our results are applicable to many systems undergoing multi-step
crystallization.
Chapter 8 reports the behavior of these metastable spiral eutectics in extreme en-
vironments, specifically during isothermal annealing close to, but below, the metastable
eutectic temperature. Results from in situ X-ray nano-tomography, together with ex
situ compositional and crystallographic analyses, identify the dynamics of annealing-
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mediated structural transitions in the spiral Zn-MgZn2 eutectics. At short timescales
(up to 10 minutes) of annealing, the faceted intermetallic phase undergoes a solid-
state transformation (precipitation) to Mg2Zn11, thus transforming the eutectic to
the thermodynamically stable one. Therefore, short-term annealing relieves the
metastable spirals from crystallographic defects (screw dislocations) that were cre-
ated during the formation of the material. At long timescales (up to 10 hours) of
annealing, the structure attains this new composition but evolves non-self-similarly
and proceeds, through topological transitions (pinch-off) and singularities, toward
a greater number of disjoint components through Ostwald coarsening. The loss of
continuity in the intermetallic phase impacts the properties of the eutectic compos-
ite. Understanding these dynamics and, more broadly, the behavior of these spiral in
situ composites could offer key insights relevant to their processing and guide their




Many fundamental questions remain open relating to the growth of anisotropic sys-
tems such as irregular eutectics and certain primary crystals, as do others for the
growth and chirality control of spiral eutectics. This dissertation concludes by high-
lighting some of these open questions, related ongoing efforts excluded from this
dissertation (but to be submitted for a forthcoming publication), potential future re-
search directions for both thrusts, and an outlook into broader context and impact.
10.1 Growth of Chemically-Modified Anisotropic
Systems
Concerning anisotropy, it remains to be determined how it influences pattern se-
lection and dynamics. More detailed information on the structure and nonlinear
interface kinetics that are characteristic for faceted growth remains to be uncovered.
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Key opportunities reside in integrating carefully designed in situ characterization
studies with quantitative numerical and atomistic simulations, for instance along the
lines described in ref. [281] . The parallel progress of both in situ experimentation
and numerical phase-field simulations is highlighted in the excellent review in ref.
[282]. Recent developments on both aspects show that the potential of these meth-
ods remains to be fully exploited. For in situ monitoring of solidification processes,
and particularly for metals and alloys [283, 284, 285, 286, 287], X-ray imaging has
proven to be the method of choice. Coupling X-ray imaging with controlled solidifi-
cation enables exploration of how processing conditions (e.g., cooling rate) influence
microstructural development.
For instance, while excluded from this thesis, part of this dissertation research
focused on sub-millisecond microstructure formation in chemically-modified Al-Si
eutectic alloys. The distinguishing feature of this work compared to other recent
studies (including in situ approaches) is that the latter have shed light into the
late-stage growth dynamics of eutectics [141, 136, 57, 30] in both the absence and
presence of modifiers, whereas in the former we aim to unearth the very formation
of these structures from the parent liquid phase through fast X-ray radiography.
We note that interfacial dynamics immediately following the onset of formation are
characterized by much smaller time-scales (sub-milliseconds) compared to growth
(seconds). Additionally, together with recently reported data processing algorithms
for synchrotron X-ray imaging experiments, further quantitative information on the
millisecond scale can be obtained [288, 289].
Through fast X-ray radiography and the above mentioned data processing algo-
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Figure 10.1: Sub-millisecond microstructure formation in chemically-
modified Al-Si-based eutectic alloys. Preliminary results from synchrotron X-
ray radiography during solidification of hypoeutectic Al-7Si-0.1Sr (wt. %) (a,b) and
A356-0.1Sr-0.03P (c,d) alloys showing transformation of the liquid state to the eutec-
tic. Some solid-liquid interfaces are shown by the orange and green arrows for the two
alloys (the blue arrow in (d) points to a bubble). A356: Al-7Si-0.3Mg-0.2Fe-0.1Zn.
rithms (preliminary results shown in Fig. 10.1), we will be uniquely positioned to
answer the following fundamental questions: (i) How do the critical undercooling,
colony formation rate, and density scale with the concentration of chemical mod-
ifiers? (ii) How do the formation rate and density vary with undercooling in the
presence of modifiers? (iii) Do different modifiers influence colony formation events
at varying degrees? If so, can trends be rationalized in terms of easily accessible
physical characteristics of the modifiers (e.g., their atomic radius or solubility in the
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eutectic phases, etc.)? We aim to utilize the results from this ongoing investigation
to develop a physically consistent model for nucleation of eutectics - and crystals
in general - in chemically-modified environments in order to extract correlations
between the critical undercooling (i.e., the thermodynamic driving force for solidifi-
cation), formation rate, and density of eutectic (crystal) colonies in the presence of
modifiers. Such insights can be readily extended to a vast array of other materials
systems in which chemical modifiers play a critical role, e.g., additive manufacturing
of technologically useful multi-component alloys.
10.2 Growth and Chirality Control of Spiral Eu-
tectics
Future avenues of research into the two-phase spiral eutectics could focus on (i)
expansion upon kinetic considerations behind the formation of the metastable spirals
by altering the alloy chemistry, and (ii) chirality-controlled crystallization via screw
dislocations.
10.2.1 Impact of Alloy Chemistry
Future work into the growth of two-phase spirals could expand upon kinetic factors
on the formation of the metastable spirals, for instance by consideration of alloy
chemistry through minor substitution of Zn with a third component in the nominal
Zn-Mg alloys. It is known that a third component can significantly alter solute
distribution, interfacial energy, and interface stability of a solid/liquid interface, as
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well as nucleation behavior in solidification of binary alloys [40]. Thus, investigation
of changing the alloy chemistry may improve our understanding of spiral eutectic
formation in the Zn-Mg system.
10.2.2 Chirality-Controlled Crystallization of Spirals
Chirality plays an important role in science and technology [239, 290]. However, the
understanding of chirality amplification from chiral building blocks to spiral or helical
structures remains a challenge. It has recently been demonstrated that topological
defects, such as screw dislocations, can drive the chirality transfer from particle to
supramolecular structure level during crystallization processes [239]. Model chiral
systems have provided evidence for a screw dislocation-based mechanism to monitor,
through the kinetics of crystal growth, the chiral morphology of 2D crystals from
achiral to twisted structure. This recent demonstration [239] provides a framework
in which screw dislocations drive the chirality amplification from constituent particles
to the resulting crystalline structures, allowing for the design and elaboration of chiral
functional materials of tunable helicity.
Given certain overlaps that exist with the work reported in this dissertation,
namely screw-mediated two-phase spiral growth (Chapter 7), successful application
of the above concept to the spiral eutectics explored herein would lead to a general-
ization of this chirality amplification strategy to multi-phase, hierarchical materials
that are far more complex than model chiral systems explored previously. Achieving
this level of predictive control is of both scientific interest and technological relevance.
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10.3 Broader Context and Directions for the Fu-
ture
The aim of this dissertation has been to address some of the open questions in the
field through multi-modal characterization studies including the recent innovations
in nanoscale X-ray tomography and aberration-corrected electron microscopy. Re-
cent advances in these and other modalities have opened exciting opportunities in
probing the materials structural parameters and various functional properties in real-
space across length- and time-scales. Accompanying this progress is an exponential
increase in the size and quality of data sets produced by microscopic and spectro-
scopic experimental techniques. The confluence of these developments necessitates
adequate methods for extracting relevant physical and chemical information from
the large data sets. It is envisioned that further integration of emerging data science
methods will usher a new era of materials characterization studies and the associated
structure-property-function relationships. Such correlative studies can also provide
multifaceted experimental maps to guide computational modeling, which in turn
promotes rapid discovery and design of new materials to tackle scientific questions
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