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Abstract
A Steiner 2-design S(2, k, v) is said to be halvable if the block set can be partitioned into two isomorphic sets. This is equivalent to
an edge-disjoint decomposition of a self-complementary graph G on v vertices into Kks. The obvious necessary condition of those
orders v for which there exists a halvable S(2, k, v) is that v admits the existence of an S(2, k, v) with an even number of blocks. In
this paper, we give an asymptotic solution for various block sizes. We prove that for any k5 or any Mersenne prime k, there is a
constant number v0 such that if v >v0 and v satisﬁes the above necessary condition, then there exists a halvable S(2, k, v). We also
show that a halvable S(2, 2n, v) exists for over a half of possible orders. Some recursive constructions generating inﬁnitely many
new halvable Steiner 2-designs are also presented.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
A Steiner 2-design of order v and block size k, brieﬂy S(2, k, v), is an ordered pair (V ,B), where V is a ﬁnite
set of v elements called points, and B is a set of k-element subsets of V called blocks, such that each unordered pair
of distinct elements of V is contained in exactly one block of B. It is well-known that an S(2, k, v) exists only if
v − 1 ≡ 0 (mod k − 1) and v(v − 1) ≡ 0 (mod k(k − 1)), and that there is a constant number v0 such that if v >v0 and
v satisﬁes the necessary conditions, then there exists an S(2, k, v) (see [13,14,17]).
A factor H of a Steiner 2-design (V ,B) is an ordered pair (V ,C) where C is a subset of B. Two factors Hi
and Hj are said to be isomorphic and denoted Hi  Hj if there exists a bijection  of V onto itself such that
B ′ = {(x1),(x2), . . . ,(xk)} is a block of Hj if and only if B = {x1, x2, . . . , xk} is a block of Hi . Such a bijection
 is said to be isomorphism, and further if Hi =Hj , then the isomorphism  is said to be an automorphism of Hi . The
full automorphism group is the group of all automorphisms of Hi .
An S(2, 2, v) (V ,B) is equivalent to the complete graph Kv on v vertices and a factor of (V ,B) can be considered
to be a graph. A graph G = (V ,C) is said to be self-complementary if it is isomorphic to its complement G¯, that is,
(V ,C)  (V ,B\C). The isomorphism G → G¯ is said to be a complementing permutation or an antimorphism. It is a
well-know fact that a self-complementary graph G of order v exists if and only if v ≡ 0, 1 (mod 4).
An S(2, k, v) (V ,B) is said to be halvable if there exists a partition of B = B1 ∪ B2, B1 ∩ B2 = ∅ such that
(V ,B1)  (V ,B2), that is, the block setB can be partitioned into two isomorphic factors. A halvable S(2, 2, v) is just
a self-complementary graph of order v. While an S(2, k, v) can be considered to be an edge-disjoint decomposition
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of the complete graph Kv into Kks, a halvable S(2, k, v) is equivalent to that of a self-complementary graph G on v
vertices into Kks. In this sense, we say the isomorphism betweenB1 andB2 to be a complementing permutation. The
obvious necessary condition of those orders v for which there exists a halvable S(2, k, v) is that v admits the existence
of an S(2, k, v) with an even number of blocks, that is,
(i) v − 1 ≡ 0 (mod k − 1) and v(v − 1) ≡ 0 (mod k(k − 1));
(ii) the total number of blocks
(
v
2
)
/
(
k
2
)
is even.
Halving Steiner 2-designs was ﬁrst investigated for S(2, 3, v)s, known as Steiner triple systems, by Das and Rosa [8].
Around the same time Phelps [11] studied the existence of halvable S(2, 4, v)s.As well as on halving Steiner 2-designs,
there have also been developed many results on the problems of separating graphs or designs into some isomorphic
parts. The interested reader is referred to Froncˇek and Meszka [10] and references there in.
We shall study the spectrum of those orders for which halvable S(2, k, v)s exist. In general, a complementing
permutation  of a decomposable self-complementary graph G need not be an automorphism of the corresponding
halvable Steiner 2-design S. However, if there exists a complementing permutation of G which is also an automorphism
of underlying S, then S is said to be strongly halvable. The necessary condition for the existence of a halvable S(2, 3, v)
is that v ≡ 1, 3 (mod 6) and
(
v
2
)
/
(
3
2
)
is even, that is, v ≡ 1, 9 (mod 12). By observing the structure of automorphisms
of certain triple systems, Das and Rosa [8] proved:
Theorem 1.1 (Das and Rosa [8]). There exists a strongly halvable S(2, 3, v) if and only if v ≡ 1, 9 (mod 24).
For the remaining congruence classes v ≡ 13, 21 (mod 24), in which no strongly halvable S(2, 3, v) exists, they
gave a partial result:
Theorem 1.2 (Das and Rosa [8]). Let p be a prime, n1, and pn ≡ 13 (mod 24). Then, there exists a halvable
S(2, 3, pn).
The necessary condition for k = 4 is that v ≡ 1, 16 (mod 24). Phelps [11] constructed a halvable S(2, 4, v) for all
such orders with several exceptions, where all the remaining orders are in the class v ≡ 16 (mod 24) and up to 616 (the
case v = 88 was missed in the literature).
Theorem 1.3 (Phelps [11]). There exists a halvable S(2, 4, v) for all v ≡ 1, 16 (mod 24) except possibly v =
88, 136, 184, 232, 328, 424, 616.
As far as the author knows, no further result on halving Steiner 2-designs had been known except obvious examples.
The main purpose of this paper is to give an asymptotic solution for the halving problem on Steiner 2-designs of various
block sizes such as 3, 5 and primes of the form 2n − 1, called Mersenne primes.
Theorem 1.4. For any k5 or any Mersenne prime k, there is a constant number v0 such that if v >v0 and v satisﬁes
the necessary conditions for the existence of an S(2, k, v) with an even number of blocks, then there exists a halvable
S(2, k, v).
For integers being powers of 2, we show the following:
Theorem 1.5. For any positive integer n2, the arithmetic density of the set of all orders for which a halvable
S(2, 2n, v) exists as compared to the set of all orders satisfying the necessary conditions for the existence of a halvable
S(2, 2n, v) is at least 12 .
Themethodwe shall use is also adaptable to orders v in certain congruence classes for any positive integer k6. Some
recursive constructions generating inﬁnitely many new halvable Steiner 2-designs are also presented. For undeﬁned
notions appearing in the following section, we refer the reader to Beth et al. [5].
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2. Asymptotic solution and constructions
In this section, we study the spectrum of orders for which there exists a halvable Steiner 2-design. First, we give the
proofs of Theorems 1.4 and 1.5. To prove these theorems, we deﬁne some notions and prove four lemmas.
A group divisible design with index one is a triple (V ,G,B), where
(i) V is a ﬁnite set of elements called points,
(ii) G is a family of subsets of V, called groups, which partition V,
(iii) B is a collection of subsets ofV, called blocks, such that every pair of points from distinct groups occurs in exactly
one blocks,
(iv) |G ∩ B|1 for all G ∈ G and B ∈ B.
When all groups are of the same size n, all blocks are of the same size k, and |G| = t , one refers to the design as
a k-GDD of type nt . If t = k, a k-GDD of type nk is called a transversal design of order n and is referred to as a
TD(k, n). Froncˇek and Meszka [10] completely settled the halving problem on TD(3, n)s. They investigated TDs in
the graph decomposition approach and mentioned nothing about the halvability of groups. However, in order to use
GDDs in design theoretic constructions for Steiner 2-designs, we shall consider the halvability of a GDD in a stronger
way.
A GDD (V ,G,B) is said to be strictly halvable if it admits a bijection  of V onto itself, a partition of G=G1 ∪G2,
G1 ∩ G2 = ∅ and a partition of B=B1 ∪B2, B1 ∩B2 = ∅ such that (G1) = G2 and (B1) =B2. In other words,
(V ,G1)  (V ,G2) and (V ,B1)  (V ,B2) with the same isomorphism . As is the case with Steiner 2-designs, we
say such a bijection  is a complementing permutation.
An S(2, k, v) (V ,B) has a subsystem of order w if there exists an S(2, k, w) (W,C) such that W ⊆ V and C ⊆ B.
The following is an application of the well-known fundamental construction of Wilson (see [11,13]).
Lemma 2.1. Let k3 be an integer. Assume that a halvable S(2, k, w), a strictly halvable k-GDD of type gu/g ,
an S(2, k, vg + w) having a subsystem of order w and a TD(k, v) all exist. Then, there exists a halvable S(2,
k, vu + w).
Proof. Let (U,G,B)be a strictly halvable k-GDDof typegu/g admitting a complementing permutation and partitions
G=G1 ∪(G1) andB=B1 ∪(B1). Take a ﬁnite setV of cardinality v. For each blockB ∈ B1, let (V ×B,HB,CB)
be a TD(k, v) so that the set of groupsHB has the form {{(a, x), (b, x), . . . , (c, x)} : {a, b, . . . , c} = V, x ∈ B}. Take
a ﬁnite set W of cardinality w. For each G ∈ G1, place onto (V × G) ∪ W an S(2, k, vg + w) ((V × G) ∪ W,DG)
having a subsystem (W,E). Let (W,E′) be a halvable S(2, k, w) with a complementing permutation . Deﬁne a
bijection  of (V × U) ∪ Wonto itself as  : (i, x) → (i,(x)) for (i, x) ∈ V × U and i → (i) for i ∈ W . Let
F={CB ∪ (CB)∪ (DG\E)∪ (DG\E)∪E′ : B ∈ B1,G ∈ G1}. It is straightforward to see that ((V ×U)∪W,F)
forms an S(2, k, vu + w) and the bijection  halvesF into two isomorphic parts. 
Lemma 2.1 needs several kinds of designs to generate new halvable Steiner 2-designs. First, we consider the existence
of an S(2, k, v) having a subsystem.
Lemma 2.2. Let k2 be a positive integer and w ≡ 1 (mod k(k − 1)). Then there exist a constant number w0
depending on k, and a constant number v0 depending on w and k such that if w>w0 and v >v0 satisfying the
conditions v − 1 ≡ 0 (mod k − 1) and v(v − 1) ≡ 0 (mod k(k − 1)), then there exists an S(2, k, v) having a subsystem
of order w.
To prove Lemma 2.2, we employ Wilson’s PBD-closure theorem.
Let K be a set of positive integers. A pairwise balanced design of order v with block sizes from K of index one,
brieﬂy PBD(v,K), is an ordered pair (V ,B) satisfying the properties:
(i) V is a ﬁnite set of v elements called points;
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(ii) B is a collection of subsets of V, called blocks, such that if B ∈ B, then |B| ∈ K;
(iii) every pair of distinct points occurs in exactly one block of B.
If K consists of a single number k, then a PBD(v,K) is an S(2, k, v).
The closure of a setK of any positive integers, denotedB(K), is the set of all positive integers v for which there exists
a PBD(v,K), that is, B(K)={v : ∃PBD(v,K)}. K is said to be PBD-closed if B(K)=K . Deﬁne (K)= gcd{k − 1 :
k ∈ K} and (K) = gcd{k(k − 1) : k ∈ K}.
Theorem 2.3 (Wilson [17]). Let K be a PBD-closed set. Then there exists a constant number v0 such that if v >v0
and v satisﬁes the conditions v − 1 ≡ 0 (mod ((K)) and v(v − 1) ≡ 0 (mod (K)), then there exists a PBD(v,K).
Theorem 2.4 (Wilson [14]). Let K be a PBD-closed set. Then K is eventually periodic with period (K).
Proof of Lemma 2.2. Since any positive integer in the congruence class 1 modulo k(k − 1) satisﬁes the necessary
conditions for the existence of an Steiner 2-design of block size k, there is a constant number w′ such that if w>w′ and
w ≡ 1 (mod k(k − 1)), then there exists an S(2, k, w). It is well-known that there is a constant number w′′ such that if
w>w′′, then a TD(k, w) exists (see, for example, [4,16]). Hence, there exists a constant number w0, w0 >w′, w′′,such
that if w>w0 and w ≡ 1 (mod k(k − 1)), then an S(2, k, w), a TD(k, w) and a TD(k, w − 1) all exist. Let w ≡
1 (mod k(k − 1)) be such an integer greater than w0, that is, an integer in the congruence class being large enough to
ensure the existence of an S(2, k, w), a TD(k, w) and a TD(k, w − 1). Deﬁne K as the set of all positive integers for
which there exists an S(2, k, v) having a subsystem of order w. Putting an S(2, k, w) on each group of a TD(k, w), we
obtain an S(2, k, kw) having a subsystem of order w. Similarly, placing an S(2, k, w) on each group of a TD(k, w−1)
with one additional point, say ∞, we obtain an S(2, k, k(w − 1) + 1) with a subsystem of order w. Hence, we have
w, kw, k(w − 1) + 1 ∈ K .
On the other hand, if a PBD(x,K) exists, then by putting on each block a Steiner 2-design having a subsystem
of order w, we have x ∈ K . Hence B(K) = K and K is PBD-closed. By Theorem 2.3, it now sufﬁces to show that
(K) = k − 1 and (K) = k(k − 1).
First, we show that (K)|(k − 1). Since (K) = gcd{a − 1 : a ∈ K}, (K) divides gcd(w − 1, kw − 1). Write
w = k(k − 1)i + 1. Then,
gcd(w − 1, kw − 1) = gcd(k(k − 1)i, (k2i + 1)(k − 1))
= (k − 1) · gcd(ki, k2i + 1)
= (k − 1).
Next, we show that (K)|k(k − 1). Since (K) = gcd{a(a − 1) : a ∈ K}, we have (K)| gcd(w(w − 1), kw(kw −
1), (k(w − 1) + 1)k(w − 1)). As is the case with (K),
gcd(w(w − 1), kw(kw − 1), (k(w − 1) + 1)k(w − 1))
= gcd(wk(k − 1)i, kw(k2i + 1)(k − 1), (k(w − 1) + 1)k2(k − 1)i)
= k(k − 1) · gcd(wi,w(k2i + 1), w(k2i − 1) + 1)
= k(k − 1).
Also, by Theorem 2.4, K is eventually periodic with period (K). Since any integer a ∈ K must satisfy the necessary
conditions for the existence of an S(2, k, v), we have (K)= k − 1 and (K)= k(k − 1). The proof is complete. 
Next, we show the existence of a halvable S(2, k, v) of certain prime power orders. A difference family over an
additive abelian group G of index one is a familyB of subsets of G such that every nonzero element of G occurs exactly
once among all differences b−b′, where b and b′ are mutually different members of the subsets inB.A subsetB ∈ B is
called a base block. If |G|=v and for everyB ∈ B, the block size |B|=k, then one refers to the family as a DF(v, k, 1).
The translates of all the base blocks of a DF(v, k, 1) B over G, namely {B + g = {b1 + g, b2 + g, . . . , bk + g} :
B = {b1, b2, . . . , bk} ∈ B, g ∈ G}, form an S(2, k, v).
Let q=et+1 be a prime power. LetC0 be the subgroup of GF×(q) of index e and order t.Wilson [15] asymptotically
settled the existence problem of a difference family over GF(q). We use the following theorem.
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Theorem 2.5 (Wilson [15]). Let q = et + 1 be a prime power satisfying q ≡ 1 (mod k(k − 1)) and e =
(
k
2
)
. Let C0h
be any arbitrary set of representatives of {−1, 1} in C0. Then, there exists a constant number q0 such that if q >q0,
there exists a DF(q, k, 1) over GF(q) having the form {B :  ∈ C0h} for some k-element subset B of GF(q).
By using Theorem 2.5, we show the following lemma.
Lemma 2.6. Let q be a prime power satisfying q ≡ 1 (mod 2k(k − 1)). Then, there exists a constant number q0 such
that if q >q0, then there exists a halvable S(2, k, q).
Proof. Let q = 2k(k − 1)t + 1 =
(
k
2
)
4t + 1 be a prime power. Let  be a primitive element of GF(q) and C0 ={
i : i ≡ 0
(
mod
(
k
2
))}
. Deﬁne a set C0h of representatives of {−1, 1} in C0 as C0h=
{
j : j = 0,
(
k
2
)
, 2
(
k
2
)
, . . . ,
(2t − 1)
(
k
2
)}
. Since any integer in the congruence class 1 modulo 2k(k − 1) lies in the congruence class 1 modulo
k(k − 1), by Theorem 2.5, there exists a constant q0 such that if q >q0 and q ≡ 1 (mod 2k(k − 1)), then there exists
a DF(q, k, 1) of the form {B :  ∈ C0h} for some k-element subset B of GF(q). Deﬁne a bijection  of GF(q) onto
itself as  : 	 → 
(
k
2
)
	, 	 ∈ GF(q). Then,  forms a complementing permutation of the S(2, k, q) developed from
the DF(q, k, 1) over GF(q). 
Lemma 2.1 employs a strictly halvable GDD. Finite geometry gives an example of such a GDD for prime power
block sizes.
Lemma 2.7. The points and lines of an afﬁne space over GF(q) of dimension 2 form a strictly halvable q-GDD
of type qq or (q − 1)q+1 depending on whether q is even or odd, respectively.
Proof. The points and lines of an afﬁne space over GF(q) of dimension 2 form an S(2, q, q2) (V ,B) over GF(q) ×
GF(q). Suppose ﬁrstly that q is a power of 2.Take a lineB through two points (x, x) and (y, y+1) for some x, y ∈ GF(q)
and let G be its parallel class {B + (z, z) : z ∈ GF(q)}. Then, G,B\G and the mapping (a, b) → (a + 1, b + 1) form
groups, blocks and a complementing permutation of the required strictly halvable q-GDD of type qq , respectively.
Next, assume that q is an odd prime power. It is well-known that (V ,B) admits Zq2−1, the cyclic group of order
q2 − 1, as a subgroup of the full automorphism group. Zq2−1 ﬁxes exactly one point, say ∞, and acts regularly on
the other points. Deﬁne a bijection  of Zq2−1 ∪ {∞} to itself as  : a → a + 1, a ∈ Zq2−1 and (∞) = ∞. Then,
identifying V with Zq2−1 ∪ {∞}, the bijection  forms an automorphism of (V ,B). Now all block orbits of  have
even length q2 − 1 or q + 1, and hence taking alternate blocks from each orbit yields a halving of (V ,B). By deleting
the ﬁxed point, we obtain the required strictly halvable q-GDD of type (q − 1)q+1. 
We now return to the proofs of Theorems 1.4 and 1.5.
Proof of Theorem 1.4. It is easy to see that for any prime k the conditions v − 1 ≡ 0 (mod (k − 1)) and v(v − 1) ≡
0 (mod k(k − 1)) are equivalent to v ≡ 1, k (mod k(k − 1)). Hence, if k is a prime, the necessary conditions for the
existence of an S(2, k, v) with an even number of blocks are that
v ≡ 1, k (mod k(k − 1)) and
(
v
2
)
/
(
k
2
)
is even
⇔ v ≡ 1, k2 (mod 2k(k − 1))
⇔ v ≡ 2ak(k − 1) + 1, 2ak(k − 1) + k2 (mod k(k2 − 1)) for a = 0, 1, . . . , (k − 1)/2. (1)
First, we consider the case when the block size is a Mersenne prime and let k be such a prime. Note that n(n2 − 1)
and 2an(n − 1) + 1 are relatively prime for every a = 0, 1, . . . , (n − 1)/2 if and only if n is a Mersenne prime.
Hence, by Dirichlet’s theorem on primes in arithmetic progression, we can ﬁnd for each a inﬁnitely many primes
congruent to 2ak(k − 1) + 1 modulo k(k2 − 1). Hence, by Lemma 2.6, we can take for each a a prime v′a ≡
2ak(k−1)+1 (mod k(k2−1)) such that a halvableS(2, k, v′a) exists.We assume that every v′a is sufﬁciently large so that,
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byLemma2.2, there exists a constant numberwa such that ifw>wa andw satisﬁes (k−1)w+v′a ≡ 1, k (mod k(k−1)),
then there exists an S(2, k, (k−1)w+v′a) having a subsystem of order v′a . Take a constant number w′ >max{wa} such
that there exists a TD(k, w) for every integer w>w′. Lemma 2.7 gives a strictly halvable k-GDD of type (k − 1)(k+1).
Putting all together with Lemma 2.1, we have for all w>w′ satisfying (k − 1)w + v′a ≡ 1, k (mod k(k − 1)), there
exists a halvable S(2, k, (k2 − 1)w+ v′a). If w ≡ 0, 1 (mod k), then the condition (k− 1)w+ v′a ≡ 1, k (mod k(k− 1))
holds. Hence, there is a constant number ia such that if i > ia , then there exist a halvable S(2, k, k(k2 − 1)i + v′a) and
a halvable S(2, k, k(k2 − 1)i + (k2 − 1) + v′a). Write v′a by k(k2 − 1)xa + 2ak(k − 1) + 1. Then we have
k(k2 − 1)i + v′a = k(k2 − 1)(i + xa) + 2ak(k − 1) + 1
and
k(k2 − 1)i + (k2 − 1) + v′a = k(k2 − 1)(i + xa) + 2ak(k − 1) + k2.
Hence, if v >v0=max{ia}+max{xa} and v satisﬁes the necessary conditions (1), then there exists a halvable S(2, k, v).
Next, we consider the case when k5. Since 3 is a Mersenne prime and Theorem 1.3 gives a halvable S(2, 4, v) for
all admissible v > 616, we only need to consider the case k = 5. Since 5 is a prime number and there exists a TD(5, w)
for all integer w> 10 (see [1]), by following the above argument, only we have to do is to ﬁnd at least one example of
halvable S(2, 5, v) in each of congruence classes 1, 41, 81 (mod 120). By Lemma 2.6 we can ﬁnd a halvable S(2, k, v)
for v ≡ 1, 41 (mod 120). The DF(81, 5, 1) over GF(81) given by Beth et al. [5] has the form {iA : i = 0, 1, 4, 5},
where  is a primitive element and A a certain 5-tuple. The corresponding S(2, 5, 81) can be halved by multiplying .
The proof is complete. 
Proof of Theorem 1.5. Let k be a power of 2.As with the proof of Theorem 1.4,the necessary condition of those v for
which there exists a halvable S(2, k, v) can be described as v ≡ 2ak(k − 1)+ 1, 2ak(k − 1)+ k2 (mod k2(k − 1)) for
a=0, 1, . . . , (k−1)/2. By using the same technique as in the proof of Theorem 1.4,we show that there exists a halvable
S(2, k, v) for all v ≡ 2ak(k−1)+1 (mod k2(k−1)) with a ﬁnite number of possible exceptions. ByDirichlet’s theorem
on primes in arithmetic progression and Lemma 2.6,we can ﬁnd for each a a prime v′a ≡ 2ak(k−1)+1 (mod k2(k−1))
such that there exists a halvable S(2, k, v′a). Since v′a ≡ 1 (mod k(k−1)),by Lemma 2.2,there exists a constant number
wa for eacha such that ifw>wa andw satisﬁes kw+v′a ≡ 1, k (mod k(k−1)),then there exist anS(2, k, kw+v′a)having
a subsystem of order v′a and a TD(k, w).Applying Lemma 2.1 to these designs with the strictly halvable k-GDD of type
kk given by Lemma 2.7,we obtain a halvable S(2, k, k2w + va) for all w>wa satisfying kw + v′a ≡ 1 (mod k(k − 1)).
When w is divisible by k − 1, the condition kw + v′a ≡ 1 (mod k(k − 1)) holds. Hence, there exists a constant number
ia such that if i > ia , then there exists a halvable S(2, k, k2(k − 1)i + v′a). Write v′a by k2(k − 1)xa + 2ak(k − 1) + 1,
and we have k2(k − 1)i + v′a = k2(k − 1)(i + xa) + 2ak(k − 1) + 1. Hence, if v >v0 = max{ia} + max{xa} and
v ≡ 1 (mod 2k(k − 1)), then there exists a halvable S(2, k, v). 
Lemma 2.7 generates no strictly halvable GDD of a nonprime power block size. The following deals with more
general block sizes.
Lemma 2.8. If there exists a halvable S(2, k, 2v + 1) or a halvable S(2, k, 2v), then there exists a strictly halvable
k-GDD of type (k − 1)(2v)/(k−1) or type 12v , respectively.
Proof. Since a complementing permutation of a self-complementary graph on an odd number of vertices ﬁxes exactly
one vertex, a complementing permutation of a halvable S(2, k, 2v + 1) S also ﬁxes one point. By deleting the ﬁxed
point from S, we obtain a k-GDD of type (k − 1)(2v)/(k−1).
Every cycle of a complementing permutation of a self-complementary graph on even number vertices is divisible by
four, and hence it is even. Regarding a halvable S(2, k, 2v) as a k-GDD of type 12v , we obtain the required GDD. 
Lemmas 2.2 and 2.6 admit any block size greater than ﬁve. Also, Lemma 2.6 generates a halvable Steiner 2-design,
and hence we obtain from Lemma 2.8 a strictly halvable k-GDD for any integer k6. Hence, applying Lemma 2.1 to
these designs, we can obtain inﬁnite classes of halvable S(2, k, v)s for any block size k6.
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In general, the constant number v0 in the proof of Theorem 1.4 is large. However, we can reduce the number for
particular k to being relatively small. To lower the constant, known results on subsystems and difference families are
useful. In fact, Phelps [11] proved Theorem 1.3 by using the results on subsystems due to Rees and Stinson [12]. The
following is known as the Doyen–Wilson theorem.
Theorem 2.9 (Doyen and Wilson [9]). There exists an S(2, 3, v) which has a subsystem of order w whenever v ≡
1, 3 (mod 6), w ≡ 1, 3 (mod 6) and v2w + 1.
Combining Theorems 1.1, 1.2, 2.9, Lemmas 2.1 and 2.8, we show the following.
Theorem 2.10. There exists a halvable Steiner triple system of order v for all v ≡ 1, 9 (mod 12) except possibly v=21.
Proof. We only need to consider the congruence classes 13, 21 modulo 24. Applying Lemma 2.8 to the unique
S(2, 3, 9), which is halvable, we obtain a strictly halvable 3-GDD of type 24. By Theorem 1.2, there exists a halv-
able S(2, 3, 13). Also, by Theorem 2.9, there exists an S(2, 3, 2w + 13) having a subsystem of order 13 for all
w ≡ 0, 1 (mod 3) and w7. Since a TD(3, w) also exists for every positive integer w7, by applying Lemma
2.1, we obtain a halvable S(2, 3, v) for all v ≡ 13, 21 (mod 24) and v > 61. Theorem 1.2 provides halvable Steiner
triple systems of order 37 and 61. To complete the proof we construct a halvable S(2, 3, 45) over GF(9) × Z5.
Let  be a primitive element of GF(9) such that 3 = 2 + 1. Deﬁne a set B of triples on GF(9) × Z5 as B =
{{(0, 4), (1, 0), (3, 1)}, {(0, 1), (1, 0), (3, 4)}, {(0, 4), (0, 1), (3, 0)}}.It is straightforward to see thatB∪(2, 2)·B
forms a block set of a 3-GDD of type 95 with groups G = {{a × {i} : a ∈ GF(9)} : i ∈ Z5}. Filling each group with
the lines of AG(2, 3), we obtain a halvable S(2, 3, 45) with a complementing permutation  : x → (2, 2) · x. 
Similarly, the analog of the Doyen–Wilson theorem given by Able et al. [2] (see [3]) and the complete resolution of
the existence of DF(q, 5, 1) over GF(q) due to Chen and Zhu [7] can considerably reduce the v0 in Theorem 1.4 for
k = 5. Furthermore, this technique with the recent results on Steiner 2-designs over cyclic groups due to Chen and Wei
[6] completely settle the halving problem for S(2, 4, v)s.
An S(2, k, v) is said to be cyclic if its full automorphism group contains the cyclic group Zv as a subgroup acting
regularly on the point set. Each block orbit of a cyclic S(2, k, v) has length v or v/k. For the case when the block size
k = 4 and the order v ≡ 16 (mod 24), these two values v and v/k are both even, and hence every cyclic S(2, 4, v),
v ≡ 16 (mod 24), is halvable (see [8]).
Theorem 2.11. There exists a halvable S(2, 4, v) if and only if v ≡ 1, 16 (mod 24).
Proof. We only need to remove the seven exceptions indicated in Theorem 1.3. Every cyclic S(2, 4, 40) has the unique
orbit of length 10 forming a parallel class, and hence it can be considered as a strictly halvable 4-GDD of type 410.
There exist an S(2, 4, 76) having a subsystem of order 16, a halvable S(2, 4, 16) and TD(4, 15). Applying Lemma 2.1
to these designs, we obtain a halvable S(2, 4, 616). All the smaller exceptions are covered with cyclic Steiner 2-designs
constructed by Chen and Wei [6]. 
In the remainder of this paper, we mention some recursive constructions for halvable S(2, k, v)s.
Theorem 2.12. If there exist a halvable S(2, k, v), a halvable S(2, k, 2w + 1) and a TD(k, v), then there exists a
halvable S(2, k, v(2w + 1)).
Proof. Let (V ,B) and (W,C) be two halvable Steiner 2-designs, where |V | = v, |W | = 2w + 1 and bijections ,
 partition B, C into B = B1 ∪ (B1), C = C1 ∪ (C1), respectively. For each C ∈ C1, let (V × C,GC,DC) be
a TD(k, v) so that GC has the form {(a, x), (b, x), . . . , (c, x) : {a, b, . . . , c} = V, x ∈ C}. For each x ∈ W , place
a factor (V ,B1) onto the point set V × {x} and name its block set B1x . Deﬁne a bijection  of V × W onto itself
as  : (i, x) → ((i), (x)) for (i, x) ∈ V × W . Then, D = {DC ∪ B1x : C ∈ C1, x ∈ W } forms a half of an
S(2, k, v(2w + 1)). The image of D by  completes the remaining half. 
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Combining Lemma 2.1 with Lemma 2.8, we have the following corollaries similar to the construction above.
Corollary 2.13. If there exist a halvable S(2, k, 2v), an S(2, k, w + u) having a subsystem of order u, a halvable
S(2, k, u) and a TD(k, w), then there exists a halvable S(2, k, 2vw + u).
Corollary 2.14. If there exist a halvable S(2, k, 2v), an S(2, k, w) and also a TD(k, w), then there exists a halvable
S(2, k, 2vw).
Corollary 2.15. If there exist a halvable S(2, k, 2v + 1), an S(2, k, w(k − 1) + u) having a subsystem of order u, a
halvable S(2, k, u) and a TD(k, w), then there exists a halvable S(2, k, 2vw + u).
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