Remote operations are commonly employed in oil and gas installations in the North Sea and elsewhere. The use of information and communications technologies (ICT) has resulted in process control systems being connected to corporate networks as well as the Internet. In addition, multiple companies, functioning as a virtual organization, are involved in operations and management. The increased connectivity and human collaboration in remote operations have significantly enhanced the risks to safety and security. This paper discusses methods and guidelines for addressing different types of risks posed by remote operations: technical ICT-based risks, organizational risks and risks related to human factors. Three techniques are described: (i) ISO 27001 based information security requirements for process control, safety and support ICT systems; (ii) CRIOP, an ISO 11064 based methodology that provides a checklist and scenario analysis for remote operations centers; and (iii) CheckIT, a method for improving an organization's safety and security culture.
Introduction
Remote operations of offshore oil and gas installations are increasing in the North Sea and elsewhere [12] . The main motivations for remote operations are the potential for cost reduction, higher yields from fields, improved collaboration and increased safety. However, projects focused on implementing remote operations (especially moving personnel onshore) have often been scaled back or delayed due to higher degrees of complexity than originally anticipated.
The technologies used in remote operations are changing from proprietary stand-alone systems to standardized PC-based IT systems and networks, which, in turn, may be connected to the Internet. The reliance on commercial off-the- shelf (COTS) operating systems increases the connectivity between process control systems (or supervisory control and data acquisition (SCADA)) systems and the general information technology and telecommunications (ICT) infrastructure. (Note that we refer to process control systems as SCADA systems in this paper.) This also increases the overall vulnerability. SCADA systems are fundamentally different from ICT systems. Several challenges are introduced when ICT and SCADA systems are integrated, including the need for anti-virus solutions, patches and enhanced information security.
There has been an increase in security incidents related to SCADA systems, some of which have significantly impacted operations [15] . However, security breaches are seldom reported and detailed information is almost never shared. The traditional view in North Sea operations was that SCADA systems were sheltered from threats emerging from public networks. This perception still seems to be widespread in the automation profession, which raises serious questions about the safety and security of remote operations [15] .
The operating environment has changed. Remote operations involve the collaboration of experts at different geographical locations. Operations and maintenance tasks are being outsourced to suppliers and vendors, a trend that will likely increase. This situation coupled with enhanced connectivity increases the likelihood of accidents and malicious incidents, which can result in significant economic losses and, in the worst case, loss of lives. Figure 1 illustrates the scale of remote operations and identifies the key actors and their roles.
Security incidents and accidents can lead to costly production stoppages. The costs of a stoppage on the Norwegian Continental Shelf are usually in the two or three million dollar range, but can be much higher if a key production facility is affected [13] . It is widely acknowledged that human errors contribute significantly to accidents and casualties [4, 11] , and must therefore be included when discussing the challenges posed by remote operations. History shows that personnel involved in remote operations have a tendency to focus too much on technology, often at the expense of organizational and cultural issues. Virtual organizations and the increased number of vulnerabilities create the need for a common risk perception and a pervasive safety and security culture to reduce risks. All elements of risk mitigation must be addressed in order to establish the appropriate depth and breadth of defenses.
Remote Operations
This paper identifies several key challenges related to remote operations in the oil and gas industry, especially those involving the integration of SCADA and ICT systems. The challenges, which cover technology, organizations and human factors, are listed in Table 1 . Major challenges include reducing the new vulnerabilities introduced by organizational changes, integrating SCADA and ICT systems, and addressing human factors issues related to the involvement of actors from multiple organizations, often with different cultural views.
Integrating SCADA and ICT systems is difficult because the two types of systems differ in many respects. Availability is the most important factor for SCADA systems (key processes must be managed in milliseconds), followed by integrity, and then confidentiality. In contrast, confidentiality and integrity are crucial for ICT systems used in business settings. Availability is less important as response times are typically measured in seconds and short delays or outages are generally not critical to business operations.
SCADA systems generally have complex, specially-designed architectures. Anti-virus software is difficult or impossible to deploy and must be manually updated; there are often long delays in patch deployment, requiring complex testing and certification by vendors. Furthermore, SCADA system changes are rare, and are typically local and informal. SCADA systems have long lifecycles of five to twenty-five years. On the other hand, ICT systems are usually standardized and centrally managed in terms of their architecture and deployment of anti-virus software and patches. Also, automated tools are widely used, changes are frequent and centrally managed, and system lifecycles are much shorter at three to five years.
Despite the differences between the SCADA and ICT systems, systematic testing of integrated SCADA-ICT systems is not always performed. This can lead to operational problems -30% of SCADA components in one facility broke down when exposed to high ICT traffic loads [10] . The scope and inherent complexities of the systems to be integrated and the organizational challenges faced by technical support personnel should not be underestimated. Systematic checklists should be used in addition to thorough risk analysis such as hazard and operability (HAZOP) studies to establish common risk perceptions. Testing should be performed to ensure resilience against denial of service (DoS) attacks, viruses, worms and other malicious code. The probabilities and consequences of likely incidents should be documented in a risk matrix. The risk matrix should be developed in close collaboration between management, ICT personnel, operations personnel and human factors experts to ensure common risk perceptions. A new industry best practice named ISBR (Information Security Baseline Requirements for Process Control, Safety and Support ICT Systems) [3] based on ISO/IEC 27001:2005 has been developed by the Norwegian Oil Industry Association (OLF) to aid in this process.
The differences between SCADA and ICT systems based on organizational and human factors are important, but are not considered adequately. For SCADA systems, responsibility and expertise often reside locally and solutions are not well documented. Risk management and hazard analysis are done explicitly and emergency shutdown systems are essential. For SCADA systems, while knowledge about vulnerabilities and threats (and information security skills) is quite poor, the potential risk impact is significant (loss of control, loss of production, loss of life). For ICT systems, responsibility and knowledge are centralized, tasks are outsourced and safety is rarely an issue. Furthermore, knowledge about ICT vulnerabilities and threats is moderate to high, and the potential risk impact is mainly restricted to the loss of data.
Cooperation between SCADA and ICT staff is not well established due to differences in technology and system separation. However, remote operations require integration, which is difficult to implement because of differences in organization, terminology and expertise in addition to the technical differences. Key mitigation factors include cooperation, increased training, establishing common goals and understanding the risks. To this end, a common risk matrix should be established that documents the technical, organizational and human factors issues. This is achieved using the methods and tools described in this paper: ISBR, information security baseline requirements for process control, safety and support ICT systems; CRIOP scenario analysis for remote operations centers; and CheckIT, a questionnaire-based method for improving an organization's safety and security culture.
Major Risks
Security incidents should be analyzed and placed in a risk matrix (Figure 2 ) to help stakeholders focus on the major risks. A risk matrix creates a foundation for the development and prioritization of mitigation actions, including security guidelines and procedures.
Ideally, all the risks in a risk matrix should be in first quadrant, corresponding to low probability and low consequence. In the real world, however, many of the risks are in the second quadrant, high probability and high consequence. By implementing security controls, the organization can reduce the probability or the consequence or, better still, both. Risks in the third quadrant have a high probability of occurrence, but do not necessarily cause serious harm; security measures should be implemented based on a cost/benefit analysis. The fourth quadrant corresponds to unwanted incidents that fortunately occur very rarely; mitigation measures for these incidents are generally too costly and not worthwhile. Instead, organizations should develop contingency plans for these eventualities.
Based on interviews and discussions with oil and gas industry experts, we have documented common risks and security incidents related to remote operations in oil and gas facilities. Some of the risks lie in the high probability/high consequence quadrant of the risk matrix:
Poor Situational Awareness: A remote operations system does not give a comprehensive overview of the situation, resulting in poor situational awareness. This can lead to communication problems, misunderstanding and, ultimately, serious safety or security incidents.
ICT Traffic Impact: A SCADA system crashes due to unexpected or unauthorized traffic from ICT systems. This could be caused by excessive ICT traffic affecting a key communication component between onshore and offshore systems, resulting in a shutdown of remote operations. Tests at CERN have demonstrated that 30% of SCADA components crashed when they were subjected to large volumes of ICT traffic or erroneous ICT traffic [10] .
Virus/Worm Attacks: A virus or worm causes unpredictable behavior or shuts down key SCADA components, disrupting production processes. This can occur if a PC or other IT equipment is connected to a network without screening it for malware. In mid August 2005, the Zotob.E worm attacked a major Norwegian oil and gas company. By September 15, 2005, 157 computers were infected, many of which were located in offshore facilities. The ICT staff had to explain the consequences to operations personnel at some length before adequate mitigative actions (patching computer systems used for safety-critical operations) could be implemented. Fortunately no accidents occurred as a result of the worm infection [14] .
As described above, the major risks to remote operations at oil and gas facilities are poor situational awareness, denial of service and virus/worm attacks. A human factors approach to mitigating these risks involves working with technology, organizations and humans. The following three sections describe strategies for addressing technical ICT-based risks, organizational risks and risks related to human factors.
Information Security Baseline Requirements
Legislation and business practices related to health, safety and the environment for offshore operations have existed for decades, but information security issues have been largely ignored until very recently. As increasing numbers of companies set up remote operations and interconnect with vendors and suppliers, a need for a common information security baseline has emerged. Responding to this need, the Norwegian Oil Industry Association (OLF) has developed ISBR -information security baseline requirements for process control, safety and support ICT systems [3] . The guidelines, which came into force in July 2007, include the following sixteen requirements:
An information security policy for process control, safety and support ICT systems shall be documented.
Risk assessments shall be performed for process control, safety and support ICT systems and networks.
Process control, safety and support ICT systems shall have designated system and data owners.
The infrastructure shall provide network segregation and all communication paths shall be controlled.
Users of process control, safety and support ICT systems shall be knowledgeable about information security requirements and acceptable use of ICT systems.
Process control, safety and support ICT systems shall be used for designated purposes only.
Disaster recovery plans shall be documented and tested for critical process control, safety and support ICT systems.
Information security requirements for ICT components shall be integrated in engineering, procurement and commissioning processes.
Critical process control, safety and support ICT systems shall have defined and documented service and support levels.
Change management and work permit procedures shall be followed for all connections and changes to process control, safety and support ICT systems and networks.
Updated network topology diagrams that include all system components and interfaces shall be available.
ICT systems shall be kept updated and patched when connected to process control, safety and support networks.
Process control, safety and support ICT systems shall have adequate, updated and active protection against malicious software.
All access rights shall be denied unless explicitly granted.
Required operational and maintenance procedures shall be documented and kept current.
Procedures for reporting security events and incidents shall be documented and implemented.
The baseline requirements represent information security best practices that have been adapted to the oil and gas sector from the ISO/IEC 27001:2005 (formerly BS7799-2) specifications. The requirements are supposed to be implemented over and above a company's information security policies subject to national legislation; consequently, the requirements are neither pre-emptive nor exhaustive. Implementation guidance for requirements is available, and a selfassessment tool for companies to verify compliance has also been developed [3] .
CRIOP Methodology
CRIOP [6] is a methodology for verifying and validating the ability of a control center to safely and efficiently handle all modes of operations. It can be applied to central control rooms; drillers' cabins, cranes and other types of cabins; and onshore, offshore and emergency control rooms. CRIOP has been used with much success in the Norwegian oil and gas sector since 1990 to provide situational awareness, clarify responsibilities in distributed teams and mitigate risk in cooperating organizations.
A CRIOP analysis takes between two and five days. The methodology was improved in 2003 to support and validate the ISO 11064 standard (Ergonomic Design of Control Centers). CRIOP was further enhanced in 2004 to assess the influence of remote operations and integrated operations. These changes have been tested and are scheduled to be fully implemented in 2007.
The key elements of CRIOP are:
A learning arena where operators, designers, management and other actors can meet and evaluate the optimal control center during design, construction and operations
Checklists covering relevant areas in the design of a control center
Analysis of key scenarios
The CRIOP methodology attempts to ensure that human factors issues are emphasized in all aspects of remote operations. The primary human-factorsbased principles are to: form interdisciplinary teams, ensure systematic enduser participation, conduct human factors analyses (e.g., function and task analyses), and improve design through iteration and documentation of the process. Figure 3 presents the suggested use of CRIOP based on the ISO 11064 phases. Several Norwegian oil and gas companies use CRIOP on a regular basis. In particular, they recommend using CRIOP in three stages (I, II and III) in design and operations processes.
CRIOP's scenario analysis is a dynamic approach that helps assess control room actions in response to possible critical scenarios. An example scenario is exception handling involving offshore and onshore control centers during remote operations. The main steps in scenario analysis are: (i) selection of a realistic scenario; (ii) description of the scenario using a sequential time event plotting (STEP) diagram [6] ; (iii) identification of critical decisions and analysis of the decisions; and (iv) evaluation of possible barriers. Scenario analysis is typically performed by a group of participants from the control center or central control room along with key personnel from offshore operations centers.
The CRIOP methodology uses a checklist to identify relevant scenarios related to remote operations [8] . The principal elements of the checklist are: E1: Is the term "remote operations" defined precisely?
E5: Are the major stakeholders identified, analyzed and involved in the change project? Prior to the use of the CRIOP methodology, systematic risk analysis and scenario analysis related to remote operations was rarely performed. Furthermore, there was a lack of awareness of information security incidents among control room personnel as well as actors from the participating organizations.
6.
CheckIT Tool
Personnel involved in remote operations have a tendency to focus on technology, often at the expense of organizational and cultural issues [2] . The reliance on virtual organizations and the presence of vulnerabilities create the need for common risk perceptions and a safety and security culture [1] in the involved organizations in order to reduce risk.
The CheckIT [7] tool was developed to help organizations improve their safety and security cultures. The CheckIT questionnaire has 31 questions, each of which has three alternative answers corresponding to distinct cultural levels: The goal is to rate an organization on a five-point numerical scale. The scale provides a normalized score for the organization, which makes it possible to compare results over time or between organizations.
Using CheckIT could be a challenge in a technology-driven industry; therefore, organizations should attempt to build support for the process among stakeholders and document short-term improvements along the way [9] .
The first step in the CheckIT process is to identify key indicators and goals to be improved (e.g., number of security incidents). The next step is to perform an assessment of the safety and security culture using the CheckIT questionnaire to identify challenges. The challenges and areas for possible improvement should then be discussed by a group of stakeholders. Finally, the stakeholder group should agree on and implement the actions needed to achieve the goals.
The structure and layout of the questionnaire is inspired by the work of Hudson and van der Graaf from BP [5] . An example question is: "To what extent is experience used as feedback in the organization?" The following responses were provided to this question at each of the three major cultural levels: Use of the CheckIT tool has demonstrated that vendors, suppliers and other members of virtual organizations must be more involved in information security. Furthermore, information security is often problematic in large-scale projects because of the tendency to incorporate security as an add-on. CheckIT has also shown that risk analyses of individual systems and integrated SCADA/ICT systems have not been performed. Finally, the use of the tool has highlighted the fact that information sharing of incidents and best practices is poor both within and outside organizations. A CheckIT analysis can be completed in one to two days. However, improvements to the safety and security culture must be treated as an ongoing process.
Conclusions
Remote operations in oil and gas facilities increase system vulnerabilities and the likelihood of safety and security incidents. Oil and gas industry experts have identified three main challenges that impact safety and security: poor situational awareness, negative interactions caused by ICT traffic on SCADA systems, and virus/worm attacks.
Mitigating these risks requires a holistic approach that addresses technical ICT-based risks, organizational risks and risks related to human factors. Specifying baseline information security requirements and applying the CRIOP and CheckIT methodologies are promising approaches for addressing these different types of risks. These methods and guidelines are currently being implemented in the oil and gas sector with much success. Our future research will focus on obtaining quantitative evaluations of the impact of these strategies on the safety and security of remote operations in oil and gas facilities.
