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The Hermite–Bell polynomials are defined by Hrn(x) = (−)n exp(xr )(d/dx)n exp(−xr ) for
n = 0, 1, 2, . . . and integer r ≥ 2 and generalise the classical Hermite polynomials
corresponding to r = 2. We obtain an asymptotic expansion for Hrn(x) as n → ∞ using
the method of steepest descents. For a certain value of x, two saddle points coalesce and
a uniform approximation in terms of Airy functions is given to cover this situation. An
asymptotic approximation for the largest positive zeros of Hrn(x) is derived as n → ∞.
Numerical results are presented to illustrate the accuracy of the various expansions.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
A generalisation of the Hermite polynomials is given by the Rodrigues formula
Hrn(x) = (−)n exp(xr)
(
d
dx
)n
exp(−xr), n = 0, 1, 2, . . . (1.1)
for positive integer r ≥ 2. These polynomials are a special case of the polynomials ξn(p, x; r) = exp(−pxr)(d/dx)n exp(pxr)
introduced in [1], since Hrn(x) = (−)nξn(−1, x; r). When r = 2 the Hermite–Bell polynomials Hrn(x) reduce to the classical
Hermite polynomials Hn(x) of degree n. Unlike the Hermite polynomials, however, the Hrn(x) for even r > 2 do not form
an orthogonal set with respect to the weight function exp(−xr) on the interval (−∞,∞) [2]. For a recent discussion of
orthogonal polynomials with respect to theweight function exp(−xr) see, for example, [3]. Applications of the Hermite–Bell
polynomials in some problems of combinatorial analysis and mathematical statistics are described in [4,5].
Various basic properties of Hrn(x) have been collected together (with their proofs) in [6]. These include the differential–
difference equation
Hrn+1(x)+
d
dx
Hrn(x) = rxr−1Hrn(x), (1.2)
the differential equation of order r satisfied by exp(−xr)Hrn(x) and the representation of Hrn(x) in terms of generalised
hypergeometric functions (or equivalently as a Meijer G function). The first few Hrn(x) (when r ≥ n) are
Hr0(x) = 1, Hr1(x) = rxr−1, Hr2(x) = xr−2{r2xr − r(r − 1)},
Hr3(x) = xr−3{r3x2r − 3r2(r − 1)xr + r(r − 1)(r − 2)}.
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If we write n = qr + s(1 ≤ s ≤ r), where q and s are integers, then the general form of Hrn(x) is given by [1,6]
Hrn(x) = xr−s
N∑
k=0
(−)kakx(N−k)r . (1.3)
Here1 N = n− q− 1 and the coefficients ak ≡ ak(n, r) are all positive integers with
a0 = rn, a1 =
(
n
2
)
(r − 1)rn−1.
The function Hrn(x) consequently has the form of a polynomial in x
r of degree N multiplied by the factor xr−s. It immediately
follows from (1.3) that
Hrn(x) = ωnHrn(ωx), ωr = 1. (1.4)
As a consequence, it is therefore sufficient when considering complex x to restrict attention to the sector |arg x| ≤ pi/r .
In [6], Dominici derived the leading asymptotic behaviour ofHrn(x) for large n by an analysis of the differential–difference
equation (1.2) using a discrete ray method. This was an extension of his earlier work [7] using a similar approach for
the classical Hermite polynomials corresponding to r = 2. Gawronski [8] has also considered the behaviour of Hrn(x)
and its zeros using Plancherel–Rotach type asymptotics. In this paper we derive the asymptotic expansion of Hrn(x) for
n→∞when the variable x is allowed to scale like n1/r using the method of steepest descents applied to a contour integral
representation. For a certain value of x, two (and only two) of the saddle points undergo a coalescence; a uniform asymptotic
approximation involving an Airy function and its derivative is derived to cover this situation. A brief discussion is given of
how the asymptotic expansion changes when x is allowed to assume complex values in the sector |arg x| ≤ pi/r . We also
consider the real zeros of Hrn(x) and derive an asymptotic approximation for the distribution of the extreme zeros.
2. An integral representation for H rn(x)
The generating function for the generalised Hermite–Bell polynomials Hrn(x) is [6]
exp{xr − (x− τ)r} =
∞∑
n=0
Hrn(x)
τ n
n! .
Consequently, by Cauchy’s theorem, it follows that
Hrn(x) =
n!
2pi i
∮
exp{xr − (x− τ)r} dτ
τ n+1
, (2.1)
where the integration path is a simple closed curve surrounding the origin in the positive sense.
Let the parameters λ, a and the quantity δr be defined by
λ = 1− 1
r
, a = r
(r − 1)λ , δr =
{
0 (r even)
1 (r odd) ,
so that, for r ≥ 2, we have 12 ≤ λ < 1 and 1 < a ≤ 2. We now introduce the scaled variable ξ by
ξ = λλ x/n1/r . (2.2)
Then, with the change of variable τ = x(1+ t) in (2.1), we find
Hrn(x) =
n! exp(xr)
xn
In(x; r), (2.3)
where
In(x; r) = 12pi i
∮
exp
{−n(−aξ t)r/r} dt
(1+ t)n+1 =
1
2pi i
∮
e−nψ(t)f (t)dt, (2.4)
with
ψ(t) = (−aξ t)
r
r
+ log(1+ t), f (t) = 1
1+ t
1 Alternatively, we can write N = bn(1− r−1)c as in [1].
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Fig. 1. The paths of steepest descent (solid) and ascent (dashed) when r = 4 for (a) ξ = 0.8, (b) ξ = 1.2, and when r = 5 for (c) ξ = 0.8, (d) ξ = 1.2. The
valleys (V) and the hills (H) at infinity are indicated and the heavy dots denote the saddle points. The branch cut on (−∞,−1] is shown by a thick line.
and the integration path is now a closed loop surrounding the point t = −1. We proceed in the next section with the
determination of the asymptotic expansion of the integral In(x; r) for n→ ∞ and finite ξ by application of the method of
steepest descents. Before doing this we first examine the saddle-point structure of the phase function ψ(t).
The saddle points ts of ψ(t) are given by ψ ′(t) = 0, or
t r−1s (1+ ts)+
(−)r
(aξ)r
= 0. (2.5)
The valleys V (resp. hills H) of ψ(t) at infinity, corresponding to the directions along which ψ(t) → +∞ (resp. −∞) as
|t| → ∞, are given by the rays arg t = (2j+ δr)pi/r (resp. arg t = (2j+ 1− δr)pi/r), where j = 0, 1, . . . , r− 1. The typical
distribution of the saddles and the topology of the associated paths of steepest descent and ascent are illustrated in Fig. 1 for
ξ < 1 and ξ > 1. When ξ < 1, all saddles occur in complex conjugate pairs, except for one on the positive real axis when
r is odd. The r saddle points are labelled tsm, 1 ≤ m ≤ r , commencing with the pair of saddles with the greatest negative
real part and enumerated in conjugate pairs from left to right as indicated in Fig. 1(a), (c). When ξ = 1, the saddles ts1 and
ts2 coalesce to form a double saddle at the point td = −λ. These latter saddles remain on the negative real axis when ξ > 1,
with one saddle (ts1) approaching the point t = −1 and the other (ts2) approaching the origin as ξ increases; see Fig. 1(b),
(d).
At a saddle point ts we have, upon use of (2.5),
ψ(ts) = (−)r r−1(aξ)r t rs + log(1+ ts) = −
ts
r(1+ ts) + log(1+ ts) (2.6)
and
ψ ′′(ts) = (−)r(r − 1)(aξ)r t r−2s −
1
(1+ ts)2 =
1
(1+ ts)2
{
1− r(1+ ts)
ts
}
. (2.7)
The direction of the steepest descent path at the saddle tsj is given by − 12 arg ψ ′′(tsj), where |argψ ′′(tsj)| ≤ pi . The
contribution from the steepest descent path through the saddle point tsj is then given by√
2
pi
e−nψ(tsj)
2i
∞∑
m=0
c2m,jΓ (m+ 12 )
nm+
1
2Γ ( 12 )
(2.8)
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as n→∞, where [9, p. 127; 10, p. 119]
c0,j = f
(ψ ′′)
1
2
,
c2,j = 1
(ψ ′′)
3
2
{
f ′′ − ψ
′′′f ′
ψ ′′
+ 1
4
(
5ψ ′′′2
3ψ ′′2
− ψ
iv
ψ ′′
)
f
}
,
c4,j = 1
(ψ ′′)
5
2
{
1
6
f iv − 5ψ
′′′
9ψ ′′
f ′′′ + 5
12
(
7ψ ′′′2
3ψ ′′2
− ψ
iv
ψ ′′
)
f ′′ − 35
36
(
ψ ′′′3
ψ ′′3
− ψ
′′′ψ iv
ψ ′′2
+ 6ψ
v
35ψ ′′
)
f ′
+ 35
36
(
11ψ ′′′4
24ψ ′′4
− 3
4
(
ψ ′′′2
ψ ′′2
− ψ
iv
6ψ ′′
)
ψ iv
ψ ′′
+ ψ
′′′ψv
5ψ ′′2
− ψ
vi
35ψ ′′
)
f
}
and ψ , f and their derivatives are evaluated at t = tsj.
Finally, it is readily established that there is only one coalescence point when |arg ξ | ≤ pi/r . Let g(t) = t r−1(1 + t) +
(−)r/(aξ)r ; then the condition for a double point td is
g(td) = g ′(td) = 0, g ′′(td) 6= 0.
Now
g ′(t) = rt r−2(t + λ), g ′′(t) = r(r − 1)t r−3
(
t + λ− 1
r
)
,
and at the double point td = −λ, we have g ′′(td) 6= 0 and
g(td) = (−)
r
ar
(ξ−r − 1).
The requirement that g(td) = 0 then corresponds2 to ξ r = 1. There is consequently one, and only one, double saddle point
in the sector |arg ξ | ≤ pi/r which occurs when ξ = 1. In terms of the variable x this corresponds to x = n1/rλ−λ ≡ Xc(n),
where Xc(n) is the caustic encountered in the ray analysis of Hrn(x) described in [6].
3. Asymptotic expansion for n→∞ and x = O(n1/r)
When ξ < 1, the integration path in (2.4) that surrounds the point t = −1 can be formed by following the steepest
descent paths through all the saddles in an anti-clockwise sense. Writing
c2m,j = Amjeiφmj , (3.1)
where Amj > 0 and φmj = arg c2m,j, we therefore find from (2.8) that the integral In(x; r) has the asymptotic expansion
In(x; r) ∼
√
2
n
J∑
j=1,3
e−nReψ(tsj)
∞∑
m=0
AmjΓ (m+ 12 )
nm+
1
2Γ ( 12 )
sin{n Imψ(tsj)− φmj} + δr e
−nψ(tsr )
√
2pi
∞∑
m=0
(−)mAmrΓ (m+ 12 )
nm+
1
2Γ ( 12 )
(ξ < 1) (3.2)
as n→+∞, where J = r − 1− δr . If we write
1+ tsj = ρsjeiωsj ,
where ρsj > 0 and ωsj = arg(1+ tsj), then we observe that
Reψ(tsj) = −1r +
cosωsj
rρsj
+ log ρsj, Imψ(tsj) = ωsj − sinωsjrρsj . (3.3)
When ξ > 1, the steepest descent path through the saddle ts1 closest to the logarithmic singularity at t = −1 surrounds
the branch cut. Hence only this saddle contributes to the asymptotics of In(x; r)when ξ > 1 and we have
In(x; r) ∼ e
−nψ(ts1)
√
2pi
∞∑
m=0
(−)mAm1Γ (m+ 12 )
nm+
1
2Γ ( 12 )
(ξ > 1) (3.4)
as n→+∞. The leading terms of these expansions are equivalent to the results obtained in [6, Section 4] by a ray analysis
of the differential–difference equation (1.2).
2 The other roots of ξ r = 1 are a consequence of the symmetry relation (1.4).
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Fig. 2. The loci of the saddle points tsj (solid lines) in the ρ, ω-plane and the curves of constant h: (a) r = 4 with h∗ .= −0.63629 and (b) r = 7 with
h∗ .= −1.08877. The dots represent (successively from left to right) the location of the saddles at ξ = 1.0, 0.8, 0.6, 0.4 and 0.3. The origin is the logarithmic
singularity at t = −1.
Table 1
Values of the absolute relative error in Hrn(x) for r = 5 and different truncation indexm.
m n = 20 n = 60
ξ = 0.8 ξ = 1.2 ξ = 0.8 ξ = 1.2
0 1.186× 10−3 5.155× 10−3 3.179× 10−3 1.722× 10−3
1 1.590× 10−4 4.185× 10−5 1.909× 10−5 4.720× 10−6
2 8.541× 10−6 1.200× 10−6 2.767× 10−7 4.674× 10−8
In Fig. 2 we show the curves on which the function
h(ρ, ω) := −1
r
+ cosω
rρ
+ log ρ (1+ t = ρeiω)
is constant in the upper half-plane 0 ≤ ω < pi for the particular cases r = 4 and r = 7. At a saddle tsj it follows from (3.3)
that
h(ρsj, ωsj) = Reψ(tsj).
The solid lines denote the loci of the saddles as ξ varies in the interval 0 < ξ ≤ 1; a similar figure holds for the lower
half-plane and the conjugate saddles. In Fig. 2(a) (corresponding to r = 4) it can be seen that for ξ0 < ξ ≤ 1, where
ξ0
.= 0.30957, the saddle ts1 has Reψ(ts1) < 0 whereas the other saddle in the upper half-plane has Re ψ(ts3) > 0 for
0 < ξ ≤ 1. Consequently, the saddle ts1 and the conjugate saddle ts2 produce an exponentially large contribution in (3.2)
and so are the dominant saddles. For ξ < ξ0, both saddles ts1 and ts3 have Reψ > 0 and now produce an exponentially
small contribution in (3.2), but ts1 and the conjugate ts2 still remain the dominant saddles since Reψ(ts1) < Reψ(ts3). A
similar situation applies for other values of r . As r increases, the angular spacing between the saddles reduces and, when
ξ . 1, there can be more than one saddle in the upper half-plane with Reψ(tsj) < 0; see Fig. 2(b) corresponding to r = 7.
However, these additional saddles are found to be associated with larger values of Reψ , so that ts1 and the conjugate ts2
remain the dominant saddles.3
The results of numerical calculations of Hrn(x) for different values of n, r and ξ are presented below. The location of the
saddle points ts was obtained by numerical solution of (2.5). In Table 1 the absolute relative error in Hrn(x) computed from
(3.2) and (3.4) is shown for different truncation index m. Table 2 shows the relative error for different n and ξ using the
truncation indexm = 1 for two different values of r . The exact value of Hrn(x)was obtained from (1.1).
To conclude this section, we make some remarks on the modifications arising in the expansions (3.2) and (3.4) when x is
allowed to take on complex values in the sector |arg x| ≤ pi/r . We write ξ = |ξ |eiθ where, from (2.2), the phase θ satisfies
|θ | ≤ pi/r . When |ξ | < 1 and θ = 0, the integration path connects with all the saddles (compare Fig. 1(a) and (c)) and this
is found to remain the situation throughout the sector |θ | ≤ pi/r . The dominant saddles when θ = 0 are ts1 and ts2, but in
the sector 0 < θ ≤ pi/r (resp.−pi/r ≤ θ < 0) the saddle ts2 (resp. ts1) becomes dominant.
We now consider the situation when |ξ | > 1. In Fig. 3 the progressive modification of the steepest descent paths is
illustrated when r = 3 and |ξ | = 1.2 as the phase θ increases in the sector 0 ≤ θ ≤ 13pi ; a similar set of figures applies
in the conjugate sector. For small θ , the steepest descent path surrounding the point t = −1 passes over the saddle ts1 as
shown in Fig. 3(a); the branch cut emanating from the logarithmic singularity at t = −1 is shown by the dashed line. As
θ increases, this latter path progressively deforms until it undergoes a Stokes phenomenon and connects with the saddle
3 We remark that as ξ → 0, the saddles ts1 and ts2 progressively lose their dominance and all saddles in (3.2) would have to be taken into account in this
limit.
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Table 2
Values of the absolute relative error in Hrn(x) for different n and ξ when r = 4 (upper table) and r = 5 (lower table). The truncation index employed is
m = 1.
n ξ
0.5 0.8 0.9 1.1 1.2 1.5
10 7.657× 10−4 2.423× 10−3 2.620× 10−2 3.230× 10−3 3.568× 10−4 4.587× 10−5
20 4.681× 10−5 2.240× 10−4 1.831× 10−3 9.235× 10−4 9.435× 10−5 1.112× 10−5
40 5.174× 10−5 6.458× 10−5 7.559× 10−4 2.505× 10−4 2.398× 10−5 2.736× 10−6
60 1.919× 10−5 3.126× 10−5 6.221× 10−4 1.148× 10−4 1.075× 10−5 1.209× 10−6
80 7.279× 10−6 1.883× 10−5 1.846× 10−4 6.559× 10−5 6.077× 10−6 6.784× 10−7
10 5.663× 10−4 6.126× 10−4 3.612× 10−3 1.526× 10−3 1.641× 10−4 4.000× 10−5
20 3.081× 10−4 1.590× 10−4 7.115× 10−3 4.209× 10−4 4.185× 10−5 9.632× 10−6
40 2.268× 10−5 4.165× 10−5 3.223× 10−4 1.114× 10−4 1.058× 10−5 2.362× 10−6
60 4.624× 10−5 1.909× 10−5 5.548× 10−5 5.057× 10−5 4.720× 10−6 1.043× 10−6
80 5.844× 10−6 1.101× 10−5 1.884× 10−4 2.875× 10−5 2.660× 10−6 5.847× 10−7
a b
c d
Fig. 3. Steepest descent paths when ξ = 1.2eiθ and r = 3: (a) θ = pi/6, (b) θ = 0.25407pi , (c) θ = 0.26369pi and (d) θ = 0.285pi . The dots denote the
saddle points and the branch cut emanating from t = −1 is shown by the dashed curve only in (a).
ts2; see Fig. 3(b). This occurs when Imψ(ts1) = Imψ(ts2) and corresponds to the value of the phase θ = θ1 .= 0.25407pi .
A second Stokes phenomenon takes place when Imψ(ts1) = Imψ(ts3), corresponding to θ = θ2 .= 0.26369pi , where the
steepest descent path through ts1 connects with the saddle ts3; see Fig. 3(c). When θ2 < θ ≤ 13pi , the integration path
surrounding the branch cut connects with all three saddles as illustrated in Fig. 3(d). The additional contributions to the
expansion of In(x; r) that appear as |θ | increases in the sector |arg θ | ≤ 13pi are, however, exponentially subdominant with
the result that the saddle ts1 is dominant throughout this sector. Similar considerations apply for other values of r .
Thus we conclude that the expansion (3.2), valid when |ξ | < 1, holds for |arg x| ≤ pi/r . The single-saddle expansion
(3.4), however, undergoes a progressive modification as |θ | increases through the addition of the contributions from the
subdominant saddles, eachnewexpansion switching ondue to a Stokes phenomenon. For |arg x| = pi/r , whenHrn(x) consists
entirely of positive terms, the expansion of In(x; r) for |ξ | > 1 involves all r saddles and so is given by (3.2). The dominant
contribution in this expansion again arises from the saddle ts1. This confirms the observation made in [6] in the particular
case r = 5 that the leading terms of (3.2) and (3.4) produce a good numerical agreement for complex x throughout the
sector |arg x| ≤ pi/r .
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4. Uniform approximation
When ξ = 1 the saddle points ts1 and ts2 coalesce to form a double saddle point at td = −λ, in the neighbourhood of
which the expansions (3.2) and (3.4) cease to be valid. To obtain a uniform approximation for In(x; r)we apply the standard
cubic transformation [11]
ψ(t) = 1
3
u3 − ζu+ β (4.1)
to the integrand in (2.4). The quantities ζ and β depend on ξ (and r) and are determined by the requirement that the saddles
ts1 and ts2 correspond to u = −ζ 1/2 and u = +ζ 1/2, respectively; that is,
β = 1
2
{ψ(ts1)+ ψ(ts2)}
and
2
3
ζ 3/2 = 1
2
{ψ(ts1)− ψ(ts2)} (ξ > 1)
2
3
(−ζ )3/2 = 1
2
i{ψ(ts1)− ψ(ts2)} (ξ < 1).
For real x > 0, the quantity ζ ≥ 0 when ξ ≥ 1 and ζ < 0 when ξ < 1. The integral for In(x; r) in (2.4) then becomes
In(x; r) = e
−nβ
2pi i
∫
C ′
e−n(
1
3 u
3−ζu)f (t)
dt
du
du, (4.2)
where C ′ is the image in the u-plane of the integration path.
With the substitution
g(u) := f (t) dt
du
= A0 + B0u+ (u2 − ζ )G(u),
where
A0 = 12 {g(ζ
1
2 )+ g(−ζ 12 )}, B0 = 1
2ζ
1
2
{g(ζ 12 )− g(−ζ 12 )}, (4.3)
we then obtain [12, p. 369]
In(x; r) = e−nβ
{
A0
n1/3
U(n2/3ζ )+ B0
n2/3
U ′(n2/3ζ )+ n
−1
2pi i
∫
C ′
e−n(
1
3 u
3−ζu)G′(u)du
}
, (4.4)
where the prime denotes differentiation with respect the argument concerned and the function U(z) is given by
U(z) = 1
2pi i
∫
C ′
e−
1
3 τ
3+zτdτ . (4.5)
To determine the path C ′ when ξ > 1 and ξ < 1, we consider the mapping of the respective steepest descent paths
in the u-plane. Let us first consider the case ξ > 1. In the first set of figures on the left of Fig. 4 we show the upper half of
the steepest descent path DE through the saddle ts1 and part of the negative real axis ABCD indented above at t = −1 and
terminating at the saddle ts1. The map of the boundary ABCDEA is shown successively in the ψ-plane and in the u-plane,
where the root of (4.1) is chosen to be [13, p. 109; 12, p. 374]
u = 2ζ 12 sin 1
3
Ψ , sinΨ = − 3
2ζ 3/2
(ψ − β).
It is seen that the steepest descent path DE maps into a path in the u-plane that is asymptotic to the ray arg u = 23pi ; a
conjugate path is obtained for the lower half of the steepest descent path. Thus, when ξ > 1, the steepest descent path
through ts1 maps into the path L through u = −ζ−1/2 with endpoints along the rays arg u = ± 23pi . From [14, p. 508], the
function U(z) in (4.5) is therefore the Airy function Ai(z).
The second set of figures on the right of Fig. 4 shows the mapping of a portion of the steepest descent path EFG through
ts1 when ξ < 1. This pathmaps into the path L1 in the u-plane with endpoints along the rays arg u = 0 and arg u = 23pi ; the
conjugate steepest descent path through ts2 maps into the conjugate path L2 with endpoints along the rays arg u = − 23pi
and arg u = 0. The integral in (4.5) is therefore taken along the paths L2 and L1 (in the positive sense), which is readily
shown to be equivalent to the integral taken along the path L. Thus, when ξ < 1, the function U(z) is again the Airy function
Ai(z).
R.B. Paris / Journal of Computational and Applied Mathematics 232 (2009) 216–226 223
a d
b e
c f
Fig. 4. Successive transformations of steepest descent paths through the saddle ts1 (when r = 5) in the t , ψ and u-planes (a)–(c) when ξ > 1 and (d)–(f)
when ξ < 1.
Hence, upon neglecting the third term in braces in (4.4), which is o(n−1), we obtain from (4.4) the uniform approximation
In(x; r) ∼ e−nβ
{
A0
n1/3
Ai(n2/3ζ )+ B0
n2/3
Ai′(n2/3ζ )
}
(4.6)
as n→∞. The coefficients A0 and B0 are defined in (4.3), where [12, p. 367]
g(ζ
1
2 ) = f (ts2)
(
2ζ
1
2
ψ ′′(ts2)
)1/2
, g(−ζ 12 ) = f (ts1)
(
−2ζ 12
ψ ′′(ts1)
)1/2
(ζ 6= 0),
with ψ ′′(tsj) given by (2.7). At coalescence when ξ = 1 (t = td, u = 0) we have
A0 = g(0) = f (td)t ′u=0, B0 = g ′(0) = f ′(td)(t ′u=0)2 + f (td)t ′′u=0,
where t ′ = dt/du and, by repeated differentiation of (4.1),
t ′u=0 =
(
2
ψ ′′′(td)
)1/3
, t ′′u=0 = −
ψ iv(td)
6ψ ′′′(td)
(t ′u=0)
2.
In Table 3 we illustrate the accuracy of the approximation (4.6) by presenting the values of absolute relative error in
Hrn(x) for different values of n, r and ξ in the neighbourhood of the coalescence point ξ = 1.
5. Zeros
From (1.3), the functionHrn(x) is a polynomial in x
r of degreeN = n−q−1multiplied by the factor xr−s, where n = qr+s,
1 ≤ s ≤ r . From the structure of this polynomial it follows that Hrn(x) has N positive zeros with an additional zero at x = 0
of multiplicity r − s. From the symmetry property (1.4) there is a similar distribution of zeros repeated on each of the rays
arg x = 2pi j/r , j = 1, 2, . . . , r − 1.
Let us denote the kth positive zero of Hrn(x) by ξk ≡ ξk(n, r), where ξ is the scaled x-variable defined in (2.2) and the
zeros are enumerated in decreasing order by ξ1 > ξ2 > · · · > ξN . We consider only the contribution from the dominant
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Table 3
Values of the absolute relative error in Hrn(x) using the uniform approximation in (4.6).
ξ n = 40, r = 5 n = 60, r = 6 ξ n = 40, r = 5 n = 60, r = 6
0.80 2.795× 10−3 3.784× 10−3 1.01 1.153× 10−3 1.130× 10−3
0.90 7.192× 10−4 1.093× 10−3 1.05 1.498× 10−3 1.518× 10−3
0.95 6.992× 10−4 6.806× 10−4 1.10 1.702× 10−3 1.734× 10−3
0.99 7.506× 10−4 6.139× 10−4 1.20 1.890× 10−3 1.923× 10−3
1.00 9.937× 10−4 9.366× 10−4 1.40 2.019× 10−3 2.038× 10−3
Table 4
Values of the first five positive zeros ξk for two sets of values of n and r .
k Exact Eq. (5.3) Asymptotic
m = 0 m = 1
n = 50, r = 5
1 0.970752 0.97099 0.97072 0.97077
2 0.946910 0.94699 0.94691 0.94857
3 0.926530 0.92658 0.92653 0.93049
4 0.907810 0.90785 0.90781 0.91452
5 0.890066 0.89010 0.89007 0.89993
n = 80, r = 4
1 0.972889 0.97310 0.97286 0.97357
2 0.951242 0.95132 0.95124 0.95285
3 0.933032 0.93307 0.93303 0.93597
4 0.916549 0.91658 0.91655 0.92106
5 0.901144 0.90117 0.90114 0.90744
saddles in (3.2) and retain only the first two terms (m ≤ 1) in the expansion. For simplicity in presentation in this section,
we shall omit the subscript j = 1 and write ts1 ≡ ts, and similarly for the other related quantities. The zeros withm ≤ 1 are
then described by the approximation
sinΦ + 1
2αn
sin(Φ +1φ) = 0 (n→∞), (5.1)
where
Φ = n Imψ(ts)− φ0, 1φ = φ0 − φ1, α = A0A1 (5.2)
and Imψ(ts) and the phase angles φ0, φ1 are specified in (3.3) and (3.1). It follows from (5.1) that the zeros ξk are given by
the solution of
Φ + arctan
{
cos1φ
2αn+ sin1φ
}
= kpi (k = 1, 2, . . . ,N). (5.3)
In Table 4 we show the extreme zeros of Hrn(x) obtained from (1.1) in two cases compared with the numerical solution
of (5.3). The second and third columns display, respectively, the values of ξk obtained from (5.3) with α set equal to∞
(corresponding tom = 0 in (3.2)) and its value in (5.3) (corresponding tom = 1).
We shall now determine an asymptotic formula for the extreme zeros ξk valid as n→∞ and k = O(1). From (5.3) (with
α = ∞) and (3.3) we find
Φ = n
{
ωs − sinωsrρs
}
− φ0 = kpi (k = 1, 2, . . . ,N). (5.4)
To evaluate the various quantities in (5.4)we require an expression for the dominant saddle ts ≡ ts1 as a function of ξ = 1−χ
as χ → 0. With the substitution ts = ws/(aξ) in (2.5) we find
wrs + aξwr−1s + (−)r = 0,
with the double rootwd = −λawhen ξ = 1. For ξ < 1, we putws = wd(1+ F) to obtain
(1+ F)r − 1− 1
λ
{(1+ F)r−1 − 1} = −χ
λ
(1+ F)r−1
= 1
2
rF 2 + 1
3
r(r − 2)F 3 + · · · .
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Expansion in powers of χ1/2 leads to
F = −ia0χ 12 + a1χ + O(χ 32 ),
where
a0 =
√
2
r − 1 , a1 = −
r + 1
3(r − 1) ,
so that the dominant saddle in the upper half-plane is
ts = wsa (1− χ)
−1 = λ{−1+ ia0χ 12 − (a1 + 1)χ + O(χ 32 )}.
Straightforward calculations then show that
rρs = |1+ ts| = 1+ 13 (r + 1)χ + O(χ
2),
ωs = arg(1+ ts) = (r − 1)a0χ 12 + O
(
χ
3
2
)
,
 (5.5)
and
Imψ(ts) = ωs − sinωsrρs =
2
3
r
√
2(r − 1)χ 32 + O
(
χ
5
2
)
. (5.6)
From (2.7) and (5.5), we have
f (ts)
(ψ ′′(ts))
1
2
=
{
ts
1− r(1+ ts)
} 1
2 = r− 12
{
−1
3
(r + 1)− i
a0χ
1
2
+ O(χ 12 )
} 1
2
,
whence
φ0 = arg f (ts)
(ψ ′′(ts))
1
2
= −1
4
pi − 1
6
a0(r + 1)χ 12 + O
(
χ
3
2
)
. (5.7)
Substitution of (5.6) and (5.7) into (5.4) yields
n
{
2
3
r
√
2(r − 1) χ 32 + O
(
χ
5
2
)}
+ 1
6
a0(r + 1)χ 12 + O
(
χ
3
2
)
=
(
k− 1
4
)
pi. (5.8)
The solution of (5.8) in the form χ ≡ χk = n−2/3∑∞j=0 bjn−j/3 then leads to the coefficients
b0 =
(
3
(
k− 14
)
pi
2r
√
2(r − 1)
) 2
3
, b1 = − r + 16r(r − 1) , . . . .
Consequently we obtain the asymptotic formula for the extreme zeros ξk of Hrn(x) in the form
ξk = 1− χk = 1−
(
3
(
k− 14
)
pi
2r
√
2(r − 1) n
)2/3
+ r + 1
6r(r − 1)n + O(n
−4/3) (5.9)
as n→∞. We remark that the gap between the extreme zeros and the endpoint ξ = 1 is O(n−2/3). In the final column of
Table 4 we show the values of ξk computed from (5.9). As this expansion is associated with the slow asymptotic scale n−1/3,
the series was optimally truncated at the O(n−2/3) term for n = 50, but the O(n−1) term was retained for n = 80. In the
Hermite polynomial case r = 2, we have ξ = x/√2n and (5.9) agrees with that obtained in [7].
We remark that retention of them = 1 contribution in (5.3) produces an additional O(n−1) term in (5.8). It is then easily
seen that the presence of this additional term only enters the expansion (5.9) at O(n−5/3). Finally, we point out that (5.8)
can also be derived from (4.6) upon use of the leading asymptotic behaviour of the Airy function and its derivative.
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