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1. INTRODUCTION
Ä  .Modified quantum algebra U g is an algebra that has the ``modified''q
 .  .  .Cartan part of the underlying quantum algebra U g as in 3.1 and 3.2 .q
Ä  .Modified quantum algebra U g holds the remarkable property that itq
affords two commutative crystal structures. The first one is the usual
w xcrystal structure, which was found by Lusztig 8 . The other crystal struc-
w xture was discovered by Kashiwara 4 and is called right crystal structure.
Äw x  .In 4 , it is shown that U g is stable by the action of the antiautomor-q
Ä .   ..phism ) see Section 2.1 and moreover, crystal base B U g is alsoq
stable by the action of ). By using ), right crystal structure is constructed.
The commutativity of these crystal structures motivated us to consider
Ä  .Peter]Weyl type decomposition on the crystal base of U g .q
w xIn 4 , Kashiwara gave the Peter]Weyl type decomposition for the
crystal base of modified quantum algebra of finite type and affine type of
nonzero level part, but the Peter]Weyl type decomposition for affine type
with level 0 part is still unclear. In this paper, we shall give some criteria
for the existence of the Peter]Weyl type decomposition
Ä maxB U g ( B l m B yl *, .  .  .[ /q
lgPrW
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where P is a weight lattice, W is the Weyl group associated with g , and
max  .  .B l and B yl * will be given in Section 4. These criteria are related
Ä  ..to the properties of connected components in B U g . Furthermore, weq
can apply this criteria to the level 0 part of modified quantum affine$Ä  .algebra U sl since we have already classified all connected compo-q 2 0$Ä  . w xnents in U sl in 10 and know the properties required by the criteria.q 2 0
Let us see the organization of this paper. In Section 2, we prepare the
notion of crystals and related subjects. In Section 3, we review the
definition of modified quantum algebras, the properties of their crystal
Ä  ..base, and general features of operation ) and the Weyl group on B U g .q
In this section, we shall give the definition of extremal vector. In Section 4,
Ä  ..we shall give the right structure on B U g . Then we shall investigate theq
criteria for the existence of the Peter]Weyl type decomposition. In Section
5, we consider the application of the criteria to the level 0 part of$
maxÄ  ..  .  .B U sl . In order to give the explicit form of B l and B yl *, weq 2 $Ä  . .describe the action of ) on extremal vectors in B U sl .q 2 0
2. CRYSTALS
 .2.1. Definition of U gq
Let g be a symmetrizable Kac]Moody algebra over Q with a Cartan
 4  4subalgebra t , a g t* be the set of simple roots, and h g t bei ig I i ig I
the set of coroots, where I is a finite index set. We define an inner product
 .  :  .  .on t* such that a , a g 2Z and h , l s 2 a , l r a , a for l g t*.i i G 0 i i i i
Set Q s [ Za , Q s [ Z a and Q s yQ . We call Q a rooti q G 0 i y qi i
lattice. Let P be a lattice of t*, i.e., a free Z-submodule of t* such that
 < : 4 w  .t* ( Q m P, and let P* s h g t h, P ; Z . Then we have l, a g ZZ i
 . x  < :for l g P by a , a g 2Z . We set P s l g P l, h G 0 for anyi i G 0 q i
4  . i g I . An element of P resp. P is called a integral weight resp.q
.dominant integral weight .
 .  .The quantized enveloping algebra U g is an associative Q q -algebraq
 . h  .generated by e , f i g I and q h g P* satisfying the following rela-i i
tions:
q0 s 1, q hq h9 s q hqh9 , 2.1 .
q he qyh s qh , a i:e , q h f qyh s qy h , a i: f , 2.2 .i i i i
y1 y1e , f s d t y t r q y q , 2.3 . .  .i j i , j i i i i
 :1y h , ai j
k k . 1yh , a :yk .i jy1 x x x s 0 i / j , 2.4 .  .  . i j i
ks1
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a i, a i.r2 hi w x  n yn.where x s e , f and we set q s q , t s q , n s q y q ri i i i i i i i i
 y1 . w x n w x n. n w x n. n w xq y q , n !s  k , e s e r n !, and f s f r n !.i i i ks1 i i i i i i i
 .It is well known that U g has a Hopf algebra structure with aq
comultiplication D given by
D q h s q h m q h , D e s e m ty1 q 1 m e , . . i i i i
D f s f m 1 q t m f , .i i i i
for any i g I and h g P*. We do not describe an antipode and a counit.
 .  .By this comultiplication, a tensor product of U g -modules has a U g -q q
module structure.
 .Let ) be the antiautomorphism of U g given byq
q* s q , q h * s qyh , eU s e , f U s f . 2.5 . . i i i i
 .Let k be the automorphism of U g given byq
kk h yh k kq s q , q s q , e s f , f s e . 2.6 . . i i i i
These satisfy
)) s kk s id, ) k s k). 2.7 .
2.2. Definition of Crystals
w xLet us recall the definition of crystals 3, 4 . The notion of a crystal is
motivated by abstracting some combinatorial properties of crystal bases.
DEFINITION 2.1. A crystal B is a set with the following data:
wt: B ª P , 2.8 .
 4  4« : B ª Z " y` , w : B ª Z " y` for i g I , 2.9 .i i
Ä 4  4e : B ª B " 0 , f : B ª B " 0 for i g I. 2.10 .Äi i
Here 0 is an ideal element which is not included in B. The data are subject
to the following axioms: For b, b , b g B,1 2
 :w b s « b q h , wt b , 2.11 .  .  .  .i i i
wt e b s wt b q a if e b g B , 2.12 .  . .Ä Äi i i
Ä Äwt f b s wt b y a if f b g B , 2.13 .  . .i i i
Äe b s b if and only if f b s b , 2.14 .Äi 2 1 i 1 2
Äif « b s y`, then e b s f b s 0. 2.15 .  .Äi i i
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 .From 2.14 , we can consider the following graph structure on a crystal
B.
DEFINITION 2.2. The crystal graph of crystal B is an oriented and
Ä colored graph given by the rule b ª b if and only if b s f b b , b g1 i 2 2 i 1 1 2
.B .
 .DEFINITION 2.3. i If B has the weight decomposition B s " B ,llg P
 <  . 4where B s b g B wt b s l for l g P, we call B a P-weighted crystal.l
 .ii Let B and B be crystals. A morphism of crystals c : B ª B is a1 2 1 2
 4  4map c : B " 0 ª B " 0 satisfying the following axioms:1 2
c 0 s 0, 2.16 .  .
wt b s wt c b , « b s « c b , w b s w c b .  .  .  .  .  . .  .  .i i i i
if b g B and c b g B , 2.17 .  .1 2
c e b s e c b if b g B satisfies c b / 0 and c e b / 0, .  . .  .Ä Ä Äi i 1 i
2.18 .
Ä Äc f b s e c b if b g B satisfies c b / 0 and c f b / 0. .  .Ä .  .i i 1 i
2.19 .
 .iii A morphism of crystals c : B ª B is called strict if the associated1 2
Ä 4  4map from B " 0 ª B " 0 commutes with all e and f . If c isÄ1 2 i i
injective, surjective, and strict, c is called an isomorphism.
 .iv A crystal B is a normal if for any subset J of I such that
 ..a , a is a positive definite symmetric matrix, B is isomorphic to ai j i, jg J
 .  .crystal base of an integrable U g -module, where U g is the quantumq J q J
 . h  .algebra generated by e , f j g J and q h g P* .j j
For crystals B and B , we shall define their tensor product B m B as1 2 1 2
<B m B s b m b b g B , b g B , 2.20 4  .1 2 1 2 1 1 2 2
wt b m b s wt b q wt b , 2.21 .  .  .  .1 2 1 2
 :« b m b s max « b , « b y h , wt b , 2.22 .  .  .  .  . .i 1 2 i 1 i 2 i 1
 :w b m b s max w b , w b q h , wt b , 2.23 .  .  .  .  . .i 1 2 i 2 i 1 i 2
e b m b , if w b G « b , .  .Äi 1 2 i 1 i 2e b m b s 2.24 .  .Äi 1 2  b m e b , if w b - « b , .  .Ä1 i 2 i 1 i 2
Äf b m b , if w b ) « b , .  .i 1 2 i 1 i 2Äf b m b s 2.25 .  .i 1 2  Äb m f b , if w b F « b . .  .1 i 2 i 1 i 2
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 .Here we understand that 0 m b s b m 0 s 0. Let C I, P be the cate-
gory of crystals determined by the data I and P. Then m is a functor from
 .  .  .  .C I, P = C I, P to C I, P and satisfies the associative law B m B1 2
 .  .  .m B ( B m B m B by b m b m b ª b m b m b . Therefore,3 1 2 3 1 2 3 1 2 3
the category of crystals is endowed with the structure of the tensor
category.
For a crystal B, let B n be the crystal given by
n n < 4B [ b b g B ,
wt bn s ywt b , « bn s w b , w bn s « b , .  .  .  .  .  .i i i i
n nn nÄ Äe b s f b , f b s e b . .  .  .Ä Ä .i i i i
Then we have
n nn n n nB m B ( B m B by b m b l b m b . 2.26 .  .  .1 2 2 1 1 2 2 1
EXAMPLE 2.4. We give some examples of crystals.
 .  4i For l g P, we set T s t withl l
Äwt t s l, « t s w t s y`, e t s f t s 0. .  .  .  .  .Äl i l i l i l i l
We can see that T m T ( T and B m T ( T m B ( B for anyl m lqm 0 0
crystal B.
 .  . < 4ii For i g I, we set B [ n n g Z withi i
wt n s na , « n s yn , w n s n , .  .  . .  .  .i i ii i i
« n s y`, w n s y` for j / i , .  . .  .i ij j
Äe n s n q 1 , f n s n y 1 , .  .  .  .Ä i i i ii i
Äe n s f n s 0 for j / i . .  .Ä i ij j
 .   .  ..  .iii For l g P , let L l , B l be the crystal base of a U g -integra-q q
 .  .  .ble highest weight module V l . B l is the crystal associated with V l .
 .  .n  .Set B yl s B l . Then B yl is isomorphic to the crystal associated
 .  .  .with an integrable lowest weight module V yl . For b g B l , « b andi
 .w b are given byi
< n« b s max n e b / 0 , .  4Äi i
Än<w b s max n f b / 0 . .  4i i
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 .   .  .. y .  .iv Let L ` , B ` be a crystal base of U g . B ` is a crystalq
y .  .  .n  .associated with U g . Set B y` s B ` . B y` is isomorphic to theq
q .  .  .n  .kcrystal associated with U g . In fact, we have B y` s B ` ( B `q
n k  . kby b l b . For any b g B ` and i g I there exists k such that e b s 0.Äi
 .  .Then « b and w b are given byi i
< n« b s max n e b / 0 , .  4Äi i
 :w b s h , wt b q « b . .  .  .i i i
3. CRYSTALS OF MODIFIED QUANTUM ALGEBRA
w x w x  w x.This section is devoted to review 4 and 9 see also 8 .
3.1. Modified Quantum Algebra and Crystal Base
 .  .For an integral weight l g P, let U g a be the left U g -moduleq l q
given by
U g a [ U g r U g q h y qh , l: , 3.1 .  .  .  . .q l q q
hgP*
where a is the image of the unit by the canonical projection. We setl
ÄU g s U g a , 3.2 .  .  .[q q l
lgP
which is called modified quantum algebra.
Ä  .We shall see a crystal base of U g . Taking l g P and choosingq
 .z , m g P such that l s z y m, we get the following U g -linear surjec-q q
tive homomorphism:
p : U g a ª V z m V ym , .  .  .z , m q l
a ¬ u m u , 3.3 .l z ym
 .  .  .where V z and V ym are as in Example 2.4 iii and u and u arez ym
their highest weight vector and lowest weight vector, respectively.
 w x.THEOREM 3.1 cf. 9, 4 . For any l g P, there exists a unique pair
   . .   . ..L U g a , B U g a that satisfies the following properties:q l q l
 .   .  . < 4   . .i We set A [ f q g Q q f has no pole at q s 0 . L U g a is aq l
 .  .   . .   . .free A-module such that U g a ( Q q m L U g a and B U g a isq l A q l q l
  . .   . .a Q-basis of the Q-¨ ector space L U g a rqL U g a .q l q l
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 .ii For any z , m g P with l s z y m, we ha¨eq
p L U g a ; L z m L ym . .  .  . . .z , m q l A
and the induced map
p : L U g a rqL U g a .  . .  .z , m q l q l
ª L z rqL z m L ym rqL ym . .  .  .  . .  .
   . ..  .  .  4satisfies p B U g a ; B z m B ym " 0 .z , m q l
 .   . .iii There is a structure of crystal on B U g a such that p gi¨ es aq l z , m
strict morphism of crystals for any z , m g P with l s z y m.q
Set
Ä ÄL U g , B U g [ L U g a , B U g a . .  .  .  . .  .[  . /  / /q q q l q l
lgP
Ä  . .   ..Remark. B U g a is a normal crystal and then B U g is a normalq l q
crystal.
 .  .  .Let B ` , B y` , and T l g P be the crystals given in Example 2.4.l
 wThe following theorem plays a significant role in this paper see 4,
x.Sect. 3 .
  . .  .  .THEOREM 3.2. B U g a ( B ` m T m B y` as a crystal.q l l
Ä  ..  .  .COROLLARY 3.3. B U g ( [ B ` m T m B y` as a crystal.q llg P
3.2. Description of the Operation )
Ä .  .By definition, the operation ) given in 2.5 acts on an element of U gq
y . q . q . y .as follows. Let P be an element of U g U g q U g U g . Arbi-q q q q
 .trary element u g U g a can be written in the form u s Pa . Then weq l l
have
Pa * s a P*. 3.4 .  .l yl
Furthermore, we have the following results:
Äw x  .   ..THEOREM 3.4 4 . i L U g is in¨ariant by ).q
Ä Ä .   ..   ..ii B U g * s B U g .q q
 .  .  .iii For l g P, b g B ` , and b g B y` , we get1 2
b m t m b * s bU m t m bU . 3.5 .  .1 l 2 1 ylywtb .ywtb . 21 2
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3.3. Weyl Group Action and Extremal Vectors
w xThis section is devoted to review 4, Sect. 7.8.9 . Let B be a normal
w  .xcrystal see Definition 2.3 iv . Let us define the Weyl group action on the
underlying set B. For i g I and b g B, we set
Ähi , wtb.:  :f b , if h , wt b G 0, .i iS b s 3.6 .i yh , wtb.: i  :e b , if h , wt b - 0. .Äi i
We can easily obtain the formula
2 ÄS s id, S e s f S , wt S b s s wt b , 3.7 .  .  . .Äi i i i i i i
 .  :where s l s l y h , l a is the simple reflection.i i i
Let g be a rank 2 finite dimensional Lie algebra and let W be the Weyl
group associated with g. We set w s s ??? s , a reduced expression of0 i i1 k w xthe longest element of W. Here we get the following 4, Sect. 7 :
PROPOSITION 3.5. Let B be a normal crystal. For any b g B, S ??? S bi i1 k
does not depend on the choice of reduced expression.
 4COROLLARY 3.6. S satisfies the braid relation.i is1, 2
 4Thus for general g , we know that S defines the Weyl group actioni ig I
on a normal crystal B.
 .DEFINITION 3.7. i Let B be a normal crystal. An element b g B is
Äcalled i-extremal, if e b s 0 or f b s 0.Äi i
 .ii An element b g B is called extremal if for any l G 0, S ??? S b isi i1 l
i-extremal for any i, i ??? i g I.1 l
Ä  ..  w x.The crystal B U g is a normal crystal see 4 . Then we can considerq
the Weyl group action on it and obtain the following theorem.
Ä  ..THEOREM 3.8. Any connected component of B U g contains an ex-q
tremal ¨ector.
4. CRITERIA FOR CRYSTALLIZED PETER]WEYL
TYPE DECOMPOSITION
Ä  .4.1. Right Crystal Structure on U gq
 .  .Let ) be the antiautomorphism given in 2.5 . By Theorem 3.4 ii , we
Ä  ..can define for b g B U g ,q
«U b [ « b* , wU b [ w b* , 4.1 .  .  .  .  .i i i i
U ÄU Äe b [ e b* *, f b [ f b* *. 4.2 .  .  .  .  . .Ä Ä  .i i i i
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Ä  ..Using these, we can define another crystal structure on B U g . This newq
crystal structure has the following remarkable property, which motivated
Ä  ..us to consider the Peter]Weyl type decomposition on B U g .q
U ÄU Äw xTHEOREM 4.1 4 . e and f are commutati¨ e with all e s and f s onÄ Äi i i i
Ä Ä  ..   ..B U g , that is, on B U g for any i, j g I,q q
U U Ä U U Ä ÄU ÄU Ä ÄU ÄU Äe e s e e , f e s e f , e f s f e , f f s f f .Ä Ä Ä Ä Ä Ä Ä Äj i i j j i i j j i i j j i i j
A crystal endowed with another crystal structure as above is called
bicrystal.
max  .4.2. Crystal B l
For l g P, we set
max <B l [ b g B U g a b* is an extremal vector . 4.3 .  .  . 4 .q l
max Ä .   ..By the following lemma, B l is a subcrystal of B U g .q
LEMMA 4.2.
max max Ä max max 4  4e B l ; B l " 0 , f B l ; B l " 0 . .  .  .  .Äi i
max  .Proof. Let b be an element of B l . For any i, i , . . . , i g I, by the1 k
definition of extremal vector, b* satisfies,
Äe S ??? S b* s 0 or f S ??? S b* s 0. 4.4 .Äi i i i i i1 k 1 i
 .By operating ) on the both sides of 4.4 and by the fact )) s id, it
follows that
U U U ÄU U Ue S ??? S b s 0 or f S ??? S b s 0, 4.5 .Äi i i i i i1 k 1 k
U U ÄU  ..  .where S b [ S b* *. This 4.5 is written by using only e s and f s.Äi i i i
Thus, by Theorem 4.1, for any j g I we obtain
U U U ÄU U Ue S ??? S e b s 0 or f S ??? S e b s 0Ä Ä Äi i i j i i i j1 k 1 k
and
U U U Ä ÄU U U Äe S ??? S f b s 0 or f S ??? S f b s 0.Äi i i j i i i j1 k 1 k
Therefore, by operating ) on the both sides, we get
Äe S ??? S e b * s 0 or f S ??? S e b * s 0Ä Ä Ä .  .i i i j i i i j1 k 1 k
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and
Ä Ä Äe S ??? S f b * s 0 or f S ??? S f b * s 0.Ä  /  /i i i j i i i j1 k 1 k
We have completed the proof.
max .The crystal B l has the following properties:
w x  . UPROPOSITION 4.3 4 . i For any i g I, S gi¨ es an isomorphismi
;U max maxS : B l ª B s l , .  .i i
b ¬ SU b. 4.6 .i
 .   . .ii Let u g B U g a be the corresponding element to u m t m ul q l ` l y`
  . .  .  .through the isomorphism B U g a ( B ` m T m B y` . Then u gq l l l
max  .B l .
4.3. Criteria for Peter]Weyl Type Decomposition
For l g P, set
Ä Ä Ä Ä  4B l [ X ??? X u ; X s e , f , i g I , k G 0 _ 0 ; B U g a , .  .Ä  . 5i i l i i i j q l1 k
ÄU ÄU U Ä Ä  4B l * [ X ??? X u : X s e , f , i g I , k G 0 _ 0 . . Ä 5i i l i i i j1 k
 .  .Remark. i In terms of the crystal graph, B l is a connected compo-
  . .nent of B U g a containing u .q l l
 .  .  .ii If l is dominant, B l coincides with the one in Example 2.4 iii .
U ÄU .  .iii B l * is stable by the actions of e and f , that is,Äi i
U ÄU 4  4e B l * ; B l * " 0 , f B l * ; B l * " 0 . 4.7 .  .  .  .  .Äi i
U ÄU ÄU ÄU U Ä . iv By the definition of e and f , we have X ??? X u s X ???Äi i i i l i1 k 1Ä .X u *.i lk
Therefore, we get
B l * s b*; b g B l . 4.8 4 .  .  .
We consider the following three conditions.
Ä .   ..C1 . For any extremal vector b g B U g , there exists an embeddingq
of crystal
ÄB wt b ¨ B U g .  . .  /q
given by u ¬ b.wtb.
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 .  .  4C2 . For any l g P, B l s u .l l
 .  .C3 . Transitivity of extremal vectors For any extremal vectors b , b1 2
 .g B l , there exist i , . . . , i such that1 k
b s S ??? S b .2 i i 11 k
Ä  .  .  .  .PROPOSITION 4.4. If U g satisfies the conditions C1 , C2 , and C3 ,q
there exists the isomorphism of bicrystals,
Ä maxB U g ( B l m B yl *, 4.9 .  .  .  .[ /q
lgPrW
where W is the Weyl group associated with g and an isomorphism of bicrystals
is, by definition, an isomorphism for both crystal structures.
 .Remark. The tensor product in 4.9 has a different meaning from the
usual tensor product of crystals. In the tensor product in the R.H.S. of
Ä U ÄU .4.9 , e and f act on the left component and e and f act on the rightÄ Äi i i i
max Ä Ä .  .  .component, that is, for u m ¨ g B l m B yl *, X u m ¨ s X u m ¨i i
ÄU ÄU .  .and X u m ¨ s u m X ¨ X s e , f .i i i i i
Proof. In order to show Proposition 4.4, we shall prepare the following
lemmas.
Ä Ä U ÄU .   ..  4LEMMA 4.5. Let B l be a subset of B U g generated by e , fÄq i i ig I
max .from B l , that is,
Ä ÄU ÄU max  4B l [ X ??? X b; b g B l , i g I , X s e , f , k G 0 _ 0 . .  . 5i i j i i i1 k
4.10 .
Ä .  .  .If the conditions C1 and C2 hold, B l has a bicrystal structure, and we
ha¨e the following isomorphism of bicrystals:
;max Äw : B l m B yl * ª B l , 4.11 .  .  .  .
ÄU ÄU U ÄU ÄUb m X ??? X u ¬ X ??? X b. 4.12 .i i yl i i1 k 1 k
 .LEMMA 4.6. Suppose that the condition C3 holds. Then the following
 .  .A and B are equi¨ alent:
 .A l, l9 g P satisfy l9 s wl for some w g W.
Ä Ä .  .  .B B l s B l9 .
 .LEMMA 4.7. Suppose that C3 holds. For l, l9 g P if there is no w g W
Ä Ä .  .such that l9 s wl, we ha¨e B l l B l9 s B.
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Ä .Proof of Lemma 4.5. To see that B l is a well-defined bicrystal, it is
Ä Ä U ÄU .sufficient to show the stability of B l by the actions of e , f , e , and f ,Ä Äi i i i
which is derived easily from Theorem 4.1 and Lemma 4.2.
Next we shall verify the well-definedness of the map w. Since the
definition of the map w depends on the expression of a right component,
we have to show:
 . U U U U U max .I If X ??? X u s 0, X s X b s 0 for any b g B l .i i yl i i1 k 1 k
 . U U U U U U max  .II If X ??? X u s X ??? X u / 0, then for any b g B li i yl j j yl1 k 1 l
X U ??? X U b s X U ??? X U b / 0.i i j j1 k 1 l
 .  U U U .I Under the assumption X ??? X u * s X ??? X u s 0 it isi i yl i i yl1 k 1 k
enough to show
X U ??? X U b * s X ??? X b* s 0. .i i i i1 k 1 k
max  .  .By the definition of B l and Theorem 3.4 iii , b* is an extremal vector
and has a weight yl. Let B9 be the connected component containing b*.
 .  .Since the condition C1 holds, B9 ( B yl by b* l u . Thus, we obtainyl
 .I .
Ä Ä Ä Ä Ä Ä .II We set Y s e if X s f and Y s f if X s e . Then we haveÄ Äi i i i i i i i
ÄU ÄU ÄU ÄUY ??? Y X ??? X b s b. Therefore, it is sufficient to show thati i i ik 1 1 k
ÄU ÄU ÄU ÄUY ??? Y X ??? X b s b. 4.13 .i i j jk 1 1 l
 .We know that b* is an extremal vector and wt b* s yl. Let us denote
B9 for the connected component containing b*. By applying ) on the
 .L.H.S. of 4.13 , we get
ÄU ÄU ÄU ÄU Ä Ä Ä ÄY ??? Y X ??? X b * s Y ??? Y X ??? X b* g B9.i i j j i i j j /k 1 1 l k 1 1 l
Since X U ??? X U uU s X U ??? X U uU , applying ) we get X ??? X ui i yl j j yl i i yl1 k 1 l 1 k
s X ??? X u / 0 and thenj j yl1 l
Ä Ä Ä Äwt Y ??? Y X ??? X b* s wt b* s yl. 4.14 .  .i i j j /k 1 1 l
 .  . X  4By the condition C2 and the fact B9 ( B yl , we know that B s b* .yl
 .Thus, by 4.14 we have
Ä Ä Ä ÄY ??? Y X ??? X b* s b*. 4.15 .i i j jk 1 1 l
 .  .Applying ) on the both sides of 4.15 , we obtain 4.13 .
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By Theorem 4.1, it is trivial that
Ä Ä ÄU ÄUw ( X s X (w and w ( X s X (w .i i i i
Thus, the map w is a morphism of bicrystals.
We shall see the surjectivity of the map w. It is enough to show that if
ÄU ÄU Ä max ÄU ÄU U .  .X ??? X b g B l for b g B l , X ??? X u / 0. It is easy fromi i i i yl1 k 1 k
 .the fact that B9 ( B yl , where B9 is the connected component including
b*.
ÄUFinally, we shall see the injectivity of the map w. For u s b m X ???1 i1ÄU U ÄU ÄU U max  .  .X u and ¨ s b m X ??? X u g B l m B yl *, we shall provei yl 2 j j ylk 1 l
 .  .  .  .that if w u s w ¨ , u s ¨. Applying ) on w u s w ¨ , we get
Ä Ä U Ä Ä UX ??? X b s X ??? X b . 4.16 .i i 1 j j 21 k 1 l
U U  .Since both b and b are extremal vectors with weight yl and 4.161 2
implies that bU and bU are contained in the same connected component,1 2
U U Ä Ä U .  .by the conditions C1 and C2 we obtain b s b and X ??? X u s1 2 i i yl1 kÄ Ä UX ??? X u . Thus we get u s ¨ . Now we have completed the proof ofj j yl1 l
Lemma 4.5.
 .  .Proof of Lemma 4.6. In order to see A « B , it is enough to show
that for l9 s s l,i
Ä ÄB l9 ; B l . 4.17 .  .  .
;U max max .  .  .By Proposition 4.3 i , S : B l ª B l9 . Then we havei
max U max ÄB l9 s S B l ; B l . .  .  .i
Therefore, we get
Ä ÄB l9 ; B l . .  .
Ä Ä .  .Since l s s l9, we also get B l ; B l9 .i
 .  . max .Next we shall see that B « A . For u g B l there exists b gl
max  .B l9 and i , . . . , i such that1 k
ÄU ÄUu s X ??? X b.l i i1 k
Applying ) on the both sides, we get
U Ä Äu s X ??? X b*.l i i1 k
This implies that uU and b* belong to the same connected component.l
U  .Since both u and b* are extremal vectors, by C3 there exist j , . . . , jl 1 l
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such that
uU s S ??? S b*. 4.18 .l j j1 l
 U .  .  .Here note that wt u s yl and wt b* s yl9 by Theorem 3.4 iii . Thus,l
 .  .by 3.7 and 4.18 we obtain l s s ??? s l9.j j1 l
Ä Ä Ä .  .  .Proof of Lemma 4.7. We assume that B l l B l9 / B and b g B l
Ä .l B l9 . There exist i , . . . , i , j , . . . , j g I such that1 k 1 l
ÄU ÄU maxb [ X ??? X b g B l , .1 i i1 k
ÄU ÄU maxb [ X ??? X b g B l9 . .2 j j1 l
max  . U UBy the definition of B l , b and b are extremal vectors and1 2
wt bU s yl and wt bU s yl9. 4.19 .  .  .1 2
We also get
ÄU ÄU ÄU ÄUb s X ??? X Y ??? Y b , 4.20 .2 j j i i 11 l k 1
Äwhere Y is the same as in the proof of Lemma 4.5. Applying ) on thei
 .both sides of 4.20 , we get
U Ä Ä Ä Ä Ub s X ??? X Y ??? Y b .2 j j i i 11 l k 1
This implies that bU and bU are in the same connected component. By1 2
 .virtue of C3 , there exist l , . . . , l such that1 n
bU s S ??? S bU . 4.21 .2 l l 11 n
 .  .  .By 3.7 , 4.19 , and 4.21 , we obtain l9 s s ??? s l, which is a contradic-l l1 n
tion.
Proof of Proposition 4.4. By Lemma 4.6, we know that for l, l9 g P if
Ä Ä Ä .  .  .there exists w g W such that l9 s wl, B l s B l9 ; otherwise, B l l
Ä Ä Ä .  .  .B l9 s B by Lemma 4.7. Therefore, we get  B l s [ B llg P lg Pr W
and then
Ä ÄB l ; B U g . 4.22 .  .  .[  /q
lgPrW
Ä  ..On the other hand, for any b g B U g let B9 be the connectedq
Ä Äcomponent containing b*. By Theorem 3.8, there exist X , . . . , X suchi i1 kÄ Äthat X ??? X b* is an extremal vector. Then there exists some m g Pi i1 k
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such that
* U U maxÄ Ä Ä ÄX ??? X b* s X ??? X b g B m . . /i i i i1 k 1 k
Ä .This implies b g B m . Therefore, we get
Ä Ä ÄB U g ; B l s B l . 4.23 .  .  .  . [ /q
lgPrWlgP
 .  .By 4.22 and 4.23 we obtain
Ä ÄB U g s B l . .  .[ /q
lgPrW
Finally, by Lemma 4.5, we get the desired result.
5. CRYSTALLIZED PETER]WEYL TYPE DECOMPOSITION$Ä  ..FOR LEVEL 0 PART OF B U slq 2
$
In this section we set g s sl . As an application of Proposition 4.4, we2
shall give the Peter]Weyl type decomposition for the level 0 part of$Ä  ..B U sl explicitly. The notation and terminology used in this sectionq 2
w x w xfollow 3 and 10, Sects. 5]7 .
$Ä  .5.1. Crystals of Le¨el 0 Part of U slq 2
w x w xIn this section we shall review 3 and 10 .
Ä Ä .  .Let us denote U g for the level 0 part of U g given byq 0 q
Ä Ä < :U g [ b g U g c, wt b s 0 .  .  . 50q q
s U g a . .[ q l
 < : 4lgP [ lgP c , l s00
We set
<B [ n n g Z wt n s 2n L y L . 4 .  .  .` 0 1
We define the crystal structure on B by`
Ä Äe n s f n s n y 1 , e n s f n s n q 1 , .  .  .  .  .  .Ä Ä1 0 0 1
« n s w n s n , « n s w n s yn. .  .  .  .1 0 0 1
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Remark. We shall identify B with Z. Then we can consider summa-`
tion, subtraction, and absolute value for elements in B .`
We set
< < <P ` [ . . . , i , i , . . . , i i g B and if k 4 0, i s 0 , 4 .  .  .k kq1 y1 k ` k
5.1 .
< < <P y` [ i , . . . , i , i , . . . i g B and if k 4 0, i s 0 . 4 .  .  .0 k kq1 k ` k
5.2 .
; ; .  .  .There exist the isomorphisms B ` ª B ` m B and B y` ª B m` `
 . wB y` . Iterating these, we get the following isomorphisms of crystals 6,
x10, Sect. 5.1
B ` ( P ` , B y` ( P y` . .  .  .  .
For an integer m we set
<P [ p s . . . , i , i , . . . , i , i , i , . . . , i , i , . . . i g B  .m k kq1 y1 0 1 l lq1 k `
if k < 0, i s 0 and if l 4 0, i s m and i s ym . 5.34 .  .  .  .k 2 l 2 lq1
Furthermore, let us associate a weight with p g P in the followingm
manner:
wt p s i q i L y L .  . ky1 k 0 1 /
kgZ
 4  4q l q k max i , yi y max g , yg d , 5.4 . . ky1 k ky1 k /
kgZ
 .  .where l is an integer and g is the element in P given by g s 0k k m k
 .  .k .  .k - 0 and g s y m k G 0 . We set P s P as a set and thek m , l m
 .weight of an element in P is given by 5.4 . By Theorem 3.2, form , l
 .l s m L y L q ld we have0 1
$
P ( B U sl a . 5.5 . . /m , l q 2 l
Let us call an element of P a path.m , l
 . A path p s . . . , i , i , . . . has l walls at the position k l g Z , kky1 k ) 0
. < <  . < <g Z , if i q i s l. For a path p, we set n p s  i q i andky1 k k g Z ky1 k
 . call it a total number of walls in p. For n g Z , we set P n [ p gG 0 m
<  . 4  w x.P n p s n see 10, Sect. 5.3 .m
w x DEFINITION 5.1 10 . A segment d s i , i , . . . , i in p g P we allowj jq1 l m
.d s B, in which case we set j s l q 1 is a finite domain with length
l y j q 1 in p if there are walls at the positions j and l q 1 if j s l q 1,
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.this implies that there is more than one wall at j s l q 1 and there are no
 .walls at positions j q 1, j q 2, . . . , l. We denote l d [ l y j q 1 for the
length of domain d.
 .Remark. i By the definition of P , we know that any path has twom
infinite sequences in the forms . . . 0, 0, 0, 0 and "m, . m, " m, . . . . We
call these infinite domains.
 .ii Any finite domain with positive length is in the form
k , yk , k , yk , . . . , " k , . k . 5.6 .
 .  .For a path p g P n n G 0, m g Z , let d , d , . . . , d , d be them 0 1 ny1 n
sequence of domains in p. The domains d and d are infinite domains.0 n
w x  .DEFINITION 5.2 10 . i For a domain d with nonzero length, fixingj
 .some entry i in d and its position n , the domain type t d of d is givenn j j j
 .  .nby t d [ y1 i .j n
 .ii Let d and d be domains with nonzero length andk kq l
d , d , . . . , d be domains with zero length. Then domain typekq1 kq2 kqly1
 .  .  .  .  .d i s 1, . . . , l y 1 is given by t d s t d q i if t d - t dkq i kqi k k kql
 .  .  .  .and t d s t d y i if t d ) t d .kq i k k kql
 .  .Remark. i By Remark ii as above, this definition is well defined, i.e.,
a domain type is uniquely determined.
 . <  .  . <ii For domains d , d , . . . , d in a path p, we have t d y t d s 1.0 1 n j jq1
w x  .DEFINITION 5.3 10 . i A sequence of integers t , t , . . . , t is in1 2 ny1
< <m-domain configuration if t y t s 1 for j s 1, . . . , n, where m g Z,j jy1
t s 0, and t s m.0 n
 .  .ii Let t s t , t , . . . , t be in an m-domain configuration:1 2 ny1
 .a t is regular in t if t y t s t y t .j jy1 j j jq1
 .b t is critical in t if t y t s yt q t .j jy1 j j jq1
Here t s 0 and t s m.0 n
 .  .iii For a path p g P n , let d , . . . , d be its finite domains andm 1 ny1
 .   .  ..t d s t d , . . . , t d be the sequence of their domain types.1 ny1
 .  .  .a d is a regular domain if t d is regular in t d .j j
 .  .  .b d is a critical domain if t d is critical in t d .j j
 .  .iv For p g P n , let d , d , . . . , d be its finite domains andm 1 2 ny1
 .  .  .  .l d , l d , . . . , l d be their lengths. Domain parameter c d is given1 2 ny1 j
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by
l d .j
if d is a regular domain, c d [ , .j j 2
l d y 1 .j
if d is a critical domain, c d [ , .j j 2
ww xxwhere n is the integer part of a number n.
 .Let t s t , t , . . . , t be in an m-domain configuration and c s1 2 ny1
 .c , c , . . . , c be a sequence of nonnegative integers. For t and c, we1 2 ny1
set
P n; t ; c .m , l
t d s t and c d sc for any js1, 2, . . . , ny1, .  .j j j j
[ pg P n . .m , l 5where d , . . . , d are domains in p1 ny1
We have the following theorem.
w x  .THEOREM 5.4 10 . P n; t ; c is a connected component of P andm , l m , l
 .any connected component of P coincides with some P n; t ; c .m , l m , l
 .  w x.The crystal B ` has another path realization see 3 . For i g I, let Bi
 .  .  .be the crystal as in Example 2.4 ii . We define the map C : B ` ª B `i
Äm U U m .  .  .m B by C b s b m f 0 , where m s « b and b s e b. Then weÄi i 0 i i i 0 i
have the following:
w xTHEOREM 5.5 3 . For any i g I, C gi¨ es a strict embedding of crystals.i
 4Let us take a sequence i , i , . . . , i g I s 0, 1 such that i / i .1 2 n k kq1
$
Remark. In the case g s sl , there are only two choices of a sequence2
 .  .  .i , i , . . . : i , i , . . . s 1, 0, 1, 0, . . . or 0, 1, 0, 1, . . . .1 2 1 2
By iterating C we obtaini
C C midi i1 26 6
C : B ` B ` m B B ` m B m B 5.7 .  .  .  .i , . . . , i i i in 1 1 2 1
ª ??? ª B ` m B m ??? m B . 5.8 .  .i in 1
 .  .For any b g B ` if we take n 4 0, C b can be written in the formi , . . . , in 1
Äan Äa1C b s u m f 0 m ??? m f 0 a G 0 . .  .  .  .i ii , . . . , i ` i i kn 1n 1 n 1
Äan .  .  .  .For m ) n, since C b s u m 0 m ??? m 0 m f 0i , . . . , i ` i i i im 1 m nq1 n nÄa1 .m ??? m f 0 , the sequence a , a , . . . does not depend on the choice ofi i 1 21 1
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n. Thus, we have the embedding of crystal
<C : B ` ª . . . , a , a , . . . , a a g Z , a s 0 k 4 0 , 5.9 4 .  .  .  .n ny1 1 n G 0 k
Äak . w xwhere a means f 0 . In 3 , the image of the map C is describedk i ik k $
explicitly for any rank 2 Kac]Moody Lie algebra. In particular, for g s sl 2
we have
 .  .PROPOSITION 5.6. We set z s nr n y 1 n G 2. Then we ha¨en
a g Z and a s 0 k 4 0 , .n G 0 k<Im C s . . . , a , a , . . . , a . .n ny1 1 5a F z a n G 2 .nq1 n n
5.10 .
max .  .5.2. Description of B l with Le¨el l s 0
 .  .  .For b s b m t m b g B ` m T m B y` , by Theorem 3.4 iii we get1 l 2 l
b* s bU m t m bU1 ylywtb .ywtb . 21 2
s bU m t m bU g B ` m T m B y` . .  .1 ywtb. 2 ywtb.
 .Thus, by 4.3 and Theorem 3.2 we can write
max Ä<B l s b* b g B U g has a weight .  .  /q
yl and b is an extremal vector . 5.11 .5
max  . For level 0 weight l, we shall describe B l explicitly. Set l s m L y0
.L q ld , where l, m g Z. Let p g P be an extremal vector. Since all1 k
 w x. wwalls see 10, Sect. 5.3 in p are simultaneously q or y by 10, Theorem
x7.18 , we have
n L y L q jd , if all walls are q, .0 1wt p s 5.12 .  . n L y L q jd , if all walls are y. .1 0
where n is the number of walls in p and j is some integer. Thus, we obtain
the following lemma.
 .  .LEMMA 5.7. We set l s m L y L q ld with m G 0 resp. m F 0 . If0 1
 .b s . . . , i , i , . . . is an extremal ¨ector with the weight yl, then b hask kq1
< <  .m walls and all walls in b are y resp. q and b* g P .m , l
We shall describe the operation ) on an extremal vector p s . . . , i ,k
Ä.   . .  .i , . . . g B U g more precisely. Set b s . . . , i , i , . . . , i gkq1 q 0 k kq1 y1
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 .  .P ` ( B ` . We can define walls and domains in b in a similar way to
Definition 5.1.
 .  .  .DEFINITION 5.8. i For b s . . . , i , i , . . . , i g B ` , by defini-k kq1 y1
 .tion, there are q resp. y walls at position k F y1 if i q i ) 0ky1 k
 . < <resp. i q i - 0 and i q i is called the number of walls atky1 k ky1 k
< <position k. We also call  i q i the total number of walls in b.k Fy1 ky1 k
 .ii A domain in b is a finite subsequences i , i , . . . , i such thata aq1 b
i q i / 0, i q i / 0, and i q i s 0 for a F j - b, namely, aay1 a b bq1 j jq1
subsequence surrounded by neighboring two walls or a subsequence
 .. . . , i , i resp. i , i , . . . such that i q i / 0 and i q i s 0cy1 c c cq1 c cq1 jy1 j
 .for j F c resp. i q i / 0 and i q i s 0 for j ) c , namely, acy1 c jy1 j
 .  .subsequence of p on the left resp. right of the left-most resp. right-most
wall or an empty subsequence without entry which appears between two
neighboring walls in the same position.
Remark. The left-most domain is an infinite domain but the right-most
domain is not infinite.
 .EXAMPLE 5.9. For a path p s . . . , 0, 0, 1, y1, 3, y3 , there is a zero-
length domain between entries y1 and 3 and there is one infinite domain
. . . , 0, 0, 0, 0 and two finite domains 1, y1 and 3, y3.
If the total number of walls is n, there are n q 1 domains in b and we
shall denote d , d , . . . , d for them, where d is the left-most domain and0 1 n 0
d is the right-most domain. All domains except d include a finiten 0
 .number of entries. For a domain d j ) 0 , let l be the length of dj j j
 .s number of entries in d . In particular, the total sum of lengthsj
n
l b [ l .  j
js1
is called the length of b.
 .  .PROPOSITION 5.10. For b s . . . , i , . . . , i , i g P ` , suppose thatk y2 y1
X j  X  ..b has n walls with same signature and set l s  l l s l b . Then wej is1 i n
ha¨e
Än Än Ä2 Ä2 Ä Äb s f ??? f ??? f ??? f f ??? f u , 5.13 .X X Xj j j j j j `q1 q1lb. l l l l9 1ny1 2 1 1^ ` _^ ` _ ^ ` _
ll l2n 1
Äm X X .with the conditions that j / j , e f ??? u s 0 if l F k F l , andÄk kq1 j j ` my1 mkq 1 k
1, if all walls in b are q,
j slb.  0, if all walls in b are y.
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To show this proposition, we need the following lemmas:
 .  .LEMMA 5.11. For b s . . . , i , i , . . . , i g P ` and i s 0, 1 we setk kq1 y1
q, if i s 1, i.A b [ s i i q 2 i , where s i s .  .  .k k j /  y, if i s 0.
j-k
5.14 .
 .i If there exists k such that
A i. b ) A i. b for n - k and A i. b F A i. b for k - n F y1, .  .  .  .k n k n
  . .we ha¨e e b s . . . , i , e i , i , . . . , i ; otherwise, e b s 0.Ä Ä Äi ky1 i k kq1 y1 i
 .ii If there exists k such that
A i. b G A i. b for n - k and A i. b ) A i. b for k - n F y1, .  .  .  .k n k n
Ä Ä  . .we ha¨e f b s . . . , i , f i , i , . . . , i .i ky1 i k kq1 y1
 .  .   i. .4iii « b s max A b .i k Fy1 k
 .  i. .  i.  .iv If i s yi , then A b s A b .k kq1 k kq1
 .   . .v If e b s . . . , i , e i , i , . . . , we ha¨eÄ Äi ky1 i k kq1
¡  i.A b , if n - k , .n
 i. i. ~A b y 1, if n s k ,A e b s  . .Ä nn i
 i.¢A b y 2, if n ) k . .n
 i. .  i.  . < <Remark. Since A b s A b for j 4 0, there always exists k asj jq1
Ä .in ii . Thus, f b / 0 for any i.i
 .  . w x  .Proof. i and ii are easily obtained by Lemma 3.6 in 3 . Using 2.22
 .  i. .  .  .repeatedly, we get iii . By the definition of A b , iv and v are derivedk
easily.
 .  .  .LEMMA 5.12. For b s . . . , i , i , . . . , i g P ` ( B ` supposek kq1 y1
 . « 0b.  X X X .that all walls in b are y resp. q and set e b s . . . , i , i , . . . , iÄ0 k kq1 y1
w «1b.  X X X .xresp. e b s . . . , i , i , . . . , i . Then we haveÄ1 k kq1 y1
iX s yi for k s y1, y2, . . . . 5.15 .k ky1
Proof. We shall show the case that all walls are y. Let M [
 4m , . . . , m be the set of indices such that i q i - 0 and m - m1 p m y1 m 1 2j j
- ??? - m . Here note that any domain i , i , . . . , i is in thep m m q1 m y1j j jq1
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 .m jq 1ym jy1  .form l, yl, . . . , y l. By this fact and Lemma 5.11 iii , we have
A0. b - A0. b - ??? - A0. b s « b , 5.16 .  .  .  .  .m m m 01 2 p
A0. b y A0. b s yi y i ) 0. 5.17 .  .  .m m m y1 mj jy1 j j
 .  .We set n [ yi y i . Here note that by Lemma 5.1 i and iv , eÄj m y1 m ij j
 .  .acts on some i k g M or e b s 0. In this case, by 5.16 we know that eÄ Äk i 0
 . n p  .acts on i . Since e i s i q 1, if we apply e on b, by Lemma 5.11 vÄ Äm 0 k k 0p
we get
en p b s . . . , i , en p i , i , . . . 5.18 .Ä Ä  . /0 m y1 0 m m q1p p p
s . . . , i , yi , i , . . . . 5.19 . .m y1 m y1 m q1p p p
n p  .Furthermore, if we apply e on e b, it acts on i by Lemma 5.11 ii ,Ä Ä0 0 m py 1
 .v . Repeating this, we obtain
e« 0b.b s . . . , en1 i , . . . , en j i , . . . , en p i , . . . .Ä Ä Ä Ä .  .  . /0 0 m 0 m 0 m1 j p
Here note that
p
n s number of walls s y i q i .  . m y1 mj j
js1
p
0.s n s A b s « b . .  . j m 0p
js1
n j .Since i q e i s 0, we haveÄm y1 0 mj j
iX s yi . 5.20 .m m y1j j
If k f M, then iX s i and i q i s 0. This impliesk k ky1 k
iX s yi for k f M . 5.21 .k ky1
 .  .By 5.20 and 5.21 we obtain the desired result. The case that all walls are
q is shown similarly.
Proof of Proposition 5.10. We shall show the proposition by the induc-
 .  .tion on l b . If l b s 1, b is in the form
< <b s . . . , 0, 0, 0, k k s n . .  .
ÄnIf k ) 0, all walls in b are q and b s f u . If k - 0, all walls in b are y1 `
Änand b s f u . This corresponds to the case l s l s ??? s l s 0 and0 ` 1 2 ny1
 .l s n. Suppose that l b ) 1 and all walls in b are y. Lemma 5.12n
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« 0b.  « 0b. .  .implies that all walls in e b are q and l e b s l b y 1. Then, byÄ Ä0 0
the hypothesis of the induction,
« 0b. Än Än Ä2 Ä2 Ä Äe b s f ??? f ??? f ??? f f ??? f u . 5.22 .Ä0 1 j j j j j `l9 q1 l9 l9 q1 l9 1ny1 2 1 1^ ` _ ^ ` _^ ` _
y1 q l l ln 2 1
Än n .Since « b s n and b s f e b, we obtain the desired result. The caseÄ0 0 0
that all walls in b are q is shown similarly.
We set
a g Z , a F a ,k G 0 kq1 kB [ . . . , a , a , . . . , a ; C B ` , .  . .I k ky1 1 5a s 0 for k 4 0k
5.23 .
i G 0, i F 0,2 k 2 ky1
B [ . . . , i , i , . . . , i g P ` , 5.24 .  .  .II k kq1 y1 5< < < <i F i .ky1 k
Äa2 Äa1 .  .  .where we set . . . , a , . . . , a , a [ u m ??? m f 0 m f 0 .k 2 1 ` 1 1 0 0
We shall introduce the following lemma, similar to Lemma 5.11, which is
w xeasily obtained by Lemma 1.3.6 in 3 .
 .LEMMA 5.13. For b s . . . , a , a , . . . , a , a g B we setk ky1 2 1 I
Ã0.A b [ a q 2 a y a k G 1 , 5.25 .  .  .  .k 2 ky1 2 jy1 2 jy2
j)k
Ã1.A b [ a q 2 a y a k G 1 . 5.26 .  .  .  .k 2 k 2 j 2 jy1
j)k
Ã i. Ã i. Ã i. .  .  .  .i If there exists k such that A b ) A b for k - n and A b Gk n k
Ã i. .A b for k ) n G 1,n
. . . , a y 1, . . . , if i s 0, .2 ky1e b sÄi  . . . , a y 1, . . . , if i s 1; .2 k
Ã i. Ã i. .  .otherwise, e b s 0. If there exists k such that A b G A b for k - n andÄi k n
Ã i. Ã i. .  .A b ) A b for k ) n G 1,k n
. . . , a q 1, . . . , if i s 0, .2 ky1Äf b si  . . . , a q 1, . . . , if i s 1. .2 k
Ã i. .  .  4ii « b s max A .i k G1 k
The following lemma guarantees that B and B are stable by the action ofI II
e .Äi
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 .  .LEMMA 5.14. i If b s . . . , a , a , . . . , a g B and e b / 0, e b gÄ Äk ky1 1 I i i
B .I
 .  .ii If b s . . . , i , i , . . . , i g B and e b / 0, e b g B .Ä Äk kq1 y1 II i i II
 .Proof. i We consider the case of i s 0 and b g B . Suppose thatI
a changes to a y 1 by the action of e and a s a .Ä2 kq1 2 kq1 0 2 kq1 2 kq2
Ã0. Ã0. .  .A b y A b s a y 2 a q a s a y a F 0. Thisk kq1 2 kq1 2 kq2 2 kq3 2 kq3 2 kq2
Ã0. Ã0. .  .means A b F A b , which contradicts Lemma 5.13. Thus if ak kq1 2 kq1
changes to a y 1 by the action of e , a - a . As for the i s 1Ä2 kq1 0 2 kq2 2 kq1
case, we can show it similarly.
 .  . ii For b s . . . , i , i , . . . , i g B suppose that e b s . . . , i qÄk kq1 y1 II 0 k
.  i. .1, . . . / 0. Let A b be as in Lemma 5.11. By the assumption we havek
0. . 0.  .A b ) A b and then i q i - 0. Suppose that i G 0. Thenk ky1 k ky1 k
< < < <yi ) i G 0. This means i - i , which is a contradiction. Thus weky1 k k ky1
have i - 0. This implies 0 F i - yi and then 0 F i F yi y 1.k ky1 k ky1 k
< < < < <  . <Therefore, we get i F i q 1 s e i . Then it follows that if e b / 0,Ä Äky1 k 0 k 0
e b g B . The i s 1 case can be shown in a similar way.Ä0 II
 .Remark. i We know that a vector in B is in the image of C byI
Proposition 5.6.
 .  .ii Any element b s . . . , a , a g B is in the form2 1 I
b s . . . , 0, 0, 1, . . . , 1 , 2, . . . , 2 , . . . , n , . . . , n l G 0 . . / i^ ` _^ ` _ ^ ` _
l l l1 2 n
Now, we shall show the following proposition:
 .  .PROPOSITION 5.15. For b g B ` , suppose that c b g B and setI
 .d , d , . . . , d the domains in C b , that is,1 2 n
C b s . . . 0, 0, d , . . . , d g B , 5.27 .  .  .1 n I
 .where as in Remark ii we set
Äm Äm mmm m m md s m , . . . , m s f 0 m ??? m f 0 g B m ??? m B .  . ss lm s s s s1 m1 l 1 l^ ` _ m m^ ` _
lm
lm sm s 0, 1 . .j
Then we ha¨e
F b s . . . 0, 0, d , . . . , d g B , 5.28 .  .  .1 n II
; Ã .  .where F is the isomorphism F: B ` ª P ` and d is a domain gi¨ en bym
d s s sm m , . . . , s sm m g Bm lm , .  .m 1 l `m^ ` _
lm .where s is gi¨ en in 5.14 .
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To show the proposition, we shall prepare several lemmas.
 .  .LEMMA 5.16. Let b s . . . , a , a g B be as in 5.27 and b s1 2 1 I 2
Ä .  .  . w. . . , i , i g B be as in 5.28 . Then f b s . . . , a q 1, . . . resp.y2 y1 II i 1 k
Ä Ä .x   . . we b s . . . , a y 1, . . . if and only if f b s . . . , f i , . . . resp. e bÄ Äi 1 k i 2 i yk i 2
  . .xs . . . , e i , . . . .Äi yk
 i. Ã i. .  .Proof. Let A b be as in Lemma 5.11 and A b be as in Lemmak k
5.13. First, we shall show
Ã i.  i.A b s A b , 5.29 .  .  .k 1 y2 kq1yi 2
 4for any k g Z and i g 0, 1 . For this purpose, let us show the following:) 0
 .  .LEMMA 5.17. i If a is in d i.e., a s m ,2 ky1qi m 2 ky1qi
Ã i. j j< <A b s a j s s i , 1 F j F m y a j s s 1 y i , 1 F j F m . 5.30 .  . 4  4k 1 1 1
Ã .ii If i is in d ,y2 kq1yi m
 i. < j < jA b s a j s s i , 1 F j F m y a j s s 1 y i , 1 F j F m . .  4  4y2 kq1yi 2 1 1
5.31 .
Remark. Even if l s 0, sm and sm are uniquely determined bym 1 lmm mq1 m my1 m m applying the conditions s / s , s / s , and s / s if l isl 1 1 l 1 l mm my1 m
.  .even to the nearest nonempty domains. That is, let d , d , d a - b - ca b c
be domains such that d and d are nonempty and d is the empty domaina c b
surrounded by d and d . Then sb and sb are given by sb s 1 y sa anda c 1 l 1 lb a
s b s 1 y sc.l 1b
 .Proof. i We shall consider the i s 0 case. We know that a is the2 ky2
left-most entry of some d if and only if a - a . Now, am 2 ky1 2 ky2 2 ky2
Äa2 ky2 j .represents f 0 . Since the index of the left-most entry of d is s , if1 1 j 1
 .  .a is in some d i.e., a s m , by the above remark and 5.25 , we2 ky1 m 2 ky1
have
Ã0. j<A b s a y 2a j s s 1, 1 F j F m .  4k 1 2 ky1 1
< js m y 2a j s s 1, 1 F j F m 41
< j < js a j s s 0, 1 F j F m q a j s s 1, 1 F j F m 4  41 1
< jy 2a j s s 1, 1 F j F m 41
< j < js a j s s 0, 1 F j F m y a j s s 1, 1 F j F m . 4  41 1
Ã1. .A b is also given similarly.k 1
 .  .ii We shall consider the i s 0 case. By 5.14 , we can write
A0. b s y i q i . 5.32 .  . .k 2 jy1 j
jFk
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We know that i q i / 0 if and only if i is the left-most element ofjy1 j j
Ãsome d . Here note that if j is odd, i q i F 0 and if j is even,m jy1 j
i q i G 0 by the definition of B . Let i be the left-most element ofjy1 j II j
m m Ãd . If j is even, s s 1 and if j is odd, s s 0. Thus, if i is in d , bym 1 1 y2 kq1 m
 .the above remark and 5.32 we have
0. < j < jA b s y a j s s 1, 1 F j F m y a j s s 0, 1 F j F m .  4  4 .y2 kq1 2 1 1
5.33 .
< j < js a j s s 0, 1 F j F m y a j s s 1, 1 F j F m . 5.34 . 4  41 1
1.  .A b is also obtained by a similar argument.y2 k 2
 .Proof of Lemma 5.16. By Lemma 5.17 we obtain 5.29 .
Ä .  .For the i s 0 case, we set f b s . . . , a q 1, . . . . By Lemma 5.130 1 2 ky1
Ã0. Ã0. Ã0. Ã0. .  .  .  .this implies that A b G A b for k - n and A b ) A b fork 1 n 1 k 1 n 1
 . 0.  . 0.  .k ) n G 1. Thus, by 5.29 we have A b G A b for k - ny2 kq1 2 y2nq1 2
0.  . 0.  .and A b ) A b for k ) n G 1. Furthermore, by simpley2 kq1 2 y2nq1 2
calculations and the definition of B , for any j g Z ,II ) 0
A0. b y A0. b s i q i F 0, 5.35 .  .  .y2 j 2 y2 jq1 2 y2 jq1 y2 j
A0. b y A0. b s i q i G 0. 5.36 .  .  .y2 jy1 2 y2 j 2 y2 jy1 y2 j
This implies that
A0. b G A0. b F A0. b . .  .  .y2 jy1 2 y2 j 2 y2 jq1 2
Ä .Then by Lemma 5.11 ii , we know that the action by f on b never0 2
Ä Ä  . .touches i . Then we get f b s . . . , f i , . . . . Arguing similarly,y2 j 0 2 0 y2 kq1
Ä Ä Ä .   .we can show that f b s . . . , a q 1, . . . if f b s . . . , f i ,0 1 2 ky1 0 2 0 y2 kq1
.. . . . The other cases are shown similarly.
 . w  . xLEMMA 5.18. For b / . . . , 0, 0 g B resp. b / . . . , 0, 0 g B thereI II
 4exists i g 0, 1 such that
l e« ib. b s l b y 1, 5.37 .  .  .Ä .i
 .where l b is a length of b given as the largest number k ) 0 such that
 . w  .a / 0 for b s . . . , a , a , . . . , a resp. i / 0 for b sk j jy1 1 yk
 .x. . . , i , i , . . . , i .yk ykq1 y1
 .  .Proof. If l b is even, we choose i s 1 and if l b is odd, we choose
w  .i s 0. Here note that we chose the sequence of indices . . . , 1, 0, 1, 0 for
x  .  .B . We assume l b is odd and then i s 0, and set l b s 2k y 1 andI
« b.0e b s . . . , 0, 0, b , . . . , b resp. . . . , 0, 0, j , . . . , j . .Ä  .0 2 ky1 1 y2 jq1 y1
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Ã0. « 0b. .  .Suppose that b ) 0 resp. j ) 0 . Hence we have A e b sÄ2 ky1 y2 kq1 k 0
w 0.  « 0b. . x  .b ) 0 resp. A e b s j ) 0 and then by Lemma 5.13 iiÄ2 ky1 y2 kq1 0 y2 kq1
w  .x  « 0b. . wresp. Lemma 5.11 iii , « e b ) 0, which is a contradiction see Ex-Ä0 0
 .x  .ample 2.4 iv . Thus, we get b s 0 resp. j s 0 . For b g B , a2 ky1 y2 kq1 I 2 j
Äa2 j .represents f 0 . Then e never touches a . Then we have a sÄ1 1 0 2 ky2 2 ky2
b . By the definition of B , we know that b s a G a ) 0.2 ky2 I 2 ky2 2 ky2 2 ky1
 .Now we obtain 5.37 for b g B .I
 .For b g B , by the assumption l b is odd and by the definition of B ,II II
 .we have i q i G 0. Then, by the facts that w i s iy2 kq1 y2 kq2 0 y2 kq1 y2 kq1
 .  .  .and « i s yi , we get w i G « i . Therefore,0 y2 kq2 y2 kq2 0 y2 kq1 0 y2 kq2
 m ..  .  .w e i s w i q m G « i s yi for m G 0.Ä0 0 y2 kq1 0 y2 kq1 0 y2 kq2 y2 kq2
 .Thus, by 2.24 we obtain
em i m i s em i m i . .  .Ä Ä0 y2 kq1 y2 kq2 0 y2 kq1 y2 kq2
m w  .xThis implies that e 0 F m F « b never acts on the entry i andÄ0 0 y2 kq2
 .then i s j / 0. Now we get 5.37 for b g B .y2 kq2 y2 kq2 II
Proof of Proposition 5.15. Let us complete the proof of Proposition 5.15
  ..   ..by using the induction on l C b . For the case l C b s 1, we can write
Äa .  .  .  .  .C b s . . . , 0, 0, a s u m f 0 a ) 0 . Then we obtain F b s` 0 0
Äa .  .   ..  .f . . . , 0, 0, 0 s . . . , 0, 0, ya g B . Suppose l C b ) 1. Set C b s0 II
 .  .  .. . . , a , a , . . . , a and F b s . . . , i , i , . . . , i . By Lemma 5.18,k ky1 1 k kq1 y1
 « ib.  ..   ..there exists i such that l e C b s l C b y 1. Since B is stable byÄi I
« ib.  .  Xthe action of e by Lemma 5.14, we can set e C b s . . . , a , . . . ,Ä Äi i k
X X .  X X X . X  .a , a s . . . , 0, 0, d , d , . . . , d g B , where d 1 F m F r2 1 1 2 r I m^` _ ^` _ ^` _
is a domain given by
X Äm Ämm md s m , . . . , m s f m ??? m f ,Xm t t1 l^ ` _ m
Xlm
m  4 X Xwhere t g 0, 1 and l is the length of d . By the hypothesis of thej m m
« ib.  ..  « ib. .  X X X .induction, we can write e F b s F e b s . . . , i , . . . , i , iÄ Äi i yk y2 y1
ÃX ÃX ÃX ÃX .  .s . . . 0, 0, d , d , . . . , d where d 1 F m F r is a domain1 2 r m^` _ ^` _ ^` _
given by
ÃX m mXd s s t m , . . . , s t m. .  .m 1 lm
Ä « 0b. X .  .We consider the i s 0 case. If f e C b s . . . , a q 1, . . . , byÄ0 0 2 kq1
Ä « 0b. Ä X .   . .Lemma 5.16 we get f e F b s . . . , f i , . . . . Here note thatÄ0 0 0 y2 ky1
Ä X X X .f i s i y 1 and i F 0 by the definition of B . Then0 y2 ky1 y2 ky1 y2 ky1 II
Ä X X X<  . < < <  .f i s i q 1 s a q 1. Repeating this « b times, since0 y2 ky1 y2 ky1 2 kq1 0
Ä« 0b. « 0b. Äm « 0b. .  .  .   ..f e F b s F b and f e C b g B 0 F m F « b , we ob-Ä Ä0 0 0 0 I 0
tain the desired result.
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 .  .  .PROPOSITION 5.19. For b g B ` , we set F b s . . . , i , i , . . . , ik kq1 y1
 .  .  .g P ` . Suppose that all walls in F b are y resp. q and the total
 .number of walls is n g Z . Then there are n finite domains. Let l) 0 j
 .1 F j F n be the length of the jth finite domain. Then we ha¨e
F b* s . . . , 0, 0, d , d , . . . , d , .  /1 2 n
with
k k q1 k ql y1j j j jd s y j, y j, . . . , y j , 5.38 .  .  .  .j ^ ` _
l j
k q1 k q2 k qlj j j jresp. d s y j, y , . . . , y j , 5.39 .  .  .  .j ^ ` _
l j
 4where k g y1, y2, . . . is the position of the left-most entry of d .j j
Proof. We shall consider the case that all walls in b are y. Here note
Äm . wthe following: If b g B ` can be written b s f b9 with e b9 s 0 that is,Äi i
 . x« b s m ,i
ÄmC b* s b9 m f 0 5.40 .  .  .ii i
U  .  .  .since « b* s « b s m see Section 5.1 . By Proposition 5.10, we cani i
write b in the form
m
Xn n 2 2Ä Ä Ä Ä Ä Äb s f ??? f ??? f ??? f f ??? f u l s lX X X X0 j j j j j ` m jq1 q1l l l l 1ny1 2 1 1  /^ ` _ ^ ` _^ ` _ js1
l l ln 2 1
 X .with the conditions j / j 1 F k - l andk kq1 n
Äme f ??? u s 0, 5.41 .Ä  /j j `kq 1 k
X X  .  .for l - k F l and 1 F m F n. By virtue of 5.41 , we can apply 5.40my 1 m
to b* repeatedly and obtain
C b* s . . . , 0, 0, d , d , . . . , d , 5.42 .  .  .1 2 n
where
Äm Äm m nmm md s m , . . . , m s f 0 m ??? m f 0 and s s 0 1 F m F n . .  .  .ss lm s s l1 m1 l n^ ` _ m^ ` _
lm
lm
 .Since the vector 5.42 is in B , by Proposition 5.15 we haveI
Ã Ã ÃF b* s . . . , 0, 0, d , d , . . . , d , .  /1 2 n
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with
Ã m m m lmd s s s m , . . . , s s m g B . .  .m 1 l `m^ ` _
lm
 .  .  .  .We set F b* s . . . , i , . . . , i and C b* s . . . , a , . . . , a . If k isyk y1 k 1
Äak Äak .  . w  . xodd resp. even , we have a s f 0 resp. a s f 0 and i - 0k 0 0 k 1 1 yk
Ã .  .resp. i ) 0 . Then we have d s d 1 F j F n .yk j j
 .Now, we shall give a similar description for B y` . By the definition of
n, we have
;nB ª B ,` `
nn ¬ yn . .  .
 .  .  .k  .nAs mentioned in Example 2.4 iv , B .` s B "` ( B "` . Then we
 .can identify k with n on B "` . We obtain the following isomorphism:
;qF [ n(F( n : B y` ª P y` . .  .
 .Remark. For b g B ` , if we set
F b s . . . , i , i , . . . , i , .  .yk ykq1 y1
Fq bn s j , . . . , j , j , . . . , .  .0 k kq1
we get j s yi .k yky1
 . q . PROPOSITION 5.20. For b g B y` , we set F b s i , . . . , i ,0 k
.  . q .  .i , . . . g P y` . Suppose that all walls in F b are y resp. q andkq1
the number of walls is n g Z . Then there are n finite domains and set) 0
.  .them d , . . . , d . Let l 1 F j F n be the length of the finite domain d .1 n j j
Then we have
qF b* s d , d , . . . , d , 0, 0, . . . , .  /n ny1 1
where
k q1 k q2 k qlj j j jd [ y j, y j, . . . , y j , 5.43 .  .  .  .j ^ ` _
l j
k k q1 k ql y1j j j jresp. d [ y j, y j, . . . , y j , 5.44 .  .  .  .j ^ ` _
l j
 4where k g 0, 1, 2, . . . is the position of the left-most entry of d .j j
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 .  .Proof. If all the walls in some element b g B ` are q resp. y ,0
n k  .by the above remark all the walls in b [ b s b are y resp. q . By0 0
the commutativity of k and ) and Proposition 5.19, we get the desired
result.
For m g Z, we set
< <i g B and if k 4 0,k `
P y` s i , i , . . . , i , . . . . .  .m 0 1 k 5i s 0 , i s m , i s ym .  .  .yk 2 k 2 kq1
 . w xFor l s m L y L q ld by 10, 5.2 , there exists the isomorphism0 1
T m P y` ( P y` .  .l m
kt m i , . . . , i , i , . . . l i q m , . . . , i q y m , . . . , 5.45 .  .  . .l 0 2 k 2 kq1 0 k
 .  .  . .where weight of b in P y` is given by wt b s l q wt b9 t m b9 l b .m l
Now, we can describe the operation ) on extremal vectors. For a level 0
Ä .  .   . .weight l s m L y L q ld , let b s . . . , i , i , . . . g B U g be0 1 k kq1 q 0 yl
 .  .an extremal vector. By 5.12 and Lemma 5.7, if m ) 0 resp. m - 0 , then
 . < <all walls in b are y resp. q and the number of walls is m . There are
< <m y 1 finite domains in b denoted d , d , . . . , d . Let l be the length1 2 < m <y1 j
of d and k be the position of the left-most entry in a domain d withj j j
l ) 0.j
 .  .THEOREM 5.21. For l s m L y L q ld with m ) 0 resp. m - 00 1
Ä .   . .let b s . . . , i , i , . . . g B U g be an extremal vector as above.k kq1 q 0 yl
Set
k k q1 k y1X X X j j jq1d [ i , i , . . . , i s y j, y1 j, . . . , y j , .  .  .j k k q1 k y1j j jq1 ^ ` _
l j 5.46 .
k q1 k q2 kX X X j j jq1resp. d [ i , i , . . . , i s y j, y1 j, . . . , y j . .  .  .j k k q1 k y1j j jq1 ^ ` _
l j 5.47 .
Then we obtain
b* s . . . , iX , iX , . . . .k k q1j j
tq1 tq2s . . . , 0, 0, d , . . . , d , y m , y m , . . . , .  . /1 < m <y1
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where t is the position of the right-most entry in the subsequence d , . . . ,1
d , that is, t s k q l q l q ??? ql y 1 if l / 0.< m <y1 j j jq1 < m <y1 j
Proof of Theorem 5.21. We assume m ) 0 and then all walls in b are
 .  . w  .y. Set b s b m t m b g B ` m T m B y` m [ yl y wt b y1 m 2 m 1
 .xwt b , and2
b s . . . , i , . . . , i , i , .1 k y2 y1
t m b s i , i , . . . , i , . . . . .m 2 0 1 k
Let m and m be the total number of walls in b and t m b , respec-1 2 1 m 2
tively. Here note that m q m F m since the walls of b at position 0 are1 2
1  . 2  .not included in b nor t m b . Let d 1 F j F m and d 1 F j F m1 m 2 j 1 j 2
be the domain in b and t m b , respectively, and set l1 and l 2 the length1 m 2 j j
of d1 and d2, respectively, and k1 and k 2 the position of the left-mostj j j j
entry in d1 and d2 with nonzero length, respectively. That is,j j
b s . . . , 0, 0, d1 , d1 , . . . , d1 , .1 1 2 m1
t m b s d2 , d2 , . . . , d2 , . . . . .m 2 m m y1 12 2
1  . 2  .Here note that l s l for 1 F j - m and l s l for 1 F j - m .j j 1 j mq1yj 2
1 1  . 2 2Also note that k s k if l ) 0 l F j F m and k s k if l ) 0j j j 1 j mq1yj j
 .  .1 F j - m . By Propositions 5.15 and 5.20 and 5.45 , we have2
U Ã1 Ã1b s . . . , 0, 0, d , . . . , d , 5.48 . /1 1 m1
tq1 tq2U 2 2 2Ã Ã Ãt m b s d , d , . . . , d , y m , y m , . . . , 5.49 .  .  .l 2 m m y1 1 /2 2
where t is the position of the right-most entry in the subsequence
Ã2 Ã2 Ã2d , d , . . . , d andm m y1 12 2
k1 k1q1 k1 y11 j j jq1Ãd s y j, y j, . . . , y j , 5.50 .  .  .  .j ^ ` _
1l j
k 2 k 2q1 k 2 y12 j j jy1Ãd s y m y j , y m y j , . . . , y m y j , 5.51 .  .  .  .  .  .  .j ^ ` _
2l j
U U  .In particular, if we set b* s b m t m b s . . . , j , j , . . . , we have1 l 2 k kq1
j s ym and j s m y m . 5.52 .y1 1 0 2
This implies there are j q j s m y m y m G 0 walls at position 0.y1 0 1 2
We know that there are m walls in bU and m walls in t m bU. Thus, the1 1 2 l 2
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 .  .total number of walls in b* is m q m q m y m y m s m and1 2 1 2
Ã  .there are m y 1 finite domains in b*. We denote them d 1 F j F m y 1 .j
There are the following two cases:
 .  .I There is no wall at position 0 in b that is, m q m s m .1 2
 .  .II There are walls at position 0 in b that is, m q m - m .1 2
 .  .I In this case, m s m y m . Then by 5.52 we know that j q j s 01 2 y1 0
and then there is no wall at position 0 in b*. Thus, we have
1Ã Ãd s d s d 1 F j - m .j j j 1
and
2Ã Ãd s d s d m y m s m - j F m y 1 , .j myj j 2 1
k k q1 k y11 2 m m m q11 1 1Ã Ã Ãd s d j d s y m , y m , . . . , y m s d . .  .  .m m m 1 1 1 m1 1 2 1
 . II In this case, m y m y m ) 0. This means that there exist m y1 2
.  .m y m walls at position 0 in b* by 5.52 .1 2
1Ã Ãd s d s d 1 F j - m .j j j 1
and
2Ã Ãd s d s d m y m - j F m y 1 , .j myj j 2
Ãd s B s d m F j F m y m . .j j 1 2
Now, we obtain the desired result. The case m - 0 is also shown by the
similar way.
EXAMPLE 5.22. For
y5 y4 y3 y2 y1 0 1 2 3 4b s . . . , 0, 0, , , , ,y2 , 2 , y2, 2, . . .y1, 1 y2, 2, y2 1, y1, 1 /^ ` _^ ` _^ ` _
d d d1 2 3
we have
y5 y4 y3 y2 y1 0 1 2 3 4b* s . . . , 0, 0, , , , .y4 , 4 , y4, 4, . . .y1, 1 y2, 2, y2 3, y3, 3 /^ ` _^ ` _^ ` _
d d d1 2 3
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 .  .COROLLARY 5.23. For le¨el 0 weight l s m L y L q ld l, m g Z ,0 1
max < <B l s P m ; m; c , 5.53 .  .  .[ m , l
ª < m <y1cgZ G0
where
1, 2, . . . , m y 1 , if m G 0, .
m s  y1, y2, . . . , m q 1 , if m - 0. .
 4  .Proof. Let b be d be as in Theorem 5.21. By Definition 5.2 and 5.46j
we have
j, if m ) 0,
t d s /j  yj, if m - 0.
ww xx ww xxFor b* in Theorem 5.21 setting c [ l r2 n is the integer part ofj j
.n , since all domains are regular, we get
< <b* g P m ; m; c , 5.54 .  .m
 .  .where c s c , c , . . . , c . By 5.11 we have1 2 < m <y1
max < <B l ; P m ; m; c . .  .[ m , l
< m <y1cgZ G0
 .Now suppose that m ) 0 the case m - 0 can be discussed similarly . It
 .  . my 1follows from formula 5.4 that for any c s c , c , . . . , c g Z we1 2 my1 G 0
can choose some r g Z such that there exists an extremal vector b g0
 < < .  .  .P m ; m; c with wt b s ym L y L y ld .m , r 0 0 1
 < < . .Let b be an extremal vector in P m ; m; c r g Z with y walls0 m , r
 .  .  . Uresp. q walls and weight wt b s ym L y L y ld . Then b is an0 0 1 0
element of P . This vector b is in the formm , l 0
tq1 tq2b s . . . , 0, 0, d , d , . . . , d , y1 m , y1 m , . . . , .  . /0 1 2 < m <y1
d s yj, j, yj, . . . ,j ^ ` _
2c j
where t is the same as in Theorem 5.21. Due to the form of d and the factj
 .t d s j, the position of the left-most entry in any domain is odd. Then byj
Theorem 5.21, we can write
tq1 tq2X X XUb s . . . , 0, 0, d , d , . . . , d , y1 m , y1 m , . . . , .  . /0 1 2 < m <y1
dX s yj, j, yj, . . . , .j ^ ` _
2c j
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X U  < < .Thus, we have d s d and then b s b as an element of P m ; m; c .j j 0 0 m
  .  U . .Note that in general, wt b y wt b g Zd .0 0
 < < . U USince P m ; m; c is generated by the extremal vector b and b gm , l 0 0
max  .B l , we get
< < max my1P m ; m; c ; B l for any c g Z . .  .m , l G 0
Now we get the desired result.
 .5.3. Description of B yl *
 .  .For l s m L y L q ld m, l g Z , the generator u s u m t m0 1 yl ` yl
u corresponds to the pathy`
y2 y1 0 1 2
b s . . . , 0 , 0 , ym , m , ym , . . . .0  /
We set
0 [ 0, 0, . . . , 0 . .^ ` _
< <m y 1
 < < .Then b is an element of P m ; ym; 0 . This implies0 ym , yl
< <B yl ( P m ; ym; 0 . .  .ym , yl
 . max .As we know by the results in the previous section, B yl ; B yl .
 .Thus, every element in B yl * is an extremal vector with weight l. For
 < < .  .  .  .an element b g P m ; ym; 0 , let d b , d b , . . . , d b be itsym , yl 1 2 < m <y1
 .  .  .finite domains and l b , l b , . . . , l b be their lengths. Since any1 2 < m <y1
 < < .  .domain in P m ; ym; 0 is a regular domain, we have l d s 0 or 1ym , yl j
for any j, namely,
< <P m ; ym; 0 .ym , yl
< < < < <s b g P m l d s 0 or 1 for j s 1, 2, . . . , m y 1 . 5.55 .  . 4 .m , yl j
 . max  .We can describe the action of ) on an element in B l ; B l by
Theorem 5.21 because )y1 s ). Then we obtain the following:
 .PROPOSITION 5.24. For l s m L y L q ld ,0 1
$ÄB yl * s b g B U sl .  . /q 2 0
< <b is an extremal vector with m walls, wt b s l, .
.< < 5l b s 0 or 1 for any j s 1, . . . , m y 1 .j
5.56 .
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$Ä  . .5.4. Explicit form of Peter]Weyl type decomposition of B U slq 2 0
$Ä  ..The crystal of modified quantum algebra B U sl has a decomposi-q 2
tion as a bicrystal,
$ $ $ $Ä Ä Ä ÄB U sl s B U sl [ B U sl [ B U sl , .  .  .  . /  /  /  /q 2 q 2 q 2 q 2q 0 y
$ $Ä  .  .where U sl [  U sl a . The crystallized Peter]Weyl typeq 2 " " c, l:) 0 q 2 l$Ä  . . w xdecompositions of B U sl have been given in 4 . By applying Propo-q 2 "
sition 4.4, we can describe the crystallized Peter]Weyl type decomposition$Ä  . .for B U sl .q 2 0
THEOREM 5.25. There exists the following isomorphism of bicrystals:
$
maxÄB U sl ( B l m B yl *, 5.57 .  .  .[ . /q 2 0
lgP rW0
$
 < : 4where P s l g P c, l s 0 and W is the Weyl group associated with sl .0 2
Proof. In the course of the proof of Proposition 4.4, it is enough to
show that the following conditions hold:
$Ä .   . .C19 . For any extremal vector b g B U sl , there exists an embed-q 2 0
ding of crystal
$ÄB wt b ¨ B U sl , . .  . /q 2 0
given by u ¬ b.wtb.
 .  .  4C29 . For any l g P , B l s u .0 l l
 .  .  .C39 . For any extremal vectors b , b g B l l g P there exist1 2 0
i , i , . . . , i such that1 2 k
b s S S ??? S b .2 i i i 11 2 k
$Ä .   . .C19 For an extremal vector b g B U sl let B9 be the connectedq 2 0
 .  .component including b and set l s m L y L q ld [ wt b . By Corol-0 1
w xlary 7.28 in 10 , we have
m < m <B9 ( Aff B ( B l , .  .l
< <m mlb l z m e l u , 5.58 .  .l
 4  < < 4 < <where e g " , l g 0, 1, . . . , m y 1 , and l ' l mod m . This implies that
 .C19 holds.
CRYSTALLIZED PETER]WEYL DECOMPOSITION 185
 .C29 The vector u corresponds to the pathl
y2 y1 0 1 2
b s . . . , 0 , 0 , m , ym , m , . . . . /
 < < .This b is an element of P m ; m; 0 . Thus, we havem , l
< <B l ( P m ; m; 0 . .  .m , l
w x  .By Lemma 7.27 in 10 and the comments below that lemma, we get C29 .
 .  . w xC39 By the formula 7.47 in 10 , we obtain the transitivity of extremal
 .vectors in B l for l g P .0
We shall describe Theorem 5.25 more precisely. Let us identify P with0
2  .  .Z by m L y L q ld l m, l . Then the actions of simple reflections0 1
s , s g W on Z2 are given by1 0
s m , l s ym , l and s m , l s ym , l y m , 5.59 .  .  .  .  .1 0
 .  :  .where s l s l y h , l a , a s 2 L y L , and a s d y a . There-i i i 1 1 0 0 1
 .  . < 4fore, we have W ? m, l s "m, l q km k g Z and then we can identify
 . 2 < 4  . 4P rW with G [ m, l g Z m G 0, 0 F l - m j 0, l N l g Z . Thus,0
we have the following:
 .  < < .COROLLARY 5.26. Let us denote P m, l; c for P m ; m; c and1 m , l
 .  .P m, l for the R.H.S. of 5.56 . We ha¨e2
$ÄB U sl ( P m , l ; c m P m , l . .  .[ . /q 2 1 20
 .m , l gG
< m <y1cgZ G0
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