Maximum a posteriori probability estimates in infinite-dimensional
  Bayesian inverse problems by Helin, Tapio & Burger, Martin
ar
X
iv
:1
41
2.
58
16
v3
  [
ma
th.
ST
]  
2 J
un
 20
15
MAXIMUM A POSTERIORI PROBABILITY ESTIMATES IN
INFINITE-DIMENSIONAL BAYESIAN INVERSE PROBLEMS
TAPIO HELIN∗ AND MARTIN BURGER◦
ABSTRACT. A demanding challenge in Bayesian inversion is to efficiently char-
acterize the posterior distribution. This task is problematic especially in high-
dimensional non-Gaussian problems, where the structure of the posterior can be
very chaotic and difficult to analyse. Current inverse problem literature often
approaches the problem by considering suitable point estimators for the task.
Typically the choice is made between the maximum a posteriori (MAP) or the
conditional mean (CM) estimate.
The benefits of either choice are not well-understood from the perspective of
infinite-dimensional theory. Most importantly, there exists no general scheme
regarding how to connect the topological description of a MAP estimate to a
variational problem. The recent results by Dashti and others [8] resolve this is-
sue for non-linear inverse problems in Gaussian framework. In this work we
improve the current understanding by introducing a novel concept called the
weak MAP (wMAP) estimate. We show that any MAP estimate in the sense
of [8] is a wMAP estimate and, moreover, how the wMAP estimate connects to a
variational formulation in general infinite-dimensional non-Gaussian problems.
The variational formulation enables to study many properties of the infinite-
dimensional MAP estimate that were earlier impossible to study.
In a recent work by the authors [6] the MAP estimator was studied in the
context of the Bayes cost method. Using Bregman distances, proper convex
Bayes cost functions were introduced for which the MAP estimator is the Bayes
estimator. Here, we generalize these results to the infinite-dimensional setting.
Moreover, we discuss the implications of our results for some examples of prior
models such as the Besov prior and hierarchical prior.
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1. INTRODUCTION
Bayesian inversion recasts inverse problems in the form of a statistical quest for
information. From the Bayesian perspective, the solution to an inverse problem is
the probability distribution of the unknown when all information available has been
incorporated into the model [18]. This solution, called the posterior distribution,
describes our best understanding of what are the more and less probable values of
the unknown.
The drawback of the Bayesian method, especially for high-dimensional prob-
lems, is the challenge to represent and process the information encoded in the pos-
terior. What is a good representative of the posterior distribution? Moreover, how
does this information change if the discretization of the problem is refined?
A widely used approach in the inverse problem literature is to consider either the
maximum a posteriori (MAP) or the conditional mean (CM) estimate as the ulti-
mate representative. However, the topic is much debated and it is currently unclear
under what conditions a high-dimensional non-Gaussian posterior distribution is
well characterized by either estimator [23].
In the scheme of Bayes cost formalism, the MAP estimate is often discredited
for being only asymptotically a Bayes estimator for the uniform cost function. Re-
cent work by the authors [6] sheds new light on this topic by introducing proper
convex Bayes cost functions for which the MAP estimator is the Bayes estimator.
This result, utilizing so-called Bregman distances, indicates that the MAP estimate
can provide better representation properties for common non-Gaussian posteriors
originating e.g. from sparsity priors [19]. Unfortunately, the techniques used in [6]
are limited to finite-dimensional problems. The infinite-dimensional generalization
is challenging due to the fact that it is not well-understood how the definition of
a MAP estimate connects to the standard variational formulation in non-Gaussian
problems.
The lack of infinite-dimensional theory on the MAP estimate is problematic
also from another perspective. Namely, it is currently not known when the MAP
estimates are discretization invariant [22]. In other words, if the discretization of
the unknown is refined, does the finite-dimensional MAP estimates converge to the
infinite-dimensional counter-part? The answer is known to be negative in some
cases [23]. From practical point of view, it would be important to distinguish and
better understand such cases. A variational characterization of the limiting infinite-
dimensional estimate could provide more insight into this problem.
For Gaussian prior and noise distributions this issue was solved in [8] by utiliz-
ing the theory of small ball probabilities. In this paper, we improve the situation in
the non-Gaussian setting by introducing new means to characterize the MAP esti-
mate. This approach stems from differentiability calculus developed for measures
by Fomin in late 1960s [10, 11]. In the core of our method is an interesting con-
nection between the differentiability and quasi-invariance of measures originally
discovered by Skorohod (see [28]). This theory relates so-called logarithmic de-
rivative of probability measures and the generalized Onsager–Machlup functional.
Here, such a connection is fundamental since the logarithmic derivative is directly
connected to the variational formalism via its zero points (interpreted in suitable
sense), whereas the Onsager–Machlup functional is related to the topological def-
inition introduced in [8]. With the help of these tools we are able to introduce
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a weak formulation of the MAP estimate that builds the much needed bridge be-
tween the two formalisms. Moreover, our work generalizes the results shown in
[6] related to the Bayes cost method. We want to point out that the possibility of
studying zero points of the logarithmic derivative has already been discussed in
[15].
Let us mention that the asymptotics of the posterior was first considered us-
ing total variation (TV) priors in [23]. This inspirational paper illustrated how the
TV prior can asymptotically lose its edge-preserving property. Likewise, the con-
ditions for convergence regarding the MAP and CM estimates were shown to be
inconsistent. It was in this paper where the concept of discretization invariance was
first coined for non-Gaussian priors, continuing a line of research starting in [24].
Similar inconsistency was also studied in the framework of hierarchical priors in
the earlier work by the authors [16, 17]. The concept of discretization invariance
has later been refined in [16, 22]. Notice that if the prior distribution converges
weakly, the posterior can be shown to converge weakly in general settings [20, 21].
Moreover, Bregman distance in connection to Bayesian models has been consid-
ered earlier in [12, 14]. For an excellent overview of infinite-dimensional Bayesian
inverse problems, see [29, 20].
This paper is organized as follows. In Section 2 we discuss the problem setting
and main tools regarding Fomin differential calculus. Section 3 covers essential
results on the Onsager–Machlup functional in infinite-dimensional spaces. More-
over, a weak definition of the MAP estimate is given and its connection to earlier
definition in [8] is studied. Variational characterization of the weak MAP estimate
is described in Section 4, where we generalize the work in [6]. Finally, in Sections
5 and 6 we illustrate what our results imply for the Besov prior and the hierarchical
prior, respectively.
2. PRELIMINARIES
We consider the inverse problem of solving a linear equation
(1) m = Au+ e,
for the unknown u given the measurement m ∈ RM . Above, the unknown u
belongs to a separable Banach space X, the operator A : X → RM is linear
and e ∈ RM models the noise. In the Bayesian paradigm the unknown in (1) is
modelled by a random variable. The task is to estimate the conditional distribution
of u given the measurement, i.e. a sample of m. Note that m and A are usually
to be interpreted as discretizations of a random variable on an infinite-dimensional
space Y and a linear operator mapping to Y , respectively. Since we are mainly
interested in aspects of priors in infinite-dimensional spaces we do not carry out
the limit M → ∞ in the non-Gaussian setting of this paper, but leave it as a
relevant question for future research.
It is well-known that the solution to this problem is achieved via the Bayes
formula. Let us assume that λ is the prior probability distribution of u and e is
normally i.i.d. vector. Then the conditional distribution µ of u given m satisfies
(2) µ(A | m) = 1
G
∫
A
π(m | u)λ(du),
for almost every m ∈ RM , where A ∈ B(X), π(m | u) is the likelihood density
and G =
∫
RM
π(m | u)λ(du) is the normalizing constant [26].
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Remark 1. We point out that in Section 3 the posterior distribution in equation
(2) is considered from general perspective. Afterwards, for the rest of the paper we
assume a Gaussian likelihood, i.e.,
(3) π(m | u) ∝ exp
(
−1
2
|Au−m|2
)
.
In fact, also there the argument could be generalized since we use only proper-
ties including the differentiability, boundedness and log-concavity of π(m | u).
However, arbitrary likelihood density would require additional consideration in
the Bayes cost method in Section 4 and for simplicity we restrict ourselves to this
particular case.
The following concept originating to papers by Fomin in the 1960s [10, 11] is
the crux of this paper. A good overview of the Fomin calculus is given in [3].
Definition 1. A measure µ on X is called Fomin differentiable along the vector h
if, for every set A ∈ B(X), there exists a finite limit
(4) dhµ(A) = lim
t→0
µ(A+ th)− µ(A)
t
The set function dhµ defined by (4) can be written as a pointwise limit of the se-
quence of measures A 7→ n (µ(A+ n−1h)− µ(A)). Therefore, by the Nikodym
theorem it is a countably additive signed measure on B(X) and has bounded vari-
ation [3].
We denote the domain of differentiability by
(5) D(µ) = {h ∈ X | µ is Fomin differentiable along h}
If µ is a probability measure and h ∈ D(µ), then the function f(t) = µ(A+ th) is
a non-negative differentiable function. Clearly, if µ(A) = f(0) = 0 then we must
also have f ′(0) = 0. In consequence, dhµ is absolutely continuous with respect to
µ.
Definition 2. The Radon–Nikodym density of the measure dhµ with respect to µ is
denoted by βµh and is called the logarithmic derivative of µ along h.
Consequently, for all A ∈ B(X) the logarithmic gradient βµh satisfies
(6) dhµ(A) =
∫
A
βµh (u)µ(du)
and, in particular, we have dhµ(X) = 0 for any h ∈ D(µ) by definition. Moreover,
βµsh = s · βµh for any s ∈ R. It turns out that the space D(µ) with the norm
‖h‖ = ∥∥βµh∥∥L1(µ) is a Banach space compactly embedded into X [3, Thm 5.1.1.].
Let us include an equivalent formulation of Fomin differentiability. We denote
by FC∞(X) the collection of all smooth cylindrical functions f on X, that is, f
is of the form
f(u) = φ(ℓ1(u), ..., ℓn(u)), φ ∈ C∞0 (Rn), ℓi ∈ X∗, n ∈ N.
Using such test functions, Fomin differentiability can be expressed in the following
weak sense.
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Proposition 1. A Radon measure µ on X is differentiable along a vector h ∈ X
in the sense of Fomin if and only if there exists a function βµh ∈ L1(µ) such that for
all f ∈ FC∞(X), the following integration by parts formula holds
(7)
∫
X
∂hf(u)µ(du) = −
∫
X
f(u)βµh(u)µ(du).
The function βµh is called the logarithmic derivative of the measure µ along h.
Notice that equation (7) is sometimes used as the definition of Fomin differentia-
bility [2, 1]. Indeed, when solving the logarithmic derivative, the weak formulation
is typically the natural approach as we will see in the next example.
Example 1. Let us consider a Gaussian measure γ on (X,B(X)). Suppose X is a
separable Hilbert space and let T be a non-negative self-adjoint Hilbert–Schmidt
operator on X. Let also γ be zero-mean with a covariance operator T 2. Then the
Cameron–Martin space of γ is defined by
H(γ) := T (X), 〈h1, h2〉H(γ) = 〈T−1h1, T−1h2〉X .
Now suppose f ∈ FC∞(X). The Cameron–Martin formula yields that∫
X
f(u+ th)− f(u)
t
γ(du) =
∫
X
f(u)
r(t, u)− 1
t
γ(du),
where
r(t, u) = exp
(
t〈h, u〉H(γ) −
t2
2
‖h‖2H(γ)
)
.
By taking t→ 0 we obtain by the Lebesgue dominated convergence theorem that∫
X
∂hf(u)γ(du) =
∫
X
f(u)〈h, u〉H(γ)γ(du)
for any h ∈ H(γ). Moreover, if h /∈ H(γ) then it is well-known that γ and
translated measure γ(· − th) are mutually singular for all t > 0. Hence, γ is not
differentiable along h. In consequence, we have
(8) βγh(u) = −〈h, u〉H(γ) for any h ∈ D(γ) = H(γ).
Remark 2. Notice that in equation (8) the values of u need not be in H(γ). In
fact, the notation in (8) should be understood as a measurable extension in L2(γ)
(see Remark 8 in [20]). Also, if Eγ = u0, then the logarithmic derivative satisfies
βγh(u) = −〈h, u− u0〉H(γ).
for any h ∈ D(γ) = H(γ).
Later we consider implications of general theory in the framework of convex
probability measures. A probability measure λ on B(X) is called convex if, for all
sets A1,A2 ⊂ B(X) and all t ∈ [0, 1], one has
(9) λ(tA1 + (1− t)A2) ≥ λ(A1)tλ(A2)1−t.
Let us record here a well-known lemma regarding convex measures.
Lemma 1. [3, Prop. 4.3.8.] Let λ be a convex Radon measure on a locally convex
space X and let V be a continuous convex function with exp(−V ) ∈ L1(λ). Then
the measure ν = c exp(−V ) · λ is convex, where the number c is a normalizing
constant.
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It directly follows that the posterior µ in (2) given a Gaussian likelihood in (3)
is convex.
In Section 5 we construct an important example called the Besov prior by con-
sidering product measures. For the theory developed here, product measures pro-
vide a flexible framework as we will see from the following known results. Sup-
pose that µn, n ≥ 1 is Radon probability measures on a locally convex space Xn.
Moreover, the dimension of Xn is assumed to be one. Consider the Fomin differ-
entiability of the product measure µ = ⊗∞n=1µn on the space X =
∏∞
n=1Xn.
Theorem 1. [3, Prop. 4.1.1.] Suppose that βµnhn is the logarithmic derivative of µn
in the direction hn ∈ Xn. The following three claims are equivalent:
(i) µ is differentiable along h = (hj)nj=1 ∈ X,
(ii) the series ∑∞n=1 βµnhn converges in the norm of L1(µ) and(iii) we have
sup
n
∥∥∥∥∥∥
n∑
j=1
β
µj
hj
∥∥∥∥∥∥
L1(µ)
<∞.
Let us introduce the following subspace
H(µ) = {h ∈ D(µ) | βµh ∈ L2(µ)} ⊂ D(µ),
which has a natural Hilbert space structure [3, Section 5]. Surprisingly, for a large
class of product measures H(µ) coincides with D(µ). For the following corollary,
see [4, Cor. 2, page 43] and Example 5.2.3 in [3].
Corollary 1. Suppose m is a Borel probability measure on the real line such that∫
R
m′(t)2
m(t)
dt <∞,
that is, m has a finite Fisher information. If we have µn(A) = m(A/an), where
an > 0, and µ = ⊗∞n=1µn, then it follows that
D(µ) = H(µ) =
{
h ∈ R∞
∣∣∣∣∣
∞∑
n=1
a−2n h
2
n <∞
}
.
Proof. From the definition we deduce that βµnh = a−1n βmh for any h ∈ R. Conse-
quently, for any vector h = (h1, ..., hn, 0, ...) ∈ R∞ we have
βµh (u) =
h1
a1
βm1 (u1) + ...+
hn
an
βm1 (un)
where u = (uj)∞j=1 ∈ R∞, and
(10) ∥∥βµh∥∥2L2(µ) =
 n∑
j=1
a−2j h
2
j
 ‖βm1 ‖2L2(µ1) .
Now if h = (hj)∞j=1 such that
∑n
j=1 a
−2
j h
2
j < ∞, then by Theorem 1 (iii) we
have h ∈ D(µ). In addition, the series ∑Nn=1 βµnhn converges to βµh in L1(µ) and
by boundedness in equation (10) we have a subsequence that converges weakly
in L2(µ). Since the limit is unique, we have βµh ∈ L2(µ) and, consequently,
h ∈ H(µ).
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Suppose now that h ∈ D(µ). Consider ξn(u) = βm1 (un) as a random variable
ξn : (X,B(X), µ) → (R,B(R)). It follows that ξn are independent, have zero
mean and finite second moment. In consequence, the characteristic functional φn
of the random variable ξn is twice differentiable at zero and there exists δ > 0 such
that
(11) |1− φ1(t)| ≥ δt2
in some neighbourhood of zero. Note carefully that φn(t) = φ1(hnan t). Next,
Theorem 1 yields the convergence of the series
∑∞
n=1 β
µn
hn
in L1(µ) and, similarly,
the mean convergence of the series
∑
∞
n=1 ξn. Together with the independence of
ξn we obtain the convergence of product
∞∏
n=1
φn (t) =
∞∏
n=1
φ1
(
hn
an
t
)
<∞.
Now it follows that the series
∑∞
n=1 |1 − φn(t)| must also be bounded and by the
estimate (11) we have∑nj=1 a−2j h2j <∞. 
3. MAP ESTIMATES FROM SMALL BALLS AND TRANSLATIONS
In this section we consider translated measures µh, where
µh(A) = µ(A− h)
for any A ∈ B(X), and work closely with the Radon–Nikodym derivative of µh
with respect to µ. The measure µ is called quasi-invariant along the vector h if
µh is absolutely continuous with respect to µ. Also, recall that the support of µ is
defined in the following way: if x ∈ supp(µ) then every open neighbourhood of
x ∈ X has a non-zero measure. In what follows, we always assume without further
mention that supp(µ) = X, i.e., µ has full support. In this manner we simplify the
argumentation in e.g. next lemma (avoiding any division by zero). Moreover, we
make the following fundamental assumption on the measure µ appearing below:
(A1) there exists a separable Banach space E ⊂ D(µ) such that E is topologi-
cally dense in X and βµh ∈ C(X) for any h ∈ E, i.e. βµh has a continuous
representative.
From this point on, whenever we write h ∈ E, the notation βµh stands for the
continuous representative. As we illustrate below, assumption (A1) is satisfied for
many typical prior distributions used in Bayesian inversion. Notice that (A1) also
implies the topological density of D(µ) in X. The authors are not aware of general
conditions for which the density of D(µ) would be guaranteed. The motivation
behind (A1) is given in the following simple lemma that connects the asymptotics
of small ball probabilities to the values of the continuous representative.
Lemma 2. Assume that µ is quasi-invariant along the vector h. Denote the Radon–
Nikodym derivative of µh with respect to µ by rh ∈ L1(µ). Suppose rh has a
continuous representative r˜h ∈ C(X), i.e., rh − r˜h = 0 in L1(µ). Then it holds
that
lim
ǫ→0
µh(Bǫ(u))
µ(Bǫ(u))
= r˜h(u)
for any u ∈ X.
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Proof. By definition we have
µh(Bǫ(u)) =
∫
Bǫ(u)
rh(y)µ(dy) =
∫
Bǫ(u)
r˜h(y)µ(dy)
for any ǫ > 0 and u ∈ X. It directly follows that
min
v∈Bǫ(u)
r˜h(v) ≤ µh(Bǫ(u))
µ(Bǫ(u))
≤ max
v∈Bǫ(u)
r˜h(v)
and the continuity yields the claim. 
The next proposition is a central tool that enables us to study non-Gaussian
distributions from the perspective of small ball probabilities.
Proposition 2. [3, Prop. 6.4.1] Suppose µ is a Radon measure on a locally con-
vex space X and is Fomin differentiable along a vector h ∈ X. If it holds that
exp(ǫ|βµh (·)|) ∈ L1(µ) for some ǫ > 0, then µ is quasi-invariant along h and the
Radon–Nikodym density rh of µh with respect to µ satisfies the equality
(12) rh(u) = exp
(∫ 1
0
βµh(u− sh)ds
)
in L1(µ).
As a consequence of assumption (A1), rh has also a continuous representative
if h ∈ E and in this case rth is differentiable with respect to t ∈ R. Similar to
the logarithmic derivative, for any h ∈ E, the notation rh stands for this particular
representative in what follows. It is worth noticing that the assumption on the
expectation of exp(ǫ|βµh (·)|) is important and we have to assume it for the main
results of this and the next section:
(A2) for any h ∈ E there exists ǫ > 0 such that the prior probability measure λ
satisfies exp(ǫ|βλh(·)|) ∈ L1(λ).
Let us consider Proposition 2 for the Gaussian example.
Example 2. Suppose γ is chosen according to Example 1 and let us denote the
Cameron–Martin space by H = H(γ). First, due to the Fernique theorem [2] we
have
exp(|βγh(·)|) ≤ exp(‖·‖X ‖h‖E) ∈ L1(λ)
and hence the assumption (A2) is satisfied for the Banach space E = CX ⊂ X.
Second, by equation (8) it follows that
βγh(u− sh) = −〈u− sh, h〉H = −〈u, h〉H + s ‖h‖2H .
and, in consequence,
rh(u) = exp
(
−〈u, h〉H + 1
2
‖h‖2H
)
∈ L1(µ).
This is a classical result that can also be achieved by direct evaluations of the
measures of small balls [25]. Notice that rh coincides with the Onsager–Machlup
functional given in [8] if u ∈ D(γ) = H .
Now we are ready to discuss the definition of a MAP estimate. Let us first give
the construction introduced in [8]. Notice that we do not consider the questions of
existence or uniqueness related to the MAP estimate.
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Definition 3. Let
M ǫ = sup
u∈X
µ(Bǫ(u)).
Any point uˆ ∈ X satisfying
lim
ǫ→0
µ(Bǫ(uˆ))
M ǫ
= 1
is a MAP estimate for the measure µ.
We remark that limǫ→0 (µ(Bǫ(u))/M ǫ) ≤ 1 holds for any u ∈ X. Let us
propose the following weaker characterization of the estimator.
Definition 4. We call a point uˆ ∈ X, uˆ ∈ supp(µ), a weak MAP (wMAP) estimate
if
(13) rh(uˆ) = lim
ǫ→0
µ(Bǫ(uˆ− h))
µ(Bǫ(uˆ))
≤ 1
for all h ∈ E.
The first equality in Definition 4 is given by Lemma 2. We give two direct
implications that illustrate the nature of the weak MAP estimate.
Lemma 3. Every MAP estimate uˆ is a weak MAP estimate.
Proof. The claim is trivial since
rh(uˆ) ≤ lim
ǫ→0
M ǫ
µ(Bǫ(uˆ))
= 1
for any h ∈ E. 
In the convex setting, it is natural that convex combinations of solutions (i.e.
MAP or wMAP estimates) are solutions as well, which is confirmed by the follow-
ing result:
Proposition 3. Let µ be a convex measure. Moreover, let uˆ, vˆ ∈ X and set w =
(1− t)uˆ+ tvˆ for any t ∈ [0, 1]. Then the following two claims holds
(1) If uˆ and vˆ are MAP estimates, then so is w.
(2) If uˆ and vˆ are wMAP estimates and uˆ− vˆ ∈ E, then w is a wMAP estimate.
Proof. The first claim follows directly by convexity (cf. equation (9)) since
lim
ǫ→0
µ(Bǫ(w))
M ǫ
≥ lim
ǫ→0
µ(Bǫ(uˆ))
t
(M ǫ)t
µ(Bǫ(vˆ))
1−t
(M ǫ)1−t
= 1.
For the second property, notice that since uˆ−vˆ ∈ E, it must hold that Fvˆ−uˆ(uˆ) = 1.
Let us now write g = vˆ − uˆ and w = (1 − t)uˆ + tvˆ = uˆ + tg for t ∈ [0, 1]. Let
h ∈ E be arbitrary. We have that
rh(w) = lim
ǫ→0
µ(Bǫ(w − h))
µ(Bǫ(w))
= lim
ǫ→0
(
µ(Bǫ(uˆ+ tg − h))
µ(Bǫ(uˆ))
· µ(Bǫ(uˆ))
µ(Bǫ(uˆ+ tg))
)
≤ lim
ǫ→0
(
µ(Bǫ(uˆ))
µ(Bǫ(uˆ+ g))
)t
= rvˆ−uˆ(vˆ)
t ≤ 1,
where we have used convexity and the fact that vˆ satisfies equation (13). This
yields the claim. 
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In the next two theorems we describe sufficiency and necessity of a weak MAP
estimate to be a zero point of βµh for all h ∈ E. These results can be consid-
ered as the counterpart of sufficient and necessary optimality conditions in convex
optimization.
Theorem 2. If uˆ ∈ X is a weak MAP estimate of µ, then βµh (uˆ) = 0 for all h ∈ E.
Proof. It follows from rh(uˆ) ≤ 1 and identity (12) that∫ t
0
βµh (uˆ− sh)ds =
∫ 1
0
βµth(uˆ− s′ · th)ds′ ≤ 0
for all h ∈ E and t ∈ R. By continuity we then have βµh (uˆ) ≤ 0. Now since
h,−h ∈ E ⊂ D(µ) and by similar reasoning βµ
−h(uˆ) ≤ 0, we must have
0 ≤ −βµ
−h(uˆ) = β
µ
h (uˆ) ≤ 0
and the claim follows. 
Theorem 3. Suppose that µ is convex and there exists u˜ ∈ X such that βµh (u˜) = 0for all h ∈ E. Then u˜ is a weak MAP estimate.
Proof. Let us assume that u˜ is not a weak MAP estimate and, consequently, there
exists h ∈ E such that
rh(u˜) = lim
ǫ→0
µ(Bǫ(u˜− h))
µ(Bǫ(u˜))
≥ 1 + δ.
Further, choose ǫ′ > 0 be such that for any ǫ < ǫ′ we have
µ(Bǫ(u˜− h))
µ(Bǫ(u˜))
≥ 1 + δ
2
.
Recall the following equality for a sum of balls
tBǫ(u˜− h) + (1− t)Bǫ(u˜) = Bǫ(t(u˜− h) + (1− t)u˜) = Bǫ(u˜− th)
for 0 ≤ t ≤ 1. Now by convexity we have
µ(Bǫ(u˜− th)) ≥ µ(Bǫ(u˜− h))tµ(Bǫ(u˜))1−t ≥
(
1 +
δ
2
)t
µ(Bǫ(u˜)).
This yields an inequality
rth(u˜) ≥
(
1 +
δ
2
)t
and, finally, we conclude that
βµh(u˜) = ∂trth(u˜)|t=0 ≥ ∂t
(
1 +
δ
2
)t∣∣∣∣∣
t=0
= ln
(
1 +
δ
2
)
since r0(u˜) = (1 + δ/2)0 = 1. This yields a contradiction with our assumption
βµh (u˜) = 0. 
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4. VARIATIONAL CHARACTERIZATION AND THE POSTERIOR
In the following we discuss the further variational characterization of MAP esti-
mates in the inverse problems setting (2) and the associated posterior distribution.
Let us first discuss differentiation by parts in Fomin calculus.
Proposition 4 ([3] Prop. 3.3.12.). Let λ be a measure differentiable along h and
let f be a bounded measurable function possessing a uniformly bounded partial
derivative ∂hf . Then, the measure µ = f · λ is differentiable along h as well and
one has
(14) dhµ = ∂hf · λ+ f · dhλ.
The proposition above can be directly applied to posterior distribution given
in equation (2). From this point on, we require that the likelihood distribution is
Gaussian.
Theorem 4. Let µ and λ be the posterior and prior probability distribution in
equation (2), respectively, and the likelihood is given by (3). Moreover, suppose
that Assumption (A1) holds. Then we have D(λ) ⊂ D(µ) and the posterior distri-
bution µ has a logarithmic derivative βµh ∈ L1(µ) such that
(15) βµh (u) = −〈Au−m,Ah〉RM + βλh(u)
for any h ∈ D(µ). Moreover, if Assumption (A2) holds, then also exp(|ǫβµh |) ∈
L1(µ) for some ǫ > 0.
Proof. Let h ∈ D(µ) and denote f(u) = exp(−12 |Au −m|2) for u ∈ X. Since
A : X → RM is bounded, the function t 7→ f(u+th) is everywhere differentiable.
Moreover, we have f ∈ L1(dhλ) and ∂hf ∈ L1(λ). By equation (14) it follows
that
dhµ = f · dhλ+ ∂hf · λ
=
(
βλh(·)− 〈A · −m,Ah〉RM
)
f · λ.
This yields the first part of the claim. Now assume that exp(ǫ|βλh |) ∈ L1(λ) holds
for some ǫ > 0. We have∥∥exp(ǫ|βµh (·)|)∥∥L1(µ)
≤ C
∫
X
exp(ǫ(C1|Au−m|+ |βλh(u)|)) exp
(
−1
2
|Au−m|2
)
λ(du)
≤ C˜
∫
X
exp
(
−1
2
(|Au−m| − C2)2
)
exp(ǫ|βλh(u)|)λ(du)
≤ C˜
∥∥∥exp(ǫ|βλh(·)|)∥∥∥
L1(λ)
,
where C, C˜, C1, C2 > 0 are suitable constants. 
The variational characterization of the wMAP estimate is a direct consequence:
Corollary 2. Let us assume that µ and λ are as in Theorem 4. Moreover, we as-
sume that the prior distribution λ is a convex measure and there is an (unbounded)
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convex functional J : X → [0,∞], which is Frechet differentiable everywhere in
its domain D(J) and J ′(u) has a bounded extension J ′(u) : E → R such that
βλh(u) = −J ′(u)h
for any h ∈ E and any u ∈ X. Further, we require that E ∩ D(J) is topo-
logically dense in X. Then a point uˆ is a weak MAP estimate if and only if
uˆ ∈ argminu∈X F (u) where
(16) F (u) = 1
2
|Au−m|2 + J(u).
Proof. By Theorems 2 and 3, a point uˆ is a weak MAP estimate if and only if
satisfies
−βµh (uˆ) = 〈Au−m,Ah〉RM + J ′(u)h = 0.
Recall that by assumption (A1) the subspace E is topologically dense and hence
the claim holds. 
Remark 3. Suppose that there exists a MAP estimate for the posterior distribution
µ and the corresponding functional F in equation (16) has a unique minimum.
Then Lemma 3 directly yields that µ has a unique (strong) MAP estimate given by
the minimizer of F .
Example 3. Let γW be a zero-mean Gaussian measure in Example 1 defined on
X := H−t(Td) with t > s/d such that T = (I −∆)−t/2. A random variable with
probability distribution γW is called white noise due to the property∫
X
〈u, φ〉D′〈u, ψ〉D′γW (du) = 〈φ,ψ〉L2(Td)
for any φ,ψ ∈ C∞(Td), where 〈·, ·〉D′ stands for the distribution duality. From
Example 1 we notice D(γW ) = H(γW ) = L2(Td) and conclude that J(u) =
1
2 ‖u‖2L2 satisfies assumptions in Corollary 2 and the weak MAP estimate can befound by minimizing
(17) F (u) = 1
2
|Au−m|2 + 1
2
‖u‖2L2 .
In earlier work [6] by the authors, the MAP estimate was characterized by a
Bayes cost method using the Bregman distance
(18) DJ(u, v) = J(u)− J(v) − J ′(v)(u − v).
This approach is not directly possible in an infinite-dimensional setting since in-
tegrals of type
∫
X J(v)µ(dv) are not well-defined. In fact, the domain of J has
typically zero measure in terms of the posterior. For example, in case of Gaussian
measure, it corresponds to the Cameron–Martin space. In non-Gaussian problems
D(J) and D(µ) do not always coincide, e.g. for the Besov prior in Section 5 we
have D(J) ⊂ D(µ).
We avoid the problem described above by considering homogeneous Bregman
distance
(19) D˜J(u, ·) = J(u) + βλu(·)
in L1(λ) for any u ∈ D(λ) ∩D(J). In other words, we neglect part of the Breg-
man distance that, from the perspective of minimizing u in
∫
X DJ(u, v)µ(dv), is
”constant”. Note that for one-homogeneous functionals J , i.e., J(tu) = |t|J(u)
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for all t ∈ R, homogeneous Bregman distance coincides exactly with the Bregman
distance.
In order to achieve a quadratic formulation below, we assume that the prior λ
has a finite second moment:
(A3) ∫X ‖u‖2X λ(du) <∞.
Also, recall that the conditional mean (CM) estimate is defined by
(20) uCM =
∫
X
uµ(du).
The next lemma is available in more generality in [5]. However, for convenience
we record a simplification here.
Lemma 4. Let L : X → Y be linear, bounded and invertible, where Y is a
separable Hilbert space. Then for any β > 0 we have
(21) uCM = argmin
u∈X
∫
X
(
λ
2
|Au−Av|2 + β
2
‖Lu− Lv‖2Y
)
µ(dv)
Proof. We have∫
X
(
1
2
|Au−Av|2 + β
2
‖Lu− Lv‖2Y
)
µ(dv) =∫
X
(
1
2
|AuCM −Av|2 + β
2
‖LuCM − Lv‖2Y
)
µ(dv)+∫
X
(
1
2
|Au−AuCM |2 + β
2
‖Lu− LuCM‖2Y
)
µ(dv)+∫
X
〈A∗A(u− uCM ) + βL∗L(u− uCM ), uCM − v〉X∗×X µ(dv)
for any u ∈ X. The first term on the right-hand side is the cost for uCM , the second
term is nonnegative and vanishes only for u = uCM , and the last one vanishes due
to linearity and the definition of the CM estimate. Thus, u = uCM is the unique
minimizer. 
In the next theorem we finally arrive to a characterization of the weak MAP
estimate with Bregman distance and Bayes cost. As a consequence, we can also
give a result stating that in terms of Bayes cost with respect to D˜J a weak MAP
estimate is more optimal than the CM estimate.
Theorem 5. Assume that µ and λ are as in Corollary 2 and Assumptions (A1)-(A3)
are satisfied. Then the following two claims hold:
(1) The vector uˆ ∈ X is a weak MAP estimate if and only if it minimizes the
functional
(22) G(u) =
∫
X
(
1
2
|Au−Av|2 + D˜J(u, v)
)
µ(dv), u ∈ D(J) ∩D(λ),
where G(u) =∞ for u ∈ X \D(J) ∩D(λ).
(2) Moreover, let uMAP and uCM denote a wMAP and the CM estimate. We
have that∫
X
D˜J(uMAP , u)µ(du) ≤
∫
X
D˜J(uCM , u)µ(du).
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Proof. The first claim follows by rewriting G(u), u ∈ D(J) ∩D(λ), as
G(u) =
1
2
|Au|2 + J(u) +
∫
X
(
−〈A∗Av, u〉X∗×X + βλu(v)
)
µ(dv) +C
=
1
2
|Au−m|2 + J(u) + C,
whereC is a constant and we have used the fact that the integral term
∫
X β
µ
h (v)µ(dv)
vanishes.
For the second claim, we can assume uCM ∈ D(λ) since otherwise the state-
ment is trivial. Following [6] we obtain∫
X
(
|AuMAP −Au)|2 + D˜J(uMAP , u)
)
µ(du)
≤
∫
X
(
|AuCM −Au)|2 + D˜J(uCM , u)
)
µ(du)
≤
∫
X
(
|AuMAP −Au)|2 + D˜J(uCM , u)
)
µ(du)
+ β
∫
X
(
‖LuMAP − Lu‖2Y − ‖LuCM − Lu‖2Y
)
µ(du).
where we have utilized Lemma 4 and the first claim. Since β > 0 is arbitrary, we
can consider β → 0 and obtain the result. 
5. EXAMPLE 1: BESOV PRIOR
In this Section we consider the Besov space prior studied in [22]. Suppose that
functions {ψℓ}∞ℓ=1 form an orthonormal wavelet basis for L2(Td), where we have
utilized a global indexing. We can characterize the periodic Besov space Bspq(Td)
using the given basis in the following way: the series
(23) f(x) =
∞∑
ℓ=1
cℓψℓ(x)
belongs to Bspq(Td) if and only if
(24) 2js2j( 12− 1p )
2j+1−1∑
ℓ=2j
|cℓ|p
1/p ∈ ℓq(N).
We assume that the basis is r-regular for r is large enough in order to provide basis
for a Besov space with smoothness s [9].
In the following we are concerned with the special case p = q and write Bsp =
Bspp. It is well-known that an equivalent norm to (24) is given by
(25)
∥∥∥∥∥
∞∑
ℓ=1
cℓψℓ
∥∥∥∥∥
Bsp(T
d)
=
(
∞∑
ℓ=1
ℓp(
s
d
+ 1
2
)−1|cℓ|p
)1/p
.
We now follow the construction in [22] to define a Besov prior using the wavelet
basis. Notice also the work in [7, 13] on non-linear problems and Besov prior on
the full space Rd, respectively.
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Definition 5. Let 1 ≤ p < ∞ and let (Xℓ)∞ℓ=1 be independent identically dis-
tributed real-valued random variables with the probability density function
(26) πX(x) = σp exp(−|x|p) with σp =
(∫
R
exp(−|x|p)dx
)−1
.
Let U be the random function
U(x) =
∞∑
ℓ=1
ℓ−
s
d
−
1
2
+ 1
pXℓψℓ(x), x ∈ Td.
Then we say that U is distributed according to a Bsp prior.
Lemma 5. [22, Lemma 2] Let U be as in Definition 5 and let t < s − dp . Then it
holds that
(i) ‖U‖Btp <∞, almost surely, and
(ii) E exp(12 ‖U‖pBtp) <∞.
Let us denote by ρℓ the probability measure of random variable ℓ−s/d−1/2+1/pXℓ
on R. Next we consider the product measure of coefficients (ℓ−s/d−1/2+1/pXℓ)ℓ in
(R∞,B(R∞)) and denote it by λ = ∏∞ℓ=1 ρℓ. Notice carefully that here R∞ does
not have a Banach structure. By Lemma 5 we could as well consider versions of
λ in a subspace of R∞ that correspond to a Besov space Btp(Td) with some fixed
t < s − dp . However, the parameter t does not play any role in the analysis below
and the set of differentiability is not affected by this choice. In addition, the results
on product measures in Section 2 become directly available.
In the following we assume that p > 1 in order to have πX differentiable. Also,
the prior would not satisfy assumption (A1) for p = 1. It remains for future work
to generalize the given results to this important case. We point out that λ is convex
due to [3, Prop. 4.3.3] and clearly has a full support.
Theorem 6. The set of differentiability is given by D(λ) = Bs+(
1
2
−
1
p
)d
2 (T
d) for
p > 1 and for any h =∑∞ℓ=1 hℓφℓ ∈ D(λ) we have
βλh(u) = lim
N→∞
N∑
ℓ=1
βλhℓ(uℓ) in L
1(λ),
where
βλhℓ(uℓ) = hℓ
(
−psign(uℓ)ℓp(
s
d
+ 1
2
)−1|uℓ|p−1
)
is the logarithmic derivative of ρℓ.
Proof. The probability distribution πX on R has finite Fisher information since
(27)
∫
R
π′X(t)
2
πX(t)
dt = p2
∫
R
|t|2(p−1)π(t)dt = pσpΓ
(
2− 1
p
)
<∞
for any p > 1, where Γ is the Gamma function. Clearly, it holds that
(28) ρℓ(A) = ρ1(cℓA),
for any A ∈ B(R), where cℓ = ℓs/d+1/2−1/p. By Corollary 1 we have
D(λ) =
{
y ∈ R∞ |
∞∑
ℓ=1
c2ℓy
2
ℓ <∞
}
=
{
y ∈ R∞ |
∞∑
ℓ=1
ℓ
2s
d
+1− 2
p y2ℓ <∞
}
.
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and, consequently, D(λ) = Bs′2 (Td) for s′ = s+ (1/2 − 1/p)d. 
We turn our attention to assumption (A1) and to subspace E ⊂ D(λ).
Lemma 6. For any h ∈ Bps−(p−1)tp (Td) the logarithmic derivative βλh has the
upper bound
|βλh(u)| ≤ C ‖u‖p−1Btp ‖h‖Bps−(p−1)tp .
λ-almost surely.
Proof. The logarithmic derivative satisfies∣∣∣∣∣
N∑
ℓ=1
βλhℓ(uℓ)
∣∣∣∣∣ ≤ C
∞∑
ℓ=1
ℓp(
s
d
+ 1
2
)−1|uℓ|p−1|hℓ|
≤ C
(
∞∑
ℓ=1
ℓ
r1
p
p−1 |uℓ|p
)1−1/p( ∞∑
ℓ=1
ℓr2p|hℓ|p
)1/p
,(29)
for some constant C > 0 and any N . Above, we have applied Ho¨lder inequality
with
(
p
p−1 , p
)
-exponents and chosen r1 and r2 in such a way that
r1
p
p− 1 = p
(
t
d
+
1
2
)
− 1, that is, r1 = (p − 1)
(
t
d
+
1
2
)
− 1 + 1
p
and
r1 + r2 = p
(
s
d
+
1
2
)
− 1.
It follows that
r2p =
p
d
(ps− (p− 1)t) + p
2
− 1.
Such parametrization applied to inequality (29) yields the claim. 
It turns out in the following that the choice E = Bps−(p−1)tp (Td) satisfies the
required assumptions.
Lemma 7. We have exp(|βλh |) ∈ L1(λ) for any h ∈ E.
Proof. We write A1 = {u ∈ Btp | ‖u‖Btp ≥ 2C ‖h‖Bps−(p−1)tp } and A2 = B
t
p \A1.
Now it follows by Lemmas 6 and 5 that∫
Btp(T
d)
exp(|βλh (u)|)λ(du)
≤
∫
A1
exp
(
1
2
‖u‖pBtp
)
λ(du) +
∫
A2
exp(C · (2C)p−1)λ(du) <∞
for any h ∈ E. 
Given the bound in Lemma 6 we can pointwise define β˜λh(u) =
∑∞
ℓ=1 β
λ
hℓ
(uℓ)
when h ∈ E.
Proposition 5. It holds that β˜λh ∈ C(Btp(Td)) for any h ∈ Bps−(p−1)tp (Td) and
1 < p ≤ 2.
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Proof. Suppose un converges to u in Btp(Td) when n increases and denote un =∑∞
ℓ=1 u
n
ℓ ψℓ. Now we have∣∣∣β˜λh(u)− β˜λh(un)∣∣∣
= C
∞∑
ℓ=1
ℓp(s/d+1/2)−1
∣∣sign(uℓ)|uℓ|p−1 − sign(unℓ )|unℓ |p−1∣∣ |hℓ|
and since the following elementary inequality∣∣sign(a)|a|p−1 − sign(b)|b|p−1∣∣ ≤ 2|a− b|p−1
holds for arbitrary a, b ∈ R with 1 ≤ p ≤ 2, we must have limn→∞ βλh(un) =
βλh(u) by similar Ho¨lder argument as in Lemma 6. 
From Lemma 7 and Proposition 5 we obtain that the probability distribution
λ of a Bsp prior with 1 < p ≤ 2 satisfies assumption (A1) and (A2) with X =
Btp(T
d) for any t < s− d/p and E = Bps−(p−1)tp (Td). Moreover, we find that the
functional
J(u) =
∞∑
ℓ=1
ℓps/d+p/2−1|uℓ|p = ‖u‖pBsp
satisfies assumptions in Corollary 2 and we have βλh(u) = −J ′(u)h for all h ∈ E.
As an interesting remark, notice that D(J) = Bsp(Td) ⊂ D(λ) = Bs+(
1
2
−
1
p
)d(Td)
by a well-known embedding theorem [27].
Since E = Bps−(p−1)tp (Td) is separable and dense in X = Btp(Td) with some
fixed t < s− dp , the weak MAP estimate to problem (1) under assumptions used in
Corollary 2 is obtained by minimizing the functional
FBesov(u) =
1
2
|Au−m|2 + ‖u‖pBsp .
Notice that FBesov has unique minimum.
6. EXAMPLE 2: HIERARCHICAL PRIOR
Consider a situation where a Gaussian distribution seems to provide a good prior
model for the unknown with the only drawback that there is high uncertainty re-
garding the mean value. In this case, the mean value becomes part of the Bayesian
inference problem and the prior then takes the form of what is often called a hier-
archical model [18].
In the following, let ν be a zero-mean Gaussian measure on a separable Hilbert
space X with a covariance operator C . Recall that notation νy(·) = ν(·−y) stands
for the translated measure and νy and ν are absolutely continuous if and only if
y ∈ H(ν), i.e., y belongs to the Cameron–Martin space of ν. Suppose now that
e ∈ CX ⊂ H(ν) and let a parameter t ∈ R be distributed according to probability
density ρ ∈ C1(R) such that ρ > 0 everywhere. We define our hierarchical prior
λ by the equality
λ(A× T ) =
∫
T
νte(A)ρ(t)dt
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for any A ∈ B(X) and T ∈ B(R). Below, we write νt = νte for convenience. In
addition, we assume that there exists ǫ > 0 such that
(30) exp(ǫ(|t|+ |βρ(t)|)) ∈ L1(ρ · dt).
Note that e.g. any Gaussian distribution on R satisfies equation (30).
The convexity of λ follows if ρ is a convex distribution. Namely, any finite-
dimensional projection has a Gaussian probability density or a density of type
(31) π(u, t) ∝ exp
(
−1
2
∥∥∥C˜−1/2(u− te)∥∥∥2
Rn
)
ρ(m)
where C˜ ∈ Rn×n is the projected covariance matrix. Since the squared norm
in equation (31) is convex with respect to (u, t) ∈ Rn+1, the convexity of λ is
obtained by [3, Prop. 4.3.3.]. In addition, λ clearly has a full support.
Theorem 7. We have D(λ) = D(ν)× R and
(32) βλ(h,1)(u, t) = βνth (u)− βνte (u) + βρ(t)
in L1(λ).
Proof. Let us consider the Fomin derivative for the Borel set A˜ = A × T ∈
B(X ×R), where A ∈ B(X) and T ∈ B(R). By straightforward manipulation we
can decompose the differential as follows
Iǫ =
1
ǫ
(
λ−ǫ(h,1)(A˜)− λ(A˜)
)
=
1
ǫ
(∫
T +ǫ
νt(A+ ǫh)ρ(t)dt −
∫
T
νt(A)ρ(t)dt
)
= Iǫ1 + I
ǫ
2 + I
ǫ
3,
where
Iǫ1 =
1
ǫ
∫
T +ǫ
(νt(A+ ǫh)− νt(A)) ρ(t)dt
Iǫ2 =
1
ǫ
∫
T
(νt+ǫ(A)− νt(A)) ρ(t+ ǫ)dt and
Iǫ3 =
1
ǫ
∫
T
νt(A) (ρ(t+ ǫ)− ρ(t)) dt.
Since e ∈ CX ⊂ D(ν) and dνt(A) is uniformly bounded with respect to t ∈
R, we can apply the Lebesgue dominated convergence theorem to each term and
obtain
d(h,1)λ(A˜) = lim
ǫ→0
(Iǫ1 + I
ǫ
2 + I
ǫ
3)
=
∫
T
(
dhνt(A)ρ(t) + d−eνt(A)ρ(t) + νt(A)ρ′(t)
)
dt
=
∫
A˜
(
βνth (u)− βνte (u) + βρ(t)
)
λ(du× dt).(33)
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We see that the limit in (33) is finite and due to countably additivity of λ the equality
generalizes for any set belonging to
A =

∞⋃
j=1
Aj × Tj
∣∣∣∣ Aj ∈ B(X),Tj ∈ B(R), {Aj × Tj}∞j=1 are disjoint
 .
Now it is easy to see that A forms a Dynkin system. On the other hand, the measur-
able sets of form A˜ = A× T form a π-system which belongs to A. By Dynkin’s
π-λ theorem one obtains that A = B(X × R) and since βνth (u), βνte (u) ∈ L1(λ),
the claim follows. 
Lemma 8. The hierarchical prior λ satisfies following properties:
(1) for any h ∈ CX the logarithmic derivative βλ(h,1) has a continuous repre-
sentative, i.e., in E = CX ⊗R and
(2) exp(ǫ|βλ(h,1)(·)|) ∈ L1(λ) for some ǫ > 0.
Proof. The first claim follows trivially from equation (32).
In order to prove the second claim, consider the following bound
βλ(h,1)(u, t) ≤ C1 ‖u‖X + C2|t|+ |βρ(t)|
where the constants C1, C2 > 0 depend on the variable e. Using the Cameron–
Martin formula we can write
Iλ =
∫
R
∫
X
exp(ǫ|βλ(h,1)(u, t)|)νt(du)ρ(t)dt
≤
∫
R
∫
X
exp(ǫ(C1 ‖u‖X + C2|t|+ |βρ(t)|))
× exp
(
t〈e, u〉H(ν) −
t2
2
‖e‖2H(ν)
)
ν(du)ρ(t)dt
for any ǫ > 0. The power of second exponential term can be reformulated as
(34) t〈e, u〉H(ν)−
t2
2
‖e‖2H(ν) =
〈e, u〉2H(ν)
2 ‖e‖2H(ν)
−
(
〈e, u〉H(ν)√
2 ‖e‖H(ν)
− t√
2
‖e‖H(ν)
)2
.
Since the last term in (34) is always negative, the integral Iλ can be bounded by
following decomposition:
Iλ ≤
∫
X
exp
(
ǫ(C1 ‖u‖X + C3 ‖u‖2X)
)
ν(dx)×
∫
R
exp (ǫ(C2|t|+ |βρ(t)|)) dt.
The integrals above are bounded for some ǫ due to the Fernique theorem [2] and
assumption in equation (30), respectively. 
For simplicity, let us assume that ρ is a normal distribution. In consequence, the
logarithmic derivative of the posterior λ has the form
βλ(h,1)(u, t) = −〈u− e, u− te〉H(ν) − t
and, thus, the functional
J(u, t) =
1
2
‖u− te‖2H(ν) +
1
2
t2
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satisfies assumption in Corollary 2. Moreover, the wMAP estimate to problem (1)
is obtained by minimizing functional
FHierarchical(u, t) =
1
2
|Au−m|2 + 1
2
‖u− te‖2H(ν) +
1
2
|t|2
for (u, t) ∈ X × R. In this case, the problem has a unique wMAP estimate.
7. DISCUSSION AND CONCLUSIONS
In this article, we have examined the role of the MAP estimate for an infinite-
dimensional Bayesian inverse problems. The topic has been scarcely studied in
the literature mainly because of the difficulty to define a MAP estimate for such a
problem. Most importantly, it is difficult to connect a topological definition as in
[15] to a variational problem. The first breakthrough in this regard was achieved in
[8] where Gaussian distributions for non-linear problems were considered. Here,
we introduced a novel concept of a weak MAP estimate, which allows a variational
study of the MAP estimate in a rather general framework and might be the basis
for further results on non-Gaussian priors. As a first step we consider the wMAP
estimate in the Bayes cost method utilizing Bregman distances. Similar work for
finite-dimensional problems was done in [6].
We recognize that our work leaves some fascinating questions open. Besides
the obvious question of infinite-dimensional measurements, we list here three di-
rections of future work. Firstly, our analysis leaves out the case of p = 1 in the
Besov example. This case is particularly interesting due to its role as a sparsity
prior. The drawback is that the logarithmic derivative does not have continuous
representative (not even in finite dimensions), i.e., assumption (A1) is not satis-
fied. A generalization would probably need to move from logarithmic derivatives
of measures to some new definition taking into account convexity, similar to the
step from differentiation to subdifferentials in convex optimization.
Secondly, under what conditions is a weak MAP estimate also a (strong) MAP
estimate in sense of Definition 3? Recall that according to Lemma 3 every MAP
estimate is a weak MAP estimate. Hence, an intriguing challenge is to construct
a posterior distribution for which there exist only weak MAP estimates, or con-
versely, to show that these two concepts coincide.
Thirdly, the role of the set of differentiability D(µ) is interesting as well. For
example, when does the (weak) MAP estimate belong to D(µ)? Notice that for
the Besov prior, the wMAP estimate belongs to even a smaller subspace D(J) ⊂
D(µ). In what generality does this phenomenon appear?
Finally, the ability to formulate the MAP estimate via variational approaches can
open up new frontiers of research in infinite-dimensional Bayesian inverse prob-
lems as the study of non-Gaussian problems becomes more feasible. Further, we
believe that results represented here provide new insight to discretization invari-
ance [22] and, consequently, can have direct impact in practical applications.
Acknowledgements
The work of TH was supported by the ERC-2010 Advanced Grant, 267700 - In-
vProb (Inverse Problems) and by the Academy of Finland via the grant 275177.
The work of MB was partially supported by ERC via Grant EU FP 7 - ERC Con-
solidator Grant 615216 LifeInverse and by the German Science Foundation DFG
MAP ESTIMATES IN INFINITE-DIMENSIONAL BAYESIAN INVERSE PROBLEMS 21
via BU 2327/6-1 and EXC 1003 Cells in Motion Cluster of Excellence, Mu¨nster,
Germany. The authors thank Sari Lasanen (Oulu) and Steffen Dereich (Mu¨nster)
for thoughtful comments regarding this work.
REFERENCES
[1] V. Bogachev and E. Mayer-Wolf. Absolutely continuous flows generated by Sobolev class vec-
tor fields in finite and infinite dimensions. J. Funct. Anal., 167(1):1–68, 1999.
[2] V. I. Bogachev. Gaussian measures, volume 62 of Mathematical Surveys and Monographs.
American Mathematical Society, Providence, RI, 1998.
[3] V. I. Bogachev. Differentiable measures and the Malliavin calculus, volume 164 of Mathemat-
ical Surveys and Monographs. American Mathematical Society, Providence, RI, 2010.
[4] V. I. Bogachev and O. G. Smolyanov. Analytic properties of infinite-dimensional distributions.
Uspekhi Mat. Nauk, 45(3(273)):3–83, 221, 1990.
[5] V. V. Buldygin. On invariant Bayesian estimators for generalized random variables. Teor. Vero-
jatnost. i Primenen, 22(1):175–179, 1977.
[6] M. Burger and F. Lucka. Maximum-a-posteriori estimates in linear inverse problems with log-
concave priors are proper bayes estimators. preprint, 2014.
[7] M. Dashti, S. Harris, and A. Stuart. Besov priors for Bayesian inverse problems. Inverse Probl.
Imaging, 6(2):183–200, 2012.
[8] M. Dashti, K. J. H. Law, A. M. Stuart, and J. Voss. MAP estimators and their consistency in
Bayesian nonparametric inverse problems. Inverse Problems, 29(9):095017, 27, 2013.
[9] I. Daubechies. Ten lectures on wavelets, volume 61 of CBMS-NSF Regional Conference Series
in Applied Mathematics. Society for Industrial and Applied Mathematics (SIAM), Philadelphia,
PA, 1992.
[10] S. V. Fomin. Differentiable measures in linear spaces. Usp˙ehi Mat. Nauk, 23(1 (139)):221–222,
1968.
[11] S. V. Fomin. Some new problems and results in nonlinear functional analysis. Vestnik Moskov.
Univ. Ser. I Mat. Meh., 25(2):57–65, 1970.
[12] B. A. Frigyik, S. Srivastava, and M. R. Gupta. Functional Bregman divergence and Bayesian
estimation of distributions. IEEE Trans. Inform. Theory, 54(11):5130–5139, 2008.
[13] D. Gerth and R. Ramlau. A stochastic convergence analysis for Tikhonov regularization with
sparsity constraints. Inverse Problems, 30(5):055009, 24, 2014.
[14] G. Goh and D. K. Dey. Bayesian model diagnostics using functional Bregman divergence. J.
Multivariate Anal., 124:371–383, 2014.
[15] M. Hegland. Approximate maximum a posteriori with Gaussian process priors. Constr. Approx.,
26(2):205–224, 2007.
[16] T. Helin. On infinite-dimensional hierarchical probability models in statistical inverse problems.
Inverse Probl. Imaging, 3(4):567–597, 2009.
[17] T. Helin and M. Lassas. Hierarchical models in statistical inverse problems and the Mumford-
Shah functional. Inverse Problems, 27(1):015008, 32, 2011.
[18] J. Kaipio and E. Somersalo. Statistical and computational inverse problems, volume 160 of
Applied Mathematical Sciences. Springer-Verlag, New York, 2005.
[19] V. Kolehmainen, M. Lassas, K. Niinima¨ki, and S. Siltanen. Sparsity-promoting Bayesian inver-
sion. Inverse Problems, 28(2):025005, 28, 2012.
[20] S. Lasanen. Non-Gaussian statistical inverse problems. Part I: Posterior distributions. Inverse
Probl. Imaging, 6(2):215–266, 2012.
[21] S. Lasanen. Non-Gaussian statistical inverse problems. Part II: Posterior convergence for ap-
proximated unknowns. Inverse Probl. Imaging, 6(2):267–287, 2012.
[22] M. Lassas, E. Saksman, and S. Siltanen. Discretization-invariant Bayesian inversion and Besov
space priors. Inverse Probl. Imaging, 3(1):87–122, 2009.
[23] M. Lassas and S. Siltanen. Can one use total variation prior for edge-preserving Bayesian in-
version? Inverse Problems, 20(5):1537–1563, 2004.
[24] M. S. Lehtinen, L. Paivarinta, and E. Somersalo. Linear inverse problems for generalised ran-
dom variables. Inverse Problems, 5(4):599, 1989.
[25] M. A. Lifshits. Gaussian random functions, volume 322 of Mathematics and its Applications.
Kluwer Academic Publishers, Dordrecht, 1995.
22 TAPIO HELIN∗ AND MARTIN BURGER◦
[26] M. J. Schervish. Theory of statistics. Springer Series in Statistics. Springer-Verlag, New York,
1995.
[27] H.-J. Schmeisser and H. Triebel. Topics in Fourier analysis and function spaces, volume 42 of
Mathematik und ihre Anwendungen in Physik und Technik [Mathematics and its Applications
in Physics and Technology]. Akademische Verlagsgesellschaft Geest & Portig K.-G., Leipzig,
1987.
[28] A. V. Skorohod. Integration in Hilbert space. Springer-Verlag, New York-Heidelberg, 1974.
Translated from the Russian by Kenneth Wickwire, Ergebnisse der Mathematik und ihrer Gren-
zgebiete, Band 79.
[29] A. M. Stuart. Inverse problems: a Bayesian perspective. Acta Numer., 19:451–559, 2010.
