The main drawbacks of the Hough transform (HT) are the heavy requirement of computation and storage. To improve the drawbacks of the HT, the randomized Hough transform (RHT) was proposed. But the RHT is not suitable for detecting the pattern with the complex image because the probability is too low. In this paper, we propose a fast randomized Hough transform for circle/circular arc detection. We pick one point at random to be the seed point. Then, we propose a checking rule to con¯rm if the seed point is on the true circle. Compared with the previous techniques, the proposed method requires less computational time and is more suitable for complex images. In the experiments, synthetic and real images are used to show the e®ect of the proposed method.
Introduction
The key to many tasks in computer vision is to detect the meaningful grouping of points. Hough transform (HT) is a pattern detection technique that was¯rst introduced by Hough. 10 Then the concept of HT is widely used to detect the objects in the digital image. 1, 5, 6, 16, 18 The major concept of HT is to make each point vote for all possible patterns (candidates) in the parameter space. In other words, the HT converts the image pattern recognition problem into the local peak detection problem by a voting process. 12 Since the pattern of a circle contains three parameters (the coordinate of center (x c , y c ), and the radius (r c )), detecting the circle by standard Hough transform is a third order computational complexity algorithm. 12 The standard Hough transform is restricted by computation and storage requirements to the dimension of parameter space. 7 The high dimension leads to high computational time and storage requirements. To reduce the computational time, many Hough-based methods are proposed to solve the problem of high dimension by multistep schemes, such as:
(1) For the line detection, Chutatape and Guo proposed a modi¯ed Hough transform. 2 Firstly, they selected an edge point as the seed point. Then they computed the angle of another point to the seed point. They extracted the line with the position of the seed point and the angle. However, this method cannot be applied to the circle/circular arc detection. (2) In the circle detection, Ioannou et al. proposed a method 11 with two steps. They computed all mid-perpendiculars of all point pairs in the image space to obtain the center positions of the circles. Then they used a radius histogramming to estimate the radius with the obtained center. This method makes two points vote for a line which is composed of many points. In the complex images, since there are too many point pairs whose two points are not in the same circle, the mid-perpendiculars of all point pairs will also be complex. We can see that it is not easy to use midperpendiculars in the complex images for the center position recognition. (3) In the circular arc detection, Pei and Horng proposed a method based on executing the HT two times. 17 They¯rst transformed the edge points into the HT space to detect the circle where the arc lies, and applied the HT again to obtain the near-peak HT data. They used the eigenvectors of the covariance matrix of the near-peak HT data to estimate the parameters of the circular arc. This scheme costs large computation time because it executes the HT two times.
The concept of probability was also suggested to modify the HT. The probabilistic class of the HT reduces their drawbacks by transforming small subsets of points to the parameters space. In this kind of method, the image points vote for the most probable candidate in the parameter space. It makes the e®ects of noise in the parameter space small and the accumulator structure simple. 8 In comparison with the standard Hough transform, we can see that the subsets of image feature data and the simple accumulator are used to reduce the computation and storage requirements. Two main probabilistic Hough transforms are the probabilistic Hough transform (PHT) 8, 14 and the randomized Hough transform (RHT). 9, 13, 20 The PHT is similar to the standard Hough transform but it uses just a small random subset of the data points. The RHT is a well-known method for the circle detection 3, 19 and it is widely used in many applications. The RHT picks n points from the data points at random (where n is the number of parameters of the target pattern) and these n points are used to obtain a candidate (a possible pattern). For example, a circle contains three parameters (n ¼ 3). When we used the RHT to detect the circle, we picked three points from the data points at random and checked if these three points are on a true circle. In the complex image, since there are many points that are not on the same circle, the probability of picking three points randomly from the same circle is too low. In other words, if three randomly picked points are not on the same true circle, the circle cannot be found. However, it is not easy to extract the pattern with the complex image by the RHT because the probability is too low. 15 In order to detect circles e®ectively, Chiu and Liaw proposed an e®ective voting method 4 (EVM). They sampled the original data point with an interval for reducing the number of data points. Each point pair was selected one by one from the image. When a point pair was selected, they used a checking rule to see if there is a third point whose distance to a point of the selected point pair is equal to the distance of the point pair. These three points (two points in the selected point pair and the third point) are used to vote for a circle candidate. The EVM is a multistep scheme which separates the circle detection into the third point checking and the candidate voting. However, the EVM did not¯x the probability problem of the RHT.
To improve the probability problem of the RHT, the windows of the image are used to increase the performance of the RHT. Kälviäinen and Hirvonen proposed a connective randomized Hough transform 13 (CRHT) to detect lines. They picked a size of window at random in place of the randomized picked points from the image space. And they checked if the connective points in the selected window corresponded to a line. They suggested a local search concept with a selected window, but checking the pattern with connective points was not robust when the edge of the pattern was not connective. However, this method is not extended to recognize the circles. For the circle detection, the adaptive randomized Hough transform 9 (ARHT) is applied to increase local signal-to-noise ratio for improving the detection rate. The ARHT uses the moving window to decompose the detection task from the original image into small subimages. And the RHT is applied to each subimage to detect the circles. However, if three randomly picked points are not on the same true circle in a window, the true circle cannot be found.
In this paper, we propose a multistep scheme which is called the fast randomized Hough transform (FRHT) to recognize the circles. Since the probability of picking one point which is on a circle is higher than picking three points, we pick only one point from the data point to be the seed point. Then we apply a rule to check whether the seed point is on a true circle. Since the circular arc can be regarded as a part of the circle, the proposed method is also extended to recognize the circular arcs. In the experiments, we compare the FRHT with the previous techniques, such as the RHT, the ARHT and the EVM, and conclude that the proposed method requires less computational time.
The Faster Randomized Hough Transform for Circle Detection
If we detect circles by traditional randomized Hough transform (RHT), we have to pick three edge points at random and check if these three points are on a true circle. The probability of picking three points from a circle is too low. If we can pick only one point from data points instead of three points, the probability and the performance will be increased.
When an edge image is given with M edge points, we set all edge points as a set, D, of data points:
We randomly pick a point from D to be the seed point, d s ¼ ðx s , y s Þ. When a seed point is selected, we check if this seed point is on a true circle. We can see that if the seed point is on a circle, there are two points whose distances to d s are the same on this circle. For example, see 
Since three points can be used to solve a circle,
can be used to solve the same circle candidate. According to the above, we have to¯nd two points whose distances are the same to the seed point. We create a sequence of cells and a pool of candidates. Each cell is denoted as C j and is used to store a point whose distance is j to the seed point. The pool is a set and is used to store the solved candidate with an accumulator. When a seed point is selected, each cell and the pool are set to be empty. We also create a window that is centered at d s with w Â w size. We extract each edge point in the window one by one (beside d s ), and compute the distance between the extracted point and d s . Assume that the distance between the extracted point and d s is j, if C j is empty, we put the point into C j ; otherwise, we use the extracted point, seed point and the point in C j to solve a circle candidate. For example, see Fig. 2 , if the distance from a point, d a , to d s is h points and the corresponding cell, C h , is empty, then we put d a into C h . Similarly, d b is put into C k . If the distance from a point, d c , to d s is also h points, but C h is not empty, we use d c , d s and d a to obtain a circle candidate. 
If the obtained circle candidate does not exist in the candidate pool, we add this candidate into the pool with an accumulator (the accumulator is set to be 1); otherwise, the accumulator is increased by 1. When every edge point in the window is processed, we select a circle candidate with the highest accumulation value from the candidate pool. Then we extract the edge points on the selected circle from the image. Assume that selected circle is denoted as (x c is the radius of the circle. The edge points on the selected circle can be described asD
where " r is a prede¯ned threshold value (we set " r ¼ 1 in this paper). We can recognize the selected circle as a true circle if
where N c is number of the points ofD and R t is the minimum ratio between the real points number and the ideal circumference.
Since the FRHT is a kind of the probabilistic methods, the above procedure is iterated until the number of randomly picked seed points is enough. The number of iterations is dependent on the image complexity and e®ected by the computational time (see Sec. 4 for details).
Circular Arc Estimation
Circle arc is also an important feature for the applications of machine vision. 17 Five parameters, the center (x c , y c ), the radius (r c ), the angle of the symmetry axis to the x-axis () and the ratio of the complete circle (R), are used to describe a circular arc (see Fig. 3 ). We regard the circular arc as a part of a circle. We can detect three parameters (the center (x c , y c ) and the radius (r c )) of the circular arc using the FRHT. After the circle is detected, we assume that the circle arc is continuous and we apply a simple geometric method to estimate another two parameters of the circular arc.
Since the circular arc is symmetric by the symmetry axis, it is easy to see that the centroid of a circular arc is on the symmetry axis of the arc. When a circle is recognized and the points on this circle are put in the setD, the angle of the symmetry axis to the x-axis can be described as
where ð x; yÞ is the centroid ofD. The ratio of the complete circle can be found by
where N c is the number of points ofD. Please note that when the circular arc is small, the estimation of may fail. In most applications (such as the experiments in Sec. 4), the small arc is the noise and can be¯ltered out by a radius threshold.
Discussion and Experiments
The main disadvantages of Hough transform techniques are large computational time and storage requirements. In this section, we compare the computation and storage requirements of the proposed method (the fast randomized Hough transform, FRHT) with the randomized Hough transform 20 (RHT), the adaptive randomized Hough transform 9 (ARHT), and the e®ective voting method 4 (EVM).
Analysis of the FRHT
In the proposed method, as like the RHT, we have to decide the iteration times (the number of picking seed points). The iteration times depend on the complexity of the image. We assume that there are M data points and the target circle contains N pixels in the image. The probability of randomized picking of a seed point from the target circle is
In general, we can pick one seed point that is on the target circle when we pick M/N times at random. The minimum iteration times of the FRHT can be set as
Since we select a window and every point in the window is used to process with the picked seed point, the computational time is related to the number of points in the window. In the worst case, the size of the selected window is the same as the size of the image, and then the computational time of the FRHT is (with the biggest window size)
After the seed point is selected, we¯nd two points whose distances are the same to the seed point by a sequence of cells. The sequence of cells (C j ) is used to store a point whose distance is j to the seed point. Assume that the size of the image is W Â H and the maximum distance of the image is ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(which is equal to the diagonal length of the image). Since the digital image is discrete, the diagonal length of the image is equal to the largest value of W and H. We set
Since each cell is used to store a point coordinate, the maximum storage requirement of the sequence of cells is L.
We also use a pool to store the candidates. It is not easy to estimate the size of the pool of candidates. In the worst case, each point in the image can be formed into the smallest circle. We set the maximum number of candidates as equal to M. Each candidate contains four elements: three parameters of the circle and an accumulator. The storage requirement of the FRHT (S FRHT ) is
Comparing the storage requirement
In the RHT and the ARHT, each picked three points are used to solve a circle candidate and put into the pool of candidates with an accumulator. As with the FRHT, we also assume that each point in the image can be formed into the smallest circle. Then the storage requirement of the RHT (S RHT ) and the ARHT (S ARHT ) is
In the EVM, the maximum storage requirement (S EVM ) is equal to¯ve times the number of data points. 4 In other words,
Comparing the storage requirement of the FRHT, the RHT, the ARHT and the EVM [see Eqs. (10)À (12)], it is found that they are similar to each other. We can say that the storage requirement of these four methods is not heavy for the computer system.
Comparing the computational time
To detect a circle with the RHT, we have to pick three points out of the data points in each iteration. We assume that the same three points will not show up repeatedly. The probability of picking one point from the target circle is N/M. After the¯rst point is picked from the circle, the probability of picking the second point and the third point from the same circle are (NÀ1)/(MÀ1) and (NÀ2)/(MÀ2), respectively. In practice, N ) 2 and M ) 2, the probability of picking three points from the same circle is
Comparing the probability of the FRHT [Eq. (6)], we can see that P FRHT ! P RHT because M ! N. In other words, the success probability of the FRHT is higher than the RHT. In the RHT, we pick three points and we solve a circle candidate in each iteration. Therefore, the computational time of the RHT (T RHT ) equal the iteration times of the RHT (I RHT ). The minimum iteration times (I RHT ) of the RHT can be described as
Comparing the computational time of the FRHT and the RHT, as seen in Eqs. (8) and (14), we¯nd that the ratio of T FRHT to T RHT is
The bigger value of M means the image is more complex. From Eq. (15), we can see that when N 2 < M, the FRHT's computational time is less than the RHT's. We set a¯xed N ¼ 100, and plot the relation between ratio of T FRHT to T RHT and M (see Fig. 4 ). From Eq. (15) and Fig. 4 , we can see that the FRHT spends less computational time when the image is more complex.
In the EVM, we pick the point pairs from the data points and use the chosen pair of points to check the third point. We also use an interval to reduce the original data number. It is similar to the window size selection of the FRHT. We decide the interval is equal to 1, and the computation needed for the EVM (T EVM ) is
where n p is the number of the checked third points for each point pair and it may be di®erent for each point pair. Since M ) 1 and we assume the average n p of all point pairs is equal to 1, Eq. (16) can be written as
Comparing the computational time of the FRHT and the EVM [see Eqs. (8) and (17)], the ratio of In general, the point number of the target circle should be bigger than two pixels, therefore the ratio of T FRHT to T EVM is less than one. It means that the FRHT requires less computation time than the EVM.
In the ARHT, a moving window is used to decompose the original image into several subimages. Then the ARHT picks three points from each window at random. If the picked three points are on a circle, the circle can be detected. When the window size can cover all points on a circle, the minimum iteration times in each window is
where M 0 is the number of edge pixels in the window. Since the ARHT uses the moving windows, the computation requirement is the iteration times in each window multiplied by the number of windows. It is not easy to obtain a¯xed M 0 to estimate the computation needed for the ARHT because each window contains di®erent number of pixels.
Since the n p of the EVM and the computation requirement of the ARHT are dependent on the complexity of the image, we use a noise addition experiment to compare the real computational times of these two methods (the EVM and the ARHT) and the FRHT. We create an image whose size is 256Â256 and draw a circle on the created image [see Fig. 5(a) ]. We add 1%, 2%, …, 25% random pepper noise to Fig. 5(a) , respectively. An example of an image with added noise is shown in Fig. 5(b) . We implement the RHT, the EVM, the ARHT and the FRHT to detect the circle with a counter to record the computational times. We also repeat the experiment 50 times for each noise image. The average computational times are shown in Fig. 6(a) . In the noise addition experiment, the accuracy of each method is shown in Fig. 6(b) . In Fig. 6(b) , the error is de¯ned by From the experimental results, the FRHT spends less computational time than that of the RHT, the EVM or the ARHT. We can also see that the FRHT can detect the circle as exact as the previous methods do.
Comparing the success rates
Since the randomized-based methods are based on picking points from the feature data, the e±ciency of the method depends on the probability of picking the points of the true circle. The probability of randomly picked points from the true circle is called the success rate.
We redo the noise addition experiment (see Sec. 4.3) and detect the circle by the RHT, the EVM, the ARHT and the FRHT. We record the times that the true circle is detected. The average times of success detection (success rate) of each method are shown in Fig. 7 . According to Fig. 7 , when the image is complex (such as 10%À25% noise addition), the success rate of the FRHT is higher than that of other methods. We can see that the FRHT is more suitable for the complex images.
Real image experiments
We use a printed circuit board (PCB) image and a park picture to compare the performance of the RHT, the EVM, the ARHT and the FRHT. A PCB image that contains several circles is shown in Fig. 8(a) . Figure 8(b) is the edge detection result of Fig. 8(a) . We apply the RHT, the EVM, the ARHT and the FRHT (with w ¼ 20 Fig. 7 . The average success rate. and R t ¼ 0:7) to detect circles, respectively. The circle recognition results of all methods are the same and shown in Fig. 8(c) . A picture is taken in a park as shown in Fig. 9(a) . There is a bicycle under the basketball stand. The edge image of Fig. 9(a) is shown in Fig. 9(b) . Since success rates of the above method are di®erent (see Sec. 4.4), the RHT and the ARHT cannot detect the circle sometimes. We only show the success detection result in Fig. 9(c) . Since the storage requirements of these methods are not heavy for the computer system (see Sec. 4.2), we compare the computational times with the real images in Figs. 8(a) and 9(a) . The computational times is counted when the algorithm recognizes the circle. The comparison of computational times is shown in Table 1 . We can see that the FRHT saves more computation requirement than others.
We also use two real images to show the results of circular arc estimation. We apply the proposed method for the circle detection then apply the proposed circular arc estimation (see Sec. 3) to recognize the arc. Figure 10(a) is an image taken from an ATM (automatic teller machine) monitor. A criminal is operating the ATM with a safety helmet. We try to detect the helmet via the circular arc detection by Fig. 10(b) . Since the helmet is not a small arc, we keep the arc whose radius is bigger than 20 pixels as the helmet. The result of the safety helmet detection is shown in Fig. 10(c) . We took a picture from the roadside as shown in Fig. 11(a) . The proposed method is applied to¯nd the circular arc with 1000 iteration times, w ¼ 30 and R t ¼ 0:4. The result of edge detection and the circular arc recognition is shown in Fig. 11(b) . We keep the arc whose radius is bigger than 30 pixels as the helmet. The result of the safety helmet detection is shown in Fig. 11 (c) . According to the results, the circle arc detection can be applied to the obtained circle in practical applications. 
Conclusions
The drawbacks of Hough transform are the high computation time and storage requirement. To improve the Hough based technology, the probability methods (such as the RHT and the ARHT) and the multistep schemes (such as the EVM) have been proposed. In the circle detection with the complex images, since the success rate of the RHT and the ARHT is low and the computational time of the EVM is high, we propose a modi¯ed randomized Hough transform that is named the fast randomized Hough transform (FRHT) to increase the success rate and to decrease the computational time. Firstly, we pick only one point from the data points to be the seed point. And a rule is applied to check whether the seed point is on a true circle. The proposed method is also extended to detect the circular arcs. Comparing with the RHT, the ARHT and the EVM, it can be seen that the success rate of the FRHT is higher than that of others. Moreover, the FRHT requires less computational time than others. We can see that the FRHT is more suitable for circle detection in complex images. In the experiments, synthetic images and real images are used to show that the proposed method can extract circle/circular arc correctly.
