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Let L L  L be a Lie color algebra with dim L  . We write det L 0  
if the matrix formed by brackets between elements of a basis of L is nonsingu-
lar. Unlike Lie super algebras, a Lie color algebra L may have det L 0 and a
Ž .universal enveloping algebra U L which is not prime. We will provide examples
Ž .and show that U L is semiprime whenever det L 0. Our main theorem is a
Ž . Ž .criterion for U L to be prime. As a corollary, we prove that U L is prime
whenever det L 0 and the grading group G is either a finite group whose
2-torsion subgroup is cyclic or a finitely generated group such that for each
l Ž l .elementary divisor 2 of G the base field does not contain a primitive 2 th-root of
unity.  2001 Academic Press
1. INTRODUCTION
Background information on Lie superalgebras and Lie color algebras
 can be found in 2, 6, 12, 13 . In Section 2 we review the basic theory of Lie
color algebras, go over examples, and state a theorem which provides
conditions for the universal enveloping algebra of a Lie color algebra to be
prime or semiprime. The rest of the paper is dedicated to proving this
theorem. In Section 3 we discuss iterated quadratic extensions of a graded
algebra. We introduce graded valuations of graded algebras in Section 4.
The theory of graded Clifford algebras is developed in Section 5. These
arise from a filtration on the enveloping algebra of a Lie color algebra.
Our main result, Theorem 2.5, is proved in Section 6.
1The contents of this note form a part of the author’s Ph.D. thesis. He expresses his thanks
to his thesis supervisor, Allen Bell.
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2. LIE COLOR ALGEBRAS
Throughout this paper, k is a field of characteristic different from 2. We
  4let k  k 	 0 denote the group of units of k. All gradings are with
respect to an additively written abelian group. We will denote the degree
of a nonzero homogeneous element x by  x. We want to avoid statements
like ‘‘ x g or x 0’’ so we will often write  x g to handle both cases.
DEFINITION 2.1. Let G be an abelian group. A map  : GG k is
Ž . Ž .called a skew-symmetric bicharacter on G if it satisfies 1 and 2 below,
for any f , g, h
G:
Ž . Ž . Ž . Ž . Ž . Ž .1.  f , g h   f , g  f , h and  g h, f   g, f  h, f
Ž . Ž .2.  g, h  h, g  1.
If x and y are homogeneous and  is a skew-symmetric bicharacter,
Ž . Ž .then we shorten our notation by writing  x, y instead of   x,  y .
Ž .DEFINITION 2.2. A G,  -Lie color algebra is a G-graded vector space
² :L equipped with a graded bilinear map , : L L L , called the
bracket of L , which satisfies the following for any homogeneous x, y,
z
 L .
² : ² :x , y  x , y y , x -skew-symmetryŽ .
² ² :: ² ² :: z , x x , y , z   y , z z , x , yŽ . Ž .
² ² ::  x , y y , z , x  0 -Jacobi identityŽ .
Ž .Remark 2.3. A Lie superalgebra is a  ,  -Lie color algebra with 2
abŽ . Ž .the super bicharacter defined by  a, b  1 for any a, b
 . In this
  ² :case, we use the notation L and , instead of L and , , respectively.
Ž .A skew-symmetric bicharacter  satisfies  g, g 1 for each g
G.
 Ž . 4  Note that G  g
G :  g, g  1 is a subgroup such that G : G  2. 
 Ž . 4Set G  g
G :  g, g 1 G 	G . For any graded vector space 
V we set V  V . gg
G
Suppose L L  L is a Lie color algebra with n dim L  .  k 
Ž . Ž .Let S L denote the symmetric algebra of L . We write det L  0 if 
there is a homogeneous basis y , y , . . . , y of L , such that the matrix1 2 n 
Ž² :. Ž .y , y has a nonzero determinant calculated in S L . Note thati j i, j 
Ž² :.det y , y is determined up to a nonzero multiple for any choice ofi j i, j
Ž . Ž²  :.basis of L . Therefore, if det L  0 then det y , y  0 for any i j i, j
   homogeneous basis y , y , . . . , y of L . The following appears as Theo-1 2 n 
 rem 1.5, in 4 .
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Ž . Ž  .THEOREM 2.4 Bell’s Criterion . Let L, , be a Lie superalgebra such
Ž . Ž .that dim L  . If det L  0, then U L is prime.k 
The simple Lie superalgebras satisfying Bell’s criterion are described in
 14 .
Ž .THEOREM 2.5. Let L be a G,  -Lie color algebra with dim L  .k 
Ž . Ž .1. If det L  0, then U L is semiprime.
Ž . Ž .2. If det L  0, then U L is prime if , additionally, there exist no
Ž .g, h
G such that 2 g 2h,  g, h  1, and L  0 or L  0. g h
We defer the proof of Theorem 2.5 to Section 6. In the rest of this
section we will address the following questions: When do there exist
Ž .g, h
G such that 2 g 2h and  g, h  1? Are the extra conditions in
Part 2 of Theorem 2.5 necessary?
Ž l.EXAMPLE 2.6. Suppose 
 k is a primitive 2 th-root of unity and
Ž l .G 2   CH where H is an arbitrary abelian group, C is cyclic,
l  and C  or 2 divides C . Let 
 C generate C and define  so that
for a , a , b , b 
  and h, h
H we have1 2 1 2
a b a b a b2 2 1 2 2 1 a , a  , h , b , b  , h  1  .Ž .Ž . Ž .Ž .1 2 1 2
Ž . 4 Ž . 4Then G  a , a  , h : a 
 2 and G  a , a  , h : a 
 1 2 . 1 2 2  1 2 2
l1Ž . Ž .Set g 0,  , 0 and h 2 ,  , 0 ; then g, h
G , 2 g 2h, and
Ž . g, h  1.
LEMMA 2.7. Let G be a f. g. abelian group. The following are equialent.
1. For any skew-symmetric bicharacter  : GG k there do not
Ž .exist g, h
G with 2 g 2h and  g, h  1.
Ž . Ž .2. Either a G is finite and its 2-torsion subgroup is cyclic or b k
Ž l. ldoes not contain a primitie 2 th-root of unity for any elementary diisor 2
of G.
Ž .Proof.  We use an indirect proof, that is, we assume Part 2 fails
Ž l.and show that Part 1 fails. Thus k contains a primitive 2 th-root of unity
l Ž l . for some elementary divisor 2 of G. We may assume G 2  N
for some f. g. abelian group N. There are two cases to consider: either G
is infinite or its 2-torsion subgroup is not cyclic.
If G is infinite, then N H for some abelian group H. In this
case, Part 1 fails by Example 2.6 with C .
Ž m .If the 2-torsion subgroup of G is not cyclic, then N 2  H for
some abelian group H. By interchanging the roles of l and m, if necessary,
we may assume lm. Part 1 fails by Example 2.6 with C 2 m.
Ž . Ž . We use a direct proof. Assume Part 2 holds. We show  g, h 1
for any g, h
G satisfying 2 g 2h. This implies Part 1.
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Step 1. Decompose G as G A FH where A is a finite 2-group,
F is either the zero group or a free group of finite rank, and H is a finite
abelian group of odd order. We may assume that G A F in the
remainder of the proof.
For some a, b
 A, f
 F, and x
H we may write g a f x and
Ž . Ž . Ž .h b f x where 2 a 2b. Then  x, x   a, x   b, x  1 since
Ž . Ž .either x 0 or ord x is odd and relatively prime to both ord a and
Ž . Ž . Ž .ord b . We have  g, h   g , h where g  a f and h b f.
Since 2 g  2h we may assume that g g  and h h. Thus we may
 4pass to the case H 0 .
Ž . Ž .Step 2. Suppose a holds. Then  g h, c  1 for any c
G.
Ž . lBy step 1, we may assume G 	 where 	 has order 2 for some
positive integer l. Note that 	
G since G . As 2 g 2h we may 
Ž l1.write g i	 and h i 2 	 for some positive integer i. If l 1,
then g h so suppose l 2. Choose c j	
G, then
j2 l1 g h , c   	 , 	Ž . Ž .
even 1Ž .
 1.
Ž . Ž .Step 3. Suppose b holds. Then  g h, c  1 for any c
G.
By Step 1, we may assume g a f and h b f where a, b
 A, f

 F. Write A S  S  


 S where S , S , . . . , S are cyclic 2-groups1 2 t 1 2 t
and t is a positive integer. For each i t, let 	 generate S and let l be ai i i
l i   l1 l2 l tpositive integer such that 2  S . Then 2 , 2 , . . . , 2 are the elementaryi
divisors of G and we may write aÝt a 	 and bÝt b 	 for somei1 i i i1 i i
l i1 Ž .integers a , b such that 2 a  b for i t. Choose c
G and seti i i i 
Ž . 2 l i l i   	 , c for i t. Then   1 since the order of 	 is 2 . We havei i i i
aib i l i1 Ž . Ž . 2 l i1  1 since 2 a  b and, by Part b ,   1 for i t. Ai i i i
Ž .straightforward calculation gives  g h, c  1, as desired.
Ž . Ž .Step 4.  g, h 1. By Steps 2 and 3 we have  g h, h  1, thus
Ž . Ž . g, h   h, h 1.
The next corollary shows that the conditions on G and  in Theorem
2.5 are the best possible. Special consideration is given to the case in which
G is finitely generated. Before stating this corollary, we will provide a
fundamental example. A version of this example has already appeared as
 Example 2.5 in 5 .
Remark 2.8. Whenever convenient, we will make use of the PBW
 theorem for Lie color algebras. We refer the reader to 2, Theorem 3.2.2 .
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EXAMPLE 2.9. Let  be a skew-symmetric bicharacter on an abelian
Ž .group G and suppose g, h
G satisfy 2 g 2h and  g, h  1. Let L
 4be the vector space with homogeneous basis a, b, c such that a g,
 b h, and c 2 g 2h. There is a uniquely determined Lie color
algebra structure defined on L which has all brackets zero except for
² : ² : Ž . 2a, a  2c and b, b  2c. Then det L  4c  0.
Ž .The universal enveloping algebra U L is generated by a and b subject
2 2 Ž .to the relations ab ba, a  c, b  c. Therefore, U L is a commutative
algebra which is not prime since a b and a b are nonzero elements
whose product is zero.
Ž . Ž .COROLLARY 2.10. Statements 1 and 2 below are equialent. If G is
Ž . Ž . Ž .finitely generated, then 1 and 2 are also equialent to 3 .
Ž . 1 For any skew-symmetric bicharacter  : GG k and any
Ž . Ž . Ž .G,  -Lie color algebra L with dim L  , U L is prime if det L  0.
Ž . 2 For any skew-symmetric bicharacter  : GG k , there exist no
Ž .g, h
G such that 2 g 2h and  g, h  1.
Ž .3 Either G is finite and its 2-torsion subgroup is cyclic or k does not
Ž l. lcontain a primitie 2 th-root of unity for any elementary diisor 2 of G.
Ž . Ž . Ž .Proof. By Theorem 2.5, 2 implies 1 . Moreover, if 2 fails then
Ž . Ž . Ž .Example 2.9 shows that 1 fails. Thus 1 implies 2 . Finally, if G is
Ž . Ž .finitely generated, then 2 and 3 are equivalent by Lemma 2.7.
As the following example illustrates, the universal enveloping algebra of
a Lie color algebra may have more than two minimal prime ideals.
EXAMPLE 2.11. Let  be any skew-symmetric bicharacter on an abelian
Ž .group G such that there exist g, h
G satisfying 2 g 2h and  g, h
Ž . 1. For a positive integer n, let G n denote the product of n copies of
n Ž .G. Let  be the bicharacter on G n which is the product of n copies of
 , that is,
n
n x , y   x , yŽ . Ž .Ł i i
i1
Ž . Ž . Ž .for any x x , . . . , x , y y , . . . , y 
G n .1 n 1 n
Ž . Let L n be the Lie color algebra with homogeneous basis a , b , c : 1i i i
4 Ž . i n such that  a ,  b , c 
G n are the n-tuples which have zerosi i i
in every position except the ith position which is g, h, and 2 g 2h,
respectively, and the brackets between basis elements are all zero except
for the following:
² : ² :a , a  b , b  2c for all 1 i n.i i i i i
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Ž Ž ..In U L n , the elements a , b , 1 i, j n, commute with each other.i j
Ž Ž ..  Thus U L n is isomorphic to k a , . . . , a , b , . . . , b , c , . . . , c I, where1 n 1 n 1 n
 2 2 4I is the ideal generated by a  c , b  c : 1 i n . This is not a primei i i i
Ž .Ž .ring since a  b a  b  0 for 1 i n. Moreover, each of thei i i i
Ž . Ž . Ž Ž ..ideals a  b , a  b is a minimal prime, and so U L n contains 2ni i i i
Ž Ž ..minimal primes. A straightforward calculation gives det L n  0.
Ž .In the next example, det L 0, U L is not prime, and exactly one of
L  0 and L  0 for any choice of g, h
G such that 2 g 2h andg h 
Ž . g, h  1.
EXAMPLE 2.12. Let  be a skew-symmetric bicharacter on an abelian
group G and suppose there exist g , g , h , h 
G such that 2 g  2 g1 2 1 2  1 2
Ž . Ž . Ž . Ž . i j 2h  2h and  g , g   h , h 1,  g , h  1 for all1 2 i j i j i j
1 i, j 2. For example, set G   7 and let  be the skew-4 2
symmetric bicharacter defined so that for any x , y 
 , 1 i, j 8, wei j
have
8
x yi i x , . . . , x , y , . . . , y  1 .Ž .Ž . Ž .Ž . Ł1 8 1 8
i1
Ž .With this setup, we obtain the desired elements as g  1, 0, 1, 0, 1, 0, 0, 0 ,1
Ž . Ž .g  1, 0, 0, 1, 0, 1, 0, 0 , h  0, 1, 0, 1, 0, 0, 1, 0 , and h 2 1 2
Ž .0, 1, 1, 0, 0, 0, 0, 1 .
 4Let L be the vector space with homogeneous basis a , a , b , b , a, b1 2 1 2
such that
 a  g a  g  a 2 g  2 g1 1 2 2 1 2
 b  h  b  h  b 2h  2h .1 1 2 2 1 2
This is a uniquely determined Lie color algebra structure defined on L
² : ² :which has all brackets zero except for a , a  a , a  2 a and1 1 2 2
² : ² : 2 2b , b  b , b  2b. Then det L 16a b  0.1 1 2 2
Ž .We shall now prove that U L is not prime. The universal enveloping
Ž .algebra U L is generated by a , a , b , and b subject to the relations1 2 1 2
below.
a a a a a b  b a a b b a1 2 2 1 1 1 1 1 1 2 2 1
b b b b a b  b a a b b a1 2 2 1 2 2 2 2 2 1 1 2
a2 a2 a b2 b2 b.1 2 1 2
Let I and J be the ideals generated by x b a  b a and y b a1 2 2 1 1 2
 b a , respectively. Then IJ 0 since xy yx 0 and x and y anticom-2 1
mute with the generating elements a , a , b , and b .1 2 1 2
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To see that the primeness conditions of Theorem 2.5 are not satisfied,
set g g and h g  h  h . Then L  0, L  0, 2 g 2h, and1 2 1 2 g h
Ž . g, h  1. However, for any choice of g, h
G such that L  0 and g
Ž .L  0, we either have 2 g 2h or  g, h 1. This is easy to see sinceh
 4  4g
G : L  0  g , g , h , h . g 1 2 1 2
The examples of Lie color algebras provided in this section are all
nilpotent and hence are all solvable. This further demonstrates the com-
plex structure of enveloping algebras of Lie color algebras since, over a
Žfield of characteristic 0, the universal enveloping algebra of a solvable or
.nilpotent Lie superalgebra always contains a unique minimal prime ideal.
 See 5, 7, and 9 for details.
3. ITERATED QUADRATIC EXTENSIONS
Let s be a positive integer. We adopt the convention that entries of an
ordered s-tuple, or entries of a matrix, will be denoted by the correspond-
ing lowercase letters with the appropriate subscripts. For example, the ith
Ž .entry of an ordered s-tuple Y is y and the i, j th-entry of a matrix  isi
 for all i, j s. Typically, the s-tuples will be scalars, elements of ani, j
algebra, or automorphisms of an algebra. If Y is such an s-tuple and
Ž . s m m1 m2 m s 0m m , m , . . . , m 
 then Y denotes y y 


 y , where y 1 2 s 1 2 s i
1. We use the same notation for m
  s if the entries of Y are invertible.
DEFINITION 3.1. Let R be an algebra, S an algebra extension of R, and
s a positive integer. Suppose  is an s s matrix with entries from k,
s s Ž . sX
 S , C
 R , and 
Aut S . We call S an s-iterated quadratick
Ž .extension of R by X, C,,  if the following hold:
 m  4 s41. S is a free left or right R-module with basis X : m
 0, 1 .
2. For all i s, c  x 2 is a regular element of R.i i
3. For all i, j, 1 i j s, x x   x x , and  1.i j i, j j i i, i
4. For all i s,  is an algebra automorphism of S satisfying thei
following:
Ž . a  is an automorphism of R,Ri
Ž . Ž .b  x   x ,  j s,i j i, j j
Ž .c      ,  j s,i j j i
Ž . Ž .d x r  r x , for all r
 R.i i i
Remark 3.2. When s 1 we call S a quadratic extension of R. In this
Ž . Ž . Ž .case  1 . We drop the subscripts and simply write X x , C c ,
Ž . Ž .and   . To describe quadratic extensions, we only specify x, c,  .
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EXAMPLE 3.3. Let R be an algebra,  an automorphism of R, and c a
Ž . 2Ž .regular element of R such that  c  c and cr  r c for all r
 R.
  Ž .The skew polynomial algebra R x;  is defined so that xr  r x for all
  Ž 2 . 2r
 R. Set S R x;   x  c . Then S is an algebra since x  c is a
 normalizing element of R x;  . The automorphism  of R can be
extended uniquely to an automorphism of S, also denoted by , with
Ž . Ž . Ž . Ž . x x. Such a  must be defined by  a bx   a   b x for
Ž .all a, b
 R. Then S is a quadratic extension of R by x, c,  .
Remark 3.4. Any quadratic extension may be obtained in this fashion.
LEMMA 3.5. Let S be an s-iterated quadratic extension of R by
Ž . Ž . Ž .X, C,,  . For each t s, set X  x , x , . . . , x , C  c , c , . . . , c ,t 1 2 t t 1 2 t
Ž . Ž .   ,  , . . . ,  , and    .t 1 2 t t i, j 1 i, j t
t  41. The subalgebra R of S generated by x , x , . . . , x oer R is a1 2 t
Ž .t-iterated quadratic extension of R by X , C , ,  .t t t t
2. Setting R0 R we hae a sequence of algebras R R0 R1 R2
s i1 i Ž . 


  R  S where R is a quadratic extension of R by x , c ,  fori i i
all i s 1.
Proof. This is straightforward.
Ž .LEMMA 3.6. Let S be a quadratic extension of R by x, c,  .
1. If R is semiprime, then S is semiprime.
2. If R is prime and P is an ideal of S maximal with respect to
Ž . Ž .P R 0 , then P and  P are the minimal prime ideals of P.
Proof. By Zorn’s Lemma, there exists an ideal P of S maximal with
   respect to P R 0, and if R is semi prime, then P is semi prime. To
Ž .finish the proof, it is enough to show that P  P  0. Let r a bx
Ž . Ž . Ž . Ž . Ž .
 P  P for a, b
 R. Then  b x  a  r 
  P . Thus
Ž . P contains
xr  r x x a bx   b x  a xŽ . Ž . Ž . Ž .Ž .
 2 b c.Ž .
Ž . Ž . Ž .This is in  P  R  P R  0, so 2 b c 0. Since c is regular,
Ž .we obtain  b  0, whence b 0. Thus r a
 P R 0.
COROLLARY 3.7. Let S be an s-iterated quadratic extension of R. If R is
semiprime, then S is semiprime.
Proof. The proof follows from Part 1 of Lemma 3.6 and Part 2 of
Lemma 3.5.
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Ž .Let S be an s-iterated quadratic extension of R by X, C,,  . For
m Ž .   4 s 4each i s, set S  RX where A i  m
 0, 1 : m  0 .i im
 AŽ i.
Ž .The algebra S is a quadratic extension of S by x , c ,  .i i i i
Ž . Ž .For any a
 S, there exist components  a , a 
 S such thati i i
a   a    a x .Ž . Ž .i i i
Thus we have defined maps  ,  : S S that are left S -module homo-i i i i
morphisms. These maps satisfy      and      j i i j j i j, i i j
for 1 i, j s.
DEFINITION 3.8. For all i s, an element a
 S is called i-reduced if
Ž . Ž . a  0 or  a  0. If a
 S is i-reduced for all i s, then a is calledi i
fully reduced.
Remark 3.9. The set of i-reduced elements is S  S x . If a
 S isi i i
fully reduced then a is a monomial, that is, a rX m for some r
 R and
 4 sm
 0, 1 .
LEMMA 3.10. Let R be simple Artinian and S an s-iterated quadratic
Ž .extension of R by X, C,,  . Then S is semisimple Artinian. If S is not
simple, there is a central idempotent e
 S such that 2 e 1 is fully reduced.
In this case, for some i s there is a fully reduced unit u
 S such thati
1 1Ž . Ž .e 1 u x , eS 1 e S S , and S S  S .i i i i2
Proof. Since S is a finitely generated R-module, it must be Artinian.
By Corollary 3.7, S is semiprime. Thus S is semisimple Artinian. It follows
that S is simple Artinian if and only if the only central idempotents of S
are 0, 1.
Step 1. Let e
 S be a central idempotent and i s. Then 2 e 1 is
 1 Ž . Ž .i-reduced if and only if  e  or  e  0. If S is simple, theni i i2
2 e 1 is i-reduced.
The first statement is immediate since 2 e 1 is i-reduced if and only if
Ž . Ž Ž . . Ž . Ž . 2 e 1  2 e  1  0 or  2 e 1  2 e  0. Note thati i i i
Ž . Ž .22 e  1
 S is central since e is central. The identity 2 e 1  1i i
implies
2 2 e  1   e x  1.Ž . Ž .Ž .Ž .i i i
Expanding the left-hand side of this equation and evaluating   on bothi
sides of the equation yields
2  e  1   e  0.Ž . Ž .Ž .i i
Ž .If S is simple, then the central element 2 e  1 is either 0 or a unit.i i
 1 Ž . Ž .Therefore  e  or  e  0, hence 2 e 1 is i-reduced.i i2
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Step 2. If S is not simple, there is a central idempotent e
 S such that
2 e 1 is fully reduced.
Proceed by mathematical induction on s. If s 1, then S  R which is1
simple. Thus S contains a central idempotent e such that 2 e 1 is fully
reduced by the second statement in Step 1. Assume s 1.
Choose a central idempotent f
 S and suppose 2 f 1 is not j-reduced
for some j s. By Step 1, S is not simple so we may apply the inductivej
hypothesis to S . There exists e
 S such that e is a central idempotent inj j
S and 2 e 1 is i-reduced for all i j. Clearly 2 e 1 is fully reduced. Wej
must show that e is central in S.
Ž .Ž .Set z  2 e 1 2 e 1 . We will show that z
 R. As 2 e 1
 S isj j
 4 s mfully reduced, there exist a
 R and m
 0, 1 such that 2 e 1 aX
Ž m.2 mand m  0. For some nonzero scalars ,  we have X  C andj
Ž . Ž . m mŽ Ž .. m 2 e 1   a X . Therefore, z a  a C 
 R.j j j
2 Ž .As z  1 and z is central in R, we have z1. Thus  2 e 1 j
Ž . Ž . Ž .z 2 e 1 so  e  e or  e  1 e.j j
Ž . Ž . Ž .Suppose  e  1 e. Then fe ef implies that 1 2 e  f x  0.j j j
Ž . Ž .2 Ž .Thus  f  0 since x is regular and 1 2 e  1. But then f  fj j j

 S , contradicting our assumption that 2 f 1 is not j-reduced.j
Ž .We are left with the case  e  e or, equivalently, x e ex . Since e isj j j
a central idempotent in S and e commutes with x , we conclude that e isj j
a central idempotent in S. This completes the induction since, as we noted
before, 2 e 1 is fully reduced.
Step 3. Let e
 S be as in Step 2. For some i s, there is a fully
1 1Ž . Ž .reduced unit u
 S such that e 1 u x , eS 1 e S S , andi i i2
S S  S .i i
Since e R and R s S there exists i s such that e S . Seti1 i i
Ž . Ž .u 2 e c 
 S . Note that  e  0, so by the first statement in Step 1i i i i
 1 1  Ž . Ž . Ž Ž . . e  . Thus e   e x . It is easy to see that   e x i i i i i i2 2
Ž . Ž Ž .. Ž . e x since e commutes with x . This implies   e   e .i i i i i i
Ž .2Using the identity 2 e 1  1, a straightforward calculation reveals
Ž .2 2 1 Ž .4 e c  1. Thus u  c and u is a unit such that u  2 e 
 Si i i i i
1 1Ž . Ž .and e 1 u x . This proves the last statement since u 2 e 1 xi i2
is fully reduced.
Ž . Ž .Note that S eS 1 e S; thus to show that eS 1 e S S andi
S S  S , it suffices to show that the maps given by r er andi i
Ž .r 1 e r for r
 S are isomorphisms of algebras. We do this fori
r er. Since e is central, this map is an algebra homomorphism and it is
clearly injective. To prove that it is onto, we show eS x  eS . For b
 S ,i i i i
Ž .the identity u 2 e 1 x implies ebx  bue
 S e eS .i i i i
COROLLARY 3.11. Let R be a prime left and right Noetherian ring and S
Ž .an s-iterated quadratic extension of R by X, C,,  . If S is not prime there
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Ž .is a semiprime ideal P of S satisfying P  P  0 for some i s. Therei
also exists a regular b
 R and a fully reduced regular a
 S with a bx 
 P.i i
Proof. The set C of regular elements in R remains regular in S. Since
Ž . C  C for all i s we may invert C and consider the iteratedi
quadratic extensions C1S and C1S of C1R. Note that C1R is simplei
Artinian but C1S is not simple since S is not prime.
By Lemma 3.10, there is a central idempotent e
 C1S and, for some
11 Ži s, there is a fully reduced unit u
 C S such that e 1i 2
1 . 1 1 Ž . 1 1 1 1u x , C Se C S 1 e  C S , and C S C S  C S . Seti i i i
M C1Se. Then C1SM C1S which is semisimple by Lemma 3.10.i
Thus M is the intersection of maximal ideals. The algebra S is left and
right Noetherian since S is finitely generated over R. By Part 1 of Lemma
3.6, S is semiprime hence PM S is a semiprime ideal of S.
Ž . Ž .The identity ex  x e implies  u  u. Thus  e  1 e and Pi i i i
Ž . P  0 as we see below.i
P  P M  M  C1Se C1S 1 e  0Ž . Ž . Ž .i i
Since u is fully reduced, there exists a regular b
 R and a fully reduced
1regular a
 S such that u b a. Note that a bx  2 ae
 P.i i
4. GRADED VALUATIONS
DEFINITION 4.1. An abelian group Z is called an ordered group if there
is a linear order  on Z such that x y implies x z y z for all
x, y, z
 Z. Attach a new element  to Z such that  z for
 4all z
 Z  and  y for all y
 Z. Let G be an abelian group
 4and R a G-graded ring that is also a domain. A map  : R Z  is
called a graded aluation if the following hold for all r, s
 R.
Ž .1.  r  if and only if r 0.
Ž . Ž . Ž .2.  rs  r  s .
Ž .  Ž . Ž .43.  r s max  r ,  s ,
Ž . Ž .4. If r and s are homogeneous and  r  s , then  r  s.
LEMMA 4.2. Let G, R,  , and Z be as in Definition 4.1.
Ž . Ž . Ž .1.  1  0 and  r  r for all r
 R.
Ž .  Ž . Ž .4 Ž . Ž .2.  r s max  r ,  s , proided  r   s .
Ž .3. For r
 R, there is a homogeneous component r  of r with  r 
Ž . r  .
Ž . Ž .4. For r, s
 R such that  r  s  z there are homogeneous com-
Ž . Ž .ponents r  and s of r and s, respectiely, such that  r   s  z and
 r   s.
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Proof. We shall only prove Part 3 since Part 4 follows easily from Part
3 and Parts 1 and 2 can be proved directly. We proceed by induction on
the number m of homogeneous components of r. The case m 1 is
trivial, so suppose m 2. Let r
 R have m 1 homogeneous compo-
nents r , r , . . . , r . Set s r  r  


r . By the inductive hypothe-1 2 m1 1 2 m
Ž . Ž . Ž . Ž . Ž .sis,  s  r for some im. Moreover,  s  r   r by Parti i m1
Ž .  Ž . Ž .44 of the definition. From Part 2, we have  r max  s ,  r , thusm1
Ž . Ž . r  r for some jm 1.j
Recall that a 2-cocycle on an abelian group G is a map  : GG k
Ž . Ž . Ž . Ž .which satisfies  f , g h  g, h   f , g  f g, h for any f , g,
h
G.
THEOREM 4.3. Let  be a skew-symmetric bicharacter on G. Define  so1
Ž . Ž .that for any g, h
G,  g, h 1 if g, h
G , and  g, h  1 other-1 
Ž .wise. There exists a 2-cocycle  on G such that  g , h 
Ž . Ž . Ž .1 g, h  g, h  h, g .1
 Theorem 4.3 is proved in 3 . It was proved for finitely generated groups
 in 13 and for arbitrary groups under the assumption k algebraically
 closed in 11 . Let  and  be as in Theorem 4.3 throughout the rest of1
the section.
COROLLARY 4.4. Let A be a graded algebra. There is a G-graded algebra
A with the same graded ector space structure as A whose multiplication  is
Ž .obtained from A subject to the condition ab  a, b ab for any homoge-
neous a, b
 A. In the same way, a graded A-module M becomes a graded
  Ž .A -module M according to a 
 m  a, m am for any homogeneous a
 A
and m
M. This describes an equialence between the category of graded
A-modules and the category of graded A-modules that preseres free modules.
Proof. This is straightforward.
LEMMA 4.5. Let A be a graded algebra which is also a domain. If  :
 4 Ž . A Z  is a graded aluation with  k  0, then A is a domain
  4and  : A  Z  is a graded aluation.
Proof. Conditions 1, 3, and 4 of Definition 4.1 are immediate. We will
verify Condition 2. Conditions 1 and 2 together imply that A is a domain.
Ž . Ž . Ž . We must prove  r s  r  s for all r, s
 A . The cases r 0
Ž . Ž .or s 0 are trivial, so suppose otherwise. Let l r and l s be the number
of homogeneous components of r and s, respectively. We proceed by full
Ž . Ž .induction on m l r  l s . Since r 0 and s 0, we have m 2. The
base step, m 2, is also trivial since then r and s are homogeneous.
Ž .Suppose m 2. We may assume l r  2. By Part 3 of Lemma 4.2 there
Ž . Ž .exists a homogeneous component r  of r such that  r   r . Set
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Ž . Ž .r   r r . Then  r    r  by Parts 4 and 2 of Lemma 4.2. By the
Ž . Ž . Ž . Ž . Ž . Ž .inductive hypothesis,  r  s  r   s and  r  s   r   s ,
Ž . Ž . Ž .hence  r  s   r  s . A straightforward calculation gives  r s 
Ž . Ž . r  s .
 EXAMPLE 4.6. Consider the polynomial algebra U k  ,  , . . . ,  in1 2 l
l homogeneous variables  ,  , . . . ,  whose homogeneous degrees are in1 2 l
G . Let Z denote  l, the product of l copies of the integers ordered
Ž .lexicographically. Thus for I, J
 Z, I J if and only if i , i , . . . , i 1 2 m
Ž .j , j , . . . , j and i  j for some m, 1m l. Then Z is a1 2 m m1 m1
Ž .linearly ordered group. Set   ,  , . . . ,  . Then any u
U can be1 2 l
written
u u  IÝ I
lI

where u are scalars and u  0 for all but finitely many I
 l. WeI I
 4 Ž .  4 Ž .define a map  : U Z  by  u max I: u  0 and  0 I
. It is easy to see that  is a graded valuation. Let X be the set of
nonzero homogeneous elements of U and set FUX1. Then  extends
Ž 1 . Ž . Ž .to a graded valuation  : F Z such that  pq   p   q for all
Ž . Ž .p
U, q
 X. Note that  k  k  0. According to Lemma 4.5, 
and  are valuations on the domains U and F , respectively.
5. GRADED CLIFFORD ALGEBRAS
Throughout this section,  ,  , and  are defined on an abelian group1
G as in Theorem 4.3.
DEFINITION 5.1. A graded algebra F is called a graded field if F is
 4commutative, F  0 , and the homogeneous elements of F are all units.
In the same way vectors spaces over fields are free, the category of
graded modules over a graded field consists of free modules. Generally,
graded fields have a graded structure which is very similar to that of
ordinary fields. We will now go over graded versions of definitions and
   elementary results in the theory of Clifford algebras found in 1 and 8 .
Let F be a graded field and V a graded F-module of finite rank such
 4 Ž .that V  0 . The hyperbolic space on V, denoted  V , has an induced
grading from V. Let b: V V F be a graded symmetric bilinear form.
' Ž .The radical of b is denoted b . The Clifford algebra, denoted C V , is a
graded F-algebra.
LEMMA 5.2. Let F, V, and b be as aboe.
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1. There are graded submodules H and W of V such that H is a
hyperbolic space, W is an internal orthogonal product of one-dimensional
'nondegenerate graded submodules, and VH bW. This is called the
Witt decomposition.
 42. Let  ,  , . . . ,  be a homogeneous basis for V. There is a1 2 n
 4homogeneous basis u , u , . . . , u of V and a Witt decomposition VH1 2 n' bW such that for some lm n,
Ž .  4a u , u , . . . , u is a basis of H,1 2 l
'Ž .  4b u , u , . . . , u is a basis of b ,l1 l2 m
Ž .  4c u , u , . . . , u is an orthogonal basis of W, andm1 m2 n
Ž .d for m i n there exists j n such that u    .i j
' '3. Let  b be the exterior algebra of b . Denote the graded tensor
ˆproduct of F-algebras by  . As graded F-algebras, we haeF
ˆ ˆ'C V  C H   b  C W .Ž . Ž . Ž .Ž . Ž .Ž .F F
4. The Clifford algebra of a hyperbolic space is a matrix algebra oer F.
Ž Ž .. Ž .This follows from C  V  End V as graded F-algebras.F
Proof. Parts 1, 3, and 4 can be proved in the same way as 8, Theorem
I.4.1; 8, Lemma V.1.7; and 1, Theorem II.3.1 , respectively. To prove Part 2
Ž .we use full induction on n. The base step n 1 is trivial. If b  ,   0i j'for all 1 i, j n then V b , so set u  for all i n. We are lefti i
Ž .with b  ,   0 for some 1 i, j n. There are two cases to consider.i j
In the first case, assume i j n. Set u  and for 1m n 1n n
set
1   b  ,  b  ,  .Ž . Ž .m m n n n n m
Then   is homogeneous and       for 1m n 1. Apply them m m
Ž .inductive hypothesis to V   u F with homogeneous basisn
    4 ,  , . . . ,  .1 2 n1
Now suppose i 1, j 2, and the first case does not hold, hence
Ž .b  ,   0 for 1m n. Setm m
u  ,1 1
1u  b  ,  ,Ž .2 2 1 2
and for 3m n set
    u b u ,   u b u ,  .Ž . Ž .Ž .m m 1 2 m 2 1 m
Then u , u span a hyperbolic plane, and       for 3m n.1 2 m m
Ž   4 .Apply the inductive hypothesis to V   ,  F with homogeneous1 2
   4basis  ,  , . . . ,  .3 4 n
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LEMMA 5.3. Let F be a graded field such that R F  is a domain.
Choose any graded F-module V of finite rank such that V  0. Let b:
V V F be a nondegenerate, graded, symmetric bilinear form. Set S
Ž .C V .
1. The algebra S is semiprime.
 42. Assume R is left and right Noetherian. Let x , x , . . . , x be a1 2 s
homogeneous basis of V. Then S is prime if there does not exist i s, 
 k,
Ž . Ž .and fully reduced, regular a, b
 S such that  a  a,  b  b, andi i i
Ž . Ž .2ara b r b x for all r
 S .i i i
Proof. Step 1. We reduce to the case in which V is an internal
orthogonal product of one-dimensional nondegenerate graded submod-
ules.
'We have b 0 since b is nondegenerate. Thus a Witt decomposition
Ž .of V has the form VHW see Part 1 of Lemma 5.2 . For an integer
Ž Ž . .t, let M C W denote the algebra of t t matrices whose entries comet
Ž . Ž Ž . .from C W . By Lemma 5.2, SM C W for some t. Thus S ist
  Ž .  semi prime if C W is semi prime. In other words, we may assume
Ž .VW and S C W .
Step 2. Set s dim V. Then S is an s-iterated quadratic extensionF
of R.
By Part 2 of Lemma 5.2, we may assume x , x , . . . , x are orthogonal.1 2 s
For 1 i s, set c  x  x and let  be the graded algebra automor-i i i i
Ž . Ž .phism of S defined so that  u   x , u u for any homogeneous u
 S.i i
A routine verification of the conditions of Definition 3.1 proves that S is
Ž .an s-iterated quadratic extension of F by X, C,,  where X
Ž . Ž . Ž .x , x , . . . , x , C c , c , . . . , c ,   ,  , . . . ,  , and 1 2 s 1 2 s 1 2 s
Ž Ž .. x , x . Note that, for example, c is regular, for all i s, since ci j i, j i i
1 Ž . Ž .  x , x b x , x  0 and, by assumption, R is a domain.i i i i2
Ž .Step 3. Suppose S C V is not prime. For some i s, there exists
 Ž . Ž .
 k and fully reduced, regular a, b
 S such that  a  a,  b i i i
Ž .b, and ara b r bc for all r
 S .i i i
Ž .For any r
 S, let l r be the number of homogeneous components of r.
Ž . Ž .Then l ru  l r for any homogeneous u
 S . By Corollary 3.11, therei
Ž .exists a semiprime ideal P of S such that P  P  0 for some i s.i
Choose fully reduced, regular a, b
 S such that p a bx 
 P andi i
Ž . Ž .l a  l b is as small as possible. Note that such elements exist by
Corollary 3.11.
There are fully reduced nonzero  ,  
 S such that  is homoge-1 2 i 1
Ž . Ž . Ž . Ž Ž .neous l   l a  1 and a    . Set   x ,  ,    b2 1 2 i 1 0 i
. Ž Ž . . b c , and       , then x p px     x 
 P buti 0 i 2 2 i i 0 0 i
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Ž . Ž . Ž . Ž . Ž . Ž .l   l   l b  l a . Therefore  a  a and  b  b. Thus0 0 i i
Ž . Ž .ara b r bc for all r
 S since P  P  0 impliesi i i i
0 1 pr pŽ .i
 1 a bx r a bxŽ . Ž .i i
 ara b r bc  b r a arb x .Ž . Ž .Ž . Ž .i i i i
Part 1 follows from Step 2 and Corollary 3.7. Step 3 implies Part 2.
6. PRIMENESS CRITERION
COROLLARY 6.1. Let  , G, and  be as in Theorem 4.3.1
Ž  . Ž . Ž .1. Let L, , be a G,  -Lie color algebra. There is a G,  -Lie1
Ž    .color algebra L , , with the same graded ector space structure and
  Ž . bracket determined by the rule x, y   x, y x, y for homogeneous
x, y
 L.
Ž . Ž ² :. Ž .2. Gien a G,  -Lie color algebra L , , , there is a G,  -Lie1
Ž  .  ² :  color algebra L, , such that L L and ,  , . The inclusion map
 Ž . Ž . Ž  .L U L induces a graded algebra isomorphism U L U L 
Ž .U L .
Proof. The proof follows directly from Theorem 4.3.
Ž ² :. Ž .LEMMA 6.2. Suppose L , , is a G,  -Lie color algebra with unier-
Ž . Ž ² : .sal eneloping algebra UU L . Let L , ,  be the Lie color algebra
² :with the same graded ector space structure and bracket ,  determined by
² : ² : ² :the rule x, y  x, y if both x, y
 L , and x, y  0 otherwise, for
Ž n .homogeneous x, y
 L . There is a filtration   U such that then

Ž . Ž .associated graded algebra gr U is G-graded and gr U L U L  . 
Proof. This is straightforward. Define the filtration so that for each
n
,  nU is the span of all products of s elements of L and t
elements of L where s, t
 satisfy 2 s t n. The grading of the
Ž n . Ž n .filtration is defined so that  U   U U for each n
 andg g
g
G.
We are now ready to prove Theorem 2.5.
² :Proof. Step 1. We can assume L , L  0 throughout the rest of 
the proof.
Let L  be the Lie color algebra described in Lemma 6.2. By 10,
 Ž .   Ž .  Proposition 1.6.6 , U L is semi prime or prime if U L  is semi prime.
In other words, we can assume L L .
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Step 2. We can assume L is finite dimensional throughout the rest of
Ž .the proof. Thus U L is Noetherian.
Let L  be the smallest sub-Lie color algebra of L which contains L .
Ž . ŽThen L  is finite dimensional and U L is a color polynomial algebra see
 . Ž .2 over U L  . Just as in the case of ordinary polynomial algebras, a
   color polynomial algebra is semi prime if its base algebra is semi prime.
Therefore we may pass to the case L L .
Step 3. Owing to Part 2 of Corollary 6.1, L L for some G-graded
Lie superalgebra L and 2-cocycle  . Let X be the set of nonzero
Ž . Ž . 1homogeneous elements of U L . Set UU L and FUX . We 
Ž .define a graded valuation  on F such that  k  0.
 4Let  ,  , . . . ,  be a homogeneous basis of L . Then U1 2 l 
 k  ,  , . . . ,  since L is abelian. We define Z and  as in Example 4.6.1 2 n 
Step 4. Set V L  F. Define a symmetric graded bilinear form b: k
Ž .  V V F such that b u,   u,  for any u,  
 L . Then b is nonde-
generate.
Let b: V  V  F  be the graded bilinear form defined by
 Ž . Ž . Ž .b u, u   u, u b u, u for any homogeneous u, u
 V. Suppose
 ' Ž . Ž .b 0, then there exists a w
 V such that b w, V  0. Then b w, V
  Ž . ² : 0 so det b  0. This implies det L 0 since b x, y  x, y for any
x, y
 L . This contradicts the assumption det L 0.
Ž . 1 Ž .  Step 5. Set SU L X . Then U L is semi prime whenever S is
 semi prime.
Ž . Ž .The underlying graded vector spaces of U and U L U L are
equal. Thus X is also the set of nonzero homogeneous elements of U. Set
R F  and SUX1. It is easy to see that X is a right Ore set in the
Noetherian ring R.
Ž .Step 6. We have S C V . Suppose that S is not prime. Then there
Ž .exists g
G and h
G such that L  0, 2 g 2h, and  g, h  1. g
 4Let y , y , . . . , y be a homogeneous basis of L . By Part 2 of Lemma1 2 s 
 45.2 there is a basis x , x , . . . , x of V such that for each i s there1 2 s
exists j s such that  x   y . If S is not prime, then by Part 2 ofi j
Lemma 5.3 there exists i s, 
 k, and fully reduced, regular a, b
 Si
Ž . Ž . Ž .such that  a  a,  b  b, and ara b r bc for all r
 S .i i i i i
Since a and b are fully reduced in S , there exist a , b 
 R andi 0 0
 4 s m nm, n
 0, 1 such that m  n  0, a a X , and b b X . By Part 3i i 0 0
of Lemma 4.2 there exist homogeneous components a and b of a and0
Ž . Ž . Ž . Ž .b , respectively, such that  a  a and  b  b . Set a  a 0 0 0 0
a, a  aX m, a  a X m, b  b  b, b  bX n, and b  b X n.1 2 0 1 2
Then a a  a , b b  b , and a and b are homogeneous compo-1 2 1 2 1 1
nents of a and b, respectively.
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2 2 ŽŽ .2 . ŽŽ .2 .The identity a  b c implies  a  b c , hence 2a i 1 1 i 1
Ž . Ž . Ž .2 b  2 x . Moreover,  a  a and  b  b imply  x , a 1 i i i i
Ž . Ž . x , b  . Set g  x and h  a   b . Then 2 g 2h and  g, hi i 1 1
 1.
Step 7. We show h
G .
 4There is a total degree map deg: R   which is defined so
Ž .  4 Ž .that if  r  I
 Z  , for r
 R, then deg r  i  i  


i .1 2 n
 4The basis x , x , . . . , x of V was obtained from a basis B of L by the1 2 s 
² :process described in the proof of Part 2 of Lemma 5.2. Note that deg y, z
 1 for all y, z
 B. Looking back at this proof, we see that this property
Ž .is passed to x , x , . . . , x , that is, deg b x , x  1 for all l, m s. In1 2 s l m
1Ž . Ž . Ž .particular, deg c  1 since c   x , x b x , x for all l s.l l l l l l2
Recall a, b, a , b , etc., from Step 6. Since a, b
 R, we have  a,  b1 1

G . Moreover, h  a  b X m X n and a straightforward
Ž . Ž mn mn.calculation shows that  h, h   X , X .
     Set m m m  


m , n  n  n  


n , and m n 1 2 s 1 2 s
    mn  m  n . Then X is the product of m n homogeneous elements of
ŽŽ .2 . ŽŽ .2 .negative degree. The equation  a  b c yields1 1 i
   2 deg a  m  2 deg b  n  1.Ž . Ž .
      Ž .Thus m n is odd. It follows that m n is odd and  h, h 1.
Ž .By Steps 2, 3, and 4, and Part 1 of Lemma 5.3, S C V is semiprime.
Ž .Thus U L is semiprime by Step 5. This proves Part 1 of Theorem 2.5.
Part 2 follows from Steps 5, 6, and 7.
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