The greedy algorithm A iterates over a set of uniformly sized independent sets of a given graph G and checks for each set S which non-neighbor of S, if any, is best suited to be added to S, until no more suitable non-neighbors are found for any of the sets. The algorithms receives as arguments the heuristic h used to evaluate the independent set candidates, and the initial cardinality k of the independent sets. In the most difficult cases, with the simplest heuristics and k = 1, A returns a correct result every time, for n  16, and 84% of the time, for n = 100, when n = |V(G)| With a more sofisticated heuristic and k = 2, the succes rate remains a 100% throughout the range. In cases of failure for n  100,
1. Let S be a the set of independent sets of a given cardinality in G. 4 . If T = , return S, 5. else, set S = T, and go to 2.
Let T = .

For each set Si in S,
let U  V(G) be the set of non-neighbors of
An implementation of the algorithm must receive two arguments h and k, in addition to G:
-h is the heuristic used to evaluate the non-neighbors of Si as MIS candidates, and -k is the cardinality of the initial elements in S.
The non-neighbor best suited to be added to an expanding independent set, is a. the one with the most non-neighbors of its own, or b. the one that, together with its own non-neighbors, induces the most stable graph, when the stability of a graph H  G on o vertices in this context is given by the formula
S can initially contain singletons, pairs, or larger tuplets-in principle of cardinalities up to the independence number of G, (G).
A hk then denotes an instance of A that receives the heuristic h  {a, b} and the initial independent set cardinality k. An instance of A is an algorithm in the family A.
Testing
The tests were done on random graphs, when in a random graph (V, E) of a given order and size, the members of E have been selected at random from the handshake product of V.
Test 1.
Algorithms Aa 1 , Ab 1 , Aa 2 and Ab 2 were tested, with the USBE-tree search described in [2] as control, on graphs on n vertices and m egdes, with n ranging from 12 to 42 and m ranging from 2n to a little less than ( 2 ) (the the number of graphs on n vertices approaches 1 when m approaches ( 2 )) with 100 runs for each pair (n, m). This gave about one million test runs.
The sizes that gave the highest failure rates in Test 1. lay in the range 3n to 5n, so in Test 2. and 3. m was always set to 4n.
Having observed in Test 1. that not more than two out of four algorithms failed with the same input, the chances of triple and quadruple failures were deemed to be negligible within any testable range, so in some of the subsequent tests three or four of the greedy algorithms were tested without additional control, using the maximum of the returned cardinalities in each run as measure.
Test 2.
Algorithms Aa 1 , Ab 1 , Aa 2 and Ab 2 were tested with regard to failure rates, for n ranging from 20 to 100, starting with 300 000 test runs for n = 20 and ending with 580 test runs for n = 100. The reasons for the decrease in number of runs were that the lower the failure rates the more runs were required to get consistent results, and, most importantly, the run time required by Ab2 (see Complexity).
Test 3.
Algorithms Aa 1 , Ab 1 and Aa 2 were tested with regard to accuracy in 60 000 test runs, 1000 for each n, ranging from 20 to 80.
Failure ratios
In Test 1. the failure ratio for Aa 1 went from zero for n =  16, to a little less than 0.004 for n = 42. For Ab 1 , 9 failures occured in the entire range, and for the others, none. 
Accuracy
All through Test 1.
, once for each of n = 63, 75 and 76.
Complexity
By means of the algorithm described in [3] it takes 3( ) time to set up the initial list of vertex sets, before the non-independent sets are filtered out. For an edgeless graph Ab k always makes the same number of evaluations as Aa k , but also in general the numbers are more or less the same. The evaluations made by heuristic b are indeed more complex than the ones made by heuristic a, and this accounts for a substantial difference in runtime for certain combinations of n, m and k, but not to the extent that the workload is increased beyond polynomial time.
Aa k starts with ( ) k-tuplets in S, and for each S i S, each vertex in (S
Heuristic a Heuristic b
Nothing to do.
Compute |U|. Apply (1) to I.
Let wna and wnb be maximum amount of the work done by a and b, respectively, for a given n. The wnb/wna ratios for n = 100 are shown in Figure 1 . The numbers are all put together in Table 4 , which shows that for n  70, wnb < 2 wna. Table 4 .
