Regression and Singular Value Decomposition in Dynamic Graphs by Chehreghani, Mostafa Haghir
ar
X
iv
:1
90
3.
10
69
9v
3 
 [c
s.L
G]
  4
 Ja
n 2
02
0
Regression and Singular Value Decomposition in
Dynamic Graphs
Mostafa Haghir Chehreghani
Department of Computer Engineering
Amirkabir University of Technology (Tehran Polytechnic), Tehran, Iran
mostafachehreghani@gmail.com
Abstract
Most of real-world graphs are dynamic, i.e., they change over time. However,
while problems such as regression and Singular Value Decomposition (SVD) have
been studied for static graphs, they have not been investigated for dynamic graphs,
yet. In this paper, we study regression and SVD over dynamic graphs. First, we
present the notion of update-efficient matrix embedding that defines the conditions
sufficient for a matrix embedding to be used for the dynamic graph regression
problem (under l2 norm). We prove that given an n × m update-efficient matrix
embedding (e.g., adjacency matrix), after an update operation in the graph, the
optimal solution of the graph regression problem for the revised graph can be
computed in O(nm) time. We also study dynamic graph regression under least
absolute deviation.Then, we characterize a class of matrix embeddings that can
be used to efficiently update SVD of a dynamic graph. For adjacency matrix and
Laplacian matrix, we study those graph update operations for which SVD (and
low rank approximation) can be updated efficiently. We show that for example
if the matrix embedding of the graph is defined as its adjacency matrix, after an
edge insertion or an edge deletion or an edge weight change in the graph, SVD of
the graph can be updated in O(n2 log2 n) time. Moreover, after a node insertion
in the graph, rank-r approximation of the graph can be updated in O(rn2) time.
Keywords: Dynamic graphs, linear regression, update-efficient matrix
embeddings, representation learning, Moore-Penrose pseudoinverse, update time,
Singular Value Decomposition
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1. Introduction
Graphs are an important tool used to model data in many modern applica-
tions, such as the world wide web, social networks, road networks, and citation
networks. Most of real-world graphs are dynamic, i.e., they change over time
by a sequence of graph update operations. A graph update operation can be ei-
ther node insertion, or node deletion, or edge insertion, or edge deletion, or edge
weight change.
Two fundamental tasks in machine learning and data analysis are Singular
Value Decomposition (and its related problems such as low rank approximation)
and regression. In the standard setting of (linear) regression, we are given an
n×1 vector of measured values b and an n×mmatrix of predictor valuesA. We
assume that b = A · x, where x[i]’s are the coefficients of a hyperplane (model
parameters) that we want to learn. Suppose that we receive n data, where for each
i ∈ [1, n], the data consists of a row in A and a single element in b. Then, the
goal is to find a vector x such that A · x is the closest point to b (in the column
span ofA), under a proper distance measure, e.g., the l2 norm (Euclidean distance
or the least squares distance) or the l1 norm (the least absolute deviation). More
formally, we want to solve the following problem (p ∈ [1,∞)):
argminx||A · x− b||p. (1)
While these problems have been extensively studied for (static) high dimen-
sional data and static graphs [1], to the best of our knowledge they have not been
investigated for dynamic graphs, yet. We may call the regression and SVD prob-
lems over dynamic graphs as dynamic graph regression and dynamic graph SVD,
respectively. The importance of these problems stem from a wide range of appli-
cations that generate dynamic graphs (hence, many data analysis and data mining
algorithms have been developed for dynamic graphs [4], [15], [21], [25], [10]).
Examples include the world wide web, social networks, collaboration networks
and so on. As a result, it is an important and interesting problem, both in the-
ory and practice, to study different learning problems, including regression and
Singular Value Decomposition (SVD), over dynamic graphs.
The challenges of regression and SVD over dynamic graphs are two-fold. The
minor challenge is a proper adaptation of the standard setting of the regression
problem to graphs. As we will discuss later, this can be done by using a matrix
embedding for the graph. The more important challenge arises due to dynamism
of the data. This means when the graph changes (by an update operation), the
already found solution must be updated, to become valid for the revised graph.
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This is not trivial, as updating the solution should be done in a time considerably
less than the time of computing it, from scratch, for the revised graph.
In the current paper, we study regression and SVD over dynamic graphs. First,
we present the notion of update-efficient matrix embedding that defines the condi-
tions sufficient for a matrix embedding to be used for the dynamic graph regres-
sion problem (under l2 norm or least squares error). We show that some of the
standard matrix embeddings, e.g., the (weighted) adjacency matrix, satisfy these
conditions. We prove that given an n × m update-efficient matrix embedding,
after an update operation in the graph, the optimal solution of the graph regres-
sion problem for the revised graph can be computed in O(nm) time. In particular,
using the (weighted) adjacency matrix as the matrix embedding of the graph, it
takes O(n2) time to update the optimal solution of the dynamic graph regression
problem, where n is the number of nodes of the revised graph. Note that in this sit-
uation, computing the optimal solution for the revised graph from the scratch will
take O(n3) time. We also study dynamic graph regression under least absolute
deviation.
Then, we study SVD (and low rank approximation) over dynamic graphs. We
characterize a class of matrix embeddings that can be used to efficiently update
SVD of a dynamic graph. For adjacency matrix and Laplacian matrix, we study
those graph update operations for which SVD (and low rank approximation) can
be updated efficiently. We show that for example if the matrix embedding of the
graph is defined as its adjacency matrix, after an edge insertion or an edge dele-
tion or an edge weight change in the graph, SVD of the graph can be updated in
O(n2 log2 n) time. Moreover, after a node insertion in the graph, rank-r approxi-
mation of the graph can be updated inO(rn2) time. Also, if the matrix embedding
of the graph is defined as its Laplacian matrix, after an edge insertion or an edge
deletion or an edge weight change in G, we can update SVD ofG in O(n2 log2 n)
time.
The rest of this paper is organized as follows. In Section 2, we introduce
preliminaries and necessary definitions used in the paper. In Section 3, we give
an overview on related work. In Section 4, we introduce update-efficient matrix
embeddings. In Section 5, we study dynamic graph regression under least squares
error. In Section 6, we present our results on dynamic SVD and dynamic low
rank approximation. In Section 7, we study dynamic graph regression under least
absolute deviation. Finally, the paper is concluded in Section 8.
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2. Preliminaries
We use lowercase letters for scalars, uppercase letters for constants and graphs,
bold lowercase letters for vectors and bold uppercase letters for matrices. Unless
it is explicitly mentioned, throughout the paper G refers to a general graph, which
can be weighted or unweighted, directed or undirected, and labeled or unlabeled.
The only assumption we have on G is that it does not have multi-edges (note that
multi-edges might be modeled by weighted edges). We denote by n the number of
nodes of G. A dynamic graph is a graph that changes over time by a sequence of
graph update operations. A graph update operation is an operation that inserts an
edge or a node into the graph; or deletes an edge or a node (and its incident edges)
from the graph; or changes the weight of an edge. We assume when a new node in
inserted, some edges are also added between the new node and the existing nodes
of the graph. We also assume that the new node obtains the largest node id of the
graph.
The adjacency matrix of a graph G is an square n × n matrix such that its
ijth element is 1 if there is an edge from node i to node j, and 0 if there is no
such an edge. The weighted adjacency matrix ofG, denoted withW , is an square
n × n matrix that represents the weights of the edges, i.e., Wij is the weight of
the edge from node i to node j, if i has an edge to j (otherwise, it is 0). Given an
undirected weighted graphG, its weighted Laplacian matrixL is an square matrix
of size n× n defined as L = D−W , whereD is an n× n diagonal matrix with
Dii =
∑n
j=1Wij and is called the (weighted) degree matrix.
The Euclidean norm or l2 norm of a vector x of size n, denoted with ||x||2,
is defined as
√
x21 + x
2
2 + · · ·+ x
2
n. The l1 norm of x, denoted with ||x||1, is
defined as | x1 | + | x2 | + · · ·+ | xn |. Let A ∈ R
n×m. The rank of A
is the dimension of its column space (or its row space). By A∗ we denote the
transpose of A defined as an operator that switches the row and column indices
of A. Matrix A−1 ∈ Rm×n denotes the inverse of A and is defined as follows:
A−1 ·A = A ·A−1 = I , where I is an identical matrix (of proper size). Matrix
A† ∈ Rm×n is called the Moore-Penrose pseudoinverse of A. It is well-known
that the solution
x = A† · b (2)
is an optimal solution for regression under the l2 norm (Equation 1, with p = 2)
[28]. The Singular Value Decomposition (SVD) of an n×m matrixA is defined
as U ·Σ · V ∗, where U is an n ×m matrix with orthonormal columns,Σ is an
m ×m diagonal matrix with non-zero non-increasing entries down the diagonal,
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and V ∗ is anm×m matrix with orthonormal rows. The non-zero elements ofΣ
are called singular values ofA.
3. Related work
SVD of graphs. There exist extensive research in the literature on SVD and low
rank approximation of different matrix embeddings of graphs. Zha et.al. [36]
propose a method for partitioning bipartite graphs by minimizing normalized sum
of edge weights between unmatched pairs of vertices. They approximately solve
the minimization problem by computing a SVD of the edge weight matrix of the
graph. Drineas et.al. [12] present an algorithm for clustering large graphs using
SVD of the adjacency matrix, wherein node similarity is measured in terms of the
number of common neighbors. Wu et.al. [34] use low rank approximation for
graph reconstruction and separating noise from the perturbed graph. The authors
of [31] study SVD and low rank approximation of Laplacian and adjacency ma-
trices of a graph and their connection to clusters and communities in the graph.
Sarkar and Dong [30] exploit SVD of the Laplacian and adjacency matrices for
community detection. They represent vertices as linear combinations of the or-
thogonal bases (described by SVD), and use orthogonality to classify vertices into
communities.
The work of Dhanjal et.al. [11] is probably one of the most similar works to
our work on SVD of dynamic graphs. Dhanjal et.al. [11] study approximately up-
dating rank-r SVD of the Laplacian matrix of a graph, when some small change
occurs in the matrix. After (incrementally) computing the new eigen-space, they
accordingly update the clustering of the vertices of the graph. Unlike this work,
in the current paper, we do not focus on an specific matrix embedding. Rather,
we formulate the desired properties of matrix embeddings. Then, we study how
the adjacency and Laplacian matrices satisfy these conditions. Moreover, we in-
vestigate exact update of SVD, whereas in [11] approximate update is studied.
Rohea et.al. [29] study spectral clustering in directed graphs. Using SVD of (a
modified version of) the adjacency matrix of the graph, their algorithm first gen-
erates two lower-dimensional representations. Then, it applies K-means to each
representation to find directional communities.
Dynamic graph regression. The authors of [23, 22] study the problem of online
label prediction of a graph. Online setting is used in the cases where it is compu-
tationally infeasible to solve the learning problem over the entire dataset. Kovac
and Smith [1] extend a model for non parametric regression of nodes of an static
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graph, where distance between estimate and observation is measured by l2 norm,
and roughness is penalized in l1 norm. Han et.al. [20] propose a matrix represen-
tation learning method optimized for the static graph regression task.
Learning representations for graphs. A topic that has some connection to our
work is learning embeddings (representations) for nodes or subgraphs of a graph.
In recent years, several algorithms are proposed for it [19], [35], [26], even though
this task dates back to several decades ago. For example, Parsons and Pisanski
[27] present vector embeddings for nodes of a graph such that the inner product
of the vector embeddings of any two nodes i and j is negative iff i and j are con-
nected by an edge; and it is 0 otherwise. They also study the least embedding size
d, necessary for satisfying such a property. For learning embeddings in dynamic
graphs, the interested reader may refer to e.g., [16, 17]
4. Update-efficient graph embeddings
By assuming that data are given in the form of a graph G, we can extend the
linear regression problem to the linear graph regression problem. In the linear
graph regression problem, we are given a graph G, with n nodes, and an n × 1
vector b. Then, we want to solve the following optimization problem:
argminx||G · x− b||
2
2,
where G ·x must satisfy the following conditions: i) G ·x is well-defined, and ii)
G · x must produce an n × 1 column vector. An straightforward (and common)
way to define G · x is to replace G by vector embeddings of nodes of G (a matrix
embedding of G), denoted by M . As a result, for each node in the graph, we
define a 1 × m row vector, and x is defined as an m × 1 column vector. Hence,
the linear graph regression problem is converted into finding the closest point to
b, in the column span generated by the vector embeddings of nodes of G. In other
words, we want to solve the following optimization problem
argminx||M · x− b||
2
2. (3)
As an example motivating linear graph regression problem, assume that we are
given the graph of a social network, wherein each vertex is a person and the links
represent the friendship relations. Moreover, an score is assigned to each vertex
which determines e.g., its reputation. Now we want to find a function (with the
least error) for the scores of the vertices, which is linear in terms of their structural
6
Figure 1: Examples of updating matrix embeddings after a node deletion in a directed graphG.
properties. Therefore, we need to solve the linear graph regression problem for
the given network. More precisely, first we need to compute a matrix embedding
M of the nodes of the network, wherein each row i is a representation of the
structural properties of node i. Then we need to find a function for the scores
which is linear in terms of rows ofM .
A property seen in real-world graphs is that they are usually dynamic. This
means they frequently obtain/loose nodes or edges. As a result, after an update
operation (edge insertion, edge deletion, node insertion, node deletion, weight
increase, weight decrease) in the graph, the solution found for the linear graph
regression problem must be updated. This should be done in a time much less
than the time of computing it, from the scratch, for the updated graph. In this
section, we introduce the properties of proper matrix embeddings for updating
the solution of the graph regression problem. Before that, in the following (and
by an example) we discuss what happens to matrix embeddings, when an update
operation occurs in the graph.
Depending on how we define the matrix embeddingM , deleting/inserting a
node may (or may not) result in changes in the vector embeddings of the other
nodes. We present examples of this in Figure 1, where Figure 1(a) shows a di-
rected graph and a node deletion operation. Figure 1(b) shows a matrix embed-
ding ofG, defined as follows: for each node i inG we keep a row of size n, where
the jth entry is the inverse of the distance (shortest path size) from i to node j. If
there is no directed path from i to j or if i = j, the entry will be 0. In Figure 1(c)
we have another matrix embedding of G, defined as follows. Letmax out be the
maximum number of outgoing nodes that a node in the graph may have. For each
node i inG we keep a row of sizemax out, which consists of the list of its outgo-
ing nodes, sorted increasingly by node id. In this example,max out is 1 and note
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that a row may have less elements than max out. Now consider deleting node 3
from G. In the matrix embedding of Figure 1(b), for each node, we have a row
and a column, therefore, we first need to delete the row and column corresponding
to node 3. However, this is not enough as it does not always yield a valid matrix
embedding of the updated graph. For example, in the matrix embedding of Fig-
ure 1(b), we also need to change the first element of the second row from 1/2 to 0.
In the matrix embedding of Figure 1(c), for each node, we only have a row (and
not a column!), therefore, we first need to delete the row corresponding to node 3.
After that, we need to remove 3 from the vector embeddings of all the remaining
nodes.
In this paper, we do not concentrate on any specific matrix embedding. In-
stead, we characterize a class of matrix embeddings for which we may be able to
update the optimal solution of the dynamic graph regression problem, efficiently.
Definition 1. Let M be an n × m matrix embedding of a graph G and f be a
(complexity) function of n andm. We sayM is f -update-efficient, iff the following
conditions are satisfied:
1. an edge insertion/deletion or an edge weight change in G result in a rank-
K update inM , where K is a constant. More precisely, ifM andM ′ are
correct matrix embeddings before and after one of the before-mentioned
update operations in the graph, there exist at most K pairs of vectors ck
and dk (of proper sizes) such that:
M ′ =M +
K∑
k=1
(
ck · dk
∗
)
.
We refer to each pair ck and dk as a pair of update vectors, and to
∑K
k=1
(
ck · dk
∗)
as the update matrix.
2. a node insertion in G results in adding one column and/or one row toM
and also (at most) a rank-K update inM .
3. deleting the last node (i.e., the node with the largest id) from G results in
deleting one column and/or one row fromM and also (at most) a rank-K
update inM .
4. after any update operation in G, it is feasible to compute all the pairs of
update vectors in O(f(n,m)) time.
5. if in G any node i is permuted with the last node (i.e., with the node that
has the largest id), this can be expressed, in O(f(n,m)) time, in terms of a
rank-K update inM .
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Sometimes and when f is clear from the context or it does not play an important
role, we simply drop it and use the update-efficient term.
Remark 1. If a matrix embedding is f -update-efficient, for any function f ′ ≥ f ,
it is also f ′-update-efficient.
Remark 2. The update-efficient property of matrix embeddings is not closed un-
der matrix addition (and matrix subtraction), as matrix addition may increase
rank.
In Section 5, we use update-efficient matrix embeddings to develop an effi-
cient algorithm for the dynamic graph regression problem. This class of matrix
embeddings is strong and some well-known matrix embeddings belong to it. In
Lemma 1 we show that the weighted adjacency matrix is an n-update efficient ma-
trix embedding. Moreover, in Lemma 2 we show that under some condition, the
other standard and widely used matrix embedding, i.e., Laplacian matrix, provides
an n-update efficient matrix embedding, too.
Lemma 1. Assume thatG is a simple, weighted and directed graph and its matrix
embedding M is defined as its weighted adjacency matrix. M is an n-update-
efficient matrix embedding (i.e., f(n) = n).
Proof. We show thatM satisfies all the five conditions stated in Definition 1.
1. When an edge is inserted/deleted between nodes i and j or its weight changes,
only the ijth entry ofM is revised. Let q denote the amount of this change
inM [ij] (which can be either positive or negative). To express it in terms of
a pair of update vectors c and d, we only need to define e.g., c as a vector (of
size n) whose all elements are 0 except the ith element, which is q; and d as
a vector (of size n) whose all elements are 0, except the jth element which
is 1. Obviously, c · d∗ yields an n × n matrix whose all elements, except
the ijth element, are 0; and its ijth element is q. Therefore, condition (1) of
Definition 1 is satisfied.
2. When a new node i is added to G, we add a new column for it in M ,
which contains the weights of its incoming edges (i.e., if there is an edge
from a node j to i, we put the weight of this edge in the jth entry of the
new column). Also, we add a new row for it in M , which contains the
weights of its outgoing edges. Furthermore, inM we only need to update
those entries whose column number or row number are i. These entries are
updated during column/row addition. Hence, no update vector is required.
As a result, condition (2) of Definition 1 is satisfied.
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3. When the last node is deleted from G, we delete its corresponding column
and row from M . Furthermore, in M we only need to update those en-
tries whose column number or row number are i. These entries are already
deleted during column/row deletion. Therefore, no update vector is required
and hence, condition (3) of Definition 1 is satisfied.
4. In the case of edge insertion/deletion and edge weight change, the update
vectors c and d can be computed in O(n) time. In the case of the other
update operations, there is no need for update vectors. As a result, condi-
tion (4) of Definition 1 is satisfied.
5. When in G we permute a node i with the last node, inM we only need to
first exchange the ith column with the last column and then in the resulted
matrix, exchange the ith row with the last row. These two changes in M
can be expressed in terms of a rank-K update matrix, as follows. We focus
on exchanging the ith column with the last column, as exchanging the ith
row with the last row can be done in a similar way. Let l denote the index
of the last column. First, note that we may consider exchanging the ith
column with the lth column as adding to each entry ji in the ith column
the value −M [ji] +M [jl]; and adding to each entry lj in the lth column
the value −M [lj] +M [ij]. Now let focus on the ith column (in a similar
way, the procedure can be used for the lth column). We want to express the
additions to the ith column in terms of a pair of update vectors c and d. We
can define c as a vector whose jth entry contains −M [ji] +M [jl]; and
d as a vector whose all entries, except the ith entry, are 0 and its ith entry
is 1. Clearly, c · d∗ yields a matrix whose ith column includes the values
−M [ji] +M [jl] (for 1 ≤ j ≤ n) and its other entries are 0. As a result,
exchanging the ith column with the lth column can be done using 2 rank-1
pairs of update vectors. Moreover, computing vectors c and d∗ can be done
in O(n) time. Hence, condition (5) of Definition 1 is satisfied.
Lemma 2. Suppose that G is a weighted, undirected and bounded-degree graph
and its matrix embeddingM is defined as its weighted Laplacian matrix. M is
an n-update-efficient matrix embedding.
Proof. Assume that the degrees of the nodes of G are bounded by a constant C.
1. When an edge is inserted/deleted between nodes i and j or its weight changes,
the entries ij (and ji), ii and jj ofM might be revised. For each of these
entries, similar to the first case of the proof of Lemma 1, we can express
the change in terms of a pair of update vectors c and d. Hence, all these
changes can be stated in terms of an update matrix whose rank is at most
4 (which is generated by the sum of four rank-1 matrices) and as a result,
condition (1) of Definition 1 is satisfied.
2. When a new node i is added toG, we add a new column for it inM , whose
jth entry is −q, where q is the weight of the edge between nodes i and j (if
there is no edge between i and j, q is 0). In a similar way, we add a new row
for it inM . Furthermore, inM we need to increase by 1 each entry jj such
that j has an edge to i. Since the degrees are bounded by C, the number of
such revisions is at most C. Each such revision, can be expressed by a pair
of update vectors c and d, where the jth entries of these vectors are 1 and
the other entries are 0. These C (rank-1) update vectors yield an update
matrix whose rank is at most C, as a result, condition (2) of Definition 1 is
satisfied.
3. When the last node of G is deleted, we delete its corresponding column and
row fromM . Furthermore, inM we need to decrease by 1 each entry jj
such that j has an edge to i. Similar to the case of node addition, this can be
done by at most C (rank-1) update vectors, where the non-zero element of
each vector c is −1, rather than 1. As a result, condition (3) of Definition 1
is satisfied.
4. For all the update operations, the update vectors c and d can be computed in
O(Cn) = O(n) time. As a result, condition (4) of Definition 1 is satisfied.
5. When inG we permute a node i with the last node, inM we need to update
both D andW . On the one hand, W can be updated in a way similar to
the permutation case of the proof of Lemma 1 and this can be done in O(n)
time. On the other hand, by permutation, weighted degrees of the nodes,
except node i and the last node, do not change. Therefore D can be easily
updated by exchanging the entry ii and the entry in the last row and last
column ofD, which can be done by two pairs of update vectors. This can
be done in O(n) time. Hence, condition (5) of Definition 1 is satisfied.
Note that weighted Laplacian matrix (as well as unweighted Laplacian ma-
trix), without the mentioned constraint on degrees, are not update-efficient em-
beddings, for any function f . The reason is that without the mentioned constraint,
node addition or node deletion may change degrees of Θ(n) nodes, which then
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may require a rank-Θ(n) update matrix (or Θ(n) pairs of update vectors). Never-
theless, if we use a restricted set of allowed update operations, we might be able
to use the Laplacian matrix for the dynamic graph regression problem, without
assuming any restriction on the graph. For example, if we limit update operations
to edge insertion, edge deletion and edge weight change, it will not be necessary
for the nodes of the graph, to have a bounded degree.
5. Dynamic graph regression under least squares error
In this section, we condition on the existence of update-efficient matrix em-
beddings and show that exact optimal solution of the l2 graph regression problem
can be updated in a time much faster than computing it from scratch.
Algorithm 1 High level pseudo code of the algorithm of solving the l2 dynamic
graph regression problem.
1: Input. A dynamic graph G, the vector b of measured values.
2: Result. Optimal solutions of the dynamic graph regression problem (vector
x), after each update operation in G.
3: {Matrix embedding:}
4: M ← compute an update-efficient matrix embedding for G.
5: {Pre-processing phase:}
6: M † ← Compute the Moore-Penrose pseudoinverse ofM .
7: x←M † · b.
8: {Update phase:}
9: while G is updated by an update operation do
10: O ← Compute rank-K update matrix.
11: UpdateM .
12: UpdateM † (and b, if needed), using the procedure described in the proof
of Theorem 1.
13: x←M † · b.
14: end while
Algorithm 1 shows the high level pseudo code of our algorithm for solving
the l2 dynamic graph regression problem. It consists of three phases: 1) the ma-
trix embedding phase, wherein we compute an update-efficient matrix embedding
M for the given graph (we assume that it is static), 2) the pre-processing phase,
wherein we assume that we are given a static graph and we find a solution for
it, and 3) the update phase, wherein after any update operation in G,M and the
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already found solution are revised to become valid for the new graph. For the pre-
processing phase, we may useM † · b as the optimal solution. Naively computing
the SVD requiresmin(nm2, mn2) time. Using fast matrix multiplication [13], we
can reduce it to nm1.3728. In the proof of Theorem 1, we discuss how the optimal
solution must be revised, after any update operation in G.
Theorem 1. Let M be an n × m update efficient matrix embedding of graph
G. After a pre-processing phase, which takes O (min(nm2, n2m)) time, after any
update operation in the graph, the optimal solution of the l2 graph regression
problem for the updated graph can be computed in O(nm) time.
Proof. After an update operation in G, we require to first update M † and then,
updateM † · b. The way of updatingM † depends on the update operation done
in the graph.
• Edge insertion/deletion or edge weight change: in any of these cases, due
to the update-efficient property of M , we have a sequence of at most K
rank-1 updates:
Mk+ =Mk + ck · dk
∗
,
for 1 ≤ k < K, where ck and dk are a pair of update vectors,M =M and
MK is the correct matrix embedding ofG after the update operation. After
each rank-1 updateMk+ =Mk + ck ·dk
∗
, we may exploit the algorithm
ofMeyer [7] that given a matrixA and its Moore-Penrose pseudoinverseA†
and a pair of update vectors c and d, computes Moore-Penrose pseudoin-
verse of (A+c·d∗). Due to many notations and a long explanation required
to introduce this method, we here omit its description and refer the inter-
ested reader to [7]. The key point is that givenA†, computing (A+ c ·d∗)†
can be done inO(nm) time. Therefore and after applying this algorithm for
at most K times, we can compute the Moore-Penrose pseudoinverse of the
matrix embedding of the updated graph in O(Knm) = O(nm) time.
• Node insertion: in this case, we need to follow a two-step procedure. In
the first step, we require to add a row and (if needed) a column toM that
correspond to the new node and carry out its embedding information. Let’s
focus on adding a new column (adding a new row can be dealt with in a
similar way). Speaking precisely, we have matrix
M ′ = [M a],
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where a is the column corresponding to the new node (andM is the matrix
embedding of G before the update operation). We want to compute M ′†
based on M † and a. For this, we may use the Greville’s algorithm [18],
which is as follows. Let d = M † · a, c = a −M · d, and θ be the null
matrix (of proper size), i.e., the matrix whose all elements are zero. Then
M ′† =
[
M † − d · f
f
]
where
f =
{
c†, if c 6= θ
(1 + d∗ · d)−1d∗ ·M †, if c = θ
(4)
Since adding the new node may affect the vector embeddings of the existing
nodes by a sequence of at mostK rank-1 update vectors, in the second step,
we need to reflect these changes to the matrix embedding of G. In other
words, for at mostK pairs of vectors ck and dk, we have:
Mk+ =Mk + ck · dk
∗
,
where M is M ′ and MK is the correct matrix embedding of G after
the node insertion. Hence, similar to the previous case, we may use the
algorithm of Meyer [7] to computeMk+
†
based onMk
†
. Each of these
two steps takes O(nm) time.
• Node deletion: in this case, we need to follow a three-step procedure. In the
first step, we perform a permutation onM so that the node that we want to
delete becomes the last node in the matrix (i.e., it becomes the node with
the largest id). Note that updatingM with this new permutation of nodes
may need to call a sequence of at most K rank-1 update vectors. Hence,
we may need to use Meyer’s algorithm [7] to compute eachMk+
†
based
onMk
†
and the update vectors, whereM = M . In the second step, we
need to delete a row and (if needed) a column fromM that correspond to
the deleted node and carry out its embedding information. Let’s again focus
on deleting a column (as deleting a row can be done in a similar way). We
have matrixM ′ such that
M = [M ′ a],
14
where a is the column corresponding to the deleted node (andM is matrix
embedding of G before the update operation). We may again use the Gre-
ville’s algorithm [18] to computeM ′
†
based onM † and a. Finally, since
deleting a node may change the vector embeddings of the existing nodes by
a sequence of at most K rank-1 update vectors, in the third step, we need
to apply these changes to the matrix embedding of the graph. Hence and
similar to the previous cases, we can use Meyer’s algorithm [7] to compute
eachMk+
†
based onMk
†
and the update vectors, withM =M ′. Each
of these three steps takes at most O(nm) time.
As a result, after an update operation in G, M † can be updated in O(nm) time.
Note that in the case of node deletion, when we perform a permutation on the
nodes of G and rows ofM , we need also consistently permute the elements of b
and then, remove from b the observed value of the deleted node (which after the
permutation will be the last element of b). These operations can be done in O(n)
time. Furthermore, after a node insertion, we need to add the observed value of the
new node to the end of b, which can be done in O(1) time. A naive multiplication
of the updatedM † and the (updated) b yields the optimal solution of the updated
graph and it takes only O(nm) time.
In Corollary 3, we show that ifM is defined as the (weighted or unweighted)
adjacency matrix of G, it is possible to updateM † · b in the quadratic time.
Corollary 1. Given a graphG, if its matrix embedding is defined as its (weighted
or unweighted) adjacency matrix, after any update operation in G (i.e., node in-
sertion or node deletion or edge insertion or edge deletion or edge weight change),
the optimal solution of the l2 dynamic graph regression problem can be updated
in O(n2) time.
Proof. Lemma 1 says that the (weighted) adjacency matrix of G is an n-update-
efficient matrix embedding of G (of size n × n). According to Remark 1, it
then provides an n2-update-efficient matrix embedding for G. Therefore and as
Theorem 1 says, after any update operation in the graph, the optimal solution of
the l2 graph regression problem for the updated graph can be computed in O(n
2)
time.
To the best of our knowledge, this is the first result on updating the optimal
solution of the dynamic graph regression problem, in a time considerably less than
the time of computing it from scratch. Note that if the weighted adjacency matrix
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ofG is used as the matrix embedding, computing the optimal solution of dynamic
graph regression from the scratch, after an update operation in G, will take O(n3)
time.
As mentioned earlier, if we limit the update operations to edge insertion, edge
deletion and edge weight change, Laplacian matrix will be an n2-update-efficient
matrix embedding. Hence, we will have the following result for it. We omit its
proof, as it is similar to the proof of Corollary 3.
Corollary 2. Suppose that we are given an undirected graph G, whose matrix
embedding is defined as its (weighted or unweighted) Laplacian matrix.
1. After an edge insertion or an edge deletion or an edge weight change in
G, we can update the optimal solution of the l2 dynamic graph regression
problem in O(n2) time.
2. If G is a bounded-degree graph, after any update operation in G (i.e., node
insertion or node deletion or edge insertion or edge deletion or edge weight
change), the optimal solution can be updated in O(n2) time.
If someone insists on using the Laplacian matrix as the matrix embedding,
instead of the adjacency matrix, and G is not a bounded-degree graph, part (1)
of Corollary 2 can be still useful. A property seen in many real-world graphs
is densification [24], which means their number of edges grows superlinearly in
the number of their nodes. Hence, we may say that most of update operations in a
dynamic graph are those that are related to edges, rather than to nodes. This means
an efficient algorithm for updating the solution of l2 dynamic graph regression
after one of the edge-related operations is useful. In this case, after any of the
operations that are related to nodes, we may compute the solutionM † · b from
scratch.
Space complexity During pre-processing, we require O(nm) space to com-
pute and store the Moore-Penrose pseudoinverse matrix of M . Matrix M re-
quires O(nm) space, whereas vector b requires O(n) space and each optimal so-
lution can be stored in O(m) space. Therefore, space complexity of the algorithm
is O(nm).
6. SVD for dynamic graphs
In a way similar to regression, Singular Value Decomposition (SVD) and low
rank approximation can be extended to graphs [31, 33]. The two standard matrix
embeddings (that are already used in the literature [31]) for SVD are adjacency
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matrix and the Laplacian matrix of the graph. LetM denote a givenmatrix embed-
ding of the graph. In the following, we discuss how SVD ofM can be efficiently
updated, after a node insertion, an edge insertion, an edge deletion, and an edge
weight change in the graph. Also, we investigate the standard matrix embeddings
to see what update operations in the graph can be efficiently handled by each of
them. We first introduce the notion ofSVD-updatable matrix embeddings, which
is a variation of the class of update-efficient matrix embeddings.
Definition 2. Let M be an n × m matrix embedding of a graph G and f be a
(complexity) function of n and m. We sayM is SVD-updatablef (with respect
to node insertion, edge insertion, edge deletion, edge weight change), iff the fol-
lowing conditions are satisfied:
1. an edge insertion/deletion or an edge weight change in G result in a rank-
K update inM , where K is a constant. More precisely, ifM andM ′ are
correct matrix embeddings before and after one of the before-mentioned
update operations in the graph, there exist at most K pairs of vectors ck
and dk (of proper sizes) such that:
M ′ =M +
K∑
k=1
(
ck · dk
∗
)
.
We refer to each pair ck and dk as a pair of update vectors, and to
∑K
k=1
(
ck · dk
∗)
as the update matrix.
2. a node insertion in G results in adding one column and/or one row toM
and also (at most) a rank-K update inM .
3. after any of the above mentioned update operations in G, it is feasible to
compute all the pairs of update vectors in O(f(n,m)) time.
Sometimes and when f is clear from the context or it does not play an important
role, we simply drop it and use the term SVD-updatable.
When the update operations in the graph are limited to edge insertion, edge
deletion and edge weight change, Condition 2 of Definition 2 is dropped.
Similar to our algorithm for l2 dynamic graph regression, our algorithm for up-
dating SVD of dynamic graphs consists of three phases: 1) the matrix embedding
computation phase, wherein we compute an SVD-updatable matrix embedding
M for the given graph (we assume that it is static), 2) the pre-processing phase,
wherein we assume that we are given a static matrixM and we compute its SVD,
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and 3) the update phase, wherein after a graph update operation (node insertion,
edge insertion, edge deletion, edge weight change), we updateM and the already
found SVD (to make them valid for the updated graph). The process of updating
SVD relies on the algorithms that have been proposed to update SVD of a ma-
trix, after a row/column insertion or a rank-1 update in the matrix [6, 32]. More
precisely, given an n× n matrix,
• the algorithm of [32] updates SVD of the matrix in O(n2 log2 n) time, after
a rank-1 update in the matrix.
• the algorithm of [5] updates rank-r SVD of the matrix in O(rn2) time, after
a row addition or a column addition or a rank-1 update in the matrix.
In Theorem 2, we show that whenever the matrix embedding of the graph is SVD-
updatable these algorithms can be used to efficiently update SVD of the dynamic
graph, too.
Theorem 2. LetM be an n×n SVD-updatable matrix embedding of the graph
G. After an edge insertion or an edge deletion or an edge weight change, SVD
of G can be updated in O(n2 log2 n) time. Furthermore, after a node insertion,
rank-r approximation of G can be updated in O(rn2) time.
Proof. The proof is similar to the the proof of updating the solution of dynamic
graph regression. After an edge insertion/deletion or an edge weight change in G,
by the SVD-updatable property ofM , it changes by at most a constantK num-
ber of rank-1 updates. Hence for each update, we can exploit e.g., the algorithm
of [32] to update SVD of the graph. This will take O(Kn2 log2 n) = O(n2 log2 n)
time.
In the case of node insertion, first we require to add a row and (if needed)
a column to M that correspond to the new node and carry out its embedding
information. Let’s focus on adding a new column (adding a new row can be dealt
with in a similar way). We want to compute (rank-r) SVD of the updatedM using
(rank-r) SVD of the oldM . For this, we can use the algorithm of [5], which takes
O(rn2) time. Second, adding the new node may affect the vector embeddings of
the existing nodes by a sequence of at most K rank-1 update vectors. For each
rank-1 update, we can use the algorithm of [5] (or the algorithm of [32]) to update
(rank-r) SVD of M . Altogether and after a node insertion, (rank-r) SVD ofM
can be updated in O(rn2) time.
Corollary 3. Given a graph G:
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• if its matrix embedding is defined as its (weighted or unweighted) adjacency
matrix, after an edge insertion or an edge deletion or an edge weight change
inG, SVD ofG can be updated inO(n2 log2 n) time. Moreover, after a node
insertion in G, rank-r approximation of G can be updated in O(rn2) time.
• if G is undirected and its matrix embedding is defined as its (weighted or
unweighted) Laplacian matrix,
1. after an edge insertion or an edge deletion or an edge weight change
in G, we can update SVD of G in O(n2 log2 n) time.
2. if G is a bounded-degree graph, after an edge insertion or an edge
deletion or an edge weight change in G, SVD of G can be updated
in O(n2 log2 n) time. Moreover, after a node insertion in G, rank-r
approximation of G can be updated in O(rn2) time.
Note that computing SVD (or a low rank approximation) of the adjacency
matrix or the Laplacian matrix of G from scratch will take O(n3) time (given an
n×mmatrix, it usually takesO(nm2+mn2+m3) time to compute its SVD [14]).
This is considerably slower than the time complexities mentioned in Corollary 3.
7. Dynamic graph regression under least absolute deviation
As mentioned earlier, two widely used distance measures for dynamic graph
regression are the l1 norm (also called least absolute deviation regression) and the
l2 norm (also called least squares regression). Least squares regression has certain
advantages. For example, it has always a closed-form solution and it is invariant
under rotation. However, it has known weaknesses too, that make it unsuitable
for some applications. For example, since in this regression the error function
squares each of its summands, the solution is very sensitive to outliers. Unlike
it, least absolute deviation regression is less sensitive to outliers. Furthermore, it
is the maximum likelihood estimator (MLE) when the noise is i.i.d. Laplacian of
zero median.
In this section, we investigate dynamic graph regression under least absolute
deviation. We start with proposing a class of matrix embeddings that can be used
to efficiently update the solution of dynamic graph regression under l1 and when
the update operation in the graph is either an edge insertion or an edge deletion.
Definition 3. Let M be an n × m matrix embedding of a graph G and f be a
(complexity) function of n andm. We sayM is l1-regression-updatablef (with
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respect to edge insertion, edge deletion, and edge weight change), iff the following
conditions are satisfied:
1. an edge insertion or an edge deletion in G do not change n or m and they
result in (at most) a rank-K update in M , where K is a constant. More
precisely, if M and M ′ are correct matrix embeddings before and after
one of edge insertion/deletion, there exist at mostK pairs of vectors ck and
dk (of proper sizes) such that:
M ′ =M +
K∑
k=1
(
ck · dk
∗
)
.
We refer to each pair ck and dk as a pair of update vectors, and to
∑K
k=1
(
ck · dk
∗)
as the update matrix.
2. after an edge insertion/deletion in G, it is feasible to compute all pairs of
update vectors in O(f(n,m)) time.
When f is clear from the context, we simply drop it.
One of matrix embeddings which is l1-regression-updatable, is (weighted
or unweighted) adjacency matrix. In fact, any update-efficient matrix embed-
ding whose size does not change by edge insertion/deletion, edge weight change,
is also an l1-regression-updatable matrix embedding. Hence, (weighted or un-
weighted) adjacency matrix is l1-regression-updatable. Furthermore, for the
update operations edge insertion, edge deletion and edge weight change, weighted
Laplacian matrix is an update-efficient matrix embedding. Therefore, it is l1-
regression-updatable, too. As a result, we have the following proposition.
Proposition 1. Suppose that f is defined as f(n,m) = n. Moreover, assume that
M is defined as either adjacency matrix or Laplacian matrix of G (so, m = n).
In either case,M is an l1-regression-updatablef matrix embedding.
In the rest of this section, we condition on the existence of an l1-regression-
updatable matrix embedding and show that the exact solution of dynamic graph
regression under least absolute deviation can be updated in a time much faster
than computing it from scratch. Similar to the algorithm of updating the solu-
tion of l2 regression and SVD, our algorithm for updating the solution of l1 re-
gression consists of three phases: 1) the matrix embedding computation phase,
wherein we compute an l1-regression-updatable matrix embeddingM , 2) the
pre-processing phase, wherein we solve least absolute deviation regression for
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M , and 3) the update phase, wherein after an edge insertion or an edge deletion
or an edge weight change in G, we updateM and the already found solution of
l1 regression (to make them valid for the updated graph). The core of updating
the solution of l1 regression is the recent algorithm of [2]. Given an n×m matrix
(where m is fixed), this algorithm updates the solution of l1 regression in O(nm)
time, after a rank-1 update in the matrix or after adding a new row to the matrix.
Theorem 3. LetM be an n×m l1-regression-updatable matrix embedding of
graphG. After an edge insertion or an edge deletion or an edge weight change in
G, the solution of l1 regression of G can be updated in O(nm) time.
Proof. After an edge insertion/deletion in G or an edge weight change, by the
l1-regression-updatable property of M , it changes by at most a constant K
number of rank-1 updates. Hence for each update, we can exploit the algorithm
of [2] to update the l1 regression. This will take O(Knm) = O(nm) time.
Note that computing the solution of l1 regression from scratch will takeO(nm
2)
time. This is considerably slower than updating the solution. If in Theorem 3
either adjacency matrix or weighted Laplacian matrix are used as the matrix em-
bedding, the solution of l1 regression can be updated in O(n
2) time. In any of
these cases, computing the solution from scratch will take O(n3) time.
It seems the algorithm of [2] works for the situations in which adding a new
row to the matrix does not change its number of columns. Therefore, in Theo-
rem 3 we restrict the update operations to edge insertion/deletion. Furthermore,
to be able to use a matrix embeddingM for an update operation, M should be
updated efficiently (in terms of both n and m), after the update operation in the
graph. The m-nearest neighborhood matrix embedding [9] does not satisfy this
condition: as discussed in [9], in the case of node/edge insertion/deletion this
matrix embedding needs an exponential time in terms of m to be updated. De-
veloping a matrix embedding that can be used to efficiently update the solution of
l1 regression after any update operation in the graph (node insertion/deletion and
edge insertion/deletion) is an interesting direction for future work.
8. Conclusion
In this paper, we studied regression and SVD over dynamic graphs. First, we
presented the notion of update-efficient matrix embedding that defines the condi-
tions sufficient for a matrix embedding to be used for the dynamic graph regres-
sion problem (under l2 norm). We showed that given an n × m update-efficient
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matrix embedding (e.g., adjacency matrix), after an update operation in the graph,
the optimal solution of the graph regression problem for the revised graph can be
computed in O(nm) time. We also studied dynamic graph regression under least
absolute deviation.Then, we introduced a class of matrix embeddings that can be
used to efficiently update SVD of a dynamic graph. For adjacency matrix and
Laplacian matrix, we studied those graph update operations for which SVD (and
low rank approximation) can be updated efficiently. For example, we showed that
if the matrix embedding of the graph is defined as its adjacency matrix, after an
edge insertion or an edge deletion or an edge weight change in the graph, SVD of
the graph can be updated in O(n2 log2 n) time. Moreover, after a node insertion
in the graph, rank-r approximation of the graph can be updated in O(rn2) time.
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