We consider an optimal stopping problem and an impulsive control for Markov processes associated with semi-Dirichlet forms. We show that the value functions are the maximum solutions of certain variational inequalities. Examples both in finite dimensions and infinite dimensions are given.
Introduction and Framework
We first recall the framework of semi-Dirichlet forms from [MOR] . Let E be a Hausdorff topological space with Borel σ-field B(E) and µ a σ-finite measure on (E, B(E)) with full topological support. Let E(·, ·) denote a bilinear form with domain D(E) on L 2 (E, µ) with inner product (, ) . Set E α = E + α(, ), α > 0, andẼ (u, v) = 1 2 (E(u, v) + E (v, u) ).
The bilinear form (ED(E)) is called a semi-Dirichlet form if (i) (Ẽ, D(E)) is positive definite and closed on L

(E, µ).
(ii) There exists a constant K such that Let T t , t ≥ 0, R α denote the semigroup and the resolvent associated with the semi-Dirichlet form (E, D(E) ). L denotes the corresponding generator in L 2 (E, µ). A capacity cap(·) is introduced for a semi-Dirichlet form in [MOR] . An increasing sequence (F k ) of closed subsets of E is called an nest if lim k→∞ cap(F holds outside some exceptional set. A q.e. defined function f on E is called quasi-continuous if there exists an nest (F k ) k∈N such that f | F k is continuous. If a semi-Dirichlet form (E, D(E) ) is quasi-regular (see [MR] for the definition of quai-regularity), it is shown in [MOR] that there exists a right continuous Markov process {Ω, F t , X t , P z , z ∈ E} uniquely associated with (E, D(E) ) in the sense that for every f ∈ L 2 (E, µ), E z [f (X t )] is a quasi-continuous version of T t f , where E z denotes the expectation w.r.t. P z . In this case, any function u ∈ D(E) admits a quasi-continuous version. Throughout the paper, we will always use the quasi-continuous version of the elements of D(E) without further mentioning it.
Let F (z) ∈ L 2 (E, µ), and G ∈ D(E). Let τ be a stopping time. Consider
(1.1)
The optimal stopping problem is to find a stopping τ * such that
Φ is called the value function.
The aim of this paper is to study certain variational inequalities associated with the semi-Dirichlet form (E, D(E) ) and show that the value function Φ is the maximum solution of a variational inequality. The corresponding problem for an impulsive control will also be investigated.
If the generator L is a second order differential operator with nice coefficients, the relations between value functions of optimal stopping, optimal control and strong solutions of variational inequalities associated with L were established in [BL] . In the setting of symmetric Dirichlet forms, the relation between value functions of optimal stopping and variational inequalities was obtained by Nagai in [N1] , [N2] and [N3] , where the symmetry of the forms plays an important role in his approaches.
The contribution of this paper is to establish the correspondence of value functions and variational inequalities in a general setting of semi-Dirichlet forms, which includes interesting examples both in finite dimensions and infinite dimensions. There exist numerous examples of semi-Dirichlet forms and Dirichlet forms, see Section 5 and [FOT] , [MR] . For instance, the examples in Section 5 are not be covered by previous results as far as we are aware of. On the other hand, for optimal stopping and stochastic control in infinite dimensions, we particularly notice the work of Menaldi in [M] and Menaldi and Sritharan in [MS] . However, the methods in these papers are specially designed for the models considered there. Our results can not cover theirs either because the Markov processes we consider need to be associated with semi-Dirichlet forms. In most of the optimal stopping problems in infinite dimensions, it is not possible to obtain explicit expressions for value functions. Therefore, characterizations of value functions will be of great interest.
The rest of the paper is organized as follows: In Section 2, we obtain the existence of solutions of variational inequalities associated with semi-Dirichlet forms. In Section 3, the relation between value functions of optimal stopping and solutions of variational inequalities are established. The correspondence of the value function of an impulsive control and the maximum solution of a variational inequality is treated in Section 4. Section 5 is devoted to examples.
A variational inequality
Recall that there exists a constant
The aim of this section is to solve the following variational inequality, that is , to find u ∈ D(E) that satisfies
First we consider the penalized problem for ε > 0:
Lemma 1. Equation (2.1) admits a unique solution.
Proof. Note (u ε − G)
Equivalently,
Furthermore, as in the proof of Theorem 3.1 in [N3] one can show that the solution u ε of equation (2.1) admits the following representation: 
This particularly implies
Theorem 2. For α > α 0 , the variational inequality (I) admits a solution.
Proof. Let u 0 = lim ε→0 u ε , where u ε is the solution of the penalized equation (2.1). We will show that u 0 is a solution to (I). From (2.1) it follows that
and that there exists a constant K such that
. By virtue of (2.6), (2.7) and (2.8), we obtain that 10) and in particular,
as ε → 0. By Fatou's Lemma, we conclude u 0 = lim ε→0 u ε ≤ G. Next we show that u ε converges weakly to u 0 in the Dirichlet space (E, D(E)). By (2.10), we have
This implies that any sequence {u ε n } contains a weakly convergent subsequence in the Dirichlet space (E, D(E)). Since u ε ↓ u 0 , we conclude that u ε converges weakly to u 0 in the Dirichlet space (E, D(E)). Now for φ ≥ 0, it follows from (2.1) that
proving the Theorem.
3 Optimal stopping 
is the optimal stopping time.
Proof. We divide the proof into three steps. The proof of the first two steps is similar to that of Theorem 3.2 in [MS] (and also in [N1] ). As in Section 2, u 0 will denote the pointwise limit of the solution of the penalized equation (2.1).
Step 1. We will prove that u 0 is the maximum solution of the variational inequality (I). Let u be a solution of the variational inequality (I). For ε > 0, we have
for φ ∈ D(E) with φ ≥ 0. LetR β denote the adjoint resolvent associated with the semi-Dirichlet form (E,
Since ψ is arbitrary and u ≤ G, we conclude that
Letting ε → 0 we obtain u ≤ u 0 which shows that u 0 is the maximum solution of the variational inequality (I).
Step 2. We will show that u 0 = Φ. Since u ε ∈ D(L), it is well known that
is a martingale. By Ito's formula, there exists a martingale M t such that
Hence, for any stopping time τ we have
In view of (2.1), one has
Thus, (3.3) implies that
Letting ε → 0 and T → ∞, we get
Since τ is arbitrary, we deduce that
If we choose τ = τ ε ,
Let ε → 0 to conclude u 0 ≥ Φ. We have proved u 0 = Φ.
Step 3. We will show that the exit time τ * of the continuation region is optimal. First we improve the convergence of u ε to a strong convergence in the Dirichlet space (E, D(E)), i.e.,
In view of the weak convergence, we have
It is sufficient to show
Now by (2.1),
Choose v = u ε in (3.10) to get
where we have used the fact u ε ≥ u 0 . Consequently, in view of (3.11),
proving (3.9).
As a consequence of (3.7), it follows from the general theory of Dirichlet forms (See [FOT] , [MR] ) that u ε (X t ) converges to u 0 (X t ) uniformly in t on compact intervals almost surely as ε → 0. Next we show that τ * = lim ε→0 τ ε . Obviously τ * ≥ τ ε . On the other hand, if η < τ * , then u 0 (X t ) < G(X t ) for all t ≤ η. By the uniform convergence of u ε (X t ), we conclude that u ε (X t ) < G(X t ) for all t ≤ η and sufficiently small ε. Thus η ≤ τ ε . Putting the above arguments together, we get τ * = lim ε→0 τ ε . Finally letting ε → 0 in (3.6) and using quasi-left continuity of X t , we obtain
ds]
completing the proof.
A variational inequality and impulsive control
(E, µ) with F ≥ 0. Consider the following variational inequality:
Obviously (II) has a trivial solution u = 0. Furthermore, we have the following
Theorem 4. The variational inequality (II) admits a maximum solution u, that is, u is a solution of (II) and for any other solution v of (II), u(x) ≥ v(x).
Proof. The proof is a construction of the maximum solution. Let u 0 = R α F and define u n inductively to be the maximum solution of the following variational inequality:
The existence of u n is guaranteed by Theorem 2 and Theorem 3. Next, we will show that for every n ≥ 1, u n ≥ 0 and u n−1 ≥ u n . Note that u 0 ≥ 0, and so M u o ≥ 0. On the other hand, by Theorem 3,
Thus, we can see by induction u n ≥ 0. Now, by the variational inequality (III), it follows that for φ ∈ D(E) with φ ≥ 0,
By the assumption on the operator M , we deduce that M u 1 ≤ M u 0 . Using the representation (4.1) repeatedly we get that u n−1 ≥ u n for every n. Set u(x) = lim n→∞ u n (x). We will show that u is the maximum solution of (II). Since u n is non-negative, applying (III) for φ = u n we obtain that
This implies that any sequence {u n k } contains a weakly convergent subsequence. Since the limit of u n exists, we conclude that u n converges weakly to u in the Dirichlet space (E, D(E)). In fact, u n converges strongly to u, that is,
This follows from the fact that
where we have used u n − u ≥ 0. Letting n → ∞ in (III), we see that u is a solution of the variational inequality (II). Let v be an another solution of (II). Arguing as above, we first conclude that R α F − v is α excessive and in particular v ≤ R α F = u 0 . Hence, by the assumption on M ,
This implies that v is also a solution of
Since u 1 is the maximum solution of the above inequality, we have v ≤ u 1 .
Repeating the same argument, we get v ≤ u n for every n and so v ≤ u = lim n→∞ u n . This complets the proof.
Next we will link the maximum solution of variational inequality (II) to the value function of an impulsive control. As before, let {Ω, F, F t , X t , P z , z ∈ E} denote the Markov process associated with the semi-Dirichlet form (E, D(E)). We will repeat Nagai's ( [N2] ) construction of controlled process and set up an impulsive control problem. Consider the product space
where Π n is the projection from Ω ∞ into the product space (Ω)
of pairs of random variables on Ω ∞ is called an admissible control if the following conditions are satisfied
For y ∈ E, denote by δ y ∈ Ω the path defined by δ y (t) = y, ∀t and ε δy the probability measure on (Ω, F) that is concentrated on δ y . For an admissible control v = {(τ i , ξ i ), i ≥ 1}, we will consider a process Y t (ω) which is governed by P z up to time τ 1 , and governed by P ξ 1 on the interval [τ 1 , τ 2 ) and so on. More precisely , a sequence of probability measures P
. Now we can formulate an impulsive control problem. Let F ∈ L 2 (E, µ) be non-negative and k(x, ξ) be a non-negative continuous function on (4.4) and the value function
where V denotes the space of all admissible controls. Define the operator M by 6) where q indicates that the essinf is taken with respect to the capacity. The following result can be proved exactly in the same way as the proof of Theorem 2 in [N2] . 
Examples
In this section, we will discuss some applications both in finite and infinite dimensions.
Example 1. Optimal stopping for diffusion processes in infinite dimensions.
Let E, H be two separable Hilbert spaces such that H is continuously imbedded in E. Denote by L s (H) the space of bounded linear symmetric operators from H to H. Let A(z) be a given measurable mapping from E into L s (H) and B(z) a measurable mapping from E into H. Assume B is bounded and there exist a constant δ > 0 satisfying
where I H stands for the identity operator on H. Set
Let µ be a Borel probability measure on E. Consider the following quadratic form
where ∇f (z) denotes the gradient of f in H defined by
Assume the form (E, FC , µ) . This is the case, for example, if µ satisfies an integration by parts formula. Particular examples include Gaussian measures and weighted Gaussian measures. Denote by (E, D(E) ) the closure of the form, where D(E) is the domain. Let {Ω, F t , X t , P z , z ∈ E} be the diffusion process associated with (E,
( 5.3)
In this case, (E, D(E)) is a semi-Dirichlet form (See [MR] , [RZ] ). Theorem 3 applies.
Example 2. Optimal stopping for diffusion processes in finite dimensions.
The reference measure can be taken to be the Lebesgue measure dx and the quadratic form reads as follows:
In this case, the diffusion process is generated by the second order differential operator of the following divergence form:
Theorem 3, Theorem 4 can be applied to give a characterization of the value functions of optimal stopping and impulsive control of the diffusion process associated with the semi-Dirichlet form (E, D(E)) Example 3. Optimal stopping for stochastic partial differential equations.
Let W (t, x) denote a Brownian sheet on a probability space (Ω, F, P ) and b(·) : R → R a bounded measurable function. Consider the following stochastic partial differential equation on the interval [0, 1]: ∆. The equation (5.6) is very well studied in the SPDE literature, see [DZ] , [W] . If b is Lipschtiz, the equation has a unique strong solution. i (t)dt + dβ i (t), β i (t), i ≥ 1 being independent standard Brownian motions. It is well known (see [AR] , [RZ] ) that as a process with values in E, u 0 (t) = u 0 (t, ·) is the diffusion process associated with the Dirichlet form
where µ is the product of Gaussian measures:
Define a mapping from E into E by
B(z)(x) = b(z(x))
for z ∈ E. It can be shown that the solution u(t) of equation (5.6) is the diffusion process associated with the semi-Dirichlet form
This fits into the framework of our main results. Therefore, Theorem 3 applies to X t = u(t) to give a characterization of the value function of the optimal stopping problem: 
