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We propose a derivation for computing black hole entropy for spherical non-rotating isolated
horizons from loop quantum gravity in four and higher dimensions. The state counting problem
effectively reduces to the well studied 3+1-dimensional one based on an SU(2)-Chern-Simons theory,
differing only in the precise form of the area spectrum.
PACS numbers: 04.50.Gh, 04.60.-m, 04.70.Dy
INTRODUCTION
The calculation of black hole entropy is one of the main
tests for candidate theories of quantum gravity. Differ-
ent gravitational theories, horizon topologies and higher
dimensions offer a great variety of non-trivial tests for
such candidate theories. Despite this plethora of exam-
ples, the resulting entropies, calculated by different ap-
proaches, are very similar. At the classical level, this is
explained by the Wald formula [1]. Carlip [2] and Solo-
dukhin [3] noticed that one can derive black hole entropy
in any dimension using conformal field theory techniques.
This derivation also results in the universal logarithmic
corrections −3/2 Log(A) [4, 5]. Still, it would be desir-
able to have a derivation from a fundamental quantum
theory of gravity.
Loop quantum gravity (LQG) [6, 7] has matured into a
serious candidate for such a theory. Here, the calculation
of black hole entropy is translated to the calculation of
the entropy of isolated horizons, see [8] for a review. The
advantage of this viewpoint is that isolated horizons pro-
vide local definitions of the relevant horizons (e.g. black
hole or cosmological) and an explicit knowledge of their
complete past and future is not required.
The main non-trivial point which allows to compute
the entropy of black holes within LQG is that the con-
nection variables used induce new degrees of freedom
which are associated to the isolated horizon and not
the to bulk. The classical part of this derivation was
extended to higher dimensions in [9] and to Lanczos-
Lovelock gravity in [10], where the recently introduced
connection variables for higher-dimensional general rela-
tivity [11–14] were employed. While the horizon degrees
of freedom can be rewritten in a form similar to a higher-
dimensional Chern-Simons theory, it turns out to be more
economical to use a canonically conjugate pair of normals
nI and s˜I as horizon degrees of freedom [9]. In this paper,
we will use the latter formulation in order to generalize
the entropy calculation to higher dimensions. It turns
out that the problem of computing the entropy reduces
largely to the one familiar from 3 + 1 dimensions due
to the fact that the horizon Hilbert spaces in different
dimensions can be mapped 1 to 1 onto each other.
ISOLATED HORIZON DEGREES OF FREEDOM
In this section, we will recall the isolated horizon de-
grees of freedom using the dimension-independent con-
nection variables as derived in [9, 10]. We will neglect
the detailed treatment of spatial infinity in this paper,
as it is not relevant for the discussion, see e.g. [15]. The
main result is that one can perform a phase space exten-
sion from the Lorentzian ADM phase space [16] in D+1
spacetime dimensions to a canonical pair consisting of an
SO(D+1) connection AaIJ and its conjugate momentum
piaIJ . Here, a, b = 1, . . . , D are tensor indices on a spa-
tial slice Σ and I, J = 0, . . . , D are internal SO(D + 1)
indices. Let qab be the induced metric on Σ and Kab
the extrinsic curvature, which together parametrize the
ADM phase space. We introduce the (D + 1)-bein eIa
satisfying qab = e
I
ae
J
b δIJ and the hybrid spin connection
ΓHaIJ annihilating it [17]. The information of qab and Kab
is contained in the connection variables as
(AaIJ − ΓHaIJ )pibIJ ≈ 2
√
qqbcKac (1)
piaIJ ≈ 2/β n[IeJ]b qab
√
q, (2)
where β ∈ R\{0} is a free constant. ≈ means equality on
the constraint surface, defined by the SO(D+1) Gauß law
and the simplicity constraint pia[IJpib|KL] = 0. The sim-
plicity constraint ensures that piaIJ ≈ 2/β n[IeJ]b qab
√
q,
that is, it is the product of a normal nI and a densitized
D + 1-bein orthogonal to nI , see [11, 12, 18] for further
details, e.g. a topological sector in 3 + 1 dimensions.
One can check that the Poisson brackets
{AaIJ(x), pibKL(y)} = δbaδKLIJ δ(D)(x− y) on Σ (3)
reproduce the ADM Poisson brackets on the constraint
surface, thus confirming equivalence to the ADM formu-
lation. The construction works analogously for SO(1, D)
as gauge group, however the compactness of SO(D + 1)
is preferred for quantization purposes.
In the presence of a boundary H of Σ (here, the inter-
section of Σ with an isolated horizon ∆) with boundary
unit normal sa pointing outward of Σ, the above calcula-
tion is only correct up to a boundary term, which results
2in the additional Poisson bracket
{s˜I(x), nJ (y)} = β δIJδ(D−1)(x − y) on H (4)
with s˜J :=
√
hsaeaJ and h = dethαβ , α, β = 1, . . . , D−1
being the determinant of the induced metric hαβ on H
[22]. Classically, the product 2n[I s˜J] is determined by
continuity from the bulk fields as
2/β n[I s˜J] = sˆapi
aIJ , (5)
where sˆa = s
bqab
√
h/q is an appropriately densitized co-
normal. (5) is the analogue of the isolated horizon bound-
ary condition F IJ(A) ∝ eI ∧ eJ familiar from the 3 + 1-
dimensional treatment [8]. In fact, (5) can be rewritten
in the form F IJ(A) ∝ eI ∧ eJ in 3 + 1 dimensions [9].
Since nI s˜I = 0 classically by construction, the in-
formation contained in these variables associated to the
boundary is the (D− 1)-area-density √h =
√
s˜I s˜I of H .
We consider the densitized bi-normals LIJ := 2/β n[I s˜J]
since they already contain this information. Their Pois-
son algebra is given by
{LIJ(x), LKL(y)} = 4 δ(D−1)(x − y)δL][ILJ][K (6)
and thus by the Lie algebra so(D + 1) at every point of
H . We will base our quantization of the horizon degrees
of freedom on this algebra.
A similar structure has been found for Ashtekar-
Barbero variables in [19], where it was also emphasized
that compatibility of (3), (5), and (6) leads us to use
holonomy-flux variables, thus strengthening the unique-
ness result [20, 21] of the Ashtekar-Isham-Lewandowski
representation based on these variables even further.
CONDITIONS ON ∆
We demand ∆ to be a spherical non-rotating isolated
horizon, see [9] for details. From this, it follows that the
null normal lµ, µ = 0, . . . , D, to the isolated horizon ∆
satisfies ∇αlµ = ωαlµ = 0, i.e. lµ is covariantly constant
on H . For the SO(D+1)-based connection variables used
in this paper, we find ∇αkI = 0, with kI = (nI + sI)/
√
2
and sI = saeIa, where the connection used is the pullback
of the (bulk) SO(D + 1)-connection on Σ to H . Note
that the internal vectors kI and lI = (nI − sI)/√2 can-
not be null, i.e. k2 = l2 = 1, l · k = 0, and are thus not
related to the spacetime null-vectors lµ, kµ [23]. Since
n[I s˜J] = −k[I l˜J], we demand that the bi-normals LIJ
share a common vector, here kI , to incorporate this clas-
sical property of an isolated horizon. We can cover H
with two contractible charts due to its spherical topol-
ogy. On each of these charts, the gauge kI = const. is
accessible. Moreover, Aα
I
Jk
J = 0 in this gauge, so that
there is a trivial identification of the kI(x) at different
points of the two charts. While a more elaborate treat-
ment might be desirable (see the discussion section), this
leads us to demand the “off-diagonal” horizon simplic-
ity constraints L[IJ(x)LKL](y) = 0 for x, y in the same
chart, which should restrict us to the relevant degrees
of freedom. We now need to investigate the constraint
algebra.
CONSTRAINT ALGEBRA
The Gauß and spatial diffeomorphism constraints
GIJ [ΛIJ ] = −
∫
Σ
piaIJDaΛIJ +
∫
H
ΛIJL
IJ (7)
Ha[Na] = 1
2
∫
Σ
piaIJLNAaIJ + 1
β
∫
H
nILN s˜I (8)
form a closing algebra, where LN denotes the Lie deriva-
tive along the shift vector Na, satisfying Nasˆa = 0 on H
to respect the boundary. Their associated vector fields
are degenerate directions of the symplectic structure and
they are consistent with (5). The same is true for the sim-
plicity constraint and the Hamiltonian constraint, pro-
vided that the lapse function vanishes on H . Thus, the
Hamiltonian constraint does not have to be taken into ac-
count for the horizon Hilbert space, as in [15]. Moreover,
AH :=
∫
H
√
h dD−1x is a Dirac observable. As usual, see
e.g [24], we assume that there exists at least one solu-
tion of the Hamiltonian constraint in the bulk which is
compatible with a given configuration of punctures. Oth-
erwise, a gauge fixing as in [25] could be employed. Up
to here, the constraint algebra is closing (first class) [26].
The horizon simplicity constraints need a more thor-
ough investigation. They do not form a closing algebra,
see e.g. [13], and are thus second class in Dirac’s termi-
nology [27]. In order to be able to quantize them, we
will select a maximally commuting subset adapted to the
puncturing spin network in the next section, that is, we
perform gauge unfixing [28]. This subset does however
not form a closing algebra with the Gauß constraints,
since the smearing functions ΛIJ are not constant on
H . We thus further restrict to constant ΛIJ on H and
note that also in the U(1) framework in 3+1 dimensions
[15, 24], the restriction to constant ΛIJ on H becomes
necessary, however for different reasons [7].
QUANTIZATION
While the LIJ are classically determined by the bulk
fields through continuity, i.e. by the boundary condition
(5), this ceases to be the case in the quantum theory since
the Hilbert space used is distributional by nature. Thus,
in the same way as in 3 + 1 dimensions, the LIJ have
to be promoted to independent degrees of freedom in the
quantum theory. The complete Hilbert space is therefore
a product of the bulk Hilbert space defined in [13] and the
horizon Hilbert space, which is a product of SO(D + 1)
3representation spaces, on which the Poisson algebra (6)
of boundary degrees of freedom can be represented as the
generators of the gauge group SO(D + 1) [29].
The boundary condition (5) now has to be imple-
mented as an operator. We construct fluxes by smear-
ing sˆapi
aIJ over a (D − 1)-surface tangent to H . The
fluxes can be promoted to quantum operators in the usual
way [13] and obey the same algebra as the LIJ , which
confirms the consistency of the framework. The quan-
tum analog of the boundary condition (5) is automati-
cally solved due to this algebraic structure by contracting
holonomies ending on H with a respective representation
index of the horizon Hilbert space. At points of H where
no spin network edge punctures, the boundary condition
implies that the SO(D+1) representation is trivial. The
non-trivial part of the horizon Hilbert space is thus gen-
erated at the finite number of points where the bulk spin
network punctures H .
The quantum Gauß law is also automatically solved in
this way on H . We refer to [7] for an explicit quanti-
zation of the first term in (7). Quantization of the sec-
ond term cancels the first one. Still, comparison with
the 3 + 1 dimensional treatment [24] suggests that the
horizon Hilbert space should be further restricted by a
global gauge invariance condition, which is derived there
by “shrinking a loop around the back of the sphere”.
This procedure is not readily available in higher dimen-
sions. Instead, we follow the ideas of [30] and enforce
global gauge invariance in the next section by tracing
over gauge related bulk degrees of freedom. Alterna-
tively, we could quantize Gauß-invariant spin networks
directly, which would also result in SO(D+1) intertwin-
ers as horizon states [31]. This procedure however has
the technical problem that the simplicity constraint is
not gauge invariant, but only covariant, and still needs
to be implemented in the quantum theory.
The spatial diffeomorphism constraint selects diffeo-
morphism equivalence classes of spin networks, see [7] for
details. The bulk simplicity constraint together with the
boundary condition (5) restricts us to simple SO(D+ 1)
representations on H , which are labelled by a single non-
negative integer λ [13, 18]. This is consistent with the
fact that we could have imposed diagonal horizon sim-
plicity constraints on the horizon degrees of freedom.
We still have to deal with the second class nature of the
off-diagonal horizon simplicity constraints. For this, we
choose a maximally commuting subset by imagining the
edges puncturing H in each of the two charts to be con-
nected to a spin network vertex and following the recipe
in [32]. It is easy to see that the subset is identical to
a subset that would have been obtained from imposing
the off-diagonal simplicity constraints on all of H [33].
Thus, for spherical topology, the maximal amount of off-
diagonal simplicity constraints can be imposed. This fur-
ther restricts the horizon state to a simple SO(D + 1)
intertwiner. Such an intertwiner has only simple repre-
sentations in a given recoupling scheme as intermediate
representations, see [32] for details.
Since there is a 1 to 1 correspondence of simple
SO(D+1) intertwiners to SU(2) intertwiners by mapping
the recoupling labels for a given recoupling scheme onto
each other, the problem of finding the dimension of the
horizon Hilbert space is reduced to the 3+1-dimensional
case [34]. The remaining step is to find an analogous re-
striction to a finite level of the Chern-Simons theory in
3 + 1 dimensions. The finite value of the level translates
into an upper bound on the spins puncturing the horizon
and thus also on the ones in the recoupling scheme of
the intertwiner. Such a bound can also be derived from
considering that the area of the horizon slice H is finite.
The (D − 1)-area operator Aˆ is constructed in the same
way as in 3 + 1 dimensions as
√
“flux squared”, see e.g.
[13] for details. It operates diagonally on an edge labelled
with a simple SO(D+ 1) representation. The eigenvalue
is given by 8piGβ
√
λ(λ+D − 1), λ ∈ N0. The total area
of a horizon slice punctured by P edges is thus
AH = 8piGβ
P∑
i=1
√
λi(λi +D − 1). (9)
It follows that the sum of the puncture labels, and ac-
cordingly also all the recoupling labels, are bounded by
P∑
i=1
λi <
P∑
i=1
√
λi(λi +D − 1) = AH
8piGβ
≤ k. (10)
for k = ⌈AH/8piGβ⌉. The definition of k is meant to
resemble the level of the Chern-Simons theory in 3 + 1
dimensions. Given this bound, the dimension of the in-
tertwiner space at H for given puncture labels λi is [35]
N(AH , P, k) =
2
k + 2
k+1∑
d=1
sin2
(
pid
k + 2
) P∏
i=1
sin
(
piddi
k+2
)
sin
(
pid
k+2
) ,
(11)
where di = λi + 1, due to the 1 to 1 correspondence
between SU(2) and simple SO(D+1) intertwiners. Note
that this mapping is given by λ = 2j [32].
ENTROPY CALCULATION
In order to compute the entropy of the isolated horizon,
we first have to decide over which bulk degrees of freedom
we want to trace. In any case, as mentioned in the previ-
ous section, we will trace over gauge related bulk states.
This selects the SO(D+1)-invariant subspace of the hori-
zon Hilbert space due to the constancy of the smearing
functions of the Gauß constraint, see also the discussion
in [30, 36]. Thus, the relevant horizon states are gauge
invariant by themselves. Up to this, there are two main
proposals for tracing: the first one is to sum over all spin
4networks with fixed total horizon area AH , thus having
a variable number of punctures. This approach has been
employed in the original calculation [24] and extended to
the SU(2) approach [19] in [4, 37]. We can readily apply
it and obtain an entropy proportional to AH/β at lead-
ing order. For λ = 1 as the lowest possible representation
label, we obtain the logarithmic correction −3/2 Log(A)
found by Carlip in any dimension [5] and thus confirm
this calculation from an independent point of view.
On the other hand, one can argue that an observer
outside of the black hole can in principle measure the
spin network state, that is the graph (up to spatial dif-
feomorphisms) and the spin / intertwiner labels. Then,
the number of punctures would be fixed. A more recent
proposal along these lines involving an analytic continu-
ation of the Barbero-Immirzi parameter γ to the (anti)-
selfdual case ±i seems promising [38]. See [25, 39, 40] for
more discussion on this route. The essential ingredients
to this approach are to use a fixed number of punctures
and the large spin limit. The method of [38] to analyti-
cally continue γ in 3 + 1 dimensions can be applied also
in our dimension-independent treatment. In analogy to
[38], we continue β to ±i/2 and interpret 8piG∑Pi=1 ji as
the area, since j ≫ 1 [41]. Since the dimension of the
horizon Hilbert space for given puncturing spins is the
same as in the 3 + 1-dimensional case, the results of [38]
can be taken over verbatim, resulting in
S = logN(AH , P,∓iβk/2) = AH
4G
+ corrections. (12)
POLYHEDRAL VIEWPOINT
A polyhedral viewpoint of the above calculation can
be established in the following way: We recall that SU(2)
intertwiners in the 3+1-dimensional theory can be seen as
the quantization of convex polyhedra in three dimensions
[42]. Consider a polyhedron in D spatial dimensions with
P (D − 1)-faces. By the Minkowski theorem [43], it is
in 1 to 1 correspondence (up to translations) with a set
of weighted normals s˜in = Ans
i
n satisfying
∑
n s˜
i
n = 0,
where An is the area of a the n-th polyhedral face and
sin is a unit vector with i = 1, . . . , D. Let the polyhedron
now live in a D+ 1 dimensional Euclidean space, that is
we consider s˜I , I = 0, . . . , D and introduce an additional
normal per face labelled nIn, so that n
I
ns˜
J
nδIJ = 0. The
natural symplectic structure is now given by {s˜Im, nJn} =
δIJδmn and is similar to (4).
In order to still be able to apply the Minkowski re-
construction, we need to demand that nIn = n
I for
a fixed normal nI . We thus introduce the bi-vectors
LIJn per face together with the diagonal simplicity con-
straints L
[IJ
n L
KL]
n = 0 and off-diagonal simplicity con-
straints L
[IJ
n L
KL]
m = 0. These constraints ensure that
LIJn = 2n
[I s˜
J]
n [18]. The symplectic structure of the bi-
vectors is again similar to (6) and agrees with the one
calculated from nIn, s˜
J
n on the constraint surface of the
simplicity constraints. We note the strong similarity to
the symplectic structure in [42]. From the Minkowski re-
construction theorem, we have the additional constraint∑
n L
IJ
n = 0.
As above, quantization of the Poisson-algebra of bi-
vectors yields a Hilbert-space which is given by the prod-
uct of individual SO(D+1)-representations. The quanti-
zation of
∑
n L
IJ
n = 0 projects this Hilbert-space onto its
SO(D+1)-invariant part, while a maximally commuting
subset of the simplicity constraints [32] yields a simple
SO(D+1)-intertwiner, which is in 1 to 1 correspondence
with an SU(2)-intertwiner. Thus, the foundation of the
ideas discussed in [42] extends to higher dimensions. A
thorough understanding this viewpoint may be key in
better understanding the 1 to 1 mappings of the simple
intertwiner spaces in higher dimensions found in [32].
As was discussed in [44, 45] in the four-dimensional
context, the interpretation of the horizon states as dif-
ferent shapes of the horizon, i.e. polyhedra, seems in
conflict with symmetry assumption made in the classical
calculation. However, this tension was resolved in [44, 45]
by showing that the classical calculation can be extended
to arbitrary isolated horizons without changing the alge-
braic structure of the horizon degrees of freedom, thus
allowing for the same quantization. It would certainly
be interesting to extend this viewpoint to higher dimen-
sions. In other words, one would like to show that the
results of [9, 10] also hold for generic, e.g. rotating, iso-
lated horizons, without changing the algebraic structure
of the horizon degrees of freedom and the boundary con-
dition. We leave this problem for further research.
COMMENTS
Lanczos-Lovelock gravity, a generalization of
higher-dimensional GR on the same phase space, has
been discussed in [10] in the presence of an isolated hori-
zon. The entropy calculation presented here is com-
patible with these results and the Wald entropy [1, 46]
emerges at leading order (with correct prefactor for the
analytic continuation β → ±i/2). This is due to the fact
that the area density
√
h on H is replaced by a Wald
entropy density in the relevant calculations.
For connection variables on the boundary, e.g. the
Chern-Simons symplectic structures derived in [9], one
could construct a locally gauge invariant off-diagonal
horizon simplicity constraint by parallel transporting
both LIJ to the same point. This way, local gauge invari-
ance on H might be kept. Though seemingly harder to
achieve, a quantization along this route would be prefer-
able. In contrast, the constraint used in this paper breaks
local SO(D + 1)-invariance on H explicitly by dropping
these parallel transporters.
5The implementation of the simplicity con-
straints proposed in [32] and used in this paper faces
two potential problems in general situations: The cho-
sen maximal subset might not commute with the action
of the Hamiltonian constraint and the choice of subset
might have an influence on the physics, i.e. different
choices could be unitarily inequivalent at the level of ob-
servables. For the proposed application however, both
objections do not apply, since the lapse function van-
ishes on H and the dimension of the simple intertwiner
space does not depend on the chosen subset.
In 2 + 1 dimensions, the simplicity constraints are
automatically satisfied. If we still restrict to global gauge
invariance on H and apply the arguments of [30], the
derivation goes through also here.
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