Summary. Length-biased survival data subject to right-censoring are often collected from a prevalent cohort. However, informative right censoring induced by the sampling design creates challenges in methodological development. While certain conditioning arguments could circumvent the problem of informative censoring, related rank estimation methods are typically inefficient because the marginal likelihood of the backward recurrence time is not ancillary. Under a semiparametric accelerated failure time model, an overidentified set of log-rank estimating equations is constructed based on the left-truncated rightcensored data and backward recurrence time. Efficient combination of the estimating equations is simplified by exploiting an asymptotic independence property between two sets of estimating equations. A fast algorithm is studied for solving nonsmooth, non-monotone estimating equations. Simulation studies confirm that the overidentified rank estimator can have a substantially improved estimation efficiency compared to just-identified rank estimators. The proposed method is applied to a dementia study for illustration.
Introduction
The accelerated failure time (AFT) model is an important alternative to Cox's proportional hazards model and is particularly appealing to medical investigators due to its straightforward interpretation. In an ideal situation, prospective follow-up studies are conducted by sampling incident cases over a possibly long period, and the subsequent survival time of interest is usually subject to right censoring. Methods for AFT model for traditional right-censored survival data has been extensively studied by many authors, see Buckley and James (1979) , Tsiatis (1990) , Ying (1993) among others. In practice, due to constraints on cost and time, studies on incident cohorts are often unavailable, and data on a prevalent cohort of diseased individuals, who have experienced the disease incidence before recruitment but not the failure event, are collected and analyzed. For example, in the Canadian Study of Health and Aging (CSHA), survival data were collected from a prevalent cohort of dementia patients who were alive at the time of recruitment. In many applications, including the CSHA, it is reasonable to assume that the incidence of disease onset is stable over time, and the survival time in the prevalent cohort is length-biased (Wang, 1991; Asgharian et al., 2002) .
Semiparametric estimation of the AFT model for lengthbiased and right-censored data has been studied by Shen et al. (2009) ; Ning et al. (2011 Ning et al. ( , 2014a . Specifically, Shen et al. (2009) proposed an inverse weighted estimating equation approach with a closed-form expression. Ning et al. (2011) generalized a Buckley-James type of estimator to length-biased and right-censored data. Given the feature that observed failure time data can be transformed to identically and independently distributed random variables without covariate effects, Ning et al. (2014a) proposed a class of estimating equations based on the score functions for the transformed data. Ning et al. (2014b) proposed two rankbased estimators, one based on modified risk-sets, and another based on inverse weighting and ranking. As shown in Ning et al. (2014b) , there is no uniformly best estimation method regarding statistical efficiency in the current literature, and the authors provide decision guidelines on how to choose an estimation method only for scenarios with a few symmetric error distributions. Moreover, although well-established statistically, some of the existing approaches may suffer from unstable computational properties. Hence, it is desirable to develop efficient, computationally fast and stable estimation procedures under the AFT model for right-censored lengthbiased data.
In this article, we introduce a simple and efficient rankbased method for the estimation and inference of the AFT model under length-biased sampling. In addition to the rank-based estimating equations for left-truncated and right-censored data (Lai and Ying, 1991) , we construct an additional set of estimating equations based on an induced model of the backward recurrence time. To improve efficiency, the overidentified sets of estimating equations are combined, in the spirit of the generalized method of moments (Hansen, 1982) . The estimation and inference are greatly simplified by the fact that the two sets of estimating functions are asymptotically independent, even though they are constructed from correlated survival times. A further advantage of the proposed estimator is that the AFT model can be estimated using only the backward recurrence time data, which means that one can obtain a consistent estimator after recruitment even without follow-up; most of the existing works dealing with semiparametric AFT model under length-biased sampling (Shen et al., 2009; Ning et al., 2011 Ning et al., , 2014a require some failure events to be observed and cannot handle this case. Furthermore, a computationally efficient algorithm is given to provide a solution of the estimating equations which are neither continuous nor monotone.
We note that Li and Yin (2009) proposed an overidentified rank estimator for clustered survival data. Our estimator is sufficiently different in a few key aspects. The construction of overidentified rank estimator of Li and Yin (2009) was motivated by efficiency improvement from multiple working correlation structures, extending the work of Qu et al. (2000) for uncensored data. The survival times, as well as the estimating functions, are correlated in that setting. We consider univariate length-biased survival data but decompose the survival time into two correlated portions to construct overidentified estimating equations, while the two sets of estimating functions are asymptotically independent and can be easily combined by exploiting the independence structure.
The content of the article is organized as follows: In Section 2.1, we introduce the overidentified weighted log-rank estimating equations and propose an efficient combination. To further improve efficiency, we derive and incorporate the optimal weight functions in the estimating equations in Section 2.2. Moreover, in the absence of censoring, we show the proposed estimator with correctly estimated weight function achieves the semiparametric efficiency bound. In Section 3, a fast algorithm for parameter and variance estimation is developed. Simulation studies and an application to a dementia study are presented in Section 4 and 5 for illustration. We conclude with a discussion in Section 6.
Estimation

Over-Identified Estimating Equations
For individuals in the target population, let T denote the time from the disease onset to the failure event of interest, and let X denote a p × 1 vector of covariates. We assume that the survival time in the target population follows the AFT model
where β is a p × 1 vector of parameters, and˜ follows an unspecified distribution. We denote by A the time between disease onset and study enrollment, and assume that A is independent of T . In a prevalent cohort study, a diseased subject would be qualified to be sampled if the failure event does not occur before the sampling time, that is, T ≥ A. In other words, T is left truncated by A. Denote by T, A, and X the survival time, truncation time, and the covariates for individuals in the prevalent cohort. Then (T, A, X) has the same joint distribution as ( T , A, X) conditional on T ≥ A. When prospective follow-up is present, the observation of the survival time in the prevalent cohort is usually subject to right censoring. Instead of the actual value of T , we observe possibly censored survival time Y = min(T, A + C) and censoring indicator = I(T ≤ A + C). In many applications, it is reasonable to assume that the censoring time after enrollment, C, is independent of (T, A) given X. Note, however, that the survival time T and the total censoring time A + C are typically correlated given X, as they share the same A. Thus the survival time T is subject to informative censoring. We assume that the observed data {(Y i , A i , X i , i ), i = 1, . . . , n} are independent and identically distributed replicates of (Y, A, X, ). Let f (t) and S(t) denote the density and survival function of the random variable exp(˜ ), and μ(x, β) = e β | x ∞ 0 S(u)du be the mean ofT givenX = x. Under length-biased sampling, the (Wang, 1991) , where we have
Based on the conditional likelihood function L C (i.e., likelihood function of the observed failure time conditioning on truncation time and X), rank estimation for model (1) was proposed by Lai and Ying (1991) , treating the data as lefttruncated and right-censored. Note that inference based on the conditional likelihood L C is not fully efficient for lengthbiased sampling, as evidenced by Vardi (1989) , Wang (1991) , Asgharian et al. (2002) , Shen et al. (2009) among others. The reason is that the marginal likelihood L M (i.e., likelihood function of the truncation time A given X) contains β and is not ancillary. Therefore, full likelihood inference will be more efficient than conditional likelihood inference. However, even under the simplest case of one-sample estimation, the maximum likelihood estimator based on the full likelihood does not have a closed form expression as discussed in Vardi (1989) . Moreover, there is a thorny issue of informative censoring that invalidates risk set methods to be directly extended based on the full likelihood, because T and A + C are correlated given covariates X. In what follows, we propose an estimator that combines information from L C and L M to improve efficiency.
To estimate β, weighted log-rank estimating equation was proposed in Lai and Ying (1991) based on inverting a class of linear rank test statistics constructed from
denote a weight function that possibly depends on data. A system of weighted log-rank estimating functions can be constructed as
We denoteβ WLR,1 to be the solution of 1 (β) = o p (n −1/2 ). The right-hand side of the equation may not be identical to 0 because 1 is discontinuous and the solution is typically defined as the zero-crossing of 1 (β).
Since 1 (β) is based on L C , we can improve estimation efficiency by considering L M , the marginal likelihood of A given X. Under length-biased sampling, we have
where
Thus L M is equivalent to the likelihood based on the following induced model on the truncation time A:
where η is a random variable with density function f η (·). Model (3) was first discussed by Yamaguchi (2003) , where the author considered parametric AFT models when followup is not present. Define,
Based on the induced model (3), a weighted log-rank estimating function is given by
where φ 2 (t, β) is a weight function that possibly depends on data. We denoteβ WLR,2 to be a solution of 2 (β) = o p (n −1/2 ). To estimate the parameter β, we have two sets of estimating equations. Combining 1 (β) and 2 (β) yields an overidentified set of estimating equations for β, and a question arises as for how to combine the estimating equations to attain optimal efficiency. One possible way is the generalized method of moments (GMM) (Hansen, 1982) .
| , and let W be a 2p × 2p positive-definite weight matrix. A consistent estimator of β can be obtained bŷ
Moreover, the optimal matrix W that yields an efficient estimator is the inverse of asymptotic covariance matrix of √ n (β 0 ), where β 0 is the true value of β. The following lemma implies that the optimal weight matrix is a block diagonal matrix.
Lemma 1 is a non-trivial result because T and A, the outcomes used to construct 1 and 2 , are positively correlated. The proof of Lemma 1 is given in the Supplementary Materials. The independence of estimation functions can also be rationalized from a likelihood perspective. It is easy to see that the β-score functions from conditional likelihood L C and marginal likelihood L M are orthogonal. Moreover, by projecting the score functions to the space orthogonal to the nuisance tangent space, the efficient score functions are still orthogonal. Since the weighted log-rank estimating functions are constructed based on the efficient score functions (Ritov and Wellner, 1988) , the asymptotic independence of √ n 1 (β 0 ) and √ n 2 (β 0 ) can be proved. It can be verified that √ n(β WLR,1 − β 0 ) and √ n(β WLR,2 − β 0 ) are asymptotically normal with covariance-variance matrices V 1 and V 2 (V 1 ,V 2 are given in the Supplementary Materials). By applying Lemma 1, the optimal GMM type estimator has asymptotic variance (V −1
2 ) −1 . However, the computation ofβ GMM requires to minimize a quadratic form, which can be computationally intensive, particularly because (β) is neither continuous nor monotone.
Based on Lemma 1, we can construct a simpler estimator that is asymptotically equivalent to the optimal GMM estimator. It is shown in the Supplementary Materials that √ n(β WLR,1 − β 0 ) and √ n(β WLR,2 − β 0 ) are asymptotically orthogonal. This suggests us to consider a linearly weighted estimator, (V −1
2βWLR,2 ), whose asymptotic variance equals that of the optimal GMM estimator. In practice, V 1 and V 2 are usually unknown and need to be estimated. Suppose (V 1 ,V 2 ) are consistent estimators of (V 1 , V 2 ), we propose to use the following weighted estimator,
A detailed computation procedure to obtain (β WLR,1 ,β WLR,2 ) and (V 1 ,V 2 ) is given in Section 3. Let β 0 be the true regression coefficient, Theorem 1 summarizes the asymptotic properties ofβ W , with a proof given in the Supplementary Materials. 
From Theorem 1, the proposed estimatorβ W is more efficient than the estimators using just identified estimating equations, because V 1 ≥ (V −1
The above discussion and theoretical results are based on unspecified weight functions φ 1 (·, β) and φ 2 (·, β). For instance, setting φ 1 (·, β) = φ 2 (·, β) = 1 yields the log-rank estimating equations. Moreover, because Model (3) is the standard semi-parametric linear regression model, a natural choice to estimate β is the least square estimatorβ LS , defined as the solution of the following estimating equation,
, where F η is the cumulative distribution function of η (Ritov, 1990) . Therefore the asymptotically independence result of √ n 1 (β 0 ) and √ n LS (β 0 ) also holds, and one can linearly combineβ 1,WLR andβ LS to improve efficiency. Without additional assumptions, it is not clear whetherβ 2,WLR is more efficient than β LS . Although rank estimation in (4) is not the standard way to handle uncensored data, it is used because of the independence property that leads to a simple combined estimator. In Section 2.2, we explore the weight functions φ 1 (t, β) and φ 2 (t, β), so that β 2,WLR could be more efficient than β LS with properly chosen weight functions.
Efficient Adaptive Rank Estimators
To further improve the efficiency, we derive the optimal weight functions φ 1 (·, β) and φ 2 (·, β) for the two sets of estimating equations. Define φ 0 1 (u, β) to be the limit of φ 1 (u, β) as n → ∞, and let λ˜ (·) denote the hazard function of˜ . For the first set of estimating function 1 (β), it is shown that random vector √ n(β WLR,1 − β 0 ) is asymptotically normal with covariance matrix
By Cauchy-Schwartz inequality, the optimal weight is
whereλ(u) = dλ(u)/du andλ˜ (u) = dλ˜ (u)/du. Similarly, for 2 (β), let λ η be the hazard function of η withλ η (u) = dλ η (u)/du, then the optimal weight function is
There are a few options to estimate the weight functions φ opt 1 (·) and φ opt 2 (·): for example, kernel smoothing techniques have been applied in Lai and Ying (1991) and Lin and Chen (2013) . However, substituting such nonparametric type smoothing estimators into equations (2) and (4) could lead to estimators for β that perform poorly with moderate sample sizes, due to the unstableness of the kernel estimators. As an alternative, we can assume a flexible working parametric model for˜ . For instance, e˜ can be assumed to follow the generalized gamma distribution (Cox et al., 2007) , which is an extensive family that contains nearly all of the most commonly-used survival distributions. Then the unknown parameter involved in the distribution of˜ can be estimated through score equation of the conditional likelihood using rescaled survival times. Even in the case where the working model is mis-specified, the proposed estimator is consistent and asymptotically normal.
In the absence of censoring, if the error term˜ follows the working model distribution, the combined estimator with consistently estimated optimal weights achieves the semiparametric efficiency bound. Define
Theorem 2 states the efficiency score of the AFT model with length-biased survival data, and the proof is given in the Supplementary Materials.
Theorem 2. In the absence of censoring, the efficient score of model (1) with length-biased data {(
Remark 1. When the optimal weight function is correctly estimated,β W is asymptotically equivalent otβ S , which is the solution of 1 (β) + 2 (β) = o p (n −1/2 ). However, when the user-specified weight function is different from the optimal choice, thenβ W is asymptotically more efficient thanβ S in general.
Remark 2. The following induced models hold in the absence of censoring,
where the joint density function of (7) has been studied in Chen (2010) and Mandel and Ritov (2010) . In this case, T i 's are sufficient for estimating β, and only (7) is needed for estimation. Moreover, it can be shown that our proposed estimator, with consistently estimated optimal weight, is asymptotically equivalent to the efficient estimator based on marginal likelihood of model (7). However, the rank estimator of Chen (2010) cannot handle length-biased right-censored data because of induced informative censoring. To improve efficiency in the presence of right censoring, we need to consider (7) and (8) jointly.
Remark 3. It has been shown in Ritov and Wellner (1988) that the efficient score function for model (3) is
dt, and the efficiency bound is
When the weight function φ opt 2 is consistently estimated, the estimatorβ WLR,2 will achieve the semi-parametric efficiency bound I 2 , and thus asymptotically will be more efficient than the least square estimate β LS .
Fast Computation
The computation of rank estimators is typically challenging, because the weighted log-rank estimating equation is usually neither continuous nor monotone, and it may have inconsistent roots in addition to a consistent root (Fygenson and Ritov, 1994) . In such cases, the estimator needs to be defined in a shrinking neighborhood of the true value β 0 , and iterative methods require a consistent initial value. However, finding a consistent initial estimate is usually as computationally challenging as directly finding the root of the estimating equation. This computational challenge is a major obstacle for applying the rank estimation techniques in practice even for the standard right-censored data. In what follows, a computationally simple approach is given for computingβ WLR,1 by borrowing strength from two algorithms proposed by Huang (2002) and Huang (2013) . A parallel argument applies toβ WLR,2 and is thus omitted.
Although methodologies for length-biased and rightcensored data is usually thought as more complicated than that for right-censored data, a rather surprising fact is that a simple consistent initial estimator of β can be obtained from the induced model (3). Specifically, based on model (7) and Yamaguchi (2003) , the least square estimateβ LS by regressing the backward recurrent time log A against X is a √ n-consistent estimate of β and thus can serve as an initial value for an iterative algorithm.
To computeβ WLR,1 , we consider a modified Newton's method, following the arguments of Huang (2013) . Under regularity conditions (A1)-(A5) in the Appendix, an asymptotic local linearity condition holds. Specifically, let · denote the Euclidean norm, for every sequence d n > 0 and d n converges to 0 in probability,
whereˆ 1 is a consistent estimate of matrix 1 (β 0 ), the derivative at β 0 of the limiting 1 (β) when n → ∞. Based on (9), a Newton-type algorithm can be made iteratively,
is an √ n-consistent estimate of β 0 , it can be shown that the one-step estimatorβ
(1) satisfies √ n 1 (β (1) ) = o p (1). Moreover, to avoid the problem of over-shooting, we halve the step size repeatedly until the new estimate leads to a decrease in the quadratic score
In order to apply the algorithm in (10), a consistent estimate of 1 (β 0 ) is needed. Note that for a p × 1 vector h, we have 
is a consistent estimate of 1 (β 0 ), thus we estimate 1 (β 0 ) bŷ
One possible choice of n −1/2 H 1 is the Cholesky factorization of the estimated covariance matrix ofβ (0) . Givenˆ 1 ,β WLR,1 can be obtained by the Newton type algorithm in (10). Moreover, the asymptotic variance estimate of √ n(β WLR,1 − β 0 ) is readily available aŝ
which converges in probability to V 1 . The variance estimation is simpler than many other existing methods that either require kernel smoothing or resampling (Tsiatis, 1990; Parzen et al., 1994; Jin et al., 2003) . The above algorithm is similar in flavor to the algorithm in Huang (2002) , but with certain important differences. The algorithm of Huang (2002) approximates the inverse of estimating function, which requires solution-finding and may be computationally intensive. Moreover, due to the lack of a consistent initial estimate, Huang (2002) uses a recursive bisection algorithm. Our algorithm is also similar to the algorithm in Huang (2013) , which requires an initial value obtained from a censored quantile regression model (Huang, 2010) . Our problem structure permits us to use a least square estimate as the initial estimation, which is much simpler. Also, the method of Huang (2013) may not be readily used for finding the solution of 1 (β) = o p (n −1/2 ), since it is unclear how a computationally simple and consistent initial value is obtained from censored quantile regression for left-truncated and right-censored data.
Simulations
Simulation studies are conducted to examine the finitesample performance of the proposed inference procedures. We generate failure times from the following model
where X 1 is generated from a Bernoulli distribution with success probability 0·5, and X 2 is a continuous variable from the uniform distribution on [0,1]. We set β 1 = 0.5 and β 2 = 1. The error distribution were generated from (i) e˜ follows Weibull distribution with shape parameter 2, scale parameter 0·5;
(ii)˜ follows extreme value distribution with scale parameter 0·2; (iii) e˜ follows gamma distribution with mean one and variance 0·25; and (iv)˜ follows normal distribution with mean zero and variance 1/12. The truncation times and residual censoring times were generated in the original time scale (not log-scale). Specifically, the truncation times were generated from a uniform distribution with a large enough upper bound to ensure the stationarity assumption, and we kept only the pairs satisfyingÃ <T . The residual censoring times, The improvement of our estimator is mainly due to combination of the two sets of estimating equations, and improvement from estimating the optimal weight function is less notable. When the parametric model is correctly specified, the MLE is slightly more efficient than the proposed estimators; however, MLE can be less efficient when the parametric model is wrongly specified, for example,β normal MLE has relatively large variance in Scenario (i)-(iii).
Data Analysis
We illustrate the proposed estimation procedure by analyzing the CSHA data. As discussed in Wolfson et al. (2001) , the CSHA was a prevalent cohort where the survival data were collected from a cohort of dementia patients at recruitment. Thus, patients who died before the recruitment period were not qualified to enter the cohort. CSHA recruited a prevalent cohort of individuals aged 65 and older with dementia during the period between February 1991 and May 1992. The survival time of interest is the time from onset to death, and the truncation time in the prevalent cohort is the duration from the onset of dementia to study enrollment. The goal of our analysis is to estimate the relative survival following the onset of dementia among subcategories of dementia, which is an important scientific question studied by Mölsä et al. (1986) and Roberson et al. (2005) . We considered a subset of the study data by excluding those with missing date of onset or classification of dementia subtype. Moreover, as in Wolfson et al. (2001) , patients with observed survival time of 20 or more years were excluded because these subjects are considered unlikely to have Alzheimers disease or vascular dementia. A total of 807 subjects were analyzed; among them, 249 were diagnosed with possible Alzheimers disease, 388 had probable Alzheimers disease, and 170 had vascular dementia. The observation of the residual survival time after recruitment is censored by end of the follow up period. The constant disease incidence assumption was checked in Huang and Qin (2012) with the Kolmogorov-Smirnov test, based on the fact that under mild conditions, the truncation time A and the residual lifetime after enrollment T − A have identical distributions if and only if the incidence of disease is constant over time (Asgharian et al., 2006) . The applicability of the AFT time to the application was checked using QQ-plots Ning et al. (2011) .
We consider the following AFT model, log( T ) = β 1 X 1 + β 2 X 2 +˜ , whereX 1 andX 2 are binary variables that indicate whether the patients is probable Alzheimer and vascular dementia, respectively. The proposed estimator of β 1 is −0.107, with a 95% confidence interval (−0.216, −0.001), and β 2 is −0.166, with a 95% confidence interval (−0.289, −0.044). Our analysis suggests that the survival time for probable Alzheimer and vascular dementia patients are significantly shorter than that of the possible Alzheimer patients. For comparison, we also applied the two rank-based methods in Ning et al. (2014b) . Using the first method in Ning et al. (2014b) , based on modified risk sets, the estimated β 1 is −0.138 (CI: −0.361, 0.085) and β 2 is −0.152 (CI: −0.375, 0.071). Using their second method based on inverse weighting and ranking, the estimated β 1 is −0.102 (CI: −0.214, 0.010) and β 2 is −0.156 (CI: −0.319, 0.007). All estimators have similar point estimates, but our proposed estimator has the smallest standard error estimates and detect significant effects of probable Alzheimer and vascular dementia on survival time.
Discussion
In this article, we propose an estimator to efficiently combine overidentified sets of estimating equations resulting from the follow-up data as well as the backward recurrence time data for a length-biased prevalent cohort. The proposed estimator is simple to implement, but is asymptotically equivalent to the optimal GMM estimator. A computationally fast and stable procedure is also presented for estimation and inference. Rank-based estimating equation can be regarded as the inversion of weighted log-rank statistics. In our case, the estimating equations can be regarded as the inversion of the log-rank test of Ying (1990) for left-truncated and right-censored data and the log-rank test of Chan and Qin (2015) for backward recurrence data. However, in terms of estimation, the proposed method for estimating regression parameter is much simpler than directly inverting the combined log-rank test of Chan and Qin (2015) .
Supplementary Materials
The proof of Lemma 1, Theorem 1, and Theorem 2 referenced in Section 2, and the R program for data analysis are available with this article at the Biometrics website on Wiley Online Library.
