ABSTRACT Face recognition has become a fascinating field for researchers. The motivation behind the enormous interest in the topic is the need to improve the accuracy of many real-time applications. The complexity of the human face and the changes due to different effects make it more challenging to design as well as implement a powerful computational system for human face recognition. In this paper, we presented an enhanced approach to improve human face recognition using a back-propagation neural network (BPNN) and features extraction based on the correlation between the training images. A key contribution of this paper is the generation of a new set called the T-Dataset from the original training data set, which is used to train the BPNN. We generated the T-Dataset using the correlation between the training images without using a common technique of image density. The correlated T-Dataset provides a high distinction layer between the training images, which helps the BPNN to converge faster and achieve better accuracy. Data and features reduction are essential in the face recognition process, and researchers have recently focused on the modern neural network. Therefore, we used a local binary pattern histogram descriptor to prove that there is potential improvement even using traditional methods. We applied five distance measurement algorithms and then combined them to obtain the T-Dataset, which we fed into the BPNN. We achieved higher face recognition accuracy with less computational cost compared with the current approach by using reduced image features. We test the proposed framework on two small data sets, the YALE and AT&T data sets, as the ground truth. We achieved tremendous accuracy. Furthermore, we evaluate our method on one of the state-of-the-art benchmark data sets, Labeled Faces in the Wild (LFW), where we produce a competitive face recognition performance.
I. INTRODUCTION
Human face recognition is a challenging task because of the variability of facial expressions, personal appearances, variant poses, and illumination, as shown in Figure 1 [1]- [4] . In addition, due to the variability in lighting intensity and direction, the number of light sources, and the orientation of the camera, as shown in Figure 2 , it is a challenging task to design a face recognition system in real time with a high accuracy recognition rate. Changes in the human face have less of an effect compared to the pose variation and illumination [5] . Reducing the image dimension is necessary to improve the classification processing time since the object recognition system requires an enormous volume for the computing process. LBPH is one of the most popular conventional methods; it is used for robust data representation, as well as histograms, for features reduction [6] - [11] . We achieved a strong representation of the face by retaining the majority of dissimilarities in the image features after reducing the dimensionality of the image. Classical human face recognition systems are divided into three phases as shown in Figure 3 : The first step is preprocessing, which consists of many types of operations, such as image registration, scaling, face normalization, reducing the effect of background noise, detection and resizing, all of which affect the face recognition accuracy. Feature extraction is the second phase, which can be achieved by using powerful transformation approaches. The image dimension can be reduced to a smaller dimension by retaining significant features. Some of the image descriptors are based on representative methods such as Gabor wavelets and LBP. Ahonen et al. [12] presented LBP descriptor, which provides a strong representation of the human face and improves the face recognition by binary-encoding the gray center pixel differences with eight neighboring pixels and then reducing the image dimension by concatenating the histograms of the binary codes. Variant methods are inherited from the LBP, such as Local Ternary Patterns (LTP) [13] , which enhanced the LBP against noise. Trefny and Matas [14] proposed direction coded LBP (DLBP) and transition LBP (TLBP) to extract the features using novel encoding strategies. However, Gabor wavelets encodes the face image in a multi-scale and multi-orientation [15] , [16] . Therefore, LBP is better at small encoding scales, while Gabor wavelets descriptor is better at the broad encoding scales. LBP outperformed most of the global extraction feature methods such as Principal Component Analysis (PCA) [17] - [19] , independent component analysis (ICA) [20] - [22] and Linear Discriminate Analysis (LDA) [23] - [26] , in addition to the PCA-inherited methods such as Diagonal PCA [27] , Curvelet-based PCA [28] , Kernel PCA [29] , 2-DPCA [24] and Kernel FLD.
The final phase is the classification that exploits powerful classifiers such as BPNN and the fully connected NN [30] - [32] , Support Vector Machine (SVM) [33] , Euclidean distance classifier [34] , Mahalanobis distance classifier [35] , Hidden Markov Models [36] , and extreme learning machine [37] .
The main contribution of this work is an enhanced human face recognition using LBPH, multi-KNN, and BPNN. The strength of our approach is based on adding a step after the features extraction and dimension reduction to obtain a clear distinction T-Dataset, which will be used to train the BPNN. The novelty consists in a new T-Dataset achieved by taking into consideration the correlation between the training images, unlike existing methods that rely only on the density of the images.
This system starts with some of the preprocessing operations, which helps to reduce the processing time. Thereafter, we used the LBPH method to reduce the image dimension by selecting significant features. The new T-Dataset is obtained using five distance methods. In the final phase, we feed the T-Dataset to our BPNN for offline training. We tested our framework on three datasets, Yale, ORL, and LFW. We have achieved a higher recognition rate accuracy.
The paper is organized as follows. In section II, we present an overview of LBPH, BPNN and the distance methods. In section III, we implement the classical human face recognition system. In section IV, we explain the proposed framework in detail. In section V, we present our experimental results. In Section VI, we present our conclusion and future work.
II. MATERIALS and METHODS

A. LOCAL BINARY PATTERNS HISTOGRAM (LBPH)
Correlation methods require substantial computation time and enormous amounts of storage. Therefore, features reduction and face representation are needed in the face recognition system. LBPH is usually the preferred method in computer vision, image processing, and pattern recognition; it is appropriate for feature extraction because it describes the texture and structure of an image. We represent the face image and reduce the image dimension by applying the LBPH method, extracting the features texture of the image by dividing the image into local regions and extracting the binary pattern for each local region. The original LBP operator, which works on eight neighbors of a pixel, was introduced by Ojala et al. [38] . The image is divided into small regions called cells. Each pixel in the cell is compared with each of its eight neighbors. The center pixel value will be used as the threshold value [6] - [11] . The eight-neighbors-pixel will be set to one if its value is equal to or greater than the center pixel; otherwise, the value is set to zero. Accordingly, the LBP code for the center pixel is generated by concatenating the eight neighbor pixel values (ones or zeroes) into a binary code, which is converted to a 256-dimensional decimal for convenience as a texture descriptor of the center pixel. The original LBP operator is shown in Figure 4 . The mathematical formulation of LBP operator is given by:
We used a modified LBP operator called uniform pattern. The pattern is the number of bitwise transitions from 1 to 0 or vice versa. The LBP is called uniform if its uniformity measure is at most 2. For example, the patterns 11111111 (0 transitions), 01111100 (2 transitions) and 11000111 (2 transitions) are uniform, while the patterns 10001000 (3 transitions) and 11010011 (4 transitions) are not. For dimension reduction, we used the histogram to reduce the image features from a 256-dimensional decimal to a 59-dimensional histogram, which contains information about the local patterns. The histogram uses a separate bin for each uniform pattern, and one separate bin for all nonuniform patterns. In the 8-bit binary number, we have 58 uniform patterns; therefore, we used 58 bins for them and one bin for all non-uniform patterns. The global description of the face image is obtained by concatenating all regional histograms. The overall value of LBPH can be represented in a histogram as (3):
where P is the sampling points and R is the radius. Figure 5 shows the process of getting the feature vector for each image, which will be fed to the classifier.
B. CLASSIFICATION METHODS
The K-Nearest-Neighbors (KNN) is one of the methods used in computer vision. Most of the KNN use Euclidean distances. However, it produces less accurate results than the other methods. Each distance method provides different levels of accuracy based on the problem domain. Therefore, the first contribution is to combine some of them to improve face recognition accuracy. The Mahalanobis distance method provides higher accuracy results than Minimum Distance depending on the covariance matrix between the two vectors (a and b) in the (4) [39] .
where S −1 is the covariance matrix inverse. Correlation distance classifier was introduced by Székely, Rizzo, and Bakirov in 2007 [40] . A valuable property is the measure of dependence equal zero and is sensitive to a linear relationship between two vectors.
where Cov is the covariance and σ a and σ b are the standard deviations of a and b.
The Euclidean distance method is considered the basis of many methods of similarity and dissimilarity. We use (6) to calculate the Euclidean distance between corresponding elements of the two vector space.
The Canberra distance method is a numerical measure of the distance between two points in a vector space, which is presented in (7):
The Manhattan distance method is another method to measure the distance between two vectors and is introduced in (8) :
We used different distance methods to provide a variant dataset to improve the training in the neural network.
C. BACK-PROPAGATION NEURAL NETWORK
Computer vision requires powerful classification methods to achieve a high recognition system rate with low computing time and resources. BPNN classification is widely used for training the NN since BPNN is simple, efficient at computing the gradient descent, and straightforward to implement. Determining the size of the NN, the number of samples and the weights is a challenging task, and it is essential to fit the NN output. The BPNN is divided into three types of layers; the input layer, one or more hidden layers, and the predictable output layer as shown in Figure 6 .
The common backpropagation algorithm can be described as follows:
1. The weights w [l] ij and the thresholds ϑ
j are randomly initialized.
2. Compute the output of all layers using (9) after feeding the prepared training dataset I p and the output dataset O p to the NN.
3. In each layer, compute the square root error as follows: Equation (10) is used to calculate the square error at the output layer: (10) In the i th hidden layer (i = L-1, L-2 . . . i): (11) 4. The change in the weights between the input and the output will be calculated based on (12) and (13) . (13) 5. Go back to step 2 if the mean-squared error is more than the threshold; otherwise, stop and print the weight value. There are many neuron activation functions used in the NN, and the sigmoidal function was used in our proposed system; it is shown in (14) , and its derivatives are shown in (15) .
J. Toms improved the backpropagation algorithm using the hybrid neuron because it is hard to reach the minimum meansquared-error using the sigmoidal activation function in the big size NN system.
where h(x) is the hard-limiting function, which is defined in (17) , and the derivatives are defined in (18) h
NN is often trapped in the local-minimum, and the learning speed is updated according to (19) , where SSE is the SumSquared-Error. To make the NN faster and reach zero error, a coefficient α is added to the steepness of the sigmoidal function as defined in (20) .
The derivative is:
III. CLASSICAL FACE RECOGNITION SYSTEM USING LBPH AND KNN
We implemented the existing classical face recognition system using LBPH and KNN as a reference point. Figure 7 explains the framework in detail. We used five distance methods, correlation, Euclidean, Canberra, Manhattan, and Mahalanobis, to find the distance between the testing images and the training images, and then we found the whole system accuracy based on that. The drawback of the classical method is the computing time since we have to compare the test image with all the training images with O(t(n)) complexity, where t(n) is the computing time of the distance. This experiment was applied on the datasets ORL and YALE with three different scenarios: 90% training and 10% testing, 70% training and 30% testing, and finally 50% training and 50% testing. The recognition rate (RR) is calculated using (22) . Table 1 shows the accuracy result of this experiment.
RR % = Number of correct match Number of training set * 100 
IV. PROPOSED METHOD
We proposed in this work an enhanced human face recognition using LBPH descriptors, multi-KNN, and BPNN neural network. Figure 8 shows the proposed framework in detail. Our main contribution is based on the fact that obtaining a robust T-Dataset will help the BPNN to converge quickly with improved accuracy. We gathered a robust T-Dataset relying on the correlation between the training images, not the density of images. Our method is divided into five steps. In step one, we applied some of the preprocessing methods on the raw training images, including resizing and cropping using Haar-cascade detection, to eliminate the face background effect. Noise and illumination were reduced by converting the images to grayscale images and using histogram equalization to build a robust face recognition system; Figure 9 shows some of the preprocessing methods. In
Step 2, we extracted the most important local features from each image using the LBP U 2 8,2 descriptor and combined them into a global description using the histogram method.
Here is how it is done:
• We divided the images into 25 small cells after we tried different grid sizes. We found that the 5x5 grid gives us better performance with a reasonable time.
Smaller grid sizes such as 4x4 provide fewer features (4 × 4 × 59 = 944) compared to (5 × 5 × 59 = 1475 features), which leads to less accuracy and perhaps to an under-fitting problem with the neural network training. A larger grid size provides more features; however, it increases the computing time with slight improvement in accuracy.
• We applied the LBP method on image pixels by thresholding the 3 × 3 neighborhood of each pixel with the center value and considering the result as a binary number.
• Finally, we applied the histogram method to concatenate the new cells description and obtain a new representation (25 cell * 59 dimension = 1475) for each training image, which helps to reduce the computation time.
Step 3 was added as an extra step to obtain a robust T-Dataset, which we used as an input to our BPNN instead of using the LBPH descriptor of each training image. As mentioned earlier, the T-Dataset is gathered based on the correlation between the new representations of all training images.
• Based on the LBPH presentation of each image, which we obtained from step 2, we calculated the distance between each training image with all other training images using five distance methods (Correlation, Euclidean, Canberra, Manhattan, and Mahalanobis).
• We tried different scenarios to achieve higher accuracy. First, we trained the BPNN using each distance method separately, and we achieved variant accuracy as shown in table 2. In another scenario, we combined the five distances using the square-root of the sum of the squares (RSS) (23) to provide a robust distinction T-Dataset in a reduced dimension.
where DISi is one of the distance methods. However, based on the classical face recognition experiment, each distance algorithm has an advantage over the other algorithms in different dimensions. Therefore, we modified (23) to (24) by adding a strength factor α to improve the accuracy result in the final scenario. Table 1 shows that the Mahalanobis and Manhattan distances have an advantage over the other distance methods. Therefore, we assign the strength factors as: Mahalanobis and Manhattan = 0.3, Canberra = 0.2, Correlation and Euclidean = 0.1.
• The KNN method is used to find the expected output for each training image, and we selected K=1 to avoid majority voting, which leads to incorrect votes since the dataset has an identical or nearly identical images. Our decision is based on the nearest neighbor, and we considered a match to have occurred if the nearest neighbor matches the source image as shown in Figure 10 (b). Otherwise, it is considered a mismatch as shown in Figure 10 (c). Table 3 shows an example of how to obtain the T-Dataset (column 6) and the expected output (column 7) for one of the training images (image X). We assume the training dataset has 200 images that represent 40 persons.
In Step 4, the BPNN parameters are set up and then the training begins. Our BPNN architecture contains an input layer followed by two fully connected hidden layers, followed by a soft-max classification layer.
• Set the number of layers and neurons.
• Set the number of iterations.
• Set the threshold value.
• Set the input matrix and the expected output from the previous step.
• Randomly initialize the weights and bias.
• Strat the training. Finally, we test the accuracy of the system by:
• Applying steps 1 to 3 for each testing image.
• Feeding the testing image data to the trained BPNN and obtaining the predicted output. An example of how to obtain the new training data (column 6) and the expected output (column 7) for one of the training images (image X).
TABLE 4.
Comparison Of the performance Of the proposed method to existing methods on the ORL dataset.
• Based on the image label, we know whether the prediction is correct.
• Finally, the overall system accuracy is calculated.
V. EXPERIMENTS
We applied our method on the small public datasets ORL [40] and Yale [41] as concepts of truth and to understand the benefits of using a strong descriptor, which provides training data with a clear distinction.
Then, we applied our proposed method on one of the state-of-the-art datasets, the LFW. We evaluated the proposed method on a restricted evaluation category. Figure 11 shows ORL sample images. The Yale face dataset has a total of 165 face images that represent 15 different persons with 11 images per person [42] . VOLUME 6, 2018 Different facial expressions, genders, and light configurations are shown, as well as images with and without eyeglasses. The 165 images are in a grayscale domain, and the images are resized to 92 x 112 pixels after the face is cropped using Haar-cascade detection. We used 75 images to train the NN and the remaining images to test the system.
In this experiment, the BPNN has four layers, an input layer (200 inputs in the ORL experiment and 75 in the Yale experiment) and two fully-connected hidden layers (100 nodes in the ORL experiment and 40 in the Yale experiment). The output layer (40 classes in the ORL experiment and 15 classes in the Yale Experiment) is followed by a softmax classifier. The training rate is 0.1, and we trained the network up to 8000 iterations and took 25 hours to train the BPNN. The experiments ran on a personal laptop with Intel CoreI7 CPU @ 3GHz.
We achieved a higher recognition rate using an LBPH descriptor, multi-KNN, and BPNN. Table 2 shows the result for each distance separately; then, it shows the result of combining the distance methods using (23) then (24) . We achieved 97.7% accuracy on the Yale dataset with only two mismatches out of 165 images and 98% accuracy with four mismatches out of 200 testing images on a 50% training set and 50% testing scenario. Table 4 shows a comparison between the proposed framework and the other existing methods on the ORL dataset.
B. EXPERIMENT ON LFW DATASET
In 2007, LFW was created by Huang et al. [51] ; it has had an enormous impact on the face recognition field. The LFW dataset contains 13,322 images of human faces captured from the web using a Viola-Jones face detector, and each image is labeled with the name of the person. The image size is 250 × 250 pixels, and most of them are in color. The dataset represents 5749 individuals, and 1680 of them have two or more images; the remaining individuals have only one image. LFW captured the images under unconstrained conditions (expression, lighting source, and pose). Figure 12 shows LFW sample images. The LFW is divided into two views: View 1 is used for training and method implantation and contains 2200 pair images for training and 1000 pair images for testing. View 2 includes 6000 pair images divided into 10 sets for crossvalidation, which is used for the performance evaluation. The evaluation set used in this experiment is ''restricted images,'' with no outside data, using a leave-one-out crossvalidation structure [51] . The total performance of the proposed method is calculated using the mean classification accuracy û and standard error of the mean SE.
To eliminate the background effect, we detected the face using the Haar-cascade detection algorithm; then, we cropped the center face area and resized it to 92 x 112. All the images are converted to grayscale followed by a histogram equalizer.
As we mentioned in the proposed method section, the new T-Dataset generated from the multi-LBPH descriptor is to be fed as the input data for our BPNN, which has two hidden layers and a softmax classification output layer. The advantages of using the multi-LBPH descriptor and KNN on the LFW are as follows: (1) A robust representation based on the correlation between training images is used. (2) There is no need for large amounts of data since we have robust distinction data. (3) The training time is faster since we used a small data description for each image. Figure 13 shows the pseudocode of the proposed approach; however, the testing process in the LFW experiment is slightly different. We find the match image for both images separately, and if both predict the same person, verification occurs. Table 5 shows the results of our proposed method and a comparison with existing state-of-the-art methods. We achieved 95.71% accuracy, which is comparable to state-of-the-art methods, and we achieved the second highest accuracy after that in [60] . However, our standard error is less than that in [60] , which leads to higher overall accuracy.
The training was finished within a week on a personal laptop with Intel CoreI7 CPU @ 3GHz using Microsoft visual studio C#.
VI. CONCLUSION
We proposed an enhanced framework for human face recognition using an LBPH descriptor, multi-KNN, and BPNN neural network. The novel LBPH descriptor and multi-KNN has helped to provide a training dataset with distinction patterns based on the correlation between the original training images. The newly obtained T-Dataset helped the BPNN to converge faster and with higher accuracy. This was achieved by combining the distance methods, as each distance method has an advantage over the other methods, which strengthens the whole system. We achieved higher accuracy and reduced the computation time. In addition, we outperformed current state-of-the-art frameworks. Table 4 and 5 show a comparison of the proposed framework and the other methods on the ORL dataset and LFW dataset. We have not applied modern NN to prove that we can achieve higher accuracy even with traditional features extraction and domain reduction methods using a correlated training dataset between images. However, in future work we plan to use different feature extraction methods such as convolutional NN and compare them to the current results.
