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(1.11 Historical Development: 
The study of nucleon-nucleus interaction has quite a long history. As long ago as 
1935, Bethe [1] calculated the scattering of nucleons by a purely real potential and found 
marked resonances that are not observed experimentally. Levier and Saxon [2] showed that 
these are damped if the potential is allowed to become complex and that such potentials are 
able to reproduce well the differential cross-section for the elastic scattering of the medium 
energy proton by nuclei. This work was extended to neutron scattering by Feshbach, Porter 
and Weisskopf [3] who examined the total and reaction cross section for the interaction of 
the neutrons with nuclei over a wide range of energies and nuclei. Feshbach, Porter and 
Weisskopf [3] also used a complex potential. 
The first optical potential was built for the interaction of neutrons with nuclei and later for 
the scattering of protons, alpha particles and heavy ions. The first analysis of elastic 
scattering used a square well which was later replaced by a more realistic form 
U(r) = Vf(r) + iWg(r), 
where V and W are the well depths of the real and imaginary part of the potential. The form 
factors f(r) and g(r) vary smoothly with the distance r. Moreover by analogy to the spin-orbit 
potential included in the shell model to describe magic numbers, a spin orbit potential Vso(r) 
is introduced to take into account the interaction between the spin S of the incident nucleon 
with its orbital angular momentum t. 
A coulomb potential Vc(r) is also added if the incident particle has a charge. With all these 
contributions, the complex potential U(r) used in the optical model becomes; 
U(r) = Vc(r) + V(r) + iW(r) + Vso(r) + iWso(r). 
The nucleon optical potential can be determined either by the phenomenological analyses of 
the experimental data or by a more fundamental calculation (called microscopic calculation) 
starting from the nucleon-nucleon interaction. However the two approaches should 
complement each other. 
In the phenomenological determination, first a plausible form of the potential which contains 
a number of parameters is assumed, best values of these parameters are then determined by 
comparing the predictions of such a potential with the experimental data. In the conventional 
optical model phenomenology (i.e. the standard optical model [4]) both the real and 
imaginary central potentials are parameterized in Woods - Saxon (two-parameter Fermi) 
form. At low incident nucleon energies the imaginary part is assumed to have radial form 
which is taken as the derivative of Woods Saxon shape. The standard spin orbit potential is 
taken as the conventional Thomas form, which involves the derivatives of a Woods-Saxon 
function. At low incident projectile energies the imaginary central potential is also taken to 
have derivatives of the Saxon-Woods radial form. In general there are about 12 free 
parameters to adjust in order to obtain agreement with the experimental data. Over the last 
several decades the empirical optical potential, in spite of certain parameter ambiguities, has 
successfully established certain trends of the optical model potential, e.g. its variation with 
energy and target mass number. 
The conventional, standard optical model analyses (in the energy region 20-800MeV) exhibit 
several characteristics features; The real central potential becomes repulsive above about 
SOOMeV at short distances and remains attractive in the tail region up to quite high incident 
energies [4]. Since in the above parameterization the potential has a monotonic radial 
dependence, it is obviously either attractive everywhere or repulsive everywhere. The 
imaginary part of the central potential increases monotonically with energy. Third the real 
spin-orbit term is attractive, while the imaginary spin-orbit part is repulsive. Generally, the 
real spin-orbit potential decreases with increasing energy, while the imaginary spin-orbit 
potential grows with increasing energy, with the exception that the real spin-orbit potential at 
SOOMeV is found to be larger than at 200MeV [4]. 
The conventional optical model phenomenology poses few problems. For instance, the root 
mean square radius of the real central potential in the intermediate energy region, exhibh a 
peculiar non monotonic behavior [4], indicating that the geometry of the real central potential 
appears to be changing quite substantially with energy. At high energies, one finds a root 
mean square radius which is considerably smaller than at lower energies, indicating that the 
range of the repulsive potential is shorter than that of the attractive potential at low energies. 
With increasing energy, the volume integral of the real spin-orbit potential, falls sharply and 
seems to have a minimum near 200MeV before resuming it decrease beyond 400MeV. 
Similarly, the volume integral of the imaginary spin-orbit potential, peaks at 200MeV, 
decreases rapidly again and even changes sign near 400MeV. 
The above mentioned difficulties are associated with the use of smooth Woods-Saxon 
geometry for the radial behavior of the potential over the wide energy range of a projectile. 
Various Non-Woods-Saxon form factors have been proposed. It was realized that above 
200MeV, the interior of the nucleus, in terms of real central potential becomes repulsive 
while the tail region remains attractive (up to around 700 MeV). The success of Dirac 
phenomenology [5] indicates a non Woods-Saxon (wine-bottle-bottom) shape for the real 
central potential. Further, at higher energies one still finds a small attractive tail with a 
strongly repulsive interior for the real part of the potential. This type of potential gives 
excellent fits to the elastic scattering data specially spin-rotation data, which are greatly 
superior to any fit with standard Woods-Saxon potentials. 
(1.2) Microscopic Nucleon-Nucleus Optical Potential: 
The microscopic theory of Optical Model Potential has been developed in various 
ways and fairly accurate evaluations have been performed progressively in recent years. The 
approximations used are now better understood and calculational techniques refined to an 
extent where one is able to reliably calculate the nuclear optical potential starting from basic 
two nucleon interaction. One of the most successful of these approaches is called the Bethe-
Brueckner theory of nuclear matter. This approach initiated by Bethe [1], Brueckner [6], and 
B.D.Day [7] has now been adopted and refined with time by several groups (JLM [8], BR 
[9], Amos [10], WKR [11], N.Yamaguchi, S. Nagata and J.Matsuda [12]). 
In this approach one calculates the effective two-body interaction in nuclear matter and the 
extension to finite nuclei is made by invoking a local density approximation (LDA) in which 
the potential experienced by a nucleon at a point in a finite nucleus of density p is assumed 
same as the potential in infinite nuclear matter of the same density p. This approach has 
successfully explained the bulk properties of nuclei which appear in scattering problems such 
as the volume integrals, root mean square radius, energy dependence of the real potential and 
the effective mass as well as predicting the experimental cross sections and analyzing power 
data. 
The reaction matrix or effective interaction (g-matrix) in nuclear matter is obtained by 
solving Bethe-Goldstone integral equation; using the realistic NN potential as the only input. 
The complex, density dependent g-matrix is then used in a local density approximation to 
calculate the nuclear optical potential. The choice of fundamental interaction at the two 
nucleon level as well as that of the ground state density of the target is crucial. 
Jeukenne, Lejeunne, Mahaux (JLM) [8] have obtained the self-consistent microscopic 
nucleon-nuclear matter optical potential using Rieds [13] hard-core interaction by solving the 
integral equation [6]. A plausible range parameter is then introduced and local density 
approximation used to obtain a local optical model potential for finite nuclei. A spin-orbit 
potential is added from outside. This potential, popularly known as JLM has been applied 
successfully to analyze a large body of experimental data on nucleon scattering using four 
normalization parameters [14]. Thus in the JLM approach the spin-orbit potential is not 
calculated microscopically. In contrast Brieva and Rook developed the generalized reference 
spectrum method [9] to calculate the radial dependent effective interaction in co-ordinate 
space v^ hich is then folded over the nucleon densities to obtain the nucleon-nucleus optical 
model potential. Although they obtain both the central and spin-orbit components 
microscopically, however, the reference spectrum method is not considered numerically as 
accurate as the solution of integral equation [6]. 
Amos et al. [10] have successfully developed a non-local microscopic optical potential. They 
treat the non-locality of the exchange central and spin-orbit parts explicitly and hence solve 
the integro-differential equation to obtain the observables for nucleon scattering. However, 
since their potential is non-local it can not be compared easily with empirical potential. A 
slightly different approach has been followed recently by Arellano, Brieva and Love [15] by 
including genuine non-localities of the effective interaction. This approach is basically an 
extension of KMT theory. Recently Arellano and Bauge [14, 15] have developed an 
alternative approach where it is possible to separate the medium independent part of the 
effective interaction. The medium dependent part is shown to be significant only in the 
surface region. However, these recent approach are not yet fully matured. 
In this work we present a local microscopic optical potential using soft-core Urbana v-14 
[16] and also a hard-core Hamada Johnston (HJ) [17] nucleon-nucleon interaction as the 
basic input. We are able to calculate both the central and spin-orbit parts microscopically 
thus removing one of the important deficiency of the JLM [8] model. Further since we use 
the Braeckner Gammel method of solving the integral equation hence we are able to avoid 
the use of approximate generalized reference spectrum method [9]. 
(1.3) Outline Of Present Work: 
In chapter 2 we discuss in detail the calculational technique used to obtain the 
microscopic nuclear matter optical potential in a self consistent manner. We discuss the 
properties of nuclear matter and Goldstone expansion, Feynman diagrams and obtain reaction 
matrix. Further we study the kinematical considerations of interacting nucleons and the 
application of Pauli operator. Further we discuss correlated wave function and its partial 
wave expansion. Finally we discuss the treatment of hardcore in nuclear matter 
Chapter 3 describes the procedure for obtaining optical potential for finite nuclei from 
infinite nuclear matter potential within the framework of first order Brueckner theory, using 
both soft-core and hard core internucleon potentials. We present the folding formalism for 
obtaining different components (central direct, central exchange, spin-orbit direct, spin-orbit 
exchange) of the nucleon nucleus optical potential using local density approximation. We 
also discuss the effective mass correction. 
In Chapter 4 we discuss the result of our analysis of proton elastic scattering data from '^  Ca 
and °^^ Pb in the energy range 65-200MeV using calculated optical potential (as described in 
chapter 3) from both Urbana and Hamada-Johnston. We also study the behavior of real and 
imaginary parts of Central optical potential. Spin orbit optical potential, Mean Square Radii 
and volume integral of the central optical potential. We further discuss the analysis of the 
differential scattering cross section data and conclude that the predictions of optical model 
potential are in reasonable agreement with the experimental data. 
In Chapter 5 we carry out a detailed analysis of Neutron elastic scattering data from '^ C/'^ Ca 
and °^^ Pb in the energy region:65-225 MeV. We discuss in detail the real and imaginary parts 
of central and spin-orbit optical potentials using both Hamada-Johnston and Urbana 
interactions. We also present a study of the energy dependence of Volume integral and Mean 
Square Radii. We also study the behavior of MSR as a function of mass number of the target 
nuclei. Finally we present an analysis of the neutron elastic differential cross section data for 
'^ C, °^Ca, and °^^ Pb, in the energy range of 65 to 225MeV,using calculated optical model 
potential obtained from first order Brueckner theory using both Urbana V14 soft core and 
Hamada-Johnston hard core interactions. We conclude that the predictions of the optical 
model potential are in reasonably good agreement with the experimental data. 
The study of neutron data was done with the aim of comparing the results with the proton 
optical potential. In principle this may lead to an estimate of (N-Z)/A dependent term of the 
optical potential. However we find that the accuracy of the neutron data and the extent of 
angular region covered in the differential cross section is not enough to give us unambiguous 
information regarding finer details of the optical potential. 
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(2.1) Introduction: 
We briefly describe, here, the basic element of the Brueckner's theory of infinite 
nuclear matter, and discuss the method used to calculate the effective interaction (g-
matrices), which can then be folded over the ground state densities to obtain the nucleon-
nucleus optical potential. 
BruecliJier theory is based on the Goldstone expansion, which is a linked cluster perturbation 
series for the ground state of a many body system. This is explained nicely in detail in a 
review article by Day [1]. 
The success of Brueckner theory in practical calculations stem from the fact that certain 
classes of linked diagram can be summed in closed form up to infinite orders defining the so 
called reaction matrix or effective interaction, g. All quantities are then formulated in terms 
of this g matrix, which is a smooth and well behaved even for a hard-core inter-nucleon 
potential. First numerical calculation applying Brueckner theory was performed in 1958 by 
Brueckner and Gammel [2]. Later Bethe [3] and his collaborators made substantial advances 
in the understanding of Brueckner theory. 
In order to describe the scattering processes at low energies, we restrict our discussion to the 
approaches based on the non-relativistic nucleon-nucleon interaction. We start with the 
assumption that nuclei can be described by the non-relativistic Schrodinger equation and that 
the nucleons are interacting through a two body potential. Even this is a difficult task for an 
interacting many body system. It is at this level that Nuclear Matter comes to a partial rescue. 
This provides a simpler picture to be hopefully used as a first step towards the more difficult 
task of understanding finite nuclei. 
In section 2.2 we briefly describe some properties of nuclear matter. These must be 
reproduced by any theory of nuclear matter. 
In section 2.2.1 we discuss the salient features of the Goldstone expansion and Feynman 
diagrammatic technique developed especially for Brueckner theory. 
In section 2.2.2 we discuss the reaction matrix, the central quantity of Brueckner theory and 
some of its properties in section 2.2.3. 
In section 2.3 we discuss the kinematical considerations of the two interacting nucleons, we 
study the action of Pauli operator in section 2.3.1 and correlated two nucleon wave function 
in section 2.3.2. 
In section 2.3.3 we carry out the partial wave expansion of the correlated wave function. 
In section 2.4 we briefly explain the treatment of hardcore in nuclear matter. 
At the end,- in section 2.7 we give a brief description of the calculation of nucleon-nucleus 
optical potential. 
(2.2) Nuclear Matter: 
Nuclear matter is defined to be a hypothetical system of equal number of neutrons and 
protons filling whole space at a uniform density with Coulomb force switched off. The 
translational invariance of this infinite system implies that the single particle wave functions 
are plane waves. Hence the only problem to solve for nuclear matter is then to calculate the 
energy of the system as a function of density and to find out the effective interaction between 
the nucleons in such a many body system. 
The result of a nuclear matter calculation is the value of E/A (energy per nucleon) as a 
function of density p. A graph for E/A as function of density p should have a minimum value 
WQ at some equilibrium density po as shown in figure (1). 
FlgUK 1. 
The empirical values of WQ and po can be obtained by extrapolating the observed properties 
of finite nuclei to infinite nuclear matter. For WQ the semi-empirical mass formula [4] is used, 
which gives the energy E for a nucleus containing Z protons and N neutrons: 
,2/3 E = a, A + a2 A'" + as Z7A"' + 34 (N-Z)'/2A+. (1) 
The first term is the volume term, second is the surface term, the third term is the Coulomb 
term and the fourth term is the asymmetry term. There are other terms corresponding to 
smaller effects, which we have not shown here. 
For nuclear matter we have N=Z, no Coulomb force and being infinite in dimension, surface 
effects can be neglected as compared to the volume term. Hence for nuclear matter only first 
term survives i.e. 
E^aiA => E/A«ai = wo«-16MeV (2) 
For po: The interior density of a finite nucleus is reduced due to Coulomb repulsion and 
increased due to surface tension effects. Both these effects are absent for nuclear matter. 
Eliminating these effects [1] from experimental densities of finite nuclei we get: 
Po w 0.17nucleons/F'^ . 
Other useful parameter for nuclear matter is the average inter-nucleon distance ro, which is 
related to the denshy: 
— -—Tu-,) —^  ro= 1.12 r. 
P 3 
Density is also expressed some times in terms of Fermi momentum hkp. The Fermi 
momentum is defined as the largest momentum pp = hkp of the occupied state in nuclear 
matter, Then in the Fermi gas model, the number N of nucleons in a volume V is given by 
the following expression: 
N = 4 V/ (27th)^  4n j p^ dp =2V/(3h^ 7i^ )pp^  
3n 
Thus a reliable nuclear matter calculation should reproduce the properties discussed above. 
The large variety of nucleon-nucleon potentials though give similar phase shifts but different 
nuclear matter properties. Hence microscopic calculations are expected to help in choosing a 
better potential. 
(2.2.1) Goldstone Expansion: 
Brueckner-Goldstone theory is based on the Goldstone expansion [6]. This is a 
perturbation series expansion for the ground state energy of a many body system. The ground 
10 
state is required to be non-degenerate. The series works for nuclear matter and doubly magic 
nuclei. We do not derive the expansion but briefly explain its working [1] in the following. 
We start by first considering a system of A identical nucleons interacting via a realistic two 
body interaction. We then calculate the ground state properties of this system. Within a non-
relativistic framework, the exact ground state To is given by the Schrodinger Equation 
HlTo>=EolTo>, (3) 
where, we can write the Hamiltonian H as: 
and v,j is the realistic two-body potential obtained either empirically (eg. Hamada-Johnston 
(HJ) [7], Ried [8] or v-14 [9]) or using theoretical inputs (e.g. Paris, Bonn or OBEP). 
Generally v,j has strong short-range repulsion for inter-nucleon distance ro < 0.5F or infinite 
repulsion denoted by a hard core. 
Equation (3) cannot be solved exactly and we seek approximate solutions using perturbative 
techniques. Adding and subtracting an appropriate single particle potential U, the 
Hamiltonian is rewritten as an unperturbed part HQ. 
Ho= j ; (T, + U,), (4) 
where U, is a single particle auxiliary potential and has been introduced and should be so 
chosen as to make perturbation Hi is small: 
H i = E v , - X U , (5) 
y ' 
Since the total Hamiltonian H= Ho+Hi does not involve U, the final result should in principle 
be independent of U. However since the energy is calculated using a perturbation series the 
convergence of that series will depend on the choice of U. In principle it is completely 
arbitrary. However, some reasonable physical choice should be made for U and this is a 
central problem in Brueckner theory. A typical choice may be the single particle Hartree-
Fock potential such that H, is small as compared to Ho. 
The nnpertmhei problem for Ho may be easily solved for single particle eigen functions 
Op(r,). (Since Ho is a simple algebraic sum of single particle Hamiltonian): 
11 
(T, + Ui)Op(rO = Ep(Dp(rO. (6) 
<l)p(ri) forms a complete set of single particle orthonormal eigenfunctions. The unperturbed 
ground state Oo would be a slater determinant obtained by populating lowest energy single 
particle states for A-nucleons; 
(Do= 1/VA! a [(D,(r,)a)2(r,) ^^(rA)] (7) 
Thus Ho <I>o = Eo Oo, where Eo =ZEn-
We call this ground state as the Fermi sea of A nucleons and any other combination of single 
particle states is said to be above the Fermi sea. The exact ground state is obtained by solving 
the eigen value Equation with the full Hamiltonian H: 
H»F = E ^ 
The exact ground state energy E is given by the following perturbation series (Goldstone 
expansion [1,6]): 
E = Eo + <0o IH, \0o> + < Oo I Hil/ (Eo-Ho) PH, |(Do> + 
< Oo IH, 1/ (Eo - Ho) PH, 1/ (Eo-Ho) PH, \^o> -
<a)o lH,(Do><OoH, l/(Eo-Ho)'PH,lOo>+ , (8) 
where P = 1 - \(^o> <0ol projects off states other than the unperturbed ground state lOo>. The 
presence of operator P ensures that the ground state I Oo > does not occur as an intermediate 
state in the above matrix elements, i.e. in the intermediate states at least one particle has to be 
excited state above the Fermi sea. 
The operators in the above matrix elements are many body operators. To understand the 
mechanism of calculating the contribution of any given term, we introduce fermion creation 
'a^' and annihilation operators 'a' such that they satisfy the following anti-commutation 
rules: 
[a„atJ+ = a,.a^ 3 + a U = §,s ; [a„a\]+ = [a.\.,a\]+ = 0 . (9) 
Using these operators we can rewrite HQ and H, as operators, taking care of the fact that Vy is 
a two-body operator and U, is a one-body operator: Thus we can write: 
H. = X < Pq I VI rs > a W s a , - J^ <p 1 Ul q > a V , , (10) 
Pqrs pq 
where <pq| v I rs > = | <^,\h)<^,\hHh-h)^r(h)^.{r2)dx4T2 
12 
and <p I U I q > = J (Dp^ r )U(r)0(r )dx . 
The summations over pqrs in equation (10) are over distinct single particle states. 
To understand the working of Goldstone expansion let us consider the following second 
order term in eq (8) and in this process we also learn to draw Feynman diagrams: 
1 
O J/7, 
( ^ o - ^ o ) 
PH.^o (11) 
1^ 
""A 
3 m 
(a) (b) 
Figure 2 
We start the action in the above matrix element from right hand side shown by an arrow 
below equation (11). 
At the extreme right hand, jOo > is the unperturbed ground state of the Hamiltonian Ho, where 
there are no nucleons outside the Fermi sea and no holes in the Fermi sea. In the diagram we 
show this by blank below the dashed line in figure (2). 
Now Hi has to act on \0o > as defined by equation (10). As an example we take 
H|= <abl V I lm>a^aa\a,„ai. Since ai and a,„ absorb fermions in states 1 and m; 1 and m must be 
some occupied states in the fermi sea lOo>. Thus the action of ai and a^  is to create holes in 
state 1 and m in the Fermi Sea. Further a\ and a\ creates fermions in states a and b. Hence 
these states must be un-occupied states above the Fermi sea, since the Fermi sea is 
completely occupied by Fermions. Hence the action of H| (the one chosen above) is to create 
holes in states 1 and m in the Fermi sea and create two particles in state a and b above the 
Fermi sea. 
In the diagram (figure 2(a)) we show the two-body interaction v by the horizontal dashed 
line. Solid lines with downward arrows labeled 1 and m show the holes created in the fermi 
sea and the lines with upward arrows labeled a and b depicts the particles created above the 
Fermi sea. 
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Now PH| |0o>: The operator P checks that the many body state H, |0o> is different from the 
ground state |0o> which it is, since it has two holes in the Fermi sea and two particle outside 
the Fermi sea. 
Now 1/ (Eo - HQ) PHi |(I)o>: The inverse operator 1/ (Eg - Ho) has Eo = sum of all single 
particle energies in the ground state |0o>, and Ho acts on the two particle two hole (particles 
a and b above the Fermi sea and holes 1 and m in the Fermi sea.) state PHi |<Do>. Thus finally 
we would get 1/ (Ea+Eb-E,-E™)) PH, Oo>. 
The last Hi has to act on the two particle two hole state and further after that we have to take 
the scalar product with the left most < OQI . Hence for nonzero contribution from the matrix 
element the last Hi has to be so chosen that the two particles above the Fermi sea are 
destroyed and the two hole in the Fermi sea are filled up. This implies that the last Hi in eq. 
(8) should be : Hi~< lm|v|ab > x ai^ am a^baa ie. The particles in states a and b above the Fermi 
sea interact via two body interaction v and are destroyed. They go over into the states 1 and m 
and fill up the holes in these states in the Fermi sea as shown in the diagram Fig.2 b. 
The total contribution of the matrix element eq. (11) to the energy is: 
- Y, < l m | v | a b > < a b | v | l m > l / ( E a + Eb-Ei -Em) 
<(Do|ai^ am a^baaaa^ ab^ amai \(!>o > 
= - - 2^ < lm |v | ab> l / (Ea + E b - E | - E m ) < a b | v | l m > 
^ ah>k^lm<ki. 
The negative sign comes from the energy denominator, and it can be shown that the ground 
state matrix element of the product of operators would give either +1 or - 1 . 
The contribution to the energy from the second order term considered above thus comes from 
the interaction of particles 1, m in the Fermi sea getting excited to intermediate states a, b 
above the Fermi sea. 
These nucleons then interact again to fill up the Fermi sea and we get back the ground state. 
Further we sum up all the possible two particle states 1, m in the Fermi sea and states a, b 
above the Fermi sea. The factor Vz comes by counting only distinct pairs l.m in the Fermi sea. 
Detailed rules for obtaining the sign of the matrix element are described in ref. [1]. 
In the above example we have been able to calculate the second order contribution to the 
energy of nuclear matter by choosing one particular term for Hi in eq. (11). There are many 
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possible choices for Hi and each choice gives rise to a Feynman diagram. To calculate total 
energy in second order we must sum up the contribution of all possible second order 
diagrams. 
The contribution of other diagrams in higher orders of perturbation expansion can be 
similarly written down [1]. 
b, V ,m 
/\ /^ \ / 
Figure(3) 
There are some disconnected diagrams also (the third order diagrams shown in figure (3)). 
They are a disaster because their contribution is proportional to A . While from a sensible 
theory the energy of nuclear matter should be proportional to A. However h can be shown 
that in every order their contribution gets exactly cancelled by some other diagrams. Hence 
the contribution to total energy from the Goldstone expansion (see eq (8)): 
E = Eo + All connected diagrams (12) 
m b 0 •X 
Figure (4) 
Writing out the contribution to energy in Goldstone expansion up to First order only (figure 
(4)): 
E^Vii^ <mn |v |mn>- ^ <mn|v |mn>]+ J ] <n |T ln> (13) 
iiw<kp- mn<kp n<kp 
where T is the kinetic energy operator. The total energy would still depend on the choice of 
the single particle potential U as the states m, n are eigen states of HQ = T +U. 
The example given above would be of help to write the contribution to the energy of nuclear 
matter up to any order of perturbation (equation (8)). 
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However, the expansion in its present form cannot be used to get sensible answer to the 
energy of nuclear matter for the following reason. The matrix element in equation (13) has 
the realistic two nucleon potential v that is either strongly repulsive or has an infinite hard 
core for r < re. Due to this the matrix element would predominantly give a repulsive 
contribution to the energy of nuclear matter. Hence this type of calculation would not give a 
bound system having negative total energy. This problem is similar to the scattering case 
where the first Bom term with realistic v would diverge, while the full series would 
converge. A similar procedure is followed here. We replace v by an infinite series, called 
reaction matrix (this sums up certain classes of diagrams), representing the solution of full 
Schrodinger equation (two-body interaction to all orders of perturbation) between two 
particles in nuclear matter. This is described in the next section. Day [1] has shown that this 
replacement amounts to rearranging the Goldstone series in order of density and that it 
converges rapidly. 
(2.2.2) Reaction Matrix: 
The diagrams of the Goldstone expansion axe re-arranged in such a maimer that in each 
matrix element, the two-body potential v is replaced by an infinite series of two-body 
interaction to all orders. This infinite series is called the reaction matrix or effecfive 
interaction. It can be shown that this infinite series is equivalent to solving the full two-
nucleon Schrodinger equation in presence of other nucleons in nuclear matter. The reaction 
matrix is well behaved even at short inter-nucleon distances. 
To illustrate the procedure for obtaining the reaction matrix we consider in the following a 
third order diagram shown in figure 5 (a). The contribution of this diagram is: 
^ <Im I v I ac> l/(Ea+Ec-E|-Em) <cn | v | bn> l/(Ea+Eb-E|-Eni) <ab | v | Im> 
lrm<k/,ahc>kf 
Let us concentrate our attention on the bubble interaction which gives; < en | v |bn >. 
We are now going to add to the diagram 7(a) an infinite series of diagrams which are exactly 
similar to this except that they have v replaced in the bubble by two, three, four v 
interactions. 
16 
(e) 
Figure 5 
The diagram next in sequence to figure 5(a) is figure 5(b), where we have two v interactions. 
The contribution due to an additional v interaction at the bubble of 7(a) is: 
2 < en I V I de > 1/ ( EH.+ Eg,- W)< de I v I bn > (14a) 
de>kr 
where W= E, + Em+En-Ea 
The third diagram in this sequence would figure 5(c), where we have three v interaction at 
the bubble. 
The contribution of this diagram 7(c)is: 
Y, < en I V I de > 1/ (E^+ E.- W )< de I v I fg >!/ ( Ef+ Eg- W)< fg I v I bn > (14b) 
defg>kf 
We go on adding one more v interaction in successive terms. 
Each successive term adds one energy denominator and a v interaction with a complete set of 
two particle states in the numerator, as shown by the underlined portion in eqs. (14a) and 
(14b). 
This suggests that the sum of contributions from the diagrams obtained by adding infinite 
number of v interaction would be obtained if we replace v by the following infinite series in 
<cn 1 v I bn > : 
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G(W)=v- Y, v|de>l/(Ed+Ee-W)<de|v + 
de>kf 
2 ; v|de>l/(Ed+Ee-W)<delv|fg>l/(Ei+Eg-W)<fg|v (15) 
defg>kp 
The above series would have successive terms positive and negative as each additional 
energy denominator gives rise to a negative contribution [1]. 
This infinite series, which sums up v interaction between b and the bubble at n in figure (5), 
is called the reaction matrix G(W). W is called the starting energy and is the energy 
contribution coming from the rest of the diagram at the stage of the bubble in figure (5). 
We can easily repeat the process of introducing infinite sequence of v interactions (ladder) 
for each v interaction in any diagram. Thus each v would be replaced by a reaction matrix. 
However, the starting energy W would be different for each reaction matrix. 
To be able to write the reaction matrix in compact operator form we define the following two 
operators; Q and e, which act on the two nucleon state | pq >: 
Ql pq > = I pq > if both states p and q >hkF (16) 
= 0 otherwise, 
and e|pq> = (Ep + Eq-W)|pq> (17) 
Q is the Pauli operator which ensures that the intermediate excited states are above the Fermi 
sea, and the operator e is to be used as the energy denominator in the definition of the 
reaction matrix G (W). We can now write in operator form: 
G(W) = v-v(Q/e)v + v(Q/e)v(Q/e)v -
The above series can now be written in the following compact form: 
G (W) = v-v (Q/e)G(W). (18) 
Equation (18) is the definition of the reaction matrix G(W). In the diagram it is represented 
by a solid wavy line. Thus the v interaction to the bubble in figure (5) would now be drawn 
as a solid wavy line shown in figure 5(d). 
Repeating the same process for the other two v interactions in figure (5), we would have the 
final diagram containing three wavy lines representing the three g-matrices, as shown in 
figure 5(e). 
A second order diagram in g-matrix would be figure 6. However, the infinite ladder of v 
interaction lines in the lower g-matrix would be identical to the ladder in the upper g-matrix. 
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\^y\^\/\^y^ 
Figure 6 
,m 
m 
Figure 7 
Hence the diagram in the upper portion of figure 6 is double counting the infinite series. Thus 
there would be no second order g-matrix diagram. Its contribution is already contained in the 
first order g-matrix diagram shown in the lower portion of figure 6. 
Following the procedure outlined above we can draw the first order direct and exchange g-
matrix diagrams (shown in figure 7). 
(2.2.3) Properties of Reaction matrix: 
G(W) as defined in equation (18) is an operator that acts on a two nucleon state. Let 
'I^ rs(i*i ,^2) be the two nucleon (in states r and s) unperturbed product wave function: 
^rs(ri,r2) = (pr(ri)(ps(r2) = | rs >. 
We define a correlated two-nucleon wave function: 
^rs(ri,r2)=Ors(ri,r2)-(Q/e)G(W)Ors(r,,r2). (19) 
Applying v on both sides of the above equation we get: 
v^rs(r„r2) = vOrs(ri,r2)-v(Q/e)G(W)Ors(r,,r2), (20) 
= (v-vQ/eG(W))0„(ri,r2). 
=^ v4^rs(ri,r2) = G(W)(D,(r,,r2). (21) 
Using eq.(21) in eq.(19) we get the following relation: 
^rs(ri,r2) = 0,s(r,,r2)-(Q/e)v^rs(ri,r2). (22) 
Equation (22) is the well known Bethe-Brueckner integral equation for the correlated wave 
function r^s(t*hi*2)- It can be easily shown that the correlated wave function is the scattered 
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wave function of two interacting nucleons in presence of other nucleons in nuclear matter. In 
practice, equation (22) is solved as a first step and then equation (21) is used to obtain the 
reaction matrix (called effective interaction org-matrix) G (W). 
We now specialize for nuclear matter. Since it is homogenous and isotropic infinite system 
with translational invariance, single particle wave functions are plane waves: 
Or(ri) = 1/V^ exp(ikrTi) (23) 
In a finite volume Q, kr satisfies the periodic boundary condition. However, as we take the 
limit ^1-^ 00, the sum over states would go over into integration over the momenta: 
Is = 4Q/i2nfl d\ 
the factor 4 arises due to spin and i-spin degeneracy. Using the above relation the density of 
the nuclear matter is: 
A - ( 0 = Z Wr)P = 4/(2lt) .fk"' 
0 
m 
This fmally gives us the nuclear matter density: 
PF(r) =2/(3 n') kl (24) 
Thus the density of nuclear matter is proportional to the volume of fermi sphere in 
momentum space. Further, the average kinetic energy <T > in nuclear matter is: 
<T> = 3/10kF^ (25) 
The plane waves are eigen functions of the unperturbed Hamiltonian 
Ho = E(T + U,) 
Therefore, Ti and Ui are diagonal in this representation and hence the total momentum of the 
slater determinant would be'conserved. We can take the total momentum of the unperturbed 
Fermi sea as zero. This implies that the total momentum of any diagram should be zero i.e. 
diagram of the type figure (8) would not contribute to the energy since they violate the 
momentum conservation. 
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Figure (9) 
Figure 9 shows all the first order and Figure 10 shows some of the third order diagrams. We 
have discussed above that there would be no second order g-matrix diagram. 
Figure (10) 
(2.3) Kinematical Considerations: 
For the case of two interacting nucleons in states r and s, we define the centre of mass 
and relative coordinates and momenta: 
R = '/2 (ri + r:); r = ri - r:; 
Krs = k r + k s ; k r s = ' / 2 ( k r - k s ) . (26) 
Using these definitions we can rewrite the two nucleon unperturbed product wave function: 
^rs(ri,r2) = I/O. exp(ikrTi) exp(iksT2) 
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= 1/lQ exp(iKrs»R) exp(i krs*r), (27) 
and the action of the operator e and Q in the intermediate states p and q: 
e I pq > = [ £(1% Kpq + kpq |) +E(|>/z Kpq - kpq |)-W] I pq > , (28) 
and Q I pq > = I pq > if I'A Kpq + kpq | >kF and {Vz Kpq- kpq| >kF, (29) 
= 0 otherwise 
Since all operators Q, e, G, v conserve total momentum, total momentum of the correlated 
wave function H-'rs(ri,r2) would be the same as that of the unperturbed two nucleon state 
<I^ rs(ri,J"2)- Hence we can write: 
^rs(ri,r2) = l/QQxp{iK,,*R)^rs(krs'r). (30) 
Using G (W) <I>rs(ri,r2) = v ^rs(rhr2), we can write 
<pq | G ( w ) | r s > = < p q | v | ^ r s > 
= I ^ ; (r,,r2)vTrs(r,,r2)d^r,d\2 
= \/n |exp(-iKpq«R) exp(-ikpqT)v x \/Q. exp(iKrs'R) "Prs (krs^r)d\ d^R 
< pq IG (w) I rs > = 1/^ 5(Kpq ,Krs) j exp(-ikpqT)v !F„ (krs 'r)d\. 
-l/Cl 6(Kpq K„), < pq |G (W) I 'Frsfkrs'r) > (31) 
Equation (31) suggests that in order to evaluate the matrix element of G (W) required to 
evaluate the energy of the system (equation (13)) with v replaced by G ), we must first know 
^rs(krs *!"). To achicvc this we follow the procedure outlined below. 
Equation (22) along with eqs. (27) and (30) leads us to: 
exp(iKrs*R)^rs(krs*r) ^ exp( IKrs^R )exp( ikrs,T) - Q/e exp( iKrs'R)%s(krs'r) .. (32) 
Introducing a complete set of two particle states in the second part of the above equation we 
get: 
Y, (Q/e) I kK > < kK I V I exp( iKrs*R)¥rs(krs'r) > = 
kK 
Y, (Q( k, K) /e( k, K) )exp( iK^^'R )exp( i k^s'r) /Q 
kK 
X j exp(-iK«R')exp(-i k«r') v exp( iKrs'R')'{'rs(krs*r') d^Rd^r 
The above equation, after separating the centre of mass motion, gives the following result: 
"Frsfkrs-r) = exp( i kr,.r) - I K (r, r') V (r) Wrs(krs'r) d\', (33) 
where K (r,r') = j d \ / (Inf Q (k,Krs) / e( k,Krs) exp [ik (r- r ) ] . (34) 
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equation (33) is called the Bethe-Goldstone integral equation for the relative motion and can 
be solved to get ¥rs(krs*r) using matrix inversion technique. 
(2.3.1) The Pauli Operator: 
The Pauli operator Q is an important ingredient of eq.(34), hence we need to 
understand how Q works in a many-body system, the nuclear matter. To understand the 
working of Pauli operator in eq. (34) we draw a Fermi sphere of radius kp, shown in figure 
(11a). Initial two nucleons with momentum kr, kg interact via two body potential v. For the 
bound state problem both the interacting nucleons have momenta < kp. These nucleons get 
excited in the intermediate state having same total momentum Krs (due to conservation of 
total momentum) but can have any relative momentum k. However since all momentum 
states up to kp are occupied in nuclear matter, the excited nucleons must go to only those 
intermediate momentum states that are outside the Fermi sphere (k > kp) When this condition 
is not satisfied the Pauli operator Q = 0, otherwise Q = 1 as shown in figures (1 lb) and (1 Ic). 
Figure (11) 
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The individual momenta of the nucleons for a relative momentum k in the intermediate state 
would be: 
ki = I '/2 Krs+k I and k2= | Vi Krs- k | 
From the above expression it is obvious that both ki and ki depend also on the angle between 
Krs and k. To eliminate this angle dependence, angle averaged Pauli operator is used in 
practice. This approximation is discussed in subsection 2.3.4. 
(2.3.2) The Correlated Wave Function: 
We have defined the correlated two nucleon wave function ^rs(krs*r) through 
eqs.(19) and (33). Its evaluation is not a problern once the energy denominator e(k,Krs) is 
known(by choosing an appropriate single particle energy spectrum). However, here we 
discuss the physical meaning of Wrs( krs'r). In particular we show after making appropriate 
approximations that Wrs( krs'r) represents the scattered wave function of the two interacting 
nucleons in nuclear matter. 
In equation (33) we make the simplification: Q = 1 and replace the single particle energies in 
the energy denominator e (k, Krs) by their kinetic energies. This would then amount to 
considering the scattering of two free nucleons. 
The starting energy W is then given by: 
W = h^/(2m) kr^  + h^/(2m) ks^  
However, we have defined the total momentum KQ = Krs = kr + ks; and relative momentum 
ko= krs= '/2( kr - ks) of the initial two interacting nucleons. 
Using this we can rewrite the starting energy W as: 
W = hV (2M) Ko^  + h^/i2[i) ko^  
where M is the total mass and jj. is the reduced mass of the pair. 
Proceeding similarly for the self energies of the nucleons in the intermediate state (where k is 
the relative momentum of the two excited nucleons in the intermediate state): 
E( I V2 Krs+ k I) + E(| '/2 Krs- k I) = h /^ (2M) Ko^  + h^/(2^) k^, 
Note that due to momentum conservation, the total momentum in the intermediate is KQ. 
Using the above expressions, the energy denominator e (k, Krs) in equation (34) is given by 
the following expression under our approximation: 
24 
E (k, Krs) = h^ / (2 ^) k^  - h /^(2 n) ko^  (34) 
Using this in K(r, r ) (which is now a free particle propagator) in eq. (34) we have: 
K(r, r) = j dV (2%f exp (ik«(r-r')) / (k^ -ko^  +is) 
= exp(iko-|r^r|)/(47r|r-r|) (35) 
Using this resuh in equation (33) we obtain: 
'Prs(ko'r) = exp( i ko-r)- j exp( i ko -I r-r' |)/(47t | r- r'|) v(r') !F„r^o-r';d^ r' (36) 
This is the well-known integral equation for free two-nucleon scattering. Thus the integral 
equation (33) represents the scattering of two nucleons in presence of other nucleons in 
nuclear matter. In nuclear matter the Pauli operator Q = 0 for excitations within the Fermi sea 
and hence k=ko would not be allowed in Equation (35). Due to this: ¥rs ~ exp (i ko'r) quickly 
as r~ 00 and thus there is no phase shift. This property is known as healing. However, if one 
of the initial nucleon is outside the Fermi sea (the case when we calculate the optical 
potential for scattering case) there would be a pole in the propagator allowed by the Pauli 
operator leading to non zero phase-shift. 
(2.3.3) Partial Wave Expansion: 
In order to evaluate the matrix element of the reaction matrix we have to solve the 
following integral equation: 
^( k'r) = exp(i k'r) - | K(r, r') v(r')^( k'r' )d\', (3 7) 
where K( r, r') = jd^kV (25T)^ Q (k',K)/e(k',K)exp[ik'«(r- r')], (38) 
and K and k are the centre of mass and relative momentum in 
the initial state and k' is the relative momentum in the 
intermediate state. Total momentum conservation ensures 
that the total momentum in the intermediate state is also K. 
Q is the Pauli operator that ensures that the nucleons in the 
excited state (shown in figure (12)) have momentum 
Figure 12 
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p+, p.> kp. The energy denominator e (k', K) is: 
e(k',K) = E(p.,K) + E(p.,K) - W, (39) 
where E(p+ ,K), E( p. ,K) are the energies of the nucleons in the intermediate state and W is 
the starting energy. 
In order to have a partial wave expansion of equation (37) we have to first eliminate the 
angle dependence in the Pauli operator and energy denominator of equation (38). The 
procedure generally used is briefly described below. 
(2.3.4) Angle Averaged Pauli Operator: 
As discussed above both the Pauli operator Q in eq.(37) and the energy denominator 
(eq. (39)) involve the angle between the total and relative momenta of the two nucleon state. 
To eliminate this angle dependence, angle averaged Pauli operator is used [2, 5,10]. We 
describe this approximation below. 
The momentum of the two nucleons (p+, p.) in the intermediate state are related to the 
relative and center of mass momentum as shown below: 
k' =1/2 (p+-p.) andK= p+ + p. 
=> p+ = 1/2 K + k' andp.= 1/2 K - k' (40) 
Now as shown in figure (10) the Pauli operator would satisfy the following relation: 
Q I p+,p-> = 1 if both p+ and p. > kp 
= 0 otherwise. 
Now we express the momentum p+ and p. in term of relative and centre of mass momentum. 
Using equation (40), we have (both the momenta p+ _p. > kp): 
P4.^  = '/4 K^  + k'^  + K.k' > kp^  
and p? = % K^  + k'^  - K.k' > kp^  . 
=^ K.k'>-('/4K2 + k'^ -kF^) 
and - K.k' > kp^  -VA K^ - k'^  
=> K.k'<('/4 K^  + k'^-kp^). 
Denoting by 0 the angle between the vectors K and k' we finally get the following constraint 
on the angle (9), due to Pauli principle: 
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( VA K^+k'^  V ) / (Kk') > Cose >- ( VA Y} + k'^  - kp )^ / (Kk'). (41) 
Defining A = ('/4 K^  + k''^  - kp^ ) / ( Kk'), we have the following constraint (the maximum 
value of A would be unity). 
A > Cos0 > -A. 
Finally the Pauli operator can be written as: 
Q (p+,p.) = Q (k',K,Cose ) = 1 if A > CosG > -A. 
= 0 otherwise. 
In order to eliminate Cos9 dependence we define the angle averaged Pauli operator in the 
following: 
+ ^ 
Q{k ,K)^y^\ d (Cose) Q (k', K, CosB) 
= y^\ d(Cos0) = A. 
-A 
Thus we finally get the angle averaged Pauli operator as: 
Q{k',K) =A if-1 < A < 1 • (42) 
= 1 if A>1 
= 0 if A<0. 
Thus instead of the usual Pauli operator we shall use in eq. (37) the angle averaged Pauli 
operator as defined by equation (42). 
(2.3.5) The Energy Denominator: 
The energy denominator to be used in the solution of Equation (37) can be rewritten as: 
e (k', K) = E(p+=| 1/2 K + k' I ,K) + E(p.= | 1/2K - k' |, K) - W. 
The above expression clearly shows that the energies of the nucleons in intermediate state 
expressed as a function of relative and centre of mass momentum would depend on CosG 
also. We eliminate this angle dependence in a manner similar to the angle averaging used for 
Pauli operator as discussed above. 
The single particle energy spectrum of the nucleons in intermediate state can be written as: 
E (p, K) = Kinetic energy + Potential energy, 
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In order to achieve self consistency we use the following polynomial parameterization of the 
potential energy 
V (p+) = V 0 + V, p+^  + V2 p / , this gives us: 
V(p+) + V(p.) = 2Vo + Vi(p+2+p?) + V 2 ( p / + P-'). 
Using eq. (40) we can rewrite the above in the following form: 
V (p+) + V (p.) = 2 Vo + 2Vi QA K^  + k'^)+ 2V2 [(% K^ + k'^)V( K.k')^] . 
Thus the term containing fourth power of momentum would have the dependence on CosG . 
We replace this term in the above expansion by its angle averaged value [10] as shown 
below: 
(K.k')'= <(K.k ')2> ='/2jd(Cose) ( K . k f Q (k',K,Cose) 
= 1/3 A^ (K.k' f (43) 
In view of eq.(43), angle averaging for energies of nucleons in intermediate state amount to 
the following replacement in single particle spectrum: 
p±^-> 'AK^ + k'^ ± l/(V3)A^'2Kk' (44) 
Thus equation (44) is essentially our angle average approximation for the energies of the 
nucleons in the intermediate state. 
(2.3.6) Partial Wave Expansion Of Equation (37): 
After replacing the Pauli operator and energy denominator by the angle averaged 
values we can proceed ahead with partial wave break up [2,5] of eq.(37). 
The first step is to perform the partial wave breakup of the kernel 
K( r, r) - 1 d^k'/(2;i)^ Q( k',K)/ e(k', K) exp [ ik'«(r- r')] 
- Y, (21+1) V (471/ (21+1)) y,0(r,r') G, (r, r' ), (45) 
where Gi(r, r' ) = J k'^ d k'ji (k ' r) ji( k'r') Q( k',K) /e(k',K). 
The second step is to expand the plane wave: 
exp( i k-r) xs - X( 21+1 ) i' V( 47t/ ( 21+1)) ji( kr) Xs (46) 
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Using the eqs.(45) and (46) in equation (37), coupling the angular momentum and spin and 
noting down the presence of tensor force (refs.[2,5,10]), we get the following result for the 
radial part Un''^ (r) of the correlated two nucleon wave function: 
CO 
Ui^ir) = JAkr)5,,-4nY, \r''dr'G,{ry)vi^\r')Uf.{r') (47) 
/" 0 
where Uf'xs the radial part of the correlated two nucleon wave function. We have 
numerically solved the above equation using standard matrix inversion technique. 
(2.4) Treatment Of The Hard Core: 
vri"''^ (r) in eq (47) is, the realistic two nucleon potential. The inter-nucleon potential is 
either obtained empirically by fitting the deuteron ground state properties and n-n phase-shift 
data or the OBEP models. Many of these potentials have hard-core repulsion at short 
distances defined as below 
V( r) = GO for r < re 
We adopt the following procedure to handle the presence of Hard -Core (as in refs. [5, 10]): 
We define: V(r) U(r) = Xb {r-r^) for r < r^ and we determine A, by imposing the condition 
that the radial part of the wave function U(r)=0 at r = re. Using this we can write equation 
(47), for the simpler case of 1 ==^1' (uncoupled states); 
00 
Uf{r) = j,{kr)-47U''^XG,{r,r,)-47:\r''dr'G,{ry)vf{r')Uf{r') (48) 
Imposing the condition that the wave functions must vanish at r = re, we get: 
00 
Using equafion (49) in (48) we finally obtain: 
Giirc,rc) 
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Using the above result in Equation (47) we finally obtain: 
G,{rc,rc) ^ 
GAr,r,)^^^f^]Z v^kr')Uf^^(r') (51) 
Gi(rc,r,.) V 
00 
where S,{r) = [j,{kr) - j,{krj ^'^''''\] 
G lire,re) 
and F,(r,r') = G,(,,,') - G,(r,r,)^4^] 
G lire,re) 
Using Eq.(51) one can determine the diagonal matrix element of the G(W): 
^ <ksOT5| G(W) I ksm^ -^^ X "^^^^s I ^  I Vk(sw5)> 
= 4; r j ; (2J + l) Y^{-j^{kr,)lG,{r^,r,)-^ 
]r''dr'S,{kr) ^ v^f. {r')U ;f. {r') ] (52) 
/ ' = | / - / | 
(2.5) Single Particle Potential Energy: 
The single particle potential energy of an incident nucleon of momentum k is then: 
V (k,E)= 2«<0') Z I 1/2 (2T+1)(2S+1) [ j ; <ksw,jG(W)|ks/n,>] (53) 
J T S ntg 
If the incident nucleon has momentum k > kp , the kernel (propagator) eq.(45) is then 
complex and hence the matrix element of the g-matrix would be complex. This complex part 
comes from the root of the energy denominator when outgoing wave boundary condition is 
applied for the evaluation of the wavefunction. Thus the presence of the imaginary part in the 
single particle potential energy in eq.(53) gives us the optical potential. However, for incident 
nucleon momentum k < kp the pole in the kernel is disallowed by the Pauli operator, and 
hence the potential (eq.(53)) is purely real. 
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We have used equation (53) to calculate the single particle potential. However its calculation 
requires single particle energies in the energy denominator as discussed earlier. Thus the 
problem of calculating the single particle potential requires a self consistent approach. We 
can achieve self-consistency by an iteration process. In order to perform self-consistency we 
choose the following parameterization as the initial guess for the single particle potential 
energies. 
V(k) = a + bk^+ck^+dk^ forO<k<km (53a) 
V(k) = a'-b'exp(-c'k^) for km<k<a^ (53b) 
where a, b, c, d, a', b' and c' are constants and k is the momentum of the nucleon. The values 
of the parameters a to d are determined by fitting eq.(53a) to the calculated potential eq.(53) 
in the range 0 < k < km- We take km = 5 fm''. The constant a' to c' are obtained by fitting 
eq.(53b) to the calculated potential in the region km < k < oo. Self-consistency is readily 
achieved after 5 to 6 iterations if a good imtial guess is made. 
Using the result of self consistent potential we can calculate single particle energy E (k): 
E ( k ) = h V / ( 2 m ) + V ( k , E ) , (54) 
and the average energy per nucleon of nuclear matter would be: 
k • !•' 
E /A = j k^ dk [ h ¥ / (2m) +1/2 V (k,E) ] / J k^dk. (55) 
0 0 
The factor of V2 in the above expression appears to avoid the double counting of pairs. 
(2.6) Calculation Procedure: 
We now list the steps followed for numerical calculation of the self consistent single 
particle optical potential and the binding energy of nuclear matter. 
1. Choose a Fermi momentum kp: 0.5 -> 2.0 f"'. 
2. Choose the initial parameters of the single particle spectrum: 
,2 ,^7 1,4 , Tr , 6 V (k) = Vo + V, r +V2 r + V3 r for O < k < k, m 
V(k) = a'-b'exp(-c'k^) for km<k<oo 
Starting from a set of guess values for the parameters VQ, VI, V2 ,¥3 and a', b' and c' at a 
given value of kp. 
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3. Choose a momentum of the incident nucleon k : 0.1 —> 6.0 f"', and calculate its potential 
energy using step 2. 
4. Choose a momentum, j , of the target nucleon in the Fermi sea: 0 < j < kp. and calculate 
its potential energy using step 2. 
5. Calculate the relative and centre of mass momentum ko and KQ, of the initial nucleons k 
and j . (We choose 5-point Gauss integration for the magnitude of the target nucleon j and 
also for the angle between the vectors k and j). 
6. Calculate the Green's function Gi (r,r') using Eq.(45) for relative angular momentum 
1 = 0,1,2,3,4,5,6 and choose the radial mesh: ( r , r ' ) : re —>• 10 f (50 points), re =0 for a 
soft core inter-nucleon potential. Thus there would be 6x50x50 values of the propagator. 
The radial mesh should have small interval size for short inter-nucleon distances. 
7. Calculate the nucleon-nucleon potential vn''^  ( r ) for all possible LSTJ states (L < 6); (We 
have considered 25 intemculeon states including four tensor coupled states.). 
8. Solve the Bethe-Godstone integral Equation Eq. (51) for the radial part of the correlated 
two nucleon wave function U||'''^ (r) using matrix inversion. 
9. Calculate the matrix element of the G-matrix Eq. (52) and then the single particle 
potential energy V (k, E) using Eq. (53) after integrating over the angles (Five) and the 
momentum (Five) of the target nucleon. Thus we would have to repeat steps 4 to 9, 25 
times. 
10. Repeat from step 3 to 9 for a different value of the incident momentum k. (We have 
taken twenty values of k: 0 < k < 6 F"'). 
11. Obtain a fit to the potential energy: V(k) = Vo + Vi k^  +V2 k'' + V2 k^ ie. Obtain a new 
set of values for the parameters: VQ, Vi, V2 and V3. 
12. Repeat from step 2 to step 11 to obtain self-consistency of the parameters VQ, Vi, V2 and 
V3 at a given value of kp. This task generally requires about 5 cycles. 
13. Calculate the total single particle energy E (k) and then the binding energy of nuclear 
matter at the chosen value of kp using eqs.(54) and (55). 
14. Repeat from step 1 to 13 for a different value of kp . 
15. Repeat the whole process (stepl to step 14) for both Soft and Hard Core intemucleon 
potentials (denoted by v-14 and HJ). 
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(3.1) Introduction: 
The calculation of optical potential for a finite nucleus essentially involves various 
forms of local density approximation [1-6]. In this chapter we have used the approach 
suggested by Brieva and Rook [2-4]. It should be noted that we do not use the generalized 
reference spectrum method [2-4] but solve the integral equation using matrix inversion 
technique. The basic idea behind this approach is that radial dependence of the effective inter 
nucleon interaction, the g-matrix is obtained by imposing the condition that the matrix 
element of g reproduces the nuclear matter (NM) potential. The g-matrix is then folded over 
the point nucleon density inside the nucleus to give a nucleon-nucleus optical potential. The 
microscopic optical potential thus obtained is used to calculate the differential cross-section, 
analyzing power and reaction cross section for the elastic scattering of nucleons. 
W.H. in collaboration with others [5, 6] have developed the effective interaction code to 
calculate the numerical g-matrices using the old Hamada-Johnston [7] hard-core and also a 
more modern soft-core Urbana v-14 [8] inter-nucleon potential after solving the Bethe-
Goldstone integral equation. Appropriate combinations [2-4, 9] of g-matrices (gpp, gpn, gm, 
and n^p) are then folded over point proton and neutron densities to obtain the nucleon-
nucleus optical model potential. Equivalent local approximation [2-4] is used for the 
exchange terms to obtain a fully local microscopic optical model potential. The present 
approach, as compared with the non-local optical potential of ref [10,11], would help avoid 
solving the integral-differential equation to obtain observables for nucleon scattering. Further 
the calculated local microscopic optical model potential can be easily compared with the 
empirical potentials. The calculated potential has been applied successfully in the past to 
analyses the scattering of protons from '*°Ca [9, 12]. An attempt is made in the present work 
to extend the application of the above approach to the scattering of protons from a wider 
energy and mass region of targets. 
In section 3.2 and 3.4 we describe briefly the procedure for obtaining radial dependence of 
two nucleon g-matrices and the Local Density Approximation (LDA) for calculating the 
different components (direct central and direct spin orbit and exchange central and spin- orbit 
parts) of the nucleon-nucleus optical potential. 
In section 3.4 we describe the effective mass correction [6, 13] to the optical potential. 
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(3.2) Fladial Dependence Of g-Matrices: 
In order to calculate the radial dependence of the nucleon-nucleon effective interaction, 
g-matrix, we follow the approach proposed by Siemens [14], Instead of imposing the 
requirement that the approximate g should reproduce the binding energy of nuclear matter 
when it is used in lowest Bom approximation we define g so as to reproduce the nuclear 
matter complex optical potential. This condition allows us to obtain radial dependence of g-
matrices as in ref [3]. We briefly describe the procedure in the following. 
We consider a nucleon with energy E and momentum k moving in an infinite symmetric 
nuclear matter of matter density PNM and fermi momentum kp related by (on-shell choice): 
P = 2 - (1) 
3 71 2 F 
The energy E and momentum k are assumed to be related by (on-shell choice): 
1 2 
E = J i _ + Re[ U(k ;k,E)] (2) 
2m 
where rn is the nucleon mass and U (kp; k, E) is the single particle complex optical potential 
felt by the incident nucleon. This nucleon collides with a bound nucleon with momentum p 
with Ipl < kp. We introduce the total and relative momentum for the nucleon pair, 
Ko = k + p, (3a) 
ko - (k -p ) /2 , (3b) 
and recall r their relative coordinate. The radial part of the correlated wave function of the 
two nucleons U[L.„ (r) is calculated as discussed in chapter 1. L, S and J refer to the orbital 
angular momentum, total spin and total angular momentum respectively of the nucleon pair. 
Angular momentum L' allows for the tensor coupling in the intemucleon interaction and a 
represents the dependence of the wave function on E, k, p andn 
A diagonal representation of g in coordinate space is easily obtained from the 
equation(discussed earlier in the section ('Reaction Matrix")) 
<0 |g | (D> = < 0 | V | ^ > , (4) 
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where |(j)) is a plane wave state characterized by the relative momentum of the pair, V is the 
realistic intemucleon potential and |\|/\ is the correlated two-nucleon wave-function. 
We obtain, in states of L, S, J quantum state of the two interacting nucleons [3, 4], which 
would satisfy equation (4): 
Z I TTh('-)vii'.(r)Ui,l(r) 
where II ( r ) = ko r JL( kor ), with JL ( x ) the spherical Bessel function of order L, and 
V ' ,(r) are the reduced matrix elements of realistic internucleon force and U,' (r) is the 
radial part of the correlated two nucleon wave function. For singlet states, the sum over L' in 
equation (5) does not apply. In triplet states it is convenient to have a J-independent 
interaction, namely 
f [2i + ik/''"'('-;p»«.-E) 
For practical purposes and computational simplicity an L-independent effective interaction 
can be defined in states of spin S and isospin T 
^[^'^'^''^^"^^'"'^4'^''^' (7) 
where the sum over L is over even or odd values so as to have negative total parity. The g 
effective interactions are complex and function of density and energy. 
D PP D PN 
For incident protons we define the quantities, g' and g ' , the direct part of the central 
PP and pn effective interactions respecfively [2]: 
D ,PP _ 2. / 01 
c - 4 ( g " ' + 3 g " ) (8) 
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and g - ™ = i ( 3 g ' " + g " ' + g " + 3 g " ) , (9) 
O 
For the exchange part of the central pp and pn effective interactions we can define the 
quantities g^^'''^ andg^^'™ as: 
EX.PP ^ 1 ., _ 3 . . ) . (10) 
^ 4 
EX.PN 1 /T 10 , 01 00 o 11 \ /I 1N 
gc = 7 ( 3 g + g - g - 3 g ) (11) 
8 
Similarly, gjo ""and g°p™ are the direct parts of the spin-orbit pp and pn effective interaction 
respectively and are defined by [3]: 
S so ~ § SO ^^ ^^  
and ^ 5 0 =—i~'Sso + Sso) (13) 
and g^^-'''' and g '^^ '™, the exchange part of the spin-orbit pp and pn effective interactions 
respectively are defined by: 
EX ,PP 11 . 1 . ^ 
g so = - g so (14) 
^EX,PN 1 / ^ l O o ^ l l ^ 
and gso ^-^y^so-^Sso) . (15) 
Thus using equation (7) we can easily calculate different components of effective interaction 
(equation 8-15) to be used in the next section to calculate the proton-nucleus optical 
potential. 
(3.3) Folding Procedure: 
The nucleon-nucleus optical potential, M is written as the sum of a local direct term 
and a non-local exchange term [2- 4], namely 
Mv}/(r,) = I( t ) ; ( r , )g ' ( | r , . r , | ,p(R),E)( l )„(r , )d^r , i | ; ( r , ) 
+ I^ ; ( r2 )g ' ' ( | r , - r , | , p (R) ,E)M;( r , )d^ r , ( j ) „ ( r , ) (16) 
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where ri and TI refer to the radial coordinates of the incident and the bound nucleons 
respectively, (j) (r ) is the bound-state single-particle wave function with n representing the 
appropriate quantum numbers and g^ and g^^ are the direct and exchange effective nucleon-
nucleon interactions. Both g^ and g^^ have essentially the following structure 
g( ri, r2 :E) = g c( ri, rs: E ) + g so( ri, r2: E ) L . S + other terms (17) 
That is a central plus a spin-orbit component of the NN effective force. From equation (16), it 
is convenient to define a local equivalent optical potential U by 
U ( r j , E ) v , ; ( r j ) = j M ( r , , r , ' : E ) V); ( r , ' ) r , ' (18) 
where T (ri) is the scattering wave function of the incident nucleon. The nucleon-nucleus 
optical potential can now be written in the standard form (neglecting the tensor part): 
U( r , ,E) = Uc(r , ,E) + Uso(ri,E) (19) 
where Uc( r, , E) = - V( r,, E) - iW( rj, E) (20) 
and Uso(ri,E) = [ Vso( r,,E ) + iWso(r,,E) ] i,. s, (21) 
refer to the central and the spin-orbit component of the nucleon-nucleus optical potential. In 
equation (21), li and Si= ^ ^ are the incident nucleon orbital angular momentums and spin 
2 
respectively. The evaluation of the effective NN interaction, g° and g^^ , in finite nuclei is 
quite difficult. However, a hypothesis [2 - 4] is made that these effective interactions in finite 
nuclei can be approximated by the local, density and energy dependant effective interactions 
calculated in infinite nuclear matter, i.e.; 
Sci" irn'':-,E)« gl'S ( ( \ n - r,\ ):p{R), E ) (22) 
where p(R) is the nuclear matter density at 
R - ( r i + r 2 ) / 2 (23) 
Using equations (16), (18) and (22) we can obtain the local equivalent nucleon-nucleus 
optical potential U (ri, E). 
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(3.3.1) Direct Part Of The Central Optical Potential: 
In this subsection, we discuss the calculation of direct component of the central optical 
potential. The expression for the direct central optical potential is given by: 
U ^ ( r , , E ) = X J ( t ) ; ( r j g ^ ( |r, - r J ; p ( R ) , E )(t)„(r,)dr, (24) 
n 
equation (24) can be written, in term of the single-particle density distribution in the target 
nucleus as, 
U ^ ( r , , E ) = J p(r3)g^"( |r, - r J ; p ( R ) , E )dr^ (25) 
where p ( z ) = J (j) *„ (z)(() J z ) (26) 
n 
is the single-particle density distribution. For incident protons we incorporate in equation 
(25) the differences between neutron and proton matter densities and pp and pn effective 
interactions. The expression for the direct component of the central optical potential for 
incident proton can be written as; 
\Jl''(v,,E)= jPp(r,)g^-''''( |r, - r , | ; p ( R ) , E > , 
+ jp^(r,)g°'™(|r,-r, |;p(R),E )dr, (27) 
equation (27) coupled with equations (8) and (9) is used to calculate the direct part of central 
component of the optical potential. 
(3.3.2) Exchange Part Of The Central Optical Potential: 
The exchange part of the central optical potential can be written as ; 
U, '"(r , ,E)i , ;(r ,) = X jfn (^ ^ ) § ' " ( K - r , | ;p(R) , E )(|)„ (r, ) i | /(r ,)dr, (28) 
n 
We use the equivalent local approximation [3] to factorize out \|/ (ri) from equation (28).In 
order to include the difference between proton and neutron matter densities and the 
difference between pp and pn central effective interactions, we write the above equation (28) 
in the following form [2, 4]: 
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U^"''^'(r,,E)= jpp(r,,r^)g^^''^^( |r, - r J ;p(R) , E )],( k | r , - r , | )dr 
+ j P^'^'Ol , EX ,PN 'C (kl - h ; p (R) ,E ) L ( k | r , - r J )dn (29) 
where p ( x , y) = X ^[(^^'^„(y) (30) 
is the single particle mixed density. The proton and neuron single-particle mixed densities in 
equation (29), in the first approximation, are given by the first term of an expansion proposed 
by Negele and Vautherin [13] i.e; 
Pi=(P,N)(r i '^2)^Pi-
1^ ^ 2 
( P , N ) 
V (sk,y 
[sin(skp)-skp cos(skp)J (31) 
with s = Iri-ral, and kp being the magnitude of Fermi momentum. 
(3.3.3) Direct Part of the Spin-Orbit Optical Potential: 
In this subsection we present the commonly used prescription [4 - 6] for obtaining the 
direct part of the spin-orbit potential .The direct part of the spin-orbit optical potential [4] is 
given by: 
UsVr , 'E ) = Z j f „ ( r , )g , ^ J | r , - r , | ; p ,E )l.S(^ „ (r,)dr, (32) 
l.s = r X p.s = - ( r , - T^)x (p, - p^Us^ + s j (33) 
The product l.s in equation (32) can be written as; 
J_ 
2 
where pi (pa) and S] ($2) refer to the momentum and spin vectors of the incident (bound) 
nucleons. Changing the interaction variables in equation (32) to x = ra - ri we obtain: 
1 
K (V E) = - - 1 [ P^k + ^ )8s'o ^^' P' E)^dx X (P, - PP-(s, + s^ ] (34) 
where p( h + ^ l ) = 2 K ( ^ i + ^ )^n(ri + ^) ' (35) 
The integration over p2 vanishes, since no direction of the bound nucleon is preferred, while 
the sum over the bound nucleon spin S2 is zero for a spin zero nuclei. This gives us; 
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U°o(r, ,E) = - - j p ( |r, + x| )g^o (x; p, E)xdx xp,.s , (36) 
The expression given by equation (36) is exact. It can be approximated in coordinate space 
provided the direct part of spin-orbit force is of sufficiently short range .Nuclear density can 
be expanded around x = 0 
p{r^ + x) = p{r,)^ x.[V,/7(r, + x)\__, + (37) 
using eq. (37) in eq. (36) we get to the first order in the derivation of the density; 
(38) ^ so ( ' ' i 'E ) = - j ^ B (p ,E) - ^ ^ I p S , 
'1 
where B° (p, E) is given by 
B ° ( p , E ) = j g ° o ( x ; p , E ) x ' d x (39) 
If we include the difference between the proton and neutron densities, we obtain the 
following expression for the direct part of the spin-orbit optical potential for incident protons: 
U D ,P SO ( r , ,E) = 7T | g 3 V ^ x ; p , E ) x ^ d x 1 a , , 
rj OTj ^ 
1 d + Jgg^' ( x ; p , E ) x dx - — - p j r , ) 
1 " "1 
l,.s, (40) 
(3.3.4) Exchange Part Of The Spin-Orbit Optical Potential: 
In this subsection we present the final expression [4] for calculating the exchange part 
of the spin-orbh potential under the short range approximation. When the difference between 
the proton and neutron densities and the difference between exchange part of pp and pn spin-
orbit effective interactions are included, the expression for the exchange spin-orbit optical 
potential for the incident proton can be written as: 
3 Ti EX ,P / T- \ 2 
U _ • ( r , E ) = - 7 t so Th EX ,PP 3 ^ j§s"o'" ( x ; p , E ) j , ( k x ) x M x r, or, ^ 
I ^ ' 1 
J f „ EX ,PN , T- N • / , X 3 , 1 9 
- J g s o (x ;p ,E) j , (kx )x'dx - — p _ ^ ( r , ) l.-s, (41) 
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(3.4) Effective Mass Correction: 
In this section, we describe the calculation of effective mass correction[6] to the 
optical potential .This treatment of the effective mass correction slightly differs from that 
generally used [6,13]. We show that both the real and imaginary parts of the central and the 
spin-orbit components of the optical potential get modified 
The optical potential U(k) = V(k) + i W( k) for a nucleon of energy E satisfies the following 
relation; 
h^k^ 
2m 
+ V(k) + iW(k) = E (42) 
Here in equation (42) we have suppressed the spin and other variables for the sake of 
convenience only. The local momentum ko of the incident nucleon, at which the g-matrix 
calculations are done to determine U(k) is calculated using only the real part of the potential 
in the following equation: 
h^k^ 
2 m 
+ V(k ) = E (43) 
Therefore we are in error when we use the optical potential calculated at ko, in eq. (42). If the 
potential U(k) does not vary strongly with k, the error in using U(ko) in eq. (42) can be easily 
calculated and is called the effective mass correction. The results may be obtained as follows. 
If we expand V(k) and W(k) around ko^ and retain only first-order terms and then using (43) 
in (42) gives; 
iW(k J h ^ 
2m + V(kJ + 
1 + dv . aw^ +1 
BE dE k=ko 
= E (44) 
Comparing equations (42) and (44) gives; 
Uop,(k) = V ( k J + iW(ko) (45) 
, f dY .dW) 
1 + + 1 
[dE dE k=k 
The above treatment can be easily extended to include spins. Treating the spin-orbit potential 
(Vs.o+ iWso) a.l on the same footing as the imaginary part and neglecting the terms like 
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dVsof dE (which are expected to be small) we get: 
U.,(k) = V(kJ + iW(kJ + K o ( k J + iW3,(kjJa.l (46) 
, (dw . aw "^  1 + — + 1 — 
U E dE /k=k 
0 _ 
Simplifying the above expression, we can write down different components (i.e real central, 
U '^  (k)! imaginary centralu ' (k)»real spin-orbit yR (k) and imaginary spin-orbitu= (k) 
C V " / ' - - - C 
parts) of the optical potential as: 
so so 
W(ko) 
U ^ ( k ) = V ( k o ) + 
aw 
dE (47) 
1 + 
V aE + 
aw 
aE 
\ 2 
u U k ) -
W (ko ) f 1 + av 
aE (48) 
^ av 1 + ^aw ^' 
V aE aE 
V 
Us'o(k) = 
so 
1 + av_ 
aE 
+ w 
so 
aw 
aE (49) 
(, av 1 + 
V 
+ 
r aw 
aE j V aE ; 
\ 2 
and 
W 
u ; o ( k ) 
so 
1 + av 
aE 
- V 
so 
aw 
aE 
^ av 1 + 
aE 
4-
(50) 
aE ) 
From equations (47) - (50) we note that not only the central imaginary part is modified (as 
has been considered by various authors [13]) but the effective mass correction should also be 
included in the real central,and spin-orbit part of the calculated optical potential. This has 
been suggested long back by C. Mahaux [AIP conference [15]. The calculation of elastic 
scattering using equations (47) - (50) shall henceforth be denoted by m*. 
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(3.5) Conclusions: 
In this chapter we have outlined the folding procedure used to calculate the direct part 
of the central optical potential (eq. 27), its exchange part (eq. 29), direct part of the spin-
orbit optical potential (eq. 40) and its exchange part (eq. 41). We have also described the 
effective mass correction to the optical potential. In chapter 4 and chapter5 we use these 
equations for calculation of proton-nucleus and neutron nucleus optical potentials 
respectively, for different target nuclei. 
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m^m^ 
Introduction: 
In this chapter we describe our results for the calculated proton-nucleus optical 
potential in the energy region 65-200 MeV for the scattering of protons from '*°Ca and °^^ Pb, 
(the method of calculation is described in chapter III, as described earlier) in first order 
Brueclcner theory, using both the Urbana v -14 soft-core [2] and Hamada - Johnston (HJ) 
hard-core [1] interactions. We have also made a systematic study of energy dependence of 
Mean Square Radii and the volume integrals of the optical model potentials for the above 
mentioned targets,using equations (27), (30), (40) and (44) as described in the previous 
chapter. The numerical g-matrices (effective interaction) calculated at the specific energies 
are folded over the point proton and neutron densities of the target nucleus (for "^ C^a nucleus 
we use LRAY density [3], and in case of "^=Pb we use density obtained from RMF 
calculations [4]) to calculate different components of nucieon-nucleus optical potential using 
local density approximation. Experimental observables are obtained using the calculated 
potential U (E, r) in a spherical optical model code. 
(4.1) Real Part of Central Optical Potential: 
The calculated real part of the central optical potential is shown in fig 4.1(a) for p-'*°Ca 
at incident energies Ep = 65.0, 80.0, 135.0, 160.0, 181.3 and 200.0MeV, using Urbana v-14 
realistic interaction. The potential and its shape in the nuclear interior changes rapidly with 
energy and the strength of these attractive potential decreases with increasing energy. The 
shape of the potential carmot be described by a simple Saxon -Woods type. As the incident 
energy increases the real potential is assuming the well known wine bottle bottom shape. 
1. The potential remains attractive at all incident energies ranges from 65MeV to 200.0MeV. 
2. The value of the real central optical potential is about 16.0 at 200MeV and 43.0 at 65MeV. 
Fig 4.1(b) shows respectively the radial shape of calculated real central optical 
potential using Hamada -Johnston (HJ) realistic interaction at the corresponding energies for 
V -14. The results of our calculation indicate that the use of HJ interaction gives rise to a real 
central potential which is similar to the one obtained when v-14 interaction is used. 
However, the two potentials differ in the following respects : 
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1. The real central optical potential using v-14 interaction in the interior region is more 
attractive (by about 8 MeV) as compared with that using HJ interaction. 
2. At low energies the real central optical potential using v-14 interaction decreases 
smoothly with the radial distance, where as that using HJ interaction shows more 
pronounced enhancement at a radial distance around r = 4fm . 
(4.2) Imaginary Part of Central Optical Potential: 
We now describe features of the imaginary part of our calculated central optical 
potentials. Our calculations show that the imaginary central optical potential also exhibits 
strong energy and radial dependence. The radial behavior of imaginary central optical 
potential obtained from v-14 interaction for p - ""^ Ca elastic scattering at incident energies 
Ep = 65-200MeV is shown in figure 4.2(a) using v-14 interaction. Potentials exhibit the 
following features: 
1. The imaginary central potential is always attractive and its strength in the interior of 
nucleus increases with increasing incident energy. 
2. The imaginary central potential shows mild surface enhancement at low energies. As the 
incident energy increases the position of the peak slowly shifts towards nuclear interior 
and decreases in magnitude. 
3. For E greater than 80.0 MeV the imaginary central potential shows a slightly smooth 
radial dependence. 
Fig 4.2(b) shows the corresponding curves for HJ interaction at energies 65-
200MeV. Comparison of Fig4.2(a)) and Fig4.2(b) indicates that most of the features of 
imaginary central potentials obtained from HJ interaction resemble those of the 
corresponding potentials obtained from v-14 interaction. However, the two potentials differ 
in the following respects: 
1. At all low incident energies HJ interaction gives a more pronounced surface enhancement 
as compared with v-14 interaction. 
2. The imaginary central potential obtained from v-14 interaction in the nuclear interior is 
slightly more attractive than that obtained from HJ interaction. 
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(4.3) Real part Of Spin-Orbit Optical Potential: 
The real part of our calculated spin-orbit potential using v-14 interaction for p-'^ ^Ca at 
incident energies (Ep = 65-200MeV) is shown in fig 4.3(a) for v-14 interaction. Prominent 
features of our calculated real spin-orbit potential are the following: 
1. Radial shape of the calculated real spin-orbit potential is of Thomas form at all energies 
considered here. 
2. The strength of the real spin-orbit potential decreases very slowly with decrease in 
incident energy. 
3. The peak value of real spin-orbit potential also shows energy dependence. It decreases 
with decrease in incident energy. 
The real part of spin-orbit potential from HJ interaction for p- '*°Ca elastic scattering at 
energies 65-200MeV exhibits behavior similar to that obtained using v -14 interaction as 
shown by fig.4.3(b). However, the two calculated potentials have minor differences also. 
1. At a given incident energy the real part of spin-orbit potential obtained from HJ 
interaction is smaller in magnitude than the one obtained from v-14 interaction, e.g at 
incident energy Ep == 65.0MeV, the real spin-orbit potential resulting from HJ interaction 
shows a maximum at r = 3.41 fm and v ^ = 1.077MeV and a minimum at r = 0.025fm and 
so 
V ^ "=-" 0.057MeV, where as that resulting from v-14 interaction shows a maximum at 
* so '^  
r = 3.41 fm V ' =1.22MeV and a minimum at r = O.OSfm and V ' = 0.073MeV so so 
(4.4) imaginary Part Of Spin-Orbit Optical Potential: 
The imaginary part of pur calculated spin-orbit optical potential using v-14 
interaction for p-'^ °Ca at energy Ep = 65-200 MeV is shown in fig 4.4(a). The important 
features of the calculated imaginary spin-orbit potentials are the following; 
1. The radial shape of the calculated imaginary spin-orbh potential is also of the Thomas 
form. The sign of imaginary spin-orbit potential is opposite to that of the real spin-orbit 
potential. 
2. The strength of imaginary spin-orbit potential increases with increasing incident energy. 
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3. The peak value of imaginary spin-orbit potential shows slow energy dependence. It 
increases very slowly with increasing incident energy. 
The imaginary part of our calculated spin-orbit potential using HJ interaction for 
p -''°Ca elastic scattering at all incident energies considered above is shown in fig 4.4(b). The 
potential obtained from v-14 and HJ interactions are very similar to each other, except that 
the potential arising from HJ interaction is slightly smaller in magnitude than that obtained 
using v-14 interaction not only in the nuclear interior also in the surface region. 
(4.5) Volume Integral of Central Optical Potential: 
We define the volume integrals Jv/A and Jw/A per nucleon of the real and imaginary 
central potential as: 
= 47rjv(r)r'dr/A • 
and ^y^ = 47t\w[rydrlA -
In fig 4.5(a) we have shown the energy dependence of the volume integral per nucleon for 
the real and imaginary parts of calculated central potential (Jy/A) and (Jw/A) using Urbana 
v-14 [2] and Hamada-Johnston [1] realistic interaction fig 4.5(b) for p-^ '^ Ca, °^^ Pb in the 
energy region 65MeV to 200.0MeV. We conclude that: 
1. Volume integral Jy/A, resulting from HJ interaction and from v-14 interaction shows 
similar energy dependence. The real volume integral per nucleon decreases with 
increasing incident energy. 
2. We observe that Jy/A obtained from HJ interaction is slightly larger than that obtained 
from v-14 interaction at all energy considered here. 
3. Jw/A obtained from HJ interaction and from v-14 interaction shows mild energy 
dependence. This is in agreement with the results of ref. [5]. 
Volume integral per nucleon of the real part of the calculated central potential decreases as 
energy increases while volume integral of the calculated imaginary central potendal increases 
with the energy. 
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(4.6) Analysis Of p- ^°Ca. °^°Pb Differential Cross Section: 
We use calculated optical potential to obtain the differential elastic cross section of 
protons from '^ °Ca and °^^ Pb. Comparison with experimental data is done by minimizing -^ 
R I 
per degree of freedom by adjusting the four normalization parameters Xy A,w A, ,\ .We 
' so so 
use: 
U(E, r ) = ^ V ( E , r ) + i ?wW(E, r ) + :^''V3o(E,r) +^^ Wso(E,r) 
so so 
The ideal values of A, must be unity indicating that the calculated potential are in 100% 
agreement with the ones required to fit the experimental data. X>\(k<X) implies that the 
calculated potentials are smaller (larger) than that required by the experimental data. For the 
data considered in this work, in energy region 65-200MeV, we find that A^ ^ is in all cases 
nearly zero and hence in the final analysis it was kept zero. Further since we have not 
considered the polarization data we keep A^==l, that is we do not change the real spin orbit 
potential. 
For analyzing the proton scattering data we have thus only two free normalization 
parameters: Xy, 2^ .The agreements between theory and experiment is found by minimizing 
the quantity %], where 
We will describe the results of our analyses in detail and show the agreement obtained with 
our microscopic optical potential to the experimental data for each target at several energies 
varying the normalization parameters Xy and !„,. In order to investigate the effect of real and 
imaginary normalization separately, we allow them to vary in the following manner. In the 
first step when we do not change any of the parameters and thus is the prediction of our 
model. In the second step, we vary only the normalization parameter /l^ for the imaginary 
potential, we observe the agreement between the experimental and the theory is improved. 
Finally we vary both the normalization parameters Xy and X^^,. We use the same procedure 
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for all the energies (65-200MeV) considered. The values of ?^y ,Xy^ are given in tables at the 
end of this chapter. 
The agreement with the proton scattering data, considered here, is satisfactory for both v-14 
and HJ potentials at all energies and both for targets considered here. The results of our 
analysis at (65-200)MeV using the two microscopic potentials HJ and v-14 are presented in 
figures 4.6 to 4.13 respectively. In almost all cases we find that the normahzation of real and 
imaginary central potential is enough to give a fairly good agreement with the data. Further, 
we conclude that v-14 gives marginally better agreement than HJ at all energies considered 
here. 
(4.7) Mean Square Radii: 
In this section we present our results for the energy dependence of root mean square 
radii of calculated real central optical potential, for proton elastic scattering. The mean square 
radii of real central potential is defined as; 
\v{r)d' 
where V (r) is the real part of the optical model potential. 
Figure 4.16(a) and (b) shows results for p-'^ '^ Ca, ^ °^ Pb at incident energies (Ep=65-200MeV), 
using v-14 and HJ intemucleon potential .We found that; 
1. The MSR for the real central-potential term is mildly energy dependent. 
2. The MSR for the real central potential calculated from HJ interaction is slightly greater 
than that obtained from Urbana v-14 interaction. 
3. The MSR for °^^ Pb is around 37 fm^  while for °^Ca it is around 17 fml 
It is important to note that the calculated MSR from the above equation is independent of the 
normalization parameters, hence a fully microscopic result. The effect of any normalization 
used to fit the cross-section data is cancelled in this equation. Hence, the above results can be 
used to predict RMS radii for the targets studied in this section, even when the experimental 
data is not available. 
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< ^ ' > K = ' ,.., . , , (1) 
r 
(4.8) Conclusions: 
We conclude from the above, that the calculations of the elastic scattering cross 
section for proton nucleus scattering using optical model potential are in fairly good 
agreement with the experimental observations. 
Figure Captions: 
Energy dependence of calculated optical potential optical potential for p-''°Ca in energy 
range Ep =65-225MeV, using Urbana v-14 and HJ interaction, is shown. 
4.1 (a) Real central optical potential using v-14 interaction. 
4.1 (b) Real central optical potential using HJ interaction. 
4.2 (a) Imaginary central optical potential using v-14 interaction. 
4.2 (b) Imaginary central optical potential using HJ interaction. 
4.3 (a) Real spin-orbit optical potential using v-14 interaction. 
4.3 (b) Real spin-orbit optical potential using HJ interaction. 
4.4 (a) Imaginary spin-orbit optical potential using v-14 interaction. 
4.4 (b) Imaginary spin-orbit optical potential using HJ interaction. 
4.5 (a) Energy dependence of real and imaginary volume integral per nucleon using 
v-14 interaction. 
4.5 (b) Ssime as above, but using HJ interaction. 
4.6 (a) - 4.15 (a) Energy dependence of differential scattering cross section using HJ 
interaction. 
4.6 (b) - 4.15 (b) Same as above but using v-14 interaction. 
4.16 (a) Energy dependence of MSR with energy, using v-14 interaction. 
4.16 (b) Same as above but using HJ interaction. 
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TABLE 4.1(a): Integral observables predicted by optical model 
potential for Proton- '*°Ca elastic scattering for HJ interaction 
En 
(MeV) 
CTfot 
(mb) 
(Tel 
(mb) 
Or 
(mb) 
Jv/A 
Mev*F^ 
Jw/A 
Mev*F^ 
Z'/DF 
65 
1878.664 
975.358 
903.306 
293.56 
162.60 
24.831 
80 
1722.032 
896.048 
825.985 
265.53 
153.75 
239.9 
100 
1547.526 
784.893 
762.634 
244.89 
148.03 
36.954 
135 
1231.493 
570.547 
' 660.946 
189.78 
139.47 
471.452 
160 
1082.039 
459.579 
622.46 
162.39 
138.68 
654.91 
181 
997.458 
391.772 
605.685 
141.10 
142.8 
670.256 
200 
940.432 
345.418 
595.014 
146.91 
123.7 
329.018 
TABLE 4.1(b): Same as above but using v 14 interaction 
En 
(MeV) 
Ctot 
(mb) 
Cel 
(mb) 
(Tr 
(mb) 
Jv/A 
Mev*F^ 
Jw/A 
Mev*F^ 
;^'/DF 
65 
1900.256 
1029.226 
871.030 
324.26 
146.44 
15.204 
80 
1774.145 
967.032 
807.113 
295.42 
144.28 
180.199 
100 
1612.378 
866.855 
745.523 
275.14 
140.30 
18.035 
135 
1341.474 
662.994 
678.480 
220.20 
145.51 
1669.101 
160 
1203.677 
552.203 
651.473 
193.17 
150.49 
1237.050 
181 
1117.455 
479.495 
637.960 
172.41 
156.15 
993.566 
200 
1058.701 
428.122 
630.578 
154.96 
162.09 
269.851 
Table 4.2 (a): Normalization Parameters and Integral observables for 
Proton - '*V elastic scattering for HJ interaction, when only w^ is varied 
En(MeV) 
Aw 
CTtot 
0el 
ar 
Jv/A 
Jw/A 
%2/DF 
65 
0.54803 
1880.475 
1215.020 
665.455 
293.56 
89.11 
5.655 
80 
0.76052 
1699.870 
980.545 
719.324 
265.53 
116.93 
110.780 
100 
0.77393 
1506.055 
840.937 
665.118 
244.89 
114.57 
24.387 
135 
1.3158 
1326.169 
563.534 
762.635 
189.78 
183.52 
252.830 
160 
1.2142 
1159.028 
466.165 
692.862 
162.39 
168.39 
588.758 
181 
1.5389 
1194.723 
435.472 
759.251 
141.10 
219.75 
209.30 
200 
1.5233 
1142.994 
400.341 
742.654 
123.70 
223.80 
92.445 
Table 4.2 (b): Same as above but for v-14 interaction 
En(MeV) 
Aw 
CTtot 
CTel 
CTr 
Jv/A 
Jw/A 
X2/DF 
65 
0.87018 
1899.230 
1084.816 
814.414 
324.26 
127.05 
13.276 
80 
1.0828 
1778.876 
940.571 
838.305 
295.42 
156.22 
155.187 
100 
1.0072 
1613.165 
864.923 
748.242 
275.14 
141.30 
18.965 
135 
1.5737 
1475.220 
628.249 
846.971 
220.20 
228.99 
380.93 
160 
1.6667 
1392.167 
555.868 
836.298 
193.17 
250.82 
360.555 
181 
1.5276 
1289.712 
500.813 
788.899 
172.41 
238.53 
410.078 
200 
1.3437 
1185.277 
450.877 
734.40 
154.96 
217.8 
149.722 
Table 4.3 (a): Normalization Parameters and Integral observables for 
Proton - ''''C elastic scattering for HJ interaction,when both Xy and A-w 
are varied 
E„(MeV) 
Ay 
A-w 
CTtot 
CTel 
CIr 
Jv/A 
J,v/A 
X2/DF 
65 
0.94467 
0.5 
1829.956 
1204.438 
625.519 
277.32 
81.30 
3.529 
80 
0.95856 
0.69675 
1655.671 
972.955 
682.716 
254.52 
107.12 
108.919 
100 
0.93543 
0.66486 
1425.002 
819.403 
605.598 
229.07 
98.42 
22.664 
135 
0.83385 
1.0042 
1144.951 
486.782 
658.169 
158.25 
140.05 
155.281 
160 
0.67503 
0.81772 
877.680 
331.897 
545.784 
109.61 
113.40 
190.388 
181 
0.75489 
1.1795 
1007.506 
347.089 
660.416 
106.51 
168.44 
88.511 
200 
0.78207 
1.2901 
1019.924 
338.637 
681.287 
96.74 
189.54 
33.470 
Table4.3(b): Same as above but for v-14 interaction 
E„ (MeV) 
Ay 
A»V 
CJtot 
CJel 
Gr 
Jv/A 
JJA 
X2/DF 
65 
0.8253 
0.54349 
1764.976 
1152.433 
612.542 
267.61 
79.59 
1.114 
80 
0.87558 
0.85377 
1665.130 
928.381 
736.749 
258.66 
123.18 
113.702 
100 
0.91591 
0.8644 
1528.034 
841.931 
686.102 
252.00 
121.27 
11.738 
135 
0.80535 
1.2296 
1295.417 
545.919 
749.498 
177.34 
178.92 
255.420 
160 
0.72501 
1.2606 
1176.9 
448.027 
728.873 
140.05 
189.71 
223.285 
181 
0.64114 
1.1326 
1051.502 
376.020 
675.482 
110.54 
176.86 
160.207 
200 
1.0000 
1.3437 
1185.277 
450.877 
734.400 
154.96 
217.80 
149.722 
TABLE 4.4 (a): Integral observables predicted by optical model 
potential for Proton- *^^ P^b elastic scattering for HJ interaction 
E„ 
(MeV) 
Ctof 
(mb) 
Cel 
(mb) 
CTr 
(mb) 
Jv/A 
Mev*F^ 
Jw/A 
Mev*F^ 
Z'/BF 
65 
4039.977 
1859.808 
2180.169 
283.97 
151.99 
62.686 
80 
4147.768 
1942.449 
2205.32 
289.50 
152.81 
231.54 
100 
4109.321 
1988.694 
2120.627 
248.07 
144.84 
145.165 
160 
3726.902 
1821.386 
1905.516 
159.84 
133.91 
849.113 
182 
3529.584 
1672.078 
1857.506 
133.99 
134.92 
1857.367 
200 
3369.073 
1551.323 
1817.750 
107.80 
140.03 
642.320 
TABLE 4.4 (b): same as above but using v 14 interaction 
E„ 
(MeV) 
(mb) 
(Jel 
(mb) 
(mb) 
Jv/A 
Mev*F^ 
JJA 
Mev*F^ 
Z'/DF 
65 
4026.839 
1870.813 
2156.026 
314.75 
133.95 
65.532 
80 
4101.028 
1946.357 
2154.672 
322.37 
131.70 
299.237 
100 
4081.063 
2002.121 
2078.942 
281.58 
130.83 
169.205 
160 
3863.981 
1931.885 
1932.096 
196.47 
138.11 
1385.812 
182 
3733.405 
1828.544 
1904.861 
172.06 
143.56 
1274.978 
200 
3599.676 
1713.706 
1885.969 
137.41 
154.63 
541.194 
Table 4.5 (a): Normalization Parameters and Integral observables for 
208 Proton - Pb elastic scattering for HJ interaction, when only Xyy is varied 
En(MeV) 
Aw 
CTtot 
CTel 
CTr 
Jv/A 
Jw/A 
X2/DF 
65 
0.51036 
3991.278 
2103.971 
1887.307 
283.97 
77.57 
9.489 
80 
0.93054 
4137.301 
1960.074 
2177.227 
289.50 
142.20 
233.435 
100 
0.95135 
4104.133 
2007.589 
2096.544 
248.07 
137.79 
147.633 
160 
1.6432 
3903.921 
1728.733 
2175.188 
159.84 
220.03 
316.052 
160 
1.8586 
3853.529 
1656.878 
2196.650 
133.99 
250.76 
743.114 
200 
1.5638 
3648.304 
1565.572 
2082.732 
107.80 
218.97 
202.704 
Table 4.5 (b): Same as above but for v-14 interaction 
En(MeV) 
A.W 
CJtot 
Oel 
Or 
Jv/A 
Jw/A 
X2/DF 
65 
0.73506 
3982.876 
1953.912 
2028.964 
314.75 
98.46 
38.503 
80 
1.1786 
4134.588 
1913.536 
2221.052 
322.37 
155.22 
280.938 
100 
1.2035 
4113.742 
1946.161 
2167.580 
281.58 
157.45 
134.439 
160 
1.7271 
4008.453 
1789.925 
2218.529 
196.47 
238.53 
329.864 
181 
1.9015 
3978.085 
1736.498 
2241.586 
172.06 
272.98 
479.552 
200 
1.3675 
3735.933 
1669.640 
2066.293 
137.41 
211.46 
301.402 
Table 4.6 (a): Normalization Parameters and Integral observables for 
Proton - "^^ P^b elastic scattering for HJ interaction, when both A-v and A^  
are varied 
En(MeV) 
Av 
Aw 
CJtof 
Gel 
Or 
Jv/A 
Jw/A 
X2/DF 
65 
0.99903 
0.50980 
3990.677 
2104.248 
1886.430 
283.69 
77.49 
9.685 
80 
0.63730 
0.50000 
3850.567 
2078.800 
1771.767 
184.49 
76.41 
111.985 
100 
0.68263 
0.54361 
3799.308 
2085.198 
1714.110 
169.34 
78.74 
53.455 
160 
0.51990 
1.3373 
3484.647 
1454.757 
2029.890 
83.10 
179.08 
76.971 
181 
0.50070 
1.4890 
3467.421 
1416.547 
2050.873 
67.09 
200.90 
241.177 
200 
0.56378 
1.3171 
3325.457 
1361.709 
1963.747 
60.78 
184.43 
71.839 
Table 4.6 (b): Same as above but for v-14 interaction 
E„(MeV) 
Ay 
Aw 
CTtot 
<7el 
Or 
Jv/A 
Jw/A 
%2/DF 
65 
0.91965 
0.64684 
3921.172 
1977.004 
1944.168 
289.46 
86.64 
8.051 
80 
0.72610 
0.66597 
3892.904 
2009.487 
1883.417 
234.07 
87.70 
88.982 
100 
0.70777 
0.73975 
3860.511 
2004.802 
1855.708 
199.29 
96.78 
54.076 
160 
0.57324 
1.4671 
3675.014 
1574.946 
2100.068 
112.62 
202.63 
114.155 
181 
0.75003 
1.5875 
3755.290 
1619.657 
2135.634 
129.05 
227.91 
354.012 
200 
0.58519 
1.2336 
3447.629 
1463.414 
1984.214 
80.41 
190.75 
140.301 
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(5.1) Neutron Scattering: 
Nuclear waste management, treatment of certain kinds of cancer tumors and computer 
reliability may seem to have little in common, but there are at least two aspects that concern 
all these topics: large public interest, and neutron physics. 
All are examples of potential large-scale applications that are either under development or 
have been identified, and where fast neutrons are involved. As a result, the interest in high-
energy neutron data is rapidly growing in these scientific disciplines. 
The recent development of high-intensity proton accelerators has resulted in ideas to use sub 
critical reactors, fed by neutrons produced in spallation processes maintained by external 
proton beams, for transmutation of waste from nuclear power reactors or nuclear weapons 
material. This has the potential to simplify the requirements for long-term storage of such 
materials. 
In a nuclear reactor, fission is not the only occurring process as there are also reactions 
(i.e. neutron capture) building up elements heavier than uranium. These transuranic actinides 
constitute the bulk of the long-lived waste, with plutonium being the most abundant element. 
A major drawback of nuclear power production lies in the fact that the radioactive waste has 
to be stored safely for long time. 
The main concept is to place the waste in deep geological repositories. However, an idea 
aiming at facilitating the storage is being investigated. By irradiation of actinides and long-
lived fission products in spent fuel with an intense neutron flux, transmutation into elements 
with shorter lifetimes could be attained. 
Besides providing a means for the reduction of nuclear waste, the same technique might be 
used to destroy nuclear weapons material, especially plutonium which is difficult to 
incinerate in standard reactors. On a very long time scale, the strong neutron sources 
considered here might also be used to drive reactors that can make use of natural uranium 
and thorium, which are immense energy sources. A limiting factor in the self-sustaining 
fission reactors of today is the neutron economy. Fission is induced by neutrons, but neutrons 
are also released after fission, which makes a chain reaction possible. Some of the released 
neutrons, however, are lost in other reactions. In addition, for a self-sustaining reactor, it is 
important for safety reasons that a reasonable fraction of the neutrons are released relatively 
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late in time (beta-delayed neutrons), making reactivity changes sufficiently slow making it 
easier to control. 
These problems Eire making self-sustaining reactors, that can incinerate the long-lived wastes 
from the reactors of today, very difficult (or even impossible) to build. The reason is that 
americium and curium have essentially no beta-delayed neutrons, and thus the safety margins 
are reduced. Sub critical reactors, where some neutrons are produced externally and fed into 
the reactor, are not limited by these shortcomings. This has made hybrid solutions, where an 
external neutron source is coupled to a reactor, a field of intense research during the last few 
years. Furthermore the thermal spectrum is not optimal for incineration of americium and 
curium. The fission / capture ratio is significantly larger for a fast spectrum. This suggests an 
immoderate core in general and a lead-cooled system in particular. 
Presently, there seems to be some consensus about the basic design of a possible future 
device. The extra neutrons are created in spallation processes, generated by a beam of 
protons (l-2GeV, 20-100mA) that is stopped in a heavy target material, e.g., lead. The 
spallation neutron flux can be several orders of magnitude higher than that in a conventional 
reactor. After being created in the spallation target, the neutrons enter a surrounding blanket 
containing long-lived transuranic elements from spent nuclear fuel. Due to the intense 
neutron irradiation, these elements can be transformed into stable or short-lived ones by 
fission processes. This reduces in principle the requirements on the geological repository. In 
addition, the transmutation facility has a potential of producing energy, not only for the ion 
accelerator, but for the electric power grid as well. In order to design the core and to predict 
its performance, simulations have to be done. These require knowledge of the underlying 
fundamental nuclear reactions, i.e. cross sections for production of neutrons and charged 
particles in the target, and for reactions that are relevant for neutron transport and 
moderation. 
Conventional radiation treatment of tumors, i.e. using electron beams and bremsstrahlung 
photon beams, is a cornerstone in modem cancer therapy. Unfortunately, not all tumors 
respond sufficiently to this kind of radiation. A large number of patients might benefit from 
therapy with more densely ionizing radiation. Cancer therapy with fast neutrons can provide 
such radiation at a reasonable cost. In this case, ionizing charged particles are produced by 
nuclear reactions in the tissue. To folly investigate the potential of this therapy, the dose 
delivery has to be known with the same precision as in conventional photon therapy. This 
requires determination of the fundamental cross sections for conversion of neutrons into 
charged particles. Another important process is elastic scattering, which through heavy recoil 
is responsible for 10-15 % of the cell damage in this cancer therapy modality. Modem 
neutron therapy beams extend up to 70MeV, v/hile most evaluated data bases cover the 
energy region up to 20MeV, as .nentioned above. This makes it difficult to correctly estimate 
the dose given, and to plan and optimize the therapy. Hence, the need.s of data for cancer 
therapy partly coincide in energy with those for transmutation applications. 
A related topic is cosmic-ray neutrons at commercial aircraft ahitudes: they induce a 
significant radiation dose to the airplane p.^ rsonnel. This poses a relatively new dosimetry 
problem, which is currently under inteiisive investigation. For both these biomedical 
applications, the nuclear data situation is rapidly improving. During the last few years, it has 
become evident that electronics in airplanes suffer effects from cosmic-ray neutrons .The 
presently most well-known effect is that a neutron can induce a nuclear reaction in the silicon 
substrate of a memory device, releasing free charge, which in turn changes one or more 
memory units. 
Another effect that can occur is a change in the logical execution of a program. This random 
re-programming is obviously not wanted. Similar effects causing both soft- and hardware 
damage have recently been identified also at ground level. Elastic neutron scattering plays a 
key role for the understanding of all these phenomena. One reason is that the elastic 
scattering cross section is the largest of the individual partial cross sections contributing to 
the total cross section. Most important, however, is that elastic scattering allows a 
determination of the optical potential, which plays a decisive role in microscopic cross 
section calculations involving neutrons in either the entrance or exit charmel. 
(5.2) Neutron-Nucleus Potential: 
In view of the above we have analyzed the available neutron elastic scattering data in 
the energy region 65-225 MeV from '^ C, ^^Ca, and °^^ Pb, using microscopically calculated 
optical potential. In the next section we describe the results of the calculated potentials, 
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discuss the changes in its shape with energy and mass number. The calculated potential is 
then used in section 5.6 to predict the differential elastic scattering. We fmd that the 
predictions of our model reproduces the data reasonable satisfactorily. 
In previous chapters we have described in detail, the procedure for obtaining optical potential 
for finite nuclei from infinite nuclear matter potential within the framework of the first order 
Brueckner theory starting from a realistic interaction. 
In this chapter we have performed the calculation of Neutron - Nucleus optical potential at 
several energies to describe elastic scattering of neutron from '^ C, '^ Ca and °^ Pb using HJ 
and v-14 interactions. The calculation of nucleon optical potential in Brueckner theory 
requires point nucleon densities in the target and an internucleon potential. For the n-n 
interaction, we have used the local soft-core Urbana [1] v-14 and HJ [2] interactions. The 
point proton and neutron densities have been obtained using the relativistic mean field 
calculations of Gambhir and Patil (GP) [3] described briefly below; 
The GP density Pn(p)i^) is defined as 
Piir) = i ^ 
1 + ( i ( l + r' / R'y'(e^'~^^'"' + e-^'^^^'"') (1) 
0 = n, p) 
h 
With a . = I (2) 
2 ^ 2 m s ^ 
where £", is the separation energy of the last proton or neutron, m is the corresponding 
nucleon mass, and 
{Z -\)e^, proton 
neutron 
The equation (1) has three unknowns namely/?p ,^ /?" and R. The first two are determined 
from the normalization conditions for the protons and neutron densities. Thus the GP density 
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model has only one adjustable parameter R that is the value of r at which the density falls to 
half of its central value to a very good degree of approximation. 
Using the above expressions, eqs. 1-3, we have calculated the point proton and neutron 
densities in '^ C, '^^Ca, and "^^ P^b. These are then used in folding over the g-matrices to 
calculate the nuclear potential. The reaction matrices have been obtained using two nucleon 
realistic interactions. In the next subsection we describe various features of the calculated 
optical potential. 
(5.2.1) Real Part Of Central Optical Potential: 
We show the radial behavior of real part of the calculated central optical potential in 
Fig 5.1(a) for n -''^ Ca elastic scattering at incident energies En = 65, 75, 85, 95, 107.5, 127.5, 
155, 185, 225MeV using Urbana V-14 realistic interaction. The calculated potentials exhibit 
the following features. 
1. The real potential in the nuclear interior changes rapidly with energy and the strength of 
this attractive potential decreases with increasing energy. 
2. The potential remains attractive at all incident energies from 65MeV to 225MeV. 
fig 5.1(b) shows respectively the radial shape of calculated real central optical potential using 
Hamada-Johnston (HJ) realistic interaction at all energies considered above. 
The results of our calculation indicate that the use of HJ interaction gives rise to a real central 
potential, which is similar to the one, obtained when v-14 interaction is used. However, the 
two potentials differ in the following respects. 
1. The real central optical potential using v-14 interaction in the interior region is more 
attractive (by about 8MeV) as compared with that using HJ interaction. It is well known 
[4] that a soft-core intemucleon potential gives rise to a more attractive real nucleon-
nucleus potential as compared with use of a Hard-core intemucleon potential in 
Brueckner theory. 
2. At low energies the real central optical potential using v-14 interaction decreases 
smoothly with the radial distance, where as that using HJ interaction shows a small 
enhancement at a radial distance around r = 4fm . 
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3. Not only the depth but the radial shape of the calculated potential changes with energy. 
Due to this we can not compare the depth of our calculated potential with the depth of an 
empirical Saxon -Woods type potential. 
(5.2.2) Imaginary Part Of Central Optical Potential: 
In this section we describe features of the imaginary part of our calculated central 
optical potentials. Our calculations show that the imaginary central optical potential also 
exhibits strong energy and radial dependence. The radial behavior of imaginary central 
optical potential obtained from v-14 interaction for n-'^ ^Ca elastic scattering at incident 
energies considered above and is shown in figures 5.2(a) and 5.2(b). These potentials exhibit 
the following features: 
1. The imaginary central potential is always attractive and its strength in the interior of 
nucleus increases with increasing incident energy. 
2. The imaginary central potential shows a surface enhancement at low energies. 
3. At high incident energies the imaginary central potential shows a smooth radial 
dependence which resembles the shape of Woods -Saxon form. 
Fig 5.2(b) shows the corresponding curves for HJ interaction at energies considered above. 
Comparison of fig 5.2(a) and fig 5.2(b) indicates that most of the features of imaginary 
central potentials obtained from HJ interaction resemble those of the corresponding 
potentials obtained from v-I4 interaction. However, the two potentials differ in the following 
respects: 
1. The HJ interaction gives a more jjionounced surface enhancement at low energies, where 
as v-14 interaction gives a milder surface enliancement in the imaginary central potential. 
2. The imaginary central potential obtained from v-14 interaction in the nuclear interior is 
slightly more attractive than that obtained from HJ interaction. 
(5.2.3) Real part Of Spin-Orbit Optical Potential: 
The real part of our calculated spin-orbit potential using v-14 interaction for n - ''°Ca at 
all the incident energies considered, is shown in fig 5.3(a). Prominent features of our 
calculated real spin-orbit potential are the follov/ing: 
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1. Radial shape of the calculated real spin-orbit potential is of Thomas form at all energies 
considered here. 
2. The strength of the real spin-orbit potential decreases very slowly with decrease in 
incident energy. 
3. The peak value of real spin-orbit potential also shows slight energy dependence. It 
decreases with decrease in incident energy. 
The real part of spin-orbit potential from HJ (see figure 5.3(b)) interaction for n- ""^ Ca elastic 
scattering at energies 65-225MeV exhibits behavior similar to that obtained using v-14 
interaction. However; the two calculated potentials have minor differences also. 
At a given incident energy the real part of spin-orbit potential obtained from HJ interaction is 
smaller in magnitude through out the volume of the nucleus than the one obtained from v-14 
interaction, e.g at incident energy En = 65MeV the real spin-orbit potential resulting from HJ 
interaction shows a maximum at r = 3.35 fm and Vg^  = 0.9858MeV and a minimum at 
r = 0.25fm & v^^ = 0.06375MeV, where as that resulting from Urbana v-14 interaction 
shows a maximum at r = 3.35fm, v so = 1.1263MeV and a minimum at r = 0.35fm and 
Vso=0.074MeV. 
(5.2.4) Imaginary Part Of Spin-Orbit Optical Potential: 
Although the experimental data in the energy range considered here does not require 
the imaginary part of the spin-orbit potential, we show the result of our calculation for this 
component of the optical model potential. The imaginary part of our calculated spin-orbit 
optical potential using Urbana v-14 interaction for n-'^ Va at energy is shown in fig 5.4(a) and 
fig 5,4(b) using HJ interaction. The important features of the imaginary spin-orbit potentials 
are the following: 
1. The radial shape of the calculated imaginary spin-orbit potential is also of the 
conventional Thomas form. 
2. The strength of imaginary spin-orbit potential increases with increasing incident 
energy. 
60 
3. The peak value of imaginary spin-orbit potential shows slow energy dependence. It 
increases very slowly with increasing incident energy. 
4. The sign of the calculated imaginary spin-orbit potential is opposite to that of the real 
part of the calculated spin-orbit potential. 
The imaginary part of our calculated spin-orbit potential using HJ interaction for n -'^ °Ca 
elastic scattering at all incident energies considered above is shown in fig 5.4(b). The 
potential obtained from v-14 and HJ interactions are very similar, except that the potential 
arising from HJ interaction is slightly smaller in magnitude than that obtained using v-14 
interaction not only in the nuclear interior also in the surface region. 
(5.3) Volume Integral Of Real and Imaginary Part Of Central 
Optical Potential: 
In fig 5.5(a) we have shown the energy dependence of the volume integral per nucleon for 
the real and imaginary part of calculated central potential using Urbana v-14 [1] & and in fig 
5.5(b) we have used Hamada-Johnston [2] realistic interaction for n- "^ Ca in the energy 
region 65 to 225MeV. 
We draw the conclusion that: 
1. Volume integral of the real central potential, resulting from HJ interaction & from v-14 
interaction shows similar energy dependence. The real volume integral per nucleon 
decreases with increasing incident energy. However since the energy range is large the 
decrease is not linear. 
2. We observe that for a given energy Jv /A obtained from HJ interaction is less than that 
obtained from v-14 interaction. This is expected, as the HJ interaction compared with 
v-14 interaction gives rise to a more attractive real central potential. 
3. Jw/A obtained from HJ interaction and from v-14 interaction shows milder energy 
dependence. 
(6.4) Energy dependence of Mean Sguare Radii: 
In this section we present our results for the energy dependence of mean square radii 
(MSR) of calculated real central optical potential, from neutron elastic scattering data, using 
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Urbana v-14 interaction [1] & Hamada-Johnston [2] interaction. The mean square radii of 
real central potential are defined as; 
jv(r)dr 
Figures 5.6(a) and 5.6(b) shows our results<r^ >^^^ ( MSR radii), for '^C, ^"Ca and °^^ Pb at 
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all incident energies considered using v-14 and HJ interactions respectively. We see that; 
1. The MSR for the real central-potential is mildly energy dependent. 
2. The MSR for the real central potential calculated from HJ interaction (Fig 5.6(b)) is 
marginally greater than that obtained from Urbana v-14 interaction (Fig 5.6(a)). 
3. The MSR increases with the mass number of the target. 
We find that the MSR for the neutron nucleus real central potential for all the targets 
considered in present work practically remains energy independent. 
(5.5) Mass Number Dependence Of MSR: 
In the following we present our resuhs for < r >v at all energies considered above. We 
find that < r^>v obeys a linear relation with A^'^ as shown in figure 5.7(a) for v-14 and figure 
5.7(b) for HJ for the energies En=65, 75, 85, 95, 107.5, 127.5, 155, 185, 225MeV. A least 
square linear fit to the calculated values give us the following relation for the given set of 
energies for HJ: 
< r^  >v = 0.95609 A^ ^^  + 5.40094 (65MeV) 
< r^  >v = 0.95757 A '^^  + 5.59246 (75MeV) 
<r^>v =0.96071 A^^^+5.79128 (85MeV) 
< r^  >v = 0.96490 A^'^ + 5.99628 (95MeV) 
<T^>y = 0.97223 A^^ +^ 6.25981 (107.5MeV) 
<r^>v= 0.98346 A^^^+6.72619 (127.5MeV) 
<r^>v= 1.00105 A2'^+ 7.49843 (155MeV) 
<r^>,= 1.02422 A^'^+8.67207 (185MeV) 
<r^>v= 1.05990 A '^^ + 10.8400 (225MeV) 
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Similarly the linear dependence of MSR with energy for v-14 interaction is ; 
<r^>v - 0.94014A^^ ^ +4.78885 (65MeV) 
< r^  >v = 0.94079 A^ '^  + 4.95095 (75MeV) 
< r^  >v = 0.94248 A^ '^  + 5.11750 (85MeV) 
< r^  >v = 0.94500 J^'^ + 5.28508 (95MeV) 
<?>y = 0.94896 A '^^  +5.49881 (107.5MeV) 
<r^>v = 0.95593 A '^^  +5.86250 (127.5MeV) 
<r2>v = 0.96736 A^^^+6.42467 (155MeV) 
<r^>v= 0.98030 A '^^  +7.14324 (185MeV) 
<r2>v= 1.00135 A '^'^ +8.44420 (225MeV) 
Our Analyses show the following features: 
1. From the above resuhs we can conclude that the values of < r^ >v for both v-14 and HJ 
models are very close and exhibit linear dependence with A . 
2. The slope of MSR with A^ ''^ , shows a mild energy dependence for both v-14 and HJ 
interactions. 
(6.6) Analysis Of Neutron Elastic Scattering: 
In this section we present an analysis of the measured neutron elastic differential 
crossection data [5] for '^ C'^ ^Ca and °^^ Pb in the energy range of 65 to 225MeV,using 
calculated optical model potential. The calculation of the differential elastic scattering and 
other observables (total, elastic, and reaction cross sections) are done by using the calculated 
potential U ( E,r) in a spherical optical model code. 
Comparison with experimental data is done by minimizing -^ per degree of freedom by 
R I 
adjusting the four normalization parameters A,v, Xw, A, , X, .Thus the input potential in 
so so 
the optical model code is: 
U(E,r) = ;^V(E,r) + i ^ W(E,r) + :^^ V3o(E,r) +\X^ Wso(E,r) 
so so 
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In contrast with the analysis of proton scattering data we have not varied any normalization 
parameter thus the results presented here are the predictions of our model. 
The data covers center - of -mass (cm.) scattering angle, d^m from 5°to about 25°. The 
agreements between the calculated and the experimental data at all energies have been found 
to be satisfactory. 
In tables (1), we show the values of volume integrals and total cross sections for all targets in 
the energy region considered. 
Figures 5.8(a-b) - 5.10(a-b) we show differential scattering cross section (the dots showing 
the experimental data points and the solid lines show prediction of optical model 
potential),we observe that a fairly good agreement is obtained. 
Further in figures 5.1 l(a-b) ad 5.12(a-b), we also present a comparison of the optical model 
potential predictions of both vl4 and Hamada-Johnston with the recent 96 MeV data for C 
and "^^ Pb from the Uppsala facility [6] which covers a larger scattering angular range 
(10° to 70°). The agreement between the predictions of our model and the experimental data 
is fairly good. 
The values of the volume integrals, both real and imaginary, total crossections, elastic 
crossections, reaction crossections and x /DF are given in the tables (1-3) for both vl4 as 
well as Hamada-Johnston interactions. Thus both v-14 and HJ potentials give satisfactory 
agreement with the experimental data, values of ;}f /^DF are generally smaller in case of vl4 
interaction, hence v-14 results are marginally better than HJ. 
(5.7) Conclusions: 
1. We observe a satisfactory agreement between our predictions and elastic scattering cross 
section data for both the models. However difference can be understood if we have data 
at larger angles. 
2. MSR mildly increases with energy. 
3. Slope of MSR with target mass number (A^ -^*) increases with energy. This should be 
further investigated by analyzing scattering data from a wide range of targets over several 
energies. 
4. Volume integral per nucleon of the real part of the calculated central potential decreases 
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as energy increases while volume integral of the calculated imaginary central potential 
increases with energy. 
5. We have not attempted a comparison of neutron and proton optical potential since the 
neutron scattering data is available only for very small angular region. 
Figure Captions: 
Figure 5.1(a) 
Energy dependence of calculated real central optical potential for n- Ca in energy region 
65-225 MeV, using Urbana v-14 interaction. 
FigureS.l (b) 
Same as in fig 5.1 (a) but using HJ interaction. 
Figure5.2 (a) 
Energy depen* 
energy region 65-225MeV, using Urbana v-14 interaction. 
endence of calculated imaginary part of central optical potential for n- Ca in 
Figure 5.2(b) 
Same as in fig 5.2(a) but using HJ interaction 
Figure 5.3(a) 
Energy depenc 
65-225 MeV, using Urbana v-14 interaction. 
dence of calculated real spin-orbit optical potential for n-'^ '^ Ca in energy region 
Figure5.3 (b) 
Same as in fig 5.3(a) but using HJ interaction 
Figure 5.4(a) 
Energy dependence of calculated imaginary spin-orbit optical potential for n- ''^ Ca in energy 
region 65-225 MeV, using Urbana v-14 interaction. 
65 
Figure5.4 (b) 
Same as in fig 5.4(a) but using HJ interaction. 
Figure 5.5(a) 
Energy dependence of normalized volume integral per nucleon of real and imaginary part of 
calculated central optical potential for n-'^ ^Ca at 65-225MeV using V-14. 
Figure 5.5(b) 
Same as in fig 5.5(a) but using HJ interaction. 
Figure 5.6(a) 
Energy dependence of root mean squ:u; radii of calculated real central optical potential, 
using v-14. 
Figure 5.6(b) 
Same as in fig 5.6(a) but using HJ interaction. 
Figure 5.7(a) Mean square radii (MSR) of the calculated microscopic real potential V-14 for 
energies between 65-225 MeV are shown as a function of A .The solid line is a linear fit to 
the results of present work(shown as solid circles). 
Figure 5.7(b) Same as in fig 5.7(a) but using HJ interaction. 
Figure 5.8(a) 
Microscopic optical model potential prediction of neutron elastic scattering from '*°Ca using 
v-14 internucleon interaction at Ep =65, 75, 85, 95,107.5, 127.5, 155, 185, and 225 MeV. 
Experimental data are from ref [IJ. 
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Figure 5.8(b) 
Same as above but using HJ interaction. 
Figure5.9(a) 
Same as that of fig 5.8(a) but with '^ C as the target nucleus. 
Figure5.9(b) 
Same as above but using HJ interaction. 
Figures. 10(a) 
Same as that of fig 5,8(a) but with Pb as the target nucleus. 
Figures. 10(b) 
Same as above but using HJ interaction. 
FigureS.ll(a) 
Microscopic oj 
V14 intemucleon interaction at 96 MeV. Exprimental data are from ref [2 ]. 
1 -y 
icroscopic optical model potential prediction of neutron elastic scattering from C usmg 
Figures. 11(b) 
Same as above but using HJ interaction. 
FigureS.12(a) 
Same as that of fig 4(a) but with °^^ Pb as the target nucleus. 
Figure5.12(b) 
Same as above but using HJ interaction. 
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40. TABLE 5.1(a): Integral observables for Neutron- Ca elastic scattering for 
UB interaction 
E„ 
(MeV) 
Ctot 
(mb) 
(7 el 
(mb) 
(mb) 
Jv/A 
Mev*F^ 
Jvv/A 
Mev*F^ 
^'/DF 
65 
1978.432 
1103.765 
874.668 
307.63 
136.02 
2.685 
75 
1851.891 
1028.772 
823.118 
289.03 
134.26 
3.773 
85 
1728,926 
946.917 
782.009 
272.41 
133.32 
1.989 
95 
1614.445 
865.738 
748.707 
257.32 
133.01 
0.899 
107.5 
1486.915 
771.068 
715.847 
240.11 
133.45 
1.625 
127.5 
1319.601 
641.709 
677.892 
215.50 
135.73 
1.338 
155 
1152.515 
508.237 
644.278 
185.85 
140.91 
1.593 
185 
1035.407 
411.266 
624.141 
157.11 
149.20 
1.575 
225 
944.030 
334.434 
609.596 
123.38 
161.92 
2.265 
40, TABLE 5.1(b): Integral observables for Neutron- Ca elastic scattering for 
HJ interaction 
En 
(MeV) 
<7tot 
(mb) 
(mb) 
Or 
(mb) 
Jv/A 
Mev*r^ 
JJA 
Mev*F^ 
;r'/DF 
65 
1939.859 
1023.328 
916.530 
276.98 
153.85 
3.647 
75 
1788.922 
932.340 
856.582 
258.53 
148.23 
5.092 
85 
1649.308 
842.759 
806.550 
241.98 
143.59 
3.613 
95 
1523.156 
758.624 
764.532 
226.90 
139.87 
1.737 
107.5 
1397.567 
668.302 
729.265 
211.84 
139.63 
2.853 
127.5 
1220.024 
544.548 
675.476 
187.04 
136.01 
1.261 
155 
1047.891 
420.653 
627.237 
156.97 
135.50 
0.775 
185 
919.845 
327.058 
592.786 
125.38 
136.79 
0.454 
225 
849.156 
271.573 
577.583 
93.02 
148.98 
0.881 
TABLE 5.2 (a): Integral observables for Neutron- '^C elastic 
scattering for UB interaction 
E„ 
(MeV) 
Ctot 
(mb) 
CTei 
(mb) 
(mb) 
Jv/A 
Mev*F^ 
J«/A 
Mev*F^ 
;r'^F 
65 
773,848 
405.544 
368.303 
312.15 
150.90 
1.077 
75 
685,785 
344.264 
341.521 
293.43 
147.56 
2.161 
85 
616.444 
295.768 
320.677 
276.81 
145.39 
1.507 
95 
561.129 
257.050 
304.079 
261.79 
144.08 
3.638 
107.5 
512.635 
228.695 
283.940 
244.68 
143.57 
2.756 
127.5 
444.685 
174.958 
269.727 
220.19 
144.72 
1.366 
155 
389.710 
135.843 
253.867 
190.59 
148.85 
1.112 
185 
355.195 
110.619 
244.576 
161.79 
156.39 
1.164 
225 
329.927 
91.880 
238.047 
127.86 
168.34 
0.442 
TABLE 5.2 (b): Integral observables for Neutron- '^ C elastic 
scattering for HJ interaction 
E„ 
(MeV) 
(mb) 
(7 el 
(mb) 
<7r 
(mb) 
3JA 
Mev*F^ 
Jvv/A 
Mev*F^ 
;r'^F 
65 
735.226 
342.451 
392.775 
282.36 
171.03 
2.981 
75 
648.617 
288.314 
360.303 
263.70 
163.30 
4.785 
85 
579.954 
245.917 
334.037 
247.14 
157.00 
4.611 
95 
524.745 
212.214 
312.531 
232.12 
151.94 
7.227 
107.5 
477.085 
182.128 
294.957 
217.46 
150.39 
6,119 
127.5 
412.506 
143.815 
268.691 
192.77 
145.15 
3.352 
155 
356.232 
110.449 
245.783 
162.78 
143.12 
2.558 
185 
329.091 
95.566 
233.524 
131.883 
144.65 
2.300 
225 
311.136 
83.548 
227.588 
99.377 
155.75 
0.853 
208T TABLE 5.3 (a): Integral observables for Neutron- Pb elastic scattering for 
UB interaction 
E„ 
(MeV) 
(7 tot 
(mb) 
<7el 
(mb) 
(mb) 
Jv/A 
Mev*F^ 
JJA 
Mev*F^ 
Z'/DF 
65 
4802.283 
2324.073 
2478.209 
292.08 
108.71 
1.618 
75 
4768.047 
2385.130 
2382.916 
275.45 
109.91 
4.405 
85 
4752.700 
2448.362 
2304.339 
260.46 
111.23 
5.039 
95 
4724.987 
2485.802 
2239.185 
246.7! 
112.76 
4.642 
107.5 
4656.609 
2483.147 
2173.463 
230.97 
114.95 
4.737 
127.5 
4475.728 
2380.026 
2095.702 
208.40 
119.26 
4.529 
155 
4160.972 
2135.953 
2025.020 
181.09 
126.28 
3.518 
185 
3836.409 
1854.755 
1981.652 
154.67 
135.74 
4.838 
225 
3511.740 
1561.953 
1949.788 
123.48 
149.47 
8.398 
208i TABLE 5.3 (b): Integral observables for Neutron- Pb elastic scattering for 
HJ interaction 
En 
(MeV) 
C^tot 
(mb) 
(Tel 
(mb) 
a, 
(mb) 
Jv/A 
Mev*F^ 
JJA 
Mev*F' 
Z'/DF 
65 
4892.101 
2412.878 
2479.223 
262.40 
114,48 
1.286 
75 
4863.857 
2486.508 
2377.350 
246.42 
113.72 
3.664 
85 
4820.891 
2529.582 
2291.309 
231.92 
113.17 
3.829 
95 
4748.434 
2530.018 
2218.416 
218.64 
112,82 
3.897 
107.5 
4614.792 
2462.665 
2152.127 
205.06 
115.25 
4.049 
127.5 
4349.142 
2290.004 
2059.137 
183.13 
116,21 
3.191 
155 
3956.615 
1980.838 
1975.777 
156.53 
120.06 
2.364 
185 
3571.981 
1653.483 
1918.498 
128.62 
124.44 
2.919 
225 
3268.525 
1377.725 
1890.800 
100.04 
138.87 
5.202 
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