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1 Introduction
Here we study the structure of the set of solutions to some nonlinear elliptic
partial differential equation in a punctured ball. These solutions may be singular at
the origin and satisfy the equation in the distribution sense.
Our main result is that, when measured by a weighted H\"older norm with a
suitably chosen weight parameter, near an explicit radial solution that is singular
at the origin, the set of these solutions is a smooth Banach manifold.
R.Hardt and L.Mou studied in [HM] the structure of the space of harmonic maps
near a singular homogeneous harmonic map and proved that this is a smooth Banach
manifold. We follow with modifications some steps in their study.
Let $\mathrm{B}_{r}=B_{r}^{n}(\mathrm{o})$ be a closed ball of radius $r(n\geq 3)$ , and let $\mathrm{B}_{0}=\mathrm{B}_{1}\backslash \{0\}$ be a
punctured ball.
For $p> \frac{n}{n-2}$ , we consider the following equation
(1) $\{$
$\Delta u+u^{p}=0$ in $\mathrm{B}_{0}$ ,
$u\in C^{2}(\mathrm{B}_{0})$ , $u\geq 0$ in $\mathrm{B}_{0}$ .
We recall two facts about the equation (1):
(a) [PL] When $p \geq\frac{n}{n-2}$ , any solution of (1) satisfies
$\{$
$\triangle u+u^{p}=0$ in $D’(\mathrm{B}_{1})$ ,
$u\in L^{p}(\mathrm{B}_{1})$ ,
that is, all solutions of (1) extend to the whole ball as solutions in the distribution
sense.
(b) $[\mathrm{G}\mathrm{S}][\mathrm{c}\mathrm{G}\mathrm{S}]$ When $\frac{n}{n-2}<p\leq\frac{n+2}{n-2}$ , any solution of (1) satisfies
$u(x)\leq C|X|^{\frac{-2}{p-1}}$
near $x=0$ for some consiant $C>0$ .
Taking account of these facts, we consider the following set of solutions of (1)
with a specific growth rate at the origin:
(2) $S=$ { $u\in C^{2,\alpha,\frac{-2}{\mathrm{p}-1}}(\mathrm{B}_{0}):u$ satisfies (1)},
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where for an integer $j\geq 0,$ $\alpha\in(0,1)$ , and $\nu\in \mathrm{R}$ , let $C^{j,\alpha,\nu}(\mathrm{B}\mathrm{o})$ be a weighted
H\"older space with a weight parameter l , defined by
$C^{j,\alpha,\nu}(\mathrm{B}0)=\{u\in C_{\text{ }}\mathrm{Y}j,\alpha(l_{\mathit{0}}c)\mathrm{B}_{0}:||u||_{j,\alpha},\nu<+\infty\}$ ,
where
$||u||_{j,\alpha},l \text{ }=\sup_{\leq 0<r1/2}(_{\beta\in\{\}}\sum_{0,\alpha k}\sum_{0=}r-\nu|k+\beta|\nabla ku||(\beta),B2\gamma\backslash jB_{r})+||u||_{j,\alpha,B_{1}}\backslash B\S$
is a norm of $C^{j,\alpha,\nu}(\mathrm{B}_{0})$ .
Note that for $p> \frac{n}{n-2}$ , the set $S$ is not empty and especially there is a singular
radial solution $u_{0}$ in $S$ of the form
(3) $u_{0}(x)=C_{n,p}|X|^{\frac{-2}{\mathrm{p}-1}}$ $(x\in \mathrm{B}_{0})$ ,
where
$C_{n,p}= \{(\frac{2}{p-1})(n-\frac{2p}{p-1})\}^{\frac{1}{\mathrm{p}-1}}$
Now we are interested in the structure of the set $S$ , for example we want to know
whether $S$ has a manifold structure or not, but we cannot find the answer until now.
For related problems on the moduli space of solutions of conformal scalar curvature
equation with prescribed isolated singularities, see the recent study of [MPU]. Here,
utilizing the spherical symmetry of $u_{0}$ , we prove that, near $u_{0;}$ locally $S$ is a smooth
Banach manifold.
2 Analysis of the Jacobi operator
For $\alpha\in(0,1)$ and $\nu>\frac{-2}{p-1}$ , define
(4) $N(u_{0}+v)=\triangle(u_{0}+v)+(u_{0}+v)^{p}$
for $v$ in the small neighborhood $\mathcal{U}$ of $0$ in $C^{2,\alpha,\nu}(\mathrm{B}_{0})$ . $N$ is a smooth map from
$\{u_{0}\}+\mathcal{U}$ to $c^{0,\alpha,\nu-2}(\mathrm{B}_{0})$ and the linearized operator (the Jacobi operator) about $u_{0}$
is given by
(5) $J_{u\mathrm{o}} \kappa=\frac{d}{dt}|_{t=0}N(u_{0+}t\kappa)=\triangle\kappa+pu_{0^{-}}\kappa p1$.
for $\kappa\in c^{2,\alpha,\nu}(\mathrm{B}_{0})$ .
Using the polar coordinates $x=r\theta$ $(r=|x|, \theta\in S^{n-1})$ on $\mathrm{B}_{0}$ and the explicit
form of $u_{0}$ , we can write $J_{u_{0}}$ as
(6) $J_{u_{0}}= \frac{\partial^{2}}{\partial r^{2}}+\frac{n-1}{r}\frac{\partial}{\partial r}+\frac{1}{r^{2}}\triangle_{s}n-1+\frac{A_{n,p}}{r^{2}}$
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where $\triangle_{S^{n-1}}$ is the Laplace operator on $S^{n-1}$ , and
(7) $A_{n,p}=p(C)^{p1}n,p(-= \frac{2p}{p-1})(n-\frac{2p}{p-1})$ .
Let $\{\lambda_{j}\}$ : $0=\lambda_{0}<\lambda_{1}\leq\lambda_{2}\cdotsarrow+\infty$ be the eigenvalues of $\triangle_{S^{n-1}}$ (counting
multiplicity) and $\{\eta_{j}\}$ be the corresponding $L^{2}$-normalized eigenfunctions.
As in $[\mathrm{C}\mathrm{H}\mathrm{S}][\mathrm{N}\mathrm{S}]$ , we separate variables and write
$\kappa(r\theta)$ $= \sum_{j=0}^{\infty}\kappa_{j(}r)\eta_{j}(\theta)$ , $\kappa_{j}(\Gamma)=\langle\kappa(r\cdot), \eta j(\cdot)\rangle L2(sn-1)$ ’
$f(r\theta)$ $— \sum_{j=0}^{\infty}f_{j(}r)\eta_{j}(\theta)$ , $f_{j}(r)=\langle f(_{\Gamma}\cdot), \eta j(\cdot)\rangle L2(sn-1)$
for $\kappa\in C^{2,\alpha,\nu}(\mathrm{B}_{0)}$ and $f\in c^{0,\alpha,\nu-2}(\mathrm{B}_{0})$ .
Then, formally the equation $J_{u_{0}}\kappa=f$ is equivalent to
(8) $\kappa_{j}’’(r)+\frac{n-1}{r}\kappa j(\prime r)-\frac{\lambda_{j}-A_{n,p}}{r^{2}}\kappa j(r)=f_{j()}r$ , $j=0,1,2\cdots$
which are inhomogeneous Euler ODE’s.
Let for $j=0,1,2,$ $\cdots$ ,
(9) $\gamma_{j}(\pm)=\frac{2-n}{2}\pm\sqrt{\frac{(n-2)^{2}}{4}+\lambda_{i,p}-A_{n}}$,




Note that $\lambda_{1}=n-1$ and
$D_{1}= \frac{(n-2)^{2}}{4}+(n-1)-(\frac{2p}{p-1})(n-\frac{2p}{p-1})=(\frac{n}{2}-\frac{2p}{p-1})^{2}\geq 0$ ,
so $\gamma_{j}(\pm)\in \mathrm{R}$ for $j\geq 1$ .
The general solution $g_{j}$ of the homogeneous equation associated with (8) is
(11) $g_{j}(\Gamma)=\{$
$a_{j}Re(r^{\gamma}\mathrm{j}(+))+b_{j}Im(r^{\gamma_{J}}(-)),$ $j\in\{j:D_{i}<0\}$ ;
$a_{j}r^{\frac{2-n}{2}}+b_{j}r^{\frac{2-n}{2}}\log r$ , $j\in\{j:D_{j}=0\}$ ;
$a_{j}(r^{\gamma j(}+))+bj(r^{\gamma_{J(}}-))$ , $j\in\{j:D_{j}>0\}$ ,
where, $a_{j},$ $b_{i}$ are constants.
A particular solution $F_{j}(r)$ of (8) is also known and explicitly given by
(12) $F_{j}(r)= \{ReRe\ovalbox{\tt\small REJECT}_{r^{\gamma_{j}(}}r^{\gamma_{j}}\mathrm{t}+)_{\int_{0^{r}}\tau^{1n}}-2\gamma y(+)\int_{0^{\tau_{S^{n}}}}s-1n\gamma_{j}(+)fj(\mathit{8})dSd\mathcal{T}]+)\int_{1}r\mathcal{T}-2\gamma_{j(}+)\int^{\tau}1^{-}n-0f-1^{+}+\gamma j\mathrm{t}+)j(s)d_{\mathit{8}}d\tau’,$ $Re\gamma_{j}(+)>l\text{ }Re\gamma j(+)<\nu,$
.
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We note that when $\nu\in \mathrm{R}$ satisfies
(13) $\nu\not\in\{Re\gamma_{j}(+):j=0,1,2, \cdots\}$ and $\nu>Re\gamma_{0}$(-),
then the functions $\{F_{j}(r)\}$ are well defined and satisfy the estimate $|F_{j}(r)|\leq Cr^{\nu}$ .
Thus the solution $\kappa$ of $J_{u_{0}}\kappa=f$ can be written as
(14) $\kappa(r\theta)=\sum_{=j0}^{\infty}gj(r)\eta_{j}(\theta)+\sum_{j=0}^{\infty}Fj(r)\eta j(\theta)$
for $r\theta=x\in \mathrm{B}_{0}$ .
Let
(15) $I\mathrm{f}_{\nu}(J_{u_{0}})=\{\kappa\in c^{2,\alpha,\nu}(\mathrm{B}\mathrm{o}):J_{u\mathrm{o}}\kappa=0\}$
be the kernel of $J_{u_{0}}$ in $C^{2,\alpha,\nu}(\mathrm{B}_{0)}$ , that is the set of Jacobi fields.
Then we can see, as in [HM],
Lemma 1 If $\nu\not\in\{Re\gamma j(+)_{\sim}j=0,1,2, \cdots\}$ and $\nu>\frac{2-n}{2}$ , then
$I \zeta_{l^{\text{ }}}(Ju\mathrm{o})=\{\kappa\in C2,\alpha,V(\mathrm{B}\mathrm{o}):\kappa(r\theta)=\sum_{\gamma j(+)>\nu}a_{j}r^{\gamma j(})+\eta_{j(\theta)\}}$
for some constants $\{a_{j}\}$ .
From now on, we denote
(16) $p^{*}= \max(\frac{-2}{p-1}’.\frac{2-n}{2})$
and
(17) $L= \min\{j=0,1,2, \cdots : p^{*}<Re\gamma_{j}(+)\}$ .
Note that if $\gamma_{0}(+)\not\in \mathrm{R}$ , then $Re \gamma_{0}(+)=\frac{2-n}{2}\leq p^{*}$ , so $L\neq 0$ and we have always
$\gamma_{L}(+)\in \mathrm{R}$ .
We fix $\nu\in \mathrm{R}$ such that
(18) $p^{*}<\nu<\gamma L(+)$ ,
so $C^{2,\alpha,\nu}( \mathrm{B}_{0)}\subset c^{2,\alpha}’\frac{-2}{p-1}(\mathrm{B}\mathrm{o})$ and (13) is satisfied for this $\nu$ .
Denote $I_{1}=\{0,1,2, \cdots, L\}$ and $I_{2}=\{L, L+1, \cdots\}$ , then by Lemma 1 we have




$\{\xi\in C^{2,\alpha,\nu}(\mathrm{B}_{0}) : \xi(r\theta)=\sum_{\in jIk}aj(r)\eta_{j}(\theta)\}$
, $k=1,2$ ,
$c_{k}^{2,\alpha}(s^{n-1})$ $=$
$\{\psi\in c^{2}’\alpha(S^{n-}1) : \psi(\theta)=\sum aj\eta j_{\backslash }(\theta)j\in Ik\}$
, $k=1,2$ ,
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where $\{a_{j}(r)\},$ $\{a_{j}\}$ are some functions and constants, and
(19) $C_{*}^{2,\alpha,\nu}(\mathrm{B}0)=\{\kappa\in c2,\alpha,\nu(\mathrm{B}\mathrm{o}):\kappa|_{S}n-1\in c_{1}^{2,\alpha}(S^{n}-1)\}$ ,
that is, $\kappa\in C_{*}^{2,\alpha,\nu}(\mathrm{B}_{0})$ is a function such that $\kappa|_{S^{n-1}}$ is spanned by $\eta_{0},$ $\eta_{1},$ $\cdots$ , $\eta_{L-1}$ .
Let $\Pi_{k}$ : $c2,\alpha(sn-1)arrow c_{k}^{2,\alpha}(s^{n-1})$ be the projection
$\Gamma \mathrm{I}_{k}$ : $\sum_{j=0}^{\infty}aj\eta_{j}(\theta)rightarrow\sum_{j\in I_{k}}a_{j\eta(\theta}i)$, $k=1,2$ ,
then we can write
$o_{*}^{2,\alpha,\nu}(\mathrm{B}_{0)=}\mathrm{f}^{\kappa\in C^{2}’}\alpha,\nu(\mathrm{B}\mathrm{o})$ : $\Pi_{2}(\kappa|S^{n-1})=0\}$ .
By exploiting the formulae (11)(12) $(14)$ , we have
Lemma 2




$\square _{2}(\kappa|_{S}n-1)=\Pi_{2}(\psi)$ on $S^{n-1}$ .
(b)
$J_{u_{0}}|_{c_{*}^{2}},\alpha,\nu_{\mathrm{t}^{B}\mathrm{o})*}$: $C2,\alpha,\nu(\mathrm{B}_{0})arrow C^{0,\alpha,\nu-2}(\mathrm{B}_{0})$
is a linear isomorphism.
Proof
(a) See [CHS].
(b) Let $\kappa\in C_{*}^{2,\alpha,\nu}(\mathrm{B}_{0})$ be a solution of $J_{u_{0}}\kappa=0$ . Then $\kappa\in K_{\nu}(J_{u_{0}})$ , so by
Lemma 1,
$\kappa(r\theta)=\sum_{i\in I_{2}}a_{j\eta j}r(\gamma_{j}(+\rangle\theta)$ ,
and $0= \Pi_{2}(\kappa|_{S^{n-1}})=\sum_{j\in I_{2}}a_{j}\eta j(\theta)$ , which implies $a_{j}=0$ for all $j\in I_{2}$ . So $J_{u_{0}}$ is
inj ective.





So $\kappa\in c_{*}^{2,\alpha,\nu}(\mathrm{B}_{0})$ and $J_{u_{0}}$ is surjective. $\square$
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3 Implicit function theorem argument
Here we describe the local structure of $S$ near the singular radial solution $u_{0}$ .
Theorem 1 For $n\geq 3,$ $p> \frac{n}{n-2},$ $\alpha\in(0,1)$ , let
$u_{0}(x)=C_{n,\mathrm{p}}|x| \frac{-2}{p-1}$ be the singular
radial solution of (1), given by (3), and fix $\nu\in(p^{*}, \gamma_{L}(+))$ , where $p^{*}\rangle$ $L$ are as in
(16) (17).
$Then_{f}$ there exists a neighborhood $U$ of $0$ in $C_{2}^{2,\alpha}(S^{n-}1)$ ; a neighborhood $V$ of $u_{0}$
in $c^{2,\alpha}’ \frac{-2}{p-1}(\mathrm{B}_{0})$ ; and a smooth map $F:Uarrow V$ such that the following holds:
(1) $F(0)=u_{0\prime}$
(2) $F(\psi)\in S$ for any $\psi\in U$ ,
(3) $F$ is an immersion at $0$ , that is;
$DF(0):C22, \alpha(s^{n}-1)arrow C^{2,\alpha,\nu}(\mathrm{B}_{0})\subset c^{2}’\alpha,\frac{-2}{p-1}(\mathrm{B}\mathrm{o})$
is a splitting injection.
(4) There is an $\epsilon>0$ such that any
$v\in S\cap V_{\mathrm{g}}=S\cap\{v\in c^{2,\alpha,\frac{-2}{\mathrm{p}-1}(\mathrm{B}_{0)}}$ :
$||v-u_{0}||2,\alpha,\nu<\epsilon\}$ can be written as $v=F(\psi)$ for some $\psi\in U$ .
(5) $U$ and $\epsilon$ can be chosen so that $S\cap V_{\epsilon}$ is a smooth manifold diffeomorphic to
U. Furthermore, the tangent space of $S\cap V_{\epsilon}$ at $u_{0}$ is
$T_{u_{0}}(S\cap V_{\epsilon})=I\{\mathcal{U}(rJu_{0})$ .
Sketch of proof
Any $\psi\in c_{2}^{2,\alpha}(s^{n-1})$ can be extended to a Jacobi field $\overline{\psi}\in I\{;_{\nu}(J_{u_{0}})$ as follows :
(20) $\psi(\theta)=\sum a_{j}\eta j(\theta)j\in I_{2}rightarrow\overline{\psi}(r\theta)=\sum ajr\eta_{j}(\gamma_{g}(+)\theta j\in I2)$
(See Lemma 1).
Consider the map
$\Psi$ : $C_{2}^{2,\alpha}(s^{n-1})\cross c_{*}^{2,\alpha,\nu}(\mathrm{B}_{0})arrow C^{0,\alpha,\nu-2}(\mathrm{B}_{0})$
defined by
(21) $\Psi(\psi, \kappa)=N(u_{0}+\overline{\psi}+\kappa)=\triangle(u0+\overline{\psi}_{+}\kappa)+(u0+\overline{\psi}+\kappa)p$.
Note that $\Psi$ is well defined for $(\psi^{\mathit{1}}, \kappa)$ in a small neighborhood of
$(0,0)\in C_{2}^{2,\alpha}(sn-1)\mathrm{x}$
$C_{*}^{2,\alpha,\nu}(\mathrm{B}_{0})$ , and
$\Psi(0,0)$ $=$ $\triangle u_{0}+u_{0}^{\mathrm{p}}=0$ ,
$D_{2}\Psi(\mathrm{o}, \mathrm{o})$ $=$ $DN(u_{0})=J_{u0}$ : $C_{*}^{2,\alpha,\nu}(\mathrm{B}_{0)}arrow C^{0,\alpha,\nu}-2(\mathrm{B}0)$
is a linear isornorphism by Lemma $2(\mathrm{b})$ .
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So by the implicit function theorem, there are neighborhoods $U$ of $0$ in $C_{2}^{2,\alpha}(s^{n-1})$ ,
$W$ of $0$ in $C_{*}^{2,\alpha,\nu}(\mathrm{B}_{0})$ and a smooth map $Q$ : $Uarrow W$ such that $Q(\mathrm{O})=0$ and for
any $\psi\in U,$ $Q(\psi)$ is the unique solution of
$\Psi(\psi, Q(\psi))=N(u0+\overline{\psi}+Q(\psi))=^{\mathrm{o}}$.
Finally we define a smooth map $F:U \subset c_{2}^{2,\alpha}(s^{n-1})arrow c^{2,\alpha}’\frac{-2}{p-1}(\mathrm{B}0)$ as
(22) $F(\psi)=u_{0+}\overline{\psi}+Q(\psi)$ .
Note for $\psi\in U$ near $0,$ $\overline{\psi}+Q(\psi)$ is small compared to $u_{0}$ in $C^{2,\alpha,\nu}(\mathrm{B}_{0})\subset$
$C^{2,\alpha,\frac{-2}{\mathrm{p}-1}}(\mathrm{B}_{0})$ , and $F(\psi)$ has a form that $u_{0}+(\mathrm{p}\mathrm{e}\mathrm{r}\mathrm{t}\mathrm{u}\mathrm{r}\mathrm{b}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$ behaving like $r^{\nu}$ near
$0)$ .
Now it is easy to see that $F$ satisfies (1)(2).
To see that $F$ is an immersion at $0$ , first note that for any $\psi\in c_{2}^{2,\alpha}(s^{n-1})$ ,
$DF(0) \psi_{=}\frac{d}{dt}|_{t=0}(u_{0}+(\overline{t\psi})+Q(t\psi))=\overline{\psi}+DQ(0)\psi\in C^{2,\alpha},\nu(\mathrm{B}_{0)}$ ,
so $\Pi_{2}((DF(0)\psi)|_{S^{n-1}})=\Pi_{2}(\psi)$ since $DQ(0)\psi\in c_{*}^{2,\alpha,\nu}(\mathrm{B}_{0})$ .
Define a map A : $C^{2,\alpha,\nu}(\mathrm{B}_{0})arrow C_{2}^{2,\alpha}(s^{n-1})\cross c_{*}^{2,\alpha,\nu}(\mathrm{B}_{0})$ such that
$\Lambda(\xi)=(112(\xi|_{S}n-1), \xi-DF(0)(\Pi_{2}(\xi|_{S^{n-1}})))$ .
Obviously A is injective, and for any $(\psi, \eta)\in C_{2}^{2,\alpha}(s^{n-1})\cross c_{*}^{2,\alpha,\nu}(\mathrm{B}_{0})$ , if we set
$\xi=DF(0)\psi+\eta$ then $\xi\in C^{2,\alpha,\nu}(\mathrm{B}_{0})$ and $\Lambda(\xi)=(\psi, \eta)$ , so A is surjective and
therefore A is a bounded linear isomorphism.
Consider the sequence of mappings
$C_{2}^{2,\alpha}(sn-1)^{D}arrow F(0)C^{2,\alpha}’\nu(\mathrm{B}_{0})$ A $C_{2}^{2,\alpha}(sn-1)\cross C_{*}^{2}’\alpha,\nu(\mathrm{B}\mathrm{o})arrow^{1}C_{2}^{2}’\alpha(Pfs^{n-1})$ ,
where $Pr_{1}$ is the projection, then we see
$Pr_{1}\circ$ A $\circ DF(\mathrm{O})=Id|c_{2}^{2,\circ}(sn-1)$ ,
so $DF(\mathrm{O})$ is a splitting injection. This proves (3).
To show (4), take $\epsilon>0$ sufficiently small so that $N(v)=\triangle v+v^{p}$ is well defined
and $\Pi_{2}((v-u_{0})|_{S}n-1)\in U$ for $v\in V_{\epsilon}$ . Then given $v\in S\cap V_{\epsilon}$ , let $\kappa=v-u_{0}-\overline{\psi}$ ,
where $\overline{\psi}\in K_{\nu}(J_{u\mathrm{o}})$ is a Jacobi field defined by (20) for $\psi=\Pi_{2}((v-u_{0})|_{S}n-1)$ . Since
$\Pi_{2}(\kappa|_{s)=}n-10$ , we have $\kappa\in c_{*}^{2,\alpha,\nu}(\mathrm{B}_{0)}$ .
Now $v=u_{0}+\kappa+\overline{\psi}\in S$ implies $\Psi(\psi, \kappa)=0$ , then by the uniqueness of $Q(\psi)$ for
$\psi\in U$ , we have $\kappa=Q(\psi)$ . By the definition of $F$ , we get $v=F(\psi)$ , which proves
(4).
(5) follows from the theory of immersions between Banach spaces. $\square$
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4 An application
Here, following the arguments in previous sections, we give a result about the
existence of solutions for a perturbed equation, that are singular only at the origin.
Theorem 2 For any $\epsilon>0,$ $\nu\in(p^{*}, \gamma_{L}(+))_{\rangle}$ there is a $\delta>0$ such that if
$K\in C^{2,\alpha}(\mathrm{B}_{1})$ is a positive function with $||K-1||_{C(B)}2,\alpha 1\leq\delta_{f}$ then there exists a
solution $v \in c^{2,\alpha}’\frac{-2}{p-1}(\mathrm{B}\mathrm{o})$ of
$\{$
$\triangle v+K(x)v^{p}=0$ in $D’(\mathrm{B}_{1})$ ,
$||v-u0||2,\alpha,\nu<\epsilon$ .
Proof
For $K\in C^{2,\alpha}(\mathrm{B}_{1})$ and $u\in C^{2,\alpha,\nu}(\mathrm{B}_{0)}$ near $u_{0}$ , denote
$N(K, u)=\triangle u+K(x)u^{p}$ .
$N$ is a smooth map to $c^{0,\alpha,\nu-2}(\mathrm{B}0)$ and if we define a map $\Phi$ : $C^{2,\alpha}(\mathrm{B}_{1})\cross C_{*}^{2,\alpha,\nu}(\mathrm{B}_{0})arrow$
$c^{0,\alpha,\nu-2}(\mathrm{B}_{0})$ as
$\Phi(\eta, \kappa)=N(1+\eta, u_{0}+\kappa)=\triangle(u_{0}+\kappa)+(1+\eta(x))(u0+\kappa)^{p}$ ,
then we see $\Phi(0,0)=N(1, u\mathrm{o})=0$ and $D_{2}\Phi(0,0)=Ju0$ : $(_{\text{ _{}*}}^{\gamma 2,\alpha,\nu}(\mathrm{B}_{0})arrow C^{0,\alpha,\nu-2}(\mathrm{B}_{0)}$
is a linear isomorphism by Lemma $2(\mathrm{b})$ .
So by the implicit function theorem, we have a neighborhood $U$ of $0$ in $C^{2,\alpha}(\mathrm{B}_{1})$ ,
$V$ of $0$ in $c_{*}^{2,\alpha,\nu}(\mathrm{B}_{0})$ , and a smooth map $Q$ : $Uarrow V$ such that $Q(\mathrm{O})=0$ and for any
$\eta\in U,$ $Q(\eta)$ is the unique solution of $\Phi(\eta, Q(\eta))=0$ . Furthermore for any $\epsilon>0$ , if
$||\eta||_{2,\alpha}\leq\delta$ for sufficiently small $\delta$ , we have $||Q(\eta)||2,\alpha,\nu<\epsilon$ by continuity of $Q$ .
Denote $v=u_{0}+Q(\eta)$ where $\eta=K-1$ , then $\Phi(\eta, Q(\eta))=0$ implies $\triangle v+$
$K(x)v^{p}=0$ in $C^{0,\alpha,\nu}-2(\mathrm{B}\mathrm{o})$ . Now $p> \frac{n}{n-2}$ allows that $v$ extends to the whole ball
as a solution in the distribution sense. The proof is completed. $\square$
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