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Abstract. This paper evaluates the suitability of sequence classifica-
tion techniques for analyzing deviant business process executions based
on event logs. Deviant process executions are those that deviate in a
negative or positive way with respect to normative or desirable out-
comes, such as non-compliant executions or executions that undershoot
or exceed performance targets. We evaluate a range of feature types and
classification methods in terms of their ability to accurately discriminate
between normal and deviant executions both when deviances are infre-
quent (unbalanced) and when deviances are as frequent as normal exe-
cutions (balanced). We also analyze the ability of the discovered rules to
explain potential causes and contributing factors of observed deviances.
The evaluation results show that feature types extracted using pattern
mining techniques only slightly outperform those based on individual
activity frequency. The results also suggest that more complex feature
types ought to be explored to achieve higher levels of accuracy.
1 Introduction
Process mining is a family of techniques to extract knowledge of business pro-
cesses from event logs [17]. It encompasses, among others, techniques for au-
tomated discovery of process models from logs, techniques for checking confor-
mance between a given process model and an event log, as well as techniques for
analyzing and predicting performance of business processes based on event logs.
This paper deals with business process deviance mining, a family of process
mining techniques aimed at analyzing event logs in order to explain the reasons
why a business process deviates from its normal or expected execution. Such
deviations may be of a negative or of a positive nature – cf. theory of positive
deviance [12]. Positive deviance corresponds to executions that lead to high pro-
cess performance, such as achieving positive outcomes with low execution times,
low resource usage or low costs. Negative deviance refers to the executions of the
process with low process performance or with negative outcomes or compliance
violations.
The input of business process deviance mining is a log consisting of a set of
labelled traces (the so-called training set). Each trace represents the execution of
one case of the business process under analysis. Each trace consists of a sequence
of events, where an event corresponds to the execution of an activity. The label
associated with a trace indicates where it is “normal” or “deviant”.
Given this input, the problem of deviance mining is that of calculating a
function (called a classifier) that takes as input a trace and outputs a class for
this trace (normal or deviant). Such function must produce accurate labels, i.e.
it should guess the correct class of a trace both for traces in the training set but
also for other unseen traces. In addition, as the purpose of deviance mining is
to explain deviance, the function must be preferably explainable, for example it
should be expressed in terms of patterns or rules that a business process analyst
can interpret.
Since traces consist of sequences of events, one family of techniques applicable
for deviance mining is that of sequence classification [18], where the goal is to
build classifiers that can discriminate between two or more classes of sequences.
One key issue in sequence classification is that of extracting features from the
sequences that can be given as input to standard classification techniques such
as decision trees. Such features can be extracted for example using sequence
mining techniques. Various such techniques have been studied in the context of
business process deviance mining as discussed later. However, no comparative
study has been performed to assert which techniques are more suitable in this
setting, in particular which techniques provide higher levels of accuracy.
This paper reports on a comparative evaluation of sequence mining tech-
niques for the purpose of business process deviance mining. The paper iden-
tifies two families of approaches that have been employed for this purpose –
frequent pattern mining techniques and discriminative techniques. Representa-
tives of these two families are then benchmarked using a battery of event logs,
covering situations where deviance is frequent (balanced datasets) and others
where deviance is rare (unbalanced), and compared with the results achieved by
extracting the frequency of individual activities.
The paper is structured as follows. Section 2 discusses existing methods for
business process deviance mining. Section 3 outlines the methods for feature
extraction and for classification evaluated in this study. Next, Section 4 presents
the experimental setup and results. Section 5 summarizes the contribution and
discusses directions for future work.
2 Related Work
Understanding and explaining deviances in business processes (i.e. deviance min-
ing) has so far been conducted largely in the context of specific case studies
whereby a variety of techniques were applied without any systematic assessment
of the design space or comparative evaluation of applicable techniques.
For example, in previous work [15] we conducted a deviance mining case
study with a large Australian insurance company. In this study, a team of ana-
lysts sought to find the reasons why certain simple claims that should normally
be handled within a few days were taking substantially longer to be resolved. We
applied a technique called delta-analysis, which consists in using automated pro-
cess model discovery techniques to extract two process models: one for “normal”
cases and one for “deviant” cases, and then manually comparing the discovered
models to identify relevant differences at different abstraction levels. Specifically,
we extracted two sub-logs for delta-analysis: one containing only traces of “quick
claims” (normal) and another containing “slow claims” (deviant). We found that
certain paths and cycles were considerably more frequent for slow claims than
for quick claims. Additionally, two activity features that were helpful in discrim-
inating slow versus quick claims include “average number of occurrences of a
given activity X (per case)” and “percentage of cases where a given activity X
appears at least once”. Based on these features, we were able to track down the
sources of delays to a few activities in the process. In a similar vein, manual delta
analysis has been applied to explain deviance in healthcare processes, e.g. [9,14].
Sun et al. [13] studied the problem of deviance mining in the context of a
software defect handling process in a Chinese bank. The authors took a log of
defect reports of four software development projects and analyzed the differences
between those leading to correct resolution (normal cases) and those leading to
user complaints (deviant cases). They applied a discriminative pattern mining
algorithm to identify patterns of the form “activity A occurs N times” or “activ-
ity B occurs N times after activity A has occurred M times”, that are relatively
frequent in deviant cases but not in normal cases or vice-versa. More generally,
discriminative sequence mining techniques aim at extracting patterns that indi-
cate that a sequence belongs to one class rather than another. Based on such
discriminative patterns, Sun et al. built a decision tree from which rules were
extracted to explain differences between normal and deviant cases.
In another case study [2], Bose and van der Aalst built classifiers to elicit dif-
ferences between traces leading to malfunctioning of remotely-monitored X-ray
machines versus traces associated with normal functioning. Unlike [13] where a
discriminative sequence mining technique was employed, Bose and van der Aalst
employed frequent pattern mining techniques to extract so-called “tandem re-
peats”, “maximal repeats” and “alphabet repeats” as defined in [3,4]. A tandem
repeat in a trace is a sequence of events that is repeated; a maximal repeat
in a log is a sequence of events that is repeated and not included in a longer
repeated sequence; a repeat alphabet is any non-empty intersection of the set
of events contained in different tandem/maximal repeats. These patterns cor-
respond to typical control-flow relations: tandem repeats correspond to loops,
maximal repeats correspond to subprocesses, and alphabet repeats are proxies
for parallelism. In [2], tandem repeats, maximal repeats and alphabet repeats
are extracted for all traces combined (normal and deviant). The extracted pat-
terns with the highest support (i.e. most frequently occurring) are then used to
build a decision tree to derive rules that explain the malfunctioning of X-ray
machines.
Along similar lines, Lakshmanan et al. [6] applied frequent pattern mining
techniques to elicit differences between cases with positive clinical outcomes
versus those with negative outcomes in a process for congestive heart failure
treatment at a healthcare provider. Specifically, the authors extracted frequent
patterns of the form “activity B occurs after activity A” from positive cases
and from negative cases separately. The extracted patterns were then used in
conjunction with manual delta-analysis to extract typical “pathways” that are
characteristic of either positive or negative cases.
Finally, Swinnen et al. [16] present a case study in a large European financial
institution where analysts sought to understand the reasons for deviations from
normative pathways in a procurement process. The authors applied classical
association rule mining to extract frequent patterns for normal cases and for
deviant cases separately. The extracted patterns were then used to derive rules
that characterize a high proportion of deviant cases.
In summary, we observe that four families of techniques have been applied
for deviance mining in the above case studies:
1. Delta analysis [6, 9, 14, 15], which requires manual comparison of automat-
ically discovered process models. This technique is not considered in this
study. Instead we focus on more automated techniques that can be used as a
complement for manual inspection in order to identify fine-grained patterns
that might not be easily spotted through delta analysis.
2. Activity frequency [9, 14, 15], which extracts the frequency of individual ac-
tivities, upon which a classifier (e.g. decision tree) can be built to segregate
normal and deviant cases.
3. Frequent sequence mining or association rules mining [3,4,6,16], which allow
one to extract frequent patterns from the log. These patterns can then be
used as features to build a classifier (e.g. decision tree) to segregate normal
and deviant cases. Depending on their form, these patterns include simple
co-occurrence patterns (association rules) as in [16], patterns implying se-
quential order as in [6], or more refined patterns implying co-occurrence,
ordering and (maximal) repetition as in [3, 4].
4. Discriminative sequence mining [13], which extracts patterns that discrimi-
nate between normal and deviant cases. Such patterns are not necessarily as
frequent as those extracted by sequence mining techniques, but are rather
selected based on discriminative power, meaning that for a pattern to be se-
lected, it must occur frequently in normal cases but not in deviant ones (or
vice-versa). As we saw for frequent patterns, discriminative patterns can be
used as features to build a classifier (e.g. decision tree) to segregate normal
and deviant cases.
Until now there has been no systematic benchmarking of these techniques in
order to assert their relative merits in the context of deviance mining. In par-
ticular, there is no evaluation showing whether discriminative patterns provide
higher accuracy in the context of deviance mining with respect to using only
individual activity counts as in [15], or with respect to using activity counts and
frequent pattern occurrences (as in [2] for example). It is also unclear if any
of these techniques would provide sufficient level of accuracy in the context of
business processes involving high levels of variability, that is business processes
involving hundreds of distinct traces. The present paper aims at filling this gap.
Note that all of the above studies analyze deviance on the basis of event logs
consisting of sequences of activity occurrences, i.e. the control-flow of business
processes. Such sequences can be readily extracted from enterprise information
systems [17]. In some settings, additional information is available in the logs such
as attributes representing (human) resources, their workloads and performance,
or data attributes provided as input to the process (e.g customer type, age,
etc.) or produced by individual activities in the process. Nakatumba & van der
Aalst [8], Poelmans et al. [10] and Setiawan & Sadiq [11] report on preliminary
studies where such additional information is exploited for deviance mining. In
this paper we opt to focus on deviance mining over logs consisting of sequences of
activities only. We make minimal assumptions on the log and explore how much
accuracy can be achieved in this setting. If additional information is available,
this can be exploited to extract additional features and enhance the accuracy
of the classifiers. In other words, this paper focuses on the greatest common
denominator of existing deviance mining techniques, leaving the door open for
extensions where additional information is available in the logs.
3 Model construction
From the review of related work, we note that all automated techniques for
deviance mining (i.e. excluding manual delta analysis), involve a pattern extrac-
tion phase where patterns are extracted from traces seen as sequences of simple
symbols (tokens) representing activity occurrences, followed by a classifier con-
struction phase, where each trace is abstracted as a vector of features, and these
vectors are given as input to a classification method such as decision tree miner,
which produces a classifier. The resulting classifier is then analyzed in order to
extract individual patterns or rules combining multiple patterns, that explain a
high percentage of the observed deviance. These patterns or rules are given as
input to analysts to help them understand the sources of observed deviance in
the process.
Different techniques differ on the basis of the employed pattern extraction
technique and/or on the basis of the employed classification method. In the fol-
lowing, we seek to empirically evaluate the relative merits of different approaches.
From the feature extraction perspective, we evaluate the following methods:
1. Occurrence count of individual activities in a trace as in [15]. In this feature
extraction method, each activity type appearing in the log (e.g. “Receive
Purchase Order Change”, “Issue Invoice”, “Invoice Paid”) is treated as a
numerical feature. For a given trace, the value of an activity feature is the
number of times the activity in question occurs in the trace. For example if
in a given trace, activity “Receive Purchase Order Change” appears 3 times,
this is the value of the corresponding activity feature.
2. Tandem repeats (TR), alphabet tandem repeats (alphabet TR), maximal re-
peats (MR) and alphabet maximal repeats (alphabet MR) as defined in [3,4].
In this feature extraction method, each extracted pattern (tandem repeat,
maximal repeat, etc.) is a boolean feature. For a given trace, the feature
corresponding to a repeat pattern is true if the pattern occurs in the trace,
otherwise it is false. We select the repeat patterns defined in [3, 4] in this
evaluation as these patterns capture different types of control-flow relations
in a business process (loops, parallelism and subprocesses) and have been
shown to be potentially suitable for analyzing business process deviance
in [2]. Given that the number of TR and MR patterns that can be extracted
from a log is high, we extract only the top N in terms of support, where sup-
port is the number of traces containing the pattern. Here, N is a parameter
of this feature extraction method.
3. Discriminative (iterative) patterns (DP) as defined in [7]. In this feature ex-
traction method, the features are iterative patterns (sequences of consecutive
events) that appear many times within a trace but also across traces. The N
iterative patterns with the highest discriminative power (measured using the
co-called Fischer score) become a boolean feature. Among existing discrim-
inative sequence mining techniques, we select the technique of [7] because it
falls in the same category as the one used in [13] and it is comparable to the
technique of [2], since tandem repeats are also iterative patterns that occur
frequently within and across traces.
We note that the first of these techniques (individual activities) is in essence a
baseline. Indeed, the occurrence of a single activity in a trace is the simplest form
of feature one can extract from a sequence. In this work, we aim at evaluating
how much added-value other feature extraction techniques (i.e. frequent and
discriminative patterns) add on top of individual activities alone. Thus, we study
six feature sets: (i) individual activities (IA); (ii) IA+TR; (iii) IA + alphabet
TR; (iv) IA + MR; (v) IA + alphabet MR; and (vi) IA + DP.
Given a set of features and a labelled log (i.e. a log where each trace is labelled
as “normal” or “deviant”), we can extract a set of labeled samples to construct
a classifier using standard classification techniques. In this context, a sample is
a vector of features (〈 f1, ...fn 〉, l) calculated for a given trace t where fi is the
value of the ith feature for trace t and l is the label (normal or deviant).
To construct classifiers from the labelled samples, we can use a range of
methods. Given that we seek an explainable classifier, a natural choice is decision
tree learning, which produces trees from which human-readable rules can be
extracted. This is the approach employed for example in [2, 13, 15]. Hence, we
include decision trees (C4.5 method implemented in RapidMiner) as a baseline
in the evaluation. We also include a k-NN (k-Nearest Neighbors) classification
method in the evaluation as an example of a simple classification technique
that does not construct an explicit classification model, but instead classifies
a given sample based on its most similar samples. Specifically, given a sample,
the k nearest neighbors are found and the class (normal or deviant) that is
most common among neighbors in the training set is used to classify the given
Dataset Balancing Deviance criterion
Hospital balanced temporal
Insurance unbalanced temporal
BPIdCC unbalanced non-temporal
BPIdM13 unbalanced non-temporal
BPIdM16 unbalanced non-temporal
BPIt101 balanced non-temporal
Table 1: Labeling of the six datasets used for the evaluation.
sample. We set the value of parameter k to 8, after initial trial-and-error to find a
value yielding higher accuracy. Although no rules can be extracted from a k-NN
classifier, the output of k-NN is explainable in the sense that given a trace t, one
can show which “similar” traces have been used to classify trace t as normal or
deviant. Finally, we included neural networks in the evaluation as representative
of a method that can adjust itself to the data and handle large feature sets [19]
even though it does not produce explicit (understandable) rules as decision trees
do.
4 Evaluation
In this section, we first discuss the characteristics of the datasets that we used
in the tests. Next, we present the results for classification accuracy and rules
interestingness. We close the section with a discussion on threats to validity.
4.1 Datasets
For our evaluation, we used six datasets derived from three different real-life
logs. We selected these datasets in order to cover classifications of “normal”
and “deviant” cases based on temporal and non-temporal criteria. In the former
criterion, the difference between deviant and normal cases is made on the basis of
the process duration w.r.t. a duration threshold (i.e. slow vs. normal processes);
in the latter criterion, the difference between types of cases depend on data
attributes present in the logs (e.g. patient affected by a given cancer or not). In
addition, we derived datasets with balanced and unbalanced numbers of normal
and deviant cases.
The first log we used pertains to the chest pain patient flow in an emergency
department of an Australian hospital. To classify the cases in this log, we used
a temporal deviance criterion. In particular, we labeled as “quick” those cases
that complete within 180 minutes and as “slow” those cases that need more than
180 minutes to complete (Hospital dataset in Tables 1 and 2). We considered
the slow cases as deviant. The total number of cases in this log is 811, 448 of
which are classified as quick and 363 as slow. Given this distribution of quick
and slow cases, this dataset is balanced. The average length of cases is 16 for
Dataset
Normal Deviant Total Average Average Event Event
cases cases cases length length classes classes
(normal) (deviant) (normal) (deviant)
Hospital 448 363 811 16 20 25 23
Insurance 1,921 3,195 5,116 13 24 13 12
BPIdCC 917 225 1,142 109 85 100 100
BPIdM13 832 310 1,142 144 74 99 99
BPIdM16 926 216 1,142 127 113 99 94
BPIt101 683 459 1,142 195 25 107 103
Table 2: Descriptive statistics for the six datasets.
quick cases and 20 for slow cases. Finally, quick and slow cases contain 25 and
23 event classes (i.e. activity labels) respectively.
The second log comes from a large Australian insurance company and records
an extract of the instances of a commercial insurance claims handling process
executed in 2012 [15]. Also for this log, we used a temporal deviance criterion for
classification, with “quick” being the label for those cases that complete within
30 days, and “slow” otherwise (Insurance dataset in Tables 1 and 2). Also in
this case, slow cases ar deviant cases. There are 1, 921 quick cases in this log
and 3, 195 slow cases (5, 116 in total) and, therefore, we classify this dataset as
unbalanced. The average length of cases in the log is 13 for quick cases and 24
for slow cases. Quick and slow cases contain 13 and 12 event classes respectively.
The third log we used is the one provided for the BPI challenge 2011 [1].
This log records the executions of a process related to the treatment of patients
diagnosed with cancer in a large Dutch academic hospital. In particular, each
case refers to the treatment of a different patient. The event log contains do-
main specific attributes that are both case attributes and event attributes. For
example, Age, Diagnosis, Diagnosis code, and Treatment code are case attributes
and Activity code, Number of executions, Specialism code, and Group are event
attributes. From this log we derived four datasets according to four deviance
criteria as follows:
– Deviant cases if Diagnosis is “cervix cancer” (BPIdCC dataset in Tables 1
and 2);
– Deviant cases if Diagnosis code is “M13” (BPIdM13 dataset in Tables 1
and 2);
– Deviant cases if Diagnosis code is “M16” (BPIdM16 dataset in Tables 1
and 2);
– Deviant cases if Treatment code is “101” (BPIt101 dataset in Tables 1 and 2).
All these criteria are non-temporal ones. Given the distributions of normal
and deviant cases in Table 2 for these datasets, BPIdCC , BPIdM13 and BPIdM16
are unbalanced datasets and BPIt101 is balanced. The number of event classes
contained in (normal and deviant) cases, the total number of cases and their
average length for all these datasets are shown in Table 2.
4.2 Classification accuracy
We measured classification accuracy in terms of the standard notion of accuracy
defined as tp+tntp+tn+fp+fn where tp is the No. of traces correctly classified as de-
viant (true positives), tn is the No. of traces correctly classified as normal (true
negatives), fp is the No. of false positives and fn is the No. of false negatives.
Additionally, we also report on the Area Under the ROC Curve (AUC) of each
classifier. The AUC corresponds to the probability that a random negative sam-
ple is ranked higher than a random positive sample in the list of samples ranked
from most likely to least likely to belong to the deviant class. AUC has been
shown to be suitable for evaluating the accuracy of classification techniques
both for balanced and unbalanced datasets [5]. This choice makes the results
more comparable across the datasets.
In order to test all combinations of feature types and classification methods
for all six datasets under exam, we created a scientific workflow in RapidMiner
v6.0. The vector spaces containing the extracted features are stored in a MS
Access database. Tandem/maximal repeats and their alphabet variants are ex-
tracted using the ProM plugin described in [2], while discriminative patterns are
extracted using the tool implementation in [7].1
Tables 3–8 show the results of the measurements of the classification accuracy
for the six datasets using the feature types and classification methods discussed
in Section 3. The table reports mean accuracy and AUC obtained for each clas-
sification method based on five-fold cross-validation, meaning that the dataset
is split five times into 80% of the dataset for training and 20% for testing and
accuracy/AUC is calculated for each such “fold” and aggregated across all five
folds. Next to accuracy we also show the interval of accuracy/AUC values across
all folds in the form of a +/− δ bracket (standard deviation) from the mean.
From the results, we can draw the following observations. First, when the de-
viance criterion is temporal, i.e. based on the duration of the process (Hospital
and Insurance datasets), activity frequency alone tends to achieve the highest
accuracy levels, though the difference w.r.t. other feature types is minimal. For
example, in the Hospital dataset, accuracy is ∼ 70% with k-NN across all fea-
ture types; in the Insurance dataset, Neural Networks achieve the highest value
(86.5%) via activity frequency, with the other feature types/classifiers ranging
from 82% to 85%. In the Insurance dataset, we also get the highest AUC with
Neural Networks on top of activity frequency, while in the Hospital dataset, the
highest AUC is obtained by k-NN, which is substantially the same across all
feature types (∼ 0.76%). These results suggest that activity frequency already
carries most of the signal when the labeling of deviance/normal cases is based
on a temporal criterion. This is attributable to the fact that process duration is
directly correlated with the number of activities being performed, so the more
activities are repeated, the longer a process case will take. More precisely, a re-
peated activity indicates a loop in the process, which is typically symptomatic
1 The BPI log extracts, the scientific workflow and the results of the tests can be
downloaded from http://tinyurl.com/kvqtepy.
of process delays. For example, in the case of the Insurance dataset this relates
to the repetition, among others, of activity “Request additional information”,
indicating that there is no sufficient information to progress the handling of the
claim (e.g. further evidence of an accident is needed).
Second, when the deviance criterion is not temporal but based on a data
attribute (this is the case in all BPI datasets), we observe a marginal increase of
accuracy with sequence mining techniques. In particular, we obtain the highest
accuracy with tandem repeats in the BPIdCC (81.2%) and BPIt101 (87.6%),
and with discriminative patters in BPIdM13 (74%) and BPIdM16 (84.7%). These
results tend to be confirmed by the AUC, whose highest values are obtained by a
sequence mining technique, though not necessarily the same, e.g. in the BPIdCC
dataset the highest AUC (0.77) is achieved by activity frequency + maximal
repeat whereas the highest accuracy is achieved by activity frequency + tandem
repeat. An exception is made by the BPIdM13 dataset, where the highest AUC is
achieved by activity frequency alone (0.75). These results suggest that in the case
of a labeling not dependent on process duration, the total number of activities
alone is not enough to explain why certain deviances occur. That said, once
again, the increase of accuracy achieved by the sequence mining techniques is
marginal compared to activity frequency alone, indicating that probably other
feature types such as inter-arrival rate, resources and input/output data, have
to be extracted to be able to better discriminate between normal and deviant
cases. We also remark that none of the techniques indeed achieves an accuracy
of 95% or above, with values ranging from 64.4 to 87.6%.
Third, the three classification methods under analysis all produce stable re-
sults in terms of standard deviation (relatively low). An exception is made by
Neural Networks, which have standard deviation in all BPI datasets. This is
probably due to the type of classification based on a specific data attribute rather
than on a temporal criterion. Further, out of all feature types, discriminative pat-
terns tend to have the most stable results (lowest standard deviation) across all
datasets and feature types, with an exception being the BPIt101 dataset.
In conclusion, in spite of sequence mining patterns generally producing the
most accurate classification, we observe that the results are generally comparable
across all datasets.
4.3 Rules interestingness
Using decision tree learning, we analyzed the capability of the extracted rules
to explain as much as possible the deviant process executions, using the least
amount of rules. Specifically, for each ruleset learned from the decision tree
built on different feature types in every dataset, we measured coverage and total
number of rules, where the coverage is computed as the ratio between the No.
of deviant traces that satisfy a rule over the total number of deviant traces (i.e.
the overall recall). The coverage/rules ratio reflects the strength and simplicity
of a ruleset (the higher the more powerful).
Table 9 shows the results of these measurements. We observe that the rulesets
mined from activity frequency + alphabet maximal repeat and activity frequency
Feature type Classifier Accuracy (%) AUC
Activity Decision Tree 66.09±1.53 0.683±0.008
Frequency k-NN 70.66±3.25 0.761±0.038
Neural Net 69.55±2.78 0.751±0.039
Activity Decision Tree 65.35±2.45 0.639±0.034
Frequency + k-NN 69.67±3.16 0.769±0.031
Tandem Repeat Neural Net 66.22±3.74 0.714±0.049
Activity Decision Tree 68.19±3.69 0.689±0.043
Frequency + k-NN 70.04±2.99 0.766±0.029
Alphabet Tandem Repeat Neural Net 67.69±1.20 0.741±0.020
Activity Decision Tree 64.37±3.38 0.627±0.033
Frequency + k-NN 70.16±1.74 0.764±0.019
Maximal Repeat Neural Net 66.59±3.65 0.735±0.036
Activity Decision Tree 65.72±1.66 0.645±0.027
Frequency + k-NN 69.54±3.23 0.766±0.036
Alphabet Maximal Repeat Neural Net 66.95±2.93 0.736±0.036
Activity Decision Tree 66.70±2.73 0.645±0.038
Frequency + k-NN 70.53±2.66 0.762±0.026
Discriminative Pattern Neural Net 65.60±2.65 0.712±0.045
Table 3: Classification Results for Hospital dataset (temporal – balanced)
Feature type Classifier Accuracy (%) AUC
Activity Decision Tree 83.17±1.77 0.857±0.017
Frequency k-NN 83.87±1.00 0.908±0.011
Neural Net 86.49±1.18 0.937±0.006
Activity Decision Tree 83.33±0.71 0.838±0.007
Frequency + k-NN 83.64±0.82 0.912±0.009
Tandem Repeat Neural Net 83.13±1.84 0.894±0.016
Activity Decision Tree 82.60±1.49 0.832±0.027
Frequency + k-NN 83.80±1.01 0.912±0.010
Alphabet Tandem Repeat Neural Net 83.97±2.62 0.895±0.028
Activity Decision Tree 82.62±0.84 0.825±0.021
Frequency + k-NN 83.91±1.30 0.912±0.010
Maximal Repeat Neural Net 84.46±0.98 0.903±0.011
Activity Decision Tree 82.66±0.92 0.813±0.023
Frequency + k-NN 84.28±0.92 0.912±0.012
Alphabet Maximal Repeat Neural Net 83.11±0.89 0.900±0.010
Activity Decision Tree 83.50±1.16 0.840±0.017
Frequency + k-NN 85.13±0.72 0.918±0.010
Discriminative Pattern Neural Net 83.48±1.21 0.916±0.003
Table 4: Classification Results for Insurance dataset (temporal – unbalanced)
Feature type Classifier Accuracy (%) AUC
Activity Decision Tree 78.81±2.21 0.752±0.026
Frequency k-NN 79.95±1.15 0.751±0.040
Neural Net 78.37±3.22 0.771±0.057
Activity Decision Tree 76.97±4.14 0.736±0.061
Frequency + k-NN 81.17±2.71 0.761±0.039
Tandem Repeat Neural Net 72.78±12.82 0.724±0.030
Activity Decision Tree 78.19±2.54 0.738±0.061
Frequency + k-NN 80.56±1.90 0.760±0.025
Alphabet Tandem Repeat Neural Net 79.16±1.22 0.684±0.035
Activity Decision Tree 76.35±1.93 0.682±0.050
Frequency + k-NN 80.38±2.10 0.773±0.020
Maximal Repeat Neural Net 75.32±6.93 0.659±0.112
Activity Decision Tree 75.66±1.78 0.687±0.038
Frequency + k-NN 80.21±2.00 0.771±0.022
Alphabet Maximal Repeat Neural Net 79.25±1.34 0.675±0.076
Activity Decision Tree 78.98±2.15 0.744±0.033
Frequency + k-NN 80.65±1.12 0.771±0.019
Discriminative Pattern Neural Net 78.98±1.20 0.681±0.061
Table 5: Classification Results for BPIdCC dataset (non-temporal – unbalanced)
Feature type Classifier Accuracy (%) AUC
Activity Decision Tree 71.63±2.01 0.721±0.033
Frequency k-NN 72.59±0.92 0.700±0.011
Neural Net 71.98±2.49 0.751±0.026
Activity Decision Tree 71.19±2.00 0.710±0.042
Frequency + k-NN 72.07±1.36 0.705±0.016
Tandem Repeat Neural Net 72.42±1.15 0.671±0.033
Activity Decision Tree 72.33±1.60 0.691±0.012
Frequency + k-NN 71.72±0.78 0.698±0.007
Alphabet Tandem Repeat Neural Net 69.08±9.15 0.641±0.101
Activity Decision Tree 71.98±2.59 0.722±0.026
Frequency + k-NN 71.28±0.91 0.692±0.013
Maximal Repeat Neural Net 72.24±2.21 0.693±0.050
Activity Decision Tree 72.33±2.97 0.728±0.029
Frequency + k-NN 71.19±1.09 0.692±0.013
Alphabet Maximal Repeat Neural Net 71.29±5.79 0.662±0.099
Activity Decision Tree 73.99±3.33 0.727±0.064
Frequency + k-NN 72.85±2.27 0.728±0.045
Discriminative Pattern Neural Net 71.36±2.24 0.694±0.055
Table 6: Classification Results for BPIdM13 dataset (non-temporal – unbalanced)
Feature type Classifier Accuracy (%) AUC
Activity Decision Tree 82.49±1.06 0.759±0.058
Frequency k-NN 83.27±1.81 0.774±0.031
Neural Net 83.45±2.30 0.832±0.058
Activity Decision Tree 83.19±0.91 0.763±0.028
Frequency + k-NN 83.19±1.17 0.771±0.022
Tandem Repeat Neural Net 82.75±0.74 0.799±0.030
Activity Decision Tree 83.10±1.35 0.749±0.069
Frequency + k-NN 83.10±1.22 0.767±0.025
Alphabet Tandem Repeat Neural Net 72.87±14.48 0.759±0.049
Activity Decision Tree 82.57±0.94 0.766±0.049
Frequency + k-NN 82.84±1.44 0.776±0.026
Maximal Repeat Neural Net 81.53±1.85 0.773±0.047
Activity Decision Tree 82.57±0.94 0.766±0.051
Frequency + k-NN 82.84±1.44 0.776±0.027
Alphabet Maximal Repeat Neural Net 79.78±4.27 0.799±0.054
Activity Decision Tree 84.06±0.79 0.736±0.076
Frequency + k-NN 84.68±0.61 0.803±0.008
Discriminative Pattern Neural Net 82.84±2.24 0.834±0.025
Table 7: Classification Results for BPIdM16 dataset (non-temporal – unbalanced)
Feature type Classifier Accuracy (%) AUC
Activity Decision Tree 84.94±1.76 0.860±0.017
Frequency k-NN 85.99±2.09 0.910±0.026
Neural Net 83.10±4.25 0.893±0.030
Activity Decision Tree 84.94±1.66 0.850±0.009
Frequency + k-NN 87.57±2.37 0.913±0.026
Tandem Repeat Neural Net 75.57±8.64 0.728±0.262
Activity Decision Tree 85.38±1.47 0.861±0.013
Frequency + k-NN 86.69±2.73 0.911±0.027
Alphabet Tandem Repeat Neural Net 69.61±11.63 0.766±0.233
Activity Decision Tree 84.76±1.60 0.859±0.017
Frequency + k-NN 86.43±3.28 0.912±0.026
Maximal Repeat Neural Net 67.34±8.97 0.564±0.273
Activity Decision Tree 84.77±1.61 0.855±0.011
Frequency + k-NN 86.17±3.39 0.913±0.028
Alphabet Maximal Repeat Neural Net 71.19±9.60 0.625±0.297
Activity Decision Tree 84.77±2.75 0.864±0.037
Frequency + k-NN 87.48±2.03 0.920±0.006
Discriminative Pattern Neural Net 62.08±10.56 0.510±0.255
Table 8: Classification Results for BPIt101 dataset (non-temporal – balanced)
Feature Hospital Insurance BPICdCC BPICdM13 BPICdM16 BPICt101 Average
type C (%) #R C (%) #R C (%) #R C (%) #R C (%) #R C (%) #R C/R
Activity 59.52 62 84.57 202 39.95 21 51.6 40 50.88 29 81.69 30 1.51
Freq.
Activity 60.05 54 85.92 179 41.78 23 44.91 41 50.41 25 80.83 29 1.55
Freq. +
Tandem
Repeat
Activity 64.78 64 85.63 145 43.48 25 51.92 35 49.04 28 82.56 31 1.54
Freq. +
Alphabet
Tandem
Repeat
Activity 57.33 63 85.20 161 30.28 21 54.18 36 49.93 25 81.03 30 1.51
Freq. +
Maximal
Repeat
Activity 61.97 63 85.93 174 36.51 21 53.52 33 50.40 26 81.03 29 1.60
Freq. +
Alphabet
Maximal
Repeat
Activity 61.14 65 86.61 164 41.31 26 53.50 38 48.57 20 82.82 31 1.59
Freq. +
Discri-
minative
Pattern
Table 9: Results of rules interestingness evaluation in terms of coverage (C) and
number of rules (#R). The last column represents the average coverage per rule
(Average C/R).
+ discriminative pattern have the highest coverage/rules ratio. That said, neither
the coverage nor the number of total number of rules extracted depend on the
feature type chosen. Rather, they both depend on the dataset characteristics.
For example, we obtain the best coverage/rules ratio for the BPIt101, where the
average length of deviant traces is much smaller than that of normal traces,
compared to the other datasets (cf. Table 2). Conversely, we obtain the lowest
ratio for the Insurance dataset, where the average length of deviant traces is
double the length of normal cases.
4.4 Limitations and threats to validity
The evaluation reported above is based on three business process execution logs.
The conclusions drawn from this study are not necessarily generalizable to other
logs and domains. It should be noted though that the logs in question are ex-
tracted from real-life business processes with relatively high variability (i.e. high
number of distinct traces), considering both balanced and unbalanced logs.
Another threat to validity is the fact that the authors of this study themselves
defined the predicates (criteria) for splitting the BPI challenge log into normal
and deviant cases based on types of diagnostics and treatments. There is a
possibility that domain experts in the field would define the criteria for normality
and deviance differently. To reduce the effect of this threat to validity, we made
multiple splits of the log into normal and deviant using multiple criteria. These
splits correspond to different levels of unbalance between normal and deviant
cases.
5 Conclusion
Existing techniques for business process deviance mining are based on the extrac-
tion of patterns from business process executions using either activity frequency
or (frequent/discriminative) pattern mining approaches. In this study, we have
provided some evidence that, in the context of business processes with high level
of variability, pattern mining approaches may slightly outperform those based on
simple activity occurrence counts, be it in terms of accuracy or in terms of the
coverage of deviant cases per extracted rule. However, in all cases, the accuracy
obtained with such approaches is rather limited (rarely above 80%).
Underlying this observed limitation is the fact that existing techniques for
business process deviance mining view the input as consisting of simple sym-
bolic sequences, i.e. sequences of simple symbols (tokens) representing in our
case activity or event occurrences. In some cases, including all six datasets used
in this study, business process execution logs consist instead of temporal complex
symbolic sequences, i.e. sequences of timestamped events, each event with a pay-
load consisting of attribute-value pairs. Such logs can be extracted for example
from appropriately instrumented information systems, such as patient manage-
ment systems (in the case of healthcare processes) or claims handing systems
(for insurance claims), or from mainstream Enterprise Resource Planning sys-
tems. It is likely that data payloads associated with events can convey significant
information regarding possible deviances and thus cannot be ignored as in the
techniques evaluated in this paper.
A direction for future work is thus to develop and apply techniques for ex-
tracting (discriminative) patterns from complex symbolic sequences – a non-
trivial and open problem as noted in [18]. While tackling the problem of complex
symbolic sequence mining in the general case is very challenging, it may be pos-
sible to reduce the problem of business process deviance mining to well-scoped
subsets of this problem, for example by taking advantage of information con-
tained in available process models, such as which activities read/update which
data attributes, which data attributes are used to make a decision in the process,
etc., in order to prune the pattern search space.
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