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Chapter 1  
Introduction 
In this chapter, the background and objectives of this research are introduced and 
related works on machine learning method are also described. The structure of the 
dissertation is also listed at the end of this chapter. 
1.1 Social Background 
Advanced nations are facing the problem of having an aging populace coupled with 
a low birthrate. In Japan, according to a government announcement about national 
population survey statistics for 2005, the total fertility rate fell by 0.04 to 1.25, a 
record low. With the number of deaths exceeding the number of live births, it was the 
first time for there to be a population decrease since 1899 outside of special periods 
such as wartime. This survey also reveals this country's rapidly aging population and 
declining birthrate which is clearly progressing faster than other advanced nations. The 
labor force was 66.5 million in 2005, and Jiji Press Ltd. [1] has reported that it will 
decrease by 10.7 million by 2030 if the declining birthrate continues in the same way. 
At the same time, the aging society will require a greater labor force in such areas as 
nursing care and medical treatment. The decreasing labor supply is one problem 
among others that are clearly emerging and it constitutes a big social issue that must 
be solved as soon as possible. 
Representing an alternative to human labor, robotics technology has come to appear 
as a promising solution to this problem. Robotics technology has already been 
assisting us in our lives, and has rapidly advanced, especially in the field of industry, 
which has encouraged Japanese economic growth. There are many automatic robots 
working in factories which can handle their given tasks more accurately and faster 
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than a human, allowing the realization of mass production. This kind of robotic 
technology is one of man’s greatest accomplishments. Unfortunately, however, it is 
designed to solve the declining labor problem in aging societies. Robots working in 
the industrial field merely operate according to a given human command - they never 
do otherwise. As long as the work environment is prearranged and well-understood by 
a human, there is no problem. However rather than being prearranged and 
well-understood, society in general is unpredictable. Therefore it is difficult for 
industrial robots to be used as an alternative to human labor in an aging society. It is 
necessary for a robot to be able to automatically adapt to an unknown environment and 
work there. 
In past decades, many kinds of non-industrial robot have been developed. Bipedal 
walking robots, such as ASIMO developed by HONDA motor Co. Inc. [2], are well 
known as the pinnacle of robotics technology. Normally, their reason for being bipedal 
is so that they may function in our human environment. Such robots can easily fit into 
our environment and make use of the items within it. In other words, we do not have 
to prepare a special environment for such robots. However, their activities are 
confined to advertising the company, and they cannot deal with substantial tasks in the 
general environment because they cannot automatically adapt to the environment by 
themselves. The kind of robots which have entered our human environment are only 
entertainment robots, such as AIBO developed by Sony Corporation [3]. They can 
communicate with people, run around and please us. They are positioned in the home 
as a robot pet, and satisfy only those people who want to have the experience of living 
with robots, a kind of “neo-futuristic life”. Therefore, such robots cannot provide an 
alternative labor force in aging societies with a low birthrate. 
As mentioned above, there is currently no robot or robotics technology that can 
substantially function in our lives. The reason is that our general environment is a 
huge event space containing various kinds of dynamic and unpredictable factors, one 
in which we could never use traditional pre-programming. If we try to do so, we will 
fall foul of the Frame Problem [4]. To avoid this problem, machine learning method 
has come to be the focus of attention for many researchers. Machine learning method 
is a bottom-up approach to realizing a human-like learning function in computers. 
Therefore, unlike traditional pre-programming which is a top-down approach, it never 
succumbs to the Frame Problem. It also has the possibility of being able to 
automatically and adaptively generate the controller for actual robots. However, it 
normally requires a huge trial to explore the environment, and always has calculation 
and time cost problems. Furthermore, it becomes hard to apply it to actual robots. 
Applying machine learning to actual robots is a basic issue for solving the problem of 
decreasing labor power caused by an aging society with a low birthrate. Therefore, the 
prompt development of a machine learning method which is applicable to actual 
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robots is desirable and important. 
1.2 Academic Background 
Recently, many kinds of machine control methods for nonlinear systems have been 
proposed. Most machine learning methods for complicated mechanical systems utilize 
bottom-up approaches to search for the optimum controller, such as genetic algorithms 
and neural networks [5], and they work very effectively [6-8]. However such 
approaches require many trials for optimization, and are therefore evaluated with a 
simulator [9-15]. When they are implemented as a real system, the machinery is put 
under severe strain, is continuously stressed, and may suffer a break down particularly 
parts based on precision mechanics. A simulator, on the other hand, never encounters 
such issues. Furthermore, another advantage of using a simulator instead of real 
hardware is that the simulator can be run and optimized faster than using real hardware 
which allows us to perform many tests. Thus, a simulator is considered to be a 
powerful and useful tool for methods which are not directly applicable to real 
hardware. On the other hand, we face the problem of constructing a simulator which 
emulates real hardware in high fidelity. Simulation construction is very difficult 
particularly for systems in which behaviors cannot be clearly known in advance or 
which may be unpredictably changed by some reason, such as the replacement of 
components or the transition of the environment. Therefore a simulator should always 
be built and updated according to the actual system behavior while optimizing the 
controller. 
A lot of machine learning method research has been carried out and reported in the 
field of nonlinear machine control. Doya [6] and Iguchi et al. [7] dealt with a swing-up 
pendulum problem, using a kinematics model to perform and evaluate their proposed 
methods. However, they never applied them to a real system. Therefore, the 
effectiveness of the method is not guaranteed in a real system because their model may 
not reflect reality. Astrom et al. [16] and Yoshida [17] controlled pendulums with 
techniques based on the mechanical energy of the system, and applied them to the 
stabilizing problem of a pendulum on a cart. The simulators they employed were 
strictly built according to physical laws, and calculated the kinematic energy. However 
it cannot always be assumed that such inner physical parameters are a given in any 
system. Xi et al. [18] dealt with the swing-up problem for what is known as the Furuta 
pendulum, and applied their method to a real hardware system. They measured the 
physical properties with high accuracy, such as the length, mass and friction 
coefficients, values which are critical for application to a real system. As such, their 
method works well with real systems. However, when properties change because of 
age deterioration or the replacement of components, they must be measured once 
again. Thus, such methods are very useful and effective but only on a temporary basis. 
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Therefore, in order to make the system always work well in any case, a simulator 
should be directly built and updated according to real hardware behavior and the 
objective controller should be obtained through a suitable method with the updated 
simulator. 
Some studies using machine learning methods for actual physical robots have also 
been reported. Morimoto et al. [19] independently obtained the optimal control for a 
robot’s standing behavior through hierarchical reinforcement learning. Bongard et al. 
[20,21] independently obtained the walking behavior of an asteroidean-shaped robot 
through a genetic algorithm. Kimura et al. [22] succeeded in obtaining slow method 
progression behavior through the probability gradient method. Kimura [23], Hukuoka 
[24] and Ogino et al. [25] utilized the CPG (Central Pattern Generator), a new kind of 
neural-network, to obtain walking behaviors of mobile legged robots. However, all of 
them require human knowledge, such as about the physical constitution of the robots 
and assumption of cyclic locomotion. Therefore, they are not generalized, and it is 
difficult to apply them to other structured robots. 
As such, the application of machine learning method to actual robotics features 
some challenges. Issues that particularly need solving concern simulation construction 
methods, decreasing learning costs and generalized methods independent from 
hardware. Solutions to these issues may make it possible to create robots that can work 
in our human society. 
1.3 Objective 
The objective of this research is the development of a machine learning method 
which is applicable to an actual hardware system and independent from hardware 
construction. The objective is comprised of the following two goals. 
 
(1) A method of constructing a simulation of actual hardware 
(2) A general learning framework that can cope with a varying environment 
 
The simulation is an absolutely essential component for the bottom-up approach 
because this method necessitates a huge number of trials. A simulation will negate the 
issue of physical stress and reduce time cost. In order to apply the resulting learning 
method to an actual machine, a simulator must be accurately constructed or the result 
will obviously be invalid. 
Many studies about machine learning for actual robots are specific to the robot 
utilized for the research and cannot be applied to other physical systems. In contrast, a 
general method that deals with a varying environment can effectively be applied to 
any robot. 
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1.4 Organization of Dissertation 
This dissertation is organized as follows. 
Chapter 2 describes a proposal for a hybrid machine learning strategy which utilizes 
a simulator constructed by a multi-layered perceptron (MLP) of neural networks.  
The adaptation of machine learning method requires a huge number of trials and as 
such necessitates utilization of a simulator. This is because a simulator puts no stress 
on real hardware and can process data quickly. The simulator is constructed by MLP 
and learns the physical action relationships between the input and output of the real 
hardware. This makes possible the construction of the simulator which would 
normally be difficult through the traditional expressions of equations of motion. In 
experiments, the simulator can emulate the non-linear behavior of mixed static and 
dynamical frictions, though that could never be done by simple equation-motion 
simulators. Moreover, it can be confirmed that a learning process corresponding to 100 
hours through a reinforcement learning method was completed in just four minutes 
using the MLP simulator. The optimal controller for the real hardware was then 
obtained. 
In chapter 3, an online type hybrid machine learning strategy is proposed utilizing 
the MLP simulator described in the previous chapter. In this strategy, the system can 
adaptively follow a changing environment, with interaction between simulator and 
actual machine in real time. 
The online type hybrid machine learning strategy is realized with four components: 
actual hardware, simulator, buffer, and controller. It is inspired from a human’s motion 
learning process interacting with a self-body learning process. First, actual sampled 
data from an actual machine is stored in the buffer. Then the buffer provides the 
simulator and simulator construction processes with the stored data through a 
back-propagation method with MLP. The optimal controller is obtained by the 
simulator. Finally, the controller activates the actual hardware, and, the hardware data 
is sampled and stored again. This cyclical process makes the flow of physical 
hardware information, and then, constructs the hardware simulator and generates the 
optimal controller. Therefore, as long as the process is executed, the latest hardware 
information is carried and the optimal controller for the hardware is obtained. 
Moreover, the four process flows mentioned above can be executed independently and 
simultaneously, realizing the online system through a hybrid machine learning method. 
This framework for the optimization process is generalized and applicable to many 
physical control problems. In the experiments, an online type hybrid machine learning 
method was able to autonomously obtain the new optimal controller, when an 
environment change was invoked by pendulum component exchange.  
Chapter 4 describes a method to accelerate the learning process of online type 
hybrid machine learning. 
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When the actual hardware system to control is changed and its behavior varies, 
simulator estimation and controller learning operations should be executed again. 
However, it can be thought that the initially optimized simulator holds some 
information about the initial physical system, as long as the hardware is not drastically 
changed. Therefore, there is a possibility that the re-estimation of simulator and 
re-optimization of controller operations perform faster by utilizing the initial 
optimization results. Consequently, after the simulator is obtained with the hybrid 
machine learning method, the simulator is converted by applying affine transformation 
to the initial simulator behavior in the phase space. Calculation of the inverse matrix 
of the affine transform can execute simulator estimation by MLP back-propagation in 
the same framework of the normal hybrid learning method. Moreover, the transformed 
simulator can compensate for not-yet-observed date in the buffer component, and 
provides data from all around the parameter space to re-estimate the simulator again. 
In the experiments, after initialization by the hybrid machine learning method, the 
pendulum was exchanged to one of different mass and length, and re-learning with the 
online hybrid learning method was operated. It was confirmed that acceleration of the 
re-learning process was realized through compensation in the cases where affine 
transformation is and is not applied. 
Finally, in Chapter 5, the conclusion of the study and perspective are described. 
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Chapter 2  
Hybrid Strategy 
In this chapter, it describes about the proposal hybrid machine learning strategy, 
utilizing simulator constructed with the multi-layered perceptron (MLP) of neural 
networks from the actual machine hardware. 
2.1 Swing-up Pendulum 
In this paper, as an example to evaluate the proposed method, the pendulum 
swing-up problem is picked up. This is a typical nonlinear control problem and 
generally utilized for proposal method evaluation. Many researches on pendulum 
control have been reported in the field of the machine learning to evaluate. 
2.1.1 Swing-up pendulum problem 
To swing up pendulum with a limited torque τ, is a typical nonlinear control 
problem. Figure 2.1 shows the swing-up pendulum model actually used in this paper. 
The pendulum is controlled only by torque generated at the rotational axis, and the 
controller can observe the angle θ and rotational speed ω values of the pendulum. 
Because of its limited torque, the pendulum cannot be swung up from the most inferior 
position (initial position) with one push, and therefore, the controller has to swing the 
pendulum several times to gain enough mechanical energy to get up to the top 
position.  
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Figure 2.1. Swing-up pendulum. 
 
 
2.1.2 Hardware Construction 
Figure 2.2 shows the overview of the swing-up pendulum and Figure 2.3 illustrates 
the setup of the real pendulum system used in this paper. The pendulum is directly 
attached to the axis of the DC-motor and its behavior is controlled only by the 
generated torque at the DC-motor. The Motor-Driver, which can supply the current to 
the DC-motor by the Pulse Width Modulation (PWM) control, generates the torque   
according to the analog signal command from the D/A board inserted into the PC. The 
torque τ at the rotational axis is generated as be proportional to an analog signal 
voltage by the Motor-Driver. Therefore, the maximal torque τ can be configured with 
the output limit voltage V of the D/A board which is not enough to swing-up the 
pendulum to the inverted state by just one force application. 
  At the back of the DC-motor, the pulse encoder is assembled. This is a device 
which generates some number of pulses corresponding to the moved angle value, and 
then the pulses are sent to the counter-board inserted into the PC. By taking count of 
the pulses, the system can obtain the position angle θ and calculate the rotational speed 
ω of the pendulum. 
In this setup environment, the state of the real pendulum is measured and the 
behavior is controlled. The pendulum swing-up behavior is optimized for this 
hardware. 
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Figure 2.2. Real hardware of swing-up pendulum. 
 
 
 
 
 
Motor Driver
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Figure 2.3. Setup of actual pendulum system. 
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2.2 Simulator 
2.2.1 Simulator and Physical Model 
The precision of a simulator is very important, since it affects the accuracy of the 
real hardware swing-up behavior which is obtained by the built simulator. Though it 
performs successfully in the simulation, the real hardware does not always perform 
successfully. In this section, it is described how to build a simulator using the neural 
network, and how the simulator performs. In my past work [26], a simulator of the 
pendulum was built from the real hardware using a genetic algorithm (GA). In this 
approach, the physical model of the pendulum according to the Euler-Lagrange 
differential equation is formulated, and the coefficients of the equation are optimized 
by GA. As a result, the simulator performed very efficiently when the pendulum was 
acting in fast speed. However, as the speed of the pendulum motion became slower, 
the precision of the simulator was gradually getting worse. The reason was that the 
real pendulum behavior could not exactly match to the physical model which we 
supposed. In this paper, to solve this issue, an application of the differential equation 
based on the physical model is discarded. Alternatively, the neural-network (NN), 
which is superior to approximate even nonlinear functions is employed, and the NN 
directly estimates and outputs the next state from the current state. 
2.2.2 Simulator Construction with Neural Networks 
The neural network is known as an information processing paradigm that is inspired 
by the biological nervous systems such as the animal’s brain. Especially the 
Multi-Layered Perceptron (MLP) trained with back-propagation algorithm is effective 
for the approximation of a nonlinear function. 
In our case, the MLP consists of three layers, i.e. input, hidden and output layer. The 
MLP is input three parameters, angle θ and speed ω that express the state of the 
pendulum, and command voltage V  for the Motor-Driver from the D/A board, 
instead of torque τ. Then it outputs the difference values of the pendulum state 
parameters, ∆θ and ∆ω during time ∆t. It means that, the MLP translate from a data set 
(θ, ω, V ) at time t, to the data set of ( ∆θ , ∆ω ) in ∆t later. 
Each neuron in the output layer is a nonlinear unit expressed with the arctangent 
sigmoid function whose output is limited in [-1, 1]. Therefore, the output value ∆θ and   
should be normalized also to [-1, 1]. The angle parameter θ is already limited in [ -π, 
+π ], then its normalization means dividing by π. However the speed parameter ω is 
not limited. Therefore the maximum value ωmax is supposed and the speed ω is 
normalized from [ -ωmax, +ωmax ] to [-1, 1]. 
A simulator has the MLP network inside. In the running process of the simulator, it 
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follows the MLP. The simulator inputs the state (θ, ω, V ) at time t, and obtains the 
normalized difference values in [-1, 1]× [-1, 1] as an output signal from the MLP. The 
de-normalized values ( ∆θ , ∆ω ) is added to (θ, ω ), then the state at time t + ∆t is 
simply represented as the state s ( θ +∆θ , ω +∆ω ). Figure 2.4 illustrates the overview 
of running process of the simulator with the MLP.  
In this way, the simulator simulates the total system including the electric circuit to 
manage the hardware. Therefore we do not have to take care of the mechanism of the 
real hardware, and just have to concentrate its control only with the interface of the 
simulator. 
 
 
tω
tθ
tV
πθ /∆
max/ωω∆
π×
maxω×
1+tω
1+tθ
 
Figure 2.4. Process of pendulum simulator by multi-layered perceptron. 
 
 
2.3 Optimal Controller Acquisition 
2.3.1 Reinforcement Learning 
To obtain the optimal controller, the reinforcement learning [27] is used in the 
proposed method. The reinforcement learning is a framework of a learning strategy to 
optimize a controller for an environment by actual interaction with the environment. 
The learning module is called the agent, and everything else that interacts with the 
agent is called the environment, in the reinforcement learning. Between these two 
modules, three kinds of signal come and go: state s∈S, action a∈A(s), and reward 
r∈R. s is a state of the environment and the agent can observe it, and S is the set of 
possible states. a is an action the agent takes and A(s) is the set of possible actions 
under state s. r is a reward the environment passes to the agent, and R is the set of 
possible reward. 
State s transits by an action the agent takes. The agent decides the action a by the 
state s and executes it, and then, state s transits to another state again. At this time, the 
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environment gives the reward r to the agent according to the action a and changed 
state s. Thus, the agent and the environment interacts, and state transits and action is 
decided every second. The agent learns the actions to get more reward through this 
interaction process with trial-and-error, and then gets the optimal controller. 
State transition and reward feeding are performed determinably or stochastically 
depending on a problem to solve. The action of the agent is also decided determinably 
or stochastically. However, stochastic decision is almost took, because it is able to try 
various actions. A rule to decide the action a from the state s is called the policy and it 
is denoted π. The policy which makes reward maximum is the optimal controller to 
solve the problem. In other words, to obtain the optimal controller by the 
reinforcement learning is to decide the optimal mapping from state s to action a under 
the environment. Then a policy can be regarded as probability to take an action a at 
the state s. When the environment state transition is a Markov Decision Process 
(MDF), it has been proved that the policy converges into the optimal one by various 
reinforcement learning methods. 
2.3.2 Returns of Reinforcement Learning 
The optimal policy is not always sufficient just to decide the action to get the 
maximum reward at the state s. Because there is possibility that another action let 
environment transit to another state, where the agent can get more reward in future. 
For example, in the chess game, to capture a piece instantly does not always lead to 
win a match. Moreover, to let the opponent capture own pieces is sometimes necessary 
for win. So that means, the optimal policy have to decide the action with consideration 
of not only a current reward but also rewards in the future. 
To evaluate the policy, the indicator return are used in the reinforcement learning. 
When the sequence of received rewards are rt+1, rt+2, …, the simplest return is just 
summation of them as below: 
 
Ttttt rrrrR ++++= +++ 321   (2.1) 
 
where Rt is the return at time t, rt+i is the reward received after i steps from t, and T 
is a final time step. According to this formula, it is obvious that every reward has equal 
rate. This return can be used for tasks which have a terminal, such as board games like 
chess and path planning problem of mazes, and such tasks with terminal are called 
episode in the reinforcement learning. The policy is optimized to maximize return 
values for episodic tasks. 
However, every sequence of interaction between the agent and the environment is 
not always an episode. In other words, some of them continue almost permanently 
without finish. A task to keep up an inversed pendulum on a car is took as an example 
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of non-episode one. In this case, T means infinity, then the value Rt never converges. 
Therefore, the rewards are normally discounted for non-episodic sequences. 
Especially, the rewards received in more futures are given higher discount ratio, and 
infinite problem is avoided. In a general way, the return with discounted rewards is 
formulated as below: 
 
 ∑
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where γ  is a discount rate parameter ( 10 ≤≤ γ ). The future rewards are reduced 
by this discount rate, and the return is a summation of them. If 1<γ , the value of 
formula (2.2) converges as long as the sequence }{ kr  is bounded. If 0=γ , only the 
immediate reward rt+1 is the element of the reward, therefore, it does not take future 
rewards into account at all. If 1=γ , it equals formula (2.1) unless the problem to 
solve is a non-episodic task. The discount rate should be close to 1 when the action to 
decide affects future reward much. However, learning result also depends on situation 
at each time and granularity of time steps, then it is a difficult problem to decide the 
proper discount rate value. 
2.3.3 Value Functions of Reinforcement Learning 
It is important to estimate goodness of being in a state s in the reinforcement 
learning. The quantitative representative of this goodness is called value function. 
Value function is normally defined as expectation of returns at state s according to 
policy π. The value function is written as below: 
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where }{⋅πE  is expected value when agent takes actions by policy π. In the 
learning phase, the value function Vπ(s) for each state s is estimated by actual 
interaction between the agent and the environment according to the policy π. After that 
the policy is improved that the agent tends to take actions to transit the state s in which 
value functions are estimated bigger. Then, value functions are estimated again for 
new policy. By iterations of these updates both of value functions and policy, they 
converges into V(s)* and π* as long as state transit process is MDP. At this time, π* 
indicates the optimal policy. 
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2.3.4 Actor-Critic Method 
Actor-critic method is one of architectures of the reinforcement learning. Modules 
to decide actions and evaluate states are separated in the actor-critic method. The 
former module is called actor, and the other one is critic. In other words, the actor 
treats policy and the critic keeps value functions. Value functions are estimated in 
normal way. While the policy is updated by temporal difference error (TD-error). 
TD-error means difference between expected returns and actual returns, and defined as 
follows: 
 
{ } )()( 11 tttt sVsVr −+= ++ γδ    (2.4) 
 
where rt is reward at time t, V(st) is value function of state s at time t and γ is 
discount rate mentioned at section 2.3.2. Value in braces on the right side means 
current returns. Because future rewards are not decided, value functions of next state is 
used instead. And the second term is the expected returns. If TD-error is positive, it 
means reward by action at at state st is better than estimation, the action at is enhanced 
to tend to be taken when the state is st. These process performs in the actor module. 
The architecture of the actor-critic method is shown in Figure 2.5. 
 
 
Environment
Policy
Value Functions
state s action areword r
TD error
critic
actor
Agent
 
Figure 2.5. Architecture of actor-critic method. 
 
 
Actor-critic method is very effective for problems that take continuous actions 
values. By dependence from value functions of critic, policy can be easily presents as 
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continuous probability functions. Therefore, agent does not have to try every action to 
explore in action space. This actor-critic method is used for pendulum problem 
because the action is continuous value. 
2.3.5 Application to Swing-up Pendulum 
The actor module possesses the Gaussian functions for each state ),( ωθs . This 
Gaussian function expresses a probability density function for mapping the state 
),( ωθs  onto the action )(Va , which is denoted )|( saP . This function has two 
parameters to be defined, average V  and standard deviation σ . The update of the 
parameters is performed only when the actor module receives the reinforcement signal 
from the critic module. In this time, update follows as the bellow rule: 
 
)( VVVV −+← α     (2.5) 



⋅
≤−⋅
← − otherwise
VV
σβ
σσβ
σ 1
||    (2.6) 
 
where α  and β  are learning rate and update rate of standard deviation. This 
update rule means that the actor tends to output the act )(Va  which can get more 
reward hereafter. 
  The critic module possesses the evaluation value )(sE  for each state ),( ωθs  
by given rewards. The update is performed by the following the TD-error method. Its 
update rule is described as follows: 
 
)]()([)()( 11 ttttt sEsErsEsE −++← ++ γα  (2.7) 
 
where α  and γ  are learning ratio and discount ratio, respectively. ts  and tr  
indicate the state and the given reward at time t . When the evaluation value )(sE  is 
increasing on the update process, the reinforcement signal is sent to the actor module. 
In this update rule, the evaluation value )(sE  for each state s  approaches the true 
evaluation value )(sE π . In this way, the controller of the pendulum explores the 
optimum action for each state s  to perform a swing-up behavior. 
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2.4 Experiment 
2.4.1 Simulator Construction 
The target data to train a simulator was acquired from the real pendulum. At first, 
the maximal torque command voltage maxV  was set to 1.0 volts, with which the 
pendulum could be lifted up to the angle around 36 degrees. The torque command 
voltage V  which was sent to the Motor-Driver was changed from -1.0 to +1.0 volts 
in 0.2 volt interval, and gave the acceleration by the external force with a human’s 
hand for each voltage. The sequential sample data of state ),,( Vωθ  with sampling 
interval 01.0=∆t  [sec] was acquired. However, the acquired data were not sampled 
exactly in the same interval t∆ , because the acquisition operation was not performed 
in the correct time with the multi-task operation system of the PC. Therefore we 
re-sampled the acquired data in the correct interval by the spline interpolation method 
of 3rd-ordered polynomials and obtained new sequential data which was sampled 
exactly in interval t∆ . They were used as the target data to train the simulator. In 
addition, the speed value was obtained from the differential value of the corresponding 
spline curve. 
The learning of the NN was performed by the back-propagation method. The 
numbers of neurons in the input, hidden and output layer were 3, 10 and 2, and a target 
sample data set: ),,( Vωθ  and ),( ωθ ∆∆ , were randomly selected from the 
re-sampled sequential data. A parameter maxω  used for normalization of speed was 
set to 15 [rad/sec] which was given at the bottom position by the freely dropped 
pendulum from the top position. Learning ratio was set to 0.02, and nonlinearity ratio 
of nonlinear neurons in the MLP was set to 1.0. The number of iterations of the 
learning was 5 million. 
Figure 2.6 shows the mean squared error (MSE) of MLP every one thousands 
learning. The MSE value decreased until around 6100.1 −× . This means that the 
accuracy of learning was about 0.1% in normalized space. Figure 2.7 shows the 
trajectories in the phase space with a variable torque voltage. The overview shape of 
the trajectories and the convergent angles are similar to the real pendulum in any cases, 
while the density of the trajectory in the case of lower torque is less in fidelity. The 
reason is that the NN is only evaluated with the differential values ),( ωθ ∆∆ . 
Therefore, the error is gradually accumulated and the trajectories went away from the 
true trajectory of the real pendulum. However, the trajectories represent the 
movements of the pendulum well in any voltage. 
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Figure 2.6. Transition of mean squared error of simulator MLP. 
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Figure 2.7. Trajectories in phase space by real system and MLP simulator. 
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2.4.2 Learning Swing-up Behavior 
The swing-up behavior learning was performed with the obtained simulator in the 
previous section. The state parameter space ],[],[ maxmax ωωππ −×− is divided in 
2020×  at even intervals and treated as a discrete space. When the torque command 
voltage V  the actor outputs is more than maxV , it is set that maxVV =  as saturation. 
If the state of the pendulum goes out of the parameter space, i.e. max|| ωω > , both the 
angle and speed were reset to zero. Such operation can be performed only in the 
simulation environment, though it is impossible with the real hardware. The 
reinforcement learning performed according to the actor-critic update rule with 
interval 0.1 seconds for 100 hours in the simulator world. The parameters α , β  and 
γ , used for the update, are set to 0.1, 0.9, and 0.9, respectively. The rewards are given 
only when the pendulum is in the state )2.0||,0.3|(| <> ωθs . 
The learning process finished in 4 minutes at most. Figure 2.8 shows the resultant 
evaluation value in the critic module for each divided parameter space, where the light 
color means higher value and dark one means lower value. As I expected, the highest 
value was located around the inverted standing state )0,|(| ≈≈ ωπθs , and the values 
were high in the state where the mechanical energy was same as the inverted standing 
state. Meanwhile, as the state gets farther from the standing state, the values are 
gradually lower. This means that the controlled pendulum stocks the enough 
mechanical energy in advance, and then approaches the goal state. Figure 2.9 shows 
the conclusive sequential images of the swing-up behavior with the simulator from the 
left-top to the right-bottom. They prove that the learning was performed correctly. 
 
 
 
Figure 2.8. Result of evaluation value in parameter space. 
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2.4.3  Application to real hardware 
Finally, the learning result in the previous section to the real hardware to control the 
swing-up behavior is applied. Figure 2.10 shows that the sequential images of the 
swing up behavior by the real hardware. It can be seen that the real pendulum acts 
almost in the same way as the simulated result. Figure 2.11 shows the time-shift data 
of the angle θ , speed ω  and torque voltage V  of the swing-up behavior with the 
real hardware and simulator. The solid lines indicate the results of the real pendulum 
system, and the dashed lines indicates the simulator’s ones. It can be confirmed that 
the pendulum was swung a few times, and after that it kept the inverted standing state. 
Comparing with the simulator, the real system performs as to trace it. This means that 
the simulator is built with a satisfactory precision and it has an enough capability to 
realize the real pendulum. 
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Figure 2.9. Result of swing-up behavior learning with simulator. 
 
 
  22 
 
Figure 2.10. Result of swing-up behavior with real system. 
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Figure 2.11. Result of parameters time-shifts. 
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2.5 Summary 
A novel method of swing up behavior learning associating with a real hardware and 
its simulator is applied. The simulator was constructed by the neural network trained 
with the actually acquired data from the real hardware without information of the 
physical law. The simulator accuracy was estimated with MSE value and it was 
effectively getting small. Therefore the simulator could cross the gap with the real 
hardware. Afterward, the swing-up control for the real hardware is learned only 
through the built simulator by the reinforcement learning method. By using the 
simulator, the learning could be finished much faster than using the real pendulum 
without stress. Moreover, it was confirmed that, by implementation of the optimum 
controller obtained from simulator for the real pendulum, the real pendulum swung a 
few times and finally reached to the inverted standing state. In this manner, the hybrid 
strategy realizes control learning for actual hardware through two different types of 
platform; simulator and hardware. 
In this chapter, it is regarded that the physical parameters of the real pendulum, such 
as a friction coefficient, a mass of pendulum and the gravitational constant, are never 
changed in the environment. Therefore, if they change by the aged deterioration or 
some physical accidents, the results of learning should be discarded and the system 
learns again from the first. However, if the simulator always observes the real 
pendulum movements and learns the relationship between acts and its results even 
during the system is executing the objective tasks, the system can search the optimal 
controller for objective behaviors with the simulator again. This cycle can make the 
system flexible against the changing and unpredictable environment. In the next 
chapter, it is described. 
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Chapter 3  
Online Hybrid Strategy 
3.1 Self-Body and Motion Learning 
When we obtain a new complex behavior, it is obvious that we basically utilize our 
self-body knowledge which has been already obtained through repeated experiments. 
In other words, after we know how to move our physical body parts such as head, 
arms, hands, legs and suchlike ( hereinafter called “self-body learning” ), we learns 
suitable behaviors for environments by interaction with the real environment 
( hereinafter called “motion learning” ). Self-body learning automatically performs as 
long as we move our body. Therefore, we always learn and gain the latest information 
about our body though our physical properties are changing. And motion leaning 
effectively performs with initial movement scheduling and image trainings [28], by 
previously estimating the movement utilizing self-body learning knowledge. And then, 
interaction with the environments makes feedback learning possible, moreover, it also 
updates self-body learning. In this manner, it can be thought that we obtain the optimal 
behavior by interaction between self-body and motion learning. Online hybrid strategy 
described in this chapter is expanded hybrid strategy by addition of the framework 
model of such real time interaction to machine learning. In the next section, the detail 
of the framework is described. 
3.2 Online Framework 
Figure 3.1 illustrates a structure and process of our method. At first, data of the 
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actual hardware behavior is sampled and stored to a buffer. In this case, data means a 
set of command and state of the actual hardware, and a resultant state corresponding to 
the command, which represents the relationship between input and output of the 
hardware. And then the buffer supplies teacher data to build a simulator in the 
appropriate manner. If sampling data is supplied to a simulator not via a buffer, it 
could be difficult to represent the whole hardware behavior by the built simulator  
when data is biased. Therefore, a buffer between a simulator and hardware is put in 
order to supply appropriate data. Afterward a controller is trained the optimal control 
of the objective task using the built simulator. At this time, because of a computational 
simulator, the hardware does not have to be actually operated and training process 
performs faster than using the real hardware. Finally, the optimized controller operates 
the real hardware to perform the objective behavior. In this way, the whole process 
starts from the hardware acting, and the information is returned to the hardware as the 
objective behavior. Therefore by continue of this cycle, the controller is constantly 
updated to be optimized for the latest hardware. And even if the hardware constitution 
is changed, the controller can obtain the optimal control again. Basically it can be said 
that this structure can provide a self-learning ability to the system. And this structure 
can be a generalized for any optimization control problem with real machine. Based on 
this structure, implementation to the swing-up pendulum problem to get the optimal 
task control is realized. The implementation of each process for this problem 
particularly explained in the next section. 
 
 
(i) Data Sampling
(ii) Simulator Updating(iii) Controller Optimization
(iv) Command
Hardware
Simulator
Controller Buffer
 
Figure 3.1. Overview of structure composed of 4 components and 4 flows. 
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3.3 Application 
As shown in Figure 3.1, there are four processes and four components in our 
strategy and their efficient implementation provides a self-learning ability to the 
system. In this section, the implementation details in the case of the swing-up 
pendulum problem are described. 
The data sampled from the actual hardware is stored in a buffer once. In this case, 
the data to store is a pair data of the pendulum state and command ),,( Vωθ  at time t 
and its response state displacement ),( ωθ ∆∆  during time t∆ . And it is supplied to a 
simulator for update. Therefore, a buffer has to keep and supply the suitable data to 
represent the latest hardware. 
In order to supply the suitable data, the limited parameter space V××ωθ  is 
divided into a number of VNNN ×× ωθ and sub-spaces 
],[ 1+ii θθ × ],[ 1+jj ωω × ],[ 1+kk VV  ,1,...,1( −= θNi ,1,...,1 −= ωNj )1,...,1 −= VNk  
are made. Each sub-space keeps data corresponding to ),,( Vωθ  and its capacity 
count is limited to a number Cijk. When its capacity is full and new data is input, the 
oldest data is discarded. In this manner, sub-spaces keep the latest information of 
hardware behavior. Additionally, division of parameter space eliminates a biased data 
problem. As long as a buffer keeps data independently with each sub-space, it is 
possible to supply the uniform data in the whole parameter space. In this manner, the 
sampled data is supplied for a simulator via a buffer to update a simulator. 
Simulator construction is according to the normal hybrid strategy described in the 
previous chapter. The Multi-Layered Perceptron (MLP) of the neural network which is 
effective for the approximation of a nonlinear function is emploeyed and it directly 
represents the pendulum behavior. The MLP consists of three layers, i.e. input, hidden 
and output layer. The MLP is input three parameters, the pendulum state and command 
),,( Vωθ . Then it outputs the difference values of the pendulum state parameters, θ∆  
and ω∆  during time t∆ . It means that, the MLP translate from a data set ),,( Vωθ  
at time t , to the data set of ),( ωθ ∆∆  in t∆  later.  
Controller optimization also performs in the same way as the normal hybrid strategy. 
Here, the reinforcement learning is employed to obtain the ability to swing up 
behavior of the pendulum, again. In the reinforcement learning, the action is evaluated 
by the given rewards, and the system learns empirically the optimum action by trials 
and errors. Therefore, the reinforcement learning is very robust and effective in 
uncertain environment, comparing with the conventional supervised learning method, 
such as the NN and the GA methods. In this paper, the actor-critic architecture method 
[29] is employed for the reinforcement learning, which is useful to output the 
continuous action. This architecture is composed of two modules: actor and critic. In 
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our case, the action and state of the reinforcement learning correspond to the command 
voltage V  and the pendulum state ),( ωθs , respectively. The rewards are given only 
at the inverted standing state )0,|(| ≈≈ ωπθs . 
3.4 Experiment 
By implementation explained at the previous section, two experiments are 
performed. The first is to obtain the initial optimal controller. Originally, a buffer, 
simulator and controller in Figure 3.1 do not have any information about the actual 
pendulum. Therefore the processes, buffering, simulator building and controller 
optimization, are executed step by step in order until they are sufficiently updated. At 
this time the hardware constitution is fixed with the long pendulum, and the initial 
optimal controller is finally obtained. Secondly, the pendulum is replaced by shorter 
one as a hardware constitution change, and all processes are executed simultaneously 
and independently, to obtain the optimal controller for the new constitution. 
3.4.1 Initial Optimization 
The hardware was attached a longer pendulum shown in Figure 3.2 and the max 
command voltage maxV  was configured as 0.5 volts. With this configuration, the 
pendulum could be lifted up to the angle around 13 degrees with maxV . And a max 
speed parameter maxω  was set to 15.0 [rad/sec] which was given at the bottom 
position by the freely dropped pendulum from the top position without torque. 
For the configuration of a buffer, the parameter space was defined as ],[ maxmax VV−  
×  ],[ ππ−  ×  ],[ maxmax ωω−  and it was divided into 11× 20× 20 sub-spaces, and a 
capacity Cijk was set to 10 for every sub-spaces. The target data to store a teacher was 
acquired from the real pendulum. The torque command voltage V  which was sent to 
the Motor-Driver was chanted from -0.5 to 0.5 volts in 0.1 volt interval, and the 
acceleration was gave by the external force with a human’s hand for each voltage. 
Then the sequential sample data ),,( Vωθ  was acquired with sampling interval 
01.0=∆t  [sec]. The acquired data was re-sampled in the correct interval by the spline 
interpolation method of 3rd-ordered polynomials and obtained new sequential data 
which was sampled exactly in interval t∆ . In addition, the speed value was obtained 
from the differential value of the corresponding spline curve. Finally, they were stored 
into a buffer. 
An initial simulator was built with data supplied from the stored buffer. The 
learning of the MLP inside a simulator was performed by the backpropagation method. 
The numbers of neurons in the input, hidden and output layer were 3, 10 and 2. A 
target sample data set ),,( Vωθ  and ),( ωθ ∆∆  to build a simulator were randomly 
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selected from a sub-space which was also randomly selected from every sub-space of 
the buffer to cover the whole parameter space. Learning rate was set to 0.02, and 
nonlinearity rate of nonlinear neurons in the MLP was set to 1.0. In this configuration, 
learning of the MLP was iterated 5 millions times.  
An initial optimization of a controller for the swing-up behavior was performed 
with the initially obtained simulator. The state parameter space 
],[],[ maxmax ωωππ +−×+−  was divided in 2020×  at even intervals and treated as a 
discrete space. When the torque command voltage V  the actor outputs was more 
than maxV , it was set that maxVV =  as saturation. If the state of the pendulum went 
out of the parameter space, i.e. max|| ωω > , both the angle and speed was reset to zero. 
The reinforcement learning performed according to the actor-critic update rule with 
interval 0.1 seconds for 1,500 hours in the simulator world. The parameters α , β  
and γ , used for the update, were set to 0.1, 0.9, and 0.9, respectively. The rewards 
were given only when the pendulum was in the state )2.0||,0.3|(| <> ωθs . 
In this manner, each process was executed step by step to obtain the initial buffer, 
simulator and optimal controller for the long pendulum. 
 
 
 
Figure 3.2. Two types of pendulum. 
 
 
Table 3.1 Specification of pendulums. 
Pendulum 
type Length (m) Mass (kg) 
Inertia moment 
(kg·m2) 
Long 0.400 0.131 5.8 × 10−3 
Short 0.300 0.101 2.4 × 10−3 
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3.4.2 Optimization for New Constitution 
After the initial optimization, the pendulum was replaced by shorter one shown in 
Figure 3.2. To obtain the new optimal controller for such constitution, every process, 
including hardware control, was started simultaneously with the buffer, simulator and 
controller finally obtained in the initial optimization experiment. However, if it is just 
executed, it is difficult to get a good result. Because as long as the hardware is always 
controlled according to the initialized controller, the hardware tends to make same 
behavior. Therefore the buffer is updated about only a part of the behavior the 
hardware can perform, and it cannot store the whole information of the latest hardware. 
Consequently, the subsequent simulator and controller cannot be efficiently updated. 
This means the lack of exploration for the hardware. Hence a control for not only the 
objective behavior, but also exploration of behavior was executed. Specifically, three 
phases in the control process were put. In the first phase, the command to the hardware 
was according to the optimal controller output. In the second and third phases, the 
constant command voltage less than maxV  was randomly selected and sent to the 
hardware to explore. These phases were switched every 10 seconds in order repeatedly, 
and the system continued a cycle of a task execution and self exploration. The 
parameter configuration of all processes was same as the previous experiment. And in 
this case, the pendulum can be statically lifted up to the angle around 29 degrees with 
maxV . 
3.5 Experimental Result 
3.5.1 Initial Optimization Result 
The hardware data was stored in the buffer to be filled up to 93% of the max total 
capacity. Residual lack part meant the parameter set ),,( Vωθ  which transfer to the 
state over the max speed maxω  afterward. Therefore, it is not involved with swing-up 
behavior and the influence of the lack is small enough to obtain the objective 
controller. 
Simulator building was finished in about 1 hour. The mean squared error (MSE) 
value of NN decreased until around 6100.1 −× . This means that the accuracy of 
learning was about 0.1% in normalized space. Figure 3.3 shows the trajectories in the 
phase space of the actual hardware and built simulator with no and the maximum 
command voltage. The overview shape of the trajectories and the convergent angles 
are similar to the real pendulum in both cases, however there is a density difference 
around the convergence point. The reason is that, speed around the convergence point 
is very slow and the more count of simulation steps are executed than faster area, 
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therefore many simulation errors appear like a noise. However, the trajectories 
represent the movements of the pendulum well in both cases of voltage. 
   
 
 
The initial controller optimization process was finished in 30 minutes. Meanwhile, 
the simulator made performance for around 1,500 hours in the simulation world. 
Figure 3.4 shows the resultant evaluation value in the critic module for each divided 
parameter space, where the lightest color means the highest value, and as it gets darker, 
it means lower value. The highest value was located around the inverted standing state 
)0,|(| ≈≈ ωπθs . And the values gradually become higher as a state gets close to the 
state where the mechanical energy was same as the inverted standing state. 
  
 
    Hardware                      Simulator 
 
 (a) V = 0.0 [volt] 
 
 
(b) V = 0.5 [volt] 
 
Figure 3.3. Long pendulum trajectories in phase space 
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Figure 3.4. Evaluation value in critic of the optimization for long pendulum. 
 
 
 
Figure 3.5 and 3.6 show that the sequential images of the swing up behavior both of 
the simulator and the real hardware by the obtained optimized controller. It can be 
seen that the real pendulum acts almost in the same way as the simulated result. Figure 
3.7 shows the time-shift data of the angle θ , speed ω  and torque voltage V  of the 
swing-up behavior with the real hardware and simulator. It can be confirmed that the 
pendulum was swung five times, and after that it kept the inverted standing state and 
the real hardware performs as to trace the simulator behavior. 
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Figure 3.5. Swing-up behaviors by the optimal controller with the simulator for long 
pendulum. 
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Figure 3.6. Swing-up behaviors by the optimal controller with the real hardware for 
long pendulum. 
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Figure 3.7. Parameters of swing-up behavior for long pendulum. 
 
 
3.5.2 Optimization for New Constitution Result 
Shortly after replacement of the pendulum, the controller was optimized only for 
the long pendulum, not the short one. Therefore, it never reached to the inverted state 
though the hardware acted swinging. Until the hardware constantly reached the 
inverted state, it took about 6 hours. Meanwhile, the buffer, simulator and controller 
were continuously updated for the new constitution. 
Figures 3.8-12 show same type of the results as the initial optimization experiment. 
The simulator trajectories in Figure 3.8 indicate that the whole shape is similar with 
hardware ones, and they are clearly different from the trajectories of the long 
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pendulum. However, only the density of the trajectory in 0.5 command voltage is not 
same as the hardware. As this reason, it can be thought that 0.5 volt is the max voltage 
and the edge of the exploration space of the hardware behavior, then the generalization 
capability of the MLP could be lower. The evaluation value of the critic in Figure 3.9 
looks a basically same result as initial one, but the dark area is appeared much more. 
Because the long pendulum has to take more state transitions than short one to reach 
the inverted state, the evaluation value of the state on the way of swinging are 
estimated relatively high compared with the maximum value. Figures 3.10-12 show 
results of swing-up behavior with the simulator and hardware. The count of swinging 
for the inverted state is less than the long pendulum because of small inertia moment 
and the behaviors of simulator and hardware look almost similar. This proves that the 
all update processes correctly performs along the hardware constitution change and the 
system provided a self-learning ability. 
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 (a) V = 0.0 [volt] 
 
 
(b) V = 0.5 [volt] 
 
Figure 3.8 Short pendulum trajectories in phase space. 
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Figure 3.9. Evaluation value in critic of the optimization for short pendulum. 
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Figure 3.10. Swing-up behaviors by the optimal controller with the simulator for short 
pendulum. 
 
 
 
  40 
 
Figure 3.11. Swing-up behaviors by the optimal controller with the real hardware for 
short pendulum. 
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Figure 3.12. Parameters of swing-up behavior for short pendulum. 
 
 
3.6 Summary 
In this chapter, a hybrid strategy is expanded into online type by the framework 
shown in Figure 3.1. To realize this framework implementation, buffering component 
was put in the processes of sampling and supplying hardware data. It kept the latest 
data of the hardware and supplied non-biased data to the simulator. In the experiments 
to evaluate with pendulum swing-up problem, firstly, the optimization process 
performed step by step for the initial hardware constitution and the basic idea of the 
method was evaluated. Afterward, by replaced the pendulum and every update process 
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were executed simultaneously with repeat hardware control of task and 
self-exploration behavior. Though the pendulum could not reach to the inverted state 
at first, about 6 hours later it accomplished with the proper behavior for the new 
constitution. It was confirmed that system can autonomously generate the new optimal 
controller for the real hardware without any human operations, and proposal method 
provided a self-learning ability to the system. 
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Chapter 4  
Relearning Acceleration 
4.1 Remodeling and Relearning 
There is another problem in the existing machine learning methods including mine. 
When the characteristics of the hardware changed, the modeling and optimization 
must be executed from the beginning. Moreover, in re-modeling, the precise 
measurement of physical characteristics is often required. This procedure is obviously 
very wasted. In such situation, it should be noted that the result of the previous 
optimization contains the basic information of the system even if some physical 
parameter values have changed. Therefore, it can be expected that re-optimization 
process can be effectively accelerated by utilizing the initial optimization result. 
In this chapter, I employ the affine transform for re-modeling a simulator of 
physical system with our online optimization method [30], which allows us not to 
model a simulator with physical knowledge. The deterministic physical system is 
uniquely represented in the phase space. Even if the physical values changed, the 
aspect of the phase space does not change very drastically as long as the system 
mechanism is same. In other words, it is expected that the aspect in the phase space 
can be transformed by a suitable operation when hardware structure is same. Here the 
affine transform is applied to the simulator output, and another simulator adapted to 
the new hardware characteristics is obtained. The transformed simulator can 
compensate data which is not acquired from new hardware yet, and can help to update 
the simulator without biased data. In the experiments, the proposed method is applied 
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to the machine learning of swing-up pendulum control with actual hardware. The 
swing-up pendulum is a basic nonlinear control problem which requires lots of 
explorations in the state space of the system. After the first optimization for the short 
pendulum, the pendulum is changed with the longer one to bring the change of 
hardware characteristics. At this time, the initial simulator is re-modeled by the affine 
transform and compensated the non-explored data. Afterward the re-optimization 
based on the first optimization results is realized in online process. The proposed 
method is compared with the original method, and confirmed that the proposed 
method can accelerate the re-optimization. 
4.2 Simulator re-construction by Affine Translation 
Even if the hardware characteristics changed, the framework described in the 
previous chapter can follow its change and generates a new optimal controller. 
However, there are some problems in the early stage of re-optimization. Shortly after 
the hardware changed, the buffer still stores more data of the previous characteristics 
than data for new one. Therefore, it takes much time until it can supply the enough 
new data to build a new simulator. Moreover, the same thing can be said for 
optimization of the controller.  Though it is possible to supply the only data of the 
new hardware, few new data involves biased learning of the MLP in the simulator. It 
eventually means the buffer needs data around whole state space of new hardware. 
Here, re-modeling of a simulator and complement of data for re-optimization with the 
partial data utilizing the affine transform is considered. 
Normally, as long as the mechanism of the hardware is not changed drastically, the 
behavior does not change so much. As the behavior of the hardware can be uniquely 
represented in the phase space, the trajectories drawn by the simulator in the phase 
space is transformed by the affine transform to create a new simulator and new data 
for the buffer. Specifically, the output of the simulator ),( 11 ωθ ∆∆  according to the 
input ),,( Vωθ  is transformed into new output ),( 22 ωθ ∆∆ . However, the trajectories 
in the phase space depend on the command voltage V. Therefore it is added to the 
input parameters of the affine transform. In this case, the relational formula of the 
affine transform is expressed as bellow: 
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where, parameter aij is an element of an affine transform matrix. These six elements 
of matrix can be calculated from data newly sampled and the simulator outputs with 
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the least-squares method. Applying the obtained matrix to the old data, the original 
simulator can output new data even though they are not observed yet. Moreover, the 
newly obtained simulator can be updated by the back-propagation method because the 
teacher data for the MLP can be calculated by the inverse matrix of the affine 
transform. Therefore the obtained simulator can be employed instead of the original 
simulator for re-optimization of the controller. Additionally, the data stored in the 
buffer can be also replaced into the data the new simulator generates, and supplies the 
data from the whole of state space. 
 
 
Figure 4.1. Trajectories in phase space by ideal pendulum system. 
 
Here, the affine transformation in the case of ideal pendulum model is considered, 
to compare with the experiment results described in the next section. It is assumed that 
the pendulum system does not have friction, noise and air residence, and depends on 
only the current state, i.e. no hysteresis. In this case, the equation motion of the 
pendulum system is described as below: 
 
τθω += sin2 mlg
dt
dml      (4.2) 
 
where, l is the length from rotation axis to the center of gravity, and m is mass of the 
pendulum, respectively. It means that the system behavior (left-hand side) is defined 
by terms only about gravity and generated torque (right-hand side). Figure 4.1 shows 
trajectories in the phase space according to the formula (4.2) without generated torque, 
therefore, the total energy is conserved and they make closed loops. Red ones show 
cases where l = 1.0, m = 1.0, blue ones do where only length l is half of red one. As 
you can see, the blue trajectories stretch to vertical direction compared with red ones. 
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This transformation can be expressed with formula (4.1), and the affine transformation 
elements in this case are below values. 
 










=










100
02/10
001
100
232221
131211
aaa
aaa
    (4.3) 
 
Moreover, considering the generated torque τ is proportional to the command 
voltage V, and re-describing formula (4.2) with inertia moment I and mass m. 
 
I
cVg
I
m
dt
d
+= θω sin      (4.4) 
 
where, c is the proportional constant to convert to command voltage from generated 
torque. And the formula (4.1) can be re-written in differential form as below: 
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and the formula (4.4) is put into (4.5), then we can get below relationship. 
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From this, the affine transform are uniquely determined and their elements obtained 
as below: 
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By assigning the values in Table 3.1 in the previous chapter into this formula, as 
suffix “1” and “2” belong to short and long pendulum, and setting dt = 0.01 which is 
discrete time treated in the experiments and proportional constant c = 0.21 which is 
obtained from the relationship the maximum lifting angle and the maximum command 
voltage, then, the affine transform element values is obtained as below: 
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This affine transform is given under the ideal conditions. However, in real 
experiments described in the next section, the system has friction, air residence and 
noises. Moreover, it is treated in not differential form, but difference one. Therefore, 
the affine matrix obtained from the real system is not exactly equal to the ideal one, 
but approximate one. 
4.3 Experiment 
The same two types of pendulum component in the previous chapter (Figure 3.2 
and Table 3.1) are used for experiments to evaluate the proposed method mentioned 
above. The maximum command voltage Vmax was set to 0.5 volts, with which the short 
and long pendulum can be lifted up to the angle around 29 degrees and 13 degrees, 
respectively. Therefore each optimal controller and behavior of swing-up is different. 
At first, the short pendulum was attached to the hardware. The buffer, simulator and 
controller were initially optimized for the short pendulum step by step, and the 
initially optimized components are obtained. 
After the initial optimization, the short pendulum was replaced with the long 
pendulum to bring the characteristics change of the hardware. Afterward, all processes, 
buffering, simulator building, controller optimization and hardware control, were 
started in parallel and simultaneously by the basic process framework to obtain the 
new optimal controller for long one. However, the hardware control according to the 
controller cannot make the effective information flow because it is difficult to sample 
the various hardware data and store them into the buffer. Hence three phases in the 
control process are put. In the first phase, the command to the hardware was given 
according to the optimal controller output. In the second and third phases, the constant 
command voltage less than maxV  was randomly selected and sent to the hardware to 
explore. These phases were switched every 15 seconds repeatedly, and the system 
continued the cycle of the task execution and exploration.  
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To evaluate the effectiveness of the affine transform application, two kinds of 
re-optimization experiment were hold. In the first experiment, the components (buffer, 
simulator and controller) were set just with ones obtained at the initial optimization. 
This is the experiment without the affine transform. Then the re-optimization process 
was started. In the other experiment, the re-modeled simulator with the affine 
transform was employed. Then the data in the buffer were replaced into the data 
generated by the re-modeled simulator. At this time, the new data to calculate the 
affine transform matrix were selected from the buffer obtained from the first 
experiment in the execution. Here, the buffer in which the new data occupied 20% of 
the capacity was employed. The affine transform matrix can be calculated with three 
long pendulum data at least. However, actual systems normally generate noisy and 
improper data by various unexpected reasons. Consequently, the matrix was calculated 
with 1,000 data selected at random by the least-squares method, then, new simulator 
was created. Afterward, the re-optimization was executed in the same way as the first 
re-optimization. 
In this manner, re-optimization was executed by two ways, and compared their 
results. The detailed values of parameters for the each component in experiments are 
shown in Tables 4.1-4. The reward of the reinforcement learning was given only when 
the pendulum state is in )05.0||,0.3|(| <> ωθs . 
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Table 4.1. Hardware parameter values. 
Parameter Description Value 
Vmax Maximum command voltage [V] 0.5 
ωmax Maximum angular speed [rad/sec] 15.0 
∆tHD Control and sampling interval [ms] 10 
 
Table 4.2. Buffer parameter values. 
Parameter Description Value 
NθBF Division number of angle 40 
Nω BF Division number of angular speed 40 
NV BF Division number of command voltage 11 
Ntotal Total number of sub-space 17,600 
C Maximum capacity of each sub-space 5 
Ctotal Total maximum capacity 88,000 
 
Table 4.3. Simulator parameter values. 
Parameter Description Value 
NhSM Number of hidden layer neuron in MLP 10 
α SM Learning rate for back-propagation 0.01 
∆t Displacement time of output data [ms] 10 
 
Table 4.4. Controller parameter values. 
Parameter Description Value 
NθCR Division number of angle 40 
Nω CR Division number of angular speed 40 
αaCR Learning rate of actor part 0.1 
βaCR Update rate of SD of actor part 0.9 
αcCR Learning rate of critic part 0.1 
γcCR Discount rate of critic part 0.9 
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4.4 Experimental Result 
In the initial optimization, the data of the short pendulum hardware were stored in 
the buffer at the rate of 45% of the maximum buffer capacity Ctotal. The initial 
simulator building was finished in 1 hour. The mean squared error value of MLP 
decreased to 1.0×10-5. This means that the accuracy of learning was about 0.3% in the 
normalized space. Figure 4.2 represents the trajectories generated by the built 
simulator in the phase space with no command voltage and the maximum one. The 
initial controller was optimized in 50 hours with the simulator. It took about 23 
minutes in real world. Finally, the controller made the real pendulum swing-up to the 
inverted state. The gray line in Figure 4.6 indicates the angle transition of the actual 
swing-up behavior. It took swings twice to the inverted state. Shortly after replacement 
of the pendulum, it made the pendulum swing several times to the inverted state 
though the controller was optimized for the short pendulum. Because the controller 
knew the swinging. However, it was not optimized for the new characteristics of the 
hardware. The angle transition data is indicated with the dashed line in Figure 4.6. 
In the re-optimization experiment without the affine transform, the pendulum took 
the optimal behavior in 30 minutes. Figure.4.3 shows the transition of occupancy ratio 
of the long and short pendulum data in the buffer for two hours. It can be seen that the 
long pendulum data rapidly occupied the buffer in the early stage, and its occupancy 
speed gradually became down. At 30 minutes, the number of the long pendulum data 
exceeded the one of the short pendulum data, and the occupancy ratio of the total data 
count was about 60%. 
In the beginning of the re-optimization experiment with the affine transform, the 
buffer at 4 minutes and 20 seconds in the previous re-optimization experiment was 
employed, because new data occupied over 20% of total data count at that time. The 
affine transform matrix was calculated by 1,000 long pendulum data selected at 
random. Figure 4.4 represents the trajectories in the phase space generated by the 
re-modeled simulator, and they are drawn from the same state as Figure 4.2. 
Compared with Figure 4.2, we can see the pendulum swinging range does not decrease 
in the case without torque. Therefore the aspect of the trajectory shapes horizontally 
longer and it is denser. In the case with maximum voltage, the aspect was almost the 
same. However, the convergence angle value (the center of the spiral) is smaller 
because of more inertia moment of the pendulum. The affine transform matrix element 
values obtained in this experiment are shown in Table 4.5. 
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Figure 4.2. Trajectories generated by initially built simulator. 
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Figure 4.3. Transition of data number in experiment without affine transform. 
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Figure 4.4. Trajectories generated by re-modeled simulator. 
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Figure 4.5. Transition of data number in experiment with affine transform. 
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Figure 4.6. Movement of actual pendulum by the controller in various cases. 
 
 
 
 
 
The controller achieved the optimal behavior in 2 minutes and 20 seconds at most. 
However, the data generated by the re-modeled simulator occupied much rather than 
actually sampled data at that time as shown in Figure 4.5, which represents the 
transition of data actually sampled and generated by the re-modeled simulator for two 
hours. The occupancy ratio of the total data count was about 26%. This proves that the 
re-optimization is possible with little actually sampled data, and the data generated by 
the affine transform compensate and help to accelerate the re-optimization. The solid 
line in Figure 4.6 indicates the angle transition of the actual pendulum behavior by the 
obtained controller. It is confirmed that the count of swinging was decreased compared 
with the controller optimized for the short pendulum. As a result, the re-optimization 
with the affine transform took 6 minutes and 40 seconds including time to acquire the 
data for the re-modeling the simulator, though it took 30 minutes in the case without 
the affine transform. Figure 4.7 shows the sequential images of swing-up behavior 
with actual hardware by our proposed method. 
Table 4.5. Affine matrix element values. 
aij 
j 
1 2 3 
i 
1 1.0183 -0.0087 0.0002 
2 0.0074 0.8251 -0.0139 
3 0.0000 0.0000 1.0000 
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Finally, physical meaning of the matrix is analyzed and it proved its uniqueness. 
Affine matrices were obtained 100 times in the same manner as the experiment, 
average and standard deviation values of each matrix element were calculated Table 
4.6 indicates them. As a result, it can be said that the diagonal elements take most 
effective values, and the others are complementary. This proves that the aspects in the 
phase space are similar, but transformation is not simple scaling operation. If the 
system can be completely modeled in simple mass system without friction influence, 
the diagonal values meaning a11 and a22 must analytically be 1.00 and 0.74. However, 
they are estimated little higher value. This can be caused smaller friction influence 
because of larger inertia moment of the long pendulum. In sum, the increasing rate of 
the pendulum locomotion is higher than the model not considering friction. About the 
element a13 and a23, they are components of shifting transform by the command 
voltage. The voltage does not affect ∆θ, but does ∆ω. In other words, the torque has 
influence for acceleration but not for velocity. The standard deviation values are much 
small for average ones. This proves the matrix takes always same values. However, 
only a21 is large for its average. By analytical calculation, this element is affected by 
friction much. In our system which treats weak torque and low speed, the friction is 
not constant and furthermore static and dynamic frictions are mixing. Therefore, it is 
not stable compared with others. In this way, the affine matrix can be calculated 
transformation and convergent at some level. However, in the actual system, it never 
be simply represented by linear transformation. Alternatively, the subsequent 
optimization process bridges the gap. 
 
 
 
Table 4.6. Average and standard deviation of affine matrix elements. 
Element Average Standard Deviation 
a11 1.0194 0.0013 
a12 -0.0093 0.0010 
a13 0.0000 0.0001 
a21 0.0335 0.0174 
a22 0.7962 0.0132 
a23 -0.0135 0.0010 
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Figure 4.7. Sequential images of swing-up behavior with actual hardware by our 
relearning method. 
 
 
4.5 Summary 
In this chapter, a novel method about re-modeling of physical system using the 
affine transform for machine learning is proposed. Data the initially optimized 
simulator output were applied to the affine transform to adapt to the hardware which 
has different characteristics, and the simulator was re-modeled. The re-modeled 
simulator compensated the deficient data of new hardware. In the experiments, our 
method was applied to the swing-up pendulum problem with actual hardware. The 
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change of hardware characteristics was brought by the replacement of the pendulum 
size. By the employment of the MLP for the simulator, the re-modeled simulator could 
be easily updated and it emulated to adapt to the new hardware. The re-optimization 
process was executed with the basic optimization framework. As a result, 
re-optimization was finished in 6 minutes and 40 seconds, though it took 30 minutes in 
the case without affine transform. This proved our method accelerated re-optimization 
for new hardware characteristics. However, there is one point to note for application of 
the method. Because the affine transform is a linear transform, it is not expected large 
advantages for strongly nonlinear change. Therefore our method is effective in the 
case of linear or not strongly linear change. Otherwise, normal optimization method 
should be applied. 
For future works, it is considered that the application of the proposal method for 
more complex systems which has more number of parameters to handle. In this case, it 
is expected that the optimization process normally requires longer time, and it gets 
more difficult to explore the parameter space. Therefore, the method to explore or 
estimate the data in the huge parameter space is necessary, and our method is suitable 
for such systems.  
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Chapter 5  
Conclusion 
In this paper, a novel method for machine learning by hybrid strategy associating 
with a real hardware and its simulator is proposed. The simulator was constructed by 
the neural network trained with the actually acquired data from the real hardware 
without information of the physical law. And the objective task control for the real 
hardware was learned only through the built simulator by the reinforcement learning 
method. By using the simulator, the learning could be finished much faster than using 
the real hardware without stress. Moreover, it was confirmed that, by implementation 
of the obtained controller, the real hardware reached to the objective task. 
Moreover, a framework method to make hybrid strategy function online is also 
proposed. A buffer unit was put between data sampling of hardware behavior and 
simulator building processes. By storing data into the buffer, it could supply 
non-biased data to the simulator. Afterward the objective controller for the hardware 
was trained only with the built simulator by the reinforcement learning method. Thus 
the process to obtain the optimal controller was online executed through two types of 
platform, hardware and simulator. Therefore, even if the hardware constitution was 
changed, it is possible to maintain the controller optimal. 
Additionally, a method about re-modeling of physical system using the affine 
transform with hybrid strategy to accelerate machine learning is proposed. Data the 
initially optimized simulator output were applied to the affine transform to adapt to the 
hardware which had different characteristics, and the simulator was re-modeled. The 
re-modeled simulator compensated the deficient data of new hardware. In the 
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experiments, proposed method was applied to the swing-up pendulum problem with 
actual hardware. The change of hardware characteristics was brought by the 
replacement of the pendulum size. This result proved that our method accelerated 
re-optimization for new hardware characteristics. However, there is one point to note 
for application of the method. Because the affine transform is a linear transform, it is 
not expected large advantages for strongly nonlinear change. Therefore the method is 
effective in the case of linear or not strongly linear change. Otherwise, just normal 
optimization should be employed. 
For future works, it is considered the application of the hybrid strategy for more 
complex systems. The pendulum system treated in this paper has only three 
parameters to handle: the command voltage, angle and speed. Therefore, “the curse of 
dimensionality” which is the typical problem occurred in the case with many treating 
parameters, is considered. However, when the number of parameters increases, this 
problem is appeared and it is clear that update processes take much more time at an 
accelerating pace. Furthermore, there is no guarantee that the employed strategy to 
explore itself was exactly proper, and moreover it is not applicable for other systems. 
Hence the general exploration strategy is also necessary. 
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