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Abstract
In this thesis, I studied the finite-temperature phase transitions in classical and quan-
tum mechanical systems with frustrated or quenched random interactions, and also
investigated the dynamics of a stochastic growth process. A new type of mean-field,
renormalization-group and computer simulation methods were employed to obtain
the reported results.
The first part of the thesis provides a systematic insight to a recently proposed
improved mean-field theory applicable to fully frustrated spin systems under a uniform
external field. We suggest a free-energy calculation within this framework and make
use of it to investigate the stability of the previously obtained self-consistent solutions
of the new mean-field equations.
Next, we use a position-space renormalization-group technique to study the effect
of the quenched random fields on tricritical phase transitions. We find that in three
dimensions, field randomness has a stronger and qualitatively different effect on tri-
critical behavior than bond randomness. The suppression of the tricritical point with
increasing randomness is accompanied by a reentrant phase boundary controlled by
a new randomness-induced strong-coupling fixed point.
Fourth chapter is on the conductive phase of the tJ model in three dimensions with
and without magnetic impurities. We find, by a renormalization-group calculation,
that there exists a new phase around 30% doping, which can sustain nonzero current
in absence of an external field and therefore is superconducting. Next, using the
method introduced in the previous chapter, we investigate the effect of nonmagnetic
impurities on the tJ model.
Finally, we look at the kinetics of an adsorption-reaction interface model. In one
limit the dynamics reduce to the Eden model which is well-known to be in the Kardar-
Parisi-Zhang universality class. In another limit, the interface line is delocalized with
a diverging reaction zone. We make use of Monte Carlo simulations to understand
the crossover behavior between the two different regimes, and suggest a scaling form
to describe the crossover.
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Chapter 1
Introduction
There is a diverse collection of physical systems that undergo phase transitions in var-
ious forms, giving a first impression that there is no way (nor need) to combine them
under a single theoretical framework. Some examples are vaporization or melting of
many substances (e.g., water), superfluidity of liquid helium, loss of magnetization in
magnets under increasing temperature, and superconducting transition of most met-
als and certain ceramics at low temperatures. The underlying physical mechanisms
governing each of the above transitions are very different: for the water molecules, it
is the electrostatic (dipole) interactions; onset of superfluidity in helium is a purely
quantum mechanical phenomenon which takes place even in a non-interacting gas
of particles with integer spin; magnetization in many metals is due to an interplay
between Coulomb repulsion and the Pauli exclusion; and finally, conventional su-
perconductivity is the result of an effective attraction between electrons mediated
by lattice vibrations (the origin of high-T, superconductivity is still controversial).
In spite of such diversity, these systems display a strikingly similar behavior in the
vicinity of the corresponding phase change, hinting at a possible unification.
A phase transition manifests itself as an anomaly in the behavior of the system in
response to an externally tuned ambient parameter, e.g., the temperature, magnetic
field, pressure, acidity, etc.. For the experimentalist this anomaly might be a sudden
change in the density or magnetization, or conductance which is usually accompanied
by a jump, or a divergence in the "response functions" such as the specific heat,
the magnetic susceptibility, or the compressibility. In fact, it is in the form of such
divergences that one sees the clues of a unified explanation.
Consider the phase diagram of water in Fig. 1. Starting from point A, upon
decreasing the temperature, water vapor liquefies. The boundary line in-between
is the coexistence line where the water and its vapor simultaneously occupy their
container. Such transitions are referred to as first order. An interesting phenomenon
takes place as one moves along the T-C line by properly adjusting the temperature and
the pressure: the densities of vapor and water approach one another, the difference
vanishing at C which is a critical point. At this point there is no distinction between
the two phases. This is a characteristic feature of the second-order phase transitions,
namely vanishing of the " order parameter" above the critical point, marking the
onset of a previously absent symmetry.
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vapor
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Figure 1-1: Phase diagram of water. T is the triple point where three phases coexist
and C is the critical point.
A complete description of the system is given by the free energy
F = -In Z/3 , (1.1)
where Z is the partition function expressed in terms of the microscopic Hamiltonian
as
Z = exp- H(qi) (1.2)
{qi}
{qi} being the microscopic degrees of freedom involved in the Hamiltonian. The
physical quantities of interest can be obtained from the free energy by evaluating the
proper derivatives. However, the sudden appearance of the order parameter along
a smooth trajectory on the (T,P) plane is an indication of a discontinuity in those
derivatives, therefore the free energy should have a nonanalyticity at the critical point
(In fact, the form of the partition function in (1.2) tells that this can be true only when
the number of the degrees of freedom diverges, i.e., in the thermodynamic limit). This
nonanalytic behavior at the critical point is intimately connected to the anomalous
behavior of the response functions mentioned earlier, and is expressed by a set of
exponents which are usually independent of the microscopic Hamiltonian describing
the specific system. These critical exponents play a key role in the modern theory of
criticality. An incomplete list of these exponents and the corresponding observables
is given in Table 1.1.
Considerable success has been achieved in understanding such behavior in simple
systems. Much credit for it goes to the renormalization-group techniques originated
from the work of K. Wilson. Yet many puzzles are still waiting to be cracked. In the
following chapters, I will try to address a few of these.
In the next chapter, the closed-form solution for the free energy of the fully frus-
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Exponent Definition Quantity in fluid (magnetic) systems
a C ~ ItI-a Specific heat at const. volume (magnetic field)
SPL -PG (M) (-t)6 Density difference (zero-filed magnetization)*
7 X~ It-7 Isothermal compressibility (susceptibility)
V ~ iti-" Correlation length
P1 I (r) - Ir -d-+) Pair correlation function (t=O)
6 M ~ H1 16  Critical isotherm (t=O)
*Valid only for T < T, by definition of order parameter.
Table 1.1: Critical exponents and related thermodynamic quantities. Let t = (T -
trated antiferromagnetic Ising model on a triangular lattice is studied within the
framework of a novel approach known as "Hard-Spin Mean-Field Theory" (HSMFT).
The frustrated spin models are a subclass of systems where one confronts a typical
difficulty in evaluating the free energy: existence of many local minima. When the
energy landscape is not smooth, the chances of getting trapped in a local minimum
results in an extreme slowing down of the dynamics at low temperatures (glass tran-
sition), and regular mean-field theories fail since they rely on a saddle-point approxi-
mation around the minimum (which is no more unique) of the free-energy functional.
A recently suggested method, HSMFT, unlike the conventional mean-field theories,
correctly predicts no finite temperature phase transition in absence of external field.
I will briefly discuss the framework of HSMFT, and then use it to show that, un-
der an external field, the symmetry-broken solution of the self-consistent equations
in terms of the sublattice magnetizations is the true thermodynamic equilibrium in
its full range of existence, whereas the solution with equal sublattice magnetizations
gains thermodynamic stability only at high temperatures with no symmetry-broken
solution. The phase diagram for the antiferromagnetic triangular Ising model under
uniform magnetic field will be calculated for finite temperatures.
In the third chapter, tricriticality in the presence of quenched bond or field ran-
domness will be studied and contrasted. Quenched bond randomness is known to
convert first-order transitions to second order abruptly for infinitesimal amount of ran-
domness in d = 2, and in a thresholded manner, accompanied by a strong violation of
universality, in d = 3. No such information has existed on the effect of quenched field
randomness on tricritical points. Here, we will investigate, through renormalization-
group analysis, the effect of quenched field randomness on the Blume-Emery-Griffiths
model (which has a tricritical phase diagram). We find that field randomness is more
15
effective in converting the first-order transition to second order. The complete phase
diagrams are calculated, exhibiting surprising differences between bond- and field-
randomness.
In the fourth chapter, the tJ model will be used to investigate the properties of
electronic systems. We extend a previously proposed renormalization-group scheme
to show that the conducting phase in three dimensions allows nonzero currents in
the absence of an external magnetic field, suggesting that it is superconducting. We
will further consider the effect of nonmagnetic impurities in the tJ model in 2 and 3
dimensions.
A very different problem makes the investigation of some dynamical systems hard:
there may not be an energy function at all! This is the case, for example, in many
surface growth problems where one merely has a stochastic differential equation for
the dynamical evolution of the surface. Equipped with the insight gained from the
equilibrium phenomena, dynamic renormalization group and other theoretical and
computational tools are still being developed to understand the physics of such sys-
tems. The classification of universality classes is an ongoing area of research. In
the fifth chapter, we will analyze the dynamics of an adsorption-reaction front which
undergoes a self-affine to self-similar crossover with changing deposition ratio of two
reactants. A complete delocalization of the reaction front with diverging width and a
self-similar character is observed when the ratio is unity . We argue that there exists
a length scale which depends on the deposition rate alone, separating self-similar and
self-affine regimes of the interface. The origin of this length scale is discussed and
several scaling relations are proposed.
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Chapter 2
Frustrated Ising Model on a
Triangular Lattice
2.1 Introduction
There exist many two-dimensional classical spin models with macroscopically degen-
erate ground states which are at the same time critical. A common feature of such
systems is the existence of competing interactions on the microscopic scale, allow-
ing for infinitely many minima in the configuration space. The antiferromagnetic
Ising model on a triangular lattice (AFIT) is a relatively earlier example of such
models. It is a fully frustrated system with no finite-temperature phase transition
at zero external magnetic field. Yet, the ground state is critical, i.e., the spin-spin
correlation function in each sublattice decays with square root of distance [1] (i.e.,
q = 1/2), in contrast with q = 1/4 found for all non-frustrated Ising models in two
dimensions. An earlier calculation by Wannier [2] had shown that the ground state
is infinitely degenerate, in fact acquiring a finite specific entropy s ~ 0.323. Later
work by B16te et al. revealed yet another remarkable property of the ground-state
ensemble of this model, namely, that there is a two-to-one correspondence between
allowed spin configurations and the possible coverings of the lattice by diamonds (or
equivalently, dimers). Using this fact, one can map the ground-state to the irreg-
ular surface of a cubic lattice, viewed from the (1, 1, 1) direction, which allows for
the investigation of the roughening transition in solid-on-solid (SOS) model. Also
the existence of novel phenomena have been predicted under non-zero external mag-
netic field [3]. This and related non-random frustrated models are also of interest
as models of physical systems. For example, the three-dimensional stacked version
of the triangular antiferromagnet is a plausible model for magnetic halides such as
CsCoGBr 3 [4], CsCoCl3 [5], and VCl 2, VBr 2, V12 [6]. Also helical polymers, such
as "smectic" isotactic polypropylene or polytetrafluoroethylene, exhibit crystalline
phases with hexagonal packing, where the interaction energy between chains of op-
posite handedness is different from that between chains of same handedness [7, 8],
which leads to frustration.
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The Hamiltonian for the AFIT is
-07i = -J T sis + h si,
<ii>i
where J is the nearest neighbor exchange interaction, and h is a uniform external
magnetic field. Ginzburg-Landau (GL) theory of AFIT gives qualitatively wrong
results, predicting a finite-temperature phase transition from the disordered phase
to one of the two possible phases with sublattice magnetizations (M, -M, 0) or
(M, -M/2, -M/2). The failure of the GL theory is mainly due to its incapability to
preserve the exact cancellation of the energy for certain subset of local spin arrange-
ments (since the interaction of a spin with its nearest neighbors is approximated by
an average field).
In this chapter, I will investigate various aspects of a recently developed [9-19]
novel "mean-field" theory which correctly gives no finite-temperature transition in
one and two dimensions, and agrees quantitatively with the existing Monte Carlo
data for the finite-field phase diagram in two dimensions. This theory combines the
mean-field logic with the hard-spin condition (i.e., the fact that at each neighboring
site, an individual spin sees either +1 or -1 spin and nothing in-between) which is
a crucial aspect of frustrated systems. In the next section, I give a systematic and
generic description of the theory.
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2.2 Hard-Spin Mean-Field Theory:
A Systematic Derivation and
Exact Correlations in One Dimension
Alkan Kabakgioglu
Department of Physics and Center for Materials Science and Engineering
Massachusetts Institute of Technology, Cambridge, Massachusetts 02139, U.S.A.
Feza Giirsey Research Center for Basic Sciences, Qengelkdy, Istanbul 81220, Turkey
Abstract
Hard-spin mean-field theory is an improved mean-field ap-
proach which has proven to give accurate results, especially
for frustrated spin systems, with relatively little computa-
tional effort. In this work, the previous phenomenological
derivation is supplanted by a systematic and generic deriva-
tion that opens the possibility for systematic improvements,
especially for the calculation of long-range correlation func-
tions. A first level of improvement suffices to recover the
exact long-range values of the correlation function in one
dimension.
PACS Numbers: 05.70.Fh, 64.60.Cn, 75.10.-b, 05.50.+q
2.2.1 Introduction
Hard-spin mean-field theory (HSMFT) [9-19] is a novel "mean-field" approach for
classical spin models, which correctly gives no finite-temperature phase transition in
one dimension, and agrees quantitatively with the existing Monte Carlo data for the
finite-field phase diagram of the fully frustrated antiferromagnetic Ising model on a
triangular lattice [9, 10, 16]. The latter has a zero-temperature phase transition in the
absence of external field, in contrast to the ferromagnetic version with a finite Curie
temperature. All these features attest to its superiority to the standard mean-field
methods, which fail in these regards.
In this paper, I present a generic derivation of the HSMFT equations, allowing
for systematic improvements of their accuracy, and later argue that the lowest level
of approximation is rather inaccurate in predicting (sis9 ). Nevertheless, the next
level of approximation within the same framework recovers the exact result in spatial
dimension d = 1. At this level, HSMFT also differentiates between a 2-d triangular
and a 3-d cubic lattice which is otherwise a typical failure of the mean-field theories.
HSMFT combines the mean-field logic with the hard-spin condition (s 2 = 1) which
is in fact a crucial aspect of the frustrated Ising models. Therefore it is particularly
successful in the analysis such systems (for a recent study, see e.g., [20]). Below is a
systematic derivation of the theory.
2.2.2 Hard-Spin Mean-Field Theory: A Systematic Generic
Derivation
Given a lattice in any dimension, consider the partition in Fig. 2-1. Consider nearest-
neighbor couplings so that there is no direct coupling between the spins in regions Si
and S2 (for longer range interactions, the boundary B should be chosen thick enough
to ensure this decoupling). Decompose the Hamiltonian into three parts:
such that 1 and W2 involve interactions within S, and S 2 respectively, and 7 1B
contains the rest of the interactions.
Then for a particular spin operator 01 in S1,
S 01 e ES\B e O(W1+2+?I)
(01) ES B Ts
ES 2 e-N2+7B) o, ex
s s-3,B SS
ES\B s, 01 e-h'
B SS
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B S 2
S1
Figure 2-1: Decomposition of space into three parts: S, (bounded), B (boundary),
and S2 (outside).
= >p(B) (01)(B)
B
where (01)(B) indicates the average of 01 over S1 with a fixed boundary condition
(i.e., a frozen configuration of B). Note that above intuitive result is exact. Now,
p(B), being a function of a spins in B only, can be written as
p(B) 1 + E si (si)s + E sisj (sisj)s +
\ iEB i,jEB
+ s 1 s2 ... SNB (s1s2 ... sNB)s ) - (2.2)
HSMFT equations, written down phenomenologically in previous works [9, 10], are
obtained from this systematic expansion by neglecting all correlations in the Eq. (2.2)
for p(B). However, this can be done at different levels. We can neglect all connected
graphs by setting
(sisj ... Sk) = (si)(s) . . . (sk) . (2.3)
This leads to a set of self-consistent equations for (si). To contrast with traditional
mean-field theory, what we neglect here is the effect of correlations among the bound-
ary spins on the average magnetization of so, rather than the correlations of so itself
with its neighbors (Fig. 2-2). We will see below that the above improvement on the
traditional mean-field approximation already recovers the exact value of (s) = 0 for
the one-dimensional Ising ferromagnet, but predicts the nearest-neighbor correlation
(sisj) incorrectly. Yet the exact values for (sisj) can be obtained by further including
two-point connected graphs in Eq. (2.2).
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Figure 2-2: Standard MFT (a) versus HSMFT (b). Dashed lines indicate the ne-
glected correlations in each case.
2.2.3 HSMFT of the d = 1 Ising Ferromagnet
In correspondence with the above partition, define Si {so}, B = {s_, s+} (left and
right neighbors of so), and S2 as the rest of the spin chain. Then the self-consistent
equation for (so) = m is
m = (1+sm+s+m+ss+m2)
x tanh [J (s s)] , (2.4)
which simplifies to
m = m tanh(2J)
correctly giving m = 0 everywhere except at zero temperature. Conventional mean-
field theory spuriously yields m : 0 for J > J, = 0.5. A similar HSMFT calculation
on the square lattice yields
tanh 2J, = y ~ 0.57 =- J, ~ 0.323,
where y is the real root of y3 - 2-2 + _y 1 = 0. This result is to be compared with
the exact value J, = 0.4407 and the mean-field result J, = 0.25.
Similarly, by choosing Si to be a cluster of two spins, one can write down self-
consistent equations for m and IF = (sosi) and solve simultaneously. Let now Si =
{si, s2 } (a nearest-neighbor pair), B - {s_, s+} (left and right neighbors of the Si
cluster), and S2 the rest of the spin chain. As before, m = 0 is obtained from Eq. (2.1)
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and we calculate r 1 similarly as
r 1 = (1+ m (s_ + s+) + m2 88s+)
1,882 e (S-1+1S2±S2S+)
S S1,S2 eJ (S-Sl+SlS2+S2S+)
which simplifies to give
1 (e 2J cosh 2J - 1
2 e2J cosh 2J + 1
e - cosh 2J
e2J + cosh 2J)
The above result is
1.0
0.8
A 0.6
ri 0.4
V0
0.2
'p.',
0.0
compared with the exact value I = tanh J
1.0
J
2.0
in Fig. 2-3. In the
3.0
Figure
tanh J
here.
2-3: HSMFT prediction for (sjs±i+) (solid) compared with the exact value of
(dashed), which is recovered at the next level of approximation implemented
limit J -+ oc, IF = 2/3 rather than 1. Yet, note that we obtain a nonzero correlation
in spite of the fact that all connected graphs are neglected in Eq. (2.2). In fact, a
nonzero value for (sisj) is inaccessible for m = 0 with standard mean-field theory.
Furthermore, this result can be improved by including two-point connected graphs
into F, = (sos ,), so that Eq. (2.2) is now approximated using
(2.7)(s1S2 ... s) = m" + mn- 2 E (isj)c
i>j
where (.), refers to the connected part, i.e., (Sisj)c = (ssj) - M 2 . Especially in one
dimension, where the boundary consists of only two spins independent of the size of
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(2.5)
(2.6)
....---
the cluster S1, we expect to get the exact result (ssr) = (tanh J)" at this level, since
there are no higher order connected graphs left out. HSMFT equations in this case
reduce to hierarchical equations relating F2-1 to J2n+1:
= - F 2n 1 , (2.8)
where
,
3 2n-1 cosh 2J - 1 3 2n-1 - cosh 2J
2n-1 12n-1 cosh 2J+ 1 #2n-i + cosh 2J
and
#2n-1 cosh 2J +1 2J
b'2n+1 = , #
#32n- 1+ cosh 2J
Therefore by substitution,
=2n+1 = f+ 1 + I fhn+1f2+ 3 + fn+in+3f +5 + - . (2.9)
It was confirmed numerically that Eq. (2.9) converges to
F2n+1 = (tanh 2J) 2 n+l ,
which is the exact value. The correlations for spins separated with an even lattice
spacing can be calculated in exactly the same manner by the initial choice of three
nearest-neighbor spins for S 1. Also note that using Eq. (2.7) in two and three dimen-
sions allows for different sets of coupled equations similar to Eq. (2.8) (yet certainly
more cumbersome), even though the coordination number may be the same. The
solutions of such equations in higher dimensions may require further approximations
since the problem gets intrinsically difficult, yet still easier than an exact solution
due to the neglecting of all but two-point connected graphs. In contrast with the
standard mean-field equations, they will be dimension-sensitive since the boundary
of a cluster grows as Ld-1. It can be interesting to see if the power-law decay of the
critical correlations in high dimensions is accessible within HSMFT. Study in this
direction is in progress.
I am grateful to Prof. A.N. Berker for many useful discussions and critical com-
ments. This research was supported by the U.S. Department of Energy under Grant
No. DE-FG02-92ER45473 and by the Scientific and Technical Research Council of
Turkey (TUBITAK). I gratefully acknowledge the hospitality of the Feza Glirsey Re-
search Center for Basic Sciences.
In the following section, I discuss the HSMFT on the AFIT. At finite field, the
theory predicts multiple symmetry-broken solutions for the sublattice magnetizations
(apart from the obvious Potts multiplicity). The aim of the presented work is to
devise a methodology for the calculation of the free energy within the framework of
HSMFT, which is necessary to distinguish the thermodynamically stable solution.
24
2.3 Closed-Form Solutions and Free Energy of
HSMFT of a Fully Frustrated System
Alkan Kabakgioglu' 2, A. Nihat Berker1 ,2, and M. Cemal Yalabik
'Department of Physics, Bilkent University, Bilkent, Ankara 06533, Turkey
2 Department of Physics, Massachusetts Institute of Technology, Cambridge,
Massachusetts 02139, U.S.A.
Abstract
Closed-form solution of the hard-spin mean-field theory
equations for the antiferromagnetic Ising model on a triangu-
lar lattice, with or without an external field H, are obtained,
showing the lack of order for H = 0 and very good agreement
with Monte Carlo data for the onset of order for nonzero
H. A free energy calculation is developed, within the con-
text of hard-spin mean-field theory, distinguishing between
metastable solutions and true thermodynamic equilibrium.
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The recently introduced [9, 10] "hard-spin mean-field theory" appears to be a
rather promising new method of statistical physics [15]. Designed to conserve frus-
tration, it has been quantitatively successful in yielding the orderings and phase
boundaries of the fully frustrated antiferromagnetic triangular Ising model [9] (includ-
ing the lack of finite-temperature phase transition at zero external field) and of the
partially frustrated ferromagnetically [9] or antiferromagnetically [10] stacked three-
dimensional version of the model. Thus, unlike usual mean-field theory and other
previous self-consistent theories, hard-spin mean-field theory is sensitive to qualita-
tive differences in ordering behavior between different spatial dimensions [9, 10], in
fact giving exact results [11] in d = 1. Immediate further applications of the method
to partially and fully frustrated square and cubic lattices has yielded phase diagrams
that discerned up to 24 coexisting phases and 16 magnetization sublattices, and the
novel phenomena of inclusive and exclusive coexistence lines [13]. Results have also
been obtained on the competition between frustration and high-spin kinematics [14].
The method is also formulated for arbitrary types of local degrees of freedom [10].
Nevertheless, important questions on hard-spin mean-field theory have remained
current. In the theory, the self-consistent equations for the thermodynamic densities
are written directly from microscopic considerations. Thus, the question remains as
to whether a variational principle exists that yields the equations from an optimiza-
tion. In any case, a free energy calculation is needed to enable a choice when multiple
solutions are found in the closed-form solution [10-12] of the theory. Such a free en-
ergy calculation is presented in this article. This leads to the question of whether the
closed-form solution and Monte Carlo implementation of the theory are equivalent.
Interestingly, it is found in the work presented here, which is a detailed closed-form
solution of hard-spin mean-filed theory, that the answer to the latter question is no:
Monte Carlo hard-spin mean-field theory calculates a distribution of local magne-
tizations and yields [9], for example, correctly for the three-state Potts model, the
second-order phase transition in two dimensions and the first-order phase transition
in three dimensions. Therefore, the self-consistent functional equation for the distri-
butions of magnetizations is needed and given at the end of this study. Application of
this functional self-consistency should lead, in closed-form, in the direction of Monte
Carlo hard-spin mean-field theory.
Consider the antiferromagnetic Ising model on the triangular lattice, with Hamil-
tonian
-f3I - J E sisj + HEsi , (2.10)
(ij) i
where (ij) denotes the summation over all nearest-neighbor pairs of sites, a spin
si = +1 is located at each lattice site i, and J > 0. Thus, the interactions of the
system [the first term in Eq. (2.10)] are fully frustrated. The hard-spin mean-field-
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theory self-consistent equation for the magnetizations is [10, 12]
m= i [171p(m; si) tanh -J sj + H , (2.11)
{sj= 1} . i . .
where the product and sum over j run over all sites neighboring site i, and the single-
site probability distribution p(mj; sj) is (1 + mjsj)/2. Thus, the spin at each site
is affected by the anti-aligning field due to the full (i.e., hard) spin of each of its
neighbors. The above is a set of coupled equations for all the local magnetizations.
A Monte Carlo treatment [9] of the hard-spin mean-field-theory equations involves
(1) the choice of a site i, (2) the fixing of each neighboring sj as +1 for r !5 m,
where r is a random number in the interval [-1,1], and (3) the updating of mi as
tanh(-J Ej sj + H). Then, the process is repeated, starting with step (1). Excellent
results are obtained with a quasinegligible computational effort [9].
The hard-spin mean-field-theory equations (2.11) can also be solved in closed-form,
numerically. We have obtained such a solution by fixing the local magnetizations
{mi} to values for three sublattices {m 1 , M 2 , m 3}. A solution using 81 sublattices
{m1 ,... , n8 1} reduces to the three sublattice solution. The stable solutions (thick
curves in Figs. 2-4 and 2-5) are obtained by iterating repeatedly Eqs. (2.11) succes-
sively applied to each sublattice magnetization. The unstable solutions (thin curves
in Figs. 2-4 and 2-5) are obtained by iterating repeatedly a Newton-Raphson proce-
dure on Eqs. (2.11). Among the stable solutions, it is found that a uniform solution
(min = M2 = M3 ) is supplemented at low temperatures by a threefold symmetry-
broken solution (in1 $ M2 = m 3 and permutations).
A higher level approximation is
mi= p(m; sj) ] 1({sj}) , (2.12)
with
U1({si}) = si exp[-#'({si, sj})]/ exp[-#I({si, sj})]
{si} {sj}
-#W({si,sj}) = -J(sis 2 +s 2S3 3s 1 ) + H(si 82 + s3) - J81(s 4 + s 5 + s 6 + s7 )
-Js 2(s7 + S8 + s9 + S10) - Js3 (s10 + S11 + s12 + s4) ,
where the sites i = 1, 2, 3 form an elementary triangle of the lattice, and j =
4, 5,..., 12 runs over the nine sites neighboring this elementary triangle. An analo-
gous equation applies for M2 or M 3 , obtained by replacing the subscripts 1 by 2 or 3
in the first two lines of Eq. (2.12). Thus, the statistical mechanics of a triplet of sites
[as opposed to a single site, Eq. (2.11)] is done in the anti-aligning hard-spin fields of
nine neighbors. These closed-form results are also shown in Figs. 2-4 and 2-5, and it
is seen that the approximations are robust.
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Figure 2-4: Solutions from Eq. (2.12) of hard-spin mean-field theory, for H = 1 (full
curves). The stable and unstable solutions are, respectively, shown with thick and
thin curves. The dashed curves are the solutions from the lower level of approximation
of Eq. (2.11). Also shown are the calculated free energies per site, with dark circles
(uniform solution) and open circles (symmetry-broken solution).
The occurrence of the symmetry-broken solutions, in the space of temperature
(1/J) and relative field strength (H/J), is shown in Fig. 2-6 for both levels of ap-
proximation. It is seen that no symmetry-broken solution occurs in the absence of
external field (H = 0), in agreement with Wannier's exact result [2] and in contrast
to conventional mean-field theory. Also shown in Fig. 2-6 are data for the onset of
order from an extensive Monte Carlo simulation study [21]. It is seen that these data
points are remarkably close to the onset of the ordered solution here. Also shown in
Fig. 2-6 is a lower temperature curve where the uniform solution crosses the unstable
symmetry-broken solution and exchanges stability with it, as illustrated in Fig. 2-5.
In order to choose between the distinct solutions of the hard-spin mean-field-theory
equations, a knowledge of the free energy of each solution is necessary. Accordingly,
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Figure 2-5: Same as in Fig. 2-4, but for H = 2.
we consider the dimensionless free energy per site
f (J, H) = -(1/N) In e-" . (2.13)
{s}
Its partial derivative with respect to inverse temperature is
Of /OJ = (1/2N) E ((sisj) + (s3 sk) + (sksi)) . (2.14)
(ijk)
The sum is over all nearest-neighbor triplets. The averages on the right-hand side are
determined for each solution, by replacing si with sisj + sjsk + sksi on the right-hand
side of Eq. (2.12), once the sublattice magnetizations, and thereby the probability
distributions p(mj; sj), have been determined self-consistently from Eq. (2.12). At
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Figure 2-6: The upper curve bounds the regions of temperature (1/J) and relative
field strength (H/J) where a symmetry-broken solution occurs. The dark circles are
the Monte Carlo simulation data for the onset of symmetry breaking, from Ref. [21].
The lower curve shows where the uniform solution and the unstable symmetry-broken
solution cross and exchange stability, as illustrated for H = 2 in Fig. 2-5. The full
and dashed curves are obtained from the two levels of approximations of Eqs. (2.12)
and (2.11), respectively.
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high temperatures, J -s 0, the free energy of the uniform solution reduces to
f = - ln(e H e-H) + (J/2N)Y, ((sisj) + (sj sk) + (sksi)) . (2.15)
(ijk)
At low temperatures, J -+ 00, the free energy of the symmetry-broken solution
reduces to
f = (J/2N) E ((sisj) + (sjsk) + (sksi))
(ijk)
-(H/6N)E ((si) + (sj) + (sk)) - So(H) , (2.16)
(ijk)
where So(H) is the ground-state entropy per site under uniform field H. For large HI,
the sublattice magnetizations of the symmetry-broken phase fully saturate at H <
J -+ oc to ±(1, 1, -1) and permutations, so that the ground-state entropy SO(H) is
zero. However, for low IHI, these sublattice magnetizations do not fully saturate, and
the system has a finite ground-state entropy SO(H). As a trial, we use the entropy of
free spins under fields (H 1, H 2, H3) causing magnetizations (min, M2 , M3 ), namely,
SO(H) = In 2 - ( ) Y [(1 + mi) ln(1 + mi) + (1 - mi) ln(1 - mi)] .
i=1,2,3 (2.17)
The thermodynamic densities in Eq. (2.15) are, of course, calculated at the uniform
solutions of Eq. (2.12), and the thermodynamic densities in Eqs. (2.16) and (2.17) are
calculated at the symmetry-broken solutions of Eqs. (2.12). Thus, the free energies
of the uniform and symmetry-broken solutions are obtained by integrating Eq. (2.14)
at constant H from high and low temperatures, respectively, as shown in Fig. 2-7,
and adding the limiting free energies of Eqs. (2.15) or (2.16), respectively.
The calculated free energies for H = 2 are shown in Fig. 2-5. The symmetry-
broken solution has the lower free energy at low temperatures, in its entire range
of existence. The two free energies, calculated from opposite temperature extremes,
meet at the point of appearance of the symmetry-broken solution. Note that there
is no built-in requirement for this occurrence, as will be seen below. The symmetry-
broken magnetizations in Fig. 2-5 essentially saturate at low temperature, so that the
zero-temperature entropy term discussed above is negligible for this case.
The free energy results shown in Fig. 2-5 are qualitatively reproduced for other
values of H, except when the low-temperature symmetry-broken magnetizations do
not fully saturate, which occurs for low values of JHJ. This situation is illustrated
for H = 1 in Fig. 2-4. In this case, the free energy of the symmetry-broken solution
is again lower in its entire range of existence, but, as calculated with SO(H) from
Eq. (2.17), it does not meet the free energy of the uniform solution at the point of
appearance. In fact, the entropy SO(H), which is the logarithm of the number of
microscopic states consistent with (in, iM2 , M 3) divided by the number of sites, is
overestimated by Eq. (2.17), since the constraints imposed by J -+ oc are ignored.
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Figure 2-7: The curves bound the region in temperature (1/J) and field strength (H)
where a symmetry-broken solution occurs, as obtained from Eq. (2.12). The data
points are from Monte Carlo simulation (dark circles, Ref. [21]) and finite-size scaling
(open circles, Ref. [3]). The arrows show the paths of integration of the uniform
(upper arrow) and symmetry-broken (lower arrow) solutions.
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Accordingly, So(H) from Eq. (2.17) reduces for H = 0 to the free-spin value of ln 2,
whereas Wannier's exact result [2] gives 0.323. When the expression of Eq. (2.17) is
scaled to match 0.323 at H = 0, the free energies cross somewhat below the point of
appearance.
The above implies a first-order phase transition with critical correlations in one of
the coexisting phases, namely, in the symmetry-broken phase. Now we note that when
the hard-spin mean-field theory Eqs. (2.12) or (2.12) for the local magnetizations {mi}
are solved in terms of sublattice-wise uniform magnetizations, an order-parameter
jump will always be obtained at the phase transition of the threefold permutation-
symmetric (three-state Potts) ordering, because of the third-order term in the small
order-parameter expansion of the equation. What is remarkable here is that the
equations come as close to a second-order phase transition as they possibly can,
by putting the appearance of the symmetry-broken solution at the order-parameter
jump, while also giving the position of the transition at its correct value, as compared
with Monte Carlo simulation data [21] (Figs. 2-6 and 2-7).
Monte Carlo hard-spin mean-field theory with Eq. (2.10) treats the local magneti-
zation {mi} independently and yields [9] the expected second-order phase transition
of this ordering, which is in the universality class of the two-dimensional three-state
Potts model. Moreover, Monte Carlo hard-spin mean-field theory also yields [9] the
expected first-order phase transition of this ordering in the stacked version of this
system, which is in the universality class of the three-dimensional three-state Potts
model. The success of Monte Carlo hard-spin mean-field theory must be due to the
fact that, in treating local magnetizations, the theory incorporates correlations be-
tween different sites. Accordingly, to include this effect in a closed-form solution, the
hard-spin mean-field theory for the distribution Di(mi) of local magnetizations mi at
site i must be considered. This equation is
Di(mi) J [Jldm D (mi) 6(mi - Mi({m1 })) , (2.18)
where Mi({mj}) is the right-hand side of Eq. (2.11) or Eq. (2.12), depending on
the chosen level of approximation. This distribution hard-spin mean-field theory
[Eq. (2.18)] and Monte Carlo hard-spin mean-field theory [9] also open the door to the
possibility of non-mean-field critical exponents, since one is in effect doing Landau
theory with infinitely many order parameters. This possibility should be further
studied. The imposition of uniformity, on the other hand, dictates standard mean-
field exponents, since the small order-parameter analysis is then standard Landau
theory.
We are thankful to A. Naqvi and R. R. Netz for useful discussions. A.N.B. thanks
the Scientific and Technical Research Council of Turkey (TUBiTAK) for a travel
grant and the members of the Physics Department of Bilkent University for their
hospitality. This research was supported by the U.S. Department of Energy under
Grant No. DE-FG02-92ER45473.
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2.4 Conclusion
We presented a systematic and generic derivation of the HSMFT equations for lattice
spin models. The given formulation opens the possibility for systematic improve-
ments, which at the first level was found to give the exact values for the long-range
correlations in one dimension. Next, we presented a method for the calculation of the
free energy within the HSFMT framework, which can be applied to various frustrated
systems. It was found that at finite field, the transition from paramagnetic phase (P)
to the symmetry-broken phase, where the sublattice magnetizations are not all the
same, is of second-order with d = 2 three-state Potts universality. A similar calcula-
tion can be carried out for the experimentally realizable d = 3 stacked version of the
same model, for which several incompatible results have been reported in the past.
In particular, the existence of two symmetry-broken phases (one being the partially
ordered period-three state (A) where one sublattice remains paramagnetic, the other
being the ferrimagnetic state (B)) brings interesting questions. A zero-field transi-
tion from P to A exists now at a finite temperature which is suggested to give way to
phase B as temperature is lowered [9]. On the other hand, the finite-field transition
is mainly P-B type and first order due to the three-state Potts symmetry of phase
B. Although the stability of the phase A at small fields and high temperatures was
claimed to survive by the above authors, leading to a finite-field multicritical phase
diagram, this was questioned by Monte Carlo studies [22] even for zero field. A mod-
ified version of the free energy calculation presented here may help resolve this issue.
Finally, I would like to mention that during the writing of this thesis, an alternative
approach within the HSMFT formalism has been suggested [20] for calculating the
internal energy and the entropy (and hence free energy).
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Chapter 3
Tricritical Phase Diagrams under
Quenched Random Fields and
Quenched Random Bonds
3.1 Introduction: Quenched Disorder
The existence of impurities in actual physical systems is inevitable. The question
of whether and when they play an important role in the outcome of experiments
has been a problem of interest for a long time. We now know that "randomness"
is usually an important parameter, killing the otherwise existing long-range order in
many systems, or in some others, creating new phases with interesting and not yet
fully resolved dynamic and static properties (e.g., spin glasses, random-bond Potts
model, etc.).
In principle, one can impose disorder onto a system in two distinct ways, depending
on the relation between the mean relaxation time of the dynamical variables of the
system, Td, and that for the impurities, rimp. In case of annealed disorder Timp , Td,
such that the impurities have enough time during the preparation stage to come to
thermal equilibrium with the rest of the sample. Then the correct treatment is to
start with a partition function that involves a sum over the original degrees of freedom
and the configurations of the randomness. For instance, the annealed partition sum
for the bond diluted Ising model is
Z = e (ij) nisis , (3.1)
{nii} {sii}
where ni3 = 0,1, with 0 corresponding to the diluted bonds.
Yet in most systems, Timp > Td, i.e., the disorder is frozen into the system (or
quenched), such that the equilibrium is reached subject to the particular disorder
configuration. Now, a thermal average over ni1 in the above example is not justified.
Therefore, for any particular experimental realization is to be described by a partition
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sum which is a function of the quenched disorder,
Z({nij}) = E e (ij) JZj nijsZsj (3.2)
{sOi}
and the disorder average is evaluated for the free-energy,
- 3F = In Z({ni}) , (3.3)
{fnl}
which is usually referred as the self-averaging property of the free energy. This sum
is justified by considering the macroscopic system as a collection of many smaller
but still macroscopic subunits, each with a particular realization of the disorder. The
RHS of Eq. (3.3) is difficult (if not impossible) to evaluate in most cases. Nevertheless
several theoretical tools along this line have been developed and used extensively [1, 2].
Alternatively, one can try to use renormalization-group techniques to map the RHS of
Eq. (3.2) through a rescaling to another sum with less degrees of freedom and a new
distribution of disorder, hence defining a flow in the essentially infinite-dimensional
space of all possible distributions. The topography and the fixed-point analysis of
these flows should tell us about the phase diagram and the critical behavior of the
system. This is the approach that will be pursued in this chapter.
Quenched randomness in lattice spin models can be introduced to either the spin-
spin interactions or the local field. The difference is that the first couples to the local
energy density fluctuations, whereas the latter couples to the local order parameter.
The effects of both kinds of disorder on critical behavior has been extensively studied.
Two most important contributions to this problem are due to Harris [3] and Imry
and Ma [4]. The Harris criterion states that for systems with a < 0 (a being the
specific heat exponent), weak bond-randomness does not alter the critical behavior,
and the reverse is true for a > 0. Below is a heuristic derivation of this result:
Close to the critical point, consider independent subunits of linear size L ~ -
(correlation length) of the macroscopic system (for L < , subunits would not be
independent). Each of these regions will have a transition temperature T, which will
have an overall variance t - (6h), where 6h is the average of the bond randomness
within the volume d, hence 6h ~ -d_/2 tdl/2 (t = (T - Tc)/Tc). The transition
of the random system will be same as that of the pure system if the Rt < t, or
equivalently dv > 2. Combining with the hyperscaling relation a = dv - 2, we obtain
a < 0 as the condition for the irrelevancy of the weak randomness on the critical
behavior.
The Imry-Ma argument on the other hand applies to random-field systems and
states that the ordering is completely eliminated for spatial dimensions d < 2 for
the Ising model (n = 1) and d < 4 for systems with continuous degrees of freedom
(n > 2). It can be understood through the following argument:
It is favorable to create an island with linear size L of opposite spins within a
ferromagnetic domain if the excess surface energy ( ~ Ld-1 for n = 1, - L d 2 for
n > 2) is compensated by the average effect of local field fluctuations (~ Ld/ 2).
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Therefore, in Ising model long-range order is destroyed under weak field randomness
if d - 1< d/2, i.e., d < 2, and similarly for n > 2 if d < 4 .
Of course, the question of how the critical behavior is altered in each case is not
addressed in these arguments. It is known that the answer depends on the system
and on the type of randomness, yet for most cases a complete understanding is still
lacking. As a typical example, a calculation by Aharony et al. [5] shows that to
all orders in perturbation expansion, the critical exponents of a second-order phase
transition with quenched random fields for 4 < d < 6 are the same as those of the pure
system in d- 2 dimensions. This clearly contradicts the Imry-Ma results stated above,
since it predicts the lower critical dimension d, = 3 for the random-field Ising model,
rather than 2. Another example is the random-bond problem on the Ising model with
a symmetric bimodal distribution of the exchange interaction (±J model). It exhibits
a spin-glass phase nonexistent in the pure system which has become a separate field
of research by itself [6].
The effect of quenched randomness on first-order transitions is also drastic. It is
by now a well-established fact that for spatial dimensions d < 2, even an infinitesimal
amount of quenched bond randomness changes a symmetry-breaking first-order tran-
sition to second order [7-10]. In contrast, for d > 3, the first-order transition vanishes
only above a threshold randomness strength [8-10]. Previous work on this problem
is devoted to the systems with "bond randomness", meaning that the disorder in
the system couples to the local energy density. Two model Hamiltonians where such
phenomena can be investigated are the q-state Potts model and the Blume-Emery-
Griffiths (BEG) model. The pure q-state Potts model for example, has a first-order
transition for q > q, (e.g., for d = 2, q, = 4), which is converted second order upon
introducing any amount of bond randomness. The nature of the new randomness-
governed fixed point is subject to ongoing research (see, for example [11]).
The BEG model is investigated in this chapter. The Hamiltonian for the pure
model in absence of external fields is
-8 2= J sis+K ss - A s . (3.4)
(i) (ii) i
It was originally proposed as a model for the superfluid transition of 3He- 4He mix-
tures, successfully reproducing the experimentally observed behavior [12]. Both the
mean-field theory and later renormalization-group calculations in d = 2 [13] result
in tricritical and critical end-point phase diagrams for low and high values of K/J
respectively.
3.2 BEG Model with Random Bonds
Upon introduction of disorder, that is imposing an initial probability distribution
function (PDF) P(K) on the interactions (bond-randomness), a RG transformation
R(K) produces a mapping on the PDFs. The form of this mapping will be introduced
in the next chapter (see Eq. (3.8)) within the context of random fields. Note that
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d=2
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0
-1 -0.5 0 0.5 1
A/J
Figure 3-1: The phase diagram under quenched bond randomness in two dimensions.
The horizontal axis is the chemical potential, the left end of the axis approaching the
Ising limit. Under any amount of randomness, the dense-disordered phase extends
down to zero temperature, killing the first-order transition between ferromagnetic and
dilute-disordered phases. The ferro-dense phase boundary is fully second-order, and
controlled by the singly unstable fixed point at A = -oc.
PDFs of the form 6(K - KO) constitute a closed subspace for the RG flows and
corresponds to the pure system. Hence any fixed point (and corresponding phase
transition) lying outside this subspace is strictly randomness induced.
In two dimensions, any amount of randomness is enough to pull the tricritical point
down to zero temperature, converting all the finite-temperature phase transitions
to second-order, with slight modification in the location of phase boundaries (see
Fig. 3.1,3.2) [14]. The whole phase boundary is governed by a single critical fixed
point in the Ising plane.
In three dimensions, however, the first-order transition survives, albeit shrinking
gradually, up to a finite randomness strength. Furthermore, the "converted" portion
of the second-order phase boundary is now governed by a new fixed distribution, hence
violating the well-known principle of universality [14].
Given that quenched random fields have a stronger and qualitatively different
influence on continuous transitions, it is natural to ask how the tricritical phase
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A=0.527, K/J=O
rv 20 d=3
Disordered
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Ferro
0
-6 -4 -2 0 2
A/J
Figure 3-2: The phase diagram under quenched bond randomness in three dimensions.
Below a finite threshold of quenched randomness, the first-order transition (thick line)
survives with a suppressed tricritical point (T). The randomness induced portion of
the second-order phase boundary (MT) is controlled by a new fixed point where the
random nature of the interactions (finite width of the probability distributions) is
prominent.
diagram will be altered under random fields. The resolution of this question is the
subject matter of the next section.
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Abstract
In view of the recently seen dramatic effect of quenched
random bonds on tricritical systems, we have conducted a
renormalization-group study on the effect of quenched ran-
dom magnetic fields on the tricritical phase diagram of the
spin-1 Ising model in d = 3. We find that random fields con-
vert first-order phase transitions into second-order, in fact
more effectively than random bonds. The coexistence region
is extremely flat, attesting to an unusually small tricritical
exponent ,#; moreover, an extreme asymmetry of the phase
diagram is very striking. To accommodate this asymmetry,
the second-order boundary exhibits reentrance.
PACS Numbers: 75.10.Nr, 05.50.+q, 05.70.Fh, 64.60.Kw
Phys. Rev. Lett. 82, 2572 (1999).
Tricritical phase diagrams of three-dimensional (d = 3) systems are strongly af-
fected by quenched bond randomness: The first-order phase transitions are replaced,
gradually as randomness is increased, by second-order phase transitions. The inter-
vening random-bond tricritical point moves towards, and eventually reaches, zero-
temperature, as the amount of randomness is increased. This behavior is an illus-
tration of the general prediction that first-order phase transitions are converted to
second-order by bond randomness [7, 8, 15-19], in a thresholded manner in d = 3. The
randomness threshold increases from zero at the non-random tricritical point. The
random-bond tricritical point maps, under renormalization-group transformations,
onto a doubly unstable fixed distribution at strong coupling. Random-bond tricrit-
ical points exhibit a remarkably small value for the tricritical exponent /3 = 0.02,
reflected in the near-flat top of the coexistence region. In the conversion of the first-
order phase transition to second-order, traced by the random-bond tricritical point, a
strong violation of the empirical universality principle occurs, via a renormalization-
group fixed-point mechanism. Thus, detailed information now exists on the effect of
quenched bond randomness on tricritical points, revealing several qualitatively dis-
tinctive features [14, 17].
No such information has existed on the effect of quenched field randomness on
tricritical points. This topic is of interest also because renormalization-group studies
have shown that quenched field randomness induces, under scale change, quenched
bond randomness, as the presence of quenched field randomness continues [20]. Ac-
cordingly, we have conducted a global renormalization-group study of a tricritical
system in d = 3 under quenched random fields. The results, presented below, show
that these systems have their own distinctive behavior which is qualitatively different
from that of non-random or random-bond tricritical systems. Thus, a microscopic
physical intuition is reached on the different effects of the two types of quenched
randomness.
We have studied the Blume-Emery-Griffiths (i.e., spin-1 Ising) model under qu-
enched magnetic field randomness. The Hamiltonian is
- [Jsis + Kss- (s + )) + Hij (si + s]) + H(
<ii> (3.5)
where si = i1, 0 at each site i of a simple cubic (d = 3) lattice and < ij > indi-
cates summation over all nearest-neighbor pairs of sites. The quenched random fields
Hij, Ht are taken from a distribution
P(HHt) = 1[6(H +UH)6(Ht+uH)+6(H +UH)J(Ht UH)
+ 6(H - oH)J (Ht+ OH)+6 (H- H) 6(Ht- H)] . (3.6)
All other interactions in the initial Hamiltonian (3.5) are non-random. Under re-
normalization-group transformations, the Hamiltonian (3.5) maps onto a random-field
random-bond Hamiltonian,
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- = [Ji si sj ± Ki ss - Aij (s' + 8s) At 8 _ 82)
+ L 3 (s sj + sis ) + Lt (s.s3 -
+ H (si + sj) + H(s-s)] , (3.7)
where all interactions are quenched random, with a distribution function
SJij, Ki , Aij, IAT, Lij , Lt , Hij, Ht determined by the renormalization-group
transformation. Specifically, the first four arguments here reflect the rescaling-induced
bond randomness of the random-field system.
The renormalization-group transformation is contained in the mapping between
the quenched probability distributions of the starting and rescaled systems,
Pi' , =] f dK 2 ,P (i 6 (&j,, - Rt (Ki4)) , (3.8)
#(ii) J
where At - K A, Zi L , Lt-, Hij, H ) are the interactions at localityKii Vii7 Ki7 ii' J ii z), zj
(ij), the primes refer to the renormalized system, the product is over all unrenor-
malized localities (ij) whose interactions {KiiJ influence the renormalized interaction
Kj,, and i({Ki}) is a local recursion relation that embodies the latter dependence.
Simply said, Eq. (3.8) sums over the joint probabilities of the values of neighboring
unrenormalized interactions that conspire to yield a given value of the renormalized
interaction. The phenomena characteristic to quenched randomness should derive
from the probability convolution shown in Eq. (3.8), rather than the precise form
of the recursion R that should be a smooth local function. In this work, we use
the Migdal-Kadanoff recursion relation, given for this system in [21]. The convolu-
tion is effected by representing P(Rij) in terms of bins, the degree of detail (i.e.,
the number of bins) reflecting the level of approximation. In this work, we have used
531,441 bins, corresponding to renormalization-group flows in a 4,782,969-dimensional
space. The application of Eq. (3.8) via the binning procedure has been described else-
where [14, 22]. This method has been quite successful in the treatment of quenched
random Ising systems, especially with respect to the conversion of first-order transi-
tions to second-order [8, 14].
Our main result, the striking difference between the three types of d = 3 Ising
tricriticality, is evident in Fig. 3.3, where the calculated random-field, random-bond,
and non-random phase diagrams are superimposed. The same amount of quenched
randomness [UH = 0.2 = ou, as in Eq. (3.6)] is used, for relevance of comparison. It is
seen that both bond randomness and field randomness convert first-order phase tran-
sitions to second-order in a thresholded manner, but that field randomness is more
effective than bond randomness in this conversion. Both types of random tricritical
points occur at remarkably near-flat tops of coexistence regions, reflecting the un-
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Figure 3-3: Calculated tricritical phase diagrams for non-random (dotted), random-
bond (full), and random-field (dashed) d = 3 tricritical phase diagrams. In each phase
diagram, a line of second-order phase transitions extending to high temperatures
meets, at a tricritical point, a coexistence region extending to low temperatures. Note
the near-flat top of the coexistence regions in both quenched random systems, and
the extreme asymmetry of the random-field system. Thus, field randomness is more
effective than bond randomness in converting first-order transitions into second-order
(i.e., the tricritical point is at lower temperature).
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Figure 3-4: Calculated d = 3 global phase diagrams: (a) Random-bond systems
exhibit two universality classes of second-order phase transitions (thin and thick full
lines) and first-order phase transitions (circles). (b) Random-field systems exhibit
second-order (full lines) and first-order (circles) phase transitions. In both types of
quenched randomness, the first-order transitions cede under increased randomness.
The line of tricritical points (dashed) reaches zero temperature, as all transitions
become second-order. In the random-field case, the ordered phase disappears under
further randomness, whereas in the random-bond case, the ordered phase (and the
strong violation of universality) persists for all randomness.
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usually small values of the exponent #0, but the random-field phase diagram is most
strikingly asymmetrical. The tricritical point occurs at the high density (s?) = 0.835
(as opposed to 0.613 and 0.665 in the random-bond and non-random systems, re-
spectively), essentially all of the near-flat portion of the coexistence top occurring
on the dilute branch of the coexistence boundary. To accommodate this asymme-
try, the randomness-extended line of second-order phase transitions has to curve over
and exhibit reentrant behavior [23] as a function of temperature. This difference in
behavior comes from the fact that random bonds destroy order-disorder coexistence
without destroying order itself [15, 16], whereas random fields destroy both order-
disorder coexistence, through the rescale-generated bond randomness, and order per
se. The latter is more effective near the tricritical point, where considerable vacancy
fluctuations occur within the ordered phase.
Random-field and random-bond tricritical points renormalize onto obviously dif-
ferent doubly unstable fixed distributions (the field variables L and H remain at zero
in the latter case).
It is seen in Fig. 3.3 that the coexistence boundary of either type of random sys-
tem follows that of the non-random system, until the temperature-lowered tricritical
region sets in relatively abruptly. This is similar to the magnetization of random-
field systems following the non-random curve until the critical region sets in quite
abruptly [22, 24].
On the high-temperature side of the tricritical point, it has been known [14] that
the break in slope of the critical line, in the random-bond system, is connected to the
strong violation of the empirical universality principle, segments on each side of this
point having their own critical exponents, respectively of the strong-coupling and non-
strong-coupling type. No such universality violation occurs along the second-order
line of the random-field system, the entire line having random-field critical expo-
nents that are governed by a strong-coupling fixed distribution, implying a modified
hyperscaling relation [25, 26].
This research was supported the U.S. Department of Energy under Grant No.
DE-FG02-92ER45473 and by the Scientific and Technical Research Council of Turkey
(TUBITAK). We gratefully acknowledge the hospitality of the Feza Giirsey Research
Center for Basic Sciences and of the Istanbul Technical University.
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3.4 Recursion Relations and Symmetries
In this section, I will describe the Migdal-Kadanoff renormalization-group transfor-
mation employed in the calculation of the quenched interactions for the renormalized
bond (i, j), i.e., R ( Kij in Eq. (3.8). The transformation is composed of a bond-
moving step followed by a decimation. At each step of the renormalization-group
iterations, the object being transformed is the distribution P (Ki1 ), which is practi-
cally represented by a finite but large number of 6-functions of variable heights.
3.4.1 Bond-moving
The bond-moving step simply corresponds to the convolution of P (Ki3 ) by itself:
Pbm(K) = d# P(K) P(K - K). (3.9)
For d > 2, d - 1 such steps are performed before each decimation. Note that this
step is an approximation, since it doesn't respect the local connectivity of the lattice.
A fraction of the bonds are eliminated from the system, accompanied by a hopefully
accurate compensation in the strengths of the remaining bonds (Fig. 3-5).
3.4.2 Decimation
After the bond-moving, it is possible to perform an exact partial summation over
those sites (-) which have only two nearest neighbors (si, sj) :
Rsis - = e-W(f,=)+E(R,sj)) Rsos + Rsi,+,S + R8s,),s, ,(3.10)
K ;- E
K 
KUq
K bm K
K K K
TKK T CC_
le /dec
KF' 3K'
Figure 3-5: The bond-moving and decimation procedures sketched in two dimensions.
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where
-O31'(si,sj) = Jj sisj+K .sis -A' (s +s )- A' (s -s )+Hij (si+sj)
i; (si - s) + L' sisj (si + sj) + Lt' sisj (si - sj) . (3.11)
Here, (si, sj) are nearest neighbors in the decimated lattice with the quenched interac-
tions 1I<7 = IJ'j, Kij, N'., At', H'., Ht'I L'I Lt' . I ' can be calculated using linear
combinations of ln(R,,,j), which are themselves functions of the quenched interactions
Ks,, and K, , chosen from the bond-moved distribution Pbm(K) of (3.9).
3.4.3 Symmetries
Note that the numerical evaluation of the above steps for the distributions is rather
computer intensive, since its accuracy depends on the number of 6-functions used to
represent the ideally continuous probability distributions. Therefore, it is important
to make use of the symmetries of the Hamiltonian and of the initial conditions which
help reduce the size of the region where we need to construct the renormalized dis-
tribution. Let us use the notation Kfl = (a, Kb), a and b representing the bonds
(si, -) and (a, sj) respectively. Then the following are true for the decimation process:
1. Flipping {si} together with the conjugate fields {H 0 , Ht, L0 , Lt } leaves the Hamil-
tonian intact. Therefore, defining K. [Ja, Ka, Da, Dt, -Ha, -Hi, -L, -Lt],
f(Ka, Kb) = R(Ka, Kb) , (3.12)
where ,= R_ .
2. Let K0  [J 0, K0 , D, --Dt, H, -HtI, , -L]. Since the Dt, Ht, Lt terms
couple to (si - s?), (si - sj), sisj(si - s) respectively, we have a second symmetry
R(Ka, Ib) = (RKbK a) , (3.13)
where N,,, = R
Thanks to the two symmetries above, we need to evaluate the renormalized dis-
tribution only for one-fourth of the interaction space, and fold it out to get the full
P'(K'). Note also that employing both symmetries is possible only if the initial
distribution function respects them as well. This obviously is true for the bimodal
distribution in (3.6).
3.4.4 Handling the Distributions
The most technically challenging part of the calculation is to evaluate the integrals
in (3.8) and (3.9). Note that for the pure system, calculating i(K, K) completes the
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binning decimation
(a) (b) (c)
Figure 3-6: The binning procedure in one dimension shown schematically.
decimation step. Here, however, we have to repeat the calculation N 2 times, where
N is the number of 6-functions used for representing the distribution P(K). If we
wanted to follow the flow of the initial distribution function (sum of four 6-functions)
exactly, we would have to use an exponentially increasing size of computer memory at
each step. In fact, even before reaching the memory limits, run-time considerations
limit us with an upper-bound in the amount of 6-functions we could use.
The obvious way out of this problem may seem to be to evaluate (3.8) and (3.9)
by Monte Carlo sampling. Unfortunately, the stochastic nature of this method is
unsuitable for the investigation of the critical properties of the model, since it consid-
erably blurs the phase boundary. Instead, we use an improved version of a previously
devised binning procedure which was successfully applied to random systems [14, 22].
The one-dimensional version of the procedure is depicted in Fig. 3-6. At each step, a
finite-sized grid is laid on the distribution such that it optimally covers most of the
probability. This is achieved by calculating the center of mass (Kcm) and the extent
of the distribution to the left (6t) and to the right (6,.) along each axis:
N
Kcm = Z pi, (3.14)
i
N 1/2
= E (Ki - Kcm)2 pi9(Kcm - K]1 , (3.15)
N 1/2
a = E (Ki - Kim)2 pi(Ki - K ) , (3.16)
where 9(x) is unity for x > 0 and zero otherwise. Next we set the boundaries of the
grid to be 3 v/2 to the left and 3 V_ to the right of K,% for each interaction
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here labeled by a. Note that
2 + a 2 = U,
a being the full standard deviation. Therefore, above choice of the boundaries
amounts to 3 standard deviations for a symmetric distribution which for the Gaussian
distribution covers 99.6% of the probability. These intervals are then divided to equal
segments which set the boundaries of the cells. The 6-functions within each cell of
this grid are then collapsed to a single point to obtain a "reduced" representation of
the original distribution. The average of the distribution is conserved in this process,
and we ensure that the standard deviation is also unaltered, compensating small devi-
ations by an inflation with respect to the center of mass. The "thickness" of the grid
boundaries shown in Fig. 3-6 is to maintain the continuity of the RG flows by sharing
among the neighboring cells those 6-functions which fall into the shaded areas. This
prevents the points near the boundaries to switch cells instantaneously upon an in-
finitesimal change in the initial conditions, creating superfluous discontinuities. The
thickness of the boundaries are chosen 1 / 1 0 th of the cell size in each direction.
Also, we make use of the symmetries mentioned in section 3.4.3 to confine the
calculations into the H, Ht > 0 subspace. This enables a finer grid choice along the
directions relevant for destroying the long-range order in the system. Most calcu-
lations were carried out using a total of 531,441 6-functions corresponding to 729
bins.
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Chapter 4
Conduction and Impurities in the
tJ Model:
Renormalization-Group Theory
4.1 Introduction: tJ Model
More than a decade has elapsed since the discovery of high-Tc superconductivity was
awarded the Nobel prize, yet the physics of the high-Tc ceramic compounds is still
not fully resolved. The Hubbard model which was proposed by P.W. Anderson [1] a
while ago and its limiting case, tJ model, are believed to capture the relevant physics
in these materials [2]. The Hubbard Hamiltonian is
E= -t ia(cc + c cia) + U rini4 + /t ni . (4.1)
First term on the RHS is responsible for the particles to hop from one site to a
neighboring site, and therefore contributes to the kinetic energy. The second term
penalizes two charges on the same site due to the Coulomb repulsion. In the limit U >
t, double occupation of a site is prohibited, and the second-order process resulting in
the exchange of two nearest-neighbor particles lead to an effective spin-spin coupling,
J ~ t 2 /U. Hence, we obtain the tJ model,
-OW =? -P t E (Clcijcs +ck ci') + J Si - Sj + p-( ni, ,
(i O) (ii) i, (4.2)
where P is the Gutzwiller operator, projecting out the doubly-occupied states. In
spite of their simplicity, an exact solution of these models is not yet available in two
and higher dimensions.
A renormalization-group calculation was conducted recently [3, 4], obtaining the
phase diagram of the tJ model and later generalized to the Hubbard model [5], both
revealing a rich phase diagram in three dimensions. In that study, a novel phase "T"
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was observed in the low-temperature region of the phase diagram around 30% doping.
At the corresponding fixed point, the hopping strength t was found to renormalize to
infinity, and a fixed-point electron density of n = 2/3 suggested that, being neither
empty nor full of charges, it must be a conducting phase. Here, we investigate the
conductive properties of this new T phase.
4.2 Conductivity for a Finite-Size System:
RG versus Exact Diagonalization
Calculating the conductivity for a system of interacting fermions given by the tJ
Hamiltonian is a difficult task. We want to utilize the previously proposed RG
scheme [3] to map the problem onto a simpler one with less degrees of freedom. This
section is also intended to convince the reader as to the accuracy of the RG method
implemented here and the related earlier studies [3, 5], since the procedure involves
uncontrolled but apparently quite accurate approximations, as will be discussed later.
We consider a hierarchical lattice [6] of finite size with effective dimension d = 3,
and decimate it until we are left with few (say two) sites with a set of effective
interactions (see Fig. 4-1). For simplicity, we shall consider here spinless fermions.
The Hamiltonian in the matrix form is given below together with the used basis:
o 100) 0 t* t* 0
i1 loT) ta b t
(D2 |0) tb t t* (4-3)C /tt) 0 tb ta 2/t+V /
In order to let a finite current through, we will couple the system to reservoirs on
the left and on the right by including two new terms into the Hamiltonian:
H + H + (taCd + tbCN) + c.c
Res. H(tJ,V) -Res. N Res. - ---- - Res.
ta 9]t b ta t,VJ tb
Figure 4-1: The RG transformation for a finite system
The reservoir can be assumed to be a free electron gas with the creation and
annihilation operators ak, al for the left and bk, b for the right. Then clak+cNb +c.c.
is the exact form of the coupling to a particular k-state in the reservoir. We replace
the creation and annihilation operators for the reservoirs by the complex numbers ta
and tb, which is the simplest form that allows for a nonzero current across.
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As will be shown in the next section, Eq. (4.7), the imaginary part of the hop-
ping term couples to the current operator. Hence, we introduce a phase difference
between ta and tb, as a means of inducing a non-zero equilibrium current expectation
across the system. When the perturbation is small, the current expectation is linearly
proportional to the phase difference, and their ratio is an intrinsic property of the
finite system under consideration, which we will associate with the conductance. The
average equilibrium current across the system is
(j) = tr (Jexp(--#H)) / tr (exp(-3H)) . (4.4)
For small systems, we can diagonalize the Hamiltonian and calculate (j) exactly. The
case of spinless fermions with infinite Coulomb repulsion is easily solvable for two
sites, which is the final size of the renormalized system after successive rescalings. One
simply calculates the expectation in Eq. (4.4) after diagonalizing the Hamiltonian in
Eq. (4.3),
(.i) = Z ex (t* tb - tat2)I 2(Ai - ,4)/A.|b( - a) -
where A are the eigenvalues of the isolated Hamiltonian, and Iy| 2 = ta12 + |tb2. Note
that no current is induced if the t, and tb have the same phase, even if they differ in
magnitude. We set tb = ta ez.
Above, the current operator, J, can be chosen to count the particle flux through
the bond between the two sites in the middle, or alternatively through the connections
of these sites to the corresponding reservoir. (j) should be independent of the choice
by particle number conservation. This being checked and confirmed, we use
J = -it(cc 2 - cc1)
Next we propose that the conductivity of the original system is the same as that
of renormalized two-site system. This proposition is checked for small sizes (5 site -+
3 site -- 2 site), and the current expectation for the smaller system with renormalized
couplings is found to be approximately the same as the current calculated directly for
the unrenormalized system (see Fig. 4-2). The small discrepancy between the curves
is due to the approximate nature of the renormalization-group transformation.
Introducing the nearest-neighbor Coulomb term reduces the current drastically
for attractive, and little for repulsive interaction, as shown in Fig. 4-3. This is not
surprising, since the repulsive interaction permits the charges to flow one at a time,
whereas the rather unrealistic attractive interaction favors both sites to be occupied,
hence blocking the current flow. Nevertheless, the renormalized system still performs
well in preserving the current expectation.
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Figure 4-2: The current expectation is approximately unchanged for the renormalized
chains.
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Figure 4-3: The current for V=O (*) is reduced slightly when V=-oo (o), infinitely
repulsive, and drastically as V becomes attractive, e.g., when V=10 (+). This calcu-
lation is for two sites, with t = 1 and p = 0.
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4.3 Renormalizing the Magnetic Field in the tJ
Model
The tJ model given in Eq. (4.2) is not closed under the rescaling. Therefore, we
consider instead the following generalized version which generates the same kind of
interactions under rescaling, except with new values of the coupling constants
-Ow = 'P t t-t (c c++cci) - J Z, Sj +V 1 nin + pm ni .6
(ij)a 0j2) 0jg) (4.6)
Let us introduce a small vector potential along one of the Cartesian directions, say x
(it may help to visualize the system as a torus, with a magnetic field through). This
modifies the hopping term along x-bonds as follows,
- t ~ (cicj+±c~ ci,) -- -t (e ccj, + e c ci') =
(ij)'0 (iJ)xo
-t ~ (c!cj, + cjci,) - i # t ( (ctcp, - cici0 )
(ij~z,(ij)xor
(4.7)
= (e/hc) a A, where a is the lattice constant and A is the vector potential. The
expectation of total particle current along x-direction is then
hc OilnZ
e A (J,) = -ita (ctcj, - Ci)
The fact that the hopping strength t renormalizes to infinity at the sink of the T
phase suggests that this phase allows for electronic conduction, although does not tell
whether it is a metallic or a superconducting phase. For an answer, we check whether
the T phase is able to sustain a non-zero current in the absence of an external field.
For this purpose, we calculate the recursion relations to first order in # and evaluate
the derivative ' az at q =0, a standard technique used, e.g., for calculating the
spontaneous magnetization in spin models. The exact recursion relations involving #
appear to be too cumbersome for an analytical calculation.
Now, using the recursion relation for #, we can relate (J,) at any two points of
an RG flow; in particular, (J,) at some point on the phase diagram to the (Jx)sink at
the corresponding sink:
(J) a In Z hc a In Z'aA' a A'
(J ) (J') . (4.8ao e DA' &A ( 4.8
Observing that the Hamiltonian remains hermitian under the renormalization
scheme, the contribution of q to the renormalized interactions (t', J', V', p') will be
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O((i#)2) or higher. Therefore, cross terms of the form a"l' &X' vanish in the lin-
ear analysis. The recursion relation for q follows from a tedious algebra (see Ap-
pendix 4.7), which finally gives
q' = 2# , or equivalently, A' = A (since oc aA)
It follows from Eq. (4.8) that
(Jr) = (J',
up to the first order in the external field. Also, we took t 54 0 in the derivation given
in Appendix 4.7, therefore the above result does not apply to the stable fixed points,
except the one governing the T phase.
In all the stable fixed points except the r sink, the hopping strength t is zero,
and the particle density is either 0 or 1, i.e., there are either no particles around or
no empty sites to hop. Therefore, Zia (cigcja - ccie) vanishes identically and
(J) = 0.
Inside the T phase however, t - oo and we have (Jx) = (J'). At the stable fixed
point (r sink), (J) = (J), i.e., the recursion relations do not prohibit a nonzero
current expectation even when the field is zero. Therefore, we find that the T phase
is superconducting.
4.4 Including Nonmagnetic Impurities in the tJ
Model
Recently there has been much interest in the effect of nonmagnetic impurities in high-
Tc superconductors, triggered by the experimental observations [7-10] of a sizable
reduction of T, in Zn substituted cuprates. Structural studies [11, 12] indicate that
the Zn atoms primarily replace the Cu atoms in the CuO 2 planes. They capture an
electron due to the excess positive charge of the nucleus, therefore act as randomly
distributed quenched impurities with a repulsive potential.
We include this fact into the tJ model given in Eq. (4.6), which is further general-
ized to accommodate the nonmagnetic impurities as a quenched random distribution
of the local electronic chemical potentials pi,
-014 --t ( l cjOc, + ciaci,) -- J Si - i
(ij),,(ii)
+V Z ninj + Z ti ni]P, (4.9)
(ij) J
where the projection operator P simply prohibits double occupation of sites. The site
dependent chemical potential pi reflects the existence of nonmagnetic impurities in the
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I t
Figure 4-4: Even in one dimension, the decimation involves the violation of commu-
tation relation (horizontal arrows) twice in opposite directions, hopefully resulting
in a cancellation of errors.
system, and is taken to have a bimodal distribution P () = (1-x)3(/-o -)+x(pimp-
p), x being the impurity doping rate. The pure version of the above Hamiltonian was
discussed in the previous sections. The fact that inside the T phase the hopping
term t renormalizes to infinity and that it can maintain nonzero current in absence
of external fields opens the possibility of its relevance to high-Tc superconductivity.
We will start with a generalization of the recursion relations in Ref. [3] of the pure
model. The main idea is to employ a bond-moving (for d > 2) first which reduces
the local connectivity of half of the sites, and then to perform a partial summation
over the degrees of freedom of those sites, hence mapping the Hamiltonian onto a new
one under the constraint that the partition function is left unchanged (see Fig. 3-5).
This procedure is nowhere exact. When applied to classical systems, the most crucial
approximation is the bond-moving which essentially mistreats the local connectivity
of the lattice (nevertheless, lattice structures on which the bond-moving becomes
exact are physically realizable and are known as hierarchical (Berker) lattices). Yet,
in the tJ model there is a further approximation involved due to the quantum nature
of the Hamiltonian. The decimation process can be performed only after a violation
of the commutation relation on each non-decimated site (Fig. 4-4).
Since the mistreated terms above are ~ 32, the accuracy of the approximation gets
better at higher temperatures. Furthermore, although we neglect the correlations in
an uncontrolled manner, we expect the errors in steps 2 and 4 of Fig. 4-4 to cancel
each other in the leading order, as is seen in comparisons of calculated kinetic energies
and densities [3].
For the tJ model in Eq. (4.9), the renormalization-group scheme will inevitably
generate a nonuniform distribution for the remaining interactions, as we have seen in
Chapter 2. Therefore, we need to solve for the recursion relations for the general case
K' = R(K1 , K 2 )
where K = (t, J, V, p). This can be done analytically as described in Section 4.5.
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4.5 Calculating the Recursion Relations
Along the same lines as in Ref. [3], the recursion relations for the impurity-added
tJ model are going to be calculated in terms of two- and three-site wave functions.
Since each site can be either empty, or occupied by an spin-up or spin-down electron,
there is a total of 9 two-site states, and 27 three-site states. Hence our goal is to
construct the renormalized 9x9 Hamiltonian matrix from the unrenormalized one of
size 27x27. Yet the Hamiltonian conserves charge, total spin, and S2, which enables us
to reduce the 27x27 matrix to a maximal of 3x3 block diagonal form. Note, however,
that here the impurities break the parity conservation used in Ref. [3], considerably
complicating the algebra.
Renormalized eigenstates, eigenvalues are
I o a)
(0 t o) - t))
1t)
(0T)- t)
,G' ,
, t' p'/ 2 + G'
, + ,//2 + G'
-J'/4 + V'+ p' + G',
,3J'/4 + V' + tt' + G'
Unrenormalized matrix elements are
REP.
|o t o)
I too)
I o o t)
I 1 o I)
I I I o)
MATRIX ELEMENT(S) OF - OH
= 2G ,
)
t 1 o 4) +| 4 0 1)
1o4)+ 104t)
I 4o) + 41 o)
|1o 4.)-401)
1o4)-o4t)
I1 4o) -14o)
))
(11 + p2)/2
-ti
-t 2
Co -ti
-t1 O + C2
-t 2  0
-
-ti
-t2
-
-ti
-t2
-ti 
-t 2
p1/2 0
0 P2/2
-t 2
0
Co + El
-t4
Co + E2
0
-tl
E0 + E2
0
) + 2GI,
) + 2GI ,
-t 2
0
CO + 61
-t 2
0
Co + E1
) + 2GI,
)+ 2GI,
-> i+A2 +V 1 +V2 - (JI+ J2 )/4+2G,
>1 1P2 +V 1 +V2 - (J1+ J2 )/4+2G ,
Spi+ p2 + V1 + V2 + A + 2G,
= pi+ p2 + V1 + V2 + A2 + 2G,
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1DO)
14bi)
112)
|@3)
144)
W.F.
XP 3(( )
(T7T8'Q )
(10
XP12 )
|TO) 100o)
V2
1
IT13) I |T T T)
|14) -L (I7 T T )+| 4t+|4t)
1,@,5) cos o |r1) + sin 0 |r2)
1|@i1) cos o |r2) - sin 0 |1)
where co = (i + P2)
1F), 6 and Ai can be
/2, ci =a pi/2 + Vi - Ji/4, and to = pi/2 + Vi + J/4.
calculated after some algebra to be
|17) = (1 1 t 4) - 21 t 4 t) + 14 t t))
r2) = (r c T ) - I TT)) ,
0 = arctan [V3 5 ] ,
A = (J 1 ) + 
A_ 1 + (jJ 2 ) [ +
V1 + 3Vjj~2]
V1 + 3Q J 2J
Note that further reduction of block sizes for the Hamiltonian is not possible for t1
and t2 are in general different. One still can further diagonalize the Hamiltonian using
the coupling terms as coefficients in the definition of Ti, but this eventually leads to
a transcendental set of equations for the renormalized quantities.
To proceed further, define Ii to be the matrix elements of exp(-,3H') in the renor-
malized basis :
1i = (<i| 1exp(-OH')I<Dj)
The recursion relations are to be calculated from the relations,
l = (a o a a1 0 00) + (a t a10 t a)+ (o04 - |a1a4- ) ,
a t) + (oOt || TOO)]
+H[(TT1 TT O) + (Ot ? ?|o ) + (T T o||T T ) + (O T T 1| TT O)]
+12[(t 4 01 t 4-a) + (a 4 t |0 4 t) + (T 4 110 t ) + (a 4 t || t 4- )]
2 =2[(T 4-al t oo) + (OO t Ia 4 0 ) - (t 4- aa 4- t) - (OO t I T-)]
+}(TT70|| TT O) + (O tt || T T) - (TT10 ? loT ) - (O tt 11 TT O)]
+12[(T 01 T| 0) )+ (0 T ||0 T) - (T 0||0 T) - (0 T ||1 T )]
13 (tot T 7O T) + (Tf jT |7T) + (T0 1 T | ) ,
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-!= [(TO 11 T | o) + (0 T 1|00oT) + (TO 110|o
14 = T 0[( 0 | ) + (0 0 0 0| 0 0)-( |4ot - 4ot| )
+[(- t | t t ) + (4 t t H14 t t) - (t t H 4 t t) - (4 t t H t t T)]
where ... ... ) = (- e ). These can be further expressed in terms of the
unrenormalized matrix elements
0= ('o lITo) + 2 ('IFI|T) ,
11 = 1 [(T 21'1'2) + (T31T3) + (TI21143) + (T|31I2)]
+' [(TITO|') + (1I5H|J) + (F6H'|5) + (T51 I'6)]
+ (T9 + TI121|I'9 + T'12) + ' IT8 - T 11|1 I'8 - T11)
+'('F9 + T12|Ns8 - T11) + 1(T8 - T11|$T9 + T12),
12 = i [(T 2 1||' 2) + (F3IT|3) - (||21 I3) - (T31 IT2)]
+ [(T61 1T) + (T51H||5) - (T|6105) - (F5H'|6)]
+ (T9 + T121'I'9 + T12) + I(TJ8 -- 11H1IT8 - T11)
-(T9 + T121|I T - T11) -- OF8 - T11|1|I9 + T12),
13 = (T4 1||) + (TJ13|IT 13)+
(-1-T14 + cos 9 15 - sinO' 16 I I | 14 + cos 9415 - sinOT 16 )
= (|41|4) + (T131|I'13) + I(T141|'| 14) + cos 2 0('OF1511T'15) + sin 2 0('OF16 ITI16)
14 = (joIIo) + 2(sinT I 15 + cos OT16 11 sin 615 + cos 9' 16 )
= (4 o I ITIo) + 2 [sin2 O(T 151IT 15) + cos2o(TI16 1 I' 16)] .
Then the calculation reduces to finding the matrix elements of the exponentials of
given 3x3 blocks. Next section describes how to write down these matrix elements
analytically in terms of the eigenvalues (note that we want a particular form for these
matrix elements, such that we can extract out the logarithm of the largest term in
each, since otherwise the numerical evaluation of the logarithms will be impossible
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due to lack of infinite numerical precision).
4.5.1 Exponentiating the Matrix
We shall use the fact that for a 3x3 matrix,
exp(A) = co + ciA + c2 A2
Since the equation above should also be satisfied by the eigenvalues of A,
exp(Ai) = co + ciA + c2 A,
or
eA I A, Al cO
I o = oaA2 A 2 .:
eA3 I A3 A 2 C2
Invert above matrix to obtain ci's:
A2A3
(Al -A 2 )(A1 -A3)
-(A 2+A 3)
(A1 -A 2 )(Al -A 3)
1
(Al -A 2 )(Al -A 3)
A3A1
(A2 -A 3 )(A 2 -A1)
-(A3+A)
(A2 -A 3 )(A2 -A 1 )
1
(A2-A 3)(A2 -Al)
A1 A2 \
(A3 -Al)(A 3 -A 2 )
-(A 1+A2) Al
(A3 -A 1)(A3 -A 2 ) eA2 )
1 eA3
(A3-A)(A3 -AT))
(eAk. - ( 1  3  i + () A ± 1 A
+ (A-A 32)(AA) 6j + (A A)(A ) A + _A2 _)(A A) 2
(A-A3)( A 2)623 + (A2-A3)(AA 2 ) AA.] eA2
AO\yij-(AO+A)Aij +Ai A
r ((AaAO)(AcAym)
where (a, /3, -y) correspond to the cyclic permutations of (1,7 2, 3).
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C2
Then
4.6 Results
In the first section, we induced current through a finite-size system governed by
the tJ Hamiltonian in Eq. (4.6), and showed that the renormalization-group method
employed throughout the chapter preserves under rescaling the current expectation to
a large extent. In the next section, we used renormalization-group arguments to show
that the T phase previously observed can sustain nonzero currents in the absence of
an external field, suggesting that it is a superconducting phase.
Now, we consider the problem of nonmagnetic impurities in the tJ model. In
one and two dimensions, the hopping term in the the pure model renormalizes to
zero everywhere, reducing to a quantum spin Hamiltonian. Hence, as expected from
the previous discussions on the spin systems under quenched randomness, we see no
phase transition (the first-order transition in the pure model in d = 2 is killed by
the impurities). Similarly, in d = 3, the first-order transitions that do not involve a
symmetry-breaking are killed, and the others are converted to second-order [14-16].
1.0
0.8
8888:888: ~§§8o
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- o 0.. 4 1 881
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o88.:. ...... .. 88 8
Figure 4-5: Pure versus impurity added phase diagrams of the tJ model in three
dimensions in the plane V/J = 0.25, t/J = 2.25. The background is the pure system,
and the dark lines indicate the change of the boundaries due to impurities. Electron
dense (D) and dilute (d) phases exhibit no long-range magnetic correlations. The N~el
(AF) temperature at and near half-filling is reduced upon introducing impurities. The
new T phase is governed by a finite-temperature stable fixed point.
But we are mainly concerned about the behavior of the stability of the T phase
and the Noel phase with respect to the added impurities. We surprisingly find that
the T sink of the pure model is unstable to an infinitesimal amount of impurities, yet
giving way to a new fixed point where the distribution for (t, J, V, [1) retains finite
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widths. The center of mass of the fixed distribution and the standard deviations along
each direction are
(t, J, V, p) = (5.8, 35.1, -46.6, 156.8) , (ut, aj, -,v, a,,) = (2.8, 4.6, 9.9, 32.2)
Corresponding densities at the fixed distribution are calculated by looking at the left
eigenvector with eigenvalue bd of the matrix constructed from the derivatives of the
recursion relation. We get
(ctc 3 + c ,ci,) = 0.4732 ,
(- = -0.2577,
(ninj) = 0.3484 ,
(ni) = 0.6402 . (4.10)
Furthermore, it is a finite-temperature stable fixed point. The possibility of such
phenomena was suggested earlier by Berker and Kadanoff [13], for systems which
have a finite ground-state entropy, and from scaling arguments, suggests algebraically
decaying correlation functions within the whole phase. Further, we observe that the
Neel phase survives the nonmagnetic impurities, although the N el temperatures are
significantly reduced (Fig 4-5). Study under the light of these preliminary results is
continuing.
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4.7 Appendix
4.7.1 Expanding the Matrix Elements to First Order in #
Consider eA+B where A and B are real-symmetric matrices of rank r. Let UAUt =
D = diag(A1, A2, ... , Ar). Then,
eA+OB
00 
1
= (A +#B)n
n=O
= t [1 -(UAUt + #UBUt)" u
n= n! 0 1 n Dn-1-m 
u= eA+dutE ED"m(UBUt)D"--
n=O n _M=0
A + out00
n=O
=e A out00
= eAq+Ut# 7n!
n-1
Am(UBut);i
.M=0
An-1-" u
(UBut)i . i u
I ~Ai - Aj I
= eA + Ut (UBut) 0 e] u
= eA + UtGU.
4.7.2 The Matrix Elements of the tJ Hamiltonian
Unrenormalized matrix elements are
i) - 1 0 00) -+ 2G,
10 t o)
too) + oo t))
too) - loot))
I t o T)
tto) - lott))
(4.11)
(
(
T 2
W4
'I3
~15
T6
1F7
)
)
)
)
ir--ir
-idr
-at
p/2
0
-Vt
E
0
i vr
0
M/2
iVhr
0
El
+ 2GI,
+ 2GI,
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So) + lot4) +I 4 to)+ 0 4 T)
4- 0) - lo T + I 4- f o) - 10 4- T))
S-iVdr
-(Ito4)
o)+Iot4)
o)-Iot4)
I -
-ht
-iP
-St
1
0
0
6i
-14o0))
-14to) -
-14to)+
St
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0
0
E2
) +2GI ,
104 )))
10 4 ))
) + 2GI,
1 '@ 1 ) + +tt )
J'P6) 21f -fIt )- |~ ) + I f ))
J|P1) \/(2 ) | tt)
where El = 3p/2 + V - J/4, 62 = 3p/2 + V + 3J/4, and r
Renormalized matrix elements are
-l oo)
_I to) +loK t)
V I ) - o T )
-
gft) - t))
) -If
-4 2p+2V-J/2+2G,
- 2p+2V-J/2+2G,
- 21 +2V+J+2G,
- 2p+2V+2G,
= # t, as defined in Eq. (4.7).
G',
-t' + 11'/2 + G' iT'
-i' t' + t'/2 + G'
-J'/4 + V' + L' + G',
3J'/4 + V' + [L'+ G'
The recursion relation for T' obtains from the following partial sum
f (4i112) = (Q31|H*4) + (F6Hl'F7) + ±(|+ ('F13 1(010) + '12))
)
(4.12)
where (I I-) denotes the matrix element of e-,3. Calculating the matrix elements on
the RHS is possible only for small T, where we can make use of the identity Eq. (4.11):
e A+eB _ A + tGU .
In our case, A will be one of the 3x3 blocks of the unrenormalized Hamiltonian with
T = 0, E = if2r, and B(1, 3) = -B(3, 1) = 1. From previous page, A has the
following form
a+7
0
/3
a
0
0
0
Ao )
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XP8
XP 9
XF10 ) )1/2 1T1/21 (t
1/2(l
1/2(l(11'121@13
k13)
k14)
Hence,
ea [ coshlvl + - sinh vl]
eA = sinh vI
0
ev - sinh IvI
ea[cosh vI - " sinhlv 1
0
where |v I = /2 + 7y2. Eigenvectors of A are
/-/3
0
V- = v0 ,
Then, the diagonalizing matrix for A is
3A+ =-a - vi ,_ a a+ Iv ,
Ao .
(-y - |v|)/Af+
0
(y + v )/A-
0
A being the normalizations of the eigenvectors defined earlier.
(-//+ (-
UBUt = -// - e
0
-(-|v)/K+
0
0
/3/P+
y- lv)/K+
y+ lv|)/K_
0
0
0
/3/A_
0
0
1)
-O/A 0
(y+Iv|)/_A 0
0 1
0
We want to calculate the matrix G defined in Appendix 4.7.1
Fi - Ai-e = Fi- f (
0
G =0
, -f (0, +)
0 -f (+, 0)
0 f(-, 0)
--f (0, - 00r
69
0
0
e AO
0
0
1)
0
0
-1( 000 100)
lUt 
=
Finally, the correction to eA is UtGU, and
00
0UtGU=
02 fL+ +
0 -+ if(+, 0) + L -f(- 0)]
-32 [fiq+ fof (_ 2) ff(+, 0) + 1 vf(-, 0)] 0
Now we can calculate the matrix elements in Eq. (4.12)
(<Di|1<2) = G'+'/2 sinh It'j
= ('F3 1J' 4) + (Q6I'HF7) + I((F9| + (T13D(hF10) + P|12))
The matrix elements on the RHS follow from UtGU calculated above
(,I I ) e2G CVF UtGU) 3
- e2G r 7(a, Ao)
after substitutions, we obtain
# = -/ |vfH = V2 2+ -Y2, = i v/~r- ,
(T 3114'4) - a =3/4, 7 = P/4, Ao = ,
(|10I7) - a=5/4 +V/2 - J/8, 7= -fi/4 - V/2+ J/8, Ao = 3,/2 + V
('1311'I'12) - a = 5P/4 + V/2 + 3J/8, - = -5/4 - V/2 - 3J/8, Ao = 3[L/2 +
(T9I I10) = (*6I'7) ,
where "~" is for the bond-moved interactions, i.e.,
can be simplified (V/? = X32 + i2) ±
F(a, /3,'y, Ao)
/2±+ 22 _ 2 02 
_,
Plugging a = ft - y :
t= f t. Observe that F(a, f, -y, Ao)
e- - Yj (e-v' - e-))
'cosh j -N sinhlx - e-)
- f(e).
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I
- J1/4,
V+ 3J/4,
2j(J-y) a+f-(a-y) 2 f(f+y) a-Vr-(a-y)
S -Vf e(a+v) - ea-y _ + e(c-V) - ea--y2 _(V/2 _-y2) / / -- 2y
e- v e
Then, RHS of Eq. (4.12) becomes
eG'+Tz'/2 i re Tt-,T sinh It'j
= e2 G(iV) V t. [F(A/4) + lF(2 /2 + V - 1/4) - + V + 31/4)
- e
2 G(iV-) \ . I. e3/4 (f(_A4) 
_ e-i/4)
+!e5ji/4+/2-j/8 (f(A/4 + V/2 - j/8) - ea/4+/2-j/8)
-}1Pes/4+V/2+3i/8 (f(i/4 + V/2+ 3J/8) - e1 /4+/2+3/8
e
2 G(ii)/f'. e,&/2 + 2e 3 si/2+±-J/4 _ 1e5J/4+/2+3/8f (A/ 4 + V/2 + 31/8)
- e
3
r/ 2 +V+ 3 j/4 _3-/4
- e5/4+/2J/8f([/4 + V/2 - j/8)]
= e2G(iT)/~ u2 + u 4V 2 + u4 X ft/4+V/2±+J/8)
-1u4X2 _ 3 f/4) _ 3U 4vf (ft/4 + V/2 - j/8)
=(if)/ - (73 - 72 ) ,
where 72 - eG'+#'/2t' and 3 - eG'+'/2+t'. Then,
eG'+'/ 2 sinht' = (73 -72),
which from Eq. (4.12) cancels with the LHS to get as promised
T'It' = 2-7/t = 2T/t.
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Chapter 5
Kinetic Roughening of Interfaces
5.1 Introduction
Properties of growing surfaces have been of increasing interest in the last decade.
Many systems governed by simple local rules of evolution were found to exhibit sur-
prisingly challenging dynamical behaviors. For example, consider the evolution of
a fire front, or the growth of a bacterial colony, or a chemical deposition process.
Is it possible to predict the statistical properties of the developing surfaces in each
case, simply by considering the local or "microscopic" dynamics? If so, what is the
proper starting point? Clearly, the tools of equilibrium statistical mechanics will not
be sufficient, nor appropriate in this case, since these are non-equilibrium problems.
An important leap in this direction is due to Kardar, Parisi, and Zhang (KPZ) [1],
who suggested a "noise-driven Burgers equation", now commonly referred as the
"KPZ equation" as an appropriate starting point for such problems:
Ohh = uV2 h + A(Vh)2 + ,(5.1)
at
where h(7, t) is the height of the surface at time t and the corresponding location 7
on the projection plane (hence assumed to be single valued). q(', t) is the noise-term
reflecting the stochastic nature of the growth. Although one customarily assumes
that the noise is uncorrelated both in time and space, i.e.,
(q(Y, t) 7(', t')) = 2D J(X' - Y) 3(t' - t) , (5.2)
adding power law correlations has proven to change the dynamical scaling properties
significantly [3]. This is especially important, since the solution of the KPZ equation
with (5.2) seems short of explaining some of the real-life situations mentioned above.
This research was done in collaboration with Dr. Hiiseyin Kaya and Prof. Ay§e Erzan, Feza
Giirsey Research Institute for Basic Sciences and Istanbul Technical University.
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It is instructive to mention that Eq. (5.1) is similar in form to an earlier proposed
model by Edwards and Wilkinson (EW) [2],
Oh
= VV2 h +rj, (5.3)
which is simply the KPZ equation with A = 0. Thanks to the absence of non-
linearities, the EW model is exactly solvable using Fourier transform techniques [4].
As far as the scaling behavior is concerned, both the renormalization-group solution
of Eq. (5.1) by Kardar et al. [1] and the exact solution of the EW limit can be
summarized in terms of two exponents, X and z. They are defined by the following
scaling form for the average height w of the surface,
w(L, t) = LX f (t/LZ) , (5.4)
where L is the linear size of the surface, and
w2(L, t) = L-(d 1 ) d- 1 x [h(X, t) - ha,] 2 . (5.5)
In words, X tells how the average width scales in the steady state as a function of
system size L,
W r LX for t -+ oo ,
and therefore is called the roughness exponent. Similarly, z is related to the time
necessary to reach dynamic equilibrium,
teq~ Lz
and is called the dynamic exponent. From Eq. (5.4), one can also obtain the time
evolution of w in the transient regime as
W~ , = X/z.
For the EW equation, X = (2 - d)/2, and z = 2 (diffusion). On the other
hand, KPZ gives X = 1/2 and z = 3/2 in one dimension (exact to all orders in
perturbation series). In two spatial dimensions the nonlinear term in Eq. (5.1) is
marginally relevant, and the perturbation theory is no more useful. Yet the above
discrepancy of the exponents already tells us that KPZ equation defines a different
universality class than the EW model.
What is the physical origin of the A (Vh) 2 term in the KPZ equation? Consider a
fire front. At any point on the front line, the only locally available direction for growth
is the normal to the surface, and not the global direction of propagation. Therefore,
the KPZ interface has a lateral component of the growth proportional to /1 + (Vh)2 ,
in contrast with the EW model given in Eq. (5.3). Assuming small height changes
along the growing interface, one can expand it to 1 + !Vh 2 , neglecting terms of the
order O((Vh)4 ) and higher. Note that the constant term can always be dropped by
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jumping onto a moving reference frame. But neglecting higher-order terms relies on
the assumption that the surface does not contain steep slopes, overhangs, etc.. Al-
though it is an acceptable approximation in most cases, there are physical situations
where one encounters an abundance of overhangs (e.g., crack propagation experi-
ments, chemical deposition/etching processes, even shaping of the coastline by the
sea). Therefore, it is interesting to investigate if the growth dynamics is altered due
to such factors, and if so in what manner. For this purpose, we performed a computer
simulation of the dynamics of an adsorption-reaction model in 1+1 dimensions which
allows for multivalued interfaces during growth [5].
5.2 Delocalization Transition in a Rough
Adsorption-Reaction Interface
We consider a two-dimensional slab of infinite length and thickness L, which is half
covered by particles of type A and half empty, the interface in-between being flat at
t=O. We employ periodic boundary conditions along the finite dimension. The inter-
facial surface is exposed to incoming particles of either type A or B, with probabilities
PA and PB = 1 - PA. The system is driven weakly, so that at a single time step, only
one particle impinges on a randomly chosen interfacial site (i.e., no bulk activity is al-
lowed). An incoming A particle sticks where it lands, whereas a B particle undergoes
the reaction
A+ B -+ 20,
0 being a vacant site. Note that no B particles remain on the surface after a deposition.
All vacant sites neighboring A particles, including those lining enclosures within the
bulk are considered interface sites. Such disconnected regions of activity are created
under the given dynamics, although initially nonexistent. The scaling behavior of
reaction zones have been studied for reaction-diffusion systems [6, 7]. Localization-
delocalization transitions have been investigated as a function of the rate of injection
of the two reactants or of the reaction rates [8], and in the presence of semi-permeable
walls [9]. In our model there is no diffusion; the kinetics is driven by the adsorption
and reaction steps, and not by the transport of the reactants.
The average velocity of the interface is proportional to c PA - The initially flat
interface roughens as it evolves, eventually forming overhangs with an E-dependent
size cut-off. These overhangs may later get disconnected from the "spanning string",
forming "islands" and "lakes" (Fig. 5-1). The mean width of the reaction region in
the steady state increses as c -+ 0, diverging at f = 0 (i.e., the interfacial region grows
indefinitely). We claim that e = 0 is an isolated point governed by its own scaling
exponents which are identified here numerically.
We initially focus on the interface width defined as
N(f) 
_ 2)
N() >(hi - h(e))2) , (5.6)
i
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Figure 5-1: The interface at E = 0, for early and later stages of growth. The configu-
rations for early times resemble the surface at larger values of E.
where N(t) is the total number of interfacial sites, hi the vertical position of the ith
interfacial site and h(f) the mean position of the interface within an interval of size f.
Note that E = ±1 corresponds to the Eden [10] model which is well-known to be in
the universality class of the KPZ Eq. (5.1). Although, contrary to the standard Eden
model, overhangs are not prohibited here, they can be eliminated under a one-step
coarse-graining. Accordingly, we obtain in this limit
w(L) oc L1 2 (steady state), w(t) oc t1 /3 (transient).
Data for different system sizes collapse after a finite-size scaling (see Fig.
gesting for w(L, t) the scaling form
5-2), sug-
w(L, t) = t3 f(L/t1/z)
where
fconst. x <1XX X > 1. and
x = 1/ 2
= 1/3.
z = 3/2
As we decrease JEJ, the surface becomes increasingly convoluted and the roughness
exponent x calculated using Eq. (5.6) decreases monotonically, reaching X = 0 at
e = 0, as shown in Fig. 5-2. Our purpose is to understand this behavior. We will
argue that the observed behavior is due to the existence of another length scale, y(E),
in the model, which diverges as E -+ 0. In fact, y is a measure of the "thickness" of
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Figure 5-2: The effective roughness exponent Xeff, for disconnected parts of the in-
terface excluded from the analysis; L ; 1024. The error bars are comparable to the
size of the symbols.
the interface (not to confuse with the width):
- 1 - 1/2
y = (yi) where y n - (hi, - hi)2
= 1 ,ni
ni being the number of interfacial sites above the point i on the horizontal axis. We
find that y oc cl-'' where v = 0.55 t 0.05. Normalizing w by y yields a collapse of
the data for all Ild > 0 as seen from Fig. 5-3, from which we conclude that
JI/2/y f1/2 >y (571 const. f1/2 < y
This explains the observed decrease in x with decreasing jEj: the self-affine excur-
sions of the interface are smeared by "self-similar" fluctuations as y gets close to L1/2
Yet, Eq. (5.7) suggests that a finite amount of coarse-graining will recover the KPZ
behavior.
Still more work is needed to characterize the dynamic behavior of the interface
especially for the y > l1/2 regime. For an investigation of the local scaling properties,
it is convenient to focus on the single spanning string in the interface, and consider
the longitudinal and transverse correlations
Cx(l) = (((x(r + 1) - x(r))2))1/2 (5.8)
Ch(l) = (((h(r + 1) - h(r))2 ))1 / 2 , (5.9)
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Figure 5-3: The normalized width crosses over to Eden behavior as a func-
tion of fl/ 2/y, where y is the average variance of the height above any
point. The different sections of the curve correspond to data taken at c =
0.001,0.003,0.005, 0.01,0.05,0.1,0.2, 0.3,0.4,0.5. The deviations from the smooth
collapse are due to f becoming comparable to the system size L = 1024.
where both r and 1 are the ("chemical") length measured along a single spanning
string in the interface, and x and h are the horizontal and vertical coordinates of the
interface site. For a single valued interface, Ch(L) coincides with the width defined
in Eq. (5.6), and C.(L) = L.
The scaling relations we have found for these quantities are given below (from
Fig. 5-4). In the transient regime,
{/C6 y ~ 11/27 Ch t1/3. (5.10)Jl/t16 y > l/ 2 ,
The first scaling merely tells that the typical size of the overhangs does not scale
with the system size. The second behavior which is observed for f ~ 0 indicates that
the spanning interface line "crumples" in time with the horizontal projection of the
typical segment of fixed chemical length decreasing as t-1'6.The transient behavior of
the transverse correlation function is the same in both regimes.
In the steady state,
11 y < /2, f 11/2 y < 11/2, (5.11)
12/3 y 11/2. 12/3 y 11/2.
Observe that for y > 11/ 2 , Ch(t) ~ CX(t), i.e., the dynamics is isotropic and the
interface is self-similar, hence allowing for overhangs at all scales (up to L). The
singly connected part at late times has a graph dimension of 3/2, as is evident from
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Finite-size scaling data for Ch in the two regimes, (a) c
C2/3 (Fig. 5-4). In the opposite limit, Ch - CV2 as expected for the
self-affine interface of the Eden growth. This crossover is clearly seen in Fig. 5-5. In
accordance with the above observations, we propose the following scaling functions
for the whole range of c, now of two variables since y is an independent length scale
in the problem. Defining u = l/t 2 /3 , s = y/l/ 2,
Ch-~ ah(6) t11 f (u, s) and C, a.,(e) t2 / 3g(u, s) ,
const.
f (u, s) ~ U1/2
us 2/3
Lu 2!
g (U, s) ~ 1i/2/s8
S-4/3
U > 1,
U < 1,
U « 1,
U >
U <
(5.13)1,
1 ,
1,
1,
1 .
1,
1,
(5.14)
The amplitudes are defined as ah = 1/(a-1 + I1/6 ) and a, = (a + E11/6), where a is
a constant.
These findings and suggested scaling forms need to be supported by analytical
calculations. For example, it is clear that y emerges from the competition between
the diffusive process "crumpling" the interface and the finite drift velocity of the
average interface height which acts to eliminate islands and overhangs. Also, the
dynamics of island formation through disconnecting overhangs seems to result in
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Figure 5-5: Log-log plots of Ch(e) versus Cx() for different e's overlap when scaled
with y(E), demonstrating the crossover behavior from the isotropic to the anisotropic
regime.
nontrivial exponents for the island-size distribution. We also do not seem to be able
to get the fractal dimension of the set of the interface sites from anything (this is an
independent exponent from the size distribution). Further work along this direction
is in progress.
5.3 Conclusion
We have presented a simple adsorption-reaction model where one can introduce over-
hangs in a controlled manner and study their effect on the roughening dynamics. For
a limiting value of the control parameter (Iel = 1/2), it reduces to the well-known
Eden model. As one gets away from the Eden limit, the pronounced existence of
overhangs start smearing out the self-affine character of the interface, resulting in an
apparent decline in the roughness exponent X. The correct description of the system
involves a new length scale y which is a function of the control parameter f and di-
verges at the critical point E = 0 as IeI-', where v = 0.55 t 0.05. Until the correlation
length reaches y, the interface grows as a self-similar object, and the dynamics is
isotropic (d± ~ ), whereas at later times the KPZ behavior is recovered ( ~ /2).
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Chapter 6
Conclusions and Future Prospects
In this thesis, I studied how different kinds of disordering agents effect the equi-
librium/nonequilibrium behavior of otherwise well-understood systems. Frustration,
quenched disorder in spin and quantum systems, and a stochastic adsorption-reaction
model were subject to investigation.
In Chapter 2, hard-spin mean-field theory is exploited to obtain the free energy for
the fully frustrated antiferromagnetic Ising model on triangular lattice. The results
give a stable symmetry-broken phase everywhere such a solution exists, and suggest
a second-order transition at finite fields. HSMFT now seems to offer us a complete
framework for the study of the equilibrium properties of frustrated spin models. One
obvious next step seems to be to apply the free-energy calculation to the three-
dimensional stacked antiferromagnet whose phase diagram is still controversial. Note
that considerable success was attained in the past by combining Monte Carlo methods
with HSMFT, where the average magnetization of each spin (and not the sublattice)
is solved self-consistently. A curious attempt in that direction might be to try to
construct a Hamiltonian consistent with the self-consistent dynamics of the Monte
Carlo method, hence mapping the problem to a continuous spin model (mi's being
the new spin variables).
Next, the tricritical BEG model was studied under quenched random bonds and
fields. The global phase diagrams were obtained as a function of temperature, chemi-
cal potential, and randomness. We found that the tricritical point is suppressed more
than in the random-bond case, and the complete second-order surface of the phase
boundary is governed by a single strong-coupling randomness-induced fixed point. We
also observed reentrance to the disordered phase with decreasing temperature before
the onset of phase separation. This calculation made heavy use of computer memory
and time. Therefore, more detailed works in the future will require new methods in
handling the distributions. One direction to explore is to concentrate on the distri-
bution of the Boltzmann weights rather than the Hamiltonian, which will reduce the
computational complexity enormously. Our preliminary attempts in that direction
failed, mainly due the the inadequacy of the binning procedure to handle the highly
nonuniform distribution of the Boltzmann weights. Otherwise, the method is gener-
ally applicable to a wide variety of systems where the effects of quenched randomness
is of interest.
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Chapter 4 considers the tJ model within the scope of a previously suggested
renormalization-group analysis, which in three dimensions shows a rich phase dia-
gram including a new phase around 30% doping where the electron hopping strength
renormalizes to infinity under rescaling. Here, we suggest a method to probe the
the conductive properties of the model within the same formalism. We find that
the conducting phase is capable of sustaining a nonzero current expectation in the
absence of an external field, suggesting that it is a superconducting phase. Next, we
look at the effect of nonmagnetic impurities on the phase diagram of the tJ model.
Our main finding is that, the impurities suppress the Neel temperature around half
filling, and completely alter the nature of the conducting phase. The strong-coupling
fixed point of the r phase is replaced by a finite-temperature fixed distribution. This
implies critical correlations at finite temperature. Further work is needed to elucidate
the nature of this fixed point. One approach might be to find a means of calculating
the superconducting order parameter (c)tcIgk4 ) within the proposed renormalization-
group analysis. If doable, it is another way of concluding that the conducting phase
is in fact superconducting.
Finally, we analyzed the dynamics of an adsorption-reaction interface under ran-
dom deposition of an etching and growth agents, their relative rate being the -control
parameter. We observed that the control parameter sets an inherent length scale
into the problem independent of the system size. Below this scale the dynamics is
fully isotropic (in the statistical sense) and the interface is self-similar. Above, the
self-affine nature of the KPZ limit is recovered. Unlike many other growth models,
this crossover length can be made as large as one likes. The next goal in this problem
should be to use analytical means to estimate the crossover length. Although no
precise renormalization-group treatment of such microscopic models is available yet,
one can use scaling arguments to estimate the power-law behavior of quantities of in-
terest. Also, the delocalization limit of the model seems to accommodate non-trivial
exponents for the island-size distribution. More work in these directions is already
on the way.
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