Let Y v , v ∈ V, be [0, 1]-valued random variables having a dependency graph G = (V, E). We show that
Introduction
The main purpose of this article is to illustrate that certain Hölder-type inequalities can be employed in order to obtain concentration and correlation bounds for sums of, possibly dependent, real-valued random variables whose dependencies are described in terms of graphs, or hypergraphs. Before being more precise, let us begin with some notation and definitions that will be fixed throughout the text. A hypergraph H is a pair (V, E) where V is a finite set and E is a family of subsets of V . The set V is called the vertex set of H and the set E is called the edge set of H; the elements of E are called hyperedges or just edges. The cardinality of the vertex set will be denoted by |V | and the cardinality of the edge set by |E|. A hypergraph is called k-uniform if every edge from E has cardinality k. A 2-uniform hypergraph is a graph. The degree of a vertex v ∈ V is defined as the number of edges that contain v. A hypergraph will be called d-regular if every vertex has degree d. A subset V ′ ⊆ V is called independent if it does not contain any edge from E. A fractional matching of a hypergraph, H = (V, E), is a function φ : E → [0, 1] such that e:v∈e φ(e) ≤ 1, holds true for all vertices v ∈ V . The fractional matching number of H, denoted ν * (H), is defined as max φ e∈E φ(e) where the maximum runs over all fractional matchings of H. The chromatic number of a graph G is defined in the following way. A b-fold coloring of G is an assignment of sets of size b to the vertices of the graph in such a way that adjacent vertices have disjoint sets. A graph is (a : b)-colorable if it has a b-fold coloring using a different colors. The least a for which the graph is (a : b)-colorable is the b-fold chromatic number of the graph, denoted χ b (G). The fractional chromatic number of a graph G is defined as χ * (G) = inf b
b . Here and later, P[·] and E[·] will denote probability and expectation, respectively.
Let us also recall Hölder's inequality. Let (Ω, A, P) be a probability space. Let A be a finite set and let Y a , a ∈ A, be random variables from Ω into R. Suppose that w a , a ∈ A are non-negative weights such that a∈A w a ≤ 1 and each Y a has finite 1 wa -moment, i.e., E Y 1/wa a < +∞, for all a ∈ A. Hölder's inequality asserts that
This is a classic result (see [2] ). In this article we shall be interested in applications of Hölder-type inequalities to concentration and correlation bounds for sums of weakly dependent random variables. We focus on two particular types of dependencies between random variables. The first one is described in terms of a hypergraph.
Definition 1 (hypergraph-correlated random variables). Let H = (V, E) be a hypergraph. Suppose that {Y e } e∈E is a collection of real-valued random variables, indexed by the edge set of H, that satisfy the following: there exist independent random variables {X v } v∈V indexed by the vertex set V such that, for every edge e ∈ E, Y e = f e (X v ; v ∈ e) is a function that depends only on the random variables X v with v ∈ e. We will refer to the aforementioned random variables {Y e } e∈E as H-correlated, or simply as hypergraph-correlated, when there is no confusion about the underlying hypergraph.
Hypergraph-correlated random variables are encountered in the theory of random graphs (see [8, 10, 16] and references therein). Another type of "dependency structure" that plays a key role in probabilistic combinatorics and related areas involves the notion of dependency graphs (see [1, 11] ).
Definition 2 (Dependency graph).
A dependency graph for the random variables {Y v } v∈V , indexed by a finite set V , is any loopless graph, G = (V, E), whose vertex set V is the index set of the random variables and whose edge set is such that if V ′ ⊆ V and v i ∈ V is not incident to any vertex of V ′ , then Y v is mutually independent of the random variables Y v ′ for which v ′ ∈ V ′ . We will refer to random variables {Y v } v having a dependency graph G as G-dependent or as graph-dependent.
If {Y e } e∈E are hypergraph-correlated random variables, then one can define their dependency graph whose vertex set is E and with edges joining any two sets e, e ′ ∈ E such that e ∩ e ′ = ∅. Hence a set of hypergraph-correlated random variables is graph-dependent. The reader might wonder whether the converse holds true. We will see, using a particular generalisation of Hölder's inequality, that this is not the case (see Example 2.7 below) and so the aforementioned notions of dependencies are not equivalent. In the present paper we shall be interested in employing Hölder-type inequalities in order to obtain concentration and correlation bounds for sums of hypergraph-correlated random variables as well as for sums of graph-dependent random variables. The main results are stated in Section 2 and the proofs are contained in Sections 3 and 4.
Results

Hölder-type inequalities
We begin with the following theorem, due to Helmut Finner, that provides a generalisation of Hölder's inequality for hypergraph-correlated random variables. Theorem 2.1 (Finner [6] 
We prove Theorem 2.2 in Section 3. The proof employs the concavity of the weighted geometric mean and the definition of b-fold chromatic number. In the remaining part of the current section we discuss applications of Theorem 2.1 and Theorem 2.2 to concentration and correlation bounds for sums of hypergraph-correlated random variables as well as for sums of random variables having a dependency graph. We begin with the later case.
Applications
Dependency graphs
Theorem 2.2, combined with standard techniques based on exponential moments, yields concentration inequalities for sums of random variables having a dependency graph. More precisely, Theorem 2.2 yields a new proof of the following estimate on the probability that the sum of graph-dependent random variables is significantly larger than its mean.
See [10] , Theorem 2.1, for a proof of this result that is based on breaking up the sum into a particular linear combination of sums of independent random variables. In Section 3 we provide a new proof of Theorem 2.3 which is based on Theorem 2.2. Moreover, under additional information on the variance of the random variables, we obtain the following Bennett-type inequality.
and fix t > 0. Then
where
Let us remark that the previous result is in fact an improvement upon Theorem 2.3 from
is obtained on the tail probability of Theorem 2.4. Notice that we assume a one-sided bound on each Y v . The proof of the previous result is similar to the proof of Theorem 2.3; we sketch it in Section 3. In the next section we discuss application of Theorem 2.1 to sums of hypergraphcorrelated random variables.
Hypergraph-correlated random variables
In this section we discuss applications of Finner's inequality. We begin by applying Theorem 2.1 to the following question. Here and later, given a set of parameters in (0, 1), say p = {p v } v∈V , indexed by the vertex set of a hypergraph, we will denote by π(p, H) the probability that I is independent. The previous problem has attracted the attention of several authors and appears to be related to a variety of topics (see [4, 7, 12, 13, 16] and references therein). A particular line of research is motivated by question about independent sets and subgraph counting in random graphs. In this context, Problem 2.5 has been considered by Janson et al. [12] , Krivelevich et al. [13] and Wolfovitz [16] . It is observed in [13] that when H is k-uniform and d-regular an exponential estimate on π(p, H), can be obtained using the so-called Janson's inequality (see [11] , Chapter 2). Additionally, it is shown that under certain "mild additional assumptions" the bound provided by Janson's inequality can be improved to
See [13] and for a precise formulation of the additional assumptions and a proof of this result that is based on a martingale-type concentration inequality. In Section 4 we provide the following upper bound on π(p, H) using Finner's inequality. 
where ν * (H) is the fractional matching number of H.
Let us remark that the second statement in Theorem 2.6 has a monotonicity property, in the sense that if H 1 is a superhypergraph of
In Section 4 we show that Theorem 2.6 can be seen as an alternative to Janson's inequality. Moreover, using Finner's inequality, one can conclude that the two notions of dependencies given in Definition 1 and Definition 2 are not equivalent. In the same vein as in the previous section, Theorem 2.1 can be employed in order to deduce concentration inequalities for sums of hypergraph-correlated random variables. This has been reported in prior work and so we only provide the statement without proof. In [14] one can find a proof of the following result. Theorem 2.8 (Ramon et al. [14] ). Let H = (V,
This inequality has also been obtained in Gavinsky et al. [8] using entropy ideas.
Proofs -dependency graphs
In this section we prove Theorem 2.2, Theorem 2.3 and Theorem 2.4. The proof of the first theorem will require the concavity of the weighted geometric mean.
Lemma 3.1. Let β = (β 1 , . . . , β k ) be a vector of non-negative real numbers such that
Proof. This is easily verified by showing that the Hessian matrix is positive definite. See [5] , or [14] for details.
We now ready to prove Theorem 2.2.
Proof of Theorem 2.2. We show that
E v∈V {Y v } b χ b ≤ v∈V {E [Y v ]} b χ b .
The theorem follows by applying this inequality to the random variables
For every color i = 1, . . . , χ b let I i be the set consisting of the vertices that are colored with color i. Note that each I i is an independent subset of V and every vertex v ∈ V appears in exactly b independent sets I i . Therefore,
Lemma 3.1 and Jensen's inequality combined with the observation that the random variables {Y v } v∈I i are mutually independent yield
Now, using again the fact that each vertex v appears in exactly b sets I i , we conclude
and the result follows. Theorem 2.2 yields a new proof of Theorem 2.3. Let us first recall the following, wellknown, result whose proof is included for the sake of completeness.
Lemma 3.2. Let X be a random variable that takes values on the interval [0, 1]. Suppose that E[X]
= p, for some p ∈ (0, 1), and let B be a Bernoulli 0/1 random variable such that
Proof. Given an outcome from the random variable X, define the random variable B X that takes the values 0 and 1 with probability 1 − X and X, respectively. It is easy to see that E [B X ] = p and so B X has the same distribution as B. Now Jensen's inequality implies
as required.
We now proceed with the proof of Theorem 2.3. For v ∈ V let B v be a Bernoulli 0/1 random variable of mean q v . The previous lemma implies
Proof of Theorem 2.3. Fix h > 0 and let
Using the weighted arithmetic-geometric means inequality we conclude
If we minimise the last expression with respect to h > 0 we get that h must satisfy e q(|V |−t) and therefore, since t = |V |(q + ε), we conclude
where D(q + ε||q) is the Kullback-Leibler distance between q + ε and q. Finally, using the standard estimate D(q + ε||q) ≥ 2ε 2 , we deduce 
Using an inequality proved in [10] (Inequality (3.7) on page 240), we have
where g(a) := e a − 1 − a. Summarising, we have shown
The result follows upon minimising the last expression with respect to b.
Applications of Finner's inequality
Proof of Theorem 2.6
In this section we prove Theorem 2.6 and discuss applications of this result to the theory of random graphs.
Proof of Theorem 2.6. Let X v , v ∈ V, be indicators of the event v ∈ I. For each e ∈ E set Y e = v∈e B v . Clearly, the random variables {Y e } e∈E are H-correlated. Now look at the probability P [ e Y e = 0]. Notice that if all Y e are equal to zero, then every edge e ∈ E contains a vertex, v, such that B v = 0 and vice versa. This implies that if e Y e = 0 then the set of vertices, v, for which B v = 1 is an independent subset of V and vice versa. Therefore
From Theorem 2.1 we deduce
φ(e) and the first statement follows. To prove the second statement notice that E [Y e ] = p k , for all e ∈ E, and therefore
The result follows by maximising the expression on the right hand side over all fractional matchings of H.
Finner's inequality as an alternative to Janson's 4.2.1 Triangles in random graphs
In this section we discuss comparisons between Finner's and Janson's inequality. Janson's inequality (see Janson [9] and Janson et al. [11, Chapter 2] ) is a well known result that provides estimates on the probability that a a sum of dependent indicators is equal to zero. It is described in terms of the dependency graph corresponding to the indicators. More precisely, let {B v } v∈V be indicators having a dependency graph G.
Janson's inequality asserts that
Janson's inequality has been proven to be very useful in the study of the Erdős-Rényi random graph model, denoted G(n, p). Recall that such a model generates a random graph on n labelled vertices by joining pairs of vertices, independently, with probability p ∈ (0, 1). For G ∈ G(n, p) let us denote by T G the number of triangles in G. A typical application of Janson's inequality provides the estimate
where ∆ = 6 n 4 p 5 . In this section we juxtapose the previous bound with the bound provided by Finner's inequality. Proposition 4.1. Let G ∈ G(n, p) be an Erdős-Rényi random graph and denote by T G the number of triangles in G. Then
Proof. We apply Theorem 2.6. Define a hypergraph H = (V, E) as follows. Let v i , i = 1, . . . , , be an enumeration of all triplets of edges in G that form (potential) triangles in G. Define E = {E 1 , . . . , E ( n 3 ) } to be the edge set of H and let Z i be the indicator of triangle E i ; thus T G = i Z i . Now form a subset I of V by picking each vertex, independently, with probability p. Then the probability that I is independent equals P [T G = 0] and, in order to apply Theorem 2.6, we have to find a fractional matching of H. Since every vertex of H belongs to n − 2 edges in E = {E 1 , . . . , E ( n 3 ) }, we obtain a fractional matching, φ(·) of H by setting φ(E i ) = Notice that the bound obtained from Janson's inequality is smaller than the previous bound for values of p that are close to 0, but the previous bound does better for large values of p. Similar estimates can be obtained for the probability that a graph G ∈ G(n, p) contains no k-clique, for k ≥ 3. The details are left to the reader.
Paths of fixed length between two vertices in a random graph
In this section we discuss one more application of Finner's inequality. Let G ∈ G(n, p) be a random graph on n labelled vertices. Fix two vertices, say u and v. What is an upper bound on the probability that there is no path of length k between u and v?
A path of length k is a sequence of edges
We assume k ≥ 3, otherwise the problem is easy. Let {P i } i be an enumeration of all (potential) paths of length k between u and v. Clearly, there are n−2 k−1 · (k − 1)! such paths. Define the hypergraph H = (V, E) as follows. The vertices of H correspond to the (potential) edges of G and the edges of H correspond to the sets of edges in G that form a path of length k between u and v. Hence the probability that there is no path of length k between u and v equals π(p, H). In order to apply Theorem 2.6 we have to find a fractional matching of H and so it is enough to find an upper bound on the maximum degree of H. To this end, fix an edge, e = {x, y}, in G. In case one of the vertices x or y is equal to either u or v, then there are n−3 k−2 · (k − 2)! paths of length k from u to v that pass through edge e. If none of the vertices x, y is equal to u or v, then we count the paths as follows. We first create a path, P k−2 , of length k − 2 from u to v that does not pass through any of the points x, y and then we place the edge e = {x, y} in one of k − 2 available edges in the path P k−2 . Since there are two ways of placing the edge e in each slot of P k−2 it follows that the number of paths from u to v that go through edge e is equal to 2(k − 2) · n−4 k−3 · (k − 3)!. If k ≤ (n − 1)/2 then the later quantity is smaller than 
.
Degrees
Our paper ends with an estimate on the probability that a G ∈ G(n, p) contains no vertex of fixed degree. Proposition 4.3. Let G ∈ G(n, p) and fix a positive integer d ∈ {0, 1, . . . , n − 1}. Then the probability that there is no vertex in G whose degree equals d is less than or equal to
Proof. This is yet another application of Theorem 2.6 so we sketch it. Let v 1 , . . . , v n be an enumeration of the vertices of G. Let the hypergraph H = (V, E) be defined as follows. The vertex set V corresponds to the (potential) edges of G. The edge set E = {E 1 , . . . , E n } corresponds to the vertices of G. That is, for i = 1, . . . , n the edge E i contains those u ∈ V for which the corresponding edges of G are incident to vertex v i . The result follows from the fact that |E| = n and the maximum degree of H is equal to 2.
As mentioned in Janson [10] , there exist collections of weakly dependent random variables that do not have a dependency graph. The dependencies between such collections of random variables can ocasionally be described using an independence system. Recall that an independence system is a pair A = (V, I) where V is a finite set and I is a collection of subsets of V (called the independent sets) with the following properties (see [3] ):
-The empty set is independent, i.e., ∅ ∈ I. (Alternatively, at least one subset of V is independent, i.e., I = ∅.)
-Every subset of an independent set is independent, i.e., for each A ′ ⊂ A ⊂ A, if A ∈ I then A ′ ∈ I. This is sometimes called the hereditary property.
Given a set of random variables {Y v } v∈V , we say that their joint distribution is described with an independence system, say A = (V, I), if for every A ∈ I the random variables {Y a } a∈A are mutually independent. Let us remark that this definition includes the case of k-wise independent random variables (see [1] , Chapter 16, or [15] ). Notice that if {Y v } v∈V are random variables whose joint distribution is described with an independence system A = (V, I) then {v} ∈ I, for all v ∈ V . It is easy to see that if the random variables {Y v } v∈V have a dependency graph then their joint distribution is described with an independence system. However, the converse need not be true. In a similar way as in Section 1, one may define the fractional chromatic number of an independene system as follows. b . With these concepts by hand, one can prove a corresponding Hölder-type inequality using a similar argument as in Theorem 2.2. As a consequence one can obtain tail bounds similar to Theorem 2.3 and Theorem 2.4, the only difference being that the fractional chromatic number of dependency graphs, χ * (G), is replaced with the fractional chromatic number of the independence system, χ * (A). We leave the details to the reader.
