ABSTRACT The main attention of this paper is to tackle the issue of robust tracking and disturbance estimation for the four wheel steering vehicle by implementing a feedback control design based on the improved-equivalent-input-disturbance technique and the Smith predictor approach. The intention of incorporating the Smith predictor into the controller design is to compensate the effect of input time-delay. In addition, the improved-equivalent-input-disturbance technique is applied for dealing with the nonlinear uncertainty and external disturbances. Based on the proposed controller, both front and rear steering angles of the considered model are controlled to trace the desired position of the vehicle. More precisely, the developed criterion that ensures the desired tracking performance of the vehicle is obtained in the form of linearmatrix-inequalities based on the construction of an appropriate Lyapunov-Krasovskii functional candidate. Numerical simulation results for vehicle dynamics are presented to examine the performance of the proposed control strategy.
I. INTRODUCTION
In recent years, there has been a significant growth in the development of various control technologies for four wheel steering vehicle model due to its widespread applications in automobile industries [1] - [3] . Specifically, direct yaw moment control and steering-based control systems are considered for improving the stability of vehicle lateral dynamics [4] - [8] . Based on lateral dynamics and yaw dynamics of vehicle, a two degree-of-freedom (2-DOF) bicycle model is constructed, where the dynamic influence of crosswind has been considered as exogenous disturbance due to practical situations [9] . For vehicle driving situations, the exogenous disturbances are unavoidable, which results that an oversteering or under-steering situations can happen. If such kind of critical problem occurs, then the drivers might not be able to control and return the vehicle to the safety state, which can lead to dreadful accidents. Due to this reason, it is very important to deal with the external disturbance to enhance
The associate editor coordinating the review of this article and approving it for publication was Jun Shen. the safety vehicle handling. It should be mentioned that equivalent-input-disturbance is one of the recently developed active disturbance estimation methods [10] , which guarantees better disturbance rejection in many practical control systems (see [11] - [13] and the references cited therein). More recently, an improved-equivalent-input-disturbance (IEID) technique is proposed in [14] for enhancing the estimation and attenuation of disturbance for a linear state delayed system. It is noted that the IEID technique rejects the exogenous disturbances powerfully without knowing any prior information about them but the existing disturbance rejection methods, such as disturbance observer-based controller and extended state observer method should require their prior information. In addition, the IEID approach is simple in its design and there is no need of including any other dimension into the considered system like the extended state observer method.
It should be pointed out that the time-delay commonly appears in practical models, which may yield poor performance or even instability of the control systems. In particular, the investigation of practical control systems in the presence of input time-delay has attracted considerable attention in recent years [15] - [17] . It should be noted that the input time-delay may arise in vehicle control systems due to the measurement and transportation issues. Recently, Smith predictor has become as a powerful approach for compensating the input time-delay in practical dynamical systems, which effectively attenuates the time-delay in the closed-loop system and stabilizes the overall control system (see [18] - [21] ). It is highly possible to note that the implementation of Smith predictor-based internal model compensates the time-delay and also rejects the constant and periodic disturbances on the output of the system. However, in the case of aperiodic disturbances, it could not provide satisfactory system performance. Therefore, in this work, the IEID and the Smith predictor techniques are combined together to design a feedback controller in order to handle the aperiodic disturbances and nonlinear uncertainty in the vehicle dynamics. Moreover, to achieve the safety vehicle handling and stability, the side slip angle of the vehicle should be very small and the vehicle should trace the desired yaw rate envisioned by the driver model such that the yaw rate tracking error should reach zero. To date, no work has been reported on the issue of effective disturbance rejection and tracking control problem for vehicle systems based the IEID and Smith predictor-based approach, which motivates this study. The proposed control technique not only reduces the disturbance effect but also controls both front and rear steering angles of the vehicle dynamics so that the side slip angle and the yaw rate of the vehicle can follow the desired reference model. The distinctive highlights of this paper are presented as follows:
(i) Designed controller effectively compensates the external crosswind disturbance, nonlinear uncertainties and continuously regulates the steady-tracking error by using the IEID and Smith predictor-based internal model. (ii) By constructing a proper Lyapunov-Krasovskii functional candidate, the sufficient conditions ensuring the robust tracking and disturbance rejection are required in the form of linear-matrix-inequalities. (iii) With the aid of proposed method, the front and rear angles of the vehicle can be controlled so that the side slip angle and yaw rate of the vehicle can easily follow the desired reference model. (iv) The derived main results are authenticated through numerical simulations in which the efficiency of the proposed control design is clearly exhibited.
II. PROBLEM FORMULATION AND PRELIMINARIES
In this section, the robust tracking problem for a 2-DOF bicycle model subject to nonlinearity and input time-delay is considered. As described in [9] , the state space representation of the considered bicycle model can be described by the following differential equations 
and C = 1 0 0 1 , where C f and C r represent the front and rear cornering stiffnesses (N /rad), respectively; l f and l r are the distances from the front and rear axles to the center of gravity (m), respectively; m a represents the vehicle mass (kg); v denotes the vehicle velocity (m/s); I z denotes the yaw moment of inertia (kg m 2 ); F w denotes the cross wind force (N ); l w is the horizontal distance from the crosswind force to the center of gravity (m); δ f and δ r are the front and rear steering angles (rad), respectively; β is the vehicle sideslip angle (rad); ω is the vehicle yaw rate (rad/s). For convenience, the effect of the nonlinearities is combined together with the external disturbance byw c (t) = B f w(t) + H(t, x(t)). Besides, it is reasonable to consider the time-delay in the control input since the time-delay during the vehicle handling is unavoidable in the vehicle control systems. Then the state space form of vehicle model in (1) can be rewritten as
where τ c denotes the constant time-delay and w c (t)
The following assumption is more essential and important to guarantee the internal stabilization of the designed IEID and Smith predictor-based control system.
(A1) The triplet (A, B, C) is observable and stabilizable, and it has zeros only on the real axis. The main objective of the control input u(t) is to make the output y(t) of the system (2) to track the model reference r(t). For this purpose, let us define the tracking error as e(t) = y(t) − r(t). Furthermore, the outline of Smith predictor-based internal model system is presented in the block diagram of Fig. 1 . Specifically, Fig. 1 consists of two important sub blocks, such as the IEID block and the Smith predictor-based internal model block. It should be mentioned that the disturbance estimator in IEID block is implemented to eliminate the effect caused by the disturbance and the Smith predictor block is constructed to compensate the effect of the input delay and trace the given reference model. In practice, it is not easy to measure all the states of vehicle systems, particularly, the side slip angle and yaw rate. Owing to this fact, the following state observer is considered for the system (2):
VOLUME 7, 2019 FIGURE 1. Configuration of IEID and Smith predictor-based control system. wherex(t) denotes the observer state; L and A v are, respectively, the observer gain and variant system matrices that are to be determined later; u e (t − τ c ) andŷ(t) are the improved control input and the output of the state observer, respectively. It is assumed that L has full column rank. Let w e (t) be the equivalent-input-disturbance of the lumped disturbance w c (t) and it can be applied into the control input channel of the system (2) as
Let us take the error of state estimation as x (t) = x(t)−x(t). Now, the system (4) is modified aṡ
Since L has full column rank, an adjustable gain matrix K w ∈ R n×n can be introduced such that the value of x (t) can be tuned in order to acquire a better estimation of equivalent-input-disturbance as well as to attain better tracking performance of y(t). Further, without loss of generality, it is assumed that B w(t) = Ax (t) −ẋ (t) + (K w − I )LCx (t), where w(t) is the control input disturbance such thatŵ c (t) = w e (t) + w(t). Then the equation (5) can be written in the following form: (6) From (3) and (6), the estimation of disturbanceŵ c (t) can be obtained aŝ
Moreover, the low-pass filter E w (s) is used for removing the measurement noise inŵ c (t). Specially, E w (s) satisfies
, where θ r denotes the highest angular frequency of estimation of lumped disturbance. Then the state space representation of E w (s) can be expressed as
where x w (t) is the filter state; y w (t) is the noiseless estimated disturbance; A w , B w and C w are the constant diagonal matrices. Further, the improved control input is obtained as
Specifically, the control parameters are independent of external signals such as reference r(t) and disturbance w c (t). Owing to this, the exogenous signals can be taken as w c (t) = 0 and r(t) = 0. Further, the Smith predictor can be indicated by using the state space representation of the following form:
where x s (t) and y s (t) are the state and the output vectors of the Smith predictor, respectively; A s , B s and C s are constant matrices with appropriate dimensions. Moreover, tracking the required reference command is an essential issue in control dynamical systems (for example, see [22] - [27] ). Therefore, for achieving the design of perfect tracking controller, in this work, the internal model is incorporated into the IEID and Smith predictor-based control structure. Further, the state space representation of the internal model can be given aṡ
where x p (t) indicates the state vector of the internal model; A p , B p and C p represent the constant coefficient matrices with proper dimensions. Based on the above discussions, the following equations can be attained:
. Now, to ease the analysis, the above set of equations can be put in the augmented form aṡ
where ξ (t) ∈ R 10 is the state vector and the matrices are given
III. MAIN RESULTS
In this section, based on the IEID estimator and the Smith predictor approach, a feedback control design is developed for the considered vehicle model to improve the vehicle stability performance. Now, for obtaining the desired results for the addressed vehicle model, it is enough to derive a new set of sufficient conditions for ensuring the stability criterion for the closed-loop augmented system (13). In particular, those conditions are developed with the aid of linear-matrixinequalities such that the gain matrices of the proposed controller can be easily obtained. 
R < X ,
where the non-zero elements of [ ] 20×20 are given by 
and positive definite matrices. By calculating the derivative of V (t, ξ (t)) along the solutions of (13) and using Corollary 4 VOLUME 7, 2019 in [28] , it can be obtained thaṫ
where 4×4 and the non-zero elements of Θ are
and CX 2 =X 2 C. Now pre-and post-multiply Θ andQ < P by diag{X , Y, X , X } and X , respectively, the inequalities in (14) and (15) can be obtained. Here it is observed that the equation CX 2 =X 2 C is not a proper inequality and it is difficult to solve the equation by using Matlab LMI toolbox. To overcome this difficulty, we replace the equation CX 2 =X 2 C by the constraint [(CX 2 −X 2 C) T (CX 2 −X 2 C)] < ρI for any ρ > 0. Now by applying Schur complement, the constraint condition can be converted equivalent to the LMI in (16) . According to well-known Lyapunov stability theory, the stability or asymptotic stability of a dynamical system can be determined with the aid of constructing proper Lyapunov functional. More precisely, if the time derivative of the Lyapunov functional along the solution trajectory of the concerned system is strictly negative then the system will be asymptotically stable [32] . Thus, if the conditions (14)- (16) hold, then the time derivative of the Lyapunov functional V (t, ξ (t)) constructed in (17) will be negative. This implies that the state ξ (t) of the closed-loop augmented system (13) satisfies ξ (t) → 0 as t → ∞. Therefore, the system (13) is asymptotically stable. Hence the proof of this theorem is completed.
Remark 1: It should be mentioned that the IEID is an active disturbance attenuation technique which has been designed for suppressing the effect of overall external disturbances. It is noted that the effect of the nonlinear uncertainty and external disturbance is considered as lumped disturbance. In particular, the estimation of overall external lumped disturbance is achieved and incorporated in the control input with the aid of measurable state variables to attenuate the effect of the overall disturbance on the output of the system. Due to the fact that, the estimation of lumped disturbance depends on the parameters of IEID estimator and the state observer. Thus, there is no requirement of any information about the overall external disturbances, however the disturbance observer (DO) based controller design generally depends on the information of the disturbances (for instance, see [29] , [30] ). Precisely, IEID based disturbance attenuation technique is more suitable than the disturbance observer based controller design to deal the external disturbances. Remark 2: It should be highlighted that many real-world control problems have dead zone and time-delay effect in their control input (for example, see [31] ). In order to obtain the desired results in such situations, a special attention is needed in the controller design. Meanwhile, Smith predictor is the popular technique in which the time-delay compensator is inserted in order to force the steady-state error to zero in the presence of input time-delay. Since Smith predictor concentrates on the compensation of input time-delay more than the disturbance attenuation. In this connection, IEID is incorporated into Smith predictor to achieve the perfect disturbance attenuation performance. Thus, the proposed IEID and Smith predictor-based controller design is a proper scheme for attenuating the external disturbances and compensating input time-delay simultaneously.
IEID AND SMITH PREDICTOR-BASED INTERNAL MODEL DESIGN ALGORITHM
Step 1: Choose the IEID low-pass filter matrices A w , B w and C w in (8) such that the condition |E w (jθ )| ≈ 1 should be satisfied.
Step 2: Smith predictor-based internal model parameters are selected in such a way that the tracking error will be reduced and a satisfactory rejection performance will be achieved.
Step 3: By adjusting the tuning parameters α, γ , ρ and i (i = 1, 2, 3, 4, 5), a feasible solution to the constraints formulated in (14)- (16) will be obtained.
Step 4: Based on the feasible solution, the desired observer gain L and the invariant matrix A v will be determined. 
IV. NUMERICAL SIMULATIONS
In this section, a numerical example and its simulations are presented to validate the enhanced efficiency of the proposed IEID and Smith predictor-based control design technique. For the simulation purposes, the parameters of 2-DOF bicycle model are borrowed from [9] , which are provided in TABLE 1. The front wheel step steering angle and the crosswind disturbance force are chosen as in Figs. 2 and 3 , respectively. In the steady-state condition, the reference model is taken as r(t) = [β * ω * ] T , where the desired side slip angle β * is zero. Moreover, the desired yaw rate ω * described by vehicle speed v, desired front steering angle δ * f (t) and cornering stiffness C f , C r of the vehicle model is considered as in [9] :
and τ ω is the time constant of yaw rate. In this example, let us select the nonlinear uncertainty as
The rest of parameters involved in the feasibility test are taken as α = 1. Fig. 4 which clearly displays that the output of the system y(t) exactly tracks the provided reference signals with zero steady-state error. Here, it should be noted that the selection of appropriate adjustable gain matrix K w in the IEID block plays a vital role and provides better disturbance estimation and tracking performance. Moreover, consider the nonlinear uncertainty function in the following form
Then the corresponding vehicle state trajectories and control performance are plotted in Fig. 5 , where it can be clearly seen that the steady-state tracking error is considerably reduced while applying the developed controller with IEID and Smith predictor-based internal model. As a result, the IEID and Smith predictor-based internal model induces the proposed controller to effectively compensate the influence of both unknown disturbances and nonlinear uncertainties as well as the input time-delay. On the other hand, to demonstrate the superiority of the proposed controller over the existing approach in [9] , let us consider the vehicle system (2) with the time-delay constant τ c = 0s, the disturbance w(t) induced by the crosswind force F w as in Fig. 3 and the function of nonlinear term H(t, x(t)) as in (19) . With the use of the above parameter values, by solving the conditions in Theorem 1, it can be seen that the lumped disturbance w c (t) in the output of the vehicle model is attenuated as well as the desired vehicle states are traced by the output of the vehicle model without steady-state error, which are shown in Fig. 6 .
Remark 3: It is clearly observed from the simulation results that better tracking performance of the states of vehicle dynamics is obtained even in the presence of time delay in the controller design. From the figures Fig. 4(a), Fig. 5(a) and Fig. 6(a) , it can be concluded that the response of side slip angle goes up to around 0.2 rad and subsequently it is converged to zero due to the proposed controller scheme. In such cases, the vehicle cannot exceed the stability region. On dry road, generally, the side slip angle could not exceed around 10 degrees. In addition, the proposed controller deliver good tracking performances and disturbance attenuation performance even though there exist time delay in the control input and uncertain nonlinearities in the system dynamics. It can be seen that the IEID and Smith predictor-based control design yields better output tracking, disturbance estimation and rejection performances than the DO-based LQR feedback and feed forward controller designed in [9] , which is apparently exhibited in Fig. 6 . Thus, the simulation result reveals that the proposed controller is more effective for robust tracking and active disturbance rejection for vehicle dynamics.
V. CONCLUSION
In this paper, the robust tracking and active disturbance attenuation performance for the vehicle control system has been discussed. A novel set of sufficient conditions for the robust stabilization of the vehicle dynamics has been obtained by employing the Lyapunov stability theory together with the linear-matrix-inequality approach. More precisely, a feedback control design has been developed which ensures the robust tracking and disturbance rejection for the considered vehicle dynamics. Furthermore, the IEID and Smith predictor-based internal model has been implemented through the controller design, where the input timedelay is compensated by using the Smith predictor and also exogenous signals have been attenuated through the IEID estimator. Finally, numerical simulations have been presented for demonstrating the usefulness of implement ion of the proposed control strategy. In our future work, the robust tracking control design for vehicle dynamics subject to time-varying input delay, randomly occurring uncertainties and actuator fault will be investigated. 
