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0. INTRODUCTION 
Let E be a real Banach space, 0 an open subset of IR”, T a real number, 
0 < T < co, and f(x, t, u, p) a function of class C” defined on 
R X [0, 7’) x E X L(lR”, E). We consider the nonlinear Cauchy problem 
u, = f(x, 4 u, u,), 
with smooth initial data. 
It is well known that, in general, problem (0.1) does not have exact 
solutions. When dim E = 1 local solutions exist and they are obtained by the 
classical Hamilton-Jacobi theory. Another case where exact solutions exist 
is when F is analytic with respect to all variables with the possible exception 
of t (see [4]). When f depends linearly on u and uX, existence of exact 
solutions for arbitrary u,(x) imposes restrictive conditions of f (hyper- 
bolicity). However, it was shown in [5] and [6] that (0.1) always has 
interesting local approximate solutions @-flat solutions). Those solutions 
prove useful when one tries to extend the constructions of geometrical optics 
to differential operators with complex principal part (see [6-91). 
The same methods can be applied to the construction of disctribution 
solutions of certain equations with singularities on prescribed bicharacteristic 
curves, thus yielding results on the propagation of singularities. When one 
wishes to extend these results to global or semiglobal ones, global solutions 
of (0.1) are called for. 
In this paper we give necessary and sufficient conditions for the existence 
of global p-flat solutions of (0.1). The problem of the global existence is 
reduced to the study of an ordinary differential equation of Riccati type. 
When problem (0.1) is quasi-linear, i.e., when f depends linearly on u,, the 
Riccati equation degenerates to a linear one and it turns out that global p-flat 
solutions exist for arbitrary initial data. When global p-flat solutions fail to 
exist it is possible to obtain precise information on the domain of the 
solutions. 
* The author was partially supported by CNPq (Brazil). 
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The paper is organized as follows: in Section 1 we state the main theorems 
concerning global p-flat solutions, in Section 2 those theorems are proved, 
and in Section 3 we give applications to the differential operator in two 
variables L = 3, - ib(x, t)a, t c(x, t). 
1. STATEMENT OF THE THEOREMS 
DEFINITION 1.1. Let X be a C” manifold, p a continuous nonnegative 
function in X. We say that f E P(X, E) (valued in the Banach space E) is 
k -p-flat if for any integer m < k and any smooth differential operator P of 
order m in X, p -kfmPf is continuous. Iff is k -p-flat for all k, we say thatf 
is p-flat. 
With (0.1) we associate the following system of ordinary differential 
equations defined for t > 0, where x plays the role of a parameter: 
u, = j-(X? & v,q), 
q, = f,(x* t9 099) + f,(x, t, 03 9) * 43 
(1.1) 
Equations (1.1) have unique smooth solutions v(x, t), q(x, t) defined on a 
maximal interval [0, T(x)), where T(x) is a lower semicontinuous function of 
x valued in (0, T]. We consider the open subset M, s R X [0, r) defined by 
0 < t < T(x) and introduce the function 
P(X, t> = i,’ II&(x, s, v(x, s>, q(x, s>)ll ds (1.2) 
for (x, t) in M,. We shall denote with 11 jl the norm of E as well as the norms 
induced by the former in the spaces of k-linear functions defined in (R”)k 
with values in E, k = 1, 2 ,.... 
DEFINITION 1.2. Let M be an open subset of M,. We say that u(x, t) E 
P(M; E) is a p-flat solution of (0.1) if U, - f(x, t, U, ur) is p-flat with p 
given by (1.2) and u(x, 0) = uO(x). When M = M, we say that the p-flat 
solution is global. 
When dealing with p-flat solutions it is convenient to restrict the domains 
to subsets of the form 0 Q t <p(x) with /3(x) lower semicontinuous; this 
domains will be called admissible. In that case solutions of (0.1) are unique 
modulo p-flat functions. More precisely 
THEOREM 1.1. Let ui(x, t) be p-jlat solutions of (0.1) defined on 
admissible domains Mi s M,, i = 1, 2. Then u, - u2 is p-flat in M, n M, . 
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This is a straightforward consequence of the local uniqueness result 
proved in [6]. 
We introduce now an ordinary differential equation that plays a key role 
in the study of global solutions. For 0 < t < T(x) we set 
where ZI and q are the solutions of (1.1). 
We consider the Riccati equation with parameter x, 
w,=A(x,t)+B(x,t)w+C(x,t)w*w, w(x, 0) = Us&). (1.4) 
This equation has a unique solution w(x, t) defined in a maximal interval 
1% 4x)), 4x)< T(x). (1.5) 
Remark 1.1. The functions u(x, t), q(x, t), w(x, t) defined by (1. I), (1.3), 
(1.4) may be thought of as approximations of u, U, and uXx, respectively, 
where u is a solution of (0.1). The ordinary differential equations that define 
these functions are obtained by formally differentiating (0.1) once, with 
respect to x, dropping the term that contains u,, and replacing ZJ by u and U, 
by q. This gives (1.1). In order to obtain (1.3), (1.4) we must differentiate 
(0.1) twice with respect to x and drop the term containing u,,, . 
Consider the interval Z(x) = {t, p(x, t) = 0) and define 
a(x) = sup Z(x). (1.6) 
It is clear that a(x) is upper semicontinuous and 0 < a(x) < T(x). The next 
theorem shows how the functions 6(x) and a(x) defined by (IS), (1.6) are 
linked to the global solvability of (0.1). 
THEOREM 1.2. Let u(x, t) be a p-flat solution of (0.1) defined in 0 < t < 
/3(x) and let x E 52 be an arbitrary point. In that case 
(i) if/I(x) = T(x), then a(x) < 6(x) or 6(x) = T(x), 
(ii) if 6(x) < a(x), then p(x) < 6(x) 
COROLLARY 1.1. Assume that (0.1) has a global p-flat solution. Then 
&x) < T(x) implies a(x) < 4x1, x E R. (1.7) 
We notice that Theorem 1.2 restricts the class of lower semicontinuous 
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functions that define admissible domains of p-flat solutions of (0.1). The 
class of such functions has an upper bound. Indeed, the function defined by 
Y(X) = T(x) if a(x) < 6(x), Y(X) = 4x) if a(x) > 6(x) (1.8) 
is lower semicontinuous. 
THEOREM 1.3. There is a p-j7at solution u of (0.1) defined in 0 < t < y(x), 
where y is given by (1.8). Furthermore, there is a continuous function c(x, t) 
defined in 0 < t < y(x) such that 
IIU - 41 < CP2- Ilu,-qll GCP, /I~,, - WII G CP. (1.9) 
COROLLARY 1.2. These exists a p-jlat solution of (0.1) with largest 
admissible domain. 
Combination of Theorem 1.3 and Corollary 1.1 gives 
THEOREM 1.4. The Cauchy problem (0.1) has a global p-flat solution if 
and only $6(x) < T(x) implies a(x) < 6(x) for all x E R. 
COROLLARY 1.3. Assume that (0.1) is quasi-linear, i.e., f(x. t, u, p) = 
g(x, t, u) . p. Then (0.1) has global p-flat solutions for every initial data. 
Remark 1.2. Although in the theorems above we only considered the 
forward Cauchy problem, i.e., solutions of (0.1) for t >, 0, the same results 
are valid, with the appropriate changes, for the backwards or the two-sided 
Cauchy problem. 
Remark 1.3. Even when exact solutions of (0.1) exist, p-flat soluions 
may have the advantage of being defined in a larger domain. For instance, 
the equation in R, 
2u, = c* + u:. u(x, 0) = 0 (1.10) 
has the unique exact solution u(x, t) = ; . x’tgt which cannot be extended 
beyond t = n/2. On the other hand, the function v(x) of Theorem 1.3 
associated to (1.10) is infinite for x # 0 and y(O) = 7c/2, so (1.10) has a p-flat 
solution defined for every t > 0 excluding the halfline (0) X [ 7c/2, co). 
Remark 1.4. If the function f that appears in Eq. (0.1) depends smoothly 
on a parameter L E A, /i a smooth manifold, f = f(x, t, u, p, A), then p 
defined in (1.2) will depend on Iz, and the same happens with all the 
functions involved, a, 6, i, T. In this case, the function u(x, t, A) of 
Theorem 1.3 may be taken so as to depend smoothly on d and to be p-flat in 
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x, t and 1, that is, all derivatives of U, -f(x, t, u, uX, n) with respect to x, t 
and ,l are dominated by arbitrary powers of p. This follows from a routine 
modification of the proof of Theorem 1.3. 
2. PROOF OF THE THEOREMS 
Proof of Theorem 1.2. Consider the functions O,,(t) = U(X, t), 4,(t) = 
uX(x, t), &(t) = u,.(x, t) defined in [0, /I(x)). Differentiating Eq. (0.1) with 
respect to x we see that 
Substracting Eqs. (1.1) from (2.1), (2.2) and setting v,,(t) = qho(t) - U(X, t), 
vi(t) = d,(t) - 4(x, t), we may write for 0 < t < p(x) 
w6 = ffottv wo, w,>, VOP) =0 
w; = ff,(t, vo, w,) +.#I&, t, +, Q, dx, t)> - h(t), wm = 0 
(2.3) 
where H,(t, 0,O) = H,(t, 0,O) = 0, 0 < t < /3(x). 
When 0 < t < minGg(x), a(x)), Eq. (2.3) is satisfied by w. = 0, v, = 0. It 
follows from the uniqueness in the Cauchy problem for O.D.E. that #o(t) = 
V(X, 1), 4,(t) = q(x, t) for 0 < t < min@(x), a(x)). 
If we differentiate (0.1) twice with respect to x, a similar reasoning shows 
that d,(t) = w(x, t) for 0 < t < min(b(x), a(x)). Assume that 6(x) < a(x) (in 
particular a(x) > 0). If ,8(x) > 6(x) it follows that w(x, t) = &(t), 0 < t < 6(x). 
Then w(x, t) can be continuously extended to [0,6(x)] and the local 
existence theorem for O.D.E. allows us to extend w(x, t) beyond 6(x). This 
contradicts the maximality of 6(x) and proves (ii). 
Now assume that /3(x) = T(x) and a(x) > S(x). Reasoning as before we 
conclude that v2(f) = w(x, t) in [0,6(x)). If 6(x) < T(x), w(x, t) can be 
extended beyond 6(x), a contradiction. Hence 6(x) = T(x). This proves (i). 
Q.E.D. 
The proof of Theorem 3.1 follows largely the proof of Theorem 1 of [6], 
so we leave many details to the reader. It is convenient to replace Lemma 1 
of [6] by the following elementary lemma about O.D.E.‘s: 
LEMMA 2.1. Let E be a real Banach space, h: [0, T) x E + E a 
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continuous function which is locally Lipschitz continuous with respect to the 
second variable. Let e(t) be a solution of 
e’ = h(t, e), 
O<t<T 
40) = e,, 
and set 
PO(t) = if II h(s, e,)ll ds. 
JO 
(2.4) 
(2.5) 
Then, there is a continuous real function r(t) defined in 10, T) so that 
< r(t) po(t>. O<tcT. (2.6) 
Proof of Theorem 1.2. Let’s denote with M the subset of MO defined by 
0 <t < y(x) and assume that for any positive integer N there exists 
u,~ E C”O(M; E) such that 8,~‘~ - f(x, t, u&,, a,~,~) is N - p-flat and 
u,,,(x, 0) = uo(x). If follows Theorem 1.1 that u,~+ ,(x, t) - uN(x, t) is N - p- 
flat. Thus, it is possible to find real functions #,y E C”(M) so that 
dN(x, t) = 1 in a neighborhood of 0 < t < a(x), 
u=u1 + 2 $,&v+,-UN) 
N: 1 
(2.7) 
converges in P(M; E) and u, -f (x, t, u, ux) is p-flat. Hence, we fix an 
integer N > 3 and concentrate on the construction of u,. We shall denote by 
A the space of formal power series in n variables with coefficients in E and 
by A,,, the subspace of A of polynomials of degree <N. If @ E C” ([0, E); A), 
we may write 
@(t, Y) = qt.&> + f+,(t) . Y + $2(t) . YC2) + *** (2.8) 
where (s, takes values in Ak(E), the space of k-linear symmetric functions 
from (R”)k to E and k!ytk’ = (y, y ,..., y) (k times). We fixed x E Q and 
consider the equations 
@(O, y) = A(y) = F ak . yCk’, 
kc0 
ak E Ak(E) (2.10) 
where we regard the right-hand side of (2.9) as an element of P( [0, E); A), 
i.e., a formal power series in y. 
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In order to determine Qk, we differentiate (2.9) with respect to y k-times 
and put y = 0 in the result. In this way we obtain 
We may solve (2.1 I),, (2.1 l)i, (2.1 1)2 in a maximal interval 0 < t < 
/3(x, a,, a,, a,) and then solve recursively (2.1 l)k, k > 2, which is a linear 
equation in dk and will be defined throughout [0,/3(x, ao, a,, a2)). 
The solutions of (2.1 l)k, 0 < k < N, define a smooth map from {(AN, t) E 
d,X~~,0<t</?(x,ao,a,,a2)}tod,.Wedenotethismapby 
and DANQN shall indicate the partial derivative of #N with respect to A,. We 
observe that DANQN is a linear isomorphism of A, for each t (this follows 
from the fact that DANQN = Z for t = 0 and det(DANGN) is a Wronskian). 
Let us write u!(x) to indicate the element of A, obtained by expanding 
uo(x) in Taylor series at the point x up to order N and consider the equation 
This is an O.D.E. for a, ,...., a,; its solution is defined in a maximal interval 
[0, E(X)). Observe that E(X) > a(x) unless a(x) = T(x), since for 0 < t < a(x) 
the solution of (2.12) is given by A, = U:(X). Indeed, for those values of t, 
40(t, a,> = 4,(& uo(x>) = +, x> and h(t, a,, a,> = h(t, u,(x), u,,(x)) = q(x, 4, 
so &(x, t, do, #i) = 0. When a(x) < T(x) the solution can be continued 
beyond a(x) as usual. Now consider the function 
4vw = @& AN@)) (2.13) 
defined for 0 < t < /3(x, so(t), a,(t), az(t)). We shall need 
GLOBALCAUCHYPROBLEMS 247 
LEMMA 2.2. For each x E .R, B,(t) is defined in an interval [0, h(x)) and 
verifies 
(2.14) 
Furthermore, h(x) has the following properties: 
(i) h(x) is lower semicontinuous and positive, 
(ii) h(x) > a(x) if a(x) < 6(x), 
(iii) h(x) = 6(x) if a(x) 2 6(x). 
We postpone the proof of Lemma 2.2 and use it to conclude the proof of 
Theorem 1.3. If we set v,,(x, t) = O!,~/V~O = first coefficient of O,v(t), it follows 
from (2.14) and Lemma 2.1 (see Section 4 of [6 1) that 
is continuous in 0 < t < h(x). 
If uA, is any smooth function defined in 0 < t < y(x) that agrees with q,, is 
a neighborhood of 0 < t < a(x), then 
D:D%,u,-f(x, t, UN,a,u,>>p(x, t)-N+r+‘D’, rs IPI <N (2.16) 
is continuous in 0 < t < y(x), for it is enough to check the continuity of 
(2.16) at the points where p(x, t) vanishes and there we may use (2.15). In 
view of the properties of h(x) such a function is easily shown to exist. 
Finally, estimates (1.9) are an easy consequence of Lemma 2.1. The proof 
is left to the reader. Q.E.D. 
Proof of Lemma 2.2. We may regard ON(t) as the solution of the system 
of O.D.E. obtained by adjoining (2.12) to (2.11), ,..., (2.1 l)N. Thus, O,.(t) is 
defined in a maximal interval [0, h(x)) with h(x) lower semicontinuous. 
It was observed before that for 0 <t < a(x), Ah.(t) = u:(x). Hence, for 
0 < t < a(x), e*,(t) = @,(t, u”(x)). On the other hand, the solutions of 
(2.1 l),, (2.1 l), , (2.1 1)2 with initial data a,, = u,(x), a, = Z&X), a2 = u,,~~~(x) 
are given by @0 = v, 4, = q, $* = w in [O, a(x)] as long as v, q, w, are defined. 
This follows from comparison of these equations with Eqs. (1.1) (1.3), (1.4). 
The functions zr, q, w. are defined in [O, 6(x)) as functions of t. This proves 
that h(x) > a(x) when a(x) < 6(x) and h(x) = 6(x) when a(x) > 6(x). 
It remains to check that r3,Er(t) verifies (2.14). We have 
f 4 = ; @,& &(t)) + D,, , @.dt, A,,(t)) A,$). (2.17) 
248 JORGE HOUNIE 
Taking account of (2.9) and (2.12) we get 
=f(x + Y, 4 ON, a,&> -fp(x, 6 4,,, &) . a,& (mod ‘ylNf ‘) 
(2.18) 
Summing up (2.17), (2.18) and (2.19) we obtain the first line of (2.14). 
Furthermore, 19,,,(o) = QN(O, AN(O)) = QN(O, u:(x)) = u:(x). Q.E.D. 
3. APPLICATIONS 
Since we are just trying to illustrate how global p-flat solutions can be 
applied to some problems in linear P.D.E., we restrict ourselves to the 
simplest kind of equations. We shall consider an operator with smooth 
complex coefticients 
L = f - ib(x, t) & + c(x, t) = L, + C, (3-l) 
defined in an open subset 52 of R2, with b real, i = \/-1. 
We also assume that L verities the solvability condition (.P). In this 
context that means that 
b(x, t) does not take opposite values on any segment 
contained in J2 and parallel to the t-axis. (3.2) 
We recall that a differential operator P defined on a smooth manifold X is 
said to be globally hypoelliptic if for every distribution u in X, Pu smooth 
implies u smooth. The next result generalizes part of the results proved in [3] 
for evolution equations. 
THEOREM 3.1. Let L be given by (3.1) and assume it verifies (3.2). The 
following conditions are equivalent: 
(i) L is globally hypoelliptic in a, 
(ii) for every x, each component of 
{t; (x, t) E f2, b(x, t) = 0) (3.3) 
is compact. 
GLOBAL CAUCHY PROBLEMS 249 
In the proof of the sufficiency of (ii), we shall use the following variation 
of a classical theorem of L. Schwartz [ 10, p. 5361. 
PROPOSITION 3.1. Let P be a d@rential operator in 0 E R” and 
assume that there is a kernel distribution K(x, xl) in Q X G having the 
following properties: 
(i) K(x, xl) is separately regular with respect to x and with respect to 
Y. 
(ii) ‘P(x, 0,) K(x, x’) - 6(x - x’) E ?(a X Q). 
(iii) For every fixed x; E D the set ((x, x6) E sign supp K} is compact. 
Then P is globally hypoelliptic. 
Assume that 0 E 0 and consider a rectangle U = (-6, S) x (--T, , T,) c Q, 
T,, T,, 6 > 0. If b > 0 in U, a parametrix K of ‘L can be constructed 
following the methods of geometrical optics (a local version of this 
parametrix was used in [ 1 I). Observe that 
-‘L = L, + c,(x, t) (3.4) 
and take K of the form 
27cKu(x, t) = 1’ T, jr e ib(.rq’.“‘k(x, t, t’) u^(& t’) dt’ dr 
.rz 0 
-i .I 
eiQ(Xq’*f’)k(x, t, t’) u^(<, t’) dt’ d<. (3.5) 
I -cc 
Here u E C?(U) and u^(<, t’) denotes the Fourier transform of u relative to x. 
The functions @, k appearing in (3.5) are defined as follows. The function 
@(x, t, t’) is a p-flat solution with parameter t’ (see Remark 1.4) of 
@, = ib(x, t) Qx 
@IrEt’ =x. 
(3.6) 
Here p = p(x, t, t’) = 1 J‘:, b(x, s) ds ]. Such a solution exists and is defined for 
all Ix] < 6, t, t’ E (-T,, T,) in view of Corrollary 1.3. It follows from 
Lemma 3.1 that @ may be chosen so as to verify 
fB(x, t, t’) < Im @(x, t, t’) < $(x, t, t’), t>t’ 
$(x, t, t’) < Im @(x, t, t’) < $B(x, t, t’), t<t’ 
(3.7) 
607J5 l/3-4 
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B(x, t, t’) = 1’ b(x, s) ds. 
f’ 
(3.8) 
The function k(x, t, t’) is a p-flat solution of 
k, = ib(x, t) k, - c, (x, t) k 
kit=,, = 1. 
(3.9) 
Again p is given by jB(x, t, t’)l. Observe that in virtue of (3.7) <Im @ > 0 in 
each integral of (3.5) and K maps test functions into smooth functions. A 
simple calculation shows that the kernel distribution K(x, t, x’, t) associated 
to K is smooth outside the set /i = (x’ - @(x, t, t’) = 0). On the other hand, 
‘LKu(x, t) = u(x, t) + Ru(x, t). (3.10) 
Here R is an operator like (3.5) with phase @ and amplitude 
i&,(@) - ‘L(k). I n view of (3.6) and (3.9) this implies in a standard way 
that R is regularizing. 
Proof of (ii) + (i). Let u E g’(D) be such that Lu = f E Cm(Q) and 
consider an arbitrary point P. We may assume that P = (0,O) is contained in 
a rectangle U = (-6, S) x (-T,, r,) so that b(x, TJ > 0, b(x, -r,) > 0 for 
all 1x1 < 6. Observe that (3.2) implies that b > 0 in U. Let’s prove that given 
(x6, th) E U the set II,, = ((x, t, xi, t(,) E rl } is a compact subset of U x U. 
Indeed, x; = @(x, t, tb) is equivalent to x; = Re @(x, t, t;) and 
Im @(x, t, t;) = 0. Using (3.7) we conclude that jib b(x, s) ds = 0 so b(x, t) 
vanishes in the interval joining t to th and use of (3.6) yields @(x, t, t;) = 
@(x,t;,t;)==x. Hence x=x; and /i,~{(x/,,t,xh,t,$ J:hb(x;,s)ds=O) 
which is compact by the choice of T, , T,. The kernel associated to K verifies 
the hypothesis of Proposition 3.1 so L is globally hypoelliptic in U and u is 
smooth in U. 
(i) * (ii). If b(x, t) h c anges sign in Q and Q is connected, it follows from 
(3.2) that b must vanish identically on a vertical segment I that disconnects 
a. Assume that 0 E I and consider a p-flat solution @ of 
L(4) = 0 
A=0 = 1 
defined in a neighborhood of 1. If u E F’(Q) agrees with 0 in a 
neighborhood of 1, it follows that u/Z = 1 and Lu vanishes of infinite 
order on 1. If H(x) denotes the Heaviside function, it follows that 
L(H(x) u(x, t)) E Cco(G) and sign supp(Hu) = 1. 
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Thus, we may assume that b(x, t) > 0 vanishes identically on a maximal 
noncompact vertical segment I with one end point in 0 which we take as the 
origin. We may take I = 10) x (T,, 0] with T, = --co or (0, r,) E &2. By the 
maximality of I there are points r > 0 arbitrary close to (0,O) with 
b(0, t) > 0. 
Let 6 > 0, T, < T < 0 be such that U = (-&a) X (T, 8) has closure 
contained in a. We take functions @(x, t), k(x, t) which are p-flat solutions 
of the Cauchy problems 
Lo(@P, L(k) = 0 
@lfzT = x + ix2, kl,,, = 1. 
In addition we require (see Lemma 3.1) that 
Now define 
u(x, t) = k(x, t) fil e’@‘“~“’ <-’ dt, 
. I 
(x, l) E u. 
It is easy to verify that u E C”(U), Lu E Cm(U) and sign supp u = If7 U. 
Duplicating an argument of Hormander [2, p. 204 ] we can show that if F 
is the space of continuous functions u in a such that Lu E Ccl-‘(Q) and 
sing supp u G I, endowed with the weakest locally convex topology making 
the maps F 3 u ++ Lu E C=(Q) and u t, u/a\1 E P(n\/) continuuous, 
then given any point p = (0, t), T, < t < 0, then set F, of functions of F 
which are smooth in some neighborhood ofp form a set of the first category. 
This shows that L is not globally hypoelliptic and choosing u outside the 
union of F, with c E Qn (T,, 0) we find u such that Lu E P(0) and 
sing supp u = 1. Q.E.D. 
LEMMA 3.1. Assume that b(x, t) > 0 in U = (-46) x (-T, , T2) and let 
a(x) satisxv a’(0) = 1. Then, there exists a p-fat solution of 
cDt = ib(x, t) @,, /x ] small, (3.11) 
co = a(x) 
such that 
(3.12) 
where B(x, t) = J‘h b(x, s) ds. 
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Proof: In the course of this proof C = C(x, t) will denote a continuous 
positive function that changes from time to time. According to Theorem 1.3 
there is a p-flat solution of (3.11) such that I$ - UI < Cp’ where 
u(x, t) = a(x) + i ji b(x, s) a’(x) exp (i j: b,(x, r) dr) ds. 
Using standard estimates for positive functions, we get lb,1 & Cb”* and this 
implies that 
< C(x, t)[p(x, t)] “*. 
It follows that ]d - a - B(x, t)] & C(x, t)[~(x, t)13’* + $p; this implies (3.12) 
in the subset C(x, t)[p(x, t)] ‘I* < a. Outside this set @ can be modified 
arbitrarily and we obtain (3.12) everywhere. Q.E.D. 
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