As suggested by Dembo (2003 Dembo ( , 2006 , we consider the problem of late points for a simple random walk in two dimensions. It has been shown that the exponents for the number of pairs of late points coincide with those of favorite points and high points in the Gaussian free field, whose exact values are known. We determine the exponents for the number of j-tuples of late points in average.
Introduction
In this paper, we discuss properties of special sites, called late points, in a two-dimensional random walk. We solve the related problem posed in Open problem 4 in [5] and Open problem 4.3 in [6] . The cover time is the time taken to randomly walk in Z 2 n (= Z 2 /nZ 2 ) and visit every point of Z 2 n , and a late point of a random walk in Z 2 n is a point of Z 2 n , where the first hitting time is close to the cover time in a certain specific sense. In this study, we define the set of α-late points in Z 2 n and denote it by L n (α) for 0 < α < 1 as in [10] (see (2) in the next section). We obtain certain asymptotic forms of |{ x ∈ L n (α) j : d(x i , x l ) ≤ n β for any 1 ≤ i, l ≤ j}|
for any 0 < α, β < 1 and j ∈ N, where x := (x 1 , ..., x j ). Approximately sixty years ago, Erdős and Taylor [14] proposed a problem concerning a simple random walk in Z d . Forty years later, Dembo, Peres, Rosen, and Zeitouni [7, 8, 9] solved it and other related problems by developing innovative proofs. These methods yielded results concerning late points in Z 2 n , verified in [10] , which showed that the number of late points in different-sized clusters have a variety of power growth exponents. In addition, the methods and tools have been by now improved. In Belius-Kistler [2] , a new multi-scale refinement of the 2nd moment method is introduced. These estimates are more difficult to deal with the lower bound of some numbers than the upper one. On the other hand, in this paper, we need to open up the linear algebra approach to show the upper bound. In section 2, we will explain how the linear algebra approach is related to the random walk cover time problem. Now, we provide the motivation for a study of α-late points. First, we want to estimate the correlation of a local time of unbounded points. As a first step, we estimate finite one in this paper. Second, we intend to observe an asymptotic behavior between special points in a random walk and in a Gaussian free field (GFF) by understanding a similarity. In fact, there are several known results concerning similarity. Eisenbaum et al. [13] showed a powerful equivalence law called the generalized second Ray-Knight theorem for a random walk and GFF. Ding et al. [11, 12] showed a strong connection between the expected maximum of the GFF and the expected cover time. In addition, for 0 < α < 1, they used the set of α-high points in the GFF in Z 2 n (sites where a GFF takes high values) and α-favorite points in Z 2 (sites where the local time is close to that of the most frequently visited site). For example, Dembo et al. [10] and Brummelhuis and Hilhorst [3] estimated the number of pairs of α-late points. Daviaud [4] estimated the α-high points. We show the corresponding results for α-favorite points in our forthcoming paper. There is the similarity between α-late points, high points, and favorite points in these estimations.
Known results and main results
To state our main results, we introduce the following notation. Let d be the Euclidean distance and N := {1, 2, · · · }. For n ∈ N, let D(x, r) := {y ∈ Z 2 n : d(x, y) < r} and for any G ⊂ Z 2 n , ∂G := {y ∈ G c : d(x, y) = 1 for some x ∈ G}. For x ∈ Z 2 n , we sometimes omit {} in writing the one-point set {x}. Let {S k } ∞ k=1 be a simple random walk in Z 2 n . Let P x denote the probability of a simple random walk starting at x. We simply write P for P 0 . Let K(n, x) be the number of times the simple random walk visits to x up to time n, that is, K(n, x) = n i=0 1 {S i =x} . For any D ⊂ Z 2 n , let T D := inf{m ≥ 1 : S m ∈ D}. Let τ n := inf{m ≥ 0 : S m ∈ ∂D(0, n)}. ⌈a⌉ denotes the smallest integer n with n ≥ a. We use the same notation for a simple random walk in Z 2 .
We introduce the known results for α-late points in Z 2 n . Authors in [7] estimated the asymptotic form of the cover time of a simple random walk in Z 2 n as follows:
For 0 < α < 1, we define the set of α-late points in Z 2 n such that
Authors in [3] estimated (1) the average for j = 2, and authors in [10] estimated (1) in probability for j = 2. We extend this to a full multi-fractal analysis.
Theorem 2.1. For any 0 < α, β < 1 and
Remark 2.2. We are preparing a paper about the following result: for any 0 < α, β < 1 and j ∈ N in probability
The explanation of the difference in exponents is given in [5, 6] for j = 2. Now, we provide an explanation of proofs for the main result. In particular, we explain how this problem is connected to the linear algebra approach. For the proof of Theorem 2.1, we must find an appropriate estimate of
Note that the position of a j-tuple point determines the value of P ( x ∈ L n (α) j ). This value can be expressed by a matrix constructed from G n (x, y) := ∞ m=0 P x (S m = y, m < τ n ) for x, y ∈ D(0, n), which is the Green's function of the walk killed when it exits D(0, n). We shall show that to achieve uniformity in
where a n ≈ b n means log a n / log b n → 1 as n → ∞ for any sequence and χ(A) is the summation over all the elements of A −1 for any regular matrix A. We explain the proof of (4) in step (I).
(I) The proof of (4) In Section 4 (Proposition 4.1), we shall see the probability that x 1 , ..., x j in D(0, n) are uncovered by the walk under a certain condition of a crossing number between two large circles to estimate the left-hand side of (4). In Section 3, we also obtain equations consisting of hitting probabilities and Green's functions (see (9) ), which yield that hitting probabilities can be expressed by certain cofactors of (G n (x i , x l )) 1≤i,l≤j (see (7) ). Finally, we find that the product is equal to the right-hand side of (4).
Next, we provide an explanation of the proof of Theorem 2.1 by assuming (4). We explain the difficulty of the proof of the upper bound. In fact, by using (4), we find that a logarithm of (3) is asymptotically equal to that of the summation of
j } is an ultrametric space with the error term n o(1) as n → ∞. Here, the ultra-metric space with the error term n o(1) is the following set with an associated distance function: for any 1
Then, the configuration of x
has a certain nesting structure (see an example for j = 5 in figure 2 ). For example, if we estimate the upper bound of (3) for j = 3, we need to look at an equidistant configuration and the position that the one is far from the others. For j = 3, an equidistant configuration means a triple (x
In general j ∈ N, there are various positions of x 1 , ..., x j . Therefore, when j increases, computing the upper bound in Theorem 2.1 gets difficult. Subsequently, we develop the following unique step.
(II) The upper bound in Theorem 2.1 by assuming (4) We need to find the leading term of (5) over (x
j ) conditioned by (6) . We will show that (πG n (x (n) i , x (n) l )/(2 log n)) 1≤i,l≤j is asymptotically close to the ultrametric matrix as n → ∞ in a certain sense. Therefore, we define M j (see Section 3.2), which is a certain set of j × j-ultrametric matrices (see Section 3.3 in [1] ), and estimate χ(A) for any A in M j to further estimate χ((πG n (x
It is known that ultrametric matrices came into attention of some linear algebraists and were used as models of systems that can be represented by a bifurcating hierarchical tree (e.g., see [15] ). In this study, we find new properties of M j . Proposition 3.10 yields the minimum of χ(A) for A in M j under a certain condition. We finally obtain the result that properties of M j directly determine the asymptotic behavior of (5) and the leading term comes from the equidistant configuration for any j ∈ N.
Basic properties
In this section, we use the preliminary results concerning a simple random walk that will be applied in later section. In proofs given in the remainder of this paper, we use constants that may vary at different occurrences.
Hitting probabilities
First, we compute probabilities that a simple random walk in Z 2 n does not hit at a j-tuple point until a certain random time. Given the j distinct points x 1 , ..., x j of Z 2 n and a non-empty subset D of Z 2 n that is disjoint of X := {x 1 , ..., x j }, letτ denote a time when the walk entersD. Define for 1 ≤ i, l ≤ j and y ∈ X,
We have
Note that for any regular matrix A, χ(A) is the summation over all the elements of A −1 .
Proof. As the summation of both sides of (7) over 1 ≤ u ≤ j yields (8) , it suffices to show (7) . By decomposing the probability P x i (T y =τ ∧ T y ) by means of the last time when the walk leaves the set X beforeτ ∧ T y , we obtain
for 1 ≤ i ≤ j. The matrix Q is regarded as the Green kernel for the Markov chain on X with the substochastic transition matrix U := (u i,l ) 1≤i,l≤j given by
so that U Q = Q − E, where E denotes the unit matrix. Accordingly, Q is regular and
Therefore, we have (7).
Next, we introduce the estimates of the hitting probabilities for a simple random walk in Z 2 as we only need estimates for "Z 2 " in this paper.
Lemma 3.2. To achieve uniformity in 0 < r < |x| < R,
Proof. As per Exercise 1.6.8 in [18] or (4.1) and (4.3) in [20] , we obtain the desired result.
Next, we give the estimates of a Green's function. For x, y ∈ D(0, n), G n (x, y) is a Green's function.
where τ n is the stopping time as we mentioned in Section 2 and a + = a ∨ 1. In particular, for
Proof. As per Proposition 1.6.7 in [18] or (2.1) in [20] , we obtain (12) . Therefore, for x, y ∈ D(0, n/3),
Subsequently, we obtain (13).
Remark 3.4. In addition, with the aid of (12), the strong Markov property yields
Matrix's argument
In this and next subsections, our goal is to arrive at Proposition 3.13, which is used in the upper bound in Theorems 2.1. We only use Propositions 3.13 and 3.18 later. To show Proposition 3.13, we prepare some propositions and lemmas in this subsection and provide proofs in next subsection. We first establish results that yield the properties of the following set of certain matrices M j and then those that link the properties of M j with the main results. We fix η > 0 and j ∈ N. Let M j be the set of j × j-matrices (a i,l ) 1≤i,l≤j satisfying the following properties:
A (strictly) ultrametric matrix is a symmetric matrix with nonnegative entries that satisfies (c); in addition, a i,i > max{a i,k : k ∈ {1, ...i−1, i+1, ..., j}} for any 1 ≤ i ≤ j (see [16] ). Subsequently, any element in M j is an ultrametric matrix. Note that (c) can be rewritten as
by assuming (a) and (b). Hereafter, we simply write A for (a i,l ) 1≤i,l≤j . Now, we introduce propositions that provide the properties of
Note that definitions yield A
Proposition 3.5. It holds that for any j ≥ 2 with j ∈ N, A ∈ M j satisfies the following:
is the maximal decomposition of A, then m = m ′ and there exists the bijective functionσ : {1, . . . , j} → {1, . . . , j} such that Aσ (k) ∼ = A ′ k in Remark 3.14. Therefore, the maximal decomposition is uniquely determined in a certain sense. The maximal decomposition corresponds to clustering a j-tuple point by the maximal distance in the ultrametric space.
Proposition 3.7. Any element included in M j is a regular matrix. In other words, for any A ∈ M j , there exists a unique solution y 1 , ..., y j such that
where y := (y 1 , ..., y j ) and 1 := (1, ..., 1).
Remark 3.8. References [16] and [17] showed that a strictly symmetric ultrametric matrix is a regular matrix, and therefore, the desired result had already been obtained. However, we provide another proof as the argument is used later.
We define Ξ inductively as follows: for A ∈ M j whose maximal decomposition is A
where Ξ(A) := 0 for A ∈ M 1 .
Remark 3.9. We simultaneously show the claim that Ξ is well-defined and Ξ(A) = Ξ(A ′ ) for A ∼ = A ′ by performing induction on j ∈ N. It is trivial for j = 1. We assume the claim for 1, ..., j − 1 and show the claim for j. Subsequently, Remark 3.6 and the assumption yield that Ξ is well-defined for j. Note that if A ∼ = A ′ holds and A
m . Therefore, we obtain Ξ(A) = Ξ(A ′ ) for j and retain the claim.
r is independent of r, and therefore, we sometimes write A (1) . Next, we observe the additional property of the matrix included in M j . 
We provide following lemmas concerning the configuration of points, which link matrix's argument with Proposition 3.13. Given the real-valued j × j-matrices M :
Note that the set is independent of diagonal elements of a matrix. When m i,l = a and
and for A ∈ M β,η j and δ > 0 let
β,η j . Lemma 3.11. For any ǫ > 0 and 0 < δ < e −j ǫ, there exists C > 0 such that for any 0 < t ≤ (j − 1)β, A ∈ Ξ −1 ({t}) and n ∈ N,
Lemma 3.12. For any δ > 0, there exists n 0 ∈ N such that for any n ≥ n 0 and
Next, to introduce Proposition 3.13, we prepare the following notation. As per Proposition 3.7 and Lemma 3.12, for δ > 0, x ∈ E[(n η ), (n β )], and n ≥ n 0 , we can set
Proposition 3.13. For any ǫ > 0 and 0 < δ < e −j ǫ, there exists C > 0 such that for any n ∈ N,
Proof of Proposition 3.13. Note that Proposition 3.10 implies
For any δ > 0 and ǫ > 0, there exist C ′ := ⌈(β − η)/δ⌉ and C > 0 such that for any n ≥ n 0 , the left-hand side of the desired formula is bounded by
The first inequality comes from Lemma 3.11 and the last one comes from Proposition 3.10. Therefore, we have max 0≤t≤(j−1)β 2t + 2 − 2αh t =ρ j (α, β).
As it is sufficient to show the claim for n ≥ n 0 , we obtain the desired result.
Proofs of various propositions and lemmas
In this section, we provide proofs of propositions and lemmas that are introduced in Section 3.2. First, we provide the proof of Proposition 3.5.
Proof of Proposition 3.5.
show ∼ constructs equivalence class. Note that a reflexive and symmetric relation are trivial by the definition of M j , and therefore, we show a transitive relation. Let us assume that k 1 ∼ k 2 and
Therefore, we obtain k 1 ∼ k 3 and that {1, ..., j}/ ∼ is an equivalence class. Next, we show the claim. If |{1, ..., j}/ ∼ | = m, we let G 1 , ..., G m be elements in {1, ..., j}/ ∼ and j k be |G
, ..., m}, i, l ∈ {1, . . . , j k }} hold. Therefore, we obtain the desired result.
m is the expression of the maximal decomposition of A, it is trivial that {Im σ k : 1 ≤ k ≤ m} = {1, ..., j}/ ∼ by the above proof. Then, it easily yields the uniqueness of the maximal decomposition and the claim in Remark 3.6.
Hereafter, we assume that
Proof of Proposition 3.7. We show the claim and present the following conditions (A) and (B): when j = 2,
When j = 1, we change (A) to 1 − y 1 ≥ 0. As per symmetry, we need to show the result for only the case that Im σ 1 = {1, ..., g} and Im σ 2 = {g + 1, ..., j}. We show the results by performing induction on j ∈ N. It is trivial that the claim holds for j = 1 as y 1 = 1. Let us assume that the claims (A) and (B) hold for 1, ..., j − 1. We show that the claims (A) and (B) hold for j. As per symmetry, the assumption yields that A 1 ∈ M g determines a unique solution z := (z 1 , ..., z g ) such that A 1 z T = 1 T and A 2 ∈ M h determines a unique solution z ′ := (z ′ 1 , ..., z ′ h ) such that A 2 z ′T = 1 T . In addition, the assumption of (B)
There exists c > 0 such that
It comes from s ≤ 1 − η. If we set
we get the solution such that A y T = 1 T . Therefore, we have proved the existence of the solution. Hereafter, we observe the properties of y 1 , ..., y j by assuming their existence. First, we show (B). According to Proposition 3.5, it holds that
Therefore, as per the definition of z 1 , ..., z g , z ′ 1 , ..., z ′ h , we obtain
The simple computation and (15) yield
and therefore,
If we lets = min i,l∈Im σ 1 a i,l , by assuming (A) and setting g ≥ 2, we obtain
Ass ≥ s for g ≥ 2, (18) and (20) 
In addition, ass > s for g = 1, (18) and (20) yield
As per the definition of y g+1 , ..., y j , z ′ 1 , ..., z ′ h and (17), we have (y g+1 , ..., y j ) = (1 − s g i=1 y i ) z ′ . Subsequently, as we assume that the solution of z ′ satisfies z ′ i > 0 for any 1 ≤ i ≤ h, it holds that any solution y g+1 , ..., y j satisfies y i > 0 for any g + 1 ≤ i ≤ j. In addition, as per the same abovementioned argument, the definition of y 1 , ..., y g , z 1 , ..., z g and (16) yield y i > 0 for any 1 ≤ i ≤ g, and therefore, (B) holds.
Second, we show (A). The fact that y i > 0 for any 1 ≤ i ≤ j and j i=1 a l,i y i = 1 for any 1 ≤ l ≤ j yields s j i=1 y i < 1, we obtain the desired result. Now, we turn to prove uniqueness of the solution by using the result of (B) that we have already obtained. In general, it is known that
where x 0 is a characteristic solution for A y T = 1 T . As per the result of (B), it holds that {v = (v 1 , ..., v j ) T : v j > 0} ⊃ V . As V is a linear space, the equation KerA = {0} it is contradictory. Subsequently, KerA = {0}, and therefore, we have the desired claim.
To show Proposition 3.10, we use the following two lemmas. We argue with values of Ξ and χ in Proposition 3.10 and the following lemmas. As Ξ and χ are independent of σ 1 and σ 2 , we omit σ 1 and σ 2 . For example, we write
Proof. Note that it suffices to prove the case that A 1 = A 1 as we can prove the claim by repeating the same proof. Let
where 1 − t 2 bc > 0. It is found that g monotonically increases in c as the simple computation yields
Note that if we consider A and y such that
As g(t, b, c) monotonically increases in c, the assumption yields the desired result.
Then, fixing the values γ 2 and r, χ(A
Proof. As we fix the values γ 2 and r, we find that r = Ξ(A (g)
is a constant, and therefore, we obtain (g − 1)γ 2 + (h − 1)γ 1 + γ. Subsequently, if we set p := (g − 1)γ 2 + 1 and q := (h − 1)γ 1 + γ + 1, we find that p and q are constants. Note that 0 ≤ γ ≤ (q − 1)/h. In addition,
According to (21), it holds that
It suffices to show the claim that f monotonically decreases in 0 ≤ γ ≤ (q − 1)/h. The simple computation yields
and setf
Note that it holds that
The first inequality comes from −(q − 1) ≥ −((h − 1)γ 2 + γ 2 ) = −hγ 2 and the second one comes from γ 2 ≤ 1. Therefore, we obtain (23). In addition, we claimf
The inequality comes from ph − g(q − 1) ≥ ghγ 2 ≥ 0 and 2gh − g(q − 1) − hp ≥ 2gh − gh − hp ≥ 0. Therefore, as per (22), (23), and (24), we obtain for 0 ≤ γ ≤ (q − 1)/h,f (γ) ≤ 0 and the desired result.
Proof of Proposition 3.10. It is trivial that χ(A (j)
1−r/(j−1) ) = j/(j − r) holds, therefore we show only min A∈Ξ −1 ({r}) χ(A) = χ(A (j) 1−r/(j−1) ). We prove the result by performing induction on j ∈ N. If j = 1 or 2, it is obvious that the claim holds. We assume that the claim holds for 1, 2, ..., j − 1 and show the claim for j. For g ∧ h = 1, Lemma 3.16 yields the desired result. It suffices to show the result for j ≥ 4 with g, h ≥ 2.
For any r ≤ j − 1 and A = A 1 ⊞ s A 2 ∈ Ξ −1 ({r}), we pick γ 1 , γ 2 , and γ, which satisfy γ = s,
Without loss of generality, we can assume that γ 1 ≤ γ 2 . Note that A (g)
γ 1 ∈ Ξ −1 ({r}). According to Lemma 3.15 and the assumption, we obtain
In addition, we considerγ 1 that satisfies (h − 1)
∈ Ξ −1 ({r}) and γ 1 ≥γ 1 ≥ γ. As per Lemma 3.16, we obtain
Note that for any σ 1 and σ 2 we can pick σ 3 , σ 4 , σ 5 , and σ 6 such that
In addition, we considerγ 2 that satisfies (g−1)γ 2 +hγ 1 = (j−2)γ 2 +γ 1 . Note that A (j−1) γ 2 ⊞γ 1 A (1) ∈ Ξ −1 ({r}) and γ 2 ≥γ 2 ≥γ 1 . According to Lemma 3.15 and the assumption, we obtain
Finally, Lemma 3.16 yields
Note that A
1−r/(j−1) ∈ Ξ −1 ({r}). Therefore, as per (25), (26), (27), and (28), we obtain the desired result.
Proof of Lemma 3.11. We prove the claim by performing induction on j ∈ N.
n | × Cn 2t+2δ for j = 2 and A ∈ Ξ −1 ({t}), it is obvious that the desired result holds for j = 1, 2. We assume that the result holds for 1, 2, ..., j − 1 with j ≥ 3 and show the result for j. It suffices to prove that for any ǫ > 0, 0 < δ < ǫ, and L < ∞, there exists C > 0 such that for any x ∈ Z 2 n , t
First, we show the claim for the case that g∧h = 1. Without loss of generality, we only prove it for h = 1. Let t 1 := Ξ(A 1 ) and (a 1 i,l ) 1≤i,l≤j−1 := A 1 . Note that t = Ξ(A) = Ξ(A 1 ) + 1 − s = t 1 + 1 − s. Then, the assumption yields that for any 0 < δ < ǫ, there exists C > 0 such that for any n ∈ N,
Then, we have the claim. Next, we show for j ≥ 4 and g ∧ h = 1. For k ≥ 2, x ∈ Z 2 n , and L > 0, let
Note that
Then, it suffices to prove that for any ǫ > 0, 0 < δ < ǫ, and L < ∞, there exists C > 0 such that for any x ∈ Z 2 n , t
For any A, let t 1 := Ξ(A 1 ) and t 2 := Ξ(A 2 ), and therefore, t = Ξ(A) = t 1 + t 2 + 1 − s holds. Note that it holds that
Subsequently, as per the assumption, we find that for any ǫ > 0 and 0 < δ < ǫ, there exists C > 0 such that for any x 1 , x g+1 ∈ Z 2 n , and n ∈ N, it holds that
Therefore, if we letD :
The last inequality comes from 2δ+(exp(g)+exp(h))ǫ/2 < (2+exp(g)/2+exp(h)/2)ǫ < exp(j)ǫ/2 for j ≥ 4. Therefore, we can obtain the desired result.
Remark 3.17. The reason why we set "L" in (29) instead of "2 j " is to ensure we get (30) and (31).
Proof of Lemma 3.12. We show the result by performing induction on j ∈ N. It is obvious that the claim holds for j = 1. Let us assume that the claim holds for j − 1 and consider any x ∈ E[(n η ), (n β )] to show the claim for j. We set 1
Without loss of generality, we set j = l 0 . Then, as per the assumption, it is easy to extend the following: for (x 1 , ..., x j−1 ) ∈ E[(n η ), (n β )](j − 1, n) and δ > 0, there exists
such that for all sufficiently large n ∈ N,
SetÃ := (ã i,l ) 1≤i,l≤j as follows:
We prove thatÃ ∈ M β,η j and x ∈Ê δ [Ã]. We first prove thatÃ ∈ M β,η j . It is obvious that the definition ofÃ yields thatÃ is symmetric and 1− β ≤ã i,l ≤ 1− η for any 1 ≤ i = l ≤ j. Note that a i 0 ,j = max 1≤i,l≤jãi,l holds asĝ(s) := max{b ∈ [1 − β, 1 − η] : 2 −j+1 n 1−b ≤ s ≤ 2 j−1 n 1−b+δ/2 } is monotonically decreasing;ĝ(d(x i 0 , x j )) ≤ã i 0 ,j for all sufficiently large n ∈ N with 2 j−1 ≤ n δ/2 and g(d(x i , x l )) ≥ã i,l hold for any 1 ≤ i, l ≤ j with i = i 0 , j. We only prove that for any 1 ≤ i, l, p ≤ j with i = l, l = p, p = i, (d)ã i,l <ã i,p ⇒ã l,p =ã i,l is as follows:
(1) i, l, p = j : (32) yieldsÃ ∈ M j . Therefore, we obtain (d).
(2) i = j and p, l = i 0 : Ifã j,l <ã j,p , a i 0 ,l < a i 0 ,p holds. Therefore, (32) yieldsã l,p = a l,p = a i 0 ,l =ã j,l .
(3) (p = j and i, l = i 0 ) or (l = j and l, i = i 0 ) : The proof is almost the same as above.
AsÃ is symmetric for j and i 0 , (d) remains to be proven for the following cases:
(1) i = j, l = i 0 : The assumption contradicts.
(2) i = j, p = i 0 : The result is trivial.
The assumption contradicts.
Therefore, we obtainÃ ∈ M β,η j . Finally, we prove x ∈Ê δ [Ã] . Note that the triangle inequality yields that for any 1 ≤ l ≤ j − 1 with l = i 0 ,
Therefore, as it is trivial that the corresponding result holds for d(x j , x i 0 ), we have x ∈Ê δ [Ã] and we obtain the desired result.
Therefore, we obtain Proposition 3.13. Finally, we provide the following proposition, which is used in Section 4.
Proposition 3.18. For any ǫ > 0, there exists δ > 0 such that for any A ∈ M j ,Ã = (ã i,l ) 1≤i,l≤j with max 1≤i,l≤j |a i,l −ã i,l | ≤ δ. Also, the following conditions will hold:Ã is a regular matrix and
Remark 3.19. It is trivial that Proposition 3.18 yields the following. For any ǫ > 0, there exists δ > 0 such that for any n ∈ N and A ∈ M j ,Ã with max 1≤i,l≤j |a i,l n −ã i,l | ≤ δn. In addition, the following conditions will hold:Ã is a regular matrix and
Proof of Proposition 3.18. First, we prove that M j is the closed set for each j ∈ N. We consider max 1≤i,l≤j
Note that it is trivial that (a ∞ i,l ) 1≤i,l≤j satisfies (a) and (b). Therefore, it suffices to show that (a ∞ i,l ) 1≤i,l≤j satisfies (d). First, we assume that a ∞ i,l < a ∞ i,p holds for some 1 ≤ i, l, p ≤ j with i = l, l = p, p = i. 
In addition, Proposition 3.7 yields that detA = 0 holds for A ∈ M j . By the compactness of M j , we have inf A∈M j |detA| = 0. Therefore, (33) yields that there exists δ > 0 such that for any δ i,l with |δ i,l | ≤ δ,
The first claim holds. Finally, it is trivial that (33) and (34) again yield the second claim, and therefore, we obtain the desired result. 
To show the proposition, we prepare notations and provide the lemma. For k, n ∈ N with k ≤ n, let n n = n n (α) := ⌈2αn 2 log n⌉, r k := k! and K n := ⌈n η r n ⌉ for η ∈ [1, 3] . Let R x 1 n = R x 1 n (α) be the time until completion of the first n n (α) excursions from ∂D(x 1 , r n−1 ) to ∂D(x 1 , r n ). 
Proof. By the strong Markov property, it suffices to show that uniformity in y 0 ∈ ∂D(x 1 , r n−1 ) and x ∈Ê δ [A],
Note that for
Since r n−1 /(2 j K β+δ n ) ≥ 3 for all sufficiently large n ∈ N and
Subsequently, (11) yields that to achieve uniformity in x ∈Ê δ [A] and y 0 ∈ ∂D(x 1 , r n−1 ),
Therefore, to achieve uniformity in
where the above maximum is over b i,l = a i,l + o(1) with 1 ≤ i, l ≤ j. In addition, as per Remark 3.19, to achieve uniformity in
Therefore, if we substitute T D(x 1 ,rn) and y forτ and y 0 in (8), (13) yields
Note that as per (14), we obtain
Subsequently,
The last equality comes from the time-reversal of a simple random walk. Therefore, in view of (37), we have (35).
Proof of Proposition 4.1. Note that we only have to show the result for a sequence K n since η ∈ [1, 3] is arbitrary and then K n covers all integers. As per (3.19) in [10] , for any 0 < δ 1 < α, there exists c > 0 such that for any n ∈ N and x ∈Ê δ [A],
n (α − δ 1 ) ≤ c −1 exp(−cn 2 log n).
We find that for any n ∈ N P ( x ∈ L Kn (α) j )
n (α − δ 1 )) + P 4α π (K n log K n ) 2 < R 
Note that as per Lemma 4.1 in [10] , for any 0 < δ 2 < 1 − α, there exists c > 0 such that for any n ∈ N and x ∈Ê δ [A],
n (α + δ 2 ) ≤ c −1 exp(−cn 2 log n).
Then, we have that for x ∈Ê δ [A] with x 1 ∈ D(0, n/10) c ,
≥cK −2(α+δ 2 )χ(A)−ǫ/2 n − c −1 exp(−cn 2 log n).
Therefore, if we pick sufficiently small δ 1 , δ 2 > 0 for ǫ > 0, we obtain Proposition 4.1.
Proof of Theorem 2.1
Proof of the upper bound in Theorem 2.1. Propositions 3.13 and 4.1 yield that for any ǫ > 0, there exists C > 0 such that for any n ∈ N,
Now we extend the result for "E[(n η ), (n β )]" to "E[(0), (n β )]" by performing induction on j ∈ N. We assume that for any ǫ > 0, there exists C > 0 such that for any n ∈ N, (x 1 ,...,x j−1 )∈E[(0),(n β )]
P (x 1 , ..., x j−1 ∈ L n (α)) ≤ Cnρ j (α,β)+jǫ .
For j = 1, according to Proposition 4.1, it is trivial that x∈Z 2 n P (x ∈ L n (α)) ≤ Cnρ 1 (α,β)+ǫ .
Let us assume that the claim holds for j − 1 with j ≥ 2. We show that the claim holds for j. Pick η > 0 with 2η < ǫ and n 0 given in Lemma 3.12. Therefore, according to (40), Lemma 5.1, and induction, we obtain that for any n ≥ n 0 ,
P ( x ∈ L n (α) j ) + (x 1 ,...,x j−1 )∈E[(0),(n β )](j−1)
P (x 1 , ..., x j−i+1 ∈ L n (α))Cn 2η ≤Cnρ j (α,β)+ǫ + Cnρ j−1 (α,β)+(j−1)ǫ+2η ≤ Cnρ j (α,β)+jǫ .
As it suffices to show it for all sufficiently large n ∈ N, we obtain the desired result.
Proof of the lower bound in Theorem 2.1. It is trivial that χ(A
1−l ) = j/(1+(j −1)(1−l)). Therefore, if we consider x ∈ E[(2 −j n l ), (2 j n l )] ∩ D(0, n/10) c for 0 < η < l < 1, then Proposition 4.1 yields P ( x ∈ L n (α) j ) ≥ exp − 2jα log n 1 + (j − 1)(1 − l)
+ o(log n) . Note that there exists c > 0 such that for any n ∈ N, |R| ≥ cn 2+2(j−1)l .
In addition,
Therefore, Proposition 3.13 and the simple computation yield for η < s < 1 x∈E[(2 −j n l ),(2 j n l )]
P ( x ∈ L n (α) j ) ≥cn 2+2(j−1)l × exp − 2jα log n 1 + (j − 1)(1 − l)
+ o(log n) .
As 2 + 2(j − 1)l − 2αj/(1 + (j − 1)(1 − l))| l=(1+(1− √ jα)/(j−1))∧β =ρ j (α, β) and η is arbitrary, we obtain the result.
Appendix

Computation of exponents
In this section, we show the monotonicity of the exponents on j ∈ N by using only the elementary computation.
Lemma 5.1. For any j ≥ 2 and 0 < α, β < 1 ρ j (α, β) −ρ j−1 (α, β) ≥ 0. Remark 5.2. As discussed previously, this result yields Theorem 2.1. In addition, above lemma is equivalent to Theorem 2.1. For any 0 < α, β < 1, |{ x ∈ L n (α) j : d(x i , x l ) ≤ n β for any 1 ≤ i, l ≤ j}| is monotonically increasing in j ∈ N. Therefore, Theorem 2.1 naturally yields the above lemma.
Remark 5.3. We omit the proof because we just need long and elementary computations.
