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Resumen—En este trabajo se presenta la modelizacio´n lineal de
los generadores shrinking y auto-shrinking a trave´s de auto´matas
celulares lineales uniformes utilizando la ley 102 (o´ la 60).
La linealidad de estos auto´matas se puede utilizar para el
criptoana´lisis de estos generadores de secuencias.
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I. INTRODUCCIO´N
En la actualidad, los cifradores en flujo son los procedimien-
tos de cifrado ma´s ra´pidos que existen, por lo tanto, se utilizan
en numerosas aplicaciones tecnolo´gicas, como puede ser el
algoritmo A5 para la telefonı´a en el GSM (ve´ase [1]), el algo-
ritmo E0 para Bluetooth (las especificaciones de Bluetooth se
pueden ver en [2]) o el generador J3Gen para etiquetas RFID
de bajo coste [3]. A trave´s de una clave corta secreta y un
algoritmo pu´blico (el generador de la secuencia), un cifrador
en flujo genera una secuencia pseudoaleatoria, la secuencia
cifrante. Para cifrar nuestro mensaje, e´ste se suma mediante
operaciones XOR con la secuencia cifrante, obteniendo de
este modo el texto cifrado. Para recuperar el mensaje inicial,
simplemente hay que volver a ejecutar una operacio´n XOR
entre la secuencia cifrante y el texto cifrado. De aquı´, se
deduce la importancia de que la clave sea secreta y conocida
u´nicamente entre las dos partes que comparten la informacio´n.
Muchos generadores de secuencias cifrantes utilizan LFSR
(Linear Feedback Shift Registers) [4] de ma´xima longitud
combinados con una funcio´n booleana no lineal. Existen otros
tipos de generadores de secuencias muy populares en cripto-
grafı´a. Todos ellos producen secuencias de cifrado con una
complejidad lineal alta, largo periodo y buenas propiedades
estadı´sticas.
Por otro lado, se ha probado que algunos auto´matas li-
neales de una dimensio´n generan exactamente las mismas
secuencias que un LFSR de ma´xima longitud. Por lo tanto, un
auto´mata puede ser considerado un generador alternativo a un
LFSR de longitud ma´xima [5]. Adema´s, algunos generadores
criptogra´ficos disen˜ados a trave´s de varios LFSR pueden ser
modelados como auto´matas celulares lineales. En [5], [6],
los autores modelizaron los generadores shrinking y auto-
shrinking usando las leyes 150 y 90. La idea principal de
este trabajo es modelizar esos mismos generadores utilizando
las leyes 102 y 60. Estas leyes se han utilizado previamente,
junto con la ley 90, en otros a´mbitos, como la construccio´n del
tria´ngulo de Sierpinski [7], [8]. Tambie´n es posible encontrar
ambas leyes en el ana´lisis de auto´matas celulares complemen-
tados derivados del grupo de auto´matas lineales hı´bridos [9]
o como parte de me´todos propuestos para generar familias de
grafos expandidos a trave´s de auto´matas con frontera nula [10].
II. PRELIMINARES
En esta seccio´n, se presentan algunas definiciones necesarias
para la comprensio´n del resto del trabajo. En la primera
subseccio´n se introducen las definiciones de generador shrin-
king y generador auto-shrinking. En la segunda subseccio´n, el
concepto de auto´mata celular es recordado.
II-A. Generadores
El generador shrinking consta de dos LFSR, R1 y R2,
tales que la secuencia {ai} producida por el primer registro
R1 decima la secuencia {bi} producida por el segundo registro
R2. La secuencia de salida del generador {sj} se obtiene del
siguiente modo:{
Si ai = 1 entonces sj = bi.
Si ai = 0 entonces bi es rechazado.
Si L1 y L2 son las longitudes de R1 y R2, respectivamente,
el perı´odo de la secuencia {sj} es T = (2L2−1)2L1−1, siem-
pre que L1 y L2 sean primos entre sı´. A su vez, la complejidad
lineal, denotada por LC cumple L22L1−2 < LC ≤ L22L1−1.
Adema´s, es una secuencia casi equilibrada, ya que el nu´mero
de unos en dicha secuencia viene dado por 2L1+L2−2. El
generador shrinking tiene buenas propiedades criptogra´ficas
y es fa´cil de implementar [11], por lo tanto, es adecuado para
su implementacio´n en sistemas de cifrado en flujo.
Por otro lado, el generador auto-shrinking fue disen˜ado
por Meier y Staffelbach para uso en aplicaciones de cifrado en
flujo [12]. Es bastante atractivo, debido a su simplicidad ya que
implica el uso de un solo LFSR. Este generador consiste en un
LFSR de ma´xima longitud que produce una secuencia que es
decimada por ella misma, por lo tanto, es un caso simplificado
y concreto del generador shrinking. La regla de decimacio´n es
bastante simple; dado un par de bits consecutivos {a2i, a2i+1}
de la secuencia {ai} generada por el LFSR, la secuencia de
salida {sj} se obtiene del siguente modo:
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{
Si a2i = 1 entonces sj = a2i+1.
Si a2i = 0 entonces a2i+1 es rechazado.
El periodo de la secuencia viene dado por T = 2L−1
[12], siendo L la longitud del LFSR que genera la secuencia
de entrada del generador. Adema´s, la complejidad lineal,
denotada por LC, cumple 2L−2 < LC ≤ 2L−1−(L−2) [13].
Para ambos generadores, la clave es el estado inicial del
LFSR y el polinomio de realimentacio´n, tambie´n recomendado
como parte de la clave.
II-B. Auto´matas Celulares
Un auto´mata celular (CA) de una dimensio´n es un registro
compuesto de n celdas cuyo contenido (binario en este trabajo)
se actualiza de acuerdo a una ley o funcio´n de k variables [14].
Ası´, el estado de la celda que hay en la posicio´n i en el instante
t + 1, xt+1i , depende del estado de las k celdas vecinas en
el instante t. Si estas leyes se componen exclusivamente de
operaciones XOR, entonces el auto´mata se dice que es lineal.
En un auto´mata, todas las celdas pueden obedecer la misma
ley; en ese caso el auto´mata se dice que es uniforme o
regular. Si obedecen distintas leyes, se dice que es hı´brido.
Por otro lado, se dice que el auto´mata tiene frontera nula o
que es nulo, si se consideran nulos los valores adyacentes a las
celdas de los extremos. Si, por el contrario, las celdas de los
extremos se consideran adyacentes, se dice que el auto´mata
tiene frontera cı´clica o que es perio´dico.
En este trabajo, se consideran solamente auto´matas unifor-
mes de una dimensio´n tanto nulos como perio´dicos con las
leyes 102 y 60. Para k = 3, estas leyes vienen dadas por:
Ley 102: xt+1i = xti + xti+1
111 110 101 100 011 010 001 000
0 1 1 0 0 1 1 0
Ley 60: xt+1i = xti−1 + xti
111 110 101 100 011 010 001 000
0 0 1 1 1 1 0 0
Los nu´meros 01100110 y 00111100 son las representaciones
binarias de 102 y 60, respectivamente. De ahı´ que sean
llamadas ley 102 y ley 60.
La idea principal de este trabajo es proporcionar auto´matas
celulares lineales uniformes, donde una de las secuencias de
salida corresponde a la secuencia generada por los generadores
shrinking. La finalidad de esta modelizacio´n es expresar una
secuencia pseudoaleatoria no lineal en te´rminos de un modelo
lineal, para facilitar el posible criptoana´lisis de estas secuen-
cias.
III. MODELIZACIO´N
Las secuencias producidas por LFSR de longitud ma´xima
gozan de buenas propiedades criptogra´ficas, pero sufren del
mal de la linealidad. Gracias al algoritmo de Belekamp-
Massey [15], si se intercepta como mı´nimo un nu´mero de
bits igual al doble de la complejidad lineal de la secuencia
de salida de un LSFR, e´sta puede ser recuperada totalmente.
Por esta razo´n, se introdujo el uso de funciones booleanas no
lineales que rompieran esa linealidad.
Los generadores shrinking fueron introducidos para romper
esta linealidad, sin embargo, se puede comprobar en las
secciones III-A y III-B, que las secuencias producidas por
estos generadores, pueden ser obtenidas a su vez como salida
de una estructura lineal, auto´matas celulares uniformes lineales
en este caso. Esto implica que las secuencias sean sensibles a
sufrir un criptoana´lisis que explote esta linealidad.
III-A. Modelizando el generador shrinking
Sea F2 el cuerpo de Galois de dos elementos. Dados dos
polinomios primitivos p1(x), p2(x) ∈ F2[x], cuyos grados son
L1 y L2, respectivamente, primos entre sı´, el periodo de la
secuencia de salida del generador es T = (2L2 − 1)2L1−1.
Existe un auto´mata celular uniforme perio´dico de longitud
T que genera la secuencia de salida utilizando la ley 102.
En algunos casos, sin embargo, la longitud del auto´mata se ve
reducida hasta llegar a ser un divisor de T . Veamos el siguiente
ejemplo.
Ejemplo 1: Dados los polinomios primitivos p1(x) = 1+x+
x2 y p2(x) = 1+x+x3, la secuencia generada por el generador
shrinking tiene periodo T = (23 − 1)22−1 = 14. Si se toman
como estados iniciales 10 y 100, respectivamente, la secuencia
de salida del generador shrinking es 10111000110101. En
la Tabla I podemos ver un ejemplo de auto´mata uniforme
perio´dico que genera la secuencia dada. Si se considera el
auto´mata celular uniforme perio´dico de longitud 14 que utiliza
la ley 60, en vez de la ley 102, la secuencia buscada aparecerı´a
en u´ltimo lugar en vez de en primer lugar como pasa en el
auto´mata celular de la Tabla I. De hecho, el resto de secuencias
serı´an las mismas pero aparecerı´an en orden inverso. 
Diversas simulaciones para distintos valores de las longitu-
des L1 y L2 se han llevado a cabo utilizando Matlab. Para
todos los casos en los que la longitud del auto´mata celular
que genera la secuencia del generador shrinking es el T y
no un divisor de e´ste, es posible observar que aparecen 2L1−1
secuencias diferentes repetidas 2L2−1 veces y todas ellas con
periodo T .
III-B. Modelizando el generador auto-shrinking
Dado un polinomio primitivo p(x) ∈ F2[x] de grado L,
sabemos que el periodo de la secuencia de salida del generador
auto-shrinking es 2L−1.
Para esta secuencia con periodo T = 2L−1, existe un
auto´mata celular uniforme nulo que la genera utilizando la ley
102. Observando las simulaciones obtenidas en Matlab para
diversos valores de L, se deduce en todos los casos que la
longitud del auto´mata es exactamente la complejidad lineal de
la secuencia dada. Ve´ase el siguiente ejemplo.
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Tabla I
AUTO´MATA CELULAR QUE GENERA LA SECUENCIA CONSIDERADA EN EL EJEMPLO 1
102 102 102 102 102 102 102 102 102 102 102 102 102 102
1 1 0 1 0 0 1 0 0 1 1 0 1 1
0 1 1 1 0 1 1 0 1 0 1 1 0 0
1 0 0 1 1 0 1 1 1 1 0 1 0 0
1 0 1 0 1 1 0 0 0 1 1 1 0 1
1 1 1 1 0 1 0 0 1 0 0 1 1 0
0 0 0 1 1 1 0 1 1 0 1 0 1 1
0 0 1 0 0 1 1 0 1 1 1 1 0 1
0 1 1 0 1 0 1 1 0 0 0 1 1 1
1 0 1 1 1 1 0 1 0 0 1 0 0 1
1 1 0 0 0 1 1 1 0 1 1 0 1 0
0 1 0 0 1 0 0 1 1 0 1 1 1 1
1 1 0 1 1 0 1 0 1 1 0 0 0 1
0 1 1 0 1 1 1 1 0 1 0 0 1 0
1 0 1 1 0 0 0 1 1 1 0 1 1 0
Tabla II
AUTO´MATA CELULAR QUE GENERA LA SECUENCIA CONSIDERADA EN EL
EJEMPLO 2
102 102 102 102 102
0 0 0 1 1
0 0 1 0 1
0 1 1 1 1
1 0 0 0 1
1 0 0 1 1
1 0 1 0 1
1 1 1 1 1
0 0 0 0 1
Ejemplo 2: Dado el polinomio primitivo p(x) = 1+ x+ x4,
la secuencia generada por el generador auto-shrinking tiene
periodo T = 23 = 8. Si se toma el estado inicial 1001, la
secuencia de salida del generador es 00011110. El polinomio
caracterı´stico de esta secuencia es PM (x) = (1 + x)5, por
lo que la complejidad lineal sera´ cinco. En la Tabla II
se proporciona un ejemplo de auto´mata uniforme nulo de
longitud cinco que genera la secuencia dada. Como sucedı´a
en el ejemplo 1, si se considera el auto´mata celular uniforme
nulo de longitud 5 que utiliza la ley 60, en vez de la ley 102,
las secuencias de salida serı´an las mismas que en el auto´mata
celular de la Tabla II pero aparecerı´an en orden inverso. 
III-C. Comparacio´n con otros modelos lineales basados en
auto´matas celulares
En [5], [6], otros modelos basados en auto´matas celulares
hı´bridos y nulos fueron propuestos. En este caso, los autores
propusieron auto´matas celulares basados en las leyes 150 y
90, que tambie´n generaban las secuencias de salida de los
generadores shrinking.
III-C1. Generador shrinking: En el caso del generador
shrinking, las secuencias de salida tienen como polinomio ca-
racterı´stico PM (x) = P (x)p, con P (x) ∈ F2[x] un polinomio
de grado L2 y p un entero tal que 2L1−2 < p ≤ 2L1−1, donde
L1 y L2 son los grados de los polinomios de realimentacio´n
de los LFSR que generan las secuencias de entrada para el
generador. En [5], un algoritmo basado en la concatenacio´n
de auto´matas y en el algoritmo de Cattell y Muzio [16]
es propuesto. Este algorimto proporciona auto´matas celulares
nulos de longitud L22L1−1 basados en las leyes 150 y 90, que
generan las mismas secuencias que el generador shrinking.
Estos auto´matas tienen una longitud notablemente inferior a
la longitud de los auto´matas considerados en la seccio´n III-A.
Los auto´matas propuestos en este trabajo tienen una longitud
igual al periodo de la secuencia, T = (2L2 − 1)2L1−1, frente
a la longitud L22L1−1 de los auto´matas considerados en [5].
Sin embargo, en los auto´matas propuestos en la seccio´n III-A
aparecen 2L1−1 secuencias repetidas 2L2−1 veces, por lo que,
conociendo las primeras 2L1−1 secuencias, se deduce el resto
del auto´mata celular. Por lo tanto, tienen un comportamiento
ma´s predecible que puede ser de ayuda para recuperar la se-
cuencia, dada una cantidad de bits interceptada. En la Tabla I,
se puede observar que la primera secuencia es la misma que
la tercera secuencia despue´s de haber sufrido un traslacio´n
cı´clica de cuatro posiciones. A su vez, la quinta secuencia es
la misma que la segunda secuencia despue´s de haber sufrido
una traslacio´n cı´clica de cuatro posiciones tambie´n. En total,
la misma secuencia aparece siete veces pero trasladada. Lo
mismo ocurre con la segunda secuencia; aparece siete veces
despue´s de sufrir traslaciones de cuatro posiciones. Cuando la
longitud del auto´mata es un divisor de T , tenemos la misma
cantidad de secuencias 2L1−1, pero se repiten una cantidad de
veces inferior a 2L2 − 1; hecho favorable a la hora de realizar
un posible criptoana´lisis.
Por otro lado, para obtener los auto´matas celulares pro-
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puestos en [5], habı´a que aplicar el algoritmo de Cattell y
Muzio [16] y habı´a que aplicar, posteriormente, una conca-
tenacio´n. En este caso, con saber el periodo de la secuencia
conocemos el auto´mata, ya que e´ste sera´ un auto´mata uniforme
que utilizara´ la ley 102 (o´ la 60) en todas sus celdas, y
tendra´ longitud T .
III-C2. Generador auto-shrinking: Para el generador auto-
shrinking, al ser un caso especı´fico del generador shrinking,
el polinomio caracterı´stico es de la forma PM = (1 + x)p,
con 2L−2 < p ≤ 2L−1, donde L es la longitud del LFSR que
genera la secuencia de entrada para el generador. En este caso
existe un auto´mata celular nulo de longitud 2L−1 basado en
las leyes 150 y 90 que genera las mismas secuencias que el
generador auto-shrinking. Los auto´matas celulares obtenidos
tienen una estructura definida; se considera siempre la ley 90
en las celdas de los extremos y la ley 150 en el resto de celdas
(ve´ase [6]).
Los auto´matas celulares propuestos en este trabajo, poseen
tambie´n una estructura definida. Para los que utilizan la ley
102, aparece siempre la secuencia de unos en u´ltimo lugar y en
penu´ltimo lugar aparece siempre una secuencia de periodo dos
(la secuencia 0101 . . . o la secuencia 1010 . . .). Despue´s hay
dos secuencias de periodo cuatro, cuatro secuencias de periodo
ocho y, ası´ sucesivamente, hasta encontrar 2L−3 secuencias de
periodo 2L−2. El resto de secuencias (la longitud del auto´mata
menos 2L−2) son de periodo 2L−1, incluida la secuencia de sa-
lida del generador auto-shrinking. Por otro lado, sabemos que
la complejidad lineal cumple 2L−2 < LC ≤ 2L−1 − (L− 2),
por lo tanto, la longitud de estos auto´matas (exactamente LC)
es menor que 2L−1, la longitud de los auto´matas propuestos
en [6], con lo que se reduce la complejidad de computar estos
modelos.
En la Tabla II, podemos observar que de las cinco secuen-
cias, existe una secuencia de periodo uno, la secuencia de unos,
en el u´ltimo lugar. Tambie´n aparece la secuencia de periodo
dos en el penu´ltimo lugar y otras dos secuencias de periodo
cuatro. Por u´ltimo aparece una sola secuencia de periodo
ocho, la secuencia de salida del generador auto-shrinking. Para
modelizar esta misma secuencia utilizando las leyes 90 y 150,
se necesita un auto´mata celular de longitud seis (ve´ase [6]).
IV. APLICACIONES
La principal aplicacio´n de modelizar las secuencias de
salida de este tipo de generadores es el criptoana´lisis, ya que
estos generadores tienen buenas propiedades criptogra´ficas y
son adecuados para ser usados en cifrado en flujo. Dado un
modelo lineal que describe el comportamiento del generador,
el criptoana´lisis puede llevarse a cabo utilizando diferentes
herramientas.
En primer lugar, se puede hacer una bu´squeda exhaustiva
entre todos los estados iniciales posibles del auto´mata
celular. En el caso del generador shrinking, si los grados
de los dos polinomios que se utilizan para generar las
secuencias de entrada son L1 y L2, respectivamente, el
auto´mata tendrı´a longitud (2L2 − 1)2L1−1. La compleji-
dad computacional de probar todos los estados serı´a pro-
porcional a 2(2
L2−1)2L1−1 . Sin embargo, en este auto´mata
aparecen 2L1−1 secuencias repetidas 2L2 − 1 veces, por
lo que so´lo serı´a necesario generar las 2L1−1 primeras
secuencias. Una vez generadas estas secuencias, se puede
deducir el resto de las secuencias. La complejidad ascen-
derı´a a 22
L1−1 . En este caso, serı´a ma´s eficiente hacer una
bu´squeda exhaustiva entre los posibles estados iniciales
de los LFSR, ya que habrı´a que considerar 2L1+L2 casos.
Para el generador auto-shrinking, sucede algo parecido.
Sea L la longitud del LFSR que genera la secuencia de
entrada para este generador. Si se quisieran probar todos
los estados iniciales del LFSR, el nu´mero de estados
asciende a 2L. Por otro lado, la longitud del auto´mata
LC, cumple 2L−2 < LC ≤ 2L−1 − (L − 2). Por lo
tanto, el nu´mero total de estados iniciales del auto´mata
que se tendrı´an que probar 2LC , es mayor que 22
L−2
y,
a su vez, 22
L−2
> 2L para L > 4.
Por otro lado, si se recupera una cantidad de bits con-
secutivos igual a 2L1−1 + t, siento t la longitud de la
traslacio´n cı´clica que sufren las secuencias obtenidas
por los auto´matas que generan la secuencia de salida
del generador shrinking, podemos recuperar la secuencia
entera. Es posible ver que esta traslacio´n se puede obtener
dividiendo la longitud del auto´mata entre el nu´mero de
secuencias diferentes, esto es, 2L1−1. Por lo tanto, con
2L1 bits consecutivos es posible recuperar la totalidad de
la secuencia. No´tese que esta cantidad es menor que la
complejidad lineal de la secuencia, ve´ase la seccio´n II-A.
Para el generador auto-shrinking, basta interceptar una
cantidad de bits igual a la complejidad lineal de la
secuencia para recuperar la totalidad de e´sta. En ambos
casos cabe resaltar que la complejidad lineal es la mitad
de la cantidad de bits que se necesitan para llevar a cabo
el algoritmo de Berlekamp-Massey [15].
Es posible combinar los auto´matas celulares propuestos
en este trabajo y los auto´matas celulares propuestos en
[5], [6] con les leyes 150 90, para recuperar pequen˜as
cantidades de bits de las secuencias del auto´mata, que
pueden ayudar a recuperar la totalidad de la secuencia.
Por ejemplo, cuando el auto´mata que modeliza el genera-
dor shrinking comienza con la ley 150, las dos primeras
secuencias de estos auto´matas y los propuestos en la
seccio´n II-A, son las mismas. Por lo que recuperar una
parte de una de las secuencias en uno de los auto´matas
nos lleva a recuperar otra parte en el otro auto´mata.
V. CONCLUSIO´N
Los esfuerzos por parte de los cripto´grafos de incluir genera-
dores por decimacio´n con la finalidad de romper la linealidad
de las secuencias generadas por LFSR han sido inu´tiles, ya
que, las secuencias de salida de estos generadores pueden
modelizarse como secuencias de salida de estructuras linea-
les. Este trabajo analiza una familia de auto´matas celulares
uniformes lineales, basados en la ley 102 (60) que describen el
comportamiento de los generadores shrinking, disen˜ados como
no lineales.
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