Consider an insurer who is allowed to make risk-free and risky investments. The price process of the investment portfolio is described as a geometric Lévy process. We study the tail probability of the stochastic present value of future aggregate claims. When the claim-size distribution is of Pareto type, we obtain a simple asymptotic formula which holds uniformly for all time horizons. The same asymptotic formula holds for the …nite-time and in…nite-time ruin probabilities. Restricting our attention to the so-called constant investment strategy, we show how the insurer adjusts his investment portfolio to maximize the expected terminal wealth subject to a constraint on the ruin probability.
Introduction
Consider the renewal risk model in which successive claims, X 1 ; X 2 ; : : :, form a sequence of independent, identically distributed (i.i.d.), and nonnegative random variables with generic random variable X and common distribution F on [0; 1), and their arrival times, 0 1 2 , constitute a renewal counting process N t = # fn = 1; 2; : : : : n tg ; t 0:
For later use, we write 0 = 0 and 1 = . To avoid triviality, throughout the paper, we assume that is a nonnegative random variable non-degenerate at 0. The amount of aggregate claims up to time t appears to be a compound sum of the form
where the summation over an empty set of indices produces a value of 0. Suppose that the insurer is allowed to make risk-free and risky investments. The price process of the investment portfolio is described as a geometric Lévy process fe Rt ; t 0g; that is to say, fR t ; t 0g is a Lévy process which starts with 0, has independent and stationary increments, and is stochastically continuous. This assumption on price processes is widely used in mathematical …nance. We refer the reader to the monograph of Cont and Tankov (2004) and a recent survey paper of Paulsen (2008) . See also Paulsen (1993 Paulsen ( , 2002 As usual, we assume that all sources of randomness, fX 1 ; X 2 ; : : :g, fN t ; t 0g, and fR t ; t 0g, are mutually independent. The stochastic present value of future aggregate claims up to time t can be expressed as
X k e R k 1 ( k t) ; t 0: (1.2)
In this paper, we shall focus on the tail probability of D t and aim at a simple asymptotic formula which holds uniformly for all time horizons. We shall also pursue applications of our result to ruin theory. The rest of the paper consists of three sections. Section 2 presents our …rst main result after recalling some preliminaries; Section 3 shows applications of this result to the calculation of the …nite-time and in…nite-time ruin probabilities and to a portfolio optimization problem with a constraint on the …nite-time ruin probability; and Section 4 proves the results after presenting a series of lemmas.
Preliminaries and Main Result
Throughout the paper, we assume that the Lévy process fR t ; t 0g in (1.2) is right continuous with left limit with Lévy triplet (r; 2 ; ), where 1 < r < 1, 0 are two constants and is a measure on ( 1; 1), called the Lévy measure, satisfying (f0g) = 0 if Pr ( = t) = 0:
For notational convenience, we write T = [0; T ] \ for every …xed T 2 . We shall assume that the claim-size distribution F is regularly varying tailed, hence heavy tailed; that is, F (x) = 1 F (x) > 0 holds for all x 0 and there is some constant , 0 < < 1, such that the relation
holds for all y > 0. We use F 2 R to signify the regularity property in (2.3) and use R to denote the union of all R over the range 0 < < 1. The class R contains a lot of popular distributions such as Pareto, Burr, Loggamma, and t distributions. Hereafter, all limit relationships are for x ! 1 unless stated otherwise. For two positive functions a( ) and b( ), we write a(x) .
, and a(x) b(x) if both. Furthermore, for two positive bivariate functions a( ; ) and b( ; ), we say that the asymptotic relation a(x; t) b(x; t) holds uniformly for t in a nonempty set if
Clearly, the asymptotic relation a(x; t) b(x; t) holds uniformly for t 2 if and only if lim sup
which mean that the relations a(x; t) . b(x; t) and a(x; t) & b(x; t), respectively, hold uniformly for t 2 .
We are now ready to state the main result of this paper:
Theorem 2.1. Consider the insurance risk model introduced in Section 1 in which the claimsize distribution F belongs to the class R for some 0 < < 1 and the Laplace exponent of the Lévy process fR t ; t 0g satis…es ( ) < 0 for some > . Then, it holds uniformly for all t 2 that
Taking t = 1 in relation (2.4) yields a more transparent asymptotic formula:
Roughly speaking, the condition ( ) < 0 in Theorem 2.1 means that the impact of the insurance claims dominates that of the …nancial uncertainty. This is also con…rmed by relation (2.4), which shows that the tail probability of the claim-size distribution determines the exact decay rate while the …nancial uncertainty and the claim frequency only contribute to the coe¢ cient of the asymptotic formula.
From (2.1) it is easy to verify that (z) is convex in z for which (z) is …nite. Since (0) = 0, we see that the condition ( ) < 0 implies that (z) < 0 for all z 2 (0; ]. In addition, by Jensen's inequality, the condition ( ) < 0 implies that ER 1 > 0. Hence, R t drifts to 1 almost surely as t ! 1.
As shown in Lemma 4.2 below, relation (2.4) with …xed t 2 is an easy consequence of the one-dimensional version of Theorem 2.1 given in Resnick and Willekens (1991) . However, it is much harder to prove the claimed uniformity of relation (2.4), which is in essence the scienti…c value of the present work.
Note that the result of Resnick and Willekens (1991) has recently been extended in many ways by Goovaerts Chen and Yuen (2009) . Therefore, starting with these extended results, it should be possible and routine, but rather laborious, to further extend Theorem 2.1 to a somewhat broader class of heavy-tailed distributions (for example, the class of distributions with extended regularly varying tails), and to the case that claim sizes possess a certain dependence structure (for example, pairwise asymptotic independence). We shall not pursue such extensions in this paper. However, it would be interesting to establish results similar to Theorem 2.1 in the presence of certain dependence structures among the sources of randomness, fX 1 ; X 2 ; : : :g, fN t ; t 0g, and fR t ; t 0g.
Applications to Ruin Theory

Finite-and In…nite-time Ruin Probabilities
Consider an insurance business commencing at time 0 with initial wealth x 0. The cash ‡ow of premiums less claims is modeled as a compound renewal process with the form
where c 0 is a …xed rate of premium payment and fS t ; t 0g is a compound renewal process given in (1.1). Recall that the price process of the investment portfolio is the geometric Lévy process fe Rt ; t 0g. Thus, the wealth process of the insurer is described as
As usual, de…ne the ruin time of this risk model as
with the convention that inf ? = 1. Then, the probability of ruin by a …nite time t 0 is
and the probability of ultimate ruin is
Yuen et al. (2004, 2006 ) studied the in…nite-time ruin probability and related quantities of this renewal risk model. For the special case that fN t ; t 0g is a Poisson process, following their approach, it is not hard to establish an integro-di¤erential equation and an integral equation for the in…nite-time ruin probability. We shall not extend such a discussion here as we are mainly interested in the asymptotic behavior of the …nite-time and in…nite-time ruin probabilities. Theorem 3.1. Consider the insurance risk model introduced above. Under the conditions of Theorem 2.1, it holds uniformly for all t 2 that
In particular, putting t = 1 gives
Paulsen (2002) Due to the uniformity of relation (3.3), we can easily derive an explicit asymptotic expression for the Laplace transform of the ruin time T (x).
Corollary 3.1. Under the conditions of Theorem 2.1, it holds for every r 0 that
1 Ee
Proof. When r = 0, relation (3.5) coincides with relation (3.4). Thus, we only need to consider r > 0. For this case the indicator 1 (T (x)<1) in (3.5) can be eliminated. By the uniformity of relation (3.3), we have
Using Fubini's theorem to interchange the order of integrals,
Therefore, (3.5) holds.
Portfolio Optimization with a Constraint on Ruin
It is commonly acknowledged that risky investments may impair the insurer's solvency just as severely as large claims do; see Kalashnikov and Norberg (2002) and Tang and Tsitsiashvili (2003) . Frolova et al. (2002) also pointed out that disasters may arrive during the period when the market value of assets is low and the company will not be able to cover losses by selling these assets. In this section, we consider a so-called constant investment portfolio and determine the optimal investment strategy that maximizes the insurer's expected terminal wealth and maintains the insurer's solvency. Such optimization problems have been considered by several authors; see, for example, Schmidli (2002) , Paulsen (2003) , and Kostadinova (2007) .
For simplicity, we assume that a …nancial market consists of two assets, which can be traded continuously. One of them is a risk-free asset with price process satisfying
with P (0) 0 = 1 and r 0 > 0, while the other is a risky asset with price process satisfying
with P Kostadinova (2007) , and Klüppelberg and Kostadinova (2008) .
The price process of this investment portfolio satis…es the stochastic di¤erential equation (2005), we solve (3.7) to get
where
given above is recognized as the stochastic exponential of the Lévy process fQ Using the Lévy triplet of fQ t ; t 0g, one obtains the Laplace exponent of fR ( ) t ; t 0g as
provided that the second integral in (3.8) is …nite. Note that Q (( 1; 1]) = 0 since the price process fP Consider a …xed-time horizon t 0 > 0, say t 0 = 5. Our goal is to determine a value 2 [0; 1] that maximizes the expected value of the terminal wealth
subject to the following constraint on the ruin probability:
where fC t ; t 0g is given in (3.1) and p is some small positive number, say p = 5%.
Let the conditions of Theorem 3.1 hold, and let > 1 so that the i.i.d. claims have a …nite mean = EX. Simple calculation gives
Since there is usually no closed-form expression for (x; t 0 ) available, we use its approximation given in (2.4); that is to say, we replace (3.11) by To simplify the optimization problem, we assume that s is absolutely continuous with respect to the Lebesgue measure; that is to say, there exists a nonnegative and measurable function holds almost everywhere for s 2 [0; 1). Relation (3.14) can be interpreted as the safety loading condition of the insurance portfolio. It is veri…able for many interesting cases, for example, when follows an exponential distribution or a (2; ) distribution. Under (3.14), the expectation EU When = 0, however, ( 1) = r 0 does not depend on . Thus, every admissible strategy 2 could be used as a solution to (3.15) . Nevertheless, in order to reduce uncertainty from the risky asset, we may choose (3.17) as the solution.
The optimization solutions (3.16) and (3.17) are intuitively clear. The condition > 0 means that the expected return rate of the risky asset is higher than that of the risk-free asset. Hence, as (3.16) shows, the insurer will invest as much as he is allowed in the risky asset. The optimization solution (3.17) can be explained in a similar way. Moreover, we have the following observation. In modern portfolio theory, the quantity 2 Q , which is the volatility when fQ t ; t 0g is a Brownian motion with drift, is often used to measure the risk of the risky asset. Recall relation (3.8) and the de…nition of . Clearly, ( ) is increasing in 2 Q . Hence, both a x and b x are decreasing in 2 Q , meaning that the riskier the risky asset is, the less the insurer will invest in it. 
Proofs
Lemmas
For arbitrarily …xed 0 < < < < 1, by …xing the variable y to x 0 and " < ( )^( ) in (4.2), we see that
Let X and Y be two independent random variables with X following a distribution F 2 R for some 0 < < 1 and Y being a nonnegative random variable satisfying EY < 1 for some > . Then, for every …xed M 0, with x 0 > 0 given in (4.2), we have
where we used the dominated convergence theorem guaranteed by (4.2) in dealing with the …rst part corresponding to Y 2 (M; x=x 0 ], and used Markov's inequality and the second relation of (4.3) in dealing with the second part. Relation (4.4) with M = 0 is well known, and is usually referred to as Breiman's theorem; see Breiman (1965 
where fX 1 ; X 2 ; : : :g is a sequence of i.i.d. nonnegative random variables with common distribution F 2 R for some 0 < < 1, and fW 1 ; W 2 ; : : :g is another sequence of nonnegative random variables independent of fX 1 ; X 2 ; : : :g. We have
if one of the following assumptions holds:
1. 0 < < 1 and for some 0 < " < ^(1 ),
2. 1 < 1 and for some 0 < " < ,
Lemma 4.2. Under the conditions of Theorem 2.1, relation (2.4) holds for every …xed t 2 .
Proof. We apply Lemma 4.1 to the series D t given in (1.2). For 0 < < 1, we choose some
Similarly, for 1 < 1, we choose some 0 < " < ^( ) to justify that
Therefore, by Lemma 4.1,
This proves that relation (2.4) holds for every …xed t 2 .
Lemma 4.3. Under the conditions of Theorem 2.1, for every …xed T 2 , it holds uniformly for all t 2 T that
Proof. Conditioning on , we have
For an arbitrarily …xed large number M > 0, according to (jR s j M ), (R s > M ), and (R s < M ), we split the right-hand side of the above into three parts as I 1 (x; t) + I 2 (x; t) + I 3 (x; t). By relation (4.1), it holds uniformly for all t 2 that
Thus, it su¢ ces to show that the terms I 2 (x; t), I 3 (x; t), and the last term above, denoted as I 4 (x; t), are negligible for large M > 0, uniformly for all t 2 T , in comparison to
More precisely, we are going to prove that, for j = 2; 3; 4,
For I 2 (x; t), we have
Trivially,
This proves relation (4.6) with j = 2. For I 3 (x; t), we have
Note that, for all T 0 and x > x 0 > 0,
see the lemma of Willekens (1987) . This, together with Ee R T = e T ( ) < 1, implies that
Hence, applying (4.4) to (4.8), it holds uniformly for all t 2 T that
This, together with (4.7), proves relation (4.6) with j = 3. Finally, for I 4 (x; t), by Hölder's inequality,
Hence, by (4.7), relation (4.6) with j = 4 holds and we conclude the proof.
Lemma 4.4. Under the conditions of Theorem 2.1, for every …xed T 2 and n = 1; 2; : : :, it holds uniformly for all t 2 T that
Proof. By Lemma 4.3, it su¢ ces to prove that, uniformly for all t 2 T ,
We …rst prove the lower-bound version of relation (4.9). Clearly,
Thus, it remains to verify that the second term above is negligible, uniformly for all t 2 T , in comparison to the …rst term. Actually, for arbitrarily …xed 1 k < j n and M > 0,
Note that e Rs and e R j +R k in I 1 (x; t) conditional on ( k = s) are independent. It holds for arbitrarily …xed " > 0 and all large M > 0 that
For I 2 (x; t), by Markov's inequality, the second relation of (4.3), relation (4.7), and Lemma 4.3, we have
Therefore, it holds uniformly for all t 2 T that
We next prove the upper-bound version of relation (4.9). For arbitrarily …xed 0 < < 1, we
By Lemma 4.3, it holds uniformly for all t 2 T that
Thus, it remains to verify that I 4 (x; t) is negligible, uniformly for all t 2 T , in comparison to I 3 (x; t). Indeed, we have
where in the last step we used relation (4.10) and Lemma 4.3. This ends the proof.
Lemma 4.5. Under the conditions of Theorem 2.1, for every …xed T 2 , it holds for every " > 0, for all large n, and uniformly for all t 2 T that
Proof. Choose some > 0 such that (1 ) > . Then,
Pr e Rs > x 1 Pr ( n 2 ds) = I 1 (x; t) + I 2 (x; t):
For I 1 (x; t), note that, by Lemma 4.2, it holds uniformly for all 0 s t 2 T that
Thus, by further conditioning on e Rs , it can be shown that, uniformly for all t 2 T ,
Pr Xe Rs > x Pr ( n 2 ds)
where in the third step we used Lemma 4. Therefore, it holds for all large n and uniformly for all t 2 T that
By Markov's inequality and the second relation of (4.3), it holds uniformly for all t 2 T that
This ends the proof.
Lemma 4.6. Let Z be an exponential functional of a Lévy process fR t ; t 0g de…ned as 
Proof of Theorem 2.1
By Lemma 4.2, relation (2.4) holds for every …xed t 2 . We formulate the proof of the uniformity into two steps. First, we establish the local uniformity of relation (2.4); that is, for arbitrarily …xed T 2 , relation (2.4) holds uniformly for all t 2 T . For arbitrarily …xed 0 < < 1 and n = 1; 2; : : :, we have
By Lemma 4.4, it holds uniformly for all t 2 T that
By Lemma 4.5, for arbitrarily …xed " > 0, it holds for all large n and uniformly for all t 2 T that
It follows that, uniformly for all t 2 T ,
By the arbitrariness of " and , we prove that, uniformly for all t 2 T ,
The corresponding lower bound can be constructed in a similar way. Actually, by Lemma 4.4, it holds uniformly for all t 2 T that
Since Ee n ( ) tends to 0 as n ! 1, it follows that, uniformly for all t 2 T ,
Next, we extend the uniformity of relation (2.4) to . For arbitrarily …xed 0 < " < 1, choose some large T 2 such that
Let t 2 [T; 1] and apply (4.14) and Lemma 4.2. On the one hand,
and on the other hand,
By these two estimates and the arbitrariness of ", we see that relation (2.4) holds also uniformly for all t 2 [T; 1].
Proof of Theorem 3.1
Substituting (3.1) into (3.2) yields that, for every t 2 , (x; t) = Pr inf
where 0 s t is understood as 0 s < 1 when t = 1. Therefore, it follows immediately from Theorem 2.1 that, uniformly for all t 2 ,
It remains to derive the corresponding uniform asymptotic lower bound for (x; t). Still start from (4.15) and let T 2 be arbitrarily …xed. It holds for arbitrarily …xed > 0 and all T t 1 that We now focus on the uniformity of (4.17) over t 2 T . Clearly, Introduce a random variable Z independent of fR t ; t 0g, fN t ; t 0g and equal in distribution to For arbitrarily …xed 0 < " < 1, further introduce a nonnegative random variable Z " independent of fR t ; t 0g, fN t ; t 0g and with tail given by Pr (Z " > x) = "F (x) _ Pr(Z > x); x 0:
Hence, Pr (Z " > x) "F (x) and the distribution of Z " belongs to the class R too. Clearly, I 3 (x; t) Pr ce R n 1 ( n t)
Pr Z " e R n 1 ( n t) > x c :
By Lemma 4.3, it holds uniformly for all t 2 T that Substituting these estimates into (4.18), we obtain that, uniformly for all t 2 T , (x; t) & (1 + 2 ) 1 Ee
By the arbitrariness of , ", and n, relation (4.17) holds uniformly for all t 2 T .
