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RECONSTRUCTING THE TOPOLOGY OF THE
ELEMENTARY SELF-EMBEDDING MONOIDS OF
COUNTABLE SATURATED STRUCTURES
CHRISTIAN PECH AND MAJA PECH
Abstract. Every transformation monoid comes equipped with a
canonical topology—the topology of pointwise convergence. For
some structures, the topology of the endomorphism monoid can
be reconstructed from its underlying abstract monoid. This phe-
nomenon is called automatic homeomorphicity.
In this paper we show that whenever the automorphism group
of a countable saturated structure has automatic homeomorphicity
and a trivial center, then the monoid of elementary self-embeddings
has automatic homeomorphicity, too.
As a second result we strengthen a result by Lascar by showing
that whenever A is a countable ℵ0-categorical G-finite structure
whose automorphism group has a trivial center and if B is any
other countable structure, then every isomorphism between the
monoids of elementary self-embeddings is a homeomorphism.
1. Automatic homeomorphicity
If we consider a set A as a discrete topological space, then the set of
self-mappings AA of A is naturally equipped with the product topology.
A sub-basis of this topology is given by {Φa,b | a, b ∈ A}, where Φa,b is
given by
Φa,b = {f ∈ A
A | f(a) = b}.
This topology is also known as the Tychonoff-topology or topology of
pointwise convergence.
The set AA, together with the composition operation is called the full
transformation monoid on A. We denote it by TA. Every submonoidM
of TA is naturally equipped with the subspace-topology (in particular,
the composition on M is continuous with respect to this topology).
When using the predicates open or closed in connection with trans-
formation monoids we make an implicit distinction between transfor-
mation monoids in general and the special case of permutation groups.
A transformation monoid on A is called closed (open) whenever it is
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closed (open) as a subspace of AA. On the other hand, a permutation
group is called closed (open) if it is closed (open) as a subspace of the
space Sym(A) of all permutations on A.
It is well-known that a permutation group is closed if and only if
it is the automorphism group of a first order structure. Similarly, a
transformation monoid is closed if and only if it is the endomorphism
monoid of such a structure. That is the reason why we are mainly
concerned with closed permutation groups and closed transformation
monoids.
As we saw, every transformation monoid determines a topological
monoid and this, in turn, gives rise to an abstract monoid. In each
step information about the original transformation monoid is lost. The
question is, how much information is preserved? The answer depends
on the scope of our observation. E.g., it was shown in [4] that two
oligomorphic permutation groups of countable degree are topologically
isomorphic if and only if the two permutations groups, when consid-
ered in a suitable way as G-sets, generate the same pseudo-variety.
Thus, from topological knowledge we obtain very concrete information
about the action. In other examples, topological information is re-
constructed from the completely abstract algebraic level. E.g., every
group-isomorphism of the symmetric group on N to another closed per-
mutation group of countable degree is a homeomorphism. This is a
direct consequence from the observation in [6], that Sym(N) has the
small-index property (cf. [18]). This phenomenon is called automatic
homeomorphicity :
Definition 1.1. A transformation monoid (a permutation group) is
said to have automatic homeomorphicity with respect to a class M of
transformation monoids (permutation groups) if every isomorphism to
a member of M is a homeomorphism.
If G is a closed permutation group on a countable set A, and if
G has automatic homeomorphicity with respect to the set of all closed
permutation groups onA, then we will simply say, thatG has automatic
homeomorphicity. Similarly, if M is a closed transformation monoid on
A and if M has automatic homeomorphicity with respect to the set of
all closed transformation monoids on A, then we say just that M has
automatic homeomorphicity.
For groups the notion of automatic homeomorphicity (and, more
generally, the notion of automatic continuity) has been studied in one
or the other guise for a long time. The richest source of permutation
groups with automatic homeomorphicity is given by the permutation
groups that satisfy the small index property. Another, quite different
approach to reconstructing the topology of a permutation group from
its abstract group structure are Rubin’s (weak) ∀∃-interpretations. A
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good overview about the existing literature in this area of research is
given by the surveys [18] and [16].
Automatic homeomorphicity for transformation monoids was first
considered in [5]. Some examples of transformation monoids with au-
tomatic homeomorphicity include:
• the monoid of injective functions on N ([5]),
• the full transformation monoid TN ([5]),
• the self-embedding monoid of the Rado-graph, ([5]),
• the endomorphism monoid of the Rado-graph ([5]),
• the self-embedding monoid of the countable universal homoge-
neous digraph ([5]),
• the endomorphism monoid of (Q, <) ([2]),
• the endomorphism monoid of (Q,≤) ([2]),
Recently, also the automatic homeomorphicity for the self-embedding
monoids and endomorphism monoids of (Q, betw), (Q, circ), and (Q, sep)
were established (cf. [21]).
Additionally, in [17] it was shown that the monoids of non-expansive
selfmaps of the rational Urysohn space and of the rational Urysohn
sphere have automatic homeomorphicity with respect to the class of
closed monoids on N with finitely many weak orbits.
The usual way for showing automatic homeomorphicity of a closed
transformation monoid M goes as follows:
(1) show automatic homeomorphicity of the group G of invertible
elements in M ,
(2) show automatic homeomorphicity of the closure of G in M ,
(3) show automatic homeomorphicity of M .
For the first step, there is a wealth of results in the literature. Usually
one can observe that G has the small index property. In the third step
so-called gate-techniques are employed (cf. [5], [17]). So far the hardest
step has always been to lift automatic homeomorphicity from G to the
closure of G in M . To cite [5]:
Surprisingly, it turns out to be a non-trivial task to show
for a given closed oligomorphic subgroup G of S with
automatic continuity (the strongest form of reconstruc-
tion) that the closure G of G in O(1) has some form of
reconstruction.
A good part of [5] and of [2] is dedicated to this problem, in order to
arrive at the above mentioned results.
The problem of lifting automatic homeomorphicity from a closed
permutation group G to its closure in the full transformation monoid
can be reduced to a purely algebraic sufficient condition:
Proposition 1.2 ([5, Lemma 12]). Let A be a countable set, and let
M ≤ TA be a closed transformation monoid whose group G of invertible
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elements lies dense in M and has automatic homeomorphicity. If the
only injective endomorphism of M that fixes every element of G is the
identity on M , then M has automatic homeomorphicity.
2. Main results
Before being able to formulate the main results of this paper, we
need to introduce a few more notions from model theory.
Let λ be any cardinal number. Recall that a structure A is called
λ-saturated if
∀κ < λ ∀a¯ ∈ Aκ ∀B  A ∀b ∈ B ∃c ∈ A : (B, a¯b) ≡ (A, a¯c).
Moreover, A is called saturated if it is |A|-saturated.
Sometimes the following characterization of saturated structures is
more convenient:
Lemma 2.1 ([10, Lemma 10.1.3]). Let A be an L-structure and let λ
be a cardinal. Then A is λ-saturated if and only if for every L-structure
B holds:
∀κ < λ ∀a¯ ∈ Aκ ∀b¯ ∈ Bκ :
(A, a¯) ≡ (B, b¯)⇒ ∀d ∈ B ∃c ∈ A : (A, a¯c) ≡ (B, b¯d).
Saturated structures are rich in symmetries: Every saturated struc-
ture A is strongly elementarily |A|-homogeneous. Here we call a struc-
ture M strongly elementarily λ-homogeneous if for all κ < λ and for
all a¯, b¯ ∈ Mκ with (M, a¯) ≡ (M, b¯), there exists an automorphism of
M that maps a¯ to b¯.
Consequently, if A is a countable saturated structure then its auto-
morphism group lies dense in the monoid of elementary self-embeddings
of A (from here on, we will denote this monoid by EEmb(A), while
the monoid of self-embeddings will be denoted by Emb(A)).
The first result of this paper is:
Theorem 2.2. Let A be a countable saturated structure such that
Aut(A) has automatic homeomorphicity, and such that Aut(A) has
a trivial center. Then EEmb(A) has automatic homeomorphicity, too.
Examples for countable saturated structures whose automorphism
group has a trivial center are countable saturated structures with no
algebraicity (cf. [10, 7.1]). It is well-known that all countable ℵ0-
categorical structures are saturated.
More concrete examples can be found in the world of countable ho-
mogeneous structures: Recall that a structure U is called homogeneous
if every embedding of a finitely generated substructure of U into U ex-
tends to an automorphism of U (the embeddings of finitely generated
substructures of U into U are commonly called local isomorphisms
of U). The class of finitely generated structures embeddable into U
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is called age of U and is denoted by Age(U). A classical theorem by
Fra¨ısse´ states that each countable homogeneous structure is determined
up to isomorphism by its age. Moreover, a class of finitely generated
structures of the same type is the age of a countable homogeneous struc-
ture if and only if it splits into countably many isomorphism classes, it
has the hereditary property (HP), the joint embedding property (JEP),
and the amalgamation property (AP) (cf. [10, 7.1]).
For countable saturated homogeneous structures, we can read off the
age of the structure whether it has algebraicity, or not. In particular, a
countable saturated homogeneous structure has no algebraicity if and
only if its age has the strong amalgamation property (SAP) (cf. [10,
Theorem 7.1.8]).
To put the finger onto some concrete structures, the following is
a list of countable homogeneous structures, for which Theorem 2.2
delivers that the monoid of (elementary) self-embeddings has automatic
homeomorphicity (for each new example we give a reference, where
the small index property of the respective automorphism group was
proved):
• all the examples from [5] and [2] (i.e., (N,=), the Rado graph,
the countable universal homogeneous digraph, (Q,≤),. . . ),
• the countable atomless Boolean algebra ([20]),
• the rational Urysohn space and the rational Urysohn sphere
([19],[13]),
• ω-stable, ω-categorical structures whose automorphism groups
have a trivial center ([11]).
• the Henson graphs and the Henson digraphs ([9]),
• the edge-colored random graphs with countably many colors
([7]).
Now that we talked about positive examples, let us have a look onto
the side of negative examples. Evans and Hewitt in [8], basing on
a construction by Hrushovski, gave an example of two countable ℵ0-
categorical structures whose automorphism groups are isomorphic as
abstract groups but not as topological groups. Consequently, non of
the two automorphism groups has automatic homeomorphicity.
Recently, Bodirsky, Evans, Kompatscher, and Pinsker in [3], showed
for these structures, that their monoids of elementary self-embeddings
are isomorphic as abstract monoids, but not as topological monoids.
In other words, neither of the monoids has automatic homeomorphic-
ity. In some sense, their example maximally violates the conditions of
Theorem 2.2 in that none of the automorphism groups has automatic
homeomorphicity, nor do they have a trivial center.
Coming back to the positive side, we would like to mention a classic
result by Lascar (here stated in a slightly weaker form):
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Theorem 2.3 ([14, Proposition principale]). Let A be a countable G-
finite, ℵ0-categorical structure, and let B be another countable structure.
Let ϕ be a monoid isomorphism from EEmb(A) to EEmb(B). Then
ϕ↾Aut(A) is a topological isomorphism from Aut(A) to Aut(B).
Here, a countable ℵ0-categorical structure A is called G-finite if its
automorphism group has a smallest closed subgroup of finite index.
Note that the examples from [3] are not G-finite.
The second result of this paper is going to be a strengthening of
Lascar’s result (with a slight restriction of generality):
Theorem 2.4. Let A be a countable G-finite, ℵ0-categorical structure
whose automorphism group has a trivial center, and let B be another
countable structure. Let ϕ be a monoid isomorphism from EEmb(A)
to EEmb(B). Then ϕ is a homeomorphism.
The proofs of Theorem 2.2 and Theorem 2.4 will hinge on the follow-
ing proposition:
Proposition 2.5. Let A be a countable saturated structure such that
Aut(A) has a trivial center. Then every endomorphism of EEmb(A)
that fixes Aut(A) element-wise, is the identity on EEmb(A).
Once this proposition will be proved, the proof of Theorem 2.2 is
immediate, using Proposition 1.2.
The proof of Theorem 2.4 goes roughly in the same way as the proof
of Proposition 1.2:
Proof of Theorem 2.4. Let ψ := ϕ↾Aut(A). By Theorem 2.3 we have
that ψ : Aut(A) → Aut(B) is a homeomorphism. It is well-known
(cf. [5, Proposition 11]) that ψ extends to a homeomorphism ψ : EEmb(A)→
Aut(B) ≤ EEmb(B). Let h := ϕ−1 ◦ ψ. Then h is an endomorphism
of EEmb(A) that fixes Aut(A) pointwise. Hence, by Proposition 2.5,
h is the identity endomorphism. It follows that ϕ is equal to ψ. In
particular, ϕ is a homeomorphism. 
Note that in contrast to Theorem 2.2, Theorem 2.4 seems not to
assume automatic homeomorphicity for the automorphism group of the
structure A. However, this assumption might just be hidden. Lascar
conjectured in [15], that the automorphism groups of all ℵ0-categorical
G-finite structures have the small index property and hence automatic
homeomorphicity.
In order to prove Proposition 2.5, we will use a strategy that was
established in [5], and adapted in [2]. It goes as follows: First a class of
special elements of EEmb(A) is identified. Then it is shown that the
special elements are fixed by every endomorphism of EEmb(A) that
fixes the automorphisms of A. Finally it is shown that the image of
the non-special elements is determined by the images of the special
elements. In [5], the special elements were self-embeddings with rich
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and co-rich image. In [2], the special self-embeddings of (Q,≤) are
those self-embeddings with a maximally spread out image. In the next
section we are going to introduce a new class of special morphisms:
self-embeddings with superhomogeneous image. These are are general-
izations of self-embeddings with maximally spread out image and are
somewhat related to the conjugable endomorphisms introduced in [1].
The following easy observation about saturated structures will sim-
plify many considerations in the sequel of this paper:
Lemma 2.6. Let M be a countable saturated structure. Then there
exists a saturated structure M˜ on the same set M over a countable
signature L, such that Aut(M) = Aut(M˜) and such that Th(M˜) has
quantifier-elimination.
Proof. It is easy to see that M is definitionally equivalent to a struc-
tureM′ over a countable language (cf. [10, Exercise 10.2.20]). Now we
obtain M˜ by expanding M′ with all definable relations (there are just
countably many, as the signature of M′ is countable). Clearly, the the-
ory of M˜ has quantifier elimination. Moreover, the class of λ-saturated
structures is stable under definitional expansions and reducts (cf. [10,
Exercises 10.2.11,10.2.12]). It follows that M˜ is ℵ0-saturated. 
We are going to call a countable saturated structure smooth if its
signature is countable and if its theory admits quantifier-elimination.
By Lemma 2.6, if we can prove Proposition 2.5 for smooth countable
saturated structures, then we have shown it also in the general case.
Smooth countable saturated structures have also the pleasant property
to be homogeneous, and model complete, i.e., every embedding to an
elementary equivalent structure is already an elementary embedding.
This is going to make our life much easier.
3. Superhomogeneous substructures
Definition 3.1. Let U be a structure. A substructure V ≤ U is called
superhomogeneous in U if
(1) every local isomorphism of V extends to an automorphism of
U whose restriction to V is an automorphism of V, and if
(2) for all y ∈ U \ V there exists some α ∈ Aut(U) that fixes V
pointwise such that α(y) 6= y.
Note how the first part of the definition assures that the substructure
has enough inner symmetries, while the second condition asserts that
at the same time the pointwise stabilizer of V in Aut(U) is sufficiently
rich.
Of course, superhomogeneous substructures are always homogeneous.
In our applications of this concept also the enveloping structure will be
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homogeneous. In fact it will usually be isomorphic to the superhomo-
geneous substructure. To see that we are not talking about an empty
concept, let us have a look onto some examples:
Example 3.2. The clopen intervals in (Q,≤) are superhomogeneous in
(Q,≤). Indeed, let a, b ∈ (R ∪ {−∞,+∞}) \Q, and let I = (a, b) ∩Q.
Then (I,≤) ∼= (Q,≤) and every automorphism of (I,≤) extends to
an automorphism of (Q,≤) that leaves I invariant. Moreover, the
pointwise stabilizer of I in Aut(Q) moves every point outside of I.
Example 3.3. Another example are the maximally spread out sub-
structures of (Q,≤) introduced in [2] for showing that Emb(Q,≤) has
automatic homeomorphicity: Consider the 2-colored rationals (Q2,≤).
They are obtained from (Q,≤) by assigning one of two colors (say, red
and blue) to every rational in such a way that the red rationals and the
blue rationals both form dense unbounded chains that lie dense in each
other in the sense that between any two blue rationals there is a red
one and between any two red rationals there is a blue one. Now replace
every blue rational by a blue copy of the rationals. The resulting chain
is again isomorphic to the rationals. It can be checked that the red
rationals are superhomogeneous in this new version of the rationals.
The following proposition will make clear, why we are interested into
superhomogeneous substructures:
Proposition 3.4. Let U be a countable homogeneous structure such
that Aut(U) has a trivial center. Let ι be an endomorphism of Emb(U)
that fixes Aut(U) element-wise. Let h ∈ Emb(U) such that the image
of h is superhomogeneous in U. Then ι(h) = h.
Before coming to the proof, let us prepare the terrain with some
auxiliary results:
Definition 3.5. Let G ≤ Sym(A) be a permutation group and let
M ≤ TA be the closure of G in TA. For every f ∈M , x ∈ A we define
f ∗ := {(α, β) | α, β ∈ G,α ◦ f = f ◦ β},
f ∗(x) :=
⋂
{fix(α) | (α, β) ∈ f ∗, x ∈ fix(β)},
I(f) :=
⋃
x∈A
f ∗(x),
B(f) := {β ∈ Aut(A) | ∃α ∈ Aut(A) : (α, β) ∈ f ∗}.
Here, as usual, fix(π) denotes the set of fixed points of a permutation
π.
Lemma 3.6. With the notions from above, if (α, β) ∈ f ∗, then α
preserves im(f).
Proof. Let y ∈ im(f)—say, y = f(x). Then
α(y) = α(f(x)) = (α ◦ f)(x) = (f ◦ β)(x) = f(β(x)) ∈ im(f). 
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Lemma 3.7. With the notions from above, let g := f ◦ ζ, for some
ζ ∈ G. Let (α, β) ∈ f ∗. Then (α, β) ∈ g∗ if and only if β ◦ ζ = ζ ◦ β.
Proof.
(α, β) ∈ g∗ ⇐⇒ α ◦ f ◦ ζ = f ◦ ζ ◦ β ⇐⇒ f ◦ β ◦ ζ = f ◦ ζ ◦ β
⇐⇒ β ◦ ζ = ζ ◦ β.

Lemma 3.8. Let A be a structure, f ∈ Emb(A). Let α ∈ Aut(A),
such that the restriction of α to im(f) is an automorphism of 〈im(f)〉A.
Then there exists some β ∈ Aut(A), such that (α, β) and (α−1, β−1)
both belong to f ∗.
Proof. Let us factorize f according to
A 〈im(f)〉A A.
f∼=
∼=
ι
=
Let α′ be the restriction of α to im(f). Define β := f−1∼= ◦α
′ ◦ f∼=. Then
β ∈ Aut(A). Now it remains to compute:
f ◦ β = ι ◦ f∼= ◦ f
−1
∼= ◦ α
′ ◦ f∼= = ι ◦ α
′ ◦ f∼= = α ◦ f,
f ◦ β−1 = ι ◦ f∼= ◦ f
−1
∼= ◦ α
′−1 ◦ f∼= = ι ◦ α
′−1 ◦ f∼= = α
−1 ◦ f.

Lemma 3.9. With the notions from above, im(f) ⊆ I(f) for all f ∈
M .
Proof. First of all note that f ∗ is never empty, as it contains (1A, 1A).
Let x ∈ A, (α, β) ∈ f ∗. Suppose β(x) = x. Then α(f(x)) = (α ◦
f)(x) = (f ◦ β)(x) = f(β(x)) = f(x). Thus, f(x) ∈ f ∗(x) ⊆ I(f). 
Lemma 3.10. Let A be a countable homogeneous structure and let
f ∈ Emb(A). If im(f) is superhomogeneous in A, then B(f) lies
dense in Aut(A).
Proof. Let λ : C →֒ A be a local isomorphism of A. Then f ◦ λ ◦
f−1 : 〈f(C)〉A →֒ 〈im(f)〉A is a local isomorphism of 〈im(f)〉A. Since
〈im(f)〉A is superhomogeneous in A, there exists α ∈ Aut(A) that
extends f ◦ λ ◦ f−1, such that α↾im(f) is an automorphism of 〈im(f)〉A.
By Lemma 3.8, there exists some β ∈ Aut(A), such that (α, β) ∈ f ∗.
We claim that β extends λ: Let y ∈ f(C), say, y = f(x). Then
f(β(x)) = α(f(x)) = α(y) = f(λ(f−1(y))) = f(λ(x)).
Since f is injective, we conclude that λ(x) = β(x).
Thus, every local isomorphism of A extends to an element of B(f).
It follows that B(f) is dense in Aut(A). 
Lemma 3.11. Let A be a countable homogeneous structure and let f ∈
Emb(A). If 〈im(f)〉A is superhomogeneous in A, then I(f) = im(f).
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Proof. Let y ∈ I(f), say, y ∈ f ∗(x) for some x ∈ A. Suppose that
y /∈ im(f). Then, since 〈im(f)〉A is superhomogeneous in A, there
exists α ∈ Aut(A) that fixes im(f) pointwise, but that moves y. Let
β := 1A. Then for every z ∈ A we compute
(f ◦ β)(z) = f(β(z)) = f(z) = α(f(z)) = (α ◦ f)(z).
In other words, (α, β) ∈ f ∗. But now, by construction, β(x) = x and
α(y) 6= y. Hence y /∈ f ∗(x)—a contradiction. Thus, I(f) ⊆ im(f).
With Lemma 3.9 the claim follows. 
Corollary 3.12. Let U be a countable homogeneous structure, and let
ι be an endomorphism of Emb(U) that fixes Aut(U) pointwise. Let
h ∈ Emb(U) such that 〈im(h)〉U is superhomogeneous in U. Then
im(h) = im(ι(h)).
Proof. Clearly, h∗ = (ι(h))∗. Hence, using Lemma 3.11, we have
I(h) = I(ι(h)) = im(h). By Lemma 3.9 we have im(ι(h)) ⊆ im(h).
In particular, ι(h) preserves im(h).
Suppose that im(ι(h)) ( im(h). Let y ∈ im(h) \ im(ι(h)), say,
y = h(x). Then y 6= ι(h)(y) ∈ im(ι(h)). As ι(h) preserves im(h),
it follows that the mapping y 7→ ι(h)(y) is a local isomorphism of
〈im(h)〉U. Thus, since 〈im(h)〉U is superhomogeneous in U, there ex-
ists some α ∈ Aut(U) that extends this to an automorphism ofU whose
restriction to im(h) is an automorphism of 〈im(h)〉U. By Lemma 3.8
there exists β ∈ Aut(U), such that (α−1, β−1) ∈ h∗ = (ι(h))∗. Since
(α−1, β−1) ∈ (ι(h))∗, it follows from Lemma 3.6 that α−1 preserves
im(ι(h)). However, α−1(ι(h)(y)) = y /∈ im(ι(h))—a contradiction.
Thus, im(h) = im(ι(h)). 
Proposition 3.13. Let U be a countable homogeneous structure and
let f, g be self-embeddings of U with the same superhomogeneous image.
Then
f ∗ = g∗ ⇐⇒ ∃ζ ∈ Z(Aut(U)) : g = f ◦ ζ.
Proof. “⇒” Suppose f ∗ = g∗. Since im(f) = im(g), there exists ζ ∈
Aut(U), such that g = f ◦ ζ . Since f ∗ = g∗, by Lemma 3.7, we have
that β ◦ζ = ζ ◦β, for all β ∈ B(f). Since 〈im(f)〉 is superhomogeneous
in A, it follows from Lemma 3.10, that B(f) lies dense in Aut(A).
Thus, ζ commutes with a dense subset of Aut(A). It follows, that ζ is
in the center of Aut(A).
“⇐” Suppose that there exists some ζ ∈ Z(Aut(A)), such that g =
f ◦ ζ . Let α, β ∈ Aut(A). Then
(α, β) ∈ f ∗ ⇐⇒ α ◦ f = f ◦ β ⇐⇒ α ◦ f ◦ ζ = f ◦ β ◦ ζ
⇐⇒ α ◦ f ◦ ζ = f ◦ ζ ◦ β ⇐⇒ α ◦ g = g ◦ β
⇐⇒ (α, β) ∈ g∗.

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Proof of Proposition 3.4. Since 〈im(h)〉U is superhomogeneous in U,
it follows from Corollary 3.12, that h and ι(h) have the same image.
Moreover, from Proposition 3.13 it follows that ι(h) = h ◦ ζ , for some
ζ ∈ Z(Aut(U). Since the center of Aut(U) is trivial, it follows that
h = ι(h). 
4. Existence of superhomogeneous substructures
In this section we are going to show that smooth countable saturated
structures are rich in selfembeddings with superhomogeneous image.
The main result of this section is going to be:
Proposition 4.1. Let A be a smooth countable saturated structure,
and let B be a substructure of A isomorphic to A. Then there exists
an extension A˜ of A, such that A˜ ∼= A and such that both, A and B,
are superhomogeneous in A˜.
For proving this proposition we need to invoke somewhat heavier
tools from model theory—highly saturated structures. Most of the
auxiliary results needed for our proof can be found in the standard
model-theoretic literature (see, e.g., Chapter 10 of [10]). For the con-
venience of the reader we collect the necessary results with exact refer-
ences before going on to prove Proposition 4.1.
Definition 4.2. Let L be a signature. An L-structure M is called
splendid if for all extensions L+ of L by one relational symbol ̺ and for
every L+-structure N whose L-reduct is elementarily equivalent with
M there exists an interpretation ̺M of ̺ inM such that (M, ̺M) ≡ N.
The structure M is called λ-big if (M, a¯) is splendid for every tuple a¯
over M of length < λ.
Theorem 4.3 ([10, Theorem 10.2.1]). Let L be a signature, A be an
L-structure, λ be a regular cardinal such that λ > |L|. Then A has a
λ-big elementary extension Â of cardinality ≤ |A|<λ.
Corollary 4.4. Let L be a countable signature and let A be a countable
L-structure. Then A has an ℵ1-big elementary extension Â such that
|Â| ≤ 2ℵ0
Proof. ℵ1 is a successor cardinal, and thus it is regular (cf. [12, Corollary
5.3]). So by Theorem 4.3, A has an ℵ1-big elementary extension Â
with |Â| ≤ |A|<ℵ1 ≤ ℵ<ℵ10 = sup{ℵ
κ
0 mod κ cardinal, κ < ℵ1} = ℵ
ℵ0
0 =
2ℵ0. 
Proposition 4.5 ([10, Theorem 10.1.2, Exercise 10.1.4(a)]). Every λ-
big structure is λ-saturated and strongly elementarily λ-homogeneous.
Definition 4.6. Let λ be a cardinal. A structure M is called λ-
homogeneous if for all κ < λ, and for all a¯, b¯ ∈Mκ we have
(M, a¯) ≡0 (M, b¯)⇒ ∃α ∈ Aut(M) : α(a¯) = b¯.
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Note that a structure is aleph0-homogeneous if and only if it is ho-
mogeneous.
Lemma 4.7. LetA be a strongly elementarily λ-homogeneous structure
whose theory has quantifier elimination. Then A is λ-homogeneous.
Proof. Let κ < λ, a¯, b¯ ∈ Mκ, such that (M, a¯) ≡0 (M, b¯). Since Th(M)
has quantifier-elimination, it follows that (M, a¯) ≡ (M, b¯). Since M
is strongly elementarily λ-homogeneous, it follows that there exists
α ∈ Aut(M) that maps a¯ to b¯. 
Recall that an element a of a structure A is said to be definable in
A over some set of parameters X from A, if there exists a formula ϕ
with parameters from X such that
A |= ϕ(a) ∧ ∃=1xϕ(x).
Lemma 4.8 ([10, Exercise 10.1.5(b)]). Let λ be an infinite cardinal,
let A be a λ-saturated structure, and let X ⊆ A with |X| < λ. If an
element a ∈ A is not definable in A over X, then at least two elements
of A realize tpA(a/X).
Lemma 4.9. Let U be a countable saturated structure and for some
λ > ℵ0 let Û be a λ-saturated elementary extension of U. Then no
element of Û \ U is definable over U .
Proof. Suppose, on the contrary, that Û \ U contains an element u
that is definable over U . In other words, there exists a formula ϕ with
parameters in U such that
Û |= ϕ(u) ∧ ∃=1xϕ(x).
In ϕ only finitely many elements from U are used, say, a1, . . . , an. Let
a¯ := (a1, . . . , an). Then we can write ϕ(x) ≡ ψ(a¯, x) for some formula
ψ ≡ ψ(y¯, x) that does not contain any parameter from U . Since U is
ℵ0-saturated and since Û is an elementary extension of U, there exists
v ∈ U such that (Û, a¯u) ≡ (U, a¯v). In particular, U |= ψ(a¯, v). Using
again that Û  U, we conclude that we have Û |= ψ(a¯, v). But this is
a contradiction with Û |= ∃=1xψ(a¯, x). 
Corollary 4.10. Let U be a countable saturated structure and for some
sufficiently large uncountable cardinal λ let Û be a λ-big elementary
extension of U. Then for every u ∈ Û \U there exists an automorphism
α of Û that fixes U pointwise, but that does not fix u.
Proof. By Proposition 4.5, Û is λ-saturated. Let u ∈ Û \ U . Then,
by Lemma 4.9, u is not definable over U . Hence, by Lemma 4.8, there
exists u′ ∈ Û distinct from u, such that tp
Û
(u/U) = tp
Û
(u′/U). If a¯
is an enumeration of the elements of U , then this can be rewritten as
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(Û, a¯u) ≡ (Û, a¯u′). Since, by Proposition 4.5, Û is strongly elementar-
ily λ-homogeneous, it follows that there exists an automorphism α of
Û that maps a¯u to a¯u′. In other words, α fixes U pointwise and moves
u to u′. 
The following lemma is the last technical tool we need to prepare
before we can finally prove Proposition 4.1:
Lemma 4.11. Let M be an ℵ0-saturated structure. Let N be any other
model of Th(M). Then Age(N) ⊆ Age(M).
Proof. Let A ∈ Age(N). Without loss of generality, A ≤ N, A =
〈a1, . . . , an〉N. Using n times that M is ℵ0-saturated (in particular,
using n times Lemma 2.1), we conclude that there exist b1, . . . , bn ∈M
such that (N, (a1, . . . , an)) ≡ (M, (b1, . . . , bn)). In particular we have
〈b1, . . . , bn〉M ∼= A. Hence A ∈ Age(M). 
Proof of Proposition 4.1. Since A is smooth, it has a countable signa-
ture. Thus, by Corollary 4.4, it has an ℵ1-big elementary extension of
cardinality ≤ 2ℵ0 . Let Â be such an extension. Also, from smoothness,
using Proposition 4.5 together with Lemma 4.7, it follows that A and
B are homogeneous and that Â is ℵ1-homogeneous.
The structure A˜ is going to be constructed as the union of a tower
of countable superstructures of A in Â:
A˜ :=
⋃
i<ω
Ai (A0 ≤ A1 ≤ . . . )
As the construction is very long and the work is very monotonous, we
are going to program five robots for the job:
Robot 1: has to make sure that every local isomorphism of B is
going to be extendable to an automorphism of A˜ whose restric-
tion to B is an automorphism of B.
Robot 2: has to make sure that every local isomorphism of A is
going to be extendable to an automorphism of A˜ whose restric-
tion to A is an automorphism of A.
Robot 3: has to make sure that for every element b ∈ A˜\B there
is going to exist an automorphism of A˜ that fixes B pointwise
but that does not fix b.
Robot 4: has to make sure that for every element a ∈ A˜\A there
is going to exist an automorphism of A˜ that fixes A pointwise
but that does not fix a.
Robot 5: has to make sure that A˜ is going to be homogeneous.
As was said before, the robots build up the tower (Ai)i<ω. In parallel
they construct a tower (Gi)i<ω of countable subgroups of Aut(Â) such
that Ai is invariant under Gi, for all i < ω.
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Ai and Gi are going to be constructed in the i-th step of the construc-
tion. If a robot gets active in the (i + 1)-st step, it knows everything
that has been constructed before, and constructs Ai+1 and Gi+1.
Robots 1 and 2 will only work in the first and the second step, re-
spectively. After that robots 3, 4, and 5 will take turns. In the very
beginning we define A0 := A and G0 := {1Â}
Work of robot 1: Robot 1 takes a countable dense subgroup of
Aut(B) and extends every element to an automorphism of Â
(this is possible, since Â is ℵ1-homogeneous). Then it adjoins all
obtained automorphisms to G0 to obtain G1. Finally, it defines
A′1 :=
⋃
g∈G1
g(A0) and A1 := 〈A
′
1〉Â.
As G1 and A0 are countable, so is A
′
1. Finally, A1 is countable,
since the signature of Â is countable. Clearly, A1 is invariant
under G1.
Work of robot 2: Robot 2 takes a countable dense subgroup of
Aut(A) and extends every element to an automorphism of Â.
All the extensions are then adjoined to G1 to obtain G2. Finally,
A′2 :=
⋃
g∈G2
g(A1) and A2 := 〈A
′
2〉Â.
Work of robot 3: Suppose, robot 3 is active in step (i+ 1). In
particular, Ai and Gi are already constructed. Now, robot 3 col-
lects all such points x ∈ Ai\B for which the pointwise stabilizer
of B in Gi fixes x. Since Ai is countable, only countably many
elements are collected. For every such x, robot 3 chooses an au-
tomorphism of Â that fixes B pointwise but that does not fix
x. This is possible, since B is countable saturated and smooth.
Indeed, because B ≡ Â, B ≤ Â, and because Th(B) has quan-
tifier elimination, we have B  Â. Since Â is ℵ1-big and since
B is countable saturated, it follows from Corollary 4.10, that
such an automorphism exists. All obtained automorphisms of
Â are adjoined to Gi to obtain Gi+1. Finally,
A′i+1 :=
⋃
g∈Gi+1
g(Ai) and Ai+1 := 〈A
′
i+1〉Â.
Work of robot 4: Robot 4 works analogously to robot 3. In-
stead of points from Ai \B it considers points from Ai \ A.
Work of robot 5: Robot 5 adjoins for every local isomorphism
of Ai an extension to an automorphism of Â to Gi. Thus, it
obtains Gi+1. Finally, as usually,
A′i+1 :=
⋃
g∈Gi+1
g(Ai) and Ai+1 := 〈A
′
i+1〉Â.
RECONSTRUCTING THE TOPOLOGY. . . 15
Thus, the construction of the two towers is completed. Now we define
A˜ :=
⋃
i<ω
Ai, G :=
⋃
i<ω
Gi.
Our first observation is that A˜ is invariant under G. Indeed, for all
x ∈ A˜, and g ∈ G there is an i < ω, such that x ∈ Ai, and g ∈ Gi.
Since Ai is invariant under Gi, the claim follows.
Now we claim that A˜ has the desired properties. Let α be a local
isomorphism of B. Then G1 contains an automorphism αˆ of Â that
extends α, and such that αˆ↾B is an automorphism of B. Since A˜ is
invariant under G, we obtain that α˜ := αˆ↾A˜ is an automorphism of A˜
that extends α such that α˜↾B is an automorphism of B.
Let now y ∈ A˜ \ B. Then y ∈ Ai, for some i < ω. Without loss of
generality, robot 3 is active in step i. But then, after step i, Gi+1 will
contain an automorphism αˆ of Â that fixes B pointwise, but does not
fix y. We may define α˜ := αˆ↾A˜. Since A˜ is invariant under G, we have
that α˜ is an automorphism of A˜ that fixes B pointwise and that does
not fix y. Thus, B is superhomogeneous in A˜.
Analogously, we argue that A is superhomogeneous in A˜.
It remains to show that A˜ is isomorphic to A. First, since A ≤
A˜ ≤ Â, we have Age(A) ⊆ Age(A˜) ⊆ Age(Â). Moreover, since A
is ℵ0-saturated and elementarily equivalent with Â, from Lemma 4.11
we conclude that Age(Â) ⊆ Age(A). Together this gives Age(A) =
Age(A˜). As a smooth countable saturated structure A is homogeneous.
On the other hand, robot 5 assured that A˜ is homogeneous, too. It
follows from Fra¨ısse´’s theorem that A and A˜ are isomorphic. 
5. Proofs of the main results
Proposition 5.1. Let A be a smooth countable saturated structure.
Then for every self-embedding ι of A there exist self-embeddings α and
β of A, such that α = β ◦ ι and such that both, α and β, have images
superhomogeneous in A.
Proof. Let B be the image of ι. By Proposition 4.1, A has an extension
A˜, such that A˜ ∼= A, and such that A and B are superhomogeneous
in A˜. Let λ : A →֒ A˜ be the identical embedding, and let κ : A˜ → A
be any isomorphism:
A B A A˜ A.∼=
ι
=
λ
=
κ
∼=
We define α := κ ◦ λ ◦ ι, and β := κ ◦ λ. Then α = β ◦ ι. Observe that
im(α) = κ(B). Since B is superhomogeneous in A˜ and since κ is an
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isomorphism, we have also that the image of α induces a superhomoge-
neous substructure of A. Observe further that im(β) = κ(A). By the
same reasoning as above the image of β induces a superhomogeneous
substructure of A. 
Proof of Proposition 2.5. By Lemma 2.6 we may assume without loss
of generality that A is smooth. In particular, A is homogeneous and
every self-embedding is elementary. Let ι be any endomorphism of
Emb(A) that fixes Aut(A) pointwise. By Proposition 3.4, ι fixes
all self-embeddings of A that have a superhomogeneous image. Let
h ∈ Emb(A). By Proposition 5.1, there exist α, β ∈ Emb(A) with
superhomogeneous images in A, such that α = β ◦h. But then we may
compute:
β ◦ h = α = ι(α) = ι(β ◦ h) = ι(β) ◦ ι(h) = β ◦ ι(h).
Since β is injective, it follows that h = ι(h). In other words, ι is the
identity on Emb(A). 
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