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We present previously unknown solutions to the 3D Gross–Pitaevskii equation describing atomic
Bose-Einstein condensates. This model supports elaborate patterns, including excited states bearing
vorticity. The discovered coherent structures exhibit striking topological features, involving combi-
nations of vortex rings and multiple, possibly bent vortex lines. Although unstable, many of them
persist for long times in dynamical simulations. These solutions were identified by a state-of-the-art
numerical technique called deflation, which is expected to be applicable to many problems from
other areas of physics.
PACS numbers:
I. INTRODUCTION
The nonlinear Schro¨dinger (NLS) or Gross–Pitaevskii
(GP) equation [1–6] is a fundamental partial differen-
tial equation that combines dispersion and nonlinear-
ity. It has been central to a variety of areas of math-
ematical physics for several decades. The NLS/GP
model has facilitated a universal description of a wide
range of phenomena, including electric fields in optical
fibers [7], Langmuir waves in plasmas [8], freak waves
in the ocean [9], and Bose-Einstein condensates (BECs).
In the past 25 years since the experimental realization
of atomic BECs, the NLS/GP model has enabled the
theoretical identification and experimental observation of
a wide range of coherent structures, including (but not
limited to) dark [10] and bright [11] solitary waves, two-
dimensional vortical patterns and lattices [12, 13] as well
as vortex lines and rings [14].
The examination of three-dimensional (3D) systems
has been a key frontier of recent studies in BECs. Re-
cent theoretical advances have enabled the capturing of
a number of such states [15]. Some, especially topo-
logical ones such as skyrmions, monopoles and Alice
rings [16, 17] have been of particular interest since the
early exploration of BECs, while others such as knots [18]
have been studied more recently. In this manuscript,
we apply a powerful numerical technique called defla-
tion [19–21] to identify multiple solutions of the 3D
NLS/GP equation.
Many of the solutions obtained by this process are
identifiable as nonlinear extensions of solutions of the
linear limit of the problem, or as bifurcations therefrom.
Yet other solutions are highly unexpected and are not
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previously known, to the best of our knowledge. With-
out deflation, it would be very difficult to identify these
complex (literally and figuratively) topological station-
ary points of the infinite-dimensional energy landscape.
In fact, as we increase the atom number of the system, we
observe this complexity to be substantially enhanced and
lead to states which, while stationary, are not straight-
forwardly decomposable into simpler linear or nonlinear
building blocks. To further investigate the nature of the
identified solutions, we compute their spectral lineariza-
tion (so-called Bogoliubov-de Gennes) modes, and con-
duct transient simulations of prototypical unstable states
to explore the dynamical behavior of their instabilities.
The present work showcases, in our view, the utility and
potential impact of the deflation method to complex 3D
physical problems well beyond atomic BECs.
The structure of this paper is as follows. In Section
II, we present the model and computational techniques
employed in this work. Our numerical results on the exis-
tence, stability and selected transient simulations of non-
linear excitations are demonstrated in Section III. Section
IV summarizes our findings and presents directions for
future study.
II. THEORETICAL AND NUMERICAL SETUP
The 3D NLS/GP model of interest is of the form [4–6]:
iψt = −1
2
∇2ψ + |ψ|2ψ + V (r)ψ, (1)
subject to homogeneous Dirichlet conditions on the
boundary of the domain D = [−6, 6]3. Here, ψ = ψ(r, t)
plays the role of the suitably normalized (see [6] for de-
tails) wavefunction, while V is the external confining po-
tential of the form V (r) = 12Ω
2|r|2, a spherically symmet-
ric trap of strength Ω, which we fix to Ω = 1. The bound-
ary conditions do not affect the solutions for this choice
of the trap strength since the domain is chosen large
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2enough so that the solutions vanish well before reach-
ing the boundary. Using the standard standing wave
decomposition ψ(r, t) = e−iµtφ(r) (where µ > 0 is the
chemical potential), we obtain the stationary NLS/GP
elliptic problem of the form:
F (φ)
.
= −1
2
∇2φ+ |φ|2φ+ V (r)φ− µφ = 0. (2)
This equation is discretized using piecewise cubic La-
grange finite elements on a structured hexahedral grid
using the Firedrake finite element library [22]. Multi-
ple solutions to the discretized problem are sought using
deflation, which we briefly describe here.
Suppose that Newton’s method has discovered an iso-
lated root φ1 of F . Deflation constructs a new problem
G via
G(φ)
.
=
(
1
‖φ− φ1‖2 + 1
)
F (φ), (3)
where ‖ · ‖ is a suitable norm, in this case the H1 norm.
The essential idea is that ‖φ − φ1‖2 approaches 0 faster
than F (φ) does as φ → φ1, hence avoiding the conver-
gence to φ1 of a Newton iteration applied to G. The ad-
dition of 1 ensures that G(φ) ≈ F (φ) far from φ1. By ap-
plying Newton’s method to G, an additional root φ2 6= φ1
can be found, and the process repeated (by premultiply-
ing with additional factors) until Newton’s method fails
to converge from the available initial guesses.
Previous applications of deflation to the study of BECs
in 2D interleaved with continuation in µ, capturing so-
lutions as they bifurcate from known ones [20, 21]. This
strategy is too expensive in 3D and so a different ap-
proach is taken here. We fix µ = 6 and exploit the linear
(low-density, i.e. |φ|2 → 0) limit states to furnish a large
number of initial guesses for Newton’s method. The al-
gorithm proceeds as follows. Given an initial guess, the
inner loop applies Newton’s method and deflation un-
til no more solutions are found. The outer loop iterates
over the available initial guesses, and terminates when no
guess yields any solutions. We emphasize that at each ap-
plication of Newton’s method, all previously computed
solutions are deflated, to avoid their rediscovery.
The initial guesses used were the eigenstates of the
linear limit in Cartesian, cylindrical and spherical coor-
dinates. The Cartesian eigenstates are given by
|k,m, n〉 .= Hk(
√
Ωx)Hm(
√
Ωy)Hn(
√
Ωz)e−Ωr
2/2, (4)
with associated energy (i.e. chemical potential) Ek,m,n
.
=
(k + m + n + 3/2)Ω. The Hk,m,n in (4) stand for the
Hermite polynomials and k,m and n are nonnegative in-
tegers. The cylindrical eigenstates are given by
|K, l, n〉cyl .= qK,l(R)eilθHn(
√
Ωz)e−Ω(R
2+z2)/2, (5)
with EK,l,n
.
= (2K + |l| + n + 3/2)Ω where K, n are
nonnegative integers, and l = 0,±1,±2, . . . . The radial
profile qK,l in (5) is given by qK,l ∼ rlLlK(ΩR2)e−ΩR
2/2Ω
where LlK are the associated Laguerre polynomials in
R =
√
x2 + y2.
Finally, the spherical eigenstates are given by
|K, l,m〉sph, where the radial part is similar but now in
the spherical variable r =
√
x2 + y2 + z2, and the angu-
lar part is described by the spherical harmonics Ylm(θ, φ)
with EK,l,m = (2K + l + 3/2)Ω. The quantum numbers
K and l are nonnegative integers and m = 0,±1, . . . ,±l.
All these states with E ≤ µ = 6 were used in the process
described above.
Once a solution has been discovered, the next step is
the consideration of the spectral stability of the solu-
tions via the well-established [4–6] Bogoliubov-de Gennes
(BdG) analysis. More specifically, we assume the follow-
ing perturbation ansatz around a stationary solution φ0:
ψ˜(r, t) = e−iµt
{
φ0(r) + [a(r)eiωt + b∗(r)e−iω
∗t]
}
, (6)
where  is a (formal) small perturbation parameter,
ω is the eigenfrequency, and (a, b)> the corresponding
eigenvector. After substituting Eq. (6) into the time-
dependent NLS equation [cf. Eq. (1)] we obtain the fol-
lowing complex eigenvalue problem(
A11 A12
−A∗12 −A11
)(
a
b
)
= ρ
(
a
b
)
, (7)
where ρ = −ω and the matrix elements are given by
A11 = −1
2
∇2 + 2|φ0|2 + V (r)− µ, (8a)
A12 =
(
φ0
)2
. (8b)
We solve the above eigenvalue problem for the eigenfre-
quencies ω and eigenvectors (a, b)> by using a Krylov–
Schur algorithm with a shift-and-invert spectral trans-
formation [23], implemented in the SLEPc library [24]
(details about the decomposition of Eq. (7) into real and
imaginary parts are presented in Appendix A). Upon con-
vergence of the eigenvalue solver, we draw conclusions on
the stability characteristics of the stationary state φ0 i.e.,
real ω implies stability (vibrations), while complex ω is
associated with instability.
Finally, we explore the dynamical evolution of unstable
solutions via transient numerical simulations of Eq. (1).
To that end, let φ0 be an unstable stationary solution
discovered by deflation, and (a, b)> be its most unstable
eigendirection normalized according to∫
D
( |a|2 + |b|2 ) dx = 1. (9)
We integrate Eq. (1) forward in time until t = 50 using
the following perturbed solution as initial state
ψ(x, y, z, t = 0) = φ0 + [a+ b∗], (10)
thus perturbing φ0 along its most unstable eigendirection
with perturbation parameter  chosen to be 0.1. Next, let
3∆t be the time step-size (∆t = 5×10−2 in this work) such
that tn = n∆t and ψ
(n) .= ψ(r, tn) with n ≥ 0. Then,
for given ψ(n) at the nth time step, ψ(n+1) is obtained
(implicitly) by a modified Crank-Nicolson method [25]:
i
ψ(n+1) − ψ(n)
∆t
=(
−1
2
∇2 + V (r) + 1
2
(|ψ(n+1)|2 + |ψ(n)|2)
)
ψ(n+1) + ψ(n)
2
,
(11)
where cubic finite elements are employed for the spatial
discretization as before. At each time step n, a nonlinear
problem is solved by using Newton’s method. It should
be pointed out in passing that the time-marching scheme
employed in this work [cf. Eq. (11)] preserves both the
squared L2 norm (i.e., atom number)
N(ψ)
.
=
∫
D
|ψ|2 dx, (12)
and the energy of the solutions
E(ψ) =
∫
D
{
1
4
|∇ψ|2 + 1
2
V (r)|ψ|2 + 1
4
|ψ|4
}
dx, (13)
to machine precision. We now turn to discussing the solu-
tions obtained through the application of these numerical
methods for the 3D NLS/GP problem.
III. NUMERICAL RESULTS
We briefly describe the physical meaning of the quan-
tum numbers for the Cartesian, cylindrical and spherical
states, as they are useful in what follows. In the case
of the Cartesian eigenfunctions, the quantum numbers
k,m, and n are simply the numbers of cuts along the
x-, y-, and z-axes respectively. For instance, in Fig. 1,
panel (a) represents a |0, 0, 2〉 Cartesian state with 2 cuts
along the z-axis (and pi phase differences across them),
while panel (b) is |1, 1, 0〉, bearing one planar cut along
the x-axis, and one along the y-axis. Combinations of
states are also possible, such as the one in panel (c) of
|2, 0, 0〉+r |0, 2, 0〉+ |0, 0, 2〉 (in the particular example of
this panel r ≈ 3.39), which forms a 2D ring along the y-
and z-axes embedded in 3D space.
Vortical structures and rings can be identified in the
cylindrical system of coordinates. Here, K denotes the
number of cylindrical (nodal) surfaces, l the topological
charge of the configuration and n the number of planar
cuts along the z-axis. For example, panel (d) of Fig. (1)
is a so-called ring dark soliton state (extended in 3D)
|1, 0, 0〉cyl that has been recently considered in [26], and
panel (e) is the |0, 2, 0〉cyl state, i.e., a vortex line, piercing
through the BEC with topological charge l = 2.
Finally, in the spherical representation, K denotes the
number of spherical (nodal) shells within the solution,
l − m denotes the number of planar cuts along the z-
axis, and m denotes the topological charge of vortical
(a)
-x6
z
(b) (c)
(d) (e) (f)
FIG. 1: Some solutions obtained by deflation that emanate
from the second eigenvalue of the linear spectrum at µ = 7/2.
The colors represent the argument of the solutions, ranging
from −pi to pi (blue and red represent a phase of 0 and ±pi,
respectively). The states in panels (a)-(d) and (f) are real,
while (e) is complex.
lines. Panel (f) is the |1, 0, 0〉sph state corresponding to a
spherical shell dark solitary wave, which is also connected
with recent work [27].
The ground state of the system (starting at µ = 3/2)
is known to always be spectrally and nonlinearly sta-
ble [4, 5]. The case of the 1st excited states (e.g. dipolar
states and single vortex lines) emanating from µ = 5/2
is interesting but reasonably well understood on the
basis of corresponding 2D studies [6], since no funda-
mentally novel states appear to emerge in 3D. Indica-
tively, Fig. 2(a) shows a |1, 0, 0〉 Cartesian state with
one cut along the x-axis whereas Fig. 2(b) presents the
|0, 1, 0〉cyl state corresponding to a single vortex line with
topological charge l = 1. The rotations of these solu-
tions along the x, y, and z axes such as the |0, 1, 0〉 and
|0, 0, 1〉 Cartesian states are also obtained by deflation
but are not reported. A typical example of a relevant
solution is shown in Fig. 2(c) and represents a so-called
Chladni soliton, previously identified in cylindrical ge-
ometry in [15, 28]. However, the states that follow next
are sufficiently complex to feature the emergence of un-
expected patterns, yet it will still be possible to connect
them to fundamental building blocks of topological pat-
terns such as vortex lines and rings [14].
We thus focus our discussion on states emanating from
the 2nd excited state of the linear problem at µ = 7/2.
To that end, steady-state solutions to the NLS equation
are identified by the deflation method at µ = 6 (all the
solutions presented in this paper are displayed at µ = 6).
The branches are then continued backward in µ down
to the linear limit by a standard zero-order continuation
method [29, §4.4.2].
Examples of these solutions are shown in Fig. 3. In
this figure, we observe that deflation enables us to con-
verge to states with multiple coherent structures such as
the one of panel (a) consisting of a vortex line and a pla-
4(a) (b) (c)
FIG. 2: Solutions emanating from the 1st excited state µ =
5/2 are shown in panels (a) and (b). In particular, panels
(a) and (b) show a dipole and single vortex line solution.
The colors represent the argument of the solutions, ranging
from −pi to pi (blue and red represent a phase of 0 and ±pi,
respectively). Panel (c) also emanates from the 1st excited
state and corresponds to the density isosurfaces of the Chladni
soliton at densities 0.30 and 0.35.
nar dark soliton. The linear state corresponding to such
a nonlinear waveform is |0, 1, 1〉cyl. This nonlinear state
undertakes a symmetry–breaking bifurcation at µ = 5.84
and gives birth to the waveform of Fig. 4. However, more
complex multi-vortex topological states can progressively
be identified as well. Panel (b) of Fig. 3 represents a pair
of vortex lines: at the linear limit such a state can be
formulated as the linear combination |1, 1, 0〉+ i |0, 2, 0〉,
in line with what is known about vortex dipole bifurca-
tions [6]. Panel (c) represents what was termed a vortex
star in [30], arising at the linear limit via the linear com-
bination |2, 0, 0〉 − |0, 2, 0〉 + i[|2, 0, 0〉 − |0, 0, 2〉]. Panel
(d) shows a generalization of the well-known 2D vor-
tex quadrupole [31] consisting of 4 bent yet alternating
charged vortex lines.
(a) (b) (c)
(d) (e) (f)
FIG. 3: More exotic solutions discovered by deflation that
emanate from the 2nd excited state. The panels show density
isosurfaces of the states at densities 0.30 and 0.35.
The solutions in Fig. 3(a)-(d) either allow for a direct
tracing of their linear limit or have been previously iden-
tified. However, deflation allows us to go well beyond
these. Important examples of this arise in panels (e) and
(f) of Fig. 3. Panel (e) consists of a vortex ring combined
with 2 (oppositely charged) vortex line “handles”. This
state, too, can be identified at the linear limit through
a more complex topologically charged combination, as
|2, 0, 0〉 + |0, 2, 0〉 + i |1, 0, 1〉. Such a state exhibiting a
vortex ring with multiple vortex lines attached to it has
not been previously reported, to the best of our knowl-
edge. Even more complex is the state in panel (f), which
does not bear a linear analogue. This state involves 2
vortex rings, both of which are bent; i.e. instead of hav-
ing two “perpendicular” vortex rings (e.g., in the xy- and
yz-planes), it is as if the top half of the one has connected
itself with the right half of the other and the bottom half
of one with the left half of the other. This configuration
was discovered by deflation at µ = 6 but the branch ter-
minates by µ = 5.9 without ever reaching the linear limit
of µ = 7/2. In other words, this appears to be a purely
nonlinear state not derivable by some suitable combina-
tion of linear eigenstates. We conclude the presentation
of our numerical results for the 2nd exciting states by
presenting the associated bifurcation diagram in Fig. 5
where the total number of atoms [cf. Eq. (12)] is used
as the diagnostic functional. The inset panel in the top-
left corner therein uses the atom–number–difference ∆N
between the branches Fig. 3(a) and Fig. 4 to illustrate a
bifurcation in the diagram.
FIG. 4: Left: argument of the solution at µ = 6. This branch
bifurcates from the state of Fig. 3(a) at µ = 5.84 (see Fig. 5).
Right: density isosurfaces of the state at densities 0.30 and
0.35.
We now explore the BdG spectral stability of selected
solutions (the spectra of all states shown in Figs. 1 and 3
are presented in Figs. 10 and 11 in Appendix A, respec-
tively). In fact, some of the identified waveforms are
dynamically robust for an interval within their existence
range. An example of this form is the spherical shell
dark soliton of Fig. 1(f) with its spectrum presented in
Fig. 6(a). However, most are indeed dynamically unsta-
ble, as expected; see, e.g., the case of the vortex star
in Fig. 6(b). Interestingly, our BdG computations re-
veal that it is not the case that the most complex states
are also the most unstable ones (see Fig. 6). An exam-
ple of this type can be found in the vortex ring-double
vortex line state of Fig. 3(e) with spectrum presented in
Fig. 6(c). While the solution is highly complex, it only
bears a single unstable mode for a wide parametric inter-
val, and at most bears two over the interval studied. Even
more importantly, in our dimensionless units (scaled by
the harmonic trapping frequency), the relevant growth
is typically of the order of 0.1-0.2. This means that the
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FIG. 5: Bifurcation diagram of the solutions emanating from the 2nd excited state at µ = 7/2. The labels indicate the solutions
represented in the different panels of Figs. 1 and 3. The main panel corresponds to the total number of atoms N as a function
of µ, while the top-left inset shows the atom number difference ∆N between the branch Fig. 3(a) and Fig. 4, colored in red.
The green branch illustrates the solution displayed in Fig. 3(f) and its terminal point at µ = 5.9.
characteristic dimensionless growth time is about 5-10
oscillation times, and if the perturbation is sufficiently
small the instability manifestation time can be expected
to be 2-3 times larger, in line with the dynamical obser-
vations to which we now turn.
We employ the Crank–Nicolson method to explore the
dynamical implications of these instabilities. The initial
states are prepared according to Eq. (10). In the case
of Fig. 3(e), we observe in the snapshots of the evolu-
tion of Fig. 7 that the vortex ring and two vortex lines
break up into two vortex lines which are strongly bent
(in fact, they are somewhat reminiscent of the U-shaped
vortex lines of [32]). After about 20-30 dimensionless
time units — in line with our eigenvalue predictions —
the configuration is characterized by splittings and re-
connections (including ones re-formulating the original
configuration). We have performed similar computations
for other complex, topological states such as that shown
in Fig. 3(f), showcasing in some such cases more radical
dynamical breakups, i.e., the eventual persistence of a
single, strongly excited vortex line; see relevant snapshots
in Fig. 8 and the movies in the Supplemental Material at
[URL will be inserted by publisher]. Importantly, we note
that the relevant time scales for standard choices of the
trap strength are on the order of hundreds of millisec-
onds, and hence the configurations are expected to be
R
(ω
)
µ
I(
ω
)
(a)
µ
(b)
µ
(c)
FIG. 6: Spectra of (a) the spherical shell dark solitary
wave presented in Fig. 1(f); (b) the vortex star presented in
Fig. 3(c); (c) the vortex ring with two vortex lines presented
in Fig. 3(e). The real and imaginary parts of the correspond-
ing eigenfrequencies ω are depicted in the top and bottom
panels respectively.
well within windows of experimental accessibility. Fur-
thermore, even when the configurations become unsta-
ble, as in the dynamics of Fig. 7, they appear to result
in oscillatory dynamics reconstructing the relevant states
6t = 15 t = 19 t = 23
t = 27 t = 31 t = 35
FIG. 7: Snapshots of the vortex ring-double vortex line state
obtained by solving the time-dependent NLS equation. The
steady-state solution of panel (e) in Fig. 3 is initially per-
turbed along its dominant unstable eigenmode.
t = 10 t = 15 t = 18
t = 28 t = 34 t = 40
FIG. 8: Snapshots of the two vortex rings state of Fig. 3(f),
obtained by solving the time-dependent NLS equation with
the modified Crank-Nicolson time-stepping scheme.
in a nearly periodic fashion for far longer times (rather
than dispersing or yielding chaotic dynamics). This fur-
ther enhances the potential observability window of the
states of interest.
We close our presentation of the numerical results of
deflation by offering a glimpse into the capabilities of the
method for discovering higher excited states, i.e., ones
that are initiated not from the 2nd (as up to now), but
rather from the 3rd and 4th excited states at µ = 9/2 and
µ = 11/2, respectively. Some of the relevant nonlinear
states discovered with deflation can be found in Fig. 9.
The first examples, such as those of panels (a) and (b)
can be identified straightforwardly: panel (a) represents
a nonlinear configuration bearing 9 vortex lines in a gen-
eralization of the star-shaped configuration of Fig. 3(c)
and [30]. The state of Fig. 9(b) appears to be a con-
figuration bearing two perpendicular vortex rings (now
joined–cf. panel Fig. 3(f)), along with 5 vortex lines: 4 of
(a) (b) (c)
(67) (73) (75)(d) (e) (f)
FIG. 9: Some of the solutions discovered by deflation that
emanate from the 3rd (panels (a)-(c)) and 4th (panels (d)-
(f)) excited states at µ = 9/2 and µ = 11/2. The first and
third rows show the phase of the solutions while the second
and fourth rows represent the density isosurfaces at densities
0.30 and 0.35.
these are tangent, similar to the ones of Fig. 3(e), while
one is piercing through the planes of the two rings. Going
beyond these, however, the states become highly com-
plex. Fig. 9(c) shows what appears to be a combination
of an S-shaped and 2 U-shaped vortex lines (in the ter-
minology of [32]) along with a clearly discernible vortex
ring. Labyrinthine patterns of conjoined vortex rings and
vortex lines appear; at the moment we do not have an
immediate classification. Fig. 9(d) displays an apparent
lattice of vortex rings, while panel Fig. 9(e) is reminiscent
of the vortex ring cages that appear in the dynamical in-
stabilities of other states such as the spherical dark shell
solitary wave of Fig. 1(f) [27]. Fig. 9(f) displays a con-
glomeration of bent vortex lines. Once again, all of these
solutions have not been previously identified as station-
ary states of the 3D NLS/GP model, to the best of our
knowledge.
IV. CONCLUSIONS & FUTURE CHALLENGES
Deflation reveals unknown and intriguing dynamical
states of a fundamental model for 3D Bose-Einstein con-
7densates. By building a priori knowledge of the linear
eigenstates into the deflation procedure, we are able to
identify a wide range of solutions. Many of the solu-
tions found can be characterized using these underlying
linear limits. However, deflation can also discover numer-
ous unexpected topological nonlinear states such as the
vortex ring with 2 vortex lines, or the coupled bent vor-
tex rings of Fig. 3. Despite their complexity, such states
may only be weakly unstable (thus potentially tractable
experimentally) and feature long-time dynamics consist-
ing of splittings and recombinations towards the origi-
nal state. Recent experimental advances have enabled
the formulation (painting) of arbitrary potentials [33],
the establishment of arbitrary density [34] or imposition
of controlled phase [35–37] patterns, and even the real-
ization of unstable (but sufficiently long-lived) complex
topological states such as vortex knots [38]. In light of all
these developments and their impact on vortex ring and
line dynamics [39–41], we expect that the states identified
in this work to be within reach of current state-of-the-art
experimental efforts.
As the nonlinearity of the model is increased, so is
the complexity of the available topological states; yet the
numerical methods discussed here appear to remain effi-
cient in this regime. They reveal not only solutions that
are generalizations of previous ones, but also vortex ring
lattices, cages, bent-connected-multivortex ring and line
patterns, and more. These warrant further study, topo-
logical classification and deeper physical understanding.
We believe that this technique paves the way for a wide
range of future exciting explorations in this and related
fields.
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Appendix A: BdG spectral decomposition
We decompose the steady-state solution φ0, eigenvec-
tor (a, b)>, and eigenvalue ρ into real and imaginary com-
ponents as φ0 = φ0r + iφ
0
c , a = ar + iac, b = br + ibc, and
ρ = ρr + iρc, respectively, and rewrite (7) asA11 0 B1 −B20 A11 B2 B1−B1 −B2 −A11 0
B2 −B1 0 −A11

aracbr
bc
 =
ρr −ρc 0 0ρc ρr 0 00 0 ρr −ρc
0 0 ρc ρr

aracbr
bc
 ,
(A1)
where B1 = (φ
0
r)
2 − (φ0c)2 and B2 = 2φ0rφ0c . The eigen-
values of the matrix on the right-hand side of (A1) are
ρr ± iρc (with multiplicity two). Therefore, solving a
real eigenvalue problem with the left-hand matrix of (A1)
yields the same eigenvalues and eigenvectors as the com-
plex eigenvalue problem (7). We use a Krylov–Schur
algorithm with a shift-and-invert spectral transforma-
tion [23], implemented in the SLEPc library [24], to solve
the following eigenvalue problem:A11 0 B1 −B20 A11 B2 B1−B1 −B2 −A11 0
B2 −B1 0 −A11

aracbr
bc
 = ρ
aracbr
bc
 , (A2)
where the matrices are real and ρ = ρr ± iρc is complex.
This problem is discretized with the same piecewise cubic
finite element method used to find multiple solutions with
deflation. The spectra of the states of Figs. 1 and 3 are
shown in Figs. 10 and 11, respectively.
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