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ABSTRAKT
Tato práce je zaměřena na problematiku virtuálních lokálních sítí. V prvních kapitolách
teoretické části jsou rozebrány základní i pokročilé možnosti správy a návrhu virtuálních
LAN sítí. Další kapitoly jsou věnovány metodám efektivní správy VLAN sítí a protokolu
Spanning Tree, zabraňujícího vzniku smyček v redundantní síti a jeho využití v sítích
VLAN. V praktické části byla technologie virtuálních lokálních sítí implementována na
experimentální síti, obsahující několik různých typů síťových zařízení. Na základě teoretic-
kých znalostí byla navržena laboratorní úloha pro potřebu výuky studentů bezprostředně
související s danou problematikou. Laboratorní úloha je dělena do několika úkolů, úkoly
jsou tvořené stylem, aby i student, méně znalý této problematiky byl schopen úspěšně
úlohu nakonfigurovat a otestovat.
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ABSTRACT
This thesis is aimed to the problems of virtual local networks. In the first chapters are ex-
plained both basic and advanced methods of designing and management of virtual LAN
networks. The following chapters are dedicated to the methods of effective management
VLAN networks and to the protocol Spanning Tree, preventing formation of loops in
redundant networks, and their exploitation in VLANs. The practical part describes the
application of the implementation of the technology of virtual local networks in experi-
mental network, containing various types of devices. Based on this theory, a laboratory
assignment has been designed for the training of the students in solving such problems.
The scope of the laboratory assignment is divided into simpler partial tasks, which even
a less advanced student should be able to configure and test.
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ÚVOD
V dnešní stále se rozvíjející době vzrůstají požadavky na lokální sítě. Netýká se
to pouze přenosových rychlostí, stability nebo možnostmi zabezpečení. Ale stále
častěji vznikají potřeby řešit i škálovatelnost již existujících sítí. V lepším případě,
kdy je nutné rozšířit stávající síť, se pouze vybuduje nová část sítě a propojí se s již
existujícím segmentem. Problémy ale většinou nastávají, když je zapotřebí měnit
topologii existující sítě, např. kvůli požadavku na oddělení určité části sítě od zbytku
sítě. Nejen že je to obvykle časově náročnější než vybudování nové sítě, ale může
nastat situace, kdy se za nějakou dobu objeví nové požadavky a tedy nutnost dalšího
přebudování sítě.
Naštěstí existuje technologie zvaná Virtuální lokální sítě (zkráceně VLAN), která
poskytuje možnost segmentace fyzické sítě na menší logické celky. Vytvořené logické
(virtuální) sítě se chovají stejně jako od sebe oddělené fyzické sítě, dokonce se s nimi
pracuje obdobně jako s fyzickou lokální sítí. Nejčastěji se používají pro oddělení
síťového provozu z různých částí sítě za účelem zvýšení bezpečnosti.
V práci jsou popsány principy a technologie spjaté s problematikou virtuálních
lokálních sítí, včetně popisu dynamické správy virtuálních LAN sítí. Na základě
poznatků je technologie VLAN implementována na experimentální sítí a navržena
laboratorní úloha.
Diplomová práce je rozdělena na dvě hlavní části, první část je teoretická a vě-
nuje se základním vlastnostem VLAN sítí, možnostmi jejich vytváření, distribucí
VLAN v celé sítí, formáty rámců a jejich zapouzdřením, metodami efektivní správy
virtuálních lokálních sítí a protokoly předcházející vzniku smyček v redundantním
zapojení sítě. Druhou polovinu tvoří praktická část, která je založena na experimen-
tální síti se dvěma přepínači s podporou VLAN, směrovačem a stanicí s operačním
systémem Linux. Na kterém také probíhala demonstrace vytváření a správy virtu-
álních lokálních sítí. Hlavním tématem praktické části je popis a návrh laboratorní
úlohy, která bude sloužit jako návod do předmětu Architektura sítí.
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1 VIRTUÁLNÍ LOKÁLNÍ SÍTĚ
Virtuální LAN (zkráceně VLAN) slouží k logickému rozdělení sítě nezávisle na fy-
zické topologii. Můžeme tedy síť segmentovat na menší podsítě uvnitř fyzické struk-
tury původní sítě. Pomocí VLAN můžeme dosáhnout stejného efektu, jako když
máme skupinu zařízení připojených do jednoho přepínače a druhou skupinu do ji-
ného přepínače, tím vzniknou dvě nezávislé sítě, které spolu nemohou komunikovat,
protože jsou fyzicky oddělené. Díky této technologii můžeme takovéto dvě sítě vy-
tvořit na jednom nebo několika propojených přepínačích. Jde o dělení sítě už na
úrovni 2. vrstvy ISO/OSI modelu.
Na obr. 1.1 je zobrazena jednoduchá síť se dvěma přepínači a několika koncovými
zařízeními. Pokud bychom si z obrázku odmysleli virtuální LAN sítě, mohla by spolu
komunikovat všechna koncová zařízení bez nějakého omezení. Např. bezdrátoví kli-
enti by mohli mít přístup ke službám firemního serveru, mohli by sdílet soubory
s počítači v ethernetové síti atd. Při použití VLAN, mohou mezi sebou komuniko-
vat pouze zařízení, která spadají do stejných skupin. Zařízení ve skupině VLAN10
reprezentují vedení firmy, VLAN20 představuje zaměstnance, VLAN30 jsou VoIP
telefony a VLAN40 je bezdrátová síť pro hosty. Z takového rozdělení vyplývá, že síť
zaměstnanců a síť vedení mezi sebou nemohou přímo komunikovat, ale obě sítě mají
přístup k firemnímu serveru a mohou tak využívat jeho služeb. Bezdrátoví klienti
nemají přístup do ethernetové sítě vůbec, mohou pouze na internet (v obrázku není
vyznačeno). Takové rozdělení může být jedním ze základních bezpečnostních prvků
lokální sítě, protože od sebe můžeme oddělit provoz z různých částí sítě.
V praxi samozřejmě často potřebujeme realizovat komunikaci mezi těmito virtu-
álními sítěmi. S VLAN můžeme pracovat stejně jako s normálními sítěmi, můžeme
tedy mezi nimi použít jakýkoliv způsob směrování. Často se využívá L3 přepínač 1
pro směrování mezi VLAN tzv. inter-VLAN routing.
1.1 Zařazení do VLAN
Přiřazení do VLAN se nastavuje typicky na přepínači (pouze v některých speciálních
případech přichází označená komunikace přes trunk2 z jiného zařízení). Na přepí-
načích, které podporují VLAN, vždy existuje alespoň jedna výchozí VLAN číslo 1,
kterou není možno smazat či vypnout. Pokud nenastavíme jinak, tak jsou všechny
porty a tedy veškerá komunikace zařazena do VLAN 1. Stanice v rámci virtuální
sítě nejsou vázány na fyzické umístění, ale jsou seskupovány do celků podle potřeby,
1přepínač pracující na třetí vrstvě OSI modelu












Obr. 1.1: Logické rozdělení sítě
i když fyzicky mohou být v různých segmentech sítě. Pro zařazení komunikace do
VLAN existují čtyři základní metody:
• podle portů,
• podle fyzické MAC adresy,
• podle adresy 3. vrstvy,
• a podle skupinové adresy (multicast).
Další možností je zařazení podle autentizace3. Princip této metody je následu-
jící, uživatel nebo zařízení se ověří pomocí protokolu IEEE 802.1x a podle informací
se automaticky umístí do VLAN. Je to primárně bezpečnostní metoda, která řídí
přístup do sítě, ale po rozšíření slouží i pro virtuální LAN sítě. Jde o velmi zajíma-
vou a univerzální metodu. Nezáleží ani na fyzickém zařízení ani na místě zapojení.
K ověřování se používá RADIUS server, který obsahuje mapování uživatelů na sítě
VLAN a tyto informace poté zašle po úspěšné autentizaci přepínači. U této metody
je možné nastavení, že v případě, kdy není uživatel autentizován, tak je zařazen do
speciální „hostovské“ VLAN. [1]
3proces, při kterém se ověřuje, zda je uživatel nebo entita opravdu ten, za koho se vydává
12
1.1.1 Přiřazení podle portů
Rozdělení zařízení do jednotlivých VLAN je provedeno na základě čísel portů pří-
slušných přepínačů. Podle obr. 1.2 porty 1,2,6 a 7 přepínače A a porty 1,6 a 7 pře-
pínače B tvoří VLAN10, porty 3,4,5,8 přepínače A a porty 2,3,5,8 přepínače B tvoří
VLAN20.
Porty přepínače jsou napevno zařazeny do určité VLAN. Veškerá komunikace,
která přichází na tyto porty, spadá do zadané virtuální LAN sítě. To znamená, že
pokud do portu připojíme další přepínač, tak všechny zařízení připojená k němu
budou v jedné virtuální LAN síti. Jedná se o nejrychlejší a nejpoužívanější řešení,
není třeba nic vyhodnocovat pro zařazení do VLAN.




Přepínač A Přepínač B
Obr. 1.2: VLAN se členstvím podle portů
1.1.2 Přiřazení podle MAC adresy
Rámce respektive porty se zařadí do VLAN podle zdrojové MAC adresy koncového
zařízení. Musíme tedy spravovat tabulku se seznamem MAC adres pro každé zařízení
spolu s číslem sítě VLAN. Výhodou je, že se jedná o dynamické zařazení, takže
pokud přepojíme zařízení do jiného portu, automaticky se zařadí do správné virtuální
lokální sítě.
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Existují zde dvě možnosti, jak tato metoda funguje. Buď se podle zdrojové MAC
adresy prvního rámce nastaví zařazení portu do příslušné VLAN a toto nastavení
zůstane, dokud se port nevypne nebo se každý rámec zařazuje samostatně do VLAN
podle MAC adresy, toto řešení je však velmi náročné na výkon.
1.1.3 Přiřazení podle adresy 3. vrstvy
Takto definované virtuální sítě jsou založeny na informacích ze síťové vrstvy podle
ISO/OSI modelu. V multiprotokolových sítích mohou být přiřazeny uzly do jednot-
livých VLAN podle provozovaných síťových protokolů nebo např. v sítích TCP/IP
podle IP adresy nebo rozsahu. Zařízení musí mít napevno definovanou IP adresu a
přepínač se musí dívat do třetí vrstvy, to způsobí zpomalení průchodu rámce přepí-
načem.
Způsob definice VLAN podle síťové vrstvy má také zřejmé výhody. Patří mezi
ně mobilita uživatelů či přesněji řečeno jejich stanic bez nutnosti překonfigurování
členství ve VLAN, možnost vytváření skupin specifických pro jistou službu nebo
aplikaci a eliminaci potřeby značkování rámců informací o členství ve VLAN při
vzájemné komunikaci přepínačů.
1.1.4 Přiřazení podle multicastové adresy
Multicast je členství podle skupinového adresování. Skupinově adresovaný paket (IP
adresa třídy D) je zasílán na všechny členy dynamicky vytvořené skupiny. Členství ve
skupině se vytváří tak, že uzel kladně odpoví na oznámení existence skupiny. Skupina
pak tvoří dynamickou VLAN síť, ze které se uzly skupiny průběžně přihlašují a
odhlašují. [2]
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2 KOMUNIKACE V RÁMCI VLAN
Existují dvě situace, kdy se při komunikaci řeší příslušnost k VLAN síti. Je to při
komunikaci v rámci jednoho přepínače nebo při výměně informací mezi několika
přepínači. Při použití jednoho přepínače je situace jednoduchá, přepínač si v ope-
rační paměti uchovává informace, do které virtuální LAN patří daná komunikace,
respektive port a povoluje pouze předávání rámců mezi správnými porty.
Při použití topologie s více přepínači chceme, aby se informace o zařazení do
VLAN neztratila při přechodu na jiný přepínač, tedy abychom v celé naší síti mohli
využít stejné VLAN sítě a nezáleželo, do kterého přepínače je zařízení připojeno.
V dnešní době existuje několik technologií, které to dokáží, např. proprietární pro-
tokol ISL (Inter-Switch Link) od firmy Cisco, který je ale možné použít jen na
Cisco zařízení, protokol je podrobněji popsán v následující kapitole. Dále existuje
standard IEEE 802.1Q, který využívá značkování (tagování) ethernetových rámců.
Komunikace se značkuje jen ve chvíli, kdy je to třeba. Takže dokud probíhá výměna
informací v rámci jednoho přepínače a připojených zařízení, tak se nic nepřidává.
Teprve, když chceme poslat komunikaci dalšímu přepínači, tak ji označíme. Od-
chozí komunikace se taguje na portu, kterému se říká trunk port. Tento port přenáší
více (vybraných) VLAN viz obr. 2.1, a aby je mohl odlišit, tak je značkuje. Tento











Obr. 2.1: Trunk port
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2.1 Inter-Switch Link
Inter-Switch Link je proprietární protokol od společnosti Cisco používaný v sítích
Fast a Gigabit ethernet. Slouží k přenosu informací o VLAN mezi přepínači. Dokáže
skrze trunk port poslat informace o několika virtuálních sítích. Původní ethernetový
rámec na straně vysílače není nijak změněn, ale zabalí se do nového rámce a přidá se
ISL hlavička dlouhá 26 bajtů a kontrolní součet s délkou 4 bajty (FSC), viz obr. 2.2.
ISL hlavička nese informace o přenášených VLAN, typu původního zapouzdřeného
rámce, zdrojovou a cílovou MAC adresu, prioritu atd. Navzdory tomu, že se velikost
původního rámce zvětší o 30 bajtů, nezvýší se zpoždění dat mezi trunk linkami. ISL










6 bajtů 6 bajtů 2 bajty 46 – 1500 bajtů 4 bajty




Nový rámec – 94 až 1548 bajtů
26 bajtů 4 bajty
Obr. 2.2: Ethernetový rámec zabalený do ISL hlavičky
2.1.1 ISL hlavička
ISL hlavička je dlouhá 26 bajtů a skládá se z 11 dalších položek, mezi nejdůležitější
části patří:
• Cílová adresa (DA) – pole dlouhé 40 bitů, obsahuje multicastové adresy, nej-
častěji 0x01-00-0C-00-00 nebo 0x03-00-0C-00-00. Slouží k tomu, aby přijímač
poznal že se jedná o ISL rámec.
• Typ pole (TYPE) – slouží k identifikaci původního nezabaleného rámce.
Jeho délka je 4 bity. Hodnota 0000 značí Ethernet, 0001 – Token-Ring, 0010
– FDDI, 0011 – ATM.
• Uživatelsky definované pole (USER) – 4 bity dlouhé pole, sloužící k roz-
šíření významu pole TYPE. Pro ethernetové rámce slouží toto pole k určení
priority pří průchodu přes přepínač.
• Zdrojová adresa (SA) – podle dlouhé 48 bitů, obsahuje zdrojovou MAC
adresu portu přepínače odkud byl rámce odeslán.
• VLAN – nejdůležitější položka o délce 15 bitů, slouží k identifikaci do které
VLANy rámce patří.
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• Bridge Protocol Data Unit (BPDU) – také velmi důležité pole s délkou
pouze 1 bit. Slouží k identifikaci BPDU1 paketů zapouzdřených do ISL rámce.
[4]
2.2 IEEE 802.1Q tagging
Protokol IEEE 802.1Q slouží k předávání informací o zařazení do VLAN mezi pře-
pínači. Jde o standardizovaný protokol, který podporují všechny moderní přepínače
s podporou VLAN. Funguje na principu tzv. tagování (značkování) rámců. Protokol
vkládá do hlavičky ethernetového rámce 32-bitovou položku, která definuje virtuální
síť a umožňuje tak rozdělit fyzickou síť na více logických sítí. Označené ethernetové
rámce jsou pak doručeny pouze těm zařízením, která patří do dané virtuální LAN
sítě. Označit rámec může již vysílající stanice, případně značku může přidat (nebo
odebrat) přepínač. Port, který příchozí komunikaci značkuje a z odchozí komunikace
značku odebírá, se nazývá jako access port. Do takového portu se připojují koncová
zařízení, která vlastně ani nemusí vědět, že jejich komunikace probíhá v rámci nějaké
virtuální LAN sítě. Standard také definuje ustanovení pro QoS priorizaci známou
jako IEEE 802.1p. [6]
2.2.1 Formát rámce
Protokol 802.1Q nezabaluje původní ethernetové rámce do nového rámce tak jako
to dělá ISL. Místo toho přidává 32-bitovou položku mezi zdrojovou MAC adresu a
pole Typ/délka (tato položka indikuje jaký protokol je zabalen v rámci) původního
paketu viz obr. 2.3, minimální velikost rámce zůstává nezměněná 64 bajtů 2 a zvětšuje
se maximální velikost rámce z 1518 bajtů na 1522 bajtů.
Hlavička 802.1Q obsahuje 2 bajty, které slouží pro identifikaci protokolu (TPID)
a 2 bajty pro řídící informace (TCI) které se dále dělí na PCP, DEI a VID pole.
• Tag Protocol Identifier (TPID) – 16-bitové pole nastaveno na hodnotu
0x8100 s cílem určit rámec jako tagovaný. Pro zařízení, která pracují s VLAN
je to identifikátor toho, že další dva oktety ponesou informace o VLAN. Toto
pole je tedy na stejné pozici jako položka Typ/délka neoznačeného rámce.
• Priority Code Point (PCP) – obsahuje tříbitovou (0 - best efford, 7 - nej-
vyšší priorita) hodnotu uživatelské priority rámce. Priorita určuje, do jaké
fronty daný rámec zařízení zařadí. Nejčastěji nastavuje pro časově závislé
služby jako např. VoIP.
1zprávy zasílané mezi přepínači při použití Spanning Tree Protocolu
2při použití 802.1Q se mění minimální velikost užitečných dat (payload) na 42 bajtů
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• Drop Eligible Indicator (DEI) – jednobitové pole označuje, které rámce
mohou být zahozeny při přetížení.
• VLAN Identifier (VID) – 12-bitové pole, které specifikuje do které VLAN
rámec patří. Z toho vyplývá, že je možné použít maximálně 4096 různých
VLAN, ale z nich jsou ještě dvě hodnoty (0x000 and 0xFFF) rezervovány.
Rezervovaná hexadecimální hodnota 0x000 značí, že rámec nepatří do žádné

































Obr. 2.3: Vložení 802.1Q tagu do ethernetového rámce
2.2.2 Q-in-Q
Technologie VLAN je dnes velmi populární a spousta metropolitních poskytovatelů
internetového připojení má tuto technologii implementovanou ve své síti. Když si
tedy zákazník objedná spoj od ISP3, obdrží vlastně jen jednu VLAN. Co když ale
bude chtít zákazník po tomto spoji také přenášet své tagované rámce a tedy jedním
spojem přenášet více VLAN. Jedním z řešení je požádat poskytovatele o přidělení
více než jedné VLAN sítě, což ale vzhledem k relativně malému množství VLAN
(212−2) není ideální řešení. Právě pro tyto účely, kdy je potřeba přenášet skrze exis-
tující VLAN další virtuální LAN sít, vznikla technologie zvaná jako Q-in-Q (IEEE
802.1ad).
Základní myšlenka je jednoduchá, již jednou otagovaný rámec nesoucí informaci
o sítí VLAN, je označkován znovu s informacemi o další virtuální LAN síti. Rámec
3zkratka pro Internet service provider, v češtině Poskytovatel internetového připojení
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tedy bude obsahovat 2 VLAN hlavičky viz obr. 2.4. Vnější 802.1Q hlavička repre-
zentuje VLAN poskytovatele připojení a označuje se jako S-TAG (service tag) a je
hned za zdrojovou MAC adresou. TPID položka je u S-TAG hlavičky nastavená na
hodnotu 0x88A8. Za ní následuje vnitřní hlavička, označovaná jako C-TAG (cus-
tomer tag) to je tedy hlavička nesoucí informaci o zákazníkově virtuální LAN síti.
Díky tomu také vzroste maximální počet VLAN zhruba na 16 milionů (224− 2). Na
této technologii je jedna velmi zajímavá skutečnosti, že Q-in-Q nemusejí podporo-
vat ani zařízení zákazníka, ani všechna zařízení poskytovatele na trase, ale pouze ta
zařízení, která provádějí druhé označení rámce (a pochopitelně zároveň jeho odzna-
čení v opačném směru), těmto zařízení se říká hraniční (edge) prvky. Ostatní prvky
na cestě si přečtou pouze vnější S-TAG a další obsah rámce je nezajímá. Je do-
konce možné značkovat rámce i vícekrát než dvakrát, ale většina zařízení podporuje
pouze dvojité (některé i trojité) otagování, pro další značkování si stejně nedovedu























































Q-inQ - 2x otagovaný rámec
Obr. 2.4: Vložení dvojitého 802.1Q tagu do ethernetového rámce
Příklad použití je uvedený na obr. 2.5. Zákazník, který má dvě geograficky od-
dělené lokality A a B, které jsou propojeny přes poskytovatele ISP. V obou sítích
má implementovanou technologii VLAN pro separaci zařízení, ale chce, aby zařízení
v rámci VLAN mohla komunikovat i mezi lokalitami A i B, potřebuje tedy zachovat
informace o VLAN i během přenosu přes síť poskytovatele. Princip je tedy takový,
hraniční prvek zákazníkovy sítě (CE A) odesílá na poskytovatelův prvek (PE 1)
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rámce s hlavičkou VLAN A nebo VLAN B podle toho z jaké virtuální lokální sítě
probíhá právě komunikace. PE 1 tyto rámce přijme a přidá k nim další VLAN hla-
vičku, VLAN Q je virtuální lokální síť, která se používá v rámci sítě poskytovatele.
Rámce tedy prochází přes síť poskytovatele a obsahují dvě VLAN hlavičky (VLAN Q
a VLAN A/VLAN B), zařízení poskytovatele nahlíží pouze do hlavičky VLAN Q.
Jakmile rámce dorazí na PE 2, je hlavička VLAN Q z rámců odstraněna a na zaří-
zení CE B dojdou rámce pouze s jednou VLAN hlavičkou zákazníka, které jsou již
běžně zpracovány v síti. Virtuální LAN sítě zákazníka a VLAN sítě poskytovatele






















Obr. 2.5: Vložení dvojitého 802.1Q tagu do ethernetového rámce
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3 PRIVATE VLAN
Private VLAN (zkráceně PVLAN) je technika, která poskytuje L2 izolaci mezi porty
ve stejné virtuální lokální síti. Výsledkem je, že klienti jsou ve stejném IP subentu
a stejné síti VLAN, mají stejný adresný rozsah, ale nemohou spolu komunikovat.
Tím se také virtuální LAN síť rozdělí na řadu izolovaných broadcast domén nebo
subdomén (nešíří se ani broadcasty a multicasty). Pokud potřebujeme komunikovat
mezi některými porty, nejčastěji budeme chtít aby všechny „klientské“ porty mohly
komunikovat s uplink1 portem, tak můžeme využít speciální porty (promiskuitní
porty), na které je možná normální komunikace viz obr. 3.1.
Základní myšlenka je, že Private VLAN není pouze jedna VLAN, ale je to sku-
pina minimálně dvou virtuálních lokálních sítí. Takže pro vytvoření jedné PVLAN
spotřebujeme minimálně dvě čísla VLAN, ale zde můžeme umístit třeba deset růz-
ných klientů, pro které bude vše vypadat, jako by byli sami ve své VLAN síti.
Abychom mohli zajistit různé chování (různý stupeň komunikace) pro různé klienty,
tak využíváme několik typů PVLAN a portů. V rámci PVLAN máme porty tří typů
a podle toho se omezuje jejich komunikace. Jedná se o:
• Promiscuous (P-Port) – port náleží primární VLAN a může komunikovat
se všemi rozhraními, včetně komunitních a izolovaných portů, které náleží
sekundárním VLAN. Obvykle je k němu připojený směrovač nebo firewall, jde
tedy o linku do internetu nebo o trunk port.
• Isolated (I-Port) – tradiční PVLAN port, kompletní L2 oddělení od ostat-
ních portů ve stejné privátní VLAN, může komunikovat pouze s promiskuit-
ními porty. I-Porty jsou přiřazeny do sekundární VLAN.
• Community (C-port) – dovoluje komunikaci s P-Porty a ostatními porty ve
stejné sekundární Komunitní VLAN. Komunitní porty náleží do sekundární
VLAN.
PVLAN je tvořena jedním nebo více páry VLAN, kdy je použita vždy stejná
primární VLAN a rozdílná sekundární VLAN. Sekundární VLAN může být buď
izolovaná, nebo komunitní. Takže ve výsledku máme tři různé typy VLAN, které se
mohou použít při tvorbě PVLAN.
• Primární VLAN – zapouzdřuje celou strukturu a umožňuje komunikaci s P-
porty, v rámci PVLAN je pouze jedna. Každý port v private VLAN je jejím
členem. Primární VLAN přenáší jednosměrný provoz z promiskuitních portů
k izolovaným a komunitním portům.
• Sekundární Izolovaná VLAN – obsahuje I-Porty, které spolu nemohou
komunikovat, v rámci PVLAN je pouze jedna. Sekundární Izolovaná VLAN
1port připojený k routeru, firewallu atd. Jde o port kterým se dostaneme do internetu.
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přenáší jednosměrný provoz od členů izolované VLAN k promiskuitním por-
tům.
• Sekundární Komunitní VLAN – obsahuje C-Porty, které mezi sebou mo-
hou komunikovat (jedná se o jednu komunitu), v rámci PVLAN můžeme mít
více nezávislých komunit. Komunitní VLAN přenáší provoz z komunitních







Obr. 3.1: Znázornění komunikace v PVLAN
Z obr. 3.1 je vidět, že všechny porty mohou komunikovat s promiskuitním por-
tem, mezi sebou také mohou komunikovat porty ve stejné komunitě, ale komunikace
mezi různými komunitami není možná. Izolované porty mohou komunikovat pouze
s promiskuitním portem.
Private VLAN je vhodné řešení pro ISP, kdy se řeší problém s maximálním
počtem VLAN a adresováním, můžeme použít stejný adresný rozsah a jedinou VLAN
pro více klientů. Klienti budou mít přístup k uplink (promiskuitnímu) portu, ale
navzájem budou nedosažitelní. Podobná izolace portů se využívá i u ADSL DSLAMu
založených na ethernetových sítích.
Private VLAN, stejně jako běžná VLAN může být rozložena na několika přepína-
čích. Trunk linky mezi přepínači přenáší primární i sekundární VLAN. Na obr. 3.2 je
tato situace znázorněna, v síti existuje jediná primární VLAN s ID 100, sekundární
komunitní VLAN 201 a sekundární izolovaná VLAN 202. Zařízení ve VLAN 202
spolu nemohou navzájem komunikovat a jsou od sebe odděleny na druhé vrstvě
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ISO/OSI modelu. Pokud bychom podobného chování chtěli dosáhnout bez PVLAN,
muselo by být každé zařízení v samostatné VLAN síti. Počítače náležící do komu-





VLAN100 - Primární VLAN
VLAN201 - Sekundární komunitní VLAN
VLAN202 - Sekundární izolovaná VLAN
Trunk linka, přenáší 
provoz z VLAN 100, 
201 a 202
Obr. 3.2: PVLAN napříč přepínači
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4 EFEKTIVNÍ SPRÁVA SÍTÍ VLAN
Při nasazení technologie virtuálních lokálních sítí většinou chceme, aby vytvořené
VLAN sítě existovaly v celé naší síti. Abychom mohli s virtuálními LAN sítěmi
pracovat, musí být vytvořeny na každém přepínači. Při menším počtu přepínačů,
tyto VLAN sítě na každém přepínači můžeme nakonfigurovat ručně, ale při velkém
množství zařízení to může být dost časově náročné. Hlavně při změnách je nutné
zanést všechny změny ručně do všech zařízení.
Druhou možností, jak spravovat virtuální sítě na několika přepínačích je vyu-
žití některého protokolu k přenášení informací o VLAN sítích mezi přepínači. Jed-
ním z nejpoužívanějších protokolů pro tyto účely je proprietární VLAN Trunking
Protocol (zkráceně VTP) od firmy Cisco. Nebo standardizovaný Multiple VLAN
Registration Protocol (MVRP), který je podmnožinou protokolů MRP (Multiple
Registration Protocol) definovaných jako IEEE 802.1ak a který nahrazuje dnes již
zastaralý, ale stále velice rozšířený protokol GVRP (GARP VLAN Registration Pro-
tocol).
4.1 VTP
VLAN Trunking protokol byl vyvinut firmou Cisco pro usnadnění správy virtuálních
lokálních sítí. Jde o protokol pracující na linkové vrstvě, který slouží k přenášení
informací o VLAN sítích mezi přepínači. Základním prvkem je tzv. VTP doména,
která je tvořena jedním nebo více síťovými zařízeními, které mají nastaveno stejné
jméno domény a jsou propojeny pomocí trunku. Změny v konfiguraci se přenáší jen
v rámci domény, proto může být vhodné mít v síti více VTP domén, protože pokud
bychom se dopustili chyby při konfiguraci, tato chyba se nerozšíří do celé sítě, ale
promítne se jen v rámci VTP domény. VTP doména je řízena z jednoho centrálního
prvku (Server režim), na kterém se prování konfigurační změny jako vytváření nové
VLAN sítě, mazání nebo přejmenování. Změny se poté automaticky distribuují do
ostatních prvků v doméně. Přepínač ve VTP doméně může být ve třech různých
režimech: [10]
• Server – v tomto režimu můžeme vytvářet, modifikovat, mazat VLAN sítě a
nastavovat další věci související s VTP doménou, jako verzi VTP protokolu
nebo jméno VTP domény. Server poté propaguje konfiguraci VLAN na ostatní
přepínače, pomocí tzv. Advertisement paketů, ve stejné VTP doméně a tím
synchronizuje nastavení VLAN na všech prvcích. Server rozesílá přes trunky
VTP advertisements (oznámení) každých 5 minut nebo při změně konfigurace.
Server udržuje konfigurační revizní číslo (configuration revision number), které
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při každé změně zvýší o jedna. Klient při synchronizaci porovnává svoje a při-
jaté číslo a pokud se verze liší, provede změny obsažené ve VTP advertisements
zprávě. Ve výchozím režimu jsou všechny přepínače ve stavu VTP serveru. [12]
• Klient – přijímá konfiguraci ze serveru, udržuje lokální kopii všech VLAN,
kterou však nelze měnit. Je tedy v pasivním režimu, kdy pouze přímá a pře-
posílá VTP informace dalším sousedům přes trunk port. [12]
• Transparentní – neúčastní se VTP, pracuje samostatně, může vytvářet i ma-
zat VLAN, ale změny jsou pouze lokální. VTP a VLAN konfigurace je uložena
v NVRAM. Přepínač v transparentním režimu také přeposílá VTP advertise-
mens od Serveru, ale do sítě neposílá žádné informace o svojí konfiguraci.
4.1.1 VTP Advertisements
VTP Advertisements (oznámení) rozesílají všechny přepínače, které jsou součástí
VTP domény na své trunk porty a informují tak ostatní přepínače v doméně. Ozná-
mení nesou informace o sítích VLAN, čísle revize a parametrů VLAN. VTP oznámení
se posílají jako multicastové rámce. Oznámení se dále dělí na 3 typy zpráv:
• Summary Advertisement – tato zpráva nese informace o názvu VTP do-
mény a čísla revize, ve výchozím stavu je rozesílána v intervalu 300 sekund
nebo při změně konfigurace. Když přepínač přijme tuto zprávu, porovná jméno
své VTP domény a jméno ve zprávě, pokud se liší, je informace zahozena. Když
jsou VTP domény shodné, porovná se číslo revize ze zprávy s číslem ulože-
ném v přepínači, pokud je revize přepínače vyšší nebo stejná, paket je opět
ignorován. Když je revize přepínače nižší než revize ve zprávě, přepínač odešle
Advertisement request (dotaz), kterým žádá o nové konfigurační informace.
• Subset Advertisements – když provedeme změnu v konfiguraci na přepínači
ve stavu Server, zvýší se číslo revize a odešle se Summary Advertisement zpráva
následovaná Subset Advertisements zprávou která obsahuje seznam informací
o VLAN sítích.
• Advertisement Requests – přepínač v režimu klient rozesílá tuto zprávu,
když se změní jméno VTP domény nebo když přijatá revize je vyšší než revize
přepínače. Po obdržení této zprávy sousední VTP zařízení odešle Summary
Advertisement zprávu, kterou následují zprávy Subset Advertisements nesoucí
nové informace o VLAN sítích. [10]
4.1.2 VTP Pruning
VTP Pruning je poměrně zajímavá vlastnost, která zabrání odesílání zbytečných
paketů (broadcast, multicast, neznámé) na přepínače, kde není žádný port v dané
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síti VLAN a ani přes něj nevede funkční cesta dál. Trunk linky mezi přepínači ve
výchozím stavu přenáší broadcastovou komunikaci na každý přepínač v síti, bez
ohledu na to do které VLAN sítě daný broadcast patří. To způsobuje zbytečný
provoz a v rozsáhlých sítích to může být veliký problém. [11]
Na obr. 4.1 je na levém přepínači A na portu přiřazeném do VLAN2 rozesílán
broadcast do sítě. Přepínač A přirozeně rozešle rámce na všechny porty přiřazené
do stejné VLAN sítě, jako ze které byl broadcast poslán. Kromě toho je ještě broad-
cast poslán do trunk portu, aby byl rozeslán na všechny porty v síti, které patří
do VLAN2. Kořenový přepínač D rozešle broadcast rámce dále pomocí trunků na
přepínač B a přepínač C. Jelikož přepínač B má port nakonfigurovaný ve VLAN2
může informaci doručit. Na přepínači C není nakonfigurovaná žádná VLAN2 a tedy
broacast bude přepínačem zahozen. Rámec byl tedy na přepínač C poslán zcela zby-
tečně a pouze vytěžoval síť. Pokud by byla takováto síť několikrát větší a složitější,
mohl by být poměr zahozených a tedy zcela zbytečných broadcast paketů poměrně
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Obr. 4.1: Šíření broadcastu v sítích VLAN bez VTP pruning
Pokud bychom na přepínačích zapnuli podporu VTP pruningu, tak by broad-
cast nebyl na přepínač C vůbec poslán. Rámce by byly posílány pouze skrze trunk




GARP VLAN Registration Protocol patří do skupiny standardů GARP (Generic
Attribute Registration Protocol), která slouží jako obecný framework v přepínaných
sítích pro registraci atributů jako VLAN ID nebo členství v multicastových skupi-
nách. GARP definuje strukturu, pravidla provozu a proměnné pro registraci a rušení
registrace hodnot atributů.
GVRP dovoluje síťovým zařízením sdílet VLAN informace a umožňuje mezi pře-
pínači dynamicky zjišťovat některé konfigurační VLAN atributy, které by jinak mu-
sely být ručně nakonfigurovány na jednotlivých přepínačích. GVRP pracuje pouze
na 802.1Q trunk spojích. Protokol usnadňuje konfiguraci síťových prvků v síti, není
tedy nutné vytvářet VLAN sítě na všech přepínačích, ale pouze na některých a do
ostatních prvků se informace o vytvořených VLAN přenesou dynamicky skrze trunk
linky. [13]
Na obr. 4.2 je zobrazena síť se sedmi přepínači, které jsou vzájemně propojeny.
Požadujeme, aby v celé síti bylo vytvořeno 20 VLAN sítí a aby bylo možné propojit
virtuální lokální sítě skrze celou topologii sítě. Běžně by bylo nutné, aby administrá-
tor vytvořil na každém přepínači požadované sítě VLAN, v našem případě by tedy
na všech sedmi přepínačích vytvořil 20 statických VLAN a nakonfiguroval potřebné
trunk porty, které budou přenášet tyto virtuální lokální sítě. Při použití protokolu
GVRP však stačí mít nakonfigurované pouze přepínače A a G a samozřejmě na všech
přepínačích po cestě zapnutou podporu GVRP. Poté začnou hraniční prvky do sítě
šířit informace o svých statických VLAN sítích a ostatní přepínače si tyto virtuální
lokální sítě vytvoří dynamicky a také nakonfigurují potřebné trunk porty. Pouze
porty, které přijmou Join message jsou dynamicky zařazené do VLAN, z obrázku
je také patrné, že např. přepínač B registroval „zelený“ port podle zpráv přijatých
z přepínače A, ale „oranžové“ porty registroval do VLAN na základě zpráv z přepí-
nače G.
4.2.1 Typy zpráv a časovače
Výměna informací mezi účastníky1 GVRP probíhá pomocí GARP protocol data
unit (PDU), která definuje několik typů zpráv a časovačů.
1. Join messages – účastník GVRP posílá pomocí těchto zpráv informace o atri-
butech, které může sdílet s dalším účastníkem. Zpráva obsahuje, jak atributy,
které jsou ručně lokálně nakonfigurovány, tak informace které se dynamicky
naučil od jiného účastníka. Join zprávy se dále dělí na:
1port na kterém je zapnutá podpora GVRP a je zapojen do výměny GARP zpráv
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Obr. 4.2: Použití GVRP
• JoinEmpty – zpráva deklaruje atributy, které nejsou nakonfigurovány na
místním účastníkovi.
• JoinIn – deklaruje atributy, které již byly zaregistrovány s místním účast-
níkem.
2. Leave messages – účastník posílá tento typ zpráv ke zrušení registrace svých
atributů z ostatních zařízení. Zpráva se rozesílá také, pokud účastník přijme
Leave zprávu od jiného účasníka, nebo když dojde k ruční změně atributů na
zařízení. Leave zprávy se také dále dělí:
• LeaveEmpty – zpráva slouží k odregistrování atributů, které nebyly regis-
trovány na místním účastníkovi.
• LeaveIn – zruší registraci atributů, které byly registrovány na místním
účastníkovi.
3. LeaveAll message – zpráva slouží k odregistrování všech atributů ze všech
členů GVRP. Tato zpráva je posílána periodicky, aby zabránila v síření neplat-
ných (již nepoužitých) atributů. [14]
Řízení těchto zpráv mají za úkol časovače. Časovač je vždy nastaven na nějakou
hodnotu a po vypršení této hodnoty se odešle některá z výše uvedených zpráv.
Existuje několik typů časovačů:
1. Join timer – specifikuje interval pro posílání Join messages. Aby byla za-
jištěna spolehlivost, účastník GVRP může posílat Join messages dvakrát. Po
odeslání první zprávy se spustí Join timer, pokud dorazí před vypršením ča-
sovače zpráva JoinIn, účastník již neposílá druhou zprávu, jinak odešle Join
message znovu.
2. Hold timer – časovač určuje interval pro posílání Join messages a Leave
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messages. Když se změní konfigurace na účastníkovi, změna se nepropaguje do
sítě okamžitě, ale čeká právě na vypršení tohoto časovače.
3. Leave timer – časovač se spouští po obdržení Leave nebo LeaveAll message,
po jeho vypršení se odregistrují atributy uvedené ve zprávách. Tento časovač
se používá proto, protože Leave messages neobsahují informace o tom, jestli
atributy nesené ve zprávy byly zrušeny na jednom nebo na všech účastnících
GVRP, proto účastník musí počkat, aby se ujistil, že atributy nesené ve zprávě
byly zrušeny na všech prvcích.
4. LeaveAll timer – Po spuštění GVRP protokolu se spouští i tento časovač,
po vypršení tohoto časovače se do sítě odešle zpráva LeaveAll pro zrušení re-
gistrace všech parametrů. Opakování tohoto časovače se nastavuje náhodně
z intervalu ručně nastavené doby LeaveAll časovače a jeho jeden a půl násob-
kem. [13]
4.2.2 Struktura GARP PDU
Na obr. 4.3 je znázorněna struktura GARP protocol data unit, která je dále zabalena
do ethernetového rámce2. Pole Protocol ID určuje, zda se jedná o protokol GVRP,
který má hodnotu 0x0001 nebo GMRP. Poté následuje pole Messages, které může
obsahovat několik zpráv, každá nesoucí typ atributu, např. hodnota 0x01 určuje
VLAN ID, a seznam atributů. Každý atribut dále obsahuje pole informující o veli-
kosti atributu v bajtech Attribute Length, událost kterou atribut vyvolá (LeaveAll,
JoinEmpty, JoinIn, LeaveEmpty, LeaveIn) a samotnou hodnutu atributu např. VID.
Protocol ID Message 1 End Mark
2 bytes
Attribute Type Attribute List













Attribute List  
structure
Attribute  structure
Obr. 4.3: GARP PDU
2zabalení do 802.3 není uvedeno v obrázku
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Na obr. 4.4 je zachycen paket pomocí paketového analyzátoru Wireshark, včetně
vyznačených důležitých částí. Na obrázku je zachycena GARP PDU, která nese
informace o GVRP protokolu (červená barva) a obsahuje jednu zprávu. Typ atri-
butu je nastaven na VID (zelená) následované seznamem tří atributů, každý atribut
s událostí JoinIn a hodnotou VID.
Obr. 4.4: Wireshark - GVRP PDU
4.3 MVRP
Multiple VLAN Registration Protocol pracuje na druhé vrstvě ISO/OSI modelu
a poskytuje metody k dynamickému sdílení VLAN informací a konfigurace mezi
přepínači. Pracuje velmi podobně jako VTP, jen není založený na architektuře klient-
server, ale každý přepínač může distribuovat provedené změny dále do sítě. Např.
když přidáme na přístupovém přepínači porty do nové VLANy, automaticky se na
prvcích, které mají zapnutou podporu MVRP překonfiguruje nastavení trunk linek
mezi přepínači. Jinak bychom museli ručně u každého přepínače zanést do trunk
portu podporu pro novou VLAN síť.
Pokud nastane nějaká změna VLAN konfigurace na přepínači s podporou MVRT,
odešle informace pomocí PDU (protocal data unit) všem členům v aktivních VLAN
sítích. Odesílání a příjem PDU nesoucí aktualizované informace o VLAN řídí časo-
vače. MVRT také podporuje VLAN pruning a tím předchází zbytečným zatěžováním
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nežádoucím provozem, který by se jinak pomocí trunků šířil i na přepínače spravu-
jící jiné VLAN sítě. MVRP používá efektivnější PDU a protokol poskytuje vyšší
výkon než GVRP. MVRP stačí poslat pouze jedna PDU, která je schopná informo-
vat o stavu všech 4094 VLAN. [15]
MVRT definuje 3 typy režimů, ve kterým mohou být porty přepínače:
• Normal mode – port v normální režimu provádí dynamickou registraci a
odhlášení VLAN. A rozesílá ohlášení o statických i dynamicky3 vytvořených
virtuálních sítích.
• Fixed mode – v tomto režimu má port zakázané odregistrace dynamických
VLAN, ale do sítě posílá ohlášení o dynamických a statický VLAN a zahazuje
přijaté MVRT pakety. Výsledkem je, že trunk port neregistruje ani neruší
registrace pro dynamické VLAN.
• Forbidden mode – port má zakázané registrace dynamických VLAN, ale do
sítě posílá ohlášení o dynamických a statický VLAN a zahazuje přijaté MVRT
pakety. [16]
MVRT registrace a aktualizace jsou řízeny pomocí časovačů, které jsou součástí
MRP protokolu. Časovače jsou nastaveny na každém rozhraní a určují kdy bude
PDU jednotky poslaná do sítě a kdy může být přijatá MVRT informace provedena
na přepínači. Protokol MVRT využívá tyto čtyři řídící časovače:
• Periodic timer – po dobu tohoto časovače se shromažďují MRP zprávy, které
mají být odeslány. Po vypršení časovače je odesláno jen nezbytně nutné množ-
ství zpráv. Tento časovač slouží ke snížení počtu zpráv, které jsou periodicky
posílány.
• Join timer – řídí interval pro odesílání PDU oznámení. Pro ujištění, že může
být Join message spolehlivě odeslána k jinému účastníkovi, MRP účastník
čeká periodu Join timer po odeslání Join message. Pokud účastník obdrží
JoinIn message od jiného účastníka před vypřšením Join časovače, již se znovu
neposílá Join zpráva.
• Leave timer – po obdržení zprávy Leave message, která slouží k odregistro-
vání VLAN atributů, se spustí tento časovač. Pokud před vypršením časovače
nepřijde nějaká nová zpráva o registraci, dojde k vymazání atributů, které jsou
uvedeny ve zprávě Leave message.
• LeaveAll timer – časovač řídící odesílání zprávy LeaveAll message, která
slouží k odregistrování všech VLAN atributů z přepínače. Tento proces se po-
užívá k periodickému vymazání všech záznamů a k opětovné registraci nových
atributů, přepínače se tedy udržují stále v aktuálním stavu a neobsahují za-
staralé, již nepoužívané informace. [16]
3VLAN sítě vytvořené na základě ohlášení z MVRT protokolu
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5 STP V SÍTÍCH VLAN
Stejně jako u fyzického zapojení redundantní sítě, je i u virtuálních lokálních sítí
nutné řešit problematiku vzniku smyček a dalších problémů s tím spojených. U fy-
zické sítě zpravidla stačí, aby běžela jediná instance protokolu zabraňující vzniku
smyček. Virtuální lokální síť je vlastně samostatná síť, která je oddělená od ostat-
ních sítí, proto se nabízí, aby pro každou virtuální síť běžela vlastní instance STP.
U většiny protokolů implementující protokol STP v VLAN tomu skutečně tak je, ale
při velkém počtu VLAN sítí můžeme dojít do stavu, kdy přepínače budou zahlceny
pouze výpočty Spanning Tree. Kvůli tomu vznikl i protokol Multiple Spanning Tree,
který dokáže pro několik VLAN spustit jedinou instanci STP.
5.1 Spanning Tree Protocol
Při redundantním zapojení přepínačů se smyčkou viz obr. 5.1, začne PC1 rozesílat
všesměrové zprávy. Přepínač A rozešle rámce dále na všechny své porty (neposílá
na port odkud zpráva přišla). Vzápětí mu přijde zpráva o nalezení hledané stanice
na oba připojené porty. Přepínač A tak veškerou komunikaci pro určenou stanici
přeposílá na oba porty, jelikož má u nich záznam, že cílová MAC adresa je dosažitelná
přes oba. Přepínač B přijatý rámec vezme a rozešle také na další porty. Tímto
nežádoucím provozem může brzy dojít k zahlcení celé sítě. Jedná se o tzn. Broadcast
Storm. Na linkové úrovni v rámci není políčko TTL (Time To Live) a rámec tak
pořád koluje než najde svůj cíl. Každý síťový prvek musí na všesměrovou zprávu
odpovědět a roste tak jeho nárok na procesorový čas.
Právě kvůli těmto problémům vznikl Spanning Tree Protocol definovaný jako
IEEE 802.1D. Slouží k vytvoření logické topologie bez smyček s nejkratší cestou
v redundantní infrastruktuře. STP pracuje na principu teorie grafů, síť je ohodno-
cený graf a algoritmus hledá kostru tohoto grafu. Hledá tedy nejkratší cesty mezi
každými dvěma přepínači. Nejkratší cesta je založena na vzrůstající ceně linky (link
cost) a cena linky je závislá na rychlosti spoje. [17]
Přepínače posílají zprávy zvané Bridge Protocol Data Unit (BPDU) na všechny
porty na rezervovanou skupinovou MAC adresu 01:80:C2:00:00:00 pro získání in-
formací o bezsmyčkové logické topologii. STP ustanoví kořenový uzel zvaný Root
Bridge a pak vytvoří topologii s jednou cestou ke každému uzlu. Kořenem tohoto
stromu je Root Bridge, který má nejnižší Bridge ID (BID), která se skládá z priority
(výchozí hodnota je 0x8000ℎ𝑒𝑥) a MAC adresy přepínače. Pokud mají dva přepí-
nače stejnou prioritu, porovnávají se jejich MAC adresy a přepínač s nižší hodnotou
MAC adresy se stává kořenem. Ostatní přepínače si od něj odvodí cenu cesty. Cena
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Obr. 5.1: Redundantní zapojení přepínačů se smyčkou
se kumuluje od Root přepínače až ke konečnému přepínači dle přenosové kapacity
linek. Při průchodu přepínačem se zvýší cena cesty. Nejvhodnější cesta je pak vari-
anta s nejmenším součtem. V průběhu let se s rostoucí rychlostí linek musela měnit
hodnota ceny linek, v původní definici standardu IEEE-802.1D z roku 1998 mohla
být položka Path Cost pouze 16-bitové číslo. V té době měli linky 1 Gbit/s a 10
Gbit/s nejnižší možnou hodnotu tj. 1. V nejnovější definici 802.1D-2004 se pole Path
cost zvýšilo na 32bitů a cena linek byla změna, aby odpovídala dnešním rychlostem
spojů. V tab. 5.1 jsou uvedeny nejnovější hodnoty ceny v závislosti na přenosové
rychlosti. [18]
V případě, že přepínači přijde zpráva BPDU od Root přepínače na dva porty,
port s nižší cenou nechá zapojený a uvede do role Root, druhý port uvede do role
Non-designated. Redundantní spoje, které nejsou součástí nejkratší cesty stromu jsou
tedy blokovány. Data která přicházejí na blokované spoje jsou zahozena a díky tomu
vznikne logická topologie bez smyček. Celý proces je relativně časově náročný, trvá
v rozmezí 30–50 sekund a jednotlivé porty prochází pěti stavy: Blocking, Listening,
Learning, Forwarding a Disabled, než mohou začít vysílat rámce.
• Blocking – port v tomto stavu přijímá pouze BPDU rámce, ostatní komuni-
kaci zahazuje. V tomto stavu přetrvává maximálně 20 sekund.
• Listening – port pouze přijímá a odesílá BPDU. V tomto režimu port zjišťuje,
zda nevede další cesta ke kořenovému přepínači. Doba naslouchání se nazývá
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Tab. 5.1: STP cost v závislosti na rychlosti linky
Rychlost linky Cena od 2001
1 Mb/s 20 000 000
10 Mb/s 2 000 000
100 Mb/s 200 000
1 Gb/s 20 000




Forward Delay a trvá 15 sekund.
• Learning – posílá a přijíma BPDU a učí se MAC adresy.









Obr. 5.2: Typy portů ve STP topologii
Porty přepínače, které jsou součástí STP topologie, mohou být ve třech rolích
viz obr. 5.2:
• Root port – port s nejnižší cenou, je to buď linka přímo spojená s Root
Bridgem nebo s nejkratší cestou k němu.
34
• Designated port – port, který je členem STP topologie a připojuje segment.
Pro ostatní přepínače je přes tento port k Root přepínači nejnižší cena.
• Non-designated port – blokovaný port, redundantní cesta. Port má větší
cenu cesty k Root přepínači než ostatní porty. [17]
5.2 Rapid STP
Protokol RSTP (Rapid Spanning Tree Protocol) je definován ve standardu 802.1w.
Byl navržen pro zvýšení rychlosti konvergence celé sítě. V praxi bylo zjištěno, že
30–50 sekundová prodleva po startu nebo změně topologie u protokolu STP je moc
dlouhá (směrovací protokoly jako OSPF nebo EIGRP jsou schopny nalézt alterna-
tivní cestu rychleji), proto vznikla jeho vylepšená verze zvaná Rapid STP. Protokol
již nevyužívá časovačů, ale používá vyjednávacích metod na základě nabídek a potvr-
zení (Proposal/Agreement). Přepínače posílají nabídku sousedovi, pokud má soused
větší BID, tak odpoví souhlasem a oba přenastaví stav (root a designed). V praxi
tento algoritmus konverguje v síti během 1–2 sekund. Dopředu lze označit porty,
ke kterým se budou připojovat koncové stanice, jako tzv. Edge port. Ty pak hned
po rozběhnutí RSTP přejdou do stavu Forwarding a jsou připraveny na komuni-
kaci. Další změnou je, že port neprochází stavy Blocking a Listening, ale jen stavy
– Discarding, Learning, Forwarding. RSTP také definuje nové role portů:
• Alternate port – port, který poskytuje alternativní cestu k Root přepínači
a teoreticky muže nahradit Root port v případě, že by vypadl.
• Backup port – poskytuje redundantní spojení k danému segmentu, je to tedy
záložní port pro Designated port.
RSTP je zpětně kompatibilní se standardem STP. RSTP se degraduje na STP a
celý proces konvergence znovu probíhá 30-50 sekund. [19]
5.3 Multiple STP
Multiple Spanning Tree Protocol byl původně specifikován v samotné normě IEEE
802.1s, od roku 2003 se však přidal do standardu 802.1Q, se kterým úzce souvisí.
Hlavní myšlenkou protokolu MST je, mapovat libovolný počet VLAN na menší počet
Spanning Tree instancí, protože většina sítí nepotřebujete víc než několik logických
topologií. Na obr. 5.3 je zobrazena jednoduchá situace při použití redundantního za-
pojení sítě se šesti virtuálními lokálními sítěmi. Při použití proprietárního protokolu
PVST+ (Per VLAN Spanning Tree Plus) musí běžet pro každou VLAN samostatná
instance Spanning Tree, což může při vyšším počtu VLAN velmi degradovat vý-
kon přepínačů. Při využití protokolu MST ve skutečnosti stačí pouze dvě instance
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Spanning Tree, jelikož v síti existují pouze dvě jedinečné L2 topologie. Není tedy
potřeba, aby pro každou VLAN běžela vlastní STP instance. V tomto případě budou
tři VLAN využívat jednu MST instanci (MSTI).
Přepínače, na kterých běží MSTP musí mít stejné namapování VLAN na instance
MSTP. Vystupuje zde nový parametr – Region, pod který všechny přepínače musí
patřit. Aby určené přepínače patřily do jednoho MSTP regionu, musí mít shodné
tři parametry – jméno regionu, revizní číslo a mapování VLAN na instance. [20]
VLAN 1-6
VLAN 1,3,5 VLAN 2,4,6
Instance 0-1
Instance 0 Instance 1
PVST+ MSTP
Obr. 5.3: Znázornění počtu instancí při použití PVST+ a MSTP
MSTP se používá také v případě, kdy potřebujeme propojit virtuální lan sítě
netagovaným portem, např. při použití port-based VLAN viz obr. 5.4 a zároveň mít
zapnutý protokol předcházející vzniku smyček a nemůžeme použít některou z pro-
prietárních implementací podporující více instancí. Standardní STP a RSTP jsou
implementovány jako jedno-instantní protokoly, na přepínači může vždy běžet pouze
jediná instance Spanning Tree i v případě, že existuje několik VLAN. Na obr. 5.4 je
znázorněna situace, kdy máme dvě virtuální lan sítě, které jsou propojeny netago-
vaným portem. V případě zapnutí podpory (R)STP na přepínačích by byla jedna
z linek zablokovaná, jelikož algoritmus zabraňující vzniku smyček by vyhodnotil
jednu linku jako redundantní, i přesto, že každá linka propojuje jinou VLAN. Při
použití MSTP by byla VLAN10 namapovaná na instanci 1 a VLAN20 na instanci 2,
tudíž by pro každou virtuální lan síť běžela vlastní instance a obě linky by zůstaly
aktivní. Tudíž by MST zastával stejnou činnost jako proprietární implementace Per-
VLAN Spanning Tree Plus (PVST+) nebo Rapid Per-VLAN Spanning Tree Plus
(RPVST+).
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Obr. 5.4: Propojení VLAN netagovaným portem
5.4 Proprietární implementace
Firma Cisco vydala ještě další verze STP, jejich shrnutí naleznete níže.
• Per-VLAN Spanning Tree (PVST) – Pro každou VLAN běží vlastní in-
stance STP. Výhodou je možné rozdělení zátěže. Jako zapouzdřovací metodu
používá proprietární Inter-Switch Link (ISL) trunk.
• Per-VLAN Spanning Tree Plus (PVST+) – Rozdíl oproti PVST je v po-
užití značkování paketů podle standardu 802.1Q.
• Rapid Per-VLAN Spanning Tree Plus (RPVST+) – Pro každou VLAN
běží vlastní instance RSTP.
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6 IMPLEMENTACE VLAN
Následující kapitola bude obsahovat popis implementace virtuálních lokálních sítí
na různých typech síťových prvků. Celá konfigurace bude vycházet ze struktury
zapojení jednoduché sítě viz obr. 6.1. Experimentální síť obsahuje dva přepínače od
společnosti Allied Telesis, konkrétně se jedná o modely AT-GS950 a AT-8524POE,
router Mikrotik 750GL a počítač s operačním systémem Linux. Síť obsahuje celkem
tři virtuální sítě VLAN10, VLAN20 a VLAN30. Porty 1-6 obou přepínačů jsou
zařazeny do jednotlivých VLAN a chovají se jako přístupové (netagované) porty a
mohou k nim být připojena běžná zařízení bez nutnosti jejich konfigurace. Porty 7 a
8 jsou nakonfigurovány jako trunk porty. Router Mikrotik bude sloužit ke směrování
a filtrování provozu mezi jednotlivými virtuálními sítěmi. A počítač s operačním
systémem Linux bude sloužit pouze pro demonstraci správy virtuálních lokáních sítí
v tomto systému, ve skutečné síti by to mohl být např. server který bude poskytovat
rozdílné služby pro jednotlivé virtuální sítě.
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Allied Telesis AT-GS9501 patří mezi základní modely firemních přepínačů. Pro jeho
konfiguraci je možné použít pouze webové rozhraní, které je ale poměrně intuitivní
a logicky rozdělené. Na přepínači byly vytvořeny 3 virtuální lokální sítě a byly k nim
přiřazené vždy dvojice portů viz obr. 6.1, dva porty byly nakonfigurované jako trunk
porty, aby mohly sloužit k přenosu tagovaných rámců do dalších zařízení.
Konfigurace zařízení probíhala následovně, po přihlášení k zařízení přes webové
rozhraní, byl v levém panelu pod položkou Bridge a dále pod nabídkou VLAN
nastaven režim VLAN pro všechny porty na 802.1Q viz obr. 6.2 z důvodu aby bylo
možné vytvořit trunk porty přenášející vytvořené VLANy.
Obr. 6.2: Konfigurace režimu VLAN
Poté už se pod položkou Tagged VLAN mohou vytvářet jednotlivé virtuální
lokální sítě viz obr. 6.3. Zde se musí vyplnit identifikační číslo VLAN, její název a
přiřadit příslušné porty. Příklad konfigurace VLAN10 je vidět na obr. 6.4, kde porty
1 a 2 jsou netagované a mohou k nim být připojeny běžná zařízení, porty 7 a 8 jsou
tagované. Obdobným způsobem byly vytvořeny i zbylé VLAN20 a VLAN30.
Nakonec je nutné nastavit jak se má zacházet s netagovanými rámci které vstu-
pují do přepínače přes jednotlivé porty. Toto se prování v nabídce Default Port
VLAN and CoS, kde se portům nastaví Port VLAN ID (PVID) odpovídající VLAN
síti do které jsou přiřazeny viz obr. 6.5. Z obrázku je tedy patrné, že pokud vstupují
netagované rámce do přepínače např. třetím portem, je všem rámcům přidán tzv.
VLAN tag 2 a přepínač na základě tohoto tagu přiřazuje rámce do jednotlivých
VLAN.
1bližší informace včetně dokumentace na http://www.alliedtelesis.com/p-2168.html
2více informací v kapitole 2.2
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Obr. 6.3: Nabídka konfigurace VLAN
Obr. 6.4: Příklad vytvořené virtuální lokální sítě
Obr. 6.5: Nastavení chování přepínače pro příchozí netagované rámce
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6.1.2 AT-8524POE
Přepínač Allied Telesis AT-8524POE3 patří již mezi pokročilejší a dražší modely
přepínačů. Pro konfiguraci nabízí jak webové tak konzolové rozhraní, pro konzolové
rozhraní lze využít lokálního propojení pomocí sériového portu RS-232 nebo použít
vzdálenou správu pomocí protokolu Telnet nebo SSH. Při využití konzolového roz-
hraní je možné ještě zvolit mezi standardním příkazovým řádkem nebo tzv. Menu
Interface viz obr. 6.6 kde jsou zobrazeny všechny dostupné položky a pohyb mezi
nimi se prování na základě klávesových zkratek.
Obr. 6.6: Výchozí obrazovka nabídek při použití Menu Interface
V rámci VLAN přepínač nabízí možnost konfigurace na základě portů (Port-
based VLAN), podle 802.1Q značky, nabízí konfiguraci Privátní (Protected) VLAN
4, dynamickou konfiguraci pomocí protokolu GVRP a také možnost dynamického
zařazování do VLAN pomocí bezpečnostního protokolu 802.1x ve spojení s RADIUS
serverem.
Pro konfiguraci jsem zvolil konzolové rozhraní přes RS-232 pomocí příkazového
řádku. Konfigurace pro zapojení experimentální sítě podle obr. 6.1 byla velice jedno-
duchá, protože přepínač je již v základním stavu připraven na vytvoření virtuálních
lokálních sítí založených na 802.1Q. Vytvoření VLAN a přiřazení portů do konkrét-
ních VLAN bylo provedeno následujícími příkazy,
create vlan=vedeni vid=10 taggedports=7,8 untaggedports=1,2
create vlan=zaci vid=20 taggedports=7,8 untaggedports=3,4
create vlan=sekretariat vid=30 taggedports=7,8 untaggedports=5,6
3bližší informace včetně dokumentace na http://www.alliedtelesis.com/p-1921.html
4více informací v kapitole 3
41
přepínač automaticky nastaví PVID pro netagované porty podle VID příslušné
virtuální sítě. Pro zobrazení vytvořených VLAN slouží příkaz show vlan viz obr. 6.7,
kde jsou přehledně zobrazeny všechny vytvořené VLAN včetně výchozí VLAN a
k nim přiřazené ethernetové porty.
Obr. 6.7: Zobrazení nakonfigurovaných VLAN
Pro přidání dalšího portu do existující VLANy, odebrání portů z VLAN nebo
pro smazání celé virtální sítě slouží následující příkazy.
add vlan=JMENO_VLANY taggedports=PORTY untaggedports=PORTY
delete vlan=JMENO_VLANY taggedports=PORTY untaggedports=PORTY
destroy vlan=JMENO_VLANY
6.2 Router Mikrotik RB750GL
Router v zapojení experimentální sítě sloužil ke směrování paketů mezi virtuálními
lokálními sítěmi, k filtrování provozu mezi sítěmi a také sloužil jako DHCP server.
Někdy je žádoucí, aby mohly některé VLAN komunikovat mezi sebou např. aby
VLAN10 (vedeni) a VLAN30 (sekretariat) mohli mezi sebou přímo sdílet dokumenty
bez použití nějakého prostředníka (serveru). Jelikož použité přepínače nenabízejí L3
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směrování mezi sítěmi VLAN, je nutné použít router, který směrování mezi sítěmi
zajistí a navíc bude schopen filtrovat nežádoucí provoz mezi sítěmi.
Konfigurace probíhala následovně, podle zapojení experimentální sítě viz obr. 6.1
byly všechny tři virtuální lokální sítě přivedeny pomocí trunku do Mikrotiku. Na
portu č. 5 byly tedy vytvořeny VLAN{10,20,30} pomocí příkazů
/interface vlan add interface=ether5 name=VLAN10 vlan-id=10
/interface vlan add interface=ether5 name=VLAN20 vlan-id=20
/interface vlan add interface=ether5 name=VLAN30 vlan-id=30
po vytvoření se může pracovat s VLAN rozhraními stejně jako s fyzickými rozhra-
ními. Virtuálním rozhraním tedy byly přiřazeny IP adresy a pro všechny tři rozhraní
byly zapnuty DHCP servery.
# konfigurace IP adres
/ip address add address=192.168.10.1/24 interface=VLAN10
/ip address add address=192.168.20.1/24 interface=VLAN20
/ip address add address=192.168.30.1/24 interface=VLAN30
# vytvoření DHCP poolů
/ip pool add name=VLAN10-pool ranges=192.168.10.100-192.168.10.200
/ip pool add name=VLAN20-pool ranges=192.168.20.100-192.168.20.200
/ip pool add name=VLAN30-pool ranges=192.168.30.100-192.168.30.200
# konfigurace DHCP serverů pro jednotlivé VLAN
/ip dhcp-server network add address=192.168.10.0/24 \
gateway=192.168.10.1 netmask=24 dns-server=192.168.10.1
/ip dhcp-server add name=VLAN10-DHCP interface=VLAN10 \
address-pool=VLAN10-pool authoritative=yes disabled=no
/ip dhcp-server network add address=192.168.20.0/24 \
gateway=192.168.20.1 netmask=24 dns-server=192.168.20.1
/ip dhcp-server add name=VLAN20-DHCP interface=VLAN20 \
address-pool=VLAN20-pool authoritative=yes disabled=no
/ip dhcp-server network add address=192.168.30.0/24 \
gateway=192.168.30.1 netmask=24 dns-server=192.168.30.1
/ip dhcp-server add name=VLAN30-DHCP interface=VLAN30 \
address-pool=VLAN30-pool authoritative=yes disabled=no
V této fázi, když se připojí počítače do přepínačů, obdrží konfiguraci IP adres
z dhcp serveru a všechny počítače, včetně počítačů v různých VLAN, mezi sebou
budou moci komunikovat, protože Mikrotik bude provádět směrování mezi sítěmi bez
jakéhokoliv omezení. Pro omezení komunikace mezi VLAN sítěmi a povolení pouze
směrování paketů mezi VLAN10 a VLAN30 se využilo paketového filtru, který je
součástí routeru Mikrotik.
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/ip firewall filter add chain=forward \
src-address=192.168.10.0/24 in-interface=VLAN10 \
dst-address=192.168.30.0/24 out-interface=VLAN30 action=accept
/ip firewall filter add chain=forward \
src-address=192.168.30.0/24 in-interface=VLAN30 \
dst-address=192.168.10.0/24 out-interface=VLAN10 action=accept
/ip firewall filter add chain=forward action=drop
První pravidlo povoluje směrování paketů z VLAN10 do VLAN30, druhé pravidlo
povoluje komunikaci opačným směrem a poslední pravidlo zahodí všechny ostatní
pokusy o směrování paketů.
6.3 Linux
Ze zapojení sítě viz obr. 6.1 je vidět, že do stanice s operačním systémem Linux jsou
přivedeny 3 virtuální lokální sítě pomocí trunk portu. Tedy rámce které budou při-
cházet na rozhraní budou obsahovat 802.1Q hlavičku. Podpora virtuálních lokálních
sítí na bázi tagování rámců podle standardu 802.1Q je v linuxovém jádře zahrnuta
od verze 2.4. Stačí tedy zkompilovat jádro s přímou podporou 802.1Q nebo ještě
lépe využít podporu VLAN jako dynamický modul, který se do jádra zavádí.
Konfigurace probíhala v linuxové distribuci Debian Wheezy, s načteným modu-
lem 8021q v jádře pro podporu VLAN. Po zavedení modulu do jádra příkazem
modprobe 8021q se přistoupilo k vytváření VLAN a přiřazením IP adres na ether-
netovém rozhraní eth0 příkazy
# vytvoření VLAN na eth0
ip link add link eth0 name eth0.10 type vlan id 10
ip link add link eth0 name eth0.20 type vlan id 20
ip link add link eth0 name eth0.30 type vlan id 30
# přiřazení IP adres rozhraním
ip addr add 192.168.10.2/24 brd 192.168.10.255 dev eth0.10
ip addr add 192.168.20.2/24 brd 192.168.20.255 dev eth0.20
ip addr add 192.168.30.2/24 brd 192.168.30.255 dev eth0.30
s vytvořenými VLAN rozhraními se může dále pracovat stejně jako s fyzickými
rozhraními. Můžeme tedy běžící služby (pokud to dovolují) nastavit tak, abych na-
slouchaly jen na konkrétních rozhraních a tím pádem můžeme pro virtuální sítě
poskytoval rozdílné služby.
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Výše uvedená konfigurace je pouze dočasná, při restartování operačního systému
dojde k jejímu vymazání. Pro perzistentní konfiguraci lze využít tzv. pre-up a post-
up5 skriptů, které se spouští před respektive po spuštění fyzického rozhraní. Nebo je
možné využít přímo definici v konfiguračním souboru /etc/network/interfaces,
kde se přidají příslušné virtuální lokální sítě včetně jejich konfigurace, např. VLAN10
může vypadat takto.
auto eth0.10









V následující kapitole budou sepsány požadavky na vybavení laboratoře a popis
použitých zařízení, na kterých bude laboratorní úloha probíhat. Kapitola bude také
obsahovat obecné informace o jednotlivých úkolech v navržené laboratorní úloze,
zabývající se problematikou virtuálních lokálních sítí a také kroky, které je nutné
provést pro úspěšné nasazení laboratorní úlohy, jako např. výchozí konfigurace pře-
pínačů, instalace a konfigurace RADIUS serveru, konfigurace hostitelského1 ope-
račního systému na kterém bude probíhat virtualizace koncových zařízení pomocí
multiplatformního nástroje VirtualBox.
7.1 Příprava a vybavení laboratoře
V navržené laboratorní úloze zaměřené na virtuální lokální sítě, se počítá s pou-
žitím čtyř přepínačů s podporou VLAN, dvou stanic se síťovou kartou umožňující
vytvoření tagovaných VLAN dle standardu 802.1Q a serveru s linuxovou distribucí
s nakonfigurovaným RADIUS serverem a TFTP serverem na kterém budou uloženy
„startovní“ konfigurační soubory pro jednotlivé přepínače.
Na počítačích v laboratoři se jako hostitelský operační systém používá Win-
dows 7. Systémy od společnosti Microsoft nemají přímou podporu VLAN a musí se
používat síťové karty a ovladače, které mají implementovanou podporu virtuálních
lokálních sítí. Na obr. 7.1 je uveden příklad konfigurace VLAN na síťové kartě od
společnosti Intel, konfigurace se provádí přes konfigurační konzoli Správce zařízení,
která je součástí Windows.
Obr. 7.1: Vytvoření VLAN na hostitelském systému
1hlavní operační systém, nainstalovaný na fyzickém hardwaru
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Takto vytvořené virtuální lokální sítě se budou poté pomocí softwarového mostu
implementovaného ve virtualizačním nástroji VirtualBox přivádět do jednotlivých
virtuálních strojů viz obr. 7.2. Na fyzickém rozhraní bude vytvořeno několik tago-
vaných VLAN (včetně jedné netagované), po průchodu softwarovým mostem bude










Obr. 7.2: Princip přivedení VLAN do virtuálních strojů
Obr. 7.3: Konfigurace síťových karet ve VirtualBoxu
Na samotné virtuální stroje nejsou kladeny žádné požadavky, jako operační sys-
tém může být použito prakticky cokoliv, pouze u jednoho úkolu zaměřeného na
RADIUS, bude popsána konfigurace bezpečnostního protokolu 802.1x v operačním
systému Windows 7.
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7.1.1 Instalace a konfigurace RADIUS serveru
V této části bude popsána instalace a konfigurace RADIUS serveru v linuxové dis-
tribuci Debian Wheezy. RADIUS bude v laboratorní úloze sloužit jako autentizační
server pro protokol 802.1x umožňující zabezpečení přístupu do počítačové sítě. Na
základě údajů poskytnutých RADIUS serverem bude po úspěšné autentizaci testo-
vacího účtu zařazen port do příslušné virtuální LAN.
Instalace operačního systému Debian Wheezy (7.5, kernel 3.2.0-4-amd64) pro-
bíhala standardně z minimálního2 instalačního CD, pomocí průvodce byl vytvořen
účet root s heslem root, při výběru programů během instalace byl zvolen pouze SSH
server a Standardní systémové nástroje. Takto vytvořená instalace systému zabírá
zhruba 900MB na pevném disku.
Jako RADIUS server se použil zdarma dostupný software FreeRADIUS (verze
2.1.12), který patří mezi nejrozšířenější implementace. Instalace probíhala z ba-
líčkovacího systému pomocí nástroje aptitude, který vyhodnotí všechny potřebné
závislosti a poté stáhne a nainstaluje potřebné balíčky se softwarem.
aptitude install freeradius
Po instalaci se přistoupilo k samotné konfiguraci, všechny konfigurační soubory
se nachází v adresáři /etc/freeradius/. Každý konfigurační soubor je členěn do lo-
gický sekcí. Změna nastavení pro implementaci RADIUS serveru v laboratorním
prostředí se bude týkat souborů client.conf, users, eap.conf. V konfiguračním sou-
boru clients.conf, který slouží k definování NAS3 (Network Access Server), které se
mohou k serveru připojit, byla přidána IP adresa přepínače, ke kterému se budou







Dále je nutné určit databázi uživatelů, aby mohl RADIUS server ověřovat pří-
chozí požadavky s existujícími záznamy, jako backend se dá použít např. LDAP,
Active Directory, SQL databáze, lokální databáze a spoustu dalšího. Pro jednodu-
chost jsem se rozhodl použít lokální databázi s ručně definovanými uživateli. V sou-
boru users byly vytvoření dva uživatelé user10 a user20. Každý uživatel má de-
finované atributy, které RADIUS po úspěšné autentizaci odešle na NAS. Atribut
Tunnel-Private-Group-ID určuje VID virtuální LAN sítě, vysvětlení ostatních atri-
butů včetně jejich hodnot je možné nalézt v RFC 35804 a RFC 28655
2instalační CD o velikosti cca 220MB, obsahující pouze základní systém













Předposledním krokem je povolení položky use_tunneled_reply v konfiguračním
souboru eap.conf v sekci peap protokolu. Nakonec byla nastavená statická IP adresa
v konfiguračním souboru /etc/network/interfaces
auto lo
iface lo inet loopback
auto eth0





Obraz systému s nakonfigurovaným freeradius a TFTP serverem se nachází na
DVD přiloženém k diplomové práci.
7.1.2 Přepínače
V laboratoři je k účelům výuky síťových technologií k dispozici celkem 5 přepínačů
různých modelových řad a výrobců. Dostupné jsou tři přepínače od společnosti Allied
Telesis s označením AT-GS950/8POE, které patří mezi nižší modely firemních pře-
pínačů a nabízí základní možnosti konfigurace. Dalším zařízením od stejné firmy je
jeden přepínač s modelových označením AT-8524POE, který se již řadí mezi modely
vyšších řad a nabízí poměrně pokročilé možnosti správy a konfigurace. Posledním
nejvybavenějším zařízením je přepínač D-Link DES-3828, který může sloužit i jako
L3 IP směrovač mezi sítěmi. Popis nejdůležitějších vlastností jednotlivých přepínačů
je v následující části. Výchozí konfigurace přepínačů k účelům laboratorní úlohy jsou
umístěny na DVD přiloženém k diplomové práci a také na serveru s operačním sys-
témem Debian s nainstalovaným TFTP serverem. Z TFTP serveru se po dokončení
laboratorní úlohy načte výchozí konfigurace zpět do přepínačů.
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AT-GS950/8POE
Obr. 7.4: Čelní pohled na přepínač AT-GS950/8POE
• Konfigurační rozhraní - Web
• Podpora VLAN (200 tagovaných, 56 portbased)
• QoS - 802.1p CoS
• Link Aggregation - Static, LACP (802.3ad)
• STP a RSTP
• Autentizace portů 802.1x
• ACL podle linkové a síťové vrstvy
• Podpora PoE (Power over Ethernet)
• Verze použitého firmware: AT-S101 Version 1.3.1
AT-8524POE
Obr. 7.5: Čelní pohled na přepínač AT-8524POE
• Konfigurační rozhraní - Web, Telnet, SSH, Menu Interface 6
• Podpora VLAN, Private VLAN, GVRP
• QoS - 802.1p CoS, DSCP
• Link Aggregation - Static, LACP (802.3ad)
• STP, RSTP, MSTP
• AAA - RADIUS, TACAS+
• Autentizace portu podle 802.1x, dynamické zařazování do VLAN na základě
informací z RADIUS serveru, podpora Guest VLAN
6Ukázka na obr. 6.6
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• ACL - linková, síťová, transportní vrstva
• Ochrana proti DOS útokům - Ping of Death, SMURF, SYNFLOOD
• Podpora PoE (Power over Ethernet)
• Verze použitého firmware: AT-S62 Version 1.4.0
DES-3828
Obr. 7.6: Čelní pohled na přepínač DES-3828
• Konfigurační rozhraní - Web, Telnet, SSH
• Podpora VLAN, QinQ, GVRP
• QoS - 802.1p CoS, DSCP
• Link Aggregation - Static, LACP (802.3ad)
• STP, RSTP, MSTP
• AAA - RADIUS, TACAS+,
• 802.1x, MAC-Based Access Control, Guest VLAN
• ACL - linková, síťová, transportní vrstva
• L3 směrování, RIP v1/v2, OSPF, VRRP
• Verze použitého firmware: Build 4.50.B12
7.2 Popis laboratorní úlohy
Laboratorní úloha, navržená v rámci diplomové práce do předmětu Architektura sítí,
je rozdělena na čtyři úkoly. První úkol se zabývá základní správou VLAN, druhý úkol
je zaměřený na směrování mezi virtuálními LAN sítěmi a dynamickou konfigurací.
V třetím úkolu se studenti seznámí s bezpečnostním protokolem 802.1x ve spojení
s RADIUS serverem a dynamickým zařazováním portů do VLAN na základě infor-
mací poskytnutých z RADIUS serveru po úspěšné autentizaci k přepínači. Poslední




První úkol je zaměřen na demonstrování základní správy a vytváření virtuálních lo-
kálních sítí na přepínačích Allied Telesis a D-LINK. Zapojení prvního úkolu vychází
z obr. 7.7, kde budou použity tři přepínače, vzájemně propojeny pomocí TRUNK
linek a čtyři virtuální počítače. V síti budou vytvořeny dvě virtuální LAN sítě
VLAN10 a VLAN20 a budou přivedeny pomocí tagovaných rámců do hostitelských
počítačů a následně rozděleny do virtuálních strojů. Výsledkem by mělo být, že spolu
budou moci komunikovat pouze zařízení ve stejné VLAN sítí, podle zapojení tedy
mezi sebou budou moci komunikovat VM1 a VM3 a poté VM2 s VM4.
PC1 – HOST1




















Obr. 7.7: Zapojení úkolu 1 a 2
7.2.2 Úkol 2
Druhý úkol velmi blízce souvisí s předchozím úkolem viz obr. 7.7, bude zde pro-
bíhat konfigurace protokolu GVRP pro dynamickou správu sítí VLAN. Demon-
strace GVRP bude probíhat mezi dvěma podporovanými přepínači DES-3828 a AT-
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8524POE, jeden přepínač již bude nakonfigurovaný z předchozího úlohy a druhý
přepínač by měl být schopen vytvořit virtuální lokální sítě dynamicky na základě
zpráv vyměňovaných protokolem GVRP. Studenti se také seznámí se směrováním
na L3 přepínači a tvorbou ACL pro řízení provozu.
7.2.3 Úkol 3
Následující úkol se zabývá bezpečnostním protokolem 802.1x pro řízení přístupu
k počítačové síti. Bude se zde konfigurovat přepínač AT-8524POE v roli Autenti-
zátoru a operační systém Windows 7 v roli Suplikant (802.1x klient). Autentizace
koncové stanice k přepínači bude probíhat pomocí přihlašovacích údajů, které se
budou ověřovat pomocí RADIUS serveru. Po úspěšném ověření se port přepínače
přepne do patřičné VLAN podle použitého přihlašovacího účtu, pokud budou za-























Obr. 7.8: Zapojení úkolu 3
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7.2.4 Úkol 4
Poslední úkol bude o konfiguraci Protected (Private) VLAN. Na přepínači AT-
8524POE se nakonfiguruje několik izolovaných portů, vytvoří se několik komunit
s různými porty a také promiskuitní (uplink) port. Cílem bude ověřit, že mezi se-
bou nebudou moci komunikovat izolované porty, ale budou moci komunikovat se
zařízením zapojeným do promiskuitního portu, přestože jsou všechny porty v jedné
















Obr. 7.9: Zapojení úkolu 4
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8 ZÁVĚR
V rámci této diplomové práce jsem se seznámil s principem fungování virtuálních
lokálních sítí, jejich vytvářením a konfigurací na různých síťových prvcích. V práci
jsem si také prohloubil znalosti protokolu Spanning Tree zabraňující vzniku smyček
v redundantním zapojení sítě, včetně možností využití toho protokolu ve virtuálních
lokálních sítích a také s možnostmi efektivní správy virtuálních LAN sítí pomocí
protokolů pro dynamické registrace VLAN atributů.
V praktické části jsem na experimentální síti, obsahující několik různých typů za-
řízení, implementoval technologii VLAN, včetně směrování a filtrování provozu mezi
jednotlivými VLAN sítěmi pomocí směrovače Mikrotik. A také jsem demonstroval
možnosti správy VLAN v operačním systému Linux.
Na základě získaných znalostí byla navržena laboratorní úloha na téma Virtu-
ální lokální sítě do předmětu Architektura sítí. Úloha je rozdělena do čtyř dílčích
úkolů, které se snaží seznámit se základními, ale i pokročilými metodami pro návrh
a správu sítí VLAN. První úkol je zaměřen na demonstrování základní správy a
vytváření virtuální lokální síti na přepínačích dostupných v laboratoři. Druhý úkol
je rozšířením předchozího úkolu, bude zde probíhat konfigurace protokolu GVRP
pro dynamickou správu sítí VLAN a také směrování mezi sítěmi a vytvářením ACL
na L3 přepínači. Třetí úkol se zabývá bezpečnostním protokolem 802.1x pro řízení
přístupu k počítačové síti ve spojení s dynamickým zařazováním koncových stanic
do VLAN na základě autentizačních informací poskytnutých RADIUS serverem.
Poslední úkol bude seznámení a základní konfigurací přepínače s podporou Private
VLAN, která slouží k oddělení koncových zařízení ve stejné virtuální lokální síti. La-
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
VLAN Virtuální lokální síť – Virtual local area network
MAC Identifikátor síťových – karet – Media access control
IEEE Institut pro elektrotechnické a elektronické inženýrství – Institute of
Electrical and Electronics Engineers
ISL proprietární protokol Cisco – Inter-Switch Link
PVLAN Privátní VLAN – Private VLAN
ISP Poskytovatel připojení – Internet service provider
VTP Proprietární protokol pro dynamickou konfiguraci – VLAN Trunking
protokol
MVRP Standardizovaný protokol pro dynamickou konfiguraci – Multiple VLAN
Registration Protocol
GVRP Standardizovaný protokol pro dynamickou konfiguraci – Multiple VLAN
Registration Protocol
GARP Obecný framework pro registraci atributů – Generic Attribute Registration
Protocol
MVRP Standardizovaný protokol pro dynamickou konfiguraci – GARP VLAN
Registration Protocol
STP Protokol zabraňující vzniku smyček – Spanning Tree Protocol
RSTP Vylepšená verze STP – Rapid Spanning Tree Protocol
MSTP Vylepšená verze STP – Multiple Spanning Tree Protocol
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Cílem laboratorní úlohy je seznámit se s problematikou virtuálních lokálních sítí (VLAN), jejich 
principem fungování, vytvářením a správou. Studenti se také seznámí s pokročilejšími možnostmi 
jako např. fungování a konfigurace protokolu GVRP pro dynamické vytváření VLAN, bezpečnostním 
protokolem 802.1x sloužící k řízení přístupu k sítí včetně dynamického zařazování portů přepínače do 
VLAN na základě přihlašovacích údajů, směrováním mezi VLAN pomocí L3 přepínače a Private VLAN, 
která je často využívána poskytovateli připojení pro oddělení koncových zákazníku. 
Požadavky na vybavení pracoviště: 
 2x PC se síťovou kartou umožňující vytváření tagovaných VLAN dle standardu 802.1Q 
 4x virtualizovaný operační systém 
 4x přepínač – Allied Telesis AT-8524POE, D-LINK DES-3828, Allied Telesis AT-GS950 (2 ks) 
 Server s nainstalovaným a nakonfigurovaným RADIUS serverem 
Zapojení pracoviště 
Na fyzickém síťovém rozhraní jsou vytvořené tagované VLAN 
sítě, které v systému vypadají jako další síťová karta. Tyto 
virtuální síťové karty se pomocí softwarového mostu 
implementovaného v nástroji VirtualBox propojují 
s jednotlivými virtualizovanými operačními systémy. Jak je 
vidět na obrázku po pravé straně. 
Přihlašovací údaje: 
Účet ke všem přepínačům: manager/barsbars 
Úkoly: 
 Seznamte se s principy fungování VLAN sítí a základní konfigurací na dostupných přepínačích 
 Nakonfigurujte a seznamte se s protokolem GVRP, směrováním mezi sítěmi pomocí L3 
přepínače a konfigurací ACL 
 Obeznamte se s architekturou protokolu 802.1X a jeho implementací na přepínači a 
klientských zařízeních 
 Nakonfigurujte přepínač s podporou Private VLAN a ověřte jeho fungování 
 Obnovte výchozí konfigurace přepínačů 
  
A REALIZACE LABORATORNÍ ÚLOHY
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První úkol je zaměřen na demonstrování základní správy a vytváření virtuálních lokálních sítí na 
přepínačích Allied Telesis AT-GS950/8POE a D-LINK DES-3828 (manuály viz kapitola Návody 
k přepínačům na konci laboratorního návodu). Zapojení prvního úkolu vychází z obr. 12 (ÚKOL č. 1), 
kde budou použity tři přepínače vzájemně propojeny pomocí TRUNK linek a čtyři virtuální stroje. 
V síti budou vytvořeny dvě virtuální LAN sítě VLAN10 a VLAN20 a budou přivedeny pomocí 
tagovaných rámců do hostitelských počítačů a následně rozděleny do virtuálních strojů. 
 
obr. 12 Zapojení úkolu č. 1 a č. 2 
Tabulka 2 IP adresy a zařazení zařízení do VLAN 
Síťový prvek VLAN IP adresa Komentář 
AT-GS950 (levý) VLAN1, VLAN10, VLAN20 192.168.1.251/24 Přepínač je možné konfigurovat 
pouze z VLAN 1, IP adresa 
přepínače je již nastavena 
AT-GS950 (pravý) VLAN1, VLAN10, VLAN20 192.168.1.252/24 viz výše 
D-LINK DES-3828 VLAN1, VLAN10, VLAN20 192.168.1.253/24 viz výše (SSH) 
AT-8524POE VLAN1, GVRP 192.168.1.254/24 viz výše (Telnet) 
VM1 VLAN10 192.168.10.100/24 Virtuální systém náležící do 
VLAN10 
VM2 VLAN20 192.168.20.100/24 Virtuální systém patřící do 
VLAN20 
VM3 VLAN10 192.168.10.101/24  
VM4 VLAN20 192.168.20.101/24  
PC1-HOST1 VLAN1, VLAN10, VLAN20 DHCP (192.168.1.x) Fyzický počítač, do kterého jsou 
přivedeny tagované VLAN a ty 
jsou dále rozděleny do VM1 a 
VM2. 
PC2-HOST2 VLAN1, VLAN10, VLAN20 DHCP (192.168.1.x) Fyzický počítač, do kterého jsou 
přivedeny tagované VLAN a ty 
jsou dále rozděleny do VM3 a 
VM4. 
U všech přepínačů je jako Management VLAN (virtuální síť ze které se může přistupovat ke 
konfiguračnímu rozhraní přepínačů) nastavena výchozí netagovaná VLAN 1. Tudíž konfigurace 




 Pomocí ethernetových kabelů propojte přepínače a koncová zařízení podle zapojení na obr. 12 
(ÚKOL č. 1), dodržujte číslování ethernetových portů. Nyní v síti existuje pouze výchozí VLAN 1, 
do které jsou zařazené všechny porty přepínačů, navíc všechen odchozí provoz z portů je 
netagovaný. 
 Nyní přistoupíme k vytváření virtuálních LAN sítí. Z hostitelského systému se pomocí webového 
rozhraní připojte na přepínač AT-GS950 (levý - 192.168.1.251), přihlaste se pomocí 
přihlašovacích údajů manager/barsbars a seznamte se s konfiguračním rozhraním. 
 V levém menu rozklikněte položku Bridge -> VLAN -> VLAN mode, zde zkontrolujte, zda jsou 
všechny porty připravené pro vytváření 802.1Q VLAN. Nyní pod položkou Tagged VLAN vytvořte 
VLAN s ID 10, vyplňte VLAN name (na názvu nezáleží, důležité je VLAN ID), přiřaďte port 1 a 2 do 
skupiny Static Tagged a potvrďte vytvoření tlačítkem Apply. Vytvořená VLAN se zobrazí v dolní 
polovině stránky, kde se může virtuální LAN dodatečně modifikovat případně vymazat. 
 Stejný způsobem vytvořte i VLAN s ID 20. Na portech 1 a 2 jsou nyní vytvořeny dvě tagované 
VLAN (ID 10 a ID 20) a jedna výchozí netagovaná VLAN 1. 
 Přihlaste na přepínač AT-GS950 (pravý - 192.168.1.252) a stejně jako v předchozích krocích 
vytvořte VLAN s ID 10 a 20. 
 Nyní jsou tedy virtuální LAN sítě vytvořeny na obou krajních přepínačích a je tedy nutné tyto 
VLAN vytvořit na prostředním přepínači D-LINK aby bylo možné v rámci těch virtuálních sítí 
komunikovat mezi koncovými stanicemi (VM). Konfigurace přepínače D-LINK DES-3828 bude 
probíhat přes příkazový řádek (CLI) pomocí zabezpečeného protokolu SSH. Přepínač také 
obsahuje webové konfigurační rozhraní, bohužel ale v nových prohlížečích funguje velice špatně 
a některé možnosti nejsou přes web dostupné vůbec. 
 V klientovi Putty, vyplňte IP adresu přepínače (192.168.1.253), zkontrolujte, že je port nastaven 
na 22 a Connection Type na SSH a otevřete spojení a přihlaste se. Příkazová řádka není z počátku 
tolik intuitivní jako webové rozhraní, základními příkazy jsou create, show, config, delete, enable, 
disable <a položka kterou chcete spravovat>. Taktéž použití klávesy Tabulátor může být 
nápomocné. 
 Virtuální LAN síť se vytváří příkazem s následující syntaxí 
VLAN name značí název vytvářené VLAN, položka tag slouží jako ID VLANy. 
 Vytvořte tedy virtuální LAN síť s ID 10 a přiřaďte k ní tagované porty eth1 a eth2. 
 Stejně vytvořte i VLAN ID 20 a i do ní přiřaďte porty 1 a 2. Vytvořené VLAN včetně přiřazených 
portů lze zkontrolovat příkazem show vlan. 
 Nyní jsou v celé síti vytvořeny požadované virtuální LAN sítě. Nyní tedy přiřadíme virtuální stroje 
do jednotlivých VLAN a otestujeme komunikaci. 
 Spusťte na PC1 virtualizační nástroj VirtualBox a přiřaďte virtuálnímu stroji VM1 síťovou kartu 
s VLAN10. Označte VM1 a klikněte na Nastavení -> Síť -> Vyberte položku Karta 1, jako typ 
připojení zvolte Síťový most a jako kartu vyberte Intel xxx: VLAN10 viz následující obrázek. 
  
create vlan <VLAN_name> tag <1-4094> 
create vlan vlan10 tag 10 
config vlan vlan10 add tagged 1,2 
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obr. 13 Konfigurace síťových karet ve VirtualBoxu 
 To stejné proveďte i na VM2 a na VM3 a VM4 virtualizovaném na PC2 a přiřaďte je to 
správných VLAN dle Tabulka 2. Virtuální operační systému poté spusťte. 
 Jelikož v sítí není žádný DHCP server, je nutné nakonfigurovat IP adresy virtuálních strojů 
ručně. Pro testovací účely nastavte na VM1 až VM4 IP adresy ze stejné sítě (např. 
192.168.100.0/255.255.255.0) a ověřte, že mezi sebou mohou komunikovat pouze VM (např. 
pomocí pingu), které se nachází ve stejné VLAN, přestože podle adresace (L3 vrstvě) jsou stroje 
ve stejné síti. Tím ověříte, že jsou od sebe VM skutečně odděleny již na druhé vrstvě OSI/ISO 
modelu. Po ověření že spolu mohou komunikovat pouze VM1 <-> VM3 a VM2 <-> VM4 
nastavte IP adresy podle Tabulka 2, jelikož v dalším úkolu bude probíhat ukázka směrování 
mezi sítěmi na L3 přepínači. 
 Tímto jste si vyzkoušeli vytváření VLAN sítí a přepínačích a taktéž jste ověřili, že dělení na VLAN 





Druhý úkol velmi blízce souvisí s předchozím úkolem, viz obr. 12 (ÚKOL č. 2), bude zde probíhat 
konfigurace protokolu GVRP pro dynamickou správu sítí VLAN. Demonstrace GVRP bude probíhat 
mezi dvěma podporovanými přepínači DES-3828 a AT-8524POE, jeden přepínač již bude 
nakonfigurovaný z předchozího úkolu a druhý přepínač by měl být schopen vytvořit virtuální lokální 
sítě dynamicky na základě zpráv vyměňovaných protokolem GVRP. Studenti se také seznámí se 
směrováním na L3 přepínači a tvorbou ACL pro řízení provozu. 
Pracovní postup 
 Propojte přepínač D-LINK DES-3828 s přepínačem AT-8524POE viz obr. 12 (ÚKOL č. 2). Na 
přepínači D-LINK jsou z minulého úkolu vytvořené VLAN 10 a VLAN 20, teď tedy budeme chtít 
pomocí protokolu GVRP, aby se nově připojený přepínač dynamicky „naučil“ virtuální LAN sítě, 
které existují ve zbytku sítě. 
 Prvním krokem je nastavení ohlašování konkrétních VLAN protokolem GVRP a poté samotná 
konfigurace protokolu GVRP. Připojte se na přepínač DES-3828 a zapněte ohlašování 
vytvořených VLAN. To se provede příkazem: 
to stejné proveďte i pro vlan20. Tím jste tedy přepínači řekli, které VLAN má inzerovat 
protokolem GVRP. 
 Nyní je nutné protokol GVRP nakonfigurovat pro konkrétní port a poté zapnout podporu GVRP 
globálně pro celý přepínač. 
config gvrp 3 – konfigurace GVRP protokolu na třetím portu přepínače, state enable – povolení 
protokolu na konkrétním portu, ingress_checking disable – vypnutí kontroly příchozích rámců, 
acceptable_frame admit_all – port má přijímat tagované i netagované rámce, pvid 1 – 
výchozí VLAN. 
 Správnost konfigurace si prohlédnete příkazem show gvrp. 
 Nyní se připojte pomocí klienta Putty na přepínač AT-8524POE protokolem Telnet. 
 Podívejte se na aktuální konfiguraci VLAN příkazem show vlan, měla by existovat pouze 
defaultní VLAN. 
 Konfigurace protokolu se prování následujícími příkazy: 
první řádek slouží ke globálnímu povolení protokolu GVRP v přepínači, druhý slouží k zařazení portu 1 do 
GVRP, a poslední příkaz slouží k nastavení časovačů protokolu GVRP. 
 Konfigurace se dá opět prohlédnout příkazem show garp=gvrp. Nyní jsou oba přepínače 
nakonfigurovány pro vzájemnou spolupráci protokolu GVRP, přepínač AT-8524POE by si měl po 
určité době zaregistrovat dynamicky vytvořené VLAN ID 10 a 20, které se naučil od přepínače D-
LINK. 
 Nyní by ve výpisu show vlan na přepínači AT-8524POE, mělo být vidět dynamicky vytvořené 
VLAN (GVRP_VLAN_10, GVRP_VLAN_20). Pokud tomu skutečně tak je, je konfigurace GVRP 
protokolu správná a přejdeme k směrování na L3 přepínači D-LINK.  
config vlan vlan10 advertisement enable 
config gvrp 3 state enable ingress_checking disable acceptable_frame 




set garp=gvrp port=1 mode=normal 
set garp=gvrp timer default 
A.2 Úkol č.2
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 Momentálně jsou v celé síti vytvořeny dvě VLAN sítě, do každé virtuální sítě náleží dva virtuální 
operační systémy, které mohou v rámci VLAN komunikovat. Často se ale vyskytují požadavky, 
kdy je nutné povolit určitou komunikaci i mezi sítěmi VLAN. Je tedy nutné nakonfigurovat 
směrování mezi sítěmi, tím docílíme toho, že spolu budou moci komunikovat všechna zařízení 
z různých sítí pomocí IP adres a případně nastavit určité politiky, které povolují/zakazují určitý 
druh komunikace. 
 Přepínači je nutné přidělit IP adresy pro jednotlivé VLAN sítě, aby mohl být poté použit jako 
výchozí brána. Po nastavení IP adres se také automaticky přidají statické záznamy do směrovací 
tabulky a přepínač tak bude schopen směrovat pakety z jedné sítě do druhé. 
Příkazy výše jste vytvořili dvě L3 sítě s názvem net10 a net20, které náleží „rozhraní“ vlan10 a 
vlan20. Konfiguraci lze ověřit příkazem show ipif. 
 Nyní zkontrolujte adresaci virtuálních operačních systémů, podle Tabulka 2 a také nastavte 
správnou výchozí bránu, kterou bude přepínač D-LINK (192.168.10.253 respektive 
192.168.20.253). Po nastavení by mělo být možné komunikovat mezi všemi VM, takže např. 
VM1 (192.168.10.100) dokáže pingnout VM2 (192.168.20.100), přestože jsou oba v různé síti. 
 Pomocí ACL, se dá povolit/omezit určitý datový tok. Přepínač D-LINK zvládá ACL s pravidly 
pracující na druhé, třetí i čtvrté vrstvě ISO/OSI modelu, může se tedy filtrovat např. podle VLAN, 
zdrojové a cílové MAC adresy, IP adres, portů atd. Níže uvedené příkazy vytvoří pravidlo, které 
podle třetí vrstvy omezí komunikaci klienta s IP adresou 192.168.10.100 do sítě 192.168.20.0/24 
a pravidlo aplikuje na 1. a 2. port přepínače. 
 Ověřte, že skutečně VM1 nemůže pingnout zařízení ze sítě 192.168.20.x. 
  
create ipif net10 192.168.10.253/24 vlan10 state enable 
create ipif net20 192.168.20.253/24 vlan20 state enable 
create access_profile ip source_ip_mask 255.255.255.255 
destination_ip_mask 255.255.255.0 profile_id 1 
config access_profile profile_id 1 add access_id auto_assign ip 
source_ip 192.168.10.100 destination_ip 192.168.20.0 port 1,2 deny 
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Následující úkol se zabývá bezpečnostním protokolem 802.1X pro řízení přístupu k počítačové síti. 
Bude se zde konfigurovat přepínač AT-8524POE v roli Autentizátoru a operační systém Windows 7 
v roli Suplikant (802.1x klient). Autentizace koncové stanice k přepínači bude probíhat pomocí 
přihlašovacích údajů, které se budou ověřovat pomocí RADIUS serveru. Po úspěšném ověření se port 
přepínače přepne do patřičné VLAN podle použitého přihlašovacího účtu, pokud budou zadány 
nesprávné údaje, port se zařadí do Guest VLAN. 
 
obr. 14 Zapojení úkolu č. 3 
 
Síťový prvek VLAN IP adresa Komentář 
RADIUS server VLAN1 192.168.1.250/24 Server s operačním systémem 
Debian a nainstalovaným a 
nakonfigurovaným RADIUS 
serverem (freeRADIUS) 
Na RADIUS serveru jsou vytvořeny dva testovací účty, které se použijí v rámci úkolu pro autentizaci 
k přepínači. Každý účet bude podle atributů z RADIUS serveru zařazen do jiné VLAN. 
Uživatelské účty: 
user10/user10 – VLAN ID 10 





 Odpojte levý přepínač AT-GS950 a PC1 připojte přímo do přepínače AT-8524POE viz obr. 14. 
 Nejprve je nutné nakonfigurovat přepínač pro fungování protokolu 802.1X. Z hostitelského PC2 
se připojte pomocí Telnetu k přepínači AT-8524POE. A zkontrolujte, zda jsou na přepínači 
vytvořeny VLAN s ID 10 a 20, ty by měly být dynamicky vytvořené protokolem GVRP z úkolu č. 2. 
Pokud tomu tak je, vytvořte ještě jednu VLAN s ID např. 100 a názvem guest, ta se bude používat 
v případě, kdy se k portu přepínače připojí zařízení, které nebude schopné se autentizovat. 
 Následujícím příkazem se do přepínače přidá RADIUS server, který bude sloužit jako autentizační 
server pro protokol 802.1X. 
secret – je heslo, které se používá pro komunikaci mezi přepínačem a RADIUS serverem. 
 Nyní je nutné samotnou podporu protokolu 802.1X zapnout na přepínači a nakonfigurovat 
porty, které budou sloužit pro autentizaci připojeného zařízení. 
mode=single – k portu se může autentizovat pouze jedno zařízení současně, 
control=auto – přepínač automaticky přepíná port mezi autorizovaným a neautorizovaným 
stavem, guestvlan=guest – pokud se zařízení nebude schopné autentizovat, bude zařazené 
do VLAN s názvem guest, vlanassignment=enabled – port se přiřadí do patřičné VLAN na 
základě údajů poskytnutých RADIUS serverem. 
 Na PC1 nastavte na VM1 (systém Windows 7) síťovou kartu Intel xxx: Untagged VLAN viz obr. 13. 
 Nyní ve stroji VM1 nakonfigurujeme Supplikant pro protokol 802.1X. Přejděte do Ovládacích 
Panelů -> Nástroje pro Správu -> Služby. Zde najděte službu Wired AutoConfig Service a spusťte 
ji. 
 V Ovládacích panelech přejděte do položky 
Centrum síťových připojení a sdílení, 
v levém panelu klikněte na položku Změnit 
nastavení adaptéru. Vyberte síťové 
připojení pravým tlačítkem myši a zvolte 
Vlastnosti. Přejdete do záložky Ověřování a 
klikněte na Nastavení, zde vypněte 
Ověřování certifikátu serveru a pod 
tlačítkem Konfigurovat vypněte možnost 
Automaticky použít mé uživatelské jméno a 
heslo, obě konfigurační okna potvrďte 
tlačítkem OK. 
 Na záložce Ověřování ještě klikněte na 
tlačítko Další nastavení, kde zapněte 
položku Zadat režim ověřování a vyberte 
Ověření uživatele, opět potvrďte 
nastavení. 
 Nyní odpojte na krátkou chvíli PC1 od 
přepínače a znovu připojte (případně i zakažte a znovu povolte síťové rozhraní ve virtuálním OS). 
Operační systém by měl v pravé dolní části obrazovky zobrazit výzvu pro zadání přihlašovacích 
údajů, obdobně jako kdybyste se přihlašovali k zabezpečené bezdrátové síti. 
  
add radiusserver ipaddress=192.168.1.250 order=1 secret=radiusBARS 
enable portaccess 
set portaccess=8021x port=10-12 role=authenticator mode=single 
control=auto guestvlan=guest vlanassignment=enabled 
create vlan=guest vid=100 
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 Přihlaste se údaji user10/user10 a z PC2 se podívejte do logu přepínače, zda byl port ke kterému 
je připojené PC1 zařazen do VLAN ID 10. 
Použijte také příkaz show vlan pro kontrolu, že do VLAN s ID 10 byl přiřazen netagovaný port. 
 Nyní je port, ke kterému je připojené PC1 autorizován a propouští veškerou komunikaci, 
nastavte na VM1 správné IP adresy odpovídající VLAN10 a ověřte komunikaci s VM3. 
  
show log module=mac,vlan 
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Poslední úkol bude o konfiguraci Protected (Private) VLAN. Na přepínači AT-8524POE se 
nakonfiguruje několik izolovaných portů, vytvoří se několik komunit s různými porty a také 
promiskuitní (uplink) port. Cílem bude ověřit, že mezi sebou nebudou moci komunikovat izolované 
porty, ale budou moci komunikovat se zařízením zapojeným do promiskuitního portu, přestože jsou 
všechny porty v jedné virtuální LAN síti, dále že mezi sebou mohou komunikovat porty v rámci stejné 
komunity. 
 
obr. 15 Zapojení úkolu č. 4 
Pracovní postup 
 
 Připojte PC1 i PC2 přímo k přepínači AT-8524POE (eth13, eth14), a pomocí Telnetu se přihlaste 
ke konfiguračnímu rozhraní. 
 Nyní přistoupíme ke konfigurací Protected VLAN. Prvním krokem je vytvoření samotné Protected 
VLAN a poté přiřazení jednotlivých portů, viz příkazy níže. 
Porty 15,16 patří do skupiny 1, porty 17,18 do skupiny 2, port 19 do skupiny 3, port 20 do 
skupiny 4 a port 21 je ve skupině uplink, bude moci tedy komunikovat se všemi ostatními porty. 
 Na PC1 nastavte na VM1 síťovou kartu Intel xxx: Untagged VLAN viz obr. 13, to samé udělejte 
i pro VM3 na PC2 a nastavte IP adresy podle Tabulka 2. 
 Nyní zapněte ping (s parametrem –t) mezi VM1 a VM3, komunikace by měla probíhat. 
 Postupně přepojujte připojené PC1 a PC2 mezi porty zařazené do Protected VLAN a ověřte, že 
komunikace je funkční mezi porty 15, 16 a 21, dále mezi 17, 18, 21 a poté mezi 19, 21 a 20, 21. 
Ověřte také, že mezi sebou nemohou komunikovat porty z různých skupin. 
 Po úspěšném dokončení úlohy, rozpojte zapojení přepínačů a přejděte k poslednímu kroku, kde 
obnovte výchozí konfigurace přepínačů.  
create vlan=PrivateVLAN vid=200 portprotected 
add vlan=PrivateVLAN untaggedports=15-16 group=1 
add vlan=PrivateVLAN untaggedports=17-18 group=2 
add vlan=PrivateVLAN untaggedports=19 group=3 
add vlan=PrivateVLAN untaggedports=20 group=4 






Obnovení výchozí konfigurace přepínačů pro další použití. 
 
Pracovní postup 
 Připojte se kabelem k přepínači AT-GS950 (levý - 192.168.1.251), v levém menu rozklikněte 
položku Tools -> Config File Upload/Download, zde vyberte možnost via TFTP a vyplňte IP adresu 
serveru 192.168.1.250 a soubor „start-gs-950(levy).cfg“ a stiskněte tlačítko Download, tím se 
aplikuje stažený konfigurační soubor. Nyní pod položkou Reboot vyberte Reboot Status: Start a 
Reboot Type: Normal a stiskněte tlačítko Apply, tím se přepínač restartuje a bude připraven pro 
další skupinu. 
 Stejným způsobem obnovte i přepínač AT-GS950 (pravý - 192.168.1.252), jako soubor použijte 
„start-gs-950(pravy).cfg“! 
 Dále se připojte na přepínač D-LINK (SSH - 192.168.1.253) a obnovte jeho konfiguraci příkazy: 
 Připojte se na poslední přepínač AT-8524POE (Telnet - 192.168.1.254) a ten také obnovte. 
  
download cfg_fromTFTP 192.168.1.250 start-des3828.cfg config_id 1 
reboot force_agree 
load method=tftp destfile="start-at8524.cfg" server=192.168.1.250 
srcfile="start-at8524.cfg"  
restart switch config="start-at8524.cfg" 
A.5 Úkol č.5
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B OBSAH PŘILOŽENÉHO DVD
Na přiloženém DVD je elektronická verze diplomové práce a vytvořená laboratorní
úloha na téma virtuální lokální sítě. Na médiu jsou také konfigurační soubory pře-
pínačů, RADIUS serveru a samotný obraz operačního systému Debian s nakonfigu-
rovaným RADIUS serverem. Struktura DVD viz níže.
/
Diplomová práce/
xbrazd11.pdf
Laboratorní úloha/
vlan.docx
vlan.pdf
Přílohy/
Konfigurační soubory/
Přepínače/
start-at8524.cfg
start-des3828.cfg
start-gs-950(levy).cfg
start-gs-950(pravy).cfg
Freeradius/
clients.conf
eap.conf
users
Obraz serveru/
Debian-Radius.vbox
Debian-Radius.vdi
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