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Conception Optimale des Réseaux de Ressources pour le Développement 
des Parcs Eco-Industriels 
Résumé : 
Dans le contexte sociétal et écologique actuel, il devient urgent de reconcevoir nos systèmes 
industriels de manière à ce qu’ils puissent concilier gains économiques et respect de l’environnement. 
C’est précisément la vocation des parcs éco-industriels (Eco-Industrial Park, EIP) qui reposent sur le 
fait de rassembler différentes industries au sein d’un même site. Cette proximité permet aux industries 
de créer un réseau afin d’optimiser l’usage de leurs ressources, en échangeant différents flux (matières, 
énergies, déchets) et en mutualisant leurs équipements. 
 Néanmoins, ce concept popularisé dans les années 1990, en plein essor dans de nombreux pays 
industrialisés, peine encore à se pérenniser en France. Les principaux freins limitants ce développement 
sont identifiés dans le premier chapitre de ces travaux de thèse, parmi lesquels : 
− Des avantages financiers méconnus ; 
− Une complexité du système industriel accrue ; 
− Une dépendance forte avec les autres industries du réseau ; 
− Les risques liés aux défaillances et perturbations qui se propagent à travers le réseau ; 
A l’heure actuelle, les EIP existants se sont principalement construits au fur à mesure, de manière 
auto-évolutive et sous optimale. De plus, parmi les études scientifiques qui traitent du développement 
des EIP, seulement une minorité porte sur les méthodes d’optimisation. Ainsi, en apportant des outils 
de conception basés sur la programmation mathématique, cette thèse vise à développer une procédure 
de modélisation et d’optimisation multi-objectif pour la conception d’EIP durables, en prenant en 
compte les freins identifiés. Pour ce faire, un modèle mathématique multi-période permettant la 
conception optimale du réseau d'énergies (électricité, vapeurs) d’un EIP est développé, selon une 
approche systémique. Ce modèle se veut générique puisqu’il peut être adapté tant à la conception initiale 
d'un nouvel EIP qu’à la re-conception d'un réseau existant. La formulation linéaire du modèle (MILP) 
permet de traiter des problèmes de grande taille. Sur un premier cas d’étude, le coût du réseau est 
minimisé. Sur un second, l’optimisation est multi-objectif et l’impact environnemental (quantifié par 
Analyse du Cycle de Vie) de la production d’électricité est également minimisé. 
         La suite des travaux se consacre à l’élaboration de différentes procédures d’optimisation 
multi-objectif qui visent à lever les freins au développement des EIP précédemment identifiés. Une 
première procédure minimise la complexité du réseau en réduisant le nombre d’interconnexions. Les 
solutions obtenues privilégient quelques interconnexions de forts débits, ce qui pose la question de 
l’interdépendance des industries. Ainsi, dans l’étude suivante, une procédure est développée de manière 
à minimiser cette interdépendance à l’échelle du réseau. Enfin pour garantir que les réseaux conçus selon 
des conditions opératoires nominales puissent faire face à des perturbations non prévues initialement, 
une procédure est développée pour concevoir des réseaux flexibles. L’ensemble de ces procédures sont 
mises au point de manière à être adaptées à la résolution de problèmes de grandes tailles. 
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Optimal Design of Resource Networks for the Development 
of Eco-Industrial Parks 
Abstract: 
In the current societal and ecological context, it is becoming urgent to redesign our industrial 
systems in order to conciliate economic gains and environmental protection. This is precisely the 
objective of eco-industrial parks (Eco-Industrial Park, EIP), in which industries are grouped together on 
the same site. This vicinity allows industries to create a network to optimize the use of their resources 
by exchanging different flows (materials, energy, waste) and by pooling their equipment. 
 
Nevertheless, this concept, popularized in the 1990s and rapidly expanding in many industrialized 
countries, is still struggling to be sustained in France. The main obstacles limiting this development are 
identified in the first chapter of this thesis work, among which are the following: 
− Financial advantages unknown by industrialists; 
− Increased complexity of the industrial system; 
− A strong dependence with the other industries of the network; 
− Failures and disturbances that spread throughout the network; 
Currently, the existing EIPs have mainly been built, step by step, in a self-evolving and sub-optimal 
way. Moreover, among the scientific studies that deal with the development of EIPs, only a minority 
focus on optimization methods. Thus, by providing design tools using mathematical optimization, this 
thesis aims to develop a multi-objective modeling and optimization procedure for the design of 
sustainable EIPs, taking into account the identified obstacles. To do so, a multi-period mathematical 
model allowing the optimal design of the energy network (electricity, steam) of an EIP is developed, 
according to a systemic approach. This model is meant to be generic since it can be adapted to the initial 
design of a new EIP as well as to the redesign of an existing network. The linear formulation of the 
model makes it possible to deal with large problems. On a first case study, the cost of the network is 
minimized. In a second case, the optimization is multi-objective and the environmental impact 
(quantified by Life Cycle Assessment) of the electricity production is also minimized. 
Further work is devoted to the development of different multi-objective optimization procedures 
that aim to remove the obstacles to the development of EIP previously identified. A first procedure 
minimizes the complexity of the network by reducing the number of interconnections. The solutions 
obtained favor a few high flow interconnections, which raises the question of the interdependence of 
industries. Thus, in the following study, a procedure is developed in order to minimize this 
interdependence at the scale of the network. Finally, to ensure that networks designed according to 
nominal operating conditions can cope with disturbances not initially foreseen, a procedure is developed 
to design flexible networks. All of these procedures are developed in such a way that they are adapted 
to solve large scale problems. 
Keywords: Eco-Industrial Park, Industrial Ecology, Multi-objective Optimization, Complexity, 
Interdependence, Flexibility 
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 Au cours de ces 50 dernières années, le prélèvement des ressources naturelles utilisées 
pour faire fonctionner l’économie mondiale a plus que triplé selon un rapport du Groupe 
international d'experts sur les ressources (GIER, 2019). Dans un monde fini comme le nôtre, il 
est de plus en plus crucial de réduire ces extractions. Les pouvoirs politiques se sont emparés 
de cette problématique. Ainsi, à l’échelle Européenne, le Pacte vert pour l’Europe (2019) a été 
instauré. L’un de ses principaux axes de travail est la mise en place d’une gestion durable des 
ressources, où la croissance économique est associée à une utilisation des ressources plus 
respectueuse de l’environnement, par le développement d’une économie dite « circulaire ». 
Cet axe est en accord avec la feuille de route sur l’économie circulaire (Ministère de la 
Transition Ecologique, 2019) établie par l’Etat français, dont le but est de passer d’un modèle 
économique linéaire « fabriquer, consommer, jeter » à un modèle circulaire « réutiliser, 
mutualiser, recycler » et ainsi diminuer la consommation de ressources et d’énergies. Le 
développement de l’écologie industrielle est un des objectifs clés de cette feuille de route, et 
constitue l’axe pour le regroupement et la mobilisation des acteurs. De fait, l’écologie 
industrielle a pour objectif principal de produire nos biens et services tout en minimisant 
l’extraction des ressources naturelles. Pour ce faire, ce concept repose sur le fait que les 
industries et acteurs locaux créent un réseau d’échanges (d’énergies, de matières, de services), 
dans le but de travailler dans une boucle « quasi-fermée ». 
D’autre part, les industries de transformation de la matière et de l’énergie ont 
aujourd’hui admis le principe des 3 P (Peuple, Profit, Planète) qui stipule que le concept de 
développement durable passe obligatoirement par des progrès économiques, sociaux et 
environnementaux simultanés. Ce concept découle de la prise de conscience concernant les 
limites de notre environnement en termes d'épuisement des ressources naturelles et de pollution 
des écosystèmes par rapport aux activités humaines et à la croissance économique (Meadows 
et al., 2004). En effet, toute activité humaine, et plus particulièrement les activités industrielles 
génère des flux d’échanges avec l’environnement et induisent ainsi des impacts (émissions et 
extractions) sur celui-ci. Dans cette mouvance et selon les principes de l’écologie industrielle, 
le développement des parcs éco-industriels est tout à fait prometteur puisqu’il permet à des 
industries de coopérer pour minimiser leurs impacts environnementaux et économiques. 
Comme présenté à travers la Figure 1, cette coopération se traduit tant au niveau de la 
mutualisation des approvisionnements en ressources (matières premières et énergie) qu’au 
niveau des échanges entre les industries ou encore par une gestion commune des déchets. 
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Figure 1. Représentation conceptuelle des coopérations au sein d’un parc éco-industriel. 
Les objectifs scientifiques de ces travaux de thèse sont multiples et couvrent différents 
aspects de recherche à la croisée des chemins entre les recommandations gouvernementales et 
les aspects pratiques de leur mise en œuvre. Ils portent tant sur le développement 
méthodologique d’outils et d’approches intégrées que sur des aspects techniques, visant à être 
appliqués. Ainsi, il s’agit de l’illustration d’une activité de recherche méthodologique amont, 
mais ancrée dans l’applicabilité pour la gestion et l’optimisation des réseaux de ressources au 
sein des parcs éco-industriels, en particulier pour les systèmes énergétiques. Ces travaux visent 
ainsi à proposer une méthodologie en vue de modéliser, optimiser et concevoir les échanges de 
ressources et d’énergies entre différentes industries en abordant différents aspects liés aux freins 
de développement identifiés.  
Ces travaux se sont déroulés au Laboratoire de Génie Chimique, au sein du département 
Procédés et Systèmes Industriels. Les travaux réalisés dans ce département constituent le 
dernier maillon pour approcher la maîtrise complète de la chaîne logistique chimique. Il 
regroupe les activités axées sur le développement de procédures systématiques pour la 
conception et l’exploitation de procédés et de systèmes de production, lesquelles mettent 
généralement en jeu des stratégies numériques avancées. A l’aide d’une approche systémique, 
les systèmes industriels, souvent complexes, sont conçus de façon optimale. Dans le 
département, des méthodes et procédures d’optimisation, souvent multi-objectif, ont été 
développées et appliquées pour la conception de nombreux systèmes industriels tels que des 
réseaux d’énergies renouvelables (Roth, 2019), d’eau (Boix, 2011), ou des chaines logistiques 
(De Léon Almaraz, 2014). L’écologie industrielle et sa mise en œuvre y sont étudiées depuis 
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2010, au cours de la thèse de M. Boix qui s’est intéressée à la conception optimale des réseaux 
d’eau dans un parc éco-industriel. De nombreux travaux ont ensuite vu le jour et notamment, la 
thèse de M. Ramos (2016) qui a permis de développer un modèle mathématique basé sur les 
concepts de la théorie des jeux pour la conception du réseau d’eau et/ou d’énergie d’un parc 
éco-industriel. Une approche de modélisation multi-niveaux (deux niveaux : leaders et 
followers) a alors été développée pour la conception des parcs éco-industriels en mettant en 
place un gestionnaire du parc. Ces différents travaux ont permis de soulever différentes 
perspectives pour la recherche en optimisation des réseaux des parcs éco-industriels, 
notamment le nombre restreint d’études portant sur les réseaux d’énergies (en particulier pour 
les énergies renouvelables), mais aussi le manque de modèles qui optimisent simultanément 
plusieurs types d’échanges (matières, énergies, utilités, etc.). Pour y parvenir à l’échelle d’un 
système inter-industriel, ils ont également souligné la nécessité de développer des procédures 
adaptées à la résolution de problèmes de grandes tailles. De surcroît, ces travaux antérieurs 
n'incluaient pas la dimension temporelle, qui est un point nécessaire pour la conception d'un 
réseau soumis à des fluctuations. Or, les modèles multi-niveaux utilisés ne permettent pas de 
prendre en compte des variables discrètes. Ces variables permettant de faire un choix entre 
plusieurs possibilités de conception. Un autre aspect à développer est la conception de réseaux 
flexibles, capables de surmonter des fluctuations qui n’avaient pas été prises en compte 
initialement lors de la phase de conception. 
Cette étude s’inscrit dans cette continuité puisqu’elle propose d’étendre les précédents 
travaux du département, au développement d’un réseau prenant en compte la conception des 
équipements et des interconnexions, mais aussi la dimension temporelle pour l’échange de 
différents flux énergétiques dans un parc éco-industriel. En effet, les échanges possibles au sein 
du parc seront multiples, allant de la vapeur (à différents niveaux de pression), à l’électricité du 
réseau en passant par l’intégration des énergies renouvelables (éolien et photovoltaïque). Enfin, 
elle va permettre de répondre aux freins identifiés lors des précédentes études lorsque l’on 
s’intéresse au développement des parcs éco-industriels, notamment les problèmes 
d’interdépendance et de flexibilité des industries connectées. Le but est ainsi de développer une 
procédure générique permettant de répondre aux questions suivantes : Comment concevoir de 
façon optimale des échanges au sein des parcs éco-industriels ? Comment favoriser le 
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AC Alternative Current (Courant alternatif) 
ACV Analyse du Cycle de Vie 
AG Algorithme Génétique 
CA Colonies d’Abeilles 
CF Colonies de Fourmies 
DC Direct Current (Courant continu) 
DF Dynamic Flexibility (Indicateur de flexibilité dynamique) 
EIP Eco Industrial Park (Parc Eco-Industriel) 
EnR Energie Renouvelable 
EP Essaims Particulaires 
FSG Indicateur de flexibilité de Swaney et Grossmann 
FV Indicateur de flexibilité volumétrique 
HRES 
Hybrid Renewable Energy System (Système hybride d’énergie 
renouvelable) 
LP Linear Programming 
MCDM Multi-Criteria Decision-Making (Prise de decision multi-critères) 
MILP Mixed Integer Linear Programming 
MINLP Mixed Integer Non-Linear Programming 
NLP Non-Linear Programming 
PV Photovoltaïque 
RI Resiliency Index (Indice de résilience) 
RS Recuit Simulé 
SF Stochastic Flexibility (Indice de flexibilité stochastique) 
TOPSIS Technique for Order Preference by Similarity to Ideal Situation 
Liste des acronymes 
 






b : chaudière 
f : combustible 
tu : turbine 
wu : bâche alimentaire 
e : électricité 
bi : centrale électrique biomasse 
so : panneau solaire photovoltaïque (PV) 
wi : éolienne 
sr : sources d’énergie électrique (bi, so, wi ∈ sr) 
srAC : sources d'énergie électrique à courant alternatif (AC) (bi, wi ∈ srAC) 
srDC : sources d'énergie électrique à courant continu (DC) (so ∈ srDC) 
C : industrie (𝑐, 𝑐′ ∈ C, c ≠ 𝑐′) 
H : collecteur de vapeur pour chaque niveau de pression (ℎ, ℎ′, ℎ′′ ∈  𝐻, h < ℎ′ < ℎ′′) 
T : période de temps (𝑡, 𝑡𝑚 ∈ T, 𝑡 ≥ 𝑡𝑚) 
 
Paramètres 
M : grande valeur positive 
NbPériodes : nombre total de périodes dans l’horizon temporel 
 
a : taux d'actualisation 
n : durée de vie du projet (années) 
n_replace : années de remplacement d’un investissement donné 
Nb_replace : nombre de remplacements prévus au cours du projet pour un investissement donné  
 
𝑃𝑆ℎ
 : pourcentage de pertes de vapeur au niveau des purgeurs du collecteur h 
𝑃𝑊𝑤𝑢 : pourcentage de pertes d'eau au niveau de la bâche alimentaire wu 
 
𝐶𝑎𝑙𝑓  : puissance calorifique du combustible f (kWh/tonne) 
Eff
b,f
 : rendement de la chaudière b en fonction du combustible f 
Eff
tu
 : rendement de la turbine tu 
Condtu : coefficient de condensation dans la turbine tu 
𝐸𝐶𝑜𝑛𝑠b
fix  : consommation électrique fixe de la chaudière b allumée (kWh) 
𝐸𝐶𝑜𝑛𝑠b
var : consommation électrique variable de la chaudière b (kWh/tonne) 
hsh : enthalpie de la vapeur en fonction du niveau de pression h (kWh/tonne) 
ℎ𝑤𝑤𝑢 : enthalpie de l'eau dans la bâche alimentaire wu (kWh/tonne) 
 
𝐷ℎ,𝑡,𝑐 : demande en vapeur au niveau de pression h de l’industrie c pendant la période t (tonnes/h) 
𝐷𝑡,𝑐 
𝑒 : demande en électricité de l’industrie c pendant la période t (kWh) 
𝐷𝑡,𝑐 
𝑒𝐴𝐶: demande en électricité AC de l’industrie c pendant la période t (kWh) 
𝐷𝑡,𝑐 
𝑒𝐷𝐶 : demande en électricité DC de l’industrie c pendant la période t (kWh) 
 
𝑃𝑏,ℎ
𝑀𝑎𝑥  : production maximale de vapeur au niveau de pression h pour la chaudière b (tonnes/h) 
𝑃𝑏,ℎ
𝑚𝑖𝑛 : production minimale de vapeur au niveau de pression h pour la chaudière b (tonnes/h) 
𝑆ℎ,𝑡𝑢
𝑀𝑎𝑥  : quantité maximale de vapeur h dans la turbine tu (tonnes/h) 
𝑆ℎ,𝑡𝑢
𝑚𝑖𝑛 : quantité minimale de vapeur h dans la turbine tu (tonnes/h) 
 
𝐹𝐶𝑠𝑟,𝑡 : facteur de charge pour la production d'énergie des sources électriques sr 
𝐸𝑓𝑓𝑜𝑛𝑑𝑢𝑙𝑒𝑢𝑟  : rendement du redresseur pour convertir l’électricité DC en AC  
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𝐸𝑓𝑓𝑠𝑡𝑜𝑐𝑘𝑎𝑔𝑒  : rendement du système de stockage d’électricité  
DFA : facteur d'actualisation pour obtenir la valeur actuelle de toutes les dépenses opérationnelles et de toutes 
les dépenses en ressources sur la durée du projet 
𝑃𝑟𝑖𝑓
𝑐𝑎𝑟𝑏𝑢𝑟𝑎𝑛𝑡  : prix d'achat du combustible f (€/tonne) 
𝑃𝑟𝑖𝑒𝑎𝑢  : prix d'achat de l'eau (€/tonne) 
𝑃𝑟𝑖𝐸𝑙𝑒𝑐𝑎𝑐ℎ𝑎𝑡  : prix d'achat de l'électricité (€/kWh) 
𝑃𝑟𝑖𝐸𝑙𝑒𝑐𝑣𝑒𝑛𝑡𝑒  : prix de vente de l'électricité (€/kWh) 
 
Fb,f,t,c
stock_sécurité : stock de sécurité de combustible (tonne) 
 
𝐶𝐴𝑃𝐸𝑋𝑏 : dépenses d'investissement pour la chaudière b (€) 
𝑂𝑃𝐸𝑋𝑏  : dépenses opérationnelles annuelles pour la chaudière b (€) 
𝐷𝐹𝐼𝑏  : facteur d'investissement actualisé, intégrant le remplacement de la chaudière b, si sa durée de vie est 
inférieure à la durée du projet 
 
𝐶𝐴𝑃𝐸𝑋𝑡𝑢 : dépenses d'investissement pour la turbine tu (€) 
𝑂𝑃𝐸𝑋𝑡𝑢 : dépenses opérationnelles annuelles pour la turbine tu (€) 
𝐷𝐹𝐼𝑡𝑢 : facteur d'investissement actualisé, intégrant le remplacement de la turbine tu, si sa durée de vie est 




 : dépense d’investissement fixe pour une interconnexion (€) 
𝐶𝐴𝑃𝐸𝑋𝑖𝑛𝑡𝑒𝑟𝑐
𝑣𝑎𝑟  : dépense d'investissement variable pour les interconnexions, fonction de la capacité de 
l’interconnexion [€/(tonnes/h)] 
OPEXinterc : dépenses opérationnelles annuelles pour les interconnexions, fonction de la capacité de 
l’interconnexion [€/(tonnes/h)] 
𝐷𝐹𝐼𝑖𝑛𝑡𝑒𝑟𝑐  : facteur d'investissement actualisé, intégrant le remplacement des interconnexions, si leur durée de 
vie est inférieure à la durée du projet  
 
𝐶𝐴𝑃𝐸𝑋𝑠𝑟  : dépenses d'investissement par kW installé de la source d’électricité sr (€/kW) 
𝑂𝑃𝐸𝑋𝑠𝑟  : dépenses opérationnelles annuelles par kW installé de la source d’électricité sr (€/kW) 
𝐷𝐹𝐼𝑠𝑟  : facteur d'investissement actualisé, intégrant le remplacement de la source d’électricité sr, si sa durée de 
vie est inférieure à la durée du projet 
𝐸𝑓𝑓𝑜𝑛𝑑  : efficacité des onduleurs pour les sources de courant continu (conversion DC vers AC) 
 
MaxEprodTur : production maximale pour les turbines (kWh) 




 : capacité minimale d’échange des interconnexions (tonnes/h) 
𝑀𝑎𝑥𝐼𝑛𝑡𝑒𝑟𝑐𝑠𝑒𝑢𝑖𝑙
𝑐𝑎𝑝𝑎𝑐𝑖𝑡é




Coût_Actuel_Net : Coût Actuel Net sur la durée du projet (€) 
Coût_MP : coût des matières premières sur la durée du projet (€) 
Coût_Chaudières : coût des chaudières sur la durée du projet (€) 
Coût_Interc : coût des interconnexions sur la durée du projet (€) 
Coût_Turbines : coût des turbines sur la durée du projet (€) 
Coût_SourcesElec : coût des sources électriques sur la durée du projet (€) 
Coût_Elec : coût de l'électricité sur la durée du projet (€) 
Coût_Combustibles : coût des combustibles sur la durée du projet (€) 
Coût_Eau : coût de l'eau sur la durée du projet (€) 
Coût_StockageElec  : coût du système de stockage d’électricité sur la durée du projet (€)  
Nomenclature 
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Variables 
𝑁𝑏_𝑖𝑛𝑡𝑒𝑟𝑐 : nombre d'interconnexions dans le réseau du parc eco-industriel 
Moycapacité 
interc  : moyenne des capacités des interconnexions 
Max𝑐𝑎𝑝𝑎𝑐𝑖𝑡é
interc  : maximum des capacités des interconnexions 
∆Q1Q3𝑐𝑎𝑝𝑎𝑐𝑖𝑡é
interc  : différence entre le quartile 1 et le quartile 3 des capacités d'interconnexion 
 
𝑇ℎ,𝑡,𝑐,𝑐′ : transfert de vapeur, au niveau de pression h, de l'industrie c vers l'industrie c' pendant la période t 
(tonnes/h) 
𝑇𝑡,𝑐,𝑐
𝑤  : transfert d'eau de l'industrie c vers l'industrie c' pendant la période t (tonnes/h) 
 
𝑦𝑏,𝑐
𝑠𝑒𝑙  : variable binaire d’existence de la chaudière b dans l’industrie c 
𝑦𝑏,𝑡,𝑐
𝑝𝑟𝑜𝑑
 : variable binaire pour allumer/éteindre la chaudière b pendant la période t 
𝑦𝑡𝑢,𝑐
𝑠𝑒𝑙  : variable binaire d’existence de la turbine tu dans l’industrie c 
𝑦ℎ,𝑐,𝑐′
𝑖𝑛𝑡𝑒𝑟𝑐  : variable binaire d’existence d’une interconnexion pour la vapeur h de l'industrie c vers l'industrie c' 
 
𝑃𝑠𝑟




 : capacité de l’interconnexion pour la vapeur h allant de l'industrie c vers l'industrie c' (tonnes/h) 
𝑀𝑎𝑥𝐼𝑛𝑡𝑒𝑟𝑐𝑐𝑎𝑝𝑎𝑐𝑖𝑡é : capacité maximale de dimensionnement pour une interconnexion du réseau  
 
𝐹𝑏,𝑓,𝑡,𝑐  : combustible f consommé par la chaudière b de l’industrie c pendant la période t (tonne) 
𝐹𝑏,𝑓,𝑡,𝑐
𝑎𝑐ℎ𝑎𝑡 : achat de combustible f de la chaudière b de l’industrie c pendant la période t (tonne) 
𝐹𝑏,𝑓,𝑡,𝑐




 : production de vapeur h de la chaudière b de l’industrie c pendant la période t (tonnes/h)  
𝑆ℎ′ ,ℎ,𝑡,𝑐 : débit de vapeur du collecteur de vapeur h' vers le collecteur h dans l’industrie c pendant la période t  
(tonnes/h) 
𝑆ℎ,𝑡𝑢,𝑡,𝑐
𝑒𝑛𝑡𝑟é𝑒  : débit de vapeur du collecteur de vapeur h vers la turbine tu dans l’industrie c pendant la période t 
(tonnes/h) 
𝑆ℎ,𝑡𝑢,𝑡,𝑐
𝑠𝑜𝑟𝑡𝑖𝑒  : débit de vapeur h sortant de la turbine tu vers le collecteur de vapeur h dans l’industrie c pendant la 
période t (tonnes/h) 
𝑆ℎ,𝑡,𝑐
𝑝𝑢𝑟𝑔𝑒𝑢𝑟
 : pertes de vapeur au niveau du purgeur du collecteur de vapeur h de l’industrie c pendant la période t 
(tonnes/h) 
𝑆ℎ,𝑡,𝑐
𝑒𝑣𝑒𝑛𝑡 : vapeur évacuée par l’évent, au niveau du collecteur de vapeur h de l’industrie c pendant la période t 
(tonnes/h) 
 
𝑊𝑏,𝑡,𝑐 : débit d'eau de la bâche alimentaire vers la chaudière b de l’industrie c pendant la période t (tonnes/h) 
𝑊ℎ,𝑡,𝑐  : débit d'eau du procédé, consommant la vapeur h, à la bâche alimentaire de l’industrie c pendant la période 
t (tonnes/h) 
𝑊𝑡𝑢,𝑡,𝑐
𝑠𝑜𝑟𝑡𝑖𝑒  : débit d'eau de la turbine tu à la bâche alimentaire de l’industrie c pendant la période t (tonnes/h) 
𝑊𝑡,𝑐
𝑠𝑡𝑜𝑐𝑘 : quantité d'eau dans la bâche alimentaire de l’industrie c pendant la période t (tonne) 
𝑊𝑡,𝑐
𝑎𝑐ℎ𝑎𝑡  : achat d'eau pour augmenter le stock de la bâche alimentaire de l’industrie c pendant la période t (tonne) 
𝑊𝑡,𝑐
𝑎𝑙𝑖𝑚𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛  : achat d'eau pour remplacer les pertes en eau de l’industrie c pendant la période t (tonne) 
𝑊𝑡,𝑐
𝑝𝑒𝑟𝑡𝑒𝑠
 : pertes d'eau dans la bâche alimentaire de l’industrie c pendant la période t (tonne) 
𝑊𝑡,𝑐
𝑑é𝑐ℎ𝑎𝑟𝑔𝑒
 : eau déchargée de la bâche alimentaire de l’industrie c pendant la période t (tonne) 
 
𝐸𝑡,𝑐
𝑎𝑐ℎ𝑎𝑡  : énergie électrique achetée par l’industrie c pendant la période t (kWh) 
𝐸𝑏,𝑡,𝑐
𝑐ℎ𝑎𝑢𝑑𝑖è𝑟𝑒 : énergie électrique consommée par la chaudière b de l’industrie c pendant la période t (kWh) 
𝐸𝑡
𝑝𝑟𝑜𝑑𝑆𝑜𝑢𝑟𝑐𝑒𝑠
 : production totale d'énergie électricité des sources du HRES pendant la période t (kWh) 
𝐸𝑠𝑟,𝑡
𝑝𝑟𝑜𝑑








 : énergie électrique produite consommée pendant la période t (kWh) 
𝐸𝑡
𝑝𝑟𝑜𝑑𝑉𝑒𝑛𝑑𝑢𝑒
 : énergie électrique vendue pendant la période t (kWh) 
𝐸𝑡,𝑠𝑟
𝑠𝑡𝑜𝑐𝑘𝑎𝑔𝑒
 : énergie électrique produite par la source 𝑠𝑟 et allant charger les batteries pendant la période t (kWh) 
𝐸𝑡𝑢,𝑡,𝑐
𝑡𝑢𝑟𝑏𝑖𝑛𝑒 : énergie électrique produite par la turbine tu de l’industrie c pendant la période t (kWh) 
 
𝑄𝑡: énergie électrique stockée dans les batteries pendant la période t (kWh) 
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1. L’écologie industrielle : contexte et concepts  
1.1 Contexte général et politique 
Depuis le début de la révolution industrielle, l'industrialisation a amélioré nos conditions 
de vie à bien des égards. Cependant, il est désormais communément admis que la croissance 
économique exponentielle et l’industrialisation des derniers siècles font face aux limites de 
notre planète (Jackson et Senker, 2011 ; Meadows et al., 2004). L’activité anthropique 
intensifiée a donc de nombreux impacts négatifs sur les systèmes tels que l'épuisement des 
ressources, la déforestation, la pénurie de combustibles fossiles, plus généralement, 
l’épuisement des ressources (GIER, 2019), la perte de biodiversité, la pollution de l'eau, de l'air 
et du sol (PNUE, 2019) et le changement climatique (GIEC, 2018). 
Les projections de croissance démographique estiment que la population mondiale 
pourrait atteindre 10 milliards d'habitants d'ici 2050 et cette augmentation est principalement 
attribuée à quelques pays en développement (ONU, 2015). Cela entraînera un accroissement de 
la demande en ressources naturelles, augmentant la pression sur des écosystèmes déjà 
surexploités. 
La prise de conscience de cette empreinte humaine croissante est cruciale pour faire face 
aux problèmes que l'appauvrissement des écosystèmes entraîne et entraînera à l'avenir. Les 
mesures de lutte contre le changement climatique prises ces dernières années sont souvent 
jugées comme insuffisantes ou inefficaces. En réponse, sur la base des conditions actuelles et 
des prévisions futures, plus de 10 000 scientifiques du monde entier ont décrété l'urgence 
climatique (Ripple et al., 2020). Depuis 2019, certains états et collectivités ont également 
déclaré l'urgence climatique et se sont engagés à prendre des mesures correctives pour atténuer 
ce changement climatique. 
Il est donc essentiel d'évoluer vers une gestion durable des ressources. Cette nécessité a 
été défendue depuis le siècle dernier par les partisans du développement durable. La définition 
du développement durable la plus fréquemment citée est celle du rapport Brundtland 
(Commission mondiale sur l'environnement et le développement, 1987) : "Le développement 
durable est un développement qui répond aux besoins du présent sans compromettre la capacité 
des générations futures à satisfaire leurs propres besoins". Elkington, (1997) a élargi le concept 
en définissant les trois piliers du développement durable : le profit (économiquement viable), 
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la planète (respectueuse de l'environnement) et les personnes (bénéfique pour la société). Les 




Figure I-1. Les trois piliers du développement durable : société, économie, environnement (Balty, 2018). 
Dans la perspective d’adopter une politique durable, l’état français a établi sa feuille de 
route sur l’économie circulaire (2019), le but étant de passer d’un modèle économique linéaire 
« fabriquer, consommer, jeter » à un modèle circulaire « réutiliser, mutualiser, recycler » et 
ainsi diminuer la consommation de ressources et d’énergies (Figure I-2). 
Ce modèle d’économie circulaire est défini par le Ministère de la Transition Ecologique 
(2020), il est donc question de « produire les biens et les services de manière durable en limitant 
la consommation et le gaspillage des ressources et la production des déchets. Il s’agit de passer 
d’une société du tout jetable à un modèle économique circulaire ». En pratique, bien que le 
modèle circulaire permette de diminuer les quantités de ressources et de déchets, le modèle sans 
pertes n’existe pas, il y aura donc forcément des rejets et des apports en matière première à 
réaliser. Néanmoins, si le système est optimisé, les quantités de ressources et de déchets seront 
considérablement réduites et par conséquent les impacts sur l’environnement aussi. 
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Figure I-2. L’économie linéaire comparée à l'économie circulaire (traduit de Somoza Tornos, 2020). 
Des problématiques métiers émergent alors et soulèvent des problématiques 
scientifiques intéressantes pour la communauté scientifique. L’enjeu de l’économie circulaire 
est donc d’apporter des solutions permettant de réconcilier activité économique et préservation 
de l’environnement. Pour y parvenir, il sera nécessaire d’innover sur notre manière de produire 
et de consommer notre énergie, nos biens et nos services de manière à amorcer une transition 
vers une société plus durable. 
1.2 L’écologie industrielle : historique et définitions 
L’écologie industrielle est un domaine de l’économie circulaire qui a pour vocation de 
rationaliser l’utilisation des ressources à l’échelle de la production des biens et services en 
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créant un réseau d’échanges, à l’échelle locale, entre les acteurs économiques. En effet, 
l'écologie industrielle est pensée pour dématérialiser l’économie, c’est-à-dire découpler la 
production de richesses et l'extraction de ressources en bouclant autant que possible les flux de 
ressources. (Figure I-3). 
 
Figure I-3.  Effets de l’écologie industrielle : dissociation de l'impact environnemental et des activités 
économiques (adaptée de UVED, 2006a). 
Le principe de la réduction des déchets, de la mise en commun et du partage des 
ressources par la création de liens interentreprises est certainement aussi ancien que le 
développement économique (Desrochers, 2002). En outre, à partir de la seconde moitié du XXe 
siècle et du début du XXIe siècle, l'idée de réutiliser les déchets par d'autres industries est 
apparue dans la recherche scientifique (Conover, 1918 ; Simmonds, 1862). A cette époque il 
est même fait mention de rassemblements d’industries autour de produits secondaires (Clement, 
1927). Et depuis les années 1970, en même temps que la prise de conscience globale des limites 
en ressources de notre planète (Meadows et al., 1972), le concept « d'écologie industrielle » est 
apparu dans la recherche (Gussow et Meyers, 1970 ; Hoffman, 1971 ; Watanabe, 1972). Ce 
concept était alors une véritable nouveauté, car les termes "écologie" et "industries" étaient 
souvent perçus comme étant opposés. 
Néanmoins il a fallu attendre 1989 pour que l’expression « écologie industrielle » soit 
popularisée par Frosch et Gallopoulos (1989) qui la définissent en faisant l’analogie entre 
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écosystème naturel et écosystème industriel (Figure I-4). En effet, tout comme dans un 
écosystème naturel, les entreprises faisant partie d’un écosystème industriel peuvent être 
considérées comme différents niveaux trophiques dans une chaîne alimentaire avec des liens 
métaboliques entre eux (échangeant des flux de matières et d’énergies) (Ashton, 2008). Ainsi, 
la consommation d'énergies, de matières et d’eau est optimisée, tandis que les déchets et la 
pollution y sont réduits au minimum. 
 
Figure I-4. Analogie entre un système industriel et un écosystème (CEIA, 2018). 
En écho à cette définition, l'écologie industrielle est également associée aux termes de 
symbiose industrielle, qui désigne le lien (symbioses) établi entre deux ou plusieurs industries. 
Selon Chertow (2000), "la symbiose industrielle engage des industries traditionnellement 
séparées dans une approche collective visant à augmenter leur compétitivité en impliquant un 
échange physique de matières, d'énergie, d'eau et de sous-produits". Elle a également déclaré 
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que les clés de la symbiose industrielle sont "la collaboration et les possibilités de synergies 
offertes par la proximité géographique". 
On distingue 4 différents types de symbioses industrielles, aussi appelées synergies 
industrielles (Van Beers et al., 2007), dont l'inventaire est proposé ci-dessous : 
- Les synergies d’approvisionnement correspondent à l’implantation sur un même site 
des fournisseurs et des clients ; 
- Les synergies d’équipements, dans lesquelles des infrastructures sont partagées 
principalement pour le traitement des déchets ou des eaux usées et pour la 
production d’utilités nécessaires au fonctionnent des procédés et du site (électricité, 
chaud, froid, eau, air comprimé) ; 
- Les synergies de services, il s’agit de partage de services tels que l’entretien du site, 
la sécurité, la formation du personnel, les prestataires de maintenance, etc. ; 
- Les synergies de réutilisation des sous-produits et des déchets consistent à récupérer 
les matières résiduelles précédemment mises au rebut et à les réemployer dans une 
autre installation. 
En outre, l'écologie industrielle, issue à l'origine d'une vision d’économiste, est 
aujourd'hui abordée selon de nombreuses disciplines : écologie scientifique, géopolitique, 
ingénierie industrielle, sciences naturelles, etc. Selon une définition plus récente de Allenby 
(2006), l’écologie industrielle est alors vue comme "une science multidisciplinaire basée sur 
l’étude des systèmes qui cherche à comprendre le comportement émergent de systèmes 
complexes intégrés hommes/natures". Dans cette définition, Allenby soulève un autre point 
important, à savoir que dans une vision globale, l'écologie industrielle s'applique à l'ensemble 
du système.  
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Figure I-5. Echelles d’intervention sur le système industriel (Ramos, 2016). 
Ainsi, comme le montre la Figure I-5, l’écologie industrielle est une évolution logique 
d’autres approches du Génie des Procédés comme le domaine de la production propre (à 
l’échelle de l’opération unitaire) ou l’écoconception qui s’intéresse à toute la chaine de 
production d’un produit.  
1.3 L’écologie industrielle : mise en œuvre à travers les parcs éco-industriels 
Les parcs éco-industriels (Eco-Industrial Park, EIP) sont la mise en œuvre la plus 
courante de l’écologie industrielle. Au sein d’un EIP, les industries se regroupent sur un même 
site et profitent de leur proximité pour créer un écosystème industriel en échangeant différents 
flux (ressources, énergies, déchets, services). Une définition communément adoptée pour un 
EIP est "un système industriel d'échanges planifiés de ressources et d'énergie qui cherche à 
minimiser l'utilisation d'énergie et de matières premières, à réduire les déchets et à établir des 
relations économiques, écologiques et sociales durables" (Alexander et al., 2000 ; PCSD, 1996). 
Une vision conceptuelle d’un EIP où des industries se rassemblent et échangent dans un même 
réseau est présentée à travers la Figure I-6. Comme le montre cette figure, les synergies peuvent 
se situer à trois endroits dans le système : au sein de l’EIP entre les industries, au niveau de 
l'approvisionnement en matières premières, ou à la sortie du système, au niveau du traitement 
des déchets. 
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Figure I-6. Vision conceptuelle d'un EIP (adaptée de UVED, 2006b). 
Une condition préalable pour qu'un EIP soit considéré économiquement viable est de 
démontrer que la somme des avantages obtenus en travaillant collectivement soit supérieure à 
celle obtenue en travaillant seul (Boix et al., 2012a). Enfin, bien que le côté environnemental 
ait longtemps été perçu comme un fardeau par les industries, l'écologie industrielle peut être 
vue comme un moyen de mettre en œuvre leurs contraintes réglementaires écologiques tout en 
conciliant leurs objectifs économiques (Diemer et Labrune, 2007). 
Tous les EIP ne se construisent pas de la même manière et ne sont pas soumis aux mêmes 
contraintes. Pour comprendre les spécificités et les enjeux auxquels font face les différents EIP, 
ceux-ci peuvent être classés selon deux catégories : 
- Les EIP issus de parcs (ou zones) industriel(le)s, il s’agit alors d’adaptation de parcs 
existants. On retrouve ce type d’EIP principalement dans les pays fortement 
industrialisés, tels que la Chine. En général, ce type de projet se déroule avec succès, 
car il s’agît d’une simple mise à niveau d’un réseau existant avec des industries qui 
se connaissent déjà. De plus, ce type de transformations peut s’effectuer au fur et à 
mesure pour les industriels qui sont le plus souvent à l’origine de la transformation. 
Pour cette raison les investissements à réaliser sont échelonnés. 
- Les EIP entièrement créés représentent la deuxième catégorie. Ceux-ci demandent 
de plus forts investissements initiaux et sont souvent le résultat de la volonté des 
collectivités locales qui souhaitent redynamiser l’activité économique sur leur 
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territoire. Ces EIP sont d’autant plus profitables qu’ils impliquent des entreprises 
normalement isolées. Contrairement aux EIP de la première catégorie, des 
arguments doivent être avancés pour convaincre les industriels de s’implanter dans 
ces zones. Jusqu’alors ce type d’EIP est le moins fréquent (Chertow et Ehrenfeld, 
2012). 
 
Les EIP se sont répandus, autant dans les pays développés que dans les pays en 
développement. On en compterait aujourd’hui environ 250, alors que dans les années 2000 il 
n’y en avait que 50 (ONUDI, Banque Mondiale, 2017). Néanmoins, par rapport aux 15 000 
parcs industriels dans le monde et aux très nombreuses industries isolées, le potentiel de 
développement des EIP est très important. Concernant la taille des EIP, la plupart compte 
quelques dizaines d’industries, néanmoins il en existe quelques-uns qui dépassent le millier 
d’entreprises tel que l’EIP de TEDA à Tianjin en Chine, qui comprend plus de 10 000 industries 
dont 1500 industries, réparties sur différentes zones (Total Foundation, 2016). 
A titre d’exemple, l’EIP le plus célèbre est certainement celui de la ville de Kalundborg. 
Etabli au Danemark depuis les années 1960, cet EIP s’est construit de manière auto-évolutive 
au fur et à mesure des années, à partir d’un parc industriel déjà existant. C’est-à-dire qu’il s’est 
construit à l’initiative des industriels sur la base d’accords commerciaux sans impulsion des 
pouvoirs politiques. La Figure I-7 détaille le fonctionnement de cet EIP. A l’origine les acteurs 
de cette coopération sont la raffinerie Statoil, la centrale électrique Asnaes, le site principal de 
Novo Nordisk (biotechnologie), une usine de panneaux en plâtre et la municipalité de 
Kalundborg. Aujourd’hui c’est une vingtaine d’industries qui coopèrent pour échanger de 
nombreux flux : matières (gypse, biomasse, cendres, soufre...), énergies (électricité, chaleur) et 
eau.  
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Figure I-7. Vue simplifiée de la symbiose industrielle de Kalundborg (L’usine Nouvelle, 2008). 
 
1.4 Enjeux de l’écologie industrielle 
A l’image de Kalundborg, la majorité des EIP se sont construits de manière auto-
évolutive, au fil du temps et sur la base d’accords commerciaux. Ainsi, par rapport à une 
démarche globale, rien ne garantit leur optimalité en termes de durabilité (gains économiques, 
environnementaux et sociaux). De plus, le recrutement d’industriels et la création de nouvelles 
synergies constituent les difficultés majeures auxquelles fait face la croissance des EIP. La 
problématique scientifique qui en résulte est donc le développement d’outils permettant de 
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concevoir des EIP durables. Pour cela, il sera nécessaire de construire une argumentation 
rassurant les industriels en proposant des réponses aux motifs qui les freinent à intégrer un EIP. 
La Figure I-8 présente les principaux freins au développement des EIP (Adoue, 2007 ; Sakr et 
al., 2011). 
 
Figure I-8. Freins au développement des EIP. 
Par la suite, les problématiques métier, c’est-à-dire les différents freins empêchant le 
développement des EIP, sont étudiées une à une. Pour chaque frein il est exposé une 
problématique scientifique liée à la conception de l’EIP. 
Tout d’abord, pour intégrer un EIP, les entreprises sont réticentes à engager 
d’importants fonds. En effet, l’implantation sur un nouveau site ou la création de liens entre les 
industries passe par l’achat d’équipements et la construction d’interconnexions. De fait, ces 
investissements représentent un risque financier. La problématique scientifique consiste à 
développer une méthode permettant de réaliser une optimisation du coût à l’échelle globale du 
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 Faire partie d’un réseau d’échange interindustriel implique pour les industries de devoir 
gérer deux niveaux de décisions : le niveau de gestion interne à l’industrie et le niveau de 
gestion inter-industries. Ce niveau de gestion supplémentaire constitue une entrave pour les 
industries, d’autant plus que le réseau d’échange sera complexe. Un réseau ayant un nombre 
important de flux à gérer sera considéré comme étant un réseau complexe. Afin de simplifier 
cette gestion inter-industries, un moyen efficace est d’implémenter des modèles de conception 
d’EIP qui tiennent compte de cette complexité comme un critère à minimiser (Boix et al., 
2012a). 
Faire partie d’un réseau peut également signifier pour l’industrie qu’elle devra produire 
des ressources dont dépendront les autres industries. Ses propres moyens de production peuvent 
donc être à disposition des autres industries, ce qui implique pour les industries la perte de la 
maîtrise de leur production. De plus, un réseau complexe est peu prévisible et donc peu 
contrôlable. Pour faire face à cela, les problématiques scientifiques soulevées ici sont la 
réduction de la complexité du réseau et des interdépendances entre les industries. En effet sur 
ce dernier point, plus les industries seront interdépendantes, plus leurs moyens de production 
seront utilisés pour les autres industries. 
A l’inverse, lorsqu’une industrie confie son approvisionnement en énergie, matières ou 
en eau à une autre, elle souhaite être assurée que ces ressources seront bien fournies afin 
d’assurer sa production. En étant interconnectées, les défaillances d’une des industries se 
propagent à travers le réseau, ce qui peut impacter l’ensemble des industries du réseau et 
affecter directement la sécurité d’approvisionnement des différents acteurs. Cependant, un 
indicateur existe pour quantifier la capacité d’un réseau à maintenir son bon fonctionnement 
malgré des fluctuations et des perturbations, il s’agit de la flexibilité. L’enjeu scientifique est 
donc de renforcer la flexibilité du réseau d’un EIP pour garantir la sécurité en 
approvisionnement des industries. 
Dans l’éventualité du départ d’une des industries, les fortes interdépendances entre les 
industries représentent une source importante de risques pour les industries du réseau. La 
résilience permet d’évaluer la capacité d’un réseau à se remettre d’un tel changement. Réussir 
la conception de réseaux flexibles et résilients permettra de limiter ce risque (Valenzuela-
Venegas et al., 2018, 2020). 
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La nécessité de communiquer ses informations de productions et de consommations 
pour pouvoir créer de nouvelles synergies est également perçue comme une contrainte de la 
part des industriels. En effet, selon eux, ces données pourront être utilisées par la concurrence 
pour estimer leur production et donc leur activité économique. L’enjeu porte donc sur la 
confidentialité et la gestion des données. Face à cela, il est possible de laisser un organisme 
tiers s’occuper de collecter et gérer à lui seul ces informations. A ce titre, l’ADEME (Agence 
De l’Environnement et de la Maîtrise de l’Energie) a mis en place le réseau Synapse en France 
qui permet aux industries favorables de faire de la prospection de symbioses grâce à un système 
garantissant la confidentialité de leurs données. 
Enfin, au sujet des réglementations, deux facteurs ont été identifiés comme rédhibitoires 
pour la création de synergies : la démarche de demande d’autorisation de création d’une 
nouvelle symbiose et le statut de la matière résiduelle dans la réglementation (Adoue et al., 
2004). De fait, la démarche administrative peut nécessiter un certain temps avant d’aboutir. 
Quant au statut de la matière, il est parfois difficile de faire reconnaître qu’un déchet peut être 
réutilisable dans une synergie. Néanmoins, la volonté des États d'encourager les démarches 
d'écologie industrielle devrait conduire à une rationalisation des réglementations. 
1.5 L’écologie industrielle dans la littérature 
Comme évoqué précédemment, l’écologie industrielle est une science multidisciplinaire 
(Allenby, 2006), à titre d’illustration, la Figure I-9 a été obtenue le 15 Décembre 2020, en 
effectuant une recherche sur Web Of Science à partir des termes : « industrial ecology » et 
« industrial symbiosis ». Cette figure présente les 15 disciplines qui émergent de cette 
recherche. 
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Figure I-9. Classement des articles obtenus en cherchant « Industrial Ecology » ou « Industrial 
Symbiosis » sur Web Of Science, le 15 Décembre 2020. 
La recherche a conduit à l’obtention de 3152 publications, ce nombre conséquent montre 
l’intérêt de la communauté scientifique pour l’écologie industrielle. On distingue une multitude 
de disciplines, principalement des disciplines tournées autour de l’écologie et des sciences 
environnementales. De manière générale ce type de publications cherchent à évaluer les 
bénéfices écologiques que peuvent apporter l’écologie industrielle et les EIP. On retrouve aussi 
des publications sur l’économie et le business qui évaluent le côté financier de ces interrelations. 
Bien que moins représentées, il y a aussi des publications sur les combustibles énergétiques, 
qui montrent les baisses de consommation possible grâce à l’écologie industrielle ; des 
publications sur la géographie qui étudient les impacts de l’écologie industrielle à l’échelle du 
territoire. Une autre discipline assez représentée est le génie industriel (qui peut être associé 
aux travaux sur le génie de la production et la recherche opérationnelle qui sont des disciplines 
du génie industriel). Dans le cas de ces publications, généralement l’approche scientifique 
consiste à développer des outils pour évaluer, piloter ou concevoir les EIP. Néanmoins, lorsque 
l’on associe à cette recherche le terme d’optimisation, il n’y a plus que 265 articles qui 
ressortent, soit seulement 8,4% des articles du domaine. De plus, seulement une petite partie 
des articles sur l’optimisation traitent d’optimisation multi-objectif. Ce classement montre bien 
le manque d’étude de conception portant sur l’optimisation multi-objectif. Ce type d’études 
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permettraient de concevoir des EIP durables, car capables de répondre aux différents objectifs 
de l’écologie industrielle. 
2. Techniques actuelles de conception des EIP 
Dans cette section sont introduites les méthodes qui permettent de réaliser la conception 
optimale des réseaux d’échanges des EIP. Ces méthodes peuvent être classées suivant deux 
catégories : les méthodes graphiques et les méthodes de programmation mathématique. 
2.1 Conception par méthodes graphiques 
Les méthodes graphiques consistent à utiliser un graphique en vue de trouver les valeurs 
optimales pour l’échange de flux. Elles se basent sur les principes thermodynamiques et sur les 
sciences physiques.  L’approche la plus employée est l’analyse de pincement (Linnhoff, 1993). 
Son principe est de chercher le point de pincement qui est la meilleure adéquation entre les 
demandes en flux et la capacité à approvisionner ces flux. Ces approches visuelles sont 
intuitives et permettent d’obtenir de bons résultats (Kemp, 2007). Comme nous le verrons dans 
la suite de cette étude bibliographique, l’analyse de pincement a été adaptée pour traiter des cas 
divers tels que les réseaux d’eau, de matières et d’énergies. 
Cependant ces méthodes présentent d’importantes limites. Dans un premier temps, elles 
ne sont pas adaptées à traiter des problèmes de grandes tailles tels que peut l’être un EIP. 
Ensuite, elles sont limitées à la détermination d’un flux physique (Sanaei et Nakata, 2012). Elles 
ne permettent pas la sélection de technologies, la détermination de la topologie d’un réseau, ni 
l’optimisation multi-objectif. 
2.2 Conception par optimisation mathématique  
La programmation mathématique est une branche de la recherche opérationnelle qui 
concerne la conception et l'allocation de ressources, sous un ensemble de contraintes imposées 
par la nature du problème étudié (Bradley et al., 1977). Les approches d'optimisation 
mathématique énumèrent d'abord l’ensemble des demandes à approvisionner et des possibilités 
de conception dans une superstructure (Liu et al., 2011). Ces possibilités comprennent 
l’ensemble des équipements disponibles et leurs modes de fonctionnement, mais aussi 
l’ensemble des interconnexions sélectionnables. La solution optimale est comprise parmi toutes 
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les possibilités incluses dans la superstructure. La suite consiste à formuler le problème sous la 
forme d'un modèle mathématique. De nombreuses méthodes d'optimisation existent, les plus 
communément utilisées pour l’optimisation des EIP sont regroupées dans la Figure I-10. Les 
approches déterministes, telles que la programmation mathématique, peuvent être classées en 
fonction du caractère linéaire ou non du problème. Dans la branche des méthodes linéaires, 
selon que le problème implique ou non des variables entières, on distingue la Programmation 
Linéaire (Linear Programming, LP) et la Programmation Linéaire Mixte en Nombre Entiers 
(Mixed Integer Linear Programming, MILP). De la même manière, la programmation non 
linéaire comprend deux grandes familles de méthodes : la Programmation Non Linéaire ((Non 
Linear Programming, NLP) et la Programmation Non Linéaire Mixte en Nombre Entiers 
(MINLP).  Après les méthodes déterministes, les méthodes évolutionnaires constituent un grand 
groupe de méthodes pour la résolution de problèmes non linéaires : il s’agit de méthodes 
approchées qui permettent d’obtenir un optimum local en un temps de calcul généralement 
réduit. On retrouve la méthode de l’algorithme génétique (AG), du recuit simulé (RS), des 
essaims de particules (EP), les colonies de fourmis (CF) et les colonies d’abeilles (CA). 
L’inconvénient de ces méthodes est leur dépendance à la paramétrisation, qui est problème-
dépendant. De plus, en fonction de cette paramétrisation, les temps de calcul peuvent devenir 
significativement rédhibitoires avec ces méthodes. 
 
Figure I-10. Classifications des principales méthodes d’optimisation d’un EIP 
(adaptée de Garcia et al., 2005). 
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Dans les situations réelles de conception des EIP, les décideurs doivent traiter plusieurs 
objectifs de manière simultanée, tels que les coûts d'investissement et d'exploitation, les effets 
sur l’environnement, l'utilisation des équipements, des ressources et des utilités, etc. Le 
problème est donc multi-objectif. Or, les objectifs employés sont souvent antagonistes, ce qui 
signifie que pour atteindre l'optimum selon un objectif, il faut faire des compromis sur un ou 
plusieurs autres objectifs (Rangaiah, 2009). Par conséquent, il n’existe pas une solution 
optimale unique, mais un ensemble de solutions optimales selon les différents compromis entre 
les objectifs. Les solutions non dominées entre elles sont appelées solutions de Pareto (Bhaskar 
et al., 2000). Il existe un grand nombre de méthodes multi-objectif pour traiter ce type de 
problème, leurs descriptions seront présentées dans le chapitre suivant. 
3. L’optimisation des réseaux des EIP : revue de la littérature 
3.1 Analyse globale de la bibliographie 
Une étude globale de la bibliographie sur les sujets de l’écologie industrielle et de 
l’optimisation a permis de déterminer que les publications pouvaient être classées par type de 
réseaux traités, réseaux d’eau, de matières et d’énergies. 
A titre d’illustration, Somoza Tornos (2020) a récemment actualisé la figure de Boix et 
al. (2015) présentant le nombre d’articles publiés annuellement, à partir d’une recherche sur le 
site Web Of Science avec pour mots clés « industrial ecology » ou « industrial symbiosis » et 
« optimization ». Somoza Tornos a également ajouté à cette recherche les publications traitant 
de « circular economy » et « optimization ». Les résultats sont présentés sur la Figure I-11, les 
publications y sont classées par types de réseaux. Alors que les réseaux d'eau et d'énergies 
correspondent respectivement à 41 % et 34 % des publications, l’échange de matières n'est pris 
en compte que dans 25 % des articles. 
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Figure I-11. Nombre de publications par année qui traite de l’optimisation des réseaux d’eau, d'énergies et 
de matières (Somoza Tornos, 2020). 
Dans la suite de cette section, les publications portant sur l’optimisation des EIP sont 
étudiées selon le type de réseaux qu’elles traitent. Dans l’analyse de la bibliographie, on trouve 
également un nombre réduit de publications traitant du couplage entre ces différents types de 
réseaux. 
3.2 Réseaux d’eau 
Comme le confirme la Figure I-11, les réseaux d'eau sont les plus étudiés dans la 
littérature. De manière générale, les réseaux d’eau industriels ont pour vocation à fournir de 
l’eau comme matière première ou comme eau de nettoyage pour les procédés. A la sortie du 
procédé, l’eau ressort donc avec une certaine quantité de polluants qui dépend du débit d’eau 
traversant le procédé et de la quantité de polluants qu’il produit. Yoo et al. (2007) ont proposé 
une division des travaux en deux approches selon qu'ils optimisent les réseaux par la méthode 
graphique de pincement (Kim et al., 2008 ; Leong et al., 2017) ou par la programmation 
mathématique (Lovelady et El-Halwagi, 2009 ; Rubio-Castro et al., 2011). Parmi ces travaux, 
on peut citer Liu et al. (2017) qui ont travaillé sur la gestion du réseau d'eau pour les parcs 
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industriels avec un modèle multi-période déterministe qui tient compte des variations prévues 
Aguilar-Oropeza et al. (2019) ont travaillé dans une démarche d’optimisation multi-objectif, à 
trouver la meilleure solution pour le recyclage et pour la réutilisation de l'eau. O’Dwyer et al. 
(2020) tiennent compte de la distance des interconnexions lors de la conception du réseau. 
Enfin, Xu et al. (2019) ont étudié la propagation des perturbations dans les réseaux d'eau. 
3.3 Réseaux de matières 
Concernant l’étude des réseaux de matières, la quantité réduite de travaux traitant de 
l'optimisation des échanges de matières se limite à des études de cas spécifiques, et l'idée de 
méthodologies générales applicables à d'autres systèmes n'a guère été explorée. En effet , les 
difficultés d'optimisation des réseaux de matières reposent sur la multiplicité des matières 
produites et la difficulté à toutes les intégrer (Boix et al., 2015), mais aussi sur la nécessité de 
satisfaire des contraintes strictes quant à la qualité de la matière échangée. Parmi les exemples 
de travaux portant sur des études d’échange d’une matière en particulier, on peut citer les 
modèles de conception pour l'industrie de l'huile de palme (Ng et al., 2014 ; Shukery et al., 
2016) et la production de bioéthanol (Gonela et al., 2015 ; Gonela et Zhang, 2014). Du point de 
vue de la définition d’un problème générique de transformation et d’échange des ressources, 
Maillé et Frayret (2016) ont mis au point une formulation MILP pour optimiser les flux de sous-
produits, les configurations du réseau et les décisions d'investissement dans les réseaux éco-
industriels ; Ren et al. (2016) ont développé un modèle d’optimisation multi-objectif basé sur 
la quantification de l'émergie (c’est-à-dire l’équivalent d’énergie solaire nécessaire à la 
production d’un produit ou d’un service) et sur les bénéfices économiques. Plus récemment, 
Al-Fadhli et al. (2019) ont étendu leurs travaux précédents ciblés sur les réseaux de symbiose 
carbone-oxygène-hydrogène en définissant un modèle de conception modulaire et en ajoutant 
des limites de quantité de ressources naturelles disponibles. Finalement les travaux de différents 
groupes de recherche (Noureldin et El-Halwagi, 2015; Panu et al., 2019; Topolski et al., 2018) 
ont proposé des procédures à mettre en œuvre pour la création d’échange de matières au niveau 
des EIP.  
3.4 Réseaux d’énergies 
Malgré un intérêt croissant pour l’optimisation des réseaux d’énergies des EIP, on 
recense un nombre modeste de publications traitant de ce sujet (Afshari et al., 2016). Ces types 
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de réseaux seront étudiés plus en détail afin d’évaluer les contraintes qu’ils représentent et les 
questions scientifiques qu’il reste à traiter. 
Fichtner et al. (2004) ont souligné qu'il existe des différences fondamentales entre la 
gestion des flux d'énergie et de matière et d’eau, en raison des spécificités des flux d'énergie : 
- L'énergie est difficile à stocker comme l'électricité ou la chaleur industrielle, ce qui 
exige que la production d'énergie soit effectuée en même temps que la 
consommation. 
- La construction d’un réseau d’énergie est généralement un investissement dont la 
rentabilité s’effectue sur un temps long étant donné les coûts importants des unités 
spécifiques (échangeurs de chaleur, chaudières, turbines ou conduites de vapeur par 
exemple). 
- Les entreprises incluses dans l’EIP doivent être suffisamment proches, car les 
investissements et les pertes de chaleur augmentent avec la distance des 
interconnexions (Korhonen, 2001). 
Pour continuer, Lowe (2001) définit deux axes principaux pour la conception de réseaux 
d'énergie durable, le premier consiste à maximiser l'efficacité des systèmes de production et de 
transport d'énergie, le second à exploiter les sources d'énergies renouvelables. Pour le premier, 
ses recommandations comprennent l'utilisation de systèmes d’utilités inter-industrielles de 
grande échelle ou l’utilisation de sources de cogénération telles que les centrales de production 
combinée de chaleur et d'électricité. Le second axe se concentre sur le remplacement de la 
production d'énergie fossile conventionnelle par des sources d'énergies renouvelables (EnR) 
telles que le solaire, les éoliennes, la biomasse, la géothermie, etc. Dans cette mesure, les 
installations conçues pour répondre à la demande d'énergie dans les EIP sont des systèmes 
d'utilité. Ils produisent les utilités pour les procédés, c’est-à-dire principalement l’électricité, la 
chaleur, le froid, l’air comprimé (Hipólito-Valencia et al., 2014). De plus, les systèmes hybrides 
d'énergie renouvelable (Hybrid Renewable Enersy Systems, HRES) produisent de l'électricité 
en utilisant plusieurs sources d'énergie, dont les énergies renouvelables (Xu et al., 2013). 
Plusieurs techniques ont été introduites pour évaluer la faisabilité économique des systèmes 
d’utilités et des HRES. Dans la plupart des méthodes d’optimisation mathématique, l'objectif 
commun est de rechercher la conception du réseau énergétique ayant le coût d'investissement 
le plus faible (Kastner et al., 2015). 
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3.4.1 L’optimisation des réseaux d'utilités des EIP 
Au cours des dernières décennies, une grande majorité d'études a porté sur la conception 
et la planification de systèmes d'utilité énergétiques par le biais d’optimisations économiques 
et thermodynamiques. Parmi celles-ci, Papoulia et Grossmann (1983) ont développé un modèle 
MILP pour concevoir le système d'utilités à l'échelle d’un parc industriel. Dans ce modèle, 
différentes configurations et technologies (par exemple, des chaudières, des turbines à vapeur 
et des turbines à gaz) sont disponibles afin de fournir des demandes fixes d'électricité et de 
vapeur à différents niveaux de pression. Par la suite, en incluant les variations de la demande, 
une amélioration multi-période de ce modèle a été proposée. Ensuite, Aguilar et al. (2007, 2008) 
ont également développé un modèle MILP multi-période pour optimiser la conception et le 
fonctionnement des systèmes d'utilité industrielle, ce dernier permettait d’apporter de la 
flexibilité au réseau par le biais de redondances des installations. Kim et al. (2010) ont 
développé un modèle MILP multi-période pour optimiser la planification des réseaux de 
vapeur, d'eau et d'électricité et pour concevoir les interconnexions à mettre en œuvre en fonction 
de critères économiques et environnementaux. 
La technologie de la cogénération a récemment été intégrée dans la conception des 
réseaux d’utilité. De fait, la cogénération est un moyen efficace de produire de l'électricité tout 
en produisant de l'énergie thermique (principalement de la vapeur et de l'eau chaude) avec de 
la chaleur qui sinon serait perdue (Chicco et Mancarella, 2009). Par rapport à la production 
séparée de chaleur et d'électricité, la cogénération peut améliorer l'efficacité énergétique de 10 
à 40 % (Madlener et Schmid, 2003) et réduire ainsi les émissions de CO2. Ainsi, Agha et al. 
(2010) ont introduit une approche d'optimisation intégrée qui traite simultanément de la 
planification du système de production et de la conception du système d'utilité. De plus, Mitra 
et al. (2013) ont pris en compte la variation du prix de vente de l'électricité avec un modèle 
multi-période. Plus tard, Li et al. (2016) ont développé un modèle qui intègre le stockage pour 
la cogénération couplée à des éoliennes pour la vendre sur le marché de l'électricité.  
Un HRES est un système décentralisé de production d'électricité directement connecté 
au réseau de distribution local ou directement relié à la demande d'électricité (Paliwal et al., 
2014). Les avantages de ces types de systèmes sont la réduction de la dépendance vis-à-vis du 
réseau extérieur, la stabilité des prix de l'électricité (Gao et al., 2014), la sécurité 
d’approvisionnement de l'électricité (Dondi et al., 2002) et la possibilité de se fournir en 
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électricité dans des régions éloignées hors réseau. En ce qui concerne les aspects 
environnementaux, le principal avantage est la réduction des émissions de carbone en 
contribuant au développement de sources renouvelables (Abou El-Ela et al., 2010 ; Bellamy et 
al., 2014). L'une des méthodes les plus utilisées pour la conception et la planification des HRES 
est l'analyse de pincement via la méthode de Power Pinch (PoPA). Cette méthode introduite par 
Bandyopadhyay (2011), est basée sur les concepts de bilans massiques et énergétiques et intègre 
la dimension temporelle ce qui permet le stockage de l'énergie. Ainsi, Bandyopadhyay (2011) 
a développé un modèle permettant de concevoir de manière optimale les sources et la capacité 
de stockage pour les HRES hors réseau. Dans cet article, la capacité de la batterie est 
dimensionnée en fonction de la taille des sources d'énergie. À partir de cette méthode, Wan 
Alwi et al. (2012) ont développé un modèle pour concevoir un HRES avec un minimum 
d'approvisionnement en électricité externalisée et une capacité de stockage minimale dans les 
cas où le système est raccordé au réseau. Plus tard, Wan Alwi et al. (2013) ont étudié cette 
approche par le biais de la gestion de la demande électrique (déplacement du pic de demande) 
pour réduire davantage les besoins en électricité externalisée. 
Bien que la méthode PoPA ait l'avantage d'être un outil de visualisation graphique clair 
et ergonomique, elle est soumise aux mêmes limitations que la méthode de pincement, en cas 
de problèmes de grande taille, ayant plusieurs objectifs comme pour les EIP (Sanaei et Nakata, 
2012). Pour répondre à ces problèmes, l'optimisation mathématique est donc une solution 
efficace pour la conception des HRES, comme l'indiquent les revues dans le domaine (Sinha et 
Chandel, 2015 ; Zhou et al., 2010). Ainsi, Lee et al. (2014) ont développé un modèle générique 
LP pour minimiser l'approvisionnement en électricité externalisée et la capacité de stockage du 
HRES tout en tenant compte des pertes d'énergie dans l'allocation de l'électricité produite à 
partir d'énergies renouvelables. Ce modèle a été testé sur une étude de cas d'un réseau 
domestique typique au Royaume-Uni. Ensuite, Ho et al. (2014) ont proposé un modèle MILP 
pour un HRES avec une centrale à biomasse connectée à la demande résidentielle de l'île 
d'Iskandar en Malaisie. Theo et al. (2016) ont introduit un modèle MILP pour optimiser le coût 
et la capacité de stockage d'un HRES alimentant un EIP, comprenant un réseau en Courant 
alternatif (Alternative Current, AC) et un en Courant Continu (Direct Current, DC). Dans cet 
article, plusieurs technologies de stockage sont évaluées. Enfin, Roth et al. (2019), ont présenté 
un méta-modèle adaptatif pour concevoir des HRES. L'optimisation se fait avec un modèle 
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MILP. L’adaptabilité du modèle réside dans le fait que de nombreuses configurations de 
systèmes hybrides peuvent être optimisées. 
3.5  Réseaux couplés 
Tels qu’évoqués précédemment, les réseaux couplant les différents types de flux 
(matières, énergies, eau) sont peu nombreux dans la littérature. Le plus souvent il s’agit de 
réseaux traitant les flux séparément. Néanmoins la création de points de couplages entre ces 
flux permet de créer davantage de synergies encore. Cependant, la prise en compte simultanée 
de ces différents réseaux complexifie grandement le modèle mathématique, les temps de calcul 
peuvent augmenter considérablement. Parmi ces articles, on retrouve la publication de Boix et 
al. (2012b), qui prend en compte les réseaux d’eau et de chaleur, néanmoins ces réseaux sont 
optimisés séparément. La publication de Zhou et al. (2012) traite du même type de couplage, à 
travers la conception d’un réseau de distribution d'eau et d'échange de chaleur. Le modèle 
développé est MINLP, mais il n’optimise qu’un objectif, le coût du réseau. Kim et al. (2010) 
ont proposé un modèle permettant la conception du réseau d’échange entre les industries d’un 
EIP, en prenant en compte les demandes en électricité, en vapeur et en eau nécessaire à la 
production de la vapeur, selon une démarche multi-objectif. Néanmoins ce modèle ne permet 
pas le dimensionnement des équipements. 
4. Problématique et motivations de la thèse 
En conclusion sur cette analyse bibliographique, on remarque le peu de démarches 
traitant des réseaux d’énergies, mais plus particulièrement des réseaux couplés. L’objectif le 
plus employé est l’optimisation économique du système, les démarches intégrant plusieurs 
objectifs sont moins communes. De plus, les différents articles faisant la synthèse du domaine 
de l’optimisation des EIP (Boix et al., 2015 ; Lawal et al., 2021) et des outils employés pour le 
développement des EIP (Afshari et al., 2016 ; Andiappan, 2017 ; Kastner et al., 2015) ont mis 
en évidence les futurs besoins dans le milieu de la recherche. Ces orientations futures sont 
présentées ci-dessous, il est question de : 
- L'utilisation d'approches d'optimisation multi-objectif afin de traiter de la réalité des 
systèmes complexes.  Les symbioses industrielles doivent relever les défis de la 
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durabilité et répondre aux exigences des nombreux acteurs et parties prenantes de 
l'EIP. 
-  La conception de solutions robustes et flexibles qui peuvent facilement s’adapter 
aux changements de la production et de la demande, et à l'arrivée ou au départ d'une 
entreprise dans le réseau tout en restant proche d’une configuration optimale.  
- Du développement d'outils pour traiter des réseaux couplés échangeant différents 
flux, afin de favoriser les synergies entre ces différents réseaux. 
 
En vue de concevoir des EIP durables et d’encourager les industriels à les rejoindre, il 
est nécessaire de continuer à développer des approches d'optimisation systémiques qui tiennent 
compte des freins qui n’ont pas encore été levés dans le domaine de l’optimisation et des 
principaux enjeux et freins rencontrés par les industriels (Section 1.4 du chapitre introductif). 
En réponse à l’ensemble de problématiques exposées, les travaux de cette thèse 
porteront donc sur la modélisation du réseau d’énergie d’un EIP et sur sa conception optimale 
avec une approche multi-objectif. Par son aspect générique, ce modèle pourra s’adapter aux 
différents types d’EIP, c’est-à-dire tout autant aux cas de conception d’un nouvel EIP, qu’aux 
cas de transformations en EIP de parcs industriels déjà existants. De plus, ces travaux ont pour 
vocation de lever différents freins au développement des EIP. Ces freins étudiés, présentés à 
travers la Figure I-12 sont ceux auxquels la démarche d’optimisation peut répondre, c’est-à-
dire, la minimisation du coût global d’un EIP, la diminution de la complexité du réseau dès 
l’étape de conception du réseau, mais aussi la sécurité d’approvisionnement des EIP et la 
conception de réseaux flexibles et résilients. 
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Figure I-12. Freins au développement des EIP étudiés au cours de cette thèse. 
Quant à la démarche de modélisation et d’optimisation de systèmes couplés, à notre 
connaissance, aucune autre étude n'a proposé le couplage des systèmes d'utilité et des HRES 
dans le réseau énergétique d’un EIP. Le modèle développé permettra donc la détermination de 
la topologie du réseau et le dimensionnement des interconnexions et des équipements. De plus, 
il intégrera la dynamique pour prendre en compte les fluctuations des échanges d’énergies. Il 
sera basé sur les contraintes thermodynamiques liées à la production d’énergie, mais aussi à la 
conversion de cette énergie. Ce couplage présente des contraintes spécifiques telles que 
l'augmentation de la taille du réseau d'échange par le couplage des réseaux (par exemple, 
chaleur, électricité, eau, matériaux, déchets, etc.). C’est un problème majeur qui peut être 
surmonté par le développement de méthodes d'optimisation génériques capables de résoudre de 
grands problèmes en des temps de calcul maîtrisés. Cela est particulièrement vrai pour la 
conception et la planification des réseaux EIP, qui peuvent impliquer de nombreuses usines et 
procédés interconnectés et donc de nombreuses contraintes et variables, y compris des binaires. 
La taille du modèle sera d’autant plus conséquente que le modèle devra également être capable 
de gérer la dynamique. Enfin, la procédure d’optimisation développée se voudra multi-objectif 
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en vue de pouvoir traiter les différents freins et objectifs liés au développement de l’écologie 
industrielle et des EIP. 
5. Structuration de la thèse 
La structuration du manuscrit est présentée à travers la Figure I-13. Ce synoptique est 
détaillé dans la suite de cette partie. 
 
Figure I-13. Synoptique du plan de thèse. 
Le second chapitre de cette thèse vise donc à développer un modèle de réseau d’énergie 
couplant la chaleur et l’électricité, pour approvisionner un EIP. Une procédure générique est 
également mise en place pour concevoir ce réseau de manière optimale. Ce chapitre est découpé 
en deux sous parties. En première partie, le modèle développé pour la suite du manuscrit est 
présenté. Il s’agit d’un modèle de réseaux d’énergies, couplant un système d’utilité (qui produit 
de la vapeur) avec un HRES (qui génère de l’électricité). Le critère de conception est alors 
économique avec pour objectif la minimisation du Coût Actuel Net du réseau. Une étude est 
menée à partir des données de l’EIP de Yeosu (Kim et al., 2010), l’objectif est de comparer les 
situations où les entreprises sont autonomes et où elles sont rassemblées au sein d’un EIP. Une 
analyse de sensibilité est également réalisée pour déterminer la rentabilité des sources de 
production d’énergie électrique en étudiant la variation du coût d’achat et de vente de 
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l’électricité. Ce modèle générique constitue une base pour la suite des travaux de cette thèse, 
car le critère économique qui est antagoniste aux autres critères étudiés sera réemployé pour les 
études de conception multi-critères des chapitres suivants. Il en sera de même, pour le modèle 
de réseau d’énergie qui servira de modèle d’étude. 
Dans la seconde partie de ce chapitre, une étude approfondie est menée sur la partie 
HRES du réseau. Une approche de conception multi-objectif est proposée avec pour objectifs 
la minimisation du coût de l’EIP et la minimisation de l’impact environnemental. 
L’optimisation multi-objectif est réalisée à l’aide de la méthode epsilon-contrainte. Quant au 
critère environnemental, il est évalué à l’aide d’une approche basée sur l’Analyse du Cycle de 
Vie (ACV). Les données collectées tiennent compte de la position géographique de l’EIP au 
niveau de l’impact environnemental, mais aussi au niveau de la production des énergies 
renouvelables. Bien que l’indicateur environnemental ACV ait été utilisé dans cette procédure, 
il n’est pas réemployé par la suite, car la collecte des données pour l’ACV des autres cas d’étude 
nécessiterait une étude à part entière alors que le cœur du travail de cette thèse est la mise au 
point de procédures de conception optimale levant les freins au développement des EIP et non 
l’ACV d’un système d’énergies. Néanmoins, ce critère pourrait tout à fait être intégré dans les 
approches génériques présentées. Pour la suite des travaux, il a été remarqué que le modèle 
ainsi défini dans ce chapitre II ne présente aucune contrainte permettant de restreindre le 
nombre d’interconnexions. Il est donc tout à fait possible d’obtenir un réseau présentant une 
grande complexité. 
Ainsi, le chapitre III traite du développement d’une procédure visant à minimiser la 
complexité de l’EIP lors de sa conception. En simplifiant le réseau d’échange, cette procédure 
lève les freins de la gestion d’un réseau complexe et la maîtrise de sa production. 
Ce dernier point, car un réseau complexe est moins prévisible et donc moins maîtrisable. Les 
critères du nombre d’interconnexions et de la dimension de la plus petite de ces interconnexions 
sont proposés pour évaluer la complexité du réseau. Le cas d’étude est le réseau d’énergies 
développé dans le chapitre II. Différentes alternatives pour cette procédure sont étudiées et 
commentées. Les réseaux obtenus minimisent le nombre d’interconnexions, néanmoins suite à 
l’étude de ces réseaux, une question a été soulevée : est-ce que les réseaux obtenus ne favorisent 
pas l’obtention de réseaux fortement interdépendants ? C’est-à-dire un nombre réduit 
d’interconnexions qui transportent des débits importants et donc qui représentent un risque 
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important pour les industries interreliées. Le chapitre suivant fait donc face à cette 
problématique. 
Le chapitre IV évalue les relations entre les industries en termes d’interdépendance. 
Cette interdépendance est prise en compte à l’échelle du réseau. Une procédure permettant de 
dimensionner un réseau qui minimise l’interdépendance entre les industries est proposée. Cette 
notion d’interdépendance englobe plusieurs freins au développement des EIP, tels que la 
sécurité d’approvisionnement ou la résilience du réseau.  
Enfin, afin de rendre les solutions précédentes capables de faire face à des conditions 
opératoires fluctuantes, le chapitre V développe une procédure pour concevoir des réseaux 
flexibles. Il ne s’agit plus de savoir si la solution est réalisable, mais de savoir jusqu’où elle est 
réalisable. Ceci afin de garantir aux industries du réseau qu’un bon fonctionnement de leurs 
unités de production malgré un contexte fluctuant. Pour ce faire, différentes procédures de 
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1. Introduction et analyse du problème 
Le but d’une démarche d’optimisation mathématique est d’obtenir, parmi un ensemble 
d’alternatives, la ou les meilleures solutions au problème posé selon un ou plusieurs critères. 
Pour y parvenir, l’approche consiste à définir un modèle mathématique du système étudié et à 
le résoudre à l’aide d’une méthode d’optimisation. Le modèle décrit le fonctionnement du 
système à l’aide d’équations : les contraintes, qui peuvent être de nature économique, technique, 
physique, thermodynamique, juridique, etc. Les contraintes délimitent la région de faisabilité 
dans laquelle les solutions pourront se trouver. En outre, les termes de ces équations sont les 
variables (dont la valeur devra se situer dans la région de faisabilité) et les paramètres, il s’agit 
alors de coefficients connus qui sont déterminés initialement à l’aide des données issues de 
l’étude du système. En ce qui concerne la méthode d’optimisation, elle sera choisie en fonction 
des caractéristiques mathématiques du modèle pour répondre aux objectifs de l’étude. Ce choix 
est fait selon les spécificités de chaque méthode telles qu’exposées dans le chapitre introductif. 
Les différentes phases du processus mis en œuvre au cours de cette thèse pour 
développer un modèle d’optimisation en suivant une approche systémique sont illustrées à 
travers la Figure II-1. Bien que par simplification, ce schéma représente des phases successives, 
cette approche est pensée de manière intégrée, car le déroulement de l’étape en cours 
conditionne l’étape suivante, mais peut aussi amener à la révision de choix antérieurs. En outre, 
dans une démarche évolutive, différentes versions peuvent être élaborées. Le changement de 
version peut s’expliquer par la levée d’hypothèses en augmentant la précision de la description 
du système (augmentation de la « profondeur » du modèle), mais aussi en étendant la portée du 
modèle en augmentant le périmètre d’application (augmentation de la « largeur » du modèle). 
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Figure II-1. Schéma du processus d'optimisation mis en œuvre. 
Phase d’analyse du problème : 
Dans un premier temps, la phase d’analyse consiste à prendre connaissance du problème 
en vue de délimiter le système d’étude, d’exprimer le besoin et de collecter les données 
nécessaires à l’élaboration du modèle. Pour mener à bien cette phase, l'étude s'appuie sur les 
attentes exprimées par les donneurs d’ordre et sur les besoins inhérents au domaine, mais aussi 
sur la bibliographie et enfin sur l’expérience propre capitalisée lors de précédentes études.  
De manière à aborder les problèmes complexes, ce processus d’optimisation repose sur 
une approche systémique, aussi appelée étude de la dynamique des systèmes (Crozier et 
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Friedberg, 1977 ; Le Moigne, 1990). En effet, les méthodes de réduction de la complexité, telle 
que la méthode cartésienne, qui consiste à décomposer un système stable en un nombre limité 
de composants élémentaires et indépendants ne convient pas à l’étude des systèmes en 
évolution, interdépendants, et plus généralement des systèmes ayant un certain niveau de 
complexité. Selon l’approche systémique, la complexité est contenue dans les relations entre 
les éléments d’un système (Mélèse, 1991). Connaître la nature et la forme des interactions est 
donc considéré plus important que de connaître la nature de chaque composant du système 
(Dumouchel et Dupuy, 1983). Ainsi, dans un premier temps, la systémique consiste à définir le 
système, ses composants, à délimiter ses frontières avec l’environnement extérieur. Ensuite, 
l’accent est porté sur la définition des relations entre les constituants du système.  
La suite de cette phase porte sur l’analyse des données en vue de déterminer s’il manque 
des données, si les données collectées sont cohérentes et si elles comportent des erreurs ou des 
incertitudes. Les données peuvent être issues de la bibliographie tout comme de mesures 
expérimentales. 
Phase de formulation du modèle : 
En se basant sur la connaissance acquise du problème, la phase de formulation consiste 
à énoncer clairement les objectifs du modèle d’optimisation, mais aussi les principes physiques 
et les hypothèses retenues. De plus, les différents éléments du modèle mathématique sont 
définis qualitativement, il s’agit des contraintes, des paramètres, des variables, parmi lesquelles 
se trouvent les variables de décision (c’est-à-dire les variables qui feront partie de la fonction 
objectif).  La définition d’une superstructure est un moyen visuel efficace pour poser le 
problème (Liu et al., 2011 ; Westerberg, 1991 ; Yeomans et Grossmann, 1999). Il s’agit d’une 
représentation schématique du modèle qui montre les composants du système et l’ensemble des 
possibilités de conception qui sont prises en compte. 
Phase d’écriture mathématique du modèle : 
La phase suivante constitue le passage des éléments précédemment énoncés 
qualitativement à leur expression quantitative. Ceci est réalisé en écrivant les différentes 
équations : l’ensemble des contraintes et la, ou les, fonctions objectif. L’écriture du modèle 
devra tenir compte des caractéristiques de la procédure de résolution définie lors de la phase 
précédente. La principale difficulté est de mettre en équation un modèle qui représente 
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fidèlement le fonctionnement du système réel, tout en garantissant une bonne capacité de 
résolution. Une autre difficulté revient à choisir le bon niveau de granularité lors de la définition 
des équations. En effet, plus le modèle mathématique sera précis et complet, plus le problème 
sera complexe à résoudre. Enfin, le modèle doit être rédigé de telle sorte qu'il puisse être 
appliqué à un maximum de cas d’études, ce qui garantira la généricité du modèle. 
Phase de définition de la procédure de résolution : 
Au cours de cette phase, la procédure de résolution est déterminée. Il s’agit d’énoncer 
les différentes étapes qui vont mener à l’optimisation du modèle. Ceci peut conduire à la 
sélection d’une méthode d’optimisation mono-objectif ou multi-objectif parmi celles de la 
littérature ou à la détermination d’une nouvelle procédure. Dans le cas où l’on se base sur une 
méthode existante, il est possible de sélectionner un solveur, c’est-à-dire un module de calcul 
d’optimisation mathématique, qui soit adapté à la méthode en question. Finalement, pour tenir 
compte des spécificités du modèle, il faudra paramétrer la procédure de résolution. 
Phase de validation : 
Le fonctionnement du modèle d’optimisation est ensuite validé à l’aide de cas tests. 
Dans une approche graduelle, il est possible de commencer par des tests unitaires pour valider 
le fonctionnement des différentes parties du modèle. Ensuite le modèle complet peut-être testé 
sur un cas d’étude simplifié qui permettra de mieux mettre en évidence les éventuelles parties 
à reconcevoir. Finalement lors d’un test sur un cas d’étude plus conséquent il est envisageable 
de confronter les résultats à des cas expérimentaux, des données terrain ou des cas d’étude de 
la littérature. 
Phase d’analyse des résultats : 
Une fois le modèle validé, il est utilisé sur les divers cas d’application pour lesquels il a 
été développé. Une analyse post-optimale ou analyse de sensibilité permettra de mener plus en 
avant l’étude, en étudiant l’influence des différents paramètres et coefficients sur les résultats 
obtenus. En fin de processus, les connaissances acquises tout au long du processus sont 
retranscrites afin qu'elles puissent être capitalisées et réutilisées lors de futures études. 
Dans la suite de cette section, le développement d’un modèle pour la conception 
optimale du réseau d’énergie d’un EIP est introduit. Cette approche suit le processus présenté 
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ci-dessus. En effet, on aborde d'abord la phase de formulation du problème, puis les phases de 
définition de la procédure de résolution et enfin l'écriture mathématique du modèle. Ensuite, le 
modèle est validé avec un cas simplifié comprenant trois industries, pour lequel les flux de 
production et d’échanges de vapeur sont analysés période après période. Enfin l’EIP de Yeosu 
(Kim et al., 2010) est utilisé comme cas d’étude. 
Ce modèle mathématique est celui qui sera réutilisé pour le développement des 
procédures d'optimisation dans les chapitres suivants. 
2. Conception optimale d’un système d’énergie couplé 
2.1 Phase d’analyse du problème 
Dans le chapitre introductif, l’étude bibliographique et la problématique de ces travaux 
de thèse ont déjà été abordées. Le but de cette étude est donc le développement d’un modèle 
pour concevoir de manière optimale le réseau d’énergies d’un EIP. Le modèle devra être 
générique pour être applicable à la fois pour la reconception d’un EIP existant ou pour la 
conception initiale d’un nouvel EIP. 
La définition du problème s’appuie sur la représentation générale du système d’énergie 
illustrée dans la Figure II-2. Tout d’abord, cette représentation permet de délimiter le système. 
En effet, l’étude se focalisera sur les principaux vecteurs énergétiques échangés dans l’industrie 
: la chaleur et l’électricité (ADEME, 2017a) . Ainsi, cette approche systémique prend en compte 
les interactions entre le réseau d’utilité satisfaisant les besoins en chaleur et un HRES répondant 
à la demande en électricité. Le couplage de ces deux réseaux est une nouveauté dans le domaine 
de la recherche scientifique sur les EIP. En outre, le fait de considérer le système d'utilité et le 
HRES, et de les optimiser simultanément, permet d'obtenir de meilleures solutions grâce aux 
effets de couplages. Pour ces raisons, l’étude porte sur l’échelle du réseau, et vise à optimiser 
les échanges réalisés entre les industries au moyen d’interconnexions. En conséquence, les 
différents procédés du réseau sont considérés selon une approche boîte grise, c’est-à-dire que 
ce sont les flux entrants, sortants de ces unités et la capacité des procédés qui sont pris en 
compte. 
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Figure II-2. Représentation schématique du système d'utilité couplé à un HRES pour répondre à la 
demande en énergie de l'EIP. 
En vue d’étudier les flux énergétiques, une autre hypothèse restrictive levée, par rapport 
aux précédents travaux de l’équipe, est l’ajout de la dimension temporelle qui permet de 
satisfaire les bilans énergétiques à tout moment (Boix et al., 2015). En effet, alors que les 
réseaux de matières étudiés précédemment (déchets, eau) étaient optimisés en considérant des 
flux stables au cours du temps, les flux d’énergies considérés sont soumis à de nombreuses 
variations qui dépendent principalement du profil de la demande des industries, de la 
dynamique de la production (EnR : solaire, éolien), des saisons, etc. (Figure II-2). 
La finalité du modèle est donc de dimensionner les conduites de vapeur qui relient les 
procédés des différentes industries, de planifier de manière optimale les différents échanges, 
mais aussi la production de ces énergies à l’aide de chaudières pour la vapeur et à l’aide de 
turbines et de sources d’EnR pour l’électricité. Une difficulté supplémentaire est apportée, car, 
comme dans les réseaux industriels, la vapeur se trouve à différents niveaux de pression et de 
températures (Hirata et al., 2004). 
Cette première étude est réalisée selon une optimisation mono-objectif avec la 
minimisation du Coût Actuel Net (Türkay et Telli, 2011). Cet objectif sera présenté plus en 
détail lors de la phase d’écriture mathématique du modèle. 
 L’objectif utilisé dans cette section servira d’objectif commun aux différentes méthodes 
multi-objectif développées dans les chapitres suivants. 
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2.2 Phase de formulation du modèle 
2.2.1 Modèle générique du réseau d’échange d’un EIP 
Face à la problématique scientifique que représente le manque de modèles 
d’optimisation qui permettent de traiter des réseaux couplés, une superstructure générique est 
tout d’abord présentée. Cette superstructure pourra être adaptée aux différents cas de figure que 
rencontrent les EIP : la gestion de différents flux (matériaux, énergies, eau, déchets) et le 
couplage entre ces différents flux (conversion d’un flux à un autre). 
Afin de pouvoir considérer un grand nombre de flux et d’industries, ce modèle ne prend 
pas en compte les équations physico/chimiques des différentes opérations unitaires. Cela 
correspond à l’approche classique en conception des EIP. En effet, le nombre de contraintes et 
de variables pourrait devenir trop important pour que le modèle puisse être résolu avec les 
méthodes actuellement utilisées en optimisation. Par conséquent, la modélisation est faite selon 
une approche « boîtes grises » où, pour chaque opération unitaire, des équations de bilans de 
matières et/ou d’énergies lient les flux entrants, sortants ou stockés. 
Le schéma de la Figure II-3, ci-dessous, représente la superstructure d'une opération 
unitaire, c'est-à-dire l'ensemble des possibilités de dimensionnement qu'une opération unitaire 
peut intégrer. Une opération unitaire peut-être tout aussi bien, un équipement de production 
(d’énergies ou de matières), de conversion, de stockage, ou une connexion entre ces opérations 
unitaires. 
 
Figure II-3. Modèle générique d’une opération unitaire. 
Ainsi, selon la Figure II-3, différents flux, qui peuvent être de différentes natures 
rentrent dans l’opération unitaire par le mélangeur. Ces flux peuvent être stockés. Sinon, ils 
 CHAPITRE II – Modélisation et Conception Optimale du Réseau d’un Parc Eco-Industriel 
 
- 60 - 
 
ressortent sous différentes natures par le diviseur. Parmi ces flux sortants, il est possible de 
retrouver les pertes. Ces opérations unitaires sont ensuite interconnectées en vue de former un 
réseau. Les flux entrants, sortants ou stockés représentent des variables, dont les valeurs 
minimales et maximales sont limitées par des contraintes qui représentent la capacité de 
l’opération unitaire. Dans le cas où la capacité de ces opérations unitaires soit dimensionnée, 
cette capacité est donc une variable de dimensionnement. Dans le cas contraire, il s’agit donc 
d’un paramètre. Enfin, l’existence ou le nombre d’opérations unitaires sont traduits à l’aide de 
variables binaires ou entières. 
Cette approche générique est tout aussi bien adaptée à la conception de nouveaux EIP, 
tout comme à la reconception de parcs industriels ou d’EIP existants. Dans le cas d’une 
reconception, les équipements et la structure du réseau existant sont fixés comme des 
paramètres. Les nouvelles possibilités de conceptions sont les variables de dimensionnement. 
2.2.2 Modèle générique adapté au réseau d’énergie d’un EIP 
A partir de la phase d’analyse du problème et de du modèle générique présenté, la 
superstructure du modèle de réseau d’énergie correspondant a pu être définie. Cette 
superstructure est présentée dans la Figure II-4. Elle décrit le fonctionnement du système 
d'utilité d’une industrie, les échanges possibles avec d'autres industries et enfin l’HRES pour 
l'ensemble de l’EIP. 
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Figure II-4. Superstructure du système d’utilité d’une industrie et de l’HRES de l'EIP. 
 En ce qui concerne le système d'utilité, tel que mentionné précédemment, différents 
niveaux de pression et de température, entre les chaudières et les procédés au sein d'une même 
industrie, ainsi que les échanges avec les autres industries sur plusieurs périodes sont pris en 
compte. Les chaudières produisent de la vapeur pour répondre à la demande de chaleur des 
procédés. De plus, le transfert d'un collecteur de vapeur à haute pression vers un collecteur à 
basse pression se fait par des vannes de dépressurisation (PRV) ou à l'aide de turbines. En effet, 
les turbines actionnent des générateurs d’électricité en convertissant la vapeur à haute pression 
à un niveau de pression inférieur ou en eau condensée. Dans le transport de la vapeur, les pertes 
en ligne ne sont pas prises en compte, car leur quantité est considérée négligeable par rapport 
aux flux d'échanges d'énergie (Kim et al., 2010 ; Theo et al., 2016). 
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Le réseau de vapeur est un système en boucle fermée. Ainsi, l’eau condensée sortant des 
turbines ou des procédés revient au niveau de la bâche alimentaire qui est le réservoir qui stocke 
l’eau traitée qui sert à alimenter les chaudières. Néanmoins, les pertes en eau sont représentées 
au niveau de la bâche alimentaire où de l’eau est perdue par évaporation. De plus, une partie de 
la vapeur est perdue sous forme de condensat qui est évacué par le biais de purgeurs. De plus, 
des évents sont utilisés comme une purge excédentaire de vapeur et donnent au système un 
degré de liberté supplémentaire lui permettant d’évacuer les surcharges. Pour compenser ces 
pertes d'eau, les industries rachètent de l'eau d'alimentation de chaudières traitée. De manière à 
sécuriser l’approvisionnement du réseau, le stock d'eau dans la bâche alimentaire est égal à une 
heure de consommation (Fiche Spirax Sarco). Chaque industrie possède sa bâche alimentaire 
ce qui permet aux industries d’être autonomes et de fonctionner avec leur propre réseau de 
vapeur, ou bien d’être en EIP et de fonctionner en réseau en échangeant de la vapeur qui devra 
alors revenir à la bâche alimentaire de l’industrie. Ainsi, le modèle est bâti de manière à ce que 
les industries puissent fonctionner de manière autonome ou en réseau. L’optimisation permettra 
de déterminer quelle est la meilleure solution pour chaque solution. 
Lors de la conception du système d’utilité, pour répondre à la demande d'énergie, il est 
possible de sélectionner les chaudières et les turbines à installer parmi différentes technologies. 
Selon leurs spécifications, les chaudières peuvent fonctionner en tant que chaudières multi-
combustibles. Les spécifications de dimensionnement des chaudières sont leur capacité de 
production maximale, leur niveau de pression de vapeur produite, le combustible consommé et 
le coût de la chaudière. Dans ce modèle, les turbines peuvent être mono-étage ou multi-étages, 
c’est-à-dire respectivement avec une ou plusieurs sorties à différents niveaux de pression. Pour 
les turbines à un étage, seul le débit d'entrée peut être contrôlé, pour les turbines à plusieurs 
étages, il est possible, en plus, de contrôler le débit de vapeur pour chaque sortie (Agha et al., 
2010). 
Chaque chaudière et chaque turbine de ce modèle est installée dans une industrie qui lui 
est propre. Ainsi, il est laissé au modèle de choisir le mode de fonctionnement le plus optimal 
pour chaque industrie, soit en rejoignant le réseau EIP, soit en opérant de manière autonome. 
Le comportement transitoire d'éléments tels que les démarrages à chaud et à froid et les temps 
d’arrêt de chaudières ne sont pas pris en compte. Bien qu’il serait intéressant de les intégrer 
pour une planification à court terme, cette étude a pour but de proposer la conception d’un 
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réseau à long terme. De plus, la prise en compte de cette dynamique nous imposerait d’avoir 
une discrétisation fine du temps et donc d’augmenter la taille du modèle, ce qui conduirait à 
augmenter le temps de résolution. Néanmoins dans ce modèle une chaudière possède deux 
états : allumée ou éteinte, ce fonctionnement est décrit plus bas dans cette section. 
Lors de la conception des interconnexions, leur longueur n'est pas prise en compte. Cette 
hypothèse se justifie en considérant que les industries soient situées sur le même site industriel, 
et donc suffisamment proches les unes des autres. De plus, une interconnexion est 
directionnelle, c'est-à-dire que la vapeur ne peut circuler que dans un seul sens, ceci pour des 
raisons techniques, car, les systèmes de pompage ne permettent qu’un sens de circulation. 
En ce qui concerne les sources d'EnR, le modèle détermine la puissance à installer. La 
production de sources d'EnR intermittentes dépend de leur facteur de charge, qui est une 
moyenne de la production des sources sur une certaine période. Ce facteur de charge est lié à la 
position géographique de l'EIP et aux conditions climatiques (qui peuvent être représentées par 
des saisons, par le rythme jour/nuits). Étant donné que le HRES est raccordé au réseau, le calcul 
de la puissance produite par les EnR peut s’estimer par une moyenne (facteur de charge), car le 
réseau ayant une capacité infinie, il pourra subvenir aux besoins lors des pics de consommation. 
De plus, il est possible de vendre l'électricité produite sur place au réseau extérieur. 
Pour le HRES, contrairement aux chaudières et aux turbines, l’emplacement des sources 
n'est pas considéré comme un paramètre dans ce modèle, ce qui signifie que les sources d’EnR 
peuvent être situées à n'importe quel endroit : sur le site d'une industrie ou sur un site dédié. Par 
contre, il est supposé que le réseau électrique existe déjà, les coûts d'installation sont donc 
négligeables. Le HRES n'inclut pas le stockage de l'énergie, car les technologies actuelles sont 
considérées comme non rentables, en particulier lorsqu'elles sont connectées au réseau externe 
(Mousqué et al., 2018). Cette hypothèse sera validée sur le plan économique et sur le plan 
environnemental dans la section 3 de ce chapitre (Chapitre 2.3)  
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Gestion de la dynamique à l’aide des variables : 
Cette partie présente maintenant le lien entre les variables de décision qui rendent 
compte de la capacité des installations et les variables opérationnelles qui quantifient les flux 
qui les traversent.  
Les variables de dimensionnement représentent la puissance ou la capacité d’une 
installation, celle-ci sera fixe en fonction du temps, c’est-à-dire fixée pour l’ensemble des 
périodes de l’horizon de simulation. Le dimensionnement du système consiste à concevoir les 
installations qui permettront de répondre à la demande pour toutes les périodes. Cependant, à 
chacune des périodes, la valeur des variables opérationnelles, représentant les flux circulants 
dans les installations, change. Ainsi, pour une installation donnée, la variable de 
dimensionnement (notée Vdim) qui ne dépend pas du temps est égale à la plus grande valeur de 
la variable opérationnelle (Vopé) de ce même système, comme présenté dans l’équation (1).  
 Vdim ≥ Vopé [t]      (∀t)     (1) 
Cette relation ne permet le dimensionnement de Vdim que s’il est minimisé, car dans ce 
cas, Vdim prendra pour valeur le plus grand flux de Vopé [t]. Pour minimiser Vdim, c’est le 
coût de l’infrastructure à laquelle il est rattaché qui est minimisé. 
2.3 Phase d’écriture du modèle mathématique 
A partir de la formulation du problème et des différentes hypothèses, il est à présent 
possible de traduire le fonctionnement du réseau en modèle mathématique. Cette section 
détaille donc l’écriture mathématique du modèle qui résulte de la superstructure présentée ci-
dessus.  
Fonction objectif : 
La fonction objectif retenue est un objectif économique dans cette première étude. Il 
s’agit de la minimisation du Coût Actuel Net du réseau énergétique. Le Coût Actuel Net 
correspond au coût actualisé des investissements, de leur éventuel remplacement, et des 
dépenses opérationnelles sur la durée du projet. Dans le cas de ce modèle, ce Coût Actuel Net 
est ventilé entre le coût des matières premières, des chaudières, des interconnexions, des 
turbines et des sources de production d'énergies (2). 
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min 𝐶𝑜û𝑡_𝐴𝑐𝑡𝑢𝑒𝑙_𝑁𝑒𝑡 = Coût_MP + Coût_Chaudières + Coût_Interc  
+Coût_Turbines + Coût_SourcesElec 
(2)  
Le coût des matières premières équivaut à la somme du coût du combustible, de 
l'électricité et de l'eau (3). 
Coût_MP = (Coût_Combustibles + Coût_Elec + Coût_Eau) (3)  
Comme pour les autres matières premières, le coût du combustible est calculé sur la 
durée du projet. Ainsi, pour obtenir ce coût, la quantité totale de combustible achetée sur toutes 
les périodes est multipliée par le prix d'achat du combustible (4).  




× 𝐷𝐹𝐴 (4)  
Le coût de l'électricité est déterminé à partir du coût de l’électricité achetée sur le réseau 
auquel est retranché le gain effectué grâce à la revente de l’électricité produite (5). 
Coût_Elec = (∑ 𝐸𝑡,𝑐




) × 𝐷𝐹𝐴 
(5)  
Le coût de l’eau achetée correspond à la quantité d'eau nécessaire pour faire fonctionner 
le réseau de vapeur. C’est-à-dire la quantité d’eau qu’il faut introduire initialement pour le 
mettre en fonctionnement, plus l'eau nécessaire pour compenser les pertes et les fuites au cours 
du temps (6). En outre, le prix de l'eau achetée comprend le coût du traitement. 






) × 𝑃𝑟𝑖𝑒𝑎𝑢 × 𝐷𝐹𝐴 
(6)  
Le coût des chaudières (7) couvre à la fois l'investissement (c’est-à-dire le CAPEX) et 
le coût opérationnel (l’OPEX). Ce dernier est calculé à partir du coût opérationnel annuel qui 




le fait qu’une chaudière soit sélectionnée et qu’elle soit en fonctionnement sur la période 
donnée. Le paramètre DFI permet de prendre en compte le remplacement d'une chaudière si sa 
durée de vie moyenne est inférieure à la durée du projet. 
Coût_Chaudières = ∑ 𝑦𝑏,𝑐
𝑠𝑒𝑙
𝑏,𝑐
×  𝐶𝐴𝑃𝐸𝑋𝑏 × 𝐷𝐹𝐼𝑏 + ∑ 𝑦𝑏,𝑡,𝑐
𝑝𝑟𝑜𝑑
𝑏,𝑡,𝑐
× 𝑂𝑃𝐸𝑋𝑏 × 𝐷𝐹𝐴  
(7)  
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De même, si une turbine est achetée (𝑦𝑡𝑢
𝑠𝑒𝑙=1), son coût se compose de l'investissement 
et du coût opérationnel (8). 
Coût_Turbines = ∑ 𝑦𝑡𝑢,𝑐
𝑠𝑒𝑙
𝑡𝑢,𝑐
× (𝐶𝐴𝑃𝐸𝑋𝑡𝑢 × 𝐷𝐹𝐼𝑡𝑢 + 𝑂𝑃𝐸𝑋𝑡𝑢 × 𝐷𝐹𝐴)   
(8)  
Le coût des interconnexions comprend le coût d'investissement fixe et le coût variable 
proportionnel à la capacité de la conduite. Cette capacité correspond au débit maximal qui passe 
par l'interconnexion au cours des différentes périodes. En outre, le coût d'exploitation dépend 
de la section de la conduite (9).  𝑦ℎ,𝑐,𝑐′
𝑖𝑛𝑡𝑒𝑟𝑐 est une variable binaire permettant de sélectionner une 
interconnexion de l’industrie c à l’industrie c' (c et c' sont des sous-ensembles de C et c est 
différent de c').  













× 𝑂𝑃𝐸𝑋𝑖𝑛𝑡𝑒𝑟𝑐  × 𝐷𝐹𝐴     (∀ 𝑐′ ≠ 𝑐) 
 
(9)  
Pour le coût de la production d'électricité, les coûts d'investissement et de 
fonctionnement dépendent de la capacité nominale installée 𝑃𝑠𝑟
𝑛𝑜𝑚 (10). 
Coût_SourcesElec =  ∑(𝑃𝑠𝑟
𝑛𝑜𝑚  × (𝐶𝐴𝑃𝐸𝑋𝑠𝑟 × 𝐷𝐹𝐼𝑠𝑟 + 𝑂𝑃𝐸𝑋𝑠𝑟 × 𝐷𝐹𝐴))
𝑠𝑟
  (10)  
Le facteur d'actualisation pour la répartition des dépenses annuelles (DFA) (11) est 
utilisé pour calculer le coût actualisé d’une dépense opérationnelle annuelle qui se produit sur 
toute la durée du projet. Ici, n représente le nombre d'années du projet et a est le taux 
d'actualisation. 
𝐷𝐹𝐴 =




Le DFI permet d’évaluer le facteur d’actualisation à appliquer pour des dépenses 
ponctuelles. Dans le cas où un investissement ne soit effectué qu’une seule fois au début du 
projet son DFI vaudra 1. Sinon, le DFI est calculé à l’aide de l’équation (12), l’investissement 
 CHAPITRE II – Modélisation et Conception Optimale du Réseau d’un Parc Eco-Industriel 
 
- 67 - 
 
initial est alors pris en compte ainsi que les investissements supplémentaires pour le renouveler 
qui dépendent de l’année de de remplacement n_replace et du taux d’actualisation a. 





Les contraintes du problème d'optimisation sont les contraintes thermodynamiques du 
réseau énergétique ainsi que les bilans de masse et d'énergie. Les contraintes sont formulées 
pour chaque élément de la superstructure. 
Bilan sur les collecteurs de vapeur : 
La vapeur entrant dans un collecteur de vapeur provient de la vapeur produite par les 
chaudières, de la sortie des turbines ou de la PRV d’un collecteur ayant un niveau de pression 
supérieur. Les flux de sortie du collecteur de vapeur alimentent les turbines et la demande des 
procédés. La vapeur peut également traverser un PRV pour aller d'un collecteur h à un autre 
collecteur h’ ou h’’ avec une pression plus basse (avec les sous-ensembles h, h', et h'' des 
collecteurs de vapeur H, h ayant un niveau de pression plus élevé que h’ et que h''). En outre, 
une partie de la vapeur est perdue dans le purgeur ou peut sortir librement par l'évent. Enfin, 










+  ∑ 𝑇ℎ′,𝑡,𝑐′,𝑐
𝑐′






𝑒𝑣𝑒𝑛𝑡 + ∑ 𝑆ℎ′,𝑡𝑢,𝑡,𝑐
𝑒𝑛𝑡𝑟é𝑒
𝑡𝑢
+  ∑ 𝑇ℎ′,𝑡,𝑐,𝑐′
𝑐′
    
(∀ 𝑐′ ≠ 𝑐, ℎ < ℎ′ < ℎ′′) 
(13)  
Les pertes de condensats comprennent les pertes des purgeurs dans les conduites et dans 
les collecteurs ainsi que les pertes des purgeurs au niveau des procédés (14). 
𝑆ℎ,𝑡,𝑐
𝑝𝑢𝑟𝑔𝑒𝑢𝑟








+  ∑ 𝑇ℎ,𝑡,𝑐′,𝑐
𝑐′
) 
(∀ 𝑐′ ≠ 𝑐, ℎ < ℎ′) 
(14)  
Satisfaction de la demande en vapeur des procédés : 
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La quantité d'eau qui est libérée après l'utilisation des procédés est égale à la demande 
de vapeur (15). 
𝐷ℎ,𝑡,𝑐 =  𝑊ℎ,𝑡,𝑐  (15)  
Bilan sur les bâches alimentaires : 
Le flux d’eau qui entre dans la bâche alimentaire d’une industrie provient des autres 
industries, des turbines, des procédés de l’industrie et de l’achat d’eau qui est destinée à 
compenser les pertes d'eau. Les courants de sortie de la bâche alimentaire alimentent les 







+ ∑ 𝑊ℎ,𝑡,𝑐 
ℎ
+ 𝑊𝑡,𝑐







  (16)  
 
Les pertes d'eau correspondent à une partie 𝑃𝑊𝑤𝑢  de l'eau qui s'écoule dans le réseau 
de vapeur, cela correspond à l’eau qui revient des turbines ou des procédés. (17). 
𝑊𝑡,𝑐
𝑝𝑒𝑟𝑡𝑒𝑠
=  𝑃𝑊𝑤𝑢  ×  (∑ 𝑊𝑡𝑢,𝑡,𝑐
𝑠𝑜𝑟𝑡𝑖𝑒
𝑡𝑢




Les achats d’eau pour alimenter les pertes sont la somme de toutes les pertes, au niveau 
de la bâche alimentaire, des purgeurs, mais aussi au niveau des évents qui évacuent l'excédent 
de vapeur (18). 
𝑊𝑡,𝑐









Tel que présenté précédemment, la quantité d'eau dans le réseau d’une industrie 𝑊𝑡,𝑐
𝑠𝑡𝑜𝑐𝑘 
correspond à la quantité consommée par les chaudières pendant une période d’une heure (19). 
𝑊𝑡,𝑐
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Bilan sur le stock d'eau : 
Le stock d'eau dans le réseau à la période t est égal à la somme des quantités d'eau 
achetées et déchargées au cours de la période actuelle et au cours des périodes précédentes (avec 
t et tm qui sont des sous-ensembles de T, et tm est inférieur ou égal à t). Ainsi, dans une approche 
multi-période, le stock évolue à chaque période en tenant compte du stock des périodes 
précédentes (20). 
𝑊𝑡,𝑐






   (∀ 𝑡𝑚 ≤ 𝑡) 
(20)  
Bilan sur le stock de combustibles : 
Chaque chaudière possède un stock dédié à son combustible spécifique. Le stock de 
combustibles est égal au stock initialement présent plus le combustible acheté, moins le 




𝑎𝑐ℎ𝑎𝑡 − 𝐹𝑏,𝑓,𝑡,𝑐  (∀ 𝑡 > 0)  (21)  
Le stock de combustibles doit être supérieur au stock de sécurité minimum (22). 
Fb,f,t,c
stock≥Fb,f,t,c
stock_sécurité  (22)  
Pour son initialisation, le stock de combustible à la première période est égal au stock à 
la fin de l’horizon de temps (c’est-à-dire lorsque t est égal à NbPériodes) (23). 
𝐹𝑏,𝑓,𝑡=0,𝑐
𝑠𝑡𝑜𝑐𝑘 =  𝐹𝑏,𝑓,𝑡=𝑁𝑏𝑃é𝑟𝑖𝑜𝑑𝑒𝑠,𝑐
𝑠𝑡𝑜𝑐𝑘  (23)  
 
Contraintes de fonctionnement des turbines : 
La quantité de vapeur entrant dans les turbines, 𝑆ℎ′,𝑡𝑢,𝑡,𝑐







𝑠𝑒𝑙  (24)  
Pour chaque étage de sortie d’une turbine, un seuil limite supérieur et inférieur est 
également appliqué à la quantité de vapeur sortant des turbines 𝑆ℎ,𝑡𝑢,𝑡,𝑐
𝑠𝑜𝑟𝑡𝑖𝑒  (25). Parmi les 
alternatives proposées, le modèle peut choisir des turbines mono-étage ou multi-étages. Dans 
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le cas où un étage de sortie n’existe pas sur la turbine, le paramètre de seuil supérieur de la 
sortie est fixé à zéro. Avec une turbine mono-étage, seule une sortie existe, toutes les autres 






𝑠𝑒𝑙  (25)  
 
Dans les turbines, la vapeur arrivant par l'entrée à la pression plus élevée h' est répartie 
entre les différentes sorties ayant des niveaux de pression plus faibles h. Une partie de la vapeur 
ressort condensée également (26). 
𝑆ℎ′,𝑡𝑢,𝑡,𝑐




𝑠𝑜𝑟𝑡𝑖𝑒   (ℎ < ℎ′) (26)  
 
L'électricité produite par les turbines dépend du rendement des turbines, de l’enthalpie 
ℎ𝑤𝑤𝑢 de l’eau et ℎ𝑠ℎ des différents niveaux de pression de la vapeur, mais aussi de la quantité 
de vapeur entrante et sortante pour chaque niveau de pression et de la quantité d’eau sortante 
(27) (Agha et al., 2010). 
𝐸𝑡𝑢,𝑡,𝑐
𝑡𝑢𝑟𝑏𝑖𝑛𝑒 = 𝐸𝑓𝑓𝑡𝑢 × (𝑆ℎ′,𝑡𝑢,𝑡,𝑐
𝑒𝑛𝑡𝑟é𝑒 × ℎ𝑠ℎ′ − ∑ 𝑆ℎ,𝑡𝑢,𝑡,𝑐
𝑠𝑜𝑟𝑡𝑖𝑒
ℎ
× ℎ𝑠ℎ − 𝑊𝑡𝑢,𝑡,𝑐
𝑠𝑜𝑟𝑡𝑖𝑒 × ℎ𝑤𝑤𝑢) (ℎ < ℎ′) 
(27)  
Une proportion (correspondant au coefficient Condtu) de la vapeur entrant dans la turbine 
est condensée (28). 
𝑊𝑡𝑢,𝑡,𝑐
𝑠𝑜𝑟𝑡𝑖𝑒 =  𝐶𝑜𝑛𝑑𝑡𝑢  × 𝑆ℎ′,𝑡𝑢,𝑡,𝑐
𝑒𝑛𝑡𝑟é𝑒  (28)  
Contraintes sur les chaudières : 
La production de vapeur des chaudières se situe entre sa production d'énergie minimale 
Pb,h










 (29)  
 
Les chaudières peuvent être des chaudières qui fonctionnent avec plusieurs 
combustibles différents (Aguilar et al., 2007). La production de vapeur dépend de la différence 
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d'enthalpie entre l'eau à l'entrée et la vapeur à la sortie, de la quantité de combustible consommé, 




∑ 𝐶𝑎𝑙𝑓 ×𝑓 𝐹𝑏,𝑓,𝑡,𝑐 × 𝐸𝑓𝑓𝑏,𝑓
(ℎ𝑠ℎ −  ℎ𝑤𝑤𝑢)
 
(30)  




= 𝑊𝑏,𝑡,𝑐  (31)  








 (32)  





 (33)  
 
Contraintes du système d'alimentation hybride d’énergie renouvelable (HRES) : 
L'électricité produite par les sources d'énergie de l’HRES est égale à l'électricité produite 
par les turbines, par les sources AC et par les sources DC, ces dernières étant multipliées par le 
















L'électricité produite sur l’EIP est répartie entre la consommation locale du site 







 (35)  
La demande en électricité des industries est approvisionnée par la production des 
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La production des sources d’électricité dépend de la capacité installée et du facteur de 




𝑛𝑜𝑚 × 𝐹𝐶𝑠𝑟,𝑡 (37)  
 
La puissance maximale qui peut être installée pour une source électrique est limitée, 
cette contrainte est fixée par les experts selon la ressource et la place disponible sur le site de 
l’EIP (38). 
𝑃𝑠𝑟
𝑛𝑜𝑚 ≤ 𝑀𝑎𝑥𝐼𝑛𝑠𝑡𝑎𝑙𝑙𝑠𝑟 (38)  
La capacité maximale de production d'énergie électrique des turbines de l’EIP est 
également limitée selon le paramètre 𝑀𝑎𝑥𝐸𝑝𝑟𝑜𝑇𝑢𝑟 (39). 
𝐸𝑡𝑢,𝑛,𝑡,𝑐
𝑡𝑢𝑟𝑏𝑖𝑛𝑒 ≤ 𝑀𝑎𝑥𝐸𝑝𝑟𝑜𝑇𝑢𝑟 (39)  
 
Dimensionnement des interconnexions : 
Le transfert de vapeur 𝑇ℎ,𝑡,𝑐,𝑐′ entre les industries n’est possible que si l'interconnexion 
existe (son binaire 𝑦ℎ,𝑐,𝑐′
𝑖𝑛𝑡𝑒𝑟𝑐 = 1) (40). Ainsi, M est une grande valeur positive utilisée pour 
satisfaire la contrainte d'existence d'une interconnexion. 
𝑦ℎ,𝑐,𝑐′
𝑖𝑛𝑡𝑒𝑟𝑐 𝑀⁄ ≤ 𝑇ℎ,𝑡,𝑐,𝑐′ ≤ 𝑦ℎ,𝑐,𝑐′
𝑖𝑛𝑡𝑒𝑟𝑐 × 𝑀  (∀ 𝑐′ ≠ 𝑐) (40)  
 
2.4 Phase de définition de la procédure de résolution 
Etant donné que l’écriture du modèle et les hypothèses retenues ont permis d’obtenir un 
modèle linéaire utilisant des variables binaires, le choix pour la méthode d’optimisation pour 
ce modèle se porte sur la programmation mathématique MILP. Pour cette première étude ayant 
pour but de définir un modèle afin de mieux cerner les verrous inhérents à la conception des 
réseaux d’énergies des EIP, l’optimisation est mono-objectif. La méthode d’optimisation 
consistera donc à minimiser le coût et à étudier la solution obtenue. De plus, l’analyse de 
sensibilité sera employée afin d’apprécier l’influence des différents paramètres.  
Le logiciel retenu est IBM ILOG® avec le solveur CPLEX® qui permet de résoudre les 
problèmes MILP en utilisant l’algorithme de séparation et d’évaluation (Branch and cut). Cet 
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algorithme a l’avantage d’être performant en temps de calcul, car il ne calcule pas l’ensemble 
des solutions réalisables (de l’arbre de recherche), mais il sépare cet espace en sous-ensembles 
(des branches) et évalue pour chacun si la solution optimale peut s’y trouver ce qui lui permet 
de réduire l’espace de recherche. 
La phase suivante consiste à valider le programme d’optimisation mathématique à l’aide 
d’un modèle simplifié. Le cas d’étude est d’abord présenté et ensuite, les solutions obtenues 
sont analysées, afin de vérifier le dimensionnement et d’étudier le fonctionnement du réseau 
d’échange. 
2.5 Phase de validation du modèle : cas d’étude simplifié 
2.5.1 Présentation du cas test 
Le cas test est un cas simplifié, constitué de trois industries hypothétiques. Dans ce cas 
d’étude, le couplage avec le HRES n’est pas encore pris en compte en vue de focaliser l’étude 
sur le bon fonctionnement du système d’utilité. Cependant, les possibilités pour le système 
d’utilité seront les mêmes que pour le cas d’étude plus complet qui sera présenté dans la 
prochaine étude menée sur ce modèle. 
Pour commencer la description des données, les demandes en vapeur et en électricité 
des trois industries, c1, c2 et c3 figurent dans le Tableau II-1. Ces demandes sont réparties sur 
quatre périodes t1, t2, t3 et t4 et sur quatre niveaux de pression pour la vapeur (THP : Très 
Haute Pression, HP : Haute Pression, MP : Moyenne pression, BP : Basse Pression). 
Le choix des quatre périodes permet de rendre compte des variations saisonnières tout 
au long de l’année. Ce choix est effectué, car le fonctionnement d’une chaudière est 
normalement assez stable et varie en fonction des saisons. Un pas de temps saisonnier permet 
aussi d’améliorer la capacité de résolution par rapport à un modèle avec un pas de temps plus 
fin, car le nombre de variables sera réduit. Enfin, les niveaux de pression correspondent à des 
niveaux standards dans l’industrie. 
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Période t Flux c1 c2 c3 
t1 THP 10 20 10 
t2 THP 0 0 0 
t3 THP 20 40 20 
t4 THP 0 0 0 
t1 HP 0 0 0 
t2 HP 40 20 20 
t3 HP 0 0 0 
t4 HP 80 40 40 
t1 MP 70 83 119 
t2 MP 60 99 119 
t3 MP 50 40 109 
t4 MP 56 99 119 
t1 BP 0 78 99 
t2 BP 0 159 99 
t3 BP 0 79 89 
t4 BP 0 259 99 
Tableau II-1. Demande en vapeur des industries du cas d’étude (tonnes/h). 
Pour décrire les demandes présentées dans le Tableau II-1, au niveau de la vapeur, les 
industries consomment de la vapeur à tous les niveaux de pression, hormis l’industrie 1 qui ne 
consomme pas de BP. L’industrie 2 consomme plus de vapeur THP et HP que les deux autres 
qui en consomment autant, ce choix est effectué pour observer les différences de conception 
entre cette industrie et les deux autres. La demande de THP et de HP est nulle un mois sur deux, 
ce qui permettra de tester la capacité d'arrêt des chaudières. 
En outre, le choix pour la conception des chaudières s’effectue à l’aide de binaires, 
parmi trois niveaux de pression (THP, HP et MP) pour chacune trois capacités existent (50 
tonnes/h, 100 tonnes/h et 500 tonnes/h). De plus, les pertes de vapeur ne sont pas incluses dans 
ce cas simplifié et les turbines non plus, afin de simplifier, dans un premier temps, les calculs 
de bilan et la représentation schématique du réseau. 
2.5.2 Résultats et discussion 
Les résultats obtenus sont présentés pour les quatre périodes à travers les Figures II-5 à 
II-8. Dans le but d’analyser dans le détail les échanges de vapeur, ces résultats ne présentent 
que le dimensionnement du réseau d’utilité. Enfin, les flux pour la vapeur et l’eau sont exprimés 
en tonne par heure. 
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Figure II-5. Représentation du réseau de vapeur du cas test : Période 1. 
En guise d’introduction sur cette analyse des résultats, la représentation de la Figure II-
5 montre les chaudières et les interconnexions dimensionnées. Il faut noter que ces unités sont 
dimensionnées pour l’ensemble des périodes. Les trois industries se sont équipées avec des 
chaudières. L’indication 0/50, par exemple, signale que la chaudière a une capacité de 50 
tonnes/h et qu’elle en produit 0 à cette période. Les liaisons à l’intérieur d’une industrie sont 
représentées par des flèches, ainsi la vapeur circule selon les conduites de THP, HP, MP ou BP. 
Les PRV sont également indiquées, elles permettent de transformer un niveau de pression plus 
élevé vers un niveau moins élevé. Pour continuer sur ce mode de représentation, lorsqu’une 
interconnexion n’est pas utilisée à une période de temps donnée, mais qu’elle existe, la liaison 
est en pointillé. Ainsi, comme observé, les industries ont un fonctionnement en EIP (et non pas 
en autonomie). Car l’on aperçoit une interconnexion entre l’industrie 1 et 2 (un échange de 31 
tonnes/h de BP), entre 1 et 3 (28 tonnes/h de MP) enfin l’industrie 3 a construit une 
interconnexion pour la HP qui va vers l’industrie 1, néanmoins à cette période, aucun flux ne 
la traverse. Ceci s’explique, car pour la première période, la demande en HP est nulle. De fait, 
les chaudières HP sont également à l’arrêt. 
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A titre d’exemple sur la circulation des flux, pendant la période 1, l’industrie 1 produit 
41 tonnes/h de vapeur THP, 10 tonnes/h vont approvisionner sa demande en THP, 31 tonnes/h 
sont converties en HP puis en BP par l’intermédiaire des PRV, cette vapeur est alors échangée 
à l’industrie 2 qui la consommera pour satisfaire sa demande en vapeur BP. 
Autre précision, la case Retour Demande indique la quantité d’eau qui est de retour des 
différentes demandes d’une industrie, cette quantité est donc égale à la somme des demandes. 
La valeur de Vers Prod indique, quant à elle, la quantité d’eau qui quitte la bâche alimentaire 
pour aller vers la production de vapeur des chaudières. De plus, la somme de l’eau accumulée 
dans les bâches alimentaires est présentée sous le nom de stock. L’évolution de ce stock est 
étudiée après la présentation des réseaux.  
 
Figure II-6. Représentation du réseau de vapeur du cas test : Période 2. 
Lors de cette seconde étape, on observe sur la Figure II-6, que la demande en THP est 
nulle, les chaudières produisant de la THP sont donc arrêtées, les conduites internes transportant 
du THP sont également inutilisées. Pour prendre le relai des chaudières THP, ce sont désormais 
toutes les chaudières HP et MP qui fonctionnent. Elles sont toutes à leur charge maximale, à 
l’exception de la chaudière MP de l’industrie 1 qui travaille à 16 tonnes/h sur 50. Toutes les 
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interconnexions sont utilisées, en effet, l’industrie 1 reçoit 40 tonnes/h de HP de l’industrie 3 et 
renvoie 28 tonnes/h de MP à l’industrie 3 et 28 tonnes/h de BP à l’industrie 1. 
 
Figure II-7. Représentation du réseau de vapeur du cas test : Période 3. 
La période 3 se rapproche de la période 1 étant donné que la demande en HP est nulle, 
aucune chaudière HP ne fonctionne et les connexions transportant précédemment de la vapeur 
HP, sont désormais inutilisées. Pour fournir la THP, les chaudières THP sont donc rallumées. 
Une importante différence avec la période 1 est que l’industrie 2 a une demande en MP plus 
faible (40 tonnes/h contre 83 tonnes/h auparavant). On constate donc que l’industrie 1 envoie 
moins de vapeur BP à l’industrie 2. En conséquence, elle envoie plus de MP à l’industrie 3, ce 
qui a permis à cette dernière d’éteindre sa chaudière MP de 50 tonnes/h. 
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Figure II-8. Représentation du réseau de vapeur du cas test : Période 4. 
Pour la période 4, une importante demande de BP est requise par l’industrie 2 (259 
tonnes/h), pour la satisfaire, ce sont à présent toutes les chaudières qui sont en fonctionnement. 
La puissance totale des chaudières a donc été dimensionnée pour faire face à ce pic de 
consommation. Néanmoins, les plus grands débits dans les interconnexions ne sont pas tous 
nécessairement atteints au cours de cette période, ce qui montre que dimensionner sur une seule 
période, en prenant en compte uniquement la période avec la demande la plus importante 
n’aurait pas permis d’atteindre la solution optimale pour l’ensemble des pas de temps. Cette 
constatation justifie l’intérêt de la prise en compte de la dynamique dans le modèle. 
De plus, la Figure II-9 met en évidence l'évolution du stock d'eau dans ce modèle multi-
période. Le stock d'eau représente la quantité d'eau totale dans les bâches alimentaires et donc 
la quantité de vapeur dans le réseau de vapeur. On observe que le stock d'eau ne diminue jamais, 
mais va en augmentant. Ceci s’explique, car les pertes d’eau n’ont pas été intégrées dans ce cas 
simplifié. Toutefois, ce graphique met en évidence la capacité du modèle à stocker l’eau du 
réseau d’une période à une autre. Une autre conclusion est que le modèle permet de 
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dimensionner la capacité des bâches alimentaires, qui doit être égale au stock d’eau le plus 
important au cours des différentes périodes. 
 
Figure II-9. Stock d'eau dans le réseau et consommation d’eau du cas test, en fonction de la période. 
A l’échelle du réseau, il a été constaté qu’à chaque période, une seule chaudière tournait 
à faible régime, les autres étaient à leur puissance maximale ou éteintes. On en déduit que dans 
ce modèle, une chaudière est plus rentable lorsqu’elle est éteinte ou lorsqu’elle fonctionne à sa 
puissance maximale. Ainsi, les interconnexions ont permis d’optimiser le fonctionnement des 
chaudières et de n’avoir qu’une seule chaudière qui n’est pas à plein régime. De plus, comme 
illustrée dans l’observation de la période 3, la diminution de la demande dans l’industrie 2, a 
permis de diminuer l’approvisionnement de l’industrie 2 grâce à l’industrie 1. L’industrie 1 a 
donc pu approvisionner plus grandement l’industrie 3, cette dernière a donc éteint une de ses 
chaudières. Ainsi, cette conséquence en cascade montre bien la complexité contenue dans les 
interrelations entre les industries et ceci même sur un problème simplifié contenant seulement 
trois industries. Cela montre tout l'intérêt d'utiliser une approche systémique pour résoudre ce 
type de problèmes interconnectés de manière optimale. Pour continuer, dans ce cas d’étude, le 
nombre d’interconnexions était relativement faible en comparaison du nombre de connexions 
internes aux industries. Cependant, les demandes étaient relativement faibles, de la sorte 
qu’aucune chaudière de grosse capacité (500 tonnes/h) n’a été dimensionnée. Les turbines 
n’étaient pas prises en compte, non plus. Les chaudières de grosses capacités et les turbines sont 
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poursuivre l’étude et les interprétations, le programme mathématique doit ensuite être testé sur 
un cas d’étude plus complexe intégrant cette fois-ci plus d’industries ainsi que l’HRES et les 
turbines, mais aussi les pertes de vapeur dans le réseau et des demandes en vapeur plus 
importantes. 
 
2.6 Phase d’exploitation : étude de cas sur l’EIP de Yeosu 
Le modèle d’optimisation est désormais exploité sur une étude de cas réalisant la 
conception d’un EIP de la littérature. Dans cette phase, le programme d’optimisation développé 
est utilisé pour concevoir un réseau présentant un nombre d’industries plus conséquent. En 
effet, les données de consommation en énergies sont issues de 10 industries de l’EIP de Yeosu, 
situé en Corée du Sud (Kim et al., 2010). 
Afin de mettre en évidence le fonctionnement du modèle d’optimisation développé, 
deux études différentes sont menées : 
- Dans la première étude, le réseau d’énergies est conçu en optimisant son coût. Deux 
configurations sont testées, un premier réseau où les industries sont rassemblées en 
EIP et un second où les industries sont indépendantes, c’est-à-dire sans réseau 
d’échange. 
- La seconde étude porte sur la conception des sources d’énergie de l’HRES. Pour ce 
faire, une analyse de sensibilité est réalisée en faisant varier le prix de vente de 
l’électricité, deux solutions sont alors comparées. 
2.6.1 Description de l'étude de cas 
De même que pour le cas test simplifié, les données de l’EIP de Yeosu se composent de 
quatre périodes, une période par saison. Quatre niveaux de pression sont également pris en 
compte : THP, HP, MP et BP. Les niveaux de pressions correspondants sont détaillés dans le 
Tableau II-2. L’enthalpie de chaque niveau de pression sert à calculer l’énergie produite par les 
turbines (équation 27). 
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Propriétés THP HP MP BP 
Température (°C) 525 370 270 195 
Pression (bar) 121,5 40 15 3,5 
ℎ𝑠ℎ  Enthalpie (kJ/kg) 3422 3156 2982 2858 
Tableau II-2. Différents niveaux de pression du réseau industriel de Yeosu (Kim et al., 2010). 
La demande correspondante, pour les 10 industries et pour les 4 saisons est présentée à 
travers le Tableau II-3, ci-dessous. 
Période Industrie THP HP MP BP Elec Période Industrie THP HP MP BP Elec 
t1 
1 0 0 32 0 45 
t3 
1 0 0 23 0 45 
2 0 0 84 127 91 2 0 0 18 36 73 
3 0 0 54 45 73 3 0 0 50 41 73 
4 0 0 13 18 45 4 0 0 9 16 45 
5 0 105 31 13 63 5 0 100 23 13 63 
6 0 0 28 166 45 6 0 0 9 50 45 
7 0 0 0 23 45 7 0 0 0 18 45 
8 0 0 0 5 18 8 0 0 0 5 18 
9 0 59 42 6 91 9 0 24 21 0 91 
10 553 203 191 104 181 10 532 189 190 87 163 
t2 
1 0 0 27 0 45 
t4 
1 0 0 26 0 45 
2 0 0 45 73 91 2 0 0 45 73 73 
3 0 0 54 45 73 3 0 0 54 45 73 
4 0 0 13 18 45 4 0 0 11 18 45 
5 0 105 27 13 63 5 0 105 27 13 63 
6 0 0 18 109 45 6 0 0 18 109 45 
7 0 0 0 23 45 7 0 0 0 23 45 
8 0 0 0 5 18 8 0 0 0 5 18 
9 0 45 32 0 91 9 0 36 32 0 91 
10 544 190 191 100 181 10 535 190 191 100 163 
Tableau II-3. Demande en vapeur (tonnes/h) et en électricité (kWh) de 10 industries de l’EIP Yeosu. 
Dans ce cas d’étude, la vapeur est produite par des chaudières à gaz naturel installées 
dans les industries. Neuf technologies différentes sont disponibles : les chaudières produisent 
soit de la vapeur THP, de la HP ou de la MP et pour chacune d'entre elles, la capacité maximale 
peut être de 50 tonnes/h, 100 tonnes/h ou 500 tonnes/h. La plage de capacité de la chaudière se 
situe entre 50 et 100 % de sa puissance maximale. Dans cette plage, la chaudière a un rendement 
stable (Aguilar et al., 2007). 
 CHAPITRE II – Modélisation et Conception Optimale du Réseau d’un Parc Eco-Industriel 
 
- 82 - 
 
La THP ne peut pas être échangée au moyen d'interconnexions en raison de la pression 
élevée de la vapeur (41). Pour cette raison, les échanges de vapeur ne concernent que la vapeur 
HP, MP et BP. 
𝑦"ℎ=𝑇𝐻𝑃",𝑐,𝑐′
𝑖𝑛𝑡𝑒𝑟𝑐 = 0 (41)   
Les sources d'énergie électrique pouvant être dimensionnées sont des éoliennes et des 
panneaux solaires photovoltaïques (PV). Le facteur de charge pour chaque saison est indiqué 
dans le Tableau II-4. Ces facteurs de charge sont estimés pour un site potentiel en France, à 
partir des conditions climatiques moyennes des années précédentes (RTE - Réseau de transport 
d’électricité, 2018). Puisque le HRES de l’EIP est connecté au réseau électrique externe, il est 
possible d’acheter l'électricité, mais aussi de vendre la production d’électricité excédentaire. 
Ensuite, les turbines sont multi-étages et trois niveaux de puissances peuvent être sélectionnés 
(ces niveaux sont 500 kW, 3 MW et 15 MW). Le prix du gaz naturel est fixé à 280 €/tonne et 
le prix d'achat de l'électricité est fixé à 0,07€/kWh alors que son prix de vente sera fixé en 
fonction des différentes études. 
Saison Hiver Printemps Été Automne 
Facteur de charge du vent (FCwi) 0,317 0,171 0,145 0,247 
Facteur de charge solaire PV (FCso) 0,1 0,2 0,195 0,093 
Tableau II-4. Facteurs de charge par saison pour le solaire PV et les éoliennes. 
Pour le calcul du Coût Actuel Net, le taux d’actualisation annualisé est de 7% par an. 
La valeur de 7% est choisie, car 6-7% est une valeur couramment utilisée comme facteur 
d’actualisation dans la recherche scientifique pour ce type de projet a moyen long terme (Kim 
et al., 2010; Türkay et Telli, 2011; Zheng et al., 2018). De plus, concernant les EnR, le rapport 
de l’ADEME (2017b) propose un taux d’actualisation de 5 et de 8% pour comparer les 
investissements, 7% est donc une valeur représentative des situations réelles. Le Coût Actuel 
Net est calculé pour une durée du projet correspondant à 20 ans. Cette durée est choisie pour 
tenir compte de la durée de vie des équipements et du coût de remplacement de ceux ayant une 
durée de vie inférieure à 20 ans. 
La première étude compare les solutions obtenues dans le cas où les industries sont 
rassemblées au sein d’un EIP ou dans le cas où elles sont autonomes. Les deux solutions ont un 
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prix de vente de l’électricité de 0,05€/kWh qui reflète le prix de vente moyen pour un producteur 
d'électricité en France. 
La seconde analyse est une comparaison entre EIP (0,05) et EIP (0,10), c’est-à-dire 
respectivement la solution « optimum objectif » en EIP où le prix de vente de l’électricité est 
de 0,05€/kWh et de 0,10€/kWh. Cette analyse de sensibilité sur le coût de revente permettra 
d’étudier le dimensionnement des différentes sources de l’HRES. 
➢ Résultats : Comparaison entre la configuration en EIP et autonome 
Les coûts détaillés des solutions de la première étude sont présentés dans le Tableau II-
5. On retrouve le Coût Actuel Net du système, le coût des chaudières, des sources d’énergie, le 
coût des matières premières et le coût des interconnexions. 
 
Tableau II-5. Comparaison des coûts entre la situation en EIP et la solution EIP. 
Les observations montrent que le Coût Actuel Net en EIP est plus bas de 4,7% pour la 
situation en EIP. Le gain est de 4,0% sur le coût des combustibles, de 10,7% sur le coût de l’eau 
et de 55,6% sur les coûts des chaudières. De plus, en situation autonome, le coût de l’électricité 
est plus bas, grâce à la vente de l’électricité produite par les turbines. 
 Ce dernier point s’explique, car les industries autonomes, qui ne peuvent compter sur 
les moyens de production des industries voisines, ont des chaudières surdimensionnées pour les 
saisons où la demande est plus faible. Dans les saisons où la demande en vapeur est moindre, il 
devient alors rentable d’utiliser la capacité excédentaire des chaudières pour produire de 
l’électricité à l’aide de turbines. 
Par ailleurs, comme vu précédemment, dans la configuration EIP le coût des chaudières 
installées est considérablement réduit. En effet, les industries partagent leurs moyens de 


















EIP 1 048 715 k€ 36 186 k€         -   €                -   €          -   €   1 001 113 k€ 3 416 k€ 4 430 k€           -   €  3 569 k€ 
Autonome 1 097 762 k€ 56 294 k€ 4 181 k€               -   €          -   €    1 040 671 k€ 3 781 k€ 4 311 k€ 11 478 k€         -   €  
Comparaison -4,7% -55,6%         -4,0% -10,7% 2,7%     
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nécessaire. Cela est un effet de la discrétisation des moyens de production (50, 100, 500 
tonnes/h). Néanmoins, une autre raison pour cette réduction du coût tient dans les économies 
d’échelles que permet le partage des équipements. En effet, le coût d’une seule chaudière de 
grande taille est moindre que celui de deux chaudières de taille moyenne. De plus, ce partage 
permet une meilleure gestion des chaudières installées. Ceci s’observe par un ratio de 
production moyen des chaudières installées à 77% de leur production maximale en EIP contre 
60% en autonome. Cependant, sur la durée de vie du projet (20 ans), le coût du combustible est 
le coût le plus important, or parmi les différentes chaudières sélectionnables, ce coût varie peu. 
La conception n'aura donc pas un grand effet sur elle, ce qui est la principale raison pour laquelle 
le coût global entre les deux solutions ne présente qu'une faible différence. 
2.6.2 Résultats : impact du prix de vente de l'électricité sur la conception 
La Figure II-10 montre la solution optimale du réseau d'utilité pour le cas EIP (0,10). 
Elle représente les chaudières dimensionnées et les interconnexions échangeant la vapeur pour 
les différents niveaux de pression. Toutes les industries sont reliées au réseau, et le nombre total 
d’interconnexions est de 22 pour seulement 10 industries. Ce résultat met en évidence le niveau 
de complexité du réseau conçu.  
 
Figure II-10. Réseau d’énergie d’un EIP, conçu à l’aide du programme d’optimisation pour un prix de 
vente de l’électricité à 0,10€/kWh. 
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Sur le Tableau II-5 de la partie précédente, il a été observé qu’avec un prix de vente de 
0,05 €/kWh, ni les turbines ni les sources d’EnR n’étaient sélectionnées, alors que lorsque le 
prix de vente augmente à 0,10 €/kWh, les éoliennes et les turbines sont sélectionnées avec trois 
turbines de 3 MW. Ces choix peuvent être justifiés par le seuil de rentabilité des éoliennes et 
des panneaux PV, qui est estimé respectivement à 0,094 €/kWh et 0,125 €/kWh. Le calcul de 
ce seuil de rentabilité se base sur le facteur d'actualisation, le facteur de charge, le coût 
d’investissement, le coût opérationnel et le rendement des différences sources. Pour les 
turbines, qui sont alimentées par la vapeur du réseau, ce calcul de rentabilité est différent pour 
chaque cas, car un nombre important de facteurs entrent en jeu. Ces facteurs sont le coût du 
combustible, le type des turbines (mono-étage, multi-étages), la puissance des chaudières qui 
produisent la vapeur, le régime auquel fonctionne ces installations sur les différents pas de 
temps (un équipement qui fonctionne à plein régime est plus rentable), le rendement de ces 
équipements, la pression de la vapeur de sortie de la turbine, le coût des interconnexions 
nécessaires à l’acheminement de la vapeur jusqu’aux interconnexions. Pour conclure sur cette 
étude, sur la base d'un critère économique et dans le cas d’un HRES connecté à un réseau 
externe, le prix de revente de l'électricité a été identifié comme étant un paramètre déterminant 
pour décider dans quelle technologie de production d’électricité investir. De plus, les turbines 
sont un moyen rentable de valoriser la surproduction ou la vapeur produite à un niveau de 
pression plus élevé que celui de la demande. Dans ce cas, les éoliennes sont plus rentables que 
les panneaux PV. Le dimensionnement des sources d’EnR dépendra principalement du site, de 
la capacité d’installation disponible pour les différentes sources EnR et de la qualité des 
ressources renouvelables à disposition. De plus le réseau obtenu présente un nombre conséquent 
d’interconnexions. Or, comme indiqué dans le chapitre introductif, cette complexité est un des 
freins au développement des EIP. Pour pallier cela, une procédure détaillée est proposée dans 
les chapitres suivants. 
2.7 Conclusion : modélisation des réseaux énergétiques couplés 
En conclusion pour cette section, une procédure pour la conception optimale de réseaux 
d’énergies a été développée en suivant le processus d’optimisation mis en œuvre lors de cette 
thèse. Pour reprendre le cours des différentes phases de ce processus, le but du modèle a d’abord 
été énoncé. Ce but est donc de dimensionner le réseau d’échange de vapeur et d’électricité d’un 
EIP, à l’aide d’un modèle de programmation mathématique MILP. Ce problème d’optimisation 
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a ensuite été décrit sous la forme d’une superstructure qui représente l’ensemble des possibilités 
parmi lesquelles la meilleure solution sera déterminée. A l’aide de cette superstructure, les 
variables et les contraintes sont ensuite identifiées, ce qui permet d’écrire le modèle 
mathématique. La phase suivante consiste à valider le modèle, pour ce faire, un cas test composé 
de trois industries a été utilisé. Enfin, le modèle a été appliqué sur un cas d’étude basé sur les 
données de l’EIP de Yeosu et constitué de dix industries. 
Les forces de ce modèle d’optimisation sont l’utilisation d’une approche systémique qui 
permet d’aborder des problèmes complexes tels que la conception des EIP. Le couplage de 
différents réseaux d’énergies permet d’atteindre un optimum plus global à travers l’apparition 
de synergies entre les réseaux. Enfin l’intégration de la dynamique a montré qu’elle permettait 
de garantir plus de robustesse pour les solutions qui seront capables de subvenir à la demande 
des différentes périodes ou scénarios. 
Les faiblesses de cette première étude peuvent être l’absence de pertes dans le réseau de 
chaleur. Néanmoins le modèle est adaptatif et générique, pour des réseaux de chaleur ayant des 
interconnexions de grandes distances, dans lesquelles les pertes sont conséquentes, il sera tout 
à fait envisageable d’intégrer ces pertes. De plus cette première étude était réalisée selon un 
seul objectif : la minimisation du Coût Actuel Net du réseau énergétique. Toutefois, comme 
présenté dans le chapitre d'introduction, il existe un réel besoin de développer des approches 
d'optimisation multi-objectif pour les réseaux énergétiques des EIP, car il s'agit d'une branche 
jusqu'ici peu développée dans les études scientifiques des EIP. Pour compléter ces travaux, la 
suite de ce chapitre traite du développement d’une procédure d’optimisation multi-objectif. 
3. Conception multi-objectif d’un système hybride d’énergie 
renouvelable 
3.1 Introduction et analyse du problème 
En substance, la conception d'un EIP est un problème complexe qui nécessite de 
concilier différents objectifs contradictoires. Dans une démarche de développement d’une 
procédure d’optimisation multi-objectif, le modèle du réseau d’énergie mis au point et optimisé 
avec un seul objectif dans la section précédente, va désormais être étendu selon les deux 
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objectifs antagonistes propres à l’écologie industrielle : minimiser le coût du réseau d’énergie 
d’un EIP et minimiser son impact environnemental. 
De même que pour les études à venir dans la suite de la thèse, l’indicateur pour évaluer 
le coût du réseau est celui développé avec le modèle générique de la section précédente, c’est-
à-dire le Coût Actuel Net. Quant à l’impact environnemental, il est évalué avec une approche 
basée sur l’Analyse de Cycle de Vie (ACV). Cette approche est retenue pour sa vision globale 
puisqu’elle quantifie, selon un ensemble de critères, les impacts des flux physiques de matière 
et d’énergie d’un produit (ou d’un procédé, d’un service) sur toute sa durée de vie, de sa 
conception, jusqu’à son traitement en fin de vie (du berceau à la tombe). 
Par ailleurs, l’étude du fonctionnement du HRES est approfondie dans cette partie. A 
cette fin, uniquement l’HRES pour l’approvisionnement en électricité sera modélisé et étudié. 
Cependant, le modèle de l’HRES est étendu. En effet, le stockage de l’énergie dans des batteries 
au plomb est désormais pris en compte. La représentation schématique générale de la Figure II-
11 représente le fonctionnement de ce système. Dans ce réseau d’énergie, les différentes 
industries de l’EIP mutualisent leurs sources d’EnR afin de subvenir à leur demande en 
électricité. De plus, l’HRES est connecté au réseau électrique externe à l’EIP, ce qui lui permet 
d’acheter ou de vendre de l’électricité pour s’approvisionner ou pour vendre sa production. Afin 
de fournir la demande énergétique des procédés de l’EIP, le modèle d’optimisation 
mathématique mis au point dans cette section permet donc d’optimiser la capacité du stockage 
d’énergie et la puissance installée pour les sources d’EnR. Les sources intégrées à ce cas d’étude 
sont les éoliennes, les panneaux solaires PV et la biomasse par combustion. Concrètement, le 
fonctionnement de la centrale à biomasse consiste à produire de l'électricité à partir de la vapeur 
générée par la combustion de la biomasse. Les sources d'énergie incluses dans l'étude de cas 
sont choisies parce qu'il s'agit de sources dont l'installation peut, de manière générale, 
facilement être envisagée sur le site ou à proximité.  
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Figure II-11. Représentation schématique de l'HRES. 
Une autre contribution de ce travail est la prise en compte de l'influence de la position 
géographique de l'EIP. Ce dernier point est important pour la conception d’un HRES 
puisqu’ainsi il est possible d’observer les variations de production d’EnR suivant le site 
(exposition au vent, au soleil qui varie). De plus, avec l’approche basée sur l’ACV mise en 
place dans cette étude, les impacts environnementaux de l’approvisionnement en énergie sont 
différents en fonction du pays où l’EIP est installé. 
3.2 Formulation du modèle 
La première étape consiste donc à faire évoluer le modèle pour intégrer une description 
détaillée du HRES. À cette fin, une superstructure a été élaborée, dans laquelle sont représentés 
les liens entre les sources et la demande d'énergie (chaque industrie possède un certain nombre 
d'unités de traitement représentant des puits). Le schéma de cette superstructure est illustré sur 
la Figure II-12. 
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Figure II-12. Superstructure du modèle du HRES. 
Dans ce système, le courant électrique peut-être produit et transporté sous la forme de 
courant alternatif (AC) ou de courant continu (DC). Ce niveau de précision permet d’intégrer 
les rendements des conversions. En effet, afin de convertir le AC en DC, des redresseurs sont 
utilisés et à l’inverse, de DC vers AC ce sont des onduleurs. Leur rendement est fixé à 95%, ce 
qui correspond à l’efficacité généralement rencontrée dans le milieu industriel pour ces 
appareils (Theo et al., 2016). Les sources d'EnR à courant alternatif (AC) sont des éoliennes, 
de la biomasse par combustion et pour la production de courant continu (DC) il s’agit des 
panneaux solaires PV. Les batteries au plomb ont un rendement de charge et de décharge de 
90%.  Il est également possible d'acheter de l'électricité AC au réseau externe. En raison de 
l'intermittence de la production d'EnR, il s'agit d'un modèle dynamique, dans lequel l’horizon 
temporel est discrétisé par périodes d’une heure, ce qui permet de tenir compte des variations 
de production et de consommation à l’échelle journalière.  
Les contraintes mathématiques décrivant le fonctionnement de l’HRES sont les bilans 
énergétiques : la production d'énergie est fournie directement à la demande d'énergie ou 
stockée. Cette contrainte est valable pour chaque source d'énergie et pour chaque forme de 
courant électrique (AC ou DC). Concernant les demandes, elles doivent être satisfaites par 
l’énergie provenant des sources, des batteries, ou de l’achat au réseau externe, dans le cas d’une 
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conversion, la quantité d’énergie est multipliée par le rendement de la conversion. La Figure II-
13, présente le bilan énergétique du système de stockage.  
 
Figure II-13. Bilan de stockage de l'énergie dans une batterie. 
La quantité totale d'énergie stockée à la période t est égale à la quantité d'énergie 
initialement stockée, plus l’énergie chargée pendant cette période, moins l’énergie déchargée 
(42). A chaque période une part de l’énergie est perdue, cette part correspond au taux 
d’autodécharge  𝐶𝑠𝑡𝑜𝑐𝑘𝑎𝑔𝑒
𝑑é𝑐ℎ𝑎𝑟𝑔𝑒
 de la batterie. 
𝑄𝑡 =  𝑄𝑡−1+𝐸𝑡,𝑠𝑟
𝑠𝑡𝑜𝑐𝑘𝑎𝑔𝑒
− 𝐷𝑡,𝑐 
𝑒𝐴𝐶 − 𝐷𝑡,𝑐 
𝑒𝐷𝐶 −  𝐶𝑠𝑡𝑜𝑐𝑘𝑎𝑔𝑒
𝑑é𝑐ℎ𝑎𝑟𝑔𝑒
 (42)   
De plus, initialement les batteries ne sont pas chargées. Lors de la première période, 
elles sont donc chargées (43). 
𝑄𝑡=0 = 𝐸𝑡,𝑠𝑟
𝑠𝑡𝑜𝑐𝑘𝑎𝑔𝑒
 (43)   
La capacité de stockage d’une batterie correspond à la plus grande quantité d’énergie 
𝑄𝑡 qui a été stockée au cours du temps. De même que pour les autres installations, pour que la 
condition précédente soit validée à l’aide de l’équation (44), il faut minimiser 𝑆𝑡𝑜𝑐𝑘𝑎𝑔𝑒𝐶𝑎𝑝𝑎𝑐𝑖𝑡é 
en minimisant le coût du stockage. 
𝑆𝑡𝑜𝑐𝑘𝑎𝑔𝑒𝐶𝑎𝑝𝑎𝑐𝑖𝑡é ≥ 𝑄𝑡  (44)   
Dans ce modèle, l’approvisionnement de la demande en électricité par des batteries est 
possible et les demandes en AC et en DC sont différenciées, l’écriture du modèle est donc revue 
selon les équations ci-dessous. 
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La demande en AC peut être fournie directement par les sources AC ou via les sources 
DC au moyen d’un convertisseur onduleur qui convertit le courant DC en AC (45). 
𝐷𝑡,𝑐 
𝑒𝐴𝐶 = ∑ 𝐸𝑠𝑟,𝑡
𝑝𝑟𝑜𝑑
𝑠𝑟∈𝑠𝑟𝐴𝐶




𝑠𝑡𝑜𝑐𝑘𝑎𝑔𝑒 × 𝐸𝑓𝑓𝑠𝑡𝑜𝑐𝑘𝑎𝑔𝑒)  × 𝐸𝑓𝑓𝑜𝑛𝑑𝑢𝑙𝑒𝑢𝑟 + 𝐸𝑡
𝑎𝑐ℎ𝑎𝑡
 
(45)   
De même, pour la demande d’énergie en DC, ce sont cette fois-ci les sources d’énergie 
AC et l’électricité achetée au réseau qui sont converties en DC au moyen de redresseurs (46). 
𝐷𝑡,𝑐 
𝑒𝐷𝐶 = ∑ 𝐸𝑠𝑟,𝑡
𝑝𝑟𝑜𝑑
𝑠𝑟∈𝑠𝑟𝐴𝐶






𝑎𝑐ℎ𝑎𝑡 × 𝐸𝑓𝑓𝑟𝑒𝑑𝑟𝑒𝑠𝑠𝑒𝑢𝑟  
(46)   
En outre, l'influence géographique est prise en compte par le biais de différents 
paramètres qui dépendent de la position du site. Ces paramètres sont le prix de l'électricité 
externalisée, la production des énergies éoliennes et solaires, et l'impact environnemental de 
chaque source d’EnR en fonction du pays.  
3.3 Fonctions objectif 
Le programme développé est optimisé suivant l’objectif économique et l’objectif 
environnemental détaillés ci-dessous. Le critère économique à minimiser correspond au Coût 
Actuel Net du HRES sur sa durée de vie, cette fois-ci, les coûts pris en compte sont les coûts 
de l’électricité (qui correspondent au coût de l’électricité achetée moins l’électricité vendue), 
les coûts des sources de production de l’électricité et le coût du stockage par batteries (47). 
𝑚𝑖𝑛 𝐶𝑜û𝑡 𝐴𝑐𝑡𝑢𝑒𝑙 𝑁𝑒𝑡𝐻𝑅𝐸𝑆 = 𝐶𝑜û𝑡
𝐸𝑙𝑒𝑐 + 𝐶𝑜û𝑡𝑆𝑜𝑢𝑟𝑐𝑒𝑠_𝐸𝑙𝑒𝑐 +  +𝐶𝑜û𝑡𝑆𝑡𝑜𝑐𝑘𝑎𝑔𝑒 (47)  
L'objectif environnemental est basé sur une approche d’ACV. Pour chaque source 
d’énergie (EnR et électricité externalisée), l'impact correspondant à la production de 1 kWh est 
quantifié à l’aide du logiciel SIMAPRO® et de la base de données Ecoinvent®. La valeur de 
l’impact dépendra alors du pays où l'énergie est produite. L’ACV évalue l’impact selon un 
ensemble d’indicateurs, néanmoins dans cette approche, c’est le score unique de la méthode 
Impact2002+ qui est retenu. Celui-ci se mesure alors en points (Pt), 1 Pt correspond à l’impact 
environnemental annuel moyen d’un Européen. Pour obtenir ce score unique, une somme 
pondérée des différents indicateurs de l’ACV est faite. 
 CHAPITRE II – Modélisation et Conception Optimale du Réseau d’un Parc Eco-Industriel 
 
- 92 - 
 
Le calcul de l’impact environnemental de l’HRES se fait donc à l’aide de l’équation 
(48). Pour l’obtenir, la production totale d’énergie d’une source, 𝑃𝑟𝑜𝑑𝑇𝑜𝑡𝑎𝑙𝑒𝑠𝑟, (en kWh) sur 
la durée de vie du projet est multipliée par l’impact de cette source 𝐼𝑚𝑝𝑎𝑐𝑡𝑠𝑟
𝐴𝐶𝑉. 
min 𝐸𝑁𝑉𝐻𝑅𝐸𝑆 (µ𝑃𝑡) = ∑(𝑃𝑟𝑜𝑑𝑇𝑜𝑡𝑎𝑙𝑒𝑠𝑟 × 𝐼𝑚𝑝𝑎𝑐𝑡𝑠𝑟
𝐴𝐶𝑉)
𝑠𝑟
 (48)  
Dans la suite de ce chapitre, la méthode de résolution multi-objectif est définie à partir 
de l’écriture du modèle et la définition des fonctions objectif pour la conception d’un HRES 
eco-industriel. 
3.4 Méthode de résolution d’un problème multi-objectif 
Il existe différentes méthodes d’optimisation multi-objectif. Comme le présente la 
Figure II-14, elles peuvent être classées en deux catégories, les méthodes de génération du front 
de Pareto et les méthodes intégrant les préférences du décideur. 
 
Figure II-14. Classification des méthodes de résolution multi-objectif 
(adaptée de Rangaiah et Bonilla-Petriciolet, 2013). 
Les méthodes de préférences requièrent les informations du décideur avant (méthodes à 
priori) ou pendant (méthodes interactives) l’exécution de la méthode de résolution. Ceci exige 
des décideurs une certaine connaissance du problème et une participation active tout au long du 
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processus. Dans un but de généricité et de praticité, ce ne sont donc pas ces méthodes qui seront 
retenues. 
Ensuite, les méthodes de génération du front de Pareto consistent à générer une ou 
plusieurs solutions en appliquant une procédure précise. Parmi celles-ci, les méthodes 
heuristiques génèrent un grand nombre de solutions alors que seul un petit nombre de ces 
solutions sera retenu. Ces méthodes impliquent donc un temps de calcul important, prohibitif 
dans notre cas. Quant aux méthodes déterministes, le principe est alors de transformer le 
problème multi-objectif en une série de problèmes mono-objectif. Parmi ces méthodes, il y a la 
méthode ε–contrainte et la méthode de la somme pondérée, cette dernière consiste à attribuer 
un poids à chacun des critères et à les agréger dans une seule fonction objectif en vue de 
transformer le problème multi-objectif en un problème mono-objectif et d’obtenir une solution. 
Néanmoins la solution obtenue est dépendante de l’attribution des poids. Par contre, la méthode 
ε-contrainte permet d’obtenir un ensemble de solutions, ce qui laisse l’opportunité aux 
différents décideurs de comparer les solutions et de sélectionner la plus appropriée. C’est donc 
cette méthode qui est sélectionnée puisque c’est une méthode simple à mettre en œuvre et 
efficace lorsqu’il y a un faible nombre d’objectifs. 
La méthode d’optimisation multi-objectif, ε-contrainte, a été proposée par Haimes et al. 
(1971). Il s'agit d'une approche qui convertit le problème multi-objectif en un ensemble de 
problèmes mono-objectif. De fait, le problème est optimisé par rapport à l'une des fonctions 
objectif, tandis que des limites supérieures et inférieures sont fixées pour toutes les autres 
fonctions objectif (Dua et Pistikopoulos, 2000). Une fois le problème optimisé, les limites sont 
systématiquement modifiées pour se rapprocher de l'ensemble de Pareto. C’est-à-dire de 
l’ensemble des solutions optimales non dominées entre elles. Afin de départager les solutions 
obtenues, il est possible d’utiliser un outil d’aide à la prise de décision multi-critères (Multi-
Criteria Decision-Making, MCDM). Dans cette démarche c’est l’outil TOPSIS (Technique for 
Order Preference by Similarity to Ideal Situation) qui a été retenu, car cet outil normalise, dans 
une première étape, les valeurs obtenues, ce qui permet de comparer objectivement des unités 
ayant des grandeurs différentes. De plus, il permet de prendre en compte les intérêts des 
décideurs en affectant dans une seconde étape des poids à chaque critère. Enfin lors d’une 
dernière étape, TOPSIS ordonne les solutions obtenues en proposant comme meilleure solution 
celle qui est le plus proche d’un point idéal Utopia (meilleure valeur obtenue en monocritère 
sur chaque critère pour l’ensemble des solutions du front de Pareto) et à l’opposé, la plus loin 
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d’un point Nadir (plus mauvaise valeur obtenue sur un seul critère à la fois parmi l’ensemble 
des solutions du front de Pareto). 
Le modèle d'optimisation qui en résulte est un modèle LP apte à trouver une solution 
optimale globale sur un problème complexe et il a également été résolu avec le logiciel IBM 
ILOG® qui utilise le solveur CPLEX®.  
3.5 Cas d’étude 
Le choix de cette étude est réalisé dans le but de montrer la généricité du modèle 
développé en première partie de ce chapitre. De fait, il est question de concevoir l’HRES d’un 
EIP, en se basant sur les demandes en électricité réelles de quatre industries (Theo et al., 2016). 
Cette demande présente de nombreuses variations avec un pas de temps horaire. En effet, 
l'industrie de la fonte d'aluminium fonctionne en production discontinue (la plupart des 
demandes énergétiques se situent entre 7h et 18h) alors que les autres industries fonctionnent 
en continu. La cimenterie est le plus gros consommateur (plus de 75 % de la consommation) en 
raison de procédés tels que les broyeurs et le système de convoyage. Le réseau correspondant à 
l’EIP avec ces différentes demandes est présenté à travers la Figure II-15. 
 
Figure II-15. Superstructure et demande des 4 industries du cas d’étude. 
Afin d’analyser l’influence de la localisation géographique d’un EIP, deux sites 
différents ont été retenus. Le site en Malaisie correspond aux données de l’article de Theo et al. 
(2016). Pour le second site, l'Allemagne, est choisie par rapport à ses différences avec le cas de 
la Malaisie et par rapport à sa politique de promotion des EnR, favorable à l'implantation d’un 
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HRES. De plus, l'Allemagne est un pays venteux avec un potentiel important d'implantation 
d’éoliennes, mais un faible potentiel solaire, tandis que la Malaisie est plus ensoleillée. En outre, 
en Allemagne, puisque la filière énergie est plus mature, l’efficience atteinte dans la 
construction et l’exploitation des sources d’EnR permet d’obtenir une production d’EnR avec 
un impact qui est globalement plus faible que celui de la production d’énergie en Malaisie. La Figure 
II-16 présente l’impact environnemental, obtenu à partir de la base de données EcoInvent®, pour 
produire 1 kWh d’énergie électrique à partir des différentes sources d’énergie du modèle en 
Allemagne et en Malaisie. On observe effectivement que la production d’énergie a un impact 
moindre en Allemagne. De plus, parmi les sources intégrées au modèle, l’éolien est celle qui a 
l’impact le plus faible, viennent ensuite le solaire puis la biomasse. Enfin, c'est l'électricité du 
réseau qui a le plus grand impact, en particulier en Malaisie, car le mix énergétique de la 




Figure II-16. Impact environnemental de la production de 1 kWh en fonction de la source d’énergie, en 
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Pour observer des variations saisonnières, un jour représentatif de chaque saison a été 
défini. Les périodes de temps de cette simulation correspondent donc à quatre journées type de 
24 heures, soit un jour par saison. Ainsi, c’est 96 périodes qui sont prises en compte. Concernant 
ces variations saisonnières, en Allemagne, d'importantes variations peuvent être constatées 
entre les saisons. Alors que la Malaisie est proche de l'équateur et l’impact saisonnier y est 
faible. 
Comme mentionné précédemment, les données pour la Malaisie proviennent de l’article 
de Theo et al. (2016). En revanche, les informations sur le rayonnement solaire en Allemagne 
sont obtenues avec l'outil PVGIS® de la Commission européenne en considérant une position 
centrale dans le pays. Pour la vitesse du vent en Allemagne, elles proviennent de l'institut de 
recherche européen : Fraunhofer Institute for Wind Energy Systems (2014), également pour 
une position centrale dans le pays.  
 
  
Figure II-17. Production journalière moyenne des panneaux solaires PV en Allemagne (PVGIS®) et en 
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Figure II-18. Moyenne de la vitesse du vent en Allemagne (Fraunhofer Institute for Wind Energy Systems, 
2014) et en Malaisie (Theo et al., 2016). 
Les Figures II-17 et II-18 présentent donc les variations saisonnières pour la production 
d’énergie éolienne et la production solaire pour la Malaisie et l’Allemagne. Ainsi, une 
répartition horaire est alors calculée proportionnellement aux données saisonnières. Cette 
répartition, pour les 96 périodes de temps (4 jours de 24 heures), est présentée à travers les 
figures II-19 (a) et (b) et II-20 (a) et (b). 
 On observe que le profil de ces répartitions varie entre l’Allemagne et la Malaisie. De 
fait les sources et donc les méthodes de mesures des données sont différentes. Cette étude a 
donc principalement pour but d’éprouver la conception d’un réseau d’énergie dans deux 
situations différentes et elle n’a donc pas, ici, pour vocation de fournir des résultats robustes 
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Figure II-19. Vitesse du vent heure par heure en Allemagne (a) et en Malaisie (b) pour un jour 





















(a) Vitesse du vent sur le site en Allemagne 

























(b) Vitesse du vent sur le site en Malaisie 
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Figure II-20. Ensoleillement heure par heure en Allemagne (a) et en Malaisie (b) pour un jour 
représentatif par saison. 
Pour finir, le prix de l'électricité externalisée utilisé dans ce modèle est basé sur la 
moyenne de tarif pour les industries en Malaisie : 0,078 €/kWh (Theo et al., 2016) et en 

































Heures de la journée
(a) Production photovolaïque sur le site en Allemagne 




































Heures de la journée
(b) Production photovolaïque sur le site en Malaisie
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3.6 Résultats et discussion 
La méthode d’optimisation multi-objectif ε-contrainte mise en place dans cette partie de 
la thèse a donc été appliquée au cas d’étude présenté précédemment. Dans un premier temps, 
les solutions obtenues selon une optimisation mono-objectif et multi-objectif sont comparés. 
Enfin les solutions retenues avec la méthode multi-objectif pour la Malaisie et l’Allemagne sont 
analysées afin d’observer l'influence des données de position géographique sur le HRES conçu. 
La Figure II-21 montre les solutions du front de Pareto obtenues pour la Malaisie (MY) et 
l'Allemagne (GE). De plus, le détail des résultats et les gains relatifs sont détaillés dans le 
Tableau II-6 (tableau des « pay-off ») où l'influence géographique entre la Malaisie et 
l'Allemagne peut être clairement mise en évidence.  
D'après ces résultats, on peut remarquer tout d’abord que les critères coûts et impact 
environnemental sont antagonistes (lorsque l'impact environnemental (ENV) augmente, les 
coûts diminuent) ce qui justifie le choix d'utiliser une analyse multi-objectif. 
 
Figure II-21. Fronts de Pareto et points optimaux pour l'implantation de l’HRES en Malaisie et en 
Allemagne. 
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Actuel Net Malaisie(MY) 72.6 61.2 2.7 18.4 8764 2262 0 
  Allemagne(GE) 86.9 68.4 6.6 8.6 0 13497 0 
Comparaison GE/MY (%) 20% 12% 142% -53% -100% 497%  -      
Min ENV Malaisie(MY) 124.1 9.9 35.1 0 14717 0 0 
  Allemagne(GE) 149.4 4.3 42.8 0 16578 0 0 
Comparaison GE/MY (%) 20% -56% 22%  -      13%  -       -      
TOPSIS Malaisie(MY) 78 17.0 8.0 9.1 12545 0 0 
  Allemagne(GE) 99 14.8 10.4 33.3 9027 0 0 
Comparaison GE/MY (%) 27% -13% 30% 267% -28%  -       -      
 Tableau II-6. Résultats détaillés pour chaque solution. 
Pour commencer l’analyse de ces résultats avec la Malaisie, par rapport au point de coût 
minimal (Min COST), la solution TOPSIS observe un coût supérieur de 7 %, mais une 
diminution de 72 % de l'impact environnemental. En Allemagne, la différence entre le point 
TOPSIS et le point de coût minimal est également significative avec un coût supérieur de 14% 
et un impact écologique inférieur de 78%. Ces résultats soulignent l'importance d'utiliser une 
optimisation multi-objectif, car ils montrent, ici, qu'un petit investissement peut avoir un grand 
effet sur l'impact environnemental. On peut également observer que lorsque le coût est 
minimisé, par rapport à la Malaisie, le projet allemand est plus cher (+20%), mais l'impact 
environnemental est plus important en Malaisie (+12%). La différence de coût se justifie du fait 
que dans ce cas d’étude, le coût de l’électricité externalisée est plus élevé pour l’Allemagne, 
ainsi l’électricité du réseau est remplacée par des centrales biomasses qui sont néanmoins plus 
coûteuses. Ces centrales ont un impact plus important que les éoliennes utilisées dans le cas de 
la minimisation du coût en Malaisie. 
Ensuite, lorsque l'impact environnemental est minimisé (min ENV), le cas allemand 
relève un impact plus faible que celui de la Malaisie (-56%) ce qui est dû au fait que l’impact 
ACV est plus faible pour les sources d'EnR allemandes (Figure II-16). Enfin, les valeurs 
obtenues en minimisant l’impact environnemental montrent un coût plus élevé et un impact 
environnemental plus faible par rapport aux solutions TOPSIS. Pour les deux pays, les 
éoliennes sont la seule source d’EnR installée, car cette source a le moins d’impact 
environnemental. Les batteries sont également utilisées, ce qui permet le stockage de l’énergie 
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éolienne en vue de maximiser l’utilisation de ce type d’énergie. Quant à l'influence 
géographique dans ce cas d’étude, les différences entre les deux implantations sont identifiées 
comme étant dues à (i) l'impact environnemental de la production d’énergie, (ii) au prix de 
l’électricité achetée, et (iii) aux conditions météorologiques, comme l'influence saisonnière 
(l'Allemagne est loin de l'équateur alors que la Malaisie a un climat plus régulier). Par rapport 
à ce cas d’étude, aucune solution ne propose d’installer des panneaux solaires, cela s'explique 
par un coût d'investissement et un impact environnemental plus important par rapport aux autres 
technologies considérées. Néanmoins, la simulation dans un pays plus ensoleillé et l'inclusion 
d'aides gouvernementales pourraient inciter l’emploi de ce type de sources d’EnR. Le choix de 
la biomasse dépendra de la biomasse disponible, du coût de l’installation et de son impact. 
Enfin, en raison de son faible impact sur l'environnement, les éoliennes semblent être la solution 
la plus utilisée dans cette conception. Néanmoins, dans un cas réel, d’autres critères sont à 
prendre en compte, tel que la possibilité d’implantation de chaque source en fonction de 
l’acceptation sociale. De plus le domaine des EnR évolue rapidement, de nouvelles technologies 
sont développées et améliorent les coûts, rendements, et impacts environnementaux de ces 
sources. 
 Concernant le stockage de l’énergie, il a globalement été utilisé, pour permettre 
d’approvisionner les pics de demande ou de continuer à produire de l’énergie alors que la 
demande est faible. Dans le cas de la minimisation du coût, le stockage est peu utilisé. 
Néanmoins, dans cette étude l’impact environnemental du stockage n’a pas été pris en compte, 
pour pousser l’étude sur le dimensionnement des technologies de stockage, il serait donc 
nécessaire d’inclure cet impact et d’introduire différentes technologies. 
3.7 Conclusion 
Cette partie vise à développer une procédure pour la conception optimale multi-objectif 
d’un HRES dédié à l’approvisionnement d’un EIP. Le Coût Actuel Net pour la durée de vie du 
projet est minimisé en même temps que l'impact environnemental de la production d'énergie 
pour répondre à la demande d'un EIP. Ce dernier critère est évalué par une ACV sur la 
production de chaque source. Une autre contribution est le fait que l'influence géographique sur 
la conception du HRES est prise en compte pour évaluer l'effet du climat sur la production 
d'EnR et l'impact de l'ACV en fonction de la position choisie pour le EIP. Une étude de cas 
compare l'optimisation mono-objectif avec l'optimisation multi-objectif et l'influence 
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géographique sur la conception du HRES pour le même EIP, dans deux pays, la Malaisie et 
l'Allemagne. Les résultats montrent qu'une forte réduction de l'impact environnemental 
(supérieure à 70 %) peut être obtenue grâce à un faible investissement (le coût a augmenté 
d'environ 10 %). En outre, par rapport à différentes positions géographiques, la solution conçue 
est réellement contrastée en fonction du coût, de l'impact environnemental et des sources d'EnR 
sélectionnées. Ainsi, les solutions obtenues sont très sensibles à l’utilisation de plusieurs 
critères, ce qui a montré la complexité du système et l’intérêt qu’il y a à utiliser une méthode 
d’optimisation multi-objectif. 
4. Conclusion du chapitre 
En réponse au besoin exprimé dans le chapitre introductif de cette thèse, un programme 
d’optimisation mathématique MILP pour la conception optimale du réseau d’énergie d’un EIP 
a été développé dans ce second chapitre. Le développement a suivi la procédure de formulation 
d’un problème d’optimisation qui a été mise en place au cours de cette thèse et présentée en 
première partie. Dans la suite de cette première partie, le programme mathématique est testé 
sur le cas d’étude qui servira de référence pour la suite de ces travaux de thèse, c’est-à-dire, 
l’EIP de Yeosu. Pour réaliser la conception, le Coût Actuel Net du réseau d’énergie est 
minimisé, dans une démarche d’optimisation mono-objectif. Néanmoins, comme cela a été 
démontré, l’optimisation d’un EIP est un problème multi-objectif par nature, c’est pourquoi, 
dans la partie suivante de ce chapitre, une méthode multi-objectif est employée pour minimiser 
le Coût Actuel Net et l’impact environnemental de la production d’électricité avec une approche 
basée sur l’ACV. La méthode d’optimisation multi-objectif est la méthode ε -contrainte pour 
sa capacité à trouver une solution sur un problème d’optimisation complexe en nombre de 
variables et de contraintes tel qu’un EIP, pour sa généricité et aussi pour sa simplicité 
d’utilisation. 
La conception du réseau des cas d’étude a mis en évidence la complexité des réseaux et 
l’interdépendance qui en résulte que peut créer ce type de conception. Un réseau complexe dans 
le sens où il comporte un nombre important d’interconnexions sera un réseau qui engendre des 
contraintes supplémentaires en termes de gestion et au niveau de la topologie du site. Le 
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1. Introduction et analyse du problème 
Dans un EIP, les objectifs de l’écologie industrielle sont atteints au moyen des 
interconnexions qui assurent le partage des équipements et les échanges de matières et 
d’énergies à l’échelle du réseau. Néanmoins plus ces réseaux présentent un grand nombre de 
participants et d’interconnexions échangeant différents flux et plus ces réseaux sont complexes 
(Allenby, 2009). Comme énoncé dans le chapitre introductif, cette complexité a été identifiée 
comme étant un réel frein au développement des EIP (Kastner et al., 2015 ; Tian et al., 2014). 
Cela s’explique, car la complexité d'un réseau comportant un grand nombre d'interconnexions 
rend plus difficiles la gestion, le contrôle et la prévision des flux de l’EIP. En effet, une des 
particularités des systèmes complexes est qu’ils présentent des changements qui émergent des 
interactions entre les composants de manière inattendue et non linéaire (Meerow et Newell, 
2015). Un système complexe est donc par nature imprévisible. Or, les systèmes complexes ont 
tendance à évoluer vers une complexité toujours plus importante (Heylighen, 1999). Les EIP 
étant fortement sujets aux évolutions au fur et à mesure des conceptions des nouvelles 
symbioses, maîtriser la complexité du réseau lors de la conception est donc un enjeu majeur 
pour la conception d’EIP durables. De plus, un réseau complexe présentera de plus grandes 
contraintes de gestion, mais aussi de plus grandes difficultés pour réaliser l’implantation du 
réseau et sa maintenance (Aviso et al., 2011 ; Nobel et Allen, 2000). Tous ces motifs n’incitent 
pas les industriels à collaborer. 
Dans les modèles développés par la communauté scientifique, si ce problème de 
complexité n’est pas géré, il est tout à fait possible d’obtenir des solutions qui comportent un 
grand nombre d’interconnexions. Ce constat a également pu être vérifié sur les réseaux obtenus 
dans le chapitre précédent, où l’on retrouve un réseau à 22 interconnexions pour 10 industries. 
D’autant qu’il s’agît de la conception initiale d’un EIP, qui est sujette à évolution et donc à 
complexification durant les années d’exploitation de l’EIP. Afin de traiter ce problème, la 
complexité est classiquement optimisée en minimisant le nombre d'interconnexions. A ce 
propos, Boix et al. (2012a) ont montré que le coût du réseau et le nombre d’interconnexions 
(qui représente alors la complexité du réseau) sont des critères intéressants à optimiser 
simultanément en raison de leur antagonisme. Le fait que lorsque le coût est minimisé, la 
complexité a tendance à augmenter et inversement, s'explique parce que si les interconnexions 
sont supprimées, les avantages économiques synergiques apportés par les interconnexions sont 
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perdus (étant donné que ces avantages sont plus grands que le coût d’investissement lié à la 
création d’interconnexions). 
De plus, un autre critère à prendre en compte au sujet du dimensionnement d’un réseau 
est que les industriels privilégient les interconnexions ayant un flux important. En effet, la 
création d’une interconnexion entraîne une charge de gestion et de maintenance qui n’est pas 
justifiée pour de très faibles flux. Par ailleurs, ces interconnexions de faible flux peuvent ne pas 
être réalisables techniquement (pompe ou conduite de trop faible dimension). 
Un autre point faible constaté dans les travaux précédents concerne la présence 
d’interconnexions transportant de très faibles flux. Une méthode proposée pour pallier cela 
consiste à fixer un seuil de capacité minimale pour les interconnexions (la capacité de transfert 
des interconnexions devra au moins être supérieure à cette valeur). Cette contrainte permet 
d’éviter de concevoir des interconnexions de faible dimension, qui n’auraient pas de sens à 
l’échelle industrielle. Néanmoins, ce seuil, qui a une grande influence sur le dimensionnement 
des interconnexions, a été fixé jusqu'à présent de manière empirique. 
 Cependant, il est apparu que les méthodes d’optimisation multi-objectif, qui permettent 
de minimiser conjointement le nombre d’interconnexions et le coût du réseau, présentent des 
temps de calculs importants pour ce type de problème d’optimisation de grande taille. A titre 
d’exemple, dans le cas de la méthode ε–contrainte, il est nécessaire de contraindre le nombre 
d’interconnexions à chaque itération. Or, nous avons identifié les variables binaires représentant 
l’existence des interconnexions comme étant les super variables du modèle, c’est-à-dire les 
variables problématiques pour la résolution du problème. Ceci s’explique, car la présence ou 
l’absence des interconnexions conditionne l’ensemble des flux et des équipements, ces 
variables binaires ont donc une influence sur toutes les autres variables de dimensionnement du 
modèle. Selon la méthode ε–contrainte, l’ajout d’une contrainte pour fixer le nombre 
d’interconnexions est donc apparu comme étant un verrou à la capacité de résolution du 
problème d’optimisation MILP. 
L’étude présentée dans ce chapitre a donc pour vocation de développer une procédure 
d’optimisation multi-objectif permettant de minimiser la complexité des réseaux eco-industriels 
lors de leur conception. Cette procédure devra permettre de traiter des problèmes d’optimisation 
mathématique MILP de grande taille. De plus, afin de limiter la présence d’interconnexions de 
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trop faible flux, la contrainte de flux minimal jusqu’alors fixée de manière empirique sera 
désormais déterminée par la procédure. Dans cette démarche de développement, différentes 
procédures de résolution sont présentées et comparées. Le cas d’étude est celui de l’EIP de 
Yeosu. Le nombre d’industries prises en compte est de 15 désormais, ce nombre d’industries 
est augmenté en vue de mettre en évidence les contraintes de complexité. 
2. Procédures de résolution 
Pour être applicable sur un modèle d’optimisation NP-complet, tel qu’un EIP avec de 
nombreuses possibilités de conception, tout en garantissant des temps de calculs contenus, le 
concept de la procédure d’optimisation multi-objectif repose sur le fait d’obtenir un optimum 
local à partir d’une démarche d’optimisation itérative. Le déroulement de la procédure générale 
est détaillé dans l’organigramme de la Figure III-1, ci-dessous. 
La première étape consiste à obtenir l’optimum mono-objectif (dans cette étude, il s’agit 
de la solution de coût minimal). Contrairement à la suite de la procédure, le nombre 
d’interconnexions n’est pas contraint, car cela aurait pour conséquence de grandement 
augmenter les temps de calcul. Les interconnexions sélectionnées dans cette première solution 
sont ajoutées à la liste d’interconnexions qui seront sélectionnables dans la suite de la 
procédure. En se limitant aux interconnexions de la liste, le nombre de possibilités de 
conception est réduit, ce qui permettra de réduire significativement les temps de calcul. 
Néanmoins, en réduisant les possibilités de conception, c’est un optimum local qui sera obtenu. 
La variable de capacité des interconnexions n’est pas contrainte. Ainsi, lors de la conception 
dans la suite de la procédure, il est possible de redimensionner la capacité des interconnexions. 
La deuxième étape de la procédure correspond à l’application de la méthode 
d’optimisation multi-objectif ε–contrainte. L’objectif minimisé est le Coût Actuel Net. Le 
nombre d’interconnexions dans le réseau sera l’objectif contraint. A chaque itération, le nombre 
d’interconnexions est réduit de 1, en partant de la solution optimum économique, jusqu’à ce 
qu’il n’y ait plus d’interconnexions, c’est-à-dire jusqu’à ce que les industries soient autonomes. 
Pour y parvenir, le choix est fait de réduire la liste des interconnexions en supprimant 
l’interconnexion ayant la plus faible capacité à chaque itération. De plus, un seuil de capacité 
minimale pour les interconnexions est établi selon la relation suivante : si une interconnexion 
existe, sa capacité doit être supérieure au paramètre, 𝑚𝑖𝑛𝐼𝑛𝑡𝑒𝑟𝑐𝑆𝑒𝑢𝑖𝑙
𝑐𝑎𝑝𝑎𝑐𝑖𝑡é
 (1). 
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   (∀ 𝑐′ ≠ 𝑐) (1)  
Contrairement aux travaux de recherches précédents, où la valeur de ce seuil était fixée 
empiriquement, désormais ce seuil est fixé à la valeur de la plus petite capacité du réseau obtenu 
lors de l’itération précédente de la méthode ε–contrainte (2). Pour la première itération, la valeur 
de ce seuil est celle de la plus petite interconnexion du réseau optimum en mono-objectif, 
obtenu lors de la première étape de la procédure. 
𝑚𝑖𝑛𝐼𝑛𝑡𝑒𝑟𝑐𝑠𝑒𝑢𝑖𝑙
𝑐𝑎𝑝𝑎𝑐𝑖𝑡é(𝑖𝑡é𝑟𝑎𝑡𝑖𝑜𝑛 𝑖) =  𝑚𝑖𝑛𝐼𝑛𝑡𝑒𝑟𝑐
ℎ,𝑐,𝑐′
𝑐𝑎𝑝𝑎𝑐𝑖𝑡é
(𝑖𝑡é𝑟𝑎𝑡𝑖𝑜𝑛 𝑖 − 1) 
 
(2)  
 Cette double action, retirer l’interconnexion ayant la plus petite capacité et fixer un 
seuil qui augmente au fur et à mesure des itérations de la méthode ε–contrainte aura pour 
conséquence d’augmenter la capacité de la plus petite interconnexion du réseau, dans le but 
d’éviter le dimensionnement de petites interconnexions. En effet, ces interconnexions apportent 
une complexité supplémentaire qui n'est pas intéressante à l'échelle industrielle pour des flux 
de faible valeur. Cependant, l’inconvénient de ces actions est de réduire l’espace de faisabilité. 
En effet, il y aura moins de possibilités de conception étant donné que les interconnexions de 
petite dimension ne sont plus possibles et que la liste d’interconnexion sélectionnable se réduit. 
La dernière étape de cette procédure est l’utilisation d’un outil MCDM, pour 
sélectionner la solution à dimensionner parmi toutes les solutions obtenues avec la méthode ε–
contrainte. L’outil retenu est TOPSIS, comme pour le chapitre précédent. Les trois critères de 
décision sont la minimisation du Coût Actuel Net, la minimisation du nombre 
d’interconnexions, 𝑁𝑏𝑖𝑛𝑡𝑒𝑟𝑐, et la maximisation de la plus petite capacité d’interconnexion dans 
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Figure III-1. Procédure générale d’optimisation du coût et de la complexité d’un réseau. 
Certains détails de la procédure générale restent à définir, pour ce faire, la démarche de 
développement présentée et discutée dans la suite de ce chapitre, a consisté à comparer quatre 
procédures différentes. Ces procédures diffèrent selon la manière de définir la topologie du 
réseau tout au long de la procédure et selon la façon de considérer le débit minimum. 
 
2.1 Présentation des différentes procédures : 
2.1.1 Définition de la topologie du réseau 
Deux approches ont été envisagées pour établir la topologie du réseau : 
-  La première consiste à définir l’ensemble des variables binaires liées aux 
interconnexions en tant que paramètre. En attribuant la valeur « 0 » aux 
interconnexions qui ne figuraient pas dans la solution optimum économique et « 1 » 
aux interconnexions de la liste. A chaque itération l’existence des interconnexions 
est donc figée. Il est donc considéré que toutes les interconnexions figurant dans la 
1ère étape : 
Optimisation Mono-
objectif
2ème étape : 
Optimisation
Multi-Objectif
3ème étape : 
Sélection de la solution, 
outils MCDM
𝑀𝑖𝑛 𝐶𝑜û𝑡 𝐴𝑐𝑡𝑢𝑒𝑙 𝑁𝑒𝑡 
  
Interconnexions sélectionnées ϵ Liste_Interc 
 
Méthode ε–contrainte : 
𝑀𝑖𝑛 𝐶𝑜û𝑡 𝐴𝑐𝑡𝑢𝑒𝑙 𝑁𝑒𝑡, 𝑀𝑖𝑛 𝑁𝑏𝑖𝑛𝑡𝑒𝑟𝑐  
Sous contraintes :  







   (∀ 𝑐′ ≠ 𝑐) 
• 𝑚𝑖𝑛𝐼𝑛𝑡𝑒𝑟𝑐𝑠𝑒𝑢𝑖𝑙
𝑐𝑎𝑝𝑎𝑐𝑖𝑡é
 =  𝑚𝑖𝑛𝐼𝑛𝑡𝑒𝑟𝑐
ℎ,𝑐,𝑐′
𝑐𝑎𝑝𝑎𝑐𝑖𝑡é
 (itération i-1) 
Méthode : TOPSIS, selon les Critères : 
Minimiser Coût Actuel Net, 
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liste existeront dans le réseau. Cette approche est jugée intéressante, car en 
transformant la variable binaire en paramètre fixé, les temps de calcul devraient être 
réduits. C’est la procédure 1 qui testera ce cas de figure. 
- La deuxième possibilité est de fixer les variables binaires des interconnexions non 
sélectionnées en tant que paramètres, en leur donnant la valeur « 0 », et de laisser 
variables les variables binaires de la liste des interconnexions sélectionnées pour 
l’étude. Dans cette approche, à chaque itération, parmi les interconnexions retenues, 
il est possible d’acheter une interconnexion ou non. Cette solution peut néanmoins 
entraîner des temps de calcul plus importants. Les procédures 2, 3 et 4 sont basées 
sur ce fonctionnement. 
2.1.2 Détermination du flux minimal 
La deuxième différence entre les procédures concerne le type de contrainte utilisé pour 
fixer le flux minimum circulant dans les interconnexions du réseau. Trois approches sont 
testées : 
- La première approche consiste à fixer un seuil de capacité minimale pour les 
interconnexions dans le réseau. Après chaque itération, la capacité de la plus petite 
interconnexion dans le réseau est relevée et prend la valeur du seuil minimum 
autorisé pour la prochaine itération. Ainsi le seuil minimum augmente 
graduellement tout au long de la procédure. Cette approche est implémentée dans 
les procédures 1 et 2. 
- Pour la seconde approche, il est envisagé, cette fois-ci, de ne pas fixer de seuil 
minimal en vue de voir l’évolution sans contrainte des capacités d’interconnexions 
au fur et à mesure de la suppression des interconnexions. Cette approche permettra 
de vérifier s’il est nécessaire de fixer un seuil. C’est le cas de la procédure 3. 
- Enfin en utilisant la méthode de la première démarche (c’est-à-dire augmenter 
graduellement le seuil), une dernière proposition est de fixer graduellement le flux 
minimum autorisé, et non plus la capacité de l’interconnexion. Car un flux de très 
faible valeur ne fait pas sens non plus dans certaines applications industrielles. De 
plus augmenter le flux minimal autorisé devrait également permettre d’augmenter 
la capacité des interconnexions, car elle dépend également du flux les traversant.  
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Suite à l’explication précédente, le Tableau III-1 présente un résumé des caractéristiques 
des quatre procédures et les motivations justifiant leur développement. Les principales 
caractéristiques qui différencient les procédures sont donc la manière de fixer les 
interconnexions et les flux minimums autorisés dans le réseau.  




But de l’approche 
Procédure 1 Paramètres fixes Capacité mini fixée Tester le fait de fixer la liste des 
binaires en tant que paramètres 
Procédure 2 Variables Capacité mini fixée Tester le fait de laisser la liste des 
binaires en tant que variable 
Procédure 3 Variables Capacité et flux non 
contraints 
Vérifier s’il nécessaire de fixer un 
seuil 
Procédure 4 Variables  Capacité mini fixé Analyser l’influence du seuil de flux 
mini 
Tableau III-1. Description des procédures et de leurs approches. 
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2.2 Détails des différentes procédures : 
Les procédures et leurs organigrammes sont présentés dans la suite de cette section. 
2.2.1 Procédure 1 
 
Figure III-2. Organigramme de la procédure 1. 
 
La Figure III-2 présente l’organigramme de la procédure 1. L’étape 1 consiste à obtenir 
la solution mono-objectif économique puis à faire la liste des interconnexions sélectionnées, en 
fixant leurs variables binaires. Pour la deuxième étape, le modèle est optimisé en appliquant la 
méthode ε–contrainte. Les interconnexions dimensionnées sont celles de la liste définie à 
l’étape 1. De plus, concernant la capacité minimale des interconnexions dans le réseau, 
l’approche retenue est de fixer la capacité minimale autorisée dans le réseau à la valeur de la 
plus petite capacité relevée lors de l’itération précédente. 
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2.2.2 Procédure 2 
 
Figure III-3. Organigramme de la procédure 2. 
La procédure 2 qui est illustrée dans la Figure III-3 reprend le principe de la procédure 
générale, en 3 étapes. Lors de la première étape, les interconnexions de la liste sont laissées 
variables. Il est donc possible de sélectionner une variable de la liste ou non. Ce qui laisse plus 
de possibilités de conception, au risque d’augmenter le temps de calcul. Au niveau du seuil 
minimal de capacité d’interconnexions, la procédure 2 reprend le principe de la procédure 1. 
Le seuil minimal est donc fixé d’une itération à l’autre, en fonction de la valeur de la plus petite 
interconnexion du réseau précédent. 
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2.2.3 Procédure 3 
 
Figure III-4. Organigramme de la procédure 3. 
La procédure 3, présentée dans la Figure III-4, est similaire à la procédure 2, la 
différence est le fait de ne pas fixer la capacité minimale des interconnexions dans le réseau. Le 
but avec cette procédure est d’observer l’évolution sans contrainte de la capacité de la plus 
petite interconnexion du réseau. Il sera alors possible d’observer l’évolution de la plus petite 
capacité du réseau sans contrainte et de voir l’influence de ce facteur sur les autres critères de 
conception. 
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2.2.4 Procédure 4 
 
Figure III-5. Organigramme de la procédure 4. 
Le paramètre testé avec la procédure 4, schématisée dans la Figure III-5, est la manière 
de fixer le flux minimum dans le réseau. En effet, au lieu de fixer la capacité de 
l’interconnexion, cette fois c’est le flux minimum qui est fixé. Comme expliqué précédemment, 
dans certains cas, il peut être contraignant d’avoir des flux trop faibles circulant dans le réseau. 
De plus, en contraignant le flux minimum, la capacité des interconnexions sera également 
indirectement contrainte, puisque ces deux variables sont liées. Ensuite, comme avec les 
procédures précédentes, l’interconnexion retirée à chaque itération est l’interconnexion 
présentant la plus faible capacité du réseau. 
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3. Cas d’étude 
Les tests menés sur les quatre procédures s’appuient sur le cas d’étude précédent. 
Néanmoins, des industries ont été ajoutées, l’EIP du cas d’étude comprend donc 15 industries 
ce qui correspondrait à un EIP de taille moyenne par rapport aux cas réels. A titre informatif, le 
modèle réduit par ILOG® comprend 2975 contraintes et 3691 variables, dont 698 variables 
binaires. Chaque saison est représentée par une période. Les demandes à satisfaire, pour chaque 
saison (t1, t2, t3, t4), se trouvent dans le Tableau III-2. 
Période Industrie THP HP MP BP Elec Période Industrie THP HP MP BP Elec 
t1 
1 0 0 32 0 45 
t3 
1 0 0 23 0 45 
2 0 0 84 127 91 2 0 0 18 36 73 
3 0 0 54 45 73 3 0 0 50 41 73 
4 0 0 13 18 45 4 0 0 9 16 45 
5 0 0 0 5 18 5 0 0 0 5 18 
6 0 0 0 0 0 6 0 0 0 0 0 
7 0 0 0 23 45 7 0 0 0 18 45 
8 0 59 42 6 91 8 0 24 21 0 91 
9 0 0 153 87 63 9 0 0 61 0 63 
10 408 408 0 0 109 10 393 145 0 0 109 
11 408 494 156 105 109 11 377 313 156 105 109 
12 0 0 28 166 45 12 0 0 9 50 45 
13 0 105 31 13 63 13 0 100 23 13 63 
14 553 203 191 104 181 14 532 189 190 87 163 
15 382 67 60 64 154 15 376 57 60 54 136 
t2 
1 0 0 27 0 45 
t4 
1 0 0 26 0 45 
2 0 0 45 73 91 2 0 0 45 73 73 
3 0 0 54 45 73 3 0 0 54 45 73 
4 0 0 13 18 45 4 0 0 11 18 45 
5 0 0 0 5 18 5 0 0 0 5 18 
6 0 0 0 0 0 6 0 0 0 0 0 
7 0 0 0 23 45 7 0 0 0 23 45 
8 0 45 32 0 91 8 0 36 32 0 91 
9 0 0 100 63 63 9 0 0 100 63 63 
10 399 272 0 0 109 10 399 181 0 0 109 
11 390 363 156 105 109 11 390 363 156 105 109 
12 0 0 18 109 45 12 0 0 18 109 45 
13 0 105 27 13 63 13 0 105 27 13 63 
14 544 190 191 100 181 14 535 190 191 100 163 
15 382 63 60 59 154 15 379 63 60 59 136 
Tableau III-2. Demande en vapeur (tonnes/h) et en électricité (kWh) des 15 industries de Yeosu.  
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4. Analyse des résultats 
Dans cette partie, les solutions obtenues pour chaque procédure sont comparées et 
analysées sur la base des différents critères de conception : le Coût Actuel Net, le nombre 
d’interconnexions et la capacité minimale des interconnexions. Ensuite, les quatre procédures 
sont comparées simultanément en utilisant la méthode TOPSIS pour classer les solutions, puis 
une discussion générale conclura quant à l’utilisation de chaque procédure. 
Avant de présenter les résultats, il convient de préciser que la partie incompressible du 
coût du gaz naturel a été retirée du coût global, afin de mettre en évidence les différences de 
dimensionnement entre les solutions. De fait, ce coût ne variera pas, quelle que soit la solution 
conçue. Or, comme évoqué dans le chapitre II, ce coût opérationnel représente une très grande 
partie du coût global étant donné que la durée du projet est de 20 ans. Cette partie 
incompressible est calculée en considérant que la production de vapeur est effectuée au coût le 
plus faible, c’est-à-dire par la chaudière ayant le meilleur rendement et produisant directement 
au niveau de pression de la demande. Dans les différentes solutions obtenues dans cette étude, 
le coût incompressible du combustible représente entre 88 et 92% du Coût Actuel Net. 
4.1 Analyse des résultats par procédure 
4.1.1 Analyse de la procédure 1 
Pour commencer l’analyse de la première procédure, la courbe de la Figure III-6 
représente le Coût Actuel Net en fonction du nombre d’interconnexions pour l’ensemble des 
solutions obtenues. 
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Figure III-6. Procédure 1, Coût Actuel Net en fonction du nombre d'interconnexions. 
Sur la Figure III-6, la solution obtenue avec l’optimisation du Coût Actuel Net en mono-
objectif est relevée avec un coût de 364 M€ et un nombre d’interconnexions de 32. Itération 
après itération, le coût global croît graduellement, au fur et à mesure que les interconnexions 
sont retirées, jusqu’à obtenir un coût de 507 M€ lorsqu’il n’y a plus aucune interconnexion. La 
solution sans interconnexion correspond à un fonctionnement autonome des entreprises, sans 
réseau d’échange. 
Tout au long de la procédure lorsque les interconnexions sont supprimées, le coût 
augmente, ce qui montre bien l’antagonisme entre la minimisation du coût et la minimisation 
de la complexité. On observe donc que grâce aux symbioses industrielles, le fait de coopérer 
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Figure III-7. Procédure 1, coûts détaillés en fonction du nombre d'interconnexions. 
La Figure III-7 montre les coûts détaillés du réseau en fonction du nombre 
d’interconnexions, pour la procédure 1. Les coûts représentés sont le coût des chaudières, des 
turbines, des interconnexions, de l’électricité, du gaz naturel, sans le coût fixe et le Coût Actuel 
Net sans le coût fixe du gaz naturel. Les coûts des sources renouvelables ne sont pas inclus dans 
la Figure III-7, car ces coûts ne sont pas fonction des interconnexions d’échange de vapeur, ils 
ne varient donc pas lors de la mise en œuvre de ces différentes procédures.  
De plus, le coût global de l’électricité correspond au coût d’achat de l’électricité moins 
les gains dus à la vente d’électricité. Un coût négatif pour l’électricité indique donc un bénéfice. 
La vente d’électricité provient des moyens de production sur site, c’est-à-dire des turbines, 
éoliennes et panneaux solaires. 
Une première observation montre que l’ordre de grandeur des coûts de l’eau, des 
turbines et des interconnexions est plus faible que celui des autres coûts. Par ailleurs, 
logiquement, le coût des interconnexions diminue au cours des itérations, jusqu’à être nul, 
puisqu’à la dernière étape, il n’y a plus d’interconnexion. Le coût des turbines décroît aussi, de 
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d’électricité qui diminue aussi au fur et à mesure que les interconnexions sont supprimées. Bien 
qu’il présente une légère augmentation, le coût des chaudières reste stable de 32 
interconnexions où il équivaut à 395 M€, jusqu’à 5 interconnexions où il vaut 407 M€. 
Cependant, de 5 à 0 interconnexion, il augmente plus rapidement jusqu’à 485 M€. Globalement, 
le coût du gaz naturel diminue avec la diminution de la vente d’électricité et il augmente à 
nouveau à partir de 5 interconnexions, avec l’augmentation du coût des chaudières. 
Interprétations : 
Le coût des interconnexions est moindre en regard des bénéfices qu’elles apportent. En 
effet, les interconnexions permettent aux industries de partager leurs chaudières et donc 
d’utiliser des chaudières de plus grande capacité qui ont des coûts de revient moindres ou alors 
des chaudières produisant la vapeur directement à la pression d’utilisation, ce qui consomme 
moins de gaz naturel. Avec trop peu d’interconnexions, il n’est plus possible d’utiliser de 
grosses chaudières avec un très bon rendement. Dans ce cas d’étude, on pourrait estimer que 
jusqu’à 5 interconnexions il est possible de partager efficacement les chaudières, puisque le 
coût global des chaudières reste relativement stable de 32 à 5 interconnexions. Ainsi, un réseau 
efficace pourra être obtenu tout en réduisant significativement le nombre d’interconnexions. Au 
sujet des turbines, la mise en commun des flux de vapeurs permet également d’alimenter de 
plus grosses turbines qui ont un meilleur rendement et donc une meilleure productivité, ainsi il 
y a plus de turbines dans le réseau lorsque le nombre d’interconnexions est important. 
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Pour continuer, l’évolution du Coût Actuel Net du réseau en fonction de la capacité de 
la plus petite interconnexion dans le réseau est donnée sur la courbe de la Figure III-8. Chaque 
point représente une solution, allant de 32 interconnexions jusqu’à 0. Il est constaté que le seuil 
croît progressivement au fur et à mesure que les interconnexions sont retirées, de 32 
interconnexions (sans contrainte de capacité minimale) où le seuil vaut donc 0 jusqu’à atteindre 
121 tonnes/h avec 0 interconnexion. 
A noter que l’objectif est de maximiser la capacité de la plus petite interconnexion, ce 
qui montre également à travers ces résultats l’antagonisme entre ce critère et le Coût Actuel Net 
du réseau, puisque lorsque le coût est minimisé, la capacité de la plus petite interconnexion est 
aussi minimisée (alors que l’objectif serait de le maximiser).  
4.1.2 Analyse de la procédure 2 
Ensuite, dans le but d’évaluer l’influence sur les résultats obtenus de la méthode pour 
fixer les interconnexions de la liste, la procédure 2, dans laquelle les interconnexions de la liste 
sont laissées variables, est comparée avec la procédure 1, dans laquelle les binaires sont fixés 
en tant que paramètre. Le choix de fixer les interconnexions en tant que paramètre est 
principalement conditionné par les temps de calcul qui sont estimés plus courts avec une 
procédure incluant moins de variables binaires, telle que la procédure 1. 
La courbe de la Figure III-9 présente la comparaison de ces résultats selon le Coût 
Actuel Net et le nombre d’interconnexions dans le réseau. 
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Figure III-9. Procédure 1 et 2, Coût Actuel Net en fonction du nombre d'interconnexions. 
En comparant le Coût Actuel Net des deux procédures, les résultats obtenus sont 
relativement similaires. De plus, les temps de calcul sont aussi proches. Dans le premier cas, 
pour la procédure 1 ce temps est compris entre 8 et 20 secondes par itération, alors que pour la 
procédure 2, les temps de calcul sont entre 8 et 15 secondes. Ces calculs sont effectués avec le 
logiciel ILOG 12.8 et un processeur Intel Core® i5-7440HQ CPU cadencé à 2.80 Hz, et une 
mémoire vive de 16 GO. 
Pour poursuivre l’étude, la Figure III-10 détaille les valeurs obtenues pour la capacité 
de la plus petite interconnexion dans le réseau, en fonction du nombre d’interconnexions, pour 
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Figure III-10. Procédure 1 et 2, capacité de la plus petite interconnexion du réseau en fonction du nombre 
d'interconnexions. 
On observe également une tendance similaire entre les deux procédures. Néanmoins, du 
point 12, jusqu’au point 4, la capacité de la plus petite interconnexion est nettement supérieure 
pour la procédure 2. Ce qui indique de meilleurs résultats, selon ce critère, pour la procédure 2. 
Ceci n’est pas vrai pour tous les points, en effet, de 28 jusqu’à 20 interconnexions, la plus petite 
capacité d’interconnexion est légèrement inférieure pour la procédure 2. En conclusion, les 
deux procédures fournissent des résultats similaires. Les valeurs pour la plus petite capacité 
d’interconnexion semblent plus intéressantes pour la procédure 2, cela s’explique, car cette 
approche accorde plus de libertés au modèle, de fait l’existence des interconnexions de la liste 
n’est pas contrainte, mais est laissée variable. L’espace de faisabilité est donc plus important, 
ce qui augmente les chances d’obtenir de meilleures solutions. La principale motivation pour 
utiliser la procédure 1 était de gagner grandement en temps de calcul, ce qui n’est pas le cas au 
vu des résultats obtenus. De fait, avec la procédure 2, le nombre de variables binaires 
d’interconnexions reste limité ce qui permet également d’obtenir un temps de calcul faible. Afin 
d’évaluer précisément les résultats des différentes procédures, le classement des solutions à 
l’aide d’une méthode MCDM permettra de prendre en compte les 3 critères. Cette étude sera 
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4.1.3 Analyse de la procédure 3 
Le but de la troisième procédure est d’observer l’évolution de la capacité de la plus 
petite interconnexion lorsqu’il n’y a pas de seuil de valeur minimale dans le modèle. Pour cette 
analyse, les résultats de la procédure 3 sont comparés avec la procédure 2. De fait, le seul 
paramètre changeant entre ces procédures est la présence de cette contrainte de seuil minimal. 
La Figure III-11 présente le Coût Actuel Net en fonction du nombre d’interconnexions pour les 
procédures 2 et 3. Les profils d’évolution de ces courbes sont similaires, dans le sens où le coût 
augmente avec la diminution du nombre d’interconnexions. 
 
Figure III-11. Procédure 2 et 3, Coût Actuel Net en fonction du nombre d'interconnexions. 
Le postulat pour la procédure 3 était que la capacité de la plus petite interconnexion 
présente dans le réseau augmenterait naturellement en vue de privilégier des interconnexions 
de plus grande section et donc de plus grands flux au fur et à mesure que le nombre 
d’interconnexions diminuerait. Conjointement à cela, le réseau étant moins contraint avec la 
procédure 3, il paraît envisageable d’atteindre de meilleurs résultats selon les différents critères 
d’optimisation. 
Les courbes de l’évolution de la capacité de la plus petite interconnexion du réseau, pour 
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Figure III-12. Procédure 2 et 3, capacité de la plus petite interconnexion en fonction du nombre 
d'interconnexions. 
L’évolution de la courbe de la procédure 3 montre bien que même si la valeur de la plus 
petite interconnexion dans le réseau a globalement tendance à augmenter, il arrive en de 
nombreux points que cette valeur décroisse. Par exemple pour 7 interconnexions elle vaut 3 
tonnes/h avec la procédure 3, alors qu’elle est à 68 tonnes/h avec la procédure 2.  
Cependant, en comparaison avec la procédure 2, en certains points la procédure 3 
propose des valeurs plus intéressantes selon le critère de maximisation de la plus petite capacité 
des interconnexions. De même pour certaines de ces solutions, l’objectif de coût est amélioré 
comme observé sur la courbe de la Figure III-12. Ainsi, avec la procédure 3, les deux objectifs 
minimiser le Coût Actuel Net et maximiser la capacité de la plus petite interconnexion sont 
améliorés pour les points 2 ; 3 ; 5 ; 6 ; 21 ; 24 ; 25 par rapport à la procédure 2. Ceci s’explique, 
car l’espace de faisabilité, moins contraint pour la procédure 3 permet d’obtenir de meilleures 
solutions. De plus, ces procédures itératives réduisent l’espace de faisabilité en supprimant une 
interconnexion à chaque itération. En fonction de l’ordre de suppression des itérations, ce n’est 
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En conclusion le postulat de la procédure 3 était que sans contrainte sur le seuil minimal 
des interconnexions, celui-ci croîtrait quand même, alors que l’observation nous montre qu’en 
de nombreux points cette valeur décroît. Selon la comparaison des critères entre la procédure 2 
et la procédure 3, la procédure 3 présente localement de meilleures solutions. 
4.1.4 Analyse de la procédure 4 
La procédure 4 permet de tester une dernière manière de fixer le seuil minimal pour les 
interconnexions, désormais c’est le flux traversant les interconnexions qui est fixé en tant que 
seuil minimum. Cette procédure est comparée avec la procédure 2 puisque cette contrainte est 
la seule différence entre les 2 procédures. 
A des fins de comparaisons, la Figure III-13 représente les courbes de coût global pour 
les procédures 2 et 4. 
 
Figure III-13. Procédure 2 et 4, Coût Actuel Net en fonction du nombre d'interconnexions dans le réseau. 
Entre les deux procédures, seules de faibles différences sont constatées. La procédure 4 
n’a pas de solution avec une interconnexion. En effet lorsque la procédure 4 est contrainte à 
utiliser 1 interconnexion dans la liste, c’est la solution sans interconnexion qui est privilégiée, 
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La capacité de la plus petite interconnexion en fonction du nombre d’interconnexions, 
pour les procédures 2 et 4, est montrée dans la Figure III-14. 
 
Figure III-14. Procédure 2 et 4, capacité de la plus petite interconnexion en fonction du nombre 
d'interconnexions. 
De même, les résultats sont relativement proches. Avec la procédure 4, la capacité des 
interconnexions a tendance à croître néanmoins des décroissances ponctuelles sont visibles. 
Pour les points ayant un faible nombre d’interconnexions : 2 ; 3 ; 4 et 6, les solutions obtenues 
sont plus intéressantes avec la procédure 4. Ainsi le fait d’utiliser une contrainte moins forte (le 
flux et non la capacité des interconnexions) permet d’obtenir de meilleurs résultats. 
Finalement, de même que pour les autres procédures où les résultats sont relativement 
proches, la méthode TOPSIS permettra une comparaison plus objective des solutions. 
A noter, cette dernière méthode peut s’avérer plus adaptée au modèle nécessitant 
d’éviter les trop faibles flux dans les interconnexions, ce qui est le cas pour les réseaux d’eau 
qui ne souhaiterait échanger de trop faibles flux par exemple ou pour aller plus loin, pour les 
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4.2 Comparaison des différentes procédures :  
Dans cette section, les 4 procédures sont comparées simultanément. Comme précisé 
auparavant, pour conclure sur les différents paramètres testés en termes d’optimalité il est 
nécessaire d’évaluer ces procédures selon les 3 objectifs de la procédure : le Coût Actuel Net 
du réseau, le nombre d’interconnexions et la capacité de la plus petite interconnexion. 
Les courbes de la Figure III-15 montrent l’ensemble des solutions obtenues pour les 4 
procédures, selon les deux critères Coût Actuel Net et nombre d’interconnexions. 
 
Figure III-15. Comparaison du Coût Actuel Net des 4 procédures, en fonction du nombre 
d'interconnexions. 
A la vue de ces courbes, les valeurs étant relativement proches, il est difficile de 
conclure. De plus, seuls deux des critères sont présentés ici, le troisième critère, la capacité de 
la plus petite interconnexion dans le réseau est une autre dimension à prendre en compte. 
L’analyse d’une figure représentant ces 3 dimensions serait peu évidente, pour cette raison, la 
méthode TOPSIS est employée. 
Le classement des solutions obtenu est fourni dans la Figure III-16, ci-dessous. La valeur 
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valeur est élevée, plus la solution est proche de la solution idéale Utopia et éloignée de la 
solution Nadir. 
La pondération utilisée dans cet exemple a pour but de représenter une pondération type 
pour les industriels. Ainsi, le poids de 1 est attribué pour le nombre d’interconnexions, de 0,5 
pour la capacité de la plus petite interconnexion et de 10 pour le Coût Actuel Net, de fait le 
Coût Actuel Net est le facteur prépondérant pour la validation d’une solution. Cette étude 
permettra de montrer l’intérêt qu’il peut y avoir à considérer les critères de complexité sur le 
choix de la solution, même dans un cas où ils sont pris en compte avec un faible poids. 
 
 
Figure III-16. Classement TOPSIS des solutions obtenues. 
On observe globalement que lorsque l’on supprime les interconnexions la valeur du 
critère agrégé s’améliore, principalement jusqu’à atteindre environ 5 interconnexions, ensuite 
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selon ces 3 critères. Ainsi trop peu d’interconnexions ne permettent pas d’atteindre les objectifs 
de l’écologie industrielle. 
Les meilleures solutions sont obtenues entre 11 et 6 interconnexions. Ce qui correspond 
à une significative réduction du nombre d’interconnexions et donc de la complexité du réseau 
en comparaison avec la solution mono-objectif minimisant le coût. 
Parmi les procédures, c’est la procédure 4 qui obtient le plus de solutions ayant une 
valeur supérieure à 0,9, en conséquence sur ce cas d’étude, c’est donc la procédure qui est jugée 
comme étant la meilleure pour obtenir les meilleurs compromis. La meilleure solution de la 
procédure 4 est celle avec 8 interconnexions. Le choix se porterait donc sur cette solution. 
5. Conclusion 
Dans ce chapitre, différentes procédures ont été développées et testées sur le cas d’étude 
de l’EIP de Yeosu présenté dans le chapitre précédent et comportant désormais 15 industries. 
Ces procédures ont pour but de réaliser la conception multi-objectif de réseau d’échange d’un 
EIP en minimisant la complexité du réseau. Un critère quantifiant cette complexité a été 
développé, il évalue le nombre d’interconnexions et la capacité de la plus petite interconnexion 
dans le réseau. Puisqu’une interconnexion de trop faible capacité représente un non-sens à 
l’échelle industrielle, cette capacité est maximisée. Jusqu’alors dans la recherche scientifique, 
le seuil de capacité minimale étant fixé arbitrairement, il est désormais géré comme un critère 
d’optimisation. De plus, les procédures développées permettent de résoudre des problèmes de 
grande taille puisqu’elle utilise un nombre réduit d’interconnexions, la variable binaire 
représentant l’existence d’une interconnexion étant identifiée comme étant la variable bloquant 
la résolution du problème. La liste des interconnexions retenues pour la procédure correspond 
aux interconnexions utilisées dans la solution mono-objectif minimisant le Coût Actuel Net du 
réseau. 
Globalement, les procédures montrent que les solutions optimales en multi-objectif en 
intégrant la complexité permettent de grandement réduire la complexité du réseau en 
contrepartie d’une faible augmentation du coût. En effet la solution optimale serait de 32 
interconnexions en mono-objectif sur le critère coût et en intégrant les complexités du réseau, 
la solution TOPSIS est de 8 interconnexions. Ainsi les 8 interconnexions sélectionnées sont 
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celles qui apportent le plus de bénéfices économiques. La procédure multi-objectif a montré 
qu’elle permettait d’obtenir des solutions bien plus intéressantes en termes de complexité et 
donc des solutions bien plus réalistes à mettre en œuvre dans le domaine industriel. 
Quatre procédures ont été développées et testées, avec la première procédure les 
interconnexions retenues sont fixées en tant que paramètre, il était attendu des temps de calcul 
significativement réduits, mais ce ne fut pas le cas. Cette procédure n’est donc pas retenue, il 
est jugé plus intéressant de considérer que les interconnexions de la liste sont laissées variables, 
telles que dans les procédures 2, 3 et 4. 
Parmi celles-ci, la procédure 2 consiste à fixer un seuil de capacité minimale des 
interconnexions dans le réseau, cette procédure a pour avantage de permettre à cette capacité 
d’augmenter graduellement au fur et à mesure que les interconnexions sont supprimées. Ainsi, 
dans l’ensemble les résultats obtenus sont proches les unes des autres, ce qui laisse le choix aux 
décideurs d’un plus grand ensemble de solutions similaires. Ceci peut être idéal dans le cas où 
une deuxième étude soit souhaitée sur les solutions obtenues à cette étape. 
La procédure 3 ne contraint pas la capacité minimale des interconnexions, totalement 
libre sur ce critère, cela conduit à certaines solutions inintéressantes sur ce plan, néanmoins 
localement il est possible d’avoir de bonnes solutions. 
Enfin, la procédure 4 est celle qui a apporté les meilleures solutions pour ce cas d’étude. 
Ceci s’explique, car la procédure 4 fixant le flux au fur et à mesure est moins contrainte que 
celles fixant la capacité des interconnexions. La procédure 4 est donc un compromis entre les 
procédures 1 et 2 contraignantes sur la capacité des interconnexions et la procédure 3 qui elle 
n’est pas contrainte. 
Néanmoins, la principale conclusion pour cette analyse entre ces 4 procédures est que 
les résultats sont proches les uns des autres. Le choix final pour la solution peut donc s’effectuer 
en fonction des besoins du modèle d’application. Dans le cas où les interconnexions de faible 
capacité seraient moins contraignantes, la procédure 3 est très adaptée. Dans le cas où la 
capacité des interconnexions prime, les procédures 1 et 2 sont à privilégier et enfin dans le cas 
où ce soit le flux qui prime, la procédure 4 est celle à retenir.  
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Comme nous l’avons vu, bien maîtriser le dimensionnement des interconnexions est un 
aspect majeur pour le développement des EIP. Dans cette étude, ce dimensionnement a été 
observé sous le spectre de la complexité et a permis de réduire le nombre d’interconnexions et 
de privilégier des interconnexions à fort flux. Néanmoins réduire le nombre d’interconnexions 
a également l’effet de limiter la flexibilité du réseau (la capacité du réseau à s’adapter au 
changement) et de privilégier les interconnexions à fort flux d’augmenter l’interdépendance 
entre les industries. Ainsi l’interdépendance des industries d’un EIP et la flexibilité d’un réseau 
sont deux caractéristiques intéressantes à étudier. Il s’agira respectivement des thèmes des 
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1. Introduction et analyse du problème 
L'ampleur des avantages dont profitent les membres d’un EIP repose sur la conception 
du réseau d’interconnexions (PCSD, 1996). Or, si les interconnexions sont la source des 
avantages recherchés, ces liens impliquent toutefois de dépendre du bon fonctionnement des 
autres acteurs de l’EIP. Comme le montre la Figure IV-1, l’interdépendance entre les industries 
est la cause d’un grand nombre des freins au développement des EIP. 
 
Figure IV-1. Les freins au développement d’un EIP dont l’interdépendance est la cause. 
Tout d’abord, comme vu dans le chapitre précédent, plus il y aura d’interconnexions et 
donc d’interdépendances, plus le réseau sera complexe. De plus, comme mentionné dans le 
chapitre I, l’interdépendance avec d’autres industries affecte la sécurité de son 
approvisionnement, qui dépend désormais du bon fonctionnement des industries du réseau, 
mais aussi la maîtrise de sa production puisque ses moyens de production sont mis à disposition 
des autres industries. Cela est d'autant plus vrai dans le cas d’un réseau très interconnecté, car 
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lorsqu’une perturbation se produit, il est possible qu’elle soit propagée d’une industrie à une 
autre, à travers d’une industrie à une autre les interconnexions (Zeng et al., 2013) et les 
équipements et procédés dont l’approvisionnement ou la production dépend du fonctionnement 
du réseau d’échange seront alors impactés. Les perturbations peuvent être anticipées, comme 
des changements de cadences de production, des actions de maintenance, ou imprévues, comme 
la défaillance d’un système. 
De plus, par rapport à une relation client-fournisseur où les industries sont éloignées 
l’une de l’autre, le réseau d'un EIP est fortement interdépendant, car une symbiose nécessitant 
la mise en place d'investissements importants pour exister peut être considérée comme une forte 
dépendance. Ce dernier point questionne le frein sur la résilience des industries, car si une 
industrie fortement dépendante par rapport à une autre vient à quitter réseau, l’industrie restante 
risque d’être fortement affectée.  
Par conséquent, réduire et répartir de manière plus équilibrée la dépendance entre les 
industries serait donc un moyen de prévenir et de limiter les risques énoncés ci-dessus. 
Qui plus est, dans le chapitre précédent, les interconnexions du réseau ont été 
dimensionnées en vue de réduire la complexité du réseau d’optimiser son coût, mais qu’en est-
il de l’interdépendance entre les industries du réseau ? Cette étude sur l’interdépendance 
permettra donc d’approfondir l’étude du réseau d’un EIP. 
Différentes manières sont envisageables pour évaluer l’interdépendance du réseau d’un 
EIP. Lors de l’évaluation de la résilience du réseau, Valenzuela-Venegas et al. (2017), 
cherchent le nœud critique, il s’agit de l’industrie qui a le plus d’interconnexions qui y sont 
reliées. De plus, Li et Shi (2015) évaluent l’interdépendance de chaque industrie d’un réseau 
existant en mesurant la centralité des industries, c’est-à-dire le fait qu’une industrie soit au 
centre ou en périphérie du réseau. Néanmoins suivant ces approches, l’évaluation de 
l’interdépendance n’est fournie que localement, pour un nœud ou pour chaque industrie et non 
pas à l’échelle du réseau. A ce jour, il n’existe pas de méthode permettant de concevoir les 
réseaux d’échange des EIP en levant les freins évoqués précédemment, c’est-à-dire en 
minimisant l’interdépendance entre les industries du réseau. 
C’est pourquoi, en vue de favoriser le développement d’EIP durables, ce chapitre 
présente une procédure permettant la conception de réseaux des EIP qui minimise 
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l’interdépendance des industries du réseau tout en maximisant les bénéfices attendus par les 
participants. Puisque l’approche est systémique, l’interdépendance sera évaluée à l’échelle du 
réseau entier et non à l’échelle individuelle des différentes industries. Cette procédure est 
prévue pour être utilisée sur des problèmes mathématiques complexes afin de traiter des réseaux 
couplés des EIP et des systèmes ayant un grand nombre de contraintes et/ou un grand nombre 
de possibilités de conception. Selon la démarche d’optimisation multi-objectif proposée, un 
ensemble de solutions optimales sont obtenues. Afin de retenir la meilleure solution selon les 
exigences des décideurs, l’outil MCDM de l’ Analyse Multi-Critère hiérarchique (AHP) (Saaty, 
2002) est utilisé. Pour ce faire, dans la seconde section de ce chapitre, un critère évaluant 
l’interdépendance des industries du réseau est défini. Puis la procédure d’optimisation est 
exposée. Enfin la procédure est étudiée sur le modèle de l’EIP de Yeosu. Les résultats sont 
discutés et la solution retenue est comparée avec la solution du chapitre précédent pour laquelle 
la complexité du réseau était optimisée. 
2. Procédure de résolution 
2.1 Définition du critère d’interdépendance des industries 
Le choix est fait d’évaluer l’interdépendance à l’échelle du réseau selon deux axes : 
- Une interconnexion représente une dépendance entre deux industries. 
- Plus le flux traversant l’interconnexion est important, plus la dépendance impliquée 
par cette interconnexion sera importante. 
De manière générale, la suppression d’une interconnexion avec un flux important 
impliquera une plus grande redistribution de flux et donc de plus importants 
redimensionnements des installations. Néanmoins, il peut arriver qu’une interconnexion avec 
un petit flux soit critique, qu’elle représente une forte dépendance, car elle permet de faire 
fonctionner un équipement de grande capacité et donc plus rentable par exemple. 
 
Partant de ces principes, pour apprécier l’interdépendance des industries sur l'ensemble 
de l’EIP, les interconnexions du réseau sont étudiées selon deux sous-critères. Premièrement, 
le nombre d’interconnexions 𝑁𝑏𝑖𝑛𝑡𝑒𝑟𝑐 dans le réseau, autrement dit le nombre de liens de 
dépendances dans le réseau doit être minimisé afin de limiter la dépendance des industries les 
unes avec les autres. Deuxièmement la répartition des flux échangés par les différentes 
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interconnexions. Ce dernier sous-critère est évalué dans le but de vérifier si les flux sont répartis 
équitablement ou si, au contraire, il existe des interconnexions qui concentrent les flux et qui 
représentent donc de fortes dépendances selon le second principe énoncé. La répartition est 
évaluée selon trois indicateurs. 
Etant donné que le modèle développé dans cette thèse traite de la conception multi-
période du réseau d’un EIP, la notion de flux échangés entre les industries de l’EIP est 
caractérisée dans la suite de ce chapitre par la capacité des interconnexions.  
La Figure IV-2 montre la répartition des capacités d’échange des interconnexions dans 
le réseau. On y retrouve la distribution du nombre d’interconnexions en fonction de la capacité 
échangée, caractérisée à l’aide de la capacité moyenne de toutes les interconnexions dans le 
réseau Moycapacité 
interc , de l’écart entre le premier et le troisième quartile des différentes valeurs de 
capacité ∆Q1Q3𝑐𝑎𝑝𝑎𝑐𝑖𝑡é
interc  et enfin de la valeur maximum représentant la capacité de 




Figure IV-2. Cas d’étude figuratif représentant la répartition des interconnexions et des indicateurs de la 
répartition des capacités. 
Les trois indicateurs de la répartition des interconnexions sont présentés ci-dessous : 
-    La capacité moyenne des interconnexions (Moycapacité 
interc ) : est également à minimiser 
étant donné que cela permettra de réduire globalement les quantités de flux 
traversant les interconnexions. Ainsi, si les interconnexions permettent un bénéfice 
économique synergique, le but final de cette procédure d’optimisation est de 
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favoriser la conception d’interconnexions à faible débit, en minimisant leurs débits 
moyens, mais des interconnexions qui représentent un bénéfice élevé sur les autres 
critères d’optimisation (tels que le coût, l’impact environnemental par exemple). 
-    La capacité maximale des interconnexions (Max𝑐𝑎𝑝𝑎𝑐𝑖𝑡é
interc ) est la plus grande 
capacité dans le réseau. Cet indicateur est minimisé pour éviter une interconnexion 
avec un débit important par rapport aux autres. De plus, si cette interconnexion est 
supprimée, on peut considérer que cela aura un fort impact sur le réseau, car il y aura 
de nombreux flux à redistribuer. 
-    La minimisation de la différence entre le premier et le troisième quartile des 
capacités des interconnexions (∆Q1Q3𝑐𝑎𝑝𝑎𝑐𝑖𝑡é
interc ) : permettra d’obtenir une distribution 
plus homogène des flux dans les interconnexions et donc de mieux répartir les 
dépendances induites par chaque interconnexion. 
2.2 Procédure d'optimisation 
La procédure d’optimisation multi-objectif devra donc minimiser l’interdépendance 
entre les industries tout en optimisant les autres critères visés par les acteurs de l’EIP. Comme 
le présente la Figure IV-3, cette procédure se déroule en trois étapes. Tout comme pour la 
procédure du chapitre précédent, dans un premier temps, le modèle est simplifié afin de réduire 
les temps de calcul et de pouvoir adapter cette procédure à des cas d’études complexes. Ensuite, 
la méthode d’optimisation multi-objectif ϵ-contrainte est utilisée avec pour objectif la 
minimisation du Coût Actuel Net du réseau et la minimisation de 𝑁𝑏𝑖𝑛𝑡𝑒𝑟𝑐. La troisième étape 
consiste à sélectionner la meilleure solution à l’aide de l’outil AHP. Les différentes étapes sont 
détaillées en suivant. 
• Première étape de la procédure : 
Au cours de la procédure, la première étape consiste en une optimisation mono-objectif 
pour obtenir la conception optimale en minimisant le Coût Actuel Net. Néanmoins il pourrait 
s’agir de n’importe quel autre objectif selon les exigences des décideurs. La solution obtenue 
comporte alors généralement un nombre important d’interconnexions. La suite de 
l’optimisation se déroulera en limitant le choix des interconnexions disponibles aux 
interconnexions sélectionnées lors de cette première optimisation. Cela a pour conséquence de 
réduire le nombre de variables binaires du modèle et donc de réduire les temps de calcul. 
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Figure IV-3. Représentation schématique de la procédure d’optimisation multi-objectif. 
• Deuxième étape de la procédure 
Ensuite, la méthode ε–contrainte est appliquée sur le modèle avec un nombre de 
variables binaires de sélection des interconnexions réduit. Le nombre d’interconnexions 
(𝑁𝑏𝑖𝑛𝑡𝑒𝑟𝑐) sera le critère sous contraintes. A chaque itération ce nombre est réduit de 1 et une 
nouvelle solution est obtenue. 
De plus, une contrainte de capacité maximale, 𝑀𝑎𝑥𝐼𝑛𝑡𝑒𝑟𝑐𝑐𝑎𝑝𝑎𝑐𝑖𝑡é, est ajoutée au modèle. 
Il s’agit de la capacité maximale que peuvent atteindre les interconnexions du réseau. Ce 
paramètre prend pour valeur la plus grande capacité d’interconnexion du réseau de l’itération 
précédente (1). Du fait de cette contrainte, la capacité maximale des interconnexions ne peut 
donc que rester constante ou diminuer. Comme au fur et à mesure de la procédure, le nombre 
d’interconnexions va diminuer, il est fort probable que cette valeur reste constante et égale à la 
valeur de l’étape 1. 
𝑀𝑎𝑥𝐼𝑛𝑡𝑒𝑟𝑐𝑐𝑎𝑝𝑎𝑐𝑖𝑡é = 𝑀𝑎𝑥 (Interch,c,c'
capacité
, 𝑖𝑡é𝑟𝑎𝑡𝑖𝑜𝑛 𝑛 − 1) (1)  






Outil d'aide à la 
décision Multi-
Critères 
Méthode ε–contrainte : 
𝑀𝑖𝑛 𝑉𝐴𝑁, 𝑀𝑖𝑛 𝑁𝑏𝑖𝑛𝑡𝑒𝑟𝑐  
Sous contraintes :  
• 𝑦ℎ,𝑐,𝑐′
𝑖𝑛𝑡𝑒𝑟𝑐=0 si 𝑦ℎ,𝑐,𝑐′
𝑖𝑛𝑡𝑒𝑟𝑐  (1ère étape)=0 
• Interch,c,c'
capacité
< 𝑀𝑎𝑥𝐼𝑛𝑡𝑒𝑟𝑐𝑐𝑎𝑝𝑎𝑐𝑖𝑡é  
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Comme le montre la Figure IV-4 (où la courbe bleue est la solution avec X 
interconnexions, avant suppression des interconnexions et la courbe orange celle avec y 
interconnexions, où le nombre d’interconnexions a été diminué), tout en supprimant des 
interconnexions durant la procédure de résolution, cette contrainte est prévue pour limiter la 
capacité maximale des interconnexions et donc pour mieux répartir les capacités d’échange des 
interconnexions et éviter l’apparition d’interconnexions à fortes dépendances. En revanche, 
sans cette contrainte, la capacité des interconnexions aurait tendance à augmenter parce que les 
flux de production sont distribués dans un plus petit nombre de connexions. 
 
Figure IV-4. Influence de la contrainte de capacité maximale tout au long de la procédure de résolution. 
Après avoir obtenu toutes les solutions optimales, la méthode AHP est appliquée pour 
sélectionner la solution finale en fonction des attentes des parties prenantes. 
2.3 Méthode d’aide à la décision multi-critères 
La méthode retenue est la méthode AHP, cette méthode est une évolution de l’un des 
plus anciens outils d’aide à la décision Multi-Critère, la somme pondérée, également connue 
sous le nom de matrice de décision (Bhushan et Rai, 2007). Un inconvénient de la méthode de 
la somme pondérée est la difficulté à choisir les poids dans le cas d’un problème avec un grand 
nombre de critères, en particulier si plusieurs décideurs sont impliqués, comme dans le cas de 
la conception d’un EIP. La méthode AHP développée par (Saaty, 2002) se base sur la méthode 
des sommes pondérées, mais permet d'organiser et de hiérarchiser les critères, en attribuant un 
poids entre chaque paire de critères. De cette manière, le problème est simplifié puisque le choix 
des poids est décomposé, ce qui favorise la discussion entre les décideurs autour du choix des 
pondérations. Néanmoins, avec cette décomposition par paires, il est nécessaire de vérifier si 
l’attribution des poids est cohérente (par transitivité, si le critère A est plus important que B, et 
que le critère B est plus important que le C, alors A doit prévaloir sur C aussi). Ainsi AHP 
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intègre une méthode de calcul d’un indice de cohérence pour vérifier si le choix des poids reste 
judicieux (Forman et Gass, 2001). AHP est donc la méthode choisie dans cette étude multi-
objectif, étant donné que le problème traite de 5 critères d’évaluation. 
La procédure détaillée de la méthode AHP est décrite ci-après : 
- Étape 1 : comme présenté dans la Figure IV-5, le problème est décomposé en objectifs, 
critères et sous-critères ;  
- Étape 2 : les décideurs ou les experts fixent un poids pour chaque paire de critères ou 
sous-critères. Ces poids sont rentrés dans une matrice carrée de comparaison par paire où 
chaque critère est représenté par une ligne et une colonne. La valeur (i,j) représentant le 
poids par paire entre les critères de la ième ligne et celui de la jème colonne ; 
- Étape 4 : les poids définis précédemment sont normalisés et un poids global pour chaque 
critère est calculé à partir de la somme des poids normalisés par paire, divisés par le nombre 
de critères ; 
- Étape 5 : la cohérence de la matrice est évaluée à l'aide de l'indice de cohérence 
développé par Saaty (2002). Cet indicateur évalue s'il n'y a pas d'attribution de poids 
incohérente due à des problèmes de transitivité. Saaty suggère une valeur inférieure à 0,1 
pour cet indice. Si la valeur est supérieure, il est recommandé de reprendre la phase 
d’attribution des poids par paire ; 
- Étape 6 : une somme pondérée est réalisée pour chaque solution sur la base de la valeur 
normalisée du critère, multipliée par le poids obtenu avec la méthode AHP. Un classement 
entre les solutions est alors obtenu, les solutions ayant les scores les plus élevés étant les 
plus intéressantes. 
 
Ainsi, la Figure IV-5 montre la structure AHP développée pour concevoir le réseau 
d'échange d'énergie d'un EIP à partir du modèle du chapitre II. Les différents critères à 
minimiser sont le Coût Actuel Net et les critères de l'interdépendance.  
 
 CHAPITRE IV – Etude de l’Interdépendance du Réseau des Parcs Eco-Industriels 
 
- 142 - 
 
 
Figure IV-5. Structure AHP développée pour la conception du réseau d'échange d'énergie d'un EIP. 
3. Cas d’étude et analyse des résultats 
Le cas d’étude est le même que celui du chapitre précédent, la conception du réseau de 
l’EIP de Yeosu avec 15 industries. Ce cas d’étude est repris afin de pouvoir comparer la 
procédure traitant de la complexité, développée dans le chapitre précédent, et la procédure 
portant sur l’interdépendance des industries, mise au point dans ce chapitre.  
3.1 Analyse de l'influence de la contrainte de limite de la capacité des 
interconnexions 
Une première étude est conduite dans le but d’évaluer l’effet que la contrainte limitant 
la capacité des interconnexions a sur les solutions obtenues. Pour ce faire, les solutions de deux 
procédures sont comparées : la procédure « avec contrainte » est celle présentée en deuxième 
partie de ce chapitre alors que la procédure « sans contrainte » est en tout point identique, si ce 
n’est que la contrainte limitant la capacité des interconnexions n’est pas prise en compte. 
Les résultats sont présentés dans la Figure IV-6 (pour la procédure « sans contrainte ») 
et dans la Figure IV-7 (pour la procédure « avec contrainte »). Ces figures montrent la 
répartition des capacités d’échange des interconnexions pour l’ensemble des solutions. Pour 
chaque solution obtenue, les répartitions sont exposées sous forme de diagrammes en boîtes, 
comprenant les valeurs des capacités minimales, maximales, moyennes et des quartiles Q1 et 
Q3. Lors de l'exécution des procédures, la première solution obtenue est le minimum 
économique (c'est-à-dire la solution avec 32 interconnexions). Cette première solution est 
identique à la première solution trouvée en exécutant les procédures du chapitre précédent, car 
cette première étape est commune aux procédures. Ensuite, à partir de la liste initiale des 
interconnexions sélectionnées, à chaque itération, une solution est obtenue en réduisant le 
Concevoir un réseau d'échange d'énergie d'un parc éco-industriel 
Min : Coût Actuel Net Min : 𝑁𝑏𝑖𝑛𝑡𝑒𝑟𝑐 
Min : Moycapacité 
interc  Min : Max𝑐𝑎𝑝𝑎𝑐𝑖𝑡é
interc  Min : ∆Q1Q3𝑐𝑎𝑝𝑎𝑐𝑖𝑡é
interc   
Critères AHP 
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nombre d'interconnexions dans le réseau conçu jusqu'à ce qu'il n'y ait plus d'interconnexions, 
c'est-à-dire jusqu’à ce qu’il n’y ait plus d’EIP. 
 
Figure IV-6. Répartition des capacités des interconnexions dans le réseau pour 
la procédure « sans contrainte ». 
 
Figure IV-7. Répartition des capacités des interconnexions dans le réseau pour 
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On peut observer avec la procédure « sans contrainte » que tout au long de la procédure, 
les capacités d’échange des interconnexions augmentent alors que le nombre d'interconnexions 
diminue. En ce qui concerne la plus grande capacité, Max𝑐𝑎𝑝𝑎𝑐𝑖𝑡é
interc , sa valeur augmente de 71,6 
tonnes/h (pour 32 interconnexions) jusqu’à 297,8 tonnes/h (avec 4 interconnexions). La 
capacité moyenne échangée, Moycapacité 
interc , augmente également de 28,2 tonnes/h à 192 tonnes/h 
(ce dernier résultat est obtenu avec 2 interconnexions). Enfin, la différence entre les quartiles 
Q1 et Q3, ∆Q1Q3𝑐𝑎𝑝𝑎𝑐𝑖𝑡é
interc , augmente de manière irrégulière, de la première solution avec une 
différence de 26,7 tonnes/h jusqu’à la solution avec 3 interconnexions, avec une différence de 
105,9 tonnes/h. A certains points, cette différence est plus faible que le premier point (12,9 
tonnes/h avec 20 et 19 interconnexions et 14,7 tonnes/h avec 9 interconnexions). On en déduit 
donc que sans contrainte sur la capacité maximale, la valeur des critères de répartition des 
capacités des interconnexions a tendance à s’accroître au fur et à mesure que l’on diminue le 
nombre d’interconnexions. La minimisation du nombre d’interconnexions et la minimisation 
des écarts de répartition des échanges sont donc bien antagonistes. En complément, il faut noter 
que dans ce cas, la solution avec une interconnexion est différente de ces observations, en effet, 
la capacité de l’unique interconnexion a diminué à 79,6 tonnes/h en ce point. L’interconnexion 
la plus rentable n’était donc pas l’interconnexion avec le plus grand débit. 
En ce qui concerne la procédure avec contrainte, le débit maximal limité à la valeur du 
point initial, soit 71,6 tonnes/h, reste constant tout au long de la procédure de résolution. La 
valeur moyenne augmente en supprimant les interconnexions de 28,2 tonnes/h jusqu'au débit 
maximal de 71,6 tonnes/h (avec 3 interconnexions) et la différence entre Q1 et Q3 diminue au 
fur et à mesure de la procédure. 
L'augmentation des capacités des interconnexions tout en réduisant le nombre 
d'interconnexions s'explique par le fait que la même quantité produite par des chaudières ou 
turbines de grosses dimensions doit être partagée avec moins d'interconnexions, le débit est par 
conséquent plus important. D’où l’intérêt de mettre en place une contrainte limitant le débit 
maximum pour éviter que les interconnexions supprimées n’entraînent de plus importantes 
dépendances (grosses installations qui dépendent d’un petit nombre d’industries). Au regard de 
ces résultats, il est évident que les flux échangés sont largement réduits avec la procédure avec 
contrainte par rapport à la procédure sans contrainte. L'interdépendance des solutions conçues 
est donc globalement réduite avec la procédure développée avec contrainte. Néanmoins, pour 
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parvenir à une conclusion globale, le critère économique pour les deux procédures doit être 
analysé. Ainsi, la comparaison du Coût Total Actuel Net en fonction du nombre 
d'interconnexions pour les deux méthodes est donnée dans la Figure IV-8. 
 
Figure IV-8. Ensemble de solutions obtenues avec les 2 procédures (avec et sans contrainte). 
Les profils d'évolution des courbes du Coût Actuel Net en fonction du nombre 
d’interconnexions pour les deux méthodes sont similaires, c'est-à-dire que le coût augmente 
avec la diminution du nombre d'interconnexions. De 32 interconnexions à 15, les valeurs sont 
quasiment confondues, ce qui veut dire que pour ces solutions, la réduction de 
l’interdépendance entre les industries par l’ajout de la contrainte de capacité maximale ne réduit 
pas les bénéfices économiques synergiques. Il est également intéressant de noter que pour ces 
solutions la répartition entre la procédure « avec » et « sans » contrainte est relativement 
proche. Cette limite n’est pas donc vraiment contraignante sur cet intervalle.  
 Cependant, de 15 à 2 interconnexions, la méthode avec contrainte réalise une légère 
baisse des performances économiques avec des solutions jusqu’à 3,2% plus chères. Désormais, 
cette contrainte de capacité maximale devient forte. Ainsi, un des principaux postulats de cette 
procédure développée est que la contrepartie de la contrainte limitant la capacité des 
interconnexions réside dans le fait que les meilleures solutions économiques ne peuvent être 
obtenues, en particulier pour un faible nombre d’interconnexions.  
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En conclusion de cette section, la procédure de résolution développée s'est avérée 
capable de résoudre un problème MILP de grande taille pour la conception des réseaux 
d’échange des EIP. La pertinence de l’utilisation d’une méthode multi-objectif est avérée étant 
donné que la minimisation de l’interdépendance et la minimisation du coût ont bien été 
identifiées comme étant deux critères antagonistes. De plus, en utilisant cette approche, la 
contrainte limitant la capacité des interconnexions permet de produire des solutions avec une 
meilleure valeur pour le critère d'interdépendance tandis que le coût n’augmente que 
faiblement, en particulier tant qu’il reste suffisamment d’interconnexions, de 32 à 15 
interconnexions et que la contrainte limitant la capacité des interconnexions n’est pas forte. De 
plus cette procédure fournit aux réseaux d'échange les interconnexions les plus intéressantes 
selon les critères d’optimisation choisis, c'est-à-dire des interconnexions avec de faibles 
interdépendances et un gain économique élevé. La suite de cette étude analyse et compare plus 
en détail les solutions obtenues sur cette étude de cas. 
3.2 Conception du réseau d'échange d'énergie 
Cette section présente une analyse de l'évolution des réseaux d'échanges conçus tout au 
long de la procédure, depuis l’EIP avec un maximum d'interdépendance (c'est-à-dire un 
maximum d'interconnexions) jusqu'à la situation autonome (sans interconnexion). La solution 
optimale choisie à l’aide la méthode AHP est ensuite décrite. 
3.2.1  Analyse de la sélection des technologies 
L'évolution de la conception du réseau en fonction du nombre d'interconnexions pour la 
procédure développée de ce chapitre (procédure avec contrainte) est donnée dans la Figure IV-
9. Pour chaque solution, l’histogramme empilé représente le coût des chaudières, des 
interconnexions, des turbines à vapeur, des éoliennes et le coût des ressources, c'est-à-dire le 
coût du combustible, de l'eau et de l'électricité achetés et vendus. Pour plus de clarté dans le 
graphique, comme pour le chapitre précédent, seule la partie variable du coût du combustible 
est indiquée. En effet, une partie des coûts du combustible ne dépend pas du choix de la 
conception. Enfin, la somme de ces coûts détaillés est représentée par la courbe des coûts 
globaux. 
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Figure IV-9. Coût détaillé en fonction du nombre d'interconnexions pour l'ensemble des solutions 
obtenues. 
Le Coût Total Actuel Net des éoliennes est alors de 57 891K€ avec 30 MW installés, 
c'est la limite maximale pour cette technologie. Il en est déduit que la puissance installée atteint 
la limite supérieure, car la technologie est rentable. Par ailleurs, la puissance installée pour les 
panneaux solaires PV est nulle, cette source n'a pas été retenue. En effet, le solaire PV n'est pas 
rentable dans cette étude de cas qui n'inclut pas les subventions. Les coûts de l'eau et de 
l'électricité achetées sont relativement constants. De plus, logiquement, le coût des 
interconnexions diminue avec le nombre d’interconnexions. A mesure que le nombre 
d'interconnexions diminue, les principales variations sont observées pour le coût des chaudières 
qui augmente et pour le coût des turbines à vapeur qui lui, diminue. 
Ainsi, grâce aux interconnexions, les chaudières sont partagées et c’est en particulier les 
plus grandes chaudières qui sont sélectionnées (c’est-à-dire les chaudières de 500 tonnes/h de 
capacité de production). Cependant, sans ces interconnexions, les grandes chaudières ne sont 
pas rentables pour approvisionner une seule entreprise, car elles n'ont pas assez de demandes 
de vapeur à fournir. Au niveau des turbines, la logique est similaire, la production d'énergie 
grâce aux turbines est particulièrement rentable pour faire passer la vapeur d'un niveau de 
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pression plus élevé à un niveau plus bas, et donc pour consommer la vapeur de sortie dans les 
procédés. En l'absence d'interconnexions, la demande de vapeur dans les entreprises où sont 
installées les turbines n'est pas suffisante pour être fournie par une grande turbine. 
Pour aller plus loin dans la compréhension du couplage des réseaux de chaleur et 
d'électricité, le HRES de ce modèle est relié au réseau, ainsi la production et la conception des 
sources d’EnR est directement liée aux prix de l’électricité sur le réseau. En outre, dans le cas 
d’un réseau isolé, pour répondre à la demande d’un EIP, la production de turbines qui est 
pilotable, pourrait compléter la production intermittente d’EnR 
3.2.2 Conception d'un réseau d'échange : méthode AHP 
Une fois les différentes solutions de la méthode d'optimisation multi-objectif 
développée obtenues, la dernière étape consiste à utiliser la méthode AHP pour classer ces 
solutions et déterminer celle qui sera retenue. Comme vu précédemment, ce processus est basé 
sur la sélection d'un poids pour chaque paire de critères. Dans le cas présent, les poids ont été 
choisis de manière à ce que l’importance du Coût Total Actuel Net et de l'interdépendance soit 
à peu près équitable. En ce qui concerne le Coût Total Actuel Net, le critère appliqué dans cette 
étude de cas est le pourcentage d’augmentation du coût par rapport au minimum économique 
(solution de la première étape). Ce choix pour un critère relatif est fait pour obtenir une valeur 
sans dimension. Pour continuer, les critères sont normalisés en utilisant la technique Linear 
Max, dont il a été démontré qu'elle était la plus appropriée pour la méthode AHP (Vafaei et al., 
2017). Cette technique de normalisation consiste à fixer une échelle entre 0 (pour la moins 
bonne valeur) et 1 (pour la meilleure valeur). 
Ainsi, la méthode AHP a conduit à une pondération agrégée de 18,9 % pour le nombre 
d'interconnexions, de 49 % pour le Coût Actuel Net et enfin de 10,7 % pour la capacité 
maximale et moyenne des interconnexions et pour la différence entre Q1 et Q3. Les résultats 
de la méthode AHP pour la comparaison par paires sont résumés dans le Tableau IV-1. 
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Coût Actuel Net 0,50 0,62 0,44 0,44 0,44 49,0% 
𝑁𝑏𝑖𝑛𝑡𝑒𝑟𝑐 0,13 0,15 0,22 0,22 0,22 18,9% 
Moycapacité 
interc  0,13 0,08 0,11 0,11 0,11 10,7% 
Max𝑐𝑎𝑝𝑎𝑐𝑖𝑡é
interc  0,13 0,08 0,11 0,11 0,11 10,7% 
∆Q1Q3𝑐𝑎𝑝𝑎𝑐𝑖𝑡é
interc  0,13 0,08 0,11 0,11 0,11 10,7% 
Tableau IV-1. Matrice normalisée de la méthode AHP. 
Bien sûr, cette approche est tout à fait utilisable pour différentes stratégies, car les 
pondérations sont modifiées en fonction des préférences du décideur. Dans ce cas, le ratio de 
cohérence qui évalue l'absence de contradictions dans la comparaison par paire est de 1,3%. 
Selon les indications de (Saaty, 2002), il valide la cohérence de la répartition des poids, car il 
est inférieur à 10 %. Ensuite, ces pondérations ont été appliquées à l'ensemble des solutions 
obtenues en utilisant la procédure développée. Ainsi, la Figure IV-10 présente la valeur des 
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Figure IV-10. Valeurs des critères et rangs AHP (a) ou Coût Actuel Net (b) pour chaque solution de la 
procédure développée. 
Finalement, la solution optimale retenue à l'aide de l'AHP est celle qui comporte 19 
interconnexions, son Coût Actuel Net est supérieur de 0,12 % (en considérant les coûts fixes 
du combustible) par rapport à la solution économique minimale, tandis que la capacité moyenne 
des interconnexions est de 48,5 tonnes/h contre 28,2 tonnes/h pour la solution minimum 
économique. Comme décrit précédemment, la capacité maximale est équivalente à la contrainte 
limitée (soit 71,6 tonnes/h). Enfin, la différence entre Q1 et Q3 est sensiblement réduite à la 
valeur de 4,8 tonnes/h contre 34,3 tonnes/h pour la solution de la première étape. Cela signifie 
que la plupart des interconnexions sont de capacités similaires dans la solution choisie et donc 
que l'interdépendance impliquée par la plupart des interconnexions est relativement bien 
répartie. 
Le réseau conçu correspondant est présenté ci-dessous dans la Figure IV-11. Il est à 
noter qu'avec ce modèle, les entreprises peuvent fonctionner en mode autonome, comme le fait 
l'entreprise 4. En ce qui concerne le HRES, l'énergie solaire PV n'a pas été sélectionnée, tandis 
que les turbines à vapeur et les éoliennes sont conçues à leur capacité maximale. Dans le cas de 
l’HRES raccordé au réseau, la sélection des sources d’énergie est liée à leur rentabilité, qui 
dépend du prix d'achat et de vente de l'électricité externe (Mousqué et al., 2019). 
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Figure IV-11. Système d’utilité et HRES de la solution finale. 
Suite à l’analyse de cette figure, on s’aperçoit entre autres que les industries 4 et 15 ne 
sont plus connectées au réseau. Logiquement, la procédure de minimisation du coût a donc 
choisi de supprimer en premier les interconnexions les moins rentables, il est facile de concevoir 
que l’industrie 4 qui a une faible demande soit déconnectée et puisse subvenir à ses besoins 
avec une simple chaudière. Néanmoins, à la vue des importants moyens de production que 
possède l’industrie 15, il paraît moins évident de constater qu’elle est elle aussi isolée, alors que 
ces moyens de production pourraient certainement profiter au réseau. Il y a deux explications à 
ce phénomène, tout d’abord parmi les interconnexions sélectionnées dans la liste des 
possibilités, il n’y en avait pas suffisamment qui étaient intéressantes pour l’industrie 15. C’est 
donc une des limites de la réduction de la taille du modèle. L’autre explication est liée à la 
discrétisation de la capacité de production des chaudières. En effet, si une industrie a ses 
demandes qui sont proches de la capacité maximale des chaudières, alors elle pourra profiter 
de chaudières plus rentables pour elle-même, ce qui l’incitera à travailler de manière autonome. 
Inversement, si une industrie a des exigences légèrement supérieures à la capacité des 
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chaudières incluses dans le modèle, elle aura tendance à s'approvisionner auprès d'une autre 
industrie. 
3.2.3 Comparaison des résultats de la procédure du chapitre III et du chapitre IV 
Dans le chapitre III, un réseau minimisant la complexité du réseau a été obtenu. Pour 
rappel, la démarche du chapitre III est intéressante pour minimiser le nombre d’interconnexions 
dans le réseau et maximiser la capacité de la plus petite interconnexion. Elle consiste à fixer un 
débit minimal et à éviter les interconnexions de trop petits débits qui ne sont pas intéressantes 
à l’échelle industrielle. Qu’en est-il du réseau dimensionné dans le chapitre précédent en termes 
d’interdépendance entre les industries ? Le Tableau IV-2 des gains (tableau des « Pay off ») 
compare les procédures du chapitre III et du chapitre IV, en reprenant les valeurs obtenues pour 
les solutions finales selon les critères de l’interdépendance. 
Dans le chapitre III, le meilleur résultat en termes de complexité était la solution avec 8 
interconnexions, c’est donc celle qui est reprise dans le Tableau IV-2 ci-dessous. 
 

















8 403 995 k€ 94,3 123,7 13 82,4 
EIP procédure 
Interdépendance 
19 371 922 k€ 48,5 71,6 50 9,2 
Comparaison (%) 58% -9% -94% -73% 74% -796% 
Tableau IV-2. Comparaison des résultats des procédures d'optimisation de la complexité et de 
l'interdépendance sur le réseau de Yeosu. 
Quant à l’observation des résultats, dans un premier temps on constate que la solution 
optimisant la complexité a privilégié un nombre moins important d’interconnexions, avec 8 
interconnexions contre 19 pour la solution optimisant l’interdépendance. Les autres critères de 
l’interdépendance sont bien meilleurs pour la solution optimisant l’interdépendance, excepté 
pour le ∆Q1Q3𝑐𝑎𝑝𝑎𝑐𝑖𝑡é
interc  qui est meilleur pour la solution de la procédure optimisant la complexité. 
Cela s’explique, car la procédure traitant la complexité possède un nombre bien réduit 
d’interconnexions, et la contrainte de capacité minimum a tendance à minimiser l’écart entre 
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Q1 et Q3. Néanmoins, ce même constat peut être fait sur les solutions obtenues avec la 
procédure qui optimise l’interdépendance et qui ont un faible nombre d’interconnexions (Figure 
II-7). Les écarts entre Q1 et Q3 sont aussi très faibles, cette fois-ci c’est dû à la contrainte de 
capacité maximale. Néanmoins, dans le cas de la procédure sur la complexité, les 
interconnexions sélectionnées ont une capacité bien plus importante que pour la procédure 
optimisant l’interdépendance. La solution sur la complexité privilégie donc un nombre plus 
important de faibles interconnexions. A contrario, la solution minimisant l’interdépendance 
propose un nombre réduit, mais quand même plus important de petites interdépendances et 
permet donc de minimiser les risques liés à chaque interconnexion. 
Le coût de la solution optimisant la complexité est 9% plus bas, de fait, ce réseau est 
plus interconnecté ce qui permet d’espérer plus de bénéfices liés aux symbioses entre les 
industries. Dans un contexte d’EIP, ce point est un grand avantage pour la procédure optimisant 
la complexité. 
Enfin, au niveau du plus petit flux dans le réseau, la procédure minimisant la complexité 
obtient de bien meilleurs résultats pour supprimer les petites interconnexions. C’était à prévoir 
étant donné qu’elle est pensée pour cela. 
En définitive, cette étude montre l’intérêt de l’évolution de la procédure du chapitre III 
dans le but de lever d’autres freins au développement des EIP. En conclusion de cette section 
sur l’analyse et la discussion des résultats, ces études montrent l'importance d'utiliser une 
méthode multi-objectif avec des systèmes complexes tels que les réseaux d'échange EIP. En 
effet, en intégrant l'indicateur d'interdépendance, la solution conçue est sensiblement différente 
par rapport à la solution mono-objectif économique. 
4. Conclusion 
Suite à cette étude, la conception optimale du réseau d’échange d’un EIP peut désormais 
se faire en intégrant un nouveau critère : l'interdépendance du réseau d’échange. 
Ce critère est représentatif des enjeux des entreprises s'engageant dans un EIP, 
puisqu’elles souhaitent conserver leur indépendance pour garder le contrôle de leur propre site 
industriel, tout en maximisant leurs bénéfices. Cet indicateur prend en compte le nombre 
d'interconnexions et l'ensemble des flux d'échange dans le réseau en mesurant leur distribution. 
 CHAPITRE IV – Etude de l’Interdépendance du Réseau des Parcs Eco-Industriels 
 
- 154 - 
 
La procédure qui est prévue pour l'optimisation de l'interdépendance des entreprises et 
pour la résolution des problèmes MILP de grande taille se déroule en plusieurs étapes. Ainsi, 
cette procédure consiste à obtenir un ensemble de solutions en commençant par la solution 
optimale selon le ou les autres critères, jusqu’à la solution où il n’y a plus d’interconnexions 
(c'est-à-dire que les industries sont autonomes). Afin de limiter la valeur des flux dans 
l'ensemble du réseau pour limiter les interdépendances, le principe est de fixer une capacité 
maximale pour les interconnexions. La solution finale est ensuite sélectionnée parmi les 
différentes solutions à l'aide de l'outil AHP qui permet de les classer. 
En définitive, la procédure de résolution mise en œuvre dans ce chapitre a permis de 
résoudre une étude de cas de 15 entreprises tirées de l’EIP de Yeosu alors que la méthode 
d'optimisation ε–contrainte n'a pas pu la résoudre. Les résultats montrent que cette méthode 
fournit des résultats nettement améliorés en termes d'interdépendance au prix d’un coût global 
légèrement plus élevé. 
Une amélioration pourrait être de permettre à chaque industrie d’attribuer un poids aux 
différents sous-critères de l’interdépendance. De sorte que lorsque la valeur de chaque sous-
critère est calculée en effectuant une somme du nombre d’occurrences (nombre 
d’interconnexions reliant une industrie par exemple), ce serait désormais une somme pondérée 
qui serait effectuée. Ainsi, il serait rendu possible pour chaque industrie d’indiquer son souhait 
d’être plus interdépendante (poids faible) ou plus autonome (poids fort). De plus, afin d’étudier 
les objectifs individuels des industries, la théorie des jeux serait particulièrement adaptée. 
Les perspectives de ce travail de recherche qui traite de l'interdépendance des entreprises 
ont été identifiées comme étant l'intégration d'un critère de flexibilité (c'est-à-dire la mesure de 
la capacité à résister aux variations de flux) ainsi que d'un indicateur de résilience (c'est-à-dire 
vérifier la capacité à soutenir le départ d'une entreprise du réseau avec un impact minimal). En 
outre, cette étude se concentre sur l'optimisation globale de l'EIP, les prochaines études 
pourraient considérer les objectifs individuels de l'usine, à cette fin, parmi les méthodes, la 
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1. Introduction et analyse du problème 
Les modèles d’optimisation mathématique, tels que ceux présentés dans les chapitres 
précédents, conçoivent les réseaux d’échanges des EIP pour des conditions opératoires données. 
Cependant, durant toute la période d’exploitation de l’EIP, ces conditions opératoires sont 
amenées à évoluer en dehors des conditions prévues lors de l’étude de conception. Cela est 
particulièrement vrai pour un EIP, car comme évoqué précédemment, c’est un système 
complexe, constitué de différents participants, d’un nombre important d’équipements et de 
procédés, ce qui augmente statistiquement les probabilités d’apparitions d’évènements non 
prévus au stade de la conception. 
Il existe toutefois un moyen de garantir la capacité d'un réseau à fonctionner en dehors 
de ses conditions d'exploitation nominales, il s’agit de la conception de réseaux flexibles 
(Grossmann et Morari, 1983). En effet, alors que normalement, lors de la conception d'un réseau 
optimal, on cherche à savoir dans quelle mesure la solution peut satisfaire les objectifs à 
optimiser, la conception des réseaux flexibles examine les déviations limites jusqu'auxquelles 
le réseau conçu reste opérationnel (Di Pretoro et al., 2019). On peut s’attendre à ce qu’un réseau 
dont le coût est optimisé, soit dimensionné au juste nécessaire, et donc qu’il sera peu enclin à 
satisfaire des conditions opérationnelles qui s'écartent de celles pour lesquelles il a été conçut. 
Afin de mieux situer le problème, la définition des concepts de flexibilité, d'efficacité 
opérationnelle et de résilience appliqués aux réseaux des EIP est discutée plus en détail ci-
dessous. 
Dans le cadre de la conception d’un système industriel, le terme flexibilité fait référence 
à la capacité d’un système industriel donné à faire face à des perturbations, c’est-à-dire à 
supporter des conditions opératoires qui s’écartent de ses conditions nominales (Hoch et 
Eliceche, 1996). Cette perturbation est supportée sans modification de la structure du système 
ni du dimensionnement de ses équipements. Dans le cas d’un EIP, il est alors question de la 
capacité de l’EIP à faire face à un ensemble de paramètres d’entrées déviant des conditions 
opératoires prévues. Les paramètres d’entrées fluctuants sont les demandes en ressources 
(énergies, matières) ou les quantités de ressources disponibles. Les contraintes limitant ces 
déviations sont les ressources disponibles et les capacités des différents équipements et des 
interconnexions. L’évaluation de la flexibilité d’un EIP donné est donc la mesure de la déviation 
maximale de ses paramètres d’entrée. Cette déviation est calculée par rapport à leur valeur 
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nominale. La fluctuation des paramètres d’entrée est rendue possible par la variation des 
variables opérationnelles qui doivent rester dans leur plage de fonctionnement délimitée par la 
capacité des équipements (Figure V-1). 
 
Figure V-1. Evaluation de la flexibilité d'un EIP. 
La plage dans laquelle les paramètres d’entrée peuvent varier est alors appelée le 
domaine de faisabilité du système. La détermination exacte de ce domaine n’est pas un 
problème trivial, du fait de l’important nombre de contraintes, de paramètres, de variables, et 
d’interrelations entrant en jeu. C’est pourquoi différents critères de mesure de la flexibilité d’un 
système ont été mis au point, ces critères seront présentés dans la suite du chapitre. 
L’efficacité opérationnelle aussi dénommée opérabilité, corresponds quant à elle, à la 
capacité d'un EIP à faire face à des scénarios de perturbations tout en répondant aux critères de 
performance définis lors de la phase de conception (Sharifzadeh, 2013). L’opérabilité fait donc 
appel à différents concepts scientifiques : la flexibilité, la contrôlabilité, la fiabilité et la sécurité 
des systèmes industriels (Grossmann et Morari, 1983). Néanmoins les aspects de contrôlabilité, 
de fiabilité et de sécurité des systèmes ne seront pas détaillés dans la suite de cette étude, car ils 
font généralement l’objet d’une conception détaillée à plus petite échelle que les problèmes de 
conception à l’échelle du réseau d’un EIP abordé ici. Pour cette raison, la notion d’efficacité 
opérationnelle sera considérée comme la capacité d’un système à être flexible dans un 
environnement opérationnel réel tout en optimisant les différents critères de conception retenus. 
Le dernier terme présenté, la résilience est également un concept proche de la flexibilité, 
en effet selon Fiksel (2003), il s’agît de la capacité d’un système à récupérer après une 
défaillance structurelle. Dans le cas d’un EIP, cette défaillance structurelle est généralement le 
départ d’un des participants ou alors la suppression d’un des équipements ou d’une 
interconnexion. L’étude de la résilience d’un EIP consiste donc à mesurer les impacts que cause 
une modification dans le réseau. 
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De plus, la résilience et la flexibilité sont deux concepts liés, car un réseau ayant une 
plus grande flexibilité permettra non seulement de faire face aux fluctuations de ses entrées 
(flexibilité), mais aussi de résister aux changements (résilience) (Dinh et al., 2012). En effet, la 
flexibilité, c’est-à-dire la capacité du réseau à s’écarter de ses conditions opératoires devrait 
permettre, dans une certaine mesure, de compenser une modification de la structure du réseau. 
1.1 Indicateurs d’évaluation de la flexibilité d’un système industriel 
En vue de concevoir un réseau qui soit flexible, il faut tout d’abord définir un indicateur 
pour mesurer la flexibilité. Compte tenu du peu d’études portant sur l’étude la flexibilité des 
réseaux des EIP, il n’y a pas d’indicateur spécifique, néanmoins en faisant référence à l’étude 
de la flexibilité des systèmes industriels, il existe différents indicateurs adaptés. L’article de Di 
Pretoro et al. (2019) fait une synthèse des principaux indicateurs dans les domaines de 
l’ingénierie des systèmes et des procédés. 
Ainsi, la première publication présentant un indicateur de la flexibilité fut celle de 
Swaney et Grossmann (1985). Leur indicateur, l’indice de flexibilité de Swaney et Grossman 
(FSG), mesure la plus petite déviation maximale que peuvent supporter les paramètres fluctuants 
d’un système. Pour ce faire toutes les combinaisons de déviations des paramètres possibles sont 
évaluées une à une. Pour chaque combinaison, la déviation maximale positive et négative des 
paramètres d’entrée permettant d’assurer la faisabilité du réseau est ainsi relevée. Parmi toutes 
ces valeurs, la plus petite enregistrée est ainsi égale à la valeur de l’indicateur FSG. Puisque, 
pour chaque combinaison, on étudie la déviation maximale positive et négative, le nombre de 
déviations à étudier est donc égal à 2n, avec n le nombre de paramètres fluctuants considérés.  
Peu après, Saboo et al. (1985) ont proposé un indicateur appelé indice de résilience (RI). 
Ils définissent cet indicateur en tant que mesure de la capacité d’un système à s'adapter à un 
imprévu ou à un changement. Bien que dénommé résilience, cet indicateur évalue cette capacité 
d’adaptation non pas en modifiant les propriétés du système conçu, mais en recherchant la plus 
petite déviation maximale des paramètres d’entrée sujets à variations. Cet indicateur évalue 
donc mathématiquement le même critère que celui introduit précédemment, la différence 
résidant dans la méthode utilisée pour faire varier les différents paramètres d'entrée. En effet, 
le RI ne considère la déviation que d’un seul paramètre à la fois, ce qui se traduit par un total 
de 2n déviations à mesurer. En comparaison avec le FSG, les efforts de calcul du RI sont donc 
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significativement réduits, en particulier pour un système portant sur un grand nombre de 
paramètres d’entrée. 
La Figure V-2 montre graphiquement l’obtention des indices de flexibilité FSG et RI 
pour un cas simplifié comportant deux paramètres d’entrée, I1 et I2. 
 
Figure V-2. Comparaison des indicateurs de flexibilité FSG (rectangle) et RI (losange) (Saboo et al., 1985) 
réédité par (Di Pretoro et al., 2019). 
Alors que FSG évalue l’ensemble des combinaisons possibles à l’intérieur de la zone de 
faisabilité (zone où la valeur des paramètres d’entrée permet d’assurer la faisabilité du système), 
son obtention consiste à inscrire le rectangle (respectivement hyper-rectangle de dimension N 
pour un ensemble à N paramètres d’entrée) centré sur le point nominal, ayant le plus petit côté 
de valeur maximale. La valeur de la flexibilité mesurée étant alors la plus petite déviation 
maximale de ses paramètres, cette mesure correspond à la dimension de ce plus petit côté divisé 
par 2 (car la déviation étudiée est positive et négative). 
Quant à l’évaluation du RI, la démarche correspond à inclure dans la zone de faisabilité 
le plus grand carré (respectivement polytope en N dimensions) centré sur le point nominal tel 
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que présenté sur la Figure V-2. Le RI est alors égal à la distance entre le sommet Imax du polytope 
et le point de fonctionnement nominal. 
En guise de conclusion, le FSG est plus prudent par rapport à la valeur mesurée de la 
flexibilité, car il considère l’ensemble des combinaisons. Le RI serait alors plus optimiste, 
néanmoins dans les deux cas, ces valeurs sous-estiment la dimension réelle de la région des 
faisabilités, car ils inscrivent des formes hyper-rectangles ou polytope à l’intérieur d’une zone 
de faisabilité ayant une forme souvent bien plus complexe, car délimitée par un nombre 
important de contraintes. 
Pour cette raison, la Flexibilité volumétrique (FV ) de Lai et Hui (2007) propose une 
solution à ce problème en construisant un espace de déviation des paramètres d’entrée Se de 
forme plus complexe comme présentée à travers la Figure V-3. 
 
Figure V-3. Evaluation de la Flexibilité Volumétrique (FV) (Lai et Hui, 2008). 
L’exemple est alors illustré pour un cas en trois dimensions, avec trois paramètres 
d’entrée 𝜃1, 𝜃2, 𝜃3. La surface Sf représente la zone de faisabilité réelle et S0 les déviations 
attendues. Le calcul de la flexibilité est alors le rapport entre le volume des déviations que le 
système peut atteindre réellement, Vf et le volume des déviations attendues V0. 
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Vf étant estimé à partir de Ve, la précision de la méthode dépendra donc de la forme de 
Se. Pour générer Se, un point PR à l’intérieur du volume de faisabilité est choisi à partir duquel 
un ensemble de vecteurs sont tracés, ces vecteurs s’arrêtant lorsqu’ils atteignent la limite de la 
zone de faisabilité en un point Pj. La surface décrite par l’ensemble des points Pj est alors la 
surface de la forme Se. La forme de Se dépend donc du nombre de vecteurs tracés et du point 
initial PR. Cette méthode présente différents avantages, elle permet d’obtenir une mesure très 
proche de la flexibilité réelle, de plus les efforts de calculs de cette méthode sont réduits. 
Pour continuer, l’indicateur de Flexibilité Dynamique (DF) (Dimitriadis et 
Pistikopoulos, 1995) a été développé pour évaluer la flexibilité des systèmes dynamiques. De 
fait, les précédents indicateurs étaient dédiés à l’étude des états stables d’un système. Ils ne 
prennent donc pas en compte les fonctionnements transitoires entre ces états. L’indicateur DF 
est identique dans le principe au FSG, sa particularité est d’intégrer la variable temporelle à ses 
paramètres d’entrée. Etant donné que la variable temporelle est continue, on peut considérer le 
nombre de variables de décision comme étant infini. Pour résoudre cela, une résolution en deux 
étapes est proposée, la première étape consistant à réduire la dimension du problème et la 
deuxième à évaluer la flexibilité. 
Les indicateurs précédents ne représentent pas le monde réel en détail, car ils considèrent 
que chaque défaillance a la même probabilité d’occurrence. En conséquence, Pistikopoulos et 
Mazzuchi (1990) ont développé l’indicateur de flexibilité stochastique (SF) qui permet 
d’associer à chaque déviation une probabilité. Alors que les indicateurs précédents étaient 
dédiés aux modèles déterministes, le SF s’applique pour les modèles stochastiques. Une 
distribution de probabilité d’occurrence est alors associée à chaque paramètre d’entrée 
incertain. Avec cet indicateur, une estimation pondérée de la flexibilité est alors fournie, les 
déviations ayant une faible chance d’apparaître n’auront alors que peu d’influence dans la 
mesure de l’indicateur. L’inconvénient de cet indicateur par rapport aux précédents est la 
nécessité de bien connaitre le système pour pouvoir évaluer les probabilités d’apparition de 
chaque déviation. 
Les principales techniques d’évaluation de la flexibilité des systèmes industriels étant 
désormais présentées, la partie suivante aborde l’analyse bibliographique des études portant sur 
la conception des réseaux des EIP flexibles.  
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1.2 Etudes portant sur la conception de réseaux flexibles pour les EIP 
En guise d’introduction à cette analyse bibliographique, soulignons que la recherche 
bibliographique sur la conception de réseaux d’échanges flexibles pour les EIP n’a conduit qu’à 
un nombre réduit de publications. Il sera donc fait état des publications traitant de la conception 
de réseaux flexibles pour les EIP, mais aussi plus largement pour les réseaux d’énergies. 
L’approche classique consiste à concevoir un réseau capable de répondre à un scénario 
où toutes les demandes sont simultanément à leur valeur maximale (Bandyopadhyay, 2011). 
Cette méthode conduit généralement à une solution sous optimale et surdimensionnée, car sur 
un système complexe les paramètres d’entrée varient indépendamment les uns des autres, 
parfois de manière antagoniste. Il est donc très peu probable que le scénario avec toutes les 
perturbations à leur valeur maximale se produise. 
Une autre méthode consiste à trouver l’équipement bloquant, « le goulot 
d’étranglement », celui qui réduit la flexibilité globale. Pour augmenter la flexibilité, le système 
est alors reconçu avec une démarche itérative (Schneider et al., 1997). Pour trouver l’élément 
bloquant, on évalue la flexibilité à différents seuils et on observe les installations se trouvant à 
une valeur supérieure à leur valeur faisable. Ce sont alors les installations à reconcevoir. Etant 
donné que cette solution a un fonctionnement itératif, par essais et erreurs et pouvant impliquer 
un nombre d’itérations d’autant plus important que la reconception à effectuer est importante, 
on peut s’attendre à une optimalité des solutions finales loin d’un optimum global permis par 
une méthode intégrée. 
Les travaux de Aguilar et al. (2008) traitent de la disponibilité et de la fiabilité des 
systèmes d’utilités industrielles à travers la conception de réseaux flexibles. La méthode utilisée 
pour rendre le système d’utilité flexible est la redondance des installations. Il s’agit d’une 
approche intégrée puisque les variables de dimensionnement des installations et les variables 
opérationnelles sont optimisées simultanément. Pour obtenir des réseaux flexibles, une 
superstructure proposant un ensemble de redondances est donc développée. Le réseau optimal 
est alors déterminé parmi ces possibilités en une étape intégrée, le réseau étant alors soumis à 
un ensemble de scénarios. 
Ensuite, Valenzuela-Venegas et al. (2018) introduisent dans un premier article un 
indicateur pour évaluer la résilience des EIP. Cet indicateur est basé sur deux caractéristiques 
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principales d’un EIP, le nombre de connexions entre les participants, et la capacité de chaque 
flux à changer d'ampleur lorsqu'un participant cesse soudainement de partager avec les autres 
industries. C’est dans un second article que Valenzuela-Venegas et al. (2020), proposent ensuite 
un modèle d’optimisation multi-objectif pour la conception de réseaux industriels résilients en 
utilisant cet indicateur. L’optimisation est alors réalisée sur la minimisation du critère 
économique, de l’impact environnemental et la maximisation des critères de flexibilité 
développés dans le précédent article.  
Enfin, une étude préliminaire (Montastruc et al. 2013), a proposé une méthode de 
conception pour gérer la flexibilité des réseaux d’eau industriels. La flexibilité étudiée pour le 
réseau d’eau était la déviation maximale du débit de polluant des différents procédés. En 
premiers lieux, les résultats indiquaient que la conception optimale du réseau, sans prendre en 
compte initialement la flexibilité, conduisait à des réseaux qui n’avaient aucune flexibilité. La 
solution apportée pour augmenter cette flexibilité était alors l’augmentation du nombre 
d’interconnexions. Dans une démarche itérative, le nombre d’interconnexions est alors 
augmenté graduellement, jusqu’au niveau de flexibilité désirée ou jusqu’à ce que le coût 
devienne supérieur à un certain seuil. 
1.3 Motivations et problématique 
Dans les chapitres précédents, les procédures de conception des EIP mises au point ont 
permis de lever différents freins au développement des EIP. Les réseaux issus de ces approches 
étaient étudiés pour fonctionner selon les besoins exprimés lors de la phase de conception. Or, 
il a été montré dans cette introduction que les besoins d’un EIP sont amenés à évoluer au cours 
du temps. En réponse à cela, la suite de ce chapitre se consacre au développement de procédures 
permettant la conception de réseaux flexibles pour les EIP. Face au manque de procédures 
existantes, il s’agit donc d’une contribution majeure afin de garantir la durabilité des réseaux 
des EIP (Andiappan, 2017). Ce travail vise à développer une procédure générique, c’est-à-dire 
une procédure qui soit largement applicable aux réseaux des EIP. Alors que classiquement les 
procédures permettant d’augmenter la flexibilité d’un réseau fonctionnent selon des approches 
non optimales (en utilisant une heuristique ou de manière itérative), la procédure d’optimisation 
mathématique développée ici a pour vocation de fournir des résultats optimaux selon les 
objectifs déterminés par les décideurs et selon l’indicateur de mesure de la flexibilité, tout en 
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garantissant des temps de calcul réduits, permettant de complexifier le modèle ou d’intégrer 
cette procédure d’optimisation à d’autres procédures de conception. 
Pour y parvenir, dans la section suivante de ce chapitre, un indice de flexibilité est retenu 
pour son aptitude à traiter des réseaux des EIP. Puis quatre procédures sont introduites afin de 
tester différentes approches et d’en déduire les avantages et inconvénients de chacune. Pour ce 
faire, deux études de cas sont présentées. La première contient 3 industries et permet d’étudier 
dans le détail chaque procédure. La seconde se base sur le modèle de l’EIP de Yeosu du chapitre 
2. Tout d’abord la flexibilité est évaluée pour le réseau conçu seulement en optimisant le coût. 
Ensuite, les quatre procédures sont testées sur ce cas d’étude. 
2. Procédures de résolution 
Cette étude de flexibilité porte sur l’évaluation de la déviation maximale des paramètres 
d’entrée qu’un réseau industriel conçu est capable de supporter. Les paramètres d’entrée étudiés 
sont les variations de demandes en ressources et en énergies des différentes entreprises de l’EIP. 
Pendant l’évaluation de la flexibilité du réseau, le changement de la structure du réseau ou du 
dimensionnement du réseau n’est pas possible, seules les variables opérationnelles peuvent être 
ajustées. Lors de la conception du réseau, un seuil de flexibilité attendu sera fixé par les 
décideurs ou les experts. Les procédures permettront donc d’atteindre ce seuil tout en essayant 
d’obtenir la meilleure valeur possible sur les objectifs d’optimisation définis. 
2.1 Indicateur d’évaluation de la flexibilité 
Comme vu dans l’introduction de ce chapitre, les travaux scientifiques antérieurs ont 
permis de développer plusieurs indicateurs pour évaluer la flexibilité d’un système industriel. 
Parmi ces indicateurs, celui jugé le plus adapté à cette étude est l’indice de résilience (RI) de 
Saboo et al. (1985). Les motivations qui ont conduit à son choix seront exposées dans suite de 
cette partie. Mais tout d’abord, pour compléter la définition du RI, la formulation de son calcul 
est exposée. 
Ainsi, l’indice de résilience RI, est défini comme la plus petite déviation maximale 
(DevMax) des paramètres d’entrées d’un système (1).  
RI = min
i
(DevMax i)      (1) 
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La DevMax du paramètre i est calculée en effectuant le rapport entre la déviation 
admissible et la valeur du paramètre aux conditions nominales comme décrit dans l’équation 
(2). DevMax est donc exprimée en pourcentages, relativement à la valeur nominale du 
paramètre.  
DevMax i = 
Déviation admissible i
Valeur nominale i
    (2) 
Avec le RI, chaque déviation admissible d’un paramètre d’entrée est étudiée 
indépendamment les uns des autres. Il y a donc autant de déviations admissibles prises en 
compte que de paramètres d’entrée étudiés. La déviation admissible est obtenue en fixant les 
paramètres, la structure et le dimensionnement des équipements d’un réseau. Le seul paramètre 
laissé pour variable est le paramètre d’entrée étudié, les variables opérationnelles (de flux) sont 
également modifiables. Le paramètre d’entrée étudié est alors maximisé et minimisé, c’est la 
plus grande des deux valeurs qui est retenue. 
Evaluer RI et DevMax relativement aux valeurs nominales, permet à chaque paramètre 
et plus largement à chaque industrie de l’EIP d’être considérée avec la même importance 
relative. 
Les raisons pour lesquelles l’indicateur RI est plus adapté au développement de 
procédures génériques pour la conception optimale de réseaux d’EIP sont détaillées ci-dessous : 
- Contrairement à l’indicateur SF, cet indicateur ne nécessite pas une connaissance 
préalable de la probabilité d’apparition des différentes déviations. Dans une 
recherche de généricité il est donc applicable à un plus grand nombre de cas. 
De même, avec l’indice FV, dans l’idée de développer une procédure générique, 
l’indice FV n’est pas retenu étant donné que la détermination du volume du domaine 
de faisabilité Vf s’effectue par tâtonnement. 
- L’effort de calcul est grandement diminué avec le RI par rapport au FSG. En effet, 
pour n paramètres étudiés, il y a 2n déviations possibles avec l’indicateur RI (une 
déviation positive et une déviation négative). Alors qu’avec l’indicateur FSG, il y a 
2n déviations considérées, car cet indicateur prend en compte toutes les 
combinaisons de variation possibles des paramètres. Pour un grand nombre de 
paramètres étudiés comme les nombreuses demandes du grand réseau d’un EIP, 
l’indicateur RI est donc le plus adapté. 
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- Enfin, puisque l’indicateur FSG se base sur un grand nombre de combinaisons de 
fluctuations des paramètres d’entrées dont l’occurrence de certaines est peu 
probable, il fournit une valeur de la flexibilité plus prudente et plus réductrice que 
l’indicateur RI (Di Pretoro et al., 2019). 
2.2 Définition des procédures 
Les quatre procédures développées pour concevoir les réseaux des EIP flexibles sont 
présentées dans cette partie. Le développement de ces procédures est en lien avec le modèle de 
réseau d’EIP introduit dans le chapitre II. Ainsi, l’objectif d’optimisation est le Coût Total 
Actuel Net et le paramètre d’entrée pour lequel la flexibilité est évaluée est la déviation 
maximale positive (c’est-à-dire l’augmentation maximale possible) de la demande en vapeur 
d’une industrie. L’étude de la déviation négative n’est pas réellement pertinente, car le réseau 
à de nombreux degrés de libertés pour lui garantir d’atteindre une demande nulle (évacuer de 
la vapeur par les évents, réduire ou éteindre la production de chaudières, etc.). La déviation 
admissible étant égale à la demande nominale, la flexibilité serait donc de 100% pour 
l’ensemble des procédés. D’autre part, la flexibilité n’est pas évaluée pour la demande en 
électricité, car dans ce modèle, le réseau d’électricité est connecté au réseau externe qui 
constitue une source infinie. La déviation maximale pour la demande en électricité n’a donc 
théoriquement pas de limite. Néanmoins, dans le cas d’un réseau d’électricité déconnecté du 
réseau externe, cette étude de flexibilité serait tout à fait adaptée pour évaluer la déviation 
maximale que le système d’électricité peut supporter par rapport à ces conditions nominales. 
La déviation admissible de la demande en vapeur doit être supérieure ou égale au seuil 
de flexibilité pour toutes les demandes de chaque industrie à chaque pas de temps. Ainsi, dans 
le cas où une flexibilité de 10% soit attendue, cela revient à dire qu’au cours d’un quelconque 
pas de temps, une industrie est garantie que le réseau puisse approvisionner une augmentation 
de la demande de ses procédés de 10%. Selon l’indicateur RI, l’augmentation considère qu’une 
seule industrie fluctue à la fois, les autres industries approvisionnent donc leur demande 
nominale. Le cas d’étude de Yeosu ayant 15 industries et 4 périodes, cela revient à prendre en 
compte 60 déviations admissibles. Selon l’équation (2) la flexibilité RI du réseau est donc la 
plus petite de ces 60 déviations. A noter qu’avec l’indicateur FSG, qui considère la déviation de 
chaque combinaison de paramètre, il y aurait 2^ 60 déviations admissibles à prendre en compte, 
ce qui n’est pas envisageable. 
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Les différentes procédures sont construites sur le principe suivant, la solution devra être 
dimensionnée pour pouvoir répondre à différents scénarios : 
- Le scénario nominal (où la demande correspond aux valeurs nominales). 
- Différents scénarios de déviation dans lesquels la valeur du paramètre d’entrée 
étudié dévie des conditions nominales.  Au cours d’un scénario de déviation, toutes 
les demandes d’une industrie sont augmentées de la valeur du seuil de flexibilité 
visé (par exemple une demande nominale de 100 tonnes/h, augmenterait à 110 
tonnes/h dans un scénario où la flexibilité attendue est fixée à 10%). 
Il est nécessaire que la solution soit capable de répondre au scénario nominal, pour 
satisfaire les exigences de conceptions initiales et les scénarios de déviation pour atteindre le 
seuil de flexibilité fixé tout en optimisant le coût global.  
Les procédures développées peuvent être classées selon trois types, des procédures 
intégrées qui s’effectuent en une seule étape de conception, une procédure en deux étapes 
d’optimisation et une procédure itérative. 
2.2.1 Procédure de conception intégrée par surdimensionnement 
Cette première procédure intégrée, présentée à travers la Figure V-4, s’inspire des 
procédures classiques qui surdimensionnent l’ensemble du réseau.  
 
Figure V-4. Représentation de la procédure de conception intégrée par surdimensionnement. 
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Le principe consiste à concevoir un réseau flexible en une seule étape d’optimisation en 
minimisant le Coût Actuel Net. Selon le modèle de l’EIP du chapitre II, les variables de 
dimensionnement sont la structure du réseau d’interconnexion, les capacités des équipements 
et des interconnexions. 
La solution devra répondre à l’ensemble des demandes du scénario nominal et à celles 
d’un scénario pic. Dans ce scénario pic, toutes les demandes de toutes les industries augmentent 
de la valeur du seuil de flexibilité. Il correspond au scénario extrême où toutes les déviations 
possibles sont à leur valeur maximale en même temps. Ainsi, le réseau obtenu sera flexible, 
c’est-à-dire qu’il sera dimensionné pour répondre à la demande nominale et à toutes les 
déviations évaluées par l’indicateur de flexibilité RI. 
Cette procédure est simple à mettre en œuvre et l’augmentation des temps de calcul ne 
devrait pas être significative. En effet, étant donné que toutes les demandes sont à leur valeur 
pic en même temps, ce scénario pic compte autant de périodes que le scénario nominal. Dans 
le cas d’étude de Yeosu, on aurait alors 4 pas de temps pour le scénario nominal et 4 pas de 
temps pour le scénario pic. Le modèle comprendrait donc 8 pas de temps. 
Une critique de cette procédure est que l’indicateur de flexibilité RI considère la 
déviation de chaque paramètre indépendamment les uns des autres alors que cette procédure 
part du principe que toutes les demandes fluctuent arrivent simultanément. Ainsi, cette forte 
augmentation de la demande risque de conduire à un surdimensionnement des équipements et 
donc d’entraîner des surcoûts d’investissements.  
Principe des procédures suivantes : 
Les procédures suivantes ont donc été mises au point de manière à répondre, au plus 
juste, à la flexibilité évaluée par l’indicateur RI ce qui permettra de maîtriser le surcoût. Le 
principe consiste donc à proposer un scénario de déviation pour chaque paramètre évalué par 
l’indicateur RI, c’est-à-dire pour chacune des 15 industries et à chacun des 4 pas de temps. Pour 
évaluer les 60 déviations admissibles étudiées, il suffira donc de prendre en compte 15 scénarios 
de déviations, un par industrie. Au cours d’un scénario de déviation, les demandes de toutes les 
industries sont à leur valeur nominale, excepté les demandes d’une industrie qui sont 
augmentées de la valeur du seuil de flexibilité visé. Le modèle est ensuite optimisé avec pour 
contraintes que le réseau dimensionné puisse répondre à la demande du scénario nominal et à 
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tous les scénarios de déviations. En conséquence, les paramètres étudiés pourront au moins 
dévier de la valeur du seuil de flexibilité fixé puisque le réseau a été dimensionné pour pouvoir 
le faire pour chaque scénario de déviation. Ainsi, étant donné que l’indicateur RI, évalue la 
capacité de chaque paramètre à dévier au moins d’un certain seuil le réseau sera alors au moins 
flexible à la valeur du seuil fixé pour les différents scénarios de déviation. Néanmoins, 
l’important nombre de scénarios risque de grandement augmenter les temps de calcul. Pour 
cette raison, les trois procédures suivantes sont présentées et seront comparées. Dans la suite de 
l’étude, les procédures sont nommées comme suit : 
- Procédure pic, pour la procédure de redimensionnement à partir d’un scénario pic ; 
- Procédure itérative, pour la procédure de conception itérative à partir de la solution 
nominale ; 
- Procédure en deux étapes, pour la procédure de conception intégrée à partir de la 
solution nominale ; 
- Procédure intégrée, pour la procédure de conception en une étape. 
2.2.2 Procédure itérative 
La procédure itérative conçoit un réseau flexible en plusieurs itérations. Le schéma 
descriptif de la procédure itérative présenté à travers la Figure V-5. Cette procédure se déroule 
en deux temps. Premièrement, l’EIP est optimisé pour répondre au scénario de demande 
nominal. Ensuite, la deuxième étape consiste à concevoir un réseau flexible de manière 
itérative. Pour chaque itération de cette deuxième étape, le réseau précédemment conçu est 
optimisé économiquement avec pour contrainte de répondre à la demande nominale et à la 
demande d’un scénario de déviation. Il y a donc autant d’itérations que de scénarios de 
déviation. De plus, une contrainte oblige le dimensionnement du réseau à être augmenté par 
rapport aux étapes ou itérations précédentes. Il n’est donc pas possible de supprimer des 
équipements ou interconnexions ni de réduire leur capacité. Ainsi, à chaque itération on obtient 
un scénario capable de répondre à la demande du scénario nominal, du scénario de l’itération 
en cours, mais aussi de toutes les itérations précédentes. 
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Figure V-5. Représentation schématique de la procédure de conception itérative. 
Etant donné que pour les étapes itératives deux scénarios sont pris en compte 
simultanément (nominal et un scénario de déviation), les temps de calcul devraient être plus 
importants. Néanmoins le réseau a déjà été conçu lors des étapes précédentes, ce qui limite 
grandement l’espace de recherche et devrait avoir pour effet de réduire les temps de calcul. 
Néanmoins, cette procédure itérative va réduire à chaque étape l’espace de faisabilité, 
ce qui aura pour biais de ne permettre d’obtenir qu’un optimum local par rapport à une 
procédure intégrée. Une étude des temps de calcul et des valeurs obtenues pour l’objectif coût 
est donc pertinente. 
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2.2.3 Procédure en deux étapes 
La procédure de conception intégrée à partir de la solution nominale s’effectue en deux 
étapes. Cette procédure est illustrée par la Figure V-6. 
 
Figure V-6. Représentation de la procédure de conception de réseaux flexibles en deux étapes. 
Comme pour la procédure précédente, une première étape optimise le coût du réseau 
avec pour contrainte de répondre au scénario de demande nominal. Cette fois-ci, lors d’une 
deuxième étape, l’ensemble des scénarios de déviation sont pris en compte simultanément. De 
même, le modèle a pour contraintes de ne pouvoir que garder les dimensions des installations 
ou les augmenter. Le réseau obtenu sera donc flexible dans le sens où il pourra toujours subvenir 
aux besoins de la demande nominale et faire face aux différents scénarios de déviations. 
Dans ce cas, lors de la deuxième étape, il y a 1 scénario nominal et 15 scénarios pour 
les 15 industries, ce qui correspond à 64 périodes. Les temps de calcul devraient être 
considérablement augmentés par rapport à la procédure itérative, néanmoins le fait de réduire 
l’espace de recherche en effectuant cette procédure en deux étapes va permettre de contenir 
l’augmentation de ces temps de calcul. 
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2.2.4 Procédure intégrée 
Logiquement, la dernière procédure présentée est la procédure de conception intégrée. 
Cette procédure est illustrée par la Figure V-7. 
 
Figure V-7. Représentation schématique de la procédure intégrée à partir de la solution nominale. 
Le principe de cette procédure est de concevoir un réseau pour répondre à la demande 
nominale ainsi qu’à tous les scénarios de déviations en une seule étape d’optimisation. C’est 
donc 64 pas de temps qui seront pris en compte simultanément. Comme pour les procédures 
précédentes, la solution est le réseau de coût minimal qui puisse répondre à la demande 
nominale et aux 15 scénarios de déviations de ce cas d’étude. 
Etant donné que cette démarche intègre les paramètres de fonctionnement nominal et 
fluctuant, il est prévu des temps de calcul plus importants, mais l’optimum global pourra être 
atteint, car le modèle est optimisé en une étape avec les déviations minimales nécessaires pour 
atteindre le seuil de flexibilité du RI.  
Les différentes procédures ont désormais été présentées, la suite de l’étude consiste donc 
à les tester et à les comparer. 
3. Cas d’étude et analyses des résultats 
Deux études sont menées dans cette partie, la première permet d’évaluer l’influence de 
l’ordre des itérations sur la procédure itérative, cette étude est réalisée sur un cas simplifié 
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composé de trois industries. La deuxième partie compare les quatre procédures développées en 
les testant sur l’EIP de Yeosu en vue de confronter les solutions obtenues sur un cas d’étude 
plus complexe. 
3.1 Etude de la procédure itérative 
3.1.1 Présentation de l’étude de cas 
La procédure itérative consiste à concevoir le réseau au fur et à mesure des scénarios de 
déviation. Il existe donc différents ordres d’itérations possibles pour concevoir le modèle de 
manière à ce qu’il approvisionne la demande des scénarios de déviations. Le seuil de flexibilité 
à atteindre est fixé à 50%. Le choix de cette valeur importante est fait pour obtenir des 
différences de conception plus importante et accentuer la différence entre les différentes 
combinaisons d’itérations. 
Le nombre de combinaisons d’itérations possibles est égal à n! (n étant le nombre 
d’industries), on en déduit donc que ce nombre croît exponentiellement avec le nombre 
d’industries. Toutes les combinaisons possibles avec trois industries, c1, c2 et c3 sont présentées 
dans la Figure V-8.  
 
Figure V-8. Différentes combinaisons d’itérations possibles avec trois industries c1, c2, c3. 
La demande nominale en vapeur des trois industries est présentée dans le Tableau V-1. 
Seule l’industrie c3 a une demande en THP, et bien que cette vapeur ne s’échange pas, elle peut 
être détendue vers les autres niveaux de vapeur et donc les chaudières THP peuvent apporter 
de la flexibilité au réseau.  
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t1 THP 0 0 408.2 
t2 THP 0 0 390.0 
t3 THP 0 0 376.7 
t4 THP 0 0 390.0 
t1 HP 0 104.6 493.6 
t2 HP 0 104.6 363.0 
t3 HP 0 100.0 313.2 
t4 HP 0 104.6 363.0 
t1 MP 12.8 31.1 156.2 
t2 MP 12.8 27.4 156.2 
t3 MP 9.1 22.8 156.2 
t4 MP 11.0 27.4 156.2 
t1 LP 18.3 12.8 104.6 
t2 LP 18.3 12.8 104.6 
t3 LP 16.4 12.8 104.6 
t4 LP 18.3 12.8 104.6 
 
Tableau V-1. Demande nominale des industries c1, c2 et c3. 
Les trois industries ont été choisies parmi les industries de Yeosu (Kim et al., 2010), 
pour représenter respectivement une faible, moyenne et importante demande. Le but est 
d’observer les différents cas de figure, à savoir, pour obtenir les meilleurs résultats, vaut-il 
mieux commencer par augmenter la flexibilité du réseau pour une industrie ayant une faible, 
une moyenne ou une importante demande ? 
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3.1.2 Résultats et discussion sur l’étude de la procédure itérative 
Les résultats obtenus pour les six combinaisons d’ordre d’itérations possibles sont 
présentés dans la Figure V-9. Les solutions obtenues sont toutes flexibles à 50% selon 
l’indicateur RI. 
 
Figure V-9. Comparaison de l’ordre des itérations pour la procédure itérative. 
On observe que parmi les six combinaisons testées, on obtient seulement 3 solutions 
différentes. Les solutions identiques ont le même réseau, c’est-à-dire les mêmes équipements, 
le même Coût Actuel Net et la même flexibilité. Le point commun entre les trois combinaisons 
qui obtiennent le coût le plus faible est que l’entreprise c3 a été conçue avant l’entreprise c2. 
En effet, ces solutions ont un coût moindre, car l’augmentation de la production des chaudières 
n’est faite qu’une fois pour les chaudières de l’industrie 3 : 
- Dans le cas c1-> c3 -> c2, pour faire face au premier scénario de déviation ayant une 
plus forte demande en vapeur dans l’industrie c1, la capacité des chaudières est 
agrandie en c3 étant donné que c1 n’a pas de chaudières, les interconnexions entre 
c3 et c1 sont alors augmentées au juste nécessaire pour permettre d’approvisionner 
c1. Puis pour l’industrie c3, la quantité de vapeur requise étant plus importante, la 
capacité des chaudières est donc encore augmentée en c3. Enfin pour la dernière 
itération où c2 a besoin de plus de vapeur, ce sont les interconnexions entre c3 et c2 
qui sont augmentées.  
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- Dans le cas c3-> c1 -> c2 et c3 -> c2 -> c1, la capacité des chaudières est agrandie 
pour c3 lors de la première itération. Puis pour les autres itérations, c’est seulement 
la capacité des interconnexions qui est augmentée pour distribuer la production des 
chaudières de c3 aux autres industries. 
Selon cette analyse, on comprend que la meilleure solution économique est de 
centraliser la production sur les industries ayant déjà de grosses chaudières, plus rentables, et 
d’augmenter les capacités des interconnexions pour partager cette vapeur aux autres industries 
ayant besoin de plus de vapeur pour répondre à la déviation attendue. Ceci montre que pour 
approvisionner l’augmentation d’une demande, les interconnexions sont moins coûteuses que 
les chaudières. 
En se basant sur l’analyse des résultats, une heuristique permettant de déterminer l’ordre 
des itérations suivant, pour lequel il est attendu de bons résultats en termes de coût, est détaillée 
ci-dessous : 
- Suite à la première étape consistant à dimensionner le réseau pour répondre au 
scénario nominal, les industries sont classées par capacité de production. 
- Les scénarios de déviation sont donc pris en compte dans l’ordre de l’industrie ayant 
la plus grande capacité de production jusqu’à celle qui en a le moins. 
Ainsi, le principe est de commencer à augmenter la production des industries ayant le 
plus de capacité, de manière à centraliser la production sur quelques grosses chaudières et 
ensuite créer un réseau d’échange performant autour de ces grosses chaudières. 
Cette étude a donc permis de mieux comprendre le principe de conception du réseau à 
partir des scénarios de déviations et de proposer une heuristique pour déterminer l’ordre des 
itérations pour la procédure itérative. C’est cette règle qui est utilisée dans l’étude suivante 
portant sur 15 industries. 
3.2 Etude des différentes procédures sur les 15 industries de Yeosu 
L’objectif de cette étude, sur les 15 industries de l’EIP de Yeosu, est d’analyser et de 
comparer les quatre procédures développées. La comparaison sera basée sur les temps de calcul 
des différentes procédures ainsi que sur le Coût Actuel Net des réseaux conçus. 
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Dans les chapitres précédents il a été constaté que la discrétisation de la capacité de 
production des chaudières avait tendance à biaiser la création d’interconnexions, qui pouvaient 
être installées pour compenser le fait que la dimension la plus proche du besoin n’était pas 
incluse dans le modèle. Afin de pallier ce problème, dans cette étude la capacité des chaudières 
a été linéarisée par morceaux. Ainsi il est possible de sélectionner trois plages de capacité : de 
40 à 100 tonnes/h ; de 100 à 250 tonnes/h et de 250 à 625 tonnes/h. La capacité des chaudières 
est donc définie par une variable binaire qui correspond à la plage de capacité et une variable 
continue qui correspond à la capacité exacte. 
Les résultats de l’étude sur les 15 industries sont exposés dans cette partie en 
commençant par l’évaluation de la flexibilité de la solution nominale, la présentation des temps 
de calcul pour chaque procédure et enfin l’analyse des résultats obtenus avec les différentes 
procédures. Afin d’évaluer l’évolution du coût en fonction de la flexibilité pour chaque 
procédure, l’étude sera menée pour des seuils de flexibilité de 10, 20 et 30%.  
3.2.1 Etude de la flexibilité du réseau nominal 
Cette première étude permet d’évaluer la flexibilité du réseau obtenu dans le chapitre II 
en minimisant le coût du réseau. Ainsi, la Figure V-10 montre la flexibilité de chacune des 15 
industries de l’EIP alors que la Figure V-11 montre cette flexibilité pour chaque industrie et 
pour chacune des 4 périodes du cas d’étude.  
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Figure V-11. Flexibilité à chaque pas de temps des industries du réseau de coût minimal. 
Ainsi, sur la Figure V-10, on remarque de grandes disparités, seules les industries 2, 4, 
12 et 13 ont de la flexibilité. Toutes les autres n’en ont pas. La flexibilité du réseau étant la plus 
petite déviation maximale des paramètres étudiés, on en déduit que la flexibilité du réseau est 
nulle selon l’indicateur RI. 
Pour compléter cette étude, on remarque sur la Figure V-11, qu’en fonction du temps, 
les industries sont plus ou moins flexibles. Globalement, c’est sur la première période que le 
modèle présente le moins de flexibilité. En effet, la flexibilité des industries y est nulle pour un 
grand nombre d’industries.  Cela s’explique, car il s’agît de l’hiver, c’est aussi la période où la 
demande en vapeur est la plus importante. A contrario, pour la période 3, l’été, la demande est 
moindre alors que les capacités des équipements sont les mêmes, le réseau est donc plus 
flexible, c’est-à-dire qu’il est capable d’approvisionner une plus grande déviation de la 
demande. 
Ces résultats nous montrent que la conception optimale en termes de coûts conduit à une 
solution qui a très peu de flexibilité. Cela s’explique, car la minimisation du coût entraîne aussi 
une minimisation des installations qui sont dimensionnées juste à la capacité nécessaire pour 
subvenir à la demande dans les conditions nominales. 
Un peu de flexibilité est néanmoins observée dans certaines industries. Cette flexibilité 
provient principalement des turbines installées. En effet, lors d’une perturbation il est possible 
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procédés. La quantité supplémentaire de vapeur est alors égale à la quantité qui aurait été perdue 
par condensation dans les turbines. Plus généralement pour un système industrie, certains 
éléments permettent d’augmenter la flexibilité d’un réseau, tels que les éléments de stockage 
ou les éléments pilotables qui peuvent être arrêtés.  
Cette première étude a donc montré l’importance d’utiliser une procédure de conception 
adaptée pour obtenir un réseau flexible. Dans la suite de cette étude, les différentes procédures 
de conception de réseaux flexibles, développées dans ce chapitre, sont testées et comparées. 
3.2.2 Etude des temps de calculs des différentes procédures de conception 
Les temps de calcul pour chaque solution obtenue en appliquant les différentes 
procédures sont indiqués dans le Tableau V-2. Il faut noter pour la procédure intégrée, seule la 
solution à 10% de flexibilité a été obtenue en raison des importants temps de calcul de cette 
procédure. Par ailleurs, la solution nominale correspond à la solution obtenue en minimisant le 






Solution nominale 0% 2min 









Solutions procédure en 
deux étapes 
10% 9min 
20% 45 min 
30% 38 min 
Solutions procédure 
intégrée 
10% 483 heures 
Tableau V-2. Temps de résolution pour l'obtention des différentes solutions. 
Les calculs ont été effectués sur un processeur Intel® Core™ i5-7440HQ cadencé à 2,80 
GHz. La solution nominale s’obtient en 2 minutes. Cette solution prend en compte 4 pas de 
temps. Les solutions de la procédure pic ont requis entre 8 et 11 minutes et été effectuées sur 8 
périodes, les 4 périodes nominales et les 4 périodes du scénario avec la demande pic. Les 
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solutions flexibles les plus rapides à obtenir sont celles de la procédure itérative. Le temps de 
résolution de la procédure itérative est calculé en ajoutant le temps de toutes les itérations. Le 
temps total équivaut à 4 minutes, ce qui comprend 2 minutes pour obtenir la solution nominale 
et quelques secondes pour chacune des 15 itérations. 
Les solutions de conception en deux étapes s’obtiennent entre 9 et 45 minutes. Ce temps 
inclut les 2 minutes pour obtenir la solution nominale sur 4 périodes plus la seconde étape de 
conception où cette fois-ci 64 périodes sont intégrées, c’est-à-dire 4 périodes pour le scénario 
nominal et 60 périodes pour les 15 scénarios de déviations constitués chacun de 4 périodes. 
 La solution intégrée en une seule étape est composée de 64 périodes. Ces périodes 
correspondent au scénario nominal et aux 15 scénarios de déviation. Elle nécessite 483 heures, 
ce qui est un temps de calcul très important relativement aux autres procédures. Ceci s’explique, 
car la multiplication du nombre de scénarios multiplie également le nombre de variables 
opérationnelles et le nombre de contraintes à satisfaire. 
On en conclut donc que le fait de concevoir en plusieurs étapes réduit grandement les 
temps de calcul, puisque la procédure itérative obtient les meilleurs temps de calcul. De même 
la procédure en deux étapes obtient des temps de calcul bien plus courts que la procédure 
intégrée alors que toutes deux ont 64 périodes à prendre en compte.  Cela s’explique, car 
l’espace de recherche est réduit pour les itérations suivantes. De plus, on observe que le nombre 
de périodes à prendre en compte influe grandement sur le temps de calcul. A titre d’exemple, 
la procédure pic sur 8 périodes demande bien plus de temps que la procédure sans flexibilité 
sur 4 périodes. 
3.2.3 Comparaison du coût des solutions flexibles 
Désormais, le coût des différentes solutions obtenues est comparé à travers la Figure V-
12. Les coûts sont comparés à la solution nominale. Tout comme pour les études précédentes, 
les coûts fixes du gaz naturel sont déduits des coûts totaux, ce qui permet de focaliser les valeurs 
étudiées sur les frais d’investissement et sur les coûts opérationnels qui dépendent des 
équipements installés. 
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Figure V-12. Comparaison du Coût Actuel Net (sans coûts fixe) des différentes solutions en fonction de 
leur flexibilité. 
Comme prévu, on remarque qu’ajouter de la flexibilité à un système se traduit 
inévitablement par une augmentation du coût. Cette approche permet aux décideurs de mesurer 
l’effort financier qu’ils devront consentir pour gagner en flexibilité. 
Pour détailler cette figure, la solution nominale est à 0% de flexibilité comme indiqué 
auparavant. Parmi les différentes solutions avec 10% de flexibilité, on ne trouve pas le même 
point pour toutes les procédures. Le meilleur résultat en termes de coût global est obtenu avec 
la solution intégrée qui présente une augmentation du Coût Actuel Net de 2,2%. Très proche de 
ce résultat, la solution en deux étapes est à 2,4% d’augmentation. Vient ensuite la solution pic 
avec 4,7% d’augmentation et pour finir la solution itérative à 6,6%. Ce qui prouve que si la 
procédure intégrée permet d’obtenir l’optimum global, les autres solutions n’obtiennent qu’un 
optimum local. En effet, les autres solutions ont des temps de calcul réduits, au prix de la 
réduction de l’espace de faisabilité en plusieurs étapes. 
Pour continuer, la tendance de l’évolution du coût en fonction de la flexibilité, les 
solutions en deux étapes obtiennent les meilleurs résultats pour 20 et 30% de flexibilité. Les 
solutions itératives augmentent irrégulièrement, en effet la solution itérative étant plus coûteuse 
que les autres solutions à 10% et 30% de flexibilité, se retrouve moins coûteuse à 20%. Cette 
irrégularité est liée au fait que les nombreuses itérations réduisent encore plus l’espace de 
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Une autre analyse intéressante pour évaluer le fonctionnement des différentes 
procédures est l’observation de l’augmentation du nombre d’interconnexions avec les 
différentes procédures. Cette augmentation est fournie dans la Figure V-13. 
 
Figure V-13. Comparaison entre l’augmentation du nombre d’interconnexions et l’augmentation de la 
flexibilité des différentes solutions. 
Tout d’abord, il convient de noter que cette fois-ci, la solution nominale comprend 15 
interconnexions. Alors que dans les chapitres précédents il y en avait 32 sur le même cas 
d’étude. Cela montre donc que la linéarisation par morceaux de la capacité des chaudières qui 
a été ajoutée au modèle a permis de dimensionner les chaudières au juste nécessaire et de réduire 
le nombre d’interconnexions. Cela montre aussi qu’une partie des interconnexions étaient liées 
à ce biais de discrétisation. Ensuite, l’analyse de la Figure V-13 montre qu’avec ces procédures, 
l’augmentation de la flexibilité va de pair avec l’augmentation du nombre d’interconnexions. 
On peut donc en déduire que les interconnexions apportent de la flexibilité à moindre coût. 
Néanmoins l’augmentation de la flexibilité telle que réalisée dans cette procédure va donc 
également augmenter la complexité et l’interdépendance des industries. 
Ensuite, quant à l’évaluation de solutions obtenues avec les différentes procédures, la 
procédure pic, obtient des coûts assez importants. Bien que cette procédure surdimensionne le 
réseau, les coûts obtenus sont comparables à la procédure itérative. En augmentant la flexibilité 
du réseau, l’augmentation du coût avec cette procédure est plus régulière que l’augmentation 
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La procédure itérative, elle est assez coûteuse par rapport aux autres procédures, car le 
nombre d’itérations est important. De plus les résultats obtenus ont pour défaut d’être fortement 
tributaires de l’ordre des itérations, à définir en fonction du cas d’étude traité. En définitive, 
cette procédure sera recommandée dans les cas où des temps de calcul faibles sont requis. 
Pour continuer, la solution intégrée permettra d’obtenir les meilleurs résultats, car en 
intégrant dans la même étape d’optimisation l’ensemble des scénarios de manière à obtenir 
exactement la flexibilité requise, c’est l’optimum global que cette procédure permet d’obtenir. 
Néanmoins la contrepartie de cette procédure est un temps de calcul bien plus important. Cette 
procédure ne sera pas adaptée à une complexification du modèle ou de la procédure qui 
augmenteraient encore les temps de calcul. 
Enfin, la procédure en deux étapes obtient des résultats proches de l’optimum global 
pour 10% et obtient globalement de meilleurs résultats que les autres procédures. Cela 
s’explique, car la conception flexible doit être capable de répondre aux différents scénarios de 
déviation, mais aussi à la demande nominale. De ce fait, l’optimum global de la procédure 
intégrée inclut le réseau nominal, ou du moins un réseau proche. Tout comme la procédure en 
deux étapes qui a pour contrainte de contenir le réseau nominal obtenu lors de la première étape 
d’optimisation. En conclusion sur cette procédure, les temps de calcul, grandement diminués 
par rapport à la procédure intégrée et les résultats très intéressants peuvent justifier l’emploi de 
cette procédure sur des systèmes complexes. C’est donc cette procédure qui est retenue pour 
concevoir des réseaux flexibles.  
Pour conclure sur ces procédures, on constate que sans cette étude le réseau n’aurait eu 
aucune flexibilité. Il est donc nécessaire d’intégrer la conception de réseaux flexibles aux autres 
procédures de conception en vue de garantir la durabilité d’un EIP. Quant à l’analyse des 
réseaux conçus, globalement, pour minimiser le coût, les procédures d’augmentation de la 
flexibilité ont tendance à focaliser la production de vapeur sur quelques grandes industries 
desquelles seront approvisionnées tour à tour les autres industries qui font face à une déviation 
de leur demande. On peut en déduire que si l’on compare les deux principaux types d’EIP : les 
regroupements autour de grandes industries et les EIP avec des industries à taille égale, les coûts 
les plus bas garantissant la flexibilité sont obtenus dans le premier cas, où quelques grands 
industriels centralisent la production pour les autres industries. Néanmoins dans ce cas une forte 
dépendance est créée vis-à-vis des industries « centrales ». Associer la conception d’un réseau 
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flexible à l’étude de l’interdépendance du réseau paraît donc intéressante pour réduire ces 
risques. 
4. Conclusion 
Dans ce chapitre une procédure générique a été mise au point pour la conception 
optimale de réseaux flexibles pour les EIP. L’indicateur retenu pour évaluer la flexibilité d’un 
réseau d’énergies d’un parc éco-industriel est l’indice de résilience (RI). En effet, en évaluant 
les déviations des paramètres indépendamment les uns des autres, le nombre de déviations est 
limité et il est donc applicable sur des réseaux d’échanges complexes en nombre de variables 
et de paramètres d’entrée tel qu’un EIP. De plus cet indicateur ne nécessite pas de connaitre les 
probabilités d’apparition des différentes perturbations. Le paramètre étudié est donc la déviation 
maximale que le réseau peut supporter pour toutes les demandes d’une industrie fluctuant 
simultanément alors que les autres industries fonctionnent selon leurs conditions nominales. 
Le principe de la procédure développée est de fixer un seuil de flexibilité que le réseau 
devra être capable de satisfaire. Ce seuil est fixé par les experts ou les décideurs, plus il sera 
élevé, plus le réseau sera coûteux, mais plus le réseau sera capable de faire face à des 
fluctuations importantes. Ainsi, le modèle est optimisé pour répondre à la demande nominale 
et à un ensemble de scénarios de déviations. Un scénario est produit pour chaque déviation 
étudiée. Les temps de calcul augmentent donc avec le nombre de scénarios pris en compte. 
L’analyse du réseau d’énergie de l’EIP développé dans le chapitre II a aussi permis 
d’observer que les principaux éléments apportant de la flexibilité sont les turbines et les 
chaudières surdimensionnées. Cela pourrait être également les moyens de stockage ou les 
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Conclusions 
L’écologie industrielle représente un moyen efficace de produire nos biens et services 
tout en relevant les défis économiques et environnementaux auxquels l'humanité est confrontée. 
A travers les EIP qui établissent un réseau d’industries à l’échelle locale, la gestion des 
ressources et des énergies est optimisée de manière à dissocier création de richesses et 
extraction de ressources naturelles. Cependant, ce concept popularisé dès les années 90 (Frosch 
et Gallopoulos, 1989) peine à se développer et à se généraliser. De plus, la fraction de projets 
d’EIP existants a besoin d’être pérennisée et de réussir à continuer à recruter de nouveaux 
participants. 
Ainsi, cette thèse a pour objectif la conception optimale des réseaux de ressources pour 
favoriser le développement d’EIP durables. Les freins à ce développement ont été déterminés 
dans le Chapitre I. Ils sont présentés dans la Figure VI-1, ci-dessous. Cette figure indique 
également les freins levés dans chaque chapitre de la thèse.  
 
Figure VI-1. Freins au développement des EIP levés au cours des différents chapitres de la thèse. 
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L’analyse de la bibliographie a notamment permis de mettre en évidence des 
problématiques : 
-  Le manque d’approches génériques couplant différents flux (matières, énergies, 
eau, déchets) ; 
- La nécessité d’utiliser des approches multi-objectif pour traiter de ces systèmes 
complexes ; 
- La faible part de publications sur les réseaux d’énergie de par la complexité 
supplémentaire qu’ils représentent : variabilité des flux au cours du temps, gestion 
de flux de différents types, stockage difficile… 
En vue de lever ces verrous scientifiques, la problématique de cette thèse est le 
développement de procédures d’optimisation multi-objectif pour la conception des réseaux 
d’échanges couplés des EIP, en particulier des réseaux d’énergies intégrant également les 
énergies renouvelables. Ces procédures doivent permettre de remédier aux freins au 
développement des EIP identifiés précédemment. 
Dans le chapitre II, une approche systémique a été utilisée pour développer un modèle 
générique de réseaux de ressources (matières, énergies, eau, déchets) des EIP. Ce modèle se 
base sur une superstructure et la modélisation suit une approche dite boîte grise. C’est-à-dire 
que les différents processus du réseau sont représentés par des opérations unitaires pouvant être 
interconnectées. Ce modèle a servi à la modélisation d’un réseau d’énergies couplé prenant en 
compte la dimension temporelle. Les réseaux d’énergies couplés sont le réseau de vapeur d’un 
système d’utilité et le réseau d’électricité d’un HRES qui intègre des sources d’EnR. Pour 
subvenir à la demande, le dimensionnement concerne les sources d’énergie, mais aussi les 
interconnexions entre les industries. Les turbines jouent le rôle de point de couplage entre le 
réseau de chaleur et le réseau électrique. Dans une démarche intégrée, les flux échangés sont 
également planifiés au cours des différentes périodes. Ce modèle permet à chaque industrie de 
travailler de manière autonome ou en réseau. 
Une première étude a montré le fonctionnement du modèle, avec une optimisation 
mono-objectif du Coût Actuel Net du réseau d’énergie de l’EIP. Tout d’abord, un cas d’étude 
de 3 industries a permis d’observer le dimensionnement du réseau, des équipements et 
l’allocation des flux au cours du temps. Un second cas d’étude de plus grande taille conçoit le 
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réseau d’énergies de 10 industries de l’EIP de Yeosu. Une comparaison est effectuée entre la 
situation en EIP pour les industries et la situation où elles sont autonomes. La solution en EIP 
permet de réduire le coût global du projet de 4,7%. La majeure partie du coût, liée au 
combustible, est incompressible. Cependant, la réduction est significative au niveau des 
investissements (le coût des chaudières est réduit de -56% par exemple). Une analyse post-
optimale évalue ensuite le dimensionnement des sources du HRES avec un coût de revente de 
0,05€/kWh et de 0,10€/kWh. La conclusion est que le prix d’achat et de revente est un facteur 
clé pour le dimensionnement de ces sources lorsque le HRES est connecté au réseau externe. 
La deuxième partie du chapitre II traite le problème de l’optimisation multi-objectif du 
Coût Actuel Net et d’un impact environnemental lié à l’Analyse du Cycle de vie du réseau. La 
méthode d’optimisation -contrainte est utilisée, car elle permet d’obtenir un ensemble de 
solutions « compromis » (non dominées entre-elles) sur le front de Pareto. Parmi ces solutions, 
une solution finale est sélectionnée avec l'outil d’aide à la décision TOPSIS qui permet de tenir 
compte de la pondération des décideurs. Le cas d'étude porte cette fois-ci sur le réseau d’énergie 
de l’HRES. Les technologies de stockage par batteries et de production d’électricité par 
combustion de biomasse sont rajoutées. Désormais, le pas de temps est horaire en considérant 
une journée type sur chaque saison. L’étude de cas compare la production d’énergie d’un HRES 
entre une implantation en Allemagne et en Malaisie. Les batteries sont utilisées pour minimiser 
l’énergie issue du réseau externe. Le coût est plus important en Allemagne, car l’électricité du 
réseau externe y est plus chère. Cette étude a permis de mettre en évidence les différences 
d’installations optimales d’un pays à un autre, liées fortement au mix énergétique du pays dans 
lequel le parc est implanté. En effet, l’environnement proche et les paramètres externes du parc 
sont fortement influents sur sa conception et la méthode développée permet de proposer des 
solutions fiables en optimales. De plus elle a montré qu’une faible augmentation du coût du 
réseau permettait de réduire grandement les impacts environnementaux, ce qui confirme 
l’intérêt d’employer une approche multi-objectif dans la conception de ces systèmes. 
Le chapitre III se consacre au développement d’une procédure de conception multi-
objectif, permettant de minimiser la complexité du réseau. Un réseau complexe est vu comme 
un réseau présentant un nombre important d’interconnexions et d’industries (Allenby, 2009). 
La complexité est un frein au développement des industries, car les systèmes complexes sont 
moins prévisibles, moins contrôlables, et ils présentent plus de contraintes de gestions et de 
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maintenances. Plusieurs procédures de résolution sont proposées, leur principe repose sur 3 
étapes. Au cours de la première étape, afin de traiter des problèmes de grande taille, les 
possibilités de conception sont réduites, en limitant le nombre d’interconnexions 
sélectionnables, afin de réduire les temps de calcul souvent rédhibitoires. La seconde étape 
correspond à l’application de la méthode -contrainte en minimisant le coût du réseau et son 
nombre d’interconnexions. Lors de la dernière étape, la méthode TOPSIS est utilisée pour 
sélectionner la solution retenue. Les procédures sont testées sur un cas étendu qui comprend 15 
industries de l’EIP de Yeosu. Cependant, une procédure se détache.  Cette procédure consiste 
à fixer un seuil minimum pour les flux échangés, ce seuil augmente au fur et à mesure des 
itérations de la méthode epsilon-contrainte. De la sorte, le seuil de flux minimal est fixé tout au 
long de la procédure, alors qu’auparavant il était fixé empiriquement. La valeur du plus petit 
flux dans le réseau est un critère maximisé dans la méthode TOPSIS, dans le but de réduire les 
flux de trop petites valeurs qui n’auraient pas d’intérêt à l’échelle industrielle. La procédure 
retenue permet d’obtenir une réduction significative du nombre d’interconnexions (8 
interconnexions contre 32 pour la solution optimum économique), pour un surcoût de 10,8% 
lorsque la part incompressible du coût du combustible est retirée. En conclusion, l’augmentation 
des bénéfices (économiques, environnementaux) tend à complexifier le système (plus 
d’interconnexions pour parvenir à ces objectifs), néanmoins comme observé, la corrélation 
entre complexité et satisfaction des objectifs de l’écologie industrielle n’est pas linéaire, 
l’intérêt de cette démarche multi-objectif est donc de proposer des solutions qui réduisent 
significativement la complexité d’un réseau tout en réduisant faiblement les valeurs obtenues 
sur les autres objectifs. 
La réduction du nombre d’interconnexions en privilégiant des flux importants pose la 
question de l’interdépendance des industries et de la résilience du réseau. Ces questions sont 
abordées dans le Chapitre IV qui propose une méthode d’optimisation multi-objectif pour 
réduire l’interdépendance des industries tout en garantissant d’optimiser les différents objectifs 
de l’écologie industrielle. Le souhait de rester indépendant pour ne pas dépendre du bon 
fonctionnement des autres industries est une des raisons majeures qui freine le développement 
des EIP. De fait, en réseau, si les bénéfices se partagent, les défaillances se propagent. Cela 
implique la perte de la sécurité de ses approvisionnements, la perte de la maîtrise de sa 
production. De plus, l’interdépendance est également liée à la résilience d’un réseau, car lorsque 
deux industries dépendent fortement l’une de l’autre, la suppression de l’interconnexion les 
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reliant les affectera grandement. De même si le réseau est fortement interconnecté, cela est 
synonyme de réseau complexe. Dans cette étude, le focus est porté sur les interconnexions, 
vecteurs des échanges entre les industries. Dans cette approche, les critères pris en compte sont : 
-  La réduction du nombre d’interconnexions, tout en réduisant l’interdépendance. 
- La minimisation de la capacité des interconnexions, mesurée par la capacité 
maximale et la capacité moyenne des interconnexions. Les flux importants sont 
considérés comme représentant de plus fortes dépendances.  
- Et la réduction des écarts dans la répartition des flux entre les interconnexions, 
évalués par l’écart entre quartile 1 et quartile 3 de la répartition des capacités des 
interconnexions. Afin d’éviter d’avoir une petite part des interconnexions qui 
transportent une grande part des flux. 
De même que dans le chapitre précédent, une procédure en trois étapes est proposée. La 
première étape permet de réduire le nombre de variables binaires de sélection des 
interconnexions pour diminuer les temps de calcul. La deuxième étape vise à résoudre le 
problème d’optimisation en utilisant la méthode -contrainte, avec une contrainte additionnelle 
pour réduire la capacité maximale des interconnexions. La troisième étape correspond à la 
sélection d’une solution. Etant donné le nombre important de critères, c’est la méthode AHP 
qui est utilisée cette fois. La solution obtenue comporte désormais 19 interconnexions, avec une 
augmentation du coût de 2% (sans considérer la part compressible). La moyenne des capacités 
des interconnexions est de 48,5 tonnes/h contre 94,3 tonnes/h dans la solution retenue lors de 
l’étude précédente du chapitre III. La procédure a donc montré son efficacité pour contenir la 
répartition des capacités des interconnexions et éviter d’obtenir des interconnexions 
transportant des flux très importants. La complexité a donc été augmentée, mais 
l’interdépendance est quant à elle améliorée. 
 
La dernière étude, présentée dans le chapitre V, vise à développer des réseaux flexibles et 
optimaux. Le but pour les réseaux est qu’ils soient capables de faire face aux fluctuations non 
prévues lors de la conception. Contrairement aux procédures de conception flexible classiques 
qui surdimensionneraient les réseaux, cette méthode permet de dimensionner de façon optimale 
le réseau, au juste nécessaire. Tout d’abord, l’indice de résilience (RI) est retenu pour évaluer 
la flexibilité du réseau, car il est utilisable sans connaissances préalables des probabilités 
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d’apparition des évènements et avec un nombre de variations étudiées contenu, même lorsqu’un 
grand nombre de paramètres variants est à prendre en compte. Néanmoins, cet indicateur 
n’évalue pas l’ensemble des combinaisons de variations possibles. En ce sens, il est donc 
« optimiste ». Pour concevoir un réseau flexible, différentes procédures sont proposées, leurs 
principales différences sont le nombre de variations qu’elles prennent en compte. La procédure 
intégrée conçoit simultanément le réseau répondant à la demande nominale et à toutes les 
variations envisagées. Devant le grand nombre de scénarios à prendre en compte 
simultanément, cette procédure présente des temps de calcul très importants. C’est finalement 
la procédure en deux étapes qui semblent être celles qui présentent le meilleur compromis 
optimalité et temps de calcul. Avec cette procédure, garantir 10% de flexibilité a donc augmenté 





Dans ces travaux de thèse, les procédures ont été développées séparément les unes des 
autres, une perspective présentée ici, est d’intégrer ces différentes procédures en une procédure 
unique. En fonction de l’importance apportée à chaque frein par les différents décideurs, la 
procédure pourra être modulable en sélectionnant les différentes contraintes à appliquer (limite 
supérieure ou inférieure de capacité) et en apportant plus ou moins de poids aux différents 
critères. 
De plus, le couplage de la procédure de conception flexible avec la procédure de 
minimisation de l’interdépendance pourrait être un outil puissant en vue d’augmenter la 
résilience du réseau. En effet la procédure traitant de la flexibilité augmente la capacité du 
réseau à surmonter des perturbations. Néanmoins, comme vue dans le chapitre V, dans le but 
de minimiser le coût, cette procédure privilégie la centralisation de la production sur quelques 
industries, dont le réseau est fortement dépendant. En effet, si l’une d’elles quitte le réseau, 
c’est tout l’EIP qui est touché. Ainsi, coupler la procédure sur la minimisation de 
l’interdépendance permettra de privilégier une répartition équitable des échanges. Le résultat 
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sera alors une approche qui permettra de concevoir un réseau opérationnellement efficace, 
flexible et résilient. 
Modèle étendu 
Suivant l’approche systémique mise en place au cours de cette thèse, une suite 
intéressante pour cette thèse pourrait être d’étendre le modèle en y intégrant les réseaux de 
matières, d’eau, de déchets ou d’autres formes d’énergies. Pour se faire, il sera possible de se 
baser sur le modèle générique d’opération unitaire proposé dans cette thèse. Ainsi des 
équipements pourront être rajoutés à la superstructure. Ces équipements peuvent servir à la 
production ou à la conversion d’un flux vers un autre. La multiplication des points de couplages 
entre ces différents réseaux permettra de faire apparaître de nouvelles synergies. 
Une perspective intéressante dans l’extension de ce modèle est également la prise en 
compte du territoire de l’EIP, que ce soit pour l’intégration des autres industries environnantes, 
des zones résidentielles voisines. Ce dernier aspect est particulièrement intéressant pour faire 
évoluer l’appréciation sociale des parcs industriels. En effet, il s’agirait de concevoir des EIP 
qui apportent sur le plan de l’attractivité économique du territoire, de la diminution de la 
pollution engendrée par les industries, mais aussi qui peuvent fournir un service aux riverains. 
A titre d’exemple, il peut s’agir d’alimenter un réseau local de chaleur destiné à approvisionner 
les habitations voisines. 
Simultanément à l’évolution de la portée du modèle, une autre dimension à faire évoluer 
est la dimension temporelle. En effet, l’échelle de temps prise en compte et les périodes doivent 
être adaptées au cas d’application du modèle et à son objet d’étude. Avec une échelle de temps 
plus détaillée, une étude intéressante à réaliser pour apporter de la flexibilité aux réseaux 
d’énergies concerne les techniques de Maîtrise de la Demande en Energie. Ces techniques 
consistent à piloter une partie de la demande pour faire face aux manques de production ou aux 
pics de demande (Jabir et al., 2018). 
Comme vu dans cette thèse, un travail devra être réalisé afin de trouver le bon 
compromis entre augmentation de la taille du modèle et capacité de la méthode d’optimisation 
à atteindre ou à se rapprocher de l’optimum global. En effet la résolution d’un modèle de grande 
taille est souvent limitée par les temps de calcul. 
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Considérer les intérêts individuels de chaque acteur 
Enfin, une perspective intéressante à ces travaux est la considération des intérêts ou des 
objectifs individuels de chaque acteur. Dans l’étude précédente, les objectifs sont ceux pour le 
réseau entier. Pour atteindre le meilleur résultat global, il est donc possible qu’une partie des 
industries doivent faire des concessions.  Pour pallier cela, une solution consisterait à attribuer 
un degré de satisfaction à chaque industrie. L’objectif global serait alors la maximisation du 
degré de satisfaction de l’industrie la moins satisfaite. 
De même, le modèle générique développé dans cette thèse peut servir de base à des 
approches basées sur la théorie des jeux (Ramos, 2016). Désormais au lieu de considérer le gain 
global de l’EIP, c’est le gain individuel de chaque industrie qui est pris en compte. Selon cette 
théorie, une condition pour que l’industrie rejoigne l’EIP est que son gain soit supérieur 
lorsqu’elle fait partie de l’EIP par rapport à la situation où elle est autonome. Dans une 
démarche multi-objectif, la modélisation est alors multi-niveaux où les industries occupent un 
niveau avec leurs objectifs qui est généralement la minimisation de leurs coûts et les 
collectivités occupent un niveau supérieur avec pour objectifs la minimisation de l’impact 
environnemental. 
Enfin, pour envisager le recrutement d’une industrie dans un EIP, la procédure 
développée dans cette thèse pourrait permettre de suggérer le profil d’industrie la plus 
avantageuse. Pour ce faire, le réseau existant serait fixé, et une industrie serait conçue pour 
satisfaire les différents critères à optimiser. Il est également possible d’évaluer à tel point une 
industrie donnée peut apporter au réseau existant, en concevant le nouveau réseau optimal et en 
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