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Abstract The select ion st rategy of materialized view is one of the important issues of data w arehouse
research. Its go al is to elect a group of materialized v iew s, w hich could cut dow n the co st of the query
g reat ly on the basis of the lim ited storage space. T he cost model is pr opo sed at f ir st . T hen, a new
dynam ic select ion st rateg y of materialized view s for mult i dimensional data ( NDSMMV) is presented,
w hich is composed of four algor ithms: CVGA ( candidate view generat ion algor ithm) , IGA ( improved
g reedy alg orithm ) , MAMV ( modulat ion algorithm of materialized view s) and DMAMV ( dynamic
modulation alg orithm of mater ialized view s) . CVGA gener ates the candidate view set based on mult i
dimensional data lat t ice, w hich reduces the number of candidate v iew s to decrease the space search
cost and t ime consumpt ion o f the following algo rithm. IGA selects materialized view s taking account
of v iew query , view maintenance and space const raint. MAMV modulate the mater ialized view s
according to the change of the materialized view prof it, w hich impr oves the capability of querying
materialized view s. DMAMV uses the sample space to judge w hether it is necessary to change the
view set w hich can avo id sharp dither. T he compar at ive experiment indicates that NDSMMV oper ates
more effect iv ely than BPUS and FPU S in the r espect that CV GA reduces the amount of view s
beforehand. IGA selects the mater ialized v iew s quickly , MAMV modulates the materialized view s
accur ately, and the query expense decr eases fur ther w ith the modulat ion o f the DMAMV on line,
w hich validates the ef ficiency of NDSMMV.
Key words materialized view ; dynamic select ion; mult i dimensional data; candidate v iew ;
data w arehouse
摘 要 物化视图的选择策略是数据仓库研究的重要问题之一.通过深入研究提出了一种多维数据集中
物化视图动态选择的新策略 NDSMMV, 包括候选视图生成算法 CVGA、物化视图选择算法 IGA、















[ 2]提出了基于多维数据格模型的 BPU S 算法; 文
献[ 3]提出了以物化视图的尺寸为选择标准, 算法时




















算法 DCO ( dynamic cache optim izat ion ) ;文献[ 10]
根据用户查询多样性的特点, 提出了基于粗糙集聚




算法和 IMDVSA 算法. 文献[ 13]提出的基于单位
空间上的查询频率的视图选择方法( FPUS) , 能较










BPU S算法 IGA 算法、物化视图集调整算法
MAVM 和物化视图的动态调整算法 DMAVM .
1 物化视图代价模型
定义 1. 多维数据格[ 2] . 不同综合程度的多维
数据集合称为一个数据结点(视图结点) . 一个多维
数据模式中的所有数据结点构成一个格, 其中:
1) 数据结点间的偏序 ∀ 定义为给定结点 u 和
v , u ∀ v 当且仅当仅利用 v 即可计算出u. 即 v 的各
维上的级别均低于或等于u 的相应维上的级别;
2) 格中最大元记为 V base , V base上各维的级别为
该维中最低的. 一般假定 V base的数据是已知的, 可
利用它计算格中任意结点的数据.
在物化视图的选择过程中, 需要再估计数据结
点 v 的尺寸,记为| v | .
在系统构建阶段, 我们粗略地给出一个初始用
户查询集 Qset= { q1 , q2 , #, qn} ; 而查询集 Qset中每
个查询 qi 的发生概率为 f qi ( f qi ∃ FQset , FQset为查询
概率集)在没有统计数据条件下,可以根据用户需求
和管理员的经验确定.
定义 2. 影响视图.一个查询 qi 的查询结果通
常可以从多维数据格图的多个视图结点计算出, 其
中计算代价最小的视图称为查询 qi 的影响视图 v i .
对数据仓库的每一个查询 qi , 可以按其 group
by 子句在多维数据格图上找到相应的影响视图 v i ,
设 v i 和 v i 的所有父结点构成的集合为 f ather ( v i ) ,
qi 可以从 f ather ( v i )中的任何一个视图得到查询
结果.
定义 3. 视图的查询概率. 以视图 v i 为其影响
视图的查询的概率之和称做该视图的查询概率, 用
p ( v i )表示, 则 p ( v i ) = %
qi ∃ Qi
f qi ,其中 f qi ∃ FQs et , Q i
为初始用户查询集Q set中以视图 v i 为其影响视图的
查询的集合.
定义 4. 物化视图的访问者集合. 对于物化视
图 v, 为响应其上的查询而访问 v 但不同于 v 的那
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些视图的集合称为物化视图 v 的访问者集合, 记为
Q( v) .显然,若 u ∃ Q( v) ,则 u 没有被物化, u ∀ v 且
不存在另外的物化视图 w , 使得 u ∀ w 但 | u | <
| w | . 若 u ∃ Q( v) ,我们称 v= Q - 1( u) .
定义 5. 物化视图的查询概率. 对于物化视图
集 V 中的一个物化视图 v i ,在 v i 上响应查询而使得
计算代价最小的查询概率之和称为物化视图 v i 的
查询概率,记为P ( v i ) ,显然, P ( v i ) = p ( v i ) + %
u ∃ Q( v i)
p ( u) .
定义 6. 物化视图集 V 的总体查询代价. 若物
化视图集 V 中每个物化视图 v i 的查询概率为





, V) = %
v i ∃ V
P ( v i ) & | v i | .
定义 7. 物化视图集 V 的总体更新代价. 若物
化视图集 V 中每个视图 v i 的更新概率为R ( v i ) ( R




CU V , FUset = %
v i ∃ V
R ( v i ) & | v i | .
定义 8. 物化视图集 V 的总体代价. 若给定一
个多维数据集 MD 和初始用户查询集 Q set、相应的
查询概率集 FQset以及视图更新概率集 FUs et ,则选择
生成一个物化视图集 V 的总体代价为
TC V ( Qset , F Qset , V , FUset ) =
CQ (Qset , FQset , V ) + CU ( V , FUset ) .
2 物化视图动态选择新策略 NDSMMV
2. 1 候选视图生成算法 CVGA








法 CVGA ,选出多维数据格中有希望的部分, 从
而大幅度降低了视图选择阶段算法的复杂度, 使策
略完全适用于物化视图的动态调整.
定义 9. 子视图. 对于视图 v , 若 u 与 v 至少满
足下列条件之一:
1) u ∀ v, 即 u 与 v 满足偏序关系且| u | < | v | ;
2) u ∃ v , 即 u 可由 v 进行投影或选择操作直
接得到,则称 u 为 v 的子视图, v 的子视图的集合称





( candidate view s) .
定义 10. 候选视图.若一个视图 v i 满足以下两
个条件之一,则称为候选视图 CV:
∋ v i 的查询概率大于零,即 p ( v i )> 0;
( p ( v i ) = 0, 至少存在两个不同的候选视图
u1 , u2 . 使得 u1 ∃ H ( v i ) , u2 ∃ H ( v i ) , 且 u1 H (u2) ,






算法 1. 候选视图生成算法 CVGA.
Procedure CVGA ( Qset , FQ set , V set ) .
输入:给定的常用查询集合 Q set、常用查询集对
应的查询概率集 FQse t以及多维数据格图 V set .
输出:候选视图集 CV、候选视图查询概率集 P.
CV=  ; P=  ;
for each qi ∃ Q set
{根据 qi 的分组属性,找到其相应的影响视图
v i ∃ V set ;
p ( v i )= p ( v i ) + f qi ; * f qi ∃ FQset *
P= P ) p ( v i ) ; }
for each v i ∃ V set
{ if p ( v i )> 0 L = L ) v i ; }
M= L ; N =  ;
while M ∗  
{ for each v i ∃ M
{ for each v j ∃ L and v i ∗ v j
{ F i= f ather ( v i ) ;
* each w ∃ L , v i ∀ w *
F j= f ather( vj );
* each w ∃ L, v j ∀ w*
if v i ∃ F j cont inue;
if v j ∃ F i cont inue;
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R= F i +F j ;
for each v k ∃ R
{ if v k L N = N ) v k ; } } }
M= N ; L = L ) N ; N =  ; }
CV= L ;
return ( C V, P) ;
本算法借鉴了 CVLC 的思想 [ 7] ,生成候选视图
对物化总代价最小的充分性和必要性证明可参阅文
献[ 7] .
2. 2 物化视图选择算法 IGA
物化视图的选择问题已经被证明是 NP hard
问题,不存在多项式时间的算法. 我们采用改进的
BPU S算法作为算法的第 1 部分, 然后根据查询概
率对第 1步计算得到的物化视图集合进行调整.
定义 11. 视图物化的相对单位空间效益. 设已
选择的物化视图的集合为 V, v V , 则相对于 V 而
言,物化 v 所带来的相对效益为
B( v, V ) = ( ( | Q
- 1
( v ) | - | v | ) & p ( v) +
%
u ∃ Q( v)
( | Q
- 1
( u) | - | v | ) &
p ( u) - c & R( v) & | v | ) | v | .
公式中 c为权重, 由设计者根据视图维护开销
相对于查询计算开销的重要程度来指定. 本文指定
为 1. R( v )表示视图 v 的更新概率.
BPU S算法仅考虑了视图的查询因素, 而我们
提出的改进算法 IGA ( improved greedy alg orithm )
则采用基于三元(视图查询、维护和系统存储空间)
的综合评价标准.此外, BPU S算法虽然体现了视图
之间的依赖关系, 但忽略了查询概率分布, 而 IGA
算法从这两方面进行了综合考虑.
算法 2. 物化视图选择算法 IGA.




V= V base ; * 事实表是第1个应被物化的视图*
Space= Sp ace - | V base| ; Sear ch= T rue;
CV = CV - { V base } ;
while ( Search= = T rue and CV ∗  )
{ select v ∃ CV, 使得 B( v, C V)最大
if B( v, C V) < 0
S ear ch= False;
else
if Sp ace, | v |
{ V= V ) v;
Sp ace= S pace- | v | ;
CV= CV- { v } ; }
else
S ear ch= False; }
retur n MAMV(Sp ace, CV, V ) ;
假设多维数据格图共有 n 个视图结点,经过算
法 1的处理后, 参与算法 2 的视图数目为 n ( ,







1 2 . 随着 的增加,算法时间复杂度呈指数趋势急
剧下降,极大地降低了时间复杂度.








算法 3. 物化视图调整算法 MAMV.




S ear ch= T rue; V temp=  ; V remove=  ;
while (CV ∗Null and V ∗Null and Search = = True)
{ v = CV 中 f ( v) | v |最大的视图;
u= V 中 f ( u) | u| 最小的视图;
if ( f ( v) | v | )< ( f ( u) | u | )
Sear ch= False;
else
if Sp ace> | v |
if C(V ) { v } )< C( V) * 比较代价*
{ V= V ) { v} ; CV= CV- { v } ;




{ Search1= Tr ue;
while ( S earch1= = T rue and V ∗ Null)
{ w= V- V remove中第 1个视图;
if ( ( v ∃ H (w ) or w ∃ H ( v ) ) and C
(V ) { v} - { w } )< C(V) )
if ( Sp ace+ | w | ,| v | )
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{ V= V ) { v}- { w } ;
C V= CV- { v} ;
Sp ace= S pace+ | w | - | v | ;
Sear ch1= False;
V r emove=  ; }
else
if ( C( V)> C(V- { w } ) )
{ V = V - { w } ;
S pace= Sp ace+ | w | ; }
else
{ V remove= V remove ) { w } ;
if V = = V remove
Sear ch1= False; }
else
{ V temp= V temp ) { w } ;
V= V- { w } ; } }
if ( Search1= = True and V = =
Null) o r ( Sear ch1= = False
and V r emove ∗N ull)
CV= CV- { v } ;




MAMV算法的时间复杂度为 O(nlog2 n) . 当系
统中经过算法 1筛选后的候选视图数量还较多时,
可以为这些候选视图按照 p ( v) | v | 建立索引. 这样
其时间复杂度仅相当于所选择的物化视图的个数.
















的查询发生次数作为一个统计周期.查询概率p i ( n)
指的是在第 n个统计周期T ( n)里视图 v i 发生查询
的频率(查询次数 统计周期) .
定义 12. 有效样本空间. 在当前的统计周期 T
( n)内,发生的 n个查询事件集合{ q1 , q2 , #, qn} ,
称为有效样本空间,记做 Qset ( n) .




定义 13. 有效样本集合. 在 Qset ( n)内, 查询事
件相对应的影响视图集合为{ v 1 , v 2 , #, v k } ,称为有
效样本集合,记做 V set ( n) .
通过观察 Qset ( n)内查询代价的数学期望的变
化,对查询视图类型分布变化来进行定量的估计,数
学期望为 En( V) = %
n
i = 1
p i ( n) & | v i | . 此外还需要
通过计算均方差来判断查询代价同 E ( V)的偏离程
度.有效样本空间 Q set ( n)内的方差公式为
D n( V ) = %
n
i= 1
( | v i | - E n( V) )
2 & p i ( n) .
在两个相邻的样本空间内, 若两个视图 v i 和
v j , | v i | = | v j | , 在 T ( n- 1)周期中, p i ( n- 1) = p 1 ,
p j ( n- 1) = p 2 , p 1 ! p 2 , 在 T ( n)周期中, p i ( n) =





G( v) = %
n
i= 1
( ( p i ( n) - p i ( n - 1) ) & | v i | ) 2 .
所以在两个相邻样本空间内如果数学期望
En( V) /E n- 1 ( V ) , 且 D n( V) /D n- 1( V ) , G( v ) <
up_l imit ,则两个样本空间查询视图分布基本一致,
反之,物化视图就需要调整.
算法 4. 物化视图动态调整算法 DMAMV.
Procedure DMAMV( Sp ace, Qset ( n) , FQ set ( n) ,
V set , En- 1 ( V set ( n- 1) ) , D n- 1 ( V set ( n - 1) ) ) .
输入: 用户查询集 Qset ( n)、统计出的该周期内
各查询的查询概率集 FQset ( n)、多维数据格图 V set、
可用空间 Sp ace、样本空间 Q set ( n- 1)的数学期望
En- 1( V)和方差 D n- 1 ( V) .
输出:调整后的物化视图 V.
( V set ( n) , P( n) ) = CVGA (Q set ( n) , FQset ( n) , V set ) ;
{ if Check_Mod if y ( V set ( n) , P ( n) , E n- 1( V set ( n
- 1) ) , D n- 1( V set ( n- 1) ) )
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I GA ( Sp ace, V set ( n) ) ;
return V ; }
Check_Mod if y ( )计算数学期望 E n( V)和方差
D n( V) ,并同上一个样本空间 Qset ( n- 1)的数学期
望 En- 1 ( V )和方差 D n- 1 ( V ) 比较, 此外还要计算




代表性的有 BPU S和 PBS,其中 PBS算法较快达到
O(nlog2n) ,然而该算法需要一定的前提条件(要求
其格图属于 SR hypercube latt ice ) , 使该算法在实
际应用中受到较大的限制. 而在现有的物化视图动




( Pentium 0 2. 93GHz CPU , 1GB RAM ) , 运行
Window s 2003 Sever 操作系统, 数据库平台为
Or acle 9i,算法用 JBuilder2006实现.
3. 2 性能分析与对比
BPU S算法的时间复杂度为 O( kn
2
) ,在允许物
化视图数 k 相同的条件下, 算法的时间消耗与结点
总数 n的平方成正比,而 FPUS 算法的时间复杂度
为 O(nlog2 n) . N DSMMV 策略的开销包括 CVGA
生成候选视图格图 O( d2 + dm) , d 为与用户查询直
接对应的视图数量, m 为生成候选视图的数量,
m= n ; IGA 算法第 1步进行初步物化视图选择为
O( km
2
) ; IGA 算法第 2步调用 MAMV 算法对初步
选择的物化视图集进行调整 O(mlo g2m) ;物化视图
动态调整算法 DMAMV 中判断是否要动态调整的





都有 4个层次. 在 3个实验中均利用模拟的查询发
生器产生 2000次查询事件, 统计周期为 100次, 其
查询的分布满足 2~ 8 原则, 即 80%查询量产生于
20%的查询.
实验 1 中我们不断增加数据集的维数, 从 3 个
维逐渐增加到 7个维. 每次统计周期结束后分别调
用 BPUS 算法、FPUS 算法和 NDSMMV 策略进行
比较.具体的算法实验对比效果如表 1所示:
Table 1 Comparison of Running Time
表 1 运行时间对比 s
Dimen sion
Algorithm
BPUS NDSMMV FPU S
3 0. 26 0. 37 0. 07
4 1. 44 0. 42 0. 10
5 8. 43 0. 51 0. 37
6 46. 61 0. 61 1. 18
7 453. 77 0. 70 4. 03
由表 1 可见, NDSMMV 策略相对于单纯的
BPU S算法其算法时间开销很低,完全可以适用于
物化视图的在线动态调整. 此外,在维数较少时三者
之中 FPU S算法时间开销最小, NDSMMV 策略开
销最大. 这是因为候选视图生成算法 CVGA 减少的
视图数量有限,使得 m / n, 故 NDSMMV 策略的算
法复杂度为 O( km2 ) /O( kn2 ) , 大于 FPU S算法的
O( nlog 2n) . 此时的 NDSMMV 策略速度甚至不如
BPU S算法,主要原因有二,一是候选视图生成算法




随着维数的增加, BPU S 算法的时间开销增长
极为快速, 呈指数增加, 而 NDSMMV 策略的时间
开销增加则非常缓慢, 基本上是线性的.当数据集维
数增加后,由于 NDSMMV 策略中的候选视图算法









Fig. 1 Compar ison of aver age quer y time.
图 1 平均查询时间对比
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由图 1可见, N DSMMV 策略所选择的物化视
图集在对查询的响应性能方面明显优于 BPU S 算
法和 FPU S算法. 其主要原因是 BPUS 算法是概率
无关算法,选择的视图集合相对固定,没有考虑查询



















询区间没有对物化视图进行调整, 分别在 400 ~
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Research Background
Materialized view s for multi dimensional data can improve the per formance of data warehouse, but number s of mater ialized
view s will cost lots o f space and time. The mater ialized v iew select ion problem is one of the most impor tant decisions in
designing a data w arehouse. I n this paper , we present a new dynamic selection strat eg y of materialized v iews for multi
dimensional data ( NDSMMV) , which is composed of four alg or ithms: CVGA ( candidate v iew gener ation alg or ithm) , IGA
( improved g reedy algo rithm ) , MAMV ( modulation alg o rithm o f mater ialized views ) , and DMAMV ( dynamic modulation
alg or ithm o f mater ialized v iews ) . CVGA generates the candidate view set based on multi dimensional data latt ice, w hich
reduces the number o f candidat e v iews to decrease t he space search cost and time consumption o f the fo llow ing alg o rithm. IGA
select s mater ialized view s taking account of v iew query , v iew maintenance and space constr aint. M AM V modulate the
materialized v iews acco rding t o the change of t he materialized view profit , which improves the capability o f quer ying
materialized v iews. DMAMV used the sample space to judge w hether it is necessary to change t he view set and avo id sharp
dit her . Our w ork is suppo rted by the National Natural Science Foundation o f China ( 50604012) and the Advanced Techno lo gy
Foundation of Fujian Province ( 2003H 043) .
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