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Dyskretne przekształcenie Fouriera 
 
Dyskretne przekształcenie Fouriera (ang. Discrete Fourier Transform - DFT) jest jedną z 
dwóch najbardziej popularnych i wydajnych procedur spotykanych w dziedzinie cyfrowego 
przetwarzania sygnałów. (Drugą jest filtracja cyfrowa.) DFT pozwala nam analizować, badać i 
syntetyzować sygnały w sposób niemożliwy do wykorzystania przy przetwarzaniu sygnałów 
ciągłych (analogowych). Pomimo tego, że jest ono obecnie używane w prawie każdej dziedzinie 
inżynierii, ujrzymy zastosowania dla DFT, pozwalające nadal mu rozkwitać, jako że jego 
użyteczność staje się coraz szerzej rozumiana. Z tego powodu właściwe rozumienie DFT jest 
obowiązkowe dla każdego, kto działa w dziedzinie cyfrowego przetwarzania sygnałów. 
DFT jest procedurą matematyczną używaną do wyznaczenia zawartości harmonicznej, lub 
częstotliwościowej, sygnału dyskretnego. Niezależnie od tego, że dla naszych celów sygnałem 
dyskretnym jest zbiór wartości otrzymany w wyniku równomiernego próbkowania w dziedzinie 
czasu sygnału ciągłego, stwierdzimy, że DFT jest użyteczne w analizie dowolnych ciągów 
dyskretnych niezależnie od tego, co taki ciąg reprezentuje w rzeczywistości. Pochodzeniem DFT 
jest, oczywiście, ciągłe przekształcenie Fouriera X(f), zdefiniowane jako 
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gdzie x(t) jest pewnym sygnałem ciągłym w dziedzinie czasu. 
W dziedzinie przetwarzania sygnałów ciągłych równanie (l) jest używane do przetworzenia 
funkcji x(t) ciągłej w dziedzinie czasu w funkcję X(f) ciągłą w dziedzinie częstotliwości. 
Następująca po tym ocena wyrażenia dla X(f) pozwała nam określić zawartość częstotliwościową 
dowolnego sygnału interesującego nas w praktyce i otwiera szeroki wachlarz możliwości analizy 
i przetwarzania sygnałów w dziedzinie inżynierii i fizyki. Można by twierdzić, przekształcenie 
Fouriera jest najbardziej dominującym i rozpowszechniony mechanizmem matematycznym, 
dostępnym w celu analizy systemów fizycznych (Dobitny cytat z Lorda Kelvina ujmuje lepiej tę 
opinię: „Twierdzenie Fouriera je nie tylko jednym z najpiękniejszych wyników współczesnej 
analizy, ale można o nim powiedzieć, że dostarcza niezastąpionego instrumentu przy rozważaniu 
niemal każdego zawiłego problemu w fizyce współczesnej”. Przy okazji, historia oryginalnej 
 1
pracy Fouriera, dotyczącej analizy harmonicznej, związanej z zagadnieniem przewodzenia 
ciepła, jest fascynująca.  
Wraz z nadejściem ery komputera cyfrowego wysiłek wczesnych pionierów przetwarzania 
cyfrowego doprowadził do rozwoju DFT, zdefiniowanego jako dyskretny ciąg X(m) w dziedzinie 
częstotliwości, gdzie 
 









W naszej dyskusji równania (2), x(n) jest dyskretnym ciągiem spróbkowanych wartości w 
dziedzinie czasu ciągłej zmiennej x(t). Litera „e” w równaniu jest podstawą logarytmu 
naturalnego, zaś 1−=j . 
TEORIA 
Mamy dany szereg okresowy ( ) ( )Nnxnx += ~~ . Okres widma i sygnału jest taki sam i wynosi N.  
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Obliczanie współczynników dyskretnego szeregu Fouriera 
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Współczynniki szeregu Fouriera: 
 

















~:~~      (T 5) 
Występuje okresowość o okresie N . 
( ) ( )NmXmX += ~~  
 
Mamy dany skończony szereg  ( )nx
rysunki str 6-6 Girod 
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 Po uzupełnieniu do szeregu nieskończonego  )(~ nx
otrzymujemy dyskretną transformatę tego szeregu nieskończonego, który tworzą  
współczynniki rozwinięcia w szereg Fouriera  )(~ nx










N NpkxDFTWkxpX ,...,,;:     (T 6) 
i odwrotną dyskretną transformatę Fouriera 
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SYGNAŁ WIDMO 
ciągły nieokresowy ciągłe nieokresowe 
ciągły okresowy dyskretne nieokresowe
dyskretny nieokresowy ciągłe okresowe 
dyskretny okresowy dyskretne okresowe 
 
Znaczenie DFT 
• skończony szereg czasowy jest reprezentowany przez także skończony szereg 
częstotliwościowy. 
• DFT można obliczyć przy pomocy układów cyfrowych. 
• Istnieją szybkie algorytmy obliczania DFT: FFT (Fast Fourier Transform) 
 
DFT jest najczęściej używanym algorytmem w DSP 
 
1.  Zrozumienie równania DFT 
Równanie (2) ma zawikłany, prawie nieprzyjazny wygląd. Po przestudiowaniu tego rozdziału 
równanie (2) stanie się jednym z naszych najbardziej znanych i potężnych narzędzi w 
rozumieniu cyfrowego przetwarzania sygnałów. Zacznijmy od wyrażenia równania (2) w inny 
sposób i przebadania uważnie. Z zależności Eulera ( ) ( )φφφ sincos je j −=   wynika, że równanie 
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Rozdzieliliśmy zespoloną eksponentę w równaniu (3) na jej składową rzeczywistą i urojoną 
gdzie: 
 
X(m)  odpowiada m-tej składowej wyjściowej DFT, tj. X(0), X(l), X(2), X(3) itd., 
m  indeksowi próbek wyjściowych DFT w dziedzinie częstotliwości, 
       m =0, 1, 2, 3, ..., N-1 
x(n)  ciągowi próbek wejściowych, x(0), x(l), x(2), x(3) itd.. 
n  indeksowi próbek wejściowych w dziedzinie czasu, n= 0, 1,2,3,...,N-1 
              N  liczbie próbek ciągu wejściowego oraz liczbie punktów częstotliwości w ciągu 
wyjściowym DFT. 
 
Wprawdzie wygląda to bardziej skomplikowanie, niż równanie (2), okazuje się, że równanie 
(3) jest łatwiejsze do zrozumienia. Indeksy (n) dla próbek wejściowych oraz (m) dla próbek 
wyjściowych DFT zawsze zmieniają się od 0 do 1−N  w standardowej notacji DFT. Oznacza to, 
że mając N próbek wejściowych w dziedzinie czasu, DFT wyznacza zawartość widmową 
sygnału wejściowego w N równomiernie rozłożonych punktach osi częstotliwości. Wartość N 
jest ważnym parametrem, ponieważ określa ona: ile wymaganych jest próbek wejściowych, jaka 
jest rozdzielczość wyników w dziedzinie częstotliwości oraz jaki jest czas przetwarzania 
wymagany do obliczenia N- punktowej DFT. 
Łatwiej przyjdzie nam zrozumieć strukturę równania (3), jeśli wyeliminujemy znak sumy i 
wypiszemy wszystkie człony. Na przykład, jeśli N = 4, zarówno n, jak i ni zmieniają się od 0 do 
3. równanie (3) przyjmuje zaś postać: 
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Dla drugiego członu DFT, odpowiadającego m = I. równanie (4) przyjmuje postać 
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Dla trzeciego członu wyjściowego, odpowiadającego m = 2, równanie (4) przyjmuje postać 
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Symbolu mnożenia  w równaniach użyto jedynie w celu oddzielenia czynników w członach 
sinusoidalnych i kosinusoidalnych. Wzorzec postępowania w równaniach jest obecnie widoczny 





Każdy człon wyjściowy X(m) DFT stanowi sumę punkt po punkcie iloczynu ciągu 
wartości wejściowego sygnału i przebiegu zespolonego postaci ( ) ( )φφ sincos j− .  
 
Dokładne wartości częstotliwości różnych przebiegów sinusoidalnych za1eżą zarówno od 
szybkości próbkowania fs, z jaką był próbkowany sygnał oryginalny jak też od liczby próbek N. 
Na przykład, jeśli próbkujemy ciągły sygnał z szybkością 500 próbek/s, a — następnie — 
wyznaczamy 16-punktową DFT spróbkowanych danych, to częstotliwość podstawowa tych 
sinusoid wynosi fs/N= 500/16= 31,25 Hz. Analiza częstotliwościowa sygnału x(n), owocująca 
wyznaczeniem wartości X(m) DFT, zwanych prążkami, jest dokonywana w punktach o 
częstotliwości będących całkowitymi wielokrotnościami tej częstotliwości podstawowej, tj. 
 
 X(0) = 1. prążek o częstotliwości analizy = 0 31,25 = 0 Hz. 
 X(1) = 2. prążek o częstotliwości analizy = 1 31,25 = 31,25 Hz, 
X(2) = 3. prążek o częstotliwości analizy =2 31,25=62,5 Hz, 
X(3) = 4. prążek o częstotliwości analizy = 3 31,25 = 93,75 Hz. 
..................... 
X(15) = 16. prążek o częstotliwości analizy 15·31,25=468.75 Hz. 
 
Wartości częstotliwości N kolejnych punktów na osi częstotliwości. w których wyznaczane 
prążki DFT, są określane jako 
   
N
mff sanalizy =          ( 5 ) 
 
Zatem w tym przykładzie, człon X(0) DFT określa wartość każdej składowej o częstotliwości 0 
Hz (składowej stałej) zawartej w sygnale wejściowym. człon X(1) określa wartość każdej 
składowej sygnału wejściowego o częstotliwości 31,25 Hz, człon X(2) zaś wskazuje wartość 
każdej składowej sygnału wejściowego o częstotliwości 62,5 Hz itd. Ponadto, jak wkrótce 
pokażemy na przykładzie wyjściowe prążki DFT określają również zależności fazowe pomiędzy 
różnymi składowymi zawartymi w sygnale wejściowym. 
Dość często interesuje nas zarówno wartość bezwzględna, jak też moc (kwadrat wartości 
bezwzględnej) zawarta w każdym członie X(m), gdzie znajdą zastosowanie standardowe 
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definicje dla trójkątów prostokątnych, jak pokazano na rys. 1. 
 
 
Rys. 1. Zależności trygonometryczne dla liczby zespolonej X(m). 
Jeśli przedstawiamy dowolną wartość wyjściową X(m) DFT za pomocą jej części 
rzeczywistej i urojonej 
( ) ( ) ( ) ( )mXmjXmXmX imagreal =+=  pod kątem ( )mXφ     ( 6 ) 
to wartość bezwzględna liczby X(m) jest wyrażona jako 
• ( ) ( ) ( )mXmXmX imagreal 22 +=       ( 7 ) 
Faza  liczby X(m) jest wyrażona z definicji jako ( )mXφ









φ        ( 8 ) 
Moc chwilowa  jest wyrażona jako kwadrat wartości bezwzględnej, gdzie ( )mXP
 ( ) ( ) ( ) ( )mXmXmXmX imagrealP 222 +==    ( 9 ) 
 
Przykład 1 DFT 
 
Przeanalizujmy krok po kroku prosty przykład.  
Powiedzmy, że chcemy spróbkować ciągły sygnał wejściowy, zawierający dwie składowe o 
częstotliwościach 1 kHz i 2 kHz, wyrażony jako: 
 
( ) ( ) ( )4321 2000210002 πππ +⋅⋅+⋅⋅= tttx sinsin      ( 10 ) 
 
i wyznaczyć jego 8-punktową DFT. Składowa o częstotliwości 2 kHz jest przesunięta w fazie o 
135º (3π/4 radianów) względem składowej sinusoidalnej o częstotliwości 1 kHz. Przy szybkości 
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=1  sekund. 
 Ponieważ N = 8, potrzebujemy 8 próbek wejściowych, umożliwiających wyznaczenie DFT. 
Ośmioelementowy ciąg x(n) jest równy x(t) próbkowanemu w chwilach czasu nTs, a więc 
( ) ( ) ( ) ( )4321 2000210002 πππ +⋅⋅+⋅⋅== ssswej nTnTnTxnx sinsin   ( 11 ) 
 
Jeśli wybierzemy szybkość próbkowania równą fs = 8000 próbek/s, wówczas — na mocy 
równania (5) — wyniki DFT określą składowe sygnału ( )nx  w punktach osi częstotliwości 
N
mfs , czyli 0 kHz, 1 kHz, 2 kHz     7 kHz. Przy przyjęciu =8000 próbek/s. otrzymane osiem 
próbek sygnału x(n), to 
sf
 x(0) =0,3535, x(1)=0,3535, x(2)= 0,6464, x(3) = 1,0607,  x(4)=0,3535, x(5)=-1,0607, x(6) = 
-1,3535, x(7) = -0,3535 
 
Te wartości próbek x(n) zaznaczono jako kropki na pogrubionej ciągłej krzywej xwej(t) na rys. 
2(a). (Zauważmy, że suma członów sinusoidalnych w równaniu (3.10), pokazana jako krzywa 
przerywana na rys. 2(a), jest równa xwej.(t). 
Jesteśmy teraz gotowi, aby zastosować równanie (3) w celu wyznaczenia DFT sygnału 
wejściowego x(n). Zaczniemy od m=1, A więc. dla m = 1, lub też dla składowej DFT o 
częstotliwości 1 kHz (mfs /N  = 8000/8), równanie (3) dla tego przykładu przyjmuje postać 
 













ππ sincos   ( 12 ) 
Następnie mnożymy x(n) przez kolejne punkty przebiegów sinusoidalnych i kosinusoidalnych, 
które mają pojedynczy okres w przedziale 8 wejściowych próbek dla pierwszej analizowanej 
częstotliwości. W rozważanym przykładzie, dla m = 1, sumujemy iloczyny wartości ciągu x(n) i 
wartości przebiegu sinusoidalnego i kosinusoidalnego o częstotliwości 1 kHz, wyznaczone dla 
wartości kątowych 
8
2 nπ . Użyte w tej analizie sinusoidy są pokazane jako krzywe przerywane na 
rys.2(b). Zauważmy, że przebiegi sinusoidalny i kosinusoidalny mają m=1 pełny okres w 
rozważanym przedziale próbkowania. 
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Podstawiając wartości próbek x(n) do równania (12) i wypisując człony kosinusoidalne w 
lewej kolumnie oraz człony sinusoidalne w prawej kolumnie, mamy 
 X(1)=    0,3535 · 1,0—j (0,3535 · 0,0)  to jest człon dla n=0 
 + 0,3535 · 0,707—j(0,3535 · 0,707)      to jest człon dla n=1 
 + 0,6464 · 0,0—j(0,6464 1,0)   to jest człon dla n=2 
 + 1,0607.· —0,707 —j(1,0607 . 0,707)        .... 
 +0,3535.· —1,0 — j(0,3535 · 0,0)       ... 
—1,0607 · —0,707 —j(—1,0607 · —0,707)+     ... 
 — 1,3535 · —0,0—j(— 1,3535 · — 1,0) +           ... 
 —0,3535 · 0,707 —j(0,3535- · —0,707) to jest człon dla n=7 
  
= 0,0—j4,0 = 4 ∠ 90O 
rys. 3.2 str. 66 
 
Widzimy więc, że sygnał wejściowy ( )nx  zawiera składową o częstotliwości 1 kHz. 
Wykorzystując równania (7), (8) i (9) dla wartości X(1) otrzymujemy ( ) 41 =X , 16=PX  oraz 
kąt fazowy wartości X(1) równy względem kosinusa o częstotliwości 1 kHz. oX 90−=φ
Dla członu w dziedzinie częstotliwości odpowiadającego m=2 korelujemy x(n) z przebiegiem 
kosinusoidalnym o częstotliwości 2 kHz i z przebiegiem sinusoidalnym o częstotliwości 2 kHz. 
Te przebiegi są przedstawione jako krzywe przerywane na rys. 2(c). Zauważmy, że na rys. 2(c) 
przebiegi sinusoidalny i kosinusoidalny mają m = 2 pełne okresy w przedziale próbkowania. 
Podstawienie wartości próbek x(n) do równania (3) dla m=2 daje 
 
X(2)=1,414+jl,414 = 2 ∠ 450
 
Tutaj sygnał wejściowy x(n) zawiera składową o częstotliwości 2 kHz, której względna 
amplituda jest równa 2 i której kąt fazowy względem kosinusoidy o częstotliwości 2 kHz wynosi 
450 W celu wyznaczenia składowej w dziedzinie częstotliwości odpowiadającej m = 3, 
korelujemy x(n) z przebiegiem kosinusoidalnym o częstotliwości 3 kHz i z przebiegiem 
sinusoidalnym o częstotliwości 3 kHz. Przebiegi te są przedstawione jako krzywe przerywane na 
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rys. 2(d). Zauważmy znów, że mają one m = 3 pełne okresy w przedziale próbkowania. 
Podstawienie wartości próbek x(n) dla równania (3) dla m 3 daje 
 X(3) = 0 –j0= 0 ∠ 0o
DFT wskazuje, że x(n) nie zawiera żadnej składowej o częstotliwości 3 kHz. 
Kontynuujemy wyznaczanie DFT dla składowej w dziedzinie częstotliwości odpowiadającej 
m=4. Równanie (3) przyjmuje postać 
 X(4) = 0,0—j0,0 = 0 ∠ 0o
DFT dla składowej w dziedzinie częstotliwości odpowiadającej m = 5.  
 X(5) = 0,0—j0,0 = 0 ∠ 0o
Dla składowej w dziedzinie częstotliwości odpowiadającej m = 6 .  
  X(6) = 1,414-j1,414= 2 ∠ -45o
Dla składowej w dziedzinie częstotliwości odpowiadającej m = 7 .  
  X(7) = 0+j4 = 4 ∠ -90o
 
Jeśli wykreślimy wartości wyjściowe ( )mX  w funkcji częstotliwości, otrzymamy widmo 
amplitudowe ciągu wejściowego x(n), pokazane na rys. 4(a). Kąty fazowe składowych 




Rys. 4. Wyniki DFT z przykładu 1: (a) moduł X(m), (b) faza X(m), (c) część rzeczywista 
X(m); (d) część urojona X(m) 
 
. Zachowaliśmy wyliczenie składowej w dziedzinie częstotliwości odpowiadającej m = 0 na 
koniec, ponieważ ma ona szczególne znaczenie. Jeśli m = 0, korelujemy ( )nx  z 
, tak, że równanie (3) przyjmuje postać ( ) ( )00 sincos j−














nXjnxX sincos      ( 13 ) 
Ponieważ  ( ) ( ) 0010 == sin,cos
Możemy zauważyć, że równanie (13) stanowi sumę próbek ( )nx . Suma ta jest. rzecz jasna, 
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proporcjonalna do wartości średniej ( )nx . (Dokładnie rzecz biorąc, X(0) równa się N-krotnej 
wartości średniej .  ( )nx
Wartość X(0) w dziedzinie częstotliwości określa składową stałą w widmie 
sygnału .  ( )nx
Jeśli X(0) byłaby niezerowa, powiedziałoby to nam, że ciąg ( )nx  jest przesunięty o składową 
stałą i ma pewną niezerową wartość średnią. W rozważanym przez nas szczególnym przykładzie 
sygnału wejściowego z równania (10) suma ta jest równa zeru. Ciąg wejściowy nie ma 
składowej stałej, a więc wiemy, że X(0) będzie równa zeru. Rozważając równanie (13) dla m=0 
widzimy, że 
 X(0) = 0,3535+0,3535+ 0,6464+1,0607+0,3535-1,0607-1,3535-0,3535= 
   = 0 = 0 ∠ 0o
 
Zauważmy, że rys. 4 wskazuje, iż , na podstawie równania (10), ma składowe o 
częstotliwościach 1 kHz (m = 1) i 2 kHz (m = 2). Ponadto, składowa o częstotliwości 1 kHz ma 
amplitudę dwa razy większą, niż składowa o częstotliwości 2 kHz. Wyniki wyliczenia DFT, 
przedstawione na rys. 4, pokazują nam dokładnie, jaki jest rozkład częstotliwościowy sygnału 
zdefiniowanego równaniami (10) i (11). 
wejx
Spostrzegawczy student powinien w tym miejscu zadać dwa pytania.  
Po pierwsze, co oznaczają niezerowe wartości amplitud przy m = 6 i m = 7 na rys. 4(a)? 
Podobnie, dlaczego te amplitudy wydają się cztery razy większe, niż moglibyśmy oczekiwać? 
Dobrze, pokrótce odpowiemy na te dwa dobre pytania.  
Przykład 8-punktowej DFT. jest wprawdzie stosunkowo prosty, ilustruje jednak dwie bardzo 
ważne cechy DFT, o których nigdy nie powinniśmy zapominać.  
Po pierwsze, każda pojedyncza wartość wyjściowa ( )mX  nie jest niczym więcej, niż sumą 
kolejnych iloczynów ciągu próbek sygnału wejściowego z przebiegami kosinusoidalnymi i 
sinusoidalnymi, których częstotliwości są tak dobrane, iż przebiegi te mają m pełnych okresów 
w całkowitym przedziale N próbek. Jest to prawdą niezależnie od tego, jaka jest szybkość 
próbkowania i niezależnie od tego, jak duża jest wartość N w N-punktowej DFT. Drugą ważną 




Patrząc na rys. 4(a) ponownie można stwierdzić oczywistą symetrię w wynikach DFT. 
Aczkolwiek standardowa DFT jest przeznaczona do operowania na zespolonych ciągach 
wejściowych, to większość fizycznych sygnałów wejściowych DFT (takich jak spróbkowane i 
skwantowane wartości pewnego sygnału ciągłego) traktuje się jako rzeczywiste, to jest, 
rzeczywiste sygnały wejściowe mają niezerowe części rzeczywiste wartości próbek. zakłada się 
zaś, iż części urojone wartości próbek są zerowe.  
Jeśli ciąg wejściowy  jest rzeczywisty, jak to będzie we wszystkich rozważanych 
przykładach, to zespolone wartości wyjściowe DFT dla argumentów 
( )nx
2
Nm ≥  są nadmiarowe w 
stosunku do wartości wyjściowych dla argumentów od 0=m  do 1
2
−= Nm . m-ta wartość 
wyjściowa DFT będzie miała taką samą amplitudę, jak (N—m)-ta wartość wyjściowa DFT. Kąt 
fazowy m-tej wartości wyjściowej DFT jest równy kątowi fazowemu (N—m)-tej wartości 
wyjściowej DFT, ze znakiem ujemnym.  
Możemy stwierdzić, że jeśli wejściowy ciąg DFT jest rzeczywisty, to  jest sprzężeniem 
 lub  
( )mX
( )mNX −
( ) ( )mNXmX −= ∗  
W rozważonym przykładzie, zauważmy na rys. 3(b) i 3(d), że X(5), X(6) i X(7) są 
odpowiednio wartościami zespolonymi sprzężonymi z X(3), X(2) i X(1).  
Podobnie, jak symetria amplitudowa DFT, część rzeczywista ( )mX  charakteryzuje się 
właściwością zwaną symetrią parzystą, jak to pokazano na rys. 4(c), podczas gdy część urojona 
DFT charakteryzuje się symetrią nieparzystą, jak to pokazano na rys. 4(d). Tę właśnie zależność 
ma się na myśli, kiedy w literaturze DFT nazywa się symetryczną w sensie sprzężonym. 
Oznacza to, że jeśli wyznaczamy N- punktową DFT rzeczywistego ciągu wejściowego, to 
otrzymamy N oddzielnych zespolonych wartości wyjściowych DFT, z których jednak jedynie 
pierwszych N/2 jest niezależnych. Zatem, aby otrzymać DFT sygnału ( )nx , wystarczy nam 
wyliczyć pierwszych N/2 wartości ( )mX , gdzie 1
2




NX  do 
 DFT nie zawierają żadnej dodatkowej informacji o widmie rzeczywistego ciągu ( 1−NX ) ( )nx . 
Wprawdzie równania (2) i (3) są równoważne, to jednak wyrażenie DFT w postaci 
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eksponencjalnej równania (2) ma ogromną przewagę nad postacią równania (3). Wykładniki 
równania (2) są o wiele łatwiejsze do przekształcania, kiedy próbujemy analizować zależności 
DFT. Używając równania (2), iloczyny członów wyliczamy dodając ich wykładniki i nie 
musimy zapamiętywać wszystkich zależności trygonometrycznych.  
Zademonstrujemy to poprzez udowodnienie równania (14), aby pokazać symetrię DFT 
rzeczywistych ciągów wejściowych. Podstawiając mN −  za  w równaniu (2), otrzymujemy 
wyrażenie dla 
m
mN − -tej składowej DFT: 
( ) ( ) ( ) ( )[ ] ( ) ( )[ ] ( )[ ]








































( 14 ) 
 
Ponieważ [ ] ( ) ( ) 1222 =−=− njnnj πππ sincosexp dla wszystkich całkowitych wartości m, to 






=− ]       ( 15) 
Widzimy, że X(N—m) w równaniu (15) jest równe X(m) w równaniu (2) ze zmienionym 
jedynie znakiem wykładnika  — i oto mamy definicję zespolonego sprzężenia. Jest to 
zilustrowane za pomocą wykresu wyjściowego kąta fazowego DFT na rys. 4(b) dla rozważonego 
przez nas przykładu 1. Jeśli spróbowalibyśmy wyprowadzić równanie (15) używając wyrażeń 
kosinusowych i sinusowych w równaniu (3), to zobaczylibyśmy, dlaczego postać wykładnicza 
DFT jest tak wygodna dla celów analitycznych. 
( )mX
Nie ma żadnej dodatkowej właściwości symetrii DFT, jaka zasługiwałaby na uwagę w tym 
miejscu. W praktyce czasami wymaga się od nas, aby wyznaczyć DFT rzeczywistych funkcji 
wejściowych, gdzie indeks wejściowy n jest zdefiniowany zarówno dla dodatnich, jak też 
ujemnych wartości. Jeśli rzeczywista funkcja wejściowa jest parzysta, to  jest zawsze 
rzeczywista i parzysta; to jest, jeśli rzeczywisty ciąg spełnia warunek 
( )mX
( ) ( nxnx −= ) , wówczas  
 jest niezerowa, zaś  jest równa zeru. Na odwrót, jeśli rzeczywista funkcja 
wejściowa jest nieparzysta, czyli 
( )mXreal ( )mXimag
( ) ( )nxnx −=− , to ( )mXreal  jest zawsze równa zeru, zaś 
 jest niezerowa. Ta cecha symetrii funkcji wejściowej jest właściwością wspólną dla 
DFT i ciągłego przekształcenia Fouriera i rozważymy jej specjalne przykłady później. 
( )mXimag
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 Liniowość DFT 
 
DFT ma bardzo ważną właściwość znaną jako liniowość. Właściwość ta mówi, że DFT sumy 
dwóch sygnałów jest równa sumie transformat każdego z sygnałów. Jeśli wstawimy 
 do równania (2), aby otrzymać ( ) ( ) ( )nxnxnxsuma 21 += ( )mXsuma , wówczas 



























suma jnxjnxjnxnxmX πππ expexpexp
                ( 16 ) ( ) ( )mXmX 21 +=
Bez tej właściwości liniowości DFT byłaby bezużyteczna jako narzędzie analityczne, 
ponieważ moglibyśmy transformować jedynie takie sygnały wejściowe, które zawierałyby 
pojedynczy przebieg sinusoidalny. Sygnały rzeczywiste, które chcemy analizować, są znacznie 
bardziej skomplikowane, niż pojedynczy przebieg sinusoidalny. 
 
Wartości widma amplitudowego DFT 
 
Rezultaty ( ) 41 =X  i ( ) 22 =X  mogą zdezorientować, ponieważ składowe naszego sygnału 
wejściowego z równania (11) miały amplitudy równe, odpowiednio, 1,0 i 0,5.  ( )nx
Jest to ważna rzecz, dotycząca DFT zdefiniowanej równaniem (2), o której należy pamiętać. 
Jeśli rzeczywisty sygnał wejściowy zawiera składową sinusoidalną o amplitudzie  i 
całkowitej liczbie okresów w przedziale N próbek wejściowych, wówczas amplituda 




NAMr =   ( 17 ) 
Jeśli sygnałem wejściowym DFT jest przebieg zespolony o amplitudzie  (tj. ) i 





NAMc 0=   ( 18 ) 
Jak stwierdzono w odniesieniu do równania (14), jeśli sygnał wejściowy DFT był przesunięty 
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Patrząc na przypadek rzeczywistego sygnału wejściowego dla składowej o częstotliwości 1000 
Hz z równania (11),  i 10 =A 8=N , zatem 42
81 =⋅=rM , jak pokazano w przykładzie. 
Równanie (17) może nie być tak istotne, kiedy używamy oprogramowania lub sprzętu 
zmiennoprzecinkowego do wyznaczania DFT, ale jeśli implementujemy DFT z użyciem sprzętu 
stałoprzecinkowego, musimy być świadomi, że wartość wyjściowa będzie równa amplitudzie 
sygnału wejściowego pomnożonej przez N/2. Oznacza to, że dla rzeczywistych sygnałów 
wejściowych rejestry pamięci sprzętu muszą być zdolne do przechowywania wartości tak 
dużych, jak amplituda sygnału wejściowego. pomnożona przez N/2. Wyjściowe amplitudy DFT 
są przedmiotem dokładniejszych rozważań w dalszej części tego rozdziału. Wyrażenia w 
równaniach (3.17) i (3.18) dla amplitudy DFT wyjaśniają, dlaczego czasem w literaturze 
widzimy DFT zdefiniowaną jako 










∑=         ( 19 ) 
Czynnik skalujący 
N
1  w równaniu (19) sprawia, że amplitudy ( )mX1  są równe połowie 
wartości amplitudy wejściowej sinusoidy w dziedzinie czasu, za cenę obliczenia dodatkowego 
dzielenia przez N. Sprzętowe lub programowe implementacje DFT wykorzystują zazwyczaj 
równanie (2), w przeciwieństwie do równania (19). Oczywiście, zawsze zdarzają się wyjątki. 
Istnieją komercyjne pakiety oprogramowania wykorzystujące zależności: 






















=       ( 20 ) 
dla prostej i odwrotnej DFT. Czynniki skalujące 
N
1  w równaniach (20) wydają się nieco 
dziwne, ale są one używane, aby nie było zmiany skali przy transformowaniu w każdym z 
kierunków. Przy analizie widma sygnału w praktyce jesteśmy zazwyczaj bardziej zainteresowani 
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względnymi amplitudami niż amplitudami bezwzględnymi indywidualnych wartości 
wyjściowych DFT, tak więc czynniki skalujące nie są zwykłe dla nas tak istotne. 
 
Oś częstotliwości DFT 
Oś częstotliwości m wynikowych wartości DFT na rys. 4 zasługuje ponownie na uwagę. 
Przypuśćmy, że nie widzieliśmy uprzednio przykładu l, dano nam osiem wartości próbek 
sygnału wejściowego z równania (11) i poproszono o wyliczenie ich 8-punktowej DFT. 
Przebrnęlibyśmy przez równanie (2) i otrzymalibyśmy wartości ( )mX  pokazane na rys. 4. 
Następnie pytamy, „Jaka jest częstotliwość w Hz składowej ( )mX  o największej wartości ?” 
Odpowiedzią nie jest „l”.  
Odpowiedź ta zależy od szybkości próbkowania fs.. Bez wcześniejszej o niej wiedzy nie mamy 
pojęcia, na jakim przedziale czasu były pobierane próbki, a więc nie znamy bezwzględnej skali 
osi częstotliwości . Poprawną odpowiedź na to pytanie uzyskuje się przyjmując wartość f( )mX s 
i wstawiając ją do równania (5) przy m = 1. Zatem jeśli fs = 8000 próbek/s, wówczas 
częstotliwość odpowiadająca członowi DFT o największej wartości wynosi: 
( ) ( ) Hz 1000
8






• każdy człon wyjściowy DFT jest sumą iloczynów wejściowego ciągu w dziedzinie czasu z 
ciągami reprezentującymi przebieg sinusoidalny i kosinusoidalny 
• dla rzeczywistych sygnałów wejściowych N-punktowa DFT daje w wyniku jedynie N/2 
członów niezależnych, 
• DFT jest operacją liniową, 
• amplitudy składowych wyjściowych DFT są wprost proporcjonalne do N 
• rozdzielczość DFT w dziedzinie częstotliwości wynosi fs/N. 
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Twierdzenie o przesunięciu 
Istnieje ważna właściwość DFT, znana jako twierdzenie o przesunięciu. Mówi ono, że 
przesunięcie w czasie okresowego ciągu wejściowego ( )nx  manifestuje się jako stałe 
przesunięcie fazowe w wartościach kątów związanych z wynikami DFT. Jeśli zdecydujemy się 
próbkować  począwszy od n równego pewnej wartości k, w przeciwieństwie do n = 0, to 
DFT tych przesuniętych w czasie wartości próbek stanowi  
( )nx
( ) ( )mXemX Nmkjk π2=        ( 21 ) 
Z równania (21) widać, że jeśli punkt, w którym rozpoczynamy próbkowanie ( )nx  jest 
przesunięty w prawo o k próbek, to wyjściowe widmo ( )mXk  DFT wyraża się jako ( )mX , o 
każdym zespolonym członie  przemnożonym przez liniowe przesunięcie fazowe , 
które jest jedynie przesunięciem fazy o 
( )mX
N
mkπ2  radianów. Na odwrót, jeśli punkt, w którym 
rozpoczynamy próbkowanie  jest przesunięty w lewo o k próbek, to widmo  wyraża 
się jako  przemnożone przez 
( )nx ( )mXk
( )mX Nmkje π2−   
 
 
Przykład 2 DFT 
Przypuśćmy, że dokonaliśmy próbkowania ciągu wejściowego z przykładu 1 DFT z 
opóźnieniem o k = 3 próbki. Na rysunku ?5 pokazano oryginalną wejściową funkcję czasu 
Możemy zauważyć, że rys. ?5 stanowi kontynuację rys. 2(a). Nasz nowy ciąg x(n) stanowią 
wartości reprezentowane grubymi czarnymi kropkami na rys. 5., których wartości to 
 x(0) =1,0607, x(l)=0,3535 , x(2)= - 1,0607, x(3)= - 1,3535, x(4)= - 0,3535, x(5) = 0,3535,
 x(6) = 0,3535, x(7)= 0,6464 
 





m amplituda faza część rzeczywista część  urojona 
0 0 0 0 0 
1 4 +45 2,8284 2,8284 
2 2 -45 1,4141 -1,4141 
3 0 0 0  
4 0 0 0  
5 0 0 0  
6 2 +45 1,4141 -1,4141 





Rys. 3.6. Wyniki DFT z przykładu 2: (a) moduł ( )mXk , (b) faza , (c) część 
rzeczywista , (d) część urojona 
( )mXk
( )mXk ( )mXk . 
 
Z równania (21) wynika, że amplituda ( )mXk  powinna nie być zmieniona względem 
amplitudy . Amplituda DFT oryginalnego sygnału okresowego nie uległa zmianie tylko 
dlatego, że próbkowaliśmy sygnał w innym przedziale. Jednak, faza DFT zmienia się w 
zależności od chwili, w której zaczęliśmy próbkować sygnał 
( )mX
( )nx . 
Przykładowo, patrząc na składową ( )mXk , odpowiadającą m = 1, możemy to dokładnie 
sprawdzić, aby stwierdzić, że wartości fazy na rys. 3.6(b) są poprawne. Używając równania (21) 
i pamiętając, że X(1) z przykładu 1 DFT miała amplitudę 4 przy kącie fazowym —90 (lub 
2
π−  
radianów), mamy k = 3 oraz N = 8, tak że 
( ) ( ) 428322 4411 ππππ jjjNmkjk eeeXeX =⋅=⋅= −    ( 22 ) 
Zatem  ma amplitudę równą 4 i kąt fazowy „( )mXk 4
π  lub +45o. 
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Odwrotne dyskretne przekształcenie Fouriera 
Wprawdzie DFT jest głównym tematem niniejszego rozdziału, celowe jest jednak obecnie 
wprowadzenie odwrotnego dyskretnego przekształcenia Fouriera (ang. Inverse Discrete Fourier 
Transform — IDEF). DFT traktujemy zazwyczaj jako przetransformowanie danych z dziedziny 
czasu w ich reprezentację w dziedzinie częstotliwości. Możemy również odwrócić ten proces i 
otrzymać oryginalny sygnał w dziedzinie czasu przez przeprowadzenie IDFT na wartościach 
 w dziedzinie częstotliwości. Wyrażeniami standardowymi dla IDFT są ( )mX













       ( 23 ) 
i jednocześnie 


















nx ππ sincos    ( 24 ) 
Sygnał dyskretny w dziedzinie czasu można traktować jako sumę składowych 
sinusoidalnych o różnych częstotliwościach a wyniki ( )mX  DFT tworzą zbiór N wartości 
zespolonych, określających amplitudę i fazę każdej ze składowych tworzących tę sumę.  
Równania (23) i (24) są wyrażeniami matematycznymi tego stwierdzenia.  
Jeśli wyznaczymy DFT wstawiając wyniki z przykładu 1 do równania (23), przejdziemy z 
powrotem z dziedziny częstotliwości do dziedziny czasu i otrzymamy wartości próbek 
oryginalnego sygnału . ( )nx
Zauważmy, że wyrażenie dla IDFT, określone równaniem (23), różni się od równania (2) dla 
DFT jedynie czynnikiem skalującym 
N
1  oraz zmianą znaku wykładnika. Oprócz różnicy w 
skalowaniu wartości, wszystkie właściwości dotyczące DFT, jakimi dotąd zajmowaliśmy się, 
stosują się również do IDEF. 
 
Przeciek DFT 
Poprzednie dwa przykłady DFT przyniosły poprawne wyniki, ponieważ wejściowe ciągi ( )nx  
stanowiły starannie dobrane przebiegi sinusoidalne.  
Jak się okaże, DFT próbkowanych sygnałów rzeczywistych prowadzi do wyników w 
dziedzinie częstotliwości, które mogą być mylące. Właściwość DFT, znana jako przeciek 
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widma, powoduje, że wyniki DFT stanowią jedynie aproksymację rzeczywistych widm 
oryginalnych sygnałów wejściowych, poddanych próbkowaniu. Wprawdzie istnieją sposoby 
minimalizacji przecieku, nie możemy wyeliminować go całkowicie.  
DFT ograniczają się do operowania na skończonych zbiorach N wartości wejściowych, 
próbkowanych z szybkością fs, dając w wyniku N- punktową transformatę, której dyskretne 
wartości wyjściowe są związane z kolejnymi częstotliwościami analizy  fa 
( ) 1210     −== Nm
N
mf
mf sa ,...,,,;    ( 25 ) 
dla których wyznaczamy kolejne prążki DFT.  
DFT daje prawidłowe wyniki jedynie wtedy, kiedy ciąg danych wejściowych zawiera energię 
rozłożoną dokładnie przy częstotliwościach, dla których dokonujemy analizy i określonych 
równaniem (25), będących całkowitymi wielokrotnościami częstotliwości podstawowej fs/N. 
Jeśli sygnał wejściowy zawiera składową o pewnej częstotliwości pośredniej, powiedzmy 
1,5·fs/N to pomiędzy częstotliwościami N
mfs , dla których wyznaczamy wartości DFT, ta 
składowa sygnału wejściowego ujawni się w pewnym stopniu przy wszystkich N wyjściowych 
wartościach częstotliwości DFT, dla których przeprowadzamy częstotliwościową analizę tego 
sygnału!  
Spróbujmy zrozumieć znaczenie tego problemu z pomocą innego przykładu DFT. 
Mamy dany ciąg wejściowy mający 3,4 okresu w obszarze 64 próbek. Ponieważ ten ciąg 
wejściowy nie ma całkowitej liczby okresów w przedziale 64 próbek, energia wejściowa 
przecieka do wszystkich innych prążków DFT, jak to pokazano na rys. 3.8(b). Prążek dla m = 4. 
dla przykładu, nie jest równy zeru, ponieważ suma iloczynów ciągu wejściowego i składowej 
odpowiadającej analizie częstotliwości dla m= 4 nie jest już równa zeru. To jest przeciek — 
powoduje on. że dowolny sygnał wejściowy, którego częstotliwość nie jest dokładnie równa 
częstotliwości, dla której jest wyznaczany dany prążek DFT, przecieka do wszystkich innych 
wyznaczanych prążków DFT. Co więcej, przeciek jest nie do uniknięcia, kiedy wyznaczamy 
DFT rzeczywistego ciągu czasowego o skończonej długości. 
rys. 3,8////////////////////////// 
Przyjrzyjmy się przyczynie przecieku, aby dowiedzieć się, jak należy przewidywać i 
minimalizować jego skutki. Aby zrozumieć skutki przecieku, wymagana jest znajomość 
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wyrażenia określającego prążki DFT, gdy sygnałem wejściowym DFT jest rzeczywista sinusoida 
o arbitralnie przyjętej częstotliwości.  
Dla rzeczywistego przebiegu kosinusoidalnego, zawierającego k okresów w N- punktowym 
wejściowym ciągu czasowym, wartości prążków N- punktowej DFT w funkcji indeksu m są 
aproksymowane za pomocą funkcji sinc 
( ) ( )[ ]( )mk mkNmX −−⋅= ππsin2         ( 26 ) 
Użyjemy równania (26), zilustrowanego na rys.3.9(a), aby określić ile przecieku pojawia się w 
DFT. Krzywą na rys. 3.9(a), zawierającą listek główny oraz okresowe szczyty i doliny, znane 
jako listki boczne, możemy traktować jako zawsze dodatnie widmo N- punktowego, 
rzeczywistego czasowego ciągu kosinusoidalnego, mającego k pełnych okresów w wejściowym 
N- punktowym przedziale czasowym. Wartości wyjściowe DFT są dyskretnymi próbkami, które 
znajdują się na krzywych z rys. 3.9: to jest, wynik DFT będzie spróbkowaną wersją tego widma 
ciągłego. Jeśli ciąg wejściowy ma dokładnie całkowitą liczbę k okresów, przeciek nie pojawia 
się, ponieważ jeśli kąt w liczniku równania (26) jest niezerową całkowitą wielokrotnością π , to 
sinus tego kąta jest równy zeru. 
 
(Rys. 3.8. Odpowiedź częstotliwościowa DFT dla N-punktowego ciągu wejściowego, 
zawierającego k okresów rzeczywistej kosinusoidy: (a) odpowiedź amplitudowa jako funkcja m-
tego prążka, (b) moduł odpowiedzi jako funkcja częstotliwości w Hz) 
 
Jeśli wejściowa sinusoida ma całkowitą liczbę okresów w przedziale N próbek sygnału 
wejściowego w dziedzinie czasu, to wartości wyjściowe DFT są położone na krzywej widma 
ciągłego dokładnie w punktach przejść przez zero tej krzywej. . 
Bardziej konwencjonalną metodę prezentacji wartości wyjściowych DFT stanowi odwinięcie 
widma z rys. 3.11. w celu otrzymania widma z rys. 3.12.  
rys. 3.11//////////////////////////// 3.12 
Na rysunku 3.12 pokazano niektóre dodatkowe powielenia widma dla przykładu 3,4 okresu 
sygnału w przedziale próbkowania. Rozważając problem asymetrii wartości wyjściowych DFT, 
jako że część amplitudy wejściowego sygnału o 3,4 okresu przecieka do 2. prążka, 1. prążka i 0. 
prążka, stwierdzamy, że przeciek rozciąga się na prążek —1. prążek —2. prążek —3. itd.  
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Skutki przecieku widma DFT są kłopotliwe, ponieważ wartości prążków odpowiadające 
sygnałom o małej amplitudzie będą zakłócane przez poziomy listków bocznych z sąsiednich 
prążków odpowiadających sygnałom o dużej amplitudzie. 
 
Wprawdzie nie ma sposobu, aby całkowicie wyeliminować przeciek, ważna technika, znana 
jako okienkowanie jest najbardziej powszechnym lekarstwem w celu redukcji jego 
nieprzyjemnych efektów.  
Okna 
Okienkowanie zmniejsza przeciek DFT przez zminimalizowanie amplitudy listków bocznych 
funkcji sinc z równania (26). 
Dokonujemy tego przez wymuszenie na wartościach wejściowego ciągu czasowego zarówno 
na początku. jak i na końcu przedziału próbkowania, aby gładko zmierzały do pojedynczej 
wspólnej wartości.  
Rozważmy sygnał o nieskończonym czasie trwania w dziedzinie czasu, pokazany na rys. 
3.15(a). DFT może być przeprowadzona jedynie na przedziale próbkowania o skończonym 
czasie, takim jak pokazany na rys. 3.15(c). Możemy traktować DFT sygnału wejściowego z rys. 
3.15(c) jako DFT iloczynu sygnału wejściowego o nieskończonym czasie trwania z rys. 3.15(a), 
i okna prostokątnego, którego amplituda wynosi 1 w przedziale próbkowania pokazanym na rys. 
3.15(b). Za każdym razem, kiedy wyznaczamy DFT ciągu wejściowego o skończonym czasie 
trwania, w sposób domyślny mnożymy ten ciąg przez okno samych jedynek i mnożymy wartości 
wejściowe poza tym przedziałom przez zera. Jak się okazuje, kształt funkcji 
x
x)sin(sinc =  jest 
spowodowany przez to okno prostokątne, ponieważ ciągła transformata Fouriera okna 
prostokątnego jest funkcją sinc. 
////////////////////////////////////// 
Rys. 3.15. Minimalizacja nieciągłości w punktach końcowych przedziału próbkowania: (a) 
wejściowa sinusoida o nieskończonym czasie trwania; (b) okno prostokątne odpowiadające 
przedziałowi próbkowania o skończonym czasie, (c) iloczyn okna prostokątnego i wejściowej 
sinusoidy o nieskończonym czasie trwania; (d) trójkątna funkcja okna, (e) iloczyn okna 
trójkątnego i wejściowej sinusoidy o nieskończonym czasie trwania; (f) funkcja okna Hanninga, 





Aby zminimalizować przeciek widma spowodowany przez te listki boczne musimy 
zmniejszyć ich amplitudy używając funkcji okna innych niż okno prostokątne. Wyobraźmy 
sobie, że przemnożyliśmy nasz sygnał wejściowy z rys. 3.15(a) przez okno trójkątne pokazane 
na rys. 3.15(d), aby otrzymać okienkowany sygnał wejściowy pokazany na rys. 3.15(e). 
Zauważmy na rys. 3.15(e), że wartości tego wynikowego sygnału wejściowego stają się takie 
same na początku i końcu przedziału próbkowania. Zredukowana nieciągłość zmniejsza poziom 
względnie wysokich składowych częstotliwościowych w całym zbiorze wartości całej DFT; to 
znaczy. że poziomy prążków DFT listków bocznych mają zmniejszoną amplitudę, dzięki użyciu 
okna trójkątnego. Istnieją inne funkcje okien, które zmniejszają przeciek nawet bardziej, niż 
okno trójkątne, takie jak okno Hanninga z rys. 3.15(f). Iloczyn okna z rys. 3.15(f) i ciągu 
wejściowego daje sygnał pokazany na rys. 3.15(g), stanowiący sygnał wejściowy DFT. Inną 
powszechnie używaną funkcją okna jest okno Hamminga, pokazane na rys. 3.15(h). Jest ono 
podobne do okna Hanninga, ale jest podniesione przy podstawie. 
Zanim stwierdzimy dokładnie, jak dalece okna te minimalizują przeciek DFT, zdefiniujmy je 
matematycznie.  
Zakładając, że N oryginalnych próbek sygnału wejściowego jest indeksowanych przez n, gdzie 
oznaczmy N współczynników okna jako 10 −≤≤ Nn ( )nw ; to znaczy, że ciąg wejściowy ( )nx  
jest mnożony przez odpowiadające współczynniki okna ( )nw , zanim jest wyznaczona DFT. 
Zatem DFT  okienkowanego ciągu wejściowego ( )mXW ( )nx  przyjmuje postać 











       ( 27 ) 
Aby użyć funkcji okien, potrzebne są nam ich wyrażenia matematyczne w funkcji argumentu 
n. 
Okno prostokątne ( ) 1210 dla 1 −== Nnnw ,...,,,,  
(zwane także oknem jednostajnym lub — w języku angielskim — boxcar) 
 23























(bardzo podobne do okien Bartletta i Parzena ) 
 








nnw ,...,,,,cos π   
(zwane także oknem podniesionego cosinusa. Hanna lub von Hanna) 




nnw ,...,,,;cos,, π  
Odpowiedź amplitudowa okna prostokątnego stanowi miarę, jakiej zazwyczaj używamy, aby 
oszacować odpowiedź amplitudową innego okna. Okna Hamminga, Hanninga i okno trójkątne 
zmniejszają w dziedzinie czasu poziomy sygnałów poddawanych DFT, wartości maksymalne ich 
listków głównych są zmniejszone względem okna prostokątnego.  
Definiując logarytmiczną odpowiedź amplitudową jako ( )mWdB  zgodnie z: 





mWmWdB log        ( 28 ) 
 
Przyglądając się odpowiedzi amplitudowej okna prostokątnego widzimy, że jego główny listek 
boczny jest najwęższy, i wynosi 2fs /N. Niestety,. jego pierwszy listek boczny leży jedynie o —
13 dB poniżej szczytu listka głównego, co nie jest korzystne. (Zauważmy, że na rys. 3.16 
pokazano odpowiedzi okien dla dodatniej jedynie części osi częstotliwości.) Okno trójkątne ma 
zmniejszone poziomy listków bocznych, ale ceną, jaką za to zapłaciliśmy, jest to, że szerokość 
listka głównego okna trójkątnego jest dwa razy większa. niż szerokość listka głównego okna 
prostokątnego. Szerokości listków głównych różnych okien nie prostokątnych degradują 
rozdzielczość częstotliwościową okienkowanych DFT prawie dwukrotnie. Jednak istotne 






. 3.16. Moduły odpowiedzi okien w unormowanej skali logarytmicznej 
 
Zauważmy dalsze zmniejszenie się poziomu pierwszego listka bocznego i gwałtowny spadek 
listków bocznych okna Hanninga. Okno Hamminga ma nawet mniejsze poziomy pierwszego 
listka, lecz listki boczne tego okna opadają wolniej w porównaniu z oknem Hanninga. Oznacza 
to. że przeciek w odległości trzech lub czterech prążków od prążka środkowego jest mniejszy dla 
okna Hamminga, niż dla okna Hanninga, przeciek zaś dla mniej więcej tuzina prążków od prążka 
środkowego jest mniejszy dla okna Hanninga, niż dla okna Hamminga. 
////////////////// 
Rys. 3.17. wyjściowe wartości DFT dla okna Hanninga w porównaniu z wyjściowymi 
wartościami DFT dla okna prostokątnego 
 
Jeśli zastosujemy okno Hanninga do przykładu 3,4 okresu w przedziale próbkowania z rys. 
3.8(a), otrzymamy wartości wyjściowe DFT dla tego okienkowanego przebiegu na rys. 3.17 
wraz z wynikami DFT bez okienkowania, tj. przy oknie prostokątnym.  
Jak oczekiwaliśmy, widmo amplitudowe dla okna Hanninga jest szersze i ma mniejszą wartość 
maksymalną, lecz przeciek listków bocznych jest zauważalnie zmniejszony w porównaniu z 
przeciekiem dla okna prostokątnego. 
Możemy zatem stwierdzić, iż wybór okna stanowi kompromis pomiędzy rozszerzeniem listka 
głównego, poziomami pierwszego listka bocznego, oraz tego, jak szybko maleją listki boczne 
wraz ze wzrostem częstotliwości. Użycie każdego szczególnego okna zależy od zastosowań. 
Rozdzielczość DFT, uzupełnianie zerami i próbkowanie w dziedzinie częstotliwości 
Jedna z popularnych metod, używanych w celu poprawy rozdzielczości częstotliwościowej 
DFT, jest znana jako uzupełnianie zerami. Proces ten proces wymaga dodania do oryginalnego 
ciągu wejściowego DFT próbek o zerowej wartości w celu zwiększenia całkowitej liczby próbek 
danych wejściowych.  
Kiedy próbkujemy funkcję ciągłą w dziedzinie czasu, mającą ciągłą transformatę Fouriera 
(ang. Continuous Fourier Transform — CFT) i wyznaczamy DFT tych próbek, wówczas DFT 
daje w wyniku próbkowaną aproksymację CFT w dziedzinie częstotliwości. Im więcej jest 
punktów w DFT, tym lepiej wartości wyjściowe tej DFT aproksymują CFT. 
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Rys. 3.20. //////////////////// 
 
W celu zilustrowania tej idei przypuśćmy, że chcemy aproksymować CFT funkcji ciągłej ( )tf  z 
rys. 3.20(a). Ten przebieg  rozciąga się w obydwu kierunkach do nieskończoności, lecz 
przyjmuje wartości niezerowe jedynie w przedziale czasu T sekund. Jeśli niezerowa część tej 
funkcji czasu jest przebiegiem sinusoidalnym o trzech okresach w T sekundach, to moduł jego 
CFT jest pokazany na rys. 3.20(b). (Ponieważ CFT jest wyznaczana na nieskończenie szerokim 
przedziale czasu, CFT ma nieskończenie dużą rozdzielczość częstotliwościową, rozdzielczość 
tak drobnoziarnistą, że jest ona ciągła.) Jest to ta CFT, którą będziemy aproksymować za 
pomocą DFT. 
( )tf
Przypuśćmy, że chcemy użyć 16-punktowej DFT, aby aproksymować CFT funkcji ( )tf  z rys. 
3.20(a). Te 16 dyskretnych próbek ( )tf , rozpinającej trzy okresy sinusoidy f(t), są pokazane po 
lewej stronie rys. 3.21(a).  
////////////// 
Rys 3.21. Próbkowanie DFT w dziedzinie częstotliwości: (a) 16 próbek danych wejściowych i 
N = 1 6; (b) 16 próbek danych wejściowych, 16 dołączonych zer i N = 32; (c) 16 próbek danych 
wejściowych, 48 dołączonych zer i N = 64, (d) 16 próbek danych wejściowych, 112 dołączonych 
zer i N= 128 
 
Możemy stwierdzić, że wartości wyjściowe DFT stanowią wynik próbkowania CFT z rys. 
3.20(b). Jeśli dołączymy 16 próbek zerowych do tego ciągu wejściowego i wyznaczymy 32-
punktową DFT, to otrzymamy wynik wyjściowy pokazany po prawej stronie rys. 3.21(b), gdzie 
zwiększyliśmy rozdzielczość częstotliwościową DFT dwukrotnie. Ta DFT próbkuje teraz 
częściej CFT funkcji wejściowej. Dodając kolejne 32 zera i wyznaczając 64-punktową DFT, 
otrzymujemy wynik pokazany po prawej stronie rys. 3.21(c). Wartości wyjściowe 64-punktowej 
DFT zaczynają teraz pokazywać prawdziwy kształt CFT. Dodając kolejne 64 zera i wyznaczając 
128-punktową DFT, otrzymujemy wynik pokazany po prawej stronie rys. 3.21(d). Właściwość 
próbkowania DFT w dziedzinie częstotliwości staje się teraz oczywista, ale zauważmy, że indeks 
prążka dla środka listka głównego jest różny dla każdego z wyników wyjściowych DFT na rys. 
3.21. 
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Jeśli dokonujemy uzupełnienia zerami L niezerowych próbek wejściowych, aby uzyskać 
całkowitą liczbę N próbek czasowych dla N- punktowej DFT, to częstotliwości środkowe 
prążków wartości wyjściowych uzupełnionej zerami DFT są związane z szybkością próbkowania 
za pomocą równania (5), czyli 
częstotliwość środkowa m — tego prążka = 
N
mfs  ( 29 ) 
 
Zatem w przykładzie z rys. 3.21(a) używamy równania (3.32), aby pokazać, że wprawdzie 
indeksy prążka listka głównego wartości wyjściowych uzupełnionej zerami DFT zmieniają się ze 
wzrostem N, to częstotliwość wynikowa uzupełnionej zerami DFT, związana z listkiem 
głównym, pozostaje taka sama. Dodanie zer do ciągu wejściowego poprawi rozdzielczość 
wyniku DFT, ale istnieje praktyczna granica określająca, jak wiele możemy zyskać przez 
dodanie większej liczby zer. W rozważanym tutaj przykładzie 128-punktowa DFT pokazuje 
szczegółową zawartość widma sygnału wejściowego. Odkryliśmy tutaj prawo malejących 
zysków. Wyznaczenie 256-punktowej lub 512-punktowej DFT w naszym przypadku byłoby 
mało celowe. 6) Nie ma powodu, aby nadpróbkować CFT tego szczególnego ciągu wejściowego.  
• W praktyce, jeśli chcemy przeprowadzić zarówno uzupełnienie zerami, jak i 
okienkowanie ciągu próbek danych wejściowych, musimy uważać, aby nie zastosować 
okna do całego sygnału wejściowego, po dołączeniu próbek o wartościach zerowych. 
Funkcja okna musi być zastosowana tylko do oryginalnych niezerowych próbek 
czasowych, w przeciwnym wypadku uzupełnione zera wyzerują się i zniekształcą część 
funkcji okna, prowadząc do błędnych wyników.  
 
Termin przekształcenia Fouriera o czasie dyskretnym (ang. Discrete-Time Fourier Transform 
— DTFT), jaką można napotkać w literaturze.  
DTFT jest ciągłym przekształceniem Fouriera L-punktowego ciągu dyskretnego w dziedzinie 
czasu;  Nie możemy wyznaczać DTFT używając komputera, ponieważ ma ona nieskończenie 
dokładną rozdzielczość częstotliwościową — lecz moglibyśmy, aproksymować DTFT poprzez 
wyznaczenie N- punktowej DFT L-punktowego ciągu o czasie dyskretnym, gdzie N > L.  
DFT funkcji prostokątnych 
Jednym z najbardziej powszechnych i najważniejszych wyliczeń rozważanych w cyfrowym 
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przetwarzaniu sygnałów jest DFT funkcji prostokątnej.  
 
Funkcja prostokątna  w postaci ogólnej może być zdefiniowana jako N próbek 
zawierających K próbek o jednostkowej wartości, jak to pokazano na rys. ??3.24. 
( )nx
Funkcje prostokątną, którą chcemy transformować, stanowi pełny N- punktowy ciąg ( )nx . 
Ciąg ten nazywamy funkcją prostokątną w postaci ogólnej, ponieważ K jednostkowych próbek 
zaczyna się przy dowolnej wartości indeksu 0n− . N- punktowa DFT ma postać: 
( ) ( )
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dla pomocniczej zmiennej 
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Jeśli pomnożymy i podzielimy licznik i mianownik prawej strony równania (31) przez 
odpowiednie wyrażenia eksponencjalne połówek kąta, to rozdzielimy te wyrażenia 






















−⋅=∑        ( 32 ) 
Z równania Eulera mamy: 
2j
ee jj φφφ






















−∑     ( 33 ) 
Przywracając naszej pomocniczej zmiennej q jej oryginalną wartość Nm /π2 , otrzymujemy 
Postać ogólna jądra Dirichleta:  





ππ ⋅= −−− 212 0  
( 34 ) 
Równanie (34) stanowi ogólne wyrażenie dla DFT funkcji prostokątnej.  jest 
wyrażeniem zespolonym, gdzie iloraz członów sinusoidalnych określa wartości , człon 
eksponencjalny zaś jest kątem fazowym . Wartości czynnika ilorazu sinusów w równaniu 
(34) leżą na krzywej okresowej, pokazanej na rys. 3.25(a), i jak dla wszystkich reprezentacji N-  




Krzywa ta jest znana jako jądro Dirichleta (lub aliasowana funkcja sinc. Została ona nazwana 
od nazwiska dziewiętnastowiecznego niemieckiego matematyka Petera Dirichleta, który badał 
zbieżność szeregów trygonometrycznych, używanych do reprezentowania dowolnych funkcji. 
Aby zrozumieć w sposób pełniejszy naturę DFT funkcji prostokątnych, przedyskutujmy kilka 




DFT symetrycznej funkcji prostokątnej 
Równanie (34) jest nieco skomplikowane, ponieważ rozważaliśmy oryginalną funkcję ( )nx  w 
postaci ogólnej. W praktyce, szczególne przypadki funkcji prostokątnych prowadzą do 
prostszych wersji równania. 
 Rozważmy symetryczną względem punktu 0=n  funkcję prostokątną , jak pokazano na 
rys. ??3.28, W tym przypadku K próbek jednostkowych zaczyna się w punkcie 
. Zatem podstawienie 
( )nx
210 /)( −−=−= Knn 210 /)( −= Kn  w równaniu (34) daje 
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ππ =⋅= −−−− 21212     ( 35 ) 
  
Równanie (35) wskazuje, ze DFT symetrycznej funkcji prostokątnej jest funkcją rzeczywistą, 
czyli nie występuje zespolony czynnik eksponencjalny w równaniu (35), zatem ta szczególna 
DFT nie zawiera części urojonej lub członu fazowego.  
rys. 3.29 /////////////////// 
DFT pobudzenia zespolonego 
W niniejszym punkcie wyznaczymy N- punktową DFT, gdy sygnałem wejściowym jest ciąg 
dyskretny, reprezentujący sinusoidę zespoloną, wyrażoną jako ( )nxc .  
( ) Nnkjc enx /π2=   ( 36 ) 
gdzie k jest liczbą całkowitych okresów, występujących w zbiorze N próbek.  
 
DFT zespolonej sinusoidy: ( ) ( ) ( )[ ] ( )[ ]( )[ ]Nmm mkemX Nmkmkjc /sinsin/ −−⋅= −−− π πππ  ( 37 ) 
( )mXc  w równaniu (37) jest wyrażeniem zespolonym, gdzie iloraz członów sinusoidalnych 
określa wartości  a człon eksponencjalny jest kątem fazowym ( )mXc ( )mXc X.  
W tym momencie w równaniu (37) interesuje nas jedynie czynnik ilorazu sinusów. Jego moduł 
jest pokazany na rys. ?3.41. Ponieważ ciąg ( )nxc  jest zespolony, to nie występują ujemne 
składowe częstotliwości w  . ( )mXc
//////////////////// 
Rys. 3.41. 
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