Quantile Factor Models (QFM) represent a new class of factor models for high-dimensional panel data. Unlike Approximate Factor Models (AFM), where only location-shifting factors can be extracted, QFM also allow to recover unobserved factors shifting other relevant parts of the distributions of observed variables. A quantile regression approach, labeled Quantile Factor Analysis (QFA), is proposed to consistently estimate all the quantile-dependent factors and loadings. Their asymptotic distribution is then derived using a kernel-smoothed version of the QFA estimators. Two consistent model selection criteria, based on information criteria and rank minimization, are developed to determine the number of factors at each quantile. Moreover, in contrast to the conditions required for the use of Principal Components Analysis in AFM, QFA estimation remains valid even when the idiosyncratic errors have heavy-tailed distributions. Three empirical applications (regarding macroeconomic, climate and finance panel data) provide evidence that extra factors shifting the quantiles other than the means could be relevant in practice.
Introduction
u it (τ ) = f 2t [ǫ it − Q ǫ (τ )], and the conditional quantile Q u it (τ ) [τ |f t ] = 0. 3 PCA will only extract the location-shifting factor f 1t in this model, but it will fail to capture the scale-shifting factor f 2t and the quantile-dependent loadings λ i (τ ) in its QR representation. Also notice that, when the distribution of ǫ it is symmetric, then f t can be considered as being quantile dependent, i.e., f t (τ ), since f t (τ ) = [f 1t , 0] ′ for τ = 0.5, and f t (τ ) = [f 1t , f 2t ] ′ for τ = 0.5. Together with other examples discussed in subsection 2.2 below, this means that the general class of models to be considered in the sequel would be one where both loadings and factors are allowed to be quantile-dependent objects, namely, λ i (τ ) and f t (τ ), for τ ∈ (0, 1). In what follows, we denote this class of models as Quantile Factor Models (QFMs, hereafter), whose detailed definition is provided in Section 2 below.
That said, our goal in this paper is to develop a common factor methodology for QFM which is flexible enough to capture those quantile-dependent objects that standard AFM tools are unable to recover. To do so, we analyze their estimation and inference, including the selection of the number of factors at each quantile τ . In a nutshell, QFM could be thought of as capturing the same type of flexible generalization that QR techniques represent for linear regression models.
To help understand how this new methodology works, we start by proposing an estimation approach for the quantile-dependent objects in QFM, labeled Quantile Factor Analysis (QFA, henceforth). Our QFA estimation procedure relies on the minimization of the standard check function in QR (instead of the standard quadratic loss function used in AFM) to estimate jointly the common factors f t (τ ) and the loadings λ i (τ ) at a given quantile τ. However, since the objective function for QFM is not convex in the relevant parameters, we introduce an iterative QR algorithm that yields estimators of the quantile-dependent objects. We then derive their average rates of convergence, and propose two consistent selection criteria, based on information criteria and rank minimization, to choose the number of factors at each τ . In addition, we establish asymptotic normality for QFA estimators based on smoothed QR (see e.g., Horowitz 1998 and Galvao and Kato 2016) . Moreover, given that given that QFA estimation captures all quantile-shifting factors (including those affecting the means of observed variables), our asymptotic results and the proposed selection criteria provide a natural way to differentiate AFM from QFM.
The key contributions of our paper to the literature on factor models can be summarized as follows:
1. We propose a new class of factor models: QFM, and provide a complete asymptotic analysis for such models. In particular, we show that the average convergence rates of the QFA estimators are the same as the PCA estimators of Bai and Ng (2002) , which is a crucial result for proving the consistency of the two selection criteria used to estimate the number of factors at each τ . In addition, similar to Bai (2003) , our QFA estimators based on smoothed QR are shown to converge at the parametric rates ( √ N and √ T ) to normal distributions.
2. The problems of incidental parameters and non-smooth object functions require an innovative way to derive all the above-mentioned results. This leads to the use of some novel techniques borrowed from the theory of empirical processes in our proofs. Moreover, our proof strategy can be easily extended to some other nonlinear factor models (e.g., probit
and logit factor models considered by Chen et al. 2018 ) with smooth object functions.
3. The QFA estimators inherit from QR certain robustness properties to the presence of outliers and heavy-tailed distributions in the idiosyncratic component of a factor model which render PCA invalid. In effect, while PCA requires the idiosyncratic errors to have eighth bounded moments, QFA only needs the existence and smoothness of the density function. Thus, at τ = 0.5, QFA can be viewed as a robust alternative to PCA.
4. The extra factors obtained by our QFA estimation procedure can be used to improve the monitoring and forecasting performance in the factor-augmented regression setup, as well as to help in the factor identification process, depending on the application at hand. For instance, in finance these "new" factors could be interpreted as volatility or tail-risk factors driving assets returns. With income data, they could represent common factors behind income inequality; and with climate data these factors could represent common features behind global extreme temperatures at both tails of their distribution, etc.
Related literature
There is a recent literature that attempts to make the AFM setup more flexible. For example, Su and Wang (2017) allows for the factor loadings to be time-varying and Pelger and Xiong (2018) admit these loadings to be state dependent. Chen et al. (2009) provide a theory for nonlinear principal components, where they suggest using sieve estimation to retrieve nonlinear factors. Finally, Gorodnichenko and Ng (2017) propose an algorithm to estimate level and volatility factors simultaneously. Different from these studies, our approach of modelling nonlinearities in factor models is through the conditional quantiles of the observed variables.
There is also a growing literature on heterogeneous panel quantile models with factor structures, especially in financial economics. The main idea is that a few unobservable factors explain co-movements of asset return distributions in a large range of asset returns observed at high frequencies, as in stock markets. In parallel and independent research, there have been two related studies to ours. 4 First, Ma et al. (2017) propose estimation and inference procedures in semiparametric quantile factor models, in which factor loadings/betas are smooth functions of a small number of observables under the assumption that the included factors all have non zero mean. Then, sieve techniques are used to obtain preliminary estimation of these functions for each time period; next the factor structure is imposed in a sequential fashion to estimate the factor returns by GLS under weak conditions on cross-sectional and temporal dependence. We depart from these authors in that we do not need to assume the loadings to depend on observables and, foremost, in that not only loadings but also factors are quantile-dependent objects in our setup.
Second, in a closely related paper, Ando and Bai (2018) (AB 2018, hereafter) use a setup similar to ours where the unobservable factor structure is also allowed to be quantile dependent. They use Bayesian MCMC and frequentist estimation approaches, the latter building upon our iterative procedure, as it is duly acknowledged in their paper. However, we differ from AB (2018) in several respects which make our QFA approach valuable: (i) our assumptions are less restrictive, since we rely on properties of the density, as in QR, while AB (2018) needs all the moments of the idiosyncratic errors to exist, (ii) the proofs of the main results are also noticeably different since we believe that our proof strategy can solve some potential caveats which appear in their proofs, (iii) our rank-minimization selection criterion to estimate the number of factors is computationally more efficient and performs better in finite sample than the information-criteria-based method, which is the only one considered by AB (2018).
Last but not least, it is also worth noticing that the illustrative location-scale shift model above, where f 1t = f 2t , is behind a current line of research in asset pricing which has been coined the "idiosyncratic volatility puzzle" by Ang et al. (2006) . This approach focuses on the co-movements in the idiosyncratic volatilities of a panel of asset returns, and basically consists of applying PCA to the squared residuals, once the mean factors have been removed from the data (a procedure labeled PCA-SQ, hereafter). 5 For example, this technique would be valid for the illustrative example above. Yet, while the QFA approach is able to recover the whole QFM structure for more general DGPs than the previous model (see subsection 2.2), it will be shown that PCA-SQ fails to do so. It will also fail if the idiosyncratic errors do not have bounded eighth moments. Hence, to the best of our knowledge, our QFA approach becomes the first estimation procedure capable of dealing with these issues.
Structure of the Paper. The rest of the paper is organized as follows. Section 2 defines QFM and provides a list of simple illustrative examples where the new QFM methodology applies.
In Section 3, we present the QFA estimator and its computational algorithm, establish the average rates of convergence of all the quantile-dependent objects, and propose two consistent selection criteria to choose the number of factors at each quantile. Section 4 introduces a kernelsmoothed version of the QFA estimators to derive their asymptotic distributions. Section 5 contains some Monte Carlo simulation results to evaluate the performance in finite samples of our estimation procedures relative to other alternative approaches under different assumptions about the idiosyncratic error terms. Section 6 considers several empirical applications using three large panel datasets, where we document the relevance of factors shifting other moments of the distributions of the data rather than just their means. Finally, Section 7 concludes and suggests several avenues for further research. Proofs of the main results are collected in the online appendix.
Notations: We use · to denote the Frobenius norm. For a matrix A with real eigenvalues, let ρ j (A) denote the jth largest eigenvalue. Following Van der Vaart and Wellner (1996) , the symbol means "left side bounded by a positive constant times the right side" (the symbol is defined similarly), and D(·, g, G) denotes the packing number of space G endowed with metric g.
The Model and Some Examples
This section starts by introducing the main definitions to be used throughout the paper. Next, we show how to derive the QFM representation of several illustrative DGPs exhibiting different factor structures.
Quantile Factor Models
Suppose that the observed variable X it , with i = 1, 2, .., N and t = 1, 2, ..., T , has the following QFM structure:
where the common factors f t (τ ) is a r(τ ) × 1 vector of unobservable random variables, λ i (τ ) is a r(τ ) × 1 vector of factor loadings. Let F t be a finite-dimensional vector including all different elements of f t (τ ) with τ ∈ (0, 1). The idiosyncratic errors u it (τ ) is assumed to satisfy the following quantile restrictions:
Alternatively, (1) implies that
where the factors, the loadings, and the number of factors are all allowed to be quantiledependent.
Examples
In this section we provide a few illustrative examples of QFMs derived from different specifications of location-scale shift models and related ones. By means of these simple illustrations, the objective is to show that there are instances where the standard AFM methodology fails to capture the full factor structure and therefore requires the use of our alternative QFM approach.
Moreover, assume that the median of ǫ it is 0, i.e., Q ǫ (0.5) = 0, then this simple model has a QFM representation (1) by defining
However, note that the standard estimation method (PCA) for this AFM may not be consistent if the distribution of ǫ it has heavy tails. For example, Assumption C of Bai and Ng (2002) requires E[ǫ 8 it ] < ∞, which is not satisfied if, e.g. ǫ it follows the standard Cauchy or some Pareto distributions .
Example 2. Location-scale shift model (same sign-restricted factor). X it = α i f 1t + f 1t ǫ it , where f 1t > 0 for all t and {ǫ it } are defined as in Example 1. This model has a QFM representation (1) by defining
the loadings of the factor f 1t are the only quantile-dependent objects.
are vectors of r j factors. When f 1t and f 2t do not share common elements, this model has a QFM representation (1) with
Example 4. Location-scale shift model with two idiosyncratic errors. X it = α i f 1t + f 2t ǫ it + f 3t e it , where ǫ it and e it are two independent normal random variables with variances σ 2 ǫ and σ 2 e . This model is observationally equivalent to X it = α i f 1t + f 2 2t σ 2 ǫ + f 2 3t σ 2 e · v it where v it follows a standard normal distribution. Thus, it has a QFM representation (1) with
5, where Φ −1 is the quantile function of the standard normal distribution.
Example 5. Location-scale shift model with an idiosyncratic error and its cube.
it , where ǫ it is a standard normal random variable. Let f 2t , f 3t , c i be positive, then X it has an equivalent representation in form of (1) with
In particular, if c i = 1 for all i and noticing that the mapping τ → Φ −1 (τ ) 3 is strictly increasing, then we have for τ = 0.5,
Notice that in this case, the second factor in f t (τ ), f 2t + f 3t Φ −1 (τ ) 2 , is quantile dependent even for τ = 0.5.
Not surprisingly, the standard AFM methodology based on PCA only works in Example 1, when the idiosyncratic errors satisfy certain moment conditions. In all the remaining cases, PCA will only yield consistent estimates of those factors shifting the locations; however, it will fail to capture those extra factors which shift quantiles other than the means, or their corresponding quantile-varying loadings. In the sequel, we will therefore propose QFA as a new estimation procedure to estimate both sets of quantile-dependent objects in QFM.
Estimators and their Asymptotic Properties
To simplify the notations, we suppress hereafter the dependence of f t (τ ), λ i (τ ), r(τ ) and u it (τ ) on τ , so that the QFM in (1) is rewritten as:
where λ i , f t ∈ R r . Suppose that we have a sample of observations {X it } generated by (2) for i = 1, . . . , N, and t = 1, . . . , T , where the realized values of {f t } are {f 0t } and the true values of {λ i } are {λ 0i }. We take a fixed-effects approach by treating {λ 0i } and {f 0t } as parameters to be estimated. In Section 3.1, we consider the estimation of {λ 0i } and {f 0t } while r is assumed to be known. Finally, Section 3.2 deals with the estimation of r for each quantile.
Estimating Factors and Loadings
It is well known in the literature on factor models that {λ 0i } and {f 0t } cannot be separately identified without imposing normalizations (see Bai and Ng 2002) . Without loss of generality, we choose the following normalizations:
′ denotes the vector of true parameters, where we also suppress the dependence of θ and θ 0 on M to save notation. Let A, F ⊂ R r and define:
Further, define:
where ρ τ (u) = (τ − 1{u ≤ 0})u is the check function. The QFA estimator of θ 0 is defined as:
It is obvious that the way in which our estimator is related to the PCA estimator studied by Bai and Ng (2002) and Bai (2003) is analogous to how standard least-squares regressions are related to QR. However, unlike Bai (2003)'s PCA estimator, our estimatorθ does not yield an analytical closed form. This makes it difficult not only to find a computational algorithm that would yield the estimator, but also the analysis of its asymptotic properties. In the sequel, we introduce a computational algorithm called iterative quantile regression (IQR, hereafter) that can effectively find the stationary points of the object function. In parallel, Theorem 1 shows thatθ achieves the same convergence rate as the PCA estimators for AFM.
To describe the algorithm, let Λ = (λ 1 , . . . , λ N ) ′ , F = (f 1 , . . . , f T ) ′ , and define the following averages:
Note that we have
The main difficulty in finding the global minimum of M N T is that this object function is not convex in θ.
However, for given F , M i,T (λ, F ) happens to be convex in λ for each i and likewise, for given Λ, M t,N (Λ, f ) is convex in f for each t. Thus, both optimization problems can be efficiently solved by various linear programming methods (see Chapter 6 of Koenker 2005) . Based on this observation, we propose the following iterative procedure:
Iterative quantile regression (IQR):
Step 1: Choose random starting parameters: F (0) .
Step 2: Given
Step 3:
Step 4: Normalize Λ (L) and F (L) so that they satisfy the normalizations in (3).
To see the connection between the IQR algorithm and the PCA estimator proposed by Bai (2003) , suppose that r = 1, and replace the check function in the IQR algorithm by the leastsquares loss function. Then, it is easy to show that the second step of the algorithm above yields
, where X is the T × N matrix with elements {X it }, and C l = F (l) 2 · Λ (l) 2 . Thus, the iterative procedure is equivalent to the well-known power method of Hotelling (1933) ; after normalizations, the sequence F (0) , F (1) , . . . will converge to the eigenvector associated with the largest eigenvalue of XX ′ , as in the PCA estimator of Bai (2003) . Therefore, the IQR algorithm and its corresponding QFA estimator can be viewed as an extension of PCA to QFM.
Similar algorithms have been proposed in the machine learning literature to reduce the dimensions for binary data, where the check function is replaced by some smooth nonlinear link functions, e.g., Collins et al. (2002) . However, unlike PCA, whether such methods guarantee finding the global minimum remains an open question. Nonetheless, in all of our Monte Carlo simulations we found that the QFA estimators of the factors using the IQR algorithm always converge to the space of the true factors, which is somewhat reassuring in this respect.
To prove the consistency of the QFA estimatorθ, we make the following assumptions:
(ii) Let f it denote the density function of u it given {f 0t }. There exists f > 0 such that for any compact set C ⊂ R and any u ∈ C, f it (u) ≥ f for all i, t.
(iii) Given {f 0t }, u it is independent of u js for any i = j or s = t.
The following theorem provides the average rate of convergence ofΛ andF .
Theorem 1. Under Assumption 1, as N, T → ∞, we have
Remark 1.1: Since our proof strategy is substantially different from the one in Bai and Ng (2002) , we briefly sketch the main ideas underlying our proof here. To facilitate the discussion, for any θ a , θ b ∈ Θ M define the semimetric d by:
and letM
The semimetric d plays an important role in our asymptotic analysis. We first show that d(θ, θ 0 ) = o P (1). Next, it can be shown that:
and that for sufficiently small δ > 0,
where
Intuitively, the above two inequalities and d(θ, θ 0 ) =
Inequality (4) follows easily from a Taylor expansion ofM N T (θ) around θ 0 and Assumption 1(ii). It is worth stressing that the proof of (5) requires the chaining argument which is commonly used in the theory of empirical processes. In particular, using Hoeffding's inequality and the
for some constant K. Then, along the lines of Theorem 2.2.4 of Van der Vaart and Wellner (1996) , it follows that the left-hand side of (5) is bounded by
Finally, we can prove that
Remark 1.2: Compared to Bai and Ng (2002) , notice that we do not require any moment of u it to be finite. Thus, for the canonical factor models (e.g., Example 1) where the idiosyncratic errors have median equal to zero, our estimator for the case τ = 0.5 can be interpreted as a least absolute deviation (LAD) estimator which is robust to heavy tails and outliers. In Section 5, we will illustrate the robustness of the LAD estimator, relative to the PCA estimator, by means of Monte Carlo simulations.
Remark 1.3:
If the true parameters do not satisfy the normalizations (3), they can still be in the space Θ M after some normalizations. Let H N T be a r × r invertible matrix and definē
. For {f 0t } and {λ 0i } to satisfy the normalizations (3), we require:
, and D N is a diagonal matrix with nonincreasing diagonal elements. The above equalities imply that:
Thus, the rotation matrix H N T can be chosen as Σ −1/2 T,F Γ N T , where Γ N T is the matrix of eigen-
T,F . As a result, Theorem 1 can be stated as follows:
Note that the rotation matrix H N T is slightly different from the rotation matrix of Bai (2003) , but they converge to the same limit (see Remark 4.3 below).
Remark 1.4: Compared to Bai and Ng (2002) , our Assumption 1(iii) is admittedly strong. However, note that this assumption is made conditional on {f 0t }, so cross-sectional dependence of u it due to the common factors are still allowed for. Moreover, the independence assumption is only used to establish the sub-Gaussian inequality (6). Thus, Assumption 1(iii) can be relaxed as long as the sub-Gaussian inequality holds. 6
Selecting the Number of Factors
In the previous section, we assumed the number of quantile-dependent factors r(τ ) to be known at each τ . In this subsection we propose two different procedures to select the correct number of factors at each quantile with probability approaching one. The first one selects the model by rank minimization while the second one uses information criteria (IC). As before, the dependence of the quantile-dependent objects on τ , including r(τ ), is ignored in the sequel.
Model Selection by Rank Minimization
Let k be a positive integer larger than r, and A k and F k be compact subsets of R k . In particular,
Consider the following normalizations: (7)}, and
6 See van de Geer (2002) for the properties of Hoeffding inequalities for martingales.
The first estimator of the number of factors r is defined as:
where P N T is a sequence that goes to 0 as N, T → ∞. In other words,r rank is equal to the number of diagonal elements of (Λ k ) ′Λk /N that are larger than the threshold P N T . We call r rank the rank-minimization estimator because, as discussed below in Remark 2.1, it can be interpreted as a rank estimator of (Λ k ) ′Λk /N .
It can be shown that:
Remark 2.1: In the proof of Theorem 2, we show that for k > r, it holds that
whereF k,r is the first r columns ofF k and
Thus, the first r diagonal components of (Λ k ) ′Λk /N converge in probability to positive constants while the remaining diagonal components are all O P (1/L 2 N T ). In other words, (Λ k ) ′Λk /N converges to a matrix with rank r, and P N T can be viewed as a cutoff value to choose the asymptotic rank of (Λ k ) ′Λk /N .
Model Selection by Information Criteria
The second estimator of r is similar to the IC-based estimator of Bai and Ng (2002) . Let l denote a positive integer smaller or equal to than k, and A l and F l be compact subsets of R l . In particular, for l > r, assume that [λ ′ 0i 0 1×(l−r) ] ′ ∈ A l for all i. Moreover, we can define Θ l ,θ l ,f l t ,λ l i ,F l andΛ l in a similar fashion.
Define the IC-based estimator of r as follows:
We can show that:
Theorem 3. Suppose Assumption 1 holds, and assume that there existsf > 0 such that for any compact set C ⊂ R and any u ∈ C, f it (u) ≤f for all i, t.
Remark 3.1: A similar result is also obtained by AB (2018), but the difference with ours is that we only need the density function of the idiosyncratic errors to be uniformly bounded above and below, while AB (2018) requires all the moments of the errors to be bounded. This difference is crucial since the robustness of our estimators against heavy tails and outliers becomes their main advantage relative to PCA estimators. The reason why we can obtain the same result here with less restrictions is that our proof is based on the innovative argument discussed in Remark 1.1 and the average convergence rate of the estimators, while the proof of AB (2018) depends on the uniform convergence rate of the estimators. 
k > r, and P N T is defined as in Theorem 2 above. SinceF l / √ T are the l eigenvectors of XX ′ /(N T ) associated with the largest l eigenvalues andΛ l = X ′F l /T , we have that:
That is,r is chosen as the number of eigenvalues of XX ′ /(N T ) that are larger than P N T .
Further, let ρ 1 (X) ≥ . . . ≥ ρ k (X) be the k largest eigenvalues of XX ′ /(N T ), then it is easy to see that:
Therefore, Bai and Ng (2002) 's estimator of r is equivalent to the number of diagonal elements iň Λ k ′Λ k /N that are larger than P N T -which is equivalent to the rank estimator that we defined above. However, due to the differences of the object functions, such equivalence does not exist in QFM.
Remark 3.3: The choice of P N T forr rank andr IC can be different in practice. In particular, it can differ from those penalties used by Bai and Ng (2002) . AB (2018) choose
forr IC , similar to IC p1 of Bai and Ng (2002) . However, as shown in AB's (2018) simulation results, this choice does not perform very well even for N, T as large as 300.
Remark 3.4: Even thoughr rank andr IC are both consistent estimators of r, the computational cost ofr rank is much lower than that ofr IC , because forr rank we only estimate the model once, while forr IC we need to estimate the model k times. Thus, in the simulations we will focus on r rank , and we refer to AB (2018) for the corresponding simulation results ofr IC . We find that the choice
forr rank works fairly well as long as min{N, T } is 100. This is also the value used in all of our simulations and applications.
Comparing AFM and QFM
The asymptotic results above guarantees that the QFA approach is not simply overfitting the data by estimating more spurious factors. However, given the results we have, constructing a rigorous test for QFM against AFM is difficult, and the question whether the PCA estimation is sufficient to recover the whole factor structure is relevant in practice.
To facilitate the comparison between AFM and QFM, it is convenient to consider the following equivalent representation of the QFM:
where U it ∼ U [0, 1] is independent of F t , and the mapping τ → γ i (τ ) ′ F t is non-decreasing for all and model (1) follows by defining λ i (τ ) as the nonzero elements of γ i (τ ) and f t (τ ) as the corresponding elements of F t . For instance, in Example 3 we can write ǫ it = Q ǫ (U it ) and therefore
] and e it = (γ i (U it ) − γ i ) ′ F t , then the above model can be written as
This model has an AFM representation. However, there are three cases where the PCA estimation of this model is either invalid or insufficient to recover the whole factor structure, and each of the cases can be diagnosed with the help of the QFA estimators. To simplify the discussions, the estimated factors using PCA and QFA are called the PCA factors and the QFA factors respectively in the sequel.
First, as shown in the simulation results of subsection 5.1, if e it exhibits heavy tails, the PCA factors are inconsistent while the QFA factors are close to the space of the true factors. Thus, in spirit of the Hausman test, a large discrepancy between the PAC factors and the QFA factors at all τ s is a strong indication that the moment restriction on e it , which is required for the consistency of the PCA factors, is violated. In this case, the QFA estimation is the only available method that yields consistent estimators of the factors.
Second, suppose that e it has eighth bounded moments, but γ i contains some zeros. In this case the PCA estimation is not sufficient to capture all the relevant factors, because zeros in γ i indicates the existence of factors that shift some of the quantiles but not the means (this is the case of Example 3). Since mean factors usually affect the locations and therefore shift some of the quantiles, we would find the number of QFA factors larger than the number of PCA factors. However, if the effects of the mean factors are weak for certain quantiles, it is possible that the QFA estimation will not be able to capture the mean factors at these quantiles, for the same reason that PCA estimation is unable to capture weak factors in AFM (see Onatski 2011). Thus, in this scenario, the number of QFA factors can be equal or smaller than the number of PCA factors at certain quantiles, and we have to further compare the QFA factors and PCA factors at different quantiles to identify the extra factors that shift the some of the quantiles but not the means.
Third, in the case where e it satisfy the moment conditions and γ i does not contain zeros, the PCA estimation will yield consistent estimator of all the relevant factors, and the QFA factors at all τ s will be captured by the PCA factors. However, the PCA estimation is unable to recover the quantile-dependent factor loadings γ i (τ ). In this case, a simple two-step estimation method can be implemented to estimate the quantile-dependent factor loadings, and a rigorous test for the constancy of the factor loadings across τ s can be constructed (see 
Estimators Based on Smoothed Quantile Regressions
The asymptotic distribution of the QFA estimatorθ is difficult to derive due to the nonsmoothness of the check function and the problem of incidental parameters. As in the asymptotic analysis of standard QR, one can expand the expected score function (which is smooth and continuously differentiable) and obtain a stochastic expansion forλ i − λ 0i ; yet the following term appears in the expansion:
AB (2018) claim that the above term is o P (1/T 1/2 ), based on the results that max i≤N λ i −λ 0i = o P (1) and max t≤T f t − f 0t = o P (1). However, we suspect that this claim may not hold. To see this, let andλ i andf t be the PCA estimators in a AFM. In the stochastic expansion ofλ i − λ 0i , the analogous term to (10) happens to be:
where ǫ it is the idiosyncratic error in the AFM. Note that, based on max t≤T f t − f 0t = o P (1), one can only show that:
Instead, we argue in what follows that one has to use the stochastic expansion off t − f 0t to
see the proof of Lemma B.1 of Bai 2003)
. Likewise, to show that (10) is o P (1/T 1/2 ), and therefore that this term does not affect the asymptotic distribution ofλ i , establishing the convergence rate off t − f 0t is not enough. As a result, the stochastic expansion off t − f 0t is needed. However, due the non-smoothness of the indicator functions, it is not clear how to explore the stochastic expansion off t − f 0t in (10).
To overcome the problem discussed above, we proceed to define a new estimator of θ 0 , denoted asθ, based on the following smoothed quantile regressions (SQR):
is a continuous function with support [−1, 1], and h is a bandwidth parameter that goes to 0 as N, T diverge.
for all i, t. We impose the following assumptions:
(ii) λ 0i is an interior point of A and f 0t is an interior point of F for all i, t.
(iii) k(z) is symmetric around 0 and twice continuously differentiable. For m ≥ 8,
it (u) = (∂/∂u) j f it (u) for j = 1, . . . , m+2. There exists −∞ < l <l < ∞, such that for any compact set C ⊂ R and any u ∈ C, we have
it (u) ≤l and f ≤ f it (u) ≤l for j = 1, . . . , m + 2 and for all i, t. 
for each i and t, where Σ Λ = diag(σ 1 , . . . , σ r ).
Remark 4.1: Similar to the proof of Theorem 1, we can show that
where the extra O P (h m/2 ) term is due the approximation bias of the smoothed check function. However, Assumption 2(v) implies that 1/L N T >> h m/2 , and then it follows that average convergence rates ofΛ andF are both L N T .
Remark 4.2: Similar to Theorems 1 and 2 of Bai (2003), we show that the new estimator is free of incidental-parameter biases. That is, the asymptotic distribution ofλ i is the same as if we would observe {f 0t }, and likewise the asymptotic distribution off t is the same as if {λ 0i } were observed. The proof of this result is not trivial. To see why this is the case, (11) where ̺ (j) (u) = (∂/∂u) j ̺(u). The key step is to show that the last two terms on the right-hand side of the above equation are o P (1/ √ T ). This is relatively easier for the PCA estimator of Bai (2003), since (f t − f 0t ) has an analytical form (e.g., equation A.1 of Bai 2003) . In our case, we would need a similar expansion as (11) to obtain an approximate expression for (f t −f 0t ), but this expression depends on (λ i −λ 0i ) due to the nature of factor models. Similar to Chen et al. (2018) , this problem can be partly solved by showing that the expected Hessian matrix is asymptotically block-diagonal (see Lemma 11 in the Appendix). However, the proof of Chen et al. (2018) is only applicable to a special infeasible normalization, namely
f 0t f ′ t , while our proof of Lemma 11 allows for normalization (3) and can be generalized to any of the other normalizations considered by Bai and Ng (2013) that uniquely pin down the rotation matrix. Remark 4.3: As discussed in Remark 1.3, if the true parameters do not satisfy the normalizations (3), the results of Theorem 3 can be stated as 
As a result, the main objects of interest are the common factors and the quantile-varying loadings. Notice that, if the factors f t were to be observed, using standard QR of X it on f t would lead to consistent and asymptotically normally distributed estimators of λ i (τ ) for each i and τ ∈ T . However, since f t are not observable, a feasible two-stage approach is to first estimate the factors by PCA, denoted asf P CA,t , and next run QR of X it onf P CA,t to obtain estimates of λ i (τ ) as follows:
As explained in Chen et al. (2017) , unlike the QFA estimators (see Remark 1.2), this twostage procedure requires moments of the idiosyncratic term u it to be bounded in order to apply PCA in the first stage (see, Bai and Ng 2002) . However, an interesting result (see Chen et al. 2017 , Theorem 2) is that the standard conditions on the relative asymptotics of N and T allowing for the estimated factors to be treated as known do not hold when applying this two-stage estimation approach. In effect, while these conditions are T 1/2 /N → 0 for linear factoraugmented regressions (see Bai and Ng 2006) and T 5/8 /N → 0 for nonlinear factor-augmented regressions (Bai and Ng 2008a) , lack of smoothness in the object (check) function at the second stage requires the stronger condition T 5/4 /N → 0. Moreover, Theorem 3 in Chen et al. (2017) shows how to run inference on the quantile-varying loadings (e.g., testing the null that they are constant across all quantiles or a subset of them).
Finite Sample Simulations
In this section we report the results from several Monte Carlo simulations regarding the performance of our proposed QFM methodology in finite samples. In particular, we focus on three relevant issues: (i) how well does our preferred estimator of the number of factors perform relative to other selection criteria when the distribution of the idiosyncratic error terms in an AFM exhibits heavy tails, (ii) how well do PCA and QFA estimate the true factors under the previous circumstances, and (iii) how robust is the QFA estimation procedure when the errors terms are serially and cross-sectionally correlated, instead of being independent.
Estimation of AFM with Heavy-tailed Idiosyncratic Errors
As pointed out in Remark 1.2, our estimator for AFM at τ = 0.5 can be viewed as a robust alternative to the PCA estimators that are commonly used in practice. This is because the consistency of our estimators does not require the moments of the idiosyncratic errors to exist.
For the same reason, our estimator of the number of factors should also be more robust to outliers and heavy tails than the IC-based method of Bai and Ng (2002) . In this subsection we confirm the above claims by means of simulations.
We consider the following DGP:
where f 1t = 0.2f 1,t−1 + ǫ 1t , f 2t = 0.5f 2,t−1 + ǫ 2t , f 3t = 0.8f 3,t−1 + ǫ 3t , λ ji , ǫ jt are all independent draws from N (0, 1), and u it are independent draws from the standard Cauchy distribution.
We consider four estimators of the number of factors r: two estimators based on P C p1 , IC p1 of Bai and Ng (2002) , the Eigenvalue Ratio estimator of Ahn and Horenstein (2013) and our rank-minimization estimator discussed in subsection 3.2, having chosen
We set k = 8 for all four estimators, and consider N, T ∈ {50, 100, 200}. Table 1 reports the following fractions: [proportion ofr < 3 , proportion ofr = 3 , proportion ofr > 3 ] for each estimator having run 1000 replications.
It becomes evident from the results in Table 1 that the IC-based estimators of Bai and Ng (2002) almost always overestimate the number factors, and that the eigenvalue-ratio estimator of Ahn and Horenstein (2013) tends to underestimate the number of factors but to a lesser extent than what the IC estimators overestimate them. By contrast, our rank-minimization estimator chooses accurately the right number of factors as long as min{N, T } ≥ 100.
Next, to compare the PCA and QFA estimators of the common factors in the previous DGP, we assume that r = 3 is known. We first get the PCA estimatorsF P CA , and then obtain the QFA estimatorF QF A using the IQR algorithm. Next, we regress each of the true factors on F P CA andF QF A separately, and report the average R 2 from 1000 replications in Table 2 as an indicator of how well the space of the true factors is spanned by the estimated factors. As shown in the first three columns of Table 2 , while the PCA estimators are not very successful in capturing the true common factors, our QFA estimators approximate them very well, even when N, T are not too large.
As discussed earlier, the overall findings reported in Tables 1 and 2 are in line with our theoretical results. In effect, while the PCA estimators of Bai and Ng (2002) fail to capture the true factors because they require the eighth moments of the idiosyncratic errors to be bounded, unlike the DGP above, our QFA estimators succeed because they only need the density function to exist and be continuously differentiable, like in the previous DGP. Thus, this simulation exercise provides strong evidence of the substantial gains that can be achieved by using QFA rather than PCA in those cases where the idiosyncratic error terms in AFM exhibit heavy tails and outliers.
Estimation of QFM: Heavy-tails and non-independent error terms
In this subsection we consider the following DGP:
where f 1t = 0.8f 1,t−1 + ǫ 1t , f 2t = 0.5f 2,t−1 + ǫ 2t , f 3t = |g t |, λ 1i , λ 2i , ǫ 1t , ǫ 2t , g t are all independent draws from N (0, 1), and λ 3i are independent draws from U [1, 2]. Following Bai and Ng (2002) , the following specification for e it is used:
where v it are independent draws from N (0, 1) except in the second case below. The autoregressive coefficient β captures the serial correlation of e it , while the parameters ρ and J capture the cross-sectional correlations of e it . We consider four cases: For each of the previous cases and each τ ∈ {0.25, 0.5, 0.75}, we first estimater using our rank-minimization estimator, having set k and P N T as described in the previous subsection.
Second, we estimater factors by means of the QFA estimation approach, which we denote asFr QF A . Finally, we regress each of the true factors onFr QF A and calculate the R 2 s. This procedure is repeated 1000 times and for each τ , we report the averages ofr and the R 2 s among these 1000 replications.
The results for Case 1 and Case 2 (where this time the heavy tails are captured by a Student(3) rather than by a Cauchy distribution, as in Tables 1 and 2 ) are reported in Table 3 and  Table 4 , respectively, for N, T ∈ {50, 100, 200}. Notice that for τ = 0.25, 0.75, we have r(τ ) = 3 while, for τ = 0.5, we get r(τ ) = 2, since the factor f 3t does not affect the median of X it . It can be observed that both our selection criterion and the QFA estimators perform very well in choosing the number of QFA factors and in estimating them. It should be noticed that at τ = 0.25, 0.75 the estimation of the scale factor f 3t is not as good as the mean factors f 1t , f 2t for small N and T . However, such differences vanish as N and T increase.
The results for Case 3 and Case 4 are in turn reported in Table 5 and Table 6 , respectively.
It can be inspected that the QFA estimators still perform well, even though the independence assumption is violated in these DGPs. Thus, despite adopting independence in Assumption 1 (iii) for tractability in the proofs (see Remark 1.4), it seems that QFA estimation still works properly when the errors terms are allowed to exhibit mild serial and cross-sectional correlations.
Empirical Applications
In this section we consider a few empirical applications of our QFM estimation approach, using three datasets in macroeconomics, finance, and climate change: First, we set the number of mean factors in the SW dataset to be equal to 3 since this the conventional number of factors found in the macroeconomic literature (typically capturing variability in TFP, monetary and fiscal variables). In contrast, for the Climate and MF datasets, which have been less explored in the AFM literature, we use the eigenvalue-ratio estimator of Ahn and Horenstein (2013) 7 ; next, we estimate the number of quantile-dependent factors using our rank-minimization estimator at τ = 0.1, 0.25, 0.5, 0.75, 0.9.
The results of the previous exercise are reported in Table 7 . Two different sets of findings emerge. First, for the SW dataset, the estimated number of QFA factors using our rankminimization estimator differs across τ s, though they never exceed or fall short of the chosen number of mean factors (3) by more than one factor; for example, for τ = 0.10 and 0.9, the chosen number of QFA factors is 2 while, for τ = 0.75, it is 4. Notice that, given that the set of QFA factors should include mean factors on top of extra factors, understanding the finding that there are quantiles at which number of QFA factors is lower than the number mean factors is not straightforward. Our interpretation is that one of the three mean factors in SW has small-sized loadings in lower and upper quantiles, making it difficult to detect this (weak) mean factor. Likewise, an even more extreme case of similarity between the number of mean and QFA factors is provided by the MF dataset where, for all τ s, the chosen number of QFA factors is identical to the number of mean factors selected by the eigenvalue-ratio criterion (3). Second, the evidence for the Climate dataset is rather different. In effect, with the exception of two tails of the distribution (τ = 0.1 and 0.9), where only two QFA factors are chosen, the number of factors selected at the remaining quantiles (5 or 6) is much larger that the corresponding number of mean factors (2) chosen by the eigenvalue-ratio criterion.
Thus, in principle, the Climate dataset appears as a clear candidate for the application of the QFM methodology. Notice, however, that the similarity between the number of mean and QFA factors in the SW and MF datasets does not necessarily imply that the correct factor structure would be a static AFM. This is because, despite selecting the same number of QFA factors at each quantile, the nature of QFA factors could differ at different quantiles. In other words, the three QFA factors at, say, τ = 0.25 could be different from the corresponding three QFA factors at, say, τ = 0.75. As explained below, this could be checked by examining the correlations of each of the QFA factors at each τ with the set of mean (PCA) Overall, the results reported in Table 7 imply that there may be some QFA factors which differ from the mean factors. To check this more precisely, in Table 8 we compareF F QA with the mean factors estimated using PCA (denoted asF P CA ). 8 For each τ , once we getF QF A , we then regress each element ofF QF A onF P CA , and report the R 2 s of these regressions in Table 8 . It can be observed that most of these R 2 s are close to 1 (which is not surprising since mean factors affect most of the quantiles) but with a few noticeable exceptions: (i) the first QFA factor of SW at τ = 0.9, (ii) the two QFA factors of Climate at τ = 0.1 and 0.9, and (iii) the third QFA factor of MF at τ = 0.1 and 0.25. These exceptions indicate that, besides the mean factors, our estimation procedure is able to uncover new quantile-dependent factors which can provide extra information about the distributional characteristics of the data.
Finally, following our previous discussion, we further investigate the origins of these extra quantile-dependent factors. We do this by comparing them to the volatility factors obtained by the PCA-SQ procedure, denoted asV F 2 . Moreover, in a similar fashion, we also construct skewness factors and kurtosis factors by apply PCA to the third and fourth powers of the residuals after removing the mean factors, which we denote asV F 3 andV F 4 , respectively. Table 9 reports the R 2 s of regressingV F j onF QF A for j = 1, 2, 3 at different τ s. It can be seen that for the SW dataset, the volatility, skewness and kurtosis factors are only moderately correlated with the QFA factors. In particular, the finding that the volatility factor does not explain much of the QFA factors in the SW dataset, together with the strong correlations between the mean and QFA factors for the three considered quantiles in Table 7 , seems to point out that the three mean factors are the dominant ones throughout the distribution. As a result, the AFM representation does not seem to be totally at odds with the factor structure of the SW dataset. Notwithstanding, the slightly higher correlations (R 2 s above 0.5) of the QFA factors withV F 2 at the lower and upper quantiles could provide some evidence of extra factors related to volatility. By contrast, for Climate and MF, the skewness factors are very close to the space of the quantile factors. This implies that, for these two datasets, there exist common factors that affect symmetry in the distributions of the data, and that such factors are captured by our QFA procedure.
Interestingly, the evidence for MF is in line with the results by Andersen et al. (2018) who report the existence of tail factors in the distribution of asset returns which, for our specific dataset, we interpret as being closely related to changes in skewness. Likewise, the evidence for the Climate dataset, is also in line with the results obtained by Gadea and Gonzalo (2019) .
Using the same dataset we use here but different quantile techniques, these authors find that global warming over the last century seems to be due to a different behaviour in the lower tail than in the central and upper tails of the distribution of global temperatures. This finding points out at a change in the skewness of such a distribution, in agreement with the nature of the extra QFA factors found for this dataset.
Conclusions
Approximate Factor Models (AFM) have become a leading methodology for the joint modelling of large number of economic time series with the big improvements in data collection and information technologies. This first generation of AFM was designed to reduce the dimensionality of big datasets by finding those common components (mean factors) which, by shifting the means of the observed variables with different intensities, are able to capture a large fraction of their co-movements. However, one could envisage the existence of other common factors that do not (or not only) shift the means but also affect other distributional characteristics (volatility, higher moments, extreme values, etc.) . This calls for a second generation of factor models.
Inspired by the generalization of linear regressions to quantile regressions (QR), this paper proposes Quantile Factor Models (QFM) as a new class of factor models. In QFM, both factors and loadings are allowed to be quantile-dependent objects. These extra factors could be useful for identification purposes, for instance mean factors vs. volatility/skewness/kurtosis factors, as well as for forecasting purposes in factor-augmented regressions and FAVAR setups.
Using tools in the interface of QR, Principal Component Analysis (PCA) and the theory of empirical processes, we propose an estimation procedure of the quantile-dependent objects in QFM, labelled Quantile Factor Analysis (QFA), which yields consistent and asymptotically normal estimators of factors and loading at each quantile. An important advantage of QFA is that it is able to extract simultaneously all mean and extra (non-mean) factors determining the factor structure of QFM, in contrast to PCA which can only extract mean factors. In addition, we propose novel selection criteria to estimate consistently the number of factors at each quantile. Finally, another relevant result is that QFA estimators remain valid when the idiosyncratic error terms in AFM exhibit heavy tails and outliers, a case where PCA is rendered invalid.
The previous theoretical findings receive support in finite samples from a range of Monte Carlo simulations. Furthermore, it is shown in these simulations that QFA estimation performs well when we depart from some of simplifying assumptions used in the theory section for tractability, like, e.g., independence of the idiosyncratic errors. Lastly, our empirical applications to three large panel datasets of financial, macro and climate variables provide evidence that some these extra factors may be highly relevant in practice.
Any time a novel methodology is proposed, new research issues emerge for future investigation. Among the ones which have been left out of this paper (some are part of our current research agenda), four topics stand out as important:
• Factor augmented regressions and FAVAR: In relation to this topic, it would also be interesting to check the contributions of the extra factors in forecasting and monitoring (see, e.g., Stock and Watson 2002 for this type of analysis). This is an issue of high interest for applied researchers, especially with the surge of Big Data technologies. For example, one could analyze the role of the extra factors in the estimation and shock identification in FAVAR. Recent developments in quantile VAR estimation, as in White et al. (2015) provide useful tools in addressing these issues.
• Relaxing the independence assumptions: in view of the simulation results in Tables 5 and   6 , we conjecture that the main theoretical results of our paper continue to hold when the error terms in QFM are allowed to have weak cross-sectional and serial dependence.
Providing a formal justification for this conjecture remains high in our research agenda.
As discussed in Remark 1.4, the goal here is to provide more general conditions on u it under which the sub-Gaussian type inequalities still hold.
• Dynamic QFM: Although our methodology admits factors to have dependence, provided Assumption 2(i) holds, there is still the pending issue of how to extend our results for static QFM extend to dynamic QFM, where the set of quantile-dependent variables include lagged factors (see Forni et al. 2000 and Watson 2011) . Since our main aim in this paper has been to introduce the new class of QFM and their basic properties, for the sake of brevity, we have focused on static QFM, leaving this topic for further research.
• Economic interpretation of QFA factors in empirical applications: given the evidence that extra factors could be relevant in practice, another interesting issue is how to interpret them in different economic and financial setups. Once the econometric techniques to detect and estimate extra factors in QFM have been established, attempts to provide new economic insights for these objects would help enrich the economic theory underlying this type of factor structures. j=1 λ ji f jt + u it , where f 1t = 0.2f 1,t−1 + ǫ 1t , f 2t = 0.5f 2,t−1 + ǫ 2t , f 3t = 0.8f 3,t−1 + ǫ 3t , λ ji , ǫ jt ∼ i.i.d N (0, 1), u it ∼ i.i.d Cauchy(0, 1). For each estimation method, we report the average R 2 in the regression of (each of) the true factors on the estimated factors by PCA and QFA. Note: This table provides the estimated numbers of mean factors using the eigenvalue ratio estimator, and the estimated numbers of quantile factors at τ ∈ {0.1, 0.25, 0.5, 0.75, 0.9} using the rankminimization estimator. Note: This table reports the R 2 of regressing each element ofF QF A onF P CA . For F QF A , the numbers of estimated factors is obtained from Table 7 , while forF P CA , the numbers of estimated factors are 3, 2 and 3 for SW, Climate and MF respectively. Note: This table reports the R 2 of regressingV F j onF QF A for j = 2, 3, 4. ForF QF A , the numbers of estimated factors is obtained from Table 7 .V F 2 ,V F 3 andV F 4 are the estimated volatility factor, skewness factor and kurtosis factor using the PCA-SQ approach and its extension to the cubes and fourth power of the residuals, respectively.
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