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Abstract
In this paper we study the moduli stack of complexes of vector bun-
dles (with chain isomorphisms) over a smooth projective variety X via
derived algebraic geometry. We prove that if X is a Calabi-Yau variety of
dimension d then this moduli stack has a (1−d)-shifted Poisson structure.
In the case d = 1, we construct a natural foliation of the moduli stack by
0-shifted symplectic substacks. We show that our construction recovers
various known Poisson structures associated to complex elliptic curves,
including the Poisson structure on Hilbert scheme of points on elliptic
quantum projective planes studied by Nevins and Stafford, and the Pois-
son structures on the moduli spaces of stable triples over an elliptic curves
considered by one of us. We also relate the latter Poisson structures to
the semi-classical limits of the elliptic Sklyanin algebras studied by Feigin
and Odesskii.
∗huazheng@maths.hku.hk
†apolish@uoregon.edu
1
1 Introduction
The framework of derived algebraic geometry, including the theory of derived
Artin stacks (see [9], [32]), has become an important tool in understanding
moduli spaces of vector bundles and their generalizations. In this paper we
study the moduli spaces of bounded complexes of vector bundles in this context.
Our main inspiration comes from the work of Pantev-Toe¨n-Vaquie´-Vezzosi
[22], where the classical symplectic structure on the moduli spaces of sheaves
over K3-surfaces discovered by Mukai is “explained” and generalized using
shifted symplectic structures. Namely, they show that the derived moduli stack
RPerf(X) of perfect complexes over a d-dimensional Calabi-Yau variety X has
a canonical (2 − d)-shifted symplectic structure.
In this paper we consider the derived moduli stack RCplx(X) of bounded
complexes of vector bundles over a smooth projective variety X . Note that here
we consider bounded complexes of vector bundles with isomorphisms given by
chain isomorphisms (not quasi-isomorphisms). Thus, it is very different from
the moduli stack of perfect complexes where isomorphisms in derived category
are allowed. This also makes our moduli stack to be closely related to moduli
spaces of Higgs bundles, of stable pairs and triples (see [3]) and of coherent
systems (see [14]). More precisely, RCplx(X) is defined as the derived mapping
stack from X to the derived stack RCplx. The latter classifies perfect graded
mixed complexes with fixed Tor-amplitude [0, 0], where we use the formalism of
[5, Sec. 1]. The construction can be found in Section 2.2.
Our main result is that if X is a Calabi-Yau variety of dimension d then
RCplx(X) admits a (1− d)-shifted Poisson structure (see Theorem 3.17). Here
we use the theory of shifted Poisson structures developed in [5] (see also [16],
[17], [27], [29]).
Our original motivation was to “explain” natural Poisson structures on mod-
uli spaces of stable triples and stable pairs over an elliptic curve C (see [24]), as
well as those on moduli spaces of complexes over an elliptic curve constructed
by Nevins-Stafford [19] and by Li [13]. We indeed show that the relevant moduli
stacks admit 0-shifted Poisson structures which have the classical Poisson struc-
tures as their “shadows” (see Theorems 4.7 and 5.1). Note that Safronov in [28]
gives a similar construction of a 0-shifted Poisson structure on the moduli stack
of P -bundles over an elliptic curve, where P is a parabolic subgroup in a simple
algebraic group (the corresponding classical Poisson structure was discovered
by Feigin-Odesskii in [8]).
As an additional bonus, the derived geometry point of view clarifies the
picture with the symplectic leaves of these Poisson structures. Namely, we show
that they can be recovered from the natural map
RCplx(C)→ RPerf(C) × RV ectgr(C)
by considering the homotopy fibers over stacky points in the target (see Corol-
lary 3.21). More precisely, we prove that these homotopy fibers carry 0-shifted
symplectic structures. Under additional assumptions this gives a classical sym-
plectic structure on the coarse moduli spaces of such fibers. In Sections 4.2 and
2
5.1 we show how this approach can be used to study symplectic leaves of the
classical Poisson structures associated with an elliptic curve.
In a somewhat different direction, in Section 5.2 we check that the Poisson
structure on the projectivization of the space Ext1(L,OC), for a degree n line
bundle L on C, arising from the identification with a moduli space of stable pairs,
coincides with the semi-classical limit of the Feigin-Odesskii algebrasQn,1(C, η).
One should note that the foundations of the theory of shifted Poisson struc-
tures are not quite complete at the moment. Namely, the definition of an n-
shifted Poisson structure used by Spaide [29], in terms of a Lagrangian structure
on a morphism to an (n+1)-shifted symplectic formal derived stack, is different
from the definition in [5]. The proof of the equivalence between the two defini-
tions should appear in a forthcoming paper by K. Costello and N. Rozenblyum.
However, one implication of this equivalence has been already proved by Melani
and Safronov [17]: they prove that an n-shifted Poisson structure in the sense
of Spaide gives rise to an n-shifted Poisson structure as defined in [5].
Our method of constructing (1− d)-shifted Poisson structure on the moduli
stack of complexes is via constructing a Lagrangian structure on a morphism to
a moduli stack equipped with an (2− d)-shifted symplectic structure. Thus, by
the results of [29] and [17], this will give a shifted Poisson structure with respect
to either definition.
Acknowledgments. We are grateful to Tony Pantev, Ted Spaide, Jiang-Hua
Lu, Kai Behrend and Pavel Safronov for many valuable comments. Particu-
lar thanks go to Jon Pridham for kindly explaining the construction in [26]
to us. The research of Z.H. is supported by RGC Early Career grant no.
27300214, GRF grant no. 17330316 and NSFC Science Fund for Young Scholars
no. 11401501. A.P. is supported in part by the NSF grant DMS-1400390 and
by the Russian Academic Excellence Project ‘5-100’.
2 Moduli spaces of complexes and perfect com-
plexes
The main purpose of this section is to briefly recall the construction of the
moduli stack of objects in a dg category, due to To¨en and Vaquie´ [33], and to
set up some notation involving dg-categories and derived stacks that will be
used later.
2.1 Moduli of objects in dg-categories
Let k be a field of characteristic zero. We denote by C (k) the category of (un-
bounded) cochain complexes of k-modules. It carries a standard model structure
([12, Definition 2.3.3]). For L,M ∈ C (k) and n ∈ Z, let Homn(L,M) denote
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the k-module of morphisms f : L→M of graded objects of degree n. Then
C (k)(L,M) := Hom•(L,M) =
⊕
n∈Z
Homn(L,M)
with the differential induced by the differentials on L and M . This makes C (k)
into a dg-category. The model structure and the dg-category structure on C (k)
both lead to the (same) homotopy category of C (k), which carries a symmetric
monoidal structure.
Let T be a small dg-category over k. A (left) dg-T -module is a dg functor
T → C (k). We denote the category of (left) dg-T -module by T −Mod. By [12,
4.2.18], the category T −Mod can be endowed with a C (k)-model structure.
Moreover, its model structure is compactly generated. For the details, we refer
to [33, Section 2.1].
To any dg-algebra B over k, we associate a dg-category, also denoted by
B with the unique object ⋆ such that the dg-algebra of endomorphisms of this
object B(⋆, ⋆) is equal to B. We denote by 1 the dg-category with the unique
object ⋆ and 1(⋆, ⋆) = k. The dg-category 1−Mod is just C (k). More generally,
for a k-algebra B, viewed as a dg-algebra concentrated in degree 0, the dg-
category B −Mod is the dg-category of complexes of B-modules.
The category of (small) dg-categories over k, denoted by dgcatk, has a model
structure [30]. Its homotopy category Ho(dgcatk) has a natural symmetric
monoidal structure, with the corresponding internal Hom denoted by RHom
and the mapping spaces denoted by Map(−,−) (see [12] for the precise defi-
nition of the mapping spaces). We consider these mapping spaces as objects
in the homotopy category of simplicial sets Ho(sSet). Let us denote the full
subcategory of T op −Mod consisting of cofibrant objects by T̂ . The objects in
1̂ are precisely the projective dg-k-modules. In terms of the internal Hom, we
have
T̂ = RHom(T op, 1̂). (2.1)
We denote by T̂pe the full subcategory of perfect objects in T̂ (see Definition 2.3
of [33]). The Yoneda functor
h : T → T̂
factors through the subcategory T̂pe (see section 2.2 [33]).
For a dg-category T , following [33], we consider the functor
MT :sk − CAlg → sSet
A 7→Mapdgcatk(T
op, Âpe)
where sk − CAlg is the category of simplicial commutative k-algebras, sSet is
the category of simplicial sets and Mapdgcatk(T
op, Âpe) is the mapping space of
the model category of dg-categories. And Âpe stands for ̂N(A)−Modpe with N
being the normalization. We denote k −CAlg for the category of commutative
k-algebras. By [33, Lemma 3.1], MT has a structure of D−-stack in the sense
of [9, Section 2.2].
The main theorem of [33] is the following.
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Theorem 2.1. (Theorem 3.6, Corollary 3.17 [33]) Let T be a dg-category of
finite type (e.g. T is saturated). Then the D−-stackMT is locally geometric and
locally of finite presentation. Moreover, for any pseudo-perfect T op-dg-module
E, corresponding to a global point of MT , the tangent complex of MT at E is
given by
TMT ,E ≃ RHom(E,E)[1].
In particular, if E is quasi-representable by an object x in T , then we have
TMT ,E ≃ T (x, x)[1].
Remark 2.2. The definition of a dg-category of finite type can be found in [33,
Definition 2.4]. The definitions of pseudo-perfect object, locally geometric, locally
of finite presentation and quasi-representable can be found in [33, Definition
2.7, Section 2.3, Definition 2.4]. The locally geometric condition guarantees the
existence of the cotangent complexes (by [9, Corollary 2.2.3.3]).
When T = 1, M1 classifies the perfect complexes of k-modules up to quasi-
isomorphisms. We denote M1 by RPerf . Let a, b ∈ Z be two integers with
a ≤ b. We defineM
[a,b]
1
⊂M1 to be the full sub-D−-stack consisting of perfect
complexes of k-modules of Tor amplitude contained in [a, b] ([33, Proposition
2.2]). We find that
M1 =
⋃
a≤b
M
[a,b]
1
,
and M
[a,b]
1
is n-geometric and locally of finite presentation, for n = b − a + 1.
When a = b, M
[a,a]
1
is equivalent to the D−-stack of vector bundles
V ect ≃
⊔
n
BGLn. (2.2)
Let V = {. . . → V i → V i+1 → . . .} be a perfect complex of k-modules.
We denote V ectgr for the classifying stack of the underlying graded objects⊕
i V
i[−i]. Note that V ectgr =
⋃
n>0 V ect
gr
n , where V ect
gr
n is the n-fold prod-
uct of V ect. There is an obvious morphism s : V ectgr → RPerf , mapping⊕
i V
i[−i] to the corresponding perfect complex with zero differentials.
Let us denote by D−St(k) the homotopy category of D−-stacks, and by
St(k) the category of (higher) stacks. Considering a commutative k-algebra as
a constant simplicial commutative k-algebra gives an embedding k − CAlg →
sk − CAlg. This embedding induces a truncation functor
t0 : D
−St(k)→ St(k),
with the left adjoint
i : St(k)→ D−St(k)
which is fully faithful.
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One has natural isomorphisms
π1(MT , E) ∼= Aut(E), πi(MT , E) ∼= Ext
1−i(E,E),
where Aut and Ext are computed in the triangulated category Ho(T op−Mod).
The construction T 7→ MT is contravariant in T , and gives rise to a con-
travariant functor from the model category of small dg-categories to the model
category of D−-stacks (see [33, Section 3.1]). Moreover, it induces a functor
between homotopy categories
M− : Ho(dgcatk)
op → D−St(k).
Let F be a locally geometric D−-stack. The natural adjunction map i(t0(F ))→
F , from the truncated stack to the derived stack, induces a map on tangent
complexes and cotangent complexes
Ti(t0(F ))
∼= τ≤0TF → TF , LF → Li(t0(F ))
∼= τ≥0LF
where τ≥0 and τ≤0 are the (smart) truncation functors of complexes. To simplify
the notation, we will omit the functor i and just write this map as t0(F )→ F .
For A ∈ k − CAlg the set of A-points of the truncated stack t0(F ) is given by
t0(F )(A) = F (A).
Definition 2.3. Fix a T op-module E. We define xE , the stacky point repre-
senting E, as the subfunctor of t0(MT ) corresponding to the subcategory of T
consisting of objects isomorphic to E.
There is a monomorphism of stacks
xE → t0(MT )
whose tangent map is
τ≤0(RHom(E,E))[1]→ τ≤1(RHom(E,E))[1].
The induced morphism on cohomology is an isomorphism for negative degree
and is zero for degree zero.
2.2 Moduli space of complexes
The goal of this subsection is to construct a geometric D− stack RCplx clas-
sifying bounded complexes of vector bundles up to chain isomorphisms, and a
morphism from RCplx to RPerf . The main idea is to view objects of RCplx
as graded mixed complexes with fixed Tor-amplitude.
First we briefly recall the basics of the category of graded mixed complexes
following Section 1.1 of [5]. Let ǫC gr(k) denote the category of graded mixed
complexes of k-dg-modules. Its objects consist of families of dg-k-modules E :=
{E(p)}p∈Z, together with families of morphisms
ǫ : E(p)→ E(p+ 1)[1],
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such that ǫ2 = 0. In order to avoid confusion, we call p the weight degree to
distinguish it from the cohomological grading on E(p).
For E,F ∈ ǫC gr(k), the Hom space HomgrǫC gr(k)(E,F ) in ǫC
gr(k) has its
weight p piece
HomgrǫC gr(k)(E,F )(p) :=
∏
q∈Z
HomC (k)(E(q), F (q + p))
for any p ∈ Z. The mixed differential ǫp : Hom
gr
ǫC gr(k)(p)→ Hom
gr
ǫC gr(k)(p+1)[1]
has its q-component defined by
α+ β :
∏
q′∈Z
HomC (k)(E(q
′), F (q′ + p))→ HomC (k)(E(q), F (p+ q + 1))[1]
where∏
q′∈ZHomC (k)(E(q
′), F (q′ + p))
pr
//
α
++❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲
HomC (k)(E(q), F (q + p))
ǫF ·

HomC (k)(E(q), F (p + q + 1))[1]
and∏
q′∈ZHomC (k)(E(q
′), F (q′ + p))
pr
//
β
++❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
HomC (k)(E(q + 1), F (q + 1 + p))
·ǫE

HomC (k)(E(q), F (p + q + 1))[1]
commute.
The category C gr(k) :=
∏
p∈Z C (k) is naturally a symmetric monoidal model
category with model structure defined component-wise, and a monoidal struc-
ture defined by
(E ⊗ E′)(p) :=
⊕
i+j=p
E(i)⊗ E′(j).
One can check that ǫC gr(k) is equipped with a symmetric monoidal category
structure, defined through the forgetful functor
ǫC gr(k)→ C gr(k)
that forgets the mixed structure.
We denote the ∞-categories corresponding to C (k), C (k)gr and ǫC gr(k) by
dgk, dg
gr
k and ǫdg
gr
k . We denote the ∞-functor corresponding to the forgetful
functor by
Uǫ : ǫdg
gr
k → dg
gr
k .
On the other hand, there is a second ∞-functor, called the realization functor :
| − | : ǫdggrk → dgk
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defined on the strict model by
E 7→
∏
p≥0
E(p),
where the right hand side is endowed with the total differential = sum of the
cohomological differential and the mixed differential.
Remark 2.4. We provide an alternative view to objects in ǫC gr(k) which is
sometime useful. Given an object E := {E(p)}p∈Z in ǫC gr(k), we consider a
double complex E•,• whose p-th column is E(p) with internal (cohomological)
differential, and horizontal differential given by the mixed structure. The forget-
ful functor forgets the horizontal differential on E•,• and the realization functor
maps E•,• to the total complex.
Let T be a small dg-category over k. A (left) ǫ-dg-T -module is a dg-functor
T → ǫC gr(k). Denote the category of ǫ-dg-T op-modules by ǫT op − Mod. It
is endowed with a ǫC gr(k)-model structure. Denote the full subcategory of
ǫT op − Mod consisting of cofibrant objects by ǫT̂ , and the full subcategory
of ǫT̂ consisting of perfect objects by ǫT̂pe. Replacing the target model cate-
gory ǫC gr(k) by C gr(k), we can define similarly the category of graded dg-T op-
modules grT op−Mod, the full subcategory of cofibrant objects grT̂ and the full
subcategory of perfect objects grT̂pe.
Consider the moduli functors:
grMT : sk − CAlg → sSet
A 7→Mapdgcatk(T
op, grÂpe)
and
ǫMT : sk − CAlg → sSet
A 7→Mapdgcatk(T
op, ǫÂpe)
where ǫÂpe (resp. grÂpe) is the dg-category of perfect graded mixed complexes
of dg-N(A)-modules (resp. perfect graded dg-N(A)-modules). It follows from
the proof of Lemma 3.1 of [33] that grMT and ǫMT are D−-stacks.
The forgetful functor and the realization functor induces natural transforma-
tions of moduli functors, and therefore morphisms of D−-stacks. By an abuse
of notations, we denote the natural transformations by
ǫMT
|−|
##●
●●
●●
●●
●
Uǫ
zz✈✈
✈✈
✈✈
✈✈
✈
grMT MT
When T = 1, ǫM1 (resp. grM1) classifies the perfect graded mixed com-
plexes of dg-k-modules (resp. perfect graded dg-k-modules) up to quasi-isomorphisms
of dg-k-modules. Let a, b ∈ Z be two integers with a ≤ b. Define ǫM
[a,b]
1
⊂ ǫM1
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(resp. grM
[a,b]
1
⊂ grM1) to be the full substack consisting of perfect mixed com-
plexes of dg-k-modules (resp. perfect graded dg-k-modules) of Tor amplitude
contained in [a, b].
We denote ǫM
[0,0]
1
by RCplx. Clearly, grM
[0,0]
1
is simply the stack of graded
vector bundles V ectgr, which is a 1-geometric stack and locally of finite presenta-
tion. We refer the readers to Section 2.3 of [33] for the definitions of n-geometric
and locally finite presentation. A D−-stack F is called a derived Artin stack if
F is n-geometric for some n ∈ Z.
Now we study the stack RCplx by describing its A-points. For A ∈ k−CAlg,
the A-points RCplx(A) classify bounded graded mixed complexes of finitely gen-
erated projectiveA-modules, i.e. bounded complexes (with respect to the weight
decomposition) of finitely generated projective A-modules, or equivalently a
graded A[ǫ]/(ǫ2)-module that is a finitely generated projective A-module. In
particular, the k-points of RCplx correspond to bounded complexes of finite
dimensional k-vector spaces:
V := {. . . // V (p− 1)
ǫ // V (p)
ǫ // V (p+ 1) // . . .}
Because the model structure on ǫC gr(k) is pull back from that on C gr(k), two
objects in RCplx are equivalent if and only if they are chain isomorphic.
Proposition 2.5. The D−-stack RCplx is 1-geometric and locally of finite
presentation.
Proof. By Theorem 2.2.6.12 of [9] or by Theorem 4.12 of [26] which are both
special cases of the representability criteria of Lurie [15], it suffices to check that
(1) t0(RCplx) is a (underived) Artin stack locally of finite presentation;
(2) RCplx admits an obstruction theory;
(3) RCplx is nilcomplete, i.e. it commutes with the homotopy limit given by
the Postnikov tower of A ∈ sk − CAlg.
If (1) holds, then by Proposition 1.32 and 1.33 of [25] to verify conditions (2)
and (3) for RCplx it suffices to check the following condition:
(4) For A ∈ k − CAlg and E ∈ RCplx(A), the cohomology groups of the
tangent complex at E are finitely generated A-modules.
Because an A-point E corresponds to a graded A[ǫ]/(ǫ2)-module that is a finitely
generated projective A-module, the i-th cohomology group of the tangent com-
plex at E is equal to Exti+1A[ǫ]/(ǫ2)(E,E) which is a finitely generated A-module.
Fix integers p, q such that p ≤ q. Let v(p,q) = (vp, vp+1, . . . , vq) be a vector
of positive integers. Denote RCplx
v(p,q)
for the substack whose A-points are
complexes (with respect to the weight degree)
0→ V (p)→ V (p+ 1)→ . . .→ V (q)→ 0
9
of projective A-modules such that rk V (i) = vi. To prove (1), it suffices to
show that t0(RCplxv(p,q)
) is an Artin stack of finite presentation. We will
prove it by representing t0(RCplxv(p,q)
) as (underived) fiber product of Artin
stacks. Denote Fv(p,q) for the (underived) stack of graded vector bundles with
rank vector v(p,q). Denote Vv(p,q) and Wv(p,q) for the vector bundle stacks over
Fv(p,q) with fiber being the universal bundle
⊕q−1
i=p Hom(V (i), V (i + 1)) and⊕q−2
i=p Hom(V (i), V (i + 2)) respectively. Let µ : Vv(p,q) → Wv(p,q) be the mor-
phism of stacks defined by composition and ι : Fv(p,q) →Wv(p,q) be the morphism
defined by zero section. Then t0(RCplxv(p,q)
) is the fiber product of the diagram
of morphisms of Artin stacks of finite presentation:
t0(RCplxv(p,q)
) //

Vv(p,q)
µ

Fv(p,q)
ι // Wv(p,q)
The tangent complex of RCplx(k) at V can be computed by the reduced
Hochschild cochain complex of k[ǫ]/(ǫ2) with coefficients in the bimodule End•(V ) :=⊕
p∈Z
⊕
q∈ZHomk(V (p), V (p+ q)):⊕
n≥0
Homgr(m
⊗n,End(V ))
where m is the maximal ideal of k[ǫ]/(ǫ2). Here Homgr means homogeneous
map of degree zero. It is easy to check that the Hochschild cochain complex is
precisely
End≥0(V ) :=
⊕
p∈Z
⊕
q≥0
Homk(V (p), V (p+ q))
with differential given by ǫ·. Denote End0(V ) for
⊕
p∈ZHomk(V (p), V (p)).
By setting T = 1 and restricting the morphisms Uǫ and | − | to the substack
RCplx, we get a diagram of morphisms of D−-stacks:
RCplx
q
$$■
■■
■■
■■
■■
p
zz✉✉
✉✉
✉✉
✉✉
✉
V ectgr RPerf
For A ∈ sk − CAlg and a simplicial resolution Asim of A, the tangent maps of
q and p at an A-point V ∈ RCplx(A) can be explicitly presented as the chain
maps
Hom•(Asim,End≥0(V ))→ Hom
•(Asim,End•(V ))
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and
Hom•(Asim,End≥0(V ))→ Hom
•(Asim,End0(V ))
induced by the natural embedding End≥0(V ) = σ
≥0End•(V ) → End•(V ) and
the projection End≥0(V )→ End0(V ).
3 Shifted symplectic and Poisson structures
This section is the main body of the paper. We start by reviewing the notions of
shifted symplectic structure, Lagrangian structure and shifted Poisson structure
following [22] and [29]. Then we will prove that RCplx carries a 1-shifted Poisson
structure. This result leads to the first main result of the paper (Theorem 3.17)
that the moduli space of complexes of vector bundles (up to chain isomorphisms)
on a d-dimensional Calabi Yau has a (1 − d)-shifted Poisson structure. In the
second part, we analyze the d = 1 case in detail and prove the second main
result (Theorem 3.18) that says a stacky point is Lagrangian.
3.1 Shifted Poisson structures from Lagrangian structures
Let us recall some definitions and results in the theory of shifted symplectic and
Poisson structures following [22] and [29]. Let X be a derived Artin stack over k.
We denote the tangent (resp. cotangent) complex of X by TX (resp. LX). We
can form the de Rham algebra DR(X) := Sym∗OX (LX [1]). This is a weighted
sheaf whose weight p component is DR(X)(p) := SympOX (LX [1]) = (∧
pLX)[p].
The space of p-forms of degree n on X is a simplicial set
Ap(X,n) := |HomLQcoh(X)(OX ,∧
p
LX [n])|
where LQcoh(X) is the ∞-categorical version of the quasi-coherent category and
| · | is the Dold-Kan denormalization.
The weighted negative cyclic chain complex, denoted by NCw, is defined to
be
⊕
pNC
w(X)(p) whose weight p component is
NCw(X)(p) := (
∏
i≥0
(
∧p+iLX
)
[p− i], dLX + dDR).
The space of closed p-forms of degree n on X is
Ap,cl(X,n) := |HomLQcoh(X)(OX , NC
w(X)[n− p](p))|.
The natural projection
NCw(X)[n− p](p)→ ∧pLX [n] (3.1)
defines a map Ap,cl(X,n)→ Ap(X,n), send a closed p-form to the “underlying
p-form”. A 2-form ω : OX → ∧2LX [n] is non-degenerate if the induced map
TX → LX [n] is a quasi-isomorphism. An n-shifted symplectic form on X is a
closed 2-form whose underlying form is non-degenerate.
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Definition 3.1. (Definition 2.7 [22]) Let Y be a derived Artin stack with an
n-shifted symplectic form ω and let f : X → Y be a morphism. An isotropic
structure on f is a path (homotopy) h : 0 ∼ f∗ω in the space A2,cl(X,n).
The relative tangent complex of f , denoted by Tf is defined by the exact
triangle
Tf // TX // f
∗TY // Tf [1]
Lemma 3.2. An isotropic structure on f defines a map Θh : Tf → LX [n− 1].
Proof. The n-shifted symplectic structure ω defines a morphism
ω : TY → LY [n].
By the isotropic condition,
TX // f
∗TY
f∗ω
// f∗LY [n] // LX [n]
factors through the map Tf [1]→ f
∗LY [n]→ LX [n], whose shift defines Θh.
Definition 3.3. (Definition 2.8 [22]) We say an isotropic structure h is La-
grangian if Θh is a quasi-isomorphism. And we denote the simplicial set of all
Lagrangian structures on f by Lagr(f, ω).
The following definition of n-shifted Poisson structures is different from the
one in Section 3.1 of [5]. The equivalence of the two definitions was announced by
Costello and Rozenblyum. In [17] Melani and Safronov prove that the definition
below gives rise to an n-shifted Poisson structure in the sense of [5].
Definition 3.4. (Definition 2.2 [29]) An n-shifted Poisson structure on X is
a tuple (Y, ω, f, h), where Y is a formal derived stack with an (n + 1)-shifted
symplectic structure ω, f : X → Y is a morphism such that Xred → Yred is an
isomorphism, and h is a Lagrangian structure on f .
The above definition involves the theory of formal derived stacks. We refer
to Section 2.1 of [5] for the details of the theory of formal derived stacks, in-
cluding the definition of the reduced stack Xred and the definition of the formal
completion ŶX .
The following lemma will be our main tool of constructing shifted Poisson
structures.
Lemma 3.5. (Lemma 2.3 [29]) Let X be a derived stack and Y a derived stack
with an (n + 1)-shifted symplectic structure. Let f : X → Y be a map with
a Lagrangian structure. Then X has an n-shifted Poisson structure given by
f̂ : X → ŶX . We say X has an n-shifted Poisson structure over Y .
To produce new Lagrangian structures we will use the following result.
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Lemma 3.6. Let S1 and S2 be two derived Artin stacks, both equipped with an
n-shifted symplectic structure, and let fi : X → Si, i = 1, 2, be morphisms, such
that (f1, f2) : X → S1 × S2 is equipped with a Lagrangian structure. Assume
also that g : L1 → S1 is equipped with a Lagrangian structure. Let us consider
the homotopy fiber product diagram
F
i //
π

X
f1

L1
g
// S1
Then the composition F → X → S2 has a Lagrangian structure.
Proof. Let ω1 and ω2 be the n-shifted symplectic forms on S1 and S2. Since
(f1, f2) is isotropic, we have a homotopy
f∗1ω1 ∼ −f
∗
2ω2.
So we have
i∗f∗2ω2 ∼ −i
∗f∗1ω1 = −π
∗g∗ω1 ∼ 0,
where the last equality follows from the assumption that g is Lagrangian. This
shows that f2 ◦ i is isotropic.
The definition of F as a homotopy fiber product gives an identification of
the relative tangent complexes
Ti ≃ π
∗
Tg. (3.2)
Hence, the Lagrangian structure on g induces an isomorphism
Ti ≃ π
∗
LL1 [n− 1].
Dually we get an exact triangle
π∗TL1 [−n]→ i
∗
LX → LF → π
∗
TL1 [1− n]. (3.3)
On the other hand, the Lagrangian structure on (f1, f2) : X → S1×S2 gives an
exact triangle
LX [n− 1]→ TX → f
∗
1TS1 ⊕ f
∗
2TS2 → LX [n].
From this we get an exact triangle
f∗1TS1 → LX [n]→ Tf2 [1]→ f
∗
1TS1 [1].
Now applying the octahedron axiom to the composition
TF → i
∗
TX → i
∗f∗2TS2
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we get an exact triangle
i∗Tf2 [−1]→ Ti → Tf2◦i → i
∗
Tf2 .
Using the identification (3.2) of Ti, we can identify Tf2◦i with the cone of the
composition i∗Tf2 [−1] → i
∗f∗1TS1 [−1] → π
∗Tg. Finally, using the octahedron
axiom for the latter composition we get an exact triangle
π∗TL1 [−1]→ i
∗
LX [n− 1]→ Tf2◦i → π
∗
TL1 .
Comparing it with (3.3) we deduce the quasi-isomorphism Tf2◦i ≃ LF [n−1].
Let (Y, ω, f, h) be an n-shifted Poisson structure on X . Choose a quasi-
inverse Θ−1h and consider the composition
Πh : LX [n]
Θ−1
h // Tf // TX .
In the case n = 0, taking the 0-th cohomology, we get a morphism
H0(Πh) : H
0(LX)→ H
0(TX).
We call this map the classical shadow of the 0-shifted Poisson structure (Y, ω, f, h).
Remark 3.7. Definition 3.4 has a strong motivation from the classical Poisson
geometry. If (X,Π) is a classical Poisson manifold, then Π : T ∗X → TX is a Lie
algebroid. Suppose it is integrable. Then the associated symplectic groupoid
is a model for the quotient stack of X by the singular foliation given by Π.
Calaque, Pantev, To¨en, Vaquie´ and Vezzosi show that the quotient is a formal
derived stack with 1-shifted symplectic structure [6], regardless whether the Lie
algebroid is integrable.
3.2 Poisson structure on RCplx
First, we recall the construction of shifted symplectic structures on RPerf and
V ectgr.
Let us set
g := TRPerf [−1], g
0 := TV ectgr [−1].
Note that we have gE ≃ RHom(E,E) (see Theorem 2.1), or globally
g ≃ RHom(E , E) ≃ E ⊗ E∨,
where E ∈ Lparf(RPerf) is the universal perfect complex.
Similarly, we have g0 =
⊕
i g
0
i with g
0
i ≃ RHom(E
i, E i), where (E i)i∈Z is the
universal object in Lparf (V ect
gr).
The composition of the trace map and the multiplication map
g⊗ g
m // g
tr // ORPerf (3.4)
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defines a 2-form of degree 2∧2
TRPerf ≃ Sym
2
g[2]→ ORPerf [2].
This 2-form is clearly non-degenerate. In Section 2.3 [22], Pantev, To¨en, Vaquie´
and Vezzosi show the above bilinear form is the underlying 2-form of the closed
2-form Ch(E)2, the 2nd Chern character of the universal perfect complex E .
Theorem 3.8. (Theorem 2.12 [22]) The closed 2-form Ch(E)2 defines a 2-
shifted symplectic structure on RPerf .
We briefly recall the proof of [22] for our convenience. The Atiyah class of
E ∈ Lparf (RPerf)
aE : E → E ⊗ORPerf E ⊗ORPerf E
∨
is the adjoint of the multiplication map
E ⊗ g→ E .
In [34], To¨en and Vezzosi gave a categorical construction of Chern character,
which is a morphism of derived stacks
Ch : RPerf → |NC|, (3.5)
and its weight two piece is
Ch(E)2 ∈ H
0(NCw(RPerf)(2)) ≃ π0(A
2,cl(RPerf, 2)).
Here |NC| is the simplicial set associated to NC by applying the Dold-Kan
denormalization. We refer to [34] for the details of the construction of Ch.
Denote the closed 2-form Ch2 by κ.
Composing the map 3.5 with the projection 3.1, the underlying 2-form of κ
is
tr(a2E)
2
∈ H2(RPerf,∧2LRPerf ).
Observe that
a2E : E ⊗ g⊗ g→ E ⊗ g→ E
is adjoint to the multiplication map g⊗g→ g. Therefore the underlying 2-form
of κ is equal to 12 tr ◦m. As an abuse of notations, we will use κ to denote both
the closed 2-form and its underlying bilinear form (3.4) (multiplying by 1/2).
Let (E i)i∈Z be the universal object in Lparf (V ect
gr). We define bilinear
forms
αi : g
0
i ⊗ g
0
i
m // g0i
tr // OV ectgr
for i ∈ Z.
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By the identification V ect ≃
⊔
nBGLn and Section 1.2 [22],
α :=
1
2
∑
i
(−1)i+1αi ∈ π0(A
2,cl(V ectgr, 2))
defines a 2-shifted symplectic structure on V ectgr. Indeed, this follows from
Theorem 3.8 by interpreting α as −s∗κ, where s is the map from V ectgr to
RPerf defined in Section 2.1.
Combing these two constructions,
ω := (κ, α) ∈ π0(A
2,cl(RPerf × V ectgr, 2))
defines a 2-shifted symplectic structure on RPerf × V ectgr.
Recall that we have morphisms p, q and s between D−-stacks:
RCplx
q
zz✉✉
✉✉
✉✉
✉✉
✉
p
$$■
■■
■■
■■
■■
RPerf V ectgr
soo
(3.6)
An object E in RCplx is a bounded complex of vector bundles . . . → E(i) →
E(i + 1) → . . ., where E(i) is the i-th weight component. We have q(E) =
{. . . → Ei → Ei+1 → . . .} with Ei = E(i) treated as a perfect complex, and
p(E) =
⊕
iE(i)[−i]. The map s sends a graded vector bundle
⊕
i E(i)[−i] to
⊕iEi[−i]. Note that the above triangle is not commutative. Because E(i) has
trivial internal differential, we will identify {. . .→ Ei → Ei+1 → . . .} ∈ RPerf
and {. . . → E(i) → E(i + 1) → . . .} ∈ RCplx in the object level. However, we
must keep in mind that the morphism spaces are different.
By abuse of notation we denote the pull-back of the shifted tangent complex
q∗TRPerf [−1] (resp., p∗TV ectgr [−1]) in Lparf(RCplx) still by g (resp., g0).
Let us denote the shifted tangent complex TRCplx[−1] by p
+. By the calcu-
lation of tangent complex in the end of Section 2.2
p
+
E ≃ σ
≥0gE
where σ≥0 is the stupid truncation of complexes, and we have natural morphisms
p+ → g, p+ → g0.
Let
f := (q, p) : RCplx→ RPerf × V ectgr
with q, p being the morphisms of D−-stacks in 3.6.
Remark 3.9. Although RPerf is strictly speaking not a derived Artin stack
(since it is only locally geometric), symplectic structure can be anyway defined.
We refer to [22, Section 2.3] for the explanation of this technical point.
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Theorem 3.10. There exists a Lagrangian structure on f .
Proof. We split the proof to two steps. First, we show that there exists a
homotopy h : 0 ∼ f∗ω. This is a property of the closed 2-form. In the second
step, we check that the induced map Θh is a quasi-isomorphism. This is a
property of the underlying 2-form.
To prove the existence of a homotopy h : 0 ∼ f∗ω, it suffices to show that
f∗ω represents the zero class in π0(A2,cl(RCplx, 2)). Consider an alternative
morphism of D−-stacks
q′ : RCplx→ RPerf
by sending E to
⊕
i E
i[−i].
RCplx
q′
zz✉✉
✉✉
✉✉
✉✉
✉
p
$$■
■■
■■
■■
■■
|NC| RPerf
Choo V ectgr
soo
The key observation is
(1) q′ = s ◦ p,
(2) Ch(q(E))) = Ch(q′(E)) in π0(Map(RCplx, |NC|)).
Observation (1) is clear. Observation (2) follows from the functorial property
of Chern character with respect to the exact triangle. We refer to [34] for the
proof of this statement. Then
f∗ω = q∗κ+ p∗α = q∗κ− p∗s∗κ
= Ch2(q(E)) − Ch2(q
′(E))
= 0 ∈ π0(A
2,cl(RCplx, 2)).
This finishes the proof of the first part.
We pick any path h : 0 ∼ f∗ω. Recall that q∗TRPerf [−1],TRCplx[−1] and
p∗TV ectgr [−1] are denoted by g, p+ and g0 respectively. So f∗TRPerf×V ectgr [−1]
is equal to g⊕ g0. By Lemma 3.2, there is a commutative diagram
p+
∆ // g⊕ g0 //
ω[−1]

(g⊕ g0)/p+
Θh[−1]

(g⊕ g0)∨
∆∨ // (p+)∨
where (g ⊕ g0)/p+ is the mapping cone of ∆. Here ω[−1] is the (shift) of
underlying 2-form, defined by the bilinear form κ⊕ α. The degree zero part of
∆ is simply the diagonal embedding of g0 ⊂ p+ into g0 ⊕ g0. Therefore, p+ is
maximal isotropic with respect to κ ⊕ α. In other word, TRCplx is Lagrangian
in f∗TRPerf×V ectgr . It follows that Θh is a quasi-isomorphism.
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Remark 3.11. By the exactness of the first row, there is a map from (g⊕g0)/p+
to p+[1]. Compose it with a quasi-inverse of Θh[−1]. We get the degree one
bi-vector field Πh : (p
+)∨ → p+[1].
Remark 3.12. It would be interesting to figure out whether π1(A2,cl(RCplx, 2), 0)
vanishes or not. If it does not vanish then non-homotopic paths might give dif-
ferent isotropic structures.
From Theorem 3.10 and Lemma 3.5, we get the following important corollary.
Theorem 3.13. The derived stack RCplx has a 1-shifted Poisson structure.
Using the techniques developed in [22], we can pull back the Poisson struc-
ture constructed in Theorem 3.13 to the mapping spaces with Calabi-Yau source.
For X,Y ∈ D−St(k), denote Map(X,Y ) for the derived mapping stacks
between X and Y . For its precise definition, we refer to Section 2.2.6.3 of [9].
There is a natural evaluation map
ev : X ×Map(X,Y )→ Y.
A very useful technique to construct new shifted symplectic structure out of a
given one is by pulling back the shifted symplectic form via ev and integrating
along the fiber. For this to work, one needs some additional structures on X
called O-compactness and d-orientation. The definition of O-compactness and
d-orientation can be found in Section 2.1 of [22]. We just remark that a smooth
projective Calabi-Yau d-fold X is O-compact with d-orientation. The choice of
a d-orientation [X ] is equivalent with a choice of the isomorphism ωX ∼= OX .
We recall one of the main results in [22].
Theorem 3.14. (Theorem 2.5 [22]) Let Y be a derived Artin stack equipped
with an n-shifted symplectic form ω. Let X be an O-compact derived stack
equipped with an d-orientation [X ]. Assume that the derived mapping stack
Map(X,Y ) is itself a derived Artin stack locally of finite presentation over k.
Then Map(X,Y ) carries a canonical (n− d)-shifted symplectic structure.
The construction of the symplectic form on Map(X,Y ) can be summarized
as follows. The d-orientation [X ] allows one to define a map∫
[X]
: NCω(X ×Map(X,Y ))→ NCω(Map(X,Y ))[−d].
Then the symplectic structure on Map(X,Y ), denoted by
∫
[X] ω, is defined to
be the composition
k[2− n](2)
ω // NCω(Y )
ev∗// NCω(X ×Map(X,Y ))
∫
[X]
// NCω(Map(X,Y ))[−d].
Using a similar idea, we may also pull back Lagrangian structure via the
evaluation map. The following theorem is due to Calaque.
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Theorem 3.15. ([29, Theorem 2.9 ]) Let X, Y , Z be derived Artin stacks and
f : Y → Z a map. Assume X is O-compact with d-orientation [X ]. Assume
the stacks Map(X,Y ) and Map(X,Z) are derived Artin stacks locally of finite
presentation over k. Then for any g : X → Y we have a map:∫
[X]
ev∗(g) : Lagr(f, ω)→ Lagr(f ◦ g,
∫
[X]
ev∗(ω)),
that is, from Lagrangian structures on f to Lagrangian structures on f ◦ g.
Another important result of [22] says that the intersection of Lagrangians in
a shifted symplectic derived stack is again shifted symplectic.
Theorem 3.16. ([22, Theorem 2.9]) Let
Y
g

X
f
// F,
be a diagram of derived Artin stacks, ω be an n-shifted symplectic structure on
F , and f and g be equipped with Lagrangian structures. Then the derived Artin
stack X ×hF Y is equipped with a canonical (n− 1)-shifted symplectic structure.
In this paper, we consider the target spaces being RCplx,RPerf and V ect
(or V ectgr). For simplification, we write Z(X) forMap(X,Z). Thus, RCplx(X),
RPerf(X) and RV ect(X) (or RV ectgr(X)) denote for the derived moduli stacks
of complexes, perfect complexes and vector bundles (or graded vector bundles)
on X , respectively. Note that RV ect(X) (or RV ectgr(X)) is derived only when
dim(X) > 1.
Combining Theorems 3.10 and 3.15 we obtain the following result about
moduli space of complexes on Calabi-Yau manifolds.
Theorem 3.17. Let X be a smooth projective CY d-fold. Then the natural
map RCplx(X) → RPerf(X) × RV ectgr(X) has a Lagrangian structure. In
particular, RCplx(X) has a (1− d)-shifted Poisson structure.
3.3 Case d = 1
Let k be a field of characteristic zero and C be a smooth elliptic curve over
k. The derived moduli space RPerf(C) classifies perfect complexes on C, i.e.
isomorphism classes of objects in Db(coh C). And V ect(C) classifies vector bun-
dles on C. In this case, there is a fairly clear understanding about the 0-shifted
Poisson structure on RCplx(C). In fact, many classical Poisson structures have
appeared in algebraic geometry and integrable system are examples of this type.
We will study them in detail in the next section.
The second main result of this section is the following.
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Theorem 3.18. Let F be a vector bundle on C and E• be a perfect complex on
C. Denote xE• and yF for the stacky point in RPerf(C) and V ect(C), repre-
senting E• and F respectively (see Def. 2.3). Then the natural monomorphisms
jx : xE• → RPerf(C) and jy : yF → V ect(C)
are Lagrangian with respect to the 1-shifted symplectic structures on the target.
Proof. We consider the second map first. The pull back of the tangent complex
of V ect(C) to yF , denoted by TF is quasi-isomorphic to Γ(C
cos, End(F))[1],
where Ccos is a cosimplicial resolution of C. Here we choose the Cech model.
Then Γ(Ccos, E nd(F)) is the Cech complex that computes Ext∗(F ,F).
The 2-shifted symplectic form α ∈ A2,cl(V ect, 2) corresponds to a morphism
of graded complexes
α : k(2)→ NCω(V ect).
The composition
αC : k(2)
α // NCω(V ect)
ev∗// NCω(C × V ect(C))
∫
[C]
// NCω(V ect(C))[−1]
defines a 1-shifted symplectic structure.
Let G be a affine group scheme over k. We denote its Lie algebra by a. We
have
NCw(BG)[n− p](p) = (
∏
i≥0
Λp+ia∨[n− p− 2i], d+ ddR).
When n = 1 and p = 2, π0(A2,cl(BG, 1)) vanishes for degree reason. We take
G = Aut(F). Then yF is isomorphic with BG as stacks, by 2.2. The vanishing
of π0 implies that there exists a homotopy h : j
∗
yαC ∼ 0, which shows that jy is
isotropic. The tangent complex of yF is isomorphic to τ
<0TF ≃ Ext
0(F ,F)[1].
And the relative tangent complex Tjy is isomorphic to τ
≥0TF ≃ Ext
1(F ,F)[−1].
By Lemma 3.2, we have a chain map
Θh : Tjy ≃ τ
≥0
TF → (τ
<0
TF )
∨[1].
The Serre duality on C implies that Θh is a quasi-isomorphism.
Now we prove the first part. Denote the pull back of the tangent com-
plex of RPerf via map jx by TE• . It is quasi-isomorphic to the shift of
Cech complex Γ(Ccos, E nd•(E•))[1]. Recall that the 2-shifted symplectic form
κ ∈ A2,cl(RPerf, 2) is given by the weight 2 part of the categorical Chern
character Ch : RPerf → |NC|. The composition
κC : k(2)
κ // NCω(RPerf)
ev∗// NCω(C × RPerf(C))
∫
[C]
// NCω(RPerf(C))[−1]
defines a 1-shifted symplectic structure.
The tangent complex of xE• is quasi-isomorphic to τ
<0TE• . Because
NCw(xE•)[n− p](p) = (
∏
i≥0
Λp+i(τ<0TE•)
∨[n− i], d+ ddR),
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for n = 1 and p = 2, π0(A2,cl(xE• , 1)) vanishes for degree reason. So there exists
a homotopy l : j∗xκC ∼ 0. The induced chain map
Θl : Tjx ≃ τ
≥0
TE• → (τ
<0
TE•)
∨[1]
is a quasi-isomorphism again by Serre duality.
Remark 3.19. We may compare the Lagrangian structure of Theorem 3.18
and that of Theorem 3.10. They are of very different nature. The Lagrangian
structure in Theorem 3.10 comes from an analogue of the parabolic structure
on groups, while the Lagrangian structure in Theorem 3.18 comes from the
geometry of elliptic curves.
Combining Theorems 3.17 and 3.18 with Lemma 3.6 we deduce the following
result giving more examples of 0-shifted Poisson structures. For a subset S ⊂ Z
let us denote by V ectS the derived stack of S-graded vector bundles, so that
V ect = V ectS × V ectS , where S ⊂ Z is the complement of S. We denote by
pS : RCplx→ V ectS the composition of p with the natural projection.
Corollary 3.20. For a subset S ⊂ Z, let xE• , yFS and yFS denote the stacky
points in RPerf(C), V ectS(C) and V ectS(C), corresponding to some objects
E•, FS and FS, respectively. Denote the homotopy fiber products of the dia-
grams
RCplx(C)
(q,pS)

RCplx(C)
pS

xE• × yFS // RPerf(C)× V ect
S(C) yFS
// V ectS(C)
by Fx,yS and FyS respectively. Then the compositions
Fx,yS → RCplx(C)→ V ect
S(C), and FyS → RCplx(C)→ RPerf(C)×V ect
S(C)
are Lagrangian. Hence Fx,yS and FyS have 0-shifted Poisson structures.
Corollary 3.21. The homotopy fiber product Fx,y of the diagram
RCplx(C)
f

(xE• , yF•)
(jx,jy)
// RPerf(C)× V ectgr(C),
has a 0-shifted symplectic structure.
Proof. This follows from Theorem 3.18 and Theorem 3.16.
21
As an analogue of the terminology in classical Poisson geometry, we call Fx,y
the symplectic leaves of the 0-shifted Poisson structure on RCplx(C). Note that
in algebraic setting, the existence of algebraic symplectic leaves is in general not
known even for smooth Poisson varieties. Corollary 3.21 provides a potential
way to prove such existence.
Remark 3.22. To give a link to the classical Poisson geometry, we may assume
all the stacks in the previous two corollaries are smooth schemes. Then the
Corollary 3.20 claims that p and q are Casimir maps. If we further assume that
the intersection of the fibers of p and q are smooth schemes, then Corollary 3.21
claims that the intersections of the fibers are symplectic leaves. We will see in
the next section that Corollary 3.21 is a powerful tool to compute the symplectic
leaves of many classical Poisson structures arising from elliptic curves.
4 Example one: moduli spaces of torsion free
sheaves on P2 and their deformations
As the first application, we show that by considering 0-shifted Poisson structure
constructed in the previous section in the case of certain 3-term complexes on
elliptic curves one recovers Poisson structures on the moduli spaces of semistable
sheaves on P2 and their deformations, constructed by Nevins and Stafford [19].
In the case of Hilbert schemes, we use Corollary 3.21 to study their symplectic
leaves. In this section, k is taken to be the field of complex number C.
4.1 0-shifted Poisson structures on moduli spaces of tor-
sion free sheaves on P2 and their deformation
Let us recall the monad construction for torsion free sheaves on complex pro-
jective plane following [18, Ch. 2].
Let us denote c1(OP2(1)) by H . Recall that a torsion free sheaf E on P
2 is
called normalized if −rk(E) < c1(E) · H ≤ 0. Note that for arbitrary E there
exists a unique n ∈ Z such that E(n) is normalized. The following result is well
known (see [18, Lemma 2.4]).
Lemma 4.1. Let E be a normalized semistable torsion free sheaf on P2, then{
Hq(P2, E(−p)) = 0 for p = 1, 2, q = 0, 2
Hq(P2, E(−1)⊗Q∨) = 0 for q = 0, 2.
The above lemma together with the Beilinson spectral sequence leads to the
following result (see [18, Section 2.1]). Let Q denote the twisted tangent bundle
TP2(−1).
Proposition 4.2. Let E be a normalized semistable torsion free sheaf on P2.
There exists a complex of sheaves
OP2(−1)⊗H
1(P2, E(−2))
a // OP2 ⊗H
1(P2, E(−1)⊗Q∨)
b // OP2(1)⊗H
1(P2, E(−1)),
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such that a is injective, b is surjective and ker b/im a ∼= E.
More generally, for finite dimensional vector spaces (Vi), i = −1, 0, 1, we call
a complex of the form
K : OP2(−1)⊗ V−1
a // OP2 ⊗ V0
b // OP2(1)⊗ V1 (4.1)
aKronecker complex. Two Kronecker complexes are called isomorphic if they are
isomorphic as complexes of sheaves (rather than objects in the derived category).
A Kronecker complex is called a monad if a is injective, b is surjective and the
middle cohomology sheaf is torsion free.
Let us denote the moduli stack of semistable torsion free sheaves on P2 of
rank r, degree −r < d ≤ 0 and c2 = −n by Mss(r, d, n). By Proposition 4.2,
Mss(r, d, n) is an open substack of the moduli stack of Kronecker complexes on
P2. By Lemma 4.1, the dimensions of the vector spaces Vi are determined by
r, d, n via the Riemann-Roch formula. For example, if we set d = 0 then the
Kronecker complex corresponding to F ∈Mss(r, 0, n) has the spaces V−1, V0, V1
of dimensions n, 2n+ r, n, respectively.
Theorem 4.3. (Proposition 9.2 [19]) Let C be a plane cubic. A Kronecker
complex on C is defined to be a complex of the form
KC : L∨ ⊗ V−1 // OC ⊗ V0 // L ⊗ V1 (4.2)
for some line bundle L of degree 3 on C. Let K be a Kronecker complex on P2
of the form (4.1) and define L = O(1)|C . The restriction functor induces an
equivalence between the moduli functor of Kronecker complexes on P2 and the
moduli functor of Kronecker complexes on C.
The above theorem follows from the observation that
HomP2(O,O(i)) ∼= HomC(OC ,OC(i)) for i = 0, 1, 2.
In particular, if K is a monad then KC has only middle cohomology (see Corol-
lary 9.2 [19]).
We can apply Theorem 3.17 to the case when X is a smooth plane cubic
C. Given a degree 3 line bundle L on C and finite dimensional vector spaces
V−1, V0, V1, let y be the stacky point in V ect
gr(C) corresponding to (L∨ ⊗
V−1,OC ⊗ V0,L ⊗ V1). Then the fiber Fy of
p : RCplx(C)→ V ectgr(C)
at y is precisely the moduli stack of Kronecker complex on C with the data
(L, V−1, V0, V1) fixed. Then by Corollary 3.20, we obtain
Corollary 4.4. The moduli stack of semistable sheaves Mss(r, d, n) has a 0-
shifted Poisson structure.
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Now let η be a translation of C, and let us set Lη := (η−1)∗L. For fixed
integers r > 0, d, n ≥ 0 and vector spaces V−1, V0, V1 of dimensions determined
by r, d, n, let us set
yη := (L
∨ ⊗ V−1,OC ⊗ V0,L
η ⊗ V1) ∈ V ect
gr(C)
Then the fiber Fyη of the map p : RCplx(C) → V ect
gr(C) parameterizes com-
plexes on C of the form
K
η
C : L
∨ ⊗ V−1
a // OC ⊗ V0
b // Lη ⊗ V1 (4.3)
Therefore, the moduli stack of complexes of the form KηC carries a 0-shifted
Poisson structure from Corollary 3.20.
As Nevins and Stafford show, the complexes KηC are related to the monad
description of semistable sheaves on the noncommutative projective planes. Let
C be a smooth cubic in P2 and L = O(1)|C . Fix an automorphism η ∈ Aut(C)
given by translation under the group law. Denote the graph of η by Γη ⊂ C×C.
If V = H0(C,L), there is a 3-dimensional subspace
R = H0(C × C, (L⊠ L)(−Γη)) ⊂ V ⊗ V.
Definition 4.5. The 3-dimensional Sklyanin algebra is the algebra
Sη = Skl(C,L, η) = T (V )/(R),
where T (V ) denotes for the tensor algebra of V and (R) denotes the two-sided
ideal generated by R.
The above definition applies even when C is singular, though we will focus
on the cases when C is smooth. By an abuse of notation, we use the same
symbol η to represent the point in C that defines the translation. As η varies
Sη form a flat family of noncommutative algebras over the base B = C.
For fixed η the abelian category qgr(Sη) is defined to be the quotient category
of the category of finitely generated (right)-Sη-modules by the subcategory of
torsion modules. When η is equal to the neutral element o ∈ C, So is the graded
polynomial algebra of three variables, and qgr(So) ≃ coh(P
2). We will denote
by P2η the corresponding noncommutative projective plane such that
qgr(Sη) ≃ coh(P
2
η).
Such a P2η is called a elliptic quantum projective plane. A key fact is that
coh(C) ≃ qgr(Sη/gSη) for a central element g ∈ Sη of degree 3. This allows
us to define the restriction functor (−)|C as the right adjoint to the inclusion
functor.
In [19], Nevins and Stafford extended the monad construction of moduli
space of torsion free sheaves on P2 to the elliptic quantum projective planes P2η.
They prove the following.
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Theorem 4.6. (Theorem 1.6, 1.7, 1.9 [19]) Let P2η be an elliptic quantum
projective plane and fix r ≥ 1, d ∈ Z and n ≥ 0.
(1) There is a (relative) projective coarse moduli space M ssC (r, d, n)→ C, such
that the fiber over η ∈ C, M ssη (r, d, n), parameterizes semistable torsion
free sheaves in qgr(Sη) of rank r, degree d and c2 = −n.
(2) There is a quasi-projective C-subscheme M sC(r, d, n) ⊂ M
ss
C (r, d, n)→ C,
smooth over C, such that M sη (r, d, n) parameterizes stable sheaves.
(3) The moduli space M sη (r, d, n) admits a natural Poisson structure.
The key step in the proof of Theorem 4.6 is to show that the moduli functor
of torsion free sheaves on P2η of rank r, degree d and c2 = −n is equivalent
to the moduli functor of Kronecker complexes (4.3). Then the coarse moduli
space M ssη (r, d, n) can be constructed using geometric invariant theory. On the
other hand, using Corollary 3.20, we obtain a 0-shifted Poisson structure on the
corresponding moduli stack Mssη (r, d, n). Below we will compute the classical
shadow H0(Πh) of this 0-shifted Poisson structure and show that it descends
to a classical Poisson structure on the coarse moduli space M sη (r, d, n), which
coincides with the Poisson structure of Nevins and Stafford. Note that the
Poisson structure of Nevins and Stafford is only defined on the smooth part
of the coarse moduli space. So our 0-shifted Poisson structure carries some
additional information.
Theorem 4.7. For every choice of smooth plane cubic C ⊂ P2 and η ∈ C,
the moduli stack of semistable torsion free sheaves on P2η is a 0-shifted Poisson
substack of RCplx(C). Its classical shadow coincides with the Poisson structure
of Nevins and Stafford defined on the smooth locus.
Proof. [19, Prop. 6.20] shows that the moduli space of semistable torsion free
sheaves on P2η is equivalent, as Artin 1-stacks, to the moduli space of complexes
of the form (4.3) with certain stability condition defined in Section 6 of [19]. By
Corollary 3.20, the 0-shifted Poisson structure on RCplx(C) restricts to Fyη .
Now let us compute its classical shadow.
Let
E = {. . .E i−1
φi−1
// E i
φi // E i+1 // . . .}
be a complex of vector bundles on C. The tangent complex TRPerf(C),E is quasi-
isomorphic with Γ(Ccos, C•), where C• is a complex of vector bundles defined
by
Cd =
⊕
i
H om(E i, E i+d) for d ∈ Z
and differential ∂ defined by
∂(fdi ) = φi+df
d
i − (−1)
dfdi+1φi, for f
d
i ∈ H om(E
i, E i+d).
The tangent complex TRCplx(C),E is quasi-isomorphic to Γ(C
cos, σ≥0C•)[1].
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We denote by gE : C → RPerf the map that corresponds to E ∈ RPerf(C).
Using the general theory of mapping stacks ([22, Sec. 2.1] for details), we can
identify TRPerf(C),E and TRCplx(C),E with RHom(OC , g
∗
Eg)[1] andRHom(OC , g
∗
Ep
+)[1]
where g and p+ are defined in Section 3.2. Clearly, g∗Eg and g
∗
Ep
+ are represented
by C• and σ≥0C•, respectively.
Recall the commutative diagram (3.6):
p+
∆ // g⊕ g0 //
(κ,α)

(g⊕ g0)/p+
Θh[−1]

// p+[1]
(g⊕ g0)∨ // (p+)∨
Πh
99ssssssssss
The morphism Θh is induced by the bilinear form (κ, α). Let g
∗
Eκ and g
∗
Eα
denote the pairings on C• and C0, obtained by pulling back κ and α. There is
a commutative diagram of complexes of vector bundles:
C≥0
g∗E∆ // C• ⊕ C0 // (C• ⊕ C0)/C≥0
g∗E (Θh[−1])

// C≥0[1]
(C≥0)∨
g∗EΠh
88qqqqqqqqqqq
Here C≥0 and C≤0 are defined to be σ≥0C• and σ≤0C•, and (C•⊕C0)/C≥0 is the
mapping cone of g∗E∆.
We define ad : C≤0 → C≥0[1] to be the chain map
C0
∂ // C1 // C2
. . . // C−2 // C−1
∂ //
∂
OO
C0
0
OO
There is an isomorphism of complexes Cone(ad)[−1] ∼= C• ⊕ C0, defined by
Cone(ad)[−1] :
a

. . . // C−1
(∂,∂)
// C0 ⊕ C0
(∂,0)
//
A

C1 // . . .
C• ⊕ C0 : . . . // C−1
(∂,0)
// C0 ⊕ C0
(∂,0)
// C1 // . . .
with A =
(
1 0
1 −1
)
. Note that the diagram
C≥0 // Cone(ad)[−1]
a

C≥0
g∗E∆ // C• ⊕ C0
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commutes. It follows that there is a quasi-isomorphism (C• ⊕ C0)/C≥0 ≃ C≤0.
Now we observe that g∗EΘh[−1] : C
≤0 → (C≥0)∨ is precisely the restriction
of g∗Eκ. The degree 0 component of (g
∗
Eκ)
−1|C0 , is equal to t :=
∑
i ti, where
ti : H om(E
i, E i)∨ → H om(E i, E i)
is (−1)i times the natural duality isomorphism. So we conclude that
g∗EΠh = ad ◦ t.
This coincides with the map ψ defined by Nevins and Stafford in [19, Lem. 9.6].
Therefore,
H
1(Πh) : H
1((C≥0)∨[−1])→ H1(C≥0)
matches the Poisson structure in [19] over the smooth locus of the coarse moduli
space1.
Proposition 4.8. The classical shadow of our 0-shifted Poisson structure de-
scends to a classical Poisson structure along the coarse moduli functor f :
Msη(r, d, n)→M
s
η (r, d, n).
Proof. Let F be a stable torsion-free sheaf in qgr(Sη). For simplicity, we denote
Msη(r, d, n) and M
s
η (r, d, n) by M
s and M s respectively. It follows from [19,
Lem. 7.14] that Ext2
P2η
(F ,F) = 0. Therefore, the derived structure on Ms is
trivial. Furthermore, the morphism f :Ms →M s is a Gm-gerbe, and there are
natural isomorphisms
f∗TM ∼= H
0(TM), f
∗Ω1M
∼= H0(LM).
Hence, the classical shadow of our Poisson structure is a morphism ψ : f∗Ω1M →
f∗TM . But f∗OMs ≃ OMs , since f is a Gm-gerbe, so ψ descends to a morphism
Ω1M → TM .
Bottacin constructed in [2] for every smooth projective Poisson surface S a
canonical Poisson structure on the smooth part of the coarse moduli space of
stable torsion-free sheaves over S. For S = P2 a choice of a nonzero Poisson
structure on S (up to rescaling) is same as a choice of a cubic curve C (possibly
singular). For smooth C it can be checked that the Poisson structure of Bottacin
coincides with the one obtained in Proposition 4.8. We conjecture that for other
surfaces there is a similar relation to the 0-shifted Poisson structures on the
moduli stack of complexes on C.
Conjecture 4.9. Let S be a smooth projective Poisson surface and let C ⊂ S be
a smooth anticanonical divisor such that the Poisson bivector degenerates at C.
Then there exists an isomorphism between the moduli stack of semistable torsion-
free sheaves on S and a Poisson substack of the moduli stack of complexes of
vector bundles on C, such that the 0-shifted Poisson structure descends to the
Poisson structure of Bottacin over the smooth locus of the coarse moduli space.
1The construction of [19] in fact produces a morphism ψ : H0(LM) → H
0(TM) on the
open substack M ⊂ Mss
η
(r, d, n), which is the preimage of the smooth locus of the coarse
moduli space.
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4.2 Symplectic leaves of Msη(1, 0, n)
In this section we discuss the symplectic leaves of Mssη (r, d, n). As before, we
consider normalized sheaves, i.e., assume that −r < d ≤ 0. Then Mssη (r, d, n)
can be identified with the moduli space of semistable Kronecker complexes
K
η
C : L
∨ ⊗ V−1
a // OC ⊗ V0
b // Lη ⊗ V1
for an appropriate stability conditions defined in [19, Sec. 6]. It is equipped
with a 0-shifted Poisson structure via the identification of Mssη (r, d, n) with an
open substack of Fy, for y = (L∨ ⊗ V−1,OC ⊗ V0,Lη ⊗ V1). Since a semistable
Kronecker complex has only middle cohomology, the map q : Fy → RPerf(C)
restricts to the map
q :Mssη (r, d, n)→ coh(C)
sending a Kronecker complex to its middle cohomology sheaf. For a sheaf H ∈
coh(C), we denote by FH the homotopy fiber of the stacky point represented
by H.
AsMsη(r, d, n) is smooth, we expect that the symplectic leaves ofM
s
η(r, d, n)
should descend to symplectic leaves for the classical Poisson structure on the
coarse moduli scheme M sη (r, d, n). This is indeed the case assuming the coarse
moduli space of a symplectic leaf is smooth.
For simplicity, we denoteMsη(r, d, n) andM
s
η (r, d, n) byM
s andM s respec-
tively.
Proposition 4.10. Let FH be the homotopy fiber product of
Ms

xH // coh(C)
(4.4)
where xH is the stacky point corresponding to H ∈ coh(C). Assume FH is
non-empty and the coarse moduli scheme F cH of FH is smooth. Then the 0-
shifted symplectic structure on FH from Corollary 3.21 descends to a classical
symplectic structure on F cH.
Proof. An important fact is that even thoughMs is un-derived (see the proof of
Proposition 4.8), the homotopy fiber FH carries a nontrivial derived structure.
Given F ∈Ms, the exact triangle of the tangent complex of the homotopy fiber
product implies that H−1(TFH,F )
∼= C and gives a long exact sequence
0 // H0(TFH,F) // H
0(TMs,F) // Ext
1
C(H,H) // H
1(TFH,F) // 0
The existence of a 0-shifted symplectic structure on FH implies thatH
1(TFH,F)
∼=
C. In fact, we may identify H1(TFH,F ) with the tangent space of the Picard
stack Pic(C) at det(H), so that the map Ext1C(H,H)→ H
1(TFH,F) is precisely
the tangent map of det : coh(C)→ Pic(C) at H.
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The proof of the fact that the 0-shifted symplectic structure descends to
F cH is similar to the proof of Proposition 4.8. We simply observe that FH is a
Gm-gerbe over F
c
H, and hence, the classical shadow of the 0-shifted symplectic
structure on FH descends to F
c
H.
As a concrete example, we calculate the symplectic leaves in the case r =
1, d = 0. In this case,Mssη (1, 0, n) andM
s
η(1, 0, n) coincide. AlsoM
s is a trivial
Gm-gerbe overM
s. Following the standard notation for the Hilbert scheme of n
points, we denote the coarse moduli space ofMsη(1, 0, n) by (P
2
η)
[n]. An object in
Ms is a right ideal of Sη. By the proof of Theorem 4.6, the isomorphism classes
of ideals I of c2 = −n are in one to one correspondence with the isomorphism
classes of stable Kronecker complexes of the form
KC(I) : L∨ ⊗ Cn
a // OC ⊗ C2n+1
b // Lη ⊗ Cn (4.5)
Furthermore, by [19, Lemma 2.6], we have I|C ∼= H0(KC(I)). For a sheaf H
on C, we set ch(H) := (r(H), d(H)). Note that ch(H0(KC(I))) = (1, 0), so we
have
H0(KC(I)) ≃ OC(−D)⊕ T ,
where D is divisor of a degree l and T is a torsion sheaf of length l. Let
T ≃
k⊕
i=1
 di⊕
j=1
O
⊕rij
j·pi
 .
Note that l =
∑k
i=1
∑di
j=1 j · rij . We define the underlying cycle of T in C
(l) by
Z(T ) :=
k∑
i=1
(
di∑
j=1
jrij)[pi].
It is easy to see that the endomorphism ring of
⊕d
j=1O
⊕rj
j·p has dimension∑
0≤i,j≤d
min(i, j) · rirj . (4.6)
Denote by coh1,0(C) ⊂ coh(C) the substack consisting of sheaves of rank 1
and degree 0. It has a stratification by the size of the torsion subsheaf with the
strata
cohl1,0(C) := {F ∈ coh1,0(C)|length of the torsion subsheaf of C = l}.
Let us set coh≤l1,0(C) = ∪
l
i=0coh
i
1,0(C).
By Proposition 4.10, to compute the symplectic leaves of (P2η)
[n] it suffices
to compute the image of the map q : Msη(1, 0, n) → coh(C). Here is a partial
result in this direction. Let us fix a neutral point o ∈ C and denote by k · η the
kth multiple of η in the group law of C.
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Proposition 4.11. The projection q : (P2η)
[n] → coh(C) factors through coh≤n1,0 (C).
Let H := OC(−D)⊕ T be an object in coh1,0(C) such that T has length l ≤ n.
Assume that FH is non-empty and smooth. Then FH has dimension at most
2n− 2l and there is a rational equivalence of divisors Z(T )−D ∼ [o]− [3n · η].
Proof. Consider the long exact sequence of cohomology groups associated to the
fiber product (4.4). The dimension of FH is equal to 2n+1−dim(Ext
1
C(H,H)).
The dimension calculation (4.6) easily implies that
dim(Ext1C(H,H)) = dim(Ext
0
C(H,H)) ≥ 2l+ 1
This gives our estimate on the dimension of FH. (Note that if T = OZ , where
Z is a 0-dimensional subscheme of length l, then the dimension of FH is exactly
2n− 2l if FH is non-empty.)
Recall that the relative moduli space M sC(r, d, n) is smooth over the base C
(see Theorem 4.6). Given η ∈ C and OC(−D) ⊕ T in the image of q, we need
to compute D. The class of OC(−D) ⊕ T in the K-theory coincides with the
class of the Kronecker complex (4.5). Its class is determined by
[OC(−D)] + Z(T ) = −n[L
∨] + (2n+ 1)[OC ]− n[L
η]
= −n[L∨] + (2n+ 1)[OC ]− 3n([L] + [η]− [o])
= [OC ] + ([o]− [3n · η])
which gives the required relation between the classes of divisors.
Remark 4.12. We believe that for H := OC(−D) ⊕ OZ such that Z − D ∼
[o] − [3n · η], FH is always non-empty and smooth. For the case of maximal
dimensional leaf (l = 0), this was proved by Nevins-Stafford (see [19, Cor. 8.10])
and de Naeghel-Van den Bergh (see [20, Lemma 5.2.1]). For l > 0, one possible
way to prove the non-emptiness is to show that the Poisson deformation (P2η)
[n]
can be obtained by contracting a (1, 1)-class with the Poisson bivector in the
sense of Hitchin [10].
Remark 4.13. Proposition 4.11 is just the first step for the classification of
the symplectic leaves on (P2η)
[n]. The next step is to determine which sheaves
can occur in the image of the map q and study the geometry of the fibers. This
is quite a delicate problem, which we will explore elsewhere.
As an example, let us describe the symplectic leaves of (P2)[3]. Here dF
is the symbol for the fiber dimension (i.e. the dimension of the corresponding
symplectic leaf). The symplectic leaf is determined by fixing an isomorphism
class of IZ |C . We have the following possibilities:
IZ |C =

OC l = 0, dF = 6
OC(−p)⊕Op l = 1, dF = 4
OC(−p− q)⊕Op∪q l = 2, dF = 2
OC(−2p)⊕Op ⊕Op l = 2, dF = 0
OC(−p− q − r)⊕Op∪q∪r l = 3, dF = 0
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The 6-dimensional leaf is isomorphic to (P2\C)[3]. To describe the 2-dimensional
leaf associated with a pair of distinct points p, q ∈ C, we consider the blow up of
P2 at p and q and denote it by P̂2p,q. Denote the exceptional fibers at p and q by
Ep and Eq respectively and denote the proper transform of C by Ĉ. Then the
2-dimensional leaf is isomorphic to P̂2p,q \ Ĉ. Here points of Ep \ Ĉ parameterize
subschemes in P2 given as the union of a double point at p (corresponding to a
direction not tangent to C) and q. Next, for a point p ∈ C, let P̂2p denote the
blow up of P2 at p, with the exceptional divisor Ep, and let Ĉ be the proper
transform of C. Then the 4-dimensional leaf associated with p is isomorphic to
(P̂2p \ Ĉ)[2]. More precisely, the corresponding locally closed embedding
(P̂2p \ Ĉ)
[2] → (P2)[3]
sends a length 2 subscheme Ẑ of P̂2p \ Ĉ to the subscheme Z ⊂ P2 of length
3 whose ideal sheaf is obtained as the push forward of IẐ(−Ep). Finally, there
are two kinds of 0-dimensional leaves: those with l = 3 correspond to points in
the symmetric product C(3), while those with l = 2 correspond to points in the
punctual Hilbert scheme supported on C.
5 Example two: Stable triples and Feigin-Odesskii
algebras
5.1 Poisson structures on the moduli space of stable triples
In this section, we prove that for the moduli space of 2-term complexes of vector
bundles with appropriate stability conditions, the 0-shifted Poisson structure
constructed in Theorem 3.17 specializes to the Poisson structure constructed by
one of us in [24]. For a subclass of these examples, we compute the underlying
Poisson brackets explicitly and show that they coincide with the semi-classical
limits of the elliptic algebras constructed by Feigin and Odesskii [7]. To the
best of our knowledge, the comparison between these Poisson structures has
not appeared in the literature before.
Let C be a complex elliptic curve. We will consider moduli spaces of triples
T = (V0, V1, φ) consisting of vector bundles Vi, i = 0, 1, on C and a morphism
φ : V0 → V1.
For a real parameter σ, the σ-degree and the σ-slope of T are defined by
degσ(T ) = deg V1 + deg V0 + σ · rk(V0), µσ(T ) =
degσ T
rk V1 + rk V0
.
A triple T is called σ-stable if for any proper subtriple T ′ ⊂ T on has µσ(T ′) <
µσ(T ). We denote the moduli stack of σ-stable triples by Mσ. It was proved
in [3] that (the coarse moduli space of) Mσ are smooth projective varieties for
all σ.
It is clear thatMσ is an open substack of RCplx(C). Let d and r be positive
integers such that r < d and gcd(r, d) = 1. Now we restrict to the special case:
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• V0 = OC , V1 is a rank r + 1 vector bundle and σ = 2d/r.
From [24, Sec. 3] we know that in this case stable triples are precisely those
for which φ : OC → V1 is an embedding of a subbundle and V1/φ(OC) is a
stable vector bundle (of rank r and degree d). Let us denote this moduli space
by Nr+1,d, and let Ur,d be the moduli stack of stable vector bundles of rank r
and degree d on C. We have a map q : Nr+1,d → Ur,d sending { OC
φ
// V1 }
to V1/φ(OC). It is easy to check that q is a smooth map. We denote by Nξ
the fiber of q over ξ ∈ Ur,d. Since Nξ is obtained by fixing the first term of
a complex, together with its quasi-isomorphism class, by Corollary 3.20, Nξ
carries a 0-shifted Poisson structure.
Note that Nξ is a Gm-gerbe over its coarse moduli space Nξ which is isomor-
phic to P(Ext1(ξr,d,OC)). Similarly to Proposition 4.8 we see that the classical
shadow of the 0-shifted Poisson structure on Nξ descends to Nξ.
Theorem 5.1. The classical shadow of the 0-shifted Poisson structure on Nξ
coincides with the Poisson structure defined in [24].
Proof. In the proof of Theorem 4.7 we have calculated that the morphism Πh
associated with our 0-shifted Poisson structure is equal to ad◦t. This is precisely
the chain map that induces the Poisson structure in [24] (see [24, Sec. 6]).
5.2 Semi-classical limit of Feigin-Odesskii algebras
Now we are going to recall the definition of the elliptic algebras due to Feigin
and Odesskii [7]. We will show that in the case when ξ is a line bundle, the
Poisson structure on Nξ coincides with the classical limit of a class of elliptic
algebras.
Let C ∼= C/Γ, where Γ = Z + Zτ and η ∈ C. We denote the group of
n-torsion points of C by
Γn =
(
1
n
Γ
)
/Γ =
{a1
n
+
a2
n
τ + Γ : a1, a2 ∈ Z
}
⊂ C,
Consider the function
ζ(z) = −e−2πi(z−b), z ∈ C, (5.1)
where b ∈ C is such that b ≡ (n−1) τ2n +
c
n mod
1
nZ. The Gm-multiplier
e1(z) := 1 and eτ/n(z) := ζ(z)
defines a line bundle Lζ on C/Z + Z
τ
n of degree 1. Let us denote its pull back
to C by Ln,c.
For positive integers n and k such that 0 < k < n and gcd(n, k) = 1,
Feigin and Odesskii defined in [7] a family of quadratic algebras Qn,k(C, η) over
C. Here η is a complex parameter, which we should view as defining a point
on the elliptic curve C. The degree 1 piece of Qn,k(C, η) is the space Θn,c of
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global holomorphic sections of Ln,c. By definition, Θn,c consists of holomorphic
functions f on C satisfying
f(z + 1) = f(z), f(z + τ) = (−1)ne−2πi(nz−c)f(z), z ∈ C.
Let Hn denote the Heisenberg group of order n
3, which is the group with
generators h1, h2, ǫ and relations
h1h2 = ǫh2h1, h1ǫ = ǫh1, h2ǫ = ǫh2, h
n
1 = h
n
2 = ǫ
n = 1.
Define two operators T1/n and Tτ/n on the space of C-valued functions on C by
(T1/n f)(z) = f(z +
1
n
), (Tτ/n f)(z) = ζ(z)
−1 f(z +
τ
n
).
It is easy to check that Θn,c is invariant under T1/n and Tτ/n, and that
T n1/n = T
n
τ/n = 1 and T1/nTτ/n = e
2πi
n Tτ/nT1/n.
Thus, the assignment
h1 7−→ T1/n, h2 7−→ Tτ/n (5.2)
defines a representation of Hn on Θn,c, in which ǫ ∈ Hn acts by the scalar
multiplication by ω = ωn := e
2πi
n .
Note that the theta function
θ(z) =
∑
n∈Z
(−1)n · e2πi(nz+
n(n−1)
2 τ)
is an element in Θ1,0. It is easy to check that
θα(z) := θ(z +
α
n
τ)θ(z +
1
n
+
α
n
τ) . . . θ(z +
n− 1
n
+
α
n
τ) · e2πi(αz+
α(α−n)
2n +
α
2n )
form a canonical basis for Θn,n−12
. We will use the following properties of
functions θα (see Appendix of [21]):
(1) θα(z +
1
n ) = e
2πiα/nθα(z);
(2) θα(z +
τ
n ) = e
−2πi(z+ 12n−
n−1
2n τ)θα+1(z);
(3) θ−α(−z) = −e−2πiα/ne−2πinzθα(z).
The first two properties are equivalent to the following formulas for the Hn-
action:
T1/nθα = e
2πiα
n θα, Tτ/nθα = θα+1, α ∈ Z/nZ. (5.3)
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The Feigin-Odesskii algebra Qn,k(C, η) is defined to be the quotient of the
free algebra C〈xi : i ∈ Z/nZ〉 by the quadratic relations∑
r∈Z/nZ
θj−i+r(k−1)(0)
θkr(η)θj−i−r(−η)
xj−rxi+r . (5.4)
In the limit as η → 0, we get the polynomial algebra C[xi : i ∈ Z/nZ]. The
semi-classical limit of Qn,k(C, η), denoted by qn,k, is this polynomial algebra
equipped with the Poisson bracket {xi, xj} := limη→0
[xi,xj]
η . It follows from the
relations (5.4) that for i 6= j,
{xi, xj} =
(
θ′j−i(0)
θj−i(0)
+
θ′k(j−i)(0)
θk(j−i)(0)
− 2πin
)
xixj +
∑
r 6=0,j−i
θj−i+r(k−1)(0)θ
′
0(0)
θkr(0)θj−i−r(0)
xj−rxi+r .
(5.5)
Because the bracket is quadratic, it defines a Poisson structure on the projective
space Pn−1. We call this bracket the Sklyanin bracket.
Theorem 5.2. Let ξ be the line bundle Ln,n+12
defined above. There is an
isomorphism of Poisson varieties between (Nξ, H
0(Πh)) and P
n−1 equipped with
the Sklyanin bracket coming from qn,1.
The proof of Theorem 5.2 will take up the rest of this section.
For brevity we denote the Poisson bivectorH0(Πh) onNξ by π. Let (U+, U−)
be an open affine covering of C. We will compute the Poisson bracket associated
to π using the Cech complex and directly compare the result with the Sklyanin
bracket (5.5).
Let t be a class in Ext1(ξ,OC) and let
0 // OC
s // Vt
a // ξ // 0
be the corresponding extension. By an abuse of notation, we use the same
symbol t to denote the corresponding point in Nξ. Let E nd(Vt,OC) denote
the sheaf of endomorphisms of Vt preserving OC . We have an identification of
the tangent space at t to the moduli space of triples with H1(C, E nd(Vt,OC))
(see [24, Lem. 3.1]), and the morphism Πh inducing the Poisson structure can
be viewed as a morphism E nd(Vt,OC)∨ → E nd(Vt,OC)[−1] in the derived
category, represented by the chain map
ξ∨
−d∗
//
d∗

E nd(Vt)
0

E nd(Vt)
d // ξ
where d(A) = a ◦A ◦ s, d∗(ψ) = s ◦ ψ ◦ a. The natural exact sequence
0 // ξ∨ // E nd(Vt,OC) // E nd ξ ⊕OC // 0
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leads to the following identification of the tangent space TtNξ:
TtNξ ≃ ker
(
H1(C, E nd(Vt,OC))→ H
1(C, E nd ξ)⊕H1(C,OC)
)
≃ coker
(
End(ξ)⊕H0(C,OC)→ H
1(C, ξ∨)
)
≃ coker
(
t∗ : H
0(C,OC)→ H
1(C, ξ∨)
)
where the last equality is due to the fact that the maps End(ξ) → H1(C, ξ∨)
and H0(C,OC) → H1(C, ξ∨), induced by the extension class t, differ only by
sign. Dually, the cotangent space T ∗t Nξ is isomorphic to
ker
(
t∗ : H0(C, ξ)→ H1(C,OC)
)
.
We will give a formula for the map πt : T
∗
t Nξ → TtNξ on φ ∈ ker(t
∗) ⊂ H0(C, ξ).
We need to lift φ ∈ H0(C, ξ) to an element of the hypercohomologyH1(ξ∨ →
E nd Vt). Such a lifting is represented by a Cech 1-cocycle (ψ±;A+, A−), where
A+ ∈ E nd Vt(U+), A− ∈ E nd Vt(U−), ψ± ∈ ξ∨(U+ ∩ U−), and
− sψ±a = A+ −A− (5.6)
over U+ ∩ U−. The class of (ψ±;A+, A−) lifts φ if
aA+s = aA−s = φ.
Let (t+, t−, b+, b−) be local splittings (defined over U+ and U−) of the short
exact sequence
0 // OC
s // Vt
a //
t±cc
ξ
b±bb
// 0
where s ◦ t± + b± ◦ a = idVt . Note that we have
b+ − b− = sψt
for some ψt ∈ ξ∨(U+ ∩ U−) representing the class t ∈ H1(ξ∨). It is easy to see
that then
t+ − t− = −ψta.
The function
f := (ψt, φ) ∈ O(U+ ∩ U−)
represents the class t∗(φ) = 0, where ( , ) is the natural pairing between ξ and
ξ∨. Hence, there exists f+ ∈ O(U+) and f− ∈ O(U−) such that
f = f+ − f−.
35
Let us set A˜+ = b+φt+ and A˜− = b−φt−. Then we have
A˜+ − A˜− = b+φt+ − b−φt−.
Hence,
a(A˜+ − A˜−) = −φψta = −fa, (A˜+ − A˜−)s = sψtφ = sf.
This gives the way to correct A˜+ and A˜−: setting
A+ = A˜+ + f+b+a− f+st+, A− = A˜− + f−b−a− f−st−,
we now check that
A+ −A− = (b− + sψt)φ(t− − ψta)− b−φt− + (f− + f)(b− + sψt)a− f−b−a
− (f− + f)s(t− − ψta) + f−st− = s(2f− + f)ψta.
Hence, (5.6) holds with
ψ± = −(2f− + f)ψt.
Note that the image of (ψ±;A+, A−) in H
1(E nd Vt → ξ) is the class (sψ±a; 0, 0).
Hence, πt(φ) ∈ coker(t∗) is represented by the Cech 1-cocycle ψ±. So we get
the formula for πt:
πt(φ) = −(2f− + f)ψt. (5.7)
The kernel of OC(U+ ∩ U−) → H1(OC), denoted by OC(U+ ∩ U−)0 is the
subspace of functions with zero residue. Let P− (resp. P+) be the projection
OC(U+ ∩ U−)0 → ξ(U−) ∼= OC(U−) (resp. OC(U+ ∩ U−)0 → ξ∨(U+) ∼= O(U+)
). The projection is well defined up to the addition of a constant. We may set
f− = P−(f) and f+ = P+(f). Then formula (5.7) can be rewritten as
πt(φ) = −(2P−(ψtφ) + ψtφ)ψt = (ψtφ− 2P+(ψtφ))ψt. (5.8)
For a different choice of constant in the definition of P− (or P+) the formula will
differ by a constant multiple of ψt, therefore defines the same Poisson structure
on Nξ.
Now set ξ = Ln,n+12
. As an open covering of C we take (U+, U−), where
U+ = C \ D with D := {
i
n : i = 0, . . . , n − 1}, and U− is the union of formal
discs centered at z = in for i = 0, 1, . . . , n− 1. Note that D is precisely the zero
divisor of θ0, which is a section of Ln,n+12
. Below we always use an isomorphism
Ln,n+12
∼// O(D) : s 7→ sθ0 .
Under this isomorphism the basis (θα) of H
0(Ln,n+12
) maps to the functions
φα :=
θα
θ0
.
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An element g ∈ O(U+ ∩ U−) is a vector of Laurent series (gi)
n−1
i=0 with
gi ∈ C((z)). We define a bilinear form on O(U+ ∩ U−) by
〈f, g〉 := tr(fg), where tr(f) :=
1
n
n−1∑
i=0
Resz= i
n
fdz.
Fixing the standard 1-form dz on C, an element ψ ∈ H1(O(−D)) can be rep-
resented by a vector in O(U+ ∩ U−). The induced pairing between φ ∈ O(U+)
and ψ ∈ O(U+ ∩ U−), given by
〈φ, ψ〉 := 〈φ|U+∩U− , ψ〉
descends to a perfect pairing between H0(O(D)) and H1(O(−D)).
Let us define elements ψα ∈ H
1(O(−D)), for α ∈ Z/nZ, by
ψα := (
θ′0(0)
θα(i/n)
)i for α ∈ Z/nZ \ 0, ψ0 := (
1
z − i/n
)i.
It is easy to see that (ψα)α∈Z/nZ is a basis for H
1(O(−D)). Furthermore, this
basis is dual to the basis (φα) of H
0(O(D)) with respect to the above pairing.
Indeed, for β 6= 0 we have
〈φα, ψβ〉 =
1
n
n−1∑
k=0
Resz=0
θα(z + k/n)θ
′
0(0)
θ0(z + k/n)θβ(k/n)
=
1
n
n−1∑
k=0
ωk(α−β)Resz=0
θα(z)θ
′
0(0)
θ0(z)θβ(0)
= δαβ,
where ω = e2πi/n. Similarly,
〈φα, ψ0〉 =
1
n
n−1∑
k=0
Resz=0
θα(z + k/n)
θ0(z + k/n)z
=
1
n
n−1∑
k=0
ωkαResz=0
θα(z)
θ0(z)z
= δα0.
Let (x0, . . . , xn−1) be the coordinates on H
1(O(−D)) corresponding to the
basis (ψα). We are going to write a formula for our Poisson bracket on the open
subset x0 6= 0 of the projective space PH1(O(−D)), in terms of the standard
coordinates t1, . . . , tn−1, where ti = xi/x0. We also set t0 = 1. Below we
always identify the indices with elements of Z/nZ. Let ψt =
∑
c∈Z/nZ tcψc be
an element in H1(O(−D)) over this open subset. Then the differentials of ti,
i = 1, . . . , n− 1 correspond to the basis (φi− tiφ0) of the cotangent space to ψt.
Thus, from (5.8) we get for i 6= 0, j 6= 0,
{ti, tj} = tr
([
ψt(φi − tiφ0)− 2P+[ψt(φi − tiφ0)]
]
· ψt(φj − tjφ0)
)
.
Using the fact that {ti, tj} is skew-symmetric we can rewrite this as follows:
{ti, tj} = tr
(
P+[ψt(φj − tj)] · ψt(φi − ti)− P+[ψt(φi − ti)] · ψt(φj − tj)
)
. (5.9)
To rewrite this further we need an explicit formula for P+(ψαφβ).
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Lemma 5.3. For i 6= 0, j 6= 0 and i 6= j, one has
P+(ψjφi) = (
θ′0(0)θi(0)
θj(0)θi−j(0)
) ·
θi−j(z)
θ0(z)
. (5.10)
For j 6= 0 one has
P+(ψjφ0) = 0.
Also, for i 6= 0, one has
P+(ψ0φi) = −(
θi(z)
θ0(z)
)′ +
[
θ′i(0)
θi(0)
− πin
]
·
θi(z)
θ0(z)
. (5.11)
Finally, for any linear combination
∑
ciψiφi with
∑
i ci = 0, one has
P+(
∑
ciψiφi) = 0.
Proof. Recall that we have
θj(z +
i
n
) = ωijθj(z),
where ω = e2πi/n. To prove (5.10) we have to check that for k = 0, . . . , n − 1,
the function
θ′0(0)
θj(k/n)
·
θi(z)
θ0(z)
− (
θ′0(0)θi(0)
θj(0)θi−j(0)
) ·
θi−j(z)
θ0(z)
is regular near z = k/n. But this function at most has pole of order 1 and its
residue at z = k/n is equal to
θ′0(0)
θj(k/n)
·
θi(k/n)
θ′0(k/n)
− (
θ′0(0)θi(0)
θj(0)θi−j(0)
) ·
θi−j(k/n)
θ′0(k/n)
=
θ′0(0)
ωjkθj(0)
·
ωikθi(0)
θ′0(k/n)
− (
θ′0(0)θi(0)
θj(0)
) ·
ω(i−j)k
θ′0(k/n)
= 0.
The vanishing of P+(ψjφ0) = P+(ψj) for j 6= 0 is clear since ψj is regular on
U−. To check (5.11) we need to show that the difference between ψ0φi and the
right-hand side is regular near each z = k/n. Since φi(z + k/n) = ω
ikφi(z), it
is enough to consider z = 0. The Laurent expansion of φi near z = 0 has form
φi(z) =
θi(z)
θ0(z)
=
θi(0)
θ′0(0)
·
1
z
[
θ′i(0)
θ′0(0)
−
θi(0)θ
′′
0 (0)
2θ′0(0)
2
]
+ . . .
Using property (3) of θ-functions, one can check that
θ′′0 (0)
θ′0(0)
= 2πin.
Hence, we can rewrite the above expansion as
φi(z) =
θi(0)
θ′0(0)
·
1
z
+
[
θ′i(0)
θ′0(0)
− πin ·
θi(0)
θ′0(0)
]
+ . . . (5.12)
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The expansion of ψ0φi near z = 0 is obtained from this by multiplication with
1/z.
On the other hand, the right-hand side of (5.11) has the expansion at z = 0,
θi(0)
θ′0(0)
·
1
z2
+
[
θ′i(0)
θi(0)
− πin
]
·
θi(0)
θ′0(0)
·
1
z
+ . . . .
It follows that we do get the same polar parts as for ψ0φi.
Finally, to prove the last property it is enough to check that for i 6= 0,
P+(ψiφi − ψ0φ0) = P+(ψiφi − ψ0) = 0.
But ψiφi − ψ0 has at most pole of order 1 and
Resz=k/n(ψiφi) =
θ′0(0)
θi(k/n)
·
θi(k/n)
θ′0(k/n)
= 1 = Resz=k/nψ0,
since θ′0(k/n) = θ
′
0(0).
For α, β ∈ Z/nZ, such that α 6= 0 and β 6= 0, let us set
F (α, β) :=
θ′0(0)θα+β(0)
θα(0)θβ(0)
, F (0, α) = F (α, 0) :=
θ′α(0)
θα(0)
− πin, F (0, 0) = 0.
(5.13)
Then by Lemma 5.3, with this notation we have for i 6= 0,
P+[ψt(φi − tiφ0)] =
∑
α6=i
tαP+[ψαφi]− ti
∑
α6=0
tαP+[ψαφ0] + tiP+[ψiφi − ψ0φ0]
=
∑
α6=i
tαP+[ψαφi] =
∑
α6=i
tαF (α, i − α)φi−α − φ
′
i.
Next, we observe that the functional tr on O(U+ ∩ U−) is invariant with
respect to the action of the generator h1 of the Heisenberg group that acts by
the shift by 1/n. Since h1θα = ω
αθα, we deduce that
h1φα = ω
αφα, h1ψα = ω
−αφα, h1φ
′
α = ω
αφ′α.
Thus, we have the Z/nZ-weights wt(φα) = wt(φ
′
α) = −wt(ψα) = α, and tr kills
expressions of nonzero weight. Thus, using the above computation of P+ we
can write for i 6= 0,
tr
(
P+[ψt(φi − ti)] · ψt(φj − tj)
)
=
∑
α6=i
tαF (α, i − α)tr(φi−α(φj − tj)ψt)− tr(φ
′
i(φj − tj)ψt)
=
∑
α6=i
tαti+j−αF (α, i − α)tr(φi−αφjψi+j−α)− tj
∑
α6=i
tαti−αF (α, i − α)
− ti+jtr(φ
′
iφjψi+j),
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where we used the identities tr(φi−αψi−α) = 1 and tr(φ
′
iψi) = 0. Plugging this
into (5.9) we can rewrite our Poisson bracket as
{ti, tj} =∑
α6=j
tαti+j−αF (α, j − α)tr(φj−αφiψi+j−α)−
∑
α6=i
tαti+j−αF (α, i − α)tr(φi−αφjψi+j−α)
− ti
∑
α6=j
tαtj−αF (α, j − α) + tj
∑
α6=i
tαti−αF (α, i − α)
+ ti+j [−tr(φ
′
jφiψi+j) + tr(φ
′
iφjψi+j)].
Changing the summation variable in the first sum by α = j − r and in the
second sum by α = i+ r, we can rewrite this as
{ti, tj} =∑
r 6=0
tj−rti+rF (j − r, r)tr(φrφiψi+r)−
∑
r 6=0
ti+rtj−rF (i+ r,−r)tr(φ−rφjψj−r)
− ti
∑
r 6=j
trtj−rF (r, j − r) + tj
∑
r 6=i
trti−rF (r, i− r)
+ ti+j [−tr(φ
′
jφiψi+j) + tr(φ
′
iφjψi+j)]. (5.14)
The next important observation is that since our bracket on the moduli
space Nξ is given by the natural construction, it is preserved by the action
of the Mumford group of the line bundle ξ, which acts on the elliptic curve
and on ξ, hence on Nξ = PExt
1(ξ,O). It follows that our bracket on the
projective space can be lifted to an Hn-invariant quadratic Poisson bracket on
the affine space Ext1(ξ,O). Indeed, it is well-known that the projection from the
space of quadratic Poisson brackets on the affine space to the space of Poisson
brackets on the projective space is surjective (see [1], [23, Sec. 12]). Since this
projection is linear, the induced map between the subspaces of Hn-invariants is
still surjective. Now we use the following simple general statement.
Lemma 5.4. Let {·, ·} be a quadratic Poisson bracket on the affine space with
coordinates (xi), i ∈ Z/nZ, which is Hn-invariant. Then there exists a unique
set of constants C(α, β), α, β ∈ Z/nZ, such that
{xi, xj} =
∑
r∈Z/nZ
C(r, j − i− r)xi+rxj−r ,
C(β, α) = C(α, β) = −C(−α,−β).
The corresponding Poisson bracket on the projective space is given by
{ti, tj} =
∑
r 6=0,j−i
C(r, j − i− r)ti+rtj−r
− ti
∑
r 6=0,j
C(r, j − r)trtj−r − tj
∑
r 6=0,−i
C(r,−i− r)ti+rt−r
+ 2[C(0, j − i)− C(0, j)− C(0,−i)]titj , (5.15)
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where ti = xi/x0 are functions on the open affine subset x0 6= 0. Here we grouped
the terms in such a way that for i 6= j the sets of monomials in different groups
do not intersect.
Proof. The invariance with respect to h1 means that
{xi, xj} =
∑
r∈Z/nZ
Cr(i, j)xi+rxj−r ,
for some uniquely determined constants Cr(i, j) such that Cr(i, j) = Cj−i−r(i, j).
Furthermore, the skew-symmetry is equivalent to the identity Cr(i, j) = −C−r(j, i).
Now the invariance with respect to h2 gives Cr(i, j) = Cr(i+1, j+1), i.e., Cr(i, j)
depends only on the difference j−i. Thus, we can write Cr(i, j) = C(r, j−i−r),
which gives the first assertion. The second assertion is obtained directly from
the formula
{ti, tj} = {
xi
x0
,
xj
x0
} =
{xi, xj}
x20
− ti ·
{x0, xj}
x20
− tj ·
{xi, x0}
x20
.
For example, for the Sklyanin bracket (5.5) with k = 1 we have
C(α, β) = F (α, β),
where F is defined by (5.13).
Let us denote by C(α, β)M the constants corresponding to someHn-invariant
lifting of our Poisson bracket on Nξ. Then by looking at the coefficient of
titrtj−r , where r 6= 0, j in (5.14) we immediately see that
C(α, β)M = F (α, β) for α 6= 0, β 6= 0, α+ β 6= 0. (5.16)
Similarly, for i 6= j, looking at the coefficient of titj in (5.14) we get
2[C(0, j − i)M − C(0, j)M − C(0,−i)M ]
= F (i, j − i)tr(φj−iφiψj)− F (j, i − j)tr(φi−jφjψi)− F (0, j) + F (0, i). (5.17)
Now using the Laurent expansion (5.12), we easily find
tr(φj−iφiψj) =
θ′0(0)
θj(0)
×(
θj−i(0)
θ′0(0)
·
[
θ′i(0)
θ′0(0)
− πin ·
θi(0)
θ′0(0)
]
+
θi(0)
θ′0(0)
·
[
θ′j−i(0)
θ′0(0)
− πin ·
θj−i(0)
θ′0(0)
])
=
1
θ′0(0)θj(0)
·
(
θj−i(0)θ
′
i(0) + θi(0)θ
′
j−i(0)− 2πinθj−i(0)θi(0)
)
.
Hence,
F (i, j − i) · tr(φj−iφiψj) =
θ′i(0)
θi(0)
+
θ′j−i(0)
θj−i(0)
− 2πin.
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Thus, recalling the definition F (0, i), we can rewrite (5.17) as
2(C(0, j− i)M −C(0, j)M −C(0,−i)M) = 2
θ′i(0)
θi(0)
− 2
θ′j(0)
θj(0)
+
θ′j−i(0)
θj−i(0)
−
θ′i−j(0)
θi−j(0)
.
Finally, using property (3) of theta-functions, we get for α 6= 0,
θ′−α(0)
θ−α(0)
= 2πin−
θ′α(0)
θα(0)
.
Hence, we can rewrite the above formula as
C(0, j − i)M − C(0, j)M − C(0,−i)M =
θ′j−i(0)
θj−i(0)
−
θ′−i(0)
θ−i(0)
−
θ′j(0)
θj(0)
+ πin
= F (0, j − i)− F (0, j)− F (0,−i).
Combining this with (5.16), we see using (5.15) that our Poisson bracket on the
projective space coincides with the one induced by the Sklyanin bracket, which
finishes the proof.
Remark 5.5. It is believed that if ξ is a stable vector bundle of rank k and
degree n then the Poisson structure on the projective space Nξ coincides with
the one obtained from the quadratic Poisson bracket qn,k. However, the com-
putation is much more complicated. We leave it for the future work.
Remark 5.6. Using Corollary 3.21, we can classify the symplectic leaves of
Nξ completely. Such a classification was first claimed in a seminal paper of
Feigin and Odesskii (Theorem 1 [8]). However, they only claimed certain set
theoretical bijection and the argument seems to be incomplete. We will give a
proof of this classification in a forthcoming paper [11].
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