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We consider the linear control system i = Ax + Bu. Here A is the in- 
finitesmal generator of a strongly continuous group of bounded linear operators 
T(t) on a Hilbert space E, B is a bounded linear operator from a Hilbert space 
H to E. We give sufficient conditions for the existence of a bounded linear 
operator K from E to H so that the control system with feedback control law 
u(t) = I&(t) has the zero solution asymptotically stable. The results reduce 
to a well-known theorem of Kalman in the case E, H are fmite dimensional. 
1. INTRODUCTION 
In this paper we will investigate the linear stabilization problem 
in Hilbert space. Specifically we consider the linear control system 
given by 
Le.(t) = Ax(t) + Bu(t). (1.1) 
Here A is the infinitesimal generator of a strongly continuous group 
of bounded linear operators T(t), ---co < t < 00, on the Hilbert 
space E, B is a bounded linear operator from a Hilbert space H to E. 
We then pose the problem of determining the existence of a bounded 
linear operator K from E to H so that the control system with feedback 
control law u(t) = Kx(t) has the zero solution asymptotically stable. 
The linear stabilization problem was originally investigated by 
Kalman [l] in the case E, H are finite dimensional. Datko [2] has 
discussed the infinite-dimensional case. Datko’s results, however, 
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depend strongly on an a priori knowledge of the behavior of solutions 
[2, Hypothesis A], which seems unnatural for applications. Here, 
motivated by applications to hyperbolic partial differential equations, 
we formulate sufficient conditions from stabilizability dependent only 
on A and B.l The approach taken is a Liapunov-type stability 
argument which attempts to generalize to Hilbert space the finite- 
dimensional technique of Lukes [3]. Since the primary tool of Lukes’ 
analysis was the invariance principle of LaSalle [4] we will rely heavily 
on its generalization to Banach spaces as given by Hale [5]. 
It should be noted that we have restricted ourselves to the case of 
A being an infinitesimal generator of a strongly continuous group of 
linear operators T(t). At first view one may ask why we have not 
considered the more general case where T(t) is only a semigroup of 
operators. The answer to this question is twofold. First, from a 
methodological point of view it is more convenient to assume T(t) 
a group. Second, in applications one generally associates semigroups 
which are not groups with solutions to linear parabolic equations. 
Since linear parabolic equations inherently have the equilibrium 
solution asymptotically stable the question of stabilization becomes 
unnecessary. Here we are motivated by linear hyperbolic equations 
whose equilibrium solution need not be asymptotically stable and 
where T(t) is actually a group. 
In Section 2 we restate the stabilization problem and define what 
is meant by weak stabilizability. Section 3 provides a short discussion 
of a special case of Hale’s extension of the LaSalle invariance argument. 
In Section 4 we give a condition for weak stabilizability of (1 .l) 
under a hypothesis on the positive orbits of (1.1). In addition it is 
noted that the result reduces to the one obtained by Kalman in the 
case E and Hare finite dimensional. Section 5 discusses the hypothesis 
made in Section 4 on the positive orbits of (1.1) and provides a 
sufficient condition in the terms of A for which the hypothesis will 
hold. 
Notation. If X is a Hilbert space we denote its inner product by 
(a, .)x and norm by 11 * [lx . If Y is also a Hilbert space we denote the 
space of bounded linear operators from X to Y by 9(X, Y) with 
operator norm 11 *jj9tx,u) . 
1 It is easily seen that that results also apply to equations of the form 
(9x/W) + Agx = Bu + Boundary conditions, 
which is not hyperbolic. 
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2. THE STABILIZATION PROBLEM 
Consider the control process given by (1.1). We shall say that 
(1.1) is stabilixable if there exists K E Z(E, H) so that (1 .l) with 
feedback control u(t) = J&(t) has the zero solution asymptotically 
stable. 
Since for K E .Y(E, H) we have BK E 9(E, E), it is known that 
A + BK is the infinitesimal generator of a strongly continuous group 
of bounded linear operators s(t) on E. Hence making use of the 
definition of asymptotic stability we state the following equivalent 
definition of stabilizability. This is done so as to incorporate simul- 
taneously the notion of weak stabilizability. 
DEFINITION 2.1. Consider the control system (1.1). If there exists 
K E 6p(E, H) so that the zero solution of (1.1) with u(t) = Kx(t) is 
(i) stable in the sense of Liapunov, i.e., 11 S(t)jlP~E,E) < k, for 
t > 0, and 
(ii) h’(t) y + 0 (S(t) y -+ 0 weakly) as t + co for all y E E, 
then (1.1) is said to be stabilizable (weakly stabiZizabZe).2 
3. THE INVARIANCE PRINCIPLE 
The principal analytical tool to be used is a generalization of the 
well-known invariance principle of LaSalle [4] for ordinary differential 
equations. A complete discussion of the invariance principle for 
abstract nonlinear dynamical systems may be found in [5]. Here 
we only present a simplified version for strongly continuous groups 
of bounded linear operators which is sufficient for our purposes. 
For further details and proofs the reader should consult [5]. 
Let R = (-co, co) and let g be a Banach space with norm I] 4 II9 
for #J E 97. 
DEFINITION 3.1. Let U : R x 99 --t 9Y be a strongly continuous 
group of bounded linear operators. The positive orbit O+(4) through 
+ E 99 is defined as 
o+(4) = u wb 
t>o 
DEFINITION 3.2. A set M in 58 is an invariant set for the group U 
if for each 4 E M, U(t)+ C M for t E R. 
2 By the principle of uniform boundedness (ii) implies (i). 
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DEFINITION 3.3. If I’ is a continuous scalar functional on B’, 
define the functional 
Then 
DEFINITION 3.4. V : 5? -+ R is said to be a Liapunov functional 
on a set G in $8 if I’ is continuous on G, the closure of G, and if 
V(4) < 0 for 4 in G. Furthermore, denote by S the set 
S = (q6 in G; V(~#J) = 0) 
and let M be the largest invariant set in S for the strongly continuous 
group of linear operators U. 
with these definitions it is then possible to prove 
THEOREM 3.1. Let U be a strongly continuous group of bounded 
linear operators on 52. If V is a Liapunov functional on G and a positive 
orbit O+(q5) belongs to G and is in a compact set of S? then U(t)4 -+ M 
ast-+co. 
It is self-evident that in applications to the problem of asymptotic 
stability the objective is to find a suitable functional V and show 
M = {O}. This will be the goal of the next section. 
4. THE COMPACT CASE 
In this section we will define a feedback control law and give 
conditions so that the specified feedback control yields (1.1) weakly 
stabilizable. The major hypothesis will be that the positive orbits 
of solutions of the feedback control system lie in compact sets of E. 
Under this hypothesis and an assumption of the invertibility of a 
certain operator in P(E, E) we will prove weak stabilizability using 
Theorem 3.1. 
First let us define our feedback control law. Motivated by Lukes’ 
approach to the finite-dimensional problem define for E > 0, x E E, 
D,x = 
s 
E q-t) BB*T*(-t)x at. (4.1) 
0 
It is easy to see that D, E 2’(E, E) and is self-adjoint on E. Further- 
more we make the following assumption: 
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D, Assumption. For some E > 0, D, has a bounded inverse, 
D$ E cY(E, E). E quivalently, for some E > 0 there exists 6 > 0 
so that 
.f 
J 
11 B*T*(-t)x $, dt 3 S Ii x 11: (4.2) 
0 
for all x E E. 
We now specify our feedback control law as u(t) = --B*D;lx(t). 
It then follows that C = A - BB*D;l is the infinitesimal generator 
of a strongly continuous group S(t) of bounded linear operators on E. 
Also it is known that C* is the infinitesimal generator of a strongly 
continuous group of bounded linear operators on E and furthermore 
this group is the Hilbert space adjoint of S(t) denoted by S*(t) [6]. 
We now state our stabilization theorem. 
THEOREM 4.1. If 
(1) the D, assumption holds, and 
(2) for every y E E, S*(t)y remains in some compact set of E 
(which may depend on y) for t 3 0, 
then (1 .l) is weakly stabilizable with a feedback control law given by 
u(t) = --B*D,%(t). 
Proof. Consider the functional on E given by V(X) = (x, DEx). 
A simple computation shows that for x0 E D(C*), the domain of C”, 
lip*(t) x0) = -11 B*T*(-6) s*(t) x0 11; - 11 B*S*(t) x0 l/j . (4.3) 
Since D, has a bounded inverse and r(S*(t) x0) < 0 we see that 
II s*(t) xo IIE < k II xo lb f or x0 E D(C*) and some k > 0. By the 
density of D(C*) in E it follows that 1) s*(t) y IIE < k IIy IIE for all 
y E E. Thus Ij S*(t)11 Z(E,E) = Ij S(t)[ls(E,E) < k and the zero solution 
of (1 .l) is Liapunov stable. 
Now let y E E. Since D(C*) is dense in E, there is a { yn} C D(C*) 
so that limn+ca yn = y. So we see from (4.3) that 
pJ+ f vv*(t)Y) - T/(Y)1 
= tp+ Fz f v(s*(t>Yn - ~CYnN 
= E lim - f l: (II B*T*(-•E) S*(s) yn 11; + (I B*S*(s) yIL [I$ ds. 
t+o+ n-fm 
LINEAR STABILIZATION PROBLEM 339 
Since the integrand of the last expression is a uniformly convergent 
sequence on [0, t] we pass the n limit through the integral and taking 
7 
lim 1+0+ we see that 
V’(Y) = -/I B*T*(--E)Y II; - II B*Y Iii for y E E. (4.4) 
Now we are ready to apply Theorem 3.1. We identify the set G in 
Definition 3.4 as E. I’ is then a Liapunov functional on E. Further- 
more by hypothesis (2) we know O+(y) belongs to a compact set of E. 
Theorem 3.1 then implies that s*(t) y --+ M as t -+ CO, where M is 
the largest invariant set in S, 
S = {y E E; P(y) = O}. 
Our task now is to show that M = (0). Let m E M and (yn} C D(C*) 
so that ylz --t m as n ---f GO. Defining .x,(t) = 5’*(t) y, we know 
a&(t) = C*x,(t). Integrating we see that 
I 
t %z(t> - Yn = C*x,(s) ds. 
0 
Since C” is closed we may write 
x,(t) - yn = C” j: xn(s) ds. 
Now define x(t) = $ S*(s)m ds. As n -+ co, xn(t) - yn + S*(t) m - m 
which implies that 
c* 
i 
t 
x&)ds --f w E E. 
0 
Also we know XJS) -+ S*(s)m uniformly on [0, t] so we have 
I 
t 
x,(s)ds -+ z(t) as n+ co. 
0 
Now employing the fact that C* is closed we have z(t) E D(C*), 
w = C*z(t), and 
S*(t)m - m = C*z(t). 
Noting that 5(t) = S*(t)m we see that 
or 
2(t) = C*z(t) + m 
.2(t) = A*z(t) - DT’BB*z(t) + m. (4.5) 
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By the definition of M it follows from (4.4) that B*S*(t)m = 0 for all 
t E R. Thus B*x(t) = 0 for all t E R and from (4.5) we see that 
2(t) := ,4*x(t) + m. (4.6) 
By the definition of x(t) we know x(O) = 0 so we have 
z(t) = j-l T*(t - s)m ds. (4.7) 
0 
Applying B* to both sides of (4.7) and making a change of variables 
in integration yields 
t B*T*(s)m ds = 0 
0 
for all t E R. This in turn implies that B*T*(t)m = 0 for all t E R. 
By the D, assumption we immediately see m = 0. Finally applying 
Theorem 3.1 we have S*(t) y ---f 0 as t--t co for all y E E and 
consequently S(t) y --+ 0 weakly as t + cc for all y E E. This 
completes the proof. 
COROLLARY 4.1. If E = R”, H = Rm and 
(a) rank[B, AB, A2B ,..., An-lB] = n (where the square brackets 
denote a composite matrix of n rows and mn columns), or equivalently, 
(b) $ e-ArBB*e-A*l dt > 0 for some E > 0, 
then (1 .l) is stabilizable. 
This is Kalman’s original result. The equivalence of (a) and (b) 
is a well-known result in the topic of controllability [I]. A proof of 
Corollary 4.1 follows from the fact that in finite dimensions (b) is 
equivalent to the D, assumption and the Liapunov stability of the 
feedback control system implies O+(y) is in a compact set of R”. 
5. A SUFFICIENT CONDITION FOR COMPACTNESS 
In the previous section weak stabilizability was proven under the 
hypothesis that the positive orbits of S*(t) lie in a compact set of E. 
Now we will investigate this hypothesis further and show that in the 
usual case where A is a differential operator the hypothesis is essentially 
equivalent to the existence of properties one usually associates with 
the various Sobolev spaces. 
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If the D, assumption holds let us again denote C = A - BB*D;l. 
Let 4, #E D(C*). D fi e ne the graph inner product (4, $)r = 
(C*$, D$*t+b)E + (4, D&)E. Clearly D(C*) endowed with the F 
inner product is a Hilbert space which we will call F. 
Now let us define 
D(C*), = {w E F; C*w E F}. 
D(C*), is the domain of C* with respect to the space F. Of course 
D(C*)F is precisely D(C*2). 
LEMMA 5.1. C* : D(C*), --+ F is closed. 
Proof. Let {We} C D(C*), such that /I w, - w IIF --+ 0 and 
II c*wn - x lb -0 as n+co. Since F convergence implies E 
convergence it follows from the closedness of C* on D(C*) that 
w E D(C*) and x = C*w. However x E F so w E D(C*)F. 
LEMMA 5.2. D(C*), is dense in F. 
Proof. Let y E F. Then (I - C*) y E E and since D(C*) is dense 
in E there exists (an> C D(C*) so (1 x, - (I - C*)y jIE --+ 0. Now it 
follows from (4.3) that s*(t) is a contraction semigroup on E when E 
is endowed with the equivalent norm (x, Dp)E, x E E. It then 
follows from the Phillips-Lumer theorem [7] that R(I - C*) = E. 
Also (I - C”)-1 is bounded on E since for y E F, w = (I - C*)y 
we have 
Re(Y, DP)E = Wy, D,Y)E-- Re(y,D,C*y)E > (y, D,Y)~ 
and thus 11 Df/2~ IIE > /I 0,“‘“~ IIE and 
ll(I - c*)Y kE 3 c 11 Y IIE for some c > 0. 
Setting qn = (I - C*)-1 x, we find 
ll(I-C*)q,-(I-C*)yII,~O as n+co. 
By the boundedness of (I - C*)-1 we have 11 qn - y IIE -+ 0 and from 
the triangle inequality 11 C*q, - C*y IJs -+ 0. Now using the 
definition of F and the boundedness of D, we have 11 qm - y IIF -+ 0. 
Since (an} C D(C*) it is clear that {qn} C D(C*), . 
COROLLARY 5.1. (I - C*)-l E LY(E, F). 
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R(I - c*)F = {(I - c*)w; w E D(c*),). 
LEMMA 5.3. R(I - C*), = F. 
Proof. Clearly R(I - C*), CF. Now let XE D(C*), . If 
(I - C*))i x = w we see x = (I - C*)w and w E D(C*), . Thus 
x E R(I - C*), and D(C*), C R(I - C*)F CF. By Lemma 5.2 we see 
ip(I - C*), is dense in F and the proof will be complete if we can 
show R(I - C*)F is closed in F. To do this first note that for 
y E D(C*), , w = (I - C*)y, we have 
WY, W)F = Re(y,~h - Re(y, C*Y)F b (Y,Y)F 
and ll(1 - C*)y IIF > I/y IIF. Thus (I - C*)-l is bounded on 
R(I - C*), and (I - C*)-l is closed on R(I - C*), by Lemma 5.1. 
It then follows from a standard result [g] that R(I - C*), is closed 
in F and we are finished. 
LEMMA 5.4. C* is the injkitesimalgenerator of a strongly continuous 
contraction semigroup of bounded linear operators on F. 
Proof. Since Re(y, C*Y)~ < 0 for y E D(C*), , C* is dissipative 
in the sense of Phillips and Lumer. Combining this with Lemmas 5.2 
and 5.3 we have our result immediately from the Phillips-Lumer 
Theorem [7]. 
Some care should be exercised in interpreting Lemma 5.4. We know 
C* generates a strongly continuous group of bounded linear operators 
on E denoted by S*(t). What Lemma 5.4 says is that C* also generates 
a strongly continuous contraction semigroup of bounded linear 
operators on F. We denote this semigroup also by S*(t) where S*(t) 
now has the additional properties 
(a) For each y E F, S*(t)y is continuous in t on [0, 00) in the F 
norm; 
(b) (d/dt)[S*(t)y] = C*S*(t)y = S*(t) C*y for y E D(C*), , 
t > 0. 
Thus S*(t) is a strongly continuous group of bounded linear operators 
on E with infinitesimal generator C* whose restriction to F is a 
strongly continuous contraction semigroup of bounded linear 
operators on F also possessing infinitesimal generator C*. 
We now make the following assumption which will allow US to 
conclude some results on compactness of positive orbits. 
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Space Assumption. The imbedding I : F + E is completely 
continuous. 
The Space assumption seems completely reasonable considering 
most natural applications. Consider for example the case when 
E = %(Q) 0 K(Q), ~2 some sufficiently smooth bounded spatial 
domain in R”, 
and D(A) = {H,(Q) n gi(Q)) @ B1(sZ). Then * = Ax represents 
the wave equation. 
We know the space W given by the endowing D(A) with the norm 
II x II w = II Ax Ilfi = II A*x lb is complete and the imbedding I : W -+ E 
is completely continuous. Since for x E D(A*) 
11 A*x IjE = /I C*x + D;‘BB*x IIE 
< II C*x IIE + II D;lBB*x IIE 
< 11 c*x 11~ + /I D;‘BB* hE.E) 11 x 11~ 
< Mll D,1’2C*x lb + II 0,““~ lld 
< 42 kl II x IIF 9 
K, > 0 constant, and 
II x II; = II Df’2C*x II; + II D:‘2x II; 
< I/ D,1’2(A* + D;‘BB*)x 11; + I/ 0,““~ 11; 
< k,I/A*xIIk, K, > 0 constant, 
we see the F norms and W norms are equivalent. Hence the imbedding 
I : F --t E is completely continuous. 
It is easily seen that the exact same estimates can be obtained to 
validate the Space assumption when 
where P is a bounded linear operator on E. 
THEOREM 5.1. If the D, assumption and Space assumption hold, 
(1.1) is weakly stabilizable with feedback control law u(t) = -B*D;‘x( t). 
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Proof. Clearly from Theorem 4.1 the zero solution is Liapunov 
stable. Now let x,, E D(C*), . By Lemma 5.4 we have 
Ii s*(t) x0 IIF < Ii x0 IIF for t>O 
so 5’*(t) x0 remains in a bounded set of F for t > 0. Now let 
Y = (y in E; S*(t)y is in a compact set of E for t 3 01. 
It follows from the Space assumption that D(C*), C Y. Furthermore 
since D(C*), is dense in E we see that Y is dense in E. So if we can 
show Y is closed in E we can conclude Y = E and by Theorem 4.1 
we will have proven weak stabilizability. 
We will now show Y is closed in E. The proof parallels the one 
given in [9]. Let y E CIE Y (the closure of Y in E). Then there exists 
iymz> C Y so that II yrn - Y IIE + 0 as m -+ co. Since {ym} C Y there 
is an increasing sequence {tn,} so that s*(&) y, converges in E. 
Now considering s*(t,J ya we see since ya E Y that there is a sub- 
sequence (tn,} of {tn,} so that S*(tn,)y2 converges in E. Continuing 
this process and using the standard diagonalization procedure we see 
that for the subsequence {Q, which we shall simply identify as 
(tn}, we have for each m S*(t,) y, is convergent in E. Now let us 
consider 
II s*(L) Y - s*(G) Y IIE 
G II s*(b) Y - s*(L> Ym IIE 
+ II s*(hJYwi - s*(G>Ym l/E + II s*P,)Ym - s*wJJ IIE 
e 212 II y - Ym IIE + II s*(bJY?n - S”WYtn II.6 *
Choosing m sufficiently large and noting that s*(t,) y, is Cauchy 
we see S*(t,)y is Cauchy and therefore y E Y. 
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