Vision processing in real-time applications is the emerging research area. The environment based processing of live-videos encourages the researchers for inventions of good life hacking products. In this paper, such a real-time video based vision processing system is proposed to estimate drowsiness of drivers and to alert them by a buzzer. Face is detected by a YCbCr color model based filter. The landmarks of the face are identified and the six landmark points of each eye is examined with the Relative Areal Ratio (RAR) for drowsiness identification. The proposed method is tested with Raspberry Pi under various brightness and the response time is tested for ensuring fast alert.
INTRODUCTION
Image processing is now named as vision processing that process image in the form of signal, images or videos from real-time sources. Now a days, the hardware inventions like Raspberry Pi, Arduino fast real time sensor data processing is possible with high accuracy. One of such applications is real-time vision processing. This allows processing of single frame/ group of pictures (GoP) to acquire real time environmental information. This kind of support allows the users to get real-time support and control on their activities based on the application. One such application is abnormal action/event detection by examining the inputs from various sensors like camera, temperature sensor and so on [8]- [10] . In this paper, drowsiness of driver, an abnormal action is identified by examining the landmarks of human face. This system continuously captures the image of the driver using a fixed In the proposed system, it is assumed that there is enough lighting in the driver's cabin. The landmarks for eyes are considered as a ellipse and the ratio of maximum area and the current area of the ellipse is considered for identification of eye-blink. If the eye-blink is continuously registered for a given time span, then it is recognized as drowsiness and the driver is alert using a message on the screen and a continuous buzzer for 30 seconds.
There are many methods available for finding the landmarks of face using different methods based on the application. Krolak et.al [2] proposed an Eye blink identification method based on the Haar-like features that contain edges, lines and center-surrounded segments.The application of the system is supporting differently-abled people to access a computer system by eye-blink. Dang et al [3] proposed a eye-blink based human-computer interaction system using Eigen-eye method with high rate of accuracy.
Lestin et al [4] proposed a remote eye-blink based drowsiness alert using eye-blink sensor. This uses the sensor data for determining drowsiness of the driver using Arduino kit. This alerts a remote person to wake up the driver. The effectiveness of the device will be less as it alerts a third person. In case of failure of that message delivery, the purpose of the device is null. There is another drowsiness identification using eye-blink [5] using contrast stretching and horizontal image difference. This method has not been integrated with any device. A new work proposed by Adrian [6] to find drowsiness based on face landmarks proposed by [1] . This method uses a hexagon shape of the eye landmarks and a ratio between the diagonal values is used to find the drowsiness. The proposed method is compared with this method against the response time and accuracy of detection.
II. PROPOSED SYSTEM
The image of the driver is captured along with the background information. To subtract the background information, face detection using YCbCr color model is used as given in a old publication of Robertsingh et.al [7] .Here, a fixed size face template is used and threre is no need for filtering and filling small holes as given in [7] . Then the detected region is used to find the face landmarks and the pair of eight landmarks of eyes are used to define the eye blinking. The overall architecture of the proposed method is given in Figure 1 . In this paper, a Raspberry based drowsiness identification using a six eye landmark out of 68 face landmark detection identified by [1] as given in Figure 2 . Here, the landmarks of the eye named 37 to 46 are examined for drowsiness. These points are creating a virtual ellipse as shown in Figure 3 , that is used to find the RAR of the eye region.
Figure 1. Drowsiness detection with eye landmarks
The Relative Areal Ratio (RAR) is calculated by the ratio between the current area of the ellipse and the maximum area of the ellipse that was registered upto the current frame. Here one among every five frames is processed to speed up the process due to high frame rate of 30 fps. Let the ellipse to be considered as given in Figure 4 , which consists of six landmarks (A,B,C,D,E,F). The coordinated of the pixels are used as the coordinates of the eye landmarks. But the mid points between B,C and E,F to be identified. Let ) , are the mid-point of Band C. Various RAR for different pose of four different persons are shown in Figure 5 .
III. HARDWARE SETUP
The proposed algorithm is implemented using Raspberry Pi 3 with a USB camera and an active buzzer. The program for drowsiness detection is implemented using Opencv 3 with Python 3 support. One in every five frames is processed with drowsiness detection. The overall hardware setup is given in Figure 5 . 
IV. RESULT ANALYSIS
The proposed method was implemented for an input frame rate of 30 fps. So the one among every five frames (GoP) is tested for drowsiness. EAR for different persons with different eye poses is given in Figure 6 . The proposed method is tested for various live videos under different GoP values and average response time is tested as shown in Figure 7 . The range starts from every single frame upto ten frames of GoP. From the comparison, it is clear that upto GoP size of five, there is no difference in average response time. So, for smooth run of the device for longer time, the GoP size is chosen as 5. The time threshold for identifying drowsiness is 3 sec. In other words, if the drowsiness is detected for consecutive 34 sample frames, then the alarm is triggered through the buzzer. The response time is calculated as the time between the completion of 34 th frame processing and the start of buzzer trigger as given in Eq 3. The proposed method compared with another drowsiness identification method based on Eye Aspect Ratio (EAR) available [6] which is based on the method explained in [1] . In this method every frame is tested for drowsiness and the response time is too high. The system is compared for average response time under different frame rates as given in Figure 8 . Here, the proposed method performs well for any frame rate as it process GoP rather than individual frame. 
IV. CONCLUSION
The proposed method was successfully implemented and tested for various frame rate with a state-of-art method for drowsiness detection. From the results, it is proved that the proposed algorithm responds faster than the other method and it gives an accurate drowsiness detection. The system can be used with IR cameras to enable it with night mode which is essential for drivers for long night drive. In future some optimized enhancement methods can be added to avoid noise and distortion due to movement of vehicle.
