A strategy is proposed for applying Chabauty's Theorem to hyperelliptic curves of genus > 1. In the genus 2 case, it shown how recent developments on the formal group of the Jacobian can be used to give a flexible and computationally viable method for applying this strategy. The details are described for a general curve of genus 2, and are then applied to find C(Q) for a selection of curves. A fringe benefit is a more explicit proof of a result of Coleman. §0. Introduction
A in the finite set: S = {B + i · D : B ∈ J tors (K) and 0 i M − 1}.
That is to say, S + D Z = J (K). If we now let E and L represent the formal exponential and logarithm maps on the formal group of J , then
is a one dimensional analytic subgroup of J (K v ) which contains J (K). We have a natural map C → J which takes a point P on C to the class of the divisor 2P − ∞ + − ∞ − (note that the role of ∞ + , ∞ − could be performed by any two distinct points on C conjugate under the hyperelliptic involution). Let Υ denote the image of C under this map. The map C → Υ is bijective outside the Weierstrass points of C. Following Chabauty, we observe that C(K) ⊆ C(K v ) ∩ G and the latter set is finite.
Our main aim in this paper is to make this explicit. We shall embed J into P By using bilinear forms relating to the group law, and an explicit construction of the terms of the formal group, we can construct, for each A ∈ S a power series
whose coefficients tend to 0 in K v , and whose zeroes include all zeroes of q h A (N ) . We shall show how to compute the coefficients c i = c i (A) to any desired degree of accuracy, and then use a version of Newton's lemma deduce a bound on the number of zeroes of θ A (N ).
Adding these bounds over all A ∈ S gives a bound on the size of C(K), which we hope to be the same as the number of members of C(K) already known. Note that the bound obtained can differ from the true value of C(K) when there exist values of N ∈ K v with |N | v 1 such that N satisfies θ and N ∈ Z. In this case, we have the option of trying a new place of good reduction v at which the above process can be repeated; each choice of v gives a new chance that C(K) will be determined completely. It is not claimed that this is guaranteed to terminate, but we shall see that in practice it seems either to resolve C(K) completely, or at least to give a very sharp bound. There is also the advantage that, when there is a suspected missing point in C(K) still to be found, the above process will impose congruence conditions on the possible value of N , speeding the search for the missing point.
The above strategy, and the mechanical details to be presented in Sections 1 and 2, can in principle easily be generalised to hyperelliptic curves of higher genus g > 2 for
which J (K) has rank r < g, with non-torsion generators D Most of the work in implementing the above strategy is contained in the derivation of the power series θ. There are two requirements: the ability to compute arbitrarily many coefficients of θ up to any required degree of accuracy in K v , and an explicit sequence
In Sections 1 and 2 we shall use the formal group, and its associated formal exponential and logarithm maps, to show how both of these can be done for an arbitrary curve of genus 2. We also demonstrate a time-saving refinement which often allows the use of generators of J (K)/2J (K), even when generators of J (K)
are not known. In Section 3, we use the technique to compute C(Q) completely for a selection of curves of genus 2, and give a brief indication of how the technical details might in future be generalised to hyperelliptic curves of genus > 2. §1. The Jacobian Variety and Formal Group
In this section we briefly summarise some of the explicit structures which have been developed in [6] , [7] , and fix notation. A general curve C of genus 2, over a ground field K of characteristic not equal to 2, 3 or 5, may be taken to have the form
with f 0 ,. . .,f 6 in K, f 6 = 0, and the discriminant ∆(F ) = 0. We let Pic 0K (C) denote the Picard group of C over the algebraic closureK of K; that is, the group of divisors of C of degree 0 modulo linear equivalence ( [14] , p.32). We represent [1] any element of Pic 0K (C)
by an unordered pair of points {(x 1 , y 1 ), (x 2 , y 2 )} on C, where we also allow ∞ + and ∞ − (the 2 branches of the singularity of C at infinity) to appear in the unordered pair. The notation {(x 1 , y 1 ), (x 2 , y 2 )} is shorthand for the divisor: (
This representation gives a one-to-one correspondence except that we must identify all pairs of the form {(x, y), (x, −y)} to give the canonical equivalence class, which we denote by O. Generically, three such elements will sum to O if there is a function of the form Y − (cubic in X) which meets C at all 6 component points. The Mordell-Weil group,
, is the subgroup of Pic 0K (C) invariant under Galois action. In our representation, it consists of pairs of points which are either both defined over K, or are conjugate over K and quadratic.
As a group, Pic 0K (C) may be identified with theK valued points on the Jacobian of C.
Jacobian of C. The Jacobian may be given the structure of a smooth projective variety in P 15 of dimension 2 using the following basis [2] .
to a = (a 0 , . . . a 15 ), where a 0 , . . . a 15 are as follows:
where
The canonical divisor class O is mapped by J to (1, 0, . . . , 0), and the Mordell-Weil
There is a simpler embedding into P 8 described in [12] for the special case when C has a rational Weierstrass point. However, we wish our final power series to provide arithmetic information about any curve of genus 2, regardless of whether it has a rational Weierstrass point, and so we shall use structures based only on the general P at infinity, but have no other poles; see [2] for more details. The following result from [6] gives the structure of the jacobian variety. 
It was shown in [6] , p. 433, that the formal group induced by the local parameters s 1 , s 2 is defined over the same ring as the coefficients of C. 
Then there is a formal group law F = F 1 F 2 where F 1 , F 2 are power series in s 1 , s 2 , t 1 , t 2 defined over Z f , which contain terms only of odd degree. If a, b both lie in the kernel of reduction:
It is described in [6] , [7] how the terms of the formal group may be computed up to terms of any given degree. Up to cubic terms the formal group is:
We can therefore describe the group law locally up to any desired degree of accuracy. We shall also require explicit equations which relate to the image of the global group law on the Kummer surface. An embedding of the Kummer surface is given by the functions: a 5 , a 12 , a 13 , a 14 . For convenience, we introduce the labeling:
, so that:
where L is any field containing K. Then the 4 × 4 matrix of bilinear forms φ ij (a, b) defined over Z f , given in the file www.maths.ox.ac.uk/ flynn/genus2/jacobian.variety/bilinear.forms is projectively equal to the matrix
For our purposes here, we shall usually only require (φ 41 , φ 42 , φ 43 ), which projectively
give the triple (k 1 , k 2 , k 3 ), where k = κ(c), provided that k 4 (a − b) = 0. The initial terms of these are as follows.
Note that, in the exceptional situations where k 4 (a − b) = 0, there must always exists an i such that k i (a − b) = 0, in which case the above can be replaced by (φ i1 , φ i2 , φ i3 ). §2. Finding the Strassman Bound
In order to obtain information about the series θ(N ), mentioned in the introduction, it is helpful first to derive coefficients of the standard exponential and logarithm of the formal group F.
Definition 2.1. Let F be the formal group defined over Z f as described in Theorem 1.3.
Let s be a shorthand notation for the pair of variables
Define the formal exponential of
, where E 1 , E 2 are power series in s over the field of fractions of Z f , by: E(s) = s + terms of higher degree, and E(s + t) =
F(E(s), E(t)). Similarly define the
are power series in s over the field of fractions of Z f , by:
L(s) = s + terms of higher degree, and
These power series give the formal isomorphism, defined over the field of fractions of Z f , between the formal group F and the additive formal group: s+t. The following lemma describes what denominators can occur in the coefficients.
, where a ij ∈ Z f and a ij = 0 when i + j is even.
Proof. Let E (s) denote the 2 × 2 matrix ∂E i /∂s j . Similarly, let F s = ∂F i /∂s j and
Differentiating both sides of the equation E(s + t) = F(E(s), E(t)) with respect to t, and then evaluating at t = 0, gives:
since E (0) is the identity matrix. Now, taking derivatives with respect to s and evaluating at s = 0 gives, by induction on r, that ∂ r E k /∂s Note that the above proof provides an inductive technique for deriving coefficients of
L for all i, j up to any any desired value of i + j. For the rest of this section, we assume that the curve C of equation (1) is defined over a number field K. Without loss of generality, we also assume that the coefficients of the sextic F (X) are algebraic integers.
Let v denote a place of good reduction of C, lying above the rational prime p (so that
. Let K v be the completion of K with respect to v. The following standard theorem follows from the theory of Newton polygons, as described on p.62 of [3] .
there are at most k values of x ∈ K v such that θ(x) = 0 and |x| v 1.
Note that, when c k has been identified, it is a finite amount of work to determine the exact number of such solutions (which may be less than k), using the Weierstrass Preparation Theorem [3] , p.107. The following definition will help to keep track of bounds on the valuations of the coefficients of the subsequent power series.
min(m,m ) and φφ ∈ P 
i (s), and contains only terms of odd degree in s.
The first few terms of τ 1 and τ 3 are as follows. 
In general, a divisor in Pic 0 K (C) has the special form {P, P } precisely when k Definition 2.8.
, where the σ i are as described in equation (2) . Let A ∈ Pic 0 K (C), with associated a ∈ P 15 (K). Define
, and let m be the degree of the lowest degree term in t with a non-vanishing coefficient. Define:
For the motivation for definining the power series θ 
where F is the sextic of equation (1) .
In general, we wish to ensure that the evaluation of each coefficient c j (s) for a specific a ∈ J (K) at a pair of local parameters, converges to some c j ∈ K v , and that |c j | v → 0. It is clearly sufficient for the extension [K v , Q p ] to be unramified (so that we merely have to avoid an additional finite set of places in addition to those of bad reduction). In fact, this condition can be slightly relaxed to the following bound on the ramification index.
Theorem 2.9. Let A, a, m and θ , and with δ denoting max(|s
Proof. The fact that c j (s) ∈ P The proposed strategy to try to determine C(K) may therefore be described as follows.
Suppose that J (K) has been shown to have rank 1, and that the torsion group and infinite generator D have been found (using the methods in [1] , [8] , [16] ). Suppose also that all of the Weierstrass points (x, 0) in C(K) have been found by factorising F over K, which is straightforward. It remains to try to find all of the non-Weierstrass points, and to prove that they have all been found.
Step 1. Choose a place v, lying above some rational prime p, which is of good reduction for C, and for which the ramification index of [K v : Q p ] is less than p − 1. Note that this only excludes a finite number of choices of v.
Step 2. Find M such that D = M · D lies in the kernel of the reduction map from K v to the residue field k v . Let S be the finite set {B + i · D : B ∈ J tors (K) and 0 i M − 1}.
Step 3. For each A ∈ S, let a be the corresponding member of P 15 (K) under the embedding of Definition 1.1. Determine m, the degree of the lowest degree term in t for the power series ψ a (t) of Definition 2.8.
At this point, we can appeal to the following proposition which follows from the discussion in this section. 
Step 4. Approximate the coefficients c j = c j (s D ) of the power series θ
up to sufficiently high degree in s so that k is determined, where k is defined by: Step 5. The sum of these bounds over all A ∈ S gives a bound on the total number of non-Weierstrass points in C(K). If this is larger than the number of known points, then one can repeat the above steps with new places v. If the resulting bounds are persistently too high, and one suspects the existence of a further member of C(K) then one can search to see whether A + N · D is of the form {P, P }, assisted by v-adic information of step 4, which will give congruence conditions on N .
There are two possible enhancements to the above strategy. The first is to take
−a , which can be described entirely on the Kummer surface (being invariant under negation), and allows both a and −a to be dealt with simultaneously.
In practice, we have not found that this significantly reduces the computations, and we shall not refer to it in the worked examples. The second enhancement is more significant.
Suppose that only J (K)/2J (K) and the torsion group of J (K) have been determined, with the rank shown to be 1. This is the situation after a successful 2-descent, for which recent methods are becoming quite fast [1] , [8] , [10] , [16] . In this case, a divisor D of infinite order will be known, but it will not be known whether D and the torsion group give a set of generators. There is an effective procedure for deducing a set of generators for J (K), which has even been made workable in practice [9] , but is very slow. It then follows that any K-rational divisor can still be written in the form
where N is now in Q, with denominator W . It remains true that N ∈ K v and |N | v 1, and so the remaining steps are as usual with the Strassman bounds still applicable. §3. Worked Examples
We shall illustrate the ideas of Section 2 by computing C(Q) completely for two specific curves, giving a more direct proof of Coleman's result (Proposition 0.3), and deriving a conditional result for a further family of curves,
consists only of the six points: ∞ + , ∞ − , (0, ±2) and (−1/2, ±15/8).
Proof. It has already been shown in [9] that J (Q) has rank 1 and is generated by the torsion group (which consists of O and the 3 elements of order 2), and the divisor For each A ∈ S we wish to find all N such that A+N ·D is a divisor of the special form {P, P }. But we can immediately discard any A whose reduction A is not of this type in J (F 3 ). This leaves only the 5 divisors: For A = {∞ + , ∞ + }, we have that the lowest degree term of ψ a (t) has degree m = 1.
From Theorem 2.9, it follows that θ (s)
, where c j (s) ∈ P and |c j | 3 < 3 −1 for all j > 1 so that, by Strassman's Theorem N = 0 is the only solution in Z 3 and so is the only solution in Z. Therefore, the only case when A + N · D is of the form {P, P } is N = 0. Similarly, when A is the divisor {∞ − , ∞ − }, {(0, 2), (0, 2)}, or
(N ) is congruent (mod 9) to −3N , 3N and −3N , respectively.
In each case it follows that N = 0 is the only solution.
Finally, in the case A = O, the lowest degree term has degree 6 with only even powers of N occurring, so that:
, where
j (s), for all j 6. Evaluating at s = s D , up to terms of degree 8 in s, gives that:
. Therfore, |c 6 | 3 = |c 8 | 3 = 3 −7 and |c j | 3 < 3 −7 for all j > 8, so that N = 0, 1, −1 are the only solutions.
The only possible divisors in J (Q) of the form {P, P } are therefore those where P is one of the known six Q-rational points, and so these must give all of the Q-rational non-Weierstrass points, as required. and that D has infinite order, but do not know whether J tors (Q) and D actually generate J (Q). This is the situation after performing the descent via isogeny in [8] , but before the time consuming height computation in [9] . Then there must exist a W ∈ Z and D 0 such that D = W · D 0 and J tors (Q), D 0 generate J (Q). We now pursue the strategy described at the end of Section 2. In J (F 3 ), whatever is the value of W , it is always true that The above strategy also allows us to deal easily with quadratic fields which embed into Q 3 . Then C is Q-birationally equivalent to:
We can take D = {∞ + , ∞ + }, which is in the kernel of reduction from J (Q 3 ) to J (F 3 ).
Assume for the moment that D ∈ 3J (Q). Proof. If there is a pair of non-Weierstrass Q-rational points, then by a Q 3 argument it must be of one of the forms: (1 + 3 2r k, ±3 r ), where r > 0, k, l ∈ Q, and |k| 3 = | | 3 = 1 or ((1 + 3m)/3 2r , ±(1 + 3n)/3 r ), where r > 0, m, n ∈ Z 3 . In the first case, take
Either of these is in the kernel of reduction from
, and one can show in the usual way that N · D is a divisor of the type {P, P } exactly when N = 0, ±1.
All of the above examples were shown using 3-adic arguments, which are somewhat special in that denominators of 3 can occur in coefficients of θ(N ) as early as terms of degree 2 higher than the lowest degree term in N . This fact was relevant in all of the above examples. For variety, we give a final example which has 3 as a prime of bad reduction, but for which a 5-adic argument is sufficient to resolve C(Q).
Example 3.5. Let C be the curve: So far, the recent techniques available for finding ranks by 2-descent have not been applied to compute ranks over number fields. This is the only reason why we have not included an example which completely resolves C(K) where K is a number field (since we must first know that J (K) has rank 1). However, we have taken the trouble in Section 2 to work through our Chabauty method for a general number field on the grounds that such ranks should soon be forthcoming (for example, the approach to 2-descent in [10] , [16] looks easily applicable to number fields), at which time the material of Section 2 will be immediately available to try to compute C(K) when J (K) has been shown to have rank 1. For hyperelliptic curves of higher genus there are already techniques available for computing the rank of the Jacobian; there is a genus 3 example in [16] . In principle, the mechanical details of Section 2 will also carry over, but with g local parameters, and with an embedding of the Jacobian into P 4 g −1 . In practice, it would be well worth bypassing the computation of the complete bilinear forms φ ij (a, b), which will become large as the genus increases. We observe, however, that in computing the above examples only a small portion of these expressions were required to compute the final power series to the required degree of accuracy. The main step of Example 3.5 only used the initial (degree 6) terms of
, which required only substitution into equation (8), an equation which looks highly amenable to generalisation to higher genus.
