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ABSTRACT 
Identifiability of the factor analysis model is discussed, and some recent results 
and their relation to previous work are surveyed. Sufficient conditions for local 
identifiability are presented. A counterexample shows that these conditions are not 
necessary in general. A simple counting rule for local identifiability of the factor 
analysis model is given generically. Finally some open problems are formulated. 
1. INTRODUCTION 
The well-known factor analysis model assumes that the p X p (population) 
covariance matrix Z is representable in the form 
z=nh’+\k, (1.1) 
wher-e A is the p x r matrix of factor loadings and \Ir is the diagonal, 
nonnegative definite matrix of residual variances (e.g. [7]). An investigation of 
equations (1.1) leads to a natural question of whether there is more than one 
possibility of representing Z in the form (1.1). The question of uniqueness (or, 
following statistical terminology, identi$abiZity) of the factor analysis model 
is closely related to the estimability of parameters A and \k (e.g. [5, Section 
1.31). Therefore not surprisingly the identification problem has attracted 
considerable attention in the factor analysis literature (e.g. [3], [4], [7], [13]). 
However, after the thorough discussion by Anderson and Rubin [3], little or 
no progress was made until recently. Such an apparent lack of development 
reflects the considerable technical difficulties involved. 
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In this article we discuss some recent advances and their relation to 
previous work, formulate open problems, and give counterexamples. The 
ultimate goal will be, of course, to find necessary and sufficient identification 
conditions. However, such a formulation of the problem is hardly suitable for 
investigation. Often identification conditions are tedious and difficult to 
verify. Moreover, the would be conditions are supposed to be applied to the 
population covariance matrix, which usually is unknown and at best can be 
estimated. Consequently practitioners tend to disregard the problem, believ- 
ing that for “not too big” values of r the factor analysis model is “usually” 
identified. This suggests an investigation of the factor analysis model from the 
generic point of view. To be more specific, it will be of certain theoretical 
interest and practical importance to find identification conditions which hold 
for almost every A and 9. [We consider (A, q) as a point in the vector space 
R pxr-+p, and by “almost every A and 9” we mean that a condition holds for 
every (A, ‘k) except in a set of Lebesgue measure zero.] In other words, if we 
consider A and \k to be random with a continuous distribution, then a 
condition holds generically if it holds with probability one. We report some 
partial results in this direction. 
2. GLOBAL IDENTIFIABILITY 
First we observe that any solution (A,*) in (1.1) can be replaced by 
(AT,*) where T is an r X r orthogonal matrix (the indeterminacy problem. 
e.g. [3, p. 1171). It is known that for given Z and 9 the factor loadings matrix 
A is defined uniquely up to postmultiplication by an orthogonal matrix (e.g. 
[3, p. 1181). Therefore we concentrate on uniqueness (identifiability) of \Ir. 
Note that the matrix Z - \II = AA’ is nonnegative definite and has the same 
rank as A. We distinguish between two concepts of global and local identifi- 
ability. 
DEFINITION 2.1. The factor analysis model (1.1) is said to be globally 
identified at (A, ‘k) if there does not exist a nonnegative definite diagonal 
matrix a, different from ‘k, such that Z - Q is nonnegative definite and 
rank(I: - a) < rank(Z - q). We say that (1.1) is locally identified if such a 
matrix 5! does not exist in a neighbourhood of the matrix JI. 
A challenging problem is to find conditions for global identification, which 
of course implies local identification. A partial answer to this problem has 
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been given by Anderson and Rubin [3, Theorem 5.11. Building on works of 
Albert [l, 21, they showed that the following condition is sufficient for global 
identification: 
(a) If any row of A is deleted, there remain two disjoint submatrices of A 
of rank r. 
Condition (a) deals with solutions of rank r less than p/2. Moreover, it 
can be seen that if T < p/2, then this condition holds for almost every A. This 
implies that for r < p/2 the factor analysis model is generically globally 
identified. In fact fcr r < p/2 a stronger result holds generically. Namely, 
there does not exist a nontrivial extension of the solution (A, q) of rank less 
than p - r. By a trivial extension of (A, 9) we mean a solution (A, +) such 
that q < 9 and hence diag(Z - ‘k) > diag(Z - 9). A trivial extension has no 
particular interest, since the corresponding rank is always greater than or 
equal to the rank of Z - \k and the column space of the matrix iz contains 
the column space of A. A theorem due to Della Riccia and Shapiro [6, 
Theorem 51 states that if the condition 
(b) Every r X r submatrix of A is nonsingular. 
is satisfied, then any solution of rank less than p - T is a trivial extension of 
(A,*). 
It should be mentioned that condition (b) is stronger than (a). For 
example, for T = 1 condition (a) means that at least three elements of the 
p X 1 matrix A are nonzero, while condition (b) requires all elements of A to 
be different from zero. Still both conditions (a) and (b) are generic in the 
sense that they hold for almost every A. 
For r = 1 and r = 2 condition (a) is necessary and sufficient for global 
identification [3, Theorems 5.5, 5.71. However, it is unnecessarily strong in 
general. The problem will be discussed further in Section 4. 
3. LOCAL IDENTIFIABILITY 
Local analysis is easier to perform and stronger results can be obtained. In 
fact we give a complete description of local identifiability from the generic 
point of view. We denote by A * B = [a,jbij] the Hadamard product of two 
m x n matrices A = [aij] and B = [ bij], and by A * A the Hadamard square 
of a matrix A. An orthogonal complement of a p X T matrix A of rank r is a 
pX(p-r)matrixEofrankp-rsuchthatA’E=O. 
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THEOREM 3.1. The following conditions are equivalent to each other and 
are sufficient for local identification of (A, \Ir): 
(1) The Hadamard square @ * @ of the matrix @ = + - A( A? ‘A) ‘A’ 
is nonsingular. 
(2) The matrix (EGE’) * (EGE’) is nansingular, where E is an orthogonal 
cmnplement of A and G is any (p - r)X(p - r) positive definite matrix. 
(3) For an orthogonal complement E = [e,,...,e, ,] of A, the p X[(p - 
r )( p - r + 1)/2] matrix B = [e, * ej], i < j = 1,. . , p - r, is of full row 
rank p. 
Proof. First we note that the rank of the matrix B in (3) is independent 
of a particular choice of the orthogonal complement E [lo, Lemma 2.21. 
Furthermore 
p I 
(EE’)*(EE’)= C (e,*ej)(e,*ei)’ 
t,j=l 
(see, e.g. [12, Equation (3.5)]) and hence 
(EE’)*(EE’)=cc’, 
where the pX(~-rr)~ matrix C=[e,*ej], i,j=l,...,p-r, has the same 
rank as B. Consequently (EE’) * (EE’) is nonsingular iff R is of rank p. The 
matrix G in (2) is not important, since EG’12 is an orthogonal complement of 
A if E is. We obtain that conditions (2) and (3) are equivalent. 
By a known matrix identity (e.g. [9, p. 771) 
F(F’\kF))lF’=V-‘I’ ‘A(A’\k~lA))‘A’V1( =‘l’ ‘Q”k ‘), 
where F is an orthogonal complement of A. Clearly G = ( F’9F) ’ is 
positive definite, and since 
we obtain that (1) and (2) are equivalent. 
Conditions (l)-(3) are equivalent to the nondegeneracy of the Jacobian 
matrix corresponding to the mapping (A, \k) + AA’ + \Ir and are sufficient 
for local identification. Condition (1) has been given by Anderson and Rubin 
(3, Theorem 5.91, and condition (3) is discussed in [ 11). n 
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REMARKS. If one takes the matrix G in (2) to be G = (E’E) ‘, then the 
corresponding matrix P = E( ET- 'E' gives the orthogonal projection onto 
the null space of the matrix A. Then condition (2) means that the Hadamard 
square of this projection matrix P is nonsingular. 
The following counterexample shows that the sufficient conditions of 
Theorem 3.1 are not necessary in general. Consider the 6 X 3 factor loadings 
matrix A and an orthogonal complement E = [el, e2, e,] of A: 
1 
A’=1 [ 
-1 1 -1 1 0 
11 0 0 0 0 0 1 1 0, 1 1 
111 0 
-100 0 1 1 0. I -2 
We have that e2 * e3 = 0 and hence the rank of the corresponding 6 X 6 
matrix B = [ei * ej], i < j, is less than 6. Consequently here conditions (l)-(3) 
do not hold. On the other hand we show now that (1.1) is locally and even 
globally identified at (A, 9). (The matrix \Ir is not important and can be 
taken, e.g., \Ir = Z.) 
Consider the matrix B = AA’ + 9, and suppose that substitution of 
numbers xi,...,rs, say into its main diagonal gives a matrix of rank 3. Then 
all 4 x 4 minors of this matrix must vanish. Consider the minor corresponding 
to the rows 1, 2, 3, 4 and columns 1, 2, 5, 6. After some calculations it can be 
shown that this minor is zero iff (xi - 2)x, = 0. Since x2 must be positive we 
have that necessarily xi = 2. In a similar way one obtains that x2 = x3 = x4 = 
xs = 2, and xa = 1 is the only possible solution. 
It is clear that condition (3) can hold only if (p - r)(p - r + 1)/2 >, p, 
which is equivalent to r < G(P), where +(p) is the socalled Ledermann 
bound [8], 
G(P) = 
2p + 1 - (8p + 1)i” 
2 
Furthermore, it follows from some general considerations that if r < up, 
then condition (l), and hence (2) and (3), holds generically. The following 
theorem makes this precise (see Shapiro [ll] for proofs and details). 
THEOREM 3.2. Zf r < G(p), then conditions (l)-(3) hold, and hence 
(1.1) is locally identified, for almost every A and +. For r > up the factor 
analysis model is locally (and hence globally) nonidentified for almost every 
A and \k. 
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Generically Theorem 3.2 gives a simple counting rule for local identifiabil- 
ity. We discuss further relations between local and global identification in the 
next section. 
4. CONCLUDING REMARKS AND OPEN PROBLEMS 
For p starting from p = 6, the condition r < p/2 is stronger than r < qb( p), 
and as p increases the gap between p/2 and @J(P) is widen. [The ratio 
+( p)/p tends to one as p 4 co.] So what happens, generically, with global 
identifiability for the values of p between p/2 and +(p)? Wilson and 
Worcester [ 141 gave an example of a 6 x 6 matrix Z having two locally unique 
solutions \k and Q of rank r = 3. It can be checked that the corresponding 
6 x 6 matrix B constructed in Theorem 3.1 is of full column rank 6 for each of 
these solutions. This implies that for all sufficiently small perturbations of the 
elements of Z there exist two different, locally unique solutions in neighbor- 
hoods of q and Q respectively (see [lo, Theorem 2.31). Consequently for 
p = 6 and r = 3 [ = +(6)] the factor analysis model is not globally identifiable 
generically. It seems possible to construct similar examples for other values of 
p and r = G(P). For r less than (p(p) the following conjecture appears to be 
plausible (cf. [4, Section 9, p. 201). 
CONJECTURE 1. If r < G(P), then the factor analysis model is globally 
identified for almost every A and q. 
The sufficient conditions of Theorem 3.1 may hold only if r < G(p). 
However, this does not prove that (1.1) IS nonidentifiable for every A and * 
if T > G(P). Of course for r > +(p) th e nonidentifiability holds generically as 
it has been stated in the second part of Theorem 3.2. 
CONJECTURE 2. If r > @a(p), then the factor analysis model is (locally) 
nonidentifiable for every A and q. 
For p = 4 and r = 2 [ > $(4)] Conjecture 2 is shown to be correct by 
Anderson and Rubin [3, Lemma 5.31. 
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