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LIE ALGEBRAS ARISING FROM 1-CYCLIC PERFECT COMPLEXES
SHIQUAN RUAN, JIE SHENG∗, AND HAICHENG ZHANG
Abstract. Let A be the path algebra of a Dynkin quiver Q over a finite field, and
P be the category of projective A-modules. Denote by C1(P) the category of 1-cyclic
complexes over P, and n˜+ the vector space spanned by the isomorphism classes of inde-
composable and non-acyclic objects in C1(P). In this paper, we prove the existence of
Hall polynomials in C1(P), and then establish a relationship between the Hall numbers
for indecomposable objects therein and those for A-modules. Using Hall polynomials
evaluated at 1, we define a Lie bracket in n˜+ by the commutators of degenerate Hall
multiplication. The resulting Hall Lie algebras provide a broad class of nilpotent Lie
algebras. For example, if Q is bipartite, n˜+ is isomorphic to the nilpotent part of the
corresponding semisimple Lie algebra; if Q is the linearly oriented quiver of type An, n˜+
is isomorphic to the free 2-step nilpotent Lie algebra with n-generators. Furthermore,
we give a description of the root systems of different n˜+. We also characterize the Lie
algebras n˜+ by generators and relations. When Q is of type A, the relations are exactly
the defining relations. As a byproduct, we construct an orthogonal exceptional pair
satisfying the minimal Horseshoe lemma for each sincere non-projective indecomposable
A-module.
1. Introduction
1.1. Background. In his remarkable paper [29], Ringel introduced the Hall algebraH(A)
of a finite dimensional hereditary algebra A over a finite field Fq. The Hall algebra is an
associative algebra, with a basis indexed by the iso-classes (isomorphism classes) of finite
dimensional A-modules, and with the multiplication whose structure constants are given
by the so-called Hall numbers
gLXY = |{M ⊆ L|M ≃ Y, L/M ≃ X}|.
When A is representation-finite, Ringel [30] showed that the Hall numbers are actually
integral coefficient polynomials in q, thus called Hall polynomials. Using the Hall polyno-
mials evaluated at q = 1, Ringel [28, 31] defined the degenerate Hall algebra H1(A) of A,
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and proved that it is isomorphic to the positive part of the universal enveloping algebra
associated to A. This also gives a realization of the nilpotent part of the corresponding
semisimple Lie algebra. Inspired by Ringel’s idea, Peng and Xiao [24, 25] provided a
realization of the whole Kac–Moody Lie algebra via the root category of a hereditary
algebra.
Moreover, the Hall algebra approach also provides a nice framework for the realization
of quantum enveloping algebras, see [43] for details. Actually, Ringel [29, 32, 33] and
Green [17, 34] showed that the Hall algebra is a good model for the positive and Borel
part of a quantum enveloping algebra. So a natural question is how one can give a Hall
algebra realization of the whole quantum enveloping algebra. There have been many
attempts to answer such a question (cf. [47, 48, 44]).
Recently, Bridgeland [3] considered the Hall algebra of the category C2(P), where
C2(P) is the category of 2-cyclic complexes of projective modules over a finite dimen-
sional hereditary algebra A, and obtained a new algebra called Bridgeland’s Hall algebra
by taking some localization and reduction. He proved that the quantum enveloping al-
gebra associated to A can be embedded into Bridgeland’s Hall algebra. This provides a
realization of the full quantum enveloping algebra. Based on Bridgeland’s work, for each
positive integer m ≥ 2, Chen and Deng [6] considered the category Cm(P) of m-cyclic
complexes of projective modules over a representation-finite hereditary algebra A. They
proved the existence of Hall polynomials in Cm(P), thus defined the generic Bridgeland’s
Hall algebra, and showed that it contains a subalgebra isomorphic to the integral form
of the corresponding quantum enveloping algebra. Note that the methods of proving the
existence of Hall polynomials in [6] do not work well for the case of m = 1.
On the other hand, as the representations of a quiver Q over a field k have been studied
thoroughly, it seems worthwhile to consider the representations of a quiver Q over an
arbitrary finite-dimensional k-algebras D. When D = k[T ]/(T 2) is the algebra of dual
numbers, Ringel and Zhang [37] investigated the AR (Auslander–Reiten) structure of
the subcategory of Gorenstein-projective modules over the path algebra DQ, which is
precisely the category C1(P) of 1-cyclic complexes of projective modules over kQ. As
pointed out in [37], the Kac theorem also yields a correspondence between the iso-classes
of indecomposable objects in the stable category of C1(P) and the positive roots of the
Kac–Moody algebra associated to Q. This is also our motivation to find a new realization
of (the nilpotent part of) a Kac–Moody Lie algebra using the Hall algebra of C1(P).
The new realization may be seen as a new categorification of the positive root system of
a Kac–Moody Lie algebra.
1.2. Main results. From now on, for the sake of simplicity, a complex of projective
modules will be also called a perfect complex. The present paper mainly deals with Hall
Lie algebras arising from the category C1(P) of 1-cyclic perfect complexes over the path
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algebra A = FqQ of a Dynkin quiver Q. Let P1(Γ) denote the set of iso-classes of objects
in C1(P). We remind that the existence of Hall polynomials means that Hall numbers
are always integral coefficient polynomials in q, which are independent of the base field
Fq.
Theorem (A). For any λ, µ, ν ∈ P1(Γ), the Hall polynomial ψλµν exists.
Using the Hall polynomials evaluated at 1, we obtain a Hall Lie algebra n˜ spanned
by the iso-classes of indecomposable objects in C1(P). Naturally there are two Lie
subalgebras of n˜, i.e. n˜+ (resp. nˆ), which is spanned by the iso-classes of indecomposable
and non-acyclic (resp. acyclic) objects in C1(P).
The structure of n˜+ depends not only on the underlying graph but also on the orien-
tation of the quiver Q. So for each Dynkin quiver Q with n vertices, one can attach an
n× n path matrix E = (aij) as follows: If there is a path between i and j in Q, say from
i to j, then aij = 1 and aji = −1. Otherwise, aij = aji = 0.
For each indecomposable A-module M , we fix a minimal projective resolution of M
0 −→ ΩM
δM−→ PM
ǫM−→M −→ 0
and a 1-cyclic perfect complex
CM = (PM ⊕ ΩM ,
(
0 δM
0 0
)
).
If M is projective, say M = Pi, then CPi = (Pi, 0). By abuse of language, we also
denote by CM the iso-class of the corresponding 1-cyclic perfect complex, then all the
CM ’s constitute the natural basis of the Hall Lie algebra n˜
+.
Theorem (B). Let Q be a Dynkin quiver and E = (aij) its path matrix. The associated
Lie algebra n˜+ is generated by {CPi | 1 ≤ i ≤ n}, and these generators satisfy the following
relations:
(a) If |aij | = 1, (adCPi)
2(CPj) = (adCPj)
2(CPi) = 0;
(b) If aijajk = 1, [CPi, [CPj , CPk ]] = [CPk , [CPi, CPj ]] = 0;
(c) If aij = 0, [CPi, CPj ] = 0.
Actually the Hall Lie algebras n˜+ provide variant nilpotent Lie algebras. Let us pause
to give a short review of nilpotent Lie algebras.
According to Levi’s theorem, in characteristic zero, the natural problem of determining
all finite-dimensional Lie algebras can be broken into two parts: the classification of
semisimple Lie algebras and the classification of solvable Lie algebras. The first one
was settled by Killing and Cartan around 1890, while the second one was reduced to
the classification of nilpotent Lie algebras by Malcev in 1945. It is well known that
nilpotent Lie algebra is very important both in algebra and differential geometry. However,
compared to semisimple Lie algebras, the systematic study of nilpotent Lie algebras is very
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difficult. From the examples of Malcev in [21], we know several interesting results: (1)
there are uncountably many non-isomorphic nilpotent Lie algebras over C; (2) a nilpotent
Lie algebra over R need not have a rational form.
Since the classification problem of nilpotent Lie algebras is hopeless, it is natural to
restrict to certain special cases. Except for those serving as nilpotent radicals of semisim-
ple Lie algebras, the simplest nontrivial nilpotent Lie algebras are 2-step nilpotent Lie
algebras. A Lie algebra N is called 2-step nilpotent if N3 = 0 while N2 6= 0, where Nt
denotes the t-th term of the descending central series of N. Each 2-step nilpotent Lie
algebra is a homomorphism image of a free 2-step nilpotent Lie algebra, which will be
recalled in Section 6.2.
Theorem (C). (1) If Q is bipartite, i.e. each vertex is a sink or a source, then n˜+ is
isomorphic to the nilpotent part n+ of the semisimple Lie algebra g associated to Q.
(2) If Q is the linearly oriented quiver of type An, then n˜+ is isomorphic to the free
2-step nilpotent Lie algebra with n-generators.
Generally, different orientations of a given graph always result in different iso-classes of
nilpotent Lie algebras. They all admit integral forms and share the same dimension. Since
n˜+ is a nilpotent Lie algebra of maximal rank, we describe its root system in a unified
manner following [39]. For CM , let αM be the image of PM ⊕ ΩM in the Grothendieck
group of the category of projective A-modules.
One can associate a new quiver Qp to the quiver Q, which has the same vertices as Q,
while an arrow i→ j in Qp indicates a path from i to j in Q. Then Qp is an acyclic quiver
and let CE = (cij) be the generalized Cartan matrix associated to Q
p. Let LC(Qp) be the
classical Hall composition Lie algebra generated by all iso-classes uSpi associated to simple
kQp-modules Spi . Assume that n˜
+ is of nilpotency l and let m′ = LC(Qp)/C l+1LC(Qp),
where CtN := Nt also denotes the t-th term of the descending central series of N.
Theorem (D). (1) There exists an epimorphism of Lie algebras ϕ : m′ → n˜+, uSpi 7→ CPi
such that Kerϕ is a homogeneous ideal of m′, C lm′ * Kerϕ and (aduSp
i
)−cijuSp
j
6∈ Kerϕ.
(2) The nilpotent Lie algebra n˜+ has a root space decomposition relative to its maximal
torus T :
n˜+ = ⊕α∈R(T )n˜
+
α ,
where R(T ) = {αM |M ∈ Ind kQ} and dim n˜
+
α = 1, ∀α ∈ R(T ).
Moreover, the defining relations of n˜+ are determined for type An.
Theorem (E). Let Q be a quiver of type An and E = (aij) its path matrix, then n˜+ is
isomorphic to the Lie algebra defined by generators {ei | 1 ≤ i ≤ n} and relations:
(a) If |aij | = 1, (ad ei)
2(ej) = (ad ej)
2(ei) = 0;
(b) If aijajk = 1, [ei, [ej, ek]] = [ek, [ei, ej ]] = 0;
(c) If aij = 0, [ei, ej ] = 0;
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The paper is organized as follows. Firstly we give a review of known results on 1-cyclic
perfect complexes in Section 2. Especially, we recall the AR structure of the category of
1-cyclic perfect complexes over A = FqQ. In Section 3, by using induction and covering
theory, we prove that the Hall polynomials exist in C1(P). Also some specific Hall
numbers for 1-cyclic perfect complexes are expressed by Hall numbers for A-modules.
Then several Lie algebras are associated to the category C1(P) in Section 4, of which
n˜+ is our main concern. We exhibit the generators and verify some relations for n˜+. The
proof of generators is given in Section 5. To fulfil the aim, we construct an orthogonal
exceptional pair satisfying the minimal Horseshoe lemma for any sincere non-projective
indecomposable A-module. In our view this is interesting in its own right. In Section
6, it is shown that n˜+ of the quiver A→n gives a new model for free 2-step nilpotent Lie
algebras. Section 7 is devoted to the root system of n˜+ for any Dynkin quiver and the
defining relations of n˜+ for type An. We also relate n˜+ to Ringel’s classical Hall Lie
algebras and complete Lie algebras.
1.3. Notations. Now we fix some notations used throughout the paper. Let k = Fq be
a field with q elements. Given a finite dimensional k-algebra A, we denote by modA the
category of finite dimensional (left) A-modules. Denote by Db(A) the bounded derived
category of modA. For an A-module M , we denote by dim M the dimension vector of
M . Let Q = (Q0, Q1) be a finite acyclic quiver with a vertex set Q0 = {1, · · · , n} and an
arrow set Q1 = {ρ | t ρ
ρ
−→ h ρ}, where t ρ and h ρ denote the tail and head of the arrow ρ,
respectively. The underlying graph of Q is denoted by Γ. Let C be the Cartan matrix of
Γ and g be the associated Kac–Moody Lie algebra. Denote by Φ the root system of g and
Φ+ the set of positive roots. Let g = n− ⊕ h⊕ n+ be the triangular decomposition of g.
For each vertex i of Q, we denote by Si the corresponding simple kQ-module. Denote by
Pi and Ii the projective cover and injective envelope of Si respectively. The Euler form
〈·, ·〉 : ZQ0 × ZQ0 → Z is defined by
〈x ,y 〉 =
∑
i∈Q0
xiyi −
∑
ρ∈Q1
xt ρyh ρ, for x = (xi),y = (yi) ∈ ZQ0.
Its symmetrization
(x ,y ) := 〈x ,y 〉+ 〈y ,x 〉
is called the symmetric Euler form of Q. For any kQ-modules M and N ,
〈dim M, dim N〉 = dimHomkQ(M,N)− dimExt
1
kQ(M,N).
For a finite set S, we denote by |S| its cardinality. For any object X in an additive
category, we denote by End (X) and Aut (X) the endomorphism ring and automorphism
group of X respectively. We also write aX for |Aut (X)|. For a complex M
· = (· · · →
M i
di
−→M i+1 → · · · ) over an abelian category A, its homology is denoted by H∗(M
·).
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For any nilpotent Lie algebra N, let N2 = [N,N] be its derived algebra. We use both
Nt and CtN to denote the t-th term of the descending central series of N.
2. Category C1(P) of 1-cyclic perfect complexes
In this section we recall from [37, 6] the notion of 1-cyclic complexes. If A is hereditary,
we also recall the AR structure of the category of 1-cyclic perfect complexes.
Given an additive category A, let Cb(A) be the category of bounded complexes over
A and Kb(A) the corresponding homotopy category. Denote by [1] the shift functor of
Cb(A). A 1-cyclic complex over A is a pair M · = (M, d) where M ∈ A and d is an
endomorphism of M satisfying d2 = 0. A morphism f : (M, d) → (M ′, d′) between
two 1-cyclic complexes is given by an A-morphism f : M → M ′ such that d′f = fd.
Two morphisms f, g : (M, d) → (M ′, d′) are called homotopic if there is an A-morphism
s : M → M ′ such that f − g = sd + d′s. We denote by C1(A) the category of 1-cyclic
complexes over A, and K1(A) the corresponding homotopy category. It is obvious that
the shift functor [1] is an automorphism of C1(A), which also induces an automorphism
of K1(A).
Consider a finite dimensional algebra A and the category P = PA of projective A-
modules. For simplicity, we write C0(P) and K0(P) for Cb(PA) and K
b(PA) respec-
tively. Note that C0(P) (resp. C1(P)) is Frobenius, whose stable category is K0(P)
(resp. K1(P)). There exists a functor
F : C0(P)→ C1(P)
taking X · = (X i, di)i∈Z to (X, d), where X =
⊕
i∈Z
X i, d = diag {di | i ∈ Z}. It is easy to
know that F is an exact functor. The following lemma is proved by Gorsky [15, Lem.
9.4] for C2(P). The same proof holds for m ≥ 1 and we only need it for C1(P).
Lemma 2.1. ([49, Prop. 2.2]) If X ·, Y · ∈ C1(P), then for any i ≥ 1
Ext iC1(P)(X
·, Y ·) ∼= HomK1(P)(X
·, Y ·).
By Lemma 2.1, we know that C1(P) has infinite global dimension. From now on, we
assume that A is hereditary. Thus C1(P) is closed under subobjects and extensions.
However, it is not abelian in general. Given a morphism f : Ω → P in P, we define
objects
C˜f = · · · → 0→ Ω
f
−→ P → 0→ · · · ∈ C0(P), Cf =
(
P ⊕ Ω,
(
0 f
0 0
))
∈ C1(P),
where P and Ω in C˜f are of degree 0 and −1 respectively. So for each projective A-module
P , we have objects K˜P := C˜IdP ∈ C
0(P) and KP := CIdP ∈ C
1(P). For each A-module
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M , we fix a minimal projective resolution of M
0 −→ ΩM
δM−→ PM
ǫM−→M −→ 0. (2.1)
We set C˜M := C˜δM and CM := CδM . Since the minimal projective resolution is unique
up to isomorphism, C˜M and CM are well-defined up to isomorphism. By [3, 37], we know
that the functor F defined above is a Galois G-covering in the sense of [1, Def. 2.8], where
G is the infinite cyclic group generated by [1]. Using the covering functor F , we have the
following lemma.
Lemma 2.2. ([37, Th. 1])
(1) {CM , KP | M is indecomposable, P is indecomposable projective} is a complete set
of indecomposable objects in C1(P). Moreover, KP ’s are all indecomposable projective-
injective objects in C1(P).
(2) The homotopy category K1(P) is equivalent to the orbit category Db(A)/[1].
Now we recall the AR structure of C1(P) (cf. [37, 6]). Let A = kQ be a path algebra
of a finite acyclic quiver Q. Let M be an indecomposable non-projective A-module, then
we have an almost split sequence in modA
ηM : 0 −→ τM
ϕ
−→ E
ψ
−→ M −→ 0, (2.2)
where τ is the AR-translation. By the Horseshoe Lemma (cf. [46]), the minimal projective
resolutions of M and τM as in (2.1) yield the following commutative diagram with exact
rows and columns:
0

0

0

0 // ΩτM
δτM

ι // ΩτM ⊕ ΩM
δ˜

p
// ΩM
δM

// 0
0 // PτM
ετM

ι // PτM ⊕ PM
ε˜

p
// PM
εM

// 0
0 // τM

ϕ
// E

ψ
// M

// 0
0 0 0
(2.3)
where ι and p denote the canonical inclusion and projection respectively. Thus we have
an exact sequence in C1(P)
η˜M : 0 −→ CτM
ϕ˜
−→ E˜
ψ˜
−→ CM −→ 0, (2.4)
where E˜ = Cδ˜. By [6, Prop. 2.6], it is an almost split sequence in C
1(P). Moreover, if
τM is not simple, then E˜ ∼= CE. Otherwise, E˜ ∼= CE ⊕KPτM .
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Let i be a vertex of Q. If i is a source, we have an almost split sequence of the form
(cf. [37, 5.2. (a)])
0 −→ CIi −→ CradPi ⊕KPi −→ CPi −→ 0. (2.5)
Otherwise, we have an almost split sequence of the form (cf. [37, 5.2. (b)])
0 −→ CIi −→ CradPi ⊕ CIi/Si −→ CPi −→ 0. (2.6)
Note that each almost split sequence with KPi a direct summand of the middle term starts
with CSi and ends in Cτ−1Si .
Example 2.3. Let Q be the quiver of type A3
1 −→ 2 −→ 3.
The AR-quiver of C1(P) is as follows:
CP1
❄
❄❄
❄
❴❴❴❴❴ CP3
❄
❄❄
❄
CP2
??⑧⑧⑧⑧
❄
❄❄
❄
❴❴❴❴❴ CI2
??⑧⑧⑧⑧
❄
❄❄
❄
❴❴❴❴❴ CP2
❄
❄❄
❄
CP3
??⑧⑧⑧⑧
❄
❄❄
❄
❴❴❴❴❴ CS2
??⑧⑧⑧⑧
❄
❄❄
❄
❴❴❴❴❴ CS1
??⑧⑧⑧⑧
❄
❄❄
❄
❴❴❴❴❴ CP1
KP3
??⑧⑧⑧⑧
KP2
??⑧⑧⑧⑧
KP1
??⑧⑧⑧⑧
(2.7)
where the horizontal dashed lines denote different τ -orbits, and the dotted line on the
left and that on the right are identified oppositely. Thus the AR-quiver of C1(P) is like
a Mo¨bius strip. Each KPi is projective-injective in C
1(P), and occupies its own orbit
alone.
Proposition 2.4. Given A-modules M and N , take their minimal projective resolutions
as in (2.1). Let P and Ω be two projective A-modules. Then
(1)
HomC1(P)(CM , CN) ∼= HomA(M,N)⊕ HomA(PM ,ΩN)⊕HomA(ΩM , PN).
(2)
HomC1(P)(KP , CM) ∼= HomA(P,ΩM ⊕ PM),
HomC1(P)(CM , KP ) ∼= HomA(ΩM ⊕ PM , P ),
HomC1(P)(KP , KΩ) ∼= HomA(P,Ω)⊕HomA(P,Ω).
(3)
Ext 1C1(P)(CM , CN)
∼= HomA(M,N)⊕ Ext
1
A(M,N).
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(4) For any i ∈ Z,
Ext 1C0(P)(C˜M , C˜N [i])
∼=

HomA(M,N), if i = −1;
Ext 1A(M,N), if i = 0;
0, otherwise.
(2.8)
(5) aKP = aP · |End A(P )| and aCM = aM · |HomA(PM ,ΩM )| · |HomA(ΩM , PM)|.
Proof. (1) Take an arbitrary f = ( a bc d ) ∈ HomC1(P)(CM , CN). Thus,(
a b
c d
)(
0 δM
0 0
)
=
(
0 δN
0 0
)(
a b
c d
)
.
Hence c = 0 and aδM = δNd. Set S = {(a, d) | a : PM → PN , d : ΩM → ΩN , aδM = δNd}.
Define a map
ϕ : S −→ HomA(M,N), (a, d) 7→ h1,
where h1 is uniquely determined by the commutative diagram of short exact sequences:
0 // ΩM
δM //
d

PM
ǫM //
a

M //
h1

0
0 // ΩN
δN // PN
ǫN // N // 0.
It is obvious that ϕ is surjective.
Kerϕ = {(a, d) | a : PM → PN , d : ΩM → ΩN , aδM = δNd, ǫNa = 0}
= {(a, d) | a : PM → PN , d : ΩM → ΩN , aδM = δNd, a = δNh2 for some h2 : PM → ΩN}
= {(a, d) | a : PM → PN , d : ΩM → ΩN , a = δNh2, d = h2δM for some h2 : PM → ΩN}.
Hence Kerϕ ∼= HomA(PM ,ΩN). So HomC1(P)(CM , CN) ∼= HomA(M,N)⊕HomA(PM ,ΩN )⊕
HomA(ΩM , PN).
Similarly, one can prove (2).
(3)
Ext 1C1(P)(CM , CN)
∼= HomK1(P)(CM , CN [1])
∼= HomDb(A)/[1](M,N [1])
∼=
⊕
t∈Z
HomDb(A)(M,N [t + 1])
∼= HomA(M,N)⊕ Ext
1
A(M,N),
since A is hereditary.
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(4)
Ext 1C0(P)(C˜M , C˜N [i])
∼= HomK0(P)(C˜M , C˜N [i+ 1])
∼= HomDb(A)(M,N [i+ 1])
∼= Ext i+1A (M,N).
Since A is hereditary and Ext iA(M,N) = 0 for any i < 0, (2.8) is proved.
(5) It is easy that any f ∈ End (KP ) has the form f = ( a b0 a ) for some a, b ∈ End (P ).
So aKP = aP · |End (P )|. We also have
Aut (CM) = {( a b0 d ) | aδM = δMd, a ∈ Aut (PM), b ∈ HomA(ΩM , PM), d ∈ Aut (ΩM)}.
So aCM = |G| · |HomA(ΩM , PM)|, where G = {(a, d) | aδM = δMd, a ∈ Aut (PM), d ∈
Aut (ΩM)}. Obviously G is a subgroup of Aut (PM)× Aut (ΩM ).
Consider the map ψ : G −→ Aut (M), (a, d) 7→ h, where h is uniquely determined by
the commutative diagram of short exact sequences:
0 // ΩM
δM //
d

PM
ǫM //
a

M //
h

0
0 // ΩM
δM // PM
ǫM // M // 0.
By 5-Lemma in [46, Ex. 1.3.3], h is an automorphism. It is easy to see that ψ is a
homomorphism of groups.
For any h ∈ Aut (M), there exists a ∈ End (PM) such that ǫMa = hǫM . Then a is
surjective since ǫM is an essential epimorphism. Thus, a is an automorphism and induces
an automorphism d making the above diagram commutative. So ψ is surjective.
Note Kerψ = {(a, d) | aδM = δMd, a ∈ Aut (PM), d ∈ Aut (ΩM ), ǫMa = ǫM}.
For any (a, d) ∈ Kerψ, ǫM(a − 1) = 0, so there is a unique h
′ ∈ HomA(PM ,ΩM) such
that a − 1 = δMh
′. It is straightforward Kerψ ∼= HomA(PM ,ΩM). Hence aCM = aM ·
|HomA(PM ,ΩM)| · |HomA(ΩM , PM)|. 
Recall Example 2.3. Spread the AR-quiver (2.7) of C1(P) and consider its universal
covering:
1 KP1
❄
❄❄
❄
1 KP3
❄
❄❄
❄
1 KP2
❄
❄❄
❄
1 CS1
??⑧⑧⑧⑧
❄
❄❄
❄
❴❴❴❴ 0 CP1
❄
❄❄
❄
❴❴❴❴ 1 CP3
❄
❄❄
❄
??⑧⑧⑧⑧
❴❴❴❴ 1 CS2
❄
❄❄
❄
??⑧⑧⑧⑧
❴❴❴❴ 1 CS1
0 CP2
??⑧⑧⑧⑧
❄
❄❄
❄
❴❴❴❴ 1 CI2
??⑧⑧⑧⑧
❄
❄❄
❄
❴❴❴❴ 1 CP2
??⑧⑧⑧⑧
❄
❄❄
❄
❴❴❴❴ 1 CI2
??⑧⑧⑧⑧
❄
❄❄
❄
0 CP3
??⑧⑧⑧⑧
❄
❄❄
❄
❴❴❴❴ 1 CS2
??⑧⑧⑧⑧
❄
❄❄
❄
❴❴❴❴ 1 CS1
??⑧⑧⑧⑧
❄
❄❄
❄
❴❴❴❴ 1 CP1
??⑧⑧⑧⑧
❴❴❴❴ 0 CP3
1 KP3
??⑧⑧⑧⑧
1 KP2
??⑧⑧⑧⑧
1 KP1
??⑧⑧⑧⑧
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where 0 or 1 indicates the dimension of Hom(KP3, X) for each indecomposable object X
in the quiver. By this hammock, we know that
dimHomC1(P)(KP3 , CS1) = dimHomC1(P)(KP3 , CS2) = dimHomC1(P)(KP3 , CI2) = 1 + 1 = 2,
dimHomC1(P)(KP3 , CP1) = dimHomC1(P)(KP3 , CP2) = dimHomC1(P)(KP3 , CP3) = 1,
dimHomC1(P)(KP3 ,KP1) = dimHomC1(P)(KP3 ,KP2) = dimHomC1(P)(KP3 ,KP3) = 1 + 1 = 2.
These dimensions coincide with the ones obtained in Proposition 2.4.
3. Hall polynomials for 1-cyclic perfect complexes
In what follows, we assume that Q is a Dynkin quiver, that is, Q is of ADE type. Let Γ be
the underlying graph of Q. For each prime power q (6= 1 by convention), we denote by A = A(q)
the path algebra of Q over the finite field k = Fq.
First of all, we recall the notions of Ringel–Hall algebras for exact categories from [19]. Let
A be a finitary and skeletally small exact k-category and WZXY the set of all conflations Y
ϕ
−→
Z
ψ
−→ X. The group G := AutX ×AutY acts on WZXY via
Y
ϕ
//
g

Z
ψ
// X
f

Y
ϕ
// Z
ψ
// X.
We denote the orbit space by V ZXY . This action is free, and we define
FZXY := |V
Z
XY | =
|WZXY |
aXaY
.
Definition 3.1. Let A be a finitary and skeletally small k-exact category. The Ringel–Hall
algebra H (A ) of A is the vector space over C with basis the iso-classes [X] of objects in A ,
and with the multiplication given by
[X] · [Y ] =
∑
[Z]
FZX,Y [Z].
Note that the sum is finite and [0] is the unit for the multiplication.
Theorem 3.2. ([19, Th. 3]) The Ringel–Hall algebra H (A ) of a finitary and skeletally small
k-exact category A is an associative and unital algebra.
By Riedtmann–Peng formula [26, 23], for any objects X,Y,Z in A , we have
FZXY =
|Ext 1A (X,Y )Z |
|HomA (X,Y )|
aZ
aXaY
,
where Ext 1A (X,Y )Z denotes the subset of Ext
1
A (X,Y ) consisting of equivalence classes of con-
flations with middle terms isomorphic to Z. The following proposition is an adaptation of [19,
Th. 4].
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Proposition 3.3. Let A be a finitary and skeletally small k-exact category and X,Y,Z ∈ A .
If X,Y are indecomposable and Z is decomposable, then
FZXY − F
Z
Y X ≡ 0 mod (q − 1).
3.1. Now we return to the exact category C1(P). For any objectsX ·, Y · in C1(P), HomC1(P)(X
·, Y ·)
is a finite dimensional k-vector space. Thus Ext 1C1(P)(X
·, Y ·) is also finite-dimensional by
Lemma 2.1. Let H(C1(P)) be the Ringel–Hall algebra of the exact category C1(P).
By a well-known theorem of Gabriel [11, 12], the correspondence M 7→ dim M induces a
bijection between the set of isoclasses of indecomposable A-modules and the set of positive
roots Φ+ of the simple Lie algebra g associated with Γ. For each α ∈ Φ+, let Mq(α) denote the
corresponding indecomposable A-module. Denote the set of simple roots by {αi | 1 ≤ i ≤ n}, so
Mq(αi) ∼= Si, i = 1, · · · , n. For each 1 ≤ i ≤ n, let βi be the root in Φ
+ such that Mq(βi) ∼= Pi.
By Lemma 2.2, the set
{CMq(α),KMq(βi) | α ∈ Φ
+, 1 ≤ i ≤ n} (3.1)
is a complete set of indecomposable objects in C1(P). Set I = {1, · · · , n}, I1(Γ) = Φ+ ∪
I, I0(Γ) = (Φ+ ∪ I)× Z, and define
P1(Γ) = {λ : I1(Γ)→ N}, P0(Γ) = {λ : I0(Γ)→ N | suppλ is finite},
where suppλ denotes the set of all x ∈ I0(Γ) satisfying λ(x) 6= 0. By the Krull–Schmidt theorem,
the correspondence sending λ ∈ P1(Γ) to
C(λ) = Cq(λ) = (
⊕
α∈Φ+
λ(α)CMq(α))
⊕
(
⊕
1≤i≤n
λ(i)KMq(βi))
induces a bijection from P1(Γ) to the set of isoclasses of objects in C1(P), and the correspon-
dence sending λ ∈ P0(Γ) to
C˜(λ) = C˜q(λ) = (
⊕
(α,t)∈Φ+×Z
λ(α, t)C˜Mq(α)[t])
⊕
(
⊕
(i,t)∈I×Z
λ(i, t)K˜Mq(βi)[t])
induces a bijection from P0(Γ) to the set of isoclasses of objects in C0(P). For any λ1, λ2 ∈
P1(Γ) (resp. P0(Γ)), we define the addition λ1 ⊕ λ2 by setting
(λ1 ⊕ λ2)(x) = λ1(x) + λ2(x) for all x ∈ P
1(Γ) (resp. P0(Γ)).
An element λ ∈ P1(Γ) (resp. λ ∈ P0(Γ)) is said to be indecomposable if Cq(λ) (resp. C˜q(λ)) is
indecomposable and decomposable otherwise. We say that λ is acyclic if Cq(λ) (resp. C˜q(λ)) is
an acyclic complex. Here a complex is called acyclic if its homology groups vanish.
By Lemma 2.2(1), the covering functor F : C0(P) → C1(P) is dense. So the map γ :
P0(Γ)→ P1(Γ), λ 7→ γ(λ) defined by
γ(λ)(x) =
∑
t∈Z
λ(x, t), ∀x ∈ P1(Γ),
is surjective. By definition, F(C˜q(λ)) ∼= Cq(γ(λ)).
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Remark 3.4. There is a bijection from the set of functions λ : Φ+ → N to the set of isoclasses
of A-modules by sending λ 7→ [Mq(λ)], where
Mq(λ) =
⊕
α∈Φ+
λ(α)Mq(α) ∈modA.
Definition 3.5. Let λ, µ, ν ∈ P1(Γ). If there exists a polynomial ψλµν(x) ∈ Z[x] such that for
each prime power q,
ψλµν(q) = F
Cq(λ)
Cq(µ)Cq(ν)
,
then we say that the Hall polynomial ψλµν exists for λ, µ, ν.
For any µ, ν ∈ P1(Γ), it is well-known (cf. [28, Sect. 2] and [6, Lem. 3.5]) that the dimensions
dimHomC1(P)(Cq(µ), Cq(ν)) and dimHomK1(P)(Cq(µ), Cq(ν)) only depend on µ and ν, but not
on q. Moreover, there exists a monic polynomial aµ(x) ∈ Z[x] such that for each prime power q,
aµ(q) = aCq(µ). By Riedtmann–Peng formula, it follows that for any λ, µ, ν ∈ P
1(Γ), the Hall
polynomial ψλµν exists if and only if there exists a polynomial ε
λ
µν(x) ∈ Z[x] such that for each
prime power q, ελµν(q) = |Ext
1
C1(P)(Cq(µ), Cq(ν))Cq(λ)|.
Theorem 3.6. For any λ, µ, ν ∈ P1(Γ), the Hall polynomial ψλµν exists.
Proof. Firstly, we claim that the Hall polynomial ψλµν exists for λ, µ, ν ∈ P
1(Γ) with µ or ν
indecomposable.
We only need to prove that there exists a polynomial ελµν(x) ∈ Z[x] such that for each prime
power q,
ελµν(q) = |Ext
1
C1(P)(Cq(µ), Cq(ν))Cq(λ)|.
We just prove the case in which µ is indecomposable, the case of ν being indecomposable can
be treated in a dual way.
If µ or ν is acyclic, Ext 1C1(P)(Cq(µ), Cq(ν)) = 0.
So we concentrate on the case that Cq(µ) and Cq(ν) have no acyclic summands. By Proposi-
tion 2.4(4),
Ext 1C1(P)(Cq(µ), Cq(ν))
∼= HomA(Mq(µ),Mq(ν))⊕ Ext
1
A(Mq(µ),Mq(ν)).
Since A is representation-directed, we can write Mq(ν) = Mq(ν1) ⊕Mq(ν2) for some ν1, ν2 :
Φ+ → N such that
HomA(Mq(µ),Mq(ν1)) = 0 and Ext
1
A(Mq(µ),Mq(ν2)) = 0.
Hence,
Ext 1C1(P)(Cq(µ), Cq(ν))
∼= HomA(Mq(µ),Mq(ν2))⊕ Ext
1
A(Mq(µ),Mq(ν1))
∼= Ext 1C0(P)(C˜Mq(µ), C˜Mq(ν2)[−1])⊕ Ext
1
C0(P)(C˜Mq(µ), C˜Mq(ν1))
∼= Ext 1C0(P)(C˜Mq(µ), C˜Mq(ν1) ⊕ C˜Mq(ν2)[−1]).
Obviously, Cq(ν) = CMq(ν1) ⊕CMq(ν2)
∼= CMq(ν1) ⊕CMq(ν2)[−1] and F(C˜Mq(ν1) ⊕ C˜Mq(ν2)[−1]) =
Cq(ν). Choose µ˜, ν˜ ∈ P
0(Γ) such that C˜q(µ˜) = C˜Mq(µ), C˜q(ν˜) = C˜Mq(ν1) ⊕ C˜Mq(ν2)[−1], then we
have
Ext 1C1(P)(Cq(µ), Cq(ν))
∼= Ext 1C0(P)(C˜q(µ˜), C˜q(ν˜)).
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Thus we have a bijection⋃
λ˜∈P0(Γ),γ(λ˜)=λ
Ext 1C0(P)(C˜q(µ˜), C˜q(ν˜))C˜q(λ˜)
≃ // Ext 1C1(P)(Cq(µ), Cq(ν))Cq(λ).
By [6, Cor. 2.8 and 3.7], C0(P) is directed and there exists a polynomial ελ˜µ˜ν˜(x) ∈ Z[x] such
that for each prime power q,
ελ˜µ˜ν˜(q) = |Ext
1
C0(P)(C˜q(µ˜), C˜q(ν˜))C˜q(λ˜)|.
Set
ελµν(x) =
∑
λ˜∈P0(Γ),γ(λ˜)=λ
ελ˜µ˜ν˜(x).
Therefore,
ελµν(q) = |Ext
1
C1(P)(Cq(µ), Cq(ν))Cq(λ)|.
Thus the claim is proved.
Now for the general case, the proof is similar to that of [6, Th. 3.11]. For each µ ∈ P1(Γ),
set dµ =
∑
x∈I1(Γ) µ(x) and lµ = dimExt
1
C1(P)(Cq(µ), Cq(µ)). We only need to proceed by
induction on (lµ, dµ) with the lexicographical order which starts from (lµ, dµ) = (1, 1). So we
are done. 
3.2. Our next aim in this section is to express the Hall numbers for objects in C1(P) by the
Hall numbers for A-modules.
Recall that, for any M,N ∈ modA, Ext 1C1(P)(CM , CN )
∼= HomA(M,N) ⊕ Ext
1
A(M,N).
Inspired by the ideas in [6, Sect. 4], we consider the Hall numbers FL
·
CMCN
associated to M,N ∈
modA such that exactly one of Ext 1A(M,N) and HomA(M,N) vanishes. So the two cases are
treated as follows.
Case I Let M,N ∈ modA such that Ext 1C1(P)(CM , CN )
∼= Ext 1A(M,N), that is, each
extension of CM by CN is induced by an extension of M by N . More precisely, we consider the
Horseshoe Lemma diagram
0

0

0

0 // ΩN
δN

ι // ΩN ⊕ ΩM
δ˜

p
// ΩM
δM

// 0
0 // PN
εN

ι // PN ⊕ PM
ε˜

p
// PM
εM

// 0
0 // N

f
// L

g
// M

// 0.
0 0 0
(3.2)
By [3, Lem. 4.1], there exists a projective A-module XL such that PM ⊕ PN ∼= PL ⊕ XL
and ΩM ⊕ ΩN ∼= ΩL ⊕ XL. Clearly, for fixed M,N , XL is uniquely determined by L up to
isomorphism. Thus Cδ˜
∼= CL ⊕KXL .
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Proposition 3.7. Let L,M,N ∈modA such that HomA(M,N) = 0. Then
F
CL⊕KXL
CMCN
= qsaXLF
L
MN ,
where s = 〈dim PN ,dim ΩM 〉+ 〈dim ΩN ,dim PM 〉 − 〈dim XL,dim XL〉.
Proof. We assume that L is an extension of M by N . Since CL and KXL have no direct
summands in common,
|Aut (CL ⊕KXL)| = aCL · aKXL · |HomC1(P)(CL,KXL)| · |HomC1(P)(KXL , CL)|.
By arguments as above, |Ext 1C1(P)(CM , CN )CL⊕KXL | = |Ext
1
A(M,N)L|. By Riedtmann–Peng
formula,
F
CL⊕KXL
CMCN
=
|Ext 1C1(P)(CM , CN )CL⊕KXL | · |Aut (CL ⊕KXL)|
|HomC1(P)(CM , CN )| · |Aut (CM )| · |Aut (CN )|
.
Using Proposition 2.4, we deduce that F
CL⊕KXL
CMCN
= qsaXLF
L
MN , where
s =(dim PL,dim ΩL) + (dim XL,dim ΩL) + (dim PL,dim XL) + 〈dim XL,dim XL〉
− (dim PM ,dim ΩM)− (dim PN ,dim ΩN )− 〈dim PM ,dim ΩN 〉 − 〈dim ΩM ,dim PN 〉.
Since PM ⊕ PN ∼= PL ⊕XL and ΩM ⊕ ΩN ∼= ΩL ⊕XL, we have
s = 〈dim PN ,dim ΩM 〉+ 〈dim ΩN ,dim PM 〉 − 〈dim XL,dim XL〉.

Case II Let M,N ∈ modA such that Ext 1C1(P)(CM , CN )
∼= HomA(M,N), that is, each
extension of CM by CN is induced by a homomorphism from M to N . Take an arbitrary
extension of CM by CN
0 −→ CN −→ L
· −→ CM −→ 0. (3.3)
It induces a long exact sequence:
// H0(CN ) // H0(L
·) // H0(CM ) // H0(CN ) // H0(L
·) // H0(CM ) // .
Obviously H0(CX) = X for any X ∈ modA. Write L
· = CL ⊕KYL for some L ∈ modA and
YL ∈ P, then we obtain a long exact sequence of A-modules
// N // L // M
δ // N // L // M //
where δ is uniquely determined by the isomorphism
Ext 1C1(P)(CM , CN )
∼= HomA(M,N). (3.4)
So we have the short exact sequence 0 −→ C −→ L −→ K −→ 0, where C = Coker δ, K = Ker δ.
It follows from the lemma below that L ∼= K ⊕C. We also note that YL is uniquely determined
by
PL ⊕ΩL ⊕ YL ⊕ YL ∼= PM ⊕ PN ⊕ ΩM ⊕ ΩN . (3.5)
Lemma 3.8. Let M,N ∈modA such that Ext 1A(M,N) = 0. Then for any δ ∈ HomA(M,N),
Ext 1A(K,C) = 0, where C = Coker δ,K = Ker δ.
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Proof. From the long exact sequence 0 → K → M
δ
−→ N → C → 0, we get two short exact
sequences 0 → K → M → G → 0 and 0 → G → N → C → 0, where G = Im δ. Applying
the Hom functor HomA(−, N) to the first one, we have Ext
1
A(K,N) = 0. Then applying
HomA(K,−) to the second one, we get Ext
1
A(K,C) = 0. 
Therefore, for each δ ∈ HomA(M,N), we have an extension L
· = CL ⊕ KYL of CM by CN ,
where L = Ker δ ⊕ Coker δ, and YL is uniquely determined by L as in (3.5).
Let X,Y,M,N ∈ modA, we denote by XHomA(M,N)Y the set {f : M → N | Ker f ∼=
X,Coker f ∼= Y }, and by WXYMN the set
{(f, g, h) | 0 // X
g
// M
f
// N
h // Y // 0 is exact in modA}.
By [38, Sect. 8], we know that
|WXYMN | = aXaY
∑
[L′]
aL′F
M
L′XF
N
Y L′ .
Hence, it is easy to know that
|XHomA(M,N)Y | =
∑
[L′]
aL′F
M
L′XF
N
Y L′ . (3.6)
For any M,N ∈ modA, |Ext 1C1(P)(CM , CN )CM⊕N | = 1 = |MHomA(M,N)N |. So we focus
on the nontrivial extension of CM by CN , which is induced by a nonzero δ ∈ HomA(M,N).
Lemma 3.9. Let M,N be indecomposable A-modules such that Ext 1A(M,N) = 0, and suppose
that L ∼= L1 ⊕ L2, where L1 and L2 are the kernel and cokernel of a nonzero morphism δ ∈
HomA(M,N), respectively. Then
|Ext 1C1(P)(CM , CN )CL⊕KYL | = |L1HomA(M,N)L2 |.
Proof. If M ∼= N , then each nonzero δ ∈ HomA(M,N) is an isomorphism. Thus L = L1 =
L2 = 0 and YL ∼= PM ⊕ ΩM . It follows that
|Ext 1C1(P)(CM , CN )KPM⊕ΩM | = |HomA(M,N)| − 1 = |0HomA(M,N)0|.
If M ≇ N , then for each nontrivial extension
ξ : 0 −→ CN −→ CL ⊕KYL −→ CM −→ 0,
by the isomorphism (3.4), there exists a unique nonzero δ′ ∈ HomA(M,N) such that L ∼= Ker δ
′⊕
Coker δ′. Since A is representation-directed, we obtain that Ker δ′ ∼= L1 and Coker δ
′ ∼= L2.
Thus δ′ ∈ L1HomA(M,N)L2 . Now we have an injective map ϕ : Ext
1
C1(P)(CM , CN )CL⊕KYL −→
L1HomA(M,N)L2 induced by the isomorphism (3.4). Obviously, ϕ is surjective. So we complete
the proof. 
Using Lemma 3.9 and the formula (3.6), we have the following proposition.
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Proposition 3.10. Let M,N be indecomposable A-modules such that Ext 1A(M,N) = 0, and
suppose that L ∼= L1 ⊕ L2, where L1 and L2 are the kernel and cokernel of a morphism δ ∈
HomA(M,N), respectively. Then
F
CL⊕KYL
CMCN
=

qs0
aM⊕N
aMaN
, if L ∼=M ⊕N ;
qs1
aLaYL
aMaN
∑
[L′]
aL′F
M
L′L1
FNL2L′ , otherwise,
where
s0 = 〈dim PN ,dim ΩM 〉+ 〈dim ΩN ,dim PM 〉 − 〈dim M,dim N〉,
and
s1 =(dim PL,dim ΩL) + (dim YL,dim ΩL) + (dim PL,dim YL) + 〈dim YL,dim YL〉
− (dim PM ,dim ΩM )− (dim PN ,dim ΩN )− 〈dim PM ,dim PN 〉 − 〈dim ΩM ,dim ΩN 〉.
The rest is devoted to a special case: for indecomposable L,M,N ∈ modA, we calculate
FCLCMCN .
Note that the calculations of Hall numbers in C1(P) always involve the information of the
top of a module. For any epimorphism M ։ N in modA, it is clear that topN ⊆ topM .
However, it is not easy to compare topL and topM for any monomorphism L →֒M in modA.
Lemma 3.11. Let 0→ L→M → N → 0 be a short exact sequence with L,M,N all indecom-
posable nonzero A-modules, then topM * topL.
Proof. Write 0 → L
f
−→ M → N → 0, where f induces naturally f = top f : topL → topM .
Assume that topM ⊆ topL. Applying the Snake Lemma to the following short exact sequences:
0 // radL //

L //
f

topL
f

// 0
0 // radM // M // topM // 0,
we get a long exact sequence
0 −→ Ker f −→ radM/radL −→ N −→ Coker f −→ 0. (3.7)
Since topL and topM are both semisimple, we have topM ⊕ Ker f = topL ⊕ Coker f with
Ker f and Coker f also semisimple. Then topM ⊆ topL implies Coker f ⊆ Ker f . Assume
Coker f 6= 0, say there is a simple module Si ⊆ Coker f . By (3.7), HomA(N,Si) 6= 0, which
implies Ext 1A(N,Si) = 0 since A is representation-directed. Then applying the Hom functor
HomA(−, Si) to the short exact sequence 0→ L→M → N → 0, we acquire
0 −→ HomA(N,Si) −→ HomA(M,Si) −→ HomA(L,Si) −→ 0.
But this means the multiplicity of direct summand Si in topM is greater than that in topL,
which contradicts our assumption. Hence Coker f = 0, and thus Coker f = 0, which is absurd.
So we are done. 
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Proposition 3.12. Let P,L,M,N ∈modA be indecomposable and P projective.
(1) If HomA(M,N) = 0, then there exists a short exact sequence 0 → CN → CL → CM → 0
in C1(P) if and only if PL ∼= PM ⊕ PN , and there exists a short exact sequence 0→ N → L→
M → 0 in modA. Moreover,
FCLCMCN = q
dimHomA(PN ,ΩM )+dimHomA(ΩN ,PM)FLMN .
(2) If M ≇ N and Ext 1A(M,N) = 0, then there exists a short exact sequence 0 → CN →
CL → CM → 0 in C
1(P) if and only if PL ⊕ ΩL ∼= PM ⊕ PN ⊕ ΩM ⊕ ΩN , and there exists a
monomorphism f :M → N such that Coker f ∼= L. Moreover, F
CL
CMCN
= qt aLaN F
N
LM , where
t =(dim PL,dim ΩL)− (dim PM ,dim ΩM)− (dim PN ,dim ΩN)
− 〈dim PM ,dim PN 〉 − 〈dim ΩM ,dim ΩN 〉.
(3) There exists a short exact sequence 0 → CM → KP → CM → 0 in C
1(P) if and only if
M ∼= P . Moreover, F
KP
CPCP
= 1.
Proof. We only prove (2).
(⇒) Assume that there exists a short exact sequence 0 → CN → CL → CM → 0 in C
1(P),
then PL ⊕ ΩL ∼= PM ⊕ PN ⊕ ΩM ⊕ ΩN , and we have a long exact sequence:
N // L // M
f
// N // L // M.
Thus L ∼= K ⊕ C, where K = Ker f and C = Coker f . Since L is indecomposable, either K
or C vanishes. If K is zero, then f is a monomorphism with Coker f ∼= L. Otherwise, f is
an epimorphism with Ker f ∼= L. From the short exact sequence 0 → L → M → N → 0, we
conclude that PL ⊕ PN = PM ⊕ X and ΩL ⊕ ΩN = ΩM ⊕ X for some projective module X.
Hence X = PN ⊕ ΩN and PL = PM ⊕ ΩN . But this is impossible according to Lemma 3.11.
(⇐) For any f ∈ HomA(M,N), by the isomorphism (3.4), there exists an extension of CM by
CN
0 −→ CN −→ L
·
f −→ CM −→ 0,
where L·f
∼= CL⊕KW with L = Coker f and PL⊕ΩL⊕W ⊕W ∼= PM ⊕PN ⊕ΩM ⊕ΩN . Clearly
we have L·f
∼= CL, since PL ⊕ ΩL ∼= PM ⊕ PN ⊕ ΩM ⊕ ΩN . 
Remark 3.13. Let L·,M ·, N · ∈ C1(P) with M ·, N · indecomposable. If M · or N · is acyclic,
then FL
·
M ·N · is zero unless L
· ∼= M · ⊕N ·. Ringel [30] gave a complete list of all Hall polynomi-
als ψLMN for indecomposable L,M,N ∈ modA, so Proposition 3.12 roughly provides all Hall
polynomials ψL
·
M ·N · for indecomposable L
·,M ·, N · ∈ C1(P).
The following corollary is useful in Section 5.
Corollary 3.14. Let 0 → P → M → N → 0 be a short exact sequence in modA with P
projective. If topM ∼= topN , then we have a short exact sequence 0 → CM → CN → CP → 0
in C1(P).
Proof. Suppose we are given a short exact sequence
0 // P
f
// M // N // 0. (3.8)
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Since Ext 1C1(P)(CP , CM )
∼= HomA(P,M), f induces an extension of CP by CM
0 −→ CM −→ L
·
f −→ CP −→ 0,
where L·f
∼= CN ⊕KW with PN ⊕ ΩN ⊕W ⊕W ∼= P ⊕ PM ⊕ ΩM . By the Horseshoe Lemma
diagram of the sequence (3.8) as in (3.2) , there exists a projective R ∈ modA such that
PM ⊕ R ∼= P ⊕ PN and ΩM ⊕R ∼= ΩN . Since topM ∼= topN , we know that PM ∼= PN . Hence
R ∼= P and P ⊕ ΩM ∼= ΩN . So L
·
f
∼= CN .

4. Lie algebras associated to 1-cyclic perfect complexes
In this section, Q is still a Dynkin quiver as above. We use the Hall polynomials introduced
in Theorem 3.6 to define Lie algebras associated to 1-cyclic perfect complexes.
We denote by n˜ the vector space over C spanned by the iso-classes of indecomposable objects
in C1(P), and by n˜+ (resp. nˆ) the subspace of n˜ spanned by the iso-classes of indecomposable
and non-acycilc (resp. acyclic) objects in C1(P). Obviously, n˜ = n˜+ ⊕ nˆ as vector spaces.
Proposition 4.1. n˜ is a Lie algebra with Lie bracket given by
[[Cq(µ)], [Cq(ν)]] =
∑
λ∈P1(Γ)
(ψλµν(1)− ψ
λ
νµ(1))[Cq(λ)]
for any indecomposable µ, ν ∈ P1(Γ). Moreover, n˜+ and nˆ are both Lie subalgebras (ideals) of n˜.
Proof. By the associativity of the Ringel–Hall algebra H(C1(P)), the Jacobi identity holds
naturally. Then according to Proposition 3.3, the first statement is proved. We only prove that
n˜+ is an ideal of n˜.
Let µ, ν ∈ P1(Γ) such that µ and ν are both indecomposable, and µ is non-acyclic. Suppose
that there exists an indecomposable and acyclic λ ∈ P1(Γ) such that we have a short exact
sequence 0 −→ Cq(ν) −→ Cq(λ) −→ Cq(µ) −→ 0 (or 0 −→ Cq(µ) −→ Cq(λ) −→ Cq(ν) −→ 0).
It induces a long exact sequence H0(Cq(ν))→ 0→ H0(Cq(µ)) → H0(Cq(ν)) → 0 → H0(Cq(µ))
(or H0(Cq(µ))→ 0→ H0(Cq(ν))→ H0(Cq(µ))→ 0→ H0(Cq(ν))). So we haveMq(µ) ∼=Mq(ν).
Now that µ = ν, [[Cq(µ)], [Cq(ν)]] ∈ n˜
+. Thus n˜+ is an ideal of n˜. 
We remark that nˆ is an abelian Lie algebra. It is also straightforward n˜ ∼= n˜+ ⊕ nˆ as Lie
algebras.
Note that the basis of n˜, i.e. [Cq(µ)] with µ indecomposable, can be rewritten as (cf. (3.1))
{[CMq(α)], [KMq(βi)] | α ∈ Φ
+, 1 ≤ i ≤ n}.
From now on, for convenience, we will use the symbol CM instead of [CMq(α)] in n˜
+ for an
indecomposable module M ∼= Mq(α). Thus we use CPi (resp. CSi) instead of [CMq(βi)] (resp.
[CMq(αi)]). Similarly, [KMq(βi)] is denoted by KPi .
Definition 4.2. Given a Dynkin quiver Q with n vertices, one can attach an n × n matrix
E = (aij) as follows: If there is a path between i and j in Q, say from i to j, then aij = 1 and
aji = −1. Otherwise, aij = aji = 0. E is skew symmetric and called the path matrix of Q.
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The following are immediate:
(1) If aij = ±1 and ajk = ±1, then aik = ±1;
(2) Q is uniquely determined by E up to a renumbering of vertices, so we write E = EQ.
(3) If Q is bipartite, i.e. each vertex is a sink or a source, then E coincides with the exchange
matrix associated to Q (cf. [20]).
The rest of this paper is devoted to the structure of n˜+. Since n˜+ depends heavily on both
the underlying graph and the orientation of the quiver Q, we will call n˜+ the Lie algebra of the
quiver Q and write n˜+(Q) if necessary.
Theorem 4.3. Let Q be a Dynkin quiver and E = (aij) its path matrix. The associated Lie
algebra n˜+ is generated by {CPi | 1 ≤ i ≤ n}, and these generators satisfy the following relations:
(a) If |aij | = 1, (adCPi)
2(CPj ) = (adCPj)
2(CPi) = 0;
(b) If aijajk = 1, [CPi , [CPj , CPk ]] = [CPk , [CPi , CPj ]] = 0;
(c) If aij = 0, [CPi , CPj ] = 0.
Proof. We first give the following claim, which will be proved in the next section.
Claim 4.4. n˜+ is generated by {CPi | 1 ≤ i ≤ n}.
(a) Assume aij = 1, then there is a path from i to j in Q and HomA(Pj , Pi) ∼= k. Note any
nonzero morphism from Pj to Pi is a monomorphism. Choose 0 6= f ∈ HomA(Pj , Pi) and set
M = Coker f , then we have a short exact sequence in modA
0 // Pj
f
// Pi // M // 0. (4.1)
Clearly, M is indecomposable in modA.
Ext 1(CPi , CPj ) = 0 and Ext
1(CPj , CPi)
∼= HomA(Pj , Pi) is one-dimensional, so [CPj , CPi ] =
CM . Thus, (adCPj)
2(CPi) = [CPj , [CPj , CPi ]] = [CPj , CM ].
Applying the functor HomA(Pj ,−) to the sequence (4.1), we get HomA(Pj ,M) = 0. So
Ext 1(CPj , CM )
∼= HomA(Pj ,M) = 0.
Applying the functor HomA(−, Pj) to the sequence (4.1), we get that Ext
1(CM , CPj )
∼=
Ext 1A(M,Pj) is one-dimensional. Note that the middle term of the nontrivial extension class in
Ext 1(CM , CPj ) is isomorphic to CPi ⊕ KPj , which is decomposable. So [CPj , CM ] = 0, hence
(ad [CPj ])
2([CPi ]) = 0.
Similarly, (adCPi)
2(CPj ) = [CPi , [CPi , CPj ]] = [CM , CPi ] = 0.
(b) Assume aij = ajk = 1, then there exist a path from i to j and a path from j to k. Hence
there is a path from i to k. Choose 0 6= g ∈ HomA(Pk, Pj) ∼= k and let N = Coker g, then there
is a short exact sequence
0 // Pk
g
// Pj // N // 0. (4.2)
Obviously, [CPk , CPj ] = CN . Thus [CPi , [CPj , CPk ]] = [CN , CPi ].
By applying HomA(−, Pi) to the sequence (4.2), we deduce that HomA(N,Pi) = 0 and
Ext 1A(N,Pi) = 0. Hence Ext
1(CN , CPi) = 0. Moreover, Ext
1(CPi , CN )
∼= HomA(Pi, N) = 0.
Thus the middle terms concerning the computations of [CN , CPi ] are always decomposable. So
[CPi , [CPj , CPk ]] = 0.
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Similarly, choose 0 6= f ∈ HomA(Pj , Pi) as in the proof of (a). Thus [CPk , [CPi , CPj ]] =
[CM , CPk ]. Again, applying the functors HomA(Pk,−) and HomA(−, Pk) to the sequence (4.1),
we conclude that Ext 1(CPk , CM )
∼= HomA(Pk,M) = 0 and Ext
1(CM , CPk)
∼= HomA(M,Pk) ⊕
Ext 1A(M,Pk) = 0. Therefore, [CPk , [CPi , CPj ]] = 0.
(c) Since there is no path between i and j, HomA(Pi, Pj) = HomA(Pj , Pi) = 0. Hence,
Ext 1(CPi , CPj ) = Ext
1(CPj , CPi) = 0. So [CPi , CPj ] = 0. 
Remark 4.5. 1. We remark that n˜+ cannot be generated by CSi , i ∈ Q0, which is different
from the case in Ringel’s Lie algebra construction (cf. [30]) from modA. This is easily seen in
the examples below.
2. For any indecomposable A-module M , consider the minimal projective resolution of M
0 −→ ⊕jmjPj −→ ⊕imiPi −→M −→ 0,
where Pi and Pj are non-isomorphic indecomposable projective A-modules. This corresponds
to the following short exact sequence in C1(P):
0 −→ (⊕imiCPi) −→ CM −→ (⊕jmjCPj ) −→ 0
under the isomorphism Ext 1C1(P)(⊕jmjCPj ,⊕imiCPi)
∼= HomA(⊕jmjPj ,⊕imiPi).
Although it seems that, in n˜+, CM could be generated by aforementioned CPi , with CPi
appearing mi times in the final expression, we cannot find a constructive way generally.
Recall Example 2.3. Consider the Lie algebra n˜+ associated to the quiver Q of type A3, we
have the following identities:
CS2 = [CP3 , CP2 ], CI2 = [CP3 , CP1 ], CS1 = [CP2 , CP1 ].
Corollary 4.6. If Q is bipartite, then n˜+ is isomorphic to the nilpotent part n+ of the simple
Lie algebra g associated to Q.
Proof. It follows from Theorem 4.3 that the map ψ : n+ −→ n˜+, ei 7→ CPi is an epimorphism
of Lie algebras. By a comparison of dimensions, we obtain that ψ is an isomorphism. 
Example 4.7. Let Q be the quiver of type D4
2
1
??⑧⑧⑧⑧⑧⑧
//
❄
❄❄
❄❄
❄ 3
4.
The AR-quiver of A = kQ is
P2
❄
❄❄
❄❄
M2
❄
❄❄
❄❄
I2
❄
❄❄
❄❄
P3 // P1
??⑧⑧⑧⑧⑧
//
❄
❄❄
❄❄
M3 // M1
??⑧⑧⑧⑧⑧
//
❄
❄❄
❄❄
I3 // I1.
P4
??⑧⑧⑧⑧⑧
M4
??⑧⑧⑧⑧⑧
I4
??⑧⑧⑧⑧⑧
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Take the minimal projective resolution of M1
0 −→ P2 ⊕ P3 ⊕ P4 −→ P1 ⊕ P1 −→M1 −→ 0. (4.3)
Since Q is bipartite, we set e1 = [CP1 ], e2 = [CP2 ], e3 = [CP3 ], e4 = [CP4 ]. Then we can get the
following pushout-pullback diagrams one by one:
0

0

P1

P1

0 // P2 ⊕ P3 ⊕ P4 // P1 ⊕ P1 //

M1

// 0
0 // P2 ⊕ P3 ⊕ P4 // P1 //

I1 //

0
0 0
0

0

0

0

P3 ⊕ P4

P3 ⊕ P4

P4

P4

0 // P2 ⊕ P3 ⊕ P4

// P1 //

I1 // 0 0 // P3 ⊕ P4

// P1 //

I2 // 0
0 // P2 //

I2 //

I1 // 0 0 // P3 //

M4 //

I2 // 0
0 0 0 0
It easily follows that CM4 = [e4, e1], CI2 = [e3, CM4 ] = [e3, [e4, e1]], CI1 = [e2, CI2 ] = [e2, [e3, [e4, e1]]].
Finally, we obtain CM1 = [CI1 , e1] = [[e2, [e3, [e4, e1]]], e1].
Now we identify n+ with n˜+. Thus ei = CPi , 1 ≤ i ≤ 4 are the chevalley generators,
corresponding to the simple roots αi. We have the root space decomposition n
+ = ⊕α∈Φ+nα
with dim nα = 1. It is obvious CM1 corresponds to the longest root 2α1 + α2 + α3 + α4.
It is well known (cf. [2]) that for any α ∈ Φ+, there exists i ∈ I such that α−αi ∈ Φ
+ ∪ {0}.
Thus our discussion above should be seen as an intuitive way to realize this fact.
We also remark that CM4 corresponds to the root α1 + α4. This is different from the case
of Ringel–Hall Lie algebra generated by indecomposable kQ-modules (cf. [30, 31]), where the
index module M4 obviously corresponds to the root α1 +α2 +α3. All in all, the Lie algebra n˜
+
of a bipartite quiver Q gives an essentially new categorification of the positive root system of a
simple Lie algebra. This will be discussed further at the end of the next section.
5. Proof of Claim 4.4
Given an arbitrary element CM ∈ n˜
+, where M is an indecomposable non-projective A-
module, we have two different methods to generate CM :
(I) find a short exact sequence with all terms indecomposable modules
0 −→M1 −→M −→M2 −→ 0
such that Hom(M1,M2) = 0 and topM = topM1 ⊕ topM2. Thus we have CM = [CM2 , CM1 ].
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(II) find an indecomposable module N and an indecomposable projective module P such that
0 −→ P −→ N −→M −→ 0
is exact and topM = topN . Then we get CM = [CP , CN ] by Corollary 3.14.
Our strategy is as follows: We use (I) to proceed by induction on the dimension vectors of
A-modules which serve as indices. But it is not enough because (I) doesn’t hold generally and
also our induction starts from CPi , not CSi . This will be compensated by (II).
We first list two related results as preparations.
Let A be a finite-dimensional k-category which is a hereditary length category. An object M
in A is called exceptional if it is indecomposable and Ext 1(M,M) = 0. Then denote by s(M)
the number of iso-classes of composition factors of M . A pair (V,U) of exceptional objects is
called an orthogonal exceptional pair if
Hom(U, V ) = Hom(V,U) = Ext 1(U, V ) = 0.
Given an orthogonal exceptional pair (V,U), let C(U, V ) be the full subcategory of all objects
of A which have a filtration with factors of the form U and V .
Lemma 5.1. ([35, Th. 3.1]) Let A be a finite-dimensional k-category which is a hereditary length
category. Let M be an exceptional object in A. Then there are precisely s(M) − 1 orthogonal
exceptional pairs (Vi, Ui) such that M belongs to C(Ui, Vi) and is not a simple object in C(Ui, Vi).
In our case, A =mod kQ and Q is a Dynkin quiver. Thus every indecomposable kQ-module
is exceptional and each C(Ui, Vi), as a subcategory of mod kQ, is equivalent to the module
category of the path algebra of a quiver of type A2. So for every indecomposable module M ,
there exist exactly s(M)− 1 short exact sequences
0 −→ Ui −→M −→ Vi −→ 0 (∗∗)
with Ui, Vi indecomposable and Hom(Ui, Vi) = 0, which might be suitable candidates for our
method (I).
It is well known that Horseshoe Lemma plays an important role in homological algebra. But
if we replace projective resolutions by minimal projective resolutions, the so-called minimal
Horseshoe Lemma (see [45]) is not true in general.
Lemma 5.2. Let 0→ X → Y → Z → 0 be a short exact sequence in modA, the following are
equivalent:
(1) Minimal Horseshoe Lemma holds;
(2) topY = topX ⊕ topZ;
(3) 0→ Hom(Z,Si)→ Hom(Y, Si)→ Hom(X,Si)→ 0 is exact for each simple module Si.
Proof. The equivalence of (1) and (2) is trivial, while the equivalence of (2) and (3) follows
from topX ∼= DHom(X,D(A/r)) under the identification x 7→ (f 7→ f(x)(1)) for all x ∈
topX,x ∈ X, where r is the radical of A and D is the standard k-duality. 
So our aim in method (I) is to pick out a short exact sequence (∗∗) satisfying Minimal
Horseshoe Lemma for M . For convenience, we will abbreviate this desired property as MHL.
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In the study of the Gabriel–Roiter measure for representation-finite hereditary algebras ([5]),
the author succeeded in constructing a short exact sequence of the form (∗∗) intuitively. Al-
though it doesn’t satisfy MHL generally, the proof of the next theorem is inspired by the proof
in [5].
Theorem 5.3. For any sincere non-projective indecomposable module M , there exists at least
one short exact sequence of the form (∗∗) satisfying MHL.
Note that the AR-quiver of kQ is a translation quiver and the orbit quiver is a tree with at
most 4 end points. For each indecomposable module M , we denote by [[M ]] the orbit of M ,
i.e., a vertex in the orbit quiver. Now consider Q of type Dn or E6,7,8, whose orbit graph is
a star with 3 branches. M is said to lie on the center if [[M ]] has exactly 3 neighbors in the
orbit quiver; and M is said to lie on the quasi-center if [[M ]] has two neighbors and one of the
neighbors lies on the center. Then we define sl(M) to be the length from the center vertex to
[[M ]] in the branch containing [[M ]]. Thus sl(M) = 0 if M lies on the center and sl(M) = 1 if
M lies on the quasi-center.
For every indecomposable moduleM , we also define α(M) to be the number of indecomposable
summands of X with X →M a minimal right almost split map.
Recall from [27] that the AR-quiver of the linearly oriented quiver of type An is denoted by
Θ(n). Let w be a vertex of a translation quiver Γ. A mesh-complete subquiver Θ of Γ is called a
wing of w if Θ is of the form Θ(n) for some n ≥ 2 and w is the sole projective-injective vertex of
Θ. The number n is called the length of the wing and we will say w has a wing of length n. By
abuse of language, we will not distinguish an indecomposable module M and the corresponding
vertex in the AR-quiver of kQ. Also recall that a path M0 →M1 → · · · →Ms in the AR-quiver
is called a sectional path if τMi+1 6= Mi−1 for all i = 1, · · · , s− 1. Let Σ→(M) be the set of all
indecomposable modules that can be reached fromM by a sectional path and Σ←(M) is defined
dually (see [42]).
Lemma 5.4. Assume an indecomposable module M has a wing of length n, if one of the first
n− 1 modules in the bottom (M is on the top) is not simple, there exists a short exact sequence
of the form (∗∗) satisfying MHL.
M
❄
❄❄
❄❄
❄❄
Mi
??

·

·
??
❄
❄❄
❄❄
❄ ·
??

·
❄
❄❄
❄❄
❄
N1
??⑧⑧⑧⑧⑧⑧
N2
??
Ni
??
Nn
Proof. Assume Ni is not simple. It is easily seen that dimHom(Mi,M) = 1 and any nonzero
map f from Mi to M is a monomorphism. Thus 0→Mi
f
−→M → Coker f → 0 is a short exact
sequence of the form (∗∗). Then check the exactness when applying the functor Hom(−, Si) for
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any simple module Si. If Si is on the left of Σ←(Mi), then Hom(−, Si) = 0 on all terms of the
exact sequence. If Si is on the right of Σ←(Coker f), we have Ext
1(Coker f, Si) = 0. Thus the
left area is in between, which is easily checked. 
We remark that in the following context one only needs to consider the area between Σ→(Ui)
and Σ←(Vi) when checking the exactness of Hom(−, Si) on the short exact sequence (∗∗), because
the other two areas are the same as in proving Lemma 5.4.
Proposition 5.5. For any quiver of type Dn or E6,7,8, let M be a sincere non-projective in-
decomposable module. If sl(M) = 0, then there exists a short exact sequence of the form (∗∗)
satisfying MHL.
Proof. By the work of Happel [18], one can identify the AR-quiver ΓDb(kQ) of D
b(kQ) with
the repetition quiver ZQ. So we consider the following subquiver of ΓDb(kQ), in which 99K
means a irreducible map that possibly exists, and · // · means the composition of one or more
irreducible maps.
L1
❄
❄
❄
L2
❄
❄
❄
L3
L
′
1
??⑧
⑧
⑧
❄
❄❄
❄❄
L
′
2
??⑧
⑧
⑧
❄
❄❄
❄❄
❄
·
??⑧⑧⑧⑧⑧⑧
//
❄
❄❄
❄❄
❄ M1 // M
??⑧⑧⑧⑧⑧
//
❄
❄❄
❄❄
❄❄
M2 // ·
K
??⑧⑧⑧⑧⑧⑧

·
??⑧⑧⑧⑧⑧⑧⑧

N1
??
·
??
Nt
SinceM is sincere, Li 6= 0, Mi 6= 0 and Ni 6= 0. Here an object N 6= 0 means N is a kQ-module.
Thus M has three wings. If one of them satisfies the condition in Lemma 5.4, then we are done.
Otherwise, L1, L2 (possibly L
′
1), M1 and N1, · · · , Nt−1 are all simple modules. Then we have:
dimM − (dimL
′
1 + dimM1 + dimK)
= dimM − (dimL1 + dimL2 + dimM1 + dimN1 + · · · + dimNt−1) > 0
because M is sincere. This is impossible since M is non-projective. 
Proof of Theorem 5.3 We will proceed case by case, using sl(M) and α(M) to locate the
sincere non-projective module M in the AR-quiver.
An type
In this case, M is the unique sincere indecomposable module with dimM = (1, · · · , 1). The
type An graph 1 2 · · n needs to be given an orientation such that at least
one of the vertices excluding both ends is a sink, say i, 1 < i < n. Otherwise, M must be
projective. With the orientation given, we set indecomposable modules M1 and M2 such that
dimM1 = (0, · · · , 0︸ ︷︷ ︸
i−1
, 1, · · · , 1) and dimM2 = dimM − dimM1. Then 0 → M1 → M → M2 → 0
is our desired short exact sequence.
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We remark that in any Dynkin type, one can find a short exact sequence (∗∗) satisfying MHL
for any sincere non-projective injective indecomposable module. This is because it has dimension
vector (1, · · · , 1), thus the case is nearly the same as above. So from now on, we shall assume:
• M does not lie on the center;
• M is a sincere indecomposable module;
• M is neither projective nor injective.
Dn type
If M lies on the boundary of the orbit quiver, l(M) = 1 and α(M) = 1. Look at the following
subquiver of ΓDb(kQ) (note n = m+ 2).
L1
✿
✿✿
L
!!❇
❇❇
❇ Y1
✾
✾✾
Yt
❂
❂❂
❂
Yt+1
!!❉
❉❉
❉
·
BB☎☎☎
//
❂
❂❂
❂ L2
// · ·
BB☎☎☎☎
//
❂
❂❂
❂ X
// Xm
>>⑤⑤⑤
//
""❊
❊❊
❊
M // ·

·
@@✂✂✂✂
//
❅
❅❅
❅ Y
′
t
// ·
??⑧⑧⑧⑧
//
!!❇
❇❇
❇❇
Y
′
t+1
// ·
·
@@✁✁✁✁
·
<<②②②②
%%❏❏
❏❏
❏ ·
@@✂✂✂✂
!!
·
❁
❁ ·
??⑦⑦⑦⑦
·
;;✇✇✇✇✇
·
==
  ❅
❅❅
·
::ttttt
##
·
AA✂✂
✾
✾✾
·
!!
Xt
>>⑥⑥⑥
❃
❃❃
·
;;
""
·
??⑦⑦⑦
❂
❂❂
❂
BB✆✆✆

·
  ❅
❅❅
❅ Zt
X2
<<
""❉
❉
·
@@✁✁✁✁

·
<<
""❊
❊❊
❊❊
·
CC✟✟✟

·
>>⑦⑦⑦⑦
  ❅
❅❅
·
!!❇
❇❇
❇ Z2
==
N1
<<③③
N2
@@
Nt
<<②②②②
·
@@
·
CC✟✟✟
Nm
>>⑦⑦⑦
N
;;✇✇✇
Since M is sincere, N1, N 6= 0. For Dn type, the number of modules in the τ -orbit of any
module not lying on the boundary of the orbit quiver is n − 1 = m + 1, which means N1 is
projective and N is injective. M is also non-projective, hence X 6= 0 and Xm is sincere. Thus
Xm has a wing of length m, which means there must be non-simple modules at the bottom.
Assume t is the minimal integer such that Nt is not simple.
If t = m, Xm−1 has a wing of length m− 1, whose bottom modules are all simple modules.
Since N1 is projective, Xm must be projective. Thus dimXm = (1, 1, · · · , 1). But Xm ։
M , which contradicts the sincereness of M . Hence t < m. Then we claim Xt → M is a
monomorphism. Otherwise, Xt is also sincere, so L1, L2 6= 0. Notice again N1 is a simple
projective module and N2, · · · , Nt−1 are all simple modules. Hence Xt has to be projective. The
connectedness of the projective slice helps us to conclude that L1 and L2 are both projective.
But Hom(Li,M) = 0 for i = 1 or i = 2, which contradicts the sincereness of M . Now that
Xt →֒M , the cokernel is Yt+1 6= 0 if t is odd or Y
′
t+1 6= 0 if t is even.
Then check MHL for the short exact sequence 0 → Xt → M → Yt+1(Y
′
t+1) → 0. Note
that all modules lying on Σ→(Ni) (excluding Ni), 1 ≤ i ≤ t − 1 can not be simple modules.
So we only need to inspect the area between Σ→(Nt) and Σ←(Yt+1) (Σ←(Y
′
t+1)). Assume t
is odd. By calculating the hammocks of Hom(Xt,−) and Hom(M,−), it is easy to check the
exactness of Hom(−, Si) if Si is in the area excluding the loci of some definitely non-simple
modules and Yt. Note that 0→ X → Y1 → N → 0 is a short exact sequence. One can also get
0 → X → Y
′
2 → Z2 → 0 as long as Z2 6= 0. Now Zt 6= 0 since the number of modules in the
orbit of Xt is m+ 1 = n− 1 and Xt is projective. Hence 0→ X → Yt → Zt → 0 is also a short
exact sequence. Thus Yt can not be a simple module. The case for even t is similar.
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If M is not on the boundary or center of the orbit quiver, we use the picture below. Note
that n = m+ 2, M = Xt and k = m− t+ 2, m− t ≥ 1. One could also write Zk = N1 for the
coordination of symbols.
Y1
  ❇
❇❇
❇
Y2
!!❈
❈❈
❈
Yk
❀
❀❀
·
AA✄✄✄
//
❃
❃❃
Y ′1
// ·
==④④④④ //
""❊
❊❊
❊❊ Y
′
2
// · Xm
==④④④
//
""❋
❋❋
❋
Y ′k
// ·
·
CC
✾
✾✾
·
<<③③③③③
·
<<②②②②②
##
·
>>⑥⑥⑥
·
@@   
·
??⑦⑦⑦
❂
❂❂
❂ ·
??
❁
❁❁
❁ Xt
>>
❃
❃❃
·
@@✁✁✁✁
❂
❂❂
·
CC✟✟✟
✼
✼✼
·
<<
!!
X2
<<
""❉
❉
·
  
Z1
@@✁✁✁
Z2
@@✁✁✁
·
@@✂✂✂✂
N1
<<③③
N2
@@
Nt
Since M is sincere, M = Xt has a wing of length t. If one of Ni, 1 ≤ i ≤ t − 1 is not
simple, we are done by Lemma 5.4. Assume now Ni, 1 ≤ i ≤ t − 1 are all simple modules.
Thus N1 cannot be projective, for otherwise we can deduce that M is projective, which is a
contradiction. By drawing the hammock of Hom(−,Xt), we can easily see none of Z2, · · · , Zk−1
are projective modules because Xt is sincere. Thus Z1 6= 0. We get a short exact sequence
0→ Y1 →M → Yk(Y
′
k)→ 0, where the third term is Yk if k is even and Y
′
k if k is odd. Assume
k is even. There exists a series of short exact sequences Z1 →֒ Y1 ։ Y
′
2 , Z2 →֒ Y
′
2 ։ Y3, · · · ,
until Zk−1 →֒ Yk−1 ։ Y
′
k. Thus none of Y1, Y
′
2 , · · · , Y
′
k−2, Yk−1 are simple modules. Then it is
an easy task to check MHL in the area between Σ→(Y1) and Σ←(Yk). The case for odd k is
similar.
E6 type
In this case, each sincere indecomposable module lies on the center or the quasi-centers, or
on the boundary. So we only need to consider the latter two cases.
AssumeM lies on the quasi-centers of the orbit quiver, which means sl(M) = 1 and α(M) = 2.
Look at the following subquiver:
L1
!!❈
❈
L2
""❉
❉❉
·
!!❈
❈❈
❈ ·
✼
✼✼
Z
K
==④④
""❉
❉❉
❉ ·
<<③③③③③
""❊
❊❊
❊❊ ·
AA✂✂✂
❂
❂❂
·
AA✄✄✄
·
==③③③③
!!❉
❉❉
❉
// · // ·
<<②②②②②
""❊
❊❊
// L // ·
==③③③③
!!❉
❉❉
❉
// Y // ·
BB✝✝✝
✽
✽✽
·
??⑧⑧⑧
❃
❃❃
❃ ·
<<③③③③
!!❈
❈❈
M
<<②②②
""❉❉
❉ ·
@@✁✁✁
❁
❁❁
·
❀
❀
X
@@✂✂✂
·
==④④④④
N1
<<③③③
N2
==④④④
·
CC✞✞✞
R
If N1 is not simple, then 0 → N1 → M → N2 → 0 is our desired exact sequence. Otherwise,
we get a short exact sequence 0 → N1 → Y → Z → 0, so Z 6= 0. Moreover, N1 can not be
projective because M is non-projective. Then by calculating the hammock of Hom(−,M), we
deduce that X 6= 0. Assume N2 is injective, thus all modules along N2 → · · · → Z are injective.
Then the quiver Q has only two possible orientations, from which we can conclude N1 must
be non-simple. This is a contradiction. Hence N2 is not injective, which implies R 6= 0. Thus
0 → τL → M → τZ → 0 is a short exact sequence (∗∗). Notice that we have a short exact
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sequence 0 → τ−1X → τ−1L2 → R → 0, which means τ
−1L2 is non-simple. Then it is obvious
to check MHL.
If M lies on the boundary of the orbit quiver, i.e. sl(M) = 1 and α(M) = 1, we consider the
following subquiver:
L2
❂
❂❂
·
❃
❃❃
M1
""❉
❉❉
❉
·
✼
✼✼
T1
❁
❁❁
·
✿
✿✿
R1
❃
❃❃
·
@@✁✁✁
❃
❃❃
·
CC✟✟✟
✼
✼✼
N1
<<②②
""❋❋
❋❋
·
@@✁✁✁✁
❃
❃❃
❃ ·
@@✂✂✂
❂
❂❂
·
AA☎☎☎
❀
❀ ·
@@✁✁✁
❄
❄❄
❄ ·
L
@@   
//
❃
❃❃
· // ·
??⑧⑧⑧
//
❄
❄❄
· // ·
<<②②②②② //
""❊
❊❊
❊❊ M
// ·
CC✞✞✞
//
✼
✼✼
· // ·
@@✁✁✁
//
❂
❂❂
· // R
AA✄✄
//
❀
❀❀
· // ·
??⑧⑧⑧⑧
❄
❄❄
❄
·
@@   
❂
❂❂
·
CC✞✞✞
✼
✼✼
N2
<<①①①①
""❊
❊
·
@@    
❂
❂❂
❂ ·
@@✁✁✁
❁
❁❁
·
AA✄✄✄
✿
✿✿
·
??⑧⑧⑧⑧
❃
❃❃
·
L1
@@✁✁✁
·
@@   
M2
<<③③③③
·
CC✟✟✟
T2
@@✂✂✂
·
AA☎☎☎
R2
@@✁✁✁
Recall that M is sincere, non-projective and non-injective, thus τ2M 6= 0, τ−2M 6= 0. If
N1 → M and N2 → M are both monomorphisms, L1 = 0, L2 = 0. So τM1 and τM2 are both
projective modules. Note R1, R2 6= 0, thus R 6= 0. Also τ
−1L 6= 0. Recall the numbers of
the modules of τ -orbits of L and M are both 6. Hence L or τ−1L must be projective. If L
is projective, the quiver has only two possible orientations. If τ−1L is projective, τ2M is also
projective, then the quiver has four possible orientations. In each case, it is easy to find the
desired short exact sequence.
Otherwise, say N1 → M is an epimorphism. Then R1 = 0. Notice that τ
−1T1 cannot be
injective since M is sincere. So τ−1T1 = 0, which indicates τM1 → τ
−1M2 is an epimorphism.
Thus τM1 is non-simple. τ
−1M2 is also non-simple because τ
−1M2 → τ
−2M → R1 is a triangle.
Hence 0→ τM1 →M → T2 → 0 is our desired short exact sequence.
E7 type
We first assume α(M) = 2 and sl(M) = 2.
·
✼
✼✼
X
!!❈❈
❈ ·
❁
❁❁
·
❃
❃❃
❃ ·
❁
❁❁
Y
❄
❄❄
·
✼
✼✼
·
@@✂✂✂
❁
❁❁
L1
@@   
❃
❃❃
❃
·
==⑤⑤⑤⑤
!!❇
❇❇
❇ ·
CC✞✞✞
✼
✼✼
T
>>⑥⑥⑥
  ❆
❆❆
·
AA✄✄✄
❀
❀❀
·
·
==④④④ //
!!❉
❉❉
❉ · //
@@✂✂✂✂ //
❃
❃❃
❃ J // ·
@@    
//
❄
❄❄
· // ·
@@✂✂✂
//
❃
❃ ·
// ·
??⑧⑧⑧⑧
//
  ❆
❆❆
❆ R // ·
CC✞✞✞
✽
✽✽
·
@@✁✁✁
❃
❃❃
·
??⑧⑧⑧⑧
❄
❄❄
·
==④④④④
!!❈
❈❈
·
BB✝✝✝
✽
✽✽
K
>>⑤⑤⑤
  ❇
❇❇
·
@@✂✂✂
❁
❁❁
·
✽
✽✽
·
BB✝✝✝
✼
✼✼
·
==③③③③
!!❈
❈❈
❈ ·
@@   
❁
❁❁
M
??⑧⑧⑧
❃
❃❃
·
@@   
❁
❁❁
·
>>⑥⑥⑥⑥
❄
❄❄
❄ ·
BB✝✝✝
✼
✼✼
·
❄
❄❄
L
AA✄✄
·
@@✂✂✂
·
@@    
N
==⑤⑤⑤
·
CC✞✞✞
·
>>⑥⑥⑥⑥
·
AA✄✄✄
·
CC✞✞✞
R1
Since M is sincere, X,Y,N, τ−1N 6= 0. If N is non-simple, 0 → N → M → τ−1N → 0 is
our desired short exact sequence. Otherwise, as N is simple, it is obvious τ−1M,K 6= 0. Note
we have short exact sequences starting from a simple module N : 0 → N → T → R → 0,
0 → N → τR → τ−1Y → 0, 0 → N → Y → R1 → 0, so get R 6= 0, τ
−1Y 6= 0 and R1 6= 0
in turn. As before N cannot be a projective module, so L 6= 0 since M is sincere. Recall that
the number of modules in any τ -orbit is 9, thus L is projective and R1 is injective. From the
triangle τX → N → τR1, we can infer that τX = 0, hence X is projective. If X is simple, L1
must be projective. Then the quiver Q has only two possible orientations. For one of them, N
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is not simple which contradicts our assumption. The other one is
·

· ·oo // · // · // · // ·
and 0 → τJ → M → τR1 → 0 is our desired short exact sequence. If X is not simple,
we claim that 0 → X → M → Y → 0 is a short exact sequence (∗∗) satisfying MHL. It is
easy to check τY and J are both non-simple modules because of the short exact sequences
0→ τN → τY → τR1 → 0 and 0→ τ
−1L→ J → τY → 0. Then our claim follows.
The case that α(M) = 2 and sl(M) = 1 is similar to the case above, so we just outline the
proof. Notice that M has a wing of length t (t = 2 or 3). If one of the first t− 1 modules at the
bottom of the wing is non-simple, we are done. Otherwise, the simple modules at the bottom
would help us to decide all possible orientations of the quiver. Then it is routine to get the
desired short exact sequence.
Now we consider the cases α(M) = 1. First assume sl(M) = 1.
·
✾
✾✾
·
✻
✻✻
L1
❂
❂❂
·
❁
❁❁
X2
""❊❊
·
  ❆
❆❆
❆ ·
✻
✻✻
R1
  ❆
❆❆
·
✻
✻✻
·
✻
✻✻
·
✻
✻✻
·
❂
❂❂
·
·
BB✆✆✆
✿
✿✿
·
@@✁✁✁
❃
❃❃
·
CC✟✟✟
✼
✼✼
·
==④④④
""❉
❉❉
❉ X1
==④④④
!!❉❉
·
@@✂✂✂
❃
❃❃
·
@@✁✁✁
❄
❄❄
·
BB☎☎☎
❀
❀❀
·
CC✟✟✟
✼
✼✼
·
CC✟✟✟
✼
✼✼
·
CC✟✟✟
✼
✼✼
·
@@✁✁✁
·
CC✞✞✞
//
✼
✼✼
· // ·
@@   
//
❃
❃❃
· // ·
@@✁✁✁
//
❂
❂❂
· // ·
<<①①① //
""❋
❋❋
· // N
==④④④
//
!!❈
❈❈
M // ·
CC✞✞✞
//
✼
✼✼
· // ·
==⑤⑤⑤⑤ //
!!❇
❇❇
❇ · // ·
CC✞✞✞
//
✼
✼✼
· // ·
CC✞✞✞
//
✼
✼✼
· // ·
✼
✼✼
//
CC✞✞✞
· // ·
??⑧⑧⑧
·
@@   
❂
❂❂
·
CC✞✞✞
✻
✻✻
·
<<③③③③
!!❈
❈❈
Y1
==③③
!!❈
❈❈
·
@@   
❂
❂❂
·
??⑧⑧⑧
❂
❂❂
·
AA✄✄✄
✿
✿✿
·
CC✞✞✞
✻
✻✻
·
CC✞✞✞
✻
✻✻
·
✻
✻✻
CC✞✞✞
·
CC✟✟✟
✻
✻✻
·
@@✁✁✁
❂
❂❂
·
AA✂✂✂
❁
❁ Y2
<<②②
""❊
❊❊
·
>>⑥⑥⑥⑥
  ❆
❆❆
❆ ·
CC✟✟✟
✻
✻✻
·
>>⑥⑥⑥⑥
  ❆
❆❆
·
CC✟✟✟
✻
✻✻
·
CC✟✟✟
✻
✻✻
·
CC✟✟✟
✻
✻✻
·
❂
❂❂
L
BB✆✆
·
@@✁✁✁
·
CC✟✟✟
Y3
==④④
·
==④④④④
·
@@✂✂✂
·
@@✁✁✁
R
BB☎☎
·
CC✟✟✟
·
CC✟✟✟
·
CC✟✟✟
R2
M is sincere, so X2, R1, Y3, R 6= 0. If the composition Y2 → Y1 → N →M is an epimorphism,
Y2 is sincere and 0 → L → Y2 → M → 0 is a short exact sequence. Hence L 6= 0. Note R is
injective because Hom(M, τ−1R) = 0 and τ−2R = L[1]. From the triangle Y3 → τR1 → τ
−1R,
we get Y3 is non-simple. Notice that M is non-projective and non-injective so τ
2M, τ−2M 6= 0.
Then from the triangle τR1 → τ
−2M → τ−2R, we know τR1 is also non-simple. Thus 0 →
Y3 →M → R1 → 0 is a short exact sequence (∗∗) satisfying MHL.
If Y2 → M is a monomorphism, 0 → Y2 → M → τ
−2R → 0 is a short exact sequence,
so τ−2R 6= 0. Assume the composition X1 → N → M is an epimorphism, thus τY3 6= 0.
Then τ2Y3 6= 0, so must be projective. And τ
−2R is injective. If R1 is also injective, then the
quiver has only two possible orientations and it is easy to get the desired short exact sequence.
Otherwise, τ−2R1 6= 0. Hence 0 → X2 → M → R → 0 is the desired one. This follows from
the fact that τ2L1 → τY3 → τR is a triangle and 0 → τ
2Y3 → X2 → τR → 0 is a short exact
sequence.
Now assume Y2 →M and X1 →M are both monomorphisms. Since 0→ X1 →M → R2 → 0
is a short exact sequence, R2 6= 0. So R2 is injective and Y3 is projective. Then τ
−2R1 6= 0.
If Y1 → M is an epimorphism, τX2 6= 0. Thus L1 6= 0. If τL1 6= 0, τL1 is projective. Then
the quiver has only two possible orientations, which can be easily verified. Consider the case
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τL1 = 0, then L1 is projective. If Y3 is not simple, then 0→ Y3 → M → R1 → 0 is the desired
short exact sequence. If Y3 is simple, then Y2 is also projective. Notice that τ
2M 6= 0 and
τN 6= 0, thus the quiver also has only two possible orientations. In the end, we assume that
Y1 →M is also a monomorphism, then τ
−5R1 6= 0. Hence X2 is projective. If Y3 is not simple,
0 → Y3 → M → R1 → 0 is the desired one. If X2 is not simple, 0 → X2 → M → R → 0 is
the desired one. If both of Y3 and X2 are simple modules, then Y2 and X1 are both projective.
Then the quiver also has only two possible orientations. It is easy to verify by direct calculation.
If sl(M) = 2, we consider the following section of the AR-quiver:
·
✽
✽ ·
✽
✽ L
  ❇
❇ ·
!!❉
❉❉
❉ ·
✽
✽ M
❄
❄❄
·
✽
✽ ·
❁
❁❁
R
❁
❁❁
·
✽
✽ ·
·
CC✝✝
✽
✽ ·
AA✄✄
❀
❀❀
T
==③③③
!!❉
❉❉
·
??   
❃
❃❃
·
??⑧⑧⑧
❄
❄❄
·
CC✝✝
✽
✽ ·
CC✝✝
✽
✽ ·
>>⑦⑦⑦
  ❅
❅❅
·
CC✝✝
✽
✽ ·
CC✝✝
·
CC✝✝
//
✼
✼✼
· // ·
>>⑤⑤⑤ //
  ❅
❅❅
❅ · // ·
==③③③③ //
!!❈
❈❈
X // ·
CC✝✝
//
✼
✼✼
· // ·
??⑧⑧⑧
//
❃
❃❃
· // ·
CC✝✝
//
✼
✼✼
· // ·
@@✂✂✂
//
❀
❀❀
· // ·
@@✂✂✂
//
❀
❀❀
· // ·
✼
✼✼
CC✝✝
·
CC✞✞✞
✻
✻✻
·
AA☎☎☎
✾
✾✾
·
==④④④④
  ❇
❇❇
Y1
@@✁✁
❁
❁❁
·
@@   
❂
❂❂
·
CC✞✞✞
✻
✻✻
·
CC✞✞✞
✻
✻✻
·
??⑧⑧⑧
❃
❃❃
·
CC✞✞✞
✻
✻✻
·
✻
✻✻
·
CC✟✟✟
✻
✻✻
·
CC✟✟✟
✻
✻✻
·
??⑧⑧⑧⑧
❄
❄❄
Y2
>>⑤
  ❇
❇❇
·
CC✟✟✟
✻
✻✻
·
@@✂✂✂
❂
❂❂
·
CC✟✟✟
✻
✻✻
·
BB☎☎☎
✿
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SinceM is sincere, non-projective and non-injective, we have Y3, Z,X,L,R 6= 0. Assume that
Y2 →M is an epimorphism, then τL 6= 0 because of 0→ τL→ Y2 →M → 0. Note τ
−1R cannot
be injective because M is sincere. So R is injective and τ2L is projective. If Y3 is projective,
the quiver has only two possible orientations. Then 0→ Y3 →M → Z → 0 is the desired short
exact sequence. This follows from the fact 0 → τ2L→ Y3 → τZ → 0 is a short exact sequence
and τZ → τ−5X → τ−2R is a triangle. If Y3 is not projective, then τ
3Y3 6= 0 because Y2 is
sincere. Thus τ3Y3 is projective and Z is injective. Note X → M is an epimorphism, so X is
sincere and non-projective, which means τ2X 6= 0. When τ−5X 6= 0, 0 → Y3 → M → Z → 0
is the desired one. When τ−5X = 0, τ−4X = 0. Notice τ−2X 6= 0, τ−3X must be injective.
Hence the quiver has three possible orientations.
Now assume Y2 → M is a monomorphism. Obviously L is projective and τ
−2R is injective.
If X → M is an epimorphism, τY3 6= 0. Thus τ
3Y3 6= 0 since M and X are both sincere. Since
τ3Y3 is projective, the quiver has only two possible orientations. If X →M is a monomorphism,
τ−3Z 6= 0. Then Y3 is projective and τ
−3Z is injective. If Y3 is non-simple, 0 → Y3 → M →
Z → 0 is the desired short exact sequence. One only needs to notice that τ2L → Y3 → τZ is
a triangle. If L is non-simple, 0 → L → M → R → 0 is the desired one. By calculating the
hammock of Hom(L,−), one only needs to check that τR,X, τ−2X and τ−2Y3 are all non-simple.
This is easy for 0→ τ−2Y3 → τR→ τ
−2Z → 0 and 0→ L→ τ−2Y3 → τ
−1Z → 0 are both short
exact sequences. If Y3 and L are both simple modules, then Y2 and T are both projective. When
Y1 → M is an epimorphism, τX 6= 0, τY1 6= 0 and the quiver has three possible orientations.
When Y1 →M is a monomorphism, X is projective and the quiver has two possible orientations.
The existence of the desired short exact sequence can be shown by calculation.
If sl(M) = 3, then dimM = (1, 1, · · · , 1). Thus the short exact sequence (∗∗) satisfying MHL
can be easily found.
E8 type
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The proof is omitted for it is similar to the case of type E7.
We finish the proof of Theorem 5.3. 
Proposition 5.6. Let (n˜+)2 = [n˜+, n˜+] be the derived algebra of the Lie algebra n˜+. Then for
any indecomposable non-projective kQ-module M , CM ∈ (n˜
+)2.
Proof. Let M be an indecomposable non-projective kQ-module. If M is sincere, then accord-
ing to Theorem 5.3, there exist two indecomposable modules M1 and M2 such that 0→M1 →
M →M2 → 0 is a short exact sequence (∗∗) satisfying MHL. So we have CM = [CM2 , CM1 ] with
dimM1, dimM2 < dimM .
Assume M is not sincere as a kQ-module. It must be a sincere indecomposable kQ′-module
with Q′ a full subquiver of Q. If M is still non-projective as a kQ′-module, we can find two
indecomposable kQ′-modules M ′1 and M
′
2 such that 0 → M
′
1 → M → M
′
2 → 0 is a short
exact sequence satisfying HomkQ′(M
′
1,M
′
2) = 0 and 0 → HomkQ′(M
′
2, Si) → HomkQ′(M,Si) →
HomkQ′(M
′
1, Si)→ 0 is exact for each i ∈ Q
′
0. Note that M
′
1 and M
′
2 are also indecomposable as
kQ-modules. And for each j ∈ Q0 −Q
′
0, we have HomkQ(M
′
t , Sj) = 0, t = 1, 2. Hence we have
HomkQ(M
′
1,M
′
2) = 0 and
0→ HomkQ(M
′
2, Si)→ HomkQ(M,Si)→ HomkQ(M
′
1, Si)→ 0
is exact for each i ∈ Q0. So CM = [CM ′
2
, CM ′
1
] with dimM ′1, dimM
′
2 < dimM .
SupposeM is projective as a kQ′-module, sayM is the indecomposable projective kQ′-module
P ′i corresponding to i ∈ Q
′
0. If P
′
i is also projective as a kQ-module, which means P
′
i = Pi, we
have nothing to prove. Otherwise, there exists an epimorphism fi : Pi ։ P
′
i . Then Ker fi must
be a projective kQ-module. As the generators of the module Pi, the paths starting from i have at
most three directions because Q is of Dynkin type. This means the number of direct summands
of Ker fi is at most three. We can write Ker fi = ⊕
m
i=1Pti , 1 ≤ m ≤ 3, with ti ∈ Q0. If m = 1,
notice that topP ′i = topPi, thus we have CM = CP ′i = [CPt1 , CPi ]. If m = 3, we construct the
pushout of ⊕3i=1Pti →֒ Pi and the natural projection ⊕
3
i=1Pti ։ Pt1 as follows:
0

0

⊕3i=2Pti

⊕3i=2Pti

0 // ⊕3i=1Pti

// Pi //

P ′i
// 0
0 // Pt1
//

Q1 //

P ′i
// 0
0 0
Obviously, Q1 shares the same top Si with P
′
i , so it is an indecomposable kQ-module. According
to our previous discussion in method (II), CP ′i = [CPt1 , CQ1 ]. Note Q1 has a minimal projective
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resolution as 0 → ⊕3i=2Pti → Pi → Q1 → 0. So we reduce to the case of m = 2. Then we
proceed once again and finally get
CM = [CPt1 , [CPt2 , [CPt3 , CPi ]]].

Now we finish the proof of Claim 4.4. Let CM ∈ n˜
+ withM an indecomposable non-projective
kQ-module. If M is a sincere non-projective kQ′-module with Q′ a full subquiver of Q, we
always have CM = [CM2 , CM1 ] with dimM1, dimM2 < dimM , thus proceed by induction on
the dimension vector. Once we reach a sincere projective kQ′-module, the proof of Proposition
5.6 helps us to conclude that CM is generated by CPi , 1 ≤ i ≤ n.
Remark 5.7. For each non-projective simple module Si, the element CSi can be generated by
CPi , i ∈ Q0, based on the minimal projective resolution of Si. This is a special case of our proof
above.
Remark 5.8. If Q is bipartite, CPi can be seen as Chevalley generators of n˜
+ ∼= n+. In the view
of root space decomposition, for each CM with M an indecomposable kQ-module, the minimal
projective resolution of M
0→ ⊕mi=1Pti → ⊕
n
j=1Prj →M → 0 (5.1)
determines its corresponding root Σmi=1αti +Σ
n
j=1αrj .
Consider the root space decomposition n+ = ⊕α∈Φ+nα. Let CM ∈ nβ, and CN ∈ nγ . The
following are equivalent: (1) [nβ, nγ ] 6= 0; (2) dimnβ+γ = 1; (3) There exists an indecomposable
kQ-module L such that the minimal projective resolution of L can be achieved by combing the
minimal projective resolutions of M and N .
Remark 5.9. If Q is not bipartite, the minimal projective resolution of any indecomposable
kQ-module also gives the associated Lie algebra n˜+ a “root” space decomposition. For any
CM in n˜
+, by abuse of language, let Σmi=1αti + Σ
n
j=1αrj be its “root” as in (5.1) and m + n be
its height. Obviously, n˜+ is also graded by heights. Recall Example 2.3 again, we can write
CS2 ∈ n˜
+
α2+α3 , CI2 ∈ n˜
+
α1+α3 , CS1 ∈ n˜
+
α1+α2 . This will be investigated in the next two sections.
6. A new model for free 2-step nilpotent Lie algebras
6.1. Nilpotent Lie algebras. Let N be a nilpotent Lie algebra and N2 = [N,N] be its derived
algebra. Similarly, one can define Nt+1 = [Nt,N], which constitute the descending central series
of N. Clearly, Nm = 0 for some m. If Nl 6= 0 and Nl+1 = 0, l is called the nilpotency of N. For
convenience, we also write CtN = Nt.
Now recall Section 4. If Q is a Dykin quiver, one can associate Lie algebras n˜+ and nˆ to
1-cyclic perfect complexes over kQ. nˆ is abelian, thus nilpotent.
Proposition 6.1. n˜+ is a nilpotent Lie algebra.
Proof. Note that Ctn˜+ 6= 0 means the existence of an indecomposable object with height at
least t. Thus the result follows from that n˜+ is finite dimensional. 
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Thus the Lie algebras n˜+(Q) provide a large class of nontrivial nilpotent Lie algebras. If Q
is bipartite, they are exactly the nilpotent Lie algebras which serve as the nilpotent parts of
semisimple Lie algebras. Otherwise, they contribute more kinds of nilpotent Lie algebras which
will be treated below.
The following lemma is well known for nilpotent Lie algebras:
Lemma 6.2. ([39]) If N is a nilpotent Lie algebra, the following two assertions are equivalent:
(1) (x1, · · · , xn) is a minimal system of generators;
(2) (x1 +N
2, · · · , xn +N
2) is a basis for the vector space N/N2.
Now Claim 4.4 can be improved as follows, with a slightly different proof.
Proposition 6.3. {CPi | 1 ≤ i ≤ n} is a minimal system of generators for the Lie algebra n˜
+.
Proof. According to Proposition 5.6, CM ∈ (n˜
+)2 for any indecomposable non-projective M .
So we are done by Lemma 6.2. 
6.2. 2-step nilpotent Lie algebras. A Lie algebra N is called 2-step nilpotent (or metabelian)
ifN3 = 0 whileN2 6= 0. Denote the center ofN by Z(N). ObviouslyN2 ⊂ Z(N). The study of 2-
step nilpotent Lie algebras can be traced back to [41] in the 1960s, and gained its importance both
in the domain of algebra and the domain of Riemannian geometry (cf. [4, 8, 9, 10, 13, 14, 36] and
references therein). Although it is still very difficult to classify all 2-step nilpotent Lie algebras,
there have been many interesting results and problems relating them.
Let K be an arbitrary field and consider Lie algebras over K. If N has a minimal system of
n generators, we will say N has n-generators. Note that N can be generated by n generators,
but by no fewer than n.
Fixing n, we propose to study the 2-step nilpotent Lie algebras with n-generators. Let F be the
free Lie algebra over K on n-generators y1, · · · , yn. Thus F is infinite-dimensional. Let Ft be the
subspace of F generated by all elements of the type [yi1 , · · · , yit ] (short for [[· · · [yi1 , yi2 ] · · · ], yit ])
where ij ∈ {1, 2, · · · , n}. Then F is graded with Ft as the homogeneous component of degree t.
Set Ft = ⊕j≥tFj. Let N(n) = F/F
3 and xi denote the image of yi under the canonical surjection
F ։ N(n). Obviously, the xi, 1 ≤ i ≤ n generate N(n) and N(n) inherits a grading from F:
N(n) = ⊕2j=1N(n)j, where N(n)1 is the subspace spanned by xi, 1 ≤ i ≤ n and N(n)2 is the
subspace spanned by [xii , xi2 ], 1 ≤ i1, i2 ≤ n. The resulting Lie algebra N(n) is called free 2-step
nilpotent Lie algebra, which has the universal property as follows:
Proposition 6.4. ([13]) For any 2-step nilpotent Lie algebra N, and any n-generators z1, · · · , zn
of N, the correspondence xi → zi extends uniquely to a homomorphism N(n) ։ N. In other
words, every 2-step nilpotent Lie algebra with n-generators is a quotient of N(n).
If the characteristic of K is zero, we have dimN(n) = n(n+1)2 (cf. [13]).
Let I(n) be the set of all ideals I of N(n) such that N(n)/I is 2-step nilpotent with n-
generators. If I, J ∈ I(n), we say they are equivalent if N(n)/I ∼= N(n)/J as Lie algebras.
Proposition 6.5. ([13]) Suppose I, J ∈ I(n). Then I is equivalent to J if and only if there is
a θ ∈ AutN(n) satisfying θ(I) = J .
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There are two well known models for free 2-step nilpotent Lie algebras and we will give a
review of them, with emphasis on the duality theory and their connections with nilpotent Lie
groups, respectively.
Model I Let K be an arbitrary field and V the K-vector space spanned by the basis xi,
1 ≤ i ≤ n. Then we can make the vector space V ⊕∧2V into a Lie algebra by linearly extending
the rule:
[xi, xj ] = xi ∧ xj,
[xi, xj ∧ xk] = [xi ∧ xj, xk] = 0,
[xi ∧ xj , xk ∧ xl] = 0.
It is easy to show that the unique homomorphism from N(n) to V ⊕ ∧2V taking xi to xi is an
isomorphism. Thus we make the identification N(n) = V ⊕∧2V .
For any vector space W , there is a natural representation ∧p of GL(W ) on ∧pW given on
decomposable p-vectors by
∧p(θ)(w1 ∧ · · · ∧ wp) = θ(w1) ∧ · · · ∧ θ(wp).
Proposition 6.6. ([13]) Each 2-step nilpotent Lie algebra with n-generators is of the type
N(n)/I where I ranges over the proper subspaces (ideals) of ∧2V . If I and J are proper
subspaces of ∧2V , then N(n)/I ∼= N(n)/J if and only if there is a θ ∈ GL(V ) such that
∧2(θ)(I) = J .
Scheunemann [41] established a duality theory for 2-step nilpotent Lie algebras using the
cohomology ring of Lie algebras, which cuts the classification of 2-step nilpotent Lie algebras by
half. Later Gauger [13] reconstructed the duality theory via the natural duality between ∧2V
and ∧2V ∗ (here V ∗ is the dual vector space of V ), then showed in [14] that the two duality
theories are identical when K is algebraically closed and of characteristic zero. For each 2-step
nilpotent Lie algebra N, let N∗ be the dual of N as in [41].
Proposition 6.7. ([41]) In the set of 2-step nilpotent Lie algebras (here including abelian Lie
algebras), there is a correspondence N→ N∗ with the following properties:
(1) If dimN = n + r and dimN2 = r, then dimN∗ = n + 12n(n − 1) − r and dimN
∗2 =
1
2n(n− 1)− r.
(2) (N∗)∗ is isomorphic to N.
(3) N1 and N2 are isomorphic if and only if N1
∗ and N2
∗ are isomorphic.
Recall that there is a canonical non-degenerate pairing between ∧2V and ∧2V ∗:
(v ∧ w, λ ∧ µ) = λ(v)µ(w) − λ(w)µ(v),
where v ∧ w ∈ ∧2V and λ ∧ µ ∈ ∧2V ∗ are decomposable 2-vectors.
Thus the duality can be easily exhibited by mapping (V ⊕∧2V )/T to (V ∗⊕∧2V ∗)/T⊥, where
the subspace T⊥ of V ∗ is the orthogonal complement of the subspace T of V with respect to
the pairing.
Model II Set K = R. Following [8], we say a 2-step nilpotent Lie algebra N is of type (m,n)
if the commutator ideal N2 has dimension m and codimension n.
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Let so(n,R) denote the Lie algebra of n× n skew symmetric matrices with real entries. Let
〈, 〉 denote the positive definite inner product on so(n,R) given by 〈Z,Z ′〉 = −trace(ZZ ′), which
will be called the canonical inner product on so(n,R).
Let W be an m-dimensional subspace of so(n,R). Then the vector space N = Rn⊕W can be
equipped with the inner product 〈, 〉∗ such that 〈Rn,W 〉∗ = 0, 〈, 〉∗ = 〈, 〉 on W and 〈, 〉∗ is the
standard inner product on Rn for which the natural basis {e1, · · · , en} is orthonormal. There is
a unique Lie bracket [, ] on N such that W lies in the center of N and 〈[X,Y ], Z〉∗ = 〈Z(X), Y 〉∗
for X,Y ∈ Rn and Z ∈ W . Thus N is a 2-step nilpotent Lie algebra such that N2 = W . Let
N be the unique simply connected Lie group with Lie algebra N. Then the inner product 〈, 〉∗
on N determines uniquely a left invariant Riemannian metric on N . So N = Rn ⊕W is called
a standard metric 2-step nilpotent Lie algebra of type (m,n).
Now let N be a 2-step nilpotent Lie algebra of type (m,n). One can choose {Z1, · · · , Zm}
to be a basis of N2, then extend it to a basis B = {X1, · · · ,Xn, Z1, · · · , Zm} of N. Hence
[Xi,Xj ] =
∑m
k=1C
k
ijZk for 1 ≤ i, j ≤ n, 1 ≤ k ≤ m and suitable matrices {C
1, · · · , Cm} in
so(n,R). Let W = span{C1, · · · , Cm} ⊂ so(n,R) and Ns = Rn⊕W denote the standard metric
2-step nilpotent Lie algebra of type (m,n). It is not difficult to show that N is isomorphic to
Ns = Rn ⊕W as a Lie algebra (cf. [9]).
Let us return to the 2-step nilpotent Lie algebra N = Rn ⊕W . If W = so(n,R), the Lie
algebra Rn ⊕ so(n,R) is just the free 2-step nilpotent Lie algebra over R with n-generators. So
we identify it with N(n). Clearly it has type (n(n−1)2 , n). It is also obvious that N(n) admits
a rational structure N(n)Q, which is exactly the free 2-step nilpotent Lie algebra over Q with
n-generators.
6.3. n˜+ of linearly oriented quiver of type An. Now we consider the Lie algebra n˜+ asso-
ciated to the quiver A→n , which is the linearly oriented quiver of type An:
1 // 2 // · // · // n.
The corresponding path matrix E = EA→n is as follows:
E = (aij) =

0 1 · · 1
−1 0 1 · 1
· −1 · · ·
· · · 0 1
−1 · · −1 0

that is aii = 0, aij = −aji = 1 for any i < j.
Theorem 6.8. Let Q be the linearly oriented quiver A→n . The associated Lie algebra n˜
+ is
isomorphic to the free 2-step nilpotent Lie algebra N(n).
Proof. Citing Theorem 4.3, we know that n˜+ is generated by CPi , 1 ≤ i ≤ n and these
generators satisfy [[CPi , CPj ], CPk ] = 0 for any i, j, k. Through comparing the dimensions, we
get the isomorphism from n˜+ to N(n) by mapping CPi to xi. 
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Now the identification between n˜+ and the Model I (or II) is straightforward. For any inde-
composable non-projective module M , consider its minimal projective resolution
0 −→ Pi −→ Pj −→M −→ 0, i > j. (6.1)
Thus CM corresponds to xi ∧xj in the Model I and (1/2)(Eji −Eij) in the Model II, where Eab
is the n× n matrix with 1 in position (a, b) and zeros elsewhere.
Recall that we can also associate an abelian Lie algebra nˆ, which is generated by the C-basis
KPi , 1 ≤ i ≤ n.
Corollary 6.9. Within the Scheunemann duality, we have (n˜+)∗ ∼= nˆ.
Let n˜+R be the Lie algebra over R generated by the same basis CM as in n˜
+. Then n˜+R is a
real form of n˜+. Clearly, thanks to the existence of Hall polynomials, n˜+R admits a rational form
n˜+Q and a Z-Lie subalgebra n˜
+
Z , both of which have the CM as bases. The notations here are
actually valid for any quiver of Dynkin type, not just A→n .
6.4. Before characterizing the root system of n˜+(A→n ), we firstly give a review of the theory of
root systems of nilpotent Lie algebras of maximal rank, following Santharoubane [39].
Let N be a nilpotent complex Lie algebra of finite dimension. Recall that a derivation of N is
a linear map δ : N→ N satisfying Leibnitz rule δ([a, b]) = [a, δ(b)] + [δ(a), b]. Let DerN be the
derivation algebra of N, consisting of all derivations of N. Denote by AutN the automorphism
group of N.
Definition 6.10. One calls T a torus on N a commutative subalgebra of DerN which consists
of semi-simple endomorphisms. A torus is called maximal if it is not contained strictly in any
other torus.
A torus T defines a representation in N: T ×N → N, (t, x) 7→ tx. Since T is a commutative
family of semi-simple endomorphisms and the ground field C is algebraically closed, all elements
of T can be diagonalized simultaneously. This means, N can be decomposed into a direct sum
of root spaces for
T : N = ⊕β∈T ∗Nβ,
where T ∗ is the dual of the vector space T and Nβ = {x ∈ N|tx = β(t)x,∀t ∈ T}.
Definition 6.11. Let T be a maximal torus on N. The set R(T ) = {β ∈ T ∗|Nβ 6= 0} is called
the root system of N associated to T . Each element x 6= 0 in Nβ is called a root vector and β is
called the root of x.
Recall Lemma 6.2. Let T be a maximal torus on N. One calls T -msg a minimal system of
generators which consists of root vectors for T . It is easy that there exists a T -msg for any torus
T .
Lemma 6.12. ([39]) Let T be a maximal torus on N, then dimT = d is an invariant of N called
the rank of N. Let (x1, · · · , xn) be a T -msg, βi the root of xi, then the rank of {β1, · · · , βn} is
equal to d.
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This lemma follows from Mostow’s theorem, which stated that for any two maximal tori T
and T ′, there exists θ ∈ AutN such that θTθ−1 = T ′. Clearly d ≤ n. We say N is of maximal
rank if its rank is n, which means dimT = dimN/N2 for any maximal torus T on N.
Proposition 6.13. ([39]) Let T be a maximal torus on N that is nilpotent of maximal rank,
R(T ) the associated root system, (x1, · · · , xn) a T -msg and (β1, · · · , βn) the corresponding roots.
(1) The set (β1, · · · , βn) is a basis of the vector space T
∗.
(2) For any β ∈ R(T ), there exists unique (d1, · · · , dn) ∈ Nn such that β = Σni=1diβi.
(3) If we let |β| = Σni=1di be the height of β = Σ
n
i=1diβi, then 1 ≤ |β| ≤ p where p is the
nilpotency of N.
In the following, we give a description of the root system of the Lie algebra n˜+ of the quiver
A→n . Let ti ∈ Der n˜
+, 1 ≤ i ≤ n, defined by:
ti(CPj ) = δijCPj .
Then T = ⊕ni=1Cti is a maximal torus on n˜
+ and the nilpotent Lie algebra n˜+ is of maximal
rank. Obviously, (CP1 , · · · , CPn) is a T -msg with roots (α1, · · · , αn). Here αi satisfying:
αi(tj) = δij
is a simple root. For indecomposable non-projective kQ-module M admitting a minimal pro-
jective resolution as in (6.1),
t(CM ) = (αi + αj)(t)CM , ∀t ∈ T.
So the associated root system is R(T ) = {α1, · · · , αn} ∪ {αi + αj |1 ≤ j < i ≤ n}. Thus Remark
5.9 is explained for A→n .
7. n˜+ of Dynkin quivers
7.1. Root systems of n˜+. Let Q be a Dynkin quiver and E = (aij) its path matrix. We have a
nilpotent Lie algebra n˜+ of the quiver Q as in Theorem 4.3. For any indecomposable kQ-module
M , we define the dimension vector of CM ∈ C
1(P) (note that without risk of confusion, CM
also denotes the corresponding element in n˜+) as:
dim CM = dim PM + dim ΩM ,
where PM and ΩM are defined in (2.1). Obviously dim CM is a positive integer combination of
dim Pi, 1 ≤ i ≤ n. For convenience, we write αM := dim CM .
Here we give an interesting lemma, in which 2 ∤ (a1, · · · , an), (a1, · · · , an) ∈ Nn, means there
exists a j such that aj is odd.
Lemma 7.1. Let Q be a Dynkin quiver, M and N be two non-isomorphic indecomposable kQ-
modules, then 2 ∤ dim M + dim N .
Proof. Assume dim M + dim N = 2d, d ∈ Nn. According to Gabriel’s Theorem, dim M and
dim N correspond to different positive roots β and γ respectively, of the root system of the
semisimple Lie algebra associated to Q. For β, there exists ω belonging to the Weyl group W
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such that ω(β) is a simple root αi. Hence we have αi+ω(γ) = 2e, e ∈ Zn. Back to the category
of kQ-modules, we get
dim Si ± dim L = 2e,
where Si is the simple module attached to the vertex i and L is an indecomposable module
different from Si. By inspecting the dimension vectors of all indecomposable modules (cf. [42]),
we know this is impossible. 
We remark that one can also prove the preceding lemma using Euler form.
Corollary 7.2. Let Q be a Dynkin quiver, M and N be two non-isomorphic indecomposable
kQ-modules, then αM 6= αN .
Proof. Note that αM = dim CM = dim PM + dim ΩM = dim M + 2dim ΩM , and αN =
dim N +2dim ΩN . If αM = αN , then 2αM = dim M +dim N +2(dim ΩM +dim ΩN ). This is
impossible. 
Recall Remark 5.9 and consider the minimal projective resolution of M as in (5.1). Denote
dim CPi = dim Pi by αi. Then αM = Σ
m
i=1αti + Σ
n
j=1αrj . It is not harmful to consider αi,
1 ≤ i ≤ n as the natural basis of Zn.
Let us try to define ti ∈ Der n˜
+, 1 ≤ i ≤ n by:
ti(CPj ) = δijCPj .
Since different CM ’s have different dimension vectors αM , ti is well defined on n˜
+. Set T =
⊕ni=1Cti, thus T is a maximal torus on n˜
+ and
Lemma 7.3. n˜+ is of maximal rank.
Let α′i ∈ T
∗ be dual to ti, then t(CPi) = (α
′
i)(t)CPi , ∀t ∈ T. We identify α
′
i with αi, then αM
can be written as a positive integer combination of α′i. Furthermore,
t(CM ) = (αM )(t)CM , ∀t ∈ T.
It is reasonable to view {αM |M ∈ Ind kQ} as the root system of n˜
+ with each root space being
of dimension one. Actually, n˜+ can be treated uniformly in the following way (cf. [39, 40]).
Since for any i 6= j in the quiver Q the corresponding CPi and CPj satisfy Serre relations, one
can associate a generalized Cartan matrix (denoted G.C.M.) CE = (cij) as follows:
(1) cii = 2 for each i;
(2) cij = −1 if |aij | = 1;
(3) cij = 0 if aij = 0.
If Q is bipartite, CE is the same as the Cartan matrix C associated to the underlying graph
Γ of Q. Otherwise, CE is of affine or wild type because it possesses a submatrix of type A˜3 due
to the existence of a path of length 2.
We will call Kac–Moody Lie algebra associated to the G.C.M. CE the Lie algebra L(CE)
generated by a set {f1, · · · , fn, h1, · · · , hn, e1, · · · , en} satisfying relations:
∀i, j = 1, · · · , n, [hi, hj ] = 0; [ei, fj] = δijhi;
[hi, ej ] = cijej , [hi, fj] = −cijfj;
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∀i, j = 1, · · · , n, i 6= j, (ad ei)
−cij+1ej = 0, (ad fi)
−cij+1fj = 0.
Let {α1, · · · , αn} be the canonical (natural) basis of Zn. For α = Σdiαi ∈ Nn\{0}, de-
note by Lα (resp. L−α) the subspace of L(CE) generated by the elements [ei1 , · · · , eit ] (resp.
[fi1 , · · · , fit ]) where ei (resp. fi) appears di times. If α = Σdiαi ∈ Z
n is such that all the di’s
are not of the same sign, let Lα = 0. Denote
L0 = H = Ch1 ⊕ · · · ⊕ Chn.
One calls the root system of L(CE) the set
∆ = {α ∈ Zn|α 6= 0, Lα 6= 0}.
The Lie algebra L(CE) is graded by
∆ ∪ {0} : L(CE) = ⊕α∈∆∪{0}Lα, [Lα, Lβ] ⊂ Lα+β, ∀α, β ∈ ∆ ∪ {0}.
The set ∆+ = {α ∈ Nn|α 6= 0, Lα 6= 0} is called the positive root system of L(CE). It is well
known that ∆ = ∆− ∪ {0} ∪ ∆+, where ∆− = −∆+. Furthermore, L(CE) has a triangular
decomposition
L(CE) = L−(CE)⊕H ⊕ L+(CE),
where L+(CE) = ⊕α∈∆+Lα is called the positive part and L−(CE) = ⊕α∈∆−Lα the negative
part.
Thus L+(CE) is a Lie algebra generated by {e1, · · · , en} satisfying only the Serre relations
(ad ei)
−cij+1ej = 0, ∀i 6= j.
If α = Σdiαi ∈ ∆+, let |α| = Σdi and call |α| the height of α. Then we have
CmL+(CE) = ⊕|α|≥mLα,
where CmL+(CE) is the m-th term of the descending central series of L+(CE).
Assume that n˜+ is of nilpotency l, which means C ln˜+ 6= 0 and C l+1n˜+ = 0.
Let m = ml(CE) = L+(CE)/C
l+1L+(CE) and µ : L+(CE) → ml(CE), x 7→ x the canonical
map. Then the Lie algebra ml(CE) is of nilpotency l and has a minimal system of generators
{e1, · · · , en}. Let t
′
i ∈ Derml(CE) such that t
′
iej = δijej , then T
′ = ⊕ni=1Ct
′
i is a maximal torus
on ml(CE) and the nilpotent Lie algebra ml(CE) is of maximal rank; furthermore {e1, · · · , en}
is a T ′-msg. Let (t∗1, · · · , t
∗
n) be the dual basis of (t
′
1, · · · , t
′
n). One can identify t
∗
i and αi, then
the root space decomposition relative to T ′ is identical to the decomposition
ml(CE) = ⊕α∈∆+,|α|≤lLα,
where the restriction of µ to Lα such that |α| ≤ l is an isomorphism from Lα to Lα. Thus the
root system of m is R(T ′) = {α ∈ ∆+; |α| ≤ l}.
We remark that m can be constructed as a homomorphism image of the free Lie algebra
generated by {e1, · · · , en} and dimLα may be greater than one if |α| ≥ 3.
Let J = Jl(CE) = {a : homogeneous ideal of m;C
lm * a, (ad ei)−cijej 6∈ a}.
Proposition 7.4. ([39]) There exists a ∈ J such that n˜+ = m/a.
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Since a is homogeneous, a = ⊕α∈∆+,|α|≤laα, where aα = a ∩ Lα. Let S = {α|0 6= aα = Lα},
then α ∈ S is called a root of m killed by a. Let π : m→ n˜+ be the canonical map by sending ei
to CPi . For any t ∈ T
′ one can define π˜(t) ∈ Der n˜+ such that π ◦ t = π˜(t) ◦ π. Then π˜(T ′) is a
maximal torus on n˜+. By π ◦ t′i = ti ◦π, we can identify π˜(T
′) and T . Thus α′i ∈ T
∗ is identified
with αi. As a conclusion,
Theorem 7.5. The nilpotent Lie algebra n˜+ is of maximal rank with T as a maximal torus.
(CP1 , · · · , CPn) is a T -msg with roots (α1, · · · , αn). The root space decomposition relative to T
is identical to the decomposition
n˜+ = ⊕α∈R(T )n˜
+
α ,
where R(T ) = {α ∈ ∆+; |α| ≤ l, α 6∈ S} = {αM |M ∈ Ind kQ} is the associated root system
and dim n˜+α = 1 for all α ∈ R(T ). Moreover, for any α ∈ R(T ) − {α1, · · · , αn}, there exists
i ∈ {1, · · · , n} such that α− αi ∈ R(T ).
Example 7.6. If Q is bipartite, then n˜+ = L+(CE), where CE = C is the Cartan matrix
associated to the underlying graph Γ of Q. The root system is just ∆+.
Example 7.7. If Q = A→n , n˜
+ = m2(CE). The root system is
{α ∈ ∆+; |α| ≤ 2} = {α1, · · · , αn} ∪ {αi + αj|j < i}.
Example 7.8. If Q is of type A, then without loss of generality, we assume Q is as follows:
1 // · // · // n1 + 1 ·oo ·oo
∑2
i=1 ni + 1
oo · // · // · //
∑t
i=1 ni + 1.
Here Q has
∑t
i=1 ni + 1 vertices and t paths of maximal length. We call a vertex of Q a knot
if it is the source or the target of exactly two arrows. Thus a knot must be a source or a sink.
Note that t is an odd number and Q has t − 1 knots. The total number of sinks and sources
is t + 1, which is also the maximal height of roots. The root system is as follows (n0 = 0 by
convention): the simple roots are αi, 1 ≤ i ≤
∑t
i=1 ni + 1; the roots of height 2 are αi + αj,∑s
r=0 nr + 1 ≤ i < j ≤
∑s+1
r=0 nr + 1, 0 ≤ s ≤ t− 1; the roots of height m (3 ≤ m ≤ t+ 1) are
αi +
m+s−3∑
p=s
α∑p
r=0 nr+1
+ αj,
where
∑s−1
r=0 nr+1 ≤ i <
∑s
r=0 nr+1 ≤
∑m+s−3
r=0 nr+1 < j ≤
∑m+s−2
r=0 nr+1, 1 ≤ s ≤ t+2−m.
Example 7.9. If Q is of type Dn and oriented as follows with n ≥ 5:
1

2 3oo 4oo ·oo ·oo n.oo
The root system is as follows: the simple roots are αi, 1 ≤ i ≤ n; the roots of height 2 are
α1 + α2, α1 + α3 and αi + αj , 2 ≤ i < j ≤ n; the roots of height 3 are α1 + αt + αm, t = 2, 3,
4 ≤ m ≤ n; the roots of height 4 are α1 + α2 + α3 + αm, 4 ≤ m ≤ n; the roots of height 5 are
α1 + α2 + α3 + αm + αt, 4 ≤ m < t ≤ n.
LIE ALGEBRAS ARISING FROM 1-CYCLIC PERFECT COMPLEXES 41
Example 7.10. If Q is of type E6 and oriented as follows:
1

2 3oo 4oo 5oo 6.oo
The root system is as follows: the simple roots are αi, 1 ≤ i ≤ 6; the roots of height 2 are
α1+αt, t = 2, 3, 4 and αi+αj , 2 ≤ i < j ≤ 6; the roots of height 3 are α1+αm+αt, m = 2, 3, 4,
t = 5, 6; the roots of height 4 are α1 + αi + αj + αt, 2 ≤ i < j ≤ 4, t = 5, 6; the roots of height
5 are α1 + αi + αj + α5 + α6, 2 ≤ i < j ≤ 4; the remaining roots are Σ
6
i=1αi of height 6 and
2α1 +Σ
6
i=2αi of height 7.
7.2. Comparing two kinds of Hall Lie algebras. Let n˜+ be the Hall Lie algebra of the
Dynkin quiver Q as above. Let Qp be the path quiver of Q defined as follows: Qp has the same
vertex set as Q, while each arrow i→ j of Qp corresponds to exactly a path from i to j in Q.
Thus Qp is an acyclic quiver. Obviously Qp = Q if and only if Q is bipartite. We define the
classical Hall Lie algebra of kQp-modules as in [30] and [25]. Let Sp1 , · · · , S
p
n be all non-isomorphic
simple kQp-modules. Let LC(Qp) be the (generic) Hall composition Lie algebra generated by
uSp
1
, · · · , uSpn , with the Lie bracket induced by the degenerate Hall multiplication. It is well
known that LC(Qp) gives a realization of the positive part of the corresponding Kac–Moody Lie
algebra. Precisely,
Theorem 7.11. (Ringel–Green, cf. [25]) Let E and Qp be respectively the path matrix and
path quiver of the Dynkin quiver Q, then we have the isomorphism of complex Lie algebras:
L+(CE) ∼= LC(Q
p), ei 7→ uSpi .
Assume that n˜+ is of nilpotency l and let m′ = LC(Qp)/C l+1LC(Qp). Of course we have an
isomorphism of Lie algebras m ∼= m′, ei 7→ uSpi , where uS
p
i
is the image of uSpi under the natural
epimorphism LC(Qp)։ LC(Qp)/C l+1LC(Qp).
Then by Proposition 7.4, we relate the Hall Lie algebras of 1-cyclic perfect complexes to
classical Hall Lie algebras as follows.
Proposition 7.12. There is an epimorphism of Lie algebras ϕ : m′ ։ n˜+, uSpi 7→ CPi such that
Kerϕ is a homogeneous ideal of m′, C lm′ * Kerϕ and (aduSpi )
−cijuSpj 6∈ Kerϕ.
Example 7.13. Let Q be the quiver
1
2 // 3 //
OO
4.
The path matrix E is

0 −1 −1 0
1 0 1 1
1 −1 0 1
0 −1 −1 0
 and the path quiver Qp is 2
    
  
  
  
❃
❃❃
❃❃
❃❃
❃

1 3oo // 4
.
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Since n˜+(Q) is of nilpotency 4, let m′ = LC(Qp)/C5LC(Qp). We have epimorphisms of Lie
algebras µ : LC(Qp) ։ m′ and ϕ : m′ ։ n˜+(Q). So there is an epimorphism from the classical
Hall Lie algebra LC(Qp) to n˜+(Q) and the element uSpi is mapped to CPi .
7.3. Defining relations of n˜+.
Definition 7.14. Let Q be a Dynkin quiver and E = (aij) its path matrix. Let N˜ be the Lie
algebra defined by generators {ei | 1 ≤ i ≤ n} and relations:
(a) If |aij | = 1, (ad ei)
2(ej) = (ad ej)
2(ei) = 0;
(b) If aijajk = 1, [ei, [ej , ek]] = [ek, [ei, ej ]] = 0;
(c) If aij = 0, [ei, ej ] = 0.
Thus we have an epimorphism ψ : N˜։ n˜+, ei 7→ CPi . By comparing dimensions, we already
know that ψ is an isomorphism when Q is bipartite or Q = A→n .
For a quiver Q of Dynkin type, we call a branch of Q a path of maximal length. Thus a
branch is a subquiver A→m of Q with m ≥ 2.
Proposition 7.15. If Q′ = A→m is a subquiver of Q, then n˜
+(Q′) is a Lie subalgebra of n˜+(Q).
Proof. For any vertex i of Q′, we have an indecomposable projective kQ′-module P ′i and an
indecomposable projective kQ-module Pi. Consider the morphism η : n˜
+(Q′)→ n˜+(Q) defined
by η(CP ′i ) = CPi .
Renumber the vertices of Q′ as 1, · · · ,m, then Q′ is as follows:
1 // 2 // · // · // m.
For any i < j, we get a short exact sequence in mod kQ′:
0 −→ P ′j −→ P
′
i −→M
′
ij −→ 0,
where M ′ij is an indecomposable kQ
′-module. Actually it is a minimal projective resolution of
M ′ij , and [CP ′j , CP ′i ] = CM ′ij in n˜
+(Q′).
Similarly, we have a short exact sequence in mod kQ:
0 −→ Pj −→ Pi −→Mij −→ 0,
where Mij is an indecomposable kQ-module. Thus [CPj , CPi ] = CMij in n˜
+(Q).
By setting η(CM ′ij ) = CMij for all 1 ≤ i < j ≤ m, we conclude that η is a monomorphism.
Note that η is a homomorphism by Theorem 4.3, and is injective by comparing bases of two Lie
algebras. 
Now consider η as a natural inclusion. If Q has t branches, namely A→r1 , · · · ,A
→
rt , rj ≥ 2, 1 ≤
j ≤ t, there are exactly t largest free 2-step nilpotent Lie algebras N(rj), 1 ≤ j ≤ t sitting inside
n˜+(Q). Here a free 2-step nilpotent Lie subalgebra is called the “largest” if it is not included in
a larger free 2-step nilpotent Lie subalgebra inside n˜+(Q).
Generally, it is not easy to determine whether ψ is an isomorphism. We firstly tackle some
easy examples.
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Since n˜+(Q) has a root space decomposition, it is also graded with heights of roots. Assume
n˜+(Q) is of nilpotency l, then
n˜+(Q) = ⊕lj=1n˜
+(Q)j ,
where n˜+(Q)j = ⊕α∈R(T ),|α|=j n˜
+(Q)α. For N˜, we say [ei1 , · · · , eit ] 6= 0 is of height t. Then N˜(Q)
is also graded with heights. Then we compare the dimensions of n˜+(Q)j and N˜(Q)j for each j.
Example 7.16. Let Q be 1 → 2 → 3 ← 4. We have dim n˜+1 = 4, dim n˜
+
2 = 4 and dim n˜
+
3 = 2.
It is easy that N˜1 = N˜2 = 4. For N˜3, due to the defining relations and Jacobi identity, there
are two linearly independent elements [[e2, e3], e4] and [[e1, e3], e4]. Note that N˜4 = 0 because of
defining relations. Obviously N˜j = 0 for j ≥ 5. So ψ is an isomorphism.
Example 7.17. Assume that Q is
1
2 // 3 //
OO
4.
Then dim n˜+1 = 4, dim n˜
+
2 = 5, dim n˜
+
3 = 2 and dim n˜
+
4 = 1. For N˜3, one can find two
linearly independent elements [[e1, e2], e4] and [[e1, e3], e4]. For N˜4, the only basis element is
[[[e1, e3], e4], e2]. N˜j = 0 for j ≥ 5. So ψ is an isomorphism.
The rest of this subsection is devoted to the proof of the following theorem.
Theorem 7.18. Let Q be a quiver of type An, then ψ : N˜→ n˜+, ei 7→ CPi is an isomorphism.
Let Q be a quiver whose underlying graph is as follows:
1 2 · · n.
Thus the vertices of Q are given a natural ordering: 1 < 2 < · · · < n. We still use the symbols
as in Definition 7.14. Let F be the free Lie algebra over C generated by ei, 1 ≤ i ≤ n. Then N˜
is the quotient algebra of F modulo a homogeneous ideal, which is determined by Q.
Recall that [ei1 , ei2 , · · · , eit ] := [[[· · · [ei1 , ei2 ], · · · ], eit−1 ], eit ], which will be called a left normed
word. Similarly, we introduce ⌊ei1 , ei2 , · · · , eit⌋ := [ei1 , [ei2 , [· · · , [eit−1 , eit ] · · · ]]], which is called
a right normed word in [7].
The following lemma is well known (cf. [7]).
Lemma 7.19. [ei1 , ei2 , · · · , eit ], 1 ≤ ij ≤ n, 1 ≤ j ≤ t, t ∈ N generate the linear space F. So
they also generate the linear space N˜.
Lemma 7.20. If 1 ≤ i1 ≤ i2 ≤ i3 ≤ n, then [ei1 , ei2 , ei3 ] = ⌊ei1 , ei2 , ei3⌋.
Proof. By Jacobi identity, we have
[ei1 , ei2 , ei3 ] = [[ei1 , ei3 ], ei2 ] + [ei1 , [ei2 , ei3 ]].
Consider the path matrix EQ = (aij) of the quiver Q. If i1 = i3, then i1 = i2 = i3 and we are
done. If i1 6= i3 and ai1i3 = 0, then [[ei1 , ei3 ], ei2 ] = 0 and we are done. If ai1i3 6= 0, there is
a path between i1 and i3. Assume there is a path from i1 to i3, then we have i1 → i2 → i3,
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i1 = i2 → i3 or i1 → i2 = i3, where→ stands for a path in the quiver Q. For all cases, it is easy
to see that both terms in the lemma are equal to zero. 
We call [ei1 , ei2 , · · · , eim ] (resp. ⌊ei1 , ei2 , · · · , eim⌋) a left normed (resp. right normed) word
of length m.
Lemma 7.21. If 1 ≤ i1 ≤ i2 ≤ · · · ≤ im ≤ n, m ≥ 3, then [ei1 , ei2 , · · · , eim ] = ⌊ei1 , ei2 , · · · , eim⌋.
Proof. We proceed by induction on the length m. For m = 3, it is just Lemma 7.20. Assume
the lemma holds for all words of length less or equal to m− 1, then
⌊ei1 , ei2 , · · · , eim−1 , eim⌋ = [ei1 , ⌊ei2 , · · · , eim−1 , eim⌋] = [ei1 , [ei2 , · · · , eim−1 , eim ]]
= [[ei1 , [ei2 , · · · , eim−1 ]], eim ] + [[ei2 , · · · , eim−1 ], [ei1 , eim ]]
= [ei1 , ei2 , · · · , eim−1 , eim ] + [[ei2 , · · · , eim−1 ], [ei1 , eim ]].
If i1 = im, then we are done. If i1 6= im and ai1im = 0, then [[ei2 , · · · , eim−1 ], [ei1 , eim ]] = 0 and
we are done. If ai1im 6= 0, there is a path between ii and im. Obviously, there is a path between
i1 and i3 (resp. im−2 and im) or i1 = i3 (resp. im−2 = im). By the proof of Lemma 7.20, we have
[ei1 , ei2 , ei3 ] = 0 and ⌊eim−2 , eim−1 , eim⌋ = 0. So both terms in the lemma are equal to zero. 
Lemma 7.22. If 1 ≤ i1 ≤ i2 ≤ · · · ≤ im ≤ n , m ≥ 3 and 1 ≤ r ≤ m− 1, then
[ei1 , ei2 , · · · , eim ] = [[ei1 , · · · , eir ], [eir+1 , · · · , eim ]].
Proof. For convenience, we write L = [ei1 , ei2 , · · · , eim ] andR = [[ei1 , · · · , eir ], [eir+1 , · · · , eim ]].
Firstly we proceed by induction on the length m of the left normed word L. For m = 3, it is
direct from the discussion above. Assume that the lemma holds for length less or equal to m−1.
Let L be of length m. Then we proceed by induction on r. If r = 1, then the lemma is correct
by Lemma 7.21. Now assume the equality holds for r − 1. Then
R = [[[ei1 , · · · , eir−1 ], eir ], [eir+1 , · · · , eim ]]
= [[ei1 , · · · , eir−1 ], [eir , eir+1 , · · · , eim ]] + [[ei1 , · · · , eir−1 , eir+1 , · · · , eim ], eir ]
= L+ [[ei1 , · · · , eir−1 , eir+1 , · · · , eim ], eir ].
If [ei1 , · · · , eir−1 , eir+1 , · · · , eim ] = 0, we have nothing to prove. If [ei1 , · · · , eir−1 , eir+1 , · · · , eim ] 6=
0, by Lemma 7.21, we have [eir−1 , eir+1 , eir+2 ] 6= 0. There are two possibilities, ir−1 → ir+1 ←
ir+2 or ir−1 ← ir+1 → ir+2, where the arrows stand for paths in Q. Immediately, we get
[eir−1 , eir , eir+1 ] = 0 and so L = 0. If ir 6= ir+1, then [eir , eir+2 ] = 0. Thus
R = [[ei1 , · · · , eir ], [eir+1 , [eir+2 , · · · , eim ]]]
= [[ei1 , · · · , eir , eir+1 ], [eir+2 , · · · , eim ]] + [eir+1 , [ei1 , · · · , eir , eir+2 , · · · , eim ]]
= 0 + 0 = 0.
If ir = ir+1, we have R = [[a, b], [b, c]], where a = [ei1 , · · · , eir−1 ], b = eir and c = [eir+2 , · · · , eim ].
Then we deduce both R = [[a, [b, c]], b] + [a, [b, [b, c]]] = [[a, [b, c]], b] = [[[a, b], c], b] and R =
[[[a, b], b], c] + [b, [[a, b], c]] = [b, [[a, b], c]] = −[[[a, b], c], b]. So R = 0. 
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Lemma 7.23. If 1 ≤ i1 ≤ i2 ≤ · · · ≤ im ≤ n, m ≥ 3, 2 ≤ r ≤ m− 1, then
[[ei1 , · · · , eir−1 , eir+1 , · · · , eim ], eir ] = 0.
Proof.
[[ei1 , · · · , eir−1 , eir+1 , · · · , eim ], eir ] = [[[ei1 , · · · , eir−1 ], [eir+1 , · · · , eim ]], eir ]
= [[ei1 , · · · , eir−1 ], [[eir+1 , · · · , eim ], eir ]] + [[[ei1 , · · · , eir−1 ], eir ], [eir+1 , · · · , eim ]]
= −[[ei1 , · · · , eir−1 ], [eir , eir+1 , · · · , eim ]] + [[ei1 , · · · , eir−1 , eir ], [eir+1 , · · · , eim ]]
= −[ei1 , · · · , eim ] + [ei1 , · · · , eim ] = 0.

We call ω = [ei1 , ei2 , · · · , eim ] a standard left normed word when it satisfies 1 ≤ i1 < i2 <
· · · < im ≤ n, and associate an Am-type quiver Qω to it as follows: the set of vertices is just
{i1, i2, · · · , im}; for each pair (ij , ij+1), 1 ≤ j ≤ m − 1, if there is a path between ij and ij+1,
we draw an arrow between them, with its direction indicating the direction of the path.
Proposition 7.24. The linear space N˜ is spanned by standard left normed words whose associ-
ated quivers are connected and bipartite.
Proof. For each left normed word θ = [ej1 , ej2 , · · · , ejr ], we can give a reordering (i1, i2, · · · , ir)
of (j1, j2, · · · , jr) such that i1 ≤ i2 ≤ · · · ≤ ir. Now we claim that, if θ 6= 0, then θ =
[ei1 , ei2 , · · · , eir ] or θ = −[ei1 , ei2 , · · · , eir ].
We prove the claim by induction on the length of θ. When r = 2, it is trivial. Assume the
claim holds for length less or equal to r. Consider θ′ = [ej1 , ej2 , · · · , ejr , ejr+1 ] = [θ, ejr+1 ]. Since
(i1, i2, · · · , ir) is a reordering of (j1, j2, · · · , jr), there are three possibilities for jr+1. Firstly,
jr+1 ≥ ir. The reordering of (j1, j2, · · · , jr, jr+1) is (i
′
1, i
′
2, · · · , i
′
r, i
′
r+1) with i
′
s = is, 1 ≤ s ≤ r
and i′r+1 = jr+1. If θ
′ 6= 0, then θ 6= 0. Thus θ = ±[ei1 , ei2 , · · · , eir ]. So it is easy that θ
′ =
[θ, ejr+1 ] = ±[ei′1 , ei′2 , · · · , ei′r+1 ]. Secondly, jr+1 ≤ i1. Then the reordering of (j1, j2, · · · , jr, jr+1)
is (i′1, i
′
2, · · · , i
′
r, i
′
r+1) with i
′
1 = jr+1 and i
′
s = is−1, 2 ≤ s ≤ r + 1. Again, if θ
′ 6= 0, then
θ′ = [θ, ejr+1] = −[ei′1 , θ] = ±[ei′1 , ei′2 , · · · , ei′r+1 ]. Lastly, i1 < jr+1 < ir. Then the reordering of
(j1, j2, · · · , jr, jr+1) is (i
′
1, i
′
2, · · · , i
′
r, i
′
r+1) with jr+1 = i
′
p satisfying 2 ≤ p ≤ r. Thus by Lemma
7.23, θ′ = [θ, ejr+1] = ±[[ei1 , ei2 , · · · , eir ], ejr+1 ] = ±[[ei′1 , · · · , ei′p−1 , ei′p+1 , · · · , ei′r+1 ], ei′p ] = 0.
Note that for each left normed word θ = [ei1 , ei2 , · · · , eir ] such that i1 ≤ i2 ≤ · · · ≤ ir, if there
exists an l such that il = il+1, then θ = 0 by Lemma 7.21. According to Lemma 7.19, the claim
above amounts to saying that the linear space N˜ is spanned by standard left normed words. For
each standard left normed word ω = [ei1 , ei2 , · · · , eim ], if ailil+1 = 0 or ail−1ilailil+1 = 1, then
ω = 0 by Definition 7.14 and Lemma 7.21. So the quiver Qω associated to any nonzero standard
left normed word ω must be connected and bipartite. 
Lemma 7.25. The number of standard left normed words whose associated quivers are connected
and bipartite is n(n+1)2 .
Proof. Without loss of generality, we assume Q is as follows:
1 // · // · // n1 + 1 ·oo ·oo
∑2
i=1 ni + 1
oo · // · // · //
∑t
i=1 ni + 1.
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Here Q has n =
∑t
i=1 ni + 1 vertices and t paths of maximal length. Let W be the set of
standard left normed words whose associated quivers are connected and bipartite. Let Wr be
the subset of W whose words are of length r. Obviously W = ∪˙
t+1
r=1Wr.
By calculation, |W1| = n, |W2| =
∑t
k=1
nk(nk+1)
2 , Wr =
∑t−r+2
k=1 nknr+k−2 for 3 ≤ r ≤ t + 1.
Therefore,
|W | = n+
t∑
k=1
nk(nk + 1)
2
+
t+1∑
r=3
t−r+2∑
k=1
nknr+k−2
= n+
t∑
k=1
nk
2
+
1
2
t∑
k=1
n2k +
t−1∑
p=1
t−p∑
k=1
nknk+p
=
3n − 1
2
+
1
2
(
t∑
k=1
nk)
2 =
n(n+ 1)
2
.

Now we finish the proof of Theorem 7.18. Since ψ : N˜→ n˜+ is an epimorphism and dim n˜+ =
n(n+1)
2 , by combing Proposition 7.24 and Lemma 7.25, we conclude that ψ is an isomorphism.
Recall Proposition 7.4, then for any An-type quiver Q, we deduce that
a = {[ei, [ej , ek]], [ek, [ei, ej ]]|aijajk = 1}.
7.4. Connection with complete Lie algebras. A Lie algebra is called complete if its center
is zero and all its derivations are inner. The corresponding Lie groups of complete Lie algebras
are complete groups, whose center is unit and all of whose automorphisms are inner. The
conception of complete Lie algebras appeared in the 1940s, shortly after the appearance of
complete groups in the 1930s. From the 1940s to 1950s, some important results were obtained
concerning complete Lie algebras and complete groups. For example, the semisimple Lie algebras
over a field of characteristic 0 are complete. Over arbitrary fields, the Lie algebras with non-
degenerate Killing form are complete. Then there were few results on complete Lie algebras
until the 1980s.
Since the late 1980s, Meng and his collaborators developed a general theory on complete Lie
algebras in a series of papers (cf. [22, 36] and references therein). Since then more and more
complete Lie algebras were known. Following [22], we construct a kind of solvable complete Lie
algebras as follows.
Let T be a maximal torus on the nilpotent Lie algebra N. Then the direct sum L = T ⊕N
is a solvable Lie algebra by setting
[t1 + y1, t2 + y2] = t1(y2)− t2(y1) + [y1, y2],
where t1, t2 ∈ T and y1, y2 ∈ N.
Proposition 7.26. ([22]) Let N be a nilpotent Lie algebra of maximal rank and T be a maximal
torus on N. Then L = T ⊕N is complete.
Recall that n˜+ is a nilpotent Lie algebra of maximal rank and is generated by CPi , 1 ≤ i ≤ n.
ti is defined as ti(CPj ) = δijCPj , 1 ≤ i ≤ n. Then T = ⊕
n
i=1Cti is a maximal torus on n˜
+. Thus
we get a complete Lie algebra L˜ = T ⊕ n˜+. T is also a maximal torus subalgebra of L˜.
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Moreover, L˜ has a root space decomposition with respect to T :
L˜ = T ⊕
⊕
α∈R(T )
L˜α,
where L˜α = {x|[t, x] = α(t)x,∀x ∈ T} = n˜
+
α and dim L˜α = 1.
We remark that, the above procedure could be seen as a generalization of obtaining the Borel
subalgebras from the nilpotent radicals of semisimple Lie algebras.
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