Abstract
The computer processing of large arrays of experimental data involves two conflicting aspects: computing time and accuracy. Rotation and projections of large images or of volume data are typical tasks in which the two aspects are to be carefully balanced. For this reason, multi-step algorithms (Catmull and Smith, 1980; Paeth, 1986) to perform rotations in a seemingly fast and accurate way have been welcomed with enthusiasm (Wolberg, 1990) , and raise continuing interest (see, for example, Unser et al., 1995) . In this report, we present our experience with methods for the rotation of images and volume data, with 1-and 3-pass algorithms.
It is worth recalling some tasks which require two-(2D) and three-dimensional (3D) functions to be accurately rotated stepwise to obtain sets of projections; typical examples are the computation of sinograms for the angular reconstitution method (van Heel, 1987) or for checking reconstruction algorithms (Bellon and Lanzavecchia, 1995) . Projections of preliminary 3D reconstructions are used to improve tomographic results (Gilbert, 1972; Harauz and Ottensmeyer, 1984) or to obtain a sampled 3D Radon transform (Radermacher, 1994) . Another field requiring rotations of volume data is multimodal imaging, a frontier in clinical diagnosis. Multimodal information is obtained by merging the results of X-ray, MR and emission tomography (Meyer et al., 1995; van 
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This communication describes different implementations of the 3-pass rotation proposed by Paeth (1986) and their use in rotating images and volume data. Accuracy and computing times of 3-pass rotation are compared with those of a simple 1-pass algorithm. On the basis of a critical analysis performed by Fraser and Showengerdt (1994) and of the results illustrated here, the enthusiasm for multi-step rotations seems to be, at least partly, unjustified. Some of the contrivances adopted in our protocols are nevertheless useful in problems requiring accurate rotation of large amounts of data.
The 3-pass method of Paeth (1986) (see also Tanaka et al., 1986) 
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The 5 operators shift one coordinate at the time; thus, the value of the function at (x',y') can be obtained with three ID interpolations, whose accuracy determines the quality of the result. The original version of 3-pass rotation may not be convenient since it cuts away two small slices in the first shift. To avoid this, the image should be confined within a circular area with r = 0-9 x ' ' max or could be padded with two lateral bands (Friedman, 1981) . Images are most often sampled in rasters 2" x 2" pixels wide, suitable for filtering and correlation analysis; lateral bands about 2"~* pixels wide are convenient.
We have implemented Paeth's method in three different ways. One version uses lateral padding and, in all three steps, interpolation in real domain. In the second version, still with lateral padding, the effect of S v is obtained by a phase delay in Fourier domain or 'Fourier interpolation' (Fraser, 1989) . A third version, suitable for images enclosed in a circle with r = 0.9 x r max , uses Fourier interpolation in all steps.
Interpolations in real domain are carried out with the 'moving window Shannon reconstruction' (MWSR) ( Lanzavecchia and Bellon, 1994 ) and using novel interpolating kernels (Lanzavecchia and Bellon, 1995) which make it possible to tailor the interpolation for the desired band-pass (in the low-pass sense). The value reconstructed in a point re [0, JV], *JJ(r), is obtained as the discrete convolution of a kernel k" n with n samples of /, encompassed by a moving window [m, m + n] centred on r.
for n odd (even), a is even (odd). Transcendental coefficients are stored in a look-up table.
In-place rotation means that a source 3D array is rotated on itself with use of a working buffer. This is possible if the rotation axis is orthogonal to the planes scanned by the faster running indices. The process is fast and its segmentation is straightforward; rotations around other axes require a transposition which is fast if all data reside in RAM. Large arrays require a segmented transpositions (van Heel, 1991; Lanzavecchia et al., 1993) . Thus, rotations about different axes can be cascaded if interleaved with appropriate transpositions.
The diagram of Figure 1 schematically shows how an array is rotated in place with the use of 1-pass and of different 3-pass methods. The times required by different algorithms are often compared by evaluating their complexity in terms of the required multiplications and additions. On general-purpose computers, this criterion is often misleading. An important point is that one should try to plan an algorithm in such a way that data are most probably hit in cache memory. In our routines, all ID interpolations in real domain are along the fastest index (along rows) whereas, if Fourier interpolation is used, ID FTs are computed in series along the columns since this is a convenient strategy to hit data in cache (Lanzavecchia et al., 1993) . This choice requires the buffer to be transposed whenever necessary.
Tests on the accuracy and speed of the different methods have been carried out on the portrait of Lena, frequently used to demonstrate image-processing algorithms. With respect to the original (256 x 256 pixels) available in public domain packages, a circular area (r = 128 pixels) has been isolated and padded with mean value in the corners. A peripheral annulus has been shaded to eliminate aliasing caused by discontinuities and the Fourier transform of the result has been filtered to suppress all coefficients out of the inscribing circle. In this way, it can be safely assumed that errors detected after rotation originate from the algorithm used. The results of the different 3-pass methods are collected in Table I , together with those obtained with a 1-pass method which uses 2D interpolation (Bellon and Lanzavecchia, 1995) . Accuracy has been estimated, in terms of maximum absolute error and rmsd, by comparing the original with the result of two successive rotations by TT/4 and -TT/4. Computing times are reported for the small workstation IBM RISC 6000 43P-100 and are just indicative, since on other computers the ratios among times might be different.
As can be seen, times are in favour of the 1-pass method if linear interpolation or kernels with moderate width (up, say, kg) are used. Therefore, problems requiring low or moderate accuracy are more conveniently solved in one pass. With algorithms preserving 100% of the circular image area and with interpolation in real domain (methods 1 and 3 in Table I ) the maximum error and rmsd for 1-pass rotations are significantly smaller than for 3-pass if the same kernel is used. This could have been anticipated from the results of Fraser and Schowengerdt (1994) who have analysed aliasing errors originating from multi-pass algorithms. Their results show that the 2-pass rotation (Catmull and Smith, 1980) causes heavy aliasing and that alias components are also introduced with Paeth's method, although to a lesser extent. Rotations with 1-and 3-pass algorithms are of comparable accuracy provided that a larger interpolation window is adopted in the latter. Thus, errors of 1-pass with kernel k\ (or k Table I ) slightly reduces the rmsd of 3-pass rotation.
From the point of view of rmsds, the last line of Table I (3F3 method) shows that if the image field is confined in a circle with radius r < 0.9 x r max , three Fourier interpolations yield the highest accuracy. We use this type of process to rotate volume data around two or three axes. For instance, to obtain projections with conical tilt geometry (see, for example, Hoppe and Hegerl, 1980) , the data need to be rotated around two axes; on the same computer used for all tests reported here, 128 conical projections of an array of 64 3 voxels are obtained in 293 s, i.e. 2.3 s per projection.
The results of the present study show that 3-pass rotation is not convenient if low or moderate accuracy is sought. This conclusion can be extended to the use of cubic convolution (Keys, 1981) and of splines encompassing small numbers of samples (Danielsson and Hammerin, 1992) . High accuracy can be obtained with 3-pass methods using either wide interpolation windows or shifts carried out in Fourier domain. From this point of view, the Paeth algorithm may become convenient in parallel processing.
