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Системы управления (часть ІІІ)
Розглянутий метод низхідного синтак-
сичного аналізу з прогнозованим вибором 
альтернатив для контекстно-залежних 
граматик. Результати досліджень можуть 
застосуються при розробці граматичних 
і автоматних моделей мовних процесорів; 
при створенні сучасних методів проекту-
вання програмного забезпечення різного при-
значення
Ключові слова: синтаксичний аналіз, кон-
текстно-вільні мови, контекстно-залежних 
мови мови, граматична модель
Рассмотрен метод нисходящего синтак-
сического анализа с прогнозируемым выбо-
ром альтернатив для контекстно-зависи-
мых грамматик. Результаты исследований 
могут применятся при разработке грам-
матических и автоматных моделей язы-
ковых процессоров; при создании современ-
ных методов проектирования программного 
обеспечения различного назначения
Ключевые слова: синтаксический анализ, 
контекстно-свободные языки, контекстно-
зависимых языки языки, грамматическая 
модель
The method of top-down syntactic analys-
is is considered with the forecast choice of alt-
ernatives for contextsensitive grammars. The 
results of researches can used at development 
of grammatical and automat models of langua-
ge processors; at creation of modern methods of 
planning of different setting software
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1. Введение
Одним из разделов технологии программирования 
является теория формальных языков, в которой осо-
бое внимание уделяется развитию контекстно-сво-
бодных (КС) и контекстно-зависимых (КЗ) языков, 
алгебрам языков, проблемам полноты этих алгебр и 
т.д. Результаты исследований в этой области приме-
няются при разработке грамматических и автоматных 
моделей языковых процессоров, а также при создании 
современных методов проектирования программного 
и лингвистического обеспечения систем автоматиза-
ции проектных работ (САПР).
Исследованию формальных языков и грамматик, 
а также формализации синтаксиса языка посвящены 
работы [1],[3],[5],[7], в которых есть описание хорошо 
известных методов синтаксического анализа разверт-
кой или построением вывода цепочки для различного 
класса грамматик.
Обычно, анализатор, основанный лишь на свертке 
или развертке, может использовать правила выво-
да, которые могут привести к тупиковым ситуациям. 
Для их преодоления, как правило, предусматривается 
возврат к некоторой метке, откуда можно выбрать но-
вый вариант анализа. Такой возврат сопровождается 
восстановлением отдельных цепочек анализируемой 
цепочки (при свертке) и стиранием некоторых групп 
символов (при развертке).
2. Постановка задачи
С точки зрения практических приложений значи-
тельный интерес представляют методы беступикового 
анализа, при котором появление хотя бы одного ту-
пика свидетельствует о том, что x L G∉ ( ) , где L G( )  - 
язык, порожденный заданной грамматикой G , а x  - 
цепочка [6].
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В данной работе предлагается метод выбора страте-
гии при выводе цепочки x , основанный на построении 
таблиц истинности и не приводящий к тупиковым си-
туациям при условии, что выводимая цепочка x L G∈ ( ) , 
причем G  в рассматриваемом случае является КЗ - грам-
матикой, или грамматикой общего вида.
Известно, что грамматика G  называется контек-
стно-зависимой (или неукорачивающейся), если каж-
дое правило имеет вид α β→ , где α β,  обозначают 
цепочки, которые могут содержать как терминалы, так 
и нетерминалы, причем должно выполняться условие 
α β≤ , удовлетворяющее требованию непустоты це-
почки [1].
Пусть дана контекстно-зависимая грамматика 
G V V P SN T= ( ), , , , где VN  и VT  - множества нетерми-
нальных и терминальных символов, P  - множество 
синтаксических правил грамматики, S - начальный 
нетерминальный символ. V S B CN = }{ , , , V a b cT = }{ , , , 
множество правил P :





























Покажем, что используя предложенный авторами 
метод нисходящего анализа с прогнозируемым выбо-
ром альтернатив, можно заранее предсказать, какую 
альтернативу нужно будет выбирать на очередном 
шаге вывода в соответствии с первым символом из 
непрочитанной части входной цепочки. Далее мы под-
робно рассмотрим этот подход.
3. Метод нисходящего спуска с прогнозируемым 
выбором альтернатив
Представим множество правил P  в виде системы 
уравнений, одновременно произведя свертку цикла в 






















Связность символов левых частей уравнений си-
стемы уравнения (2) между собой приведена в та-
блице 1.
Таблица 1
Связность символов левых частей уравнений (2)






Построенная таблица 1 является базовой, не 
изменяющейся. Теперь, для определения порядка 
исключения неизвестных в полученной системе 
уравнений, необходимо построить таблицу 2 после-
довательных связностей между символами, входя-
щими в правую часть первого уравнения в системе 
уравнений (2).
Таблица 2
Связность между символами, входящими в правую часть 
первого уравнения в системе уравнений (2)






Далее, сравнив таблицу 1 и таблицу 2 (базовую и 
полученную), увидим совпадение в двух ячейках: СВ 
и bС. Так как нас интересует в первую очередь исклю-
чение неизвестных вида Q Qi j , где Qi  - нетерминалы, 
то остановим свой выбор на применении подстановки 
CB=BC.
Получаем
S aabCBC aabBCCCB BC= }{  → }{= .  (3)
Аналогично таблице 2 строим следующую таблицу 
3 попарных связностей между символами, входящими 
в правую часть полученного уравнения (3).
Таблица 3
 Связность между символами, входящими в правую часть 
уравнения (3)






Сравниваем таблицу 3 с базовой таблицей 1 и 
определяем, что на следующем шаге необходимо при-
менить подстановку bB=bb:
S aabCBC aabBCC aabbCCCB BC bB bb= }{  → }{  → }{= =   (4)
Далее, получаем таблицу 4:
Таблица 4
Связность между символами,входящими в правую часть 
выражения (4)
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Сравнение таблицы 4 с основной таблицей показа-




CB BC bB bb
bC bc
= }{  → }{  →
}{  →
= =
= C}{   (5)
Четвертая подстановка, найденная таким же пу-
тем построения таблицы связности и сравнение ее 




CB BC bB bb
bC bc
= }{  → }{  →
}{  →
= =
= C aabbcccC cc}{  → }{= .  (6)
Грамматика, на примере которой был рассмотрен 
предложенный авторами метод беступикового вывода 
цепочки, относится к типу КЗ-грамматик, которые со-
держат одинаковые по длине цепочки левых и правых 
частей вывода.
Задача беступикового вывода цепочки усложня-
ется, если рассмотреть КЗ-грамматику с множеством 









































Аналогично вышерассмотренному случаю пред-
ставим множество правил P  в виде системы уравне-
ний, одновременно произведя свертку цикла в первом 
уравнении. Находим систему уравнений, согласно 
























Используя вышеприведенный метод, необходимо 
учесть, что сочетания вида ∅ = ∅ =S S Si i i , (где ∅  - пу-
стой нетерминал), используются для выравнивания 
длины левых частей уравнения. В результате выбран-
ной стратегии подстановок по предложенному методу 
получаем результат:
4. Выводы
Разработанный метод нисходящего анализа с про-
гнозируемым выбором альтернатив представляет ин-
терес для класса КЗ-грамматик, так как считается, что 
не существует метода для получения безвозвратного 
вывода цепочек для контекстно-зависимых грамма-
тик. Таблицы истинности удобны для формализации 
метода выбора последовательности подстановок при 
решении системы уравнений, представляющих КЗ-
грамматики общего вида. Рассмотренный в статье 
метод выбора стратегии нельзя назвать методом выбо-
ра оптимальной стратегии, поскольку доказательства 
оптимальности не приведены, но приводящий, как 
правило, к беступиковому выводу цепочки x L G∈ ( ) и 
являющийся на данный момент времени наиболее 
простым из известных методов выбора стратегии бес-
тупикового вывода.
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