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We present a temperature and doping dependent resonant inelastic X-ray scattering experiment
at the V L2,3 and O K edges in La1−xSrxVO3 for x=0 and x=0.1. This material is a canonical
example of a compound that exhibits a filling control metal-insulator transition and undergoes
orbital ordering and antiferromagnetic transitions at low temperature. Temperature dependent
measurements at the V L3 edge reveal an intra-t2g excitation that blueshifts by 40 meV from room
temperature to 30 K at a rate that differs between the para- and antiferromagnetic phases. The
lineshape can be partially explained by a purely local model using crystal field theory calculations.
At x = 0.1 the doping is shown to affect the local electronic structure primarily on the O sites,
which is in disagreement with a simple Mott-Hubbard picture. We reveal the presence of phonon
overtone features at the O K edge, which evidences that the low energy part of the spectrum is
dominated by phonon response.
I. INTRODUCTION
The AVO3 compounds (A is a rare earth or Y) exhibit
antiferromagnetism (AFM) and orbital ordering (OO) at
low temperatures.1,2 In a local picture, the V atoms have
a d2 configuration in a slightly compressed octahedral lo-
cal environment. Physical understanding of the AFM
and OO in AVO3 relies on two pictures: the ordering
transitions are associated with the Jahn-Teller effect or
due to orbital superexchange between nearly degenerate
nearest neighbor vanadium t2g electronic states.
3–16 The
splitting of the t2g states as a function of temperature
and doping is an important parameter for elucidating the
physical drivers of the phase transitions. The strength
of the orbital superexchange is dependent on the V-O-V
bond angles connecting adjacent coordination octahedra.
For bulk YVO3 (YVO) the V-O-V angles remain below
145 degrees between room temperature and 65 K, and
it was concluded that crystal field physics is the domi-
nant contribution.17–19 Bulk LaVO3 (LVO) exhibits V-
O-V angles of within a range of 156 to 158 degrees in the
same temperature range.20 Strained epitaxial LVO is a
particularly interesting case21–26 for further study as the
structure is modified by the epitaxial growth constraints
and the V-O-V angles straighten to 164-168 degrees.27
Bulk LVO is a paramagnetic (PM) insulator at room
temperature28,29. The AFM and OO transitions are
found near TN = 140 K in single crystals.
2,15,29–31 The
room temperature crystal structure of LVO is orthorhom-
bic (Pnma) and it distorts to a monoclinic structure
(P21/a) upon entering the AFM/OO state.
8,20,32 The
structure of epitaxial LVO films grown on the (001) sur-
face of SrTiO3 (STO) has been studied with diffrac-
tion methods finding that the patterns can be under-
stood and refined assuming either Pnma or P21/m space
groups.27,33,34 Temperature dependent diffraction studies
give no indication of a structural phase transition break-
ing the lattice symmetry.35,36 The AFM transition in epi-
taxial films is however seen in temperature dependent
magnetization measurements on LVO and in the related
compound PrVO3, and the occurrence of the OO tran-
sition in LVO on STO has been deduced from Raman
spectroscopy.37–39
In LVO a 1.0±0.2 eV band gap40 opens between
V t2g states, while V eg states are completely empty.
Within the Zaanen-Sawatzky-Allen classification,41 LVO
belongs to the Mott-Hubbard regime.42 Sr doping in-
duces a metal insulator transition in La1−xSrxVO3 at
x=0.17 and also reduces the AFM and OO critical tem-
peratures and ultimately suppresses the transitions at
x = 0.27.28,29,43–45 La1−xSrxVO3 (LSVO) is considered
as a paradigmatic compound exhibiting a filling-control
metal-insulator transition.42,44,46 In an ionic picture, Sr
substitution leads to hole doping, converting V3+ ions
into V4+ . Core-level photoemission experiments on
La1−xSrxVO3 have shown that the fraction of V
4+ with
respect to V3+ is indeed enhanced upon hole doping.47
Since the Sr2+ ions have smaller radii than La3+, the
structure distorts and the bandwidth also decreases.42,44
Sr doping is expected to form an empty band of acceptor
states near the Fermi level, which is progressively broad-
ened with increasing doping until it overlaps with the
filled t2g band giving rise to a metal.
48
The electronic low-energy excitation spectrum
2of LVO has been characterized with optical
spectroscopies,28,45,49–51 in which the crystal field
transitions are weak due to being forbidden by the
dipole selection rules. Resonant inelastic X-ray scat-
tering (RIXS), on the other hand, excels at revealing
crystal field transitions at the L absorption thresholds
of 3d transition metal atoms.52 Recent advances53 in
energy resolution have made detailed studies of low
energy crystal field splittings even well below 100 meV
possible.54,55 Bulk LVO56 and NdVO3
57 have been stud-
ied with RIXS at 0.4 eV resolution finding low energy
excitations. Due to the modest energy resolution the
lineshape could not be resolved. Low energy excitations
were clearly resolved in YVO employing RIXS at 6˜0 meV
resolution.18 This experiment focused on the dispersion
of the low energy excitations across the phase diagram.
In this article we present a RIXS study of the tem-
perature and doping dependencies of low-energy excita-
tions in films with La1−xSrxVO3 x=0 and x=0.1 (We use
LSVO to denote the x=0.1 compound from hereon). We
analyze the doping effect by comparing the V L and O
K edge absorption and RIXS spectra recorded at moder-
ate energy resolution. We find that the doping does not
cause clear signatures of the introduction of V4+ ions,
but rather affects the local electronic structure on the O
site. Furthermore, using measurements with a state-of-
the-art energy resolution, we show further that the intra-
t2g excitations in LVO blueshift by 40 meV when cooling
from room temperature to 30 K, and that the rate of the
blueshift changes between the PM and AFM phases.
II. EXPERIMENTAL METHODS
We studied high quality 80 nm thick films of LVO
and LSVO. The films were grown on STO substrates by
pulsed laser deposition, a technique that yields high qual-
ity epitaxial layers as shown by structural, transport and
optical studies.27,33,37 We show the refined atomc struc-
ture of P21/m/m LVO on STO alongside with the scat-
tering geometry in Fig. 1. The substrate plane normal is
along the [101] direction of the LVO crystal structure and
the film has a domain structure characterized by fourfold
rotations about the plane normal.33 In terms of the V-O
bonds, this means that long and short V-O bonds al-
ternate along the surface of the sample. We performed
the XAS measurements using circular left (CL) polar-
ized light. The XAS and the RIXS spectra discussed
later are considered averages over the appropriate inci-
dent and outgoing polarization states.
RIXS experiments were performed both at V L2,3 and
O K edges. Several sets of measurements on different
samples having the same doping were performed at the
SEXTANTS beamline58 of the Synchrotron Soleil using
the AERHA spectrometer.59 These measurements, per-
formed with an overall energy resolution ranging from
100 meV to 180 meV (FWHM), were used to check the re-
producibility of the experimental results, and to discover
FIG. 1. The crystal structure of strained LVO drawn from
a refined P21/m structure27 together with the experimental
scattering geometry. Incident light defined by the photon
energy h¯ω1, wave vector ~k1 and polarization vector ~ǫ1 is scat-
tered to a state defined by h¯ω2, ~k2 and ~ǫ2, transferring energy
h¯ω = h¯ω1 − h¯ω2 and momentum h¯~q = h¯k1 − h¯k2. k1 makes
an angle of 20 degrees with the sample surface plane and the
scattering angle is 85 degrees.
the temperature effect on the low energy losses measured
at the V L3 edge. Once the reproducibility and the ro-
bustness of the results were proven, high resolution mea-
surements were carried out at the ID32 beamline of the
European Synchrotron Radiation Facility using the ER-
IXS spectrometer.53 The overall experimental resolution
of approximately 40 meV allowed us to track precisely
the temperature behavior of the energy loss peaks of in-
terest. The X-ray absorption (XAS) spectra presented
in this article were recorded during the experiments at
SOLEIL using total fluorescence yield (TFY) detection.
III. RESULTS AND DISCUSSION
A. Hole doping of La1−xSrxVO3: Comparing V L
and O K edge XAS and RIXS
In this section we discuss the evolution of the electronic
structure upon doping by considering the XAS and RIXS
measurements for LVO and LSVO. XAS at the V L2,3 and
O K edges are shown in Fig. 2 (a) and (b) respectively. In
(c) we present RIXS data acquired at the V L3 edge using
an excitation energy of 512.4 eV. Finally, in (d) we show
RIXS spectra obtained at the O K edge and compare to
spectra measured at the V L3 pre-edge [feature A of Fig.
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FIG. 2. a) Comparison of XAS-TFY spectra for x = 0, x = 0.1 measured at room temperature (RT) using CL polarized
light and a crystal field model (CF) for the V L edges. Both experimental spectra were recorded at room temperature and
constant backgrounds were subtracted followed by normalization to the maxima of the V L3 edges (feature C). b) The O K edge
XAS-TFY spectra for x = 0 and x = 0.1. The spectra were normalized to the maxima of feature D’. c) Low temperature RIXS
spectra recorded at feature B of Fig. 2 (a). The spectra were processed by subtracting constant backgrounds and normalizing to
the maximum of the feature b of the x=0 spectrum. The CF model calculation is scaled for presentability. d) Low temperature
O K edge RIXS spectra excited at feature A’ of panel (b). In the inset the elastic line region is compared to a low resolution
measurement excited at A of panel (a) and a high resolution measurement recorded at h¯ω1=527.8 eV using linear vertical (LV)
polarization. The vertical lines mark maxima found at 105 meV and 210 meV.
2 (a)]. The O K edge RIXS measurements presented
here were performed at excitation energies where a 1s
core electron is excited to a state hybridized with V t2g
states [see the vertical dashed lines in panels (a) and (b)
for the incident photon energies].
Comparing the XAS measurements presented in Fig. 2
(a)-(b) we note that, while the low-energy part of the V
L3 edge (A, B, C) remains unchanged upon Sr to La sub-
stitution, the O K edge XAS encounters strong modifica-
tions at the pre-edge features (A’, B’) and remains similar
in the high-energy range (C’, D’, E’). To understand how
the introduction of holes affects the RIXS spectra and the
electronic structure of LSVO, we analyse the character of
the main features in the XAS spectra.
The V L3 XAS is characterized by a double pre-peak
structure with maxima located at 510.8 and 511.2 eV (A),
one shoulder at 512.4 eV (B) and a main peak at 514.6 eV
(C). All these features have been found in the XAS of sev-
eral vanadates including bulk LVO56, hybrid-MBE60 and
pulsed laser deposition61 grown films, bulk YVO18 and
bulk NdVO3.
57 Furthermore, the lineshape is very sim-
ilar in V2O3 as well.
62 The feature A has t2g character,
while B is of mixed t2g-eg character and C is dominated
by eg states. Features A-C were found completely re-
producible with time and within different samples, while
the high-energy feature D was found to vary in intensity
between samples and experimental sessions. Similarly, a
XAS measurement on YVO3 reports a C/D ratio that
4evolves with temperature for the same sample, but the
authors did not emphasize this behavior.18 Based on pre-
viously published XAS on VO2 (d
1) and V2O3 (d
2) and
Y1−xCaxVO3
62–64, we assign feature D to a d1 compo-
nent that is not expected in undoped LVO64. We ascribe
this feature to surface contamination and aging. Pho-
toemission experiments have indeed shown that the near
surface layers of upcapped LVO films contain V4+, and
that their concentration is enhanced over time.65 Regard-
less, our main interest lies in the low-energy excitations
revealed by RIXS when the excitation energy is tuned on
features A and B.
At the O K edge, the XAS spectra are characterized
by two pre-edge peaks A′ and B′ at 527.3 eV and 528.2
eV, followed by structures C′ at 530.3 eV, D‘ at 531.9 eV
and E′ at 533.8 eV. The absorption spectrum at the O K
edge is related to the degree of hybridization. The pre-
peaks A′ and B′ have been assigned to exchange-split V
t2g states hybridized with O 2p and the peaks C
′ and D′
to the eg states hybridized with O 2p.
66 Local density ap-
proximation (LDA) + Hubbard U calculations have also
been used to assign features A′ and B′ similarly, C′ to
O 2p hybridized with eg states, and D
′ and E′ to La 5d
states hybridized with O 2p.56 Isoelectronic Lu doping
was experimentally studied, and the experimental XAS
results show no significant changes in intensity at the O
K pre-edges even for pristine LuVO3.
56 Therefore, the
changes observed at A′ and B′ reveal the introduction of
holes in the valence band. We can conclude from the XAS
measurements that 10% Sr doping does not seem to affect
the V site electronic structure by a change in valency, but
rather indirectly via the O orbitals that are hybridized
with the t2g states of vanadium. Our results thus re-
veal a deviation from pure Mott-Hubbard like behavior
discussed for Y1−xCaxVO3
64 and LSVO? for the same
formal doping. We note that similar behavior is found
in typical charge transfer insulators such as the cuprates
and NiO67,68 insulators and in early Mott-Hubbard type
systems like Y1−xCaxVO3
64.
This interpretation is confirmed by the evolution of
the high energy crystal field excitations with doping, as
shown by our RIXS data presented in Fig. 2(c), where
the excitations are labeled a-c. The assignment of the
RIXS features measured at the V L3 edge was done us-
ing crystal field calculations (Sec. III C). Peak a at 1.2
eV is a ∆S = 1 intra-t2g transitions with the low (high)
energy edge representing final states with 1 (2) electrons
occupying the upper t2g states. Peak b at 2 eV corre-
sponds to S=1 final states with an electron transferred
across the eg-t2g crystal field gap. Feature c at 2.7 eV
consists of higher energy terms with an excitation across
the crystal field gap, and a high energy ∆S = 1 intra-
t2g transition. These assignments are in agreement with
previous crystal field theory assignments18,56,57. We also
note that a multireference quantum chemistry calcula-
tion for VOCl (V 3d2) showed the same energy level
ordering.69 If the doped holes were localised on the V
site, one would expect the appearance of 3d1 components
in the RIXS spectra. As we do not observe indications
of crystal field peaks emerging at new energy positions,
it would be reasonable to assume that the crystal field
gap is about 2 eV for the 3d1 component as well. We
then note that the ∆S = 1 peak a is absent for a d1
system. In this picture, if some of the V sites are con-
verted from 3d2 to 3d1, one expects the enhancement
of the intensity of peak b. The ratio of peak a area to
peak b area is also expected to reduce. In our data, the
ratio is in fact enhanced. This effect is related to struc-
tural disorder and/or details of the electronic structure.
Chemical bonding in 3d1 rare earth vanadates and ti-
tanates has been studied with LDA + dynamical mean
field theory (DMFT) and show that the rare earth atom
states form σ bonds with the same oxygen orbital that
forms pi bonds with the metal t2g.
70 Furthermore, the Sr
contribution to the t2g states is lesser in SrVO3 than the
La contribution in LaVO3.
71 The final states correspond-
ing to peak b have an occupied eg symmetry orbital and
hybridize stronger with the neighboring O atoms than
t2g type states. According to LDA+U calculations
56 the
unoccupied eg states overlap in energy. Therefore the
intensity reductions seen for particularly peak a and to
some extent b are explained by only the evolution of the
RIXS final states.
In Fig. 2(d) we present RIXS spectra acquired at the
O K edge at 150 meV and 40 meV energy resolution
and a comparison to the V L3 edge at an excitation en-
ergy for which the low energy crystal field excitations are
maximised with respect to elastic scattering. Low energy
excitations are observed in an overlapping energy range
at both the V and O edges when the excitation energy
is tuned over states with t2g character. While at the V
L3 edge we observe only a slight reduction of the low
energy crystal field excitations with doping [the doping
comparison for the V edge is shown in Fig.2 (d)], at the
O K edge the intensity is dramatically affected. In the
undoped compound we clearly observe a low-energy ex-
citation near the elastic line, labeled a′. This feature,
which extends up to 0.7 eV in LVO, is strongly reduced
in LSVO. The high resolution spectrum presented in the
inset (light blue curve) allows us to clearly resolve peaks
at 105 meV and 210 meV. The precise progression proves
a phonon origin as multiple magnon or orbital excitation
continua are expected to be much broader in energy. The
differing lineshape between the moderate and high resolu-
tion data is due to a different polarization configurations
and a slightly different excitation energy. In the previous
RIXS study on YVO18 a similar feature with one clear
peak and a continuum was found at the O K edge and
attributed to single and double orbital excitations. The
clear presence of a phonon progression and the strong
suppression of the intensity by light doping point towards
concluding that a′ exhibits dominant phonon contribu-
tions. The long tail towards higher energy losses would
be related to multiple phonon excitations in response to
core excitation.72 In this case, the loss of intensity would
have contributions due to broadening associated with the
5reduction of phonon lifetimes by disorder. We note that
O K edge RIXS in molecular liquids features a long ex-
tending continuum of excitations when excited at O K
pre-edge resonances.72–74 Hence a dielectric environment
does not suppress the vibrational RIXS signal with re-
spect to the gas phase.75 Moreover, several well resolved
vibration harmonics were observed by RIXS at the N K
edge in the k -(BEDT-TTF)2Cu2(CN)3 charge transfer
salt.76 Considering long-range ordered oxides with 3d or
lighter metal atoms, RIXS on the O K edge has been
studied for e.g. Li2CuO2 GeCuO3
77, Al2Si2O5(OH)4
78
and SrTiO3
79 i.e. in systems very different by their elec-
tronic structure and magnetic properties, yet continuum
features extending past 0.5 eV energy losses are found.
Furthermore, we found that the RIXS lineshape at the O
K pre-edges is practically temperature independent even
though our experiment crossed the PM/AFM-OO phase
boundary. Precise assignments could be made by high
level theoretical calculations that explicitly account for
the coupling of core exciton states to low energy excita-
tions in RIXS.
The O K edge RIXS reveals an additional feature,
which is very broad and centered at about 2 eV energy
loss. This feature, labeled b′ in Fig. 2 (d), is broad-
ened towards lower energy by doping. This feature had
been observed earlier and attributed to excitations be-
tween the lower and upper Hubbard bands. It was also
noted that the onset energy of b′ in YVO matches rather
well the onset of optical conductivity,18 which is at about
2 eV for x=0 and below 1 eV for x=0.1. Doping in-
duced disorder effects on the density of states of AVO3
compounds in the vicinity of the band gap have been
studied using a multiband Hubbard model Hamiltonian
approach80. They show defect induced unoccupied states
appearing below the upper Hubbard band, which is found
at 2 eV in their calculation. Therefore the broadening of
b
′ towards lower energies is related to disorder.
B. Temperature dependence of RIXS at the V L3
pre-edge
The high-energy crystal-field excitations a and b pre-
sented in Fig. 2(c) reflect the Hund’s exchange and the
octahedral component of the crystal splitting between
the t2g and eg manifolds, respectively
81,82. The intra-t2g
splitting leaves a signature in the lineshape of peak a,
and is in fact present as a shoulder below 200 meV even
in Fig. 2(c) near the elastic line. We found that this fea-
ture is best resolved when exciting the system at feature
A of Fig. 2 (a) [see the inset to Fig. 2(d)].
To get more insight concerning the low energy exci-
tations and to relate them to the phase diagram of the
AVO3 vanadates, we have performed a detailed RIXS
experiment spanning a temperature range from approxi-
mately 30 K to room temperature using a state-of-the-art
energy resolution of 40 meV. This set of data was ac-
quired for both x=0 and x=0.1 and is presented in Fig.
3(a)-(c). The temperature dependence of the position of
the intensity maximum of the spectra is plotted in Fig.
3(d). We chose the positions of the maxima of c as the
physical quantity to extract from the spectrum, since it
is straightforward to determine in comparison with e.g.
comparable peak areas. We label the components of the
spectra in Fig. 3(c). We denote the elastic line as a cen-
tered at 0 meV, and the asymmetric peak c which has a
maximum in the 140-160 meV range and a long tail that
reaches the baseline near 500 meV. Furthermore, there
are temperature dependent intensity variations after a
near 30-80 meV, which we label as b. The complex tem-
perature evolution we found reveals that different contri-
butions are present with possibly differing temperature
dependencies.
We will now briefly clarify the fitting model. Fig. 3(c)
hints that a peak could be needed to capture the intensity
at b. Inelastic neutron scattering and Raman scattering
studies show magnon and phonon modes are expected in
the b region.31,38,83 It is clear that another one is needed
to capture feature c. Hence we use resolution limited
Pearson VII functions to capture a and b and a skewed
Gaussian function to represent c. We tested for the ne-
cessity of introducing a peak for b by fixing its area to
zero and using a lineshape extracted from the 30 K data
for c. We could not obtain a satisfactory fit indicating
that our data are not consistent with a single blueshifting
asymmetric peak. Therefore, the b peak is necessary for
the fit and we assume that there are unresolved and/or
intrinsically broad excitations contributing to the spec-
trum and to the lineshape of c with temperature. We
note that this picture is consistent with Raman scatter-
ing, where new excitations emerge in the energy range of
40-80 meV in single crystals and films. Nevertheless, the
energy shifts of peaks as a function of temperature are
of the order of 1 meV.38,83 In our model we allowed the
b peak energy loss to vary in the range of 20-50 meV in
the final results. All parameters of the skewed Gaussian
component were allowed to vary.
The extracted temperature dependence of the maxi-
mum of c is presented in 3(d). There are two distinct
regions. From 300 K to 140 K the position of the max-
imum of c is temperature independent within the error
bars for x = 0 and x = 0.1. At lower temperatures,
the peak starts to blueshift. For LSVO the energy loss
reaches a maximum at 100 K while for LVO c continues
to blueshift. It is possible that similar behavior would
be found for x=0 at even lower temperatures that stud-
ied here, but this seems unlikely. At 30 K, the magnetic
order can be considered fully developed, most phonons
have effectively frozen out and lattice contraction has ef-
fectively ceased. Therefore, one would rather expect that
the energy of the peak has reached its maximum regard-
less of its precise physical origin.
A high resolution RIXS study on YVO also observed
low energy excitations at 100-200 meV.18 They also found
an overall shift of 30-40 meV between room tempera-
ture and 30 K in the low energy features, in agreement
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FIG. 3. Temperature dependent high resolution RIXS with 40 meV overall resolution. The presented spectra were measured
with the incident photon energy tuned to feature A of Fig. 2 (a). (a) The temperature dependent RIXS spectra for x=0. The
spectra are normalized to their maxima and they are ordered by increasing temperature. (b) The temperature series for x=0.1.
(c) The endpoint temperature RIXS spectra for x=0 and x=0.1. The color coding is as in (a) and (b). Different regions in the
spectra are marked with the bold case letters. a corresponds to the elastic line, b to the energy region from approximately 30
meV to 100 meV and c to the clearly resolved peak near 150 meV. (d) The extracted temperature dependence of peak c for
x = 0 and x = 0.1. The fitting model is explained in the body text.
with our results.18 For NdVO3
57 a temperature depen-
dent peak was observed at 400 meV energy loss when
exciting the RIXS near the maximum of the V L3 absorp-
tion into eg type states and it was emphasized how this
feature was not found in YVO. The feature disappeared
upon cooling from room temperature to 100 K and it
was assigned to a bi-orbiton based on the high energy.57
It could be fruitful to study the temperature dependence
of RIXS in AVO3 varying A and the resonance condition
for RIXS. LaTiO3 and YTiO3 have also been studied
with RIXS at the Ti L3 edge and broad peaks attributed
to orbital excitations were observed at an energy loss of
slightly less than 300 meV.84,85 Large intensity variations
were observed between room temperature and 20 K in an
experiment performed with comparable resolution but in
linear horizontal polarization.85 The excitations did not
exhibit such clear energy shifts as observed here, but the
peaks appear to shift by 10 meV by visual inspection.
7TABLE I. The crystal field multiplets of a 3d2 configuration
in a D4h crystal field. The listed energies correspond to the
lowest spin-orbit sublevel of the configuration further charac-
terized by the irreducible representation. We also show the
corresponding electron configuration in the Oh nomenclature.
Energy (eV) Nstates Irrep. Spin Config.
0 6 3E 1 2t2g
0.163 3 3A2 1
2t2g
1.205 1 1A1 0
2t2g
1.245 2 1E 0 2t2g
1.349 2 1B1,
1B2 0
2t2g
1.796 3 3A2 1
1t12geg
1.861 6 3E 1 1t12geg
2.725 1 1A1 0
2t2g
2.830 3 3B2 1
1t2g
1eg
3.061 6 3E 1 1t12geg
3.207 1 1A2 0
1t12geg
3.273 3 1E 0 1t12geg
This is an interesting distinction between the vanadate
and the titanate compounds. An energy shift of high en-
ergy crystal field excitations of a similar magnitude was
also observed in a non-resonant inelastic X-ray scatter-
ing study of NiO with a similar change in the shifting
rate upon crossing the AFM critical temperature.86 It is
at first sight peculiar that the upturn of the blue shift
is found near the same temperature for x=0 and x=0.1.
However, doping separates the AFM and OO critial tem-
peratures in the bulk case,29 and hence the temperature
evolution is in accord with the picture we drew from the
x=0 data.
C. Crystal field theory calculations
Crystal field multiplet calculation were performed us-
ing the Quanty87 package in order to interpret our re-
sults in a local picture. The simulations were done as-
suming a V 3d2 ion. The model included the crystal
field term, valence and core-valence spin-orbit interaction
and the valence and core-valence Coulomb interaction.
The matrix elements of the Coulomb interaction, and the
spin orbit coupling constants were taken from tabulated
Hartree-Fock calculations.88 The adjustable parameters
of the model in D4h symmetry are the screening of the
Coulomb interaction β, the octahedral component of the
crystal field splitting Dq and Ds and Dt that describe
the distortion of the octahedron and the resulting intra-
t2g/eg splitting.
82 We also chose to use the same β for the
core-valence and valence Coulomb interaction. The tem-
perature dependence of the spectra were simulated by us-
ing the Boltzmann distribution to calculate the statistical
weights of the low energy eigenstates of the Hamiltonian.
The weights were then used to calculate the spectrum as
an average over the thermally populated initial electronic
configurations.
By comparison with the experimental XAS in Fig.2
(a), it was found that β = 0.65 and Dq =0.21 eV do a
good job in reproducing the overall lineshape, and also
the energy separation of the peaks A-C. To determine
the crystal field distortion parameters Dt and Ds, we
made the assumption that the RIXS peak c reflects the
splitting of the t2g single particle orbitals into the eg and
b2g orbitals. The splitting of the single particle states
∆Et2g = Eeg −Eb2g = 3Ds− 5Dt was fixed to 160 meV.
We then varied the eg orbital splitting ∆Eeg = Eb1g −
Ea1g = 4Ds+5Dt under the constraint 3Ds−5Dt = 160
meV, computed RIXS spectra and compared the results
to experiment in Fig. 2(c). We found that Ds = -0.037
eV and Dt = 0.009 eV give a good account of the RIXS
spectra. During the comparisons, it was also found that
only small values |Ds| < 50 meV and |Dt| < 50 meV
of the distortion parameters resulted in a lineshape in
qualitative agreement with experiment. We show these
results for incident energies corresponding to features A
and B of Fig. 2(a) in 4(a) and (b), respectively. The good
agreement verifies that the distortion of the octahedron
in LVO is indeed quite small, and it is in line with results
of LDA+DMFT calculations on the crystal field levels
of LVO and with structural data.12,20 The LDA+DMFT
calculations had been performed for the bulk monoclinic
structure, and the V(1) site was found to have intra-t2g
crystal field splittings of 50 meV and approximately 150
meV, and the V(2) site had 50 meV and approximatively
200 meV.
We present the obtained states of the 3d2 configura-
tion up to 3.4 eV from the ground state term in Table
I. The first states are S=1 and they are associated with
the Oh
3T1 ground state term that are split to
3E and
3A2 in D4h with the former being the ground state.
81
The 3A2 term is the source of the low energy peak in the
crystal field model. The next terms are S=0 states 1T2,
1E 1B1 and
1B2, of which the two former correspond to
the low energy side and the two latter to the high en-
ergy side of the double peak observed in the experiment
between 1.1 eV and 1.3 eV. This peak was assigned us-
ing the Oh irreducible representations in Ref.
18, but this
simplification hides the fact that one may in fact esti-
mate the magnitude of the intra-t2g splitting by extract-
ing the energy difference of two peaks. The Oh
3T2 term
is also split into components reflecting the intra-t2g and
eg splitting. It is found at approximately 2 eV above
the ground state, and it is the first excited state with an
1t2g
1eg configuration. The assignments are in agreement
with earlier works on NdVO3 and YVO.
18,57,81 We note
that we also performed calculations taking metal-ligand
hybridization87 into account. We used a charge transfer
energy of 4 eV and t2g (eg) hopping of 2.08 eV (3.12 eV)
derived from literature.66 No essential differences were
found in terms of the lineshape of the low and high en-
ergy crystal field excitations, but the Dq value had to
be reduced to 1.6-1.8 eV to achieve good agreement with
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the energy position of the 3A2 and
3E states. The crystal
field model has less adjustable parameters and hence we
show only these results.
D. On the RIXS lineshape and the origin of the
temperature effect
The crystal field model presented in the previous sec-
tion performed well in reproducing the energies of the
high energy crystal field excitations and was able to de-
scribe qualitatively the temperature dependence of their
intensities. Furthermore, the model can also qualitatively
describe the gap closing effect seen at b. The model how-
ever fails in reproducing the evolution of the spectra at
the high energy edge of c, and the intensity past 200 meV
is naturally not reproduced as the intra t2g-splitting sets
the highest excitation energy scale in the vicinity of the
elastic line. Furthermore, had we used e.g. d3h sym-
metry to fully split the t2g states along the lines of the
previously cited LDA+DMFT results, the added excita-
tions would contribute below 100 meV energy losses.12
The high energy continuum was attributed to biorbitons
and multiphonon excitations for YVO18.
Structural data for bulk LVO shows that the V-O
bonds contract by less than 0.4% upon cooling from room
temperature to 150 K. Upon cooling further to 10 K, two
of the bonds contract by 2.5% and one by 1%.20 The O
ions are the dominant contribution to the crystal field po-
tential and the accelerated evolution of the V-O distances
below the OO/AFM transition is in line with our results.
Structural properties of LVO films on STO substrates
have been studied with diffraction techniques.27,33,36,89
Temperature dependence of the out of plane lattice pa-
rameter ([110] of the bulk Pnma structure) has been
studied using laboratory based X-ray diffraction and it
was found to remain constant between 300 K and 10 K.36
Room temperature results have shown that the films are
coherently strained.27,33,36 The in-plane lattice parame-
ters are expected to follow the thermal contraction of the
substrate, which reduces from 3.92 A˚ to 3.91 A˚ between
300 K and 150 K, and remains constant from thereon.36
This in contrast with the behavior of bulk LVO, where
the lattice parameters evolve more rapidly below the
OO/AFM transition. The epitaxial constraint must cer-
tainly force the lattice to relax in a distinct fashion when
entering the ordered phase. Unfortunately refined struc-
tures of LVO on STO near and below the OO/AFM tran-
sition have not been published to our knowledge. It is
plausible that the structural distortions associated with
the orbital ordering and the Ne´el transitions require high
resolution diffraction or extended X-Ray absorption fine
9structure (EXAFS) studies to be observed. Comparing
our case to bulk YVO, which evolves structurally simi-
larly to bulk LVO between 300 K and 100 K, a blueshift
of a similar magnitude was observed between 300 K and
100K.17,18 This constrains the role of the lattice distor-
tion in the blueshift to at least mimick the bulk behavior,
at least when considered simultaneously with the effects
of explicit coupling of the crystal field excitation with
magnons and/or phonons.
Raman scattering studies on LVO and PrVO3 thin
films have found that vibrational modes associated with
the bulk orbital ordering transition become active around
140 K in thin films as well.38,39 For PrVO3 thin films, the
antiferromagnetic transition has been observed and the
critical temperature was observed to be reduced by 80 K
from the bulk value, whereas for LVO the Tc does not ap-
pear to change.37,90 Here, the curves presented in Fig. 3
(d) start their upturns near the bulk OO/Ne´el transition
critical temperatures, but change is rather gradual. This
could be rationalized in terms of the OO and Ne´el tem-
peratures being separated by the strain imposed by epi-
taxy creating a larger temprature range in which struc-
tural evolution takes place. Furthermore, we note that
replacing La with a smaller R ion, separates the tran-
sitions in the bulk AVO3 compounds as well.
2 Explicit
coupling of the crystal field excitations to magnons and
phonons can also have an effect. This question has been
studied from the orbital superexchange perspective in-
cluding coupling to magnons, where is was found that an
orbiton excitation would red shift upon entering the AFM
phase for q along the ΓX direction and it would redshift
near Γ and Z, and remain unchanged at the midpoint.91
Assuming an orbital superexchange parameter of 40 meV
following Ref.18, the model predicts a redshift of 10-20
meV. Our data shows no evidence for a red shifting low
energy excitation when entering the AFM phase. LaTiO3
and YTiO3 have similar magnetic properties as the cor-
responding vanadates, but in their case the shift between
room temperature and the AFM/OO phase is of the or-
der 10 meV. However, for LaTiO3 and YTiO3 the Ti-O
bonds change by a few parts per thousand between room
temperature and 10 K, whereas LVO and YVO exhibit
changes of the order 1%.
Hence we conclude that crystal field physics driven by
the AFM/OO transition is the dominant contribution to
the blueshifting of the low energy excitation spectrum. It
has been suggested that the orbital superexchange mech-
anism is active at room temperature in bulk LVO, and
is lost rapidly upon cooling13. We find that the spectral
features resolved in the present RIXS experiment do not
change appreciably until reaching the AFM/OO phase
boundary. The momentum transfer dependence of the
RIXS signal should be studied for more conclusive proof.
IV. CONCLUSIONS
We have presented a RIXS study of temperature and
doping evolution of low energy excitations in LSVO for
x = 0 and x = 0.1. We found that intra-t2g excitations
below 200 meV blueshift upon cooling and that the rate
of the shift evolves upon entering the AFM/OO phase.
We argue that the shift reflects mainly the evolution of
the nearest- and next-to-nearest atomic positions about
the V ions. The stability of the peak position between
room temperature and the AFM/OO phase boundary
signifies that the proposed orbital fluctuations are not
important for determining the energy of this excitation.
Our crystal field calculations provide a good account of
the XAS and RIXS spectra and support our local inter-
pretation. Furthermore, we find no clear signatures of V
ions changing their valency upon light hole doping under
bulk sensitive experimental conditions which implies that
the MIT in LSVO deviates from a simple Mott-Hubbard
picture. Finally, we have shown that phonon response
dominates low energy RIXS features at the O K edge.
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