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Abstract
Motivated by the geometrical structures of quantum mechanics, we introduce an almost-
complex structure J on the product M ×M of any parallelizable statistical manifold M .
Then, we use J to extract a pre-symplectic form and a metric-like tensor on M ×M from
a divergence function. These tensors may be pulled back to M , and we compute them in
the case of an N-dimensional symplex with respect to the Kullback-Leibler relative entropy,
and in the case of (a suitable unfolding space of) the manifold of faithful density operators
with respect to the von Neumann-Umegaki relative entropy.
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1 Introduction
In information geometry, it is customary to consider Riemannian metric tensors on (suitable
submanifolds of) the space of probability distributions on some measure space in order to
introduce a notion of distance or distinguishability among different probability distributions.
The idea of distance between probability distributions goes back to Fisher and has been
elaborated by Rao [32], Cencov [13], and Amari and Nagaoka [1], to name just a few.
Let us briefly recall the classical setting in the simple case of a discrete, finite sample space
X = {1, ...N}. In this case, an arbitrary probability distribution on X may be identified with
a probability vector p = (p1, ..., pN), where pj ∈ [0, 1] for all j = 1, ..., N , and ∑j pj = 1. The
collection of probability distributions is thus in one-to-one correspondence with an (N − 1)-
dimensional simplex ∆ sitting in RN . The open interior ∆+ of ∆ made up of all those probability
vectors with strictly positive components is a smooth manifold of dimension (N − 1), and the
Fisher-Rao metric tensor on it has the form
gFR =
∑
j
pjd ln pj ⊗ d ln pj = ∑
j
1
pj
dpj ⊗ dpj, (1)
which is related to (four times) the round metric tensor on (an open submanifold of) the
n-dimensional sphere, g = 4∑j dxj ⊗ dxj, where xj = √pj.
In the case of a discrete, finite measure space, an important theorem by Cencov states that if
we ask the distinguishability between probability distributions not to increase under the action
of stochastic maps, then the metric tensor is necessarily a multiple of the so-called Fisher-Rao
tensor. This theorem has been generalized also to the case of a non-discrete measure space
provided some additional conditions are met [6, 9].
In the quantum case, the situation is completely different. Indeed, when we pass from
probability distributions to quantum states, that is, to density operators on the Hilbert space
of the system, already in the finite-dimensional case, it is possible to prove that Cencov’s
theorem is maximally violated in the sense that there is an infinite number of metric tensors
satisfying the quantum analogue of the monotonicity property under classical stochastic maps
[28, 31]. This means that, in the quantum case, there is additional freedom in choosing a relevant
metric tensor as long as the classical Fisher-Rao metric tensor is recovered when we perform
a quantum-to-classical limit. For instance, as we will recall in section 2 and section 4, this is
precisely what happens for the Fubini-Study metric tensor on the space of pure quantum states,
and with the metric tensor on the space of (faithful) density operators which is associated with
the von Neumann-Umegaki relative entropy.
In this contribution, we will review the geometrical aspects of classical and quantum
information theory, and we will exploit the parallel between classical and quantum information
geometry to argue that the geometry of the quantum case leads to the definition of additional
geometric structures in the classical case. Specifically, we will take inspiration from the geometry
of the pure quantum states in order to build an almost complex structure on the productM×M
of any parallelizable statistical manifold M by means of which we may extract a pre-symplectic
form and a symmetric (0, 2) tensor field on M ×M starting from a divergence function (relative
entropy). In particular, we will compute the pre-symplectic form on the N -simplex which is
associated with the Kullback-Leibler relative entropy. Furthermore, we will consider also the
case of faithful density operators, and compute the metric tensor on M associated with the von
Neumann-Umegaki relative entropy.
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2 Remarks on the geometry of pure states
Here, we will recall some of the basic ingredients of the so-called geometrization of quantum
mechanics [2, 11, 23]. We will focus on two aspects which will be further explored in the
following sections.
On the one hand, we will introduce the idea according to which it is possible to recover the
geometrical structures of the classical case, e.g., the Fisher-Rao metric tensor, starting from
the quantum ones by means of a suitable immersion of probability distributions into quantum
states. In this section, we will develop this idea in the context of pure states, while in section 4,
we will present an extension of this idea in the context of mixed states.
On the other hand, we will exploit the geometrical structure of the space of pure quantum
states in order to highlight the role of the complex structure in the definition of geometrical
tensors starting from functions. In section 3, we will start from this idea in order to reformulate
what is usually done in the context of information geometry by introducing an almost-complex
structure on the Cartesian product M ×M of a statistical manifold M with itself. In this way,
we will be able to define metric-like and a pre-symplectic tensor on M ×M that may be pulled
back to M .
In standard quantum mechanics [18, 20], a Hilbert space H is associated with a quantum
system, and observables are identified with self-adjoint operators on H. According to Dirac, the
linear structure of H is crucial to describe the superposition principle of quantum mechanics.
Specifically, if ψ, φ ∈ H are vectors representing two states of the system, the linear structure of
H allows to say that ψ + φ ∈ H represents another admissible state for the system. This way of
looking at states as vectors in H may be satisfying from the point of view of the superposition
principle, but it is not fully compatible with the statistical content of quantum mechanics.
Indeed, one of the fundamental prescription in quantum mechanics is that the quantity
〈A〉ψ := 〈ψ|A|ψ〉, (2)
where A is a self-adjoint linear operator on H and 〈, 〉 is the Hilbert product on H, has to be
interpreted as the expectation value of the observable A on the state ψ. Then, relying on the
spectral decomposition of A given by
A =
∫
σ(A)
λ dEA(λ), (3)
where σ(A) ⊆ R is the spectrum of A and EA is the projection-valued measure associated with
A [33], the quantity
µ(ψ,EA(O)) = 〈ψ|EA(O)|ψ〉, (4)
where O is a measurable subset of σ(A), is interpreted as the probability that a measure of A
on ψ gives an outcome which is in O. Therefore, in order to make this picture consistent, we
must have that
µ(ψ,EA(σ(A))) = 1, (5)
and thus, since E(σ(A)) is the identity operator I on H for every observable A, we must have
that
〈ψ, ψ〉 = 1, (6)
that is, the vector ψ must be normalized. Consequently, the probabilistic-statistical interpretation
of quantum mechanics forces us to leave the linear space H and pass to the nonlinear manifold
given by normalized vectors in H, that is, on the unit-sphere in H. However, this is not the end
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of the story. Indeed, if we look at equation (4), we can notice that the measure µ(ψ,EA(O)) is
equal to the measure µ(φ,EA(O)) if we consider the vector φ := eıθψ with θ ∈ R, and that φ is
still a normalized vector in H. This means that we have an additional U(1) symmetry of which
we can dispose of, so that the mathematical object that correctly describes a (pure) quantum
state is the equivalence class [ψ] associated with ψ with respect to the action of C0 = R+×U(1)
on H given by scalar multiplication. Eventually, we obtain that the statistical interpretation
of quantum mechanics forces us to describe (pure) quantum states as points in the complex
projective space P(H) = H0/C0 associated with H.
On this nonlinear manifold, the superposition principle is clearly not applicable in the same
way as it is on H, however, it can be proved [26] that there is a formulation of the superposition
principle on P(H) which requires the specification of a third reference state. From this point
of view, the Hilbert space H seems to be a very useful computational tool to express the
superposition principle, and this simplicity is gained at the expenses of a redundant description
of quantum states.
Once we accept that (pure) states in quantum mechanics are points in P(H), we may start
to uncover the geometrical structures that are “naturally” present on this manifold. To avoid
technical difficulties, in the sequel we shall always assume dim(H) = N <∞.
On the one hand, the Hermitian product of H does not play any role in defining the manifold
of pure states, it is only the action of C0 on the vector space V underlying H that enters the
game. From the mathematical point of view, H is a N -dimensional, complex vector space, say
V, endowed with an Hermitian product denoted by 〈ψ, φ〉 which is, by convention, C-linear
with respect to the second entry and anti-linear with respect to the first entry. The group of
isometries of 〈, 〉 is a compact subgroup of the complex, general linear group of V called the
unitary group and denoted by U(H) in order to emphasize that its definition depends on the
Hermitian structure 〈, 〉 on V (contrarily to the complex, general linear group which is defined
for a generic complex vector space V).
If {ej}j=1,...,N is an Hermitian basis for H = (V, 〈 , 〉), the corresponding coordinates for an
element ψ are written as 〈ej, ψ〉 = qj + ipj with (qj, pj) real numbers. Therefore, the Hilbert
space H can be studied as a real, 2N -dimensional linear manifold with a global coordinate
chart given as above. The smooth action of C0 on V is given by ψ 7→ αψ with α ∈ C0, and the
infinitesimal generators of the action are the linear vector fields
∆ = qj ∂
∂qj
+ pj ∂
∂pj
Γ = pj ∂
∂qj
− qj ∂
∂pj
.
(7)
The vector field Γ implements the phase rotations, while ∆ implements the dilations and
describes the linear structure of the underlying vector space V [12]. The vector fields ∆ and Γ
determine an involutive distribution D (they commute because C0 is Abelian), and they are
complete because they are linear vector fields. However, we need to discard the null vector of V
(the unique fixed point of ∆ and Γ) in order for the quotient with respect to the action of C0 to
be a smooth manifold. In the following V0 will denote the space obtained from the vector space
V after removing the null vector. The resulting space V0/C0 is the so-called complex projective
space for the complex vector space V, and we denote it by CP(V) in order to emphasize the
fact that the manifold structure of the complex projective space depends on the complex vector
space structure of V and does not depend on the Hermitian product turning V into the Hilbert
space H. The canonical projection map from V to CP(V) will be denoted by pi.
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On the other hand, the Hermitian product 〈, 〉 determines a Hermitian tensor H that reads
H =
N∑
j=1
(dqj ⊗ dqj + dpj ⊗ dpj) + i (dqj ⊗ dpj − dpj ⊗ dqj) = g + iω, (8)
where g is a Riemannian metric, and ω a symplectic structure. The (1, 1) tensor field
J = dqk ⊗ ∂
∂pk
− dpk ⊗ ∂
∂qk
(9)
is such that J2 = −Id, and it determines a complex structure compatible with g and ω in the
sense that
g(Ju, v) = ω(u, v),
g(Ju, Jv) = g(u, v),
ω(Ju, Jv) = ω(u, v) (10)
for every couple (v, u) of vector fields. The triple (J, g, ω) determines a Kähler structure on V.
Upon considering the contravariant tensor fields Λ = ω−1, G = g−1, it is possible to show [27]
that Λ˜ = RΛ, G˜ = RG with R = g(∆,∆), are tensor fields “projectable” with respect to the
projection map pi. This means that there are two tensor fields Λpi, and Gpi on CP(V) such that
Λ˜ is pi-related with Λpi, G˜ is pi-related with Gpi, and J is pi-related with Jpi [27]. Furthermore,
Λpi and Gpi are invertible their inverses are a simplectic form ωpi and a Riemannian metric tensor
gpi on CP(V) (the so-called Fubini-Study metric on the complex projective space), respectively,
and there is a complex structure Jpi on CP(V) that is compatible with ωpi and gpi (see equation
(10)). Essentially, the triple (Jpi, gpi, ωpi) determines a Kähler structure on CP(V) which clearly
depends on the Hermitian product 〈, 〉.
Note that all the linear vector fields generating the smooth, left action of U(H) on V
(ψ 7→ Uψ) commute with ∆ and Γ, and thus are “projectable” on CP(V) and determine a
smooth left action of U(H) on CP(V). It can be proved [19] that the Fubini-Study metric gpi is
the unique Riemannian metric on CP(V) which is invariant with respect to the action of U(H)
up to a constant factor.
The space of pure quantum states is then the complex projective space CP(V) endowed with
the Kähler structure given above, and will be denoted as P(H) to emphasize the fact that the
Kähler structure depends on the Hilbert space H.
On the punctured Hilbert space H0 = H−{0}, we may define the following Hermitian tensor
h = 〈dψ|dψ〉〈ψ|ψ〉 −
〈dψ|ψ〉〈ψ|dψ〉
〈ψ|ψ〉2 . (11)
The relevance of this tensor stems from the fact that, quite interestingly, its real part is the
pullback to H0 of the Fubini-Study metric gpi on P(H), while its immaginary part is the
pullback to H0 of the symplectic form ωpi defining the canonical Kähler structure on P(H)
[19]. Consequently, we may look at h as an unfolding tensor for gpi and ωpi, and this way
of looking at h is particularly relevant when we want to address the issue of recovering the
classical case from the quantum one [21]. Specifically, given an arbitrary probability vector
p = (p1, ..., pN), we consider a sort of complex-valued square root of p given by the complex
vector (ei θ1√p1, ..., ei θN√pN), that is, we replace the probability vector with a “probability
amplitude” vector
ψp =
N∑
j=1
zj |ej〉 =
N∑
j=1
ei θj
√
pj |ej〉, (12)
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From the mathematical point of view, we may interpret this procedure as a nonlinear change of
coordinates in H0 so that a direct computation reveals that, in this new coordinates system,
the expression of h is
h = 14 (〈d ln p⊗ d ln p〉p − 〈d ln p〉p ⊗ 〈d ln p〉p) + 〈dθ ⊗ dθ〉p − 〈dθ〉p ⊗ 〈dθ〉p +
+ i2 (〈d ln p ∧ dθ〉p − 〈d ln p〉p ∧ 〈dθ〉p) , (13)
where 〈·〉p denotes the expectation value with respect to the probability distribution p. From
this, it follows that the real part of h is nothing but the Fisher-Rao metric tensor whenever
dθ = 0. According to the results in [21], this procedure may also be extended to the case where
H is an infinite-dimensional Hilbert space of square-integrable functions on some measure space.
Another relevant aspect of the geometry of pure quantum states is related with the possibility
of describing the real and immaginary part of the Hermitian tensor h by means of a potential
function and the complex structure J on H0 given in equation (9). Specifically, given any
function F on H0, we define the (0, 2) tensor
ωF := d dJF = d ( J ◦ dF ) . (14)
This covariant tensor is clearly closed, and is easily seen to be antisymmetric because it is the
exterior differential of a 1-form. Then, we may define a (0, 2) tensor field gF by setting
gF (X, Y ) = ωF (X, J(Y )) . (15)
If the function F is such that
ωF (X, J(Y )) = −ωF (J(X), Y ) , (16)
then gF is a symmetric tensor, and the triple (J, ωF , gF ) defines a sort of1 Kähler structure on
H0. For instance, we may consider the function
F = ln(〈ψ|ψ〉), (17)
and a direct computation shows that ωF coincides with the imaginary part of h, while gF
coincides with the real part of h given in equation (11).
Note that F is not the pullback of a function on the complex projective space P(H) because
ln(〈ψ|ψ〉) changes by an additional constant under dilation. Furthermore, it should be clear that
the procedure just outlined will work on any manifold M admitting a (1, 1) tensor J such that
J2 = −Id . (18)
We will exploit this instance in the following section.
3 Almost complex structures and statistical manifolds
In the last part of the previous section, we saw how the complex structure J allows to build a
closed two-form and a symmetric (0, 2) tensor field on H0 starting from a single real-valued,
smooth function on the manifold.
1As, in general, the two tensor fields may be degenerate, we need to “enlarge” the definition of triple defining
the Kähler structure.
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Here, we will adapt this idea to the case of statistical manifolds in the context of information
geometry. A (naked) statistical manifold M is just a smooth manifold the points of which
parametrize, in a one-to-one way, a subset of probability distributions on some given outcome
space X . A typical example is given by the statistical manifold of Gaussian probability
distributions on R, where a point in M is given by (µ, σ) where µ is the mean and σ the variance
of the Gaussian.
It is customary to fix a reference measure µ on X in such a way that the points in M
parametrize a family of probability distributions by means of the map
m 7→ p(x,m) dµ, (19)
where p(x,m) is a function on X depending parametrically on m ∈M . Then, this immersion of
M into the space of probability distributions on X allows to define a geometrical structure on
M , namely, the Fisher-Rao metric tensor gFR given by
(gFR)jk(ξ(m)) :=
∫
X
p(x, ξ(m)) ∂ ln(p(x, ξ(m)))
∂ξj
∂ ln(p(x, ξ(m)))
∂ξk
dµ(x) , (20)
where {ξj}j=1,...,dim(M) is a coordinate chart for M . It can be proved that this expression
transform as a (0, 2) tensor under coordinate change [6].
Quite remarkably, the Fisher-Rao metric tensor on M may also be “extracted” from a
suitable two-point function D (i.e., a function on M ×M), called a divergence function, or a
contrast function, which, in some cases, may be interpreted as a relative entropy. Specifically, a
divergence function D is a real-valued, smooth function on M ×M such that (see section 3.2 in
[1])
D(m1,m2) ≥ 0 ∀(m1,m2) ∈M ×M, (21)
and such that the equality in the previous equation holds iff m1 = m2.
Starting from a divergence function D, it is possible to extract a metric tensor g on M by
setting g = gjk dqj ⊗ dqk with
gjk =
(
∂2D
∂xj ∂xk
)∣∣∣∣∣
diag
=
(
∂2D
∂yj ∂yk
)∣∣∣∣∣
diag
= −
(
∂2D
∂xj ∂yk
)∣∣∣∣∣
diag
, (22)
where (qj) is a coordinate chart on M , (xj, yj) is a coordinate chart on M ×M which is adapted
to the product structure of the manifold, and |diag denotes the restriction to the diagonal of
M ×M . Note that these second derivatives patch together to form a (0, 2) tensor on M because
D satisfies the properties characterizing a divergence function.
A paradigmatic example of divergence function which is interpreted as a relative entropy is
given by the Kullback-Leibler relative entropy
SKL(p, q) =
N∑
j=1
pj ln
(
pj
qj
)
. (23)
If we consider the statistical manifold ∆+, that is, the open interior of an N -dimensional simplex,
then a direct computation shows that the metric gKL we may extract from SKL is precisely the
Fisher-Rao metric tensor given in equation (1).
A coordinate-free formulation of this procedure is given in [14, 25], and a general formalism
based on the Lie groupoid structure of M ×M is presented in [22]. Here, on the other hand, we
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would like to give an alternative (but equivalent), coordinate-free formulation of the extraction
procedure which is inspired by Kähler geometry and thus will lead us to define also a pre-
symplectic form on M ×M starting from a divergence function. Specifically, we assume that M
is a parallelizable manifold, so that we have a global basis {Xj} of vector fields and its dually
related global basis {θj} of differential 1-forms. Note that for these bases to be dually related we
must have that θj(Xk) = δjk. Then, by denoting with pr1 and pr2 the left and right projections
from M ×M to M respectively, we immediately obtain a global basis {Xj,Yk} of vector fields
on M ×M by setting
Xj(pr∗1(f)) = pr∗1(Xjf) ∀ f ∈ F(M)
Yj(pr∗2(f)) = pr∗2(Xjf) ∀ f ∈ F(M).
(24)
A global basis {αj, βk} of 1-forms is obtained as the dually-related basis of {Xj,Yk}. If
id : M −→ M ×M is the diagonal immersion given by m 7→ id(m) = (m,m), it follows from
proposition 2 in [14] that Xj is id-related with Xj + Yj, and thus we have
i∗dα
j = i∗dβj = θj. (25)
If (qr) is a coordinate chart on M for which
Xj = Xrj
∂
∂qr
, θj = θjr dqr, (26)
and {xr, yr} is a coordinate chart on M ×M adapted to its product structure, we have
Xj = Xrj
∂
∂xr
, αj = θjr dxr
Yj = Xrj
∂
∂yr
, βj = θjr dyr,
(27)
where, because duality, we must have Xrj θkr = δkj . Starting from these bases, it is possible
to introduce an almost complex structure on M ×M , that is, a (1,1) tensor field J such that
J2 = −Id. Specifically, we set
J = αj ⊗ Yj − βj ⊗ Xj, (28)
and a direct computation shows that J2 = −Id.
Note that we do not require any integrability property for J , and this means that J is
not in general a proper complex structure on M ×M like the tensor field Jpi on the complex
projective space in section 2, and in the literature it is called quasi-complex structure. However,
the procedure outlined at the end of section 2 relies only on the fact that J2 = −Id and on
the compatibility between J and F expressed by equation (16), and not on the integrability
properties of J . Therefore, if F is any function on M × M , we may still define a closed,
antisymmetric 2-form ωJF on M ×M setting
ωJF := d dJF = d (J ◦ dF ) =
= d
(
Yj(F )αj − Xj(F ) βj
)
=
=
(
LXjLYk(F )−
1
2 Yl(F )α
l([Xj,Xk])
)
αj ∧ αk+
+
(
LXkLYj(F ) +
1
2 Xl(F ) β
l([Yj,Yk])
)
βj ∧ βk+
+
(
LYkLYj(F ) + LXjLXk(F )
)
βk ∧ αj
(29)
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and a (0,2) tensor field gJF on M ×M by setting
gJF (Z,W ) := ωJF (J(Z),W ) (30)
for all vector fields Z,W on M ×M . An explicit computation leads to the following expression
gJF =
(
LYjLYk(F ) + LXkLXj(F )
) (
αj ⊗ αk + βk ⊗ βj
)
+
+
(
Xl(F ) βl([Yj,Yk])− LXkLYj(F ) + LXjLYk(F )
)
αj ⊗ βk+
+
(
Yl(F )αl([Xj,Xk])− LXjLYk(F ) + LXkLYj(F )
)
βj ⊗ αk
(31)
This tensor will be symmetric whenever J and F satisfy the compatibility condition given
in equation (16).
The possibility of obtaining a pre-symplectic form on M ×M has also been discussed in
[7, 30, 36]. The main difference between these works and our is that our considerations are
completely coordinate-independent and are valid for all parallelizable statistical manifolds.
Moreover, we want to stress the importance of the almost complex structure J , whose definition
is coordinate independent, and its relation with the Kähler geometry of quantum mechanics
as the basic building blocks of our procedure. This is in line with the idea that the quantum
setting, being “more fundamental”, should cast its light on the classical setting inspiring the
construction of new geometrical structures on the latter, and not vice-versa.
At this point, we may consider the diagonal immersion id and take the pullback of ωJF and
gJF to M to obtain
i∗dω
J
F =
(
LXjLYk(F )− LXkLYj(F )
)∣∣∣
diag
θj ∧ θk+
+
(
LYkLYj(F ) + LXjLXk(F )
)∣∣∣
diag
θj ∧ θk−
− 12
(
Yl(F )αl([Xj,Xk]) + Xl(F ) βl([Yj,Yk])
)∣∣∣
diag
θj ∧ θk
(32)
and
i∗dg
J
F =
(
LYjLYk(F ) + LXkLXj(F )
)∣∣∣
diag
θj ⊗s θk+
+ 12
(
Yl(F )αl([Xj,Xk]) + Xl(F ) βl([Yj,Yk])
)∣∣∣
diag
θj ∧ θk,
(33)
where we used equation (25), and we set θj ⊗s θk = θj ⊗ θk + θk ⊗ θj.
According to the results in section 2 of [14], F is a divergence function if we have(
LXjF
)∣∣∣
diag
=
(
LYjF
)∣∣∣
diag
= 0 ∀j = 1, ..., dim(M). (34)
Then, F is such that(
LXjLXkF
)∣∣∣
diag
=
(
LXkLXjF
)∣∣∣
diag
=
(
LYkLYjF
)∣∣∣
diag
=
(
LYjLYkF
)∣∣∣
diag
=
= −
(
LYjLXkF
)∣∣∣
diag
= −
(
LXkLYjF
)∣∣∣
diag
=
= −
(
LXjLYkF
)∣∣∣
diag
= −
(
LYkLXjF
)∣∣∣
diag
,
(35)
and we obtain
i∗dω
J
F = 0, (36)
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and
i∗dg
J
F = 2
(
LXjLXk(F )
)∣∣∣
diag
θj ⊗s θk =
= 2
(
LYjLYk(F )
)∣∣∣
diag
θj ⊗s θk =
= −2
(
LXjLYk(F )
)∣∣∣
diag
θj ⊗s θk,
(37)
where we used proposition 5 in [14]. By comparing equation (37) with the results of proposition
5 in [14], we obtain that the metric-like tensor on M extracted from the function F by means
of the almost complex structure J as explained in this section coincides with the metric-like
tensor on M extracted from the function F by means of the procedure outlined in [14]. At this
point, if J is the almost complex structure associated with another choice of global bases on
M ×M , a direct computation shows that we have
i∗dω
J
F = i∗dωJF = 0
i∗dg
J
F = i∗dgJF .
(38)
where the last equality follows upon a direct comparison with the results in [14]. Note that, in
order for the previous equations to be true, we must impose that F is a divergence function.
We will now apply our considerations to the case of an N-simplex where the function F is
taken to be the Kullback-Leibler relative entropy
SKL(p,q) =
N∑
j=1
pj ln
(
pj
qj
)
. (39)
In the open interior of the simplex we have the basis {Pj}j=1,...,(N−1) of vector fields given by
Pj =
∂
∂pj
− ∂
∂pj+1
, (40)
and its associated dual basis of 1-forms {ϑj}j=1,...,(N−1) given by
ϑj = 12
dpj − dpj+1 − ∑
k 6=j,j+1
dpk
 . (41)
Denoting by {Pj,Qj}j=1,...,(N−1) and {αj, βj}j=1,...,(N−1) the basis of vector fields and one-
forms on ∆+ ×∆+ obtained by {Pj}j=1,...,(N−1) and {ϑj}j=1,...,(N−1), we first note that
[Pj,Pk] = [Pj,Qk] = [Qj,Qk] = 0, (42)
and then we directly compute
ωJKL =
1
ql
(
δkl(δjl − δ(j+1)l)− δ(k+1)l(δjl − δ(j+1)l)
)
·
·
(
αj ∧ αk + βj ∧ βk + 2βk ∧ αj
)
,
(43)
and
gJF =
2
ql
(
δkl(δjl − δ(j+1)l)− δ(k+1)l(δjl − δ(j+1)l)
) (
αj ⊗ αk + βk ⊗ βj
)
, (44)
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so that on ∆+ we obtain
i∗dω
J
KL = 0, (45)
and
i∗dg
J
KL = 2
(
δjk − δ(j+1)k
pk
+ δ(j+1)(k+1) − δj(k+1)
pk+1
)
ϑj ⊗s ϑk. (46)
Concerning i∗dgJKL, we immediately see that
i∗dg
J
KL(Pj, Pj) = 2
(
1
pj
+ 1
pj+1
)
, (47)
while, if k + 1 < j or j + 1 < k we have
i∗dg
J
KL(Pj, Pk) = 0, (48)
and, if k + 1 = j we have
i∗dg
J
KL(Pj, Pk) = −
2
pj
, (49)
and, if j + 1 = k we have
i∗dg
J
KL(Pj, Pk) = −
2
pj+1
. (50)
Then, a direct comparison using the explicit form of the Pj’s and the explicit form of the
Fisher-Rao metric tensor gFR given in equation (1) shows that
i∗dg
J
KL = 2 gFR . (51)
4 Information geometry of mixed states
In section 2, we reviewed how classical probability distributions may be immersed into the
complex projective space by replacing a probability vector with a suitable notion of probability
amplitude. Here, we want to develop a similar, but different, idea in the context of mixed
quantum states. Pictorially speaking, we want to quantize classical probability distributions in
order to obtain quantum states.
Remark 1. It is possible to pass from the concept of pure quantum “states” to the concept of
quantum “amplitudes”. In other words, a sort of operator-valued square root of a pure state
can be introduced, if one considers the set of rank-one operators. Indeed, let |ψ〉 and |φ〉 be
normalized vectors in a Hilbert space H, such that 〈ψ|φ〉 6= 0 and ρψ = |ψ〉〈ψ| and ρφ = |φ〉〈φ|
be the corresponding pure states in P(H). Let ρψφ = |ψ〉〈φ| be a rank one operator. Then, the
following relations hold true:
ρψφρ
∗
ψφ = ρψ
ρ∗ψφρψφ = ρφ ,
(52)
which amounts to say that the rank one operator ρψφ is a square root for the two states ρψ and
ρφ. It is worth noticing that this rank-one operator defines a transition amplitude because of
the non-othogonality condition. These rules coincide with the algebraic structure underlying
Schwinger’s approach to quantum mechanics[34], an approach which is based on the concept of
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selective measurements. It is possible to prove[15] that these basic elements satisfy the defining
properties of a groupoid, each selective measurement describing a transition between outcomes
of an experiment performed on a quantum system (for instance the outcomes of a Stern-Gerlach
experiment on a beam of atoms). In this framework the rank-one operator ρψφ describes a
selective measurement between the outcomes of two “non-compatible” experiments (for more
details on this formulation see [15, 16, 17]).
A similar procedure may be implemented also for mixed states, see Section 2.3 in [4]. However,
here we shall limit ourselves to mixed quantum states and do not consider their “square root”.
In the quantum information theory of finite-level quantum systems, the role of probability
distributions is played by the density operators on the Hilbert space H of the system under
investigation (see [3, 8, 10, 29, 35]). By fixing a basis {ej} in H, we may realize every density
operator ρ as a “density matrix” with respect to the chosen basis. Then, we may consider a
natural immersion of a probability vector p = (p1, ..., pN) into the space of density matrices
given by
p 7→ ρp = pj Ej , (53)
where Ej = |ej〉〈ej|. In this way, we realize a probability vector as a diagonal matrix with
respect to the basis {ej} in H. Here, since we shifted our attention from pure states to mixed
states, the analogue of the phase factor used in section 2 (i.e., and element of the unitary group
U(1)) is an element U of the special unitary group SU(H) of the Hilbert space of the system.
Therefore, by acting with this “generalized phase factor”, we obtain the density operator
ρ(U,p) := U ρpU† (54)
which is a density operator such that its vector of eigenvalues is in one-to-one correspondence
with p modulo an action of the permutation group. In this way, we have just obtained a covering
of the space of states (density operators) S of H in terms of the space
M˜ = SU(H) × ∆, (55)
where ∆ denotes the simplex of N -probability vectors, by means of the map p˜i : M˜ −→ S given
by
p˜i(U,p) := ρ(U,p) . (56)
By considering only probability vectors with pj > 0 for all j = 1, .., N , we obtain a map pi from
the smooth manifold
M = SU(H) × ∆+, (57)
where ∆+ denotes the open interior of the simplex of N -probability vectors, to the smooth
manifold S+ of faithful states (invertible density operators) on H given by the restriction of
p˜i to M. According to [14], the map pi is differentiable and it is a submersion at each point
(U,p) ∈M for which the vector p is such that pj 6= pk for j 6= k.
The possibility of working on M turns out to be particularly useful when we need to
perform explicit computations regarding geometrical structures on S+. For instance, M is
a parallelizable manifold, and thus, the theory developed in section 3 applies. Therefore, if
S : S+ ×S+ −→ R is a relative quantum entropy, e.g., the von Neumann-Umegaki relative
entropy, we may consider its pullback Spi to M×M, and compute the geometrical tensors
associated with it as explained in section 3. The symmetric tensor thus obtained will be the
pullback onM×M of the symmetric tensor on S+×S+ that we may obtain by applying one of
the general procedures described in [14, 22, 24]. Furthermore, the differential calculus available
onM×M is considerably simple once we note thatM is just the Cartesian product of a Lie
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group with an open set of an affine space, and this makes some computations particularly explicit
and clear. Then, since the probability distributions are embedded inM in a manifest way, we
get an easier comparison between geometrical structures on quantum states and geometrical
structures on classical probabilities in the spirit of section 2 and of the work [21].
To better illustrate this point, we will now explicitely work out the details of the computation
of the metric tensor onM for the case of the von Neumann-Umegaki relative entropy defined by
S(ρ, σ) := Tr (ρ(ln(ρ)− ln(σ)) . (58)
Note that, however, a similar procedure may be also considered for the family of Tsallis entropies
(see [25]), and for the family of (α− z)-Renyi relative entropies [14].
For the sake of simplicity, we omit the explicit expression of the pre-symplectic form and the
symmetric (0, 2) tensor onM×M. Indeed, the explicit expressions of these objects turn out to
be particularly long, and the computations that we are about to perform in order to compute
the metric tensor onM already give enough details to obtain the tensors onM×M by means
of equations (29) and (31).
First of all, we need to introduce a global basis of vector fields onM and its dually-related
basis of 1-forms. At this purpose, we will exploit the product structure ofM = SU(H) × ∆+
to select the basis {Xj;Pk} of vector fields where the Xj’s are left-invariant vector fields “on”
SU(H), and the Pk’s are the vector fields on ∆+ introduced in the last part of section 3. Then,
the dual basis will be written as {θj;ϑk}, while the basis of vector fields onM×M is written
as {Xj,Yj;Pk,Qk}, and its dual basis of 1-forms as {αj, βj; ζk, ηk}.
Setting ρ0 ≡ ρp for p ∈ ∆+ (see equation (53)), the pullback of S toM can be written as
Spi(U, ρ0;V, σ0) = Tr (ρ0 ln(ρ0))− Tr
(
U ρ0U† V ln(σ0)V†
)
, (59)
where we exploited the fact that ln(UAU†) = U ln(A)U† for every invertible self-adjoint
operator A because ln is an analytic function.
According to equation (37), we need to compute the quantities(
LXkLYj(Spi)
)∣∣∣
diag
,
(
LXkLQj(Spi)
)∣∣∣
diag
,
(
LPkLQj(Spi)
)∣∣∣
diag
(60)
in order to obtain the tensor i∗dgJS .
In order to compute them, we first observe that the following matrix equality holds by direct
computations
dρ = d
(
U ρ0U†
)
= U
([
U† dU, ρ0
]
+ dρ0
)
U†, (61)
where U† dU is the left-invariant, Maurer-Cartan form on SU(H). Note that, If we fix an
orthonormal basis {τj} of matrices in the Lie algebra of SU(H) (w.r.t the Cartan-Killing form),
the Maurer-Cartan form can be written as
U† dU = θj τj. (62)
Furthermore, setting Ej = |ej〉〈ej| where {ej} is the orthonormal basis in H in terms of which
the unfolding map pi is written, we have
dρ0 = dpj Ej , (63)
so that2
dρ0(Pk) = Ej − Ej+1 , (64)
2Recall that, for the basis on the N -simplex, the indexes run from 1 to N − 1.
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In the following, we will select a basis {τk}1,...,(N2−1) in the Lie algebra of SU(H) in such a way
that the ıEj’s are part of this algebra, and thus form a Cartan subalgebra.
A direct computation shows that
LXkLYj(Spi) = −LXk
(
Tr
(
U ρ0U†V
[
(V†dV)(Yj), ln(σ0)
]
V†
))
=
= −LXk
(
Tr
(
U ρ0U† V [τj, ln(σ0)] V†
))
=
= −Tr
(
U
[
(U†dU)(Xk), ρ0
]
U† V [τj, ln(σ0)] V†
)
=
= −Tr
(
U [τk, ρ0] U† V [τj, ln(σ0)] V†
)
,
(65)
so that it is (
LXkLYj(Spi)
)∣∣∣
diag
= Tr ([ρ0, τk] [τj, ln(ρ0)]) . (66)
Similarly, we have
LXkLQj(Spi) = −LXk
(
Tr
(
U ρ0U† V (d(ln(σ0))) (Qj)V†
))
=
= −Tr
(
U [τk, ρ0] U† V (d(ln(σ0))) (Qj)V†
)
=
= −Tr
(
U [τk, ρ0] U† V σ−10 (Ej − Ej+1) V†
)
,
(67)
so that it is (
LXkLQj(Spi)
)∣∣∣
diag
= Tr
(
[ρ0, τk] ρ−10 (Ej − Ej+1)
)
= 0 , (68)
and we have
LPkLQj(Spi) = −LQk
(
Tr
(
U ρ0U† V (d(ln(σ0))) (Qj)V†
))
=
= −LQk
(
Tr
(
U ρ0U† V σ−10 (Ej − Ej+1) V†
))
=
= −Tr
(
U (Ek − Ek+1) U† V σ−10 (Ej − Ej+1) V†
)
,
(69)
so that it is (
LPkLQj(Spi)
)∣∣∣
diag
= −Tr
(
ρ−10 (Ek − Ek+1) (Ej − Ej+1)
)
. (70)
Collecting the results, from equation (37) we get
i∗dg
J
S = 2 Tr
(
ρ−10 (Ek − Ek+1) (Ej − Ej+1)
)
ϑj ⊗s ϑk+
+2 Tr ([τk, ρ0] [τj, ln(ρ0)]) θj ⊗s θk.
(71)
If we write
ρ0 =
N∑
j=1
pj Ej, (72)
a direct comparison with the expression of the Fisher-Rao metric tensor gFR given at the end of
section 3 shows that
gFR = Tr
(
ρ−10 (Ek − Ek+1) (Ej − Ej+1)
)
ϑj ⊗s ϑk , (73)
which means that the metric-like tensor onM reduces to (a multiple of) the Fisher-Rao metric
tensor whenever we restrict to the “classical part of the system”, i.e., to pairwise commuting
matrices.
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Now, we will show that there exists a basis in the Lie algebra of SU(H) for which the “quantum
part” of i∗dgJS is diagonal. Indeed, setting Ejk = |ej〉〈ek|, we obtain a basis {Ejk}j,k=1,...,N of
B(H). Therefore, we can write
ρ0 =
∑
r
pr Err =
∑
r
pr Er,
τj =
∑
r,s
T rsj Ers with T rsj = −T srj ,
(74)
so that
[ρ0, τk] =
∑
r,s
(ps − pr) T rsk Ers
[τj, ln(ρ0)] =
∑
a,b
ln
(
pa
pb
)
T abj Eab,
(75)
and thus
Tr ([τk, ρ0] [τj, ln(ρ0)]) =
∑
r,s
ln
(
ps
pr
)
(pr − ps) T rsk T srj =
=
∑
r,s
ln
(
ps
pr
)
(pr − ps) 12
(
T rsk T
sr
j + T srk T rsj
)
=
=
∑
r,s
ln
(
ps
pr
)
(pr − ps) 12
(
T rsk T
sr
j + T rsk T srj
)
=
=
∑
r,s
ln
(
ps
pr
)
(pr − ps) <
(
T rsk T
sr
j
)
.
(76)
Now, we may chose a particular basis in the Lie algebra of SU(H) which is splitted in three
parts, namely, the elements of the basis are of three kinds, first, there are elements of the type
λjµ =
ı√
2
(|j〉〈µ|+ |µ〉〈j|) (77)
where we always relabel the indexes in such a way that Greek ones are greater than the Latin
ones, then, there are elements of the type
σjµ = − 1√2 (|j〉〈µ| − |µ〉〈j|) (78)
where we always relabel the indexes in such a way that Greek ones are greater than the Latin
ones, and finally, there are elements of the type
ej = αj
j|j + 1〉〈j + 1| − j∑
r=1
|r〉〈r|
 (79)
with αj = 1√
j(j+1)
. Note that this basis is orthonormal with respect to the Cartan-Killing form
on SU(H). At this point, we write
λjµ =
∑
α,β
Mαβjµ Eαβ , σjµ =
∑
α,β
Nαβjµ Eαβ , eµ =
∑
α,β
Oαβµ Eαβ , (80)
from which it immediately follows that the quantity in equation (76) is different from zero if and
only if τj = τk = λlµ for some couple (l, µ), or τj = τk = σlµ for some couple (l, µ). From this, we
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conclude that, with respect to the basis of left-invariant vector fields and 1-forms associated with
the basis {λjµ, σjµ, ej} in the Lie algebra of SU(H), the “quantum part” of i∗dgJS is diagonal.
Quite interestingly, this is also what happens when we consider the family of α-z-Renyi-
Relative-Entropies introduced in [5]. Indeed, as it is shown in [14], the metric tensor is again
diagonal with respect to the basis of left-invariant vector fields and 1-forms associated with the
basis {λjµ, σjµ, ej} in the Lie algebra of SU(H). Furthermore, in the same paper it is shown
also that the metric tensor derived from Von Neumann-Umegaki relative entropy is monotone
with respect to quantum stochastic maps (completely positive and trace preserving maps on
the C∗-algebra associated to the quantum system). According to Petz theorem, monotone
metric tensor can be decomposed into the sum of two terms, a classical part which is the
Fisher-Rao metric tensor, and a quantum term which is coupled to the classical one via a
monotone function f (a relation between this monotone function and the tomographic procedure
to reconstruct a quantum state from the knowledge of different associated probability densities,
has been proposed in [24, 25]). As already pointed out, Eq. (37) shows that the metric tensor
on M obtained from a divergence function via a complex structure J is proportional to the one
obtained according to the procedure outlined in [14]. Therefore, also the metric tensor that we
got in this section satisfies the monotonicity property with respect to quantum stochastic maps.
5 Concluding remarks
Inspired by the geometry of pure quantum states, in this work, we presented the construction
of a quasi-complex structure J on the Cartesian product M ×M of a parallelizable statistical
manifold M . By exploiting the geometrical properties of J , we defined a coordinate-free,
algorithmic procedure to extract a symmetric, covariant (0,2) tensor gF and a presymplectic
structure ωF on M ×M starting from a divergence function F on M ×M . In particular, in
section 3, we computed ωF and gF when M is the open interior ∆+ of the n-simplex ∆, and F is
the Kullback-Leibler divergence, and we proved that the pullback to ∆+ of the symmetric tensor
field gF is a constant multiple of the Fisher-Rao metric tensor. Then, in section 4, we considered
the case in which M is a covering of the manifold of faithful quantum states in finite-dimensions,
that is, M = SU(H) × ∆+ where SU(H) is the special unitary group of the n-dimensional
Hilbert space H of the quantum system at hand, and F is the von Neumann-Umegaki relative
entropy. In this case, the metric tensor one obtains on M = SU(H) ×∆+ is splitted in two
parts, one which “lives” on the classical part ∆+ and is a constant multiple of the Fisher-Rao
metric tensor, and one which “lives” on the quantum part SU(H) and is a constant multiple of
the symmetric covariant tensor extracted from the von Neumann-Umegaki relative entropy as
done, for instance, in [25, 14].
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