This thesis studies how the price affects the demand for public transport in the peak-and offpeak period in the public transport in Stockholm. Further, the study investigates how differences in price elasticities of demand in the peak-and off-peak period can enable an increase in revenues as well as the total number of passengers while dampening the peak-load problem through price discrimination. The data is set up to examine the effect of the price on the number of passengers travelling by subway in the peak-and off-peak period from January 1999 to December 2008. A number of control variables are used to isolate the effect of a price change. Two regressions are made; the first studies the effect of a price change in the peakperiod and the second the effect of a price change in the off-peak period. Thereafter, the elasticities of demand for each period are calculated in order to find Ramsey prices that can be used when a monopoly firm maximizes profit and minimizes welfare loss. The study concludes that the price elasticities of demand differ between the peak-and the off-peak period and that SL should charge a higher price in the peak-period and a lower price in the off-peak period to both increase their revenue, the total number of passengers, and reduce their problems associated with the peak-load demand.
Introduction

Problem area
The demand for public transport varies greatly over the course of a day. Most commuters travel during rush hours in the morning and the evening, while there is significantly less passengers during day and night time. The variations in demand over the 24 hours of the day lead to peak-load problems; the service provider has to invest in enough capacity to satisfy the peak-load demand, but these investments are not utilized when the demand drops. In addition, there is a cost of congestion if the capacity of the service provider is below the level that accommodates peak demand (such as longer travel times), as well as environmental costs caused by the congestion. (Boiteux, 1960) Most operations that face peak-load problems differentiate prices charged for peak-period and for off-peak services in order to reduce variety in demand. For instance, hotels offer discounts on stays during off-season periods, and airline tickets are discounted when the demand is low. However, this attempt is seldom made in urban transportation, causing significant welfare losses, as pointed out by Vickrey (1963) 1 already half a century ago:
" […] in no other major area are pricing practices so irrational, so out of date, and so conducive to waste as in urban transportation. Two aspects are particularly deficient: the absence of adequate peak-off differentials and the gross underpricing of some modes relative to others. " (Vickrey, 1963) The public transport system in Stockholm, which is operated by Storstockholms Lokaltrafik (SL), is no exception to this rule. To date, no attempt has been made by SL to differentiate the prices charged for peak and off-peak services on a wide scale. In 2008 however, SL introduced an electronically charged ticket, the "Access-card". The card is based on new technology and has opened up new possibilities to employ peak-load pricing, by solving some of the practical difficulties (Damström, 2009 ).
Aim of the study
The question of peak-load pricing with regards to SL has been discussed in earlier studies. A general weakness in these studies is the fact that they have not studied the price elasticities of demand in the peak-and off-peak periods separately. Instead, assumptions have been made regarding which type of tickets that are used in the peak-and off-peak period and thereafter, the peak-and off-peak periods' price elasticities of demand have been calculated using the elasticities of the different types of tickets. But there are reasons to believe these are not particularly plausible assumptions. If so, it would mean that the estimated gains from a peakload scheme could be severely off the mark. The aim of this study is to shed some light on whether the price elasticities differ across peak and off-peak periods by studying the peakand off-peak periods separately, and therefore avoiding the assumptions of which ticket-types that are used in the periods.
If a difference in elasticities between the peak-and off-peak period is found, a further aim is to demonstrate how SL could differentiate its prices in order to increase revenues and minimize the peak-load problem. The study is limited to the subway, where the peak-load problem is substantial due to the practical and economic difficulties of increasing peak-load capacity (Damström, 2009) , and the effects of differences in earlier pricing policies have been relatively small.
1.3.
Scope of the study The study is set up to analyze the effect of a change in price on the number of passengers during the peak-and the off-peak period. To isolate the effect of a price change on the number of passengers, a number of control variables have been used. The study is covering a ten year period, 1999-2008 and includes monthly data on the number of passengers traveling by subway in Stockholm.
1.4.
Outline The study is structured as follows: Section 2 presents the background of the study including salient features of SL, the theoretical background and results from previous research, and thereafter the hypothesis is presented in Section 3. The data is presented in Section 4, where necessary delimitations as well as the dataset are explained. The dependent and explanatory variables are presented and described in Section 5, along with how the dataset is handled. In Section 6, the results from the multiple regression analysis are presented and in Section 7 the model is tested to show its validity. Calculations of elasticities and Ramsey prices are presented in Section 8. Finally, in Section 9 the results from the regression are analyzed and discussed along with some proposals for future research. The public transport is today considered as a part of the social services provided by the government. The Swedish government has the aim to "provide a satisfactory transportation service" 2 (Prop. 1997/98:56) to all citizens which calls for a public transport service that is well-developed and has a wide coverage.
The political importance of affordable urban transportation in Stockholm is obvious, given the level of tax funding SL has received. However, due to differences in political views, SL has been granted different levels of tax funding depending on the political party in power. The general tendency in the last years has been towards a lower tax funding level, see Exhibit 2.1. 
Criteria for a new pricing policy
The WSP Report (2009) summarizes the criteria that SL has to consider when choosing a pricing policy. The main criteria are that pricing has to be socially efficient, fair and comprehensible. In addition, SL should strive to reduce its dependence on tax funding as well as to increase the number of passengers.
2 Translation made by the authors. The Swedish Parliament states that "the general goal for the transportation policy is to ensure socially efficient and sustainable transportation to the citizens and the economy" 3 (Prop. 1997/98:56) . One step towards meeting the criterion of economic efficiency is to charge the passengers fares that reflect the social marginal costs evoked by their travel. This will incentivize passengers to choose the socially efficient alternative.
To ensure that a pricing policy is politically feasible and persistent, it is of importance that it is perceived as fair. The notion of equity is a central part of SL's criteria and goals. However, this criterion is hard to define. Injustices that are accepted today often provoke less criticism than a new injustice, even if it objectively is fairer than the old injustice.
SL also emphasizes the need for a pricing policy that is comprehensive. This refers to a pricing policy that is both easy to administer and easily understood by the passengers. The electronically charged Access-card makes the administration of charging different prices to peak-and off-peak passengers easier (Damström, 2009).
Theoretical background
Urban public transport fares face a number of needs and requirements, and some of them are contradictory. On the one hand, there is pressure to charge high prices to fulfill budgetary requirements, or provide dividends to owners. Politicians' wishes to reduce public expenditure (reduce subsidies) can put further upward pressure on the prices. On the other hand, there are also pressures to keep the prices low. These pressures come from objectives such as inclusion, equity and corrections for under-priced private transport. (Fearnley, 2004) SL has experienced a cut in subsidies, and this tendency is mirrored in many other European countries (Higginson, 2002) . Efficiency gains in the urban transportation industry can explain parts of these cuts. However, they also represent transfers of cost, from the public sector to the passengers, in the form of higher prices and/or reduced service levels. (Fearnley, 2004) The cut in subsidies increases the need for SL to cover costs through ticket sales, and to adopt an efficient pricing scheme. As described by Fearnley (2004) , general fare policies seldom address the concern of efficient cost recovery that is efficient. Therefore, some basic aspects of pricing for an operation such as that of SL are presented below.
Marginal cost pricing
A necessary condition for Pareto optimal resource allocation in the case of a standard type of good is that price equals marginal cost (MC). There is however a concern with marginal cost pricing with regards to urban transport, due to some special features of both supply and demand (Fearnley, 2004) .
The MC may be substantially higher during peak-period than during the off-peak period. Studies have shown that both the short run marginal cost (SRMC) and the long run marginal cost (LRMC) tend to be higher the peak-period. (Boiteux 1960) The SRMC increases in the production volume since there is limited room for increases in capacity in the short run, and the increase may be substantial. In addition, congestion may also increase the short run marginal social cost due and increase in travel times, the discomfort of crowding and environmental problems. In the long run, SL may be able to invest in enough capacity to transport all the individuals wishing to travel in the peak-hours, but this capacity is used little or not at all during the offpeak periods, leading to a higher LRMC. Exhibit 2.2 illustrates how the extra capacity used to satisfy the peak-load demand is unutilized during the off-peak hours.
Regardless of whether the time horizon is short or long, peak-period passengers are associated with higher marginal costs, and should be charged higher prices than off-peak passengers. However, the firm can charge the Pareto efficient marginal prices through the practice of price discrimination, as described below.
Price discrimination -Ramsey pricing
In order to recover the differences in marginal costs between the peak-and off-peak period, and give the passengers incentive to change their travelling behaviour, SL can price discriminate. Price discrimination occurs when a firm charges different groups of customers different prices for an identical good or service. Price discrimination may be profitable when consumers differ in their willingness to pay. (Pigou, 1929) An illustrative example is a firm that serves two passenger groups equal in size (peak-and off-peak period) that differ in how much they are willing to pay for the service. For example, peak-period passengers may be willing to pay 5 and off-peak period passengers 2 for the travel. If marginal costs are equal in both the peak-and off-peak period then the firm would charge 5 to maximize profits if prices were uniform. This would leave the off-peak passengers without the service. If, however, the firm could price discriminate they could yield higher profits and at the same time serve both passenger groups given that the marginal cost of providing the service was less than 2. This indicates that firms that charge uniform prices tend to focus on the customers who are willing to pay the highest price.
For a firm to successfully price discriminate there are three conditions that have to be fulfilled (Perloff, 2007) .
 Market power -the firm has to have market power otherwise it cannot charge any customer more than the price of the competitors.  Sensitivity -consumers must have different demand elasticities and the firm must be able to identify how the consumers differ in their sensitivity of demand.  Prevent resales -the firm must be able to prevent resales. Price discrimination does not work if resales are possible because then only low-price sales would be possible.
In the case of SL it is clear that condition one and three are fulfilled. In this study it will be examined whether SL's customers differ in their elasticity of demand. If so, SL satisfies the three conditions and can price differentiate, according to the theory.
Pigou (1929) identifies three types of price discrimination. In first-degree price discrimination the prices varies with each customer's willingness or ability to pay, and each unit is sold at a separate price. This requires that the firm is able to identify each sold unit.
There are rare instances of such pricing in practice. In second-degree price discrimination the situation is the opposite: the firm cannot distinguish consumers at all. However, the firm has knowledge concerning the distribution of consumer characteristics, and offers a menu of contracts that make consumers self-select. An example is mobile phone contracts. Lastly, in the case of third-degree discrimination the firm is able to identify groups of consumers, and to charge different prices for the different groups. Third-degree discrimination can be applied by SL so that peak-period passengers are charged a higher price than those travelling in the off-peak period. There are many examples of this, for instance prices that differ according the geographical market, or the age of consumers.
One type of price discrimination used to minimize the welfare loss caused by a budget constraint (by insufficient subsidies for example) is Ramsey pricing. According to the Ramsey pricing rule, prices are differentiated according to the market-segments' differences in the willingness to pay (price elasticities of demand). The pricing rule summarizes the relationship between price elasticities of demand and the optimal monopoly price. (Ramsey, 1927) This pricing strategy is proposed by the World Bank (Kessides and Willing, 1998) as a method to get efficient pricing in public transport, since it takes into consideration the demand and the cost side, as well as the budget constraint.
Baumol and Bradford (1970) present a traditional model for optimal pricing under budget constraint for a monopolist supplier of two goods.
The general pricing rule for third degree price discrimination is:
Where P is price, MC is marginal cost and is the elasticity of demand. This is the common way to represent Ramsey pricing. In the case where prices are higher than marginal cost, due to a budget constraint, efficient pricing of two services is a proportional change in the markup, above the marginal cost, equal to the inverse ratio of the elasticities of demand. As can be seen above, a scenario with the same elasticities in both markets leads to the same proportional mark-up over marginal cost in all markets, the result would be no price discrimination.
Although Ramsey pricing is welfare maximizing under certain circumstances, it is rarely applied in local public transport. There are several reasons for this. Firstly, it assumes detailed knowledge of cost and demand structures, which are usually difficult to obtain. Secondly, regulating authorities are not always happy with great variations in fares. Thirdly, the correct Ramsey price can in some instances be a very large mark-up over marginal cost (Nilsson 1992) . Fourthly, Ramsey pricing is not efficient any longer when external costs and benefits are present. Baumol (1995) argued however that these latter effects are likely to be relatively small.
Price elasticity of demand
In order to calculate the optimal prices under the Ramsey pricing rule, the price elasticities of demand are needed. As explained by Perloff (2007) , the price elasticity of demand measures the price sensitivity, which is defined as the percentage change in demand resulting from a one percent change in price, ceteris paribus. A high price elasticity of demand indicates that the demand for the service, or good, is sensitive to changes in price, namely that a small change in price has a large effect on the demand. A low price elasticity indicates that a price change has a small effect on demand.
A common way to calculate price elasticities of demand is to assume a linear demand. The price elasticity of demand is defined as, (2.2) where Q is the quantity and P is the price.
Assuming a linear demand function, (2.3) where is the quantity demanded when price is zero, is the ratio of the fall in quantity due to an increase in price (P), the price elasticity of demand can be expressed as:
However, when a monopolist like SL is to interpret the possible effects of the price elasticities of demand, they have to be aware of the impact on the revenue. Equation 2.5 shows how marginal revenue of a monopolist depends on the price elasticity of demand.
(2.5)
Further more, the following important relationships hold.
 If the value of the elasticity is in the range zero to -1 (inelastic), then fare increases will lead to increased revenue since the expression is less than zero. As a result, if the price elasticity of demand is inelastic SL can increase total revenue by charging higher prices even though the number of passengers will decrease.  If the elasticity exceeds -1, then a fare increase will lead to a decrease in revenue since then will be greater than zero. SL can then increase revenue by lowering their prices leading to increase in the number of passengers.
EXHIBIT 2.3. Figure illustrating the marginal revenue and price elasticity of demand for a linear demand curve. Over the range where demand is elastic the marginal revenue is positive and over the range where demand is inelastic the marginal revenue is negative. The revenue is 0 when the demand is unitary elastic. Source: Besanko (2002).
2.3
Results from previous research There have been many international studies on price elasticities of demand in public transport. Unfortunately, very few studies have distinguished between the elasticities for the peak-and off-peak periods despite the fact that demand is expected to differ substantially in these two periods (Oum et al., 1992) . All studies indicate however that the elasticity is generally inelastic, and higher in the long run, than in the short run, as would be expected.
The TRL study on the public transport in London (Balcombe et al., 2004 ) summarizes a number of typical findings on elasticities. It highlights that elasticities of demand for bus trips are higher than those of the subway. This reflects the advantages of using subway as a way to commute from outer urban area to the city centre for commuters. This finding follows the findings of Pratt et al. (2000) . Pratt's study also classified its elasticities as peak-and off-peak period elasticities, and finds that the UK off-peak elasticity values are about twice the peakperiod values.
Fearnley (2004) summarizes other typical findings:
 Leisure trips are more price sensitive than business trips. This is due to the fact that those passengers are more flexible in regards to the choice of whether to travel or not and if so, when and where.  Car ownership increases the elasticity of demand since it offers an alternative to public transport.  Youths and children have a higher elasticity of demand than adults.  Low-income groups are less sensitive to price change than high-income. This reflects the lack of choice low income groups have with regards to transportation.
International findings with regards to subway elasticities are presented in Exhibit 2.4. Very few of the studies are explicit about which time horizon their elasticities refer to. Consumers can change their assets (e.g. car ownership) and/or where they live in the long run whereas it is not possible in the short run. However, according to Oum et al. (1992) no estimation of a full long run model has been conducted because of the complexity of analyzing and modeling the transport decisions, asset ownership and location choice jointly.
Study Elasticity Chicago Metro. price increases (Cumming et al.,1989) -0.34 BART San Francisco (Reinke, 1988) -0.31 Express underground -2 (Doi and Allen, 1986) -0.25 Express underground -3 (Doi and Allen, 1986) -0.24 Express underground -1 (Doi and Allen, 1986) - Studies on the public transport in Stockholm conclude that the general price elasticity of demand for public transport is -0.52 and the corresponding elasticity for subway and rail services is -0.56 (Transek, 2005) . The Transek (2005) , and Olsson, Tegnér and Gustafsson (2000) studies have however not calculated the price elasticities of demand for the peak-and off-peak periods separately, but calculated the elasticities of demand on different ticket types and thereafter made assumptions on which kind of tickets that are used in each period to calculate the effect of peak-load pricing.
This study intends to make a small contribution toward remedying this undesirable state of affairs by analyzing separately the price sensitivity of demand for travelling on subway during both the peak-period and the off-peak periods.
Hypothesis
Previous research and theories indicate that the peak-load problem can be partially solved by implementing a suitable pricing policy. Previous studies indicate that the price elasticity of demand for passengers travelling in the off-peak period is higher than in the peak-period. Passengers in the peak-hours are described as having less flexibility due to factors such as work hours leading to a lower sensitivity to price changes.
In order to test our hypothesis below, two regressions will be made. The first regression is made to test if price affects travelling in the peak-period, and the second will test if price affects travelling in the off-peak period. If the price parameter is significant in both regressions, a further analysis of this variable is of pertinence.
: The variation in the number of passengers over time cannot be explained by the variation in price.
: The variation in the number of passengers over time can be explained by the variation in price.
The null hypothesis will be rejected if the price-parameter is statistically significant.
Data
To analyze if a change in price has a different effect on demand in peak-and off-peak period, a number delimitations are necessary. This includes which time period, geographic area and what price parameter is to be used.
Choice of time period
The time period has been chosen in order to obtain as large a sample as possible of reliable data. Due to changes in measuring standards as well as the lack of availability of data, the year 1999 is chosen as a start-date in order to maximize the number of reliable observations. The ending date is in the end of 2008 since this is the latest date with available data.
4.2.
Choice of price parameter The study uses the changes in price of the 30-day travel card as a proxy for price changes in all types of tickets. A primary reason is to simplify the analysis as the percentage price increases of the different tickets are equal in size, and occur simultaneously with very few exceptions. Therefore, including more price parameters only dilutes the effects of the price increases and causes multicollinearity 4 . Further, the 30-day travel card stands for the largest ticket sales as well as fare revenue, making it the most interesting and relevant price parameter to use. During the chosen time period the fare revenue from the 30-day travel card amounted to, on average, 60 percent of total ticket revenue 5 .
4.3.
Choice of geographic area From Jan 1999 to May 2006, SL has had a pricing policy based on a five-zone model. In May 2006, a flat rate pricing policy was introduced. In the flat rate model, a flat rate was used resulting in the same cost of travelling independent on where the journey started. Thereafter, in May 2007, the zone pricing model was reintroduced, this time based on three zones. In the zone pricing models, passengers pay in accordance with how many zones they travel through. Since the zones are split up in accordance to how far from the city centre they are, a trip from far outside Stockholm is more expensive than one within the city-centre.
The choice of geographic area is of significant importance for several reasons. First, the differences in pricing policies over the past decade will impact our results in a significant way if the geographical area is not chosen with care. In choosing the geographic area the aim has been to find an area where the difference in pricing policies has had a minimum effect on the cost of travelling. In this paper the subway is chosen as it has, during the last ten years, in general been in the most central zone and thus has been unaffected by the change from a fivezone pricing model to a flat rate model and then back to a three zone model.
The whole subway network has, with the exception of only a few stations, has been in the most central zone in all pricing models used by SL. In the five zone model, the central zone 4 A high degree of linear relationship between two or more explanatory variables in a regression can lead to large variances for the slope estimators which lessens the preciseness of the estimators (Woolridge, 2009). 5 Average calculated from Annual Report 1999 Report -2008 includes the zones 1 and 2 (see Appendix A1), and in the three zone model the central zone is A (see Appendix A2), where the cost of travelling was the minimum price charged by SL regardless of which subway-station the passengers started their journey. Thus, the choice of the subway as a geographical delimitation minimizes the external price effects caused by the change in pricing policies on our price. This delimitation is not required when only analyzing the effect of a price change of the 30-day card on the number of passengers, since this card enables travel at a fixed price regardless of how far from the city centre the trip started. However, since we use this price parameter as a proxy for all types of tickets this delimitation is of importance in order to be able to draw conclusions for all types of tickets.
Further, a consistent measuring standard has been used for the passengers in the subway over the past decade, making it a more reliable source of data when compared to the data available for other public transport. Finally, it is in the subway that the peak-load problem is most apparent for practical reasons; it is both costly, and often impossible, to put more trains in service.
Data collection
The Data set
Tegnér (2002) 
Sample description
In the sample description one can see that there is a total of 120 observations, more specifically monthly data over the ten year period. The explanatory variables are lagged one period. Therefore, there will be one missing observation for all variables. The reason for using lags is the assumption that travel will not be affected in the same period as a change in any of the lagged parameters occurs, but the month after in accordance with Balcombe et al. (2004) . 
The quality of the data
The variation in the number of passenger variable may have been smaller if the data had been available on a more detailed level in terms of narrower time periods. For example, the period 18:00 -24:00 may not be an off-peak period which is indicated by the large maximum of this period. This concern is solidified as Olsson, Tegnér and Gustafsson (2000) define the peakperiod as 07:00 -09:00.and 16:00 -19:00, and the off-peak as all other hours, indicating that 18:00-19:00 should not be in the off-peak period. However, SL has however not measured the travelling patterns in such detail, and therefore no such data is available.
Another concern with the data is that it is not on an individual level which makes it impossible to track the travelling patterns of specific individuals. An assumption made in the model is that the passengers react only to the different prices and not to the effects of the difference in pricing policies that SL have had. For this to hold, this implies that the passengers only travel within the central zone (subway), which has been unaffected by the change from flat rate to zone-pricing policies. If this is not the case, the price parameter does not display the cost of travelling correctly will therefore be misleading.
Many people commute to work from outside the central zone and their decisions are thus affected by the difference in pricing policies. However, due to limitations in SL´s data collection this is the closest one can get to getting reliable results and this assumption has to be made.
There have been trade-offs with regards to the collected data on employment, income and population. The reason for this is that regional data is reported with a lower frequency (quarterly or yearly data) than national data (monthly or quarterly). However, the national data is of less relevance than the regional data. As mentioned, the choice has been made to prioritize relevancy over the number of observations in this study.
Method
The dependent variable
The dependent variable in the analysis is the number of passengers travelling in the subway. The data is collected on a monthly basis by manual observations at large intersections; Gullmarsplan, Alvik, Liljeholmen, Östermalmstorg and Västra Skogen (Stockholm Public Transport, 2008) . From these observations the total number of passengers travelling in the subway is estimated. The estimates are reported in four time periods; 06:00 -09:00, 09:00-15:00, 15:00 -18:00, 18:00 -24:00. In this study, the periods are combined into a peakperiod (06:00 -09:00 and 15:00 -18:00) and an off-peak period (09:00 -15:00 and 18:00 -24:00). These periods are chosen to come as close as possible to the SL peak-and off-peak periods defined by Olsson, Tegnér and Gustafsson (2000) .
(5.1)
The explanatory variables
In the analysis, there are in total 28 explanatory variables, where one is the price variable of the 30-day travel card and the remaining are control variables. The control variables are additional factors that could have an effect on the number of passengers and are therefore included in the regression in order to isolate the effect of the price variable.
The prices over the period 1999-2008 were provided by SL. The data has been checked by online searches to ensure that there is no mistyping.
In the study, short-term employment is used as a proxy for employment as there is a lag in the reporting of employment. However, data on short-term employment is up to date and gives relatively secure information on a regional level. The short-term data is collected via questionnaires sent to companies (Statistics Sweden, 2010).
Income from employment is used as a proxy for income. Disposable income would be a more accurate data-source for income, but is not available on the regional level making income of employment, which is reported on the regional level, a more reliable source of data.
The price of petroleum is collected from the petroleum company OKQ8. It is a monthly average on the price of the 95 octane petroleum in Sweden.
Dummies
Monthly dummies
As the time series in this study is monthly data it is reasonable to believe that there are seasonal patterns. Studying the bar graph in Exhibit 5.1 it is evident that there is a seasonal pattern in the number of passengers travelling with SL. When there is a seasonal factor in a time series it is usually desirable that it is removed so that one can concentrate on other components (Gujarati, 2003) .
There are a number of ways to handle a seasonal component. In this study, monthly dummies have been used to handle the seasonal pattern. Each month has been given a dummy except January that will serve as the reference month. If there is a seasonal effect in a given month then its dummy will be statistically significant.
EXHIBIT 5.1. Graph showing how the average number of passengers travelling by subway per month. January is indexed to 100. Source: Stockholm Public Transport (2008)
Interaction dummies
In order to see if price changes have different effects depending on the month, interaction dummies are added in the regression. This helps isolate the general effect of price on the demand for travel to the price parameter.
Handling the data set
Methodology
An initial collection of variables was made in order to ensure that significant variables for the studied sample were used in the regression. Thereafter, the relationship between the number of passengers and the explanatory variables was studied using two regression models, one for the peak-period, and one for the off-peak period. In both regressions, a backwards regression model has been used. This method iterates the regression leaving the statistically significant variables (Edlund, 2007) . However, there are risks associated with this method in SPSS, which is why both regressions also have been tested manually, using the SPSS enter method. This complements the backward model and certifies the statistical reliability of the findings (Edlund, 2007) .
Adjustments of the collected data
Concerning the collection of data on explanatory variables, there are large differences in the time intervals in which the data is reported. When calculating the cost of traveling, some assumptions have been made, as described below:
 The explanatory variables are lagged one period. This is since it is assumed that a change in any of the explanatory variables will not have an effect on the number of passengers in the same period as it occurs.  The data on employment, supply of subway, income and population in the Stockholm area are reported on a yearly basis except for employment, which is reported quarterly. Therefore, these variables have been manually recalculated as a linear trend between the observations.
Results
Regression model to test the hypothesis
In order to test the null-hypothesis, a regression model has been set up and the model is tested for the peak-and the off-peak period, separately. The regression models used to test the hypothesis are presented below.
(6.1) (6.2)
Variable name Description Price 30day
The price of 30-day travel card. Lagged one period.
Employed
Number of employed in the Stockholm County. Lagged one period.
Petrol
The average price of 95 octane petrol. Lagged one period.
Supply
The supply of subway measured in kilometers. Lagged one period.
Population
Population in Stockholm County. Lagged one period.
Income
Income from employment in Stockholm County. Lagged one period.
Feb -Dec
Monthly dummy variables.
Price 30day *Feb -Price 30day *Dec
Interaction dummies for price and months.
In SPSS the backward method is used to test the initial model and to find the variables that are significant. The variables that are significant on a 5% significance level in the peakperiod are the 30-day travel card price parameter, employment, income and population. In the off-peak period, the same variables as in the peak-period are significant, except income. The results are presented Exhibit 6.1 and 6.2. The adjusted R 2 6 for the peak-period and off-peak period are 0.9613 and 0.9506, respectively. This can be interpreted as that the regressions explain 96.13 percent and 95.06 percent of the variance of the number of passengers in the Stockholm subway.
The results from the final regressions show that the price parameter of the 30-day travel card has a negative effect on the number of passengers. The negative effect of the price parameter 6 In this study the adjusted R 2 will be reported as it is adjusted for the degrees of freedom associated with the sums of squares entering into the model. More directly, the R 2 is adjusted so that it does not get a falsely high value due to that the model consists of many explanatory variables (Gujarati 2003) .
is lower in the peak-period (-0.19) than in the off-peak period (-0.27 ). The effect of employment is positive in both the peak-period (0.87) and the off-peak period (0.66). The results indicate that the income has a negative effect on the number of passengers in the peakperiod (-2.90) but in the off-peak period it does not have an effect, as it is statistically insignificant. The population has a positive effect in both peak-period (1.52) and off peakperiod (0.52). In addition, there are a number of dummy variables and interaction dummies that are significant. There are more significant variables in the off-peak period indicating that the seasonal factors have a greater impact in that period. The results from our regressions give the following final estimated models, the first for the peak-period and the second for the off-peak period:
The results indicate that the price parameter is significant in both regressions. This result makes it possible to reject the null-hypothesis, that the price parameter does not explain the number of passengers. The effect of the price parameter also differs in the peak-and off-peak regressions, indicating differences in elasticities for the periods. This is line with what the results from previous studies.
Issues in estimation
In the previous section the null-hypothesis has been tested to see if it can be rejected. The regressions run on the peak-and off-peak period indicate that price affects the numbers of passengers in both the peak-and off-peak period. Before analyzing these results, the regression model has to be tested to verify the statistical reliability of the results. Two tests are conducted; a test for multicollinearity and test for serial correlation. The concern of heteroscedasticity has been eliminated by using robust standard errors in all regressions conducted in the study (Gujarati, 2003) .
. Multicollinearity
The model is tested for multicollinearity as one wants to ensure that there is no correlation between two or more of the explanatory variables. If there is correlation, this will affect the outcome of the regression as the collinear variables would hold the same information about the dependent variables. Further, if multicollinearity is found, the standard errors of the affected coefficients tend to be relatively large. To test the final estimated regression for multicollinearity, the Variance-inflating factor (VIF) has been used. If the VIF indicates high values (VIF>10) then there is reason for concern regarding multicollinearity (Gujarati, 2003) .
The VIF-test was conducted on the final estimated regression. A few variables were highly correlated resulting in high values in the VIF-test and therefore a new regression has to be done where the variables with high values are omitted. This is done stepwise meaning that one variable is omitted at a time and thereafter a backward regression is run to see the new outcome. This is done until only significant variables with acceptable VIF values remain (VIF<10). This has to be done for both the peak-and off-peak period and the adjusted regressions are presented in Exhibit 7.1. The adjusted regression for the peak-period has an adjusted R 2 of 0.955 and for the off-peak period the corresponding value is 0.938.
EXHIBIT 7.1. Results for the peak-and off-peak period from the regression adjusted for multicollinearity. The VIF-values indicate that there is little correlation between the variables in the adjusted models. The adjusted R 2 for the peak-period is 0.9547 and 0.9376
for the off-peak period.
Serial correlation
The Durbin-Watson test is used to detect any signs of serial correlation between the residuals in the regression model. If there is serial correlation in the data set, the standard errors of the affected variables tend to be overestimated. To test for serial correlation, the Durbin Watson test is commonly used. The test presents a value between zero and four. If the result of the test is equal to two there is no sign of serial correlation. (Gujarati, 2003) The Durbin-Watson value obtained for the peak-period final estimated regression and the corresponding for the off peak period were 1.751 and 1.692. When testing the adjusted regressions, the corresponding value is 1.675 for the peak-period and 1.681 for the off-peak 
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Common practice regards a value below one as critical and therefore there are no signs of critical autocorrelation in our models (Gujarati, 2003) .
Calculations
8.1. Price elasticities of demand for the peak-and off-peak period Since the price parameter is significant in the regressions, it have been used to calculate elasticities in order to be able to analyse which prices SL should pick according to the Ramsey pricing strategy to maximize profits and minimize welfare loss. The estimated price elasticities of demand the peak-and off-peak period are presented in Exhibit 8.1.
The elasticities are calculated based on three different figures. To begin with, the elasticities are calculated based on the beta coefficients from the final estimated regression. Thereafter, the elasticities are calculated based on the coefficients from the adjusted regression which has been adjusted for multicollinearity. Finally, elasticities are calculated on the mean of the coefficients from these two regressions. The reason for presenting three separate figures (final estimated regression, adjusted regression, and mean) is because when the model is adjusted for multicollinearity, some relevant variables with the same trend (which causes multicollinearity) may have been omitted affecting the results. Therefore, it is difficult to determine which model that is most relevant wherefore three figures are presented in order to get as accurate a result as possible.
The peak-period elasticities vary between -0.14 to -0.20 while the off-peak period elasticities vary between -0.16 to -0.31. The difference between the periods is greater in the final estimated regression where the off-peak period elasticity is 55 percent higher than the elasticity of the peak-period. In the adjusted regression the elasticity of the off-peak period is 14 percent higher than that of the peak-period.
Model
Peak Off-peak Final estimated regression -0.20 -0.31 Adjusted regression -0.14 -0.16 Mean -0.17 -0.23 EXHIBIT 8.1. Table showing the elasticities for peak-and off-peak period from the final estimated regression and the adjusted regression. A mean of both the regressions is also presented.
Ramsey prices
The Ramsey prices for the two periods are presented in Exhibit 8.2. The elasticities from the final estimated regression indicate that SL should set the price for peak-period about 70 percent higher than that of the off-peak period to maximize profit (See formula 2.1). With elasticities from the adjusted regression, the corresponding figure indicates a 20 percent higher price in the peak-period than in the off-peak period. Finally, the mean elasticities indicate that the peak-period price should be 50 percent higher than the off-peak period price. However, the exact level depends on the marginal cost, which in this study is assumed to be equal in both periods in accordance with common practice on calculations of Ramsey prices (Besanko, 2001 Ramsey-pricing. It is calculated using the elasticities from the final estimated regression, the adjusted regression and a mean of the regressions.
Effect of Ramsey pricing on the number of passengers and revenue
To better understand the effect of using Ramsey pricing on the total number of passengers, the distribution of passengers in the peak-and off-peak period as well as the effect on total revenue, two simulations are made. The simulations are based on the final estimated regression and the adjusted regression and the results are presented in Exhibit 8.3 and 8.4.
In Simulation 1, only the price in the peak-period is increased in order to meet the relative prices as suggested by the Ramsey pricing rule (1.2 and 1.7 for the final estimated regression and adjusted regression, respectively). The off-peak period price is thus unchanged. In Simulation 2, the price is increased in the peak-period and decreased in the off-peak period in the same proportions, to meet the same Ramsey relative prices.
The simulations from both the final estimated regression and the adjusted regression (Exhibit 8.3 and Exhibit 8.4) demonstrate that the revenue is maximized in Simulation 1 (123 and 109 for the final estimated regression and the adjusted regression, respectively). However, in this scenario, both charts also display a reduction in the total number of passengers.
When increasing the peak-period prices and decreasing the off-peak prices with the same proportions (Simulation 2) both the final estimated regression and the adjusted regression indicate less passengers in the peak-period (95 and 98, respectively) as well as an increase in passengers in the off peak period (109 and 102, respectively). They also show a constant or increasing total number of passengers (101 and 100) and total revenue (101 and 100). 
Final estimated regression
Number of passengers peak-load Number of passengers off-peak 
Adjusted regression
Number of passengers peak-load Number of passengers off-peak Total number of passengers Total Revenue
Concluding discussion
In the previous section, where the model was tested, it was found that the final estimated regression suffered from multicollinearity. The model was corrected for this matter. However, the results differ substantially between the uncorrected and corrected models. The reason for this is because when the model is adjusted some relevant variables with the same trend (which causes multicollinearity) may have been omitted affecting the results.
Price elasticities of demand
The elasticities in this study reflect the short-run effects of how the changes in price affects the number of passengers. Comparing the short-run elasticities of previous research to those of this study, it is possible to conclude they are similar, very close to the international mean of -0.21 (The peak-period has a mean elasticity of -0.17 and off-peak period has a mean of -0.23).
The results point in the same direction as previous international studies; that the elasticities of demand are inelastic. This means that SL has the opportunity to maximize their profit by charging a higher price which also will lower the number of passengers in the peak-period, as described by Exhibit 8.3 and 8.4. The intention is not to lower total number of passengers travelling with SL but rather smoothing the demand curve so that more passengers travel in the off-peak period. This could help SL to overcome some of their most crucial congestion problems as it is hard for them to put more trains in to traffic during the peak-hours.
It is also theoretically more economically efficient for SL to price differentiate as they would then not increase average costs by higher fixed costs that most likely would be the result with an expansion of the subway. It is, however, important to keep in mind that the long-run elasticities generally are higher than those in the short-run, which is indicated by previous studies. Such effects are not analyzed in this study but should be considered by SL when considering differentiated prices on their tickets.
Previous research has not focused on how the elasticities differ between peak-and off-peak period when simulating the effect of peak-load pricing on the number of passengers in the urban transportation of Stockholm. However, the general result in the international studies that do classify the elasticities into peak and off-peak periods is that elasticities are twice as high in the off-peak period compared to the peak-period. In this study the result varied between the final regression and the final regression corrected for multicollinearity. In the former, the elasticity in the off-peak was 55 percent higher than in the peak-period. In the latter, it was only 14 percent higher. On average the elasticities were 35 percent higher in the off-peak than the peak-period indicating a result which is lower than result from the international studies. One possible explanation for this is of the lack of detail in the data on the number of passengers, which may have resulted in peak-period passengers being defined as off-peak and thus lowering the elasticity of demand on the latter.
Ramsey Pricing
The results of the Ramsey pricing rule indicate that SL needs to increase their prices on peakperiod services in order to maximize profits. The results from the final regression indicate an optimal price which is 70 percent higher in the peak-period than in the off-peak period. The corresponding results from the adjusted model point to a price in the peak-period which is 20 percent higher than in the off-peak period.
If SL simply wanted to maximize profits, our simulations suggest that they should raise prices in peak-period by 70 percent. This would result in a revenue increase of 23 percent according to the final regression model and 9 percent according to the adjusted model. This policy also lowers the number of passengers in the peak-period, which reduces the peak-load problem and need for investments in capacity which is unutilized during the off-peak periods. However, this pricing policy is unlikely since SL also has the goal to increase the number of passengers when implementing a new pricing policy. This pricing policy would according to our simulations result in a reduction of passengers by 8 and 2 percent for the final regression model and adjusted model, respectively, thus making it unlikely.
The pricing policy in Simulation 2, where the peak-period prices are increased and the offpeak prices are decreased in the same proportions (26 percent for the final estimated model and 9 percent for the adjusted models) is a more suitable pricing policy. Both the final estimated regression and the adjusted regression suggest less passengers in the peak-period (95 and 98, respectively) as well as an increase in passengers in the off peak period (109 and 102, respectively). The simulation also indicates a constant or increasing total number of passengers (101 and 100) and total revenue (101 and 100). This pricing policy would therefore meet the goal of increased travelling as well as redistribute passengers from the peak-period, with excessive demand, to the off-peak periods. It also leaves revenues higher or unaffected, which is of importance due to the trend of decreasing tax funding levels within the public transport of Stockholm.
Suggestions for future research
The results of the study indicate that SL can dampen the peak-load problem by redistributing passengers from the peak-period to the off-peak period and at the same time maintaining or even increasing their market shares and revenue. It would be interesting to see similar studies that take the difference in price elasticities of demand in the peak-and the off-peak period into account.
For future research it is suggested that a study is conducted with more detailed data. This is both with regards to how narrow the time period on the number of passengers is calculated as well as the number of variables collected. Preferably, individual data on travelling should be collected in order to find cross-price elasticities to enable an analysis of the effect of a raise in price in the peak-period on the number of passengers in the off-peak period. This type of study was not possible with the available data, but the SL Access card gives an opportunity to conduct this study in the future. The Access card enables the collection of detailed information on traveling patterns of individuals which can be studied in a way that has not been possible until now. The Access card also opens up for natural experiments where SL can give selected individuals rebates on off-peak traveling and analyze what effect this would have.
Another unexplored topic in this study is the welfare effects of redistributing passengers from the peak-period to the off-peak period. A study focusing on which externalities and social effects this would have would be a good complement to earlier studies of peak-load pricing.
In summary, it can be said that the study complements earlier international studies of peakload pricing and gives an indication as to how changes in price affects the number of passengers in the peak-and off-peak period in the public transport in Stockholm. Since there is a lack of studies of this type on the public transport in Stockholm, the authors believe that more research is needed in this field as there are yet many topics to be analyzed and explored. 
Appendix B1 -First regression peak-period
