Abstract-In this paper, a recursive smoothing spline approach for contour reconstruction is studied and evaluated. Periodic smoothing splines are used by a robot to approximate the contour of encountered obstacles in the environment. The splines are generated through minimizing a cost function subject to constraints imposed by a linear control system and accuracy is improved iteratively using a recursive spline algorithm. The filtering effect of the smoothing splines allows for usage of noisy sensor data and the method is robust to odometry drift. Experimental evaluation is performed for contour reconstruction of three objects using a SICK laser scanner mounted on a PowerBot from ActivMedia Robotics.
I. INTRODUCTION
Today robots are expected to operate in at least partially unknown, open-ended environments, detecting and moving around obstacles, building maps of the environment and localizing their position. The area of SLAM has during the past few years matured and there has been a significant amount of work reported using both visual and laser sensors, [19] - [25] . However, most SLAM methods are still concerned with detecting and maintaining a dense set of discrete features of the environment that are suitable for navigation and localization without retrieving any specific knowledge about the detailed shape of the encountered objects. In other words, methods for dealing with continuous features such as the contour of a wall, allowing for example safe path planning, are still lacking.
In this paper, we consider the problem of estimating representations of objects using continuously shaped contours. Our approach can be used for mapping purposes where the measurements are first collected and then used to estimate the contours of the object using recursive smoothing splines. It is well known that interpolating splines from noisy measurement data will give a poor result, as the resulting curve will go through every measurement point. Data smoothing has been a classical problem in system and control history [1] , [2] . It has been further shown in [8] that control theoretic smoothing splines, where the curve is found through minimizing a cost function, act as a filter and are better suited for noisy measurements. It is also noted in [16] that smoothing splines are in some sense band limited so that small changes in one data point will mainly affect the spline in a neighborhood of that point.
In the work presented here, periodic smoothing splines are derived from noisy data by solving an optimal control problem for a linear system. We discuss two approaches to curve estimation using smoothing splines, one closed form and one recursive method. The idea of the latter is to use several data sets taken from the same continuous feature and compute splines iteratively to refine the estimate stepwise.
While we have previously modeled and evaluated the algorithms in simulation, [7] , in this paper we use a real robot platform equipped with SICK laser sensors. The main contributions of this paper is the derivation of an implementable discrete version of the smoothing spline problem both for the closed form and the recursive approach, and a series of experiments that validate convergence of the recursive approach and the applicability of the methods in practice.
This paper is organized as follows. In Section II the contour estimation problem is formulated. In Section III we derive a discretized version of the optimization problem, suitable for implementation. Finally experimental results are presented in Section IV and a discussion concludes the paper in Section V.
II. PROBLEM FORMULATION AND MOTIVATION
We consider a mobile agent placed in a planar environment and equipped with range sensors and encoders. The task is to build a map of the environment by making continuous curve representations of the contours of objects in the environment, based on noisy input from range sensors and encoders. In this framework, polar coordinates are used for contour reconstruction, thus the only requirement on the objects is that the contours are well defined in polar coordinates. Our problem can be formulated as follows:
We are given a data set D = {(t i , z i ) : i = 1, ..., N}, where 
The constraints (2) consist of an n-dimensional ODE with relative degree n and periodic boundary condition. The resulting smoothing spline is given by y(t) = Cx(t). We refer to the systeṁ
as the spline generator of (1). For the purpose of finding a curve in R 2 it suffices to choose a 2-dimensional spline generator. The matrices used in our setup are thus
where ε > 0 determines how much emphasis to put on measurement data. A large value brings the spline close to the data points while a small value yields a smoother spline. As the data is noise contaminated, the resulting spline from one data set D will give a poor contour estimation. If the robot servoes several times around the same obstacle, several sets of data that can be used recursively to update and refine the spline. We introduce a recursive smoothing spline method, where the optimal solution (x k−1 (t), u k−1 (t)) from the previous iteration is used in iteration k together with the new data z k i .
Problem 2.2:
Using a recursive method has the advantage of getting a better spline approximation for each iteration, improving the map stepwise so that the previous map can be used for path planning in each iteration. Also, if for some reason new data is obtained only for one part of the curve, we can modify that part of the spline separately by performing the next recursion using new data for that part of the curve and old data for the rest. Problem 2.1 is a continuous time problem with discrete data and periodic boundary conditions. Such problems, without the periodic constraint, have been widely studied in the literature, see for example the books by Bryson and Ho [1] and Jazwinski [2] . For a proof of convergence of the optimization for the periodic case we refer to [7] . Due to the recursive nature, the Riccati equations for Problem 2.2 become rather complex and convergence has, to the extent of our knowledge, yet to be shown analytically. Simulation results in [7] do however suggest quadratic convergence rate. In this paper the algorithm is evaluated on real experimental data from test runs with a PowerBot from ActivMedia Robotics, using a SICK laser scanner.
In the next section we perform a discretization of the smoothing spline problem, yielding a simple quadratic minimization problem without boundary constraints, suitable for implementation.
III. IMPLEMENTATION
We start by stating Problem 2.1 for the R 2 case, using the the matrices defined in Equation (4):
For a polar coordinate spline r(θ ), the interpretation of the state variables and data points is as follows:
Expressing Equations (7) and (8) using the polar notation yields
Note that Equations (9) and (10) together constitute a minimization over only one variable, r, and with the dynamic constraints of Equation (3) built in.
A. Discretization Let the vectorr = {r m } be the discretization of the wanted curve r(θ ), and letθ = {θ m } be the corresponding discretization of θ . Here m = 1, ..., M and we define the sampling rate h so that (M + 1)h = 2π. We emphasize that (r m ,θ m ) are equidistant samplings from the spline (r, θ ) while (z i ,t i ), i = 1, . . . , N are noisy measurement data from the true curve. Note that when the continuous function r(θ ) is expressed in discretized form as a vector (r,θ ), the periodicity constraint translates to (r 1 ,θ 1 ) = (r M+1 ,θ M+1 ), where M +1 indicates the point after the last point of the vector. All terms of J(r) can be approximately expressed as functions ofr, using numerical differentiation formulas:
Construct the matrix Φ:
Thenr = Φr. Note that the periodicity of r(θ ) is implicitly expressed in A through Equation (12) . The discretization of the integral is
For the term δ 2 2 r (0) 2 we construct a vector q:
For δ 2 1 r(0) 2 we introduce the vector p:
The last term, the sum, involves measurement data (t i , z i ) and the wanted spline r(θ ) evaluated at the measured angles t i :
Since we're minimizing over r we need not consider the constant second term. For the first term we construct the M × M matrix W :
Similarly, for the last term we construct the M-vector s:,
We get
All in all, the discretized problem is min r J(r) =r T Hr + c Tr (22) where
Equation (22) is a quadratic unconstrained minimization problem whose solution is found by solving
B. Recursive Version
The polar coordinate formulation of Problem 2.2 is simplified by defining
where (z k i ,t k i ) are the data points from iteration k, r k−1 (t k i ) is the resulting spline of iteration k − 1 evaluated at the angle measurements of the new data set and r k (θ ) is the spline output of iteration k. Then Problem 2.2 becomes
and the spline found in iteration k is
Note that Equations (26) and (27) are identical to Equations (9) and (10) except for the new variable namesr k andz k . Hence the discretization and solution methods for Problem 2.1 and Problem 2.2 are identical except that the input to the latter isz k at iteration k. To summarize, the recursive algorithm, after an initialization step, is carried out in three steps 0) Initialization. For k = 0, input the first data set (z 0 i ,t 0 i ) into Problem 2.1 and compute the first spline (r 0 (θ )). 
2) Environment:
The robot servoes the target object following a circular path. This minimizes odometry drift and allows the robot to return to the same starting position for every revolution without the use of landmarks. The algorithm was evaluated using three different target contours: 1) Single circle -the simplest possible test contour for a polar coordinate algorithm. 2) Square -not ideal for polar coordinates and a quadratic smoothing cost function due to the sharp edges. 3) Three circles -a non convex contour which can only be described in polar coordinates if the origin of coordinate frame is chosen carefully.
B. Converting measurements to data points
The robot position (x, y) is defined as the center point on the major wheel axis and its headingθ is the deviation from the x-axis which is defined as the heading of the robot at its starting position (0, 0). The sensors are located at distances L 1 and L 2 from (x, y) as shown in Figure 2 . For the sensor located in the front, a point (x w ,y w ) on the target object is obtained as follows: . and using the side sensor we get
Here v i ∈ [−π/2, π/2] is the angle of the sensor ray and S i is the range measurement associated with it. Before converting the set (x w , y w ) into polar coordinates a few prefiltering steps are needed:
1) All laser measurements located outside the closed odometry path are discarded as outliers and removed from the set. 2) The set is translated so that its center of mass coincides with the origin to allow for transformation into polar coordinates.
3) The odometry data is contaminated with a drifting error. Thus the resulting set (x w , y w ) gives a skew representation of the true shape. By making a least squares fit between two consecutive data sets from the same object using the same path, we find and compensate for the odometry drift at each time step. 4) The resulting set is dense and contaminated with the noise from the SICK sensor measurements. The filtering properties of the smoothing spline algorithm will handle this but since it only needs a sparse data set performance is increased by a final prefiltering step: a) Divide (x w , y w ) into sections s l , l = 1 . . . , n b) Compute mean value m l and standard deviation σ l for s l c) Remove points in s l that lie outside m l ± σ l . d) Compute again m l for s l , yielding n points which constitute the final prefiltered data set.
C. Results
The relative error between the curve generated by the smoothing spline algorithm at iteration k and the true shape is defined as |r k − r true |/|r true | where r k is the smoothing spline output and r true is the true curve in polar coordinates. Ideally we expect the error to decrease as 1/ √ k due to the quadratic nature of the spline cost function. This behavior is apparent for the circular shapes while the challenging square shape displays more of a linear convergence. For each test object we plot the error convergence and resulting spline approximation for 16 iterations. For reference, the true contour is represented with dashed lines together with the spline. The convergence results are summarized in Table I . 1) Single Circle: As expected, convergence is fast for the circular object and even the initial error is small. This validates the assumption that the algorithm is ideal for convex contours that are naturally defined in polar coordinates. 2) Square: The smoothing spline algorithm has difficulty handling sharp edges, which yields larger errors and slower convergence than for the circular shapes.
3) Three Circles: When dealing with non convex contours the performance of the algorithm varies much over the curve. For high curvature parts of the contour we would need a dense data set, or a lot of iterations, to retrieve all of the needed information. The error convergence is quadratic for this test object although it displays a noisier behavior than for the single circle.
V. CONCLUSIONS
In this paper we investigated a recursive smoothing spline approach for contour reconstruction of three differently shaped objects. We derived periodic smoothing splines recursively from noisy data by solving an optimal control problem for a linear system. The methods discussed in this paper have previously been mathematically analyzed and evaluated in simulations, see for instance [7] . The main contributions of this paper is the derivation of an discrete version of the smoothing spline problem both for the closed form and recursive approach. The method is evaluated on a series of experiments which show convergence of the recursive approach and the applicability of the methods in practice.
Ongoing research includes a convergence analysis for the recursive method and possibly convergence criteria. We see many possible extensions and future directions for this work, for instance combining sensors in a grid to construct surface estimations or integrating the smoothing spline approach in existing SLAM algo- rithms to manage path planning using sparse data sets.
