INTRODUCTION
Depth measurement is one of the most important tasks in computer vision for the applications of 3-D object recognition, scene interpretation and robotics. Various methods for depth measurement have been proposed [1] . Stereo vision [2, 3] is perhaps the most popular technique to obtain the depth image of a 3-D object. It generally uses two cameras to estimate stereo disparity and then recovers the 3-D structure of an object. The camera model of a stereo system involves a matching process between two images. This requires reliable extraction of features from the separate 2-D images and the matching of these features between images. Both of these tasks are non-trivial and can be computationally expensive.
In contrast to stereo vision, Pentland [4, 5] has proposed a depth-from-defocus (DFD) method to measure the depth information using a single camera so that the image-to-image correspondence process is not required. DFD methods are based on the fact that in the image formed by an optical system, objects at a particular distance from the lens will be focused, whereas objects at other distances will be blurred by varying degrees depending on their distances. As the distance between the imaged point and the surface of exact focus 2 increases, the imaged object becomes progressively more defocused. By measuring the amount of defocus (blur) of a point object in the observed image, the depth of the point object with respect to the lens can be recovered from the geometric optics.
The blur estimation algorithms generally determine the blur estimate from either the image's power spectrum in the frequency domain, or from the image's point spread function in the spatial domain [6] . Pentland [7] has proposed two methods to measure the amount of defocus. The first method requires only one image and is based on measuring the blur of edges which are step discontinuity in the focused image. The blurred edge is modeled as the result of convolving a focused image with a point spread function that is assumed to be a Gaussian distribution with spatial parameter σ . The parameter σ is used as the measure of defocus, and has a one-to-one correspondence to the depth. The second method requires two images and is based on comparing the two images formed with different aperture diameter settings. A ratio of the Fourier powers between the two images is shown to be related to the amount of defocus. Following Pentland's second method, many blur estimation algorithms have been developed [6, 8, 9, 10, 11] . These algorithms generally require two or more images obtained by changing one of the three intrinsic camera parameters: 1) distance between the lens and the image detector plane, 2) focal length of the lens, and 3) diameter of the lens aperture (f-number). These involve relatively low mechanical movement of the camera and need specialized camera system whose parameter setting can be controlled precisely.
Lai et al. [12] have proposed a generalized algorithm that follows Pentland's first method for estimating the spatial parameter σ of a Gaussian point spread function. The spatial parameter σ is decomposed into the horizontal and vertical components σ and σ so that the estimation of the edge orientation is not required. The horizontal and vertical intensities of an observed edge is assumed to be the convolution of the focused image and the Gaussians with spatial parameters σ and σ , respectively. The blur estimation problem is then formulated as a nonlinear equation. The parameter σ and σ are evaluated using an iterative solution based upon Newton's method in the vicinity of piecewise linear edges. Since no closed-form solution exists for their model, the nonlinear search procedure can be very time-consuming and the solution may get stuck in some local minimum.
In this paper, we use the moment-preserving principle, which gives closed-form solution and is computationally fast, to estimate the amount of defocus from a single image.
The basic framework of our approach is as follows. The observed gray-level image is initially converted into a gradient image using the Sobel edge operator. For every edge point of interest in the gradient image, the proportion of the edge region in a small neighborhood window centered at the edge point is then computed using the moment-preserving method. A focused edge will result in small value of , while a defocused edge will yield large value of . The proportion of blurred edge is, therefore, used as the description of degradation of the point spread function for estimating the depth. In addition to the use of the depth formula derived from geometric optics for depth estimation, artificial neural networks (ANNs) are also proposed in this study to 4 compensate for the estimation error from the depth formula.
This paper is organized as follows : Section 2 overviews the geometry of the depth formula. Section 3 describes the moment-preserving procedure for estimating the proportion of blurred edge region in the neighborhood window. The ANNs used for compensating for the estimation error are discussed in Section 4. Section 5 presents the experimental results including the effect of varying sizes of the neighborhood window on estimation errors, and the depth accuracy of the geometric depth formula and the ANNs.
The paper is concluded in Section 6.
THE DEPTH FORMULA
For a convex-lens camera with a lens of focal length F, the relation between the position of a point in the scene and the position of its focused i mage is given by the well-known lens law
where is the distance of the point object from the lens and ν is the distance of the focused image from the lens.
Let be a point object on a visible surface in the scene, and ′ and ′′ be its corresponding points in the focused image and the image detector plane, respectively. If is not in focus then it gives rise to a circular image called the blur circle on the image detector plane (see Figure 1 ). Let the diameter of the blur circle be denoted by . Pentland [7] has shown that the relationship between the depth of a point object and the diameter of the blur circle is given by
where ν is the distance between the lens and the image detector plane, and is the f-number (aperture) of the lens system. As the sensor displacement increases (i.e., ν ν − ), the defocusing diameter increases. Note that defocusing is observed for both positive and negative sensor displacement. If the image detector is behind the focused image (i.e., ν ν > ), the depth is evaluated by eq.(2.a). If the image detector is in front of the focused image (i.e., ν ν < ), the depth is then evaluated by eq. (2.b). For a given lens system, the parameters , ν and can be considered as constants. Therefore, eq. (2) shows that the defocus is an unique indicator of depth . The depth formula of eq. (2) can be rewritten in a condensed form [12] as follows :
where
, and and are constants with respect to a given camera setting. The depth formulation of eq.(3) can be used to simplify the calibration procedure.
MEASURE OF DEFOCUS
the diameter of blur circle and the object depth . The blur size is generally assumed to be proportional to the spatial parameter σ of the point spread function, i.e., = ⋅σ where is assumed to be a constant for a given lens system [7, 11, 12, 13] .
Quantitative measurement of defocus is difficult and requires accurate modeling of the point spread function. Unlike the conventional blur estimation algorithms that assume the point spread function is a Gaussian distribution with spatial parameter σ and solve for the value of σ in a complex way, we use a more straightforward approach to find the amount of defocus by the moment-preserving technique. The observed image is initially converted into a gradient image using the Sobel edge operator so that edge pixels have large gradient magnitude, and non-edge pixels have approximately zero gradient magnitude. For each edge point of interest, the proportion of the edge region (i.e., the region with high gradient magnitude) with respect to the neighborhood window in the gradient image is computed using the moment-preserving principle. A focused edge will result in small , whereas a defocused edge will yield large . increases as the distance between the imaged point and the surface of exact focus increases. Therefore, is a measure for the amount of defocus. The estimation procedure for the proportion of edge region in a small window is described in detail as follows. As observed in Figure 3 (b), the gradient image can be divided into two regions, the bright region that represents the edges with high gradient magnitudes, and the dark region that represents the interior portions of objects or the background with low gradient magnitudes. Given a local neighborhood window centered at the edge point of interest, the gradient image defined in the window can be converted into a binary image that contains only white region (i.e., high gradient magnitude for edges) and black region (i.e., low gradient magnitude for backgrounds) using the moment preserving method. The proportion 8 of the white region with respect to the entire window region represents the width of the imaged edge in the gradient image and, therefore, indicates the diameter of blur circle .
Let the gradient image defined in a local neighborhood window be the real-world version of an ideal gradient image that consists of only two homogeneous regions, the bright region with a uniform gradient magnitude , and the dark region with a uniform gradient magnitude . Denote and by the proportions of the bright region and the dark region, respectively, in the ideal gradient image. Note that > , ≤ , ≤ and + = . For a given edge point at , the first three moments of
where is the neighborhood window that consists of neighboring points around , and is the total number of pixels in the window.
By preserving the first three moments in both real-world gradient image and the ideal gradient image, we can obtain four equations as follows:
There exists a closed-form solution for the four unknown variables , , and
which are given by [14] [ ] The value of , ≤ ≤ , gives the proportion of edge region in the neighborhood window. The larger value of , the larger amount of defocus. In this study, is assumed to be proportional to the diameter of blur circle , i.e., = ⋅ , where is a constant. Therefore, the depth formula derived in eq. (3) can be rewritten as
, and ′ and ′ are constants for a given camera setting.
The constants ′ and ′ in eq.(4) can be determined initially once and for all by a suitable camera calibration. We may manually collect data points of the measured depths , = , at different distances from the camera, and use the moment-preserving method to calculate their corresponding proportions of edge region in the local window. Let = and = .
gives a set of known data pairs. T hen, the best estimates of ′ and ′ , in the least-squares sense, are given by
. Once ′ and ′ are fixed for a given camera setting, the numerical relationship between the depth and is uniquely determined by eq.(4).
ANN APPROACH FOR ERROR COMPENSATION
Since the depth formula of eq.(3) arises from the geometric optics of lens imaging, the diameter of blur cycle only represents the geometric blur. However, the actual blur is not due to geometric defocus alone [15] . Let { } be the evaluated outputs of the network in its current state. For a training pattern the squared error of the system can be written as
The generalized delta-rule learning algorithm [16] is applied to adjust the weights such that the error is a minimum. A detailed derivation of the learning procedure can be found in [17] .
Two neural networks are developed in this study. The first neural network, denoted by ANN 1 , is a three-layer back-propagation network with two nodes in the input layer, seven nodes in the hidden layer, and one single node in the output layer. The topology of the network ANN 1 is illustrated in Figure 4 Training samples are generated from high contrast images, but test samples are collected from low contrast images, denoted by .
Now we evaluate the performance of the proposed depth estimators under two conditions : 1) calibrating and training the system without using the information of edge orientations, and 2) calibrating and training the system with the information of edge orientations.
Let the constants ′ and ′ in eq. (4) The neural network approach with the network ANN 1 generally yields better depth estimation, especially for the experiments , , and , compared with the geometric depth formula. In general, the RMS error from the depth formula is within 5%, and the RMS error from the network ANN 1 is within 3% for the camera at 145 mm distance. These results compare competitively with the measured errors reported in references [10, 12, 18] . Now let the constants ′ and ′ in eq.(4) be separately calibrated using the known data samples in each edge orientation. Table 2 presents the experimental results of the RMS depth errors in percentage from the geometric depth formula and the network ANN 2 that uses the additional information of edge orientations as the input. The trend resulting from the experiments in Table 2 are consistent with that in Table 1 . The experiment yields the best performance with the RMS error of 0.64% from the network experiment when the training environment does not coincide with the scene environment.
The network ANN 2 works extremely well even for low-contrast images and non-coincident environments in training and testing. The improvement of the network ANN 2 versus the depth formula is about twofold. Given that the depth formula is used for estimating the depth in the experiments, the use of additional information of edge orientations for training individual ′ and ′ does not generate significant improvement in t he measured depth errors. However, if the neural network approach is used for measuring the depth in the experiments, the network ANN 2 that uses edge orientations to the input layer yields significant improvement in the measured errors, compared with the network ANN 1 that does not use the information of edge orientations as the input. In general, the RMS error from the geometric depth formula is still within 5% even with the information of edge orientations, and the RMS error from the network ANN 2 is within 2% as seen in Table 2 .
Based on the experimental results described above, the proposed moment-preserving method for estimating the proportion of edge region and the proposed neural network approach have demonstrated their efficiency and effectiveness for edge-based depth estimation.
CONCLUSION
In this paper, the geometric depth formula is described by = ′ ′ ± , where ′ and ′ are constants for a given camera setting, and is the proportion of edge region in a small neighborhood window. To compute the value of , the original gray-level image is converted into a gradient image using the Sobel edge operator. For each edge point of interest in the gradient image, the proportion is then evaluated using the moment-preserving principle. The moment-preserving method provides a closed-form solution to obtain the value of , and is computationally fast. The resulting value of is between 0 and 1, and increases as the amount of defocus increases. In addition to estimating the depth by using the geometric depth formula, two artificial neural networks ANN 1 and ANN 2 are also proposed in this study to compensate for the estimation error of the depth formula.
The best depth accuracy is obtained for objects in high-contrast images where the training environment coincides with the scene environment. The proposed methods also work well for objects that their training images and scene images have different gray-level contrasts. Experimental results have shown that the RMS error from the geometric depth formula is within 5%, and the RMS errors from the networks ANN 1 and ANN 2 are within 3% and 2%, respectively.
The interior edge that distinguishes between two homogeneous surfaces of an object generally has very low gradient magnitude in the gradient image. Since the proposed moment-preserving approach is based on the measurement of the proportion of edge region in a local window in the gradient image, this restricts the proposed method in its current form to be only applicable to the edges between objects and the background. The corresponding gradient image. The camera is focused on the top of the table where the block is located. 
