The rapid development of medical imaging and the invention of various medicines have benefited mankind and the whole community. Medical image processing is a niche area concerned with the operations and processes of generating images of the human body for clinical purposes. Potential areas such as image acquisition, image enhancement, image compression and storage, and image based visualization also include in medical image processing analysis. Unfortunately, medical image compression dealing with three-dimensional (3-D) modalities still in the pre-matured stage. Along with that, very limited researchers take a challenge to apply hardware on their implementation. Referring to the previous work reviewed, most of the compression method used lossless rather than lossy. For implementation using software, MATLAB and Verilog are the famous candidates among researchers. In term of analysis, most of the previous works conducted objective test compared with subjective test. This paper thoroughly reviews the recent advances in medical image compression mainly in terms of types of compression, software and hardware implementations and performance evaluation. Furthermore, challenges and open research issues are discussed in order to provide perspectives for future potential research. In conclusion, the overall picture of the image processing landscape, where several researchers more focused on software implementations and various combinations of software and hardware implementation.
INTRODUCTION
Recently, the most widespread use of threedimensional (3-D) imaging modalities, such as magnetic resonance imaging (MRI), computed tomography (CT), positron emission tomography (PET), and ultrasound (US) have generated massive amounts of volumetric data [1] - [3] . These have provided an impetus to the development of other applications [4] , [5] , in particular telemedicine and teleradiology [6] - [8] . In these fields, medical image compression is important since both efficient storage and transmission of data through high-bandwidth digital communication lines are of crucial importance [9] - [18] .
Despite their advantages, most 3-D medical imaging algorithms are computationally intensive with matrix transformation as the most fundamental operation involved in the transform-based methods. Therefore, there is a real need for high-performance systems, whilst keeping architectures flexible to allow for quick upgradeability with real-time applications [19] , [20] . Moreover, in order to obtain efficient solutions for large medical data volume, an efficient implementation of these operations is of significant importance [21] , [22] .
A reconfigurable hardware, in the form of field programmable gate arrays (FPGAs), appears as a viable building block in the construction of highperformance systems at an economical price [23] - [26] . Consequently, FPGAs are ideal candidates for their inherent advantages such as massive parallelism capabilities, multimillion gate counts, and special low-power packages [27] , [28] . A-part from that, it surely understood digital signal processor (DSP) offer low data rates over the FPGAs processor. Meaning that, in high data throughput implementation such as image and video processing, FPGAs outperform over DSPs [29] , [30] .
A close examination of the algorithms used in real-time medical image processing applications has revealed that many fundamental actions had involved matrix or vector operations [9] , [28] , [31] , [32] . Most of these operations are matrix transforms that include fast Fourier transform (FFT), discrete wavelet transforms (DWT) [33] , and other recently developed transforms such as finite Radon, as well as curvelet and ridgelet transforms which are used in either two-dimensional (2-D) or three-dimensional (3-D) medical imaging. Unfortunately, computational complexity for the matrix transform algorithms is in the order of O (N × logN) for FFT to O (N 2 × J) for the curvelet transform (where N is the transform size and J is the maximum transform resolution level) which are computationally intensive for large size problems. Thus, efficient implementations for these operations are of interest not only because matrix transforms are important in their own right, but also because they automatically lead to efficient solutions to deal with massive medical volumes.
Currently, 3-D transforms are being implemented with other methods, such as in a network of computers. Additionally, having a chip that is solely dedicated to this transform will give tremendous results [34] , [35] . Despite its complexity, there has been an interest in 3-D DWT implementation on various platforms. Previous surveys have classified this research field into three categories: architecture development [36] , architecture with FPGAs implementation [37] - [39] , and finally architecture that has been implemented on other silicon platforms [40] .
Referring to the existing implementation as reported by [40] , a huge gap stills remain for further research in exploiting reconfigurable computing for 3-D medical image compression in the form of two major limitations :
1.
Medical image compression has not been intensively addressed in the existing 3-D DWT implementation. Only the Daubechies filter has been extensively used in several implementations [36] , [41] , [42] , whilst the Haar, Symlet, Coifflet and Biorthogonal filters remain available for further experimentation.
2.
Image compression is a well-established research area. However, medical image compression researchers, especially dealing with 3-D modalities, are still considered as in the infancy stage. Although newer compression methods algorithm optimizations have been proposed, a very limited hardware implementation of 3-D medical image compression is discussed [9] , [19] .
The rest of the paper is organized as follows. An overview of the classification of compression method is presented in Section 2. Section 3 explains the hardware-based implementation of the compression systems and architecture. Software and hardwarebased implementation of the compression systems are described in Section 4. Finally, concluding remarks are given in Section 5.
CLASSIFICATION OF COMPRESSION METHODS
The rapid development of computer applications has come with the enormous increase of digital images manipulation's, mainly in the domain of multimedia, games, satellite transmissions and medical imaging. This situation has prompted more researchers on effective compression algorithms. The basic idea of image compression is to reduce the middle number of bits per pixel (bpp) necessary for image representation [43] - [45] . Image compression approaches can be divided into two (2) methods: lossless and lossy [46] - [50] . Lossy compression is a data encoding method that compresses data by discarding (losing) some data in the image [51] , [52] . Meanwhile, lossless compression is used to compress the image without any loss of data in the image [53] - [55] .
A variety of methods has been developed for compressing images and videos. However, if a compression method does not take into account the contents of an image, important information may be lost due to the high compression. We can transfer images and videos more efficiently if we extract important regions for humans and make the compression rate of other regions as low as possible.
The performances of several medical image compression techniques are presented in [43] . Three types of entropy encoding have been used, which include set partitioning in hierarchal trees (SPIHT) encoding, Huffman encoding and run length encoding (RLE). For a JPEG based image compression, the RLE and Huffman encoding techniques were used by varying the bit pixel. Meanwhile, for a JPEG 2000 based image compression, the SPIHT encoding method was used. SPIHT is a very effective and computationally simple technique for image compression. A-part from that, this method provides a way to generate consistent quality images at a lower bit rate compared to JPEG. In this work, the Cohen-Debaucheries-Feauveau Biorthogonal wavelet was used along with SPIHT to provide a high compression ratio and good resolution. Figure 1 shows a JPEG block diagram for full cycle compression system. In this implementation, DWT has become an important method for image compression. Moreover, wavelet based coding has provided substantial improvements in picture quality at high compression ratios, mainly due to the better energy compaction property of the wavelet transforms. The standard JPEG is only capable of providing excellent performances at rates of higher than 0.25 bits per pixel. In order to overcome this situation, the JPEG committee had initiated the development of another standard, commonly known as JPEG 2000. JPEG 2000 is a standard that was based on wavelet decomposition. To evaluate the compression performance, magnetic resonance image (MRI) data with pixel resolution 512×512 and in 8-bits was used, whilst the peak signal to noise ratio (PSNR) and compression ratio (CR) was deployed for objective assessments.
Results have shown that for CT scan image JPEG compression method outperforms the PSNR and degree of compression than wavelet compression method. For a lower compression ratio, JPEG has yielded higher quality images than the wavelet. While the DCT based image JPEG coders perform very well at moderate bit rates, at higher compression ratios, image quality was degraded due to the artefacts resulting from the block-based DCT scheme.
On the other hand, wavelet based coding has led to substantial improvements in picture quality at low bit rates because of the overlapping basis functions and better energy compaction property of wavelet transforms. SPIHT is the most efficient method with respect to compression ratio and PSNR value. With the increasing degree of compression SPIHT was capable of maintaining the image quality quite well. The encoding and decoding time had increased when the bit rate increased.
The implementation of image compression technique of a new transformation method called the enhance DPCM transformation (EDT) was presented in [56] . The EDT is based on predictive models and more energy will be obtained by improving prediction ability. The proposed new transform method engine is illustrated as a block diagram in Figure 2 .
Huffman encoding was chosen as the entropy encoder for this lossless compression method. The proposed algorithm was validated with non-medical images and real medical images. Results from the various test images have shown that this new compression method has improved the lossless ratio for JPEG and JPEG 2000 to approximately 7% and more than 3.5% respectively. [56] Another issue related to the compression methodology was reported in [57] . This work proposed a hybrid approach that can efficiently compress 3-D medical images and optionally embeds a digital invisible watermark inside them. Moreover, this proposed hybrid approach for the lossless compression of 3-D medical images, was based on the predictive coding model (PCM). A-part from that, transform domain techniques, usually permit the embedding of watermark string inside the whole image by using spectral coefficient, particularly the DCT and DWT. Two modalities of medical imaging have been used in this work; the CT, and the MRI. Additionally, this hybrid approach has enabled the efficient lossless compression of 3-D medical images while simultaneously embedding a digital invisible watermark string. Although hardware implementations were not discussed, interestingly, this work has provided significant information on the hybrid approaches for compression techniques. The proposed hybrid approach is illustrated as a block diagram in Figure 3 . Figure 3 Block diagram of hybrid approach [57] A new compression scheme based on symmetry in the field of prediction-error was reported in [58] . In order to provide an efficient method, both the intra and inter-slice correlations have been considered. The existing correlations in the slice and the third dimension redundancies between consecutive slices were respectively extracted for the intra-slice and inter-slice compression purposes. Generally, the main idea of this proposed method was to use the symmetrical nature of the brain to predict the pixels of half of the image, using the corresponding pixels in the other half of the image. Therefore, this proposed method has six stages of compression algorithm as shown in Figure 4 .
These stages include the prediction stage; splitting of the result of the predictor; two separate block matching methods (symmetry-based and inter-slice); three-dimensional context modeling; regression; and entropy coding. Moreover, the implementation of the proposed compression algorithm; attached with the activity level classification model (ALCM), block matching and 3-D context modeling, has revealed that bit rates of the proposed method were better than for the JPEG-LS and JPEG-3D. Therefore, on average, this proposed algorithm has superiority over both standards.
Figure 4
Block diagram of proposed method of six stages of compression algorithm [58] An analysis of the discrete fractional Fourier transform (DFT) based medical image compression using a hybrid encoding technique was discussed in [59] . This system comprises of the following phases namely encryption; domain transformation; SPIHT algorithm with Huffman compression; decoding through SPIHT with Huffman encoder and inverse fast two-dimensional fractional Fourier transform; and finally, the quasi-group decryption with Hadamard and number theoretic transform. Hadamard transform is a generalized class of Fourier transforms, created either recursively, or through binary representation. The overall process diagram is shown in Figure 5 .
A-part from that, the Hadamard and number theoretic transform act as hash functions which produce diverse hash values for different input values [60] . Whereas, there is a huge difference in the generated random sequence if there is a one-bit change in the input sequence. In brief, this proposed approach was observed as being capable of producing the best results for all the test images taken for consideration. The experimental results have shown higher PSNR values and lesser means squared error (MSE) values when compared with other existing techniques.
Figure 5
The overall flow of the proposed image compression approach [59] A variety of method and approach were conducting to archive the better results for image compression. Lossless compression techniques more famous among researcher due to the algorithm that allows perfectly reconstructed the original data from the compressed data. Wavelet-based one of the popular method of improvement the picture quality at high CR. Unfortunately, for lower CR JPEG is better than wavelet. Weaknesses of standard JPEG is only greatly performed at a rate more than 0.25bpp. In order to overcome that issues, JPEG 2000 were replaced with based on wavelet decomposition. On the other side of image compression, most of the researchers were focussing on objective tests such as CR, MSE, and PSNR. The objective test successfully archived the proposed algorithm and architecture, where to outperform with the previous method. Furthermore, in order to evaluate the best duration of image compression, measuring of latency and throughput were conducted. A-part from that, three (3) types of popular transform were used DCT, DWT, and DFT. The main distinctive feature of transforms that makes them so efficient in digital image processing is their energy compaction capability. For the encoding process, which is final block of image compression. RLE, Huffman and SPIHT were used in previous research. Furthermore, future potential research would explore on context-adaptive binary arithmetic coding (CABAC) and context-adaptive variable-length coding (CAVLC).
HARDWARE-BASED IMPLEMENTATION OF THE COMPRESSION SYSTEMS
A key aspect of the image compression was the implementation of hardware-based. Architecture or algorithm was implemented in selected board depend on the applications. The performances of their architecture in the hardware were evaluated.
Another issue regarding medical image compression was presented by [61] . A curveletbased medical image compression using system error compensation (SEC) was proposed. The quantisation and curvelet transform was used as the SEC algorithm. Output image and the system error can be combined to create output images, as demonstrated in Figure 6 . [61] Additionally, the curvelet transform was used to improve the PSNR while the encoding process was used to produce the image with high PSNR at low bit rate. This experiment was conducted using Intel (R) Core(TM) i5 CPU M520 @ 2.40GHz. In order to test this algorithm, four (4) standard images the size of 512*512 pixels and block size of 4*4 pixels (Airplane, Girl, Lena, and Pepper) and three (3) medical images (MRI cardiac tract, MRI skull, and Ultrasound Liver Cyst) have been used. The experimental results have shown that the proposed method can improve both the bit rate and PSNR by 40.48% and 9.69% respectively, when compared to conventional method.
The main advantage of distributed arithmetic (DA) is its efficiency of mechanization, which is in contrast with the multiply-accumulate (MAC) structure. The MAC computes bits of a single input vector in parallel, while the DA serially computes individual bits of multiple inputs. Figure 7 shows the basic block diagram of the DA. The basic idea of the DA is to replace all multiplications and additions by applying a look-up-table (LUT) and shifter accumulator. In addition, this technique relies on the fact that one of the input coefficients is constant [62] . Which important difference and a prerequisite for DA techniques.
Figure 7
Basic block diagram of LUT-based DA [62] In addition, DA can also be used to compute sum of product and the implementation of DA-based multiplier exploits the LUT architecture. This design was targeted on Xilinx Virtex-2 pro and the result of using DA architecture has shown speed (throughput) increment by 25%.
According to [63] , DA provides an efficient method of computing vectors or matrix multiplication by means of bit level rearrangement of the multiplyaccumulate process. This process distributes arithmetic operations rather than grouping them as multipliers would normally do. Implementation of FPGAs using DA architecture will speed up the efficiency of mechanization, which unfortunately will become slower, particularly when deadline with large transformation because of its bit serial nature. However, some modification such as portioning and bit pairing can significantly increase its performance. Figure 8 illustrates the proposed architecture for 1-D HWT (N=8) based on the DA principle. [63] On the other hand, systolic array (SA) design techniques are an array of processing elements (PE), called cells. Each cell is connected to a small number of their nearest neighbours in a mesh-like topology. Each cell performs a sequence of operation on the data that flows between them [64] . PE at each step takes input data from one or more neighbours (Left and Top), processes it and, in the next step, output results in the opposite direction (Right and Bottom). Figure 9 illustrates, the proposed two-dimensional systolic architecture for 3 by 3 matrices. The proposed architecture was designed for matrix multiplication and targeted for FPGAs devices. The parallel processing and pipelining were introduced into the proposed systolic array to enhance the speed and reduce the complexity of the matrix multiplier. The 2-D processor array and a smart schema for communication and data storage were proposed by Saldana and Arias [65] as shown in Figure 10 . The purpose of this architecture is to allow process chaining that can be replicated inside the same FPGAs several times in order to process different algorithms independently. Each PE has been specially designed to support the operations involved in ME. In addition, to provide more capacity to the architecture, the PE's functionality has been extended to support most window-based operation in image processing; multiplication, addition, subtraction, accumulation, maximum, minimum and absolute value. This research had also implemented the Handle-C, DK4 and synthesis technology (XST) tools.
Figure 10
The proposed architecture [65] Referring to the current research trends regarding hardware implementation [61] - [65] , most of the researcher's tendency to explore in term of throughput (speed) and PSNR, instead of power consumption and maximum frequency. These because of researchers concentrate on the quality of images and the possible time to process an architecture on the selected hardware. Ultimately, SA and DA architectures frequently used for the hardware implementation. More importantly, DA was the efficiency of mechanization, which is in contrast with the multiply-accumulate (MAC) structure. Important to realize a characteristic of FPGAs, when dealing with large transformation it's become slower as a nature of bit serial hardware. In order increased its performance, some modification such as portioning and bit pairing were applied [63] . Table 1 shows the summary of DA and SA implementation. 
SOFTWARE AND HARDWARE-BASED IMPLEMENTATION OF THE COMPRESSION SYSTEMS
The nature of image compression is focused on software implementations and showing results. Thus, several contemporary researchers related to image compression in integrating of software and hardware will be explored. An efficient implementing both sequential and parallel versions of fractal image compression algorithms using compute unified device architecture (CUDA) programming model for parallelizing the program in graphical processer unit (GPU) for medical images is described in [73] . Several improvements in terms of an algorithm for the implementation have been made. Fractal image compression is based on self-similarity of an image, which means that the image has similarity in a majority of its regions. Original implementation with three kernel black layouts in 8 x 8, 16 x 16, and 32 x 32 were conducted. Ultimately, the 16 x 16 blocks had performed better with the best results of execution time for different image sizes using global memory.
Other researcher proposed a method of parallel processing of Sobel edge detector and homomorphic filtering [74] . Both GPU parallel code and the CPU serial code were designed for each image-processing algorithm and the calculation was based on single precision floating point values to ensure comparability of the results. Results have shown that for speed comparison between the Sobel edge detectors, the GPU has significantly improved computing speed when the image size increased. The speedups archived range from 3.6 (128 x 128) to 25.3 (2048 x 2048). On the other hand, homomorphic filtering has shown approximately 40 times speedup.
Thus, it can be concluded that the GPU has significantly improved approximately 25 times and 49 times as fast as CPU [74] .
As we know, ultrasound (US) images are captured in real-time, means all the interaction and movement through the blood vessels of the internal body. According to [75] , the architecture of medical Bmode for the backend was implemented in Kintex-7 FPGAs platform and MATLAB Simulink. In order to achieve the ideal dynamic range for display and image enhancement, fixed filter coefficient for Hilbert transformation and log compression techniques was used. Results show, the resolution of display was improved and the hardware resource utilization is minimized leading to compact design for portable ultrasound systems.
The comparisons between CUDA, C, MATLAB and FPGAs for the convolution of greyscale images are reported in [76] . The C implementation was based on an equation which h was followed by a sequentially separable algorithm. Next, for MATLAB implementation, a built in conv2() function was used to perform the convolution. A-part from that, CUDA was implemented through two (2) different kernels; the first part was through the line kernels and the second part was through the column kernel. For FPGAs implementation, the architecture was developed with the assistance of SOPC Builder and Verilog HDL coding.
Based on the results, it is inferable that CUDA has presented the best performance in execution time, a number of clock cycles and speedup in comparison to C, MATLAB and the implementation of FPGAs architecture and growth in image resolution. The overall CUDA performance has archived speedups of roughly 200 times in comparison to C, 70 times in comparison to MATLAB and 20 times in comparison to FPGAs. CABAC was used in H.264/AVC and it has offered compression results that are 10%-15% better than those obtained with the baseline CAVLC entropy coder [77] . CABAC consists of a two-tier process. Firstly, events produced during the encoding process are converted into sequences of binary symbols, sometimes people known as the binarization process. Then, a binary arithmetic coder was used to perform the actual compression. Figure 11 shows the general procedure for binary AC and CABAC procedures. This design was implemented using 0.35µ standard cells libraries to obtain the maximum speed of 186 MHz with the moderate area. A FPGAs based implementation has been considered using the Virtex-II 2000 device and the maximum speed had reached 92Mhz, with only 10% of the slices were used. [77] The CABAC encoding process consisted of three (3) elementary steps; context model selection, binarization, and self-adaptive binary arithmetic encoding, while the last step consisted of probability estimation and binary arithmetic encoder reported in [78] . Figure 12 illustrates the CABAC block diagram. In CABAC, the probability state will be updated after every binary symbol's coding, which allowed the probability estimation in the context model to keep up with the real video stream's statistical properties thus improving the coding efficiency. Results from the proposed CABAC have shown, that CABAC algorithm can tremendously decrease computations. At the same time, by adaptively changing the packet size, a better coding speed for CABAC can be obtained.
Figure 12
General block diagram of CABAC [78] For integration approach, shows a variety of architecture, algorithm, software, and hardware had been used. CUDA is a new software as a platform to the programming model for parallelizing in order to communicate with GPU. CUDA is created by NVIDIA and based on C language, where ISE based on VHDL and Verilog. GPU shows the performance of computing speed increased proportionally with increasing of image size. Meaning that GPU outperforming CPU approximately 25 and 49 times fast [74] . A-part from that, CUDA had revealed the best performance in execution time, a number of clock cycles and speedup in comparison to C, MATLAB and implementation of FPGAs [76] . Entropy coding is the last stage of image compression blocks, CABAC one of the familiar arithmetic codings had been used. It's used H.264/AVC standard with lossless compression techniques. Finding of research shows, it has offered 10-15% better compression results than obtained with the CAVLC.
Another study by Alex et al. [65] proposed a technique to investigate and compare some of these basic operations (direct transformations, indirect transformations, and computation of partial derivatives) as follow: (1) recursive filter based implementations in MATLAB and C++ and (2) GPUaccelerated implementations in CUDA. All operations were compared to a variety of resolution levels on a 2-D panoramic image as well as a 3-D magnetic resonance (MR) image. Results indicated significant improvements in efficiency for the CUDA implementations. Their experiment was conducted using Intel Core i7-2600 CPU at 3.40GHz and 16GB of RAM. The GPU used was a NVIDIA Tesla C2070 with 4GB of global memory at 1494 MHz and a core clock of 1.147 GHz.
Pingfan et al. [79] presented the technique of GPU implementation of the multi-frequency bi-planar inter-imaging (MBI) algorithm. In order to execute this technique, an efficient memory access arrangement and a balanced parallel thread assignment were required. Furthermore, GPU would provide threads as the parallel processing unit. Different sets of data were processed but threads concurrently shared the same instruction. Once MBI algorithm was implemented in GPU, every three element estimation operation would be assigned to one thread. Global memory was generally a major bottleneck issue for GPU implementations. In order to minimize this impact on the performance, a memory coalescing technique was proposed. The input data and the intermediate data were stored in the registers as opposed to reading them again from the global memory. The experiments were performed using Intel i7 quad-core 3.4GHz workstation equipped with GTX590 GPU.
Hui et al. [80] implemented the OS-EM iterative image reconstruction algorithms for a clinical SPECT system. The Monte Carlo software SIMSET was used and CUDA was adopted for the GPU programming of the OS-EM algorithm with high complexity. Two (2) implementations in this experiment, accessed every element of the pre-stored system matrix and the system matrix was calculated on-the-fly. Finally, it was evident that, for both GPU implementations, there were no significant differences in images reconstructed by the GPU and CPU implementations of the OS-EM algorithm but for the FBP reconstruction image, the OS-EM reconstruction image had a better performance. The experiments were conducted on a system with Intel ® Core ™ i7 CPU and NVIDIA Tesla C1060 GPU.
Shoko et al. [81] presented a method for parallelization. Ray-driven and voxel-driven methods were categories of voxel searching method, in the projection calculation. For the forward projection, most of the former time were used, while the latter was used in back-projection. However, for the listmode reconstruction in GPU implementation, by using the ray-driven method was smaller the calculation cost in the back projection rather than used voxel-driven method because the ray-driven method searched only the voxels traversed by the measured line of response (LORs). Therefore, to address these issues, the ray-driven method was implemented in both forward and back projections. The projection value of each LOR was calculated in each thread for the forward projection. For the back projection, the ray-driven was used, a memory access confliction had to be prevented because at the same time some threads may access the same voxel address. Finally, calculated voxels for each LOR were grouped by slice number and the calculations for grouped voxels were included in the same thread in the back projection. This evaluation was performed using 2.67GHz Intel Quad-Core Xeon CPU and NVIDIA Tesla C1060 GPU.
In order to provide a brief snapshot of existing techniques, Figure 13 and Table 2 lists representative samples of 3-D medical image compression along with their key ideas. It can be observed that various elements and techniques are used in the three components, i.e., types of compression, implementation, and evaluation. In the following, existing work is extensively reviewed from the viewpoint of each of these three components. To our best knowledge, there has been no systematic subjective test conducted a comparison of the objective and subjective test [82] . In the table, we include only the cases where used data from medical imaging such as MRI, US, CT and X-Ray. This list justifies the significant amount of work that needs to be carried out on hardware development of 3-D medical imaging.
CONCLUSION AND FUTURE POTENTIAL RESEARCH
In conclusion, all the methodologies and approaches discussed in this review have used the same sequences or blocks of image processing. Referring from previous works have shown the overall picture of the image processing landscape, where several researchers more focused on software implementations and various combinations of software and hardware implementation. Furthermore, it has been discussed that the GPU was more outstanding compared to other hardware, such as the CPU and FPGAs [74] . Nevertheless, the certain hardware is capable of similarly excellent performance depending on applications and algorithms. 
