The massive integration of wind power into the power system increasingly calls for better short-term wind speed forecasting which helps transmission system operators to balance the power systems with less reserve capacities. The time series analysis methods are often used to analyze the wind speed variability. The time series are defined as a sequence of observations ordered in time. Statistical methods described in this paper are based on the prediction of future wind speed data depending on the historical observations. This allows us to find a sufficiently good model for the wind speed prediction. The paper addresses a short-term wind speed forecasting ARIMA (Autoregressive Integrated Moving Average) model. This method was applied for a number of different prediction problems, including the short term wind speed forecasts. It is seen as an early time series methodology with well-known limitations in wind speed forecasting, mainly because of insufficient accuracies of the hourly forecasts for the second half of the day-ahead forecasting period. The authors attempt to find the maximum effectiveness of the model aiming to find: (1) how the identification of the optimal model structure improves the forecasting results and (2) what accuracy increase can be gained by reidentification of the structure for a new wind weather season. Both historical and synthetic wind speed data representing the sample locality in the Baltic region were used to run the model. The model structure is defined by rows p, d, q and length of retrospective data period. The structure parameters p (Autoregressive component, AR) and q (Moving Average component, MA) were determined by the Partial Auto-Correlation Function (PACF) and Auto-Correlation Function (ACF), respectively. The model's forecasting accuracy is based on the root mean square error (RMSE), mean absolute percentage error (MAPE) and mean absolute error (MAE). The results allowed to establish the optimal model structure and the length of the input/retrospective period. The quantitative study revealed that identification of the optimal model structure gives significant accuracy improvement against casual structures for 6-8 h forecast lead time, but a season-specific structure is not appropriate for the entire year period. Based on the conducted calculations, we propose to couple the ARIMA model with any more effective method into a hybrid model.
INTRODUCTION
Recently, wind power has been growing at an unprecedented rate globally. The increasing importance of wind power integration into the power system encourages researchers to develop more reliable techniques to forecast wind power. To continue the growth in the following decade [1] , short-term prediction of wind speed and power generation is becoming increasingly important. However, the reason why generation of wind power is extremely intermittent is that weather conditions and wind speed are highly volatile and affected by a number of factors. As wind energy makes a significant penetration into the electricity grid, the need for accurate predictions of wind power generation becomes critical [2, 3] .
Currently, many different methods are used to forecast the wind speed: Autoregressive Moving Average (ARMA), Artificial Neural Networks (ANN), Genetic Algorithm (GA), Wavelet Decomposition (WD), Empirical Mode Decomposition (EMD), Multi-Layer Perceptron (MLP), Extreme Learning Machines (ELM), FUZZY, etc. Studies have shown that hybrid models consisting of a few different methods reach better results than any single model. In recent research, model comparison through the mean absolute percentage error (MAPE) is used for measurement purposes. For example, with a hybrid EMD-ELM model the wind speed forecast average MAPE error is 2.21%, while with a single ELM model it is 8.6% [4] [5] [6] .
To look for adaptability of an ARIMA model, we need to check if stationary and invertibility conditions are complied with. All ARIMA (0, d, q) models are stationary, but in order to recognize if the model is chosen correctly, we must look if the time series satisfy the other condition -invertibility. Because ARIMA (p, d, 0) models are invertible and based on the values of the parameters, they may not be stationary. As a result, the model has various representations. That is why it is advisable to look for the simplest representations to estimate wind speed.
In 1978, Granger and Andersen proposed a generalized definition of inversion and applied it to linear, non-linear, and bilinear models [7] . It can be seen that some non-linear models are not invertible, but this condition can be achieved with another model's help by combining them together. To define conditions for the general Moving Average (MA) process, of order q, input data should be invertible (accordingly, process borderline should be non-invertible). The conditions have to be termed as acceptability conditions. The dependency can be found on the magnitude of the final moving average parameter, θ q . If |θ q | < 1, the process is not acceptable. The process should reach the conditions |θ q | = 1 for any particular q meaning and is expected to run smoothly. If |θ q | < 1, the conditions need to be established. Simultaneously, the stationarity of autoregressive processes is examined. In 2008, Ojo compared subset autoregressive integrated moving average models with full autoregressive integrated moving average models [8] . The author estimated and investigated the parameters of these models, and the statistical properties of the derived estimates were set out. He proposed an effective algorithm that can eliminate redundant parameters from the full order ARIMA models.
In this paper, a trial is undertaken to find an appropriate autoregressive integrated moving average (ARIMA) model structure that would be the most efficient and, by comparing forecast and real time series cases, gaining the lowest errors. Research was made to forecast daily wind speed for the first seven days of February 2012 in Latvia by using this model. It is selected to check the model's forecasting performance based on MAPE, RMSE (root mean square error), and MAE (mean absolute error).
To verify if gained results are correct to use, we compared the results of the forecast wind speed for different yearly seasons: winter, spring, summer and autumn. Checking was made by using the gained ARIMA structure (p, d, q) and the same training period for all seasons. Our aim is to research if forecast values combined with real values make sufficiently precise meanings.
METHODOLOGY AND DATA SOURCE
Time series analysis with ARIMA models Most of the modelling methods, including Box-Jenkins approach [9] , are applicable on stationary time series. ARIMA models are a type of time series based on statistical models that are widely used in short-term predictions. A typical 
This equation can be written as:
where α is the constant term (i. e. the mean of the underlying stochastic process), ϕ i is the i-th autoregressive parameter, ϕ j is the j-th moving average parameter, e t is the error term at time t, and y t is the value of the wind speed observed at the time t [10] . The autoregressive parameters represent the lags of differenced series, and the moving average terms show the lags of the prediction errors. It is possible that the time series data is non-stationary (or seasonal), and in this case it needs to be differenced to become stationary. The result is an "integrated" version of a stationary series, and the model becomes an In this study, we employ the general procedure of ARIMA modelling for the prediction of wind speed. Based on the data obtained, a suitable model structure and model parameters will be obtained. The procedure is described as follows. Firstly, the stationarity of the time series data is tested by checking the run order plot and Auto-Correlation Function (ACF) plots of the data points. The trends in the time series data and constant variance assumption can be analysed using Auto-Correlation Function (ACF) and Partial Auto-Correlation Function (PACF) plots [11, 12] . Based on certain characteristics of the run order and ACF graphs, successive differencing of the data series might be used until the data is concluded to be stationary. Secondly, the autoregressive and moving average terms can also be determined using the ACF and PACF plots [10, 13] . These graphs are used to make decisions on the autoregressive and moving average terms in the model. Thirdly, based on the identified model structure (p, d, q), the identifying model parameters need to be obtained.
Model precision analysis
The root mean square error (RMSE), mean absolute percentage error (MAPE) and mean absolute error (MAE) are adopted to evaluate the prediction accuracy of the approaches [8] . MAE is a common measure of the forecast error in time series analysis, which measures the average magnitude of the errors in a set of forecasts:
where n is the number of observations in the total evaluation period, y t is the value of observation at time t, and f t is the forecast value. Equation (3) shows that MAE is the average over the absolute values of deviations between the forecast and the corresponding observation [8] . MAPE is calculated as the average absolute percentage error:
As seen in equation (4), the main purpose of MAPE is to show if the data is stable (variation is small). That is why MAPE is important in wind power prediction.
Equation (5) indicates that RMSE is a quadratic scoring rule, which measures the average magnitude of the error [8] . The difference between forecasts and corresponding observed values are squared, summed, and then averaged over the sample number. Finally, the square root of the average is taken. Since the errors are squared before they are averaged, RMSE gives relatively high weights to large errors. This means RMSE is most useful when large errors are undesirable.
Wind data
Meteorological data was received from Riga site (central Latvia) [14] . They can be denominated as all-Latvian averages. All variables are presented as hourly data. The investigation period covers the period of 2012.
The research consists of two parts: in the first one we need to reveal the structure of the ARIMA model and in the second to investigate the use of the possibilities. That is why the data that was used in this work can be distributed as values required for structure selection and values for model verification.
For ARIMA model structure selection, the investigation period covers a period of 2 months, from 1 January to 7 February 2012. From 1440 continuous hourly time series data points of wind speed, we used the first 744 to build the prediction models. The remaining 696 data points were used for prediction and performance evaluation.
To build the best model parameters for wind speed forecast, three sets of data were analysed:
• the first (I) period duration is one month (1-31 January 2012), • the second (II) period duration is 2 weeks (18-31 January 2012), and
• the last (III) period duration is 3 days (29-31 January 2012). To verify model accuracy in the yearly wind speed forecasting, three more periods were taken to examine the model. These periods include spring, summer and autumn. The wind speed data is taken from the year of 2012. The winter period remains unchanged and is used the same as it is in the selection of the model structure.
RESULTS AND DISCUSSION

Model parameters
To determine the orders, p and q, the ACF and PACF plots were examined. Figures 1 and 2 , respectively, shows the ACF and PACF graphs for the wind speed data.
In Fig. 1 it can be indicated from the PACF plot that the AR (3) model is suitable for the observed data, because of the cut-off at lag 3. ACF shows the cut-off at lag 15. That means time series data is non-stationary and needs to be integrated. Figure 2 shows ACF and PACF for integrated wind speed data. It is obvious that integration was needed to make functions stationary.
The analysed partial autocorrelation and autocorrelation functions have not shown the accurate values of p and q parameters. But as research showed, parameter d is needed to be used as 1, because for our time series values stationarity was needed. To find the best model, the parameters p and q had different values assigned. For each pair of parameters, a new model was constructed. The RMSE has been chosen to compare models with each other. The results are shown in Table 1 .
As it is shown in Table 1 , the highest value of parameters p and q is 10 because the model should predict with the lowest error values and should be the simplest one. The higher values of p and q are inefficient, and the model becomes too complex to calculate and analyse. As it is shown in Table 1 , the best model is ARIMA (3,  1, 1) . In addition, the model ARIMA (6, 1, 1) predicts wind speed with lower errors. However, the model ARIMA (3, 1, 1) has a simpler construction and the difference of RMSE is not big enough (difference between values is 0.0367) to choose a more complex model.
Our previous investigation of ACF and PACF and RMSE analysis has shown similar results, i. e. ARIMA (3, 1, 1) is one of the best models to describe wind speed data. The higher values of parameters p and q would lead to a more difficult model. Because of these reasons, the ARI-MA (3, 1, 1) model will be used in our future investigation.
Sample partial autocorrelation Sample autocorrelation Lag Lag
Forecasting
Using the ARIMA (3, 1, 1) model, further calculations were made. Each hour, the wind speed forecasts were made for the next 24 hours ahead. That was repeated for 168 data points (7 days).
To analyse 24 hours ahead actual and predicted values, the RMSE, MAE and MAPE criteria were used. The forecasting performance in three different input periods is revealed in Table 2 .
Different forecast errors are shown after 2, 6, 12 and 24 hours. When the ARIMA (3, 1, 1) model is selected, the input data period should be analysed. Figures 3-5 show the main results of analysed input periods. Errors made from the beginning until the end of the day can reach 32% of the worst accuracy of forecast values, especially in the first analysed period.
As mentioned before, to find the best model structure and input periods, the MAE, RMSE and MAPE were used. Each error shows different changes in analysed data. All errors are shown in Figs. 3-5. It is obvious that the third period causes the highest RMSE errors in Fig. 4 , at least in the first 12 hours, and the second input period is the best. Furthermore, in the first two hours, the prediction with the first input period is even better than with the second one, but errors are higher in the further hours. Figures 3 and 4 show that RMSE and MAE errors have very similar results. The training period was carried out for the prediction of 24 hours ahead. The 24-hour actual and predicted wind speed values of Figs. 3 and 4 were analysed: to 8 hours ahead and to 24 hours ahead. The difference in error value was the lowest between I and II input periods in the beginning of the forecasted 8 hours ahead. However, for 24-hour wind speed prediction, we received the lowest RMSE and MAE errors when the model was trained with the II input period. This indicates that the data from 18-31 January 2012 should be used in the ARIMA (3, 1, 1) model for winter season wind speed prediction. Also, this analysis has displayed that it is appropriate to use the ARIMA model for wind speed prediction for less than 6-8 hours ahead. Then the training period choice can be from two weeks to one month, and errors will be 1% close between.
The MAPE values are different from MAE and RMSE because the analysed wind speed data is unstable. However, it should be noted that MAPE is not the best measurement criterion to be used for the wind speed analysis, because some of wind speed data values are equal or close to 0 m/s. That is why it is better to use RMSE and MAE instead of MAPE to verify if the model is suitable for wind speed prediction, Fig. 5 . Figure 6 shows wind speed actual data and forecast values. To see the difference of day ahead prediction for all day long, we looked for wind speed forecast 2, 6, 12 and 24 hours ahead. The summarized results showed that inaccuracy of wind speed prediction 2 hours ahead was 8.5%, 6 hours ahead 17.5%, 12 hours ahead 28.9%, and 24-hour prediction reached 42.4% of actual data. It can be confidently stated that a longer period of wind speed prediction causes higher errors. In addition, wind speed prediction becomes increasingly inaccurate after a long time period. Figure 3 shows that ARIMA forecast quality depends on invariability of the data. When there are sudden changes in the analysed data, higher errors occur. The reason behind this is the use of previous wind speed values in ARIMA model prediction. The bias could be seen in Fig. 6 . The higher values of parameters p and q lead to inaccurate results because the prediction function becomes linear.
Model suitability verification
Previous investigation covered data from the winter season only. However, it is beneficial to know Very similar results can be seen in Fig. 8 ; where the predicted values of the winter period in the end of the day are high and reach almost This could be caused by small data variations. In the year of 2012, the spring season was particularly windy with sudden changes in wind speed. However, it is clear that the model ARIMA (3, 1, 1) is not good enough for the spring data prediction. This analysis has shown that finding a single ARIMA model for all the seasons is not enough, and additional structure research needs to be made for the spring season.
A comparison of MAPE errors in all seasons is shown in Fig. 9 .
As it is seen in Fig. 9 , the MAPE errors vary in different seasons. The sudden jumps in errors show that wind speed at the jump time was most likely equal or close to 0 m/s. Furthermore, this may also present the instability of the wind speed data. The smallest MAPE errors are seen in the autumn season. This shows a small variation in the wind speed data. It was mentioned before that MAPE errors sometimes are not very appropriate to be used in wind speed prediction, because MAPE may not show the tendency of wind speed stability in seasons.
However, this investigation also shows that more characteristic errors in this analysis are RMSE and MAE.
CONCLUSIONS
This study has shown that the best ARIMA structure (p, d, q) to forecast the wind speed for the selected Baltic region locality is (3, 1, 1 ). This structure can be used in summer, winter and, in particular, autumn seasons, while it should be changed for the spring season because of sudden changes in wind speed data.
Analysis of three different retrospective data periods revealed the fact that a two-week interval has the lowest prediction error rates in comparison with one month and a 3-day period. It is recommended to use the ARIMA (3, 1, 1) model to forecast wind speed for the first 6-8 hours, because the accuracy of the method is lower when it is used for longer periods of time.
We suggest to choose RMSE and MAE for wind speed analysis and structure selection.
MAPE is good in forecasting wind power, but less suitable for wind speeds.
To reduce errors obtained, the use of a hybrid model (ARIMA combined with other techniques) should be addressed.
