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THE ORDER-n MINORS OF CERTAIN (n+ k)× n MATRICES
PRIYABRATA BAG, SANTANU DEY, MASARU NAGISA, AND HIROYUKI OSAKA
Abstract. We determine sufficient conditions for certain classes of (n+k)×n
matrices E to have all order-n minors to be nonzero. For a special class of
(n + 1) × n matrices E, we give the formula for the order-n minors. As an
application we construct subspaces of Cm ⊗ Cn of maximal dimension, which
does not contain any vector of Schmidt rank less than k and which has a basis
of Schmidt rank k for k = 2, 3, 4.
1. Introduction
In this article we investigate conditions under which certain (n+k)×n matrices
E have all order-n minors to be nonzero. Using this we conclude that for such
(n + k) × n matrix E, any linear combination of the columns of E will have at
least k + 1 nonzero entries. This property has an application to the computation
of Schmidt rank.
For any n ∈ N and numbers a and b in C, set the (n+ 1)× n matrix En(a, b) ∈
Mn+1,n(C) as follows:
(1) En(a, b) = b
n∑
j=2
|j − 1〉〈j| − a
n∑
j=1
|j〉〈j|+ a
n∑
j=1
|j + 1〉〈j| − b
n−1∑
j=1
|j + 2〉〈j|,
where |1〉, . . . , |n + 1〉 are the standard basis column vectors of Cn+1, as column
vectors, and 〈1|, . . . , 〈n| are the transposed standard basis column vectors of Cn.
In Section 2 we obtain an expression for order-n minors of En(a, b) in terms of
determinants of certain submatrices of En(a, b). By exploiting a recurrence relation
and the characteristic polynomial of a certain matrix, we derive formulae for order-n
minors of En(a, b). For some examples of En(a, b), the order-nminors are computed
in Section 3. In Section 4 we take an approach based on system of equations, and
conclude that for |a| ≥ 5, all the order-n minors of En(a, 1) are nonzero. We also
analyse another class of (n+ 2)× n matrices Gn(a, 1) using the same approach.
Let H denote the bipartite Hilbert space Cm ⊗ Cn. By Schmidt decomposition
theorem (cf. Ref. [4]), any pure state |ψ〉 ∈ H can be written as
(2) |ψ〉 =
k∑
j=1
αj |uj〉 ⊗ |vj〉
for some k ≤ min{m,n}, where {|uj〉 : 1 ≤ j ≤ k} and {|vj〉 : 1 ≤ j ≤ k} are
orthonormal sets in Cm and Cn respectively, and αj ’s are positive real numbers
satisfying
∑
j α
2
j = 1.
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Definition 1.1. In the Schmidt decomposition (2) of a pure bipartite state |ψ〉
the minimum number of terms required in the summation is known as the Schmidt
rank of |ψ〉, and it is denoted by SR(|ψ〉).
As an application of the results of the first four sections, we construct subspaces
T of dimension (m− k+1)(n− k+1) of bipartite finite dimensional Hilbert space
Cm ⊗Cn in Section 5 such that any vector in T has Schmidt rank greater than or
equal to k where k = 2, 3 and 4. In Ref. [2], it was proved that for a bipartite system
Cm ⊗ Cn, the dimension of any subspace of Schmidt rank greater than or equal to
k is bounded above by (m− k + 1)(n− k + 1). Unlike Ref. [2], the subspaces T of
Cm⊗Cn that we construct also have bases consisting of elements of Schmidt rank k.
For the case when a subspace of Cm⊗Cn is of Schmidt rank greater than or equal
to 2 (that is, the subspace does not contain any product vector), the maximum
dimension of that subspace is (m − 1)(n− 1), and this was first proved in Ref. [4]
and Ref. [6] (cf. Ref. [1]).
In the bipartite Hilbert space Cm ⊗ Cn, for any 1 ≤ r ≤ min{m,n}, there is at
least some state |ψ〉 with SR(|ψ〉) = r. Any state ρ on a finite dimensional Hilbert
space H can be written as
(3) ρ =
∑
j
pj |ψj〉 〈ψj | ,
where |ψj〉’s are pure states in H and {pj} forms a probability distribution. The
following notion was introduced in Ref. [5]:
Definition 1.2. The Schmidt number of a state ρ on a bipartite finite dimensional
Hilbert space H is defined to be the least natural number k such that ρ has a
decomposition of the form given in (3) with SR(|ψj〉) ≤ k for all j. The Schmidt
number of ρ is denoted by SN(ρ).
Schmidt number of a state on a bipartite Hilbert space is a measure of entangle-
ment. Entanglement is the key property of quantum systems which is responsible
for the higher efficiency of quantum computation and tasks like teleportation, super-
dense coding, etc (cf. Ref. [3]). The following proposition establishes an important
relation between Schmidt number of a state and the lower bound of Schmidt rank
of any non-zero vector in the supporting subspace of the state:
Proposition 1.3. Let S be a subspace of H = Cm⊗Cn which does not contain any
non-zero vector of Schmidt rank lesser or equal to k. Then any state ρ supported
on S has Schmidt number at least k + 1.
Proof. Let ρ be a state with Schmidt number, SN(ρ) = r ≤ k. So, ρ can be written
as
ρ =
∑
j
pj |vj〉〈vj |,
where SR(|vj〉) ≤ k for all j and {pj} forms a probability distribution. Let |ψ〉 ∈
Ker(ρ). Then we have
0 = 〈ψ|ρ|ψ〉 =
∑
j
pj|〈vj |ψ〉|2.
This means |vj〉 ∈ Ker(ρ)⊥ = Range(ρ) for all j.
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If such a ρ is supported on S, then the above statement gives a contradiction to
the fact that S does not contain any vector of Schmidt rank lesser or equal to k.
This completes the proof.
2. Main Results
Lemma 2.1. For any n ∈ N and numbers a and b in C set the n× n matrix
Dn(a, b) = b
n∑
j=2
|j − 1〉〈j| − a
n∑
j=1
|j〉〈j|+ a
n−1∑
j=1
|j +1〉〈j| − b
n−2∑
j=1
|j +2〉〈j| ∈Mn(C).
Then we have |Dn(a, b)| = −a|Dn−1(a, b)|−ab|Dn−2(a, b)|−b3|Dn−3(a, b)| (n ≥ 2),
where |D−1(a, b)| = 0 and |D0(a, b)| = 1. Note that |D1(a, b)| = −a.
We also define the n× n matrix Fn(a, b) ∈Mn(C) as follows:
Fn(a, b) = b
n∑
j=3
|j − 2〉〈j| − a
n∑
j=2
|j − 1〉〈j|+ a
n∑
j=1
|j〉〈j| − b
n−1∑
j=1
|j + 1〉〈j|
= −b
n∑
j=2
|j〉〈j − 1|+ a
n∑
j=1
|j〉〈j| − a
n−1∑
j=1
|j〉〈j + 1|+ b
n−2∑
j=1
|j〉〈j + 2|
= Dn(−a,−b)t.
Then we have |Fn(a, b)| = (−1)n|Dn(a, b)| (n ≥ −1).
For an n × n matrix A = ∑ni,j=1 aij |i〉〈j| ∈ Mn(C), we define A↑ and A↓ in
Mn−1(C) as follows:
A↑ =
n−1∑
i,j=1
ai,j |i〉〈j| and A↓ =
n∑
i,j=2
ai,j |i〉〈j|,
if n ≥ 2.
For numbers a, b ∈ C, A =∑ni,j=1 ai,j |i〉〈j| ∈ Mn(C) and B =∑mi,j=1 bi,j |i〉〈j| ∈
Mm(C), we define the matrix C =
∑n+m
i,j=1 ci,j |i〉〈j| ∈Mn+m(C) as follows:
cij =


aij if 1 ≤ i, j ≤ n,
bi−n,j−n if n+ 1 ≤ i, j ≤ n+m
a if (i, j) = (n+ 1, n)
b if (i, j) = (n, n+ 1)
0 otherwise
.
We denote this matrix C by Aa⊕b B.
Lemma 2.2. In this setting, we have
|Aa⊕b B| = |A||B| − ab|A↑||B↓|,
where we set |A↑| = |A↓| = 1 if A ∈M1(C).
Proof. We denote Aa⊕b B = C =
∑n+m
i,j=1 ci,j |i〉〈j|. For k ≤ l, we denote S(k, l) the
set of all permutations on {k, k + 1, . . . , l − 1, l}. Let σ ∈ S(1, n+m) and sgn(σ)
denote the signature of permutation σ. Then σ has the form which is one of the
following type:
4 PRIYABRATA BAG, SANTANU DEY, MASARU NAGISA, AND HIROYUKI OSAKA
(1) there exist σ1 ∈ S(1, n) and σ2 ∈ S(n+ 1, n+m) such that
σ(i) = σ1(i) (1 ≤ i ≤ n) and σ(i) = σ2(i) (n+ 1 ≤ i ≤ n+m).
(2) there exist τ1 ∈ S(1, n− 1) and τ2 ∈ S(n+ 2, n+m) such that
σ(n) = n+1, σ(n+1) = n, σ(i) = τ1(i) (1 ≤ i ≤ n−1) and σ(i) = τ2(i) (n+2 ≤ i ≤ n+m).
(3) σ has the form of neither type (1) nor type (2).
Then we have
sgn(σ)
n+m∏
i=1
ci,σ(i) =


sgn(σ1)sgn(σ2)
∏n
i=1 ci,σ1(i)
∏n+m
i=n+1 ci,σ2(i) case(1)
−ab sgn(τ1)sgn(τ2)
∏n−1
i=1 ci,τ1(i)
∏n+m
i=n+2 ci,τ2(i) case(2)
0 case(3)
.
This implies that
|C| =
∑
σ∈S(1,n+m)
sgn(σ)
n+m∏
i=1
ci,σ(i)
=
∑
σ1∈S(1,n),σ2∈S(n+1,n+m)
sgn(σ1)sgn(σ2)
n∏
i=1
ci,σ1(i)
n+m∏
i=n+1
ci,σ2(i)
− ab
∑
τ1∈S(1,n−1),τ2∈S(n+2,n+m)
sgn(τ1)sgn(τ2)
n−1∏
i=1
ci,τ1(i)
n+m∏
i=n+2
ci,τ2(i)
=

 ∑
σ1∈S(1,n)
sgn(σ1)
n∏
i=1
ai,σ1(i)



 ∑
σ2∈S(1,m)
sgn(σ2)
m∏
i=1
bi,σ2(i)


− ab

 ∑
τ1∈S(1,n−1)
sgn(τ1)
n−1∏
i=1
ai,τ1(i)



 ∑
τ2∈S(2,m)
sgn(τ2)
m∏
i=2
bi,τ2(i)


= |A||B| − ab|A↑||B↓|.
Proposition 2.3. For 1 ≤ k ≤ n + 1 and a and b in C, let Ekn(a, b) be a matrix
which is obtained by deleting the k-th row of En(a, b) which is defined in equation
(1). Then we have
|Ekn(a, b)| = |Dk−1(a, b)||Fn−(k−1)(a, b)|+ |Dk−2(a, b)||Fn−k(a, b)|b2
= (−1)n−k+1(|Dk−1(a, b)||Dn−k+1(a, b)| − |Dk−2(a, b)||Dn−k(a, b)|b2).
Proof. Since E1n(a, b) = Fn(a, b), E
n+1
n (a, b) = Dn(a, b), |D0(a, b)| = |F0(a, b)| = 1
and |D−1(a, b)| = |F−1(a, b)| = 0, we have
|E1n(a, b)| = |Fn(a, b)| = |D0(a, b)||Fn(a, b)|+ |D−1(a, b)||Fn−1(a, b)|b2
and
|En+1n (a, b)| = |Dn(a, b)| = |Dn(a, b)||F0(a, b)|+ |Dn−1(a, b)||F−1(a, b)|b2.
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In the case 2 ≤ k ≤ n, we have Ekn(a, b) = Dk−1(a, b)(−b) ⊕b Fn−k+1(a, b). It
implies that, by Lemma 2.2,
|Ekn(a, b)| = |Dk−1(a, b)||Fn−k+1(a, b)|+ b2|Dk−1(a, b)↑||Fn−k+1(a, b)↓|
= |Dk−1(a, b)||Fn−k+1(a, b)|+ |Dk−2(a, b)||Fn−k(a, b)|b2.
If b = 0 and 1 ≤ k ≤ n+ 1,
|Ekn(a, b)| = (−1)n−k+1|Dk−1(a, 0)||Dn−k+1(a, 0)|
= (−1)n−k+1(−a)k−1(−a)n−k+1
= (−1)k−1an.
If b 6= 0, since |Ekn(a, b)| = bn
∣∣∣Ekn (ab , 1
)∣∣∣, we may assume that b = 1.
After this we write En(a, 1) = En(a) and Dn(a, 1) = Dn(a).
Theorem 2.4. For n ∈ N and a ∈ C, let d−1 = 0, d0 = 1 and dn = |Dn(a)|. Then
for 1 ≤ k ≤ n+ 1 we have
|Ekn(a)| = (−1)n−k+1(dk−1dn−k+1 − dk−2dn−k)
= (−1)k+1|En−k+2n (a)|
= (−1)n|En−k+2n (a)|
and
dk =
1
k!
dk
dxk
(
1
1 + ax+ ax2 + x3
)∣∣∣∣
x=0
.
Moreover, if x3 + ax2 + ax + 1 = 0 has 3 different solutions α, β, γ, then we have
for 1 ≤ k
dk =
1
αk+1(α − β)(γ − α) +
1
βk+1(α− β)(β − γ) +
1
γk+1(γ − α)(β − γ) .
Proof. By Proposition 2.3 we have
|Ekn(a)| = (−1)n−k+1dk−1dn−k+1 + (−1)n−kdk−2dn−k
= (−1)n−k+1(dk−1dn−k+1 − dk−2dn−k).
On the contrary, (−1)n|En−k+2n (a)| = (−1)n(−1)k−1(dn−k+1dk−1−dn−kdk−2) =
(−1)n−k+1(dk−1dn−k+1 − dk−2dn−k).
Define the formal power series f(x) =
∞∑
k=0
dkx
k, where the sequence {dn}∞n=0
satisfies the relation dn+ adn−1+ adn−2+ dn−3 = 0 (n ≥ 2). Since (1+ ax+ ax2 +
x3)f(x) = d0+(d1+ad0)x+(d2+ad1+ad0)x
2+
∞∑
k=3
(dk+adk−1+adk−2+dk−3)x
k = 1,
f(x) =
1
1 + ax+ ax2 + x3
is analytic at a neighborhood of 0. By Maclaurin’s
expansion of f , we have
dk =
1
k!
dk
dxk
(
1
1 + ax+ ax2 + x3
)∣∣∣∣
x=0
.
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Suppose that 1 + ax+ ax2 + x3 = 0 has 3 different solutions α, β, γ. Then,
f(x) =
1
(x− α)(x − β)(x − γ)
=
1
(α− β)(γ − α)
1
α− x +
1
(α − β)(β − γ)
1
β − x +
1
(γ − α)(β − γ)
1
γ − x
=
1
α(α− β)(γ − α)
1
1− x/α +
1
β(α− β)(β − γ)
1
1− x/β
+
1
γ(γ − α)(β − γ)
1
1− x/γ
=
∞∑
k=1
(
1
αk+1(α− β)(γ − α) +
1
βk+1(α − β)(β − γ) +
1
γk+1(γ − α)(β − γ)
)
xk.
Hence, for 1 ≤ k
dk =
1
αk+1(α − β)(γ − α) +
1
βk+1(α− β)(β − γ) +
1
γk+1(γ − α)(β − γ) .
3. Examples
Example 3.1. Set a = 3 and b = 1. Then we have
dn = |Dn(3)| = 1
n!
dn
dxn
(1 + x)−3|x=0 = (−1)
n
2
(n+ 1)(n+ 2)
and
|Ekn(3)| =
(−1)k−1
2
k(n+ 2)(n− k + 2).
Note that if |Ekn(3)| = 0, then k = n+2. Therefore, for any 1 ≤ k ≤ n+1 we have
|Ekn(3)| 6= 0, that is, all order-n minors of En(3) are nonzero.
Example 3.2. Set n = 10 and a = 2. Then |Ek10(2)| = 0 for all k ∈ {1, 2, . . . , 11}.
Indeed, the equation x3 + 2x2 + 2x+ 1 = (x + 1)(x2 + x+ 1) = 0 has solutions
−1, ω, ω2, where ω = −1 +
√
3ι
2
. Then we have
dk =
1
(−1)k+1(−1− ω)(ω2 + 1) +
1
ωk+1(−1− ω)(ω − ω2) +
1
ω2(k+1)(ω2 + 1)(ω − ω2)
= (−1)k − ω
k+2(1− ωk)
1− ω =


(−1)k if k ≡ 0 (mod 3)
(−1)k − 1 if k ≡ 1 (mod 3)
(−1)k + 1 if k ≡ 2 (mod 3)
,
since ω3 = 1. So the sequence {dk}∞k=−1 is periodic with the period 6 and
(d0, d1, d2, d3, d4, d5) = (1,−2, 2,−1, 0, 0).
By Theorem 2.4 it is easily computed that |E110(2)| = |E210(2)| = · · · = |E610(2)| = 0,
and we can get |Ek10(2)| = 0 for all k ∈ {1, 2, . . . , 11}.
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4. Invertibility of Ekn(a)
In this section if |a| ≥ 5, we show that for 1 ≤ k ≤ n+1 the matrix Ekn(a), which
is obtained by deleting the k-th row of En(a), is invertible.
The following lemma is useful.
Lemma 4.1. Let a(i), b(i), c(i), d(i) ∈ C with |a(i)| = |d(i)| = 1 and |b(i)| =
|c(i)| = α ≥ 5 (i = 1, 2, . . . , k − 1). If
c(1)x1 + d(1)x2 = 0
b(2)x1 + c(2)x2 + d(2)x3 = 0
a(3)x1 + b(3)x2 + c(3)x3 + d(3)x4 = 0
a(4)x2 + b(4)x3 + c(4)x4 + d(4)x5 = 0
· · ·
a(k − 1)xk−3 + b(k − 1)xk−2 + c(k − 1)xk−1 + d(k − 1)xk = 0,
then |xl+1| ≥ (α− 2)|xl| (l = 1, 2, . . . , k − 1).
Proof. Since c(1)x1 + d(1)x2 = 0, we have |x2| = α|x1| ≥ (α − 2)|x1|. Since
b(2)x1 + c(2)x2 + d(2)x3 = 0, we have
|x3| = | − c(2)x2 − b(2)x1| ≥ α|x2| − α|x1| ≥ (α− 1)|x2| ≥ (α− 2)|x2|.
We assume that |xl+1| ≥ (α − 2)|xl| and |xl+2| ≥ (α− 2)|xl+1|. Then the relation
a(l + 2)xl + b(l + 2)xl+1 + c(l + 2)xl+2 + d(l + 2)xl+3 = 0 implies that
|xl+3| ≥ |c(l + 2)xl+2| − |b(l+ 2)xl+1| − |a(l + 2)xl|
= α|xl+2| − α|xl+1| − |xl|
≥ α|xl+2| − α
α− 2 |xl+2| −
1
(α− 2)2 |xl+2|
≥ α|xl+2| − α
α− 2 |xl+2| −
1
α− 2 |xl+2|
=
(
α− α+ 1
α− 2
)
|xl+2| ≥ (α− 2)|xl+2|.
Hence, we have |xl+1| ≥ (α− 2)|xl| (l = 1, 2, . . . , k − 1) inductively.
Proposition 4.2. For a ∈ C with |a| ≥ 5 and 1 ≤ k ≤ n+ 1 the matrix Ekn(a) is
invertible, that is, all order-n minors of En(a) are nonzero.
Proof. For 1 ≤ k ≤ n + 1 and x = (x1, x2, . . . , xn)t ∈ Cn, we will show that if
Ekn(a)x = 0, then x = 0.
(1) When k = n+ 1, En+1n (a)x = 0 means that
x−1 = x0 = 0,
−xi + axi+1 − axi+2 + xi+3 = 0 (i = −1, 0, . . . , n− 3)(*)
−xn−2 + axn−1 − axn = 0(**)
Apply Lemma 4.1 for (*), we have
|xi+1| ≥ (|a| − 2)|xi|, i = 1, 2, . . . , n− 1.
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By (**) we have
0 = | − xn−2 + axn−1 − axn| ≥ |a||xn| − |a||xn−1| − |xn−2|
≥ (|a| − |a||a| − 2 −
1
(|a| − 2)2 )|xn| ≥ |xn|.
So we can get 0 = xn = xn−1 = · · · = x1.
(2) When k = 1, we set y = (xn, xn−1, . . . , x1)
t ∈ Cn. The equation E1n(a)x = 0
is equivalent to En+1n (a)y = 0. So we have y = 0, that is x = 0.
(3) When 2 ≤ k ≤ n, Ekn(a)x = 0 means that
x−1 = x0 = 0, xn+1 = xn+2 = 0
−xi + axi+1 − axi+2 + xi+3 = 0 (i = −1, 0, . . . , k − 3)(***)
−xi + axi+1 − axi+2 + xi+3 = 0 (i = k − 1, k, . . . , n− 1),(****)
Apply Lemma 4.1 for (***) and (****) like as (1) and (2), we have
|xi+1| ≥ (|a| − 2)|xi|, i = 1, 2, . . . , k − 1
and
|ai−1| ≥ (|a| − 2)|xi|, i = k, k + 1, . . . , n.
Since |xk| ≥ (|a| − 2)|xk| and |xk−1| ≥ (|a| − 2)|xk|, we have xk−1 = xk = 0 and
x = 0.
Remark 4.3. Proposition 4.2 is true even if we replace En(a) by E˜n(a) with
|a| ≥ 5, where
E˜n(a) =
n∑
j=2
|j − 1〉〈j|+ a
n∑
j=1
|j〉〈j|+ a
n∑
j=1
|j + 1〉〈j|+
n−1∑
j=1
|j + 2〉〈j|.
Lemma 4.4. Let a be a complex number with |a| ≥ 2 and set
Hn(a) = a
n∑
i=1
|i〉〈i|+
n−1∑
i=1
(|i〉〈i+ 1|+ |i+ 1〉〈i|) ∈Mn(C).
Then Hn(a) is invertible.
Proof. We set en = |Hn(a)|. Then the sequence {en}∞n=1 satisfies
eo = 1, e1 = a, en+2 = aen+1 − en (n = 0, 1, 2, . . .).
Let x2 − ax+ 1 = (x− α)(x − β). Then we can get
en =
αn+1 − βn+1
α− β n = 0, 1, 2, . . . .
If αn+1 − βn+1 = 0 for some n, then we have α = β = 1 or α = β = −1 because
|α+ β| = |a| ≥ 2 and αβ = 1. This implies, for n = 0, 1, 2, . . .,
en =
{
n+ 1 if α = β = 1
(−1)n(n+ 1) if α = β = −1 .
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So we have en 6= 0, that is, Hn(a) is invertible for |a| ≥ 2.
For any n ∈ N and a number a ∈ C, set (n+ 2)× n matrix
Gn(a) =
n∑
j=1
(|j〉+ a|j + 1〉+ |j + 2〉)〈j| ∈ Mn+2,n(C).
From the same argument as in Proposition 4.2 we can get the following:
Proposition 4.5. For 1 ≤ i < j ≤ n + 2 and a number a ∈ C with |a| ≥ 2, let
Gi,jn (a) be a matrix which is obtained by deleting i-th and j-th rows of Gn(a). Then
Gi,jn (a) is invertible, that is, all order-n minors of Gn(a) are nonzero.
Proof. For 1 ≤ i < j ≤ n+ 2 and x = (x1, x2, . . . , xn)t ∈ Cn, we will show that if
Gi,jn (a)x = 0, then x = 0.
When i = 1, j = n+2, G1,n+2n (a)x = Hn(a)x = 0 implies x = 0 by Lemma 4.4.
When 1 < i < j = n+ 2, Gi,n+2n (a)x = 0 is equivalent to
Ji−1(a)(x1, x2, . . . , xi−1)
t = 0 and H1n−i+2(a)(xi−1, xi, . . . , xn)
t = 0,
where H1n−i+2 is obtained by deleting the 1st row of Hn−i+2.
Jk(a) =
k−2∑
i=1
(|i〉+ a|i+ 1〉+ |i+ 2〉)〈i|+ (|k − 1〉+ a|k〉)〈k − 1|+ |k〉〈k|.
Since Jk(a) is invertible, this condition is also equivalent to
x1 = x2 = · · · = xi−1 = 0 and Hn−i+1(a)(xi, xi+1, . . . , xn)t = 0.
By Lemma 4.4, we have x = 0.
When 1 = i < j < n+ 2, G1,jn (a)x = 0 is equivalent to
Gn−j+3,n+2n (a)(xn, xn−1, . . . , x1)
t = 0.
So we have x = 0.
When 1 < i < j < n+ 2, Gi,jn (a)x = 0 is equivalent to
Ji−1(a)(x1, x2, . . . , xi−1)
t = 0,
xk + axk+1 + xk+2 = 0 (k = i− 1, i, . . . , j − 1),
and Jn−j+2(a)(xn, xn−1, . . . , xj−1)
t = 0,
and also equivalent to
x1 = x2 = · · · = xi−1 = 0, xj−1 = xj = · · · = xn = 0,
and Hj−i−1(a)(xi, xi+1, . . . , xj−2)
t = 0.
So we have x = 0.
5. Subspaces of Maximal Dimension with Bounded Schmidt Rank
In this section we use the (n + 1) × n matrix En(a) (a = 3 or |a| ≥ 5) to the
construction of subspaces of Cm⊗Cn of maximal dimension, which do not contain
any nonzero vector of Schmidt rank less than 4. Moreover, using the (n + 2) × n
matrix Gn(a) we can construct subspaces T ⊂ S of Cm ⊗Cn such that any vector
in T \{0} has Schmidt rank greater than or equal 4, but there is at least one vector
with Schmidt rank 3 in S\T .
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For n ∈ N and a number a ∈ C, we consider the (n+3)× n matrix Bn(a) (resp.
B˜n(a)) as follows:
Bn(a) =
n∑
i=1
(|i〉 − a|i+ 1〉+ a|i+ 2〉 − |i+ 3〉)〈i|.
(resp. B˜n(a) =
n∑
i=1
(|i〉+ a|i+ 1〉+ a|i+ 2〉+ |i+ 3〉)〈i|.)
Proposition 5.1. For 1 ≤ i < j < k ≤ n + 3 and |a| ≥ 5, let Bi,j,kn be a
matrix which is obtained by deleting i-th, j-th and k-th rows of Bn(a). Then
Bi,j,kn (a) ∈ Mn(C) is invertible.
Proof. It suffices to show thatBi,j,kn (a)x = 0 implies x = 0, where x = (x1, x2, . . . , xn)
t.
(1) When 1 = i < j < k = n + 3, B1,j,n+3n (a) = E
j−1
n (a) is invertible by
Proposition 4.2. So x = 0.
(2) When 1 < i, i+ 1 < j < k = n+ 3, Bi,j,n+3n (a)x = 0 is equivalent to
x−2 = x−1 = x0 = 0, xn+1 = xn+2 = 0
and − xl−3 + axl−2 − axl−1 + xl = 0,
where l ∈ {1, . . . , i − 1} ∪ {i+ 1, . . . , j − 1} ∪ {j + 1, . . . , n+ 2}. This condition is
also equivalent to
x−2 = x−1 = x0 = x1 = · · · = xi−1 = 0, xn+1 = xn+2 = 0
and − xl−3 + axl−2 − axl−1 + xl = 0,
where l ∈ {i+ 1, . . . , j − 1} ∪ {j + 1, . . . , n+ 2}. Then we have, by Lemma 4.1,
|xl+1| ≥ (|a| − 2)|xl|, l ∈ {i, . . . , j − 2}
and |xl| ≥ (|a| − 2)|xl+1|, l ∈ {j − 2, . . . , n− 1}.
Since |xj−1| ≥ (|a| − 2)|xj−2| and |xj−2| ≥ (|a| − 2)|xj−1|, this implies xj−1 =
xj−2 = 0 and x = 0.
(3) When 1 < i, j = i+ 1 < k = n+ 3, Bi,i+1,n+3n (a)x = 0 is equivalent to
x−2 = x−1 = x0 = 0, xn+1 = xn+2 = 0
and − xl−3 + axl−2 − axl−1 + xl = 0,
where l ∈ {1, . . . , i− 1} ∪ {i+ 2, . . . , n+ 2}. This condition is also equivalent to
x−2 = x−1 = x0 = x1 = · · · = xi−1 = 0, xn+1 = xn+2 = 0
and E1n−i+1(a)(xi, xi+1, . . . , xn)
t = 0.
By Proposition 4.2, we have xi = xi+1 = · · · = xn = 0 and x = 0.
(4) When 1 < i < j = n+ 2, k = n+ 3, Bi,n+2,n+3n (a)x = 0 is equivalent to
x−2 = x−1 = x0 = 0, xn+1 = 0
and − xl−3 + axl−2 − axl−1 + xl = 0,
where l ∈ {1, . . . , i− 1} ∪ {i+ 1, . . . , n+ 1}. This condition is also equivalent to
x−2 = x−1 = x0 = x1 = · · · = xi−1 = 0, xn+1 = 0
and En−i+2n−i+1 (a)(xi, xi+1, . . . , xn)
t = 0.
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By Proposition 4.2, we have xi = xi+1 = · · · = xn = 0 and x = 0.
(5) When i = 1 < j < k < n+ 3, B1,j,kn (a)x = 0 is equivalent to
Bn−k+4,n−j+4,n+3n (a)(xn, xn−1, . . . , x1)
t = 0.
So x = 0 by (2), (3) and (4).
(6) When 1 < i, j = i + 1, k = i + 2 < n+ 3, Bi,i+1,i+2n (a)x = 0 is equivalent to
x−2 = x−1 = x0 = 0, xn+1 = xn+2 = xn+3 = 0
and − xl−3 + axl−2 − axl−1 + xl = 0,
where l ∈ {1, . . . , i− 1} ∪ {i+ 3, . . . , n+ 3}. So we have x1 = x2 = · · · = xi−1 = 0
and xi = xi+1 = · · · = xn = 0, that is, x = 0.
(7) When 1 < i, i+ 1 < j, k = j + 1 < n+ 3, Bi,j,j+1n (a)x = 0 is equivalent to
x−2 = x−1 = x0 = 0, xn+1 = xn+2 = xn+3 = 0
and − xl−3 + axl−2 − axl−1 + xl = 0,
where l ∈ {1, . . . , i − 1} ∪ {i+ 1, . . . , j − 1} ∪ {j + 2, . . . , n+ 3}. This condition is
also equivalent to
x−2 = x−1 = x0 = x1 = · · · = xi−1 = 0,
xj−1 = xj = · · · = xn = xn+1 = xn+2 = xn+3 = 0
and Ej−ij−i−1(a)(xi, xi+1, . . . , xj−2)
t = 0.
By Proposition 4.2, we have xi = xi+1 = · · · = xj−2 = 0 and x = 0.
(8) When 1 < i, j = i + 1, j + 1 < k < n+ 3, Bi,i+1,kn (a)x = 0 is equivalent to
Bn−k+4,n−i+3,n−i+4n (a)(xn, xn−1, . . . , x1)
t = 0.
So x = 0 by (7).
(9) When 1 < i, i+ 1 < j, j + 1 < k < n+ 3, Bi,j,kn (a)x = 0 is equivalent to
x−2 = x−1 = x0 = 0, xn+1 = xn+2 = xn+3 = 0
and − xl−3 + axl−2 − axl−1 + xl = 0,
where l ∈ {1, . . . , i − 1} ∪ {i + 1, . . . , j − 1} ∪ {j + 1, . . . , n + 3}. This condition
implies
x1 = · · · = xi−1 = 0, xk+1 = · · · = xn = 0,
|xl| ≥ (|a| − 2)|xl−1| l ∈ {i+ 1, . . . , j − 1}
and |xl| ≥ (|a| − 2)|xl+1|, l ∈ {j − 2, . . . , k − 3}.
Since |xj−1| ≥ (|a|−2)|xj−2| and |xj−2| ≥ (|a|−2)|xj−1|, we have xj−1 = xj−2 = 0
and x = 0.
Remark 5.2. We consider the following system of equations:
−3x1 + x2 = 0
3x1 − 3x2 + x3 = 0
−xl−3 + 3xl−2 − 3xl−1 + xl = 0 (l = 4, 5, . . . , n).
Then we have
xn =
n(n+ 1)
2
x1.
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This means that, if x1 6= 0, then |x1| < |x2| < · · · < |xn|. Applying this fact for (1)
and (9) in the proof of Proposition 5.1, we can show that Bi,j,kn (3) is invertible for
1 ≤ i < j < k ≤ n+ 3.
Proposition 5.3. For 1 ≤ i < j < k ≤ n+ 3 and |a| ≥ 5 let B˜i,j,kn (a) be a matrix
which is obtained by deleting the i, j, k-th rows of B˜n(a). Then |B˜i,j,kn (a)| 6= 0.
Proof. It follows from the same argument as in Proposition 5.1 using Remark 4.3.
Corollary 5.4. For a = 3 or |a| ≥ 5, the columns of Bn(a) are linearly independent
such that any nonzero linear combination of these columns has at least 4 nonzero
entries.
Proof. Suppose that there are λ1, λ2, . . . , λn ∈ C such that
n∑
i=1
λiei = (x1, x2, . . . , xn+3)
t
has less than 4 nonzero entries, where ei (1 ≤ i ≤ n) are columns in Bn(a)
and xi ∈ C (1 ≤ i ≤ n + 3). Assume that for distinct elements l, j and k in
{1, 2, . . . , n+ 3}, we have xi = 0 for all i ∈ {1, 2, . . . , n+ 3}\{l, j, k}. Then we have
Bl,j,kn (a)


λ1
...
λn

 =


0
...
0

 .
Since Bi,j,kn (a) is invertible by Proposition 5.1 and Remark 5.2, we get each λi = 0
(1 ≤ i ≤ n), that is,
n∑
i=1
λiei = (x1, x2, . . . , xn+3)
t = 0. This is a contradiction.
Corollary 5.5. For a = 3 or |a| ≥ 5 the columns of B˜n(a) are linearly independent
such that any nonzero linear combination of these columns has at least 4 nonzero
entries.
Proof. When |a| ≥ 5, it follows from Proposition 5.3 and the same argument as in
Corollary 5.4.
When a = 3, the matrix B˜n(3) implies the following system of equations:
3x1 + x2 = 0
3x1 + 3x2 + x3 = 0
xl−3 + 3xl−2 + 3xl−1 + xl = 0 (l = 4, 5, . . . , n).
Then we have
xn = (−1)nn(n+ 1)
2
x1
and |x1| < |x2| < · · · < |xn| if x1 6= 0. By the similar reason as Remark 5.2, we can
show that B˜i,j,kn (3) is invertible for 1 ≤ i < j < k ≤ n+ 3.
Theorem 5.6. Let m and n be natural numbers such that 4 ≤ min{m,n}. Let
N = n+m− 2, and {|ei〉}mi=1 (resp. {|fj〉}nj=1) be the canonical basis for Cm (resp.
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Cn). For 3 ≤ d ≤ N − 3 define
S(d) = span{|ei−1〉 ⊗ |fj+2〉 − a|ei〉 ⊗ |fj+1〉+ a|ei+1〉 ⊗ |fj〉 − |ei+2〉 ⊗ |fj−1〉 :
2 ≤ i ≤ m− 2, 2 ≤ j ≤ n− 2, i+ j = d+ 1},
S(0) = S(1) = S(2) = S(N−2) = S(N−1) = S(N) = {0}
and S =
N⊕
d=0
S(d). If a = 3 or |a| ≥ 5, then S does not contain any nonzero vector
of Schmidt rank ≤ 3 and dimS = (m− 3)(n− 3).
Proof. Let φ : Cm⊗Cn →Mm×n(C) be the linear isomorphism defined by φ(|η〉) =
[cij ] for each |η〉 =
∑
i,j cij |ei〉 ⊗ |fj〉 ∈ Cm ⊗ Cn. Then |η〉 has Schmidt rank at
least r if and only if the corresponding matrix [cij ] is of rank at least r. Also, it
is known that a matrix has rank at least r if and only if it has a nonzero minor of
order r. Thus, it is enough to construct a set of (m−3)(n−3) linearly independent
matrices, which are image under φ of a basis of S, such that any nonzero linear
combination of these matrices has a nonzero minor of order 4.
Label the anti-diagonals of any m × n matrix by non-negative integers k, such
that the first anti-diagonal from upper left (of length one) is labeled k = 0 and value
of k increases from upper left to lower right. Let the length of the k-th anti-diagonal
be denoted by
[k]. Note that if m ≤ n, then
[k] =


k + 1 for k ∈ {3, 4, . . . ,m− 2}
m for k ∈ {m− 1,m, . . . , n− 1}
n+m− k − 1 for k ∈ {n, n+ 1, . . . , N − 3 = n+m− 5}
Recall that for 3 ≤ k ≤ N − 3, S(k) is generated by the set
Bk = {|ei−1〉 ⊗ |fj+2〉 − a|ei〉 ⊗ |fj+1〉+ a|ei+1〉 ⊗ |fj〉 − |ei+2〉 ⊗ |fj−1〉 :
2 ≤ i ≤ m− 2, 2 ≤ j ≤ n− 2, i+ j = k + 1}.
Note that any element of φ(Bk) is the matrix obtained from the m × n zero
matrix by replacing the k-th anti-diagonal by (0, . . . , 0,−1, a,−a, 1, 0, . . . , 0). For
3 ≤ k ≤ N − 3, from Corollary 5.4, φ(Bk) is a set of [k] − 3 linearly independent
matrices. Also, by Corollary 5.4 it follows that if M is a matrix obtained by taking
any nonzero linear combination of matrices from φ(Bk), then M has at least 4
nonzero entries in the k-th anti-diagonal and the entries of M , other than those on
k-th anti-diagonal, are zeros. Since the determinant of the 4 × 4 submatrix with
these 4 nonzero elements in its principal anti-diagonal is clearly nonzero, any linear
combination of the matrices in φ(Bk) has at least one nonzero order-4 minor, thus
has rank at least 4.
Let B =
N−3⋃
k=3
Bk. Since elements from different φ(Bk) have different nonzero
anti-diagonal, φ(B) is linearly independent. Thus B is a basis for S. Let C be
a matrix obtained by an arbitrary linear combination from the elements of φ(B).
Let κ be the largest k for which the linear combination involves an element from
φ(Bk). The κ-th anti-diagonal of C has at least 4 nonzero elements. Because κ
labels the bottom-rightmost anti-diagonal of C that contains nonzero elements, the
4× 4 submatrix of C, with these 4 nonzero elements in the principal anti-diagonal,
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has only zero entries in all its anti-diagonals which are below the principal anti-
diagonal. Hence the 4×4 submatrix has nonzero determinant. Thus, the rank of C
is at least 4. We conclude that S does not contain any nonzero vector of Schmidt
rank ≤ 3.
The dimension of S is equal to the cardinality of B. Hence, the dimension of S
is given by
N−3∑
k=3
([k]− 3) =
m−2∑
k=3
(k − 2) +
n−1∑
k=m−1
(m− 3) +
n+m−5∑
k=n
(n+m− k − 4)
= 2
m−2∑
k=3
(k − 2) + (m− 3)(n−m+ 1)
= (m− 3)(n− 3).
A similar argument holds in the case m > n.
Remark 5.7. From the general fact on Schmidt rank it follows that all the elements
of the basis
B =
N−3⋃
d=3
{|ei−1〉 ⊗ |fj+2〉 − a|ei〉 ⊗ |fj+1〉+ a|ei+1〉 ⊗ |fj〉 − |ei+2〉 ⊗ |fj−1〉 :
2 ≤ i ≤ m− 2, 2 ≤ j ≤ n− 2, i+ j = d+ 1},
of S have Schmidt rank 4 if and only if a 6= 0.
Remark 5.8. Theorem 5.6 is true even if we replace S by S˜ with a = 3 or |a| ≥ 5
as follows:
S˜(d) = span{|ei−1〉 ⊗ |fj+2〉+ a|ei〉 ⊗ |fj+1〉+ a|ei+1〉 ⊗ |fj〉+ |ei+2〉 ⊗ |fj−1〉 :
2 ≤ i ≤ m− 2, 2 ≤ j ≤ n− 2, i+ j = d+ 1},
S˜(0) = S˜(1) = S˜(2) = S˜(N−2) = S˜(N−1) = S˜(N) = {0}
and S˜ =
N⊕
d=0
S˜(d). Note that it follows from Corollary 5.5.
Theorem 5.9. Let m and n be natural numbers such that 4 ≤ min{m,n}. Let
N = n+m− 2, and {|ei〉}mi=1 (resp. {|fj〉}nj=1) be the canonical basis for Cm (resp.
Cn). For 3 ≤ d ≤ N − 3 define
T (d) = span{|ei−1〉 ⊗ |fj+2〉+ (a+ 1)|ei〉 ⊗ |fj〉+ (a+ 1)|ei+1〉 ⊗ |fj〉+ |ei+2〉 ⊗ |fj−1〉 :
2 ≤ i ≤ m− 2, 2 ≤ j ≤ n− 2, i+ j = d+ 1},
T (0) = T (1) = T (2) = T (N−2) = T (N−1) = T (N) = {0}
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and T =
N⊕
d=0
T (d). Similarly, for 2 ≤ d ≤ N − 2 define
S(d) = span{|ei〉 ⊗ |fj+2〉+ a|ei+1〉 ⊗ |fj+1〉+ |ei+2〉 ⊗ |fj〉 :
1 ≤ i ≤ m− 2, 1 ≤ j ≤ n− 2, i+ j = d},
S(0) = S(1) = S(N−1) = S(N) = {0}
and S =
N⊕
d=0
S(d). Then,
(1) T ⊂ S.
(2) If |a| ≥ 2, then S does not contain any nonzero vector of Schmidt rank ≤ 2
and dimS = (m− 2)(n− 2).
(3) If a > 4, then T does not contain any nonzero vector of Schmidt rank ≤ 3
and dim T = (m− 3)(n− 3).
(4) If a > 4, then there is at least one vector with Schmidt rank 3 in S\T .
Proof. (1) For any |ei−1〉⊗ |fj+2〉+(a+1)|ei〉⊗ |fi〉+(a+1)|ei+1〉⊗ |fj〉+ |ei+2〉⊗
|fj−1〉 ∈ T (d) we take |ei〉⊗|fj+1〉+a|ei+1〉⊗|fj〉+|ei+2〉⊗|fj−1〉 = |ei〉⊗|f(j−1)+2〉+
a|ei+1〉⊗ |f(j−1)+1〉+ |ei+2〉⊗ |fj−1〉 |ei−1〉⊗ |fj+2〉+a|ei〉⊗ |fj+1〉+ |ei+1〉⊗ |fj〉 =
|ei−1〉 ⊗ |fj+2〉+ a|e(i−1)+1〉 ⊗ |fj+1〉+ |e(i−1)+2〉 ⊗ |fj〉 ∈ S(d). Then
|ei〉 ⊗ |fj+1〉+ a|ei+1〉 ⊗ |fj〉+ |ei+2〉 ⊗ |fj−1〉
+ |ei−1〉 ⊗ |fj+2〉+ a|ei〉 ⊗ |fj+1〉+ |ei+1〉 ⊗ |fj〉
= |ei−1〉 ⊗ |fdj+2〉+ (a+ 1)|ei〉 ⊗ |fj+1〉+ (a+ 1)|ei+1〉 ⊗ |fj〉+ |ei+2〉 ⊗ |fj−1〉.
Hence, T (d) ⊂ S(d), and T ⊂ S.
(2) Using Proposition 4.5
we know that the columns of Gn(a) are linearly independent such that any
nonzero linear combination of these columns has at least 3 nonzero entries. Let
Ck = {|ei〉 ⊗ |fj+2〉+ a|ei+1〉 ⊗ |fj+1〉+ |ei+2〉 ⊗ |fj〉 :
1 ≤ i ≤ m− 2, 1 ≤ j ≤ n− 2, i+ j = k}.
Then any element of φ(Ck) is the matrix by replacing the k-th anti-diagonal by
(0, . . . , 0, 1, a, 1, 0, . . . , 0). For 2 ≤ k ≤ N − 2, from the above observation, φ(Ck)
is the set of [k]− 2 linearly independent, where as in the proof of Theorem 5.6, if
m ≤ n, then
[k] =


k + 1 for k ∈ {2, 3, . . . ,m− 2}
m for k ∈ {m− 1,m, . . . , n− 1}
n+m− k − 1 for k ∈ {n, n+ 1, . . . , N − 3 = n+m− 4}
.
Also, it follows that if M is a matrix obtained by taking any nonzero linear com-
binations of matrices from φ(Ck), then M has at least 3 nonzero entries in the
k-th anti-diagonal, and the entries ofM , other than those on k-th anti-diagonal are
zeros. Since the determinant of the 3× 3 submatrix with these 3 nonzero entries in
its principal ant-diagonal is clearly nonzero, any linear combination of the matrices
in φ(Ck) has at least one nonzero order-3 minor, thus has rank at least 3.
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Hence the dimension of S is given by
N−2∑
k=2
([k]− 2) =
m−2∑
k=2
(k − 1) +
n−1∑
k=m−1
(m− 2) +
n+m−4∑
k=n
(n+m− k − 3)
= 2
m−2∑
k=2
(k − 1) + (m− 2)(n−m+ 1)
= (m− 2)(n− 2).
A similar argument holds in the case m > n.
(3) Since a > 4, a+ 1 > 5. Hence, it follows from Remark 5.8.
(4) Each generator |ei〉 ⊗ |fj+2〉 + a|ei+1〉 ⊗ |fj+1〉 + |ei+2〉 ⊗ |fj〉 in S(d) (2 ≤
d ≤ N − 2) has Schmidt rank 3.
Remark 5.10. In Theorem 5.9 (3) if we replace the condition a > 4 by the condi-
tion |a+ 1| > 5, then it would give more examples.
Theorem 5.11. Let m and n be natural numbers such that 4 ≤ min{m,n}. Let
N = n+m− 2, and {|ei〉}mi=1 (resp. {|fj〉}nj=1) be the canonical basis for Cm (resp.
Cn) and set g(i, j) = |ei+1〉 ⊗ |fj+1〉+ a|ei〉 ⊗ |fj+2〉. Consider
S = span{g(i, j) : 1 ≤ i ≤ m− 1, 0 ≤ j ≤ n− 2},
T = span{g(i, j) + 1
a
g(i− 1, j + 1): 2 ≤ i ≤ m− 1, 0 ≤ j ≤ n− 3},
U = span{(g(i, j) + 1
a
g(i− 1, j + 1)) + (g(i− 1, j + 1) + 1
a
g(i− 2, j + 2)):
3 ≤ i ≤ m− 1, 0 ≤ j ≤ n− 4}.
When a > 0 and a+
1
a
> 4, we have the similar observation as in Theorem 5.9 as
follows:
(1) U ⊂ T ⊂ S,
(2) Any element in S has Schmidt rank ≥ 2, any generator in S has Schmidt
rank 2, and dimS = (m− 1)(n− 1),
(3) Any element in T has Schmidt rank ≥ 3, any generator in T has Schmidt
rank 3, and dim T = (m− 2)(n− 2),
(4) Any element in U has Schmidt rank ≥ 4, any generator in U has Schmidt
rank 4, and dimU = (m− 3)(n− 3).
Proof. (1) It is obvious.
(2) As in Theorem 5.9 we consider the (n+ 1)× n matrix Kn(a)
Kn(a) =
n∑
j=1
(|j〉+ a|j + 1〉)〈j|.
Then we know that the columns of Kn(a) are linearly independent such that any
nonzero linear combination of these columns has at least 2 nonzero entries. Let
Dk = {|ei+1〉 ⊗ |fj+1〉+ a|ei〉 ⊗ |fj+2〉
1 ≤ i ≤ m− 1, 0 ≤ j ≤ n− 2, i+ j = k}.
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Then any element of φ(Dk) is the matrix by replacing the k-th anti-diagonal by
(0, . . . , 0, 1, a, 0, . . . , 0). For 1 ≤ k ≤ N − 1, from the above observation, φ(Dk) is
the set of [k] − 1 linearly independent, where as in the proof of Theorem 5.6, if
m ≤ n, then
[k] =


k + 1 for k ∈ {1, 2, . . . ,m− 1}
m for k ∈ {m,m+ 1, . . . , n− 1}
n+m− k − 1 for k ∈ {n, n+ 1, . . . , N − 1 = n+m− 3}
Also, it follows that if M is a matrix obtained by taking any nonzero linear com-
binations of matrices from φ(Dk), then M has at least 2 nonzero entries in the
k-th anti-diagonal, and the entries ofM , other than those on k-th anti-diagonal are
zeros. Since the determinant of the 2× 2 submatrix with these 2 nonzero entries in
its principal anti-diagonal is clearly nonzero, any linear combination of the matrices
in φ(Dk) has at least one nonzero order-2 minor, thus has rank at least 2.
Hence the dimension of S is given by
N−1∑
k=2
([k]− 1) =
m−1∑
k=1
k +
n−1∑
k=m
(m− 1) +
n+m−3∑
k=n
(n+m− k − 2)
=
1
2
(m− 1)m+ (m− 1)(n−m) + 1
2
(m− 1)(m− 2)
=
1
2
(m− 1)(m+ 2n− 2m+m− 2) = (m− 1)(n− 1).
A similar argument holds in the case m > n.
(3) and (4) follow from the same argument in Theorem 5.6.
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