A geographical weighted regression model can be used for visualizing or interpreting the covariate effects that vary with location. This model is usually estimated by a locally weighted regression or a kernel smoothing method, but we can regard the regression coefficients as varying linear coefficients that can be obtained from a global linear regression. There are two types of design vectors, one of which expresses linearity and the other is prepared for nonlinearity, i.e., it assumes a semiparametric surface with varying coefficients. Ridge estimators can then be used to suppress overfitting of the nonlinear part. With a mixed effects model, optimization of the ridge parameters and estimation of the regression parameters can be simultaneously executed. The linear structure of the varying coefficients then provides an asymptotic confidence interval as a function of location, but it is wider than a common pointwise confidence interval. We derive some tests for the varying coefficients and offer two examples using real data to illustrate our methodology. The results of the applied tests are summarized as the uniformity and the linearity of the varying coefficients.
Introduction
Geographical weighted regression models (see Fotheringham et al. (2003) ) are widely used to evaluate the effects of covariates that vary by location. Let y(u, v) be the observation at the location coordinate (u, v) , and let the regression coefficients of covariates a 1 , . . . , a p be β 1 (u, v), . . . , β p (u, v) , respectively. Then the geographical weighted regression model can be described by . . . , n, (1.1) where ε i ∼ i.i.d. N (0, σ 2 ). The regression coefficient β (u, v) expresses the effects of the corresponding covariates, and it is a function or surface on (u, v) . Such regression coefficients that vary with time, location, or other important covariates in space are generally called varying coefficients, and they were proposed by Hastie and Tibshirani (1993) . The ordinal method for estimating these regression coefficients is a weighted regression that uses neighborhood data around a fixed point, and it is essentially equivalent to a kernel smoothing method, cf., Wand and Jones (1994) . A pointwise confidence interval at the fixed point is thereby constructed for the estimated regression coefficient, and it is difficult to obtain a simultaneous confidence interval as a function of location. This also implies that it is hard to construct a statistical test for the uniformity of the effect of the covariate, i.e., to test if β (u, v) is zero or a constant at any location.
To confront this difficulty, Satoh and Yanagihara (2010) showed that the mean structure on a growth curve model can be interpreted as linear varying coefficients. Letting x (u, v) be basis covariates with length q, a linear varying coefficient β (u, v) can be written as x (u, v) b where b is a vector of unknown parameters. For example, x (u, v) = (1, u, v, u 2 , v 2 ) expresses the surface on which the contour lines are circles. They thus developed a simultaneous confidence interval as a function of time and a statistical test on the uniformity of a varying coefficient. Satoh et al. (2009) applied the concept of linear varying coefficients to discrete repeated measurements in a generalized estimating equation (see Liang and Zeger (1986) ), and Tonda et al. (2010) extended linear varying coefficients to geographical data and then compared them with geographical weighted regression. Tonda et al. (2012) evaluated the risk of cancer mortality among Hiroshima atomic bomb survivors by risk maps obtained from linear varying coefficients on a Cox proportional hazard model.
However, linear varying coefficients sometimes are not enough to approximate a general function in time or a surface by location, especially when the sample size is large. In this paper, we propose semiparametric varying coefficients and construct a statistical inference. In Section 2 we introduce a linear mean structure that expresses the semiparametric varying coefficients by using a spline function, and in Section 3 we use the method proposed by Brumback et al. (1999) to estimate these coefficients for a mixed effects model. In Section 4 we derive an asymptotic simultaneous confidence interval and some related tests. In Section 5 two examples are presented to show the implementation of our method and how it works for real data sets.
Semiparametric varying coefficients
In the framework of a linear mean structure, we consider a surface function β (u, v) that contains two types of basis covariates, x (u, v) to express linearity and z (u, v) for nonlinearity. Combining the two design vectors, the semiparametric varying coefficients can be given by
There are many possible implementations of those design vectors. In order to make interpretation easy, we used a simple design vector x (u, v) = (1, u, v) with length q = 3, and for which the surface can be described by linear contour curves. It might be helpful for us to know the relation between the effects of a covariate and the direction, for example, to know if the effect of a covariate decreases towards the northwest. On the other hand, spline functions (see Ruppert et al. (2003) ) and their interactions can be used to describe a nonlinear surface; the design vector of length r × s is written as
Here δ(t) = (t−κ) + is a spline function with knot κ that takes the value t−κ if t−κ is positive, otherwise 0. Both the number of knots r and s and the arrangement of the knots can be decided by the distribution of the observed locations, for example, if the knots are quantiles corresponding to the probabilities 1/5, . . . , 4/5 on each axis, then the number of knots satisfies r = s = 4.
If we let y = (y 1 , . . . , y n ) ,
be a known n × prs design matrix, and ε = (ε 1 , . . . , ε n ) be a random vector with covariance matrix R = σ 2 I n , then the regression model in (1.1) and (2.1) can be rewritten as
where b = (b 1 , . . . , b p ) and u = (u 1 , . . . , u p ) are regression coefficient vectors with length pq and prs, respectively.
Next we consider the residual sum of squares when including a penalty term to suppress the overfitting of the nonlinear part in (2.3),
The penalty parameters λ 2 1 , . . . , λ 2 p are called ridge parameters, and λ 2 j corresponds to the nonlinearity of β j (u, v) , j = 1, . . . , p. When the ridge parameter goes to infinity, only the linear part will be essential in the corresponding varying coefficients, i.e., β j (u, v) = x (u, v) b j . Conversely, if the ridge parameter is zero, there is no penalty and the varying coefficient is very flexible. For fixed ridge parameters, we can obtain the generalized least-squares estimator of the regression coefficient vector θ = (b , u ) , which is given bŷ
where C = (X, Z) and B = diag(O qp , Λ) is a block diagonal matrix with O qp and Λ.
Estimation with the mixed effects model
Optimization of the ridge parameters given in (2.4) is usually solved by minimizing the residual sum of squares for each fixed ridge parameter. There exist other objective functions, for example, Yanagihara and Satoh (2010) proposed a Mallows' C p -type (see Mallows (1973) ) variable selection criteria to optimize the ridge parameters. In this paper we use an estimation method proposed by Brumback et al. (1999) that uses a mixed effects model. To do this, we assume that the regression coefficient vector u is either a random vector or a random effect with the following distribution:
Hence, it holds that Var(y | u) = R and Var(y ) = ZGZ + R. Then we have the joint probability density function of the observation and the random effect, which is written as
Therefore maximization of the likelihood of (3.2) is equivalent to minimization of the residual sum of squares with the penalty term in (2.4), and the maximum-likelihood estimators or best linear unbiased estimators derived from (3.2) coincide with the generalized least-squares estimator given in (2.5). On the other hand, if the unknown variance parameters {σ 2 , σ 2 1 , . . . , σ 2 p } are estimated by the maximum-likelihood method or the restricted maximumlikelihood method (see Harville (1977) ), then optimization of the ridge parameters and estimation of the regression coefficients are solved simultaneously.
The conditional covariance matrix of the estimated regression coefficients (see Chaper 5 in Lee et al. (2006) ) is derived by
Note that the covariance matrix Ω in (3.3) contains the variance parameters. In an actual application to data, we useΩ, which is obtained by replacing {σ 2 , σ 2 1 , . . . , σ 2 p } in Ω with their respective estimators {σ 2 ,σ 2 1 , . . . ,σ 2 p }. Thus the estimator of the varying coefficients β j (u, v) , j ∈ {1, . . . , p} can be obtained bŷ
where
Asymptotic simultaneous confidence interval for semiparametric varying coefficients
Assume that the estimator of θ j has an asymptotic normality,θ j ❀ N (θ, Ω j ), then the estimator of semiparametric varying coefficient also has an asymptotic normality given byβ j (u, v) 
. We here construct a confidence interval for the semiparametric varying coefficient given by
The covering probability of I j,α (u, v | ω α ) depends on ω α . For example, according to the asymptotic normality ofβ j (u, v) , the pointwise confidence interval at a fixed location point (u, v) can be constructed by letting ω α = z α/2 , where z α denotes the upper 100α percentage point of N (0, 1). The confidence interval
In this section, we consider two types of simultaneous confidence intervals for semiparametric varying coefficients. To evaluate a covering probability of the simultaneous confidence interval, the distribution of supremum of the Wald type statistic
is required, but it is difficult to derive the explicit distribution of the supremum statistic in general.
Simultaneous confidence interval on R 2
Satoh and Yanagihara (2010) derived a simultaneous confidence interval for the linear varying coefficients, and we derive a functional confidence interval in the same way. From the results of Rao (1973, p. 60) ,β j (u, v), j ∈ {1, . . . , p} asymptotically satisfies the following equation:
We note that the right-hand side of (4.2) does not depend on (u, v) . Hence we obtain a functional confidence interval for β j (u, v) in the following way. Let c q+rs,α be the upper 100α percentage point of χ 2 q+rs , i.e., Pr(χ 2 q+rs ≥ c q+rs,α ) = α.
, whose covering probability satisfies
Note that the pointwise confidence interval I j,α (u, v | z α/2 ) for a fixed location point (u, v) is narrower than that of either the functional confidence interval or the simultaneous confidence interval I j,α (u, v | √ c q+rs,α ).
We have thus directly obtained a test statistic for the null hypothesis that a varying coefficient is zero for every location point, which might be called a test for uniformly zero, i.e.,
This implies that the corresponding covariate has no effect on observations. Let
In order to test the hypothesis H 0 in (4.4), we have to consider the probability Pr(
Hence W j can be utilized as a test statistic for the null hypothesis H 0 . Recall that the asymptotic null distribution of W j is χ 2 q+rs . Therefore, the null hypothesis H 0 is rejected when W j > c q+rs,α , and the p-value can be calculated from the chi-square approximation Pr(χ 2 q+rs > W j ). Analogous to the test for uniformly zero for which the null hypothesis is c(u, v) θ j = 0, we now also have a test statistic for the null hypothesis that a varying coefficient is a constant, which might be called a test for uniformly constant. Since the first covariate of x (u, v) is 1, the null hypothesis can be described by H 0 : c (2) (u, v) θ 
Simultaneous confidence interval on finite region in R 2
In the Subsection 4.1, we constructed a simultaneous confidence interval on R 2 based on inequality (4.2). Its covering probability was greater than 100(1 − α)% for any location point (u, v) in R 2 . Let L denote a finite region in R 2 , such as a region of observations. We next consider a simultaneous confidence interval on L. Tonda and Satoh (2013) derived a simultaneous confidence interval on L for the linear varying coefficients for longitudinal data. By applying their approach we derive a functional confidence interval on L whose covering probability satisfies Pr(β j (u, v) ∈ I j,α (u, v | ω α )) = 1 − α. To construct such a simultaneous confidence interval, we derive the ω α satisfying Pr sup
In geneal it is difficult to derive an explicit solution of ω α . Therefore, we approximate this supremum statistic over the finite region L by the maximum statistic over the set of finite locations L, i.e.,
is a good approximation of the supremum statistic if K is large. Then, it holds that
According to the asymptotic normality ofβ j (u, v) 
Note that x α can be obtained from the numerical integration of the equation (4.8), which is implemented in the mvtnorm package (Hothorn et al. (2001) ); see Genz and Bretz (2009) 
for mathematical details.
A test for the uniformly zero hypothesis on a varying coefficient,
4.10) also can be done. This hypothesis means that the corresponding covariate has no effect on observations in the finite region L. Let us define
Under the null hypothesis (4.10), from equations (4.5), (4.6) and (4.7), the probability Pr(sup (u,v)∈L |T j (u, v)| ≤ t) is approximated by the probability of a K dimensional normal distribution N K (0, R j ). Therefore, the null hypothesis (4.10) is rejected when T max j > x α and the p-value can be calculated from 1 − Φ(T max j | R j ). A test for the uniformly constant hypothesis: H 0 : β j (u, v) = const. for all (u, v) ∈ L, is equivalent to the hypothesis H 0 : β
j . In the same way, a test of the linearity hypothesis is equivalent to the hypothesis
This implies that a varying coefficient can be expressed as the linear part only, i.e., β j (u, v) = x (u, v) b j , in the finite region L.
Application to real data sets

Columbus crime data
Crime rates per inhabitant were investigated at 49 residential areas in Columbus, Ohio. This data set is included as "columbus" in the "spgwr" library for the statistical software package R (see R Core Team (2012)). We evaluated the effects of average income values and average housing costs, both of which might depend on the latitude and longitude of the location. Figure 1(a) shows the distribution of the crime rate, with different shading indicating the 20th, 40th, 60th, and 80th percentiles, which are given by (19.0, 29.3, 39.0, 53.2) . The horizontal and vertical axes show east-west and north-south directions, respectively. Let y i , i = 1, . . . , 49, be the crime rate, a i1 = 1 be the constant, a i2 be the average income, a i3 be the average housing cost, and u i and v i be the east-west and north-south coordinates of the residential areas, respectively. The mean and standard deviation of y, a 2 , and a 3 are given by the pairs 35.13(16.73), 14.37(5.70), and 38.44(18.47) , respectively. From the mixed effects model, the variance parameters were estimated as (σ 2 ,σ 2 1 ,σ 2 2 ,σ 2 3 ) = (115.4, 50.28, 1.58 × 10 −13 , 1.32 × 10 −9 ), so the ridge parameters are estimated as (λ 2 1 ,λ 2 2 ,λ 2 3 ) = (2.30, 7.33 × 10 14 , 8.76 × 10 10 ). Figures 1(b) , (c), and (d) show the varying coefficients for the constant Fig. 1(b) shows nonlinearity. In fact, the estimated ridge parameter for β 1 (u, v),λ 2 1 , is relatively smaller than the others. The results of some tests on R 2 and the finite region L are given in Tables 1 and 2 , respectively, where L is the region of Columbus and L is the set of observed location points (u i , v i ), i = 1, . . . , 49. From the results shown in Table 1 , the following hypotheses on R 2 are not rejected at a 5% level of significance: 1) β 1 (u, v) is uniformly a constant, 2) β 2 (u, v) is uniformly a constant, 3) the contour lines of β 3 (u, v) are linear or can be given by β 3 (u, v) = (1, u, v)b 3 . From the results shown in Table 2 , the uniformly zero hypothesis for β 1 (u, v) on the observed region L are not rejected at a 5% level of significance. Note that the test for linearity on the observed region L is not available, because some columns of C are zero vectors and (4.8) is not available. Figures 2(a), (b) , and (c) show the distribution of estimated varying coefficients and those asymptotic 95% simultaneous confidence intervals on R 2 and the finite region L.
The following scripts are executable in the statistical software package R. They show how to estimate the varying coefficients for the mixed effects model. The last line produces the correlation coefficient between the observation and the fitted values, 0.836. Part of the scripts come from Section B.3.2 of Ruppert et al. (2003) . Although the lme function of R is useful and convenient to estimate penalized splines in mixed effects models, Brumback et al. (2008) pointed out the possibility that selecting ridge parameters via mixed effects models yield undesirable results and recommended applying it with simulation based methods, for example, bootstrap. res <-lme(y~-1+X, data=dd, random=list(group=pdBlocked(pdIdents))) # Results var.hat <-unique(as.numeric(VarCorr(res)[, "Variance"])) b.hat <-as.matrix(res$coef$fixed)) u.hat <-as.matrix(unlist(res$coef$random)) y.hat <-X %*% b.hat + Z %*% u.hat cor(y, y.hat) # End of Scripts.
Philadelphia burglary data
We investigated the number of burglaries in 368 residential areas in Philadelphia, Pennsylvania from 1998 to 2009. The data set is open to the public and is located at the Philadelphia Neighborhood Information System web site: www.cml.upenn.edu/nis/. In order to explain the number of burglaries, we selected the median household income and a population of the area, both of which were recorded in 2000. We wished to evaluate the effects of median household incomes and area populations, both of which might depend on the latitude and longitude of the location. Figure 3(a) shows the distribution of the number of burglaries, with different shadings indicating the 20th, 40th, 60th, and 80th percentiles, which are given by (171.8, 280.4, 400.4, 531.2) . The horizontal and vertical axes show east-west and north-south directions, respectively. Let y i , i = 1, . . . , 368 be the total number of burglaries between 1998 and 2009, a i1 = 1 be the constant, a i2 be the median household income (×10 3 ), a i3 be the area population (×10 3 ), and u i and v i be the east-west and north-south coordinates of the residential areas, respectively. The mean and standard deviation of y, a 2 , and a 3 are given by the pairs 368.72(221.53), 33.13(17.93) , and 4.12(2.33), respectively. The mixed effects model estimated the variance parameters as (σ 2 ,σ 2 1 ,σ 2 2 ,σ 2 3 ) = (1.43 × 10 4 , 4.57 × 10 −7 , 1.17 × 10 −8 , 1707), so the estimated ridge parameters were (λ 2 1 ,λ 2 2 ,λ 2 3 ) = (3.13 × 10 10 , 1.23 × 10 12 , 8.379). Figures 3(b) , (c), and (d) show the varying coefficients for the constantβ 1 (u, v), the average household incomeβ 2 (u, v) , and the area populationβ 3 (u, v), respectively. The results of some tests on R 2 and the finite region L are given in Tables 1 and 2 , respectively. The gray contour lines correspond to the 20th, 40th, 60th, and 80th percentiles, which are given by (131.2, 173.5, 197.8, 250.9) forβ 1 (u, v) , (−4.3, −3.2, −2.7, −1.8) forβ 2 (u, v) and (60.1, 68.3, 69.6, 79.9) for β 3 (u, v) . The surfaces on Figs. 3(b) and (c) seem to be linear planes, but that on Fig. 3(d) shows nonlinearity. In fact, the estimated ridge parameter for β 3 (u, v), λ 2 3 , is relatively smaller than the others. However, the results presented in Table 2 show that all the null hypotheses are rejected at the 5% level of significance. Figures 4(a), (b) , and (c) shows the distribution of estimated varying coefficients and those asymptotic 95% simultaneous confidence intervals.
Simulation study
We investigate actual covering probabilities of the proposed simultaneous confidence intervals in Section 4 for finite sample sizes by simulation studies. 10, 000 simulated data are generated by the semiparametric varying coefficients model (1.1) and the true values of unknown parameters are used as estimates for Columbus crime data. We here deal with the accuracy on the simultaneous confidence interval of β 3 (u, v) . For ease of computation setting, the values of Ω j (j = 1, 2, 3) are fixed as the true values in the simulation studies. This means that the ridge parameters λ 2 j = σ 2 /σ 2 j (j = 1, 2, 3) are fixed by estimates obtained in Subsection 4.1. The distribution of sup (u,v)∈R 2 T 3 (u, v) 2 and its upper bound statistic W 3 = (θ 3 − θ 3 ) Ω 3 (θ 3 − θ 3 ) in the inequation (4.2) can be obtained by Monte Carlo method. Figure 5 shows the distribution of sup (u,v)∈R 2 T 3 (u, v) 2 (black solid curve) and W 3 (white histogram). The dashed line denotes the theoretical asymptotic distribution of W 3 , i.e., χ 2 7 , and the short line on the horizontal axes is its upper 95% percentage point of χ 2 7 , i.e., c 2 7,0.05 = 14.07. Then, the actual covering probability of the 95% simultaneous confidence interval on R 2 was 99.86%. Let L denote the observed region. The distribution of sup (u,v) ∈L T 3 (u, v) 2 also can be obtained by Monte Carlo method. In Fig. 5 the gray solid curve is the distribution of sup (u,v)∈R 2 T 3 (u, v) 2 and the short line on the horizontal axes is x 2 0.05 = (2.68) 2 . The actual covering probability of the simultaneous confidence interval on the finite region L was 95.93%. Figure 6 shows the results for the simulated data based on estimates for Philadelphia burglary data. The actual covering probability of the simultaneous confidence interval on R 2 and the finite region L were 100% and 98.55%, respectively. From these simulation studies, the simultaneous confidence interval on R 2 , describe in Subsection 4.1, would be conservative even in finite sample size, but its covering probability tends to be close to 100%. On the other hand, the accuracies of the simultaneous confidence interval on the finite region L, described in Figure 6 . Results of Monte Carlo simulation based on Philadelphia burglary data: the distributions of sup (u,v)∈R 2 T 3 (u, v) 2 (black solid curve) and its upper bound statistic W 3 (white histogram), theoretical asymptotic distribution of W 3 (black dashed curve), and the distribution of sup (u,v) ∈L T 3 (u, v) 2 (gray solid curve). Two short lines on the horizontal axes are x 2 0.05 = 3.14 2 (gray) and c 19,0.05 = 30.14 (black), respectively.
Subsection 4.2, were better than those of the simultaneous confidence interval on R 2 .
Conclusion
In this paper we extended the results of linear varying coefficients that were derived by Satoh and Yanagihara (2010) to a semiparametric surface for geographical data. The semiparametric functions are given by splines and are essentially a linear model. The notable difference is determined by the need to prevent overfitting. We thus needed to determine a penalty for overfitting and to optimize the ridge parameters. This was made easier by the estimation method proposed by Brumback et al. (1999) . Since estimated regression coefficients are asymptotically normal in a mixed effects model, the covariance matrix was also obtained. We could then construct two types of confidence intervals for the semiparametric varying coefficient. One is a simultaneous confidence interval on R 2 by using the inequality of the Wald statistic of semiparametric varying coefficients; the original formula for this was derived by Rao (1973) . The other is a simultaneous confidence interval on the finite region in R 2 proposed by Tonda and Satoh (2013) . We also derived some related tests that are helpful for summarizing the features of a surface, although it is difficult to summarize three-dimensional surfaces or complicated contour lines. Here we considered only normally distributed observations, but the methodology introduced in this paper may be applied to other distributions by using the generalized mixed-effect model proposed by Breslow and Clayton (1993) . It might also be possible to deal with censored data or a survival data recorded with location by using the generalized mixed effects model, cf., Hurley (1985) .
