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A classification of n-tuples of commuting shifts of
finite multiplicity
Edward J. Timko
Abstract
Let V denote an n-tuple of shifts of finite multiplicity, and denote by
Ann(V) the ideal consisting of polynomials p in n complex variables such
that p(V) = 0. If W on K is another n-tuple of shifts of finite multiplicity,
and there is a W-invariant subspace K′ of finite codimension in K so that
W|K′ is similar to V, then we write V . W. If W . V as well, then we
write W ≈ V.
In the case that Ann(V) is a prime ideal we show that the equivalence
class of V is determined by Ann(V) and a positive integer k. More gener-
ally, the equivalence class of V is determined by Ann(V) and an m-tuple
of positive integers, where m is the number of irreducible components of
the zero set of Ann(V).
1 Introduction
An isometry V on a (complex) Hilbert space H is called a shift of multiplicity
k when V is unitarily equivalent to the standard unilateral shift on ℓ2(N)⊗Ck
for some positive integer k. By the von Neumann-Wold theorem, V is a shift
of multiplicity k if and only if
⋂∞
j=0 V
jH = {0} and dimkerV ∗ = k. For the
entirety of this paper, we fix an integer n ≥ 2. Given an n-tuple V = (V1, . . . , Vn)
of commuting shifts of finite multiplicity, the annihilator of V is defined to be
the polynomial ideal
Ann(V) = {p ∈ C[x1, . . . , xn] : p(V) = 0},
It is known from [17, Prop. 6.3] that Ann(V) is a non-trivial ideal and that
it determines a variety of pure dimension 1. We briefly review these facts in
Section 2.
Suppose that V andW are n-tuples of commuting shifts of finite multiplicity
on Hilbert spaces H and K, respectively. If there exists a W-invariant subspace
K′ of finite codimension in K such that W|K′ is similar to V, then we write
V . W. We say that V and W are virtually similar and write V ≈ W when
W . V and V .W.
The finite multiplicity of the elements of V implies that V has a finite cyclic
set. In particular, there exists a set {h1, . . . , hk} ⊂ H of least cardinality such
that the subspace
∨k
i=1{p(V)hi : p ∈ C[x1, . . . , xn]} has finite codimension in
H. We call k the virtually cyclicity of V, and denote it by κ(V).
For the case in which Ann(V) is a prime ideal, we show in Theorem 4.10
that V and W are virtually similar if and only if Ann(V) = Ann(W) and
1
κ(V) = κ(W). When Ann(V) is not prime, we have the following characteriza-
tion. The ideal Ann(V) is radical and is the intersection of a unique finite set of
prime ideals I1, . . . , Im. For i = 1, . . . ,m, there exists a largest V-invariant sub-
space H+i such that Ann(V|H
+
i ) = Ii; the subspaces K
+
1 ,K
+
2 , . . . are analogously
defined. We show in Theorem 4.14 that V ≈W if and only if Ann(V) = Ann(W)
and κ(V|H+i ) = κ(W|K
+
i ) for i = 1, . . . ,m.
We remark that virtual similarity is stronger than necessary, and that ‘vir-
tual quasi-similarity’ suffices. That is, it is sufficient that there exist injective
operators X : H→ K and Y : K→ H intertwining V with W such that (ranX)⊥
and (ranY )⊥ are finite dimensional.
The remainder of this paper is organized as follows. In section 2 we set no-
tation and establish some preliminary results. In particular, we show that every
n-tuple of commuting shifts of finite multiplicity has a non-trivial annihilator.
In section 3 we extend some results from [1] to provide a characterization of the
H∞(R)-invariant subspaces of the vector valued Hardy space H2(R,X), where
R is a sufficiently ‘nice’ sub-domain of a compact Riemann surface. The main
results discussed above appear in section 4. In section 5 we comment on another
notion of equivalence for n-tuples that we call virtual unitary equivalence, where
the similarities appearing in the definition of virtual similarity are replaced by
unitary maps. It is an open question, first essentially raised in [2], whether
virtually similar n-tuples are also virtually unitarily equivalent. We show that
this is true in a special case.
We would like to thank Hari Bercovici for his comments and support during
the preparation of this document. We would also like to thank Greg Knese,
Norm Levenberg, Noah Snyder, and Alberto Torchinsky for their conversations
with the author.
2 Preliminaries
We start this section by reviewing why n-tuples of commuting shifts of finite
multiplicity are always ‘algebraic’, the proof of which is included for the readers
convenience. Before this, we require the following result based on work in [3].
Here and afterward, D denotes the open unit disc in C.
Proposition 2.1. Let V1, V2 be a pair of commuting shifts of finite multiplicity.
There exist relatively prime polynomials p(x1, x2) and q(x2) with the following
properties.
(i) p(V1, V2) = 0 and the zero set of p is contained in D
2 ∪ (∂D)2 ∪ (C\D)2.
(ii) q has no zeros in the closed disc D.
(iii) The polynomial p is of the form
p(x1, x2) = q(x2)x
d
1 + a1(x2)x
d−1
1 + · · ·+ ad(x2)
for some single-variable polynomials a1, . . . , ad.
The core of the proof can be found in [3, Thm.1.12] and [17, Prop. 6.3], but
we provide details here for completeness.
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Proof of Prop. 2.1. The pair (V1, V2) is unitarily equivalent to the pair of Toeplitz
operators (TΘ, Tζ I) acting on the vector-valued Hardy space H
2(D,Ck), where
k = dimkerV ∗2 , ζ is the coordinate function on D, and Θ is a matrix-valued
inner function. Because dim kerV ∗1 <∞, it follows from [16, Thm. VI.3.1] that
Θ has rational entries. There are clearly polynomials P (x1, x2) and Q(x2) such
that det(w · I − Θ(z)) = P (w, z)/Q(z) and P (V1, V2) = 0. It follows from [2,
Thm. 1.20] that there is a non-zero polynomial p satisfying property (i) that
divides P . Let q be such that property (iii) holds, and note that q divides Q. It
is clear that Q has no roots on the closed unit disc, and therefore property (ii)
holds.
Given p1, . . . , pr ∈ C[x1, . . . , xn], denote by Z(p1, . . . , pr) the set of all z ∈ Cn
such that p1(z) = . . . = pr(z) = 0. More generally, if S ⊆ C[x1, . . . , xn], then
we set Z(S) = {z ∈ Cn : p(z) = 0 for all p ∈ S}. Subsets of the form Z(S) are
called algebraic varieties, and we refer the reader to [12] for more information
on this topic. We recall in particular that if V is an irreducible algebraic variety
and p is a non-trivial polynomial such that V ∩ Z(p) 6= ∅, then
dim(V ∩ Z(p)) ≥ dim(V)− 1. (1)
Corollary 2.2. Let V be an n-tuple of commuting shifts of finite multiplicity.
Then Ann(V) is non-trivial and dimZ(Ann(V)) = 1.
Proof. We apply Proposition 2.1 to (V1, Vn), . . . , (Vn−1, Vn) to produce poly-
nomials p1(x1, xn), . . . , pn−1(xn−1, xn), respectively, in the annihilator Ann(V).
From repeated use of (1) we have that dimZ(p1, . . . , pn) = 1 and therefore
d = dimZ(Ann(V)) ≤ 1. If it were the case that d = 0, then there would be a
non-zero single-variable polynomial q(x1) ∈ Ann(V). But operators of the form
q(V1) are injective and so d = 1.
We collect additional information about Ann(V) in the following proposition.
Proposition 2.3. Let V be an n-tuple of commuting shifts of finite multiplicity.
The following assertions hold.
(i) Ann(V) is a radical ideal.
(ii) Each irreducible component of Z(Ann(V)) has dimension 1.
(iii) Z(Ann(V)) ⊆ Dn ∪ Tn ∪ (C\D)n
Proof. Part (i) follows from the fact that V is a n-tuple of commuting subnormal
operators. In particular, if V˜ denotes the minimal unitary extension of V, then
we have the identity ‖p(V)‖ = ‖p(V˜)‖ for each p ∈ C[x1, . . . , xn]. Assertion (ii)
follows from [17, Lemma 3.1], which demonstrates that no irreducible component
of Z(Ann(V)) has dimension 0. To prove (iii), we apply Proposition 2.1(i)
repeatedly.
A finite Riemann surface is a subdomain R of a compact Riemann surface
with the property that ∂R is locally a real analytic curve. In particular, ∂R is
a finite disjoint union of topological circles. If the annihilator is a prime ideal,
we can desingularize Z(Ann(V))∩Dn to a finite Riemann surface, the pertinent
properties of which are summarized in the following proposition. For proof, we
refer the reader to [2, Sec. 3] for the case of n = 2 and [17, Sec. 7.1] for n > 2.
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Proposition 2.4. Assume that Ann(V) is a prime ideal. There exists a finite
Riemann surface R and a continuous proper map ξ from R onto Z(Ann(V))∩D
n
such that
(i) ξ(∂R) = Z(Ann(V)) ∩ (∂D)n;
(ii) ξ|R is holomorphic onto Z(Ann(V)) ∩ Dn; and
(iii) there is a cofinite subset X of R such that ξ|(X ∩R) is a biholomorphism
onto its image and ξ|(X ∩ ∂R) is a diffeomorphism onto its image.
We note that ξ = (ξ1, . . . , ξn) is an n-tuple of analytic functions on R with
unimodular boundary values. The associated multiplication operators onH2(R)
are thus isometries. Of course, we also have that p ◦ ξ ≡ 0 for each p ∈ Ann(V).
Denote by A(R) the algebra of continuous function on R that are analytic
on R. We equip A(R) with the topology of uniform convergence on R and let
Aξ(R) denote the closed unital subalgebra of A(R) generated by ξ1, . . . , ξn. We
identify the elements of A(R) with their boundary value functions on ∂R and
thus view A(R) as a subalgebra of C(∂R).
The following result appears in [2] for the case of n = 2. We give here a
different argument for n ≥ 2. In what follows, we set N0 = N ∪ {0}.
Lemma 2.5. There exists a non-zero single-variable polynomial Q such that
Q(ξn)A(R) ⊆ Aξ(R).
Proof. If Aξ(R) has finite codimension in A(R), then the lemma follows from
[7, Thm. 9.8]. Let Cξ(∂R) denote the closed unital ∗-subalgebra of C(∂R)
generated by ξ1, . . . , ξn. The map ξ separates all but a finite set of points of
∂R, and thus Re Cξ(∂R) has finite (real) codimension in Re C(∂R). From the
commuting square of inclusion maps
ReAξ(R) → Re Cξ(∂R)
↓ ↓
Re A(R) → Re C(∂R)
,
we deduce that Aξ(R) has finite codimension in A(R) if ReAξ(R) has finite real
codimension in Re Cξ(∂R).
Let j ∈ {1, . . . , n− 1}, and note that Corollary 2.1 provides single-variable
polynomials a
(j)
0 , . . . , a
(j)
dj
such that
a
(j)
dj
(ξn)ξ
dj
j + · · ·+ a
(j)
0 (ξn) = 0
and a
(j)
dj
has no zeros in D. With S =
∏n−1
i=1 {j ∈ Z : |j| < di} and S+ = S∩N
n−1
0 ,
we find that
Aξ(R) =
∨
{ξj11 · · · ξ
jn−1
n−1 ξ
ℓ
n : (j1, . . . , jn−1) ∈ S+, ℓ ∈ N0}
and
Cξ(∂R) =
∨
{ξj11 · · · ξ
jn−1
n−1 ξ
ℓ
n : (j1, . . . , jn−1) ∈ S, ℓ ∈ Z}.
In particular, Re Cξ(∂R) is the closed linear span of elements of the form
Re (ξj11 · · · ξ
jn−1
n−1 ξ
ℓ
n) and Im (ξ
j1
1 · · · ξ
jn−1
n−1 ξ
ℓ
n) with (j1, . . . , jn−1) ∈ S and ℓ ∈ N0.
We note that
1/ξj = −a
(j)
0 (ξn)
−1(a
(j)
dj
(ξn)ξ
dj−1
j + · · ·+ a
(j)
1 (ξn)).
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Set r = (a
(1)
0 )
d1−1 · · · (a
(n−1)
0 )
dn−1−1 and denote by δ the degree of r. For each
(j1, . . . , jn−1) ∈ S and ℓ ∈ N0, there exists a polynomial bj1,...,jn−1,ℓ, of degree
at most δ − 1 in the n-th variable and at most dj − 1 in the j-th variable such
that
ξj11 · · · ξ
jn−1
n−1 ξ
ℓ
n −
bj1,··· ,jn−1,ℓ(ξ)
r(ξn)
∈ Aξ(R).
We conclude that Re Aξ(R) has at most finite codimension in Re Cξ(∂R).
We conclude this section by setting notation. All Hilbert spaces are assumed
to be complex and separable. Given an n-tuple A = (A1, . . . , An) of operators
on a common Hilbert space and β ∈ Nn0 , we set A
β = Aβ11 · · ·A
βn
n . The general
linear group of a Hilbert space X is denoted by GL(X), and the unitary group
of X is denoted by U(X).
Let R be a finite Riemann surface and fix a point x0 ∈ R. We denote
by H∞(R) the Hardy space of bounded analytic functions on R. For each
analytic function f : R→ X, denote by uf the least harmonic majorant of x 7→
‖f(x)‖2. We denote by H2(R,X) the space of all X-valued analytic functions
f for which uf (x0) < ∞ and equip the H2(R,X) with the Hilbert space norm
‖f‖ =
√
uf(x0). Though the norm depends on the choice of x0, the associated
topology does not. Let ω denote harmonic measure at x0. Then L
2(∂R,X) is
the X-valued L2-space with norm g 7→
(∫
∂R
‖g(x)‖2dω(x)
)1/2
. We observe that
every element of H2(R,X) has L2-boundary values defined ω-a.e. on ∂R. We
identify H2(R,X) with a subspace of L2(∂R,X) via the boundary value map.
For details about Hardy spaces of Riemann surfaces, we refer the reader to [14].
Given f ∈ L∞(∂R), we denote by Mf the operator of multiplication by f
on L2(∂R,X). More generally, let Y be another Hilbert space and let Θ be a
bounded (weakly) measurable B(X,Y)-valued function. We denote by MΘ the
map L2(∂R,X) ∋ f 7→ Θf .
3 Remarks on H∞-invariant subspaces
This section is devoted to adapting some results of [1] to the setting of finite
Riemann surfaces. Most of the results we present here are straightforward mod-
ifications of analogous results in [1] that can be demonstrated with essentially
the same proofs. In such cases, we simply state the result and refer the reader
to the appropriate point in [1].
For this section, we fix a finite Riemann surface R and a point x0 ∈ R. By
[6, Sec. IV.5] there is an analytic covering map τ : D→ R such that τ(0) = x0
and a group G consisting of all analytic self-maps γ of D for which τ ◦γ = τ . We
call G the deck transformation group of R and recall that R is homeomorphic
to D/G when G is endowed with the discrete topology. Given a collection of
functions F on D, we denote by FG the set of all f ∈ F such that f ◦ γ = f for
each γ ∈ G. For example, H∞(D)G denotes the set of all G-invariant bounded
analytic functions on D. The main result of this section is a Beurling-type
theorem for the ‘pure’ H∞(D)G-invariant subspace of L2(∂D,X)G, where X is
a Hilbert space.
We begin with a short discussion of analytic vector bundles over R. A family
of Hilbert spaces over R is a topological space E together with a continuous
projection p : E → R such that for each x ∈ R the fiber Ex = p−1({x}) is
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a Hilbert space in the topology inherited from E. Given a Hilbert space X, a
coordinate covering for E is a collection of pairs {(ϕi, Ui)}i∈I such that
(i) {Ui}i∈I is an open covering of R;
(ii) ϕi is a homeomorphism of U × X onto p−1(Ui) for each i; and
(iii) for each x ∈ R and Ui ∋ x, the map ϕx : X → Ex given by ϕxh = ϕ(x, h)
is a continuous linear isomorphism.
A family of Hilbert spaces E over R with a coordinate covering {(ϕi, Ui)}i∈I
is called a vector bundle. In this case x 7→ dimEx is constant on R; we call
this constant the rank of the bundle. A transition map of the bundle is any
map of the form Ui ∩ Uj ∋ x 7→ (ϕxi )
−1ϕxj for which Ui ∩ Uj 6= ∅. Observe
that the transition maps take values in GL(X). The trivial bundle is the vector
bundle R×X with the obvious projection map and the single element coordinate
covering provided by the identity map of R× X.
Let E and F be vector bundles over R with fiber X. We say that a homeo-
morphism Λ from E onto F is a vector bundle isomorphism if for each x ∈ R the
restriction Λx = Λ|Ex is a continuous linear isomorphism of Ex onto Fx. We
say that a bundle is topologically trivial if it is isomorphic to the trivial bundle.
If each transition map x 7→ (ϕxi )
−1ϕxj is an analytic GL(X)-valued function,
then E and the coordinate covering {(ϕi, Ui)}i are said to be analytic. The
trivial bundle over R with fiber X is analytic in the obvious way. If F is an
analytic vector bundle over R with fiber X and an analytic coordinate covering
{(ψj , Vj)}j∈J , then a vector bundle isomorphism Λ : E → F is analytic if
{(ψj , Vj)}j∈J ∪{(Λ◦ϕi, Ui)}i∈I also provides an analytic coordinate covering for
F . We say that an analytic vector bundle is analytically trivial is it analytically
isomorphic to the trivial bundle.
Theorem 3.1 ([5, Thm. 8.2]). Every analytic vector bundle over a non-compact
Riemann surface is analytically trivial.
A coordinate covering for a vector bundle E with fiber X is called a flat
unitary coordinate covering if the image of each transition map is contained in
U(X), in which case E is called a flat unitary vector bundle. We note that the
transition maps of a flat unitary coordinate covering are always locally constant,
and thus every flat unitary vector bundle over R is also analytic. Let F be
another flat unitary vector bundle over R with fiber X, and let {(ϕi, Ui)}i∈I
and {(ψj , Vj)}j∈J be coordinate coverings for E and F , respectively. A vector
bundle isomorphism Λ : E → F is a flat unitary vector bundle isomorphism if
{(ψj , Vj)}j∈J ∪ {(Λ ◦ϕi, Ui)}i∈I is also a flat unitary coordinate covering for F .
In contrast to analytic equivalence, there exist flat unitary vector bundles
which are not equivalent as flat unitary vector bundles. To be more pre-
cise, let π1(R) denote the fundamental group of R, and write α1 ∼ α2 for
α1, α2 ∈ Hom(π1(R),U(X)) whenever there is a U ∈ U(X) such that α1 =
Uα2(·)U−1. One readily verifies that ∼ determines an equivalence relation on
Hom(π1(R),U(X)). For the proof of the following theorem, we refer the reader
to [10, Lemma 27].
Theorem 3.2. There is a bijection between Hom(π1(R),U(X))/ ∼ and the set
of equivalence classes of flat unitary vector bundles over R with fiber X.
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Recall that a finite Riemann surface R is a non-compact subdomain of a
compact Riemann surface for which ∂R is locally an analytic curve. In par-
ticular, ∂R consists of a finite disjoint union of simple closed analytic curves.
From this we easily find another finite Riemann surface R′ ⊃ R such that R is
a deformation retract of R′, implying in particular that R′ and R have isomor-
phic fundamental groups. Given a vector bundle E′ over R′ with fiber X and
projection p′, the space E′|R = {f ∈ E′ : p′(f) ∈ R} is a vector bundle over R
with fiber X and projection p′|(E′|R). As observed in [1, Sec. 1.4], the following
is a corollary to the proof of Theorem 3.2.
Corollary 3.3. If E is a flat unitary vector bundle over R, then there is a flat
unitary vector bundle E′ over R′ such that E′|R and E are equivalent as flat
unitary vector bundles.
Let E be a flat unitary vector bundle over R with fiber X and a coordinate
covering {(ϕi, Ui)}i∈I , and fix a point x0 ∈ R. Given x ∈ Ui ∩ Uj and v ∈ Ex,
we note that ‖(ϕxi )
−1x‖ = ‖(ϕxj )
−1v‖. An analytic section of E is a continuous
map f : R → E such that p ◦ f is the identity map on R and x 7→ (ϕxi )
−1 ◦ f
is analytic on Ui for each i ∈ I. We denote by Γa(E) the linear space of
analytic sections of E. Given f ∈ Γa(E), and define hf : R → R by setting
hf (x) = ‖(φ
x
i )
−1f(x)‖2 when x ∈ Ui. We note that hf (x) does not depend on
which coordinate neighborhood of x we use, and that hf has a least harmonic
majorant uf . The E-valued H
2 space of R is the Hilbert space H2(E) = {f ∈
Γa(E) : uf (x0) <∞} with the norm given by f 7→ ‖f‖ =
√
uf(x0). We denote
by H∞(R) the set of all bounded analytic functions on R, and note that H∞(R)
acts on H2(E) by sending (g, h) ∈ H∞(R)×H2(E) to the analytic section gh.
Let E and F be flat unitary vector bundles over R with fiber X. If Λ : E → F
is a (uniformly) bounded analytic vector bundle isomorphism, then the operator
MΛ : f 7→ Λ◦ f defines a bounded linear isomorphism from H2(E) onto H2(F ).
One can show, as in [1, Thm. 1], that if E and F are equivalent flat unitary
vector bundles, then there is unitary map U from H2(E) onto H2(F ) such that
U(gh) = gUh for all (g, h) ∈ H∞(R)×H2(E). We now have the following result
as corollary of Theorem 3.1 and Corollary 3.3.
Corollary 3.4. If E is a flat unitary vector bundle over R with fiber X, then
there is a bounded analytic vector bundle isomorphism Λ from the trivial bundle
R×X onto E. In particular, MΛ is a bounded linear isomorphism of H2(R,X)
onto H2(E).
The group of deck transformations G for τ : D → R is a Fuchsian group
of the second type that is isomorphic to π1(R) [6, §IV.5]. Associated with G
is a connected set D0 ⊂ D, which we choose to contain 0, with the following
properties.
(i) The set ∂D∩D0 consists of finitely many disjoint arcs in ∂D, and D∩∂D0
consists of finitely many arcs, each of which lies on a circle orthogonal to
∂D.
(ii) {γ(D∩D0) : γ ∈ G} partitions D and L(G) = ∂D\
⋃
γ∈G γ(D0) is a set of
arc-length measure 0.
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(iii) The map τ extends to a local homeomorphism from D =
⋃
γ∈G γ(D0)
onto R. In particular, D/G is analytically equivalent to R and D/G is
homeomorphic to R.
We refer the reader to [18, Ch. XI] for more on this topic. From properties
(ii) and (iii) it follows that
∫
∂R
u dω =
∫
∂D
u ◦ τ dm for all u ∈ L1(∂R). In this
way, the map f 7→ f ◦ τ determines an isometric isomorphism from Hp(R) and
Lp(∂R) onto Hp(D)G and Lp(∂D)G, respectively, for each p ∈ [1,∞].
Let α ∈ Hom(G,U(X)) and denote by H2α(D,X) the set of all f ∈ H
2(D,X)
such that f ◦ γ = α(f)f for each γ ∈ G. We note that H2α(D,X) is H
∞(D)G-
invariant and that H2e (D,X) = H
2(D,X)G, where e denotes the trivial represen-
tation of G.
Theorem 3.2 asserts that α determines an essentially unique flat unitary
vector bundle over R with fiber X. Using a construction of such a bundle, the
following theorem is deduced as in [1, Thm. 5].
Theorem 3.5. If α ∈ Hom(G,U(X)) and E is the associated flat unitary vector
bundle, then H∞(R) acting on H2α(E) is unitarily equivalent to H
∞(D)G acting
on H2α(D,X).
Applying Theorem 3.5 to Corollary 3.4 produces the following.
Corollary 3.6. There is a bounded GL(X)-valued analytic function Φ on D
with the property that the MΦ|H2(D,X)G is a continuous linear isomorphism
onto H2α(D,X).
For each Hilbert space X and each α ∈ Hom(G,U(X)) we fix a function
Φα as given by the preceding corollary. We remark that if Φ
′
α is another such
function, then h 7→ (Φα)−1Φ′αh is an automorphism of H
2(D,X)G and therefore
ΦαH
2(D,X)G = Φ′αH
2(D,X)G.
Let A be an algebra of operators acting on a Hilbert space H, and suppose H′
is an A-invariant subspace of H. The subspace H′ is said to be pure A-invariant
if there is no A|H′-reducing subspace of H′ on which every element of A|H′ is a
normal operator. For example, ψH2(D) is pure H∞(D)-invariant whenever ψ is
an inner function. The following proposition differs from the analogous result in
[1] due to the fact that H∞(R) is not, in general, generated by a single element.
Proposition 3.7. Let M be a H∞(D)G-invariant subspace of L2(∂D,X)G and
let M′ be the smallest H∞(D)-invariant subspace containing M.
(i) M′ is G-invariant.
(ii) M = M′ ∩ L2(∂D,X)G
(iii) If M is pure H∞(D)G-invariant, then M′ is pure H∞(D)-invariant.
Proof. The proofs for (i)-(iii) are essentially identical to those found in [1, Prop
3.4], but we present a proof of (iii) to illustrate the role of pure invariance.
We denote by ζ the coordinate function on ∂D. Suppose M′ is not a pure
H∞(D)-invariant subspace of L2(∂D,X), meaning that there is a non-trivial
Mζ-invariant subspace N
′ ⊆ M′ such that Mζ|N′ is a unitary operator. Given
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f ∈ L2(∂D,X) and γ ∈ G, we set Cγf = f ◦ γ. The subspace R′ =
∨
γ∈GCγN
′
of M′ is obvious G-invariant, and
MζR
′ =
∨
γ∈G
MζCγN
′ =
∨
γ∈G
CγMγ−1N
′ = R′.
Thus Mζ |R
′ is a unitary operator and so R′ is H∞(D)G-reducing.
By [11, Thm. VI.8], there is a unique weakly measurable projection-valued
function x 7→ P (x) on ∂D such that R′ = PL2(∂D,X). Since R′ is G-invariant,
we have that P = P ◦ γ for each γ ∈ G, and thus R′ contains non-zero G-
invariant elements. By (2) we have that K = R′ ∩ L2(∂D,X)G is a non-trivial
subspace of M. One now easily verifies that K is H∞(D)G-reducing with the
property that Mf |K is normal for any f ∈ H∞(D)G.
We now present the main theorem of this section. The proof of this is
essentially contained in the proof of [1, Thm. 11], but we sketch it here for the
reader’s convenience.
Theorem 3.8. Suppose M a pure H∞(D)G-invariant subspace of L2(∂D,X)G.
There exist a Hilbert space Y, a representation α : G→ U(Y), and a B(Y,X)-
valued weakly measurable function Ψ on ∂D with the property that Ψ(z) is an
isometry for a.e. z ∈ ∂D, that (Ψ ◦ γ) · α(γ) = Ψ for each γ ∈ G, and that
M = ΨΦαH
2(D,Y)G.
Proof. Let M′ be the smallest H∞(D)-invariant subspace containing M. As M
is pure H∞(D)G-invariant, it follows from Proposition 3.7(iii) that M′ is pure
H∞(D)-invariant. By [11, Thm. VI.9] there is a Hilbert space Y and a weakly
measurable B(X,Y)-valued function Ψ such that M′ = ΨH2(D,Y) and Ψ(z) is
an isometry for a.e. z ∈ ∂D. Given γ ∈ G it follows from Proposition 3.7(i)
that (Ψ◦γ)H2(D,Y) = ΨH2(D,Y). A corollary of [11, Thm. VI.9] asserts that
there is a α(γ) ∈ U(Y) such that (Ψ ◦ γ)α(γ) = Ψ. Thus α(γ) = (Ψ ◦ γ)∗Ψ,
from which we readily deduce that α is a unitary representation of G on Y.
Proposition 3.7(ii) implies that M = ΨH2α(D,Y), and the theorem now follows
from Corollary 3.6.
4 Virtual Similarity
Let V and W denote n-tuples of commuting isometries on Hilbert spaces H and
K, respectively. Recall that V .W if there is a finite codimensionalW-invariant
subspace K′ ⊆ K such that W|K′ is similar to V. If W . V as well, then we say
V is virtually similar and write V ≈ W. The following is easily deduced from
this definition.
Corollary 4.1. If V and W are virtually similar, then Ann(V) = Ann(W).
Lemma 4.2. Let V be an isometry on a Hilbert space H. If H′ is a finite
codimensional V -invariant subspace and V has no eigenvalues, then there is a
finite Blaschke product B such that B(V )H ⊆ H′ ⊆ H. Moreover, if V is a shift
of finite multiplicity, then B(V )H has finite codimension in H′.
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Proof. The compression of V to (H′)⊥ has a minimal polynomial Q. Denote by
λ1, . . . , λm the roots of Q, and assume only the first ℓ are contained in D. For
j > ℓ, we note that (V − λjI)H is dense in H. Thus we set B(z) =
∏ℓ
j=1
z−λj
1−λjz
.
If V is a shift of finite multiplicity, then the same is true of V−λiI
I−λiV
for
i = 1, . . . , ℓ. Thus B(V ) =
∏ℓ
j=1
V−λjI
I−λjV
is also a shift of finite multiplicity.
Corollary 4.3. Let V be an n-tuple of commuting shifts of finite multiplicity
on a Hilbert space H. If H′ is a V-invariant subspace of finite codimension, then
V|H′ ≈ V.
Lemma 4.4. Suppose that V and W are n-tuples of commuting isometries. If
V . W and Wn has no eigenvalues, then each element of V is a shift of finite
multiplicity if and only if each element of W is a shift of finite multiplicity. In
either case V ≈W.
Proof. Let K′ be a W-invariant subspace of finite codimension in K, and S :
H → K′ a boundedly invertible operator such that SVi = WiS for i = 1, . . . , n.
By Lemma 4.2, there is a Blaschke product B such that B(Wn)K ⊆ K′, whence
B(Wn)
∞⋂
j=1
W ji K ⊆ S
∞⋂
j=1
V ji H ⊆
∞⋂
j=1
W ji K.
Thus Vi is a shift if and only if Wi is a shift.
Plainly
WiB(Wn)K ⊆WiK
′ ⊆ K′ ⊆ K. (2)
If Wi and Wn are shifts of finite multiplicity, then WiB(Wn)K has finite codi-
mension in K, and it follows from (2) that SViH has finite codimension in SH.
That is, if each element of W is a shift of finite multiplicity, then each element
of V is a shift of finite multiplicity. We also note that
WiB(Wn)K
′ ⊆WiB(Wn)K ⊆ B(Wn)K ⊆ K
′. (3)
If Vi and Vn are shifts of finite multiplicity, then WiB(Wn)K
′ has finite multi-
plicity in K′. It then follows from (3) that WiB(Wn)K has finite codimension in
B(Wn)K. Because f 7→ B(Wn)f is isometric on K, it follows that each element
ofW is a shift of finite multiplicity if and only if the same holds for each element
of V.
Assume that W is an n-tuple of shifts of finite multiplicity, and note that
B(Wn)K has finite codimension in K
′. Thus the V-invariant subspace H′ =
S−1B(Wn)K has finite codimension in H. For f ∈ K,
B(Wn)Wjf =WjSS
−1B(Wn)f = SVjS
−1B(Wn)f,
and so S−1B(Wn) intertwinesW and V. Because g 7→ S−1B(Wn)g is one-to-one
from K onto H′, we conclude that W . V as well.
Recall that the virtual cyclicity κ(V) of V is the smallest positive integer k
for which there exists a set of vectors h1, . . . , hk ∈ H such that
∨k
j=1{p(V)hj :
p ∈ C[x1, . . . , xn]} has finite codimension. We note that if H′ is a finite codi-
mensional V-invariant subspace of H, then κ(V) = κ(V|H′). Thus V is always
virtually similar to an n-tuple that is both κ(V)-cyclic and virtually κ(V)-cyclic.
We remark that a virtually cyclic n-tuple need not be cyclic.
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Example 4.5. Let V1 and V2 be the isometries on H
2(D,C2) given by the
equations V1(f, g)(z) = (zf(z), zg(z)) and V2(f, g)(z) = (zg(z), zf(z)). The
(V1, V2)-invariant subspace M generated by any h ∈ H
2(D,C2) has codimension
at least 1. Indeed, if h(0) = (a, b) ∈ C2 is non-zero, then (b,−a) is orthogonal to
M. In the case that h(0) = 0, then M ⊆ ζH2(D,C2), where ζ is the coordinate
function on the disc. Thus (V1, V2) is not cyclic.
Lemma 4.6. Let V andW be n-tuples of commuting shifts of finite multiplicity.
If V .W, then κ(V) = κ(W).
Proof. By Lemma 4.4, we have V ≈W. Suppose V andW act on Hilbert spaces
H and K, respectively. There is a finite codimensionalW-invariant subspace K′ ⊆
K such that W|K′ is similar to V; say S ∈ B(H,K′) is boundedly invertible and
SVi = WiS for i = 1, . . . , n. Let k = κ(W) = κ(W|K′) and fix f1, . . . , fk ∈ K′
that determine a W-invariant subspace K′′ of finite codimension in K′. The
subspace SK′′ =
∨k
i=1
∨
β∈Nn
0
VβSfi has finite codimension in H, and therefore
κ(V) ≤ k. Because V ≈ W, a similar argument proves that κ(W) ≤ κ(V) as
well.
4.1 The Special Case where Ann(V) is Prime.
Throughout this subsection we assume that Ann(V) is a prime ideal and set
V = Z(Ann(V)). Let R be the finite Riemann surface and ξ the map from R
onto V ∩ D
n
given by Proposition 2.4. Writing ξ = (ξ1, . . . , ξn), we note that
ξ1, . . . , ξn are unimodular on ∂R and thus determine isometric multiplication
operators on H2(R,X) for any Hilbert space X. We abbreviate the n-tuple of
multiplication operators (Mξ1 , . . . ,Mξn) by Mξ. Fix x0 ∈ R and let ω denote
harmonic measure at x0. Recall that Aξ(R) is the uniform closure in A(R)
of the unital algebra generated by ξ1, . . . , ξn. We require the following result,
whose proof is contained in that of [2, Lemma 3.4] for n = 2 and [17, Lemma
7.18] for n > 2. Here we sketch the proof for the reader’s convenience.
Lemma 4.7. Let ν be a diffuse finite positive measure on ∂R and denote by W
the n-tuple (ξ1, . . . , ξn) acting by multiplication on the L
2(ν)-closure of Aξ(R).
If W an n-tuple of commuting shifts of finite multiplicity, then ν ≪ ω.
Proof. Denote by A2ξ(ν) and A
2(ν) the L2(ν)-closures of Aξ(R) and A(R), re-
spectively, and denote by U the n-tuple (ξ1, . . . , ξn) acting on A
2(ν) by multi-
plication. Note that A2ξ(ν) has finite codimension in A
2(ν) and W = U|A2ξ(ν),
Because ν has no atoms, Un has no eigenvalues. By Lemma 4.4, it follows that
Ui is a shift of finite multiplicity for i = 1, . . . , n.
We decompose ν as hdω+ dνs, where νs⊥ω and h is a non-negative element
of L1(ω). Because A(R) is a hypo-Dirichlet algebra [19, Lem. 1], it follows
from [4, Sec. 3] that every representing measure for the character f 7→ f(x0)
on A(R) is absolutely continuous with respect to ω. Here we use the fact that
ω is an Arens-Singer measure. By [9, Lem. II.7.4], there exists an Fσ-set E of
harmonic measure 0 such that νs(∂R\E) = 0. Applying Forelli’s Lemma, we
find that χE ∈ A2(ν), which is to say that A2(ν) = A2(hdω) ⊕ A2(νs). Note
that (νs ◦ ξ−1n )(∂D\ξn(E)) = 0. As ξn is piecewise smooth on ∂R and ω(E) = 0,
it follows that ξn(E) ⊆ ∂D has arc-length measure 0. That is, νs◦ξ−1n is singular
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relative to Lebesgue measure on ∂D. By the Kolmogorov-Krein theorem for the
disc
0 = inf
f∈A(D)
∫
∂D
|1− zf(z)|2d(νs ◦ ξ
−1
n )(z) = inf
f∈A(D)
∫
∂R
|1− ξn(f ◦ ξn)|
2dνs.
That is, χE ∈ ξnclosL2(ν)(C[ξn]χE) and f 7→ ξnf is a unitary operator on
closL2(ν)(C[ξn]χE). Because f 7→ ξnf on A
2(ν) is a shift, it follows that νs(E) =
‖χE‖2L2(ν) = 0.
In the following, we denote by A(R,Ck) the linear space of all continuous
functions f : R → Ck that are analytic on R. If each component of f is an
element of Aξ(R) as well, then we write f ∈ Aξ(R,C
k). We view both A(R,Ck)
and Aξ(R,C
k) as subspaces of L2(∂R,Ck).
Lemma 4.8. Assume that V has cyclic set of size k.
(i) There exists a k×k matrix-valued measurable function Γ on ∂R such that
V is unitarily equivalent to Mξ|N, where
N = closL2(∂R,Ck){Γf : f ∈ Aξ(R,C
k)}.
(ii) There exists a pure H∞(R)-invariant subspace of finite codimension in N.
Proof. Let V˜ denote the minimal unitary extension of V to a Hilbert space H˜,
and let h1, . . . , hk ∈ H form a cyclic set for V. There is a projection valued
measure E concentrated on V ∩ (∂D)n, coming from V˜, such that
〈p(V)hi, q(V)hj〉 =
∫
V∩(∂D)n
p(z)q(z)dµij(z), dµij = 〈dE · hi, hj〉,
for i, j = 1, . . . , k. From this we readily deduce that each µij is absolutely
continuous with respect to µ =
∑
i µii.
We claim that µii has no atoms. Take w ∈ Cn and note that µii({w}) =
‖E({w})hi‖2. Fixing v ∈ E({w}), we we find that for any β ∈ (N0)n, ℓ ∈
{1, 2, . . .}, and g ∈ H,
|〈v, V˜∗βg〉| = |wβwℓ1| · |〈v, V˜
ℓ
1 g〉| = |〈v, V
ℓ
1 g〉| = |〈PHv, V
ℓ
1 g〉|.
Sending ℓ → ∞, we find that v is orthogonal to vectors of the form V˜∗βg. As
the set of such vectors is dense in H˜, it follows that v = 0 and µii has no atoms.
Because ξ sends a cofinite subset of ∂R homeomorphically onto a cofinite
subset of V∩(∂D)n, the pull-back measure νii = µii◦ξ is well-defined and defuse.
The restriction of V to
∨
β∈Nn
0
Vβhi is unitarily equivalent to Mξ restricted to
A2ξ(νii) and so, by Lemma 4.7, we have that νii ≪ ω. In particular, ν =∑
i νii is absolutely continuous with respect to ω. Let Γ be given by (Γ
2)ij =(
dµji
dµ ◦ ξ
)
dν
dω for each i and j, and note that
〈p(V)hi, q(V)hj〉 =
∫
V∩(∂D)n
k∑
ℓ=1
(Γℓi · p ◦ ξ)(Γℓj · q ◦ ξ)dω
for p, q ∈ C[x1, . . . , xn]. Assertion (i) is now proved.
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Recall that there is a single-variable polynomial Q such that Q(θn)A(R) is
contained with finite codimension inAθ(R). ThereforeM = closL2(ω){Q(θn)Γf :
f ∈ A(R,Ck)} has finite codimension in N. Because closL2(ω)A(R) = H
2(R)
(see [8, pg. 168]), we conclude that M is H∞(R)-invariant. It remains to show
that M is pure invariant. Denote by U : N→ H the unitarily equivalence given
by assertion (i), and let R ⊆ M be a H∞(R)|M-invariant subspace on which
each element of H∞(R) acts as a normal operator. ThenMξ1 |R is a unitary op-
erator, whence V1|UR is unitary. But V1 is a shift and therefore has no unitary
summands. That is, R = {0} and M is pure invariant.
Let τ : D → R denote the universal covering map appearing in Section 3,
and let G denote the group of deck transformations associated with τ . We set
η = (η1, . . . , ηn) = ξ ◦ τ and denote by Aη(D) the closed unital subalgebra
generated by η1, . . . , ηn in the disc algebra A(D), and by A
2
η(D) the L
2-closure
of Aη(D). Note that each ηi is a G-invariant inner function on D. Given a
representation α : G→ U(Ck), we fix a k×k matrix-valued analytic function Φα
on D so that f 7→ Φαf is boundedly invertible fromH2(D,Ck)G ontoH2α(D,C
k).
Lemma 4.9. There is a finite codimensional V-invariant subspace H′ ⊆ H such
that V|H′ is similar to Mη|A
2
η(D,C
k) for k = κ(V).
Proof. Without loss of generality, we assume that V is also k-cyclic. By Lemma
4.8(ii), there is a V-invariant subspace R of finite codimension in H so that V|R
is unitarily equivalent to Mη|M where M is a pure H∞(D)G-invariant subspace
of L2(∂D,Ck)G. Let U : M → R denote the unitary equivalence. Thus, by
Theorem 3.8, there is a Hilbert space Y, a B(Y,Ck)-valued weakly measurable
function Ψ on ∂D, and a unitary representation α of G on Y such that M =
ΨΦαH
2(D,Y)G. Moreover, Ψ|∂D is a.e. isometric and thus k ≥ r = dimY.
With e1, . . . , er denoting an orthonormal basis for Y, we set fi = ΨΦαei for
i = 1, . . . , r. Because A2η(D) has finite codimension in H
2(D)G, the subspace∨n
i=1 Aη(D)fi has finite codimension in M. Thus H
′ =
∨r
i=1
∨
β∈Nk
0
VβUfi is a
subspace of finite codimension in H. By definition of κ(V), we have that k ≤ r
and thus k = r.
Theorem 4.10. Let V andW be n-tuples of commuting shifts of finite multiplic-
ity. If Ann(V) is a prime ideal, then V ≈ W if and only if Ann(V) = Ann(W)
and κ(V) = κ(W).
Proof. If V ≈ W, then it follows from Corollary 4.1 that Ann(V) = Ann(W),
and from Lemma 4.6 that κ(V) = κ(W).
Assume that Ann(V) = Ann(W) and κ(V) = κ(W). By Lemma 4.9, there
is an n-tuple of commuting shifts of finite multiplicity U, which depends up to
similarity only on Ann(V) and κ(V), such that U . V. By Proposition 4.4, it
follows that U ≈ V. A similar argument shows that U ≈W as well.
4.2 The General Case
If Ann(V) is not prime, then there exists a unique finite collection of prime ideals
I1, . . . , Im with m > 1 such that Ann(V) =
⋂m
i=1 Ii and Ann(V) (
⋂
i6=j Ii for
j = 1, . . . ,m. We call these ideals the prime factors of Ann(V). For i = 1, . . . ,m
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we set Îi =
⋂
j 6=i Ij , and define the subspaces
Hi = clos{p(V)f : p ∈ Îi, f ∈ H}, H
+
i = {f ∈ H : p(V)f = 0 for all p ∈ Ii} .
Note that Hi ⊆ H
+
i for each i. Because the ideals of C[x1, . . . , xn] are finitely
generated, the n-tuple V|Hi has a finite cyclic set. By [17, Thm 6.2], each
element of V|Hi has finite multiplicity.
Lemma 4.11. Both
∑m
i=1Hi and
∑m
i=1 H
+
i have finite codimension in H, and
Ann(V|H+j ) = Ann(V|Hj) = Ij , j = 1, . . . ,m. (4)
Proof. Plainly Hi ⊆ H
+
i and
Z(Ann(V|Hi)) ⊆ Z(Ann(V|H
+
i )) ⊆ Z(Ii), i = 1, . . . ,m. (5)
Observe that V|Hj is an n-tuple of shifts, and therefore Z(V|Hi) has no 0-
dimensional components [17, Lemma 3.1]. Because Z(Ii) is an irreducible vari-
ety of dimension 1, we have that Z(Ann(V|Hj)) = Ij , and (4) now follows from
(5).
For the remaining assertions, it suffices to show that
∑m
j=1 Hj has finite
codimension. Recall that Vn has finite multiplicity, and thus V has a finite
cyclic set {h1, . . . , hk} in H. Because Z(Îi ∩ Îj) is a finite set whenever i 6= j,
the ideal
∑m
ℓ=1 Îℓ has finite codimension in C[x1, . . . , xn]; say
C[x1, . . . , xn] = C · p1 + · · ·+ C · pr +
m∑
ℓ=1
Îℓ.
Because each Îi is an ideal, we have that
H =
r∑
ℓ=1
k∑
j=1
Cpℓ(V)hj +
m∨
j=1
Hj .
Given a polynomial p ∈ C[x1, . . . , xn] and z ∈ (C\{0})
n, we define ι(p) ∈
C[x1, . . . , xn] by setting
ι(p)(z) = zd11 · · · z
δn
n p(1/z1, . . . , 1/zn)
where d1, . . . , dn are the degrees of x1, . . . , xn in p, respectively. We call δ =
(d1, . . . , dn) the multi-degree of p. We now have
ι(p)(V) = p(V)∗Vδ.
Thus p ∈ Ann(V) if and only if ι(p) ∈ Ann(V). What follows is based on [2,
Thm. 2.1] and [17, Thm. 3.4].
Lemma 4.12. The subspaces H1, . . . ,Hk are pairwise orthogonal, the subspaces
H+1 , . . . ,H
+
m are linearly independent, and Hi has finite codimension in H
+
i for
i = 1, . . . ,m.
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Proof. Let pi ∈ Îi and let pj ∈ Îj for distinct i, j in {1, . . . ,m}. Because
Ann(V|Hj) = Ij , it follows that ι(pj) ∈ Îj and thus that ι(pj) · pi ∈ Ann(V). In
other words, for h, h′ ∈ H and δ the multi-degree of pi,
〈pi(V)h, pj(V)h
′〉 = 〈Vδ, pi(V)
∗Vδpj(V)h
′〉 = 〈Vδ, (ι(pi)pj)(V)h
′〉 = 0.
That is, Hi and Hj are orthogonal.
If f ∈ H+i ∩
∑
j 6=i H
+
j , then p(V)f = 0 for each p ∈ Ii + Iˆi. However,
Z(Ii + Iˆj) =
⋃
j 6=i Z(Ii) ∩ Z(Ij) has dimension 0, and thus Ii + Îi contains a
non-zero single-variable polynomial p0(x1). Because p0(V1) is injective, we have
that f = 0.
Let p ∈ Îj for some j 6= i and denote by δ the multi-degree of p. Because
Ann(V|Hℓ) = Iℓ for each ℓ, we know that ι(p) ∈ Îj . Thus, for f ∈ H
+
i and
g ∈ H,
〈f, p(V)g〉 = 〈V∗δp(V)∗Vδf, g〉 = 〈ι(p)(V)f,Vδg〉 = 0.
Thus H+i ⊥Hj for j 6= i, whence H
+
i ⊖ Hi ⊆ (
∑m
ℓ=1Hℓ)
⊥
. Because
∑m
ℓ=1Hℓ has
finite codimension in H, we have that Hi has finite codimension in H
+
i .
It follows from the preceding lemma that V|Hi ≈ V|H
+
i and κ(V|Hi) =
κ(V|H+i ) for i = 1, . . . ,m. We also note that if H
′ is a V-invariant finite codi-
mensional subspace of H, then the subspace H′i = clos{p(V)f : p ∈ Îi, f ∈ H
′}
has finite codimension in Hi. Because of this, Ii = Ann(V|H′i) and κ(V|H
+
i ) =
κ(V|H′i). More generally, we have the following.
Lemma 4.13. Let I be an ideal of C[x1, . . . , xn]. The closure H′I of {p(V)h :
h ∈ H′, p ∈ I} has finite codimension in the closure HI of {p(V)h : h ∈ H, p ∈
I}. Moreover, κ(V|H′I) = κ(V|HI).
Proof. Ideals of C[x1, . . . , xn] are finitely generated, and thus there are poly-
nomials p1, . . . , pℓ ∈ I such that I =
∑ℓ
j=1 C[x1, . . . , xn] · pj . Because of this,
H′I =
∨ℓ
j=1 pj(V)H
′, with a similar expression for HI . Thus, if f1, . . . , fm form
a basis for H⊖ H′, then
HI = H
′
I +
ℓ∑
j=1
m∑
i=1
Cpj(V)fi.
Recall from Corollary 4.1 that virtually similar n-tuples have the same an-
nihilator. In particular, virtually similar tuples have annihilators with the same
prime factors.
Theorem 4.14. Let V and W be n-tuples of commuting shifts of finite mul-
tiplicity on Hilbert spaces H and K, respectively. We denote by I1, . . . , Im the
prime factors of Ann(V), and set
H+i =
⋂
p∈Ii
ker p(V), K+i =
⋂
p∈Ii
p(W), i = 1, . . . ,m.
The following assertions are equivalent.
(i) V ≈W
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(ii) Ann(V) = Ann(W) and κ(V|H+j ) = κ(V|K
+
j ) for j = 1, . . . ,m.
Proof. Assume (ii). As above, we set Hj = clos{p(V)h : p ∈ Îj , h ∈ H}
and Kj = clos{p(W)g : p ∈ Îj , g ∈ K} for j = 1, . . . ,m. Because
∑m
j=1 Hj
and
∑m
j=1 Kj have finite codimension in H and K, respectively, we deduce from
Proposition 4.4 that
V ≈
m⊕
j=1
V|Hj , W ≈
m⊕
j=1
W|Kj .
As Ann(V|Hi) = Ii = Ann(W|Ki) and κ(V|Hi) = κ(W|Ki), it follows from
Theorem 4.10 that V|Hi ≈W|Ki for i = 1, . . . ,m. Thus we have that
V &
m⊕
j=1
V|Hj &
m⊕
j=1
W|Kj &W.
Likewise, we find that W & V.
Conversely, we assume (i) and note that Ann(V) = Ann(W) by Corollary 4.1.
Let K′ be a finite codimensionalW-invariant subspace of K and let S ∈ B(H,K′)
be a boundedly invertible operator such that SVj = WjS for j = 1, . . . , n.
It follows from dim(K ⊖ K′) < ∞ and Lemma 4.4 that each element of W|K′
is a shift of finite multiplicity. We set K′i = clos{p(W)f : p ∈ Îi, f ∈ K
′} for
i = 1, . . . ,m and note that K′i has finite codimension in Ki by Lemma 4.13. Thus
K′i has finite codimension in K
+
i as well. Because S
−1K′i = Hi, we conclude that
κ(W|K+i ) = κ(W|K
′
i) = κ(V|Hi) = κ(V|H
+
i ).
Before ending this section, we remark that assertion (i) of Theorem 4.14
can be weakened as follows. Let V and W be n-tuples of commuting shifts of
finite multiplicity on Hilbert spaces H and K, respectively. Suppose there are
injective linear maps X ∈ B(H,K) and Y ∈ B(K,H) such that dim(ranX)⊥ <
∞, dim(ranY )⊥ <∞, and
XVi =WiX, Y Wi = ViX for i = 1, . . . , n.
Then we say that V andW are virtually quasi-similar. It is evident that virtual
similarity implies virtual quasi-similarity. The converse is also true.
Proposition 4.15. If V and W are virtually quasi-similar n-tuples of commut-
ing shifts of finite multiplicity, then V ≈W.
Proof. Let X and Y be as above. If p ∈ Ann(W), then 0 = p(W)X = Xp(V).
As X is injective, it follows that p ∈ Ann(V). In a similar fashion, we see that
Ann(V) ⊆ Ann(W) as well.
Let I1, . . . , Im be the prime factors of Ann(V), and set
Hi =
∨
p∈Îi
p(V)H, Ki =
∨
p∈Îi
p(W)K
for i = 1, . . . , n. Plainly XHi ⊆ Ki and Y Ki ⊆ Hi. By Lemma 4.13, it follows
that dim(Ki ⊖XHi) <∞ and dim(Hi ⊖ Y Ki) <∞.
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With k = κ(V|Hi), let f1, . . . , fk ∈ Hi such that
∨k
j=1
∨
β∈Nn
0
Vβfj has finite
codimension in Hi. This implies that
∨k
j=1
∨
β∈Nn
0
WβXfj has finite codimension
in Ki, and therefore κ(V|Hi) = k ≥ κ(W|Ki). By a similar argument, we
conclude that κ(V|Hi) ≤ κ(W|Ki) as well. The proposition now follows from
Theorem 4.14.
5 Virtual Unitary Equivalence
We say that two n-tuples of commuting shifts are virtually unitarily equivalent
if each tuple is unitarily equivalent to a finite codimensional restriction of the
other. Fix an n-tuple V of commuting shifts of finite multiplicity for which
Ann(V) is prime and set k = κ(V).
Question A : IfW is a virtually k-cyclic n-tuple of commuting shifts
of finite multiplicity and Ann(V) = Ann(W), isW virtually unitarily
equivalent to V?
For k = 1, the answer to Question A is ‘yes’, as shown for n = 2 in [2] and n > 2
in [17]. The question remains open in general for k > 1. We compare Question
A with the following related question, where G and R are as in Section 4.1.
Question B : Given α ∈ Hom(G,U(Ck)), does there exist a k × k
matrix-valued inner function Ψ on D such that ΨH2α(D,C
k) is a finite
codimensional subspace of H2(D,Ck)G?
By Theorem 3.8, every H∞(D)G-invariant subspace of H2(D,Ck)G is of the
form ΨH2α(D,C
k) for some representation α. If the answer to (B) is ‘yes’, then
such a subspace would exist for each representation α.
Proposition 5.1. The answer to Question A is affirmative if and only if the
answer to Question B is affirmative.
Proof. By Lemma 4.9, there is a β ∈ Hom(G,U(Ck)) such that V is virtually
similar to Mη|H
2
β(D,C
k). Assume that Question A may be answered in the af-
firmative and let α ∈ Hom(G,U(Ck)). Denote byW and U the n-tuples of com-
muting shifts of finite multiplicity given by Mη|H2α(D,C
k) and Mη|H2(D,Ck)G,
respectively. These n-tuples are virtually similar to V and thus, by hypothesis,
V is virtually unitarily equivalent to both W and U. In particular,W and U are
virtually unitarily equivalent. Thus there exists a finite codimension U-invariant
subspace M and a unitary operator T : H2α(D,C
k)→M such that UjT = TWj
for j = 1, . . . , n.
We claim that T is multiplication by a matrix-valued inner function Ψ with
the property that Ψ ◦ γ = Ψ · α(γ)−1 for each γ ∈ G. Indeed, set A : f 7→
TΦαf , and note that Ae1, . . . , Aek ∈ H2(D,Ck)G, where e1, . . . , ek form an
orthonormal basis for Ck. Let Q be the polynomial given by Lemma 2.5, and
note that multiplication by Q(ηn)g commutes with A for each g ∈ H∞(D)G.
Thus
Q(ηn)gAeℓ = AQ(ηn)geℓ = Q(ηn)Ageℓ, ℓ = 1, . . . , k.
Because Q(Un) is injective, we have that A commutes with H
∞(D)G and thus is
a multiplication operator with a G-invariant analytic matrix-valued symbol Θ.
17
That is, T is multiplication by Ψ = Θ · (Φα)−1. The claim now follows from the
fact that T is isometric. Because M = ranT has finite codimension, Question
B is answered in the affirmative.
It is easily seen that Lemma 4.4 remains true when ‘similarity’ is replaced
by ‘unitary equivalence’. To answer Question A in the affirmative, it there-
fore suffices to finite a matrix-valued inner function Ψ′ with the property that
Ψ′H2β(D,C
k) has finite codimension in H2(D,Ck). That is, an affirmative an-
swer to Question B provides an affirmative answer to Question A.
While the answer to either Question A or B is not known in general, we can
provide an affirmative answer to Question B if we restrict to representations of
G with commutative image. In particular, if G is a commutative group, then
Question A has an affirmative answer for any k. To demonstrate this, we require
some additional results, which are based on [2, Sec. 4] and [13].
Fix representative curves K1, . . . ,KL for the generators of the fundamental
group of R with base point x0. By the Hurewicz theorem, these curves also pro-
vide a basis for the first singular homology group of R with integer coefficients.
Through the isomorphism of G with the fundamental group, there are genera-
tors γ1, . . . , γL ∈ G such that the curve Kj is covered by a curve D beginning
at 0 and ending at γj(0) for j = 1, . . . , L.
Denote by ωx the harmonic measure for evaluation at x ∈ R, and recall
that ω = ωx0 . By Harnack’s inequality, the measures ωx and ωx0 are mutually
absolutely continuous. We set
P (x, y) =
dωx(y)
dωx0(y)
, y ∈ ∂R,
and record a few theorems from [13] that we require.
Lemma 5.2 ([13, Lemma 3.1] ). For j = 1, . . . , L, there exists a continuous
function Yj on ∂R with the following property. If µ is a finite real measure on
∂R and u(x) =
∫
∂R P (x, y)dµ(x), then the period of the harmonic conjugate ∗u
along the curve Kj is given by
∫
∂R
Yj(y)dµ(y).
Let D = {∆1, . . . ,∆L} be a collection of disjoint Borel subsets of ∂R, and
let dν be a finite real Borel measure on ∂R. Define the matrix A(ν,D) with
ij-th entry given by
Aij(ν,D) =
∫
∆j
Yi(x)dν(x),
with i, j ∈ {1, . . . , L}. This is the period along Ki of the harmonic conjugate of
gν,Dj (x) =
∫
∆j
P (x, y)dν(y).
We call A(ν,∆) the period matrix of ν and D.
Lemma 5.3 ([13, Lemma 4.7]). Given a disjoint family of non-empty open arcs
∆1, . . . ,∆L in ∂R, there exist non-empty arcs ∆˜1 ⊆ ∆1, . . . , ∆˜L ⊆ ∆L such that
the period matrix for ω and {∆˜1, . . . , ∆˜L} is non-singular.
Lemma 5.4 ([13, Lemma 4.12] ). Let D = {∆1, . . . ,∆L} be a disjoint family
of non-empty arcs for which the period matrix for ω and D is non-singular,
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and let v = (v1, . . . , vL) ∈ RL. There exists a v′ ∈ RL such that the function
f =
∑L
j=1 v
′
jg
ω,D
j has a harmonic conjugate with periods v1, . . . , vL along the
curves K1, . . . ,KL, respectively.
From here on, we assume fix a disjoint family D = {∆1, . . . ,∆L} of arcs in
∂R such that the period matrix for ω and D is non-singular. For brevity, we set
gj = g
ω,D
j for j = 1, . . . , L. With f =
∑L
j=1 ajgj for some a1, . . . , aL ∈ R, we
note that f ◦ τ has a unique single valued harmonic conjugate ∗(f ◦ τ) on D for
which ∗(f ◦τ)(0) = 0. If ∗f has periods b1, . . . , bL, then ∗(f ◦τ)◦γj = ∗(f ◦τ)+bj
for j = 1, . . . , L.
Given a subset U of ∂R, we denote by χU the characteristic function of U .
Lemma 5.5 ([2, Lem. 3.11]). Given b1, . . . , bL ∈ R, there exists a bounded
holomorphic function F on R with finitely many zeros in R satisfying
log |F (x)| = −
L∑
i=1
biχ∆i(x), x ∈ ∂R.
Before we construct the matrix-valued inner function appearing in Question
B for the case wherein α has commutative image, we first construct an analogous
scalar-valued inner function.
Lemma 5.6. Let α be a character of G. There exists a scalar inner function
ψ on D such that ψH2(D)G has finite codimension in H2α(D).
Proof. Let a = (a1, . . . , aL) ∈ RL be such that α(γℓ) = eiaℓ for ℓ = 1, . . . , L. By
Lemma 5.4, there is a b = (b1, . . . , bL) ∈ RL such that
∑L
j=1 bj(∗gj) has period
ai along Ki for i = 1, . . . , L. The multivalued function h =
∑L
j=1 bj(gj + i ∗ gj)
is holomorphic on R with the property that (Re h)(x) =
∑L
ℓ=1 bℓχ∆ℓ(x) for
x ∈ ∂R. Let ĥ : D → C be analytic such that h ◦ τ = ĥ. With Ωℓ = τ−1(∆ℓ)
for ℓ = 1, . . . , L, we note that (Re ĥ)(z) =
∑L
i=1 biχΩi(z) for a.e. z ∈ ∂D. The
function φ = exp(ĥ) and its reciprocal function are both bounded and analytic,
and
φ ◦ γℓ = e
iaℓφ, ℓ = 1, . . . , L.
In particular, H2α(D) = φH
2(D)G.
Let F be as in Lemma 5.5, and set ψ = (F ◦τ)φ. We note that log |ψ(z)| = 0
for a.e. z ∈ ∂D and that ψ ◦γℓ = eiaℓψ for ℓ = 1, . . . , L. It remains to show that
ψH2(D)G has finite codimension in H2(D)G, and for this we note the following.
If f ∈ H2(R) has the same zeros at F , counting multiplicity, then f/F ∈ H2(R).
Thus (F ◦ τ)H2(D)G has finite codimension in H2(D)G, whence ψH2(D)G has
finite codimension in H2α(D).
Corollary 5.7. If α is a representation of G with commutative image, then the
inner function Ψ appearing in Question B exists. In particular, Question A is
answered in the affirmative when G is commutative.
Proof. Given complex numbers c1, . . . , ck, we denote by diag(c1, . . . , ck) the
diagonal matrix with entries c1, . . . , ck. The matrices α(γ1), . . . , α(γL) com-
mute, and thus we assume that there are a
(1)
j , . . . , a
(k)
j ∈ R such that α(γj) =
exp(i diag(a
(1)
j , . . . , a
(k)
j )) for j = 1, . . . , L. Denote by ψℓ the scalar inner func-
tion given by Lemma 5.6 for the L-tuple (a
(ℓ)
1 , . . . , a
(ℓ)
L ) for ℓ = 1, . . . , k and set
Ψ = diag(ψ1, . . . , ψk).
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