Abstract. Combining ocean models and proxy data via data assimilation is a powerful means to obtain more reliable estimates of past ocean states, but studies using data assimilation for paleo-ocean state estimation are rare. A few studies used the adjoint method, also called 4D-Var, to estimate the state of the ocean during the Last Glacial Maximum (LGM). The adjoint method, however, requires the adjoint of the model code, which is not easily obtained for most models. The method is computationally very demanding and does not readily provide uncertainty estimates. Here, we present a new and computationally very effi-5 cient technique to obtain ocean state estimates. We applied a state reduction approach in conjunction with a finite difference sensitivity-iterative Kalman smoother (FDS-IKS) to estimate spatially varying atmospheric forcing fields and to obtain an equilibrium model simulation in consistency with proxy data. We tested the method in synthetic pseudo-proxy data experiments.
Introduction
Information on past climate states are usually obtained from proxy data or through climate model simulations. Data assimilation methods combine the information from both sources and can help to obtain more reliable estimates of past climate states. A particularly interesting time period is the Last Glacial Maximum (LGM, (19) (20) (21) (22) (23) . It was the last time during Earth's history when the climate was substantially different from today but remained relatively stable for a few thousand years (Clark et al., 5 2009). Model studies typically use equilibrium simulations to approximate the LGM climate to minimize the influence of unknown initial conditions and because transient boundary conditions are not well known (e.g., Otto-Bliesner et al., 2007) .
In equilibrium model simulations it is the model parameters and boundary conditions rather than the initial conditions that determine the climate model state. Whereas in the field of numerical weather prediction data assimilation usually aims at estimating initial conditions, for the LGM climate it is reasonable to consider uncertain model parameters and/or boundary 10 conditions as control variables.
The LGM has been the target in several state estimation studies using the adjoint method to combine general circulation models (GCMs) and proxy data (Dail and Wunsch, 2014; Kurahashi-Nakamura et al., 2017; Amrhein et al., 2018) . The adjoint method has the unique advantage that the computing time does not depend strongly on the number of control variables. In the previously mentioned studies fields of atmospheric forcing are estimated that correspond to a number of control variables on 15 the order of 10 6 to 10
7
. The adjoint method, however, has major drawbacks. First, the "adjoint" of the model code, which is the prerequisite for applying the adjoint method, is not easily obtained for most models. It can either be coded by hand, which is similar in effort to coding the forward model itself, or it can be obtained by "automatic differentiation", which is only possible if the model code is specifically tailored for this application. Second, the adjoint method does not readily provide information on the uncertainty of the estimated control variables, and finally, the adjoint method is computationally very demanding. 20 Especially, if one aims at long, preferably equilibrium, model simulations, the adjoint method is not very suitable because of the immense computing costs (e.g., Kurahashi-Nakamura et al., 2017; Breitkreuz et al., 2018) . To our knowledge, the longest ocean state estimates including the assimilation of data from the deep ocean cover 400 model years (Kurahashi-Nakamura et al., 2017; Breitkreuz et al., 2018) , which is not enough to equilibrate tracers in the deep ocean (Wunsch and Heimbach, 2008) .
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The size of the control space, that is, the number of control variables, can be very high in applications of the adjoint method. But currently it seems not possible to estimate a similarly large number of control variables in a reasonable amount of time without an adjoint. Additionally, in paleo applications the number of observations is usually very small and estimating a large number of control variables leads to an underdetermined problem.
Other parameter estimation methods that are computationally efficient enough to apply with GCMs are rare. Annan et al.
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(2005a) and Annan et al. (2005b) used a sequential scheme based on the augmented state ensemble Kalman filter to estimate 12 parameters with a coupled model of intermediate complexity and with an atmospheric GCM. The very simple and computationally fast Green's function method was applied with GCMs and has shown very positive results (Menemenlis et al., 2005; Nguyen et al., 2011; Ungermann et al., 2017) . Most recently García-Pintado and Paul (2018) proposed the finite difference The state reduction approach aims at reducing the size of the control space. Instead of estimating the atmospheric forcing for each surface grid cell, as it is usually done with the adjoint method, we approximate the meridional mean forcing field by a linear combination of Legendre polynomials and estimate the coefficients of the linear combination. With this approach the size of the control space is reduced dramatically and patchy adjustments of the atmospheric forcing, as obtained with the adjoint method, are avoided. First, we test the method by applying it to synthetic pseudo-proxy data sampled from target model 15 runs. Second, we use the pseudo-proxy experiments to investigate the constraint placed by data at LGM coverage on the global circulation. In particular, we conduct experiments without data from the Atlantic Ocean and without data from outside of the Atlantic Ocean to infer how large the impact of the data from the different areas of the global ocean on the Atlantic overturning circulation is. Third, we apply it to estimate the LGM ocean state using the Multiproxy Approach for the Reconstruction of the Glacial Ocean Surface (MARGO) sea surface temperature (SST) reconstruction (MARGO Project Members, 2009 ) and 20 a compilation of oxygen isotopic composition of calcite (δ
18
O c ) data from benthic and planktic foraminifera from different sources.
Material and Methods

Model
We used the Massachussets Institute of Technology general circulation model (MITgcm) in a configuration that solves the 25 Boussinesq form of the hydrostatic Navier-Stokes equations (Marshall et al., 1997; MITgcm Group, 2016) . The model includes a non-linear free surface and a rescaled height coordinate (Adcroft and Campin, 2004) . A cubed-sphere grid (Ronchi et al., 1996) was used with 192 × 32 horizontal grid cells encompassing the global ocean, resulting in a horizontal resolution of about 285 km, and 15 vertical levels with a resolution of 50 m at the surface to 690 m at the deepest level reaching a maximum depth of 5,200 m. The cubed-sphere grid avoids converging grid cells at the poles and, hence, polar singularities. The boundary 30 conditions at the ocean surface were prescribed as monthly atmospheric forcing, namely air temperature, meridional and zonal wind velocities, specific humidity, precipitation, downward shortwave radiation, downward longwave flux and river run-off, based on a fully coupled LGM simulation of the Community Climate System Model Version 3 (Merkel et al., 2010) . Bulk formulae were used to compute outgoing radiation, wind stress and evaporation (Large and Yeager, 2004) . The ocean model is fully coupled to a dynamic-thermodynamic sea-ice model (Losch et al., 2010) , which used the same grid and the same atmospheric forcing. Subgrid-scale mixing was parameterized with a GM/Redi scheme (Redi, 1982; Gent and McWilliams, 1990) . Following Völpel et al. (2018) , we excluded the Mediterranean Sea from our model domain because a shallow passage through the Strait of Gibraltar was not possible due to the coarse vertical resolution. The MITgcm is extended with a water 5 isotope module that comprises the fractionation processes of water isotopes during evaporation over the ocean and allows the model to simulate stable water isotopes in the entire water column (Völpel et al., 2017 , Gonfiantini, 1978) . The monthly isotopic composition of precipitation and water vapor needed to be prescribed as boundary conditions for the water isotope package and were obtained from a water isotope-enabled simulation with the Community Atmosphere Model version 3.0 Tharammal et al., 2013) . To avoid drift in the mean salinity and the mean content of the isotopic tracers, we used a balancing scheme that multiplies the precipitation and isotopic content of precipitation fields by a yearly correction factor 15 (Völpel et al., 2017) .
State Reduction Approach
Atmospheric fields used to force ocean models usually originate from model simulations or reanalysis products. They are subject to model errors and other uncertainties, especially for simulations of past climate states. Adjusting atmospheric forcing fields to fit ocean models towards observational data is common in (paleo-)oceanography (e.g., Köhl and Stammer, 2008; Forget 20 et al., 2015; Kurahashi-Nakamura et al., 2017 we estimated a number of variables at the order of 10
Consider an uncertain first guess forcing field F (e.g., air temperature or precipitation). As first step, we computed the mean for each 1
• zonal band at latitude ϕ. This meridional mean was approximated by a linear combination of the first three Legendre where the Legendre polynomials are
and a 0 , a 1 , a 2 are scalar coefficients. The coefficients were obtained by fitting the sum of the three first Legendre polynomials to 5 the meridional mean. The original forcing field F (ϕ, ψ) at each grid cell with latitude ϕ and longitude ψ can then be expressed by the sum of the linear combination and a residual term
The first three Legendre polynomials P 0 , P 1 , and P 2 correspond to the global mean, the north-to-south gradient and the highto-low latitudinal gradient of the polynomial P F . Adjusting the coefficients a 0 , a 1 and a 2 corresponds to adjusting these 10 quantities in the forcing field. An adjusted forcing field F i based on coefficients a 0,i , a 1,i and a 2,i is computed according to Eq. (1) by adding the original residual term r F to the perturbed polynomial
In the same way the approach can be applied to the atmospheric forcing field above a certain ocean basin, for example, over 15 the Atlantic Ocean. To allow for more horizontal variation in the forcing fields, we estimated coefficients for the respective forcing fields over the Atlantic Ocean and over the combined Indian and Pacific Ocean. We applied a smoothing around the borders of the two parts of atmospheric forcing to avoid unrealistic steps in the forcing field.
Data Assimilation Method
In this study, we used a simple data assimilation technique to estimate the coefficients of the Legendre polynomials. It is
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based on the equations of the iterative Kalman smoother (IKS) (e.g., Bell, 1994) and an approximation of the Jacobian of the model operator through finite difference sensitivity experiments. The method was previously used and termed finite difference sensitivities-iterative Kalman smoother (FDS-IKS) by García-Pintado and Paul (2018) . First, the iterative Kalman smoother is revisited and subsequently, the approximation of the Jacobian is described.
Iterative Kalman Smoother
25
Consider a model operator G that maps the control variables λ ∈ R p from the control space onto the observation space such that the observations y ∈ R m can be described as
where is the observation error that includes measurement and representativeness errors. The equation is based on the "strongconstraint" assumption that the model does not include any errors besides those in the uncertain control variables λ. Note that in the field of data assimilation typically two operators are considered, one model operator M mapping from the initial state and the control variables onto the model state and an observation operator H that maps the model state onto the observation space.
Here, for simplicity of notation and because the strong-constraint assumption is used, the two operators can be summarized by 
where R is the observation error covariance matrix. The first part of the cost function J misift measures the model-data misfit.
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The second part J ctrl constrains the deviation from the first guess of the control variables. Assuming Gaussian errors for the observations and the first guess control variables, and when G is linear, the values that minimize the cost function are identical to the "maximum likelihood estimator" and the "minimum variance estimator" (e.g., Evensen, 2009). In this case, this exact solution can be found through the Kalman smoother equations. In most cases, however, the model operator is non-linear. Then J is not necessarily convex and an exact solution cannot be found (e.g., Van Leeuwen and Evensen, 1996) . Instead, the IKS 15 minimizes a sequence of quadratic cost functions to approximate the solution. To that end, J is approximated in an environment of the current best guess of the control variables λ l by a quadratic cost function. In the first iteration the best guess is the first guess, that is,
. Consider a small environment δλ = λ − λ l around the current best guess λ l . The "tangent linear hypothesis" (TLH)
20
is made, where G l = G(λ l ) is the Jacobian or "Tangent Linear Model" of G evaluated at λ l . The TLH assumes that the projection of a small perturbation in the control variables onto a perturbation in model space can be approximated through a linear operator, the derivative of the model at this point in control space. A linear quadratic approximation of the cost function (3) around the current best guess λ l can then be obtained using the TLH (4) as in
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with δy l = y−G(λ l ). The minimum of this quadratic cost function provides a perturbation δλ that can then be used to compute the new best guess λ l+1 = λ l + δλ. Assuming Gaussian error statistics, the minimum can be obtained from computing the maximum likelihood/minimum variance estimator via
where
is the Kalman gain (Bell, 1994) . Adding the perturbation (6) to the current best guess λ l gives
The error covariance matrix of the estimated control variables can be obtained from Bell, 1994) .
Finite Difference Sensitivity-Iterative Kalman Smoother
The matrix G l is the Jacobian of the model around the control variables λ l . In many applications it is approximated from an ensemble of model runs leading to the ensemble Kalman smoother or ensemble Kalman filter (e.g., Evensen and Van Leeuwen, 2000; Evensen, 2009) . Here, the initial conditions were not included in the estimation process and due to the state reduction 10 approach, the control space is comparatively small. This enabled us to use a finite difference sensitivity approach to approximate García-Pintado and Paul, 2018) . It is less computationally expensive and does not suffer from spurious correlations as ensemble representations of G l frequently do when the number of ensemble members is limited (Evensen, 2009 ).
In each iteration l and for each control variable λ l,i , i = 1, ..., p, we performed three sensitivity runs with a slightly perturbed best guess control variable λ l,i . The perturbations are random numbers drawn from N (0, σ i /100) where σ i is the assumed 15 uncertainty of λ l,i . The other control variables were held fix in these three sensitivity experiments. Therefore, for each iteration (3 · p) + 1 runs (three sensitivity runs per control variable and one base line run with the current best guess control variable)
were required, which could be performed in parallel. Subsequently, one linear regression for each control variable with the 3+1 experiments and respective model output at each observation location was performed. The slopes of the linear regressions approximate the tangent linear derivative, that is, the Jacobian of the model, G l ∈ R m×p . For example, the linear regression for 20 control variable λ l,i , 1 ≤ i ≤ p, and observation location 1 ≤ j ≤ m provides the matrix entry G lj,i . Using this approximation of G l in the Eq. (7) and (8) leads to the FDS-IKS.
Experimental Design
To test the method, we used pseudo-proxy data to reconstruct target model runs, which represent a surrogate "true" ocean state. The pseudo-proxy data were generated from the target model runs at a realistic LGM data coverage and with realistic
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LGM uncertainties. We present two sets of pseudo-proxy data experiments. In the first set, the strong-constraint assumption holds true, and thus, the only difference between the target model run and the first guess originate from different values of the control variables that were estimated in the optimization process. These experiments aim at validating the method without being compromised by model errors. In the second set, the strong-constraint assumption does not hold true and the target state was altered by a freshwater hosing that is not a control variable in the optimization. This set of experiments aim at testing the Each set consists of three experiments where the first experiment used the same data coverage as is available for the LGM, the second used pseudo-proxy data only from the Atlantic Ocean, and the third used data only from the Pacific and Indian Ocean.
The two different sets aim at investigating the skill of the method under different conditions, and the three experiments within 5 one set aim at investigating the importance of data outside of the Atlantic Ocean for constraining the Atlantic overturning circulation. Subsequently, the method was applied with reconstructed LGM SST and δ
18
O c data. To create a first guess, the starting point for all experiments, we spun the model up for 3,000 years and continued the spin-up for another 3,000 years including the isotopic tracers reaching a quasi-steady state. All experiments were conducted two times to assess the influence of the random numbers used for generating the perturbations of the control variables. For all experiments the same results, except 10 for insignificant differences, were obtained for both trials and the results described in the following sections are representative for both trials. In each experiment, we performed a total of ten iterations. Each iteration consists of 2,000-year long simulations and the mean of the last 100 years of the respective iteration were used for analysis.
Pseudo-proxy Experiments
Set 1
15
In the first set of experiments the strong-constraint assumption holds true and with the correct values for the control variables the model is able to fit the data perfectly within the uncertainties of the observations. We chose 16 control variables that we consider to have a large influence on the simulated ocean circulation and on the simulated oxygen isotopic distribution (Table   1 ). To generate a target run, we chose values for the corresponding 16 Legendre polynomial coefficients in a random fashion (Target 1, Table 2 and Fig. 1 ) and performed a 3,000-year run with these target values for the control variables starting from the 20 first guess spin-up. From this target run we sampled δ
18
O sw and SST data at the respective locations where δ
O c and SST data are available in our LGM data set ( Fig. 2) . To emulate the uncertainties of the reconstructed LGM data, we randomly added or subtracted a random error following a lognormal distribution with mean and standard deviation of 2.33°C and 0.89°C for the SST data, and 0.22 ‰ and 0.13 ‰ for the δ
O sw data. These numbers were obtained from fitting a lognormal distribution to the uncertainty distribution of the reconstructed LGM data. The assumption of a lognormal distribution disagrees with the 25 assumption of normally distributed errors with mean of zero. Even though the assumption is necessary for the theoretical derivation of the Kalman equations, it is hardly ever fulfilled in applications. In particular, the uncertainties of the LGM proxy data do not follow a Gaussian distribution with mean zero but rather a lognormal distribution. Three experiments were performed that aim at reconstructing Target 1. The first used all generated pseudo-proxy data (P1-All), the second used only the data from within the Atlantic Ocean (P1-Atlantic), and the third used only the data from outside of the Atlantic Ocean
30
(P1-Pacific). 
Set 2
In the second set of experiments the strong-constraint assumption does not hold true. To generate the target run, we applied a continuous freshwater hosing of 0.24 Sv in the North Atlantic Ocean between 20°N and 50°N, and additionally changed the 8 control variables related to the isotopic composition in precipitation and water vapor (Target 2, Table 2 and Fig. 1 ). In the optimization, the previous 16 control variables were estimated, including the 8 control variables for the isotopic composition 5 of precipitation and water vapor. The freshwater hosing was not applied in the first guess or the optimization and the missing hosing emulates a model error that is not accounted for in the optimization. Pseudo-proxy data were generated in the same way from the target run as in Set 1. As above three experiments were performed that aim at reconstructing Target 2, one with all data (P2-All), one with only data from the Atlantic Ocean (P2-Atlantic), one with only data outside of the Atlantic Ocean (P2-Pacific). 
LGM Experiment
We applied the method to estimate the state of the ocean during the LGM constrained by global SST and δ
18
O c data from benthic and planktic foraminifera. Hut, 1987) and to account for the ice sheet effect a constant value of 1.1 ‰ was added (Duplessy et al., 2002) .
LGM Proxy Data and Uncertainties
To constrain the LGM estimate, we used reconstructed SST and δ
18
O c data from benthic and planktic foraminifera. The 25 most comprehensive LGM SST anomalies reconstruction data set to date is that of the MARGO Project Members (2009).
They used multiple microfossil-based (assemblages of planktic foraminifera and dinoflagellate cysts) and geochemical (Mg/Ca and alkenones) proxies to reconstruct annual SST's. The MARGO Project Members (2009) to temperatures reconstructed from dinoflagellate cysts and alkenones at high latitudes that limit our trust in these SST's. To take these uncertainties into account during the optimization, we used the 2σ uncertainties for the SST values reconstructed from dinoflagellate cysts and alkenones north of 40°N as proposed by Dail and Wunsch (2014) .
For the optimization we averaged the raw data (not the block averages) onto the surface level of our model grid (0 -50 m) To constrain the deep ocean as well as the surface, we additionally used data on the oxygen isotopic composition of calcite new data compilation no uncertainty estimates were available. In these cases, an uncertainty of 0.18 ‰ was assigned for each time slice. We combined uncertainties for the two time slices (LGM and LH) according to the propagation of uncertainties via
LH . An overview of the proxy data that were used in this study can be found in Table 3 and their locations are shown in Fig. 2 .
Similarly to the SST data, we averaged the δ O c data to a model grid level, we subtracted 130 m from the core depths to account for the mean sea level change (Clark et al., 2009) , and assigned the data to the respective vertical level.
As in some cases multiple data points fell into the same grid cell, the weighted mean was computed according to the respective uncertainties resulting in 200 grid cells with benthic and 136 grid cells with planktic data. As proposed by the MARGO Project Members (2009) and applied for the SST data, we computed the uncertainty estimate for each grid cell as the sum of the weighted mean of the uncertainty estimates and the variance within one grid cell.
Results
Pseudo-proxy Experiments
In this section, the results from the pseudo-proxy experiments are presented. For the experiments that used only a part of the 5 global data (P1-Atlantic, P1-Pacific, P2-Atlantic, P2-Pacific), the cost function using only the respective data as well as the cost function including all data are analyzed. The cost function including all data is referred to as the global cost function, whereas the cost function including only the data in the respective part of the ocean is referred to as basin-specific cost function.
In the pseudo-proxy experiments, we use the Atlantic Meridional Overturning Circulation (AMOC) strength as a measure for the success in reconstructing the ocean circulation. The AMOC is an important component of the global ocean circulation 10 and has been the target in many paleoceanographic studies (e.g., Lynch-Stieglitz et al., 2007; Kurahashi-Nakamura et al., 2014; Muglia and Schmittner, 2015; Lippold et al., 2016) . The maximum AMOC strength always refers to the maximum in the center of the upper AMOC streamfunction cell.
Set 1
In the first set of experiments the strong-constraint assumption held true and differences between the target run and the first 15 guess arise only from different values of the control variables. The first guess has a maximum AMOC strength of 17.2 Sv compared to 12.3 Sv in the target and it has especially high differences in the simulated oxygen isotopic composition (Table 4 ).
The FDS-IKS was very successful in reconstructing the target circulation and in reducing the cost function in the experiments using all data (P1-All) and using only the Atlantic data (P1-Atlantic, Fig. 3 ). Table 4 shows that the reconstructed circulation in P1-All agrees perfectly with all three pseudo-proxy data types (SST, surface and deep ocean δ
18
O sw ) and that the maximum 20 strength of the AMOC was faithfully reconstructed. All control variables were adjusted towards the correct target values in this experiment except for the high-to-low latitudinal gradient in the isotopic composition of precipitation (control variable 12).
However, not all agree with the target values within the estimated uncertainty (Table 2) .
Similarly promising are the results in P1-Atlantic. The AMOC strength was well reconstructed and the cost function indicates an almost perfect agreement between model and data for this experiment (Fig. 3 and Table 4 ). The estimated control variable 25 values are similarly good but three control variables were adjusted in the wrong direction (control variables 5, 7, and 12, Table 2 ). In the experiment that used only the Pacific and Indian Ocean data (P1-Pacific) the cost function shows a large decrease in the first iteration indicating a perfect agreement of the model with the basin-specific data (Table 4) precipitation field resulting in a strong increase of the cost function. The basin-specific cost function was again reduced and shows a perfect agreement of model and data in iterations 5 to 10 in which the AMOC is collapsed (solid line in Fig. 3) . The global cost function, however, indicates a large model-data mismatch for the Atlantic data in these iterations (dashed line in Fig. 3 and numbers in brackets in Table 4 ).
In all experiments we observed a drastic reduction of the cost function in the first iteration and then a further slight decrease 5 or increase in the following iterations. A large increase in the cost function from one iteration to the next is in all cases related to a change from an active Atlantic overturning to a collapsed overturning or vice versa (Fig. 3, 4, and 7 ). An exception is iteration 2 in P2-Pacific, where the large increase of the cost function was caused by the activation of a vigorous Pacific overturning.
The collapse or activation of the Atlantic or Pacific overturning reflects a strongly non-linear reaction of the model to changes in the control variables. The FDS-IKS, which is based on a local quadratic approximation of the cost function, cannot predict 10 this behavior. The collapse of the overturning circulation is related to changes in the air temperature and precipitation fields, possibly an increase of precipitation in the Atlantic compared to the previous iteration in P1-All, iteration 10, P1-Atlantic, iteration 9, and P1-Pacific, iteration 2, or by an interaction of the changes in air temperature and precipitation.
Set 2
Target 2 was generated by perturbing eight control variables in the isotopic composition of precipitation and water vapor and 15 by additionally applying a freshwater hosing in the North Atlantic. The freshwater hosing was not applied in the first guess and it was not estimated during the optimization processes. The missing hosing emulates an unknown model error or bias that is not accounted for in the optimization, and hence, the strong-constraint assumption did not hold true in these experiments. The target has an AMOC strength of 13.6 Sv compared to 17.2 Sv in the first guess and it has especially high differences to the first guess in the oxygen isotopic composition (Table 4 , Fig. 5 and 6 ).
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In the pseudo-proxy experiment reconstructing Target 2 using all data (P2-All) the normalized cost function was reduced to a value of one indicating a perfect model-data agreement and the AMOC strength was very well reconstructed ( Fig. 4 and Table 4 ). The control variable values, however, were not well estimated and only a few agree with the target valuess within their uncertainties (Table 2) . Nevertheless, the target-reconstruction misfit in Fig. 5 and 6 show very small differences at the surface as well as in the deep ocean in the Atlantic, Pacific and Indian Ocean. Only in the Arctic Ocean, where no data is available, the 25 reconstruction has much lower values.
The cost function in the experiment using only the Atlantic data (P2-Atlantic) was successfully reduced in the first iteration.
It indicates a perfect model-data agreement for the benthic δ (Table 4 ). In the later iterations the basin-specific cost function is still low (solid line in Fig. 4) , the global cost, however, indicates a large discrepancy for the data outside of the Atlantic Ocean (dashed line in Fig. 4) . The AMOC are slightly less enriched than in the target (Fig. 5 and 6 ). As in P2-All the control variable values were not well estimated and only a few agree with the target values within the estimated uncertainty.
The experiment using only the Pacific data (P2-Pacific) shows a good reduction of the cost function in the first iteration. The basin-specific cost function stayed close to one during the optimization except in iteration 2, where a Pacific overturning was activated (not shown). The AMOC collapsed in the first iteration and the global cost function indicates large discrepancies for 5 the Atlantic data in all iterations except the last, where the AMOC resumed (Fig. 4) . The collapse and activation of the Atlantic and Pacific overturning were caused by changes in the air temperature and precipitation fields. The control variable values, for example, show a decrease of freshwater input through precipitation and a decrease of air temperature from iteration 1 to 2 over the Pacific. These changes or their interaction must have caused the activation of the Pacific overturning. The surface target-reconstruction misfit in the Pacific is very small even if the AMOC is collapsed (Fig. 5 and 6 ), but in the Atlantic the 
LGM Experiment
The LGM first guess simulation has a maximum AMOC strength of 17.2 Sv (Fig. 7) . The simulated SST field is in very good agreement with the MARGO SST reconstruction, but especially the simulated surface δ (Table 4 and Fig. 7) . The data show a much stronger gradient between high and low latitudes with much higher values in the low latitudes than are found in the model (Fig. 8) .
During the optimization the misfit cost function (J misfit ) was greatly reduced. The largest reduction of the misfit cost function was reached in iteration 3. Especially the simulated surface δ O c anomalies data. The mismatch is especially high in the upwelling regions close to the African and North American coast, and in the north-west Atlantic Ocean (Fig. 8) . Almost all of the benthic data in the deep Atlantic Ocean show agreement with the model. Only in the higher levels above 1,000 m depth the majority of 25 data points indicate a mismatch (Fig. 9) . In iteration 3 the AMOC was reduced to a maximum strength of 13.8 Sv (Fig. 10 ) and the North Atlantic Deep Water (NADW) is about 700 m shallower than in the first guess reaching until approximately 2,500 m depth.
The improvement in the model-data misfit was achieved by substantial changes in the control variables (Table 2 and 4, and Fig. 1 ). While the changes in the air temperature and precipitation stayed within one or two times the assumed standard 30 deviation, the changes in the isotopic composition and water vapor and precipitation greatly exceed this limit.
In iteration 4 of the optimization the AMOC collapsed likely due to warmer air temperatures over the North Atlantic Ocean produced by a higher value in the mean Atlantic air temperature (control variable 1) and a decrease in the high-to-low latitudinal gradient of air temperature over the Atlantic Ocean (control variable 3, not shown). The collapse of the AMOC resulted in a
13
Geosci. Model Dev. Discuss., https://doi.org/10.5194/gmd-2019-32 Manuscript under review for journal Geosci. Model Dev. Discussion started: 13 March 2019 c Author(s) 2019. CC BY 4.0 License. strong increase of the cost function. In the following iterations the AMOC stayed inactive, the cost function, however, again decreased (Fig. 7) . In iteration 7 the cost function shows similarly low values than in iteration 3 with only slightly higher values in the benthic and planktic δ 18 O c data (Table 4 and Fig. 7 ) even though the AMOC is inactive.
Discussion
Data Assimilation Approach
5
The pseudo-proxy experiments showed that the FDS-IKS in combination with the state reduction approach is capable of efficiently reducing the cost function and reconstructing the global ocean circulation from SST and δ
18
O sw data at a realistic
LGM data coverage and with realistic LGM uncertainties. The major part of the cost function reduction typically occurred in the first three iterations. Each iteration requires N ·p+1 ensemble members where N is the number of perturbation experiments per control variable and p the number of control variables. In our experiments, 3 · 16 + 1 = 49 ensemble members were run 10 in parallel for each iteration to estimate 16 control variables. We performed 10 iterations for each experiment. With more expensive models, however, it might be sufficient to only perform about 3 iterations to achieve a substantial reduction of the cost function or, to further reduce the computational cost, the number of control variables can be reduced. The method is, therefore, extremely fast and requires less computational time than previous methods for parameter estimation (e.g., Annan et al., 2005b; Breitkreuz et al., 2018) .
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Even though the method is able to successfully reconstruct the ocean circulation when enough data is available, not all control variable values are accurately estimated (Table 2) . We partly attribute the errors in the estimated control variable values to the FDS-IKS and the assumptions that come with it, and partly to an insufficient constraint by the pseudo-proxy data at
LGM data coverage (see next section). Several assumptions are made in the derivation of the FDS-IKS. First, the observational errors and errors in the first guess are assumed to be Gaussian. This assumption is made for most other data assimilation 20 methods, even though it is hardly ever true in real applications. In the application here the uncertainty distribution of the LGM data resembled a lognormal distribution and the uncertainties for the pseudo-proxy experiments were, therefore, generated in this way. Breaking the Gaussian assumption, however, did not seem to have a large negative influence on reconstructing the circulation. Second, the FDS-IKS locally approximates the cost function and reduces it iteratively starting from a first guess. As with the adjoint method (Wunsch, 1996) , the final result depends strongly on the first guess and it is possible that for correlations are hard to estimate. As the off-diagonal entries are zero, correlations between observational uncertainties and between control variable uncertainties are assumed to be zero. Note, that the updated error covariance matrix for the optimized control variables (Eq. 8) is not diagonal and provides an estimate of the correlations.
The control variables in Set 2 are estimated less accurately than those in Set 1 ( Table 2 ). The reason for the inaccurately estimated control variables in Set 2 is that the strong-constraint assumption does not hold true in these experiments and the 5 control variables try to account for the additional model error. The first guess of the control variables for air temperature and precipitation (control variables 1-8) are zero and coincide with the target values, but they were adjusted during the optimization to account for the missing freshwater hosing. The control variables for the isotopic composition of precipitation and water vapor (control variables 9-16) seem to be influenced by the different control variable values for air temperature and precipitation and the missing freshwater hosing as well.
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The disregard of the non-linear effects originating from correlated control variables due to the FDS-IKS approach might be one reason why the method does not seem to converge properly ( Fig. 3 and 4) . As the sensitivity of the model with respect to one control variable is computed based on the current best guess of the other control variables, the sensitivity might change in the next iteration when the best guess of the other control variables is changed. This can result in back-and-forth changes of the control variables. Another reason for the seemingly missing convergence is the disruption of the optimization due to the 15 AMOC collapse. The method is based on a locally linear approximation of the cost function and cannot predict this non-linear jump in the cost function. The reason for the AMOC collapse might either be unrealistically large changes in the atmospheric forcing or it might be that the model is close to an unstable state. Extreme values for the control variables can be restricted by smaller first guess uncertainties, but the first guess uncertainties are hardly ever known in applications and are usually chosen in an ad-hoc fashion. 
LGM Data Coverage Constraint
The ocean state is well reconstructed in the pseudo-proxy experiments using all data (P1-All, P2-All) and using only the Atlantic data when the strong-constraint assumption is fulfilled (P1-Atlantic). The cost functions in P1-All, P2-All, and P1-Atlantic stay almost constant close to 1.0 for all iterations (except for iterations 10 in P1-All and 9 in P1-Atlantic where the AMOC collapses). The AMOC varies in a range of approximately 2 Sv around the target strength in these iterations (Fig. 3   25 and 4). These results indicate that in a perfect model set-up the data at LGM coverage (P1-All) and even only the Atlantic data at LGM coverage (P1-Atlantic) are sufficient to constrain the ocean circulation and the AMOC within a range of a few Sverdrups. Even when the strong-constraint assumption does not hold true, the global data at LGM coverage are sufficient to constrain the AMOC strength (P2-All). In all iterations with a low cost function in these experiments the vertical extent of the southward transport and the extent of deep water masses is very similar. For example, in experiment P2-All iterations 1 and 8
30
have a maximum AMOC strength of 16.3 Sv and 14.1 Sv, respectively, while the vertical extent of the southward transport is almost the same reaching depths of 2,000 m and 2,100 m at 30°S (not shown). This similarity might explain why a variation of a few Sverdrups in maximum AMOC strength has no effect on the cost function and why the AMOC strength is not constrained more accurately by the data.
15
Geosci Similarly, in iteration 1 of P2-Atlantic the cost function is very close to one, but the AMOC is stronger (16.6 Sv) than in the target (13.6 Sv). Figure 6 shows that the remaining target-reconstruction δ
18
O sw differences are small in the deep ocean and larger closer to the surface in P2-Atlantic. The signal of the less enriched surface and subsurface waters is transporter by a stronger AMOC. The two effects might balance each other, which could explain the perfect model data misfit in the deep ocean in P2-Atlantic (Table 4 ) while the AMOC is too strong.
5
The reason why the surface conditions and therefore the AMOC are not as accurately reconstructed as in P2-All might be related to the missing Pacific and Indian Ocean data. In experiment P2-Atlantic the surface model-data misfit in the Atlantic Ocean is not smaller than that in the Pacific even though Atlantic data is used but no Pacific data (Fig. 5) . This indicates, first, that the Atlantic data places a significant constraint on the Pacific and Indian Ocean, and second, because the surface Atlantic Ocean is not as accurately reconstructed as in P2-All, that the constraint of data from the Pacific and Indian Ocean is needed to To summarize, these results indicate that while the cost function reduction is similar in P2-All and P2-Atlantic, a very good 20 reconstruction of the AMOC strength is aided by proxy data from the Indian and the Pacific Ocean. At the same time, the proxy data from the Atlantic Ocean is essential for the reconstruction of the AMOC and the AMOC is not at all constraint by data only from the Indian and Pacific Ocean.
Even though the circulation is well reconstructed and the cost function successfully reduced in experiments P1-All, P1-Atlantic, P2-All, and P2-Atlantic, the control variable values are not estimated accurately. The target-reconstruction δ
18
O sw 25 surface fields show large discrepancies in these reconstructions in the Arctic Ocean in P2-All and P2-Atlantic (Fig. 5) . The inaccurate representation of the conditions in the Arctic Ocean is not present in temperature or salinity fields (not shown) and the estimated control variables for the isotopic composition of precipitation and water vapor correspond to too low values in the high-latitudes compared to the target values. It follows that the mismatch in the Arctic is due to inaccurately estimated control variable values in the isotopic composition of precipitation and water vapor. For the Arctic Ocean no data is available except 30 in the northern North Atlantic Ocean and more data would likely be necessary to accurately constrain these control variables.
LGM Ocean State Estimate
The optimization greatly reduces the misfit between the simulated LGM ocean state and the LGM proxy data in the first three iterations. Especially the simulated δ
18
O c shows a large improvement but major discrepancies remain after the optimization.
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While the AMOC has a maximum strength of 13.8 Sv in iteration 3 (Fig. 10) , it is inactive in iteration 7 of the optimization but the model-data misfit is similarly low as in iteration 3 (Table 4 and Fig. 7) . The pseudo-proxy data experiments indicated that the LGM data coverage is sufficient to constrain the AMOC. The major difference between the pseudo-proxy and the LGM experiments is the remaining model-data misfit. The pseudo-proxy reconstructions reach a perfect fit to the pseudo-proxy data, which provides a good AMOC constraint, but in the experiment with the reconstructed LGM data major model-data misfits 5 remain and the AMOC is not well constrained in this case.
A recurring hypothesis in paleoceanographic research is that of an LGM Atlantic Ocean with a shallower NADW accompanied by a weaker, but nevertheless active, overturning circulation compared to the modern ocean (Lynch-Stieglitz et al., 2007; Muglia et al., 2018) . The optimized simulation of iteration 3 concurs with this hypothesis. The NADW is shallower than in our first guess and much shallower than in the optimized modern simulation of Breitkreuz et al. (2018) (Fig. 9 and their Fig. 4 ) and 10 it has a weaker AMOC of 13.8 Sv compared to 16.6 Sv inferred for the modern ocean by Breitkreuz et al. (2018) (Fig. 10 ).
Kurahashi-Nakamura et al. (2017) O c data is highest above 1,000 m depth in our estimate (Fig. 9) . The AMOC transports the surface δ
18
O sw signal to this area and the misfit could point to an incorrectly simulated AMOC strength and/or to incorrectly simulated surface conditions, which coincides with the remaining misfit to the planktic δ
O c data in the North Atlantic (Fig. 8) . It follows that the estimated AMOC strength needs to be interpreted very carefully as it seems to depend on many variables in the optimization 20 process.
The improvement in our optimization is achieved by large changes in the control variables, which are on average bigger than the assumed standard deviation of the control variables (Table 2 and While this is also true for the pseudo-proxy experiments of Set 2, the unknown model errors that are not accounted for in 30 the LGM optimization are likely much bigger than those generated through the missing freshwater hosing in the pseudo-proxy experiments. The changes in the control variables try to account for these model errors and therefore, they need to be interpreted very carefully. To avoid this in future work, additional errors can be added to the assumed uncertainties of the observations (e.g., Kurahashi-Nakamura et al., 2017; Breitkreuz et al., 2018) , but they are hard to determine and might provide too much freedom in the optimization. Another reason for the remaining model-data misfit might be that the observational data include In fact, the remaining model-data misfit cannot be improved by our control variables. The remaining δ
O c anomalies modeldata misfit is highest in the western North Atlantic Ocean (Fig. 8) . Whereas simulated values around 40°N are too high and the values around 80°N are too low, the values around the equator show a good agreement. These differences cannot be reduced by 5 the control variables as only the mean, the north-to-south gradient and the high-to-low latitudinal gradient in the forcing fields are controlled. Estimating the coefficients of higher degree Legendre polynomials might improve these differences. However, the data in the eastern part of the Atlantic Ocean generally show a good agreement, and might inhibit further adjustments of the isotopic forcing fields. In other words, the remaining model-data misfit shows a complex horizontal structure that cannot be mirrored by the control variables that control large-scale latitudinal patterns. (Fig. 8) . This again indicates that other model errors are causing the remaining model-data misfit.
20
To further improve the LGM estimate, more control variables would need to be optimized. It would, however, increase the computational demand and it is not easy to determine which parameters would have the desired effect. One possibility is to include higher order terms of the Legendre polynomials, but it would likely not have a large effect on east-west differences within one ocean basin. Other possibilities are to separate the Atlantic Ocean in an eastern and in a western part and alter the atmospheric forcing for each of the parts separately, but this approach might result in unphysical borders between the ocean 25 basin parts. Additionally, as non-linear effects from correlated control variables are not taken into account, an introduction of more control variables in one forcing field might result in less accurate results. Another possibility would be to include the estimation of the wind fields, the vertical or horizontal diffusion coefficients or other internal model parameters. An ocean model could also be coupled to a (possibly simplified) atmospheric model and parameters in the atmospheric model that affect the air-sea fluxes could be estimated (e.g., García-Pintado and Paul, 2018) . The FDS-IKS can easily be applied with other 30 ocean and climate models.
We presented a new technique for ocean state estimation and for estimating uncertain spatially varying boundary conditions that combines the FDS-IKS with a state reduction approach. The technique has shown to be very efficient and to require substantially less computing time than other methods. It is very successful in reducing the cost function and reconstructing the ocean circulation when data at LGM coverage is available and when other model errors are not too big.
5
We used the method to investigate the data constraint of proxy data outside of the Atlantic Ocean on the Atlantic overturning circulation. Our results indicate that while data from the Indian and Pacific Ocean is required to accurately reconstruct the global upper ocean and therefore the AMOC strength, data from the Atlantic Ocean is far more important.
We applied the method to estimate the global ocean state during the LGM. The method greatly reduces the model-data misfit, but some model-data misfit remains for the planktic and benthic δ 18 O c data. The remaining model-data misfit is likely due to 10 additional model errors and it is not able to be reduced further with the current control variables. The method produces two ocean state estimates with a similar model-data misfit, one with an active AMOC and one with a collapsed circulation. With the remaining model-data misfit, the available proxy data is not able to successfully constrain the LGM ocean circulation. The reconstructed active LGM ocean state, however, is consistent with the results of previous studies and shows a weaker AMOC and a shallower NADW than the modern ocean.
Lippold, J., Gutjahr, M., Blaser, P., Christner, E., de Carvalho Ferreira, M. L., Mulitza, S., Christl, M., Wombacher, F., Böhm, E., Antz, B., Table 1 . (Table is continued LGM (iter. 7) 2.6 · 10 LGM proxy data First guess 1.2 41.6 3.9 0 17.2 Sv
LGM (iteration 3) 1.3 9.3 2.7 5.7 13.8 Sv
LGM (iteration 7) 1.3 9.6 2.9 5.6 0.4 Sv
