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vRE´SUME´
Les Re´acteurs a` Eau Pressurise´e (REP) constituent la majorite´ des re´acteurs nucle´aires civils
en exploitation aujourd’hui a` travers le monde. En particulier, c’est cette technologie qui
e´quipe l’ensemble du parc nucle´aire d’E´lectricite´ De France (EDF). Les re´acteurs a` eau pres-
surise´e sont classe´s dans la cate´gorie des re´acteurs thermiques, car ce sont principalement les
neutrons lents, de faible e´nergie qui contribuent a` la re´action de fission. L’eau le´ge`re, mainte-
nue sous pression, joue a` la fois le roˆle de caloporteur et de mode´rateur. La partie active du
cœur est constitue´e d’assemblages combustibles contenant de l’uranium faiblement enrichi en
isotope 235. Autour de la partie active se situe le re´flecteur : il s’agit d’une zone principale-
ment constitue´e d’eau et d’acier qui sert a` la fois a` prote´ger la cuve des radiations, a` ralentir
les neutrons et a` les re´fle´chir vers l’inte´rieur du cœur. Les neutrons participant a` la re´action
de fission, l’e´tude de leur comportement est primordiale pour comprendre le fonctionnement
du re´acteur. Ce comportement est re´gi par l’e´quation de transport des neutrons, qui est tre`s
complexe a` re´soudre nume´riquement et ne´cessite un temps de calcul tre`s important. Les codes
de cœur que nous allons utiliser ici re´solvent donc une e´quation simplifie´e afin d’approcher
le comportement des neutrons dans le cœur, en un temps acceptable. Il s’agit de l’e´quation
de la diffusion, ou d’e´quations de transport approche´es de type SPN, ou de transport pur SN.
Le re´flecteur posse´dant des caracte´ristiques physiques radicalement diffe´rentes de celles du
combustible, son dimensionnement est essentiel afin de de´crire convenablement le compor-
tement des neutrons. Les me´thodes actuelles de calcul des parame`tres du re´flecteur d’EDF
reposent sur la me´thode de Lefebvre-Lebigot. Cette me´thode s’applique lorsque l’on discre´-
tise le continuum d’e´nergie des neutrons en deux groupes d’e´nergie, et que l’on travaille avec
un ope´rateur de diffusion. Cette me´thode permet de calculer les parame`tres d’un re´flecteur
homoge`ne.
L’objectif de cette e´tude est de mettre en place un sche´ma de calcul capable d’e´valuer les
parame`tres de re´flecteurs he´te´roge`nes, pour un maillage e´nerge´tique quelconque supe´rieur ou
e´gal a` 2 groupes, et pouvant s’appliquer a` des ope´rateurs de diffusion ou SPN/SN.
Pour ce faire, nous allons mettre en place deux sche´mas permettant de re´aliser un tel calcul
de re´flecteur. La strate´gie commune a` ces deux sche´mas est de minimiser les e´carts entre la
distribution de puissance calcule´e par un code de cœur, et une distribution de puissance de
re´fe´rence, obtenue a` partir d’un calcul APOLLO2 base´ sur la me´thode des caracte´ristiques
(MOC).
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• D’une part notre premier sche´ma de calcul utilise les modules d’OPTEX du code de
cœur DONJON, de´veloppe´ par l’E´cole Polytechnique de Montre´al (EPM). La strate´gie
employe´e ici sera de minimiser une fonctionnelle repre´sentant les e´carts entre la distri-
bution de puissance calcule´e par DONJON et la distribution de puissance de re´fe´rence,
en utilisant la me´thode Generalized Perturbation Theory (GPT). La minimisation sera
effectue´e a` l’aide de l’algorithme d’optimisation Parametric Linear Complementarity
Pivoting (PLCP).
• D’autre part un sche´ma de calcul utilisant le code de cœur COCAGNE, de´veloppe´ par
EDF. La strate´gie employe´e ici est de mettre en place un proble`me d’assimilation de
donne´es a` l’aide du module Assimilation de Donne´es et Aide a` l’Optimisation (ADAO)
de la plate-forme SALOME, e´galement de´veloppe´e par EDF. Ce proble`me e´quivaut a`
la minimisation d’une fonctionnelle, qui sera re´alise´e a` l’aide de l’algorithme d’optimi-
sation Limited Broyden-Fletcher-Goldfarb-Shanno (L-BFGS).
Dans les deux cas, les variables de controˆle de l’optimisation seront les coefficients de diffu-
sion de chaque zone du re´flecteur pour des calculs de diffusion, et les sections macroscopiques
totales corrige´es P-1 de chaque zone du re´flecteur pour des calculs SPN (ou des facteurs de
correction de ces proprie´te´s nucle´aires).
Apre`s une premie`re e´tape de validation des sche´mas de calcul, des choix de mode´lisation
relatifs aux ope´rateurs de transport et au maillage spatial du re´flecteur ont e´te´ effectue´s. Les
re´flecteurs calcule´s par nos sche´mas ont e´te´ compare´s aux re´flecteurs initiaux, d’une part par
rapport a` une solution de transport de re´fe´rence : on compare les nappes des e´carts de puis-
sance a` la re´fe´rence APOLLO2, homoge`nes par assemblage puis crayon par crayon. Puis, par
rapport aux donne´es expe´rimentales sur des indicateurs 3D macroscopiques : des calculs de
concentration en bore critique lors de l’insertion successive de groupes de barres de controˆle
ainsi que d’efficacite´ inte´grale de ces barres.
Dans un premier temps, les calculs ont e´te´ effectue´s avec un ope´rateur de diffusion. On a
e´value´ des re´flecteurs a` 2 groupes d’e´nergie en initialisant les parame`tres a` l’aide du mode`le
de Lefebvre-Lebigot. Celui-ci est tre`s bien e´value´, et l’effet de l’optimisation est faible, mais
permet quand meˆme d’obtenir des nappes d’e´carts de puissance a` la re´fe´rence plus homoge`nes
qu’initialement. Pour les comparaisons d’exploitation, on ne constate pas d’ame´lioration si-
gnificative due a` l’optimisation. Lorsque l’on raffine le maillage e´nerge´tique a` 4 groupes, on
initialise le re´flecteur par condensation/homoge´ne´isation du calcul de re´fe´rence. Cette fois,
on observe une ame´lioration significative des re´sultats avec le re´flecteur obtenu en utilisant
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nos sche´mas de calcul, sur les nappes des e´carts de puissance. Cependant, les re´sultats sont
toujours moins satisfaisants que lors des calculs a` 2 groupes. Par contre, on retrouve les
meˆmes re´sultats qu’a` 2 groupes lors des comparaisons a` l’exploitation, ce qui est un re´sul-
tat inte´ressant. On effectue ensuite des calculs en SP3 a` 4 et 8 groupes. On initialise alors
toujours le re´flecteur par condensation/homoge´ne´isation du calcul de re´fe´rence. A` 4 groupes,
on constate un net effet de l’ope´rateur SP3 : on retrouve des nappes d’e´carts comparables a`
celles obtenues avec le mode`le Lefebvre-Lebigot. On observe encore une ame´lioration lorsque
l’on raffine le maillage e´nerge´tique a` 8 groupes. Le tableau 0.1 rassemble des indicateurs sur
les nappes d’e´carts de puissance a` la re´fe´rence, pour les diffe´rentes configurations de calculs,
avant et apre`s optimisation. E∆abs est la moyenne des valeurs absolues des e´carts de puissance
a` la re´fe´rence, σ∆ est l’e´cart type de la distribution des e´carts, ∆max et ∆min sont respective-
ment l’e´cart maximum et minimum de la distribution des e´carts. De plus, ∆Cb et ∆eff sont
respectivement l’e´cart maximum de concentration en bore critique a` la valeur expe´rimentale,
sur l’ensemble des groupes de barres inse´re´s et l’e´cart maximal d’efficacite´ des groupes de
barres a` la valeur expe´rimentale, sur l’ensemble des groupes de barres inse´re´s.
Tableau 0.1 Tableau re´capitulatif des re´sultats
E∆abs (%) σ∆ (%) ∆max (%) ∆min (%) |∆Cb| (%) |∆eff| (%)
Diff
2 groupes
Avant 0.69 0.90 1.46 -2.54 7.2 5.5
Apre`s 0.54 0.66 1.04 2.10 7.3 5.5
4 groupes
Avant 10.1 11.9 22.2 -19.3 8.8 9.3
Apre`s 1.01 1.42 3.83 -2.92 6.6 5.5
SP3
4 groupes
Avant 10.1 11.9 22.2 -19.3 X 1 X 1
Apre`s 0.66 0.82 1.69 -1.30 X 1 X 1
8 groupes
Avant 10.4 12.2 22.8 -19.6 X 1 X 1
Apre`s 0.67 0.83 1.64 -1.36 X 1 X 1
Nos sche´mas de calcul permettent donc de simuler correctement des re´flecteurs he´te´roge`nes
2 groupes ou multi-groupes, pour des ope´rateurs de diffusion ou SPN. L’optimisation permet
de re´duire les e´carts de puissance a` la re´fe´rence. Cependant on observe de forts e´carts dans
les dernie`res range´es de crayon de la partie active du cœur, a` l’interface cœur/re´flecteur, dus
d’une part a` la mode´lisation en milieu infini des assemblages de la partie active qui atteint ses
limites au voisinage du re´flecteur. D’autre part, la mode´lisation homoge`ne par assemblage du
re´flecteur ne permet pas de reproduire fide`lement les he´te´roge´ne´ite´s de structure de celui-ci
au niveau de l’interface. Ces deux pistes doivent eˆtre explore´es dans des travaux futurs.
1. Non disponible.
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ABSTRACT
With a third of the reactors in activity, the Pressurized Water Reactor (PWR) is today the
most used reactor design in the world. This technology equips all the 19 EDF power plants.
PWRs fit into the category of thermal reactors, because it is mainly the thermal neutrons
that contribute to the fission reaction. The pressurized light water is both used as the mod-
erator of the reaction and as the coolant. The active part of the core is composed of uranium,
slightly enriched in uranium 235. The reflector is a region surrounding the active core, and
containing mostly water and stainless steel. The purpose of the reflector is to protect the
vessel from radiations, and also to slow down the neutrons and reflect them into the core.
Given that the neutrons participate to the reaction of fission, the study of their behavior
within the core is capital to understand the general functioning of how the reactor works.
The neutrons behavior is ruled by the transport equation, which is very complex to solve
numerically, and requires very long calculation. This is the reason why the core codes that
will be used in this study solve simplified equations to approach the neutrons behavior in
the core, in an acceptable calculation time. In particular, we will focus our study on the
diffusion equation and approximated transport equations, such as SPN or SN equations. The
physical properties of the reflector are radically different from those of the fissile core, and
this structural change causes important tilt in the neutron flux at the core/reflector interface.
This is why it is very important to accurately design the reflector, in order to precisely re-
cover the neutrons behavior over the whole core. Existing reflector calculation techniques are
based on the Lefebvre-Lebigot method. This method is only valid if the energy continuum of
the neutrons is discretized in two energy groups, and if the diffusion equation is used. The
method leads to the calculation of a homogeneous reflector.
The aim of this study is to create a computational scheme able to compute the parameters
of heterogeneous, multi-group reflectors, with both diffusion and SPN/SN operators.
For this purpose, two computational schemes are designed to perform such a reflector calcu-
lation. The strategy used in both schemes is to minimize the discrepancies between a power
distribution computed with a core code and a reference distribution, which will be obtained
with an APOLLO2 calculation based on the method Method Of Characteristics (MOC).
• The first computational scheme is based on the OPTEX modules in DONJON, the
core code developed at EPM. The strategy used here is to minimize a functional that
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represents the discrepancies between the power distribution computed with DONJON
and the reference power distribution, using the GPT. The minimization will be carried
out with the Parametric Linear Complementarity Pivoting (PLCP) algorithm.
• The second scheme is based on the new core code COCAGNE, developed by EDF.
The strategy used here is to set up a data assimilation problem, using the module
ADAO of the platform SALOME, also developed by EDF. In our study, this problem
is equivalent to minimizing a functional, which will be carried out using the Limited
Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) algorithm.
In both computational schemes, the optimization parameters, also called control variables,
are the diffusion coefficients in each zone of the reflector, for diffusion calculations, and the
P-1 corrected macroscopic total cross-sections in each zone of the reflector, for SPN/SN cal-
culations (or correction factors on these parameters).
After a first validation of our computational schemes, the results are computed, always by
optimizing the fast diffusion coefficient for each zone of the reflector. All the tools of the data
assimilation have been used to reflect the different behavior of the solvers in the different
parts of the core. Moreover, the reflector is refined in six separated zones, corresponding to
the physical structure of the reflector. There will be then six control variables for the opti-
mization algorithms. Simulations have been carried out to compare the results obtained by
our computational schemes to those obtained with the initial reflectors, using several tools.
First, a comparison to a reference power distribution where the discrepancies with respect
to the reference APOLLO2 results are evaluated. We also evaluate the discrepancies with
respect to the reference APOLLO2 power, down to the pin-by-pin scale. Then, comparisons
with experimental data are considered, where 3D indicators such as critical boron concentra-
tion calculations when inserting control rods into the core, and integral efficiencies of these
rod banks are evaluated.
First, the calculations are carried out using the diffusion operator. 2-group reflectors are
computed using the Lefebvre-Lebigot reflector as the initial reflector. The initial reflector be-
ing well dimensioned, the effect of the optimization performed by our computational schemes
is not important. Although we obtain discrepancies that are more homogeneous than the
initial one, no significant improvement is observed when comparing the 3D indicators. We
then chose to refine the energy mesh to perform 4-group reflectors. The initial reflector is
obtained with a collapsing/homogenization of the reference calculation. This time, significant
improvements in the results are observed for the discrepancies. Nevertheless, the results are
xstill less satisfying than the 2-group optimized reflector. On the 3D indicators, the results are
very similar to those obtained with the 2-group optimized reflector, which is a very interest-
ing result. Next, 4-group and 8-group simulations are carried out using a SP3 operator. The
initial reflector is still obtained by collapsing/homogenization of the reference calculation.
The 4-group reflector shows a strong effect of the SP3 operator: the discrepancies are similar
to those obtained with the 2-group optimized reflector. A slight improvement is observed
when the energy mesh is refined to 8-group calculations. The Table 0.2 sums up the results,
with indicators on the power discrepancies distributions for the different cases. E∆abs is the
mean of the absolute values of the discrepancies, σ∆ is the standard deviation of the dis-
crepancies distributions, and ∆max and ∆min are respectively the maximum and minimum
discrepancy. ∆Cb and ∆eff are respectively the maximum discrepancy between the computed
and experimental critical boron, and the maximum discrepancy between the computed and
experimental integral efficiency of the rod banks.
Table 0.2 Summary of the results
E∆abs (%) σ∆ (%) ∆max (%) ∆min (%) |∆Cb| (%) |∆eff| (%)
Diff
2 groups
Before 0.69 0.90 1.46 -2.54 7.2 5.5
After 0.54 0.66 1.04 2.10 7.3 5.5
4 groups
Before 10.1 11.9 22.2 -19.3 8.8 9.3
After 1.01 1.42 3.83 -2.92 6.6 5.5
SP3
4 groups
Before 10.1 11.9 22.2 -19.3 X 1 X 1
After 0.66 0.82 1.69 -1.30 X 1 X 1
8 groups
Before 10.4 12.2 22.8 -19.6 X 1 X 1
After 0.67 0.83 1.64 -1.36 X 1 X 1
Our computational schemes are then able to compute heterogeneous, 2-group or multi-group
reflectors, using diffusion or SPN/SN operators. The optimization performed reduces the
discrepancies distribution between the power computed with the core codes and the reference
power. However, there are two main limitations to this study: first the homogeneous modeling
of the reflector assemblies doesn’t allow to properly describe its physical structure near the
core/reflector interface. Moreover, the fissile assemblies are modeled in infinite medium, and
this model reaches its limit at the core/reflector interface. These two problems should be
tackled in future studies.
1. Not available.
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1CHAPITRE 1
INTRODUCTION
Avec deux tiers des re´acteurs en service, les Re´acteurs a` Eau Pressurise´e (REP) repre´sentent
aujourd’hui la technologie de re´acteur nucle´aire civil la plus re´pandue dans le monde. Ces
re´acteurs utilisent de l’eau le´ge`re sous pression (environ 150 MPa) a` la fois comme mode´-
rateur et comme caloporteur. Il s’agit de re´acteurs thermiques, c’est-a`-dire que les neutrons
participant a` la re´action de fission doivent eˆtre ralentis. La partie active du cœur est compo-
se´e d’assemblages combustibles contenant de l’oxyde d’uranium (UO2) faiblement enrichi en
uranium 235 ou bien d’un me´lange d’oxyde d’uranium et d’oxyde de plutonium (MOX). Les
REP ont un rendement thermique estime´ a` 33 %.
Les re´actions de fissions dans le re´acteur sont dues a` une interaction neutron-matie`re, lors-
qu’un neutron entre en collision avec un noyau lourd. On comprend alors que l’e´tude des
populations de neutrons et de leur comportement au sein du re´acteur est essentielle pour
de´crire le fonctionnement de celui-ci. Ce comportement est re´gi par l’e´quation de transport
des neutrons. Il existe plusieurs me´thodes de re´solution de cette e´quation, qui peuvent eˆtre
distingue´es en deux classes : les me´thodes stochastiques et les me´thodes de´terministes. Dans
cette e´tude, nous travaillerons uniquement avec des codes de´terministes. L’e´quation de trans-
port est ne´anmoins tre`s lourde a` re´soudre nume´riquement et dans les codes de cœur que nous
expliciterons plus loin, on pre´fe`re re´soudre des e´quations approche´es telles que l’e´quation de
diffusion ou les e´quations SPN de´veloppe´es dans la suite de ce document.
Dans un REP, le cœur du re´acteur est entoure´ par des composants appele´s globalement re´-
flecteur. Ce re´flecteur, constitue´ principalement de me´tal et d’eau, sert a` prote´ger la cuve
des radiations engendre´es par les re´actions de fissions au sein du cœur. Le re´flecteur sert
e´galement a` ralentir les neutrons et les re´fle´chir a` l’inte´rieur du cœur afin d’augmenter l’ef-
ficacite´ du re´acteur. Le re´flecteur posse`de des proprie´te´s radicalement diffe´rentes de celles
du cœur. La discontinuite´ induite a` l’interface cœur/re´flecteur repre´sente une difficulte´ pour
calculer le flux neutronique de manie`re pre´cise dans le cœur. La mode´lisation du re´flecteur
est donc une e´tape cruciale de la simulation neutronique des cœurs. Actuellement, EDF uti-
lise une mode´lisation des re´flecteurs pour des calculs de diffusion a` deux groupes d’e´nergie
base´e sur la me´thode de Lefebvre (Marguet, 2011). Cette me´thode consiste a` imposer les
rapports J1
Φ1
, J2
Φ2
et Φ2
Φ1
a` l’interface cœur/re´flecteur par rapport a` un calcul de transport 1D.
2Φj et Jj sont respectivement le flux et le courant neutronique du groupe d’e´nergie j a` l’in-
terface cœur/re´flecteur. Ce syste`me e´tant sous-de´termine´, les coefficients de diffusion de la
partie active sont fixe´s a` une valeur moyenne. Cependant, le champ d’application de cette
me´thode est restreint a` des calculs de diffusion a` deux groupes d’e´nergie. Lorsque l’on sort de
ce champ d’application, on peut obtenir le re´flecteur de manie`re explicite, a` partir d’un calcul
MOC (Sanchez et al., 2010) de´taille´, ce qui peut engendrer une volume´trie importante des
donne´es. Afin d’obtenir un mode`le de re´flecteur simplifie´, homoge`ne par assemblage et pour
des ope´rateurs simplifie´s tels que l’ope´rateur de diffusion ou SPN, il faut faire appel a` des
proce´dures d’optimisation sur diffe´rents parame`tres du cœur. On peut envisager par exemple
d’optimiser les albe´dos a` l’interface cœur/re´flecteur, en minimisant les e´carts avec des valeurs
de re´fe´rence obtenues a` la suite de calculs de transport plus pre´cis (Sandrin, 2010).
L’objectif de cette e´tude est de de´velopper une me´thode de calcul de re´flecteurs minimisant
les e´carts entre la nappe de puissance calcule´e a` l’aide d’un code de cœur et une nappe de
puissance de re´fe´rence. La nappe de puissance de re´fe´rence est obtenue a` partir d’un calcul
utilisant le code de re´seau APOLLO2, de´veloppe´ par le Commissariat a` l’E´nergie Atomique
et aux E´nergies Alternatives (CEA) (Sanchez et al., 2010). L’inte´reˆt principal de la me´thode
de´veloppe´e ici est qu’elle permet de mode´liser des re´flecteurs multi-groupes, he´te´roge`nes, et
pouvant eˆtre utilise´s pour des calculs de diffusion ou des calculs SPN.
La premie`re e´tape de cette e´tude est l’imple´mentation de cette me´thode de calcul des re´-
flecteurs a` l’aide du code de cœur DONJON (He´bert et al., 2012b), de´veloppe´ par l’EPM,
en utilisant les modules d’OPTEX (Chambon, 2012). Par la suite, une me´thode similaire de
calcul de re´flecteurs sera imple´mente´e a` l’aide du code de cœur COCAGNE (Courau et al.,
2008) de´veloppe´ par EDF R&D, et du module ADAO de la plateforme SALOME (Ribes,
2007) (disponible en open source dans la version 7 de SALOME ). L’inte´reˆt de cette de´-
marche est d’obtenir un mode`le de re´flecteur adaptable aux sche´mas de calculs de l’EPM et
d’EDF, et de pouvoir valider correctement les deux me´thodes en comparant leurs re´sultats.
Nous de´buterons ce document par un premier chapitre rassemblant les e´le´ments de the´orie
ne´cessaires a` la compre´hension des me´thodes mises en place. Par la suite, nous explicite-
rons notre cadre ge´ne´ral de travail : la description du cœur sur lequel les me´thodes seront
teste´es, ainsi que les diffe´rents sche´mas de calcul. Ensuite, nous exposerons la de´marche de
validation pre´liminaire de nos me´thodes sur des cas tests identifie´s, et e´galement les choix de
mode´lisation de´coulant de cette premie`re e´tape de validation. Enfin, dans les deux chapitres
suivant cette e´tape de validation, nous exposerons nos re´sultats a` la fois pour des calculs en
diffusion et pour des calculs SP3. Dans cette partie, nous identifierons les effets des re´flecteurs
3e´value´s par nos me´thodes. Ces re´flecteurs seront calcule´s principalement a` 2, 4 et 8 groupes
d’e´nergie. Nous obtenons, dans la majorite´ des cas, une ame´lioration significative pour les
nappes d’e´carts de puissance a` la distribution de re´fe´rence dans le cœur, ainsi que pour des
comparaisons aux donne´es d’exploitation, ce qui confirme l’inte´reˆt des me´thodes de calcul de
re´flecteurs de´veloppe´es dans ce document.
4CHAPITRE 2
E´LE´MENTS DE THE´ORIE
Ce chapitre est consacre´ aux e´le´ments de the´orie ne´cessaires a` la mise en place des sche´mas
de calculs de re´flecteurs de cette e´tude. Dans un premier temps, nous introduirons les notions
et les e´quations principales de la neutronique (e´quation de transport, e´quations simplifie´es
SPN, e´quation de la diffusion). Par la suite, nous expliciterons les me´thodes nume´riques et
d’optimisation utilise´es dans cette e´tude (the´orie des perturbations ge´ne´ralise´es, the´orie de
l’assimilation de donne´es). Enfin, nous de´crirons les diffe´rents codes utilise´s pour cette e´tude,
ainsi que leurs fonctionnalite´s principales.
On note que dans tout ce chapitre, les lettres en caracte`res gras de´signeront des grandeurs
vectorielles, et les lettres en caracte`res simples de´signeront des grandeurs scalaires.
2.1 E´quations de la neutronique
Dans cette partie, nous travaillerons avec la grandeur fondamentale de la neutronique des
re´acteurs : le flux neutronique note´ Φ(r, Vn,Ω, t) ou` :
• r est la variable position.
• Vn est la variable vitesse telle que Vn = drdt , Vn = |Vn| et Ω = VnVn .
• t est la variable temporelle.
En notant n(r, Vn,Ω,t) la densite´ de particules, on de´finit alors le flux neutronique par :
Φ(r, Vn,Ω, t) = Vnn(r, Vn,Ω, t) (2.1)
En inte´grant le flux neutronique sur l’angle solide d2Ω autour de Ω, on obtient le flux inte´gre´ :
Φ(r, Vn, t) =
∫
4pi
d2Ω Φ(r, Vn,Ω, t) (2.2)
Ce flux inte´gre´ repre´sente la distance parcourue par tous les neutrons contenus dans un volume
de 1 cm3 (He´bert, 2009). Cette grandeur a plus de sens physique que le flux neutronique, et
5c’est celle-ci qui sera e´tudie´e par la suite.
2.1.1 L’e´quation de transport
Pre´sentation de l’e´quation
L’e´quation de transport est l’e´quation de base de la neutronique des re´acteurs. Il s’agit d’un
bilan neutronique sur l’hypervolume d3r d2Ω dVn(r) autour du point (r,Ω,Vn(r)) pendant
un intervalle de temps ∆t. Elle se pre´sente sous la forme :
n(r, Vn,Ω, t+ ∆t)− n(r, Vn,Ω, t) = − Σt(r, Vn)Φ(r, Vn,Ω, t)∆t (2.3)
− Ω · ∇Φ(r, Vn,Ω, t)∆t
+ Q(r, Vn,Ω, t)∆t
ou` :
• n(r,Vn,Ω, t+∆t)− n(r,Vn,Ω,t) est la variation de la quantite´ de neutrons dans l’hy-
pervolume pendant l’intervalle ∆t.
• Σt(r,Vn)Φ(r,Vn,Ω,t)∆t est la quantite´ de neutrons perdus par collision. Σt(r, Vn) est
la section macroscopique totale du milieu.
• Ω ·∇Φ(r,Vn,Ω,t)∆t est la quantite´ de neutrons qui sortent du volume d3r pendant ∆t.
• Q(r,Vn,Ω,t)∆t est la quantite´ de neutrons cre´es dans l’hypervolume pendant ∆t. Ce
terme est appele´ terme de source.
En divisant l’e´quation 2.4 par ∆t et en faisant tendre ∆t vers 0, on obtient :
1
Vn
∂Φ(r, Vn,Ω, t)
∂t
+ Σt(r, Vn)Φ(r, Vn,Ω, t) + Ω · ∇Φ(r, Vn,Ω, t) = Q(r, Vn,Ω, t) (2.4)
En conditions stationnaires, ce qui sera le cas tout au long de cette e´tude, le premier terme de
l’e´quation 2.4 s’annule. De plus, on pose la variable e´nergie E telle que E = mV
2
n
2
. L’e´quation
de transport devient alors :
Σt(r, E)Φ(r, E,Ω, t) + Ω · ∇Φ(r, E,Ω, t) = Q(r, E,Ω, t) (2.5)
6Terme de source
Explicitons maintenant le terme de source pre´sent dans l’e´quation de transport. En conditions
stationnaires, et dans un milieu isotrope, ce terme s’e´crit :
Q(r, E,Ω) =
1
2pi
∫
4pi
d2Ω
′
∫ ∞
0
dE
′
Σs(r, E ← E ′ ,Ω ·Ω′)Φ(r, E ′ ,Ω′)+ 1
4pikeff
Qfiss(r, E) (2.6)
ou` :
• Σs(r,E ← E′ ,Ω · Ω′) est la section efficace macroscopique de diffusion de l’e´nergie E′
vers l’e´nergie E, et de l’angle solide Ω
′
vers l’angle solide Ω. Celle-ci inclut les re´actions
de diffusion ainsi que les re´actions (n,xn).
• keff est le facteur multiplicatif. Il s’agit d’un facteur multiplicatif sur les sources de fis-
sion afin de maintenir le syste`me en e´tat stationnaire. En effet, si le taux de production
des neutrons de fission n’est plus e´gal a` la somme de l’absorption et du taux de fuites,
on perd la condition de stationnarite´.
• Qfiss(r,E) est le terme de source de fission :
Qfiss(r, E) =
Jfiss∑
j=1
χj(E)
∫ ∞
0
dE
′
νΣf,j(r, E
′
)Φ(r, E
′
) (2.7)
ou` Jfiss est le nombre total d’isotopes fissiles ; χj(E) est le spectre de fission de l’isotope
j, c’est-a`-dire la densite´ de probabilite´ qu’a l’isotope j d’e´mettre un neutron a` l’e´nergie
E ; et νΣf,j(r,E
′
) est le nombre de neutrons e´mis par fission multiplie´ par la section
efficace macroscopique de fission de l’isotope j.
L’e´quation de transport multi-groupe
L’e´quation de transport multi-groupe est obtenue par une discre´tisation en e´nergie de l’e´qua-
tion de transport diffe´rentielle donne´e par l’e´quation 2.5. Le continuum d’e´nergie est ainsi
discre´tise´ en intervalles [Eg; Eg−1[, (g ∈ [1;G]). L’e´quation de transport devient alors :
Ω · ∇Φg(r,Ω) + Σg(r)Φg(r,Ω) = Qg(r,Ω) (2.8)
ou` le terme de source multi-groupe est donne´ par :
7Qg(r,Ω) =
G∑
h=1
∫
4pi
d2Ω
′
Σs,g←h(r,Ω
′
)Φh(r,
′
) +
1
4pikeff
Jfiss∑
j=1
χj,g
G∑
h=1
νΣf,j,h(r)Φh(r) (2.9)
On obtient alors un syste`me d’e´quations couple´es tre`s complexe a` re´soudre nume´riquement.
Les codes que nous allons utiliser dans cette e´tude s’appuient sur la re´solution d’e´quations
simplifie´es : les e´quations SPN et l’e´quation de la diffusion, issues de l’approximation Pn des
harmoniques sphe´riques. Cependant, il est important de noter que ces e´quations prennent en
compte des hypothe`ses supple´mentaires qui ne rele`vent pas de l’approximation Pn, comme
on le verra par la suite.
Conditions de continuite´ et conditions aux frontie`res
Afin de re´soudre l’e´quation de transport, il est ne´cessaire de de´finir des conditions aux fron-
tie`res, reliant le flux entrant au flux sortant d’un e´le´ment de volume donne´. Soit un e´le´ment
de volume V entoure´ par une frontie`re ∂V. Soit la normale a` la frontie`re au point rs, note´e
N(rs). Les diffe´rentes conditions aux frontie`res rencontre´es sont :
• La re´flexion spe´culaire : c’est une condition de syme´trie qui impose que le flux sortant
soit e´gal au flux entrant :
Φ(rs, E,Ω
+) = Φ(rs, E,Ω
−) (2.10)
ou` Ω+ ·N(rs) = −Ω− ·N(rs) et (Ω+ ×Ω−) ·N(rs) = 0
• La condition de re´flexion isotrope : on suppose que chaque neutron sortant de l’e´le´ment
de volume V est re´fle´chi dans le meˆme volume de manie`re isotrope. Ainsi :
Φ(rs, E,
−) =
β
pi
∫
Ω+·N(rs)>0
d2Ω+ [Ω+ ·N(rs)] Φ(rs, E,Ω+) (2.11)
avec Ω− ·N(rs) < 0, et ou` β est un coefficient compris entre 0 et 1 et appele´ albedo.
Lorsque β = 0, on a une condition de flux nul a` la frontie`re et l’ensemble des neutrons
sortent de l’e´le´ment de volume V. Lorsque β = 1, les neutrons incidents sont re´fle´chis
a` l’inte´rieur de l’e´le´ment de volume V. Cette condition aux frontie`res est e´videmment
une approximation. Cependant, elle refle`te assez bien le comportement des neutrons
thermiques, ce qui est inte´ressant, car ce sont principalement ces derniers qui sont res-
8ponsables de la re´action de fission au sein du re´acteur. De plus, elle donne lieu a` des
calculs moins complexes que la re´flexion spe´culaire.
2.1.2 E´quations SPN
L’approximation Pn
L’approximation Pn consiste a` de´coupler la de´pendance du flux neutronique et du terme de
source par rapport a` la variable spatiale et angulaire. Pour ce faire, on re´alise un de´veloppe-
ment en se´ries harmoniques sphe´riques de ces deux grandeurs (He´bert, 2006). On e´crit :
Φ(r,Ω) =
n∑
l=0
2l + 1
4pi
l∑
m=−l
Φml (r)R
m
l (2.12)
Q(r,Ω) =
n∑
l=0
2l + 1
4pi
l∑
m=−l
Qml (r)R
m
l (2.13)
ou` le terme Rml est une harmonique sphe´rique de´composable en polynoˆmes de Legendre
(He´bert, 2009).
Les e´quations SPN
Les e´quations SPN sont issues de l’approximation Pn en 1D. Dans ce cas, les deux approxi-
mations sont e´quivalentes, et les e´quations SPN s’e´crivent alors :
l
2l + 1
d
dx
Φl−1(x) +
l + 1
2l + 1
d
dx
Φl+1(x) + Σ(x)Φl(x) = Ql(x) (2.14)
Pour passer aux e´quations SPN ge´ne´ralise´es en 2D ou 3D, une technique consiste a` remplacer
le terme d
dx
par l’ope´rateur de divergence lorsque l est pair et par l’ope´rateur gradient lorsque
l est impair (Gelbard, 1960). On obtient alors le syste`me des e´quations SPN :{
l
2l+1
∇ ·Φl−1(r) + l+12l+1∇ ·Φl+1(r) + Σ(r)Φl(r) = Ql(r) si l est pair
l
2l+1
∇Φl−1(r) + l+12l+1∇Φl+1(r) + Σ(r)Φl(r) = Ql(r) si l est impair
(2.15)
Ce sont ces e´quations qui seront re´solues par les codes de cœur utilise´s dans cette e´tude
lorsque nous e´valuerons des re´flecteurs dans le cadre de calculs SP3.
92.1.3 L’e´quation de la diffusion
L’e´quation de diffusion est e´galement issue de l’approximation Pn des harmoniques sphe´-
riques de´veloppe´e a` l’ordre n=1. Seuls les deux premiers termes sont alors conserve´s, et
l’e´quation 2.12 discre´tise´e s’e´crit alors :
Φg(r,Ω) =
1
4pi
[Φg(r) + 3Ω · Jg(r)] (2.16)
Ici, Jg(r) est la densite´ de courant angulaire : Jg(r) =
∫
4pi
d2Ω Ω · Φg(r,Ω). En inte´grant
l’e´quation 2.16 dans l’e´quation 2.8 et en inte´grant sur l’angle solide, on obtient l’e´quation de
la diffusion comme suit :
Σg(r)Φg(r) +∇ · Jg =
G∑
h=0
Σs,g←h(r)Φh(r) +
χ(E)
keff
G∑
h=0
νΣf,h(r)Φh(r) (2.17)
La loi de Fick
La loi de Fick est une loi classique de la physique qui relie le courant de diffusion au flux.
Cette loi ge´ne´rale est applicable a` la neutronique et s’e´crit :
Jg(r) = −Dg(r)∇Φg(r) (2.18)
ou` Dg est appele´ coefficient de diffusion. Cette grandeur est fondamentale dans notre e´tude,
il s’agit d’un des parame`tres que nous allons chercher a` optimiser pour le re´flecteur par la
suite. La pre´cision des calculs de diffusion repose en effet en grande partie sur la manie`re dont
est mode´lise´ ce coefficient. En introduisant la loi de Fick dans l’e´quation 2.17, on obtient :
−∇ ·Dg(r)∇Φg(r) + Σg(r)Φg(r) =
G∑
h=0
Σs,g←h(r)Φh(r) +
χ(E)
keff
G∑
h=0
νΣf,h(r)Φh(r) (2.19)
L’e´quation de diffusion, comme les e´quations SPN, est donc en fait un proble`me aux valeurs
propres. La solution triviale Φ(r) = 0 n’a e´videmment pas de sens physique. Il existe une
infinite´ de solutions a` ce proble`me pour diffe´rentes valeurs de keff. Cependant une seule de ces
solutions a un sens physique : la solution fondamentale, qui correspond au keff le plus grand
parmi toutes les solutions possibles. En effet, seule cette solution permet de conserver un
flux positif en tout point. Les autres valeurs de keff solutions du proble`me 2.19 sont appele´es
harmoniques. Physiquement, le keff correspond au rapport entre les nombres de neutrons entre
deux ge´ne´rations successives. On dit alors que lorsque keff ≥ 1, le re´acteur est sur-critique,
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et lorsque keff ≤ 1, qu’il est sous-critique. Enfin lorsque keff = 1, le re´acteur est dit critique.
C’est la situation qui est recherche´e dans l’e´tat stationnaire et le controˆle du re´acteur doit
eˆtre effectue´ dans ce sens.
Conditions de continuite´ et conditions aux frontie`res
Comme dans le cas de l’e´quation de transport, il convient de traiter les conditions de conti-
nuite´ ainsi que les conditions aux frontie`res. On impose au flux et au courant d’eˆtre continus
a` l’interface entre deux mate´riaux diffe´rents au sein du re´acteur. Si l’on suppose une interface
plane infinie entre deux mate´riaux situe´e en x0 et de normale N = (1,0,0), la condition de
continuite´ sur cette interface se traduit alors par :
∀ (y, z) ∈ R2 Φg(x−0 , y, z) = Φg(x+0 , y, z)
∀ (y, z) ∈ R2 Jg(x−0 , y, z) ·N = Jg(x+0 , y, z) ·N (2.20)
Aux frontie`res du re´acteur, il existe plusieurs conditions possibles. Conside´rons une frontie`re
note´e ∂Wi :
• La condition de flux nul : Φg(r) = 0 si r ∈ ∂Wi. Cette condition est ne´anmoins peu
physique puisqu’elle suppose une absence de neutrons sur la frontie`re ∂Wi.
• La condition d’albe´do :
Dg(r)∇Φg(r) ·N(r) + 1
2
1− β(r)
1 + β(r)
Φg(r) = 0 si r ∈ ∂Wi (2.21)
ou` β(r) =
J−g
J+g
est appele´ l’Albedo, et J−g et J
+
g sont les courants respectivement sortant
et entrant. Lorque β(r) = 0, on a une condition de courant nul a` la frontie`re et l’en-
semble des neutrons sorts de l’e´le´ment de volume. Lorsque β(r) = 1, on a une condition
de syme´trie.
2.1.4 Homoge´ne´isation et condensation
Dans cette e´tude, nous allons faire appel a` des proce´dures de condensation et d’homoge´ne´i-
sation des sections et des flux (Courau, 2004). Nous disposerons souvent de bibliothe`ques de
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sections et de flux a` 26 groupes d’e´nergie, avec une discre´tisation fine en espace et nous au-
rons besoin d’obtenir les meˆmes donne´es avec un maillage e´nerge´tique et spatial plus grossier.
L’objet de ces proce´dures de condensation et d’homoge´ne´isation est de conserver les taux de
re´action dans le cœur, lorsque l’on mode´lise le maillage e´nerge´tique ou spatial plus ou moins
grossie`rement.
Les flux et les sections sont de´finis dans un espace a` N× G dimensions (N re´gions spatiales
et G groupes d’e´nergie). On de´finit alors des macro-re´gions (Nm, m ∈ [1,M]) et des macro-
groupes d’e´nergie (Gk, k ∈ [1,K]). Les flux et les sections homoge´ne´ise´s et condense´s sont alors
de´finis dans un espace a` M×K dimensions. La re´union des macro-groupes d’e´nergie redonne
l’ensemble complet des groupes d’e´nergie de de´part, et la re´union des macro-re´gions redonne
l’ensemble des re´gions de de´part. Les diffe´rentes grandeurs utiles sont condense´es et homo-
ge´ne´ise´es comme suit (on ne notera pas la de´pendance en espace, afin d’alle´ger les notations) :
• Les volumes :
Vm =
∑
i∈Nm
Vi (2.22)
• Les flux :
Φm,k =
1
Vm
∑
i∈Nm
∑
g∈Gk
Φi,gVi (2.23)
• Les sections efficaces totales :
Σm,k =
1
VmΦm,k
∑
i∈Nm
∑
g∈Gk
Φi,gViΣi,g (2.24)
• Les sections efficaces de diffusion :
Σs,m,k←l =
1
VmΦm,k
∑
i∈Nm
∑
g∈Gk
∑
h∈Gl
Φi,hViΣs,i,g←h (2.25)
• Les sections efficaces de fission :
νΣf,m,k =
1
VmΦm,k
∑
i∈Nm
∑
g∈Gk
Φi,gViνΣf,i,g (2.26)
• Les spectres de fission :
χm,k =
∑
i∈Nm Vi
∑Jfiss
j=1
∑
g∈Gk χg,j
∑G
h=1 νΣf,i,h,jΦi,h
Vm
∑Jfiss
j=1
∑K
h=1 νΣf,m,h,jΦm,h
(2.27)
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ou` νΣf,m,h,j est la section efficace de fission de l’isotope fissile de´signe´ par l’indice j.
2.1.5 Me´thode des e´le´ments finis de Raviart-Thomas
Les codes de cœur de´terministes utilise´s tout au long de cette e´tude reposent sur la me´thode
des e´le´ments finis de Raviart-Thomas pour re´soudre nume´riquement l’e´quation de la diffusion
ou les e´quations SPN et calculer le flux neutronique dans l’ensemble du re´acteur.
Les me´thodes des e´le´ments finis permettent d’approcher la solution d’e´quations aux de´rive´es
partielles line´aires sur un domaine compact, et avec des conditions aux bords et a` l’inte´rieur
du domaine. Ces me´thodes reposent sur le de´coupage de l’espace en un grand nombre de
paralle´le´pipe`des. On choisit ensuite une base de fonctions dans laquelle les grandeurs du pro-
ble`me sont de´compose´es. Un e´le´ment est de´fini par l’association d’une ge´ome´trie et d’une base
de fonctions. La me´thode de Raviart-Thomas est issue d’une formulation duale des e´le´ments
finis, pre´sente´e par Raviart et Thomas (Raviart et Thomas, 1977). Il s’agit d’une me´thode
des e´le´ments finis caracte´rise´e par :
• Une condition essentielle (condition impose´e a priori) qui impose a` la composante du
courant neutronique J orthogonale a` chaque interface de chaque e´le´ment d’eˆtre continue.
• Une condition naturelle (obtenue a` la convergence de la me´thode) : le flux sera continu
aux interfaces entre les e´le´ments apre`s convergence.
Cette formulation est inte´ressante, car elle permet d’appliquer une me´thode de pre´condition-
nement des matrices A et B (voir 2.42) Alternating Direction Implicit (ADI) (He´bert, 1986),
afin de simplifier la re´solution des e´quations aux valeurs propres telles que l’e´quation de la
diffusion ou les e´quations SPN et de calculer le flux neutronique dans le re´acteur.
Soit une e´quation aux valeurs propres :
AΦ = S (2.28)
La me´thode ADI consiste a` introduire une matrice M suffisamment proche de A−1. Pour cela,
on de´compose A selon :
A = U+ PxXPTx + PyYPTy + PzZPTz (2.29)
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ou` U est la matrice diagonale contenant les e´le´ments diagonaux de A. X, Y et Z sont des
matrices contenant les e´le´ments non diagonaux de A. Px, Py et Pz sont des matrices de
permutation. On a alors :
M = (PzZ˜−1PTz )U(PyY˜−1PTy )U(PxX˜−1PTx ) (2.30)
avec :
X˜ = X+ PTxUPx
Y˜ = Y+ PTyUPy (2.31)
Z˜ = Z+ PTz UPz
Alors on peut multiplier l’e´quation 2.28 par M et on re´sout l’e´quation 2.28 par ite´rations
successives comme suit :{
Φ(0) donne´
∀j ≥ 0, Φ(j+1) = Φ(j) +M(S− AΦ(j)) (2.32)
Cette me´thode est applicable si l’e´quation 2.29 est valide et si la norme de M est strictement
infe´rieure a` 1 ce qui est le cas si l’on utilise les e´le´ments finis de Raviart-Thomas.
Notons l’e´quation de diffusion monocine´tique : −∇ · D(r)∇φ(r) + Σr(r)Φ(r) = Q(r). Les
grandeurs de cette e´quation sont de´compose´es dans deux bases polynomiales : la base de
polynoˆmes scalaires {uk(r), k ∈ [1,K1]} et la base de polynoˆmes vectoriels {vk(r), k ∈ [1,K2]}.
Les grandeurs de la neutronique sont alors de´compose´es dans ces bases comme suit :
Φ(r) =
K1∑
k=1
φkuk(r) ; δΦ(r) =
K1∑
k=1
δφkuk(r)
J(r) =
K2∑
k=1
Jkvk(r) ; δJ(r) =
K2∑
k=1
δJkvk(r) (2.33)
Q(r) =
K1∑
k=1
pikΣx(r)uk(r)
Les bases polynomiales explicite´es plus haut sont elles-meˆmes de´compose´es dans des bases
polynomiales bien connues. Lorsque cela est possible, on choisira une base de polynoˆmes
de Legendre, note´s P˜k(u) pour leur simplicite´. Cependant, ces derniers n’assurent pas de
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continuite´ aux bords des e´le´ments. Dans les cas ou` l’on impose la continuite´ du courant
neutronique comme on l’a de´veloppe´ plus haut, on choisira des polynoˆmes de Lagrange,
note´s Lk(u). On a ainsi :
Soit un e´le´ment e de dimensions telles que xl− 1
2
≤ x ≤ xl+ 1
2
, ym− 1
2
≤ y ≤ ym+ 1
2
, et zn− 1
2
≤
z ≤ zn+ 1
2
. On note :
u =
1
∆xe
(x− 1
2
(xl+ 1
2
+ xl− 1
2
))
v =
1
∆ye
(x− 1
2
(ym+ 1
2
+ ym− 1
2
)) (2.34)
w =
1
∆ze
(x− 1
2
(zn+ 1
2
+ zn− 1
2
))
ou` :
∆xe = xl+ 1
2
− xl− 1
2
∆ye = ym+ 1
2
− ym− 1
2
(2.35)
∆ze = zn+ 1
2
− zn− 1
2
alors les fonctions uk(r) et vk(r) se de´composent sur l’ensemble de l’espace comme suit :
• Pour une fonction scalaire uk(r) :
uk(r) =
E∑
e=1
K−1∑
k1=1
δke,k1
K−1∑
k2=1
δke,k2
K−1∑
k3=1
δke,k3P˜k1(u)P˜k2(v)P˜k3(w) (2.36)
• Pour une fonction vectorielle paralle`lle a` l’axe des abcisses :
vk(r) =
E∑
e=1
K∑
k1=0
δke,k1
K−1∑
k2=1
δke,k2
K−1∑
k3=1
δke,k3
Lk1(u)P˜k2(v)P˜k3(w)0
0
 (2.37)
• Pour une fonction vectorielle paralle`lle a` l’axe des ordonne´es :
vk(r) =
E∑
e=1
K∑
k1=0
δke,k1
K−1∑
k2=1
δke,k2
K−1∑
k3=1
δke,k3
 0P˜k1(u)Lk2(v)P˜k3(w)
0
 (2.38)
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• Pour une fonction vectorielle paralle`lle a` l’axe des coˆtes :
vk(r) =
E∑
e=1
K∑
k1=0
δke,k1
K−1∑
k2=1
δke,k2
K−1∑
k3=1
δke,k3
 00
P˜k1(u)P˜k2(v)Lk3(w)
 (2.39)
ou` E est le nombre total d’e´le´ments dans la ge´ome´trie, et δke,k1 est la fonction delta des
e´le´ments finis de´finie par :
∀e ∈ [1, E], δke,k1 =
{
1 si k = k1
0 sinon
(2.40)
A` partir de cette de´composition, l’e´quation de la diffusion 2.19 peut eˆtre re´crite sous forme
matricielle et re´solue a` l’aide de me´thodes de re´solution de syste`mes line´aires connus. Il
est cependant important de garder a` l’esprit que l’on n’obtient qu’une approximation de la
fonction flux neutronique. La pre´cision du re´sultat obtenu par la me´thode des e´le´ments finis
de Raviart-Thomas de´pend en grande partie du maillage choisi et de l’ordre des polynoˆmes.
Les choix effectue´s dans les codes de cœur que nous utiliserons permettent d’approcher le
flux neutronique avec une grande pre´cision.
2.2 Me´thode des perturbations ge´ne´ralise´es (GPT)
La me´thode des perturbations ge´ne´ralise´es est une me´thode destine´e a` e´tudier la sensibi-
lite´ d’une grandeur caracte´ristique du re´acteur (le rapport entre deux taux de re´action par
exemple), appele´e caracte´ristique, par rapport a` une variable d’e´tat (la valeur du coefficient de
diffusion par exemple) (Pomraning, 1967). La the´orie des perturbations classique correspond
au cas particulier ou` la caracte´ristique du re´acteur conside´re´e est le facteur de multiplication
effectif keff. La GPT est e´galement tre`s utile pour calculer le gradient d’une fonctionnelle
pour des e´tudes d’optimisation par rapport a` des variables continues. Ceci constituera notre
cadre d’utilisation de la GPT dans cette e´tude.
2.2.1 Position du proble`me
Tout d’abord, nous de´limiterons l’utilisation de la GPT a` des situations dans lesquelles :
• Le re´acteur est a` l’e´tat stationnaire et le flux est une solution de l’e´quation de diffusion.
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• La caracte´ristique e´tudie´e est une fonctionnelle homoge`ne F. C’est-a`-dire que l’on a :
∀α ∈ R, F{αΦ(r)} = F{Φ(r)} (2.41)
Comme nous l’avons vu dans la section 2.1.3, le flux neutronique est solution d’une e´quation
aux valeurs propres 2.19. Ici, afin de simplifier les notations, nous noterons cette e´quation :
[A(r)− µB(r)]Φ(r) = 0 (2.42)
ou` µ = 1
keff
. Par ailleurs, nous noterons de manie`re analogue l’e´quation aux valeurs propres
adjointe :
[AT (r)− µBT (r)]Φ∗(r) = 0 (2.43)
Il est important de noter ici qu’une e´quation aux valeurs propre comme 2.42 peut eˆtre associe´e
a` une e´quation singulie`re a` source du type :
[A(r)− µB(r)]Γ(r) = S(r) (2.44)
ou` S(r) est un terme de source. On de´finit alors une e´quation singulie`re a` source adjointe
associe´e :
[AT (r)− µBT (r)]Γ∗(r) = S∗(r) (2.45)
ou` S∗(r) est le terme de source adjoint. Cette e´quation n’admet de solution que si S∗(r) est
orthogonal au flux neutronique.
2.2.2 Re´solution de l’e´quation singulie`re a` sources
Une approche de re´solution de l’e´quation singulie`re a` source est propose´e dans (He´bert,
2009). Elle est base´e sur la me´thode inverse de la puissance. Soit une e´quation aux valeurs
propre 2.42 et son e´quation singulie`re a` source associe´e 2.44. L’algorithme le plus simple pour
re´soudre ce proble`me est le suivant (on n’a pas note´ la de´pendance par rapport a` la variable
spatiale pour alle´ger les notations) :{
Γ(k+1) = A−1(S + µBΓ(k)) si k ≥ 0
Γ(0) donne´
(2.46)
Cet algorithme simple est susceptible de ne pas converger dans tous les cas, et on enrichit
donc le proble`me en effectuant une proce´dure de de´contamination base´e sur la de´flation de
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Hotelling de´crite dans la re´fe´rence (He´bert, 2009). L’algorithme de re´solution devient alors :{
Γ(k+1) = A−1S + (µA−1 − Φ⊗Φ∗
Φ∗·BΦ)BΓ
(k) si k ≥ 0
Γ(0) donne´
(2.47)
ou` le signe ⊗ repre´sente le produit dyadique. Celui-ci est de´fini, pour un vecteur Ω =
(Ωx,Ωy,Ωz)
T par :
boldsymbolOmega⊗Ω =
 Ω
2
x ΩxΩy ΩxΩz
ΩxΩy Ω
2
y ΩyΩz
ΩxΩz ΩyΩz Ω
2
z
 (2.48)
Soit alors une base de vecteurs propres de l’e´quation 2.45, que l’on note {vl, l ∈ [1 ;L]}.
Chaque vecteur vl est alors solution de l’e´quation [A(r) − µlB(r)]vl = 0, ou` µl est la valeur
propre associe´ au vecteur propre vl. Alors la solution de l’e´quation singulie`re a` source peut
s’e´crire comme une combinaison line´aire des vecteurs vl :
Γ(k) =
L∑
l=1
c
(k)
l vl (2.49)
Lorsque l’on injecte l’e´quation 2.49 dans la relation de re´currence 2.47, on obtient apre`s
simplifications :
Γ(k+1) = A−1S +
L∑
l=2
µ1
µl
c
(k)
l vl (2.50)
De meˆme, le terme de source peut e´galement eˆtre exprime´ comme une combinaison line´aire
des vecteurs propres vl comme suit :
A−1S =
L∑
l=2
slvl (2.51)
Alors la relation de re´currence 2.50 devient :
Γ(k+1) =
L∑
l=2
(sl +
µ1
µl
c
(k)
l )vl (2.52)
Il suffit alors de faire tendre k vers l’infini, en remarquant que µ1
µl
≤ 1. En effet, µ1 = 1keff et
est donc d’apre`s la de´finition de keff la plus petite des valeurs propres de l’e´quation 2.42. On
obtient alors :
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Γ = lim
k→∞
Γ(k) =
L∑
l=2
sl
1− µ1
µl
vl (2.53)
2.2.3 Calcul des de´rive´es
Dans cette e´tude, la GPT est utilise´e afin de calculer le gradient d’une caracte´ristique du
re´acteur F. On note ce gradient ∇F{Φ(r)}. La variation de la caracte´ristique F par rapport
au flux neutronique δFδΦ{Φ(r)} est donne´e par :
δFδΦ{Φ(r)} =< δΦ(r),∇F{Φ(ζ); r} > (2.54)
ou` ∇F{Φ(ζ); r} de´signe le gradient de la caracte´ristique F pris au point r.
Il est important de noter ici que le gradient de la caracte´ristique F est orthogonal au flux
neutronique. En effet, on a :
δFΦ{Φ(r)} =< Φ(r),∇F{Φ(ζ); r} > = [ d
d
F{Φ(r) + Φ(r)}]→0
= [
d
d
F{(1 + )Φ(r)}]→0 (2.55)
or F est suppose´e homoge`ne donc F{(1 + )Φ(r)} = F{Φ(r)}, et :
δFΦ{Φ(r)} = [ d
d
F{Φ(r)}]→0 = 0 (2.56)
Le gradient de la caracte´ristique est donc orthogonal au flux. Ce re´sultat est fondamental
puisqu’il suppose que le proble`me singulier a` source adjoint 2.57 admet au moins une solution.
[AT (r)− µBT (r)]Γ∗(r) = −∇F{Φ(ζ); r} (2.57)
La variation de la caracte´ristique de´finie pre´ce´demment (voir 2.54) s’e´crit donc :
δFδΦ(r){Φ(r)} = < δΦ(r),∇F{Φ(ζ); r} >
= < δΦ, [AT (r)− µBT (r)]Γ∗(r) > (2.58)
= − < [δA(r)− µδB(r)− δµB(r)]Φ(r),Γ∗(r) >
A` partir de cette variation, on peut calculer les de´rive´es de F par rapport aux variables de
controˆle du proble`me. On note ces dernie`res x = {xi, i ∈ [1, N ]}. Alors chaque de´rive´e de F
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par rapport a` la variable de controˆle xi, prise en x est note´e
∂
∂xi
F (x, r) et est de´finie par :
∂
∂xi
F (x, r) = − < [ ∂
∂xi
[A(r)− µB(r)]Φ(r),Γ∗(r) > (2.59)
Ainsi, on obtient les de´rive´es de la caracte´ristique F par rapport aux variables de controˆle. Ces
de´rive´es sont ne´cessaires afin de re´soudre un proble`me d’optimisation que nous de´velopperons
par la suite.
2.3 Assimilation de donne´es
La the´orie de l’assimilation de donne´es a e´te´ de´veloppe´e a` des fins d’e´tudes me´te´orologiques
(Bouttier et Courtier, 1999). Elle s’applique notamment a` la reconstruction de champs ou a`
des e´tudes parame´triques. En simulation neutronique des re´acteurs, la the´orie de l’assimilation
de donne´es peut par exemple eˆtre utilise´e pour de´terminer un ensemble de points de mesure
de flux neutronique optimal afin de reconstruire au mieux le flux sur l’ensemble du re´acteur
(Bouriquet et al., 2012). Dans notre e´tude, nous nous pencherons uniquement sur des e´tudes
parame´triques, cependant, il est important de disposer d’une introduction globale a` la the´orie
de l’assimilation de donne´es. Dans cette section, nous utiliserons les notations conventionnelles
trouve´es de la litte´rature relative a` cette the´orie.
2.3.1 Position du proble`me
L’objet de l’assimilation de donne´e est de trouver l’« e´tat vrai » (ou « true state ») xt d’un
syste`me, en prenant en compte le maximum d’informations dont on dispose pour de´crire ce ce
syste`me, en terme de mode`les physiques re´gissant le comportement du syste`me, de mode`les
d’observations et de statistiques d’erreur. Le fait de pouvoir prendre en compte des statis-
tiques d’erreur sur les mode`les d’observation permet d’e´tudier des syste`mes partiellement
observe´s, ou de´crits par des mode`les physiques approche´s. Cependant, il est important de
noter que l’on n’obtiendra par assimilation de donne´es qu’un estime´ de l’e´tat vrai, note´ xa.
Initialement, on dispose d’une mesure sur le syste`me, repre´sente´ par un vecteur y0. Par
exemple en me´te´orologie, il peut s’agir de mesure de la tempe´rature ou de la pression en
certains points du syste`me. En neutronique, il s’agira de mesures du flux neutronique ou de
la puissance en certains points du re´acteur. Par ailleurs, on de´finit une e´bauche du syste`me,
note´e xb, qui est une estimation a priori de l’e´tat vrai, que l’on de´finit avec une certaine
incertitude que l’on de´crira plus loin.
Une notion importante de l’assimilation de donne´es est l’ope´rateur d’observation, note´ H.
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C’est l’ope´rateur qui permet de passer de l’espace des variables de controˆle a` l’espace des
observations (ces deux espaces n’ont bien entendu pas ne´cessairement la meˆme dimension).
Ainsi, dans le cas ge´ne´ral ou` H n’est pas line´aire, les observations seront de´finies par les
vecteurs H(xt). Cependant, on cherchera toujours a` line´ariser H pour obtenir l’ope´rateur
d’observation line´arise´, aussi appele´ mode`le tangent, H. Les observations seront alors de´-
finies par le vecteur Hxt. Dans ce cas, H sera e´gal a` sa transpose´e, aussi appele´e mode`le
adjoint, note´e HT.
De´finissons a` pre´sent les statistiques d’erreur qui caracte´risent le syste`me. Tout d’abord,
l’e´bauche xb est entache´e d’une erreur suppose´e non biaise´e, note´e b = xb − xt. On de´finit
alors la matrice de covariance de l’erreur sur l’e´bauche : B = E[b ·(b)T ]. De la meˆme manie`re,
l’erreur sur les observations, e´galement suppose´e non biaise´e, est donne´e par 0 = y0−H(xt).
La matrice de covariance de cette erreur est note´e R = E[0 · (0)T ]. Les e´le´ments des dia-
gonales de B et R repre´sentent les variances des erreurs sur les diffe´rentes composantes de
l’e´bauche (respectivement des observations), et les termes non diagonaux repre´sentent les
covariances entre les diffe´rentes erreurs. Lorsque les variables de controˆle (respectivement les
observations) sont inde´pendantes, les matrices B et R sont donc diagonales. Dans ce cas, on
notera B = diag(σB,i, i ∈ [1,N]) et R = diag(σR,j, j ∈ [1,M]), ou` N et M sont respectivement
le nombre de variables de controˆle et d’observations.
2.3.2 Approche BLUE
Dans l’approche Best Linear Unbiaised Estimator (BLUE), on suppose que l’ope´rateur d’ob-
servation est line´aire, et on cherche une estimation de l’e´tat vrai du syste`me, appele´ analyse
et note´ xa, que l’on suppose non biaise´e, comme une combinaison line´aire de l’e´bauche et des
observations. Cette estimation est entache´e d’une erreur a = xa − xt
xa = Lxb + Ky0 (2.60)
En tenant compte des erreurs faites sur l’e´bauche, les observations et l’analyse dans l’e´qua-
tion 2.60, on obtient :
xt + a = Lxt + Lb + KHxt + K0 (2.61)
En prenant l’espe´rance mathe´matique de l’e´quation 2.61, et en tenant compte du non-biais
des erreurs, on de´duit la relation : L = I−KH, ou` I est la matrice identite´. L’e´quation 2.60
devient alors :
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xa = xb + K(y0 −Hxb) (2.62)
L’analyse est donc e´gale a` l’e´bauche a` laquelle on ajoute un terme correctif fonction de l’erreur
sur les observations. Il est de´montre´ dans (Bouttier et Courtier, 1999) que la matrice K s’e´rit :
K = BHT(HBHT + R)−1 (2.63)
Il est important ici de comprendre les deux situations extreˆmes suivantes :
• Si l’on accorde une tre`s grande confiance a` l’e´bauche, alors B = 0 et donc K = 0
d’apre`s 2.63. Il vient alors d’apre`s 2.62 : xa = xb .
• Si au contraire on accorde une tre`s grande confiance aux observations, alors R = 0 et
donc K = H−1 d’apre`s 2.63, et il vient alors xa = H−1y0.
2.3.3 Approche 3D-VAR
Dans le cadre de l’approche 3D-VAR, on cherche la meilleure estimation de l’e´tat vrai, tou-
jours appele´e analyse, en minimisant une fonctionnelle, que l’on note J. Cette me´thode de
re´solution est plus aise´e a` mettre en place lorsque l’ope´rateur d’observation est non line´aire,
et lorsque l’on n’a pas facilement acce`s au mode`le tangent. C’est cette approche que nous
allons privile´gier dans notre e´tude. En effet, on verra plus loin que l’ope´rateur d’observation
que nous retiendrons est hautement non line´aire, et le choix naturel dans notre cas est donc
l’approche 3D-VAR.
La fonctionnelle J est base´e sur la me´thode des moindres carre´s. Elle comprend une contri-
bution de l’e´bauche ponde´re´e par l’erreur faite sur cette e´bauche, et une contribution des
observations, elle aussi ponde´re´e par son erreur.
J(x) =
1
2
(x− xb)TB−1(x− xb) + 1
2
(y0 −H(x))TR−1(y0 −H(x)) (2.64)
ou` x est la valeur du vecteur de controˆle courant. L’analyse xa est alors la valeur du vecteur
de controˆle qui minimise J : xa = argmin(J(x)).
Remarquons ici que lorsque l’ope´rateur d’observation est line´aire, les deux approches sont
e´quivalentes. En effet, le gradient de J est donne´ par :
∇J(x) = B−1(x− xb)−HTR−1(y0 −H(x)) (2.65)
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En x = xa, le gradient de J est nul ce qui e´quivaut a` e´crire :
xa = xb + K(y0 −Hxb) (2.66)
ou` K est donne´ par l’e´quation 2.63. On retrouve alors la valeur de xa trouve´e en 2.62.
2.4 Codes utilise´s
Ici, nous allons utiliser plusieurs codes de cœurs de´terministes, s’appuyant sur les e´quations
et les me´thodes de re´solution de´crites dans ce chapitre. L’objectif est de mettre au point des
me´thodes analogues avec les codes d’EDF et de l’EPM.
2.4.1 Le code de cœur de´terministe DONJON
Le code DONJON (He´bert et al., 2012b) est un code de cœur de´terministe de´veloppe´ par l’
Institut de Ge´nie Nucle´aire (IGN) a` l’EPM. Il est utilise´ pour re´soudre des e´quations SPN ou
l’e´quation de la diffusion dans un re´acteur, et s’appuie sur la me´thode des e´le´ments finis de
Raviart-Thomas pre´sente´e au chapitre 2 de ce document. Initialement destine´ a` e´tudier les
re´acteurs de type CANDU, DONJON est aujourd’hui ge´ne´ralise´ pour l’e´tude d’autres types
de re´acteurs comme les REP.
Le code DONJON fait partie d’un ensemble de modules mis en synergie par l’interme´diaire
du programme de controˆle ge´ne´ralise´ CLE-2000 (Roy, 1999) de´veloppe´ au Groupe d’Analyse
Nucle´aire (GAN). Ce programme permet la gestion des flots de donne´es entre les codes et
librairies UTILIB, GANLIB, TRIVAC (He´bert, 2012) et DRAGON (Marleau et al., 2013).
Ces codes sont tous compose´s de modules inde´pendants entre eux, ainsi que d’objets, dont
les structures sont de´crites dans (He´bert et al., 2012a), appele´s dans des jeux de donne´es
utilisateur e´crits en CLE-2000.
Le code DRAGON est un code de re´seau utilise´ pour charger les bibliothe`ques de sections
macroscopiques a` partir de formats varie´s. Dans cette e´tude, nous utiliserons uniquement des
bibliothe`ques au format Saphyb calcule´es par le code APOLLO2 (Sanchez et al., 2010) de´ve-
loppe´ par le CEA. Ces bibliothe`ques sont ensuite converties en un objet compatible avec les
codes du programme GAN : l’objet Macrolib. Par ailleurs, DRAGON sert e´galement a` de´finir
la ge´ome´trie e´tudie´e. Le solveur TRIVAC est un code d’e´le´ments finis. Son roˆle est d’effectuer
une discre´tisation spatiale de la ge´ome´trie de´finie par la me´thode de Raviart-Thomas de´crite
pre´ce´demment, ainsi qu’a` fournir des re´sultats nume´riques selon les choix de l’utilisateur. Les
modules principaux de TRIVAC sont :
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• Le module GEO: sert a` cre´er ou modifier un objet Geometry contenant la ge´ome´trie de
re´acteur parame´tre´e par l’utilisateur.
• Le module TRIVAT: sert a` de´finir un objet Tracking contenant l’analyse de la ge´ome´trie
de´finie pre´ce´demment, relativement a` l’ope´rateur de calcul (e´quation de diffusion ou
e´quations SPN), et a` l’ordre des e´le´ments finis. Il admet donc comme entre´e un objet
Geometry et comme sortie un objet Tracking .
• Le module TRIVAA: sert a` construire un objet System contenant les matrices A et B
de l’e´quation 2.42 a` partir de l’objet Tracking de´fini pre´ce´demment, et des sections
efficaces contenues dans un objet Macrolib. Le module admet donc comme entre´es un
objet Tracking et un objet Macrolib, et comme sortie un objet System.
• Le module GPTFLU: sert a` re´soudre l’e´quation singulie`re a` source adjointe de´crite a`
l’e´quation 2.45, et a` stocker le re´sultat dans un objet Delta Flux. Il admet donc comme
entre´es :
— un objet Tracking.
— un objet System.
— un objet GPT Source.
et comme sortie un objet Delta Flux.
• Le module OUT: sert a` stocker le re´sultat d’un calcul de taux de re´actions dans un objet
Macrolib de´die´. Il admet donc comme entre´es :
— un objet Geometry.
— un objet Tracking.
— un objet Flux qui contient le re´sultat d’un calcul de flux au sein du re´acteur.
et comme sortie un objet Macrolib.
Le code UTILIB rassemble des utilitaires d’alge`bre line´aire. Enfin, le module GANLIB
controˆle les flux de donne´es et les e´changes entre l’ensemble des codes. Le langage de pro-
grammation utilise´ est le FORTRAN77.
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Les trois principaux codes de simulation neutronique des cœurs sont donc DRAGON, TRI-
VAC et DONJON. Le code DONJON contient le code TRIVAC qui contient lui-meˆme le
code DRAGON. Ainsi, DONJON peut faire appel aux modules de TRIVAC et de DRAGON
afin d’effectuer un calcul de cœur.
Le code DONJON est compose´ de plusieurs modules, dont la fonction est relative aux don-
ne´es du cœur entier. Dans le cadre de cette e´tude, nous utiliserons principalement les modules
suivants, dont nous allons de´tailler la fonctionnalite´ :
• Le module SCR: sert a` charger les bibliothe`ques de sections efficaces macroscopiques
dans un objet Macrolib. Il admet donc comme entre´e une bibliothe`que de sections effi-
caces au format Saphyb par exemple et comme sortie un objet Macrolib.
• Le module DELTA: sert a` cre´er un objet GPT Source contenant le terme de source d’une
e´quation singulie`re a` source (voir 2.45). Il admet comme entre´es :
— un objet Tracking.
— un objet System.
— un objet Flux.
— un objet DSystem : il s’agit d’un objet System cre´e a` partir d’un objet Macrolib
perturbe´ appele´ DMacro.
et comme sortie un objet GPT Source.
• Le module EDI: sert a` cre´er un objet Edit contenant les taux de re´actions issus d’un
calcul de flux et des sections efficaces. Il admet donc comme entre´es :
— un objet Tracking.
— un objet System.
— un objet Flux.
— un objet Macrolib
et comme sortie un objet Edit.
2.4.2 Le code de cœur de´terministe COCAGNE
Le code COCAGNE (Courau et al., 2008) (Plagne et Ponc¸ot, 2005) est un code de cœur
de´terministe de´veloppe´ par EDF dans le cadre du projet F3C. Le code COCAGNE vise a`
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remplacer le code COCCINELLE, actuellement utilise´ par les e´quipes de gestion de l’ex-
ploitation. Comme DONJON, le code COCAGNE s’appuie sur des me´thodes SPN (Plagne
et Ponc¸ot, 2005) associe´es a` des e´le´ments finis de Raviart-Thomas. Son fonctionnement est
ne´anmoins bien diffe´rent de celui de DONJON sur le plan informatique.
Pour cre´er ses propres bibliothe`ques de sections efficaces, COCAGNE utilise les bibliothe`ques
multiparame´tre´es Saphyb fournies par APOLLO2. Dans le sche´ma de calcul d’EDF, ces biblio-
the`ques sont calcule´es en milieu infini, dans le cadre de l’approximation du mode fondamental.
Ces Saphyb sont ensuite converties par COCAGNE en DKLIB. Il s’agit de bibliothe`ques mul-
tiparame´tre´es base´es sur le format HDF5. Lors de ses calculs, COCAGNE fera des appels a`
ces DKLIB afin d’extraire les sections efficaces et les donne´es relatives au calcul.
Dans les DKLIB, COCAGNE stocke plusieurs types de donne´es :
• Les sections efficaces : une DKLIB peut contenir plusieurs jeux de sections efficaces,
correpondant a` plusieurs mode´lisations des assemblages du cœur. Au cours de cette
e´tude, nous utiliserons des sections efficaces homoge`nes par assemblage lors des calculs
de diffusion, et des sections homoge`nes par crayon lors des calculs SPN.
• Des facteurs d’e´quivalence : il s’agit de facteurs qui seront utilise´s dans le cadre de
calculs he´te´roge`nes, afin de conserver les taux de re´actions par rapport au calcul de
transport effectue´ avec des assemblages calcule´s en milieu infini. Dans cette e´tude, ces
facteurs seront donc utilise´s lors des calculs SPN. Ces facteurs d’e´quivalence seront ex-
plicite´s plus loin.
• Des facteurs de normalisation : ces facteurs sont utilise´s afin de conserver le flux par
rapport au flux de transport sur l’ensemble du re´acteur, ou bien d’assurer la continuite´
du flux aux interfaces entre les assemblages. Il existe deux types de coefficients de nor-
malisation : la normalisation flux-volume qui sera utilise´e lors de calculs homoge`nes par
crayon en SPN/SN multi-groupes, et la normalisation de Selengut qui sera utilise´e dans
toutes les autres configurations.
• Des facteurs de forme : ces facteurs sont utilise´s lors de calculs homoge`nes par assem-
blage. Il s’agit de facteurs refle´tant la forme des flux a` l’e´chelle du crayon. Ils permettent
alors de reconstruire le flux homoge`ne par crayon a` partir du flux homoge`ne par assem-
blage obtenu par le calcul. Ces facteurs seront donc utilise´s dans cette e´tude lors des
26
calculs de diffusion, car une mode´lisation homoge`ne par assemblage est choisie dans ce
cas.
L’ensemble des ces grandeurs peut eˆtre stocke´ dans une DKLIB, pour plusieurs points de
fonctionnement parame´tre´s par plusieurs grandeurs telles que l’irradiation, la puissance, le
niveau de Xe´non, etc. A` partir de ces bibliothe`ques, COCAGNE est capable de mener ses
calculs. Pour cela, le code effectue une interpolation des donne´es contenues dans la DKLIB.
En effet, le point de fonctionnement conside´re´ est peu susceptible d’eˆtre un des points pour
lesquels sont calcule´es les grandeurs stocke´es dans la DKLIB. COCAGNE interpole donc les
donne´es de la DKLIB pour le point de fonctionnement donne´.
Les grandeurs contenues dans les DKLIB vont a` pre´sent eˆtre explicite´es.
Facteurs d’e´quivalence
Ces facteurs seront utilise´s dans cette e´tude lorsque l’on effectuera des calculs homoge`nes
par crayon, donc lors de nos calculs SPN. Lors de ces calculs, COCAGNE applique des
facteurs d’e´quivalence (semblables aux facteurs SPH de DRAGON et DONJON) au flux
afin de conserver les taux de re´action par rapport au un calcul de transport re´alise´ avec
des assemblages calcule´s en milieu infini. Ainsi, si on conside`re un groupe d’e´nergie g et un
assemblage i, le taux de re´action obtenu par re´solution de l’e´quation de transport s’e´crit :
RgT,i = Σ
g
i · ΦgT,i (2.67)
ou` ΦgT,i et Σ
g
i sont respectivement le flux de transport et la section efficace totale du groupe
g dans l’assemblage i. De la meˆme manie`re, le taux de re´action obtenu par un calcul de
diffusion est donne´ par :
RgD,i = Σ
g
i · ΦgD,i (2.68)
ou` ΦgT,i est le flux de diffusion dans l’assemblage i. On observe alors que les taux de re´actions
RgT,i et R
g
D,i sont diffe´rents. Si l’on veut conserver le taux de re´action, il faut alors appliquer un
facteur d’e´quivalence λgi aux sections efficaces. On obtient alors un nouveau flux de diffusion
Φ˜gD,i tel que :
RgD,i = λ
g
iΣ
g
i · Φ˜gD,i = Σgi · ΦgT,i = RgT,i (2.69)
Pour calculer ces coefficients de normalisation, on proce`de par ite´ration comme il est expli-
que´ dans (Courau et al., 2008). Ces coefficients sont ensuite normalise´s selon les techniques
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suivantes.
Normalisation flux/volume
Cette normalisation est utilise´e dans cette e´tude lorsque l’on effectue des calculs homoge`nes
par crayon en SPN multi-groupe. La normalisation flux/volume consiste a` multiplier le flux et
la section par un coefficient, ce qui ne modifie pas les taux de re´action et assure la conservation
du flux par rapport au flux de transport sur l’ensemble du re´acteur. Ainsi, le facteur de
normalisation applique´ est :
fFlux/V ol =
∑
i ViΦ˜
g
D,i∑
i ViΦ
g
T,i
(2.70)
Normalisation de Selengut
La normalisation de Selengut est quant a` elle utilise´e dans cette e´tude lors de calculs de
diffusion. Son objectif est d’assurer la continuite´ du flux reconstruit aux interfaces entre
assemblages. Notons Φ¯g le flux moyen sur un assemblage, Φglame le flux a` la frontie`re de
l’assemblage, calcule´ comme e´tant le flux dans la lame d’eau, et Φgrange´e le flux dans la dernie`re
range´e de crayons. Il existe deux types de coefficients de normalisation de Selengut : le
coefficient de Selengut standard note´ fSSelengut et le coefficient de Selengut ge´ne´ralise´ note´
fGSelengut. Ces coefficients sont de´finis par :
fSSelengut =
Φ¯g
Φglame
fGSelengut =
Φgrange´e
Φglame
(2.71)
Reconstruction fine de puissance
Lorsque l’on effectue des calculs homoge`nes par assemblages, on obtient un flux neutronique
constant sur chaque assemblage. Avec COCAGNE, on a la possibilite´ de reconstruire le flux
neutronique a` l’e´chelle du crayon (appele´ flux crayon par crayon) selon un proce´de´ appele´
reconstruction fine de puissance. On conside`re que le flux neutronique dans un assemblage
Φg(r) est le produit d’un flux constant sur l’assemblage note´ φ˜g(r), et d’un flux microsco-
pique de structure fine note´ ψ˜g(r). On a ainsi : Φg(r) = φ˜g(r) · ψ˜g(r). Le flux de structure
fine est calcule´ par le code de transport (ici APOLLO2) qui prend en compte la structure
d’un assemblage a` l’e´chelle du crayon. Il est e´galement stocke´ dans la DKLIB et appele´ par
COCAGNE lors du calcul. Le flux homoge`ne est quant a` lui issu du calcul COCAGNE.
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Il est important de noter que l’approximation faite sur la de´composition du flux neutronique
permet d’obtenir des re´sultats exacts uniquement dans le cas ou` les assemblages sont calcule´s
en milieu infini. Dans les autres cas cependant, elle permet d’approcher le flux crayon par
crayon avec une tre`s bonne pre´cision.
2.4.3 Les modules d’OPTEX dans DONJON
Les modules d’OPTEX ont e´te´ utilise´s afin de re´aliser des calculs d’optimisation dans DON-
JON. Initialement, les modules d’OPTEX ont e´te´ utilise´s pour optimiser la gestion de com-
bustibles dans les re´acteurs CANDU. Dans cette e´tude, le mode`le de re´flecteur de´veloppe´ a`
l’IGN et de´taille´ au chapitre 3 de ce document s’appuie sur la minimisation d’une fonction-
nelle et utilise les modules d’OPTEX de´crits ci-dessous :
• Le module DLEAK: sert a` spe´cifier la nature et le nombre des variables de controˆle de
l’optimisation (coefficients de diffusion ou sections macroscopiques totales). Il sert e´ga-
lement a` perturber l’objet Macrolib initial. Ainsi, ce module calcule les de´rive´es des
sections macroscopiques efficaces par rapport aux variables de controˆle. Ces de´rive´es
sont utilise´es pour calculer les de´rive´es des matrices A et B par rapport aux variables
de controˆle de l’e´quation 2.59. Ce module admet donc comme entre´e un objet Macrolib
et comme sortie un objet DMacro et un objet Optimization.
• Le module DREF: sert a` calculer la fonctionnelle (voir 3.3) et son gradient par rapport
au flux neutronique (voir 3.6), et a` stocker le re´sultat dans un objet GPT Source. Il
admet donc comme entre´es :
— un objet Macrolib.
— un objet Flux.
— un objet Tracking.
et comme sortie un objet GPT Source.
• Le module GRAD: sert tout d’abord a` calculer les gradients de la fonction objectif par
rapport aux variables de controˆle (voir 2.59), a` partir de l’objet Delta Flux calcule´
par le module GPTFLU:. De plus, il sert e´galement a` de´finir ou actualiser les options
d’optimisation : le rayon initial d’une contrainte quadratique par exemple. Il pourra
enfin re´duire ce rayon au besoin au cours de l’exe´cution de l’algorithme d’optimisation.
Ce module admet donc comme entre´es :
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— un objet Delta Flux.
— un objet GPT Source.
— un objet Optimization.
et comme sortie un objet Optimization.
• Le module PLQ: sert a` re´soudre un proble`me d’optimisation quasi-line´aire avec contrainte
quadratique mis en place par le module GRAD:. Il admet comme entre´e et comme sortie
un objet Optimization.
2.4.4 Le module ADAO de la plateforme SALOME
Le module Assimilation de Donne´es et Aide a` l’Optimisation (ADAO) est disponible en
open-source dans la version 7 de la plateforme SALOME (Ribes, 2007) (sit, 2013). C’est
un module qui permet de re´aliser des e´tudes d’assimilation de donne´es, selon les me´thodes
de´veloppe´es dans la section 2.4 de ce document. Ce module ne de´pend pas de la physique
e´tudie´e, et est actuellement utilise´ pour des applications tre`s varie´es en me´canique ou en
simulation neutronique des cœurs par exemple. Chez EDF R&D, il est notamment utilise´
en reconstruction de champs, pour e´tudier l’influence du re´seau de points de mesure du flux
neutronique dans le re´acteur sur le flux reconstruit (Bouriquet et al., 2011), ou pour de´finir
un ensemble optimal de points de mesure pour obtenir une meilleure estimation du flux
neutronique dans l’ensemble du cœur (Bouriquet et al., 2012)
L’objectif de ce module est de fournir a` l’utilisateur un outil pour construire son e´tude
d’assimilation de donne´es. L’ope´rateur d’observation ainsi que tous les mode`les physiques sont
externes au module ADAO. Ils doivent eˆtre imple´mente´s par l’utilisateur par l’interme´diaire
de scripts Python. Dans notre cas, il s’agira de jeux de donne´es COCAGNE, dont le langage
utilisateur est Python.
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CHAPITRE 3
CADRE GE´NE´RAL DE L’E´TUDE ET ME´THODES
3.1 Position du proble`me
3.1.1 Mode´lisation du cœur
L’objectif de notre e´tude est d’e´tablir une me´thode de calcul de re´flecteurs 2-groupes ou multi-
groupes, he´te´roge`nes, pour des ope´rateurs de calcul de diffusion, SPN ou SN, en minimisant
les e´carts entre la nappe de puissance calcule´e par un code de cœur de´terministe (DONJON
ou COCAGNE) et une nappe de puissance de re´fe´rence.
Tout au long de notre e´tude, les tests seront effectue´s sur un huitie`me de re´acteur contenant
33 assemblages combustibles, comme pre´sente´ en Figure 3.1. Ces assemblages seront calcule´s
en milieu infini, dans le cadre de l’approximation du mode fondamental. Le re´flecteur sera
compose´ de 33 assemblages, qui pourront eˆtre diffe´rencie´s ou homoge´ne´ise´s selon les choix
que nous exposerons dans le chapitre 5.
1 2 3 4 5 6 7 8 9 R R
10 11 12 13 14 15 16 17 R R
18 19 20 21 22 23 R R R
24 25 26 27 28 R R R
29 30 31 R R R R
32 33 R R R R
R R R R R
R R R R
R R R
R R
R
Figure 3.1 Mode´lisation du huitie`me de cœur (1 a` 33 : combustible ; R : re´flecteur)
La nappe de puissance de re´fe´rence est obtenue a` partir d’un calcul APOLLO2 sur un hui-
tie`me de re´acteur tel que pre´sente´ sur la figure Fig. 3.1, base´ sur la me´thode MOC, a` 281
groupes d’e´nergie et 142 872 re´gions. Ce calcul est ensuite condense´ a` 26 groupes d’e´nergie
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et homoge´ne´ise´ sur les 66 re´gions de la figure Fig. 3.1. Enfin, ce calcul de re´fe´rence valide´
par rapport au code stochastique TRIPOLI (Both et Peneliau, 1996). Ce calcul de re´fe´rence
sera ensuite condense´ sur le maillage e´nerge´tique auquel on de´sire calculer le re´flecteur, et
homoge´ne´ise´ selon le maillage spatial que l’on choisit pour le re´flecteur. On obtient ainsi une
nappe de puissance de re´fe´rence cohe´rente avec les choix de maillages spatiaux et e´nerge´tiques
choisis pour le re´flecteur.
Lors de notre e´tude, nous allons minimiser les e´carts entre la nappe de puissance calcule´e
et la nappe de puissance de re´fe´rence en modifiant certains parame`tres du re´flecteur, que
l’on appellera variables de controˆle. Les variables de controˆle de notre proble`me seront les
coefficients de diffusion du re´flecteur lorsque l’on travaillera avec un ope´rateur de diffusion
(note´ Dg,Ri pour le groupe d’e´nergie g et la zone du re´flecteur Ri), et les sections efficaces
macroscopiques totales du re´flecteur lorsque l’on travaillera avec un ope´rateur SPN (note´es
Σtr,g,Ri pour le groupe d’e´nergie g et la zone du re´flecteur Ri).
3.1.2 Initialisation du re´flecteur
Position du proble`me
Afin de mettre en place nos proce´dures de calcul de re´flecteurs, il est ne´cessaire de choisir un
re´flecteur initial, que ce soit dans le cadre de la GPT ou de l’assimilation de donne´es (voir
le chapitre 2). Ce re´flecteur initial est d’une importance cruciale pour la suite de l’e´tude. En
effet, seules certaines des sections efficaces du re´flecteur seront modifie´es durant la proce´dure
(les coefficients de diffusion ou les sections efficaces macroscopiques totales), et les autres
sections restant inchange´es tout au long du processus d’optimisation. Il est donc primordial
que les sections qui ne seront pas modifie´es soient calcule´es de fac¸on pertinente au de´part.
Le re´flecteur initial est obtenu a` partir du calcul de re´fe´rence APOLLO2. En effet, celui-ci
contient un jeu de sections efficaces a` 26 groupes d’e´nergie et 66 re´gions. Cependant, ce calcul
ne contient pas de coefficients de diffusion. Lorsque l’on effectue des calculs de diffusion, on
devra donc calculer ces coefficients de diffusion a` partir des sections efficaces. Le coefficient
de diffusion s’obtient a` partir de la section efficace macroscopique totale corrige´e P-1, comme
suit (on n’a pas note´ ici la de´pendance a` la zone du re´flecteur afin d’alle´ger les notations) :
Σtr,g = Σg −
G∑
h=1
Σs,1,g←h (3.1)
ou` :
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• Σtr,g est la section efficace macroscopique totale corrige´e P-1 du groupe g.
• Σg est la section efficace macroscopique totale du groupe g.
• Σs,1,g←h est la section efficace de diffusion anisotrope du groupe h au groupe g.
• G est le nombre total de groupes d’e´nergie.
On a donc deux choix pour calculer ces coefficients de diffusion :
• Calculer d’abord les coefficients de diffusion a` 26 groupes directement a` partir des sec-
tions efficaces macroscopiques totales corrige´es P-1 du calcul de re´fe´rence, puis conden-
ser ces coefficients de diffusion selon le maillage e´nerge´tique choisi pour le re´flecteur.
• Condenser d’abord les sections efficaces macroscopiques totales corrige´es P-1 contenues
dans le calcul de re´fe´rence selon le maillage e´nerge´tique choisi pour le re´flecteur, puis
calculer les coefficients de diffusion du re´flecteur a` partir de ces sections efficaces ma-
croscopiques totales corrige´es P-1 condense´es.
Nous avons donc effectue´ la comparaison entre les deux approches, a` deux groupes d’e´nergie,
en utilisant un ope´rateur de diffusion et avec un re´flecteur homoge`ne. Nous avons e´galement
compare´ les re´sultats donne´s par les deux approches aux re´sultats donne´s par le re´flecteur de
Lefebvre-Lebigot. Les trois re´flecteurs initiaux teste´s sont alors les suivants :
• Un re´flecteur dont les coefficients de diffusion 2 groupes sont calcule´s en utilisant
les sections macroscopiques totales 2 groupes corrige´es P-1 issues d’un calcul MOC
d’APOLLO2 a` 26 groupes d’e´nergies condense´ a` 2 groupes d’e´nergie (correspondant a`
« re´fe´rence » dans le tableau 3.1). Les coefficients de diffusion du re´flecteur sont donc
exprime´s dans ce cas par : D = 1
3
∫
E Σtr(E) dE
. En effet, on inte`gre les sections macrosco-
piques totales corrige´es P-1 sur le maillage e´nerge´tique a` 26 groupes pour obtenir des
sections macroscopiques totales 2 groupes corrige´es P-1.
• Un re´flecteur dont les coefficients de diffusion 2 groupes sont calcule´s en condensant
les coefficients de diffusion 26 groupes. Ceux-ci sont obtenus directement a` partir des
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sections efficaces macroscopiques totales ponde´re´es P-1 a` 26 groupes issues du cal-
cul MOC d’APOLLO2 a` 26 groupes d’e´nergie (correspondant a` « cond/hom » dans
le tableau 3.1). Les coefficients de diffusion sont donc exprime´s dans ce cas par :
D =
∫
E
1
3Σtr(E)
dE
• Un re´flecteur calcule´ par la me´thode de Lefebvre-Lebigot (Marguet, 2011) (correspon-
dant a` « Lefebvre-Lebigot » dans le tableau 3.1).
On a compare´ les re´sultats de ces trois re´flecteurs initiaux en les associant a` trois types de cal-
culs pour les assemblages de la partie active (correspondant a` « Comb. » dans le tableau 3.1) :
• Des assemblages dont les coefficients de diffusion 2 groupes sont calcule´s en utilisant
les sections macroscopiques totales 2 groupes corrige´es P-1 issues d’un calcul MOC
d’APOLLO2 a` 26 groupes d’e´nergies condense´ a` 2 groupes d’e´nergie (correspondant a`
« re´fe´rence » dans le tableau 3.1).
• Des assemblages dont les coefficients de diffusion 2 groupes sont calcule´s en condensant
les coefficients de diffusion 26 groupes. Ceux-ci sont obtenus directement a` partir des
sections efficaces macroscopiques totales corrige´es P-1 a` 26 groupes issues du calcul
MOC d’APOLLO2 a` 26 groupes d’e´nergie (correspondant a` « cond/hom » dans le ta-
bleau 3.1).
• Des assemblages calcule´s en milieu infini (correspondant a` « Milieu infini » dans le ta-
bleau 3.1). En pratique c’est ce calcul que l’on privile´giera pour la suite de l’e´tude, car
c’est le choix industriel pour les calculs de diffusion a` 2 groupes d’e´nergie.
Les comparaisons sont rassemble´es dans le tableau 3.1. On a compare´ les nappes d’e´carts
entre la puissance calcule´e par COCAGNE dans les diffe´rentes configurations a` la nappe de
puissance de re´fe´rence APOLLO2 (∆j, j ∈ [1,281]). On pre´sente dans le tableau la moyenne
des e´carts (note´e E∆abs) en %, et l’e´cart maximal (note´ max∆) en %, et de´finis par :
E∆abs =
1
281
33∑
j=1
|∆j| ; max∆ = maxj∈[1,281](∆j) (3.2)
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Tableau 3.1 Comparaisons des re´flecteurs initiaux
Comb.
Re´fl. cond/hom re´fe´rence Lefebvre
D =
∫
1
3Σtr
D = 1
3
∫
Σtr
Lebigot
max∆ (%) E∆abs (%) max∆ (%) E∆abs (%) max∆ (%) E∆abs (%)
cond/hom
13.7 4.7 32.5 14.6 X 1 X 1
D =
∫
1
3Σtr
re´fe´rence
46.3 22.8 63.4 31.7 X 1 X 1
D = 1
3
∫
Σtr
Milieu
18.7 8.6 36.5 17.9 2.5 0.7
infini
Solution retenue
Aux vues des re´sultats obtenus, il est e´vident que le re´flecteur obtenu par la me´thode de
Lefebvre-Lebigot donne de meilleurs re´sultats que ceux obtenus a` partir du calcul de re´fe´-
rence APOLLO2. Cependant, comme on l’a spe´cifie´ en introduction de cette e´tude, cette
me´thode n’est valide que dans le cas d’un calcul a` deux groupes d’e´nergie utilisant un ope´-
rateur de diffusion. Par conse´quent, nous retiendrons la strate´gie suivante pour le calcul du
re´flecteur initial :
• Lorsque l’on travaille a` deux groupes d’e´nergie en utilisant un ope´rateur de diffusion,
on utilisera comme re´flecteur initial le re´flecteur obtenu par la me´thode de Lefebvre-
Lebigot.
• Lorsque l’on de´passe le champ d’application de cette me´thode, on utilisera le re´flec-
teur obtenu par condensation/homoge´ne´isation du calcul de re´fe´rence APOLLO2 a` 26
groupes d’e´nergie.
3.2 Mise en place des me´thodes de re´solution
Dans le chapitre 2, on a expose´ les e´le´ments de the´orie ne´cessaires a` la compre´hension des
sche´mas de calcul que nous mettons maintenant en place afin de re´pondre a` notre proble´ma-
tique. On rappelle que l’objectif de notre e´tude est d’e´tablir un sche´ma de calcul de calcul de
1. Non disponible.
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re´flecteurs en minimisant les e´carts entre la nappe de puissance calcule´e par un code de cœur
de´terministe et la nappe de re´fe´rence obtenue avec APOLLO2. Nous avons alors de´veloppe´
deux sche´mas de calcul diffe´rents :
• Le sche´ma de calcul imple´mente´ a` l’EPM avec les modules d’OPTEX. Ce sche´ma de
calcul repose sur la minimisation d’une fonctionnelle dont les de´rive´es sont calcule´es
avec la me´thode GPT.
• Le sche´mas de calcul imple´mente´ a` EDF avec le code de cœur COCAGNE et le module
ADAO, qui repose sur la the´orie de l’assimilation de donne´es.
3.2.1 Le mode`le de re´flecteur OPTEX (EPM)
Dans cette section, nous allons expliciter ici comment la me´thode GPT est applique´e dans
les modules d’OPTEX pour re´pondre a` notre proble´matique, ainsi que le sche´ma de calcul
mis en place.
Fonctionnelle mise en place
La fonctionnelle que nous allons minimiser la suivante :
F{x,Φ(r)} =
33∑
i=1
(
Pi(x,Φ(r))∑33
j=1 Pj(x,Φ(r))
− P
∗
i∑33
j=1 P
∗
j
)2 (3.3)
ou` l’on a :
• Pi(x), ∀i ∈ [1, 33] est la puissance calcule´e par le code de cœur (DONJON ici) dans
l’assemblage i, telle que :
Pi(x) =< H,Φ(x,r) >i=
∫ ∞
0
dE
∫
Vi
d3rH(r, E)Φ(x, r, E) (3.4)
ou` Vi est le volume de l’assemblage i, et H (r,E) est le facteur de puissance donne´ par :
H(r, E) = κF < ΣFΦ(r, E) > +κγ < ΣγΦ(r, E) > (3.5)
κF < ΣFΦ(r,E) > est le terme de puissance produite par fission (κF se situe autour de
200 MeV et de´pend de l’isotope conside´re´),
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et κγ < ΣγΦ(r,E) > est le terme de puissance produite par capture radiative
(κγ = 8MeV).
• P∗j , ∀j ∈ [1, 33] est la puissance issue du calcul de re´fe´rence APOLLO2 dans l’assem-
blage j.
• x est le vecteur de controˆle, qui contiendra les coefficients de diffusion du re´flecteur dans
le cas de calculs de diffusion, ou les sections efficaces macroscopiques totales corrige´es
P-1 dans le cas de calculs SPN.
Cette fonctionnelle est bien homoge`ne puisque la puissance est normalise´e (on a F{x, αΦ(r)} =
F{x,Φ(r)}, ∀α ∈ R). Le gradient de F s’exprime par :
∇F{x, r} = 2∑33
j=1 Pj(x)
33∑
i=1
(
Pi(x)∑33
j=1 Pj(x)
− P
∗
i∑33
j=1 P
∗
j
)(δi(r)− Pi(x)∑33
j=1 Pj(x)
) ·

H1(r)
H2(r)
...
HG(r)
 (3.6)
ou` G est le nombre de groupes d’e´nergie conside´re´s et pour tout g ∈ [1, G], Hg(r) est le
facteur de puissance multi-groupe du groupe d’e´nergie g.
Or d’apre`s (He´bert, 2009), le gradient d’une fonctionnelle homoge`ne par rapport aux flux est
orthogonal au flux. E´tant donne´ que la fonctionnelle F est homoge`ne par rapport aux flux,
le gradient de F est bien orthogonal au flux, comme le requiert la me´thode GPT. On peut
donc calculer les de´rive´es de F afin de mettre en place un algorithme de minimisation de type
PLCP (Ferland, 1984) pour trouver le minimum de F. La re´solution pratique de ce proble`me
d’optimisation sera pre´sente´e en Annexe A et est de´taille´e dans (He´bert, 2013).
La Figure 3.2 repre´sente le sche´ma de calcul du mode`le de re´flecteur OPTEX.
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Figure 4. Data flow of the OPTEX reflector model
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Figure 3.2 Sche´ma de calcul du mode`le de re´flecteur OPTEX (He´bert, 2013)
Sur cette figure :
• Les cercles repre´sentent des objets DONJON sur lesquels on va effectuer des ope´rations.
• Les rectangles repre´sentent des modules. Il peut s’agir soit de modules de DONJON,
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comme un calcul de puissance, soit de modules DRAGON comme l’actualisation d’un
objet Macrolib, ou OPTEX, comme une e´tape de minimisation de la fonctionnelle.
Le sche´ma de calcul comprend les modules DONJON et OPTEX de´crits au chapitre 2, ainsi
que les modules suivants :
• Le module MAC: est un module de DRAGON. Il sert a` copier un objet Macrolib ou a` en
modifier certaines sections. Il a donc comme entre´e et comme sortie un objet Macrolib.
Dans le mode`le de re´flecteur OPTEX, il est utilise´ pour copier Macrolib 1 dans Macro-
lib 2 (voir Figure 3.2), et e´galement pour actualiser Macrolib 2 avec le nouveau vecteur
de controˆle contenant les nouveaux parame`tres du re´flecteur a` l’issu d’une ite´ration de
l’algorithme d’optimisation.
• Le module OUT: est un module de de TRIVAC. Il sert a` stocker le re´sultat d’un calcul
de taux de re´actions dans un objet Macrolib de´die´. Il a donc comme entre´es :
— un objet Geometry.
— un objet Tracking.
— un objet Macrolib.
— un objet Flux.
Et comme sortie un objet Macrolib.
• Le module DELTA: est un modulde de TRIVAC. Il sert a` calculer le terme de source
de l’e´quation singulie`re a` source de´crite au chapitre 2 (voir 2.57). Il prend donc comme
entre´e :
— un objet Tracking.
— un objet System.
— un objet DSystem.
— un objet Flux.
Et comme sortie un objet GPT Source.
• Le module END: est un module de GANLIB. Il sert a` effacer la me´moire, fermer les
fichiers ouverts lors de l’exe´cution du jeu donne´es, ou encore stopper cette exe´cution.
Ces modules s’enchainent comme dans le sche´ma de calcul de la Figure 3.2.
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3.2.2 Le sche´ma de calcul COCAGNE/ADAO (EDF)
Position du proble`me
La me´thode mise en place chez EDF repose quant a` elle sur la the´orie de l’assimilation de
donne´es de´crite au chapitre 2. Nous allons tout d’abord expliciter les grandeurs de l’assimi-
lation de donne´es dans notre cas, en reprenant les notations de la section 3.1.3 :
• Le vecteur vrai note´ xt est le vecteur contenant les parame`tres du re´flecteur (ou va-
riables de controˆle) qui minimisent les e´carts entre la nappe de puissance calcule´e et la
napppe de puissance de re´fe´rence.
• L’e´bauche, note´e xb est le vecteur contenant les parame`tres initiaux du re´flecteur, choi-
sis dans la section 3.1.2.
• L’e´tat du syste`me, note´ x est le vecteur courant contenant les parame`tres du re´flecteur.
• La mesure du syste`me, note´e y0 est le vecteur contenant les valeurs de la puissance
issue du calcul de re´fe´rence APOLLO2, dans chaque assemblage du huitie`me de cœur
pre´sente´ en Figure 3.1, et normalise´es sur le huitie`me de cœur. On a donc : y0 =
(
P∗i∑33
j=1 P
∗
j
, i ∈ [1, 33])
• Les observations sont les valeurs de la puissance calcule´es par le code de cœur (CO-
CAGNE ici), normalise´es sur le huitie`me de cœur : H(x) = (
Pj(x)∑33
j=1 Pj(x)
, i ∈ [1, 33]).
Notre ope´rateur d’observation e´tant clairement non line´aire, nous nous placerons donc dans
le cadre de l’approche 3D-VAR de´crite au chapitre 2. Il est important de noter ici que l’on
suppose que les observations sont inde´pendantes entre elles, ainsi que les variables de controˆles
(composantes du vecteur x). Cela implique alors que les matrices de covariance des erreurs
sur l’e´bauche et les observations sont diagonales. On note alors :
B = diag(σB,i, i ∈ [1, N ]) (3.7)
R = diag(σR,j, j ∈ [1, 33]) (3.8)
ou` N est la taille du vecteur de controˆle contenant les parame`tres du re´flecteur. Avec les
grandeurs de l’assimilation de donne´es identifie´es ci-dessus, la fonctionnelle associe´e a` l’ap-
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proche 3D-VAR 2.64 s’e´crit comme suit (on n’a pas note´ ici la de´pendance en r afin d’alle´ger
les notations) :
J(x) =
N∑
i=1
1
2σB,i
(x− xb)2 +
33∑
j=1
1
2σR,j
(
Pj(x)∑33
k=1 Pk(x)
− P
∗
j∑33
k=1 P
∗
k
)2 (3.9)
Le choix des valeurs des e´le´ments diagonaux de B (σB,i, i ∈ [1,N]) et de R (σR,j, j ∈ [1,33])
sera de´taille´ dans les chapitres suivants.
Dans COCAGNE, on ne dispose pas de la me´thode GPT pour calculer les de´rive´es de la
fonctionnelle J. On calcule donc des de´rive´es approche´es avec la me´thode des diffe´rences
finies. On utilisera ici une me´thode de type quasi-Newton, appele´e L-BFGS (Nocedal, 1980),
pour trouver le minimum de J.
Le sche´ma de calcul ADAO/COCAGNE
Dans ce paragraphe, nous allons expliciter la manie`re avec laquelle les e´tapes de calculs
s’enchainent dans le cadre du sche´ma de calcul ADAO/COCAGNE. La Figure 3.3 repre´sente
le sche´ma de calcul ADAO/COCAGNE.
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Figure 3.3 Sche´ma de calcul ADAO/COCAGNE
On a garde´ les meˆmes symboles qu’au paragraphe pre´ce´dent :
• Les ovales repre´sentent des objets COCAGNE sur lesquels on va effectuer des ope´ra-
tions.
• Les rectangles repre´sentent des fonctions. Il peut s’agir soit de fonctions COCAGNE,
comme un calcul de puissance, soit de fonctions ge´re´es par le module ADAO, comme
une e´tape de minimisation de la fonctionnelle.
Ainsi, le sche´ma de calcul ADAO/COCAGNE fonctionne de la manie`re suivante :
1. On construit un objet « Cœur » (objet COCAGNE) initial avec comme re´flecteur le
re´flecteur initial que l’on a choisi (Lefebvre-Lebigot ou condensation/homoge´ne´isation
du calcul de re´fe´rence).
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2. On actualise cet objet « Cœur » avec les nouveaux parame`tres du re´flecteur (ou les
parame`tres initiaux si l’on rentre pour la premie`re fois dans la boucle). On obtient ainsi
un objet « Cœur » actualise´.
3. On effectue le calcul de l’observateur, c’est-a`-dire un calcul de re´activite´ cœur 3D CO-
CAGNE. On obtient ainsi le vecteur des observations, contenant les valeurs de la puis-
sance dans l’ensemble des 33 assemblages du huitie`me de re´acteur pre´sente´ en Figure 3.1.
4. La fonction « e´tape de minimisation de la fonctionnelle » prend comme argument l’ob-
servateur calcule´ pre´ce´demment, ainsi que le vecteur contenant les valeurs de la puis-
sance de re´fe´rence dans chaque assemblage de la partie active (Figure 3.1). On en
obtient un nouveau vecteur de parame`tres du re´flecteur.
5. On re´ite`re le processus a` partir de l’e´tape 2, jusqu’a` convergence, c’est-a`-dire jusqu’a`
ce que l’on ait :
|F (x(i))− F (x(i-1))|
F (x(i))
≤  (3.10)
ou` x(i) est le vecteur contenant les parame`tres du re´flecteur a` l’ite´ration i et  est le
crite`re de convergence. En pratique, on impose  = 10−4.
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CHAPITRE 4
VALIDATION PRE´LIMINAIRE ET CHOIX DE MODE´LISATION
Comme nous l’avons montre´ au chapitre 3, nous disposons de deux sche´mas de calcul per-
mettant de calculer les parame`tres du re´flecteur 2D qui minimisent les e´carts entre une nappe
de puissance 2D calcule´e par un code de cœur de´terministe et une nappe de puissance de
re´fe´rence 2D APOLLO2.
• Le premier sche´ma de calcul, expose´ a` la section 3.2.1, s’appuie sur les modules d’OP-
TEX dans DONJON, et utilise la me´thode GPT pour calculer les de´rive´es d’une fonc-
tionnelle 3.3, minimise´e par l’algorithme PLCP.
• Le deuxie`me, expose´ a` la section 3.2.2, s’appuie sur le code de cœur COCAGNE et le
module d’assimilation de donne´es ADAO. Il calcule les de´rive´es de la fonctionnelle de
l’assimilation de donne´es 3.9 avec la me´thode des diffe´rences finies, et il utilise l’algo-
rithme d’optimisation L-BFGS.
Nous avons donc a` notre disposition deux sche´mas de calcul re´pondant a` le meˆme proble´ma-
tique, en utilisant des me´thodes et algorithmes tre`s diffe´rents. De plus, on a vu que les codes
de cœur de´terministes utilise´s dans les deux sche´mas de calcul utilisent la meˆme me´thode de
re´solution (les e´le´ments finis de Raviart-Thomas). Leurs re´sultats en termes de valeur du keff
et de nappe de puissance devraient eˆtre e´gaux pour des conditions de calculs identiques. Ceci
constitue un outil puissant de validation de nos sche´mas de calcul. Dans ce chapitre, nous
allons exposer notre de´marche de validation, en comparant les re´sultats obtenus par nos deux
sche´mas de calcul pour des cas tests simples.
Lors de cette e´tape de validation pre´liminaire, les calculs seront d’abord effectue´s a` deux
groupes d’e´nergie avec un ope´rateur de type diffusion. On exposera un cas supple´mentaire de
validation en diffusion a` 4 groupes d’e´nergie dans le paragraphe 4.2.4.
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4.1 Conditions de validation
4.1.1 Mise en cohe´rence des fonctions objectifs
Tout d’abord, on remarque que les fonctionnelles relatives a` nos deux sche´mas de calcul sont
a priori diffe´rentes. Il convient d’e´galiser les fonctionnelles F (voir 3.3) et J (voir 3.9) dans
nos cas test. Ceci est fait simplement en choisissant les valeurs suivantes pour les valeurs des
termes diagonaux des matrices B et R :
∀i ∈ [1, N ], σB,i  1 (4.1)
∀i ∈ [1, 33], σR,j = 1
2
(4.2)
En pratique, l’e´quation 4.1 signifie que l’on conside`re une erreur importante sur l’e´bauche.
L’e´quation 4.2 signifie que l’on conside`re que le calcul de l’observateur dans les assemblages
de la partie active est re´alise´ avec la meˆme erreur dans chaque assemblage. Ainsi, on a :
F (x) = J(x) =
33∑
i=1
(
Pi(x)∑33
j=1 Pj(x)
− P
∗
i∑33
j=1 P
∗
j
)2 (4.3)
4.1.2 Initialisation du re´flecteur
Tous les calculs sont effectue´s ici a` deux groupes d’e´nergie avec un ope´rateur de diffusion.
Les meilleurs choix de coefficients de diffusion initiaux du re´flecteur sont les coefficients ob-
tenus par la me´thode de Lefebvre-Lebigot. Cependant, on n’a pas acce`s a` ces coefficients
dans DONJON. On choisira donc ici des coefficients de diffusion issus de la condensa-
tion/homoge´ne´isation du calcul de re´fe´rence APOLLO2.
4.1.3 Choix des parame`tres de re´solution
Les parame`tres de re´solution des deux codes de cœur doivent eˆtre les meˆmes afin de valider
correctement nos deux sche´mas de calcul. On choisira pour tous les cas test :
• Des e´le´ments finis de Raviart-Thomas cubiques (note´s RT2 dans COCAGNE), c’est-a`-
dire que l’on de´compose les grandeurs de la neutronique dans une base de polynoˆmes
d’ordre 3 dans chaque e´le´ment.
• Une pre´cision du calcul sur les flux a` 10−9. Il s’agit d’une pre´cision importante, ce-
pendant, si l’on veut calculer la fonctionnelle avec une pre´cision suffisante, il faut une
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grande pre´cision sur les valeurs de la puissance et donc sur les valeurs du flux e´tant
donne´e l’expression de notre fonctionnelle (voir 3.9).
• Un raffinement spatial e´gal a` 8×8, c’est-a`-dire que chaque assemblage sera divise´ en 64
e´le´ments.
Ces parame`tres nous permettent d’avoir un e´cart de 2 pcm sur un calcul de keff entre un calcul
COCAGNE et un calcul DONJON. Ceci correspond a` un e´cart de puissance maximal de 0.2
% avec un e´cart-type de 0.07 % sur les distributions de puissance calcule´es par les deux codes.
Les cas test de validation seront tous re´solus avec ces parame`tres. Les divergences potentielles
entre les re´sultats pourront donc eˆtre impute´es a` des comportements diffe´rents des me´thodes
d’optimisation utilise´es.
4.2 Re´alisation des cas test de validation
4.2.1 Re´flecteur homoge`ne - optimisation sur D1,R
Mise en place du cas test
Le premier cas test de notre e´tude est tre`s simple. Il s’agit du cas line´aire ou` l’on choisit un
re´flecteur homoge`ne tel que pre´sente´ en Figure 3.1 et ou` la seule variable de controˆle est le
coefficient de diffusion du groupe rapide dans le re´flecteur, note´ D1,R.
Ce premier cas test e´tant tre`s simple, nous devrions retrouver les meˆmes re´sultats quel que
soit le sche´ma de calcul utilise´. Pour controˆler les re´sultats obtenus par nos deux sche´mas
de calcul, nous allons e´galement les comparer a` la solution obtenue par une me´thode de
dichotomie. On montre en Figure 4.1 la nappe des e´carts de puissance a` la re´fe´rence obtenue
avec notre re´flecteur initial. Les e´carts sont toujours note´s ∆j, i ∈ [1,281]. Cette nappe
correspond aux re´sultats pre´sente´s dans le tableau 3.1 ; elle a e´te´ obtenue avec les coefficients
de diffusion du re´flecteur obtenus par homoge´ne´isation/condensation du calcul de re´fe´rence
APOLLO2. Dans ce cas test, le coefficient de diffusion du groupe rapide vaut Di1,R = 1.26
cm.
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A B C D E F G H J K L M N P R S T
17 16.5 12.3 16.5 17
16 ∆(%) 16.8 10.6 6.1 5.7 6.1 10.6 16.8 16
15 18.7 12.0 4.9 3.0 0.4 0.6 0.4 3.0 4.9 12.0 18.7 15
14 18.7 8.3 4.1 0.7 −2.8 −4.1 −6.8 −4.1 −2.8 0.7 4.1 8.3 18.7 14
13 12.0 4.1 −0.0 −4.3 −6.5 −9.3 −9.2 −9.3 −6.5 −4.3 −0.0 4.1 12.0 13
12 16.8 4.9 0.7 −4.3 −7.3 −10.4 −11.7 −13.2 −11.7 −10.4 −7.3 −4.3 0.7 4.9 16.8 12
11 10.6 3.0 −2.8 −6.5 −10.4 −12.4 −14.5 −14.7 −14.5 −12.4 −10.4 −6.5 −2.8 3.0 10.6 11
10 16.5 6.1 0.4 −4.1 −9.3 −11.7 −14.5 −15.5 −16.8 −15.5 −14.5 −11.7 −9.3 −4.1 0.4 6.1 16.5 10
9 12.3 5.7 0.6 −6.8 −9.2 −13.2 −14.7 −16.8 −16.7 −16.8 −14.7 −13.2 −9.2 −6.8 0.6 5.7 12.3 9
8 16.5 6.1 0.4 −4.1 −9.3 −11.7 −14.5 −15.5 −16.8 −15.5 −14.5 −11.7 −9.3 −4.1 0.4 6.1 16.5 8
7 10.6 3.0 −2.8 −6.5 −10.4 −12.4 −14.5 −14.7 −14.5 −12.4 −10.4 −6.5 −2.8 3.0 10.6 7
6 16.8 4.9 0.7 −4.3 −7.3 −10.4 −11.7 −13.2 −11.7 −10.4 −7.3 −4.3 0.7 4.9 16.8 6
5 12.0 4.1 −0.0 −4.3 −6.5 −9.3 −9.2 −9.3 −6.5 −4.3 −0.0 4.1 12.0 5
4 18.7 8.3 4.1 0.7 −2.8 −4.1 −6.8 −4.1 −2.8 0.7 4.1 8.3 18.7 4
3 18.7 12.0 4.9 3.0 0.4 0.6 0.4 3.0 4.9 12.0 18.7 3
2 16.8 10.6 6.1 5.7 6.1 10.6 16.8 2
1 16.5 12.3 16.5 1
A B C D E F G H J K L M N P R S T
8.62E∆abs = %
10.18σ∆ = %
∆max = 18.68 %
-16.84∆min = %
Figure 4.1 Nappe des e´carts de puissance avant optimisation
Sur cette nappe, un assemblage est colore´ en rouge lorsque l’e´cart de puissance a` la re´fe´rence
est positif, c’est-a`-dire lorsque le code de cœur sure´value la valeur de la puissance dans cet
assemblage. A l’inverse, un assemblage est colore´ en bleu lorsque l’e´cart de puissance a` la
re´fe´rence est ne´gatif, c’est-a`-dire lorsque le code de cœur sous-e´value la valeur de la puissance
dans cet assemblage. On applique a` ces couleurs un filtre de´pendant de la valeur absolue des
e´carts. Plus la couleur est fonce´e et plus l’e´cart est important. A l’inverse, plus la couleur est
claire et plus l’e´cart est faible. On de´finit par ailleurs :
• E∆abs est la valeur moyenne des e´carts de puissance a` la re´fe´rence, de´finie par :
E∆abs =
1
281
281∑
j=1
|∆j| (4.4)
• σ∆ est la valeur RMS des e´carts de puissance a` la re´fe´rence, de´finie par :
σ∆ =
√√√√ 281∑
j=1
(∆j − ∆¯)2
281
(4.5)
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ou` ∆¯ = 1
281
∑281
j=1 ∆j.
• ∆max est l’e´cart de puissance maximal.
• ∆min est l’e´cart de puissance minimal.
Cette nappe correspond aux re´sultats donne´s dans le tableau 3.1. On remarque asyme´trie
radiale sur cette nappe d’e´carts. En effet, le re´flecteur initial est mal e´value´, puisqu’il est
obtenu par condensation/homoge´ne´isation du calcul de transport de re´fe´rence. On observe
donc des e´carts de puissance a` la re´fe´rence positifs tre`s importants au niveau de l’interface
cœur/re´flecteur. Par effet de normalisation des flux, on observe donc des e´carts tre`s impor-
tants, ne´gatifs cette fois, au centre du cœur. C’est en premier lieu cette asyme´trie radiale
que nos sche´mas de calcul vont permettre de supprimer. Par la suite, on verra que lorsque
l’on supprime cette asyme´trie radiale, on constate l’apparition d’une asyme´trie azimutale,
d’amplitude plus faible. Cette nouvelle asyme´trie sera supprime´e en raffinant le maillage du
re´flecteur.
Comparaisons des variables de controˆle apre`s optimisation
Dans le tableau 4.1, on pre´sente les coefficients de diffusion obtenus par nos diffe´rents sche´mas
de calcul. Dans ce tableau, Df1,R est le coefficient de diffusion du re´flecteur uniforme obtenu
apre`s optimisation de nos sche´mas de calcul. ∆Df1,R est l’e´cart a` la valeur de D
f
1,R obtenue par
le mode`le de re´flecteur OPTEX
Tableau 4.1 Coefficients de diffusion apre`s optimisation
Df1,R (cm) ∆Df1,R (%)
OPTEX 1.80 0
COCAGNE/ADAO 1.80 0.01
La forme tre`s simple de la fonctionnelle pre´sente´e a` la Figure 4.2 dans ce cas permet d’en
trouver le minimum de fac¸on tre`s pre´cise avec des me´thodes tre`s diffe´rentes (moins de 0.01%
d’e´cart entre les re´sultats obtenus par les deux sche´mas de calcul).
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Figure 4.2 Variations de la fonctionnelle en fonction de D1,R
Le marqueur rouge correspond a` Di1,R et le marqueur vert a` D
f
1,R.
Nappes des e´carts de puissance a` la re´fe´rence
On pre´sente e´galement a` la Figure 4.3 les nappes des e´carts de puissance apre`s optimisation
pour le mode`le OPTEX (a` gauche) et le sche´ma de calcul ADAO/COCAGNE (a` droite).
A B C D E F G H J K L M N P R S T
17 −0.4 −3.1 −0.4 17
16 ∆(%) 3.8 0.6 −2.3 −2.0 −2.3 0.6 3.8 16
15 3.2 1.7 −0.5 −0.1 −1.8 −1.2 −1.8 −0.1 −0.5 1.7 3.2 15
14 3.2 −0.1 0.2 0.7 −0.4 −0.5 −2.9 −0.5 −0.4 0.7 0.2 −0.1 3.2 14
13 1.7 0.2 0.9 0.3 0.5 −0.9 −0.3 −0.9 0.5 0.3 0.9 0.2 1.7 13
12 3.8 −0.5 0.7 0.3 1.0 0.3 0.5 −0.5 0.5 0.3 1.0 0.3 0.7 −0.5 3.8 12
11 0.6 −0.1 −0.4 0.5 0.3 1.0 0.3 0.8 0.3 1.0 0.3 0.5 −0.4 −0.1 0.6 11
10 −0.4 −2.3 −1.8 −0.5 −0.9 0.5 0.3 0.9 −0.0 0.9 0.3 0.5 −0.9 −0.5 −1.8 −2.3 −0.4 10
9 −3.1 −2.0 −1.2 −2.9 −0.3 −0.5 0.8 −0.0 0.8 −0.0 0.8 −0.5 −0.3 −2.9 −1.2 −2.0 −3.1 9
8 −0.4 −2.3 −1.8 −0.5 −0.9 0.5 0.3 0.9 −0.0 0.9 0.3 0.5 −0.9 −0.5 −1.8 −2.3 −0.4 8
7 0.6 −0.1 −0.4 0.5 0.3 1.0 0.3 0.8 0.3 1.0 0.3 0.5 −0.4 −0.1 0.6 7
6 3.8 −0.5 0.7 0.3 1.0 0.3 0.5 −0.5 0.5 0.3 1.0 0.3 0.7 −0.5 3.8 6
5 1.7 0.2 0.9 0.3 0.5 −0.9 −0.3 −0.9 0.5 0.3 0.9 0.2 1.7 5
4 3.2 −0.1 0.2 0.7 −0.4 −0.5 −2.9 −0.5 −0.4 0.7 0.2 −0.1 3.2 4
3 3.2 1.7 −0.5 −0.1 −1.8 −1.2 −1.8 −0.1 −0.5 1.7 3.2 3
2 3.8 0.6 −2.3 −2.0 −2.3 0.6 3.8 2
1 −0.4 −3.1 −0.4 1
A B C D E F G H J K L M N P R S T
1.04E∆abs = %
1.44σ∆ = %
∆max = 3.75 %
-3.09∆min = %
A B C D E F G H J K L M N P R S T
17 −0.4 −3.1 −0.4 17
16 ∆(%) 3.8 0.6 −2.3 −2.0 −2.3 0.6 3.8 16
15 3.2 1.7 −0.5 −0.1 −1.8 −1.2 −1.8 −0.1 −0.5 1.7 3.2 15
14 3.2 −0.1 0.2 0.7 −0.4 −0.5 −2.9 −0.5 −0.4 0.7 0.2 −0.1 3.2 14
13 1.7 0.2 0.9 0.3 0.5 −0.9 −0.3 −0.9 0.5 0.3 0.9 0.2 1.7 13
12 3.8 −0.5 0.7 0.3 1.0 0.3 0.5 −0.5 0.5 0.3 1.0 0.3 0.7 −0.5 3.8 12
1 0.6 −0.1 −0.4 0.5 0.3 1.0 0.3 0.8 0.3 1.0 0.3 0.5 −0.4 −0.1 0.6 11
10 −0.4 −2.3 −1.8 −0.5 −0.9 0.5 0.3 0.9 −0.0 0.9 0.3 0.5 −0.9 −0.5 −1.8 −2.3 −0.4 10
9 −3.1 −2.0 −1.2 −2.9 −0.3 −0.5 0.8 −0.0 0.8 −0.0 0.8 −0.5 −0.3 −2.9 −1.2 −2.0 −3.1 9
8 −0.4 −2.3 −1.8 −0.5 −0.9 0.5 0.3 0.9 −0.0 0.9 0.3 0.5 −0.9 −0.5 −1.8 −2.3 −0.4 8
7 0.6 −0.1 −0.4 0.5 0.3 1.0 0.3 0.8 0.3 1.0 0.3 0.5 −0.4 −0.1 0.6 7
6 3.8 −0.5 0.7 0.3 1.0 0.3 0.5 −0.5 0.5 0.3 1.0 0.3 0.7 −0.5 3.8 6
5 1.7 0.2 0.9 0.3 0.5 −0.9 −0.3 −0.9 0.5 0.3 0.9 0.2 1.7 5
4 3.2 −0.1 0.2 0.7 −0.4 −0.5 −2.9 −0.5 −0.4 0.7 0.2 −0.1 3.2 4
3 3.2 1.7 −0.5 −0.1 −1.8 −1.2 −1.8 −0.1 −0.5 1.7 3.2 3
2 3.8 0.6 −2.3 −2.0 −2.3 0.6 3.8 2
1 −0.4 −3.1 −0.4 1
A B C D E F G H J K L M N P R S T
1.04E∆abs = %
1.44σ∆ = %
∆max = 3.76 %
-3.08∆min = %
Figure 4.3 Nappes des e´carts de puissance apre`s optimisation
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On obtient la meˆme nappe d’e´carts de puissance avec le mode`le OPTEX et le sche´ma de
calcul ADAO/COCAGNE. Ces re´sultats montrent que dans le cas simple d’une optimisation
a` un seul parame`tre, les deux me´thodes donnent des re´sultats tre`s proches.
De plus, on remarque que l’effet de l’optimisation est d’augmenter le coefficient de diffusion
du groupe rapide dans le re´flecteur. En effet, la nappe des e´carts de puissance a` la re´fe´rence
initiale (voir 4.1) pre´sente des e´carts positifs a` la pe´riphe´rie du cœur et des e´carts ne´gatifs au
centre du cœur. En augmentant le coefficient de diffusion du groupe rapide dans le re´flecteur,
les fuites de neutrons vers le re´flecteur augmentent. La conse´quence directe est une diminution
de la puissance a` la pe´riphe´rie du cœur, et une augmentation de la puissance au centre du
cœur par effet de normalisation. On comprend donc pourquoi l’augmentation du coefficient
de diffusion du groupe rapide a tendance a` diminuer les e´carts de puissance a` la re´fe´rence
dans l’ensemble du cœur.
On a donc bien valide´ les deux sche´mas de calcul dans ce cas test simple. On va a` pre´sent
tenter de valider nos sche´mas de calcul sur des cas tests plus complexes.
4.2.2 Re´flecteur homoge`ne - optimisation sur (D1,R, D2,R)
Mise en place du cas test
Dans ces cas test, on garde un re´flecteur homoge`ne. Cependant, on va maintenant re´aliser une
optimisation a` deux parame`tres sur les coefficients de diffusion des deux groupes d’e´nergie,
que l’on note D1,R et D2,R. On obtient toujours les coefficients de diffusion initiaux par ho-
moge´ne´isation/condensation du calcul de re´fe´rence APOLL2 : Di1,R = 1.26 cm et D
i
2,R = 0.27
cm. La nappe des e´carts de puissance initiale est donc toujours celle pre´sente´e en Figure 4.1.
Comparaison des variables de controˆle apre`s optimisation
De la meˆme manie`re que dans le cas test pre´ce´dent, on pre´sente au tableau 4.2 les valeurs
des coefficients de diffusion apre`s optimisation pour le mode`le OPTEX et le sche´ma de calcul
ADAO/COCAGNE. Dans ce tableau, Df1,R et D
f
2,R repre´sentent respectivement le coefficient
de diffusion du groupe rapide et du groupe thermique, apre`s optimisation de nos sche´mas de
calcul. ∆Df1,R et ∆Df2,R sont respectivement les e´carts aux valeurs de D
f
1,R et de D
f
2,R obtenues
avec le mode`le OPTEX.
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Tableau 4.2 Coefficients de diffusion apre`s optimisation
Df1,R (cm) D
f
2,R (cm) ∆Df1,R (%) ∆Df2,R (%)
OPTEX 1.52 0.0127 0 0
COCAGNE/ADAO 1.77 0.18 16 1313
On obtient ici des re´sultats tre`s diffe´rents en termes de coefficients de diffusion avec nos deux
sche´mas de calcul. Les nappes d’e´carts de puissance pour les deux sche´mas de calcul sont pre´-
sente´es en Figure 4.4 (le mode`le OPTEX a` gauche et le sche´ma de calcul ADAO/COCAGNE
a` droite).
A B C D E F G H J K L M N P R S T
17 −0.5 −1.8 −0.5 17
16 ∆(%) 2.0 −0.1 −1.8 −1.2 −1.8 −0.1 2.0 16
15 2.6 1.3 −0.5 0.1 −1.5 −0.8 −1.5 0.1 −0.5 1.3 2.6 15
14 2.6 0.2 0.5 0.8 −0.3 −0.4 −2.7 −0.4 −0.3 0.8 0.5 0.2 2.6 14
13 1.3 0.5 1.1 0.4 0.6 −0.9 −0.2 −0.9 0.6 0.4 1.1 0.5 1.3 13
12 2.0 −0.5 0.8 0.4 1.0 0.3 0.5 −0.6 0.5 0.3 1.0 0.4 0.8 −0.5 2.0 12
11 −0.1 0.1 −0.3 0.6 0.3 0.9 0.2 0.6 0.2 0.9 0.3 0.6 −0.3 0.1 −0.1 11
10 −0.5 −1.8 −1.5 −0.4 −0.9 0.5 0.2 0.8 −0.2 0.8 0.2 0.5 −0.9 −0.4 −1.5 −1.8 −0.5 10
9 −1.8 −1.2 −0.8 −2.7 −0.2 −0.6 0.6 −0.2 0.7 −0.2 0.6 −0.6 −0.2 −2.7 −0.8 −1.2 −1.8 9
8 −0.5 −1.8 −1.5 −0.4 −0.9 0.5 0.2 0.8 −0.2 0.8 0.2 0.5 −0.9 −0.4 −1.5 −1.8 −0.5 8
7 −0.1 0.1 −0.3 0.6 0.3 0.9 0.2 0.6 0.2 0.9 0.3 0.6 −0.3 0.1 −0.1 7
6 2.0 −0.5 0.8 0.4 1.0 0.3 0.5 −0.6 0.5 0.3 1.0 0.4 0.8 −0.5 2.0 6
5 1.3 0.5 1.1 0.4 0.6 −0.9 −0.2 −0.9 0.6 0.4 1.1 0.5 1.3 5
4 2.6 0.2 0.5 0.8 −0.3 −0.4 −2.7 −0.4 −0.3 0.8 0.5 0.2 2.6 4
3 2.6 1.3 −0.5 0.1 −1.5 −0.8 −1.5 0.1 −0.5 1.3 2.6 3
2 2.0 −0.1 −1.8 −1.2 −1.8 −0.1 2.0 2
1 −0.5 −1.8 −0.5 1
A B C D E F G H J K L M N P R S T
0.83E∆abs = %
1.07σ∆ = %
∆max = 2.56 %
-2.74∆min = %
A B C D E F G H J K L M N P R S T
17 −0.1 −2.7 −0.1 17
16 ∆(%) 3.7 0.6 −2.1 −1.8 −2.1 0.6 3.7 16
15 3.4 1.9 −0.4 −0.0 −1.7 −1.1 −1.7 −0.0 −0.4 1.9 3.4 15
14 3.4 0.1 0.3 0.7 −0.4 −0.5 −2.9 −0.5 −0.4 0.7 0.3 0.1 3.4 14
13 1.9 0.3 0.9 0.3 0.4 −1.1 −0.4 −1.1 0.4 0.3 0.9 0.3 1.9 13
12 3.7 −0.4 0.7 0.3 0.8 0.2 0.3 −0.8 0.3 0.2 0.8 0.3 0.7 −0.4 3.7 12
1 0.6 −0.0 −0.4 0.4 0.2 0.7 0.1 0.5 0.1 0.7 0.2 0.4 −0.4 −0.0 0.6 11
10 −0.1 −2.1 −1.7 −0.5 −1.1 0.3 0.1 0.6 −0.3 0.6 0.1 0.3 −1.1 −0.5 −1.7 −2.1 −0.1 10
9 −2.7 −1.8 −1.1 −2.9 −0.4 −0.8 0.5 −0.3 0.5 −0.3 0.5 −0.8 −0.4 −2.9 −1.1 −1.8 −2.7 9
8 −0.1 −2.1 −1.7 −0.5 −1.1 0.3 0.1 0.6 −0.3 0.6 0.1 0.3 −1.1 −0.5 −1.7 −2.1 −0.1 8
7 0.6 −0.0 −0.4 0.4 0.2 0.7 0.1 0.5 0.1 0.7 0.2 0.4 −0.4 −0.0 0.6 7
6 3.7 −0.4 0.7 0.3 0.8 0.2 0.3 −0.8 0.3 0.2 0.8 0.3 0.7 −0.4 3.7 6
5 1.9 0.3 0.9 0.3 0.4 −1.1 −0.4 −1.1 0.4 0.3 0.9 0.3 1.9 5
4 3.4 0.1 0.3 0.7 −0.4 −0.5 −2.9 −0.5 −0.4 0.7 0.3 0.1 3.4 4
3 3.4 1.9 −0.4 −0.0 −1.7 −1.1 −1.7 −0.0 −0.4 1.9 3.4 3
2 3.7 0.6 −2.1 −1.8 −2.1 0.6 3.7 2
1 −0.1 −2.7 −0.1 1
A B C D E F G H J K L M N P R S T
0.98E∆abs = %
1.41σ∆ = %
∆max = 3.74 %
-2.95∆min = %
Figure 4.4 Nappes des e´carts de puissance apre`s optimisation
Ici aussi les re´sultats sont diffe´rents en termes de maxima (2.56 % pour le mode`le OPTEX
contre 3.74 % pour le sche´ma de calcul ADAO/COCAGNE). Cependant, les nappes ne sont
pas tre`s diffe´rentes en moyenne avec 0.83 % (OPTEX) contre 0.98 % (ADAO/COCAGNE),
ce qui repre´sente un e´cart faible par rapport a` la nappe des e´carts de puissance a` la re´fe´rence
initiale (8.6 %). Deux vecteurs de coefficients de diffusion diffe´rents donnent des re´sultats
assez similaires en termes de nappe des e´carts de puissance a` la re´fe´rence, par rapport a` la
nappe des e´carts initiale.
51
Identification des proble`mes
Les re´sultats obtenus tendent a` montrer que la fonctionnelle a une forme particulie`re, avec
beaucoup de points e´quivalents au sens de l’optimisation. C’est ce que l’on illustre a` la
Figure 4.5.
Figure 4.5 Variations de la fonctionnelle en fonction de D1,R et D2,R
Les points rouges marquent les optima trouve´s par les deux sche´mas de calcul. La forme de
la fonctionnelle explique le proble`me rencontre´ : les deux parame`tres d’optimisation sont
de´pendants. Il existe un large intervalle de (D1,R, D2,R) dans lequel les variations de la
fonctionnelle sont tre`s faibles pour des variations importantes de D1,R et de D2,R : pour
(D1,R,D2,R) ∈ [1.5 cm; 2.0 cm] × [0.01 cm; 2.0 cm]. Les points trouve´s par nos deux sche´mas
de calcul sont situe´s dans cet intervalle. Les valeurs prises par la fonctionnelle en ces deux
points sont proches, ce qui explique la similarite´ des deux nappes d’erreurs.
De plus, on remarque que dans les deux cas, les e´carts de puissance a` le re´fe´rence diminuent
nettement par rapport aux e´carts initiaux. L’optimisation re´alise´e par nos sche´mas de calculs
permet de supprimer l’effet d’asyme´trie radiale observe´ initialement. Cet effet correspond a`
la zone de la Figure 4.5 pre´sentant des valeurs de la fonctionnelle importantes. Lorsque l’on
supprime cet effet, on se trouve dans la zone de faibles variations de la fonctionnelle.
On a donc montre´ que dans ce cas test, on obtient un proble`me a` parame`tres de´pendants,
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qui permet d’obtenir une infinite´ de re´flecteurs e´quivalents au sens de l’optimisation, posse´-
dant cependant des coefficients de diffusion tre`s diffe´rents. Les parame`tres e´tant de´pendants,
le re´sultat des algorithmes d’optimisation de´pend en grande partie des conditions que l’on
fixe initialement. Or les deux sche´mas de calcul utilisent des me´thodes de calcul du gradient
diffe´rentes (la me´thode GPT pour le mode`le OPTEX et la me´thode des diffe´rences finies
pour le sche´ma de calcul ADAO/COCAGNE). Les gradients initiaux sont donc diffe´rents
dans les deux cas et il est alors naturel que l’on obtienne des optima diffe´rents. Le choix
d’optimiser sur les deux groupes d’e´nergie constitue un cadre de travail peu adapte´ a` notre
e´tude, puisque notre objectif est de calculer un seul re´flecteur optimal. De plus, cela contre-
dit l’hypothe`se d’inde´pendance des variables de controˆle faite dans la section 3.2.2. Par la
suite, nous chercherons a` confirmer l’hypothe`se de de´pendance des coefficients de diffusion
des diffe´rents groupes d’e´nergie pour des calculs a` plus de 2 groupes.
Par ailleurs, on remarque une forte asyme´trie azimutale des e´carts de puissance a` la re´fe´rence
sur la Figure 4.5, avec un e´cart de -3.1 % pour l’assemblage 9 et de 1.7 % pour l’assemblage
33 (voir Figure 3.1). Cette asyme´trie est due au fait que le re´flecteur calcule´ est homoge`ne.
La mode´lisation du re´flecteur ne tient pas compte de l’asyme´trie azimutale de sa structure
(entraine´e par la pre´sence du bouclier thermique entre autres). Dans la suite, nous raffinerons
le maillage spatial du re´flecteur pour pallier cette asyme´trie.
4.2.3 Re´flecteur a` 2 zones - optimisation sur (D1,R1, D1,R2)
Mise en place du cas test
Dans ce cas test, nous allons comparer nos deux sche´mas de calcul, la` encore pour une
optimisation a` deux variables de controˆle. Cependant, on choisit ici de diffe´rencier le re´flecteur
en deux zones distinctes, comme pre´sente´ en Figure 4.6, et d’optimiser sur le coefficient de
diffusion du groupe rapide de chacune des deux zones du re´flecteur, note´s D1,R1 et D1,R2.
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1 2 3 4 5 6 7 8 9 R1 R1
10 11 12 13 14 15 16 17 R1 R1
18 19 20 21 22 23 R1 R1 R1
24 25 26 27 28 R1 R1 R1
29 30 31 R2 R2 R2 R2
32 33 R2 R2 R2 R2
R2 R2 R2 R2 R2
R2 R2 R2 R2
R2 R2 R2
R2 R2
R2
Figure 4.6 Mode´lisation du huitie`me de cœur (1 a` 33 : combustible ; R1, R2 : re´flecteur)
Tout d’abord, on a trace´ les variations de la fonctionnelle en fonction de D1,R1 et de D1,R2
dans ce cas, comme repre´sente´ en Figure 4.7.
Figure 4.7 Variations de la fonctionnelle en fonction de D1,R1 et D1,R2
Cette fois-ci, la fonctionnelle a une forme parabolique avec un minimum global bien identifie´,
et en dehors de ce minimum, des variations importantes de D1,R1 et de D1,R2 entrainent des
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variations importantes de la fonctionnelle. On s’attend donc a` trouver les meˆmes coefficients
de diffusion avec nos deux sche´mas de calcul.
Comparaison des variables de controˆle apre`s optimisation
On obtient toujours les coefficients de diffusion initiaux par condensation/homoge´ne´isation
du calcul de re´fe´rence APOLLO2 : Di1,R1 = 1.24 cm et D
i
1,R2 = 1.29 cm. On reporte les valeurs
de Df1,R1 et de D
f
1,R2 obtenues avec nos deux sche´mas de calcul dans le tableau 4.3. Dans ce
tableau, ∆Df1,R1 et ∆Df1,R2 sont toujours respectivement les e´carts aux valeurs de D
f
1,R1 et de
Df1,R2 obtenues avec le mode`le OPTEX.
Tableau 4.3 Coefficients de diffusion apre`s optimisation
Df1,R1 (cm) D
f
1,R2 (cm) ∆Df1,R1 (%) ∆Df1,R2 (%)
OPTEX 1.76 1.87 0 0
COCAGNE/ADAO 1.77 1.85 0.5 1
Cette fois-ci, on obtient le meˆme optimum avec les deux sche´mas de calcul, avec moins de 1
% d’e´cart sur les coefficients de diffusion apre`s optimisation.
Nappe d’e´carts de puissance a` la re´fe´rence
On pre´sente maintenant en Figure 4.8 les nappes des e´carts de puissance a` la re´fe´rence
APOLLO2 (mode`le OPTEX a` gauche et sche´ma de calcul ADAO/COCAGNE a` droite).
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A B C D E F G H J K L M N P R S T
17 1.3 −1.3 1.3 17
16 ∆(%) 3.6 1.3 −1.0 −0.6 −1.0 1.3 3.6 16
15 0.9 0.2 −1.1 0.2 −1.0 −0.3 −1.0 0.2 −1.1 0.2 0.9 15
14 0.9 −2.0 −1.0 0.1 −0.4 −0.1 −2.4 −0.1 −0.4 0.1 −1.0 −2.0 0.9 14
13 0.2 −1.0 0.1 −0.1 0.5 −0.8 −0.0 −0.8 0.5 −0.1 0.1 −1.0 0.2 13
12 3.6 −1.1 0.1 −0.1 0.8 0.3 0.7 −0.4 0.7 0.3 0.8 −0.1 0.1 −1.1 3.6 12
11 1.3 0.2 −0.4 0.5 0.3 1.0 0.5 0.9 0.5 1.0 0.3 0.5 −0.4 0.2 1.3 11
10 1.3 −1.0 −1.0 −0.1 −0.8 0.7 0.5 1.1 0.1 1.1 0.5 0.7 −0.8 −0.1 −1.0 −1.0 1.3 10
9 −1.3 −0.6 −0.3 −2.4 −0.0 −0.4 0.9 0.1 1.0 0.1 0.9 −0.4 −0.0 −2.4 −0.3 −0.6 −1.3 9
8 1.3 −1.0 −1.0 −0.1 −0.8 0.7 0.5 1.1 0.1 1.1 0.5 0.7 −0.8 −0.1 −1.0 −1.0 1.3 8
7 1.3 0.2 −0.4 0.5 0.3 1.0 0.5 0.9 0.5 1.0 0.3 0.5 −0.4 0.2 1.3 7
6 3.6 −1.1 0.1 −0.1 0.8 0.3 0.7 −0.4 0.7 0.3 0.8 −0.1 0.1 −1.1 3.6 6
5 0.2 −1.0 0.1 −0.1 0.5 −0.8 −0.0 −0.8 0.5 −0.1 0.1 −1.0 0.2 5
4 0.9 −2.0 −1.0 0.1 −0.4 −0.1 −2.4 −0.1 −0.4 0.1 −1.0 −2.0 0.9 4
3 0.9 0.2 −1.1 0.2 −1.0 −0.3 −1.0 0.2 −1.1 0.2 0.9 3
2 3.6 1.3 −1.0 −0.6 −1.0 1.3 3.6 2
1 1.3 −1.3 1.3 1
A B C D E F G H J K L M N P R S T
0.81E∆abs = %
1.10σ∆ = %
∆max = 3.63 %
-2.43∆min = %
A B C D E F G H J K L M N P R S T
17 1.7 −1.0 1.7 17
16 ∆(%) 4.0 1.5 −0.9 −0.5 −0.9 1.5 4.0 16
15 1.4 0.5 −0.9 0.3 −1.0 −0.3 −1.0 0.3 −0.9 0.5 1.4 15
14 1.4 −1.6 −0.8 0.1 −0.5 −0.2 −2.6 −0.2 −0.5 0.1 −0.8 −1.6 1.4 14
13 0.5 −0.8 0.1 −0.2 0.3 −1.0 −0.3 −1.0 0.3 −0.2 0.1 −0.8 0.5 13
12 4.0 −0.9 0.1 −0.2 0.6 0.0 0.3 −0.7 0.3 0.0 0.6 −0.2 0.1 −0.9 4.0 12
11 1.5 0.3 −0.5 0.3 0.0 0.7 0.1 0.5 0.1 0.7 0.0 0.3 −0.5 0.3 1.5 11
10 1.7 −0.9 −1.0 −0.2 −1.0 0.3 0.1 0.6 −0.3 0.6 0.1 0.3 −1.0 −0.2 −1.0 −0.9 1.7 10
9 −1.0 −0.5 −0.3 −2.6 −0.3 −0.7 0.5 −0.3 0.5 −0.3 0.5 −0.7 −0.3 −2.6 −0.3 −0.5 −1.0 9
8 1.7 −0.9 −1.0 −0.2 −1.0 0.3 0.1 0.6 −0.3 0.6 0.1 0.3 −1.0 −0.2 −1.0 −0.9 1.7 8
7 1.5 0.3 −0.5 0.3 0.0 0.7 0.1 0.5 0.1 0.7 0.0 0.3 −0.5 0.3 1.5 7
6 4.0 −0.9 0.1 −0.2 0.6 0.0 0.3 −0.7 0.3 0.0 0.6 −0.2 0.1 −0.9 4.0 6
5 0.5 −0.8 0.1 −0.2 0.3 −1.0 −0.3 −1.0 0.3 −0.2 0.1 −0.8 0.5 5
4 1.4 −1.6 −0.8 0.1 −0.5 −0.2 −2.6 −0.2 −0.5 0.1 −0.8 −1.6 1.4 4
3 1.4 0.5 −0.9 0.3 −1.0 −0.3 −1.0 0.3 −0.9 0.5 1.4 3
2 4.0 1.5 −0.9 −0.5 −0.9 1.5 4.0 2
1 1.7 −1.0 1.7 1
A B C D E F G H J K L M N P R S T
0.81E∆abs = %
1.16σ∆ = %
∆max = 3.98 %
-2.56∆min = %
Figure 4.8 Nappes des e´carts de puissance apre`s optimisation
Les nappes des e´carts de puissance a` la re´fe´rence sont ici extreˆmement proches, avec 0.81 %
d’e´cart moyen pour les deux nappes et une valeur RMS des e´carts de 1.10 % pour le mode`le
OPTEX et 1.16 % pour le sche´ma de calcul ADAO/COCAGNE. Les e´carts maximaux sont
un peu plus e´loigne´s (3.63 % pour le mode`le OPTEX et 3.98 % pour le sche´ma de calcul
ADAO/COCAGNE), cependant, ces e´carts maximaux se situent a` la pe´riphe´rie du cœur, ou`
les calculs sont moins pre´cis et plus variables en fonction du code de cœur utilise´.
De manie`re ge´ne´rale, les re´sultats obtenus dans ce troisie`me cas test sont tre`s satisfaisants : on
ve´rifie ici l’inde´pendance des variables de controˆle de l’optimisation, et on obtient des re´sultats
tre`s similaires avec les deux sche´mas de calcul : moins de 1 % d’e´cart sur les coefficients de
diffusion finaux du re´flecteur, la meˆme moyenne des e´carts a` la re´fe´rence avec des valeurs
RMS tre`s proches. De plus, on constate sur la Figure 4.8 que dans ce cas, on n’observe
plus l’asyme´trie azimutale que l’on observait a` la Figure 4.4. En effet, le maillage spatial
du re´flecteur a e´te´ raffine´ et on de´crit donc mieux l’asyme´trie azimutale de structure du
re´flecteur.
4.2.4 Cas de calculs a` 4 groupes d’e´nergie
Dans cette section, on a effectue´ des calculs de diffusion a` 4 groupes d’e´nergie. En effet, si on
a remarque´ une de´pendance des coefficients en e´nergie pour la minimisation de la fonction-
nelle F (voir 4.3) lors des calculs a` 2 groupes d’e´nergie, on va confirmer ici que l’on observe
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le meˆme re´sultat pour des calculs a` 4 groupes d’e´nergie. On va donc calculer un re´flecteur
homoge`ne comme pre´sente´ a` la Figure 3.1, a` 4 groupes d’e´nergie. On a donc 4 coefficients
de diffusion dans le re´flecteur, que l’on note D1,R, D2,R, D3,R et D4,R. On va mettre en place
deux cas tests d’optimisation :
• On optimise uniquement sur le couple (D1,R,D2,R). La nappe repre´sentant les variations
de la fonctionnelle en fonction de (D1,R,D2,R) est pre´sente´e a` gauche sur la Figure 4.9.
• On optimise uniquement sur le couple (D1,R,D3,R). La nappe repre´sentant les variations
de la fonctionnelle en fonction de (D1,R,D3,R) est pre´sente´e a` droite sur la Figure 4.9.
Figure 4.9 Variations de la fonctionnelle en fonction de (D1,R,D2,R) (a` gauche) et en fonction
de (D1,R,D3,R) (a` droite)
On observe la` encore des variations tre`s faibles de la fonctionnelle pour des variations im-
portantes des coefficients de diffusion du re´flecteur. Les coefficients de diffusion sont donc ici
aussi clairement des parame`tres de´pendants pour l’optimisation de la fonctionnelle. Pour la
suite de notre e´tude, nous ne retiendrons pas cette configuration et nous chercherons a` avoir
des variables de controˆle inde´pendantes.
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4.3 Conclusions sur la validation
4.3.1 Re´sultats
Nous avons valide´ nos deux sche´mas de calcul sur trois cas tests : un cas line´aire d’optimi-
sation a` un parame`tre, un cas d’optimisation a` deux parame`tres de´pendants, et enfin un cas
d’optimisation a` deux parame`tres inde´pendants.
Nous avons pu observer que dans le premier cas, on obtient le meˆme re´sultat avec les deux
sche´mas de calcul. Dans le deuxie`me cas, les parame`tres sont de´pendants et on ne parvient
pas a` trouver le meˆme re´sultat avec les deux sche´mas de calcul, comme on l’a explique´ dans
les paragraphes 4.2.2 et 4.2.4. Enfin, dans le dernier cas, on obtient les meˆmes re´sultats avec
les deux sche´mas de calcul, ce qui valide les deux sche´mas de calcul lorsque l’on se trouve en
pre´sence d’un proble`me a` variables de controˆles inde´pendantes.
Cette premie`re e´tude nous a permis d’une part de valider nos sche´mas de calcul sur des cas
test simples, mais aussi de faire un choix des variables de controˆle permettant l’inde´pendance
de ceux-ci : dans toutes les e´tudes ulte´rieures, on optimisera uniquement sur le coefficient de
diffusion du groupe rapide dans chaque zone du re´flecteur, comme on l’a fait dans la section
4.2.3.
4.3.2 Comparaison des deux sche´mas de calcul
Lors de la validation des deux sche´mas de calcul, on a e´galement compare´ leurs performances
respectives en termes de temps d’exe´cution et de nombre d’ite´rations, dans le cas des calculs
que nous avons mene´s. Il ressort que :
• Une ite´ration exe´cute´e par le sche´ma de calcul ADAO/COCAGNE est plus longue
qu’une ite´ration exe´cute´e par le mode`le OPTEX. En effet, le sche´ma de calcul
ADAO/COCAGNE utilise la me´thode des diffe´rences finies pour calculer le gradient de
la fonctionnelle F (voir 4.3). On doit donc faire deux appels a` COCAGNE par variable
de controˆle. Dans le cas du mode`le de re´flecteur OPEX, la me´thode GPT ne ne´cessite
que 2 appels a` DONJON (proble`me direct et proble`me adjoint). Ceci explique la diffe´-
rence de dure´e des ite´rations.
• L’algorithme d’optimisation du sche´ma de calcul ADAO/COCAGNE converge en un
nombre d’ite´rations infe´rieur au nombre d’ite´rations ne´cessaire a` l’algorithme d’optimi-
sation du mode`le OPTEX. En ordre de grandeur, le sche´ma de calcul ADAO/COCAGNE
58
converge en une dizaine d’ite´rations tandis que le mode`le de re´flecteur OPTEX converge
en une centaine d’ite´rations pour des calculs en diffusion a` 2 groupes d’e´nergie.
• Le flot de de donne´es ADAO/COCAGNE converge plus rapidement que le mode`le OP-
TEX, pour une pre´cision similaire du re´sultat. Le temps de convergence du sche´ma de
calcul ADAO/COCAGNE est de l’ordre de la minute tandis que le temps de conver-
gence du mode`le de re´flecteur OPTEX est de la horde de la dizaine de minutes pour
des calculs en diffusion a` 2 groupes d’e´nergie.
Cependant, on a effectue´ ces constatations dans le cas ou` le vecteur de controˆle est de petite
taille : lors des calculs en diffusion a` 2 groupes d’e´nergie avec peu de zones re´flecteur, on
aura moins de 10 variables de controˆle. Intuitivement, on peut penser que pour des vecteurs
de controˆle de taille plus importante (plus de 100 variables), le mode`le OPTEX convergera
plus rapidement. En effet, dans le cas du sche´ma de calcul ADAO/COCAGNE, on utilise la
me´thode des diffe´rences finies pour calculer le gradient de la fonctionnelle, ce qui ne´cessite
beaucoup de calculs lorsque la taille du vecteur de controˆle augmente. A l’inverse, la me´thode
GPT ne ne´cessite pas plus de calculs lorsque la taille du vecteur de controˆle augmente puisque
le gradient est calcule´ de manie`re exacte comme expose´ au chapitre 2.
La taille du vecteur de controˆle pourrait augmenter pour deux raisons :
• Le maillage e´nerge´tique est raffine´ et l’optimisation est re´alise´e sur un grand nombre
de groupes.
• Le maillage du re´flecteur est raffine´.
Or la premie`re option a e´te´ e´carte´e dans ce chapitre. En effet, l’optimisation sur un grand
nombre de groupes me`ne a` un proble`me d’optimisation a` parame`tres de´pendants ce qui
est pre´judiciable a` notre de´marche. De manie`re ge´ne´rale, pour les cas d’applications de cette
e´tude, le sche´ma de calcul ADAO/COCAGNE converge plus rapidement. Pour des proble`mes
de taille plus importante, il faudrait privile´gier le mode`le de re´flecteur OPTEX.
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4.4 Choix de mode´lisation
4.4.1 Mode´lisation de la partie active
Calculs en diffusion
Dans le cas de calculs en diffusion, la partie active du cœur sera compose´e d’assemblages
calcule´s en milieu infini, afin d’eˆtre cohe´rent avec les choix industriels d’EDF. La suite de
cette e´tude sera re´alise´e uniquement avec le sche´ma de calcul ADAO/COCAGNE. Cependant,
on a montre´ dans la partie pre´ce´dente que les deux sche´mas de calcul permettent d’obtenir
les meˆmes re´sultats lorsque les variables de controˆle sont inde´pendantes.
Calculs SPN
Dans le cadre des calculs SPN, on dispose toujours des assemblages calcule´s en milieu infini
pour la partie active (voir Figure 3.1). Cependant, les sections efficaces seront mode´lise´es a`
l’e´chelle crayon par crayon, et non plus homoge`nes par assemblage comme c’e´tait le cas dans
le chapitre pre´ce´dent. On pourra se reporter au chapitre 1 pour les choix de mode´lisation de
la partie active dans le cadre de l’approximation SPN.
On disposera donc des valeurs de la puissance a` l’e´chelle du crayon, que l’on pourra homo-
ge´ne´iser pour obtenir les nappes des e´carts de puissance homoge`nes par assemblages compa-
rables a` celles pre´sente´es au chapitre pre´ce´dent.
4.4.2 Mode´lisation de la fonction objectif
Calculs en diffusion
Lors de la validation des sche´mas de calcul, on a choisi d’accorder un poids e´gal a` chaque
assemblage de la partie active (voir 4.2) afin de minimiser la meˆme fonctionnelle 4.3 avec
nos deux sche´mas de calcul. Cependant, cette mode´lisation ne refle`te pas le comportement
de l’ope´rateur de diffusion sur l’ensemble du cœur. Dans la re´alite´, cet ope´rateur est moins
pre´cis dans les zones de haute he´te´roge´ne´ite´. Ainsi, la puissance calcule´e avec un ope´rateur
de diffusion est moins pre´cise dans les assemblages situe´s a` l’interface cœur/re´flecteur qu’a`
l’inte´rieur du cœur. Il convient donc de dimensionner la matrice de covariance lie´e aux obser-
vations R de manie`re a` ce que les termes de variance associe´s aux assemblages de la pe´riphe´rie
du cœur soient plus grands que les termes de variances associe´s aux assemblages du centre
du cœur. Par ailleurs, l’assemblage 6 (voir 3.1) est e´galement situe´ dans une zone hautement
he´te´roge`ne, car ses proprie´te´s d’enrichissement sont tre`s diffe´rentes de celles des assemblages
voisins. Il sera donc naturellement moins bien calcule´ par l’ope´rateur de diffusion.
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On de´finit ainsi deux classes d’assemblages pour la partie active :
• La classe A : comprend les assemblages situe´s au centre du cœur. Les termes de la
matrice R associe´s a` ces assemblage sont de´finis comme :
∀j /∈ {6, 9, 17, 23, 28, 31, 33}, σR,j = σR,A = 0.5 (4.6)
• La classe B : comprend les assemblages situe´s a` l’interface cœur/re´flecteur ainsi que
l’assemblage 6. Les termes de la matrice R associe´s a` ces assemblage sont de´finis comme :
∀j ∈ {6, 9, 17, 23, 28, 31, 33}, σR,j = σR,B = 5 (4.7)
On choisit de garder une contribution nulle de l’e´bauche. En effet, dans de nombreux cas,
on choisira d’initialiser les parame`tres du re´flecteur par condensation/homoge´ne´isation du
calcul de re´fe´rence. On a vu avec la nappe des e´carts de puissance a` la re´fe´rence pre´sente´e
a` la Figure 4.1 que ces parame`tres donnent de tre`s mauvais re´sultats. On accorde donc une
confiance tre`s faible a` l’e´bauche et on a :
∀i ∈ [1, N ], σB,i  1 (4.8)
Il est important de noter que l’on conserve ce choix meˆme dans le cas ou` le re´flecteur initial
donne des re´sultats corrects, comme avec le re´flecteur Lefebvre-Lebigot pour les calculs de
diffusion a` 2 groupes. En effet, la prise en compte de l’e´bauche dans la minimisation a pour
effet de lisser la fonctionnelle et donc d’obtenir un proble`me plus aise´ a` minimiser. Cependant,
en prenant en compte l’e´bauche, on modifie le proble`me de minimisation. Dans notre cas,
on ne constate pas de proble`me de minimisation, et on ne souhaite pas que l’e´bauche ait
une influence sur la minimisation des e´carts de puissance a` la re´fe´rence. L’objectif de l’e´tude
est de minimiser la distribution des e´carts de puissance et la contribution de l’e´bauche n’est
pas pertinente ici. C’est pourquoi on choisit de ne pas prendre en compte la contribution de
l’e´bauche dans la fonctionnelle. La fonctionnelle de l’e´quation 3.9 devient alors, en posant
x = D :
J(D) =
33∑
j=1
1
2σR,j
(
Pj(D)∑33
k=1 Pk(D)
− P
∗
j∑33
k=1 P
∗
k
)2 (4.9)
Et avec les valeurs des termes de variance σR,j choisies ici (voir 4.6 et 4.7), en notant B =
{6, 9, 17, 23, 28, 31, 33}, et A = {j, ∀j /∈ B} :
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J(x) =
∑
j∈A
(
Pj(x)∑33
k=1 Pk(x)
− P
∗
j∑33
k=1 P
∗
k
)2 +
∑
j∈B
1
10
(
Pj(x)∑33
k=1 Pk(x)
− P
∗
j∑33
k=1 P
∗
k
)2 (4.10)
On repre´sente alors en Figure 4.10 les nappes des e´carts de puissance a` la re´fe´rence obtenue
apre`s optimisation avec le sche´ma de calcul ADAO/COCAGNE, pour le re´flecteur a` deux
zones pre´sente´ en Figure 4.6. Ces nappes sont calcule´es en accordant des poids e´gaux a` tous
les assemblages de la partie active (a` gauche), et en diffe´renciant les deux classes A et B (a`
droite).
A B C D E F G H J K L M N P R S T
17 1.7 −1.0 1.7 17
16 ∆(%) 4.0 1.5 −0.9 −0.5 −0.9 1.5 4.0 16
15 1.4 0.5 −0.9 0.3 −1.0 −0.3 −1.0 0.3 −0.9 0.5 1.4 15
14 1.4 −1.6 −0.8 0.1 −0.5 −0.2 −2.6 −0.2 −0.5 0.1 −0.8 −1.6 1.4 14
13 0.5 −0.8 0.1 −0.2 0.3 −1.0 −0.3 −1.0 0.3 −0.2 0.1 −0.8 0.5 13
12 4.0 −0.9 0.1 −0.2 0.6 0.0 0.3 −0.7 0.3 0.0 0.6 −0.2 0.1 −0.9 4.0 12
11 1.5 0.3 −0.5 0.3 0.0 0.7 0.1 0.5 0.1 0.7 0.0 0.3 −0.5 0.3 1.5 11
10 1.7 −0.9 −1.0 −0.2 −1.0 0.3 0.1 0.6 −0.3 0.6 0.1 0.3 −1.0 −0.2 −1.0 −0.9 1.7 10
9 −1.0 −0.5 −0.3 −2.6 −0.3 −0.7 0.5 −0.3 0.5 −0.3 0.5 −0.7 −0.3 −2.6 −0.3 −0.5 −1.0 9
8 1.7 −0.9 −1.0 −0.2 −1.0 0.3 0.1 0.6 −0.3 0.6 0.1 0.3 −1.0 −0.2 −1.0 −0.9 1.7 8
7 1.5 0.3 −0.5 0.3 0.0 0.7 0.1 0.5 0.1 0.7 0.0 0.3 −0.5 0.3 1.5 7
6 4.0 −0.9 0.1 −0.2 0.6 0.0 0.3 −0.7 0.3 0.0 0.6 −0.2 0.1 −0.9 4.0 6
5 0.5 −0.8 0.1 −0.2 0.3 −1.0 −0.3 −1.0 0.3 −0.2 0.1 −0.8 0.5 5
4 1.4 −1.6 −0.8 0.1 −0.5 −0.2 −2.6 −0.2 −0.5 0.1 −0.8 −1.6 1.4 4
3 1.4 0.5 −0.9 0.3 −1.0 −0.3 −1.0 0.3 −0.9 0.5 1.4 3
2 4.0 1.5 −0.9 −0.5 −0.9 1.5 4.0 2
1 1.7 −1.0 1.7 1
A B C D E F G H J K L M N P R S T
0.81E∆abs = %
1.16σ∆ = %
∆max = 3.98 %
-2.56∆min = %
A B C D E F G H J K L M N P R S T
17 2.0 −0.7 2.0 17
16 ∆(%) 4.5 1.8 −0.7 −0.4 −0.7 1.8 4.5 16
15 2.4 1.2 −0.6 0.4 −1.0 −0.3 −1.0 0.4 −0.6 1.2 2.4 15
14 2.4 −1.1 −0.5 0.2 −0.5 −0.4 −2.8 −0.4 −0.5 0.2 −0.5 −1.1 2.4 14
13 1.2 −0.5 0.2 −0.3 0.0 −1.3 −0.6 −1.3 0.0 −0.3 0.2 −0.5 1.2 13
12 4.5 −0.6 0.2 −0.3 0.3 −0.4 −0.1 −1.2 −0.1 −0.4 0.3 −0.3 0.2 −0.6 4.5 12
11 1.8 0.4 −0.5 0.0 −0.4 0.2 −0.5 −0.1 −0.5 0.2 −0.4 0.0 −0.5 0.4 1.8 11
10 2.0 −0.7 −1.0 −0.4 −1.3 −0.1 −0.5 −0.0 −1.0 −0.0 −0.5 −0.1 −1.3 −0.4 −1.0 −0.7 2.0 10
9 −0.7 −0.4 −0.3 −2.8 −0.6 −1.2 −0.1 −1.0 −0.2 −1.0 −0.1 −1.2 −0.6 −2.8 −0.3 −0.4 −0.7 9
8 2.0 −0.7 −1.0 −0.4 −1.3 −0.1 −0.5 −0.0 −1.0 −0.0 −0.5 −0.1 −1.3 −0.4 −1.0 −0.7 2.0 8
7 1.8 0.4 −0.5 0.0 −0.4 0.2 −0.5 −0.1 −0.5 0.2 −0.4 0.0 −0.5 0.4 1.8 7
6 4.5 −0.6 0.2 −0.3 0.3 −0.4 −0.1 −1.2 −0.1 −0.4 0.3 −0.3 0.2 −0.6 4.5 6
5 1.2 −0.5 0.2 −0.3 0.0 −1.3 −0.6 −1.3 0.0 −0.3 0.2 −0.5 1.2 5
4 2.4 −1.1 −0.5 0.2 −0.5 −0.4 −2.8 −0.4 −0.5 0.2 −0.5 −1.1 2.4 4
3 2.4 1.2 −0.6 0.4 −1.0 −0.3 −1.0 0.4 −0.6 1.2 2.4 3
2 4.5 1.8 −0.7 −0.4 −0.7 1.8 4.5 2
1 2.0 −0.7 2.0 1
A B C D E F G H J K L M N P R S T
0.91E∆abs = %
1.33σ∆ = %
∆max = 4.48 %
-2.77∆min = %
Figure 4.10 Nappes des e´carts de puissance apre`s optimisation - ponde´ration de la fonction-
nelle
On remarque que l’on obtient des e´carts a` l’interface cœur/re´flecteur plus importants lorsque
l’on ponde`re la fonctionnelle suivant la position des assemblages. Ceci est logique puisqu’en
augmentant l’erreur faite par l’ope´rateur de diffusion au niveau de ces assemblages, on a
diminue´ leur poids dans la fonctionnelle. Les e´carts de puissance a` la re´fe´rence sont donc moins
minimise´s dans ces assemblages. On obtient alors de moins bons re´sultats que dans le cas
d’une fonctionnelle non ponde´re´e (e´cart maximal de 3.98 % sans ponde´ration contre 4.48 %
avec ponde´ration). Cependant, cette mode´lisation ponde´re´e de la fonctionnelle constitue une
repre´sentation plus fide`le du comportement re´el de l’ope´rateur de diffusion dans les zones
he´te´roge`nes. Dans le cas pre´sent, cette ponde´ration entraine de moins bons re´sultats sur
la nappe des e´carts de puissance a` la re´fe´rence, cependant, e´tant donne´ qu’il s’agit d’une
meilleure repre´sentation du comportement de l’ope´rateur de diffusion, on peut penser que
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l’on obtient un mode`le de re´flecteur plus pre´dictif, qui permettra de calculer de meilleurs
re´flecteurs sur d’autres plans de chargement par exemple. Cela constitue l’inte´reˆt de ponde´rer
la fonctionnelle, et c’est ce choix que nous retiendrons par la suite pour les calculs de diffusion.
Calculs SPN
Dans le cadre de l’approximation SPN, nous mode´lisons les assemblages de la partie active
crayon par crayon. Dans ce cas, l’ope´rateur SPN se comporte aussi bien dans les zones forte
he´te´roge´ne´ite´ que dans les zones homoge`nes. Ainsi, on ne peut plus faire l’hypothe`se que le
calcul de la puissance est moins pre´cis dans les assemblages situe´s a` l’interface cœur/re´flecteur.
La mode´lisation de la fonctionnelle que l’on a mis en place dans le chapitre pre´ce´dent n’est
donc pas applicable ici.
Il est important de noter que ce choix de mode´lisation n’implique pas que les re´sultats seront
meilleurs dans les zones de forte he´te´roge´ne´ite´. Au niveau de l’interface cœur/re´flecteur par
exemple, la qualite´ des re´sultats de´pendra du re´flecteur utilise´. Ici, on fait simplement l’hy-
pothe`se que les calculs sont aussi pre´cis dans chacun des assemblages. On n’accorde donc pas
d’erreur de mode`le plus importante dans certains assemblages.
On va donc modifier la fonctionnelle, et plus particulie`rement les valeurs des termes diagonaux
des matrices B et R. Ainsi, on de´finit ici une seule classe d’assemblage, et on pose :
∀j ∈ [1, 33], σR,j = 0.5 (4.11)
De plus, comme dans le chapitre pre´ce´dent, on conside`re que l’erreur faite sur l’e´bauche est
tre`s importante puisque l’on obtient celle-ci par condensation/homoge´ne´isation du caclul de
re´fe´rence. On pose alors :
∀i ∈ [1, 6], σB,i  1 (4.12)
La fonctionnelle pre´sente´e a` l’e´quation 3.9 devient donc dans ce cas, en posant x = Σtr :
J(Σtr) =
33∑
j=1
(
Pj(Σtr)∑33
k=1 Pk(Σtr)
− P
∗
j∑33
k=1 P
∗
k
)2 (4.13)
4.4.3 Maillage du re´flecteur
Apre`s avoir choisi une mode´lisation traduisant au mieux le comportement de l’ope´rateur de
diffusion dans les diffe´rents assemblages, nous nous inte´ressons au maillage du re´flecteur. Nos
sche´mas de calcul nous permettent de calculer des re´flecteurs he´te´roge`nes, or le re´flecteur est
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compose´ de plusieurs mate´riaux me´talliques et d’eau. Il est donc essentiel de traduire cette
he´te´roge´ne´ite´ dans notre mode´lisation. On pre´sente en Figure 4.11 un sche´ma ge´ne´ral du
re´flecteur dans un REP.
assemblages 
combustible 
+ + 
+ + + 
+ + + + + 
+ + + + + + 
+ + + + + + + + 
+ + + + + + + + + 
bouclier  
thermique 
baffle 
cuve 
eau 
enceinte du  
réacteur 
Figure 4.11 Sche´ma ge´ne´ral d’un huitie`me de re´flecteur dans un REP
On fait alors le choix de mode´liser le re´flecteur avec le maillage pre´sente´ en Figure 4.12.
1 2 3 4 5 6 7 8 9 R1 R1
10 11 12 13 14 15 16 17 R1 R1
18 19 20 21 22 23 R3 R1 R1
24 25 26 27 28 R4 R1 R1
29 30 31 R5 R2 R2 R2
32 33 R6 R2 R2 R2
R2 R2 R2 R2 R2
R2 R2 R2 R2
R2 R2 R2
R2 R2
R2
Figure 4.12 Mode´lisation du huitie`me de cœur (1 a` 33 : combustible ; [R1 ;R6] : re´flecteur)
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Cette mode´lisation est inte´ressante, car elle prend uniquement en compte la ge´ome´trie du
re´flecteur. Du point de vue de l’optimisation, ce maillage permet e´galement d’augmenter le
nombre de variables de controˆle, donc le nombre de degre´s de liberte´ pour l’optimisation.
Cela devrait permettre d’obtenir de meilleurs re´sultats que pre´ce´demment, en particulier au
niveau de l’interface cœur/re´flecteur ou` l’on a raffine´ le maillage du re´flecteur de manie`re
importante par rapport aux situations pre´ce´dentes.
Calculs en diffusion
Dans le cas de calculs de diffusion, le vecteur de controˆle D est maintenant de´fini par :
D = (D1,R1 , D1,R2 , D1,R3 , D1,R4 , D1,R5 , D1,R6)
T (4.14)
ou` D1,Ri est le coefficient de diffusion du groupe rapide dans la zone re´flecteur Ri (i ∈ [1, 6]).
Dans le cas de calcul de diffusion (donc avec une fonctionnelle ponde´re´ en fonction des erreurs
dans chaque assemblage de la partie active), on compare les re´sultats en termes de nappe des
e´carts de puissance a` la re´fe´rence, avec le maillage du re´flecteur de la Figure 4.6 (2 zones, a`
gauche sur la Figure 4.13) et le maillage de la Figure 4.12 (6 zones, a` droite sur la Figure 4.13).
A B C D E F G H J K L M N P R S T
17 2.0 −0.7 2.0 17
16 ∆(%) 4.5 1.8 −0.7 −0.4 −0.7 1.8 4.5 16
15 2.4 1.2 −0.6 0.4 −1.0 −0.3 −1.0 0.4 −0.6 1.2 2.4 15
14 2.4 −1.1 −0.5 0.2 −0.5 −0.4 −2.8 −0.4 −0.5 0.2 −0.5 −1.1 2.4 14
13 1.2 −0.5 0.2 −0.3 0.0 −1.3 −0.6 −1.3 0.0 −0.3 0.2 −0.5 1.2 13
12 4.5 −0.6 0.2 −0.3 0.3 −0.4 −0.1 −1.2 −0.1 −0.4 0.3 −0.3 0.2 −0.6 4.5 12
11 1.8 0.4 −0.5 0.0 −0.4 0.2 −0.5 −0.1 −0.5 0.2 −0.4 0.0 −0.5 0.4 1.8 11
10 2.0 −0.7 −1.0 −0.4 −1.3 −0.1 −0.5 −0.0 −1.0 −0.0 −0.5 −0.1 −1.3 −0.4 −1.0 −0.7 2.0 10
9 −0.7 −0.4 −0.3 −2.8 −0.6 −1.2 −0.1 −1.0 −0.2 −1.0 −0.1 −1.2 −0.6 −2.8 −0.3 −0.4 −0.7 9
8 2.0 −0.7 −1.0 −0.4 −1.3 −0.1 −0.5 −0.0 −1.0 −0.0 −0.5 −0.1 −1.3 −0.4 −1.0 −0.7 2.0 8
7 1.8 0.4 −0.5 0.0 −0.4 0.2 −0.5 −0.1 −0.5 0.2 −0.4 0.0 −0.5 0.4 1.8 7
6 4.5 −0.6 0.2 −0.3 0.3 −0.4 −0.1 −1.2 −0.1 −0.4 0.3 −0.3 0.2 −0.6 4.5 6
5 1.2 −0.5 0.2 −0.3 0.0 −1.3 −0.6 −1.3 0.0 −0.3 0.2 −0.5 1.2 5
4 2.4 −1.1 −0.5 0.2 −0.5 −0.4 −2.8 −0.4 −0.5 0.2 −0.5 −1.1 2.4 4
3 2.4 1.2 −0.6 0.4 −1.0 −0.3 −1.0 0.4 −0.6 1.2 2.4 3
2 4.5 1.8 −0.7 −0.4 −0.7 1.8 4.5 2
1 2.0 −0.7 2.0 1
A B C D E F G H J K L M N P R S T
0.91E∆abs = %
1.33σ∆ = %
∆max = 4.48 %
-2.77∆min = %
A B C D E F G H J K L M N P R S T
17 2.8 0.2 2.8 17
16 ∆(%) 3.4 1.3 −0.6 −0.1 −0.6 1.3 3.4 16
15 3.4 1.4 −1.0 0.0 −1.1 −0.3 −1.1 0.0 −1.0 1.4 3.4 15
14 3.4 −1.0 −0.4 0.1 −0.7 −0.5 −2.8 −0.5 −0.7 0.1 −0.4 −1.0 3.4 14
13 1.4 −0.4 0.2 −0.3 −0.0 −1.4 −0.7 −1.4 −0.0 −0.3 0.2 −0.4 1.4 13
12 3.4 −1.0 0.1 −0.3 0.2 −0.4 −0.2 −1.3 −0.2 −0.4 0.2 −0.3 0.1 −1.0 3.4 12
1 1.3 0.0 −0.7 −0.0 −0.4 0.1 −0.5 −0.1 −0.5 0.1 −0.4 −0.0 −0.7 0.0 1.3 11
10 2.8 −0.6 −1.1 −0.5 −1.4 −0.2 −0.5 −0.1 −1.0 −0.1 −0.5 −0.2 −1.4 −0.5 −1.1 −0.6 2.8 10
9 0.2 −0.1 −0.3 −2.8 −0.7 −1.3 −0.1 −1.0 −0.2 −1.0 −0.1 −1.3 −0.7 −2.8 −0.3 −0.1 0.2 9
8 2.8 −0.6 −1.1 −0.5 −1.4 −0.2 −0.5 −0.1 −1.0 −0.1 −0.5 −0.2 −1.4 −0.5 −1.1 −0.6 2.8 8
7 1.3 0.0 −0.7 −0.0 −0.4 0.1 −0.5 −0.1 −0.5 0.1 −0.4 −0.0 −0.7 0.0 1.3 7
6 3.4 −1.0 0.1 −0.3 0.2 −0.4 −0.2 −1.3 −0.2 −0.4 0.2 −0.3 0.1 −1.0 3.4 6
5 1.4 −0.4 0.2 −0.3 −0.0 −1.4 −0.7 −1.4 −0.0 −0.3 0.2 −0.4 1.4 5
4 3.4 −1.0 −0.4 0.1 −0.7 −0.5 −2.8 −0.5 −0.7 0.1 −0.4 −1.0 3.4 4
3 3.4 1.4 −1.0 0.0 −1.1 −0.3 −1.1 0.0 −1.0 1.4 3.4 3
2 3.4 1.3 −0.6 −0.1 −0.6 1.3 3.4 2
1 2.8 0.2 2.8 1
A B C D E F G H J K L M N P R S T
0.92E∆abs = %
1.34σ∆ = %
∆max = 3.39 %
-2.80∆min = %
Figure 4.13 Nappes des e´carts de puissance apre`s optimisation - maillage du re´flecteur (2
zones a` gauche, 6 zones a` droite)
On note une ame´lioration des re´sultats due au maillage plus fin du re´flecteur. L’e´cart maximal
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passe de 4.48 % pour un re´flecteur a` 2 zones a` 3.39 % avec un re´flecteur a` 6 zones. On constate
peu d’ame´lioration sur l’e´cart moyen et sur la valeur RMS des e´carts. La mode´lisation plus fine
du re´flecteur permet donc surtout d’ame´liorer de manie`re significative les e´carts maximaux,
au niveau de l’interface cœur/re´flecteur.
Calculs SPN
Dans le cas de calculs SPN, le vecteur de controˆle Σtr est maintenant de´fini, par analogie avec
le choix de mode´lisation effectue´ en diffusion, par :
Σtr = (Σtr,1,R1 ,Σtr,1,R2 ,Σtr,1,R3 ,Σtr,1,R4 ,Σtr,1,R5 ,Σtr,1,R6) (4.15)
ou` Σtr,1,Ri est le la section efficace macroscopique totale dans la zone re´flecteur Ri (i ∈ [1, 6]).
Les re´sultats obtenus dans le cas de calculs SPN seront expose´s au chapitre 6, pour N=3.
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CHAPITRE 5
RE´SULTATS EN DIFFUSION
Dans ce chapitre, nous allons exposer les re´sultats obtenus lors de notre e´tude, dans le cas des
calculs de diffusion. Ce chapitre est consacre´ a` l’e´tude des sche´mas de calcul pre´sente´s dans
les chapitres pre´ce´dents pour e´valuer les re´flecteurs 2-groupes et multi-groupes en utilisant
un ope´rateur de type diffusion. Nous allons travailler dans le cadre des choix de mode´lisation
que nous avons effectue´s au chapitre 4 :
• Les assemblages de la partie active sont homoge`nes et calcule´s en milieu infini.
• Le re´flecteur comporte 6 zones distinctes.
• La fonctionnelle est ponde´re´e avec une erreur plus importante pour les assemblages de
l’interface cœur/re´flecteur et l’assemblage 6 (voir Figure 3.1).
Nous exposons ici les re´sultats obtenus, en comparant les nappes de puissances obtenues avec
les re´flecteurs calcule´s par nos flots de donne´es a` une distribution de puissance de re´fe´rence
issue d’un calcul APOLLO2. E´galement, nous comparerons des indicateurs macroscopiques
3D obtenus avec les re´flecteurs simule´s par nos sche´mas de calcul a` des donne´es d’exploita-
tion. Enfin, nous comparerons les nappes d’e´carts entre les activite´s calcule´es et les activite´s
mesure´es expe´rimentalement. Nous utiliserons un re´flecteur initial obtenu par la me´thode de
Lefebvre-Lebigot lorsque l’on effectuera des calculs a` 2 groupes d’e´nergie, et on conservera la
condensation/homoge´ne´isation du calcul de re´fe´rence APOLLO2 lorsque l’on effectuera des
calculs multi-groupes.
5.1 Re´sultats a` 2 groupes d’e´nergie
Nous avons effectue´ deux choix importants de mode´lisation :
• Nous distinguons deux classes d’assemblages dans la partie active, suivant leur position
dans le cœur. Ces deux classes sont caracte´rise´es par des erreurs diffe´rentes (voir le
paragraphe 4.4.2, et les e´quations 4.6 et 4.7).
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• Nous avons raffine´ le maillage du re´flecteur en fonction de la ge´ome´trie ge´ne´rale de
celui-ci (voir Figure 4.12).
Dans cette section, nous allons appliquer ces choix de mode´lisation pour calculer un re´flecteur
a` deux groupes d’e´nergie, avec un ope´rateur de diffusion.
5.1.1 Comparaisons a` la nappe de puissance de re´fe´rence
Comparaisons homoge`nes par assemblage
Nous pre´sentons a` la Figure 5.1 les nappes d’e´carts de puissance a` la re´fe´rence APOLLO2
avant optimisation (a` gauche) et apre`s optimisation (a` droite).
A B C D E F G H J K L M N P R S T
17 −2.5 −1.9 −2.5 17
16 ∆(%) −0.4 −0.6 −0.6 0.1 −0.6 −0.6 −0.4 16
15 −0.3 0.1 0.2 1.0 −0.6 0.1 −0.6 1.0 0.2 0.1 −0.3 15
14 −0.3 0.8 1.1 1.3 0.2 0.1 −2.3 0.1 0.2 1.3 1.1 0.8 −0.3 14
13 0.1 1.1 1.5 0.6 0.7 −0.8 −0.1 −0.8 0.7 0.6 1.5 1.1 0.1 13
12 −0.4 0.2 1.3 0.6 1.1 0.3 0.4 −0.7 0.4 0.3 1.1 0.6 1.3 0.2 −0.4 12
11 −0.6 1.0 0.2 0.7 0.3 0.7 −0.1 0.3 −0.1 0.7 0.3 0.7 0.2 1.0 −0.6 11
10 −2.5 −0.6 −0.6 0.1 −0.8 0.4 −0.1 0.4 −0.6 0.4 −0.1 0.4 −0.8 0.1 −0.6 −0.6 −2.5 10
9 −1.9 0.1 0.1 −2.3 −0.1 −0.7 0.3 −0.6 0.2 −0.6 0.3 −0.7 −0.1 −2.3 0.1 0.1 −1.9 9
8 −2.5 −0.6 −0.6 0.1 −0.8 0.4 −0.1 0.4 −0.6 0.4 −0.1 0.4 −0.8 0.1 −0.6 −0.6 −2.5 8
7 −0.6 1.0 0.2 0.7 0.3 0.7 −0.1 0.3 −0.1 0.7 0.3 0.7 0.2 1.0 −0.6 7
6 −0.4 0.2 1.3 0.6 1.1 0.3 0.4 −0.7 0.4 0.3 1.1 0.6 1.3 0.2 −0.4 6
5 0.1 1.1 1.5 0.6 0.7 −0.8 −0.1 −0.8 0.7 0.6 1.5 1.1 0.1 5
4 −0.3 0.8 1.1 1.3 0.2 0.1 −2.3 0.1 0.2 1.3 1.1 0.8 −0.3 4
3 −0.3 0.1 0.2 1.0 −0.6 0.1 −0.6 1.0 0.2 0.1 −0.3 3
2 −0.4 −0.6 −0.6 0.1 −0.6 −0.6 −0.4 2
1 −2.5 −1.9 −2.5 1
A B C D E F G H J K L M N P R S T
0.67E∆abs = %
0.90σ∆ = %
∆max = 1.46 %
-2.54∆min = %
A B C D E F G H J K L M N P R S T
17 −0.9 0.1 −0.9 17
16 ∆(%) −0.8 −0.5 0.1 1.0 0.1 −0.5 −0.8 16
15 −0.9 −0.9 −0.3 1.0 −0.2 0.6 −0.2 1.0 −0.3 −0.9 −0.9 15
14 −0.9 0.2 0.5 0.9 0.1 0.2 −2.1 0.2 0.1 0.9 0.5 0.2 −0.9 14
13 −0.9 0.5 1.0 0.4 0.6 −0.8 −0.1 −0.8 0.6 0.4 1.0 0.5 −0.9 13
12 −0.8 −0.3 0.9 0.4 0.8 0.1 0.3 −0.8 0.3 0.1 0.8 0.4 0.9 −0.3 −0.8 12
11 −0.5 1.0 0.1 0.6 0.1 0.6 −0.1 0.2 −0.1 0.6 0.1 0.6 0.1 1.0 −0.5 11
10 −0.9 0.1 −0.2 0.2 −0.8 0.3 −0.1 0.3 −0.7 0.3 −0.1 0.3 −0.8 0.2 −0.2 0.1 −0.9 10
9 0.1 1.0 0.6 −2.1 −0.1 −0.8 0.2 −0.7 0.1 −0.7 0.2 −0.8 −0.1 −2.1 0.6 1.0 0.1 9
8 −0.9 0.1 −0.2 0.2 −0.8 0.3 −0.1 0.3 −0.7 0.3 −0.1 0.3 −0.8 0.2 −0.2 0.1 −0.9 8
7 −0.5 1.0 0.1 0.6 0.1 0.6 −0.1 0.2 −0.1 0.6 0.1 0.6 0.1 1.0 −0.5 7
6 −0.8 −0.3 0.9 0.4 0.8 0.1 0.3 −0.8 0.3 0.1 0.8 0.4 0.9 −0.3 −0.8 6
5 −0.9 0.5 1.0 0.4 0.6 −0.8 −0.1 −0.8 0.6 0.4 1.0 0.5 −0.9 5
4 −0.9 0.2 0.5 0.9 0.1 0.2 −2.1 0.2 0.1 0.9 0.5 0.2 −0.9 4
3 −0.9 −0.9 −0.3 1.0 −0.2 0.6 −0.2 1.0 −0.3 −0.9 −0.9 3
2 −0.8 −0.5 0.1 1.0 0.1 −0.5 −0.8 2
1 −0.9 0.1 −0.9 1
A B C D E F G H J K L M N P R S T
0.54E∆abs = %
0.66σ∆ = %
∆max = 1.04 %
-2.10∆min = %
Figure 5.1 Nappes des e´carts de puissance avant et apre`s optimisation - 6 zones re´flecteur
Le re´flecteur initial obtenu par la me´thode de Lefebvre-Lebigot donne de bien meilleurs re´-
sultats que lorsque l’on utilise la condensation/homoge´ne´isation du calcul de re´fe´rence. Cela
est normal, car le mode`le de Lefebvre-Lebigot est base´ sur la conservation des rapports entre
les flux et les courants des deux groupes d’e´nergie en diffusion par rapport a` la solution de
transport, sur un calcul de traverse 1D. Les parame`tres du re´flecteur obtenus par cette me´-
thode tendent a` rapprocher la solution de l’e´quation de diffusion de la solution de transport.
On observe ne´anmoins un e´cart important au niveau de l’assemblage 6 (voir Figure 3.1), ce
qui confirme que l’ope´rateur de diffusion calcule mal cet assemblage qui se situe dans une
zone tre`s he´te´roge`ne.
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Apre`s optimisation, on obtient une le´ge`re ame´lioration des re´sultats sur la nappe des e´carts
de puissance a` la re´fe´rence : l’e´cart moyen est de 0.54 % avec un e´cart-type de 0.66 % apre`s
optimisation contre un e´cart moyen de 0.67 % avec un e´cart-type de 0.90 % avant opti-
misation. De meˆme, l’e´cart maximal est de 1.04 % apre`s optimisation contre 1.46 % avant
optimisation. L’ame´lioration n’est cependant pas aussi significative que lorsque l’on initialise
le re´flecteur par condensation/homoge´ne´isation du calcul de re´fe´rence.
Il est important de noter ici que malgre´ cette le´ge`re ame´lioration du point de vue des indica-
teurs statistiques sur la nappe des e´carts de puissance a` la re´fe´rence, on observe e´galement
une ame´lioration inte´ressante sur la forme de cette nappe. En effet, on remarque une dimi-
nution nette des erreurs a` l’interface cœur/re´flecteur au niveau du bouclier thermique (voir
Figure 4.11), en particulier pour les assemblages 9 et 17 (voir Figure 4.12). Par ailleurs, on
remarque que l’optimisation a tendance a` homoge´ne´iser la nappe des e´carts et a` supprimer
l’asyme´trie azimutale visible sur la nappe initiale (a` gauche sur la figure 5.1). Sur cette nappe
initiale, on observait des e´carts positifs plus importants au niveau des coins du cœur, c’est-
a`-dire pour les assemblages 24 a` 26, 29, 30 et 32 de la figure 4.12. On retiendra que notre
me´thode permet une ame´lioration des re´sultats meˆme dans une situation ou` le re´flecteur
initial est de´ja` tre`s bien e´value´.
Reconstruction fine de puissance
Ici, on a effectue´ une reconstruction fine de puissance a` l’aide de la me´thode expose´e au
chapitre 2. On obtient ainsi des distributions des e´carts de puissance a` la re´fe´rence a` l’e´chelle
du crayon. On a pre´sente´ a` la figure 5.2 les nappes des e´carts de puissance a` la re´fe´rence,
crayon par crayon.
69
Figure 5.2 Nappes des e´carts de puissance crayon par crayon avant et apre`s optimisation - 6
zones re´flecteur
Ces nappes correspondent aux nappes a` l’e´chelle de l’assemblage pre´sente´es en Figure 5.1.
On note ici encore que le processus d’optimisation a pour effet d’homoge´ne´iser la nappe
des e´carts et de diminuer les e´carts dans les assemblages 9 et 17. La reconstruction fine de
puissance nous permet d’obtenir une information supple´mentaire sur les nappes d’e´carts : les
e´carts importants se situent au niveau des dernie`res range´es de crayons de la partie active, a`
l’interface cœur/re´flecteur. Par ailleurs, on constate toujours une disparition de l’asyme´trie
azimutale de´crite plus haut sur la nappe apre`s optimisation.
5.1.2 Recherche de concentration en bore critique
Nous allons a` pre´sent comparer le re´flecteur obtenu avec nos sche´mas de calcul au re´flecteur
initial avec d’autres indicateurs plus macroscopiques et 3D, comme la concentration de bore
critique lors de l’insertion successive de groupes de barres de controˆle dans le cœur. Pour ce
faire, nous allons inte´grer notre re´flecteur 2D dans une configuration 3D. Ainsi, on a pre´sente´
en Figure 5.3 une coupe d’un REP en 3D.
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réflecteur supérieur 
réflecteur radial 
zone fissile 
réflecteur inférieur 
Figure 5.3 Coupe de la mode´lisation neutronique d’un cœur de REP en 3D
Le re´flecteur radial sera alors notre re´flecteur 2D (le re´flecteur initial, ou celui obtenu par nos
sche´mas de calcul). Les re´flecteurs supe´rieurs et infe´rieurs seront obtenus ici par la me´thode
de Lefebvre-Lebigot. Nous verrons dans la section suivante la manie`re de mode´liser ces re´-
flecteurs lorsque l’on n’a pas acce`s au mode`le de Lefebvre-Lebigot.
Nous allons calculer ici la concentration de bore critique en configuration Toutes Barres
Hautes (TBH), et e´galement lors de l’insertion de groupes de barres de controˆle dans le cœur.
On dispose de plusieurs groupes que l’on note X1, X2, X3, X4, X5, SB, SC, SD. La proce´dure
de recherche de concentration de bore critique pour chacune de configuration est la suivante :
• On inse`re le premier groupe de barres de controˆle X1.
• On se place a` la concentration en bore critique expe´rimentale pour la configuration
conside´re´e.
• On calcule la nouvelle concentration en bore qui assure keff = 1 : c’est la concentration
en bore critique the´orique.
• On inse`re le groupe de barre suivant et on re´ite`re le processus a` partir de l’e´tape 2.
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On obtient ainsi la concentration en bore critique pour chacune des configurations avec et
sans barres de controˆle inse´re´es. Dans le tableau 5.1 on a reporte´, pour chaque configuration
d’insertion de groupes de barres, les e´carts entre la concentration en bore critique the´orique
et la concentration en bore critique expe´rimentale, pour le re´flecteur initial Lefebvre-Lebigot
(∆C
(0)
b ) et pour le re´flecteur obtenu avec notre sche´ma de calcul (∆C
(f)
b ).
Tableau 5.1 Concentration en bore critique avant et apre`s optimisation
Configuration ∆C
(0)
b (ppm) ∆C
(f)
b (ppm)
X1 2.5 2.5
X1+X2 0.2 0.7
D = X1+X2+X3 -2.5 -2.7
D + X4 0.4 0.5
D + X4 + X5 -9.4 -9.7
D + X4 + X5 + SB -9.8 -9.2
D + X4 + X5 + SB + SC -6.1 -0.1
D + X4 + X5 + SB + SC + SD -27.8 -28.1
On ne note donc ici aucune ame´lioration significative au niveau des e´carts entre les concen-
trations en bore critique expe´rimentales et calcule´es lorsque l’on utilise le re´flecteur obtenu
par nos sche´mas de calcul. Pour certains groupes de barres, on a meˆme de meilleurs re´sultats
avant optimisation de nos sche´mas de calcul (lors de l’insertion du groupe de barre SD par
exemple, on a un e´cart a` la concentration en bore critique expe´rimentale de -27.8 ppm avant
optimisation et de -28.1 ppm apre`s optimisation). Ces de´gradations sont ne´anmoins relatives :
il s’agit d’e´carts tre`s faibles devant la valeur de la concentration en bore critique expe´rimen-
tale, et les le´ge`res diffe´rences enregistre´es entre les re´sultats avant et apre`s optimisation ne
sont pas significatives. Cela est logique puisque l’on a obtenu une ame´lioration assez faible
du point de vue de la nappe des e´carts de puissance a` la re´fe´rence.
5.1.3 Efficacite´ inte´grale des barres
Dans ce paragraphe, nous comparons les re´sultats de nos sche´mas de calcul sur un nouvel
indicateur macroscopique 3D : l’efficacite´ inte´grale des groupes de barres de controˆle. La pro-
ce´dure de calcul de l’efficacite´ inte´grale des groupes barres de controˆle, pour chaque groupe
inse´re´ est la suivante :
• On calcule l’efficacite´ diffe´rentielle du bore pour chaque groupe de barres ∂ρ
∂Cb
ou` ρ = 1
keff
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est la re´activite´ et Cb est la concentration en bore.
• On retire tous les groupes de barres.
• On inse`re le groupe de barres dont on veut calculer l’efficacite´ inte´grale.
• On se place a` la concentration en bore critique the´orique pour le groupe de barres
conside´re´.
• On calcule la valeur du keff correspondant a` cette concentration the´orique.
• On calcule l’efficacite´ inte´grale a` partir de l’efficacite´ diffe´rentielle du bore et du keff.
Dans le tableau 5.2, on a reporte´ les e´carts entre les efficacite´s inte´grales des groupes de barres
the´oriques et expe´rimentales, avec le re´flecteur initial (∆Eff
(0)
b ) et avec le re´flecteur calcule´
par nos sche´mas de calcul (∆Eff
(f)
b ).
Tableau 5.2 Efficacite´ inte´grale des groupes de barres avant et apre`s optimisation
Configuration ∆Eff
(0)
b (ppm) ∆Eff
(f)
b (ppm)
X1 -6.0 -6.0
X2 11.0 10.0
X3 56.0 56.0
X4 -16.0 -16.0
X5 -36.0 -36.0
SB 1.0 0.0
SC 41.0 47.0
SD 7.0 0.0
Ici e´galement, on ne note pas d’ame´lioration par rapport au re´flecteur initial, celui-ci e´tant
de´ja` bien e´value´. De meˆme que dans le cas des concentrations en bore critique, on de´grade les
re´sultats dans quelques cas : lors de l’insertion du groupe de barre SC, l’e´cart d’efficacite´ inte´-
grale a` la valeur expe´rimentale vaut 41 ppm avant optimisation et 47 ppm apre`s. Cependant,
comme dans le cas des concentrations en bore critiques, ces e´carts entre les re´sultats avant
et apre`s optimisation sont tre`s faibles devant la valeur expe´rimentale de l’efficacite´ inte´grale
et ne sont donc pas significatifs.
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5.1.4 Cartes d’activite´
Dans cette section, on compare les nappes des e´carts entre les activite´s calcule´es et les ac-
tivite´s expe´rimentales, en utilisant comme re´flecteur le re´flecteur Lefebvre-Lebigot initial,
puis le re´flecteur issu de notre sche´ma de calcul. Le Tableau 5.3 rassemble les indicateurs
statistiques sur ces nappes d’e´carts d’activite´ a` l’expe´rience. σ
(0)
∆ et σ
(f)
∆ repre´sentent respec-
tivement la valeur RMS initiale et apre`s optimisation de la distribution des e´carts. max
(0)
∆ et
max
(f)
∆ repre´sentent respectivement l’e´cart maximal initial et apre`s optimisation de la distri-
bution des e´carts. min
(0)
∆ et min
(f)
∆ repre´sentent respectivement l’e´cart minimal initial et apre`s
optimisation de la distribution des e´carts.
Tableau 5.3 e´carts aux re´activite´s expe´rimentales avant et apre`s optimisation
Configuration σ
(0)
∆ (%) min
(0)
∆ (%) max
(0)
∆ (%) σ
(f)
∆ (%) min
(f)
∆ (%) max
(f)
∆ (%)
X1 2.2 -4.5 5.6 2.3 -4.6 6.7
X2 2.6 -5.5 5.3 2.7 -5.6 6.4
X3 2.9 -6.6 6.5 2.9 -5.5 8.1
X4 4.1 -8.2 8.7 4.5 -8.4 10.4
X5 4.7 -8.4 13.7 5.1 -8.4 16.6
SB 4.0 -6.6 10.6 5.5 -7.8 15.0
SD 5.0 -14.4 6.9 4.7 -13.6 7.2
On remarque ici que l’effet de l’optimisation de nos jeux de donne´es en le´ge`rement ne´gatif sur
les re´sultats des e´carts des activite´s calcule´es aux activite´s expe´rimentales. Ceci pourrait eˆtre
duˆ au fait que notre mode´lisation du cœur syme´trique par huitie`me ne prend pas en compte
l’asyme´trie re´elle du cœur. Il faudrait passer a` une repre´sentation comple`te du cœur afin de
confirmer cette hypothe`se.
5.1.5 Conclusion sur les re´sultats a` 2 groupes d’e´nergie
Dans cette section, on a examine´ les re´sultats obtenus avec nos sche´mas de calcul pour des
calculs en diffusion a` deux groupes d’e´nergie. Le re´flecteur initial a e´te´ obtenu par la me´thode
de Lefebvre-Lebigot. Celui-ci permet d’obtenir de tre`s bons re´sultats sur les nappes d’e´carts
de puissance a` la re´fe´rence. Nos sche´mas de calcul permettent d’optimiser ce re´flecteur et
d’en ame´liorer le´ge`rement les re´sultats sur les nappes d’e´carts de puissance a` la re´fe´rence.
On peut observer ces re´sultats sur les nappes des e´carts homoge`nes par assemblages (voir
Figure 5.1) et crayon par crayon (voir Figure 5.2).
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Lorsque l’on compare les re´sultats des deux re´flecteurs pour des indicateurs macroscopiques,
comme la concentration en bore critique lors de l’insertion de groupes de barres de controˆle
ou l’efficacite´ inte´grale des groupes de barres, on ne note aucune ame´lioration significative
avec le re´flecteur calcule´ par nos sche´mas de calcul. En effet, celui-ci n’est que le´ge`rement
diffe´rent du re´flecteur initial, comme en te´moignent les nappes d’e´carts de puissance a` la
re´fe´rence.
5.2 Re´sultats a` 4 groupes d’e´nergie
Dans cette section, nous allons examiner les re´sultats obtenus avec nos sche´mas de calcul
lorsque l’on se place dans une configuration a` 4 groupes d’e´nergie. Cette configuration sort
du cadre d’application du re´flecteur de Lefebvre-Lebigot, le re´flecteur initial sera donc obtenu
par condensation/homoge´ne´isation du calcul de re´fe´rence APOLLO2. Tous les autres choix
de mode´lisation effectue´s dans la section pre´ce´dente seront conserve´s :
• La ponde´ration de la fonctionnelle de l’e´quation 4.10.
• Le maillage du re´flecteur de la Figure 4.12.
• Les variables de controˆle de l’e´quation 4.14.
5.2.1 Comparaisons a` la nappe de puissance de re´fe´rence
Comparaisons homoge`nes par assemblage
Dans un premier temps, nous allons effectuer des comparaisons sur les nappes des e´carts de
puissance a` la re´fe´rence calcule´es avec le re´flecteur initial, et avec le re´flecteur obtenu par nos
sche´mas de calcul (a` droite sur la figure). On reporte ces nappes a` la Figure 5.4.
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A B C D E F G H J K L M N P R S T
17 22.1 17.6 22.1 17
16 ∆(%) 18.9 13.1 9.6 8.0 9.6 13.1 18.9 16
15 19.1 12.4 5.0 3.4 1.4 1.8 1.4 3.4 5.0 12.4 19.1 15
14 19.1 8.2 2.7 −0.4 −3.6 −4.3 −6.0 −4.3 −3.6 −0.4 2.7 8.2 19.1 14
13 12.4 2.7 −1.6 −6.1 −8.0 −10.5 −10.1 −10.5 −8.0 −6.1 −1.6 2.7 12.4 13
12 18.9 5.0 −0.4 −6.1 −9.3 −12.5 −13.6 −15.0 −13.6 −12.5 −9.3 −6.1 −0.4 5.0 18.9 12
11 13.1 3.4 −3.6 −8.0 −12.5 −14.7 −16.9 −16.9 −16.9 −14.7 −12.5 −8.0 −3.6 3.4 13.1 11
10 22.1 9.6 1.4 −4.3 −10.5 −13.6 −16.9 −18.0 −19.3 −18.0 −16.9 −13.6 −10.5 −4.3 1.4 9.6 22.1 10
9 17.6 8.0 1.8 −6.0 −10.1 −15.0 −16.9 −19.3 −19.1 −19.3 −16.9 −15.0 −10.1 −6.0 1.8 8.0 17.6 9
8 22.1 9.6 1.4 −4.3 −10.5 −13.6 −16.9 −18.0 −19.3 −18.0 −16.9 −13.6 −10.5 −4.3 1.4 9.6 22.1 8
7 13.1 3.4 −3.6 −8.0 −12.5 −14.7 −16.9 −16.9 −16.9 −14.7 −12.5 −8.0 −3.6 3.4 13.1 7
6 18.9 5.0 −0.4 −6.1 −9.3 −12.5 −13.6 −15.0 −13.6 −12.5 −9.3 −6.1 −0.4 5.0 18.9 6
5 12.4 2.7 −1.6 −6.1 −8.0 −10.5 −10.1 −10.5 −8.0 −6.1 −1.6 2.7 12.4 5
4 19.1 8.2 2.7 −0.4 −3.6 −4.3 −6.0 −4.3 −3.6 −0.4 2.7 8.2 19.1 4
3 19.1 12.4 5.0 3.4 1.4 1.8 1.4 3.4 5.0 12.4 19.1 3
2 18.9 13.1 9.6 8.0 9.6 13.1 18.9 2
1 22.1 17.6 22.1 1
A B C D E F G H J K L M N P R S T
10.12E∆abs = %
11.92σ∆ = %
∆max = 22.15 %
-19.32∆min = %
A B C D E F G H J K L M N P R S T
17 2.7 −0.8 2.7 17
16 ∆(%) 3.2 1.7 −0.7 −0.5 −0.7 1.7 3.2 16
15 3.8 1.0 −1.7 0.2 −1.1 0.2 −1.1 0.2 −1.7 1.0 3.8 15
14 3.8 −0.9 −0.7 0.3 −0.7 −0.1 −2.9 −0.1 −0.7 0.3 −0.7 −0.9 3.8 14
13 1.0 −0.7 0.6 −0.4 0.2 −1.4 −0.4 −1.4 0.2 −0.4 0.6 −0.7 1.0 13
12 3.2 −1.7 0.3 −0.4 0.5 −0.5 0.1 −1.3 0.1 −0.5 0.5 −0.4 0.3 −1.7 3.2 12
11 1.7 0.2 −0.7 0.2 −0.5 0.3 −0.7 0.1 −0.7 0.3 −0.5 0.2 −0.7 0.2 1.7 11
10 2.7 −0.7 −1.1 −0.1 −1.4 0.1 −0.7 0.1 −1.1 0.1 −0.7 0.1 −1.4 −0.1 −1.1 −0.7 2.7 10
9 −0.8 −0.5 0.2 −2.9 −0.4 −1.3 0.1 −1.1 0.0 −1.1 0.1 −1.3 −0.4 −2.9 0.2 −0.5 −0.8 9
8 2.7 −0.7 −1.1 −0.1 −1.4 0.1 −0.7 0.1 −1.1 0.1 −0.7 0.1 −1.4 −0.1 −1.1 −0.7 2.7 8
7 1.7 0.2 −0.7 0.2 −0.5 0.3 −0.7 0.1 −0.7 0.3 −0.5 0.2 −0.7 0.2 1.7 7
6 3.2 −1.7 0.3 −0.4 0.5 −0.5 0.1 −1.3 0.1 −0.5 0.5 −0.4 0.3 −1.7 3.2 6
5 1.0 −0.7 0.6 −0.4 0.2 −1.4 −0.4 −1.4 0.2 −0.4 0.6 −0.7 1.0 5
4 3.8 −0.9 −0.7 0.3 −0.7 −0.1 −2.9 −0.1 −0.7 0.3 −0.7 −0.9 3.8 4
3 3.8 1.0 −1.7 0.2 −1.1 0.2 −1.1 0.2 −1.7 1.0 3.8 3
2 3.2 1.7 −0.7 −0.5 −0.7 1.7 3.2 2
1 2.7 −0.8 2.7 1
A B C D E F G H J K L M N P R S T
1.01E∆abs = %
1.42σ∆ = %
∆max = 3.83 %
-2.92∆min = %
Figure 5.4 Nappes des e´carts de puissance avant et apre`s optimisation - 4 groupes d’e´nergie,
6 zones re´flecteur
On note que dans ce cas e´galement, l’optimisation effectue´e par nos sche´mas de calcul a pour
effet de diminuer conside´rablement les e´carts de puissance a` la re´fe´rence sur l’ensemble du
cœur (l’e´cart maximal diminue de 22.15 % a` 3.83 %, tandis que l’e´cart moyen diminue de
10.12 % a` 1.01 %). Cependant, le re´flecteur obtenu par nos flots de donne´es n’est pas aussi
bien e´value´ que celui que l’on obtient a` deux groupes d’e´nergie, en prenant comme re´flecteur
initial le re´flecteur de Lefebvre-Lebigot (voir Figure 5.1).
Cependant, lorsque l’on se penche sur le centre du cœur (assemblages 1, 2, 3, 4, 10, 11, 12
de la Figure 4.12), on remarque que les e´carts a` la re´fe´rence dans cette zone ne sont pas
significativement diffe´rents de ceux obtenus a` deux groupes d’e´nergie, en prenant comme
re´flecteur initial le re´flecteur de Lefebvre-Lebigot. L’optimisation effectue´e par nos sche´mas
de calcul est donc efficace dans cette zone. E´tant donne´ que le re´flecteur initial dans la
configuration a` 4 groupes d’e´nergie est beaucoup moins bien e´value´ qu’a` 2 groupes d’e´nergie,
les e´carts les plus importants sont situe´s a` l’interface cœur/re´flecteur.
Reconstruction fine de puissance
Nous allons maintenant examiner la nappe des e´carts de puissance a` la re´fe´rence a` l’e´chelle du
crayon de combustible (nappe crayon par crayon). On pre´sente cette nappe pour le re´flecteur
obtenu par nos sche´mas de calcul en Figure 5.5
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Figure 5.5 Nappe des e´carts de puissance crayon par crayon apre`s optimisation - 4 groupes
d’e´nergie, 6 zones re´flecteur
Sur cette figure, on constate que les erreurs importantes se situent essentiellement au niveau
des deux dernie`res range´es de crayons de la partie active du cœur. Ces erreurs au niveau
des crayons sont tre`s importantes (erreur maximale de 78.9 %) et entrainent des erreurs
importantes e´galement a` l’e´chelle de l’assemblage par effet d’homoge´ne´isation (voir Figure 5.4,
sur la figure de droite). On pre´cise qu’il s’agit la` d’erreurs inacceptables dans le cadre de
calculs de fluence cuve pas exemple. Il s’agit donc de la limite principale de cette e´tude,
et on tentera d’imaginer des solutions a` cette limite par la suite. Dans l’assemblage 33 par
exemple (voir Figure 4.12), les e´carts de puissance sont relativement faibles dans la majorite´
des crayons de l’assemblage, cependant, les dernie`res range´es de crayons pre´sentent des e´carts
de puissance conside´rables qui entrainent par homoge´ne´isation un e´cart moyen de -3.8 % sur
l’assemblage.
Par ailleurs, on note que conforme´ment a` ce que l’on avait de´ja` remarque´ sur la Figure 5.4, les
e´carts au centre de la partie active du cœur sont similaires a` ceux obtenus a` 2 groupes d’e´nergie
en prenant comme re´flecteur initial le re´flecteur de Lefebvre-Lebigot (voir la Figure 5.2 sur
la figure de droite et la Figure 5.5).
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5.2.2 Recherche de concentration en bore critique
Nous allons maintenant comparer re´flecteur initial obtenu par condensation/homoge´ne´isation
du calcul de re´fe´rence APOLLO2 avec le re´flecteur obtenu par nos sche´mas de calcul en
calculant les concentrations en bore critique pour les insertions des groupes de barres de
controˆle selon la proce´dure de´crite dans la section pre´ce´dente.
Dans le cadre de nos calculs a` 4 groupes d’e´nergie, nous ne disposons pas de re´flecteurs
infe´rieurs et supe´rieurs comme c’est le cas dans le cadre de calculs a` 2 groupes. On choisit
donc comme re´flecteur axial le re´flecteur radial entie`rement homoge´ne´ise´ (voir Figure 3.1).
Dans le tableau 5.4, on a reporte´ les e´carts entre la concentration en bore critique the´orique
et expe´rimentale pour chaque configuration d’insertion des groupes de barres de controˆle,
calcule´s avec le re´flecteur initial (∆C
(0)
b ) et avec le re´flecteur obtenu par nos sche´mas de
calcul (∆C
(f)
b ).
Tableau 5.4 Concentration en bore critique avant et apre`s optimisation
Configuration ∆C
(0)
b (ppm) ∆C
(f)
b (ppm)
TBH 22.0 -0.3
X1 28.7 2.7
X1 + X2 28.3 0.8
D = X1 + X2 + X3 28.4 -2.7
D + X4 40.7 0.6
D + X4 + X5 28.4 -8.8
D + X4 + X5 + SB 17.5 -9.2
D + X4 + X5 + SB + SC 60.4 -2.8
D + X4 + X5 + SB + SC + SD -13.0 -25.6
Dans ce cas, on note une ame´lioration significative des e´carts entre les concentrations en
bore critique the´oriques et expe´rimentales, suivant que l’on utilise comme re´flecteur radial
le re´flecteur initial ou le re´flecteur obtenu par nos sche´mas de calcul. De plus, les re´sultats
obtenus avec nos flots de donne´es (colonne de droite) sont tre`s proches des re´sultats obtenus
dans le cadre de calculs a` 2 groupes d’e´nergie (voir le tableau 5.1). On remarque en particulier
que l’on a conside´rablement de´grade´ le re´sultat lors de l’insertion du groupe de barres SD
(l’e´cart a` la valeur expe´rimentale vaut -13.0 ppm avant optimisation et -25.6 ppm apre`s
optimisation). Cependant, l’e´cart apre`s optimisation correspond a` l’ordre de l’e´cart que l’on
obtient avec le re´flecteur Lefebvre-Lebigot (-28.1 ppm). Meˆme au prix de cette de´gradation,
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on a un ame´lioration globale sur l’ensemble des groupes de barres importants. Ceci est un
re´sultat tre`s inte´ressant. En effet, meˆme si la nappe des e´carts de puissance a` la re´fe´rence
pre´sente des valeurs plus importantes lors de calcul a` 4 groupes d’e´nergie, on constate que
dans le cas d’un indicateur 3D plus macroscopique, on atteint la meˆme qualite´ de re´sultats
que dans le cas du re´flecteur de Lefebvre-Lebigot.
5.2.3 Efficacite´ inte´grale des barres
Nous allons a` pre´sent tenter de confirmer l’observation pre´ce´dente en calculant les effica-
cite´s inte´grales des groupes de barres calcule´es selon la proce´dure expose´e dans la section
pre´ce´dente. Dans le tableau 5.5, on a reporte´ les efficacite´s inte´grales des groupes de barres
calcule´es avec le re´flecteur initial (∆Eff
(0)
b ) et avec le re´flecteur obtenu par nos sche´mas de
calcul (∆Eff
(f)
b ).
Tableau 5.5 Efficacite´ inte´grale des groupes de barres avant et apre`s optimisation
Configuration ∆Eff
(0)
b (ppm) ∆Eff
(f)
b (ppm)
X1 -4.0 -6.0
X2 12.0 10.0
X3 56.0 56.0
X4 -6.0 -15.0
X5 -44.0 -35.0
SB -16.0 -1.0
SC 99.0 46.0
SD -78.0 0.0
Ici, on constate une nette ame´lioration des re´sultats avec le re´flecteur obtenu par nos sche´mas
de calcul. Les e´carts entre les efficacite´s inte´grales des groupes de barres the´oriques et expe´-
rimentales sont la` encore tre`s proches de ceux obtenus dans le cadre de calculs a` 2 groupes
pre´sente´s dans le tableau 5.2. De meˆme que pour les calculs de concentrations en bore cri-
tiques, on note une de´gradation du re´sultat avec l’optimisation, pour le groupe de barres
X4 cette fois-ci (e´cart a` la valeur expe´rimentale de -6.0 ppm avant optimisation contre -15.0
ppm apre`s). La` encore, cette de´gradation permet de retrouver un re´sultat de l’ordre de celui
obtenu avec le re´flecteur Lefebvre-Lebigot (-16.0 ppm). E´galement, on constate qu’au prix
de cette de´gradation sur un seul groupe de barres, on a une ame´lioration globale nette des
re´sultats. Ceci confirme l’observation faite au paragraphe pre´ce´dent : lorsque l’on calcule des
indicateurs 3D macroscopiques tels que la concentration en bore critique lors de l’insertion
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de groupes de barres de controˆle ou les efficacite´s inte´grales de ces groupes de barres, on ob-
tient avec notre mode`le de re´flecteur, des re´sultats tre`s similaires a` ceux obtenus a` 2 groupes
d’e´nergie avec le re´flecteur de Lefebvre-Lebigot.
5.2.4 Cartes d’activite´
Ici, on compare les activite´s calcule´es par COCAGNE aux activite´s expe´rimentales, en uti-
lisant le re´flecteur initial obtenu par condensation/homoge´ne´isation du calcul de re´fe´rence,
puis le re´flecteur issu de notre sche´ma de calcul. Le Tableau 5.6 rassemble les indicateurs
statistiques sur ces nappes d’e´carts d’activite´ a` l’expe´rience. σ
(0)
∆ et σ
(f)
∆ repre´sentent respec-
tivement la valeur RMS initiale et apre`s optimisation de la distribution des e´carts. max
(0)
∆ et
max
(f)
∆ repre´sentent respectivement l’e´cart maximal initial et apre`s optimisation de la distri-
bution des e´carts. min
(0)
∆ et min
(f)
∆ repre´sentent respectivement l’e´cart minimal initial et apre`s
optimisation de la distribution des e´carts.
Tableau 5.6 e´carts aux re´activite´s expe´rimentales avant et apre`s optimisation
Configuration σ
(0)
∆ (%) min
(0)
∆ (%) max
(0)
∆ (%) σ
(f)
∆ (%) min
(f)
∆ (%) max
(f)
∆ (%)
TBH 8.2 -16.4 14.3 2.4 -6.3 6.3
X1 8.4 -18.5 13.2 2.8 -6.0 6.3
X2 9.6 -20.4 15.1 3.2 -6.5 7.5
X3 10.5 -22.2 15.7 2.8 -5.4 7.5
X4 14.1 -30.3 18.1 4.2 -8.6 9.6
X5 18.4 -32.7 33.7 5.0 -9.2 15.3
SB 35.8 -38.4 66.8 4.8 -7.0 12.2
SD 12.6 -15.6 27.5 4.8 -15.0 6.7
Ici, on note une ame´lioration significative des re´sultats lorsque l’on utilise le re´flecteur opti-
mise´. De plus, comme pour les re´sultats de concentration en bore critique et de l’efficacite´
inte´grale des groupes de barres, on retrouve des re´sultats comparables a` ceux obtenus a` 2
groupes d’e´nergie avec le re´flecteur de Lefebvre-Lebigot optimise´. On a toujours des re´sultats
le´ge`rement moins bons que ceux obtenus avec le re´flecteur de Lefebvre-Lebigot. La` encore,
on peut penser que cela est duˆ a` notre repre´sentation syme´trique par huitie`me du cœur.
5.3 Conclusions sur les calculs en diffusion
Dans cette section, nous avons expose´ les re´sultats de notre e´tude sur les re´flecteurs, pour des
calculs de diffusion. Tout d’abord, nous avons expose´ nos choix de mode´lisation en matie`re
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de ponde´ration de la fonctionnelle, de maillage du re´flecteur et de choix des variables de
controˆle. Nous avons compare´ les re´sultats obtenus par les re´flecteurs initiaux, et les re´flec-
teurs obtenus par nos sche´mas, pour des calculs a` 2 groupes et 4 groupes d’e´nergie.
Dans le cadre des calculs a` 2 groupes d’e´nergie, on utilise comme re´flecteur initial le re´flecteur
de Lefebvre-Lebigot. Celui-ci est caracte´rise´ par des coefficients de diffusion bien calcule´s et
on remarque une le´ge`re diminution des e´carts de puissance a` la re´fe´rence (voir Figure 5.2)
lorsque l’on utilise le re´flecteur optimise´. Cependant, cette diminution ne se traduit pas par
une ame´lioration significative des re´sultats macroscopiques, lorsque l’on effectue des calculs
de concentration en bore critique ou de l’efficacite´ des groupes de barres de controˆle (voir les
tableaux 5.1 et 5.2). Ceci est logique puisque l’optimisation du re´flecteur effectue´e par nos
sche´mas de calcul modifie peu le re´flecteur initial. Les re´sultats macroscopiques sont donc
peu touche´s par la modification du re´flecteur conse´quente a` l’optimisation.
Lorsque l’on effectue des calculs a` 4 groupes, on sort du cadre d’application du mo-
de`le de re´flecteur de Lefebvre-Lebigot, et on initialise alors le re´flecteur par condensa-
tion/homoge´ne´isation du calcul de re´fe´rence. On observe cette fois-ci une re´duction signi-
ficative de la nappe des e´carts de puissance a` la re´fe´rence lorsque l’on utilise le re´flecteur
optimise´ (voir Figure 5.4). De la meˆme manie`re, lorsque l’on effectue des calculs d’indica-
teurs macroscopiques (concentration en bore critique et efficacite´ des groupes de barres de
controˆle), on observe une ame´lioration importante des re´sultats avec le re´flecteur optimise´
(voir les tableaux 5.4 et 5.5). De plus, les re´sultats sur ces indicateurs macroscopiques sont
tre`s proches des re´sultats obtenus a` 2 groupes d’e´nergie. Cependant, on n’arrive pas a` obte-
nir de meilleurs re´sultats que ceux atteints en utilisant le re´flecteur de Lefebvre-Lebigot a` 2
groupes d’e´nergie.
Le proble`me principal de ce mode`le de re´flecteur est la pre´sence d’e´carts de puissance a` la
re´fe´rence tre`s importants sur les dernie`res range´es de crayons de la partie active du re´flecteur
(voir Figure 5.5). De plus, dans une perspective industrielle, il est pre´fe´rable de privilile´gier
le re´flecteur Lefebvre-Lebigot, puisque les calculs 4 groupes sont plus lourds que les calculs 2
groupes et n’apportent pas d’ame´lioration notable. Notre mode`le de re´flecteur serait inte´res-
sant dans le cas ou` des calculs multi-groupes en diffusion seraient pre´conise´s pour d’autres
raisons que celle de la mode´lisation du re´flecteur seule. Nous tenterons d’exposer les causes
de ces e´carts importants et les solutions envisage´es afin de les supprimer dans la discussion
au chapitre 7.
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CHAPITRE 6
RE´SULTATS EN SP3
Dans ce chapitre, nous allons exposer les re´sultats lorsque l’on effectue des calculs dans le
cadre de l’approximation SPN multi-groupe homoge`ne par crayon (voir le chapitre 2). Ici,
nous travaillerons avec N=3. Les choix de mode´lisation relatifs au cas de l’approximation
SP3 expose´s au chapitre 4 sont les suivants :
• Les assemblages de la partie active sont de´crits a` l’e´chelle du crayon et calcule´s en
milieu infini.
• Le re´flecteur comporte 6 zones distinctes.
• La fonctionnelle n’est pas ponde´re´e : il n’existe qu’une seule classe d’assemblages dans
la partie active du cœur, et tous les assemblages sont donc caracte´rise´s par la meˆme
erreur (voir paragraphe 4.4.2).
Nous exposons ici nos re´sultats pour des calculs a` 4 et 8 groupes d’e´nergie. Ici, nous compa-
rerons uniquement les re´flecteurs en termes de nappes des e´carts de puissance a` la re´fe´rence
APOLLO2.
6.1 Re´sultats a` 4 groupes d’e´nergie
Dans cette section, tous les calculs seront effectue´s a` 4 groupes d’e´nergie. On va suivre la
meˆme de´marche que dans le chapitre pre´ce´dent :
• On va comparer les nappes des e´carts de puissance a` la re´fe´rence avec le re´flecteur
initial et avec le re´flecteur obtenu par nos sche´mas de calcul afin d’observer les effets
de l’optimisation a` l’e´chelle de l’assemblage.
• On va ensuite observer les nappes crayon par crayon afin d’en de´duire une information
supple´mentaire a` l’e´chelle du crayon.
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6.1.1 Comparaisons assemblage
Nous pre´sentons a` la Figure 6.1 les nappes des e´carts de puissance a` la re´fe´rence calcule´s
avec le re´flecteur initial (a` gauche) et avec le re´flecteur obtenu par nos sche´mas de calcul
(a` droite). Cependant, a` la diffe´rence du cas a` 2 groupes d’e´nergie, on a d’abord calcule´ la
nappe crayon par crayon que l’on a ensuite homoge´ne´ise´ sur chaque assemblage.
A B C D E F G H J K L M N P R S T
17 22.1 17.6 22.1 17
16 ∆(%) 18.9 13.1 9.6 8.0 9.6 13.1 18.9 16
15 19.1 12.4 5.0 3.4 1.4 1.8 1.4 3.4 5.0 12.4 19.1 15
14 19.1 8.2 2.7 −0.4 −3.6 −4.3 −6.0 −4.3 −3.6 −0.4 2.7 8.2 19.1 14
13 12.4 2.7 −1.6 −6.1 −8.0 −10.5 −10.1 −10.5 −8.0 −6.1 −1.6 2.7 12.4 13
12 18.9 5.0 −0.4 −6.1 −9.3 −12.5 −13.6 −15.0 −13.6 −12.5 −9.3 −6.1 −0.4 5.0 18.9 12
11 13.1 3.4 −3.6 −8.0 −12.5 −14.7 −16.9 −16.9 −16.9 −14.7 −12.5 −8.0 −3.6 3.4 13.1 11
10 22.1 9.6 1.4 −4.3 −10.5 −13.6 −16.9 −18.0 −19.3 −18.0 −16.9 −13.6 −10.5 −4.3 1.4 9.6 22.1 10
9 17.6 8.0 1.8 −6.0 −10.1 −15.0 −16.9 −19.3 −19.1 −19.3 −16.9 −15.0 −10.1 −6.0 1.8 8.0 17.6 9
8 22.1 9.6 1.4 −4.3 −10.5 −13.6 −16.9 −18.0 −19.3 −18.0 −16.9 −13.6 −10.5 −4.3 1.4 9.6 22.1 8
7 13.1 3.4 −3.6 −8.0 −12.5 −14.7 −16.9 −16.9 −16.9 −14.7 −12.5 −8.0 −3.6 3.4 13.1 7
6 18.9 5.0 −0.4 −6.1 −9.3 −12.5 −13.6 −15.0 −13.6 −12.5 −9.3 −6.1 −0.4 5.0 18.9 6
5 12.4 2.7 −1.6 −6.1 −8.0 −10.5 −10.1 −10.5 −8.0 −6.1 −1.6 2.7 12.4 5
4 19.1 8.2 2.7 −0.4 −3.6 −4.3 −6.0 −4.3 −3.6 −0.4 2.7 8.2 19.1 4
3 19.1 12.4 5.0 3.4 1.4 1.8 1.4 3.4 5.0 12.4 19.1 3
2 18.9 13.1 9.6 8.0 9.6 13.1 18.9 2
1 22.1 17.6 22.1 1
A B C D E F G H J K L M N P R S T
10.12E∆abs = %
11.92σ∆ = %
∆max = 22.15 %
-19.32∆min = %
A B C D E F G H J K L M N P R S T
17 1.5 −0.7 1.5 17
16 ∆(%) 1.7 1.3 0.1 −0.7 0.1 1.3 1.7 16
15 1.2 0.8 −1.3 −0.0 −0.9 0.0 −0.9 −0.0 −1.3 0.8 1.2 15
14 1.2 −0.8 −1.3 −0.1 −0.6 0.1 −1.2 0.1 −0.6 −0.1 −1.3 −0.8 1.2 14
13 0.8 −1.3 −0.2 −0.5 0.3 −0.7 0.3 −0.7 0.3 −0.5 −0.2 −1.3 0.8 13
12 1.7 −1.3 −0.1 −0.5 0.4 −0.1 0.5 −0.5 0.5 −0.1 0.4 −0.5 −0.1 −1.3 1.7 12
11 1.3 −0.0 −0.6 0.3 −0.1 0.7 0.1 0.7 0.1 0.7 −0.1 0.3 −0.6 −0.0 1.3 11
10 1.5 0.1 −0.9 0.1 −0.7 0.5 0.1 0.8 −0.1 0.8 0.1 0.5 −0.7 0.1 −0.9 0.1 1.5 10
9 −0.7 −0.7 0.0 −1.2 0.3 −0.5 0.7 −0.1 0.8 −0.1 0.7 −0.5 0.3 −1.2 0.0 −0.7 −0.7 9
8 1.5 0.1 −0.9 0.1 −0.7 0.5 0.1 0.8 −0.1 0.8 0.1 0.5 −0.7 0.1 −0.9 0.1 1.5 8
7 1.3 −0.0 −0.6 0.3 −0.1 0.7 0.1 0.7 0.1 0.7 −0.1 0.3 −0.6 −0.0 1.3 7
6 1.7 −1.3 −0.1 −0.5 0.4 −0.1 0.5 −0.5 0.5 −0.1 0.4 −0.5 −0.1 −1.3 1.7 6
5 0.8 −1.3 −0.2 −0.5 0.3 −0.7 0.3 −0.7 0.3 −0.5 −0.2 −1.3 0.8 5
4 1.2 −0.8 −1.3 −0.1 −0.6 0.1 −1.2 0.1 −0.6 −0.1 −1.3 −0.8 1.2 4
3 1.2 0.8 −1.3 −0.0 −0.9 0.0 −0.9 −0.0 −1.3 0.8 1.2 3
2 1.7 1.3 0.1 −0.7 0.1 1.3 1.7 2
1 1.5 −0.7 1.5 1
A B C D E F G H J K L M N P R S T
0.66E∆abs = %
0.82σ∆ = %
∆max = 1.69 %
-1.30∆min = %
Figure 6.1 Nappes des e´carts de puissance apre`s optimisation - 4 groupes d’e´nergie, calcul en
SP3, 6 zones re´flecteur
Sur cette figure, on remarque que l’optimisation a pour effet une tre`s nette diminution des
e´carts de puissance. En effet, la nappe initiale admet un maximum de 22.15 % avec une
moyenne de 10.12 % et un e´cart-type de 11.92 %, tandis que la nappe calcule´e en utilisant le
re´flecteur obtenu avec nos sche´mas de calcul pre´sente un maximum de 1.69 %, une moyenne
de 0.66 % et un e´cart-type de 0.82 %.
Par ailleurs, les performances de notre re´flecteur 4 groupes d’e´nergie s’approchent de celles
obtenues avec le re´flecteur de Lefebvre-Lebigot dans le cadre de calculs de diffusion a` 2
groupes d’e´nergie. Ce re´sultat est donc tre`s inte´ressant, car il permet de retrouver a` peu de
choses pre`s les performances du re´flecteur de Lefebvre-Lebigot, alors meˆme que les e´carts de
puissance initiaux sont tre`s importants. En partant d’une e´bauche errone´e, nos sche´mas de
calcul donnent un re´flecteur approchant de manie`re satisfaisante la nappe de puissance de
re´fe´rence.
83
Enfin, on remarque plusieurs effets dus a` la mode´lisation crayon par crayon de la partie
active du cœur, et a` l’utilisation de l’ope´rateur SP3 :
• L’e´cart minimal ne se situe plus au niveau de l’assemblage 6, comme c’e´tait le cas pour
les calculs de diffusion. En effet, les choix de mode´lisation effectue´s ici, notamment la
repre´sentation crayon par crayon, permettent d’atte´nuer les effets de l’he´te´roge´ne´ite´
du milieu dans lequel se trouve cet assemblage.
• Les e´carts a` l’interface cœur/re´flecteur sont nettement moins importants que dans le
cadre des calculs de diffusion a` 4 groupes d’e´nergie au chapitre pre´ce´dent. Encore une
fois, les choix de mode´lisation effectue´s dans ce chapitre permettent de mieux ge´rer les
zones he´te´roge`nes du cœur.
6.1.2 Comparaisons crayon par crayon
Nous nous penchons a` pre´sent sur la nappe des e´carts de puissance a` la re´fe´rence en mode´li-
sation crayon par crayon. En effet, nous avons constate´ dans le chapitre pre´ce´dent que cette
visualisation apporte une information supple´mentaire importante sur les nappes d’e´carts, en
permettant de relever les e´carts de puissance dans chaque range´e de crayons, en particulier
a` l’interface cœur/re´flecteur : on s’affranchit ici des effets d’homoge´ne´isation des re´sultats.
Nous reportons en Figure 6.2 la nappe des e´carts de puissance a` la re´fe´rence crayon par
crayon, calcule´e avec le re´flecteur 4 groupes obtenu par nos sche´mas de calcul.
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Figure 6.2 Nappe des e´carts de puissance crayon par crayon apre`s optimisation - 4 groupes
d’e´nergie, calcul SP3, 6 zones re´flecteur
Sur cette figure, on fait le meˆme constat que dans le cas de calculs de diffusion : les e´carts
de puissance sont tre`s importants dans les deux dernie`res range´es de crayons a` l’interface
cœur/re´flecteur. On note ne´anmoins une diminution de ces e´carts par rapport au cas de la
figure 5.5 : on passe d’un e´cart maximal de 78.9 % a` 45.3 % dans le cas pre´sent. On remarque
e´galement que l’assemblage 6 n’apparait pas aussi nettement au sein de la nappe des e´carts
comme a` la figure 5.5, ce qui confirme l’effet des choix de mode´lisation effectue´s ici.
Par ailleurs, on remarque qu’une large zone a` l’inte´rieur du cœur est tre`s homoge`ne et pre´sente
des e´carts de puissance tre`s faibles (assemblages 1, 2, 3, 4, 5, 10, 11, 12, 18, 19, 20, 24 de la
figure 3.1), ce qui n’e´tait pas le cas dans le cas des calculs en diffusion.
On obtient donc de meilleurs re´sultats qu’avec des calculs de diffusion. Cependant, il subsiste
des erreurs importantes a` l’interface cœur/re´flecteur. E´tant donne´ que la partie active du cœur
est mode´lise´e ici a` l’e´chelle du crayon, on peut penser que ces erreurs importantes sont dues au
fait que le re´flecteur quant a` lui, est toujours mode´lise´ a` l’e´chelle de l’assemblage. E´tant donne´
que les assemblages du re´flecteur situe´s a` l’interface cœur/re´flecteur sont tre`s he´te´roge`nes dans
leur structure physique (voir Figure 4.11), la mode´lisation a` l’e´chelle de l’assemblage dans
cette zone entraine une perte d’information importante. Il faudrait imaginer un maillage du
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re´flecteur plus physique, par exemple un maillage de´coupant le re´flecteur en macro-groupes
de crayons correspondant aux diffe´rents mate´riaux qui composent le re´flecteur.
6.1.3 Conclusion sur les calculs a` 4 groupes d’e´nergie
Lors des calculs a` 4 groupes d’e´nergie, on constate une nette ame´lioration des re´sultats par
rapport aux calculs de diffusion (voir les figures 5.4 et 6.1). A` titre d’exemple, l’e´cart maximal
sur la nappe des e´carts de puissance homoge`ne par assemblage diminue de 3.83 % a` 1.69 %
lorsque l’on effectue des calculs dans le cadre de l’approximation SP3, pour un e´cart moyen
diminuant de 1.01 % a` 0.66 %.
De meˆme, on remarque une nette ame´lioration sur la nappe des e´carts crayon par crayon (voir
les figures 5.5 et 6.2). En effet, l’erreur maximale est fortement diminue´e (de 78.9 % a` 45.3 %).
L’ope´rateur se comporte mieux a` l’interface cœur/re´flecteur, et dans les zones he´te´roge`nes de
manie`re ge´ne´rale. De plus, on constate que la nappe des e´carts de puissance a` la re´fe´rence est
beaucoup plus homoge`ne que dans le cadre de calculs de diffusion, en particulier au centre
du cœur.
Par ailleurs, on retrouve des re´sultats comparables a` ceux obtenus dans le cadre des nos
calculs de diffusion, en utilisant le re´flecteur de Lefebvre-Lebigot comme re´flecteur initial
pour l’optimisation. Et contrairement au sche´ma de calcul en diffusion, le sche´ma de calcul
SPN permet des ame´liorations des calculs au niveau de la partie active du cœur. Ceci est un
re´sultat tre`s inte´ressant puisque l’on a montre´ que nos sche´mas de calcul sont capables de
calculer un re´flecteur multi-groupe, he´te´roge`ne, pre´sentant des performances comparables au
re´flecteur de Lefebvre-Lebigot.
On n’a pas effectue´ ici de calculs de concentration en bore critique, avec notre re´flecteur
initial et avec le re´flecteur obtenu par nos sche´mas de calcul. En effet, les calculs a` 4 groupes
d’e´nergie, en 3 dimensions et avec la partie active mode´lise´e crayon par crayon demandent
un espace me´moire important et nous n’avons pas pu acce´der aux ressources ne´cessaires a`
ces calculs.
6.2 Re´sultats a` 8 groupes d’e´nergie
Dans cette section, nous allons nous pencher sur les re´sultats a` 8 groupes d’e´nergie. Tous
les choix de mode´lisation que nous avons faits dans la section pre´ce´dente seront conserve´s.
Nous allons comparer les re´sultats a` 8 groupes d’e´nergie avec ceux obtenus a` 4 groupes
d’e´nergie, afin de de´terminer l’influence de l’augmentation en nombre de groupes d’e´nergie
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sur la re´solution du proble`me.
6.2.1 Comparaisons a` la nappe de puissance de re´fe´rence
Comparaisons homoge`nes par assemblage
Tout d’abord, nous avons calcule´ la nappe des e´carts de puissance a` la re´fe´rence APOLLO2,
de la meˆme manie`re que dans la section pre´ce´dente. Nous avons obtenu une nappe crayon
par crayon qui a e´te´ homoge´ne´ise´e a` l’e´chelle de l’assemblage afin de garder la structure
du chapitre pre´ce´dent. A la Figure 6.3, on a pre´sente´ les nappes des e´carts de puissance
a` la re´fe´rence avant (a` gauche sur la figure) et apre`s (a` droite sur la figure) la proce´dure
d’optimisation de nos sche´mas de calcul.
A B C D E F G H J K L M N P R S T
17 22.8 18.0 22.8 17
16 ∆(%) 19.7 13.6 9.7 7.9 9.7 13.6 19.7 16
15 19.8 12.8 5.2 3.2 1.4 1.6 1.4 3.2 5.2 12.8 19.8 15
14 19.8 8.4 2.6 −0.7 −3.6 −4.6 −5.8 −4.6 −3.6 −0.7 2.6 8.4 19.8 14
13 12.8 2.6 −1.9 −6.1 −8.4 −10.5 −10.5 −10.5 −8.4 −6.1 −1.9 2.6 12.8 13
12 19.7 5.2 −0.7 −6.1 −9.6 −12.7 −14.1 −15.2 −14.1 −12.7 −9.6 −6.1 −0.7 5.2 19.7 12
11 13.6 3.2 −3.6 −8.4 −12.7 −15.1 −17.1 −17.4 −17.1 −15.1 −12.7 −8.4 −3.6 3.2 13.6 11
10 22.8 9.7 1.4 −4.6 −10.5 −14.1 −17.1 −18.5 −19.5 −18.5 −17.1 −14.1 −10.5 −4.6 1.4 9.7 22.8 10
9 18.0 7.9 1.6 −5.8 −10.5 −15.2 −17.4 −19.5 −19.6 −19.5 −17.4 −15.2 −10.5 −5.8 1.6 7.9 18.0 9
8 22.8 9.7 1.4 −4.6 −10.5 −14.1 −17.1 −18.5 −19.5 −18.5 −17.1 −14.1 −10.5 −4.6 1.4 9.7 22.8 8
7 13.6 3.2 −3.6 −8.4 −12.7 −15.1 −17.1 −17.4 −17.1 −15.1 −12.7 −8.4 −3.6 3.2 13.6 7
6 19.7 5.2 −0.7 −6.1 −9.6 −12.7 −14.1 −15.2 −14.1 −12.7 −9.6 −6.1 −0.7 5.2 19.7 6
5 12.8 2.6 −1.9 −6.1 −8.4 −10.5 −10.5 −10.5 −8.4 −6.1 −1.9 2.6 12.8 5
4 19.8 8.4 2.6 −0.7 −3.6 −4.6 −5.8 −4.6 −3.6 −0.7 2.6 8.4 19.8 4
3 19.8 12.8 5.2 3.2 1.4 1.6 1.4 3.2 5.2 12.8 19.8 3
2 19.7 13.6 9.7 7.9 9.7 13.6 19.7 2
1 22.8 18.0 22.8 1
A B C D E F G H J K L M N P R S T
10.37E∆abs = %
12.22σ∆ = %
∆max = 22.78 %
-19.61∆min = %
A B C D E F G H J K L M N P R S T
17 1.5 −1.1 1.5 17
16 ∆(%) 1.6 1.5 0.0 −1.1 0.0 1.5 1.6 16
15 1.4 0.8 −1.2 −0.3 −0.9 −0.2 −0.9 −0.3 −1.2 0.8 1.4 15
14 1.4 −0.7 −1.4 −0.4 −0.5 −0.1 −0.9 −0.1 −0.5 −0.4 −1.4 −0.7 1.4 14
13 0.8 −1.4 −0.4 −0.4 0.1 −0.5 0.2 −0.5 0.1 −0.4 −0.4 −1.4 0.8 13
12 1.6 −1.2 −0.4 −0.4 0.2 0.0 0.4 −0.2 0.4 0.0 0.2 −0.4 −0.4 −1.2 1.6 12
1 1.5 −0.3 −0.5 0.1 0.0 0.6 0.3 0.7 0.3 0.6 0.0 0.1 −0.5 −0.3 1.5 11
10 1.5 0.0 −0.9 −0.1 −0.5 0.4 0.3 0.8 0.1 0.8 0.3 0.4 −0.5 −0.1 −0.9 0.0 1.5 10
9 −1.1 −1.1 −0.2 −0.9 0.2 −0.2 0.7 0.1 0.8 0.1 0.7 −0.2 0.2 −0.9 −0.2 −1.1 −1.1 9
8 1.5 0.0 −0.9 −0.1 −0.5 0.4 0.3 0.8 0.1 0.8 0.3 0.4 −0.5 −0.1 −0.9 0.0 1.5 8
7 1.5 −0.3 −0.5 0.1 0.0 0.6 0.3 0.7 0.3 0.6 0.0 0.1 −0.5 −0.3 1.5 7
6 1.6 −1.2 −0.4 −0.4 0.2 0.0 0.4 −0.2 0.4 0.0 0.2 −0.4 −0.4 −1.2 1.6 6
5 0.8 −1.4 −0.4 −0.4 0.1 −0.5 0.2 −0.5 0.1 −0.4 −0.4 −1.4 0.8 5
4 1.4 −0.7 −1.4 −0.4 −0.5 −0.1 −0.9 −0.1 −0.5 −0.4 −1.4 −0.7 1.4 4
3 1.4 0.8 −1.2 −0.3 −0.9 −0.2 −0.9 −0.3 −1.2 0.8 1.4 3
2 1.6 1.5 0.0 −1.1 0.0 1.5 1.6 2
1 1.5 −1.1 1.5 1
A B C D E F G H J K L M N P R S T
0.67E∆abs = %
0.83σ∆ = %
∆max = 1.64 %
-1.36∆min = %
Figure 6.3 Nappes des e´carts de puissance apre`s optimisation - 8 groupes d’e´nergie, calcul
SP3, 6 zones re´flecteur
Sur cette figure, on remarque que la` encore, l’optimisation re´alise´e par nos sche´mas de calcul
a pour effet de diminuer conside´rablement les e´carts de puissance a` la re´fe´rence par rapport
au cas ou` l’on utilise le re´flecteur obtenu par condensation/homoge´ne´isation du calcul de
re´fe´rence.
Par ailleurs, on note une le´ge`re ame´lioration lorsque l’on compare la nappe des e´carts de
puissance a` 8 groupes d’e´nergie obtenue pas nos sche´mas de calcul. a` 8 groupes d’e´nergie,
on augmente a` nouveau l’homoge´ne´ite´ de la nappe des e´carts de puissance a` la re´fe´rence au
87
niveau du centre du cœur. A` titre d’exemple, si l’on se penche sur l’e´cart qu’il existe entre les
assemblages 1 et 2 (voir Figure 3.1), on remarque qu’il est de 0.9 % dans le cas d’un calcul a`
4 groupes (voir Figure 6.1) alors qu’il est de 0.7 % dans le cas d’un calcul a` 8 groupes (voir
Figure 6.3). Les e´carts entre les assemblages adjacents sont plus faibles de manie`re ge´ne´rale
lorsque l’on augmente le nombre de groupes d’e´nergie, ce qui constitue une ame´lioration.
Comparaisons crayon par crayon
Comme dans la section pre´ce´dente, on va maintenant examiner la nappe des e´carts de puis-
sance crayon par crayon. En effet, cette nappe nous apporte une information supple´mentaire
sur les e´carts au niveau des dernie`res range´es de crayons de la partie active, situe´es a` l’inter-
face cœur/re´flecteur. On pre´sente la nappe des e´carts de puissance a` la re´fe´rence, visualise´e
crayon par crayon, calcule´e avec le re´flecteur obtenu par nos sche´mas de calcul en Figure 6.4.
Figure 6.4 Nappe des e´carts de puissance crayon par crayon apre`s optimisation - 8 groupes
d’e´nergie, calcul SP3, 6 zones re´flecteur
On note que la nappe des e´carts de puissance a` la re´fe´rence est tre`s similaire a` celle calcule´e
a` 4 groupes d’e´nergie (voir Figure 6.2). On retrouve des re´sultats comparables en termes
d’e´cart maximal (45.3 % pour le calcul a` 4 groupes et 47.6 % pour le calcul a` 8 groupes) et
en terme de forme ge´ne´rale de la distribution des e´carts.
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Cependant, on note quelques ame´liorations par rapport au cas a` 4 groupes d’e´nergie. En
effet, la zone centrale du cœur, tre`s homoge`ne et pre´sentant des e´carts de puissance a` la
re´fe´rence tre`s faibles, est plus e´tendue lorsque l’on augmente le nombre de groupes d’e´nergie
a` 8 groupes. Cette zone s’e´tend ici sur la majeure partie de la partie active (assemblages
1 a` 7, 10 a` 14, 18 a` 22, 24 a` 26 et 29 de la figure 3.1). On observe a` pre´sent des e´carts
de puissance importants uniquement dans la zone proche de l’interface cœur/re´flecteur, en
particulier dans les deux dernie`res range´es d’assemblages de la partie active du cœur. On
observe toujours des e´carts importants au niveau des dernie`res range´es de crayons situe´es a`
l’interface cœur/re´flecteur.
De manie`re ge´ne´rale, le passage de 4 a` 8 groupes d’e´nergie permet une le´ge`re ame´lioration de
la distribution des e´carts de puissance a` la re´fe´rence. L’augmentation du nombre de groupes
d’e´nergie permet d’obtenir une nappe des e´carts de puissance a` la re´fe´rence plus homoge`ne
au centre du cœur, avec des e´carts plus faibles. Ne´anmoins, les erreurs importantes observe´es
dans les dernie`res range´es de crayons de la partie active sont toujours pre´sentes dans le cas
de calculs a` 8 groupes.
6.3 Conclusions sur les calculs SP3
Dans cette section, on a effectue´ des calculs dans le cadre de l’approximation SP3 a` 4 groupes
d’e´nergie, et on a compare´ les nappes des e´carts de puissance a` la re´fe´rence APOLLO2 avec
les re´sultats des calculs de diffusion expose´s au chapitre 5. On a ensuite effectue´ des calculs
a` 8 groupes d’e´nergie afin d’e´tudier l’effet de l’augmentation du nombre de groupes d’e´nergie
sur les re´sultats de nos sche´mas de calcul.
On a modifie´ les choix de mode´lisation faits au chapitre pre´ce´dent afin de refle´ter au mieux
les spe´cificite´s de notre syste`me, et en particulier le comportement de l’ope´rateur SP3. Ainsi,
on a accorde´ dans la fonctionnelle un poids e´quivalent a` chaque assemblage de la partie
active (voir l’e´quation 4.11). On n’accorde toujours pas de confiance a` l’e´bauche, et on l’a
donc entaˆche´e d’une erreur tre`s importante dans la fonctionnelle (voir l’e´quation 4.12). Les
autres choix de mode´lisation sont reste´s inchange´s par rapport a` ceux effectue´s au chapitre
pre´ce´dent.
Tout d’abord, les re´sultats a` 4 groupes d’e´nergie montrent une ame´lioration significative
lorsque l’on se place dans le cadre de l’approximation SP3, par rapport aux calculs de diffusion.
En effet, on observe une forte diminution des e´carts de puissance a` la re´fe´rence, a` la fois sur la
nappe homoge`ne par assemblage (voir les figures 5.4 et 6.1) et sur la nappe visualise´e crayon
par crayon (voir les figures 5.5 et 6.2). Dans le tableau 6.1, on a rassemble´ les re´sultats a` 4
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groupes, pour des calculs de diffusion et des calculs SP3.
Tableau 6.1 Comparaison des re´sultats a` 4 groupes d’e´nergie en diffusion et en SP3
Nappe homoge`ne Nappe crayon-
par assemblage par crayon
Diffusion SP3 Diffusion SP3
max∆ 3.83 1.69 78.94 45.3
min∆ -2.92 -1.30 -4.3 -4.4
E∆abs 1.01 0.66 X
1 X 1
σ∆ 1.42 0.82 6.2 4.4
L’inte´reˆt de mener des calculs dans le cadre de l’approximation SP3 par rapport aux calculs de
diffusion est net. Cela apporte une meilleure mode´lisation du re´flecteur, c’est-a`-dire que nos
sche´mas de calcul sont capables de calculer un re´flecteur qui reproduit le calcul de re´fe´rence
de fac¸on plus pre´cise a` l’inte´rieur de la partie active.
On a par la suite e´tudie´ l’impact de l’augmentation du nombre de groupes d’e´nergie sur le
re´flecteur calcule´ par nos sche´mas de calcul. On a note´ que les ame´liorations sont le´ge`res, aussi
bien sur les nappes des e´carts de puissance homoge`nes par assemblage (voir les figures 5.4
et 6.3) que crayon par crayon (voir les figures 5.5 et 6.4). On a rassemble´ dans le tableau 6.2
les principaux indicateurs statistiques sur les distributions de puissance calule´es dans le cadre
de l’approximation SP3, pour des calculs a` 4 et 8 groupes d’e´nergie.
Tableau 6.2 Comparaison des re´sultats a` 4 groupes et a` 8 groupes d’e´nergie (calculs SP3)
Nappe homoge`ne Nappe crayon-
par assemblage par crayon
4 groupes 8 groupes 4 groupes 8 groupes
max∆ 1.69 1.64 45.3 47.6
min∆ -1.30 -1.36 -4.4 -4.3
E∆abs 0.66 0.67 X
1 X 1
σ∆ 0.82 0.83 4.4 4.7
On constate que l’augmentation du nombre de groupes n’a pas un impact significatif sur
les indicateurs statistiques sur les distributions de puissance a` l’inte´rieur de la partie active.
1. Non disponible.
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On a meˆme de´grade´ le re´sultat sur les e´carts maximaux crayon par crayon (45.3 % a` 4
groupes contre 47.6 % a` 8 groupes). La diffe´rence entre ces deux e´carts est ne´anmoins faible
devant la valeur des e´carts (cela revient a` un e´cart relatif de 4.8 % entre les deux e´carts).
Cependant, lorsque l’on observe les figures 5.5 et 6.4, on note que la nappe obtenue a` 8 groupes
d’e´nergie pre´sente une zone tre`s homoge`ne au centre du cœur, avec des e´carts de puissance
faibles. Cette zone est plus e´tendue que dans le cas des calculs a` 4 groupes d’e´nergie. De
plus, on remarque que l’assemblage 6 ne pre´sente plus d’e´carts importants par rapport a` ses
voisins. Ceci confirme l’inte´reˆt du raffinement du maillage e´nerge´tique pour la mode´lisation
du re´flecteur.
91
CHAPITRE 7
DISCUSSION ET CONCLUSION
Au cours de cette e´tude, nous avons mis en place deux flots de donne´es permettant de
calculer des re´flecteurs he´te´roge`nes, multi-groupes, pouvant eˆtre utilise´s avec un ope´rateur
de diffusion ou un ope´rateur de transport approche´ de type SPN. La strate´gie employe´e a e´te´
de minimiser les e´carts entre la distribution de puissance calcule´e par un code de cœur et une
distribution de puissance de re´fe´rence obtenue par un calcul APOLLO2 base´ sur la me´thode
MOC. Le premier sche´ma de calcul est le mode`le de re´flecteur OPTEX, de´veloppe´ a` l’EPM.
Il repose sur les modules d’OPTEX dans le code de cœur DONJON. La strate´gie employe´e
consiste a` minimiser une fonctionnelle graˆce a` la me´thode GPT combine´e a` l’algorithme
d’optimisation PLCP. Le deuxie`me sche´ma de calcul est base´ sur COCAGNE, le nouveau
code de cœur de´veloppe´ par EDF, associe´ au module d’assimilation de donne´es ADAO de la
plateforme SALOME, e´galement de´veloppe´e par EDF.
La premie`re e´tape de cette e´tude a e´te´ la validation des deux sche´mas de calcul. Pour cela,
nous avons choisi des cas test simples afin d’effectuer un calcul de re´flecteur avec chacun
de nos deux sche´mas de calcul, a` deux groupes d’e´nergie. Cette e´tape nous a permis de
ve´rifier la cohe´rence de nos sche´mas de calcul, et de de´gager deux constatations importantes :
• D’une part, les coefficients de diffusion des diffe´rents groupes sont des variables de
controˆle de´pendantes pour les algorithmes d’optimisation. Ce re´sultat a e´te´ confirme´
pour des calculs a` 4 groupes d’e´nergie et montre que re´aliser l’optimisation sur l’en-
semble des groupes d’e´nergie me`ne au calcul d’une infinite´ de re´flecteurs e´quivalents,
ce qui n’est pas souhaitable dans le cadre de cette e´tude.
• Les coefficients de diffusion du groupe le plus rapide dans chaque zone du re´flecteur
sont des variables de controˆle inde´pendantes pour les algorithmes d’optimisation.
On obtient avec cette strate´gie un re´flecteur unique pour lequel le minimum de la
fonctionnelle est approche´ de fac¸on pre´cise par les deux sche´mas de calcul. Ceci
constitue donc une strate´gie d’optimisation acceptable dans le cadre de cette e´tude.
Cette e´tape de validation a donc permis de de´gager une strate´gie d’optimisation pour
garantir l’inde´pendance des variables de controˆle dans la suite de l’e´tude : on a de´cide´ de
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toujours optimiser les parame`tres associe´s au groupe le plus rapide dans chaque zone du
re´flecteur (les coefficients de diffusion dans le cas de calculs de diffusion et les sections
macroscopiques efficaces totales ponde´re´es P-1 dans le cas de calculs SPN).
Une fois les sche´mas de calcul valide´s, nous avons effectue´ plusieurs calculs de re´flecteur, tout
d’abord pour des calculs de diffusion a` 2 puis 4 groupes, puis pour des calculs SP3 a` 4 puis 8
groupes d’e´nergie. Pour les calculs de diffusion a` 2 groupes d’e´nergie, le re´flecteur initial a e´te´
calcule´ avec la me´thode de Lefebvre-Lebigot, et dans tous les autres cas, il a e´te´ obtenu par
condensation/homoge´ne´isation du calcul de re´fe´rence. Dans chaque cas, nous avons compare´
le re´flecteur initial au re´flecteur calcule´ par nos sche´mas de calcul en observant les nappes
des e´carts de puissance a` la re´fe´rence homoge`nes par assemblage crayon par crayon. De plus,
nous avons effectue´ des comparaisons aux mesures faites sur des indicateurs 3D (calculs de
concentration en bore critique lors de l’insertion successive de groupes de barres de controˆle
et de l’efficacite´ inte´grale de ces barres pour les simulations en diffusion). Les re´sultats
obtenus nous permettent d’affirmer que de manie`re ge´ne´rale, l’optimisation re´alise´e par nos
sche´mas de calcul permet de diminuer les e´carts de puissance a` la re´fe´rence. Dans le cas des
calculs de diffusion a` 2 groupes d’e´nergie, le re´flecteur initial de Lefebvre-Lebigot est tre`s bien
e´value´ et l’optimisation a un effet assez faible sur la qualite´ des nappes d’e´carts, et aucun
effet sur les indicateurs 3D. Lorsque l’on raffine le maillage spatial a` 4 groupes d’e´nergie, et
que l’on initialise le re´flecteur par condensation/homoge´ne´isation du calcul de re´fe´rence, on
observe un effet important de l’optimisation effectue´e par nos sche´mas de calcul. Cependant,
on constate que les e´carts de puissance a` la re´fe´rence sont plus importants qu’a` 2 groupes
d’e´nergie. En effet, le re´flecteur initial est beaucoup moins bien e´value´ et l’optimisation
ne permet pas de pallier ce proble`me. En particulier, sur les nappes d’e´carts crayon par
crayon, on observe des e´carts tre`s importants dans les dernie`res range´es de crayons de
la partie active, situe´es a` l’interface cœur/re´flecteur. Sur les indicateurs 3D, on note que
l’optimisation permet de retrouver les re´sultats du re´flecteur de Lefebvre-Lebigot, ce qui est
un re´sultat inte´ressant. Cependant, dans une perspective industrielle, il est pre´fe´rable de
privilile´gier le re´flecteur Lefebvre-Lebigot, puisque les calculs 4 groupes sont plus lourds que
les calculs 2 groupes et n’apportent pas d’ame´lioration notable. Notre mode`le de re´flecteur
serait inte´ressant dans le cas ou` des calculs multi-groupes en diffusion seraient pre´conise´s
pour d’autres raisons que celle de la mode´lisation du re´flecteur seule.
On a ensuite effectue´ des calculs SP3, a` 4 et 8 groupes d’e´nergie. Pour ces simulations, nous
n’avons pas calcule´ les indicateurs 3D car ceux-ci sont effectue´s avec des bibliothe`ques de
sections efficaces de´crites crayon par crayon qui demandent un espace me´moire important, et
nous n’avons pas pu acce´der aux ressources ne´cessaires a` ces calculs. Dans le cadre des calculs
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a` 4 groupes d’e´nergie, on constate un effet important de l’optimisation effectue´e par nos
sche´mas de calcul, et e´galement une nette ame´lioration par rapport aux calculs de diffusion
a` 4 groupes d’e´nergie. Le re´flecteur optimise´ a` 4 groupes d’e´nergie permet d’obtenir des
nappes d’e´carts de puissance a` la re´fe´rence comparables a` celles obtenues avec le re´flecteur
de Lefebvre-Lebigot. Cependant, on note sur les nappes d’e´carts crayon par crayon que les
dernie`res range´es de crayons de la partie active pre´sentent toujours des e´carts de puissance
tre`s importants. Ceci est duˆ a` des erreurs de mode´lisation que nous exposerons plus loin.
Lorsque l’on raffine le maillage e´nerge´tique a` 8 groupes, on observe une le´ge`re ame´lioration
sur la nappe des e´carts de puissance a` la re´fe´rence, qui est plus homoge`ne au centre du cœur,
et pre´sentent des e´carts le´ge`rement plus faibles dans cette re´gion. Cependant, on observe
toujours des e´carts importants au niveau des dernie`res range´es de crayons de la partie active.
Les re´sultats montrent donc que l’objectif de cette e´tude a e´te´ atteint. En effet, on a mis en
place deux sche´mas de calcul capables de ge´ne´rer des re´flecteurs he´te´roge`nes, multi-groupes,
en utilisant un ope´rateur de diffusion ou SPN. Dans tous les cas envisage´s, nous avons
constate´ que le re´flecteur calcule´ par nos jeux de donne´es permet toujours d’obtenir des
e´carts de puissance a` la re´fe´rence plus faibles que le re´flecteur initial. Cependant, on a
e´galement constate´ plusieurs limites majeures a` cette e´tude. En effet, nos jeux de donne´es
ne parviennent pas a` obtenir des re´sultats meilleurs que ceux obtenus en diffusion et a` 2
groupes d’e´nergie a` partir du re´flecteur de Lefebvre-Lebigot. Trois raisons principales a`
cette observation peuvent eˆtre de´gage´es, qui constituent les trois axes principaux de travaux
ulte´rieurs a` cette e´tude :
• Lorsque l’on sort du cadre d’application de la me´thode de Lefebvre-Lebigot, on initialise
le re´flecteur par condensation/homoge´ne´isation du calcul de re´fe´rence APOLLO2. Or,
le calcul initial des sections efficaces est primordial. En effet, si certains parame`tres
du re´flecteur vont eˆtre modifie´s lors de l’optimisation (coefficients de diffusion dans le
cadre de calculs de diffusion, et sections macroscopiques efficaces totales ponde´re´es P-1
dans le cas de calculs SPN/SN), les autres parame`tres du re´flecteur resteront inchange´s
(sections de diffusion...). Il est donc tre`s important de dimensionner correctement le
re´flecteur initial, ce qui n’est pas le cas lorsque l’on sort du cadre d’application de la
me´thode de Lefebvre-Lebigot. Les sche´mas de calcul mis en place ici ne suffisent donc
pas, et il faut effectuer un travail de dimensionnement pre´alable pour des re´flecteurs
multi-groupes comme c’est le cas a` 2 groupes avec le re´flecteur de Lefebvre-Lebigot.
Nous recommandons de remplacer l’homoge´ne´isation flux-volume, utilise´e en sortie par
APOLLO2 pour calculer les parame`tres de re´flecteur a` 26 groupes, par une technique
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d’homoge´ne´isation plus e´volue´e. On pourrait tenter de calculer un coefficient de dif-
fusion par une formule de type mode fondamental et/ou d’utiliser une e´quivalence SPH.
• Dans la mise en place du proble`me, il est pre´cise´ que les assemblages de la partie active
sont calcule´s en milieu infini, dans le cadre de l’approximation du mode fondamental.
Cette me´thode de calcul est valide au centre du cœur. En effet, les assemblages voisins
pre´sentent des caracte´ristiques physiques similaires. L’approximation du milieu infini
est donc acceptable dans ce cas. Cependant, lorsque l’on s’approche de l’interface
cœur/re´flecteur, et particulie`rement pour les assemblages dont les voisins sont des
assemblages du re´flecteur, l’approximation atteint ses limites. En effet, le re´flecteur
admet des caracte´ristiques physiques radicalement diffe´rentes de celles de la partie ac-
tive. L’approximation du milieu infini est donc ici peu adapte´e. Un des axes principaux
de travail futur sera celui-ci : on peut observer les re´sultats de nos sche´mas de calcul
lorsque l’on mode´lise la partie active autrement, par condensation/homoge´ne´isation
du calcul de re´fe´rence APOLLO2 par exemple.
• Durant toute cette e´tude, le re´flecteur a e´te´ mode´lise´ avec des sections efficaces
homoge`nes par assemblages. En effet, mode´liser le re´flecteur avec des sections ef-
ficaces homoge`nes par crayon ne´cessite des bibliothe`ques de sections efficaces tre`s
volumineuses et beaucoup d’espace me´moire. Cependant, la mode´lisation homoge`ne
par assemblage du re´flecteur ne permet pas de repre´senter correctement les he´te´-
roge´ne´ite´s de sa structure physique. Ainsi, certains assemblages sont traverse´s a` la
fois par de l’eau et par de l’acier, et il parait assez grossier de moyenner les sections
efficaces des deux mate´riaux sur l’ensemble du re´flecteur. Il serait alors inte´ressant
d’imaginer une mode´lisation hybride du re´flecteur. Les assemblages situe´s a` l’interface
cœur/re´flecteur seraient mode´lise´s avec des sections efficaces homoge`nes par crayon,
car ces assemblages sont traverse´s a` la fois par le baﬄe (eau) et par le bouclier
thermique et ne´cessitent donc une description plus fine, a` l’e´chelle du crayon. Les
assemblages situe´s plus loin de la partie active pourraient eˆtre, quant a` eux, mode´lise´s
avec des sections efficaces homoge`nes par assemblage afin de re´duire le volume des
bibliothe`ques de sections efficaces. On pourrait imaginer un maillage du re´flecteur
plus physique, par exemple un maillage de´coupant le re´flecteur en macro-groupes
de crayons correspondant aux diffe´rents mate´riaux qui composent le re´flecteur. Ce
point constitue e´galement un axe de travaux poste´rieurs a` cette e´tude. Notamment,
il sera inte´ressant de comparer les performances de nos deux sche´mas de calcul
dans ce cas, en terme de temps de convergence. En effet, le vecteur de controˆle sera
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alors de taille importante (de l’ordre de la centaine de variables), ce qui constitue un
cadre plus significatif de comparaison des performances des algorithmes d’optimisation.
Enfin, on a montre´ la de´pendance en e´nergie des variables de controˆle (coefficients de dif-
fusions ou sections macroscopiques totales corrige´es P-1). On a alors choisit d’optimiser sur
le parame`tre du groupe rapide. Il serait inte´ressant de re´aliser la meˆme e´tude en optimisant
cette fois-ci sur le groupe thermique pour des calculs a` deux groupes d’e´nergie, ou sur un
autre groupe dans le cadre de calculs multi-groupes.
Finalement, il est possible graˆce aux flots de donne´s mis en place au cours de cette e´tude, de
calculer des re´flecteurs he´te´roge`nes, multi-groupes, pour des ope´rateurs de diffusion ou des
ope´rateurs de transport approche´ de type SPN/SN. Ces sche´mas de calcul peuvent eˆtre ame´-
liore´s en termes de choix de mode´lisation, mais constituent une base de travail inte´ressante
pour un mode`le de re´flecteur 2D multi-groupe.
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ANNEXE A
Me´thode d’optimisation PLCP
La me´thode d’optimisation Parametric Linear Complementarity Pivoting a e´te´ introduite
par J. Ferland(Ferland, 1984) afin de re´soudre des proble`mes d’optimisation non line´aire avec
contrainte quadratique et contraintes line´aires. La mise en place de la me´thode est e´galement
explique´e dans par A.He´bert(He´bert, 2013). Pour mieux comprendre la me´thode, nous allons
de´tailler ici le proble`me d’optimisation re´solu dans le cadre du mode`le de re´flecteur OPTEX.
Notre proble`me consiste a` minimiser la fonctionnelle de´crite au chapitre 3 (voir 3.3). Le
proble`me de minimisation se traduit par :{
minXF (X)
Xmin ≤ Xk ≤ Xmax ∀k ∈ [1, N ]
(A.1)
En effet, on veut minimiser la fonctionnelle F, tout en restreignant les variables de controˆle
dans un certain intervalle, afin que les re´sultats aient un sens physique. Ici, les (X
(n)
k , k ∈
[1,N]) sont des coefficients multiplicatifs sur les grandeurs que l’on fait varier au cours de
l’optimisation (les coefficients de diffusion dans le cas de calculs de diffusion, et les sections
efficaces macroscopiques totales ponde´re´es P-1 dans le cas de calculs SPN). On a alors par
exemple, dans le cas de calculs de diffusion : D(n+1) = X(n)D(0), ou` D(0) est le coefficient de
diffusion initial.
La non-line´arite´ de la fonctionnelle peut engendrer des proble`mes d’optimisation lorsque l’on
utilise une me´thode du gradient simple telle que la me´thode de plus profonde descente. On
ajoute alors une contrainte line´aire au proble`me. A chaque ite´ration, on contraint les variables
de controˆle dans un certain rayon, note´ S(n), et de´fini par :√√√√ N∑
k=1
ωk(∆X
(n)
k )
2 ≤ S(n) (A.2)
ou` :
• (∆X(n)k , k ∈ [1,N]) sont les variations des variables de controˆle a` l’ite´ration n, de´finies
par : ∆X
(n)
k = X
(n+1)
k − X(n)k
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• ωk sont des poids, que l’on prend e´gaux aux racines carre´es des coefficients de diffusion
dans le cas de calculs de diffusion, ou des sections efficaces macroscopiques totales
ponde´re´es P-1 dans le cas de calculs SPN.
De plus, en effectuant un de´veloppement de Taylor d’ordre 1 sur la fonctionnelle F, on peut
e´crire :
F (X(n+1)) = F (X(n)) + ∆X(n) · ∇F (X(n)) (A.3)
ou` ∇F (X(n)) est le gradient de la fonctionnelle F. Le proble`me d’optimisation s’e´crit alors
comme suit. 
minX∆X
(n) · ∇F (X(n))
Xmin −X(n)k ≤ ∆X(n)k ≤ Xmax −X(n)k ∀k ∈ [1, N ]∑N
k=1 ωk(∆X
(n)
k )
2 ≤ (S(n))2
(A.4)
Cependant, ce proble`me ne peut plus eˆtre re´solu a` l’aide de la me´thode de plus profonde
descente. C’est pourquoi nous utiliserons la me´thode PLCP. Dans le cas particulier ou` l’on
s’affranchit des contraintes line´aires, les deux me´thodes sont les meˆmes : la me´thode de plus
profonde descente est un cas particulier de la me´thode PLCP.
Nous allons maintenant expliquer les e´tapes de l’optimisation par la me´thode PLCP :
1. On initialise les coefficients multiplicatifs tels que :
∀k ∈ [1, N ], X(0)k = 1 (A.5)
2. On perturbe ces coefficients en respectant les contraintes line´aires et quadratique, on
obtient alors un nouveau point X(n+1).
3. On calcule la fonctionnelle au nouveau point X(n+1).
4. On compare la valeur de la fonctionnelle au nouveau point avec la valeur de la
fonctionnelle au point pre´ce´dent :
• Si la fonctionnelle a augmente´ : on re´duit la valeur du rayon de la contrainte
quadratique ( S(n+1) ≤ S(n)) et on n’accepte pas le nouveau point : X(n+1) = X(n).
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• Sinon, on accepte le nouveau point X(n+1).
5. On re´ite`re le processus a` partir de l’e´tape 2.
Pour chaque ite´ration, il existe deux situations possibles :
• La zone de´limite´e par le rayon de la contrainte quadratique n’est pas coupe´e par une
contrainte line´aire, comme c’est le cas sur la figure de gauche de la figure A.1.
• La zone de´limite´e par le rayon de la contrainte quadratique est coupe´e par une
contrainte line´aire, comme c’est le cas sur la figure de droite de la figure A.1.
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contrainte linéaire 
direction  
du gradient 
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×
Δ
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2
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du gradient 
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Δ
X
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Figure A.1 Les deux situations possibles lors d’une ite´ration de l’algorithme d’optimisation
On a repre´sente´ le cas ou` l’on re´alise une optimisation a` 2 parame`tres pour une meilleure
compre´hension. Le premier cas est le plus simple. On a tout simplement :
∆X
(n)
k = −
S(n)√
ωk
∑N
l=1(
∂F (X(n))
∂Xk
)2
· ∂F (X
(n))
∂Xk
(A.6)
Le deuxie`me cas est le´ge`rement plus complexe. A` cause de la contrainte line´aire qui coupe la
contrainte quadratique, on ne va plus suivre la direction du gradient, comme on l’a montre´
en Figure A.1. La nouvelle direction, appele´e direction re´elle en Figure A.1, admet une pente
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note´e F
′
(X(n)) et de´finie comme la projection du gradient de la fonctionnelle sur la droite
repre´sentant la nouvelle direction. On a alors :
F
′
(X(n)) =
1
T (n)
N∑
k=1
√
ωk
∂F (X(n))
∂Xk
∆X
(n)
k (A.7)
ou` :
T (n) =
√√√√ N∑
k=1
ωk(∆X
(n)
k )
2 (A.8)
La cle´ de la me´thode PLCP est la manie`re avec laquelle le rayon de la contrainte quadratique
est re´duit lorsque la valeur de la fonctionnelle augmente d’une ite´ration a` la suivante. Il s’agit
d’une re´duction parabolique, explique´e par J.Ferland(Ferland, 1984). Lorsque l’on se trouve
dans le deuxie`me cas de la figure A.1 (a` droite sur la figure), le point suivant X(n+1) n’est pas
ne´cessairement satisfaisant. Il faut alors e´valuer la fonctionnelle a` ce point. On pose alors :
g(0) = F (X(n))
g(T (n)) = F (X(n+1)) (A.9)
g
′
(0) = F
′
(X(n))
Lorsque le point suivant X(n+1) est satisfaisant, on a g(T(n)) ≤ g(0) et S(n+1) = S(n). Sinon,
on va re´duire le rayon de la contrainte quadratique selon la strate´gie suivante : on de´finit la
fonction g comme :
g(x) = [
g(T (n))− g(0)
(T (n))2
− g
′
(0)
T (n)
]x2 + g
′
(0)x+ g(0) (A.10)
La strate´gie de la me´thode PLCP consiste alors a` calculer le minimum de la fonction g sur
l’intervalle [T
(n)
20
,T(n)](He´bert, 2013). Et le nouveau rayon de la contrainte quadratique est
de´fini comme suit.
S(n+1) = max{T
(n)
20
, | 0.5g
′
(0)(T (n))2
g′(0)T (n) − [g(T (n))− g(0)] |} (A.11)
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ANNEXE B
Me´thode d’optimisation L-BFGS
La me´thode d’optimisation Limited Memory Broyden Fletcher Godfarbe Shanno a e´te´ intro-
duite dans les travaux de Perry (voir (Perry, 1978)) et de Shanno (voir(Shanno, 1978)) en
1978. Il s’agit d’une ame´lioration de la me´thode Broyden Fletcher Godfarbe Shanno (BFGS),
dont l’algorithmique est tre`s similaire a` celle de la me´thode BFGS. C’est pourquoi nous allons
tout d’abord exposer les principes de la me´thode BFGS dans cette annexe. Il s’agit d’une
me´thode quasi-newtonienne. On va supposer ici que l’on cherche a` minimiser une certaine
fonction f deux fois diffe´renciable.
La me´thode de Newton classique est un algorithme ite´ratif. Supposons que xk repre´sente le
vecteur de controˆle a` l’ite´ration k. Alors on cherche la nouvelle direction pk comme suit :
Gkpk = −g(xk) (B.1)
ou` :
• Gk est la matrice hessienne associe´e a` la fonction f, de´finie telle que :
∀(i, j) ∈ R2, Gk,i,j = ∂
2f
∂xi∂xj
(xk) (B.2)
• g(xk) = ∇f(xk) est le gradient de la fonction f pris au point xk.
Une fois la nouvelle direction trouve´e, la me´thode de plus profonde descente permet de
calculer le pas de descente λk tel que :
f(xk + λkpk) ≤ f(xk) + αλkg(xk)Tpk (B.3)
ou` α ∈ [0, 1]. Cette me´thode implique toutefois le calcul de la matrice hessienne de la fonction
f, ce qui peut eˆtre complique´. Les me´thodes quasi-newtoniennes calculent une approximation
de la matrice hessienne, note´e Bk. On fait alors l’approximation :
Bkpk = −g(xk) (B.4)
La me´thode BFGS consiste a` calculer la matrice Bk de manie`re ite´rative comme suit :
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Bk+1 = Bk − Bksks
T
k Bk
sTk Bksk
+
γkγ
T
k
γTk sk
(B.5)
ou` sk = xk+1 − xk, et γk = g(xk+1) − g(xk). Ainsi, l’e´quation B.5 permet de calculer une
approximation de la matrice hessienne de manie`re re´cursive. L’algorithme se de´roule alors
comme suit :
1. On dispose d’un vecteur de controˆle initial, note´ x0 et on initialise la matrice B telle
que B0 = IN, ou` IN est la matrice indentite´ de taille N, qui est la taille du vecteur de
controˆle.
2. On calcule le gradient f au point x0.
3. On en de´duit la direction pk (k ≥ 0) avec l’e´quation B.4, et par conse´quent le nouveau
point xk+1.
4. On calcule le gradient de f au nouveau point g(xk+1).
5. On en de´duit la valeur approxime´e de la matrice hessienne au point suivant Bk+1 avec
l’e´quation B.5.
6. On re´ite`re le processus a` partir de l’e´tape 3.
Meˆme si les relations de re´currence qui la re´gissent sont identiques a` celles de´veloppe´es ci-
dessus, la me´thode L-BFGS fonctionne de manie`re le´ge`rement diffe´rente. En effet, dans le
cadre de cette variante de la me´thode BFGS, on n’actualise la matrice hessienne a` chaque ite´-
ration, mais plutoˆt toutes les M ite´rations, ou` M ≤ N. Ceci permet d’alle´ger significativement
l’espace me´moire alloue´ lors de l’exe´cution de la me´thode.
