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Abstract
Sensor technology has become increasingly
important (e.g., Industry 4.0, IoT). Large numbers
of machines and products are equipped with sensors
to constantly monitor their condition. Usually, the
condition of an entire system is inferred through sensors
in parts of the system by means of a multiplicity of
methods and techniques. This so-called condition
monitoring can thus reduce the downtime costs of a
machine through improved maintenance scheduling.
However, for small components as well as relatively
inexpensive or immutable parts of a machine, sometimes
it is not possible or uneconomical to embed sensors. We
propose a system-oriented concept of how to monitor
individual components of a complex technical system
without including additional sensor technology. By
using already existing sensors from the environment
combined with machine learning techniques, we are
able to infer the condition of a system component,
without actually observing it. In consequence condition
monitoring or additional services based on the
component’s behavior can be developed without
overcoming the challenges of sensor implementation.

1.

Introduction and Motivation

With the rapid development of advanced sensor
technology and the decline in hardware costs an
increasing number of machines and products has been
equipped with sensors to acquire data on assets behavior
[1, 2, 3]. Condition monitoring uses this data in order
to facilitate the detection of machine malfunctions in
an early state, and, thus, minimizing consequential
damage, enhancing maintenance work scheduling as
well as reducing downtime costs [4].
Industry as well as academia face the challenge
of developing condition monitoring solutions for
machines, products, systems and components. Most
research focuses on the development of smart materials
equipped with sensors, or equipping machines or
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components with a large number of sensors designed for
this particular purpose [5, 6, 7].
However, in many cases it is either not technically
feasible or uneconomic to monitor the components
or parts of interest with dedicated sensors [8, 9,
10]. For instance, it is not possible to incorporate
sensor technology into a part of interest—such as
i.e., a seal—due to, for instance, technical reasons or
unreasonable expenses.
Especially for very complex assets (i.e., aircraft
engines, production machines, wind turbines), the
reliability of each individual component is of enormous
importance. Such complex assets consist of a number
of components that often again are composed of
subcomponents produced by various manufacturers.
The manufacturing at the entire system level thus
requires only little knowledge about the behavior of all
parts down to the smallest components. Therefore, the
OEMs do not necessarily have the technical know-how
to develop high-quality condition monitoring solutions
for each individual component.
Nevertheless, it may be interesting to monitor even
small and seemingly negligible parts in order to gain
insights about the part’s behavior within a complex
environment, to differentiate from competitors or to be
able to offer additional services. Such services could
be, for instance, maintenance services, wear prediction
or analysis tools for a specific component or part.
Even condition monitoring as a service could be a
conceivable business model. Furthermore, condition
monitoring allows to prevent consequential damage to
the overall system due to a component malfunction.
However, especially for suppliers of very cheap or small
components, it is often not possible to offer their own
condition monitoring solutions for their products, since
an observation of these components in the context of
the overall system is too costly. Thus, for instance,
embedding special sensors into a part or even customize
the surrounding system of a component that cost a few
cents is generally not profitable.
In this work, we propose a concept to observe the
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state of individual parts by a system-wide consideration
without actually being able to observe them directly.
By applying machine learning techniques, we show
how conclusions about individual components can be
drawn by considering the entire system. Thus, our
approach allows to make statements about the behavior
or condition of subordinate parts without additional
hardware being necessary.
We show that, despite complex interrelations within
a system, as described by General Systems Theory [11,
12] and the idea of holism [13, 14], condition monitoring
of components of a system can be accomplished by
means of machine learning.

2.

Foundations and Related Work

We consider machines, products and assets
as systems and therefore use systems theory—an
interdisciplinary approach for describing and explaining
aspects, properties and principles of systems—to
describe interrelations and the behavior of systems and
its components. Subsequently, we introduce the concept
of condition monitoring and discuss related literature
regarding existing condition monitoring approaches.

2.1.

Systems Theory

The aim of classical physics was to reduce natural
phenomena to an interaction of elementary units—such
as atoms—whose properties are independent of the
environment, and thus of adjacent units. Similarly, in
biology, the assumption was that phenomena of life can
be resolved into separate parts that can be considered in
isolation. Accordingly, an organism can be thought of
as the interplay of various elements—such as cells—that
function independently [11].
This traditional scientific theory for exploring single
components without regard to the surrounding units is
known as reductionism. Reductionism is a bottom-up
approach and tries to deduce the understanding of
the whole from the understanding of individual parts.
However, a whole aggregated of parts is not immediately
apparent from the individual parts [15].
This problem arises from complex interrelationships
between the individual parts, from which a whole
emerges. Only the whole gives the parts and their
interactions a meaning. For instance, only a living
organism gives meaning to the heart or lungs as well as
a family to the roles of husband, wife, son or daughter
[16].
According to this assumption, and contrary to the
idea of reductionism, modern biology has developed
the notion that not only the consideration of isolated
parts, but also of relations between parts and the

resulting dynamic interactions is essential. This results
in differences between individual parts considered
separately and parts within a whole organism [11, 12].
The biologist Ludwig von Bertalanffy proposed
systems theory in the 1940’s, in which he transferred and
generalized this idea to other scientific disciplines [17].
He defines systems as interaction contexts that differ
from their environment, which in turn consists of other
interaction contexts. Through their interaction with the
environment, they can evolve new properties. System
theory does not reduce the whole (i.e., the human body)
to the behavior or properties of its parts (i.e., organs), but
rather describes the relationships and arrangement of the
parts which build the whole [17].
Accordingly, holism is the idea that systems
(biological, physical, social, economic, etc.) and their
properties should be viewed as wholes, not just as a
collection of parts [13, 14].
Based on this, Ackoff [18] defines a system as a
set of two or more elements that satisfies following
conditions: The behavior of each element has an effect
on the behavior of the whole, where both the behavior
of the elements as well as their effects on the whole are
interdependent. Additionally, all subgroups of elements
have an effect on the behavior of the whole but none has
an independent effect on it.

2.2.

Condition Monitoring

Observing the behavior of systems and their
elements poses a complex challenge in various
disciplines, such as biology, physics, medicine, but
also in computer science or mechanical engineering.
Especially in industry, the continuous observation of
machine or product conditions is an important factor for
smooth operations.
The concept of condition monitoring describes the
regular acquisition and analysis of physical parameters
for monitoring the condition of machines. The physical
machine parameters are collected by means of sensors
and include vibration [19, 20], temperature [21, 22],
acoustic emission [23, 24], electricity [25], and many
more.
By identifying significant changes in the sensor
readings, the occurrence of machine failures is
determined by a variety of methods [26]. This makes
condition monitoring an important basis for predictive
maintenance. By being aware of the machine conditions
at any time, maintenance work can be better planned
and accordingly machine downtimes reduced [26]. In
addition, further actions can be made to minimize
consequential damage as well as the effects of a failure
on surrounding components. Condition monitoring
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allows the earlier detection of machine failures, before
their effects can be directly perceived by humans.
Thus, condition monitoring is an effective alternative to
periodic machine inspections [27].
Especially with rotating machines, such as motors,
pumps, and compressors, condition monitoring methods
can be used effectively [20]. However, interesting
research approaches are also available for translatory or
even static applications.
For instance, Nandi et. al. [26] describe different
components which indicate failures in electric motors.
In addition to the typical failure types occurring in
different components, common recognition and analysis
techniques are summarized. However, the focus relies
on the analysis of conditions of the entire electric motor
system. A targeted analysis of components such as the
bearing or even components of it, without dedicated
sensors, is not considered.
Also, Carden and Fanning [20] summarize different
methods and techniques which appear in literature,
which are capable of detecting failures based on the
analysis of vibrations. They argue that different methods
require a varying number of sensors and the results
improve as the number of sensors increases.
This work does neither want to treat the integration
of new sensors into a system, nor to consider the
behavior of the whole system. Our work focuses on
monitoring a single component of a system that does
not have integrated sensing capabilities by using already
available sensors from the component’s environment.
Thus, we aim to show the feasibility of inferring the
condition of such a system component even without
dedicated embedded sensors.

3.

Research Design

Our goal is to present a concept to gain insights about
the behavior of a part of a system based on data gathered
from sensors in the part’s environment. Thus, our first
research question is:
RQ1: How can we design a concept that allows
us to derive the behavior of a part of a system based
on system-wide considerations, without being able to
observe this directly?
We follow the research paradigm of Design Science
Research, which is widely accepted in the field of
information systems [28, 29].
The central idea
of the Design Science Research approach is to
gain an understanding of the problem domain and
scientifically founded knowledge while at the same
time guaranteeing practical relevance [30]. This is
achieved by developing an artifact. Our artifact is
a construct [31], which is evaluated by a technical

experiment [28]. Thus, our knowledge contribution is
thereby an exaptation, since we extend already known
solutions (application of General Systems Theory) to
new problems (system-based condition monitoring for
components) [29].
By developing an artifact in a first design cycle, we
aim to show the feasibility of inferring the behavior of
a single component within a system without actually
observing it, using already available sensors.
Based on this concept, we aim to develop a condition
monitoring system artifact for hydraulic cylinders,
which is capable of detecting seal failures on the basis
of sensors within the cylinder, but, however, without
being able to observe the seal directly. Thus, we want
to evaluate the feasibility of our proposed concept by
means of a concrete technical experiment. Therefore,
the second research question is as follows:
RQ2: By applying a systemic view on the hydraulic
cylinder system, can we infer the state of individual
components without directly monitoring them itself?
After demonstrating the feasibility, we also provide
a prototype that demonstrates a possible use case.

4.

Concept of Holistic System-Analytics

As described by Ackoff [18], systems consist of
several elements that are exposed to each other’s
interactions and thus influence the behavior of the
entire system. According to the idea of holism, the
total system is more than the sum of its parts. This
contradicts the approach of reductionism, which intends
to analyze all individual components of a system in
order to comprehensively describe the behavior of
the entire system. Based on these assumptions, the
behavior of a system from a holistic viewpoint can not
be fully explained by the behavior of the individual
elements. Thus, no direct inferences from the overall
system behavior to its elements are possible, since the
behavior of the entire system is influenced by complex
interdependent relationships of the system elements.
However, even if there is no direct relationship
between the behavior of the entire system and individual
elements of it, each of the effects of an element
influences the behavior of the entire system. Thus, by
observing these more complex relationships on a system
level, patterns can be recognized which are caused by
individual elements.
Typically, monitoring of technical systems is
achieved by incorporating sensors and observation
capabilities into its components. Individual components
in complex systems are analyzed separately. Based on
this information, conclusions about the behavior of the
entire system are derived [26].
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Figure 1 visualizes this common approach of a
system-level analysis. It shows an open system, which
consists of a set of elements having interdependent
effects on the entire system. The system itself also
interacts with the environment. Individual elements of
the system can be observed by i.e., sensors (elements A
and C), while other elements are unobservable (element
B). Using the observable behavior of elements and
the observable interaction of the entire system with
the environment, conclusions can be drawn about the
behavior of the entire system.
Figure 2. Component-level analysis

this and demonstrate the feasibility of our approach
by means of an industrial use case.
Thus, our
proposed concept of compensating missing sensors in
components by applying machine learning techniques to
infer component behavior represents an Design Science
Research artifact.

5.
Figure 1. System-level analysis

Our proposed concept describes a contradictory
approach.
This concept describes a method to
analyze elements of a complex technical system in
which an element of interest on the one hand is not
directly observable and on the other hand has no
trivial connections between the behavior of itself and
the behavior of the entire system. Based on data
representing information about the behavior of the entire
system, machine learning is used to identify the effects
of individual components on the entire system. This
approach allows to observe the behavior and thus the
state of system components, which are not observable
directly.
This approach is visualized in figure 2. Therefore,
the behavior of an element within the entire system
is of interest. However, this behavior can not be
observed directly. Thus, by observing the interaction
of the system with the environment, the impact of the
element’s behavior (element B) on these interactions is
inferred.
This systemic top-down approach, in which the
behavior of the entire system serves as basis for the
analysis of system elements, requires a technique to
identify patterns in the interactions of the system
with the environment and, to isolate the corresponding
causers of these patterns.
We use machine learning techniques for tackling

Evaluation and Discussion

This section evaluates the described artifact
(presented concept). Therefore, we use an industrial
use case to assess the feasibility of our approach. We
define a hydraulic cylinder as a system in which a seal
(component) is to be observed without equipping it with
sensors.

5.1.

Technical Experiment

A hydraulic system is used to transfer power from
a hydraulic pump to a piston. By introducing a
pressurized hydraulic fluid into a cylinder, the piston
within the cylinder is moved. The medium necessary
for this is a hydraulic fluid, such as oil, which is usually
heavily pressurized. Depending on the application (i.e.,
an excavator) enormous forces act on the piston that are
transmitted from the hydraulic system. The seals which
seal the piston rod to the cylinder wall are thus essential
for the function of such a hydraulic system.
Seals, even if they seem unimportant and
inconspicuous, are an essential component of various
applications. The catastrophic incident of the NASA
space shuttle Challenger in 1986 caused by a damaged
seal, reveals that seal failures can lead to dramatic
effects [27].
As described in section 3, we develop a machine
learning model, which is able to infer the behavior, or
the state of a seal within a hydraulic cylinder based on
sensor time series obtained from the surrounding of the
seal itself.
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The intention of this model is the real-time detection
of failure scenarios. Seals are sensitive components
of hydraulic applications. Thus, a malfunction of
sealing elements results in inadequate sealing efficiency
and thus—in extreme cases—in a failure of the entire
application. Due to the high sensitivity, a correct
installation of an undamaged seal must be ensured.
The model has to be capable to detect i.e., a possible
assembly failure or a damaged seal.
Thus, we define three failure classes: no failure,
assembly failure and damage. Data gained from
different tests conducted on hydraulic cylinder test rigs
serves as basis for the machine learning model, which is
able to recognize patterns in the data and derive a class
assignment accordingly. In order to obtain a wide range
of different failure scenarios, various assembly failures
and damages are simulated in several test series.
In order to train the classification model 400 hours of
data with a frequency of 20 Hz captured by 13 sensors
is available.
These sensors capture different pressures,
temperatures, and rod velocity of the hydraulic
cylinder. The data is cleaned and features are extracted.
The failure classes are used as labels.
We use a Random Forest Classifier, as it achieves
good performance in pre-tests with low training time.
For model training and validation by conducting a grid
search, we use 10-fold nested cross validation to avoid
overfitting [32].
By using the F1-score [33] as a performance metric,
the classification model achieves an average score of
0.971. In addition, we use neural networks, decision
trees, and support vector machines as classification
algorithms, all of which, however, yield lower
performance (below 0.94).

5.2.

Figure 3. Architecture of condition monitoring
prototype

processing. Streaming allows data to be processed in
real-time and delivered to the deployed model realized
by a RESTful web service. The web service handles
the data cleaning and feature extraction and uses the
implemented classifier to determine the corresponding
failure class of the seal. This information is passed back
to the stream module as a response. Subsequently, the
raw data, extended to the determined failure information
is passed to the dashboard module. This allows the
visualization of real-time data in a browser. In addition,
the raw data, extended by the classification results,
is stored in a database. Optionally, the determined
classification results can be transmitted back to the
hydraulic cylinder’s control unit in order to initiate
appropriate actions there. For practical applications,
changing load conditions or switching off the affected
cylinder would be conceivable.

Prototype

As described in section 5.1 the condition of
seals can be classified by the application of machine
learning algorithms. This proves the general feasibility
of inferring the condition of seals without directly
implemented sensors. This opens up the possibility
of making this knowledge accessible and usable for
third parties (i.e., customers). Therefore, we deploy the
previously developed model as a web service, thus, it
can be accessed via internet.
The architecture of this prototype is shown in figure
3. The raw data collected at the hydraulic cylinder
is provided unprocessed to an IoT gateway. This
gateway allows secure and scalable communication
between IoT devices and the cloud, and makes the
data available to downstream processes, like stream

Figure 4. Screenshot of condition monitoring
dashboard prototype

Figure 4 shows a screenshot of the dashboard
showing the condition of the sealing elements in
real-time. Thus, visual monitoring of the seal condition
is possible with a simple graphical interface. The first

Page 1009

tile at the top left shows the current seal condition on a
virtual scale from 0 to 1. This is an indicator calculated
from the prediction probability and the moving average
of historical inferences. The second tile shows the
current classified seal condition and the third tile the
corresponding probability of a seal failure in the present
classification result. The last tile in the first row shows
the relative frequency of classified failure classes since
system ramp-up. The lower part of the dashboard shows
current sensor raw data in real time.

5.3.

Discussion

This work shows how machine learning can be
used to obtain insights about the behavior of a system
component by data obtained from system-level sensors.
Thus, there are some practical implications.
Component manufacturers which previously provided
only physical products thus have the opportunity to
monetize their domain know-how and offer additional
services supporting their core products [34]. However,
collaboration with data owners and manufacturers of
the immediate environment of the part or component,
including the sensors, is required.
Embedding
component services to the entire system level, however,
also creates additional value concerning the entire
system. Furthermore, failure localization within a
system is a complex problem, which could be solved
hereby. In general, failures are only analyzed at the
system level. Thus, an investigation on failure causes
needs to be conducted additionally. Knowing the exact
location of a failure within a complex system can
therefore lead to less time-consuming troubleshooting
[35].

6.

Conclusion and Outlook

Due to embedded sensors, machines and products
produce large amounts of data which is often only
used for a specific purpose. The entire potential of
this already existing data is therefore far from being
exploited. Furthermore, some manufacturers face the
challenge that some components of complex technical
systems can not be monitored because no sensors can be
implemented for technical or economic reasons.
Therefore we propose a concept how this problem
can be resolved. By means of a system-wide analysis
of existing sensor data from the immediate environment
of the part of interest through machine learning, it is
possible to extract patterns that can be used to deduce
the behavior of parts of a system.
Based on an industrial use case, we show that the
condition of a seal within a hydraulic cylinder, even
though no sensors are integrated into it, can be inferred

from the sensors in the hydraulic cylinder surrounding
the seal. A classification technique analyzes the effects
of the different conditions of a seal on the behavior of the
entire system and, thus, the system-level sensor values.
The results show that patterns caused by the different
conditions can be detected within the data captured with
surrounding sensors.
In addition to these contributions, this work also
has limitations.
We assume that the sensors in
the environment record patterns that affect a system
component. This can not be proven by the technical
experiment presented in this work. In addition, the
demarcation of a system in general is not clearly
defined.
This requires a case-by-case analysis.
Furthermore, the application of machine learning also
has shortcomings compared to the analysis of physical
coherences. The analysis of cause-effect relationships
using mathematical models can also be feasible in
some cases, however, without the need for collecting
training data. However, as with the analysis of physical
relationships between components, the sensors used
must deliver reliable and stable values over time to
ensure the quality of the classification model. A
systematic shift in sensor readings over time or a
changing sensor configuration can result in decreasing
performance.
Nevertheless, we are convinced that this concept
provides an exciting research approach. In the next
steps, it remains to analyze whether the quality of
this approach is comparable to sensor-based condition
monitoring in use cases where sensors can be equipped.
Thus, our proposed concept could potentially replace
sensors within components, which could lead to a
decrease in overall system costs.
Furthermore, it has to be investigated which effects
the behavior of a system component has on the
behavior of other system components. Thus, the
concept could be extended if the observation of other
(observable) components provides additional insights on
the (unobservable) target component. This would be
a mixture of the traditional approach (observation of
individual components to analyze the overall system
conditions) and the concept presented in this work.
In addition, it can be analyzed how the quality of this
approach, compared with sensing the component itself,
changes for other use cases as well as for other system
boundaries.
Our presented use case could also be extended by
increasing the granularity of the failure classes leading
to more detailed insights.
Finally, we are convinced that our concept can
be used in many applications and leads to a broader
understanding about system components. This holds the
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potential to make a whole range of applications more
transparent and reliable.
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