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os mosaicos de Robinson. Non foi dif́ıcil apaixoarse polos temas que lle interesaban
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Grazas a aqueles compañeiros da Facultade de Formación de Profesorado de
Lugo e do Departamento de Didáctica das Ciencias Expermentais que me tenderon
a man nesta última etapa na que as miñas obrigas docentes aĺı implicaron unha
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aos que máis tempo lles roubou este traballo, pero que sempre me demostran o seu
apoio incondicional. E grazas Ana, por todo.
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Introdución
Unha foliación é unha descomposición dunha variedade en subvariedades cone-
xas que se chaman follas por estaren dispostas localmente como un produto. Non
obstante, a súa topolox́ıa e comportamento global pode ser moito máis comple-
xo. Dende o punto de vista da dinámica topolóxica, o estudo das foliacións pode
reducirse ao caso dos subconxuntos minimais, é dicir, aqueles que son unión de
follas densas. Ao seren saturados, estes conxuntos posúen unha estrutura foliada
natural, mais en xeral carecen da regularidade transversa, pois o espazo ambiente
xa non é en xeral unha variedade, senón un espazo métrico localmente compacto.
Surxe aśı de maneira natural o concepto de laminación. A menor regularidade do
espazo ambiente permite unha dinámica moito máis rica, impensable no caso de
variedades foliadas. Unha maneira usual de constrúır exemplos é a partir de accións
de grupos de Lie sobre espazos métricos. As laminacións definidas por mosaicos
atópanse entre os exemplos obtidos desta maneira e o estudo das súas propiedades
resulta relevante en f́ısica do estado sólido, na teoŕıa de case-cristais.
Mosaicos aperiódicos Un mosaico do plano é unha descomposición de R2 en
subconxuntos chamados teselas, que son xeralmente poĺıgonos dispostos lado con
lado, obtidos por translación (ou mediante un subgrupo de isometŕıas que conteña
ás translacións) a partir dun conxunto de teselas modelo ou prototeselas. Dende o
punto de vista das laminacións e os sistemas dinámicos, o interese polos mosaicos
céntrase nos mosaicos aperiódicos, aqueles que non son conservados por ningunha
translación (de igual maneira se denomina aos conxuntos de prototeselas que forzan
a aperiodicidade, é dicir, os que só permiten constrúır mosaicos aperiódicos). En
xeral, o interese por este tipo de mosaicos nace nos anos 60 dos traballos do lóxico
H. Wang sobre as máquinas de Türing [75]. Wang buscaba un algoritmo para
decidir se un conxunto de cadrados coas aristas coloreadas a modo de regras de
adxacencia, denominados dominós, pode teselar o plano de xeito coherente ou non.
Probou que tal algoritmo existe se e só se calquera conxunto de prototeselas dun
mosaico aperiódico tamén o é dalgún periódico (tal e como suced́ıa coas teselas
1
2 Introdución
dos mosaicos aperiódicos que J. Kepler ilustrara en [47]) e conxecturou entón a
inexistencia de prototeselas aperiódicas.
Figura 1: Conxunto aperiódico con 13 teselas de Wang.
Figura 2: Mosaico aperiódico de Kepler.
Non obstante, en 1966 o seu alumno R. Berger presentaba na súa tese un con-
xunto con 20.426 prototeselas aperiódicas [11], probando que a conxectura era falsa.
A ráız do seu traballo iŕıan aparecendo novos conxuntos aperiódicos compostos dun
número considerablemente menor de teselas. Moitos deles poden verse en [35]. R.
M. Robinson chegou a reducir este número a seis en [68] e R. Ammann atopou de
maneira independente outras seis teselas aperiódicas (descritas en [35]). En 1974,
R. Penrose presenta por primeira vez o seu exemplo con dúas teselas aperiódicas,








Figura 4: (a) O dardo e o papaventos; (b) Mosaico de Penrose.
A pesares de teren surxido no contexto das matemáticas recreativas, os mo-
saicos de Penrose cobraŕıan pronto celebridade por outro motivo. En 1982, o
equipo do profesor D. Shechtman do Departamento de Enxeñeŕıa de Materiais
do Israel Institute of Technology-Technion, descubriu unha aleación de aluminio
e manganeso coas caracteŕısticas f́ısicas propias dun cristal, pero cun patrón de
difracción icosaédrico que era imposible para un cristal segundo o teorema de clasi-
ficación dos grupos cristalográficos de Bieberbach [72]. Tratábase do primeiro caso
de sólido case cristalino, un tipo de aleación metálica na que a disposición dos
átomos é regular, coma nun cristal, pero aperiódica. E resultou que o seu patrón
de difracción tiña como modelo a discretización dun mosaico de Penrose por dar-
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dos e papaventos. Dende entón ten tomado pulo o estudo teórico dos mosaicos
aperiódicos como modelos para este novo tipo de sólidos, con boas propiedades
f́ısicas como baixa conductividade eléctrica ou excelente resistencia térmica.
Figura 5: Patrón de difracción dunha aleación MnAl cunha simetŕıa decagonal.
Laminacións definidas por mosaicos. O conxunto T(P) de todos os mosaicos
constrúıdos a partir dun conxunto finito de prototeselas P pode dotarse dunha
topolox́ıa natural, chamada topolox́ıa de Gromov-Hausdorff, supoñendo que dous
mosaicos son próximos cando coinciden nunha gran bóla centrada na orixe, agás
pequenas translacións [9, 26]. Con esta topolox́ıa T(P) é un espazo metrizable
compacto, que pode dotarse dunha estrutura de laminación definida pola acción
natural de R2. A folla dun mosaico T ∈ T(P) está composta por todos os seus
trasladados e resulta homeomorfa ao cociente de R2 polo grupo das traslacións que
deixan invariante o mosaico T . Esta construción pode facerse para calquera con-
xunto finito P , aperiódico ou non. Se P permite constrúır un mosaico periódico,
entón a folla correspondente é compacta. Por exemplo, se consideramos o conxunto
P0 composto unicamente polo cadrado unidade, entón T(P0) redúcese ao cociente
T2 ∼= R2/Z2 como única folla. Pero se P é un conxunto aperiódico, entón todas as
follas son homeomorfas a R2.
A elección dun punto base en cada prototesela determina puntos distinguidos
en cada unha das teselas de calquera mosaico, que conforman un conxunto de
Delone DT , é dicir, un conxunto uniformemente discreto e relativamente denso
do plano. Os mosaicos T coa orixe do plano situada nalgún punto distinguido
dalgunha tesela forman un subconxunto pechado e totalmente disconexo T que
corta a todas as follas e conforman polo tanto unha transversal completa. A
laminación F = {LT }T ∈T(P) induce sobre T unha relación de equivalencia étale
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R = {(T , T − v) ∈ X ×X | v ∈ DT } que garda case toda a información dinámica
(e de feito toda se os mosaicos considerados son aperiódicos). As clases de equi-
valencia de R están dotadas dunha estructura natural de grafo que, a efectos do
estudo dinámico, permite substitúır as laminacións definidas por mosaicos por es-
pazos foliados por grafos.
Para cada mosaico T ∈ T(P), denomı́nase envoltura de T á clausura X = LT
da súa folla. Como no caso das variedades foliadas, o estudo dinámico dos mosai-
cos redúcese a aqueles con envolturas minimais. Trátase dos mosaicos repetitivos,
nos que podemos atopar unha copia por translación de calquera motivo nunha
bóla de radio uniforme centrada en calquera punto. Se T é un mosaico repetitivo e
aperiódico, a súa envoltura X é unha laminación minimal e sen holonomı́a modelada
transversalmente polo conxunto X = X ∩ T homeomorfo ao conxunto de Cantor. A
trivialidade da holonomı́a garant́ızanos que a dinámica transversa está totalmente
determinada por R.
As propiedades dinámicas e ergódicas destas laminacións son fundamentais no
estudo dos espazos non conmutativos asociados aos case-cristais, os análogos dos
observables clásicos no caso dos cristais. O obxectivo principal desta memoria é
caracterizar a súa dinámica transversa nun sentido medible e topolóxico.
Antecedentes. En [70], L. Sadun e R.F. Williams probaron que a envoltura dun
mosaico repetitivo e aperiódico é un fibrado localmente trivial de fibra Cantor.
De feito, J. Bellisard, R. Benedetti e J.-M. Gambaudo demostran en [9] que estas
laminacións son ĺımites inversos de variedades ramificadas planas (véxase [76]),
un resultado que garda parte da información dinámica. A súa proba baséase nun
proceso de inflación que permite substitúır cada tesela por un motivo que a contén.
Mais isto non é suficiente para determinar a dinámica transversa da laminación.
Para isto convén introducir outra perspectiva complementaria, que imos ilustrar
con dous exemplos clásicos. Grazas a unha idea de R. M. Robinson [35], sábese que
calquera mosaico de Penrose por dardos e papaventos pode codificarse por unha
sucesión {xn}n∈N de 0 e 1 tal que xn = 1⇒ xn+1 = 0. Unha idea similar permitiu ao
proprio Robinson mostrar que os mosaicos que levan o seu nome poden constrúırse
a partir de sucesións formadas por 00, 01, 11 e 10. Estes exemplos ilustran os
resultados citados, mais as ideas de Robinson permiten decribir a súa dinámica
medible. En efecto, nos dous casos, a modificación dos primeiros termos dunha
sucesión de 0 e 1 tradúcese en mover a orixe dunha tesela a outra no mosaico. Isto
permite probar que a dinámica transversa medible da envoltura de calquera mo-
saico de Penrose e calquera mosaico de Robinson repetitivo está representada polo
autómata de Fibonacci e unha máquina de sumar binaria respectivamente. Noutras
Introdución 7
palabras, a dinámica transversa medible dos dous exemplos está representada por
un sistema dinámico clásico sobre o conxunto de Cantor.
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Figura 6: (a) Autómata de Fibonacci; (b) Máquina de sumar binaria.
Relacións afables. En [30], T. Giordano, I. Putnam e C. Skau proban que cal-
quera relación de equivalencia definida por un sistema dinámico deste tipo é afable.
Unha relación de equivalencia sobre un espazo totalmente disconexo dise afable se é
unión crecente dunha familia numerable de relacións de equivalencia compactas. A
relación cofinal sobre o espazo de camiños infinitos dun determinado tipo de grafos,
chamados diagramas de Bratteli, é o exemplo prototipo. De feito, segundo un
resultado probado por T. Giordano, I. Putnam e C. Skau en [31] e J. Renault en [67],
estes son os únicos exemplos, pois toda relación afable é isomorfa á relación cofinal
sobre o espazo de camiños dun determinado diagrama de Bratelli. É máis, calquera
relación afable está dada esencialmente por un sistema dinámico clásico, que se
denomina sistema de Bratelli-Vershik, de maneira que a súa dinámica topolóxica
está representada por unha acción minimal de Z.
Nestes termos, o obxectivo preciso do noso traballo consiste en probar o seguinte
resultado:
Teorema 1. A envoltura de calquera mosaico repetitivo e aperiódico do plano é
afable.
En [33] xa probamos que a dinámica medible da envoltura dun mosaico repetitivo e
aperiódico do plano está representada por un sistema dinámico de Bratteli-Vershik.
A idea era empregar o proceso de inflación de [9] para definir unha subrelación afa-
ble R∞ de R orbitalmente equivalente a esta en sentido medible. Continuando esa
liña, o presente teorema foi anunciado en [4], áında que a proba era incompleta.
O resultado foi demostrado posteriormente nun contexto equivalente por T. Gior-
dano, H. Matui, I. Putnam e C. Skau en [27], probando que toda acción libre e
minimal de Z2 sobre un conxunto de Cantor é afable (e estendendo aśı un resul-
tado anterior de H. Matui para un tipo de mosaicos de substitución [53]). Na súa
demostración usan o teorema de absorción de [28], unha importante ferramenta de
extensión de relacións afables, e para iso precisan empregar fortes argumentos de
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convexidade. En [29], os mesmos autores estenden o resultado ás accións de Zp,
obtendo aśı unha extensión do teorema 1 para o caso dos mosaicos de Rp.
O noso propósito é presentar unha demostración diferente, baseada no esquema
de [4], que segue a usar o teorema de absorción. A vantaxe da nosa proba é que
non vai precisar de ningún argumento de convexidade. Para isto, imos introducir
un novo proceso de inflación que garanta as condicións que necesitamos e que
denominaremos inflación de Robinson, por estar inspirado na inflación natural dos
mosaicos de Robinson. A proba pode adaptarse ademais ao caso dos mosaicos de
Rp (áında que os detalles aparecerán nun traballo posterior).
A pretensión é avanzar na extensión dos teoremas de T. Giordano, H. Matui,
I. Putnam e C. Skau probando a seguinte conxectura formulada en [31]:
Conxectura 1. Calquera acción libre e minimal dun grupo promediable sobre un
espazo totalmente disconexo compacto define unha relación afable.
Laminacións transversalmente Cantor. Como no caso dos mosaicos, a noción
de afabilidade é facilmente trasladable do contexto discreto das relacións de equiva-
lencia definidas sobre o conxunto de Cantor ao contexto continuo das laminacións
transversalmente Cantor. De feito, o enunciado literal do teorema 1 responde a
esta definición se obviamos o paso (que en realidade é innecesario) da envoltura
dun mosaico á súa discretización. Do mesmo xeito, a conxectura 1 admite unha
tradución continua, que agora xa non é equivalente, mais parece razoable formular
unha conxectura intermedia:
Conxectura 2. Calquera laminación transversalmente Cantor con crecemento
polinomial é afable.
O esquema da proba do teorema 1 permı́tenos neste momento avanzar na proba
da conxectura 2 describindo a dinámica transversa medible das laminacións trans-
versalmente Cantor con crecemento polinomial:
Teorema 2. Sexa (M,F) unha laminación transversalmente Cantor, minimal e
sen holonomı́a con crecemento polinomial. A súa dinámica transversa medible está
representada por un sistema dinámico de Bratteli-Vershik.
Como xa dixemos, en [9], próbase que a envoltura de calquera mosaico repeti-
tivo e aperiódico do plano é un ĺımite inverso de superficies ramificadas. O mesmo
argumento permite despois estender en [10] a R. Benedetti e J.-M. Gambaudo ese
resultado a G-solenoides, isto é, a laminacións transversalmente Cantor minimais
definidas por unha acción libre dun grupo de Lie G. En [6], F. Alcalde, Á. Lozano
e M. Macho adaptan este proceso de inflación para mostrar que toda laminación
transversalmente Cantor de clase C1, minimal e sen holonomı́a é un ĺımite inverso
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de variedades ramificadas compactas. Para isto demostran que calquera laminación
transversalmente Cantor de clase C1 admite unha descomposición simplicial, o que
fai posible “teselar” as follas a modo de mosaico e trasladar as ideas a este caso. Este
resultado permite aplicar as primeiras etapas da proba do teorema de afabilidade
ao caso das laminacións transversalmente Cantor minimais e axuda a describir a
súa dinámica medible.
A memoria orgańızase da seguinte maneira:
No caṕıtulo 1 sentamos as bases para a nosa investigación. En primeriro lu-
gar, lembramos a definición de laminación e os tópicos máis relevantes que imos
precisar: a existencia de bos atlas foliados con placas xeodésicamente convexas e
os aspectos relacionados co estudo da dinámica transversa dunha laminación. A
continuación particularizamos este estudo no caso das laminacións definidas por
mosaicos euclidianos. Por último, analizamos algúns exemplos relevantes que mo-
tivan e ilustran a un tempo o noso resultado principal. Trátase concretamente
dos citados exemplos de Penrose e Robinson, e dun exemplo menos coñecido de
Penrose descrito en [61] (véxase a figura7) e que presenta unha dinámica algo máis
complexa.
O caṕıtulo 2 céntrase na solución do problema plantexado. Comezamos lem-
brando o proceso de inflación das laminacións transversalmente Cantor descrito en
[6], que é unha xeneralización do proceso empregado en [9] para as laminacións
definidas por mosaicos. En segundo lugar, revisamos a noción de relación afable
e as súas propiedades, para fixar a continuación a definición de laminación afable.
Finalmente, ocupámonos da proba do resultado principal. Como vimos de dicir,
consiste en introducir un novo proceso de inflación que garanta as condicións que
precisamos para completar o esquema de [4].
No apéndice A ampliamos os contidos do caṕıtulo 2 lembrando a construción
dunha estrutura de ĺımite inverso para calquera laminación transversalmente Can-
tor minimal e sen holonomı́a.
Por último, co ánimo de facer a lectura máis cómoda, a proba do teorema 2




Figura 7: (a) Os poliominós de Penrose; (b) Mosaico de Penrose por poliominós.
1. Laminacións e mosaicos
Neste primeiro caṕıtulo pretendemos introducir o contexto no que se aborda o noso
traballo. Comezamos lembrado a definición de laminación e os tópicos máis rele-
vantes que se empregarán, nomeadamente a existencia de bos atlas foliados con
placas xeodésicamente convexas e os aspectos relacionados co estudo da dinámica
transversa dunha laminación.
1.1 Laminacións
Unha foliación é unha descomposición dunha variedade en subvariedades conexas
da mesma dimensión denominadas follas, que está modelada localmente por un
produto Rp × Rn−p áında que a súa topolox́ıa e disposición global poden ser moi
complexas. A noción de laminación xeneraliza o concepto de foliación para espazos
metrizables, localmente compactos e separables, substitúındo a parte transversa por
un espazo do mesmo tipo.
Para unha revisión máis exhaustiva da teoŕıa de foliacións poden verse [16, 40].
Definición 1.1.1. Sexan M e T dous espazos métricos, localmente compactos e
separables. Unha laminación F de dimensión p e clase Ck, 0 ≤ k ≤ ∞ ou r = ω,
sobre M modelada transversalmente por T está definida por medio dunha cobertura
por abertos Ui, que chamaremos abertos distinguidos, dotados de homeomorfismos
hi : Ui → Pi × Ti onde Pi é un disco aberto de Rp que contén á orixe e Ti un aberto
de T . As fibras da proxección πi = p2◦hi : Ui → Ti denomı́nanse placas e dise que
Ti (identificado con h
−1
i ({0} × Ti)) é unha transversal local. Os cambios de carta
deben ser compatibles con esta estrutura, polo que se expresan como
hj◦h
−1





de xeito que as aplicacións γij son homeomorfismos dun aberto de Ti nun de Tj e
as ϕtij son C
k-difeomorfismos locais de placas de Pi en placas de Pj que dependen
continuamente de t na topolox́ıa Ck.
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Dise que A = {hi : Ui → Pi × Ti}i∈I é un atlas foliado da laminación F .
Chámase folla L á unión dos camiños de placas P1, . . . , Pn con Pi ∩ Pi+1 6= ∅.
A unión disxunta
⊔
i Ti é unha transversal completa, que corta a todas as follas,
denominada eixo de A.
Un subconxunto X ⊂M é saturado se é unión de follas de F . Dise que X ⊂M
é minimal se é un subconxunto pechado e saturado non trivial que é unión de follas
densas.
Observación 1.1.2. A definición de atlas foliado garante que cada folla da lami-
nación posúe unha estrutura natural de variedade de dimensión p e clase Ck.
Exemplo 1.1.3. O exemplo máis sinxelo é o dunha laminación horizontal. Se N é
unha variedade de dimensión p e clase Ck e T un espazo métrico localmente com-
pacto e separable, é obvio que H = {N×{t}}t∈T é unha laminación de dimensión
p e clase Ck de M = N×T modelada transversalmente por T .
Exemplo 1.1.4 (O shift de Bernoulli). Sexa C = {0, 1}Z o espazo de sucesións
binarias nas dúas direccións, que é un conxunto de Cantor dotado da topolox́ıa
produto da discreta sobre {0, 1}. A aplicación σ : C → C que asocia a cada sucesión
α = (αi) ∈ C a sucesión σ(α) tal que σ(α)i = αi+1 é aśı un homeomorfismo
denominado shift de Bernoulli, que pode verse coma un desprazamento cara a
dereita:
· · · α−2 α−1 α0 α1 α2 · · ·
↓ σ
· · · α−1 α0 α1 α2 α3 · · ·
A laminación horizontalH sobre R×C induce unha laminación Fσ sobre o conxunto
cociente M = R × C/(x, α) ∼ (x + 1, σ(α)) que está modelada transversalmente
polo conxunto de Cantor C (figura 1.1).
Exemplo 1.1.5 (Suspensión dun homeomorfismo). O exemplo anterior pode xene-
ralizarse para calquera homeomorfismo dun espazo en si mesmo. En efecto, sexa
f : X → X un automorfismo dun espazo métrico localmente compacto e separable.
Consideremos o espazo produto R × X xunto coa laminación horizontal H. O





que é libre e propiamente discontinua. A proxección q sobre o espazo cociente














Figura 1.1: O espazo M = R× C/∼.
onde π é a aplicación inducida pola primeira proxección p1. A terna (M,π, S
1) é
un fibrado de fibra X sobre S1 con grupo estrutural o grupo de homeomorfismos
xerado por f . A laminación horizontal H presérvase pola acción de Z, e induce aśı
unha laminación F de dimensión 1 sobre M modelada transversalmente por X.
Nos exemplos anteriores, para obter un atlas foliado chega con tomar un atlas do
fibrado trivial e restrinxilo de maneira que poida proxectarse sobre M (trivializando
as cubertas q). Mais o feito de fixar o atlas non adoita ser relevante. En efecto, dise
que dous atlas A e A′ de dimensión p e clase Ck son equivalentes, é dicir, definen
a mesma laminación, se A ∪A′ é tamén un atlas de dimensión p e clase Ck.
1.1.1 Bos atlas foliados e laminacións de clase C1
Non obstante, na maioŕıa dos casos vai interesar considerar atlas con boas propie-
dades de finitude local (véxase a figura 1.2(a)). É doado probar que para calquera
atlas foliado existe un equivalente que cumpre as condicións da seguinte definición
(véxanse [40, 51]):
Definición 1.1.6. Dise que un atlas foliado A é un bo atlas foliado se:
B1. A cobertura {Ui}i∈I é localmente finita (e daquela finita se M é compacto);
B2. O atlas A é un refinamento doutro atlas A′ de maneira que Ui ⊂ U ′i , para
cada i ∈ I;
B3. Para cada par de abertos distinguidos Ui, Uj∈A non disxuntos, existe un
aberto foliado en produto Uij (non necesariamante enA) tal que Ui ∩ Uj ⊆ Uij
(véxase a figura 1.2(b)). Isto implica que unha placa de Ui corta ao sumo a
unha de Uj.






Figura 1.2: (a) Unha placa pode cortar a outra unha infinidade de veces; (b) Nun
bo atlas foliado unha placa de Ui corta ao sumo a unha de Uj.
Mais a maiores destas propiedades os bos atlas non engaden ningunha restrición
sobre a xeometŕıa das placas. Porén, coma no caso das variedades, vai ser posible
definir atlas con placas xeodesicamente convexas tomando métricas de Riemann
sobre as follas [6, 51]. Supoñamos que (M,F) é unha laminación de clase Ck.
Cada aberto distinguido Ui admite unha métrica de Riemann gi = h
∗
i g0 de clase
C∞ ao longo das follas inducida pola métrica usual g0 sobre Rp. Sexa TF o fibrado
tanxente á laminación, que pega os fibrados tanxentes ás follas TL. Segundo a
Proposición 2.8 de [55], podemos empregar particións da unidade Ck-diferenciables
para pegar as métricas locais gi e obter unha métrica de Riemann foliada sobre
M , isto é, unha aplicación continua g : TF × TF → F(M) tal que cada unha das
aplicacións restrinxidas g|TL é unha métrica de Riemann no sentido clásico. Cada
folla é aśı unha variedade de Riemann completa.
De querermos asegurar a existencia e unicidade de xeodésicas ao longo das
follas, a priori necesitariamos supoñer que a laminación en cuestión é de clase C2.
Non obstante, grazas ao seguinte teorema de [6], no noso contexto será suficiente
para isto con clase C1:
Teorema 1.1.7 ([6]). Se (M,F) é unha laminación de clase C1 equipada cun atlas
foliado A, entón existe un atlas foliado de clase C∞ que é C1-equivalente a A.
Proba. Polo lema de Zorn, existe un subconxunto aberto V ⊂M xunto cun atlas
foliado AV de clase C∞ que induce unha laminación C1-equivalente a F|V , e tal
que o par (V,AV ) é maximal. Noutros termos, as cartas da laminación F|V de
clase C∞ son cartas da laminación F de clase C1. Queremos probar que V = M .
Se V 6= M , existe unha carta h : U → P × T de (M,F) tal que U ∩ V 6= ∅ e
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U * V . Sexa W = U ∩ V e W ′ = h(W ). Temos entón definidas sobre W dúas
estruturas foliadas: a de clase C∞ inducida por V e a de clase C1 inducida por
h. De podermos substitúır a carta h : U → P × T por outra carta h̃ : U → P × T
tal que h̃|W : W → W ′ sexa un difeomorfismo foliado de clase C∞, poderiamos
engadila ao atlas AV e (V,AV ) non seŕıa entón maximal.
Para definir h̃, comecemos indicando como obter unha veciñanza N de h̃|W en
C1(W,W ′). Por paracompacidade, existe unha cobertura localmente finita {Ki}
de W por compactos foliados en produto. A compacidade de Ki implica que existe
εi > 0 tal que d(y, U −W ) > εi para cada y ∈ Ki, onde d é unha distancia sobre
U . Sexa entón N o conxunto de funcións f ∈ C1(W,W ′) tales que, para cada
y ∈ Ki, ‖f(y) − h|W (y)‖ < εi e ‖df(y) − d(h|W )(y)‖ < εi. É dicir, f é próxima
a h|W en cada compacto. Ademais, cada f ∈ N pode estenderse a unha función




h sobre U −W,
e a correspondente función T : N → C1(U, P × T ) é continua (véxase o lema 2.8
de [42]). E como T (h|W ) = h é un difeomorfismo foliado de clase C1, existe unha
veciñanza N0 ⊂ N de h|W cuxas imaxes son difeomorfismos de clase C1 de U en
P × T . Finalmente, polo teorema 2.11 de [55], existe un difeomorfismo foliado
h̃0 : W → W ′ de clase C∞ e a carta requerida será T (h̃0).
1.1.2 Atlas con placas xeodesicamente convexas
Como vimos de dicir, para ter un control sobre a xeometŕıa das placas podemos
tomar unha métrica de Riemann foliada e definir atlas con placas xeodesicamente
convexas. Supoñamos que (M,F) é unha laminación de clase C1 e tomemos g unha
métrica de Riemann foliada.
Cada folla é entón unha variedade de Riemann completa, e podemos definir
para cada x ∈ M a aplicación expx : TxL = TxF → L, que é un difeomorfismo en
restrición a unha bóla suficientemente pequena arredor de ~0 ∈ TxL. Def́ınese entón




∣∣ expx : BTxL(~0, ε)→ BL(x, ε) é un difeomorfismo}
que é obviamente positivo e pode tomar o valor +∞. Pódese asegurar tamén
que as bólas suficientemente pequenas nas follas sexan convexos xeodésicos, isto
é, que dous puntos da bóla poidan unirse por un único segmento xeodésico (unha
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xeodésica que minimiza a distancia) contido na bóla. E de forma análoga ao radio




∣∣ BL(x, ε) é un convexo xeodésico}.









∣∣ L ∈ F} = inf{conv(x) ∣∣ x ∈M}.
As aplicacións inx :M → (0,+∞] e conv :M → (0,+∞] non son continuas,
mais se M é compacto é posible acotalas inferiormente a fin de obter atlas con
placas xeodesicamente convexas. En efecto, para cada x ∈ M , podemos tomar,
como dixemos, veciñanzas nas follas que sexan bólas xeodesicamente convexas e
por continuidade da métrica podemos levantalas en abertos distinguidos con placas
xeodesicamente convexas. Non obstante, vexamos como fixar cotas explicitamente
(véxase [51]):
Proposición 1.1.8 ([51]). Se M é compacto, inx(F) e conv(F) son positivos.





















onde K > 0 é unha cota superior para a curvatura seccional de N e l a lonxitude
do lazo xeodésico máis curto. Bastará probar entón que a curvatura seccional está
limitada superiormente e a lonxitude dos lazos xeodésicos inferiormente.
Para o segundo, lembremos que como sec(~v1, ~v2) só depende do plano xerado
polos vectores ~v1 e ~v2, podemos considerar a aplicación curvatura seccional definida
sobre o fibrado unitario da laminación T 1F =
{
~w ∈ TF
∣∣ ‖~w‖ = 1}. Deste
xeito, sec : T 1F → R é obviamente continua e a fibra de T 1F é a esfera Sn de
dimensión n = dimF . Como M é compacto, T 1F tamén, logo existe K > 0 tal
que sec(~v, ~w) < K.
Para ver que a lonxitude das xeodésicas pechadas está limitada inferiormente,
supoñamos por redución ao absurdo que existe unha familia de xeodésicas {γn}n∈N
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tal que infn∈N long(γn) = 0. Denotemos xn = γn(0) e ~vn = γ′n(0), e supoñamos que
as xeodésicas están parametrizadas pola lonxitude de arco, logo ‖~vn‖ = 1 e pola
compacidade de T 1F podemos supoñer que {(xn, ~vn)}n∈N é converxente. Mais por
outra franxa sabemos que as xeodésicas son solucións de ecuacións diferenzais que
dependen continuamente da métrica. Polo tanto, a xeodésica por x na dirección
de ~v é γ(t) = x, co que temos unha contradición.
Isto permite asegurar a existencia de atlas foliados con placas xeodesicamente
convexas:
Proposición 1.1.9 ([51]). Sexa (M,F) unha laminación compacta. Existe un bo
atlas foliado para F tal que as placas son bólas xeodesicamente convexas.
Proba. Dado x ∈ M , podemos tomar unha transversal Tx que pasa por x e tal
que 0 < ε < infy∈Tx{conv(y)}, de xeito que o aberto Ux =
⋃
y∈Tx BLy(y, ε) sexa
un aberto foliado en produto. Temos entón un atlas A = {hx : Ux → Px × Tx}
cuxas placas son convexos xeodésicos. A partires de A podemos constrúır agora de
maneira habitual un bo atlas que siga tendo placas xeodésicamente convexas.
Observación 1.1.10. Podemos esixir a maiores que o aberto Uij da condición B3
da definición 1.1.6 teña placas xeodesicamente convexas. En efecto, neste caso a
intersección de dúas placas é un aberto xeodesicamente convexo na folla, e polo
tanto contráctil. Por outra banda, se modificamos o argumento da proba anterior
e tomamos ε < 1
8
infy∈Tx{conv(y)}, obtemos un bo atlas foliado A con placas
xeodesicamente convexas que cumpre ademais que, para cada x ∈ M , a unión
de todas as placas de A que conteñen a x, que se denomina estrela de x e denota
Star(x,A), está contido nun aberto xeodesicamente convexo da folla que pasa por x.
1.1.3 Atlas adaptados a unha métrica foliada
As laminacións que nos van interesar principalmente son as definidas por mosaicos
aperiódicos. Son un tipo particular das laminacións modelas transversalmente por
un conxunto de Cantor. Neste caso interesará definir atlas con transversais locais
compacto-abertas. Para isto debe evitarse que placas disxuntas contidas en dous
abertos distinguidos poidan cortarse de repente ao seren desprazadas transver-
salmente. Con este propósito poden refinarse os bos atlas proporcionados pola
proposición e a observación anteriores [6, 51]:
Lema 1.1.11 ([6, 51]). Sexa (M,F) unha laminación compacta dotada dunha
métrica de Riemann foliada g. Existe un bo atlas foliado A tal que:
A1. Para cada x ∈M , Star(x,A) está contida nun convexo xeodésico;
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A2. As placas que se intersecan fano de maneira transversa dúas a dúas.
Proba. Seguindo os argumentos da observación 1.1.10 podemos tomar un bo atlas
foliado A = {hi : Ui → Pi ×Xi}mi=1 que satisfaga a condición (A1). A idea para
obter entón o atlas desexado consiste en eliminar os puntos de tanxencia. Para isto
poden substitúırse as placas por outras maiores (véxase a figura 1.3(a)) seguindo o
método descrito por A. Phillips e D. Sullivan na proba da proposición 4.1 de [63].
Sen pérdida de xeneralidade, podemos supoñer que A é un refinamento dun atlas
do mesmo tipo co mesmo número de cartas h′i : U
′
i → P ′i × X ′i tal que Ui ⊂ U ′i ,
h′i|Ui = hi, Xi ⊂ X ′i, e P ′i é un disco concéntrico a Pi de radio 2r. Como o
atlas A satisfai a condición (A1), deberemos modificar por recorrencia os abertos
distinguidos Ui ata que cumpran a condición (A2). Evidentemente o atlas parcial
A1 = {U1} satisfai ambas condicións. Supoñamos logo que hai un atlas foliado
An−1 = {W1, . . . ,Wln−1} coas propiedades do enunciado e que cubre o conxunto⋃n−1




Para cada y ∈ Xn, existe unha bóla P y contida na placa de U ′i que pasa por
y cuxo bordo interseca transversalmente ao das placas de An−1. En efecto, se o
bordo da placa de Un que pasa por y interseca de forma transversa aos bordos
das restantes placas de An−1, definimos P y = ϕ−1n (Pn × {y}). En caso contrario,
podemos eliminar a tanxencia expandindo Pn×{y} nunha bóla de radio r < r′ < 2r,
contida en P ′n×{y}. Tomemos agora Cy ⊂ Cy ⊂ X ′n unha veciñanza de y tal que os
bordos dos discos ϕ′−1n (P
y×{z}) intersecan transversalmente aos bordos das placas
de An−1 para cada z ∈ Cy. Como Xn é relativamente compacto en X ′n, podemos
recubrilo cun número finito de tales abertos Cy1 , Cy2 , . . . , Cyl e temos entón unha
familia de abertos foliados en produto Aln−1+j = h
′
n
−1(P yj×Cyj), con j = 1, 2, . . . , l.
Os bordos das placas destes abertos podeŕıan intersecarse tanxencialmente, pero
neste caso necesariamente P yj = P yk e Cyj ∩ Cyk 6= ∅ para j 6= k, e poderiamos
eliminar novamente as tanxencias expandindo P yj lixeiramante. Polo tanto, o atlas
foliado An = An−1 ∪ {Aln−1+1, Aln−1+2 . . . , Aln−1+l} cubre
⋃n
i=1 Ui e a intersección
dos bordos das súas placas é sempre transverso. Como as placas están contidas en
bólas xeodésicas de radio 2r, entón calquera estrela Star(x,Ar) está contido nunha
bóla xeodésica de radio ≤ 8r < conv(F). Nun número finito de pasos obtemos o
atlas buscado.
Se na proba anterior tomamos bólas de radio r < 1
16
conv(F), podemos substitúır
a condición (A1) pola condición (A1’) do seguinte lema, máis forte. E no caso de
laminacións modeladas transversalmente por un conxunto de Cantor (cuxas parti-
cularidades comentaremos no caṕıtulo 2) isto asegurará ademais que as transversais







Figura 1.3: (a) Supresión das tanxencias; (b) Elección de P y.
Lema 1.1.12 ([6, 51]). Sexa (M,F) unha laminación modelada transversalmente
por un conxunto de Cantor, dotada dunha métrica de Riemann foliada g. Existe
un bo atlas foliado A tal que
A1’. Para cada x ∈M , Star(Star(x,A),A) está contida nun convexo xeodésico;
A2’. As placas que se intersecan fano de maneira transversa dúas a dúas;
A3’. As transversis locais son espazos compactos;
A4’. As transformacións de holonomı́a γij están definidas sobre compacto-abertos.
Nas condicións do lema anterior, dirase queA é un atlas foliado de (M,F) adaptado
a g.
1.1.4 Dinámica transversa e holonomı́a
A pesares de estar modelada localmente por un produto, a disposición global
das follas dunha foliación ou laminación pode ser moi complicada. A noción de
holonomı́a aporta información sobre esta complexidade. Pode dicirse que informa
sobre como se enrolan unhas follas con outras, de forma similar á aplicación de
primeira volta para fluxos. Todo isto exprésase por medio do pseudogrupo de
holonomı́a, que permite precisar o concepto de dinámica transversa da laminación.
Definición 1.1.13. Un pseudogrupo de transformacións Γ sobre un espazo topo-
lóxico X é unha familia de homeomorfismos de abertos de X en abertos de X que
é pechada para a composición, a restrición e a inversión, e que contén á identidade
e a calquera homeomorfismo que pertenza localmente.
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Definición 1.1.14. Sexa A = {hi : Ui → Pi × Ti}i∈I un bo atlas foliado dunha
laminación (M,F). Os homeomorfismos γij entre abertos das transversais locais
asociados aos cambios de carta definen por restrición, composición e inversión un
pseudogrupo de transformacións do eixo do atlas que se denomina pseudogrupo de
holonomı́a de F . É dicir, o pseudogrupo de holonomı́a é o menor pseudogrupo Γ
que contén á familia de homeomorfismos {γij}. Dise que Γ é o pseudogrupo de
holonomı́a de F reducido á transversal completa T = ⊔i Ti e os seus elementos son
transformacións de holonomı́a.
Se M é compacto, a familia {γij} constitúe un sistema finito de xeradores
Γ1 ⊂ Γ que permite realizar as órbitas do pseudogrupo coma o conxunto de vértices
dun grafo localmente finito e conexo por camiños. En efecto, de xeito análogo
á construción dos grafos de Cayley, o conxunto de vértices será a propia órbita
Γ(x) = {γ(x) | γ ∈ Γ, x ∈ dom γ} e dous vértices y, z ∈ Γ(x) estarán unidos por
unha arista orientada se existe γ ∈ Γ1 tal que z = γ(y). Se a lonxitude longΓ(γ)
dun elemento γ ∈ Γ é o número mı́nimo de xeradores necesarios para escribir γ, a
métrica natural sobre o grafo def́ınese como
dΓ(y, z) = min{n ∈ N | ∃ γ ∈ Γn : γ(y) = z}
onde Γn denota o conxunto dos elementos de lonxitude ≤ n. Dise aśı que (Γ,Γ1) é
un pseudogrupo grafado.
Observación 1.1.15. Dado que cada punto de T é un vértice dun grafo, é natural
considerar a aplicación de valencia, valΓ1 , que asocia a cada vértice o número de
aristas que inciden nel. Podemos escribir aśı a valencia dun punto como
valΓ1(t) = #{γ ∈ Γ1
∣∣ t ∈ dom γ}+ #{γ ∈ Γ1 ∣∣ t ∈ im γ}





χdom γ(t) + χim γ(t)
)
. (1.2)
Posto que o dominio e a imaxe de cada homeomorfismo γ son abertos en T , as
aplicacións caracteŕısticas correspondentes son semicontinuas inferiormente. Logo
valΓ1 é semicontinua inferiormente. Obviamente será continua se e só se os dominios
e as imaxes dos homeomorfismos pertenecentes a Γ1 son abertos pechados de T .
Nos termos anteriores, def́ınese a dinámica transversa da laminación como a
clase de equivalencia do seu pseudogrupo de holonomı́a. A equivalencia de pseu-
dogrupos, introducida por A. Haefliger en [37, 38], está modelada polo exemplo
seguinte: se Γ é un pseudogrupo de transformacións dun espazo topolóxico X e Y
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un aberto de X que corta a todas as órbitas de Γ, o pseudogrupo Γ|Y reducido a Y
é equivalente a Γ. En efecto, todo punto x ∈ X pertence ao dominio dun elemento
γ ∈ Γ con imaxe contida en Y . Denotando ΓYx ao conxunto de todos estes elementos








define unha equivalencia de
pseudogrupos entre Γ e Γ|Y . En xeral, dous pseudogrupos reducidos Γ|Y e Γ|Y ′ dun
mesmo pseudogrupo Γ son equivalentes.
Definición 1.1.16. Dous pseudogrupos Γ e Γ′ sobre X e X ′ son equivalentes no
sentido de Haefliger se Γ e Γ′ son a restrición a X e X ′ dun pseudogrupo Γ′′ que
opera sobre X tX ′ de maneira que X e X ′ cortan a todas as órbitas de Γ′′.
Proposición 1.1.17 ([36]). Se Γ e Γ′ son dous pseudogrupos de holonomı́a de dous
atlas foliados A e A′ dunha laminación (M,F), entón Γ e Γ′ son equivalentes.
Rematemos a sección lembrando a noción de grupo de holonomı́a dunha folla.
Sexa L unha folla de F que pasa por x ∈ L ∩ T . Consideremos o subgrupo de
isotroṕıa Γx =
{
γ ∈ Γ | γ(x) = x
}
. Chámase grupo de holonomı́a de L ao grupo
de xermes HL dos elementos de Γx en x, que non depende de x senón só de L . En
efecto, para calquera outro punto y ∈ L∩T , existe un homeomorfismo γ ∈ Γ tal que
γ(x) = y, que define por conxugación un isomorfismo entre os grupos de xermes
correspondentes Hx e Hy. Se HL é trivial, dise que a folla L non ten holonomı́a.
1.1.5 Relacións medibles discretas
As relacións de equivalencia medibles discretas xurden de maneira natural se consi-
deramos a relación que induce unha foliación ao restrinx́ırmonos a unha transversal
completa. No caso particular de foliacións sen holonomı́a, a dinámica transversa
está fielmente representada por medio desta relación de equivalencia, xa sexa en
sentido medible ou topolóxico. O propósito das seguintes seccións é precisar isto.
Sexa X un espazo boreliano estándar, é dicir, dotado dunha σ-álxebra isomorfa
á σ-álxebra dos borelianos dun espazo polaco (i.e., completamente metrizable e
separable). Unha relación de equivalencia R sobre X dise medible se o grafo de
R é un subconxunto boreliano de X×X e discreta se as clases de equivalencia son
numerables. Denomı́nase transformación parcial de R a un isomorfismo boreliano
ϕ : A→ B entre subconxuntos borelianos de X tal que o seu grafo
G(ϕ) = {(x, y) ∈ A×B | y = ϕ(x)} ⊂ R.
Unha medida boreliana µ sobre X dise invariante por R se é invariante por calquera
transformación parcial de R, é dicir, se ϕ∗µ(B′) = µ(ϕ−1(B′)) = µ(B′) para cada
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boreliano B′ ⊂ B. Dise case-invariante se calquera transformación parcial de R
conserva alomenos os conxuntos de medida nula. Unha medida case-invariante µ é
ergódica se calquera conxunto boreliano saturado por R ten medida nula ou total.
Exemplo 1.1.18. 1) Toda acción libre Γ × (X,µ) → (X,µ) dun pseudogrupo
numerable sobre un espazo de probabilidade induce unha relación de equivalencia
medible discreta sobre X. En xeral, toda relación de equivalencia medible discreta
está definida pola acción dun pseudogrupo medible [24].
2) Relación de equivalencia inducida por unha laminación boreliana. A relación
inducida por unha laminanción sobre unha transversal completa é unha relación
de equivalencia medible discreta e, como imos lembrar, pode dotarse ademais
dunha estrutura de grupoide topolóxico. En xeral, a relación inducida por unha
laminanción boreliana ao restrinx́ırmonos a unha transversal completa é unha
relación medible discreta. As laminacións borelianas xeneralizan o concepto de
laminación esixindo unicamente medibilidade transversa no lugar de continuidade
[12]. Def́ınese un atlas foliado boreliano de dimensión p sobre M por medio dunha
familia numerable de cartas A = {hi : Ui → Pi × Ti} onde os Ui forman unha co-
bertura localmente finita de M , cada Pi é un aberto de Rp contendo á orixe e cada
Ti un boreliano do intervalo [0, 1]. Os cambios de cartas hi◦h
−1
j supóñense medibles
e as súas restricións ás placas f tij homeomorfismos locais. Dise igualmente que A
é un atlas de clase Ck se os cambios de placa son homeomorfismos de clase Ck.
Deste xeito, o atlas boreliano induce de maneira natural sobre M , v́ıa identifica-
ción dos Ui coas súas imaxes hi(Ui) ⊂ Rp×Ti, unha estrutura boreliana estándar,
a produto das de Rp e Ti, e unha estrutura topolóxica, a inducida por Rp, nas
follas. A relación R que definen as follas é deste xeito un conxunto boreliano de
M×M . Unha transversal para (M,F) é neste caso un subconxunto boreliano que
corta a cada folla nun conxunto discreto e pechado. A traza dunha transversal
T sobre as follas de M induce aśı unha relación de equivalencia medible discreta
R|T = R∩ (T×T ).
O concepto de dinámica medible pode precisarse neste contexto por medio das
nocións de equivalencia orbital e equivalencia orbital estable [30]:
Definición 1.1.19. SexanR eR′ dúas relacións de equivalencia medibles discretas
definidas sobre dous espazos borelianos estándar X e X ′. Sexan µ e µ′ dúas medidas
finitas sobre X e X ′ invariantes por R e R′. As relacións de equivalencia R e R′
dinse:
i) orbitalmente equivalentes se X e X ′ conteñen subconxuntos borelianos Y e Y ′,
saturados porR eR′ e de medida total, para os que existe un isomorfismo boreliano
ϕ : Y → Y ′ tal que ϕ(R[x]) = R′[ϕ(x)] para µ-casi todo x ∈ Y e ϕ∗µ ∼ µ′;
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ii) establemente orbitalmente equivalentes se X e X ′ conteñen subconxuntos bore-
lianos Y e Y ′ tales que as súas saturacións por R e R′ son de medida total e
de xeito que as relacións de equivalencia inducidas R|Y e R′|Y ′ son orbitalmente
equivalentes.
En particular, se X ′ é un boreliano de X que corta a µ-case toda clase de equi-
valencia R[x], a inclusión natural de X ′ en X define unha equivalencia orbital
estable entre a relación de equivalencia inducida R′ = R|X′ e R. Dirase que
R e R′ representan a mesma dinámica medible se son establemente orbitalmente
equivalentes.
Se as relacións de equivalencia medibles discretas consideradas están definidas
sobre dous espazos polacos, pode darse unha versión puramente boreliana, cf.[20]:
Definición 1.1.20. SexanR eR′ dúas relacións de equivalencia medibles discretas
definidas sobre dous espazos topolóxicos polacos X e X ′. Dise que R e R′ son:
i) orbitalmente equivalentes se X e X ′ conteñen subconxuntos Gδ densos Y e Y ′,
saturados por R e R′, e tales que existe un isomorfismo boreliano ϕ : Y → Y ′
compatible con R e R′ ;
ii) establemente orbitalmente equivalentes se X e X ′ conteñen subconxuntos bore-
lianos Y e Y ′ tales que as súas saturacións por R e R′ son conxuntos Gδ densos e
as relacións de equivalencia inducidas R|Y e R′|Y ′ son orbitalmente equivalentes.
Neste caso, dirase que R e R′ representan a mesma dinámica boreliana.
1.1.6 Medidas transversas invariantes e case-invariantes
Vimos de lembrar a definición de medida invariante e case-invariante para unha
relación de equivalencia medible discreta. En función disto, denomı́nase medida
transversa invariante ou case-invariante dunha laminación (M,F) a unha me-
dida µ sobre unha transversal completa T que é invariante ou case-invariante para
a relación de equivalencia inducida R, ou equivalentementemente invariante ou
case-invariante pola acción do pseudogrupo de holonomı́a Γ.
Se µ é unha medida sobre T , podemos integrar a medida de contar respecto
de µ para definir unha medida sobre R. Integrando a medida de contar sobre as
fibras da proxección β : (x, y) ∈ R 7→ x ∈ T contra a medida µ, obtemos unha
medida dµ̃(x, y) = dµ(x). Analogamante, usando a segunda proxección obtemos
a medida dµ̃−1(x, y) = dµ̃(y, x) = dµ(y). As medidas µ̃ e µ̃−1 son equivalentes se
e só se a medida µ é case-invariante, e neste caso a derivada de Radon-Nikodym
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δ(x, y) = dµ̃/dµ̃−1(x, y) dise o cociclo de Radon-Nikodym de (T, µ,R). Para cada













onde Bx = {y ∈ T |(x, y) ∈ B}, By = {x ∈ T |(x, y) ∈ B} e | · |x denota a medida
sobre R[x] definida como |y|x = δ(y, x).
Exemplo 1.1.21. É claro que unha medida µ é invariante se e só se o cociclo de
Radon-Nykodym é trivial, δ = 1. Esta é unha condición forte, e non sempre existen
medidas invariantes. No caso de codimensión 1, a existencia de medidas invariantes
non triviais sobre conxuntos minimais equivale á trivialidad da holonomı́a (véxase
o teorema 2.3.7 de [41]). En xeral, como lembraremos brevemente na sección 2.2.1,
un método habitual para constrúır medidas invariantes é empregar sucesións de
Fölner (véxase [34]).
1.1.7 Relacións de equivalencia étales
Toda relación de equivalencia R definida sobre un espazo boreliano ou topolóxico
X pode dotarse dunha estrutura natural de grupoide, caracterizada por:
i) a inclusión ε : x ∈ X 7→ (x, x) ∈ R do conxunto das unidades X en R;
ii) as proxeccións β : (x, y) ∈ R 7→ x ∈ X e α : (x, y) ∈ R 7→ y ∈ X;
iii) o conxunto das parellas compoñibles
R ∗R = {((x, y), (x′, y′)) ∈ R×R | α(x, y) = y = x′ = β(x′, y′)}
e a multiplicación parcial µ : ((x, y), (x′, y′)) ∈ R ∗ R 7→ (x, y′) ∈ R;
iv) a inversión ι : (x, y) ∈ R 7→ (y, x) ∈ R;
que verifican os axiomas análogos aos de grupo: asociatividade, existencia de
unidades e existencia de inversos.
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Definición 1.1.22. Supoñamos que R está definida sobre un espazo topolóxico
X. Dise entón topolóxica se o é como grupoide, isto é, se o grafo de R está dotado
dunha topolox́ıa coa que as proxeccións α, β : R 7→ X e a multiplicación parcial
µ : R∗R 7→ R son continuas e a inversión ι : R 7→ R é un homeomorfismo. Como
é habitual, X e R supóñense sempre localmente compactos e Hausdorff. Unha
relación de equivalencia topolóxica R dise β-discreta se o espazo de unidades X é
aberto en R. Se R é Hausdorff, tamén é pechado. Isto equivale a supoñer que R
é étale, é dicir, as proxección α, β : R 7→ X son homeomorfismos locais [65].
A noción de dinámica topolóxica formúlase nestes termos de xeito evidente:
Definición 1.1.23. Sexan R e R′ dúas relacións de equivalencia β-discretas sobre
X e X ′.
i) R e R′ dinse orbitalmente equivalentes se existe un homeomorfismo ϕ : X → X ′
tal que ϕ(R[x]) = R′[ϕ(x)], para todo x ∈ X, e daquela ϕ×ϕ define un isomorfismo
de relacións de equivalencia entre R e R′. Se o isomorfismo ϕ × ϕ : R → R′ é
un homeomorfismo de relacións de equivalencia topolóxicas, dirase que R e R′ son
isomorfas.
ii) R e R′ son establemente orbitalmente equivalentes (establemente isomorfas), se
X e X ′ conteñen abertos Y e Y ′ que cortan a todas as clases de equivalencia de R e
R′ e tales que as relacións de equivalencia inducidas R|Y e R′|Y ′ son orbitalmente
equivalentes (respectivamente isomorfas).
Dirase entón que R e R′ representan a mesma dinámica topolóxica.
A relación inducida por unha laminación sobre unha transversal completa pode
dotarse dunha topolox́ıa étale formada polos grafos dos elementos do pseudogrupo
de holonomı́a. Trátase dunha topolox́ıa máis fina que a inducida pola topolox́ıa
produto sobre T × T , que fai de R un espazo polaco localmente compacto.
Analogamente, o grupoide de holonomı́a de F reducido a T , isto é, o conxunto
de xermes de Γ
H = {〈γ〉x | γ ∈ Γ, x ∈ dom γ}









= γ(x), o conxunto das parellas compoñibles




∈ H ×H | γ(x) = x′}













é un grupoide topolóxico β-discreto ao dotalo da topolox́ıa natural correspondente.
A aplicación
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é deste xeito un homomorfismo de grupoides topolóxicos e o seu núcleo
I = {〈γ〉x ∈ H | γ(x) = x}
é un fibrado de grupos no que a fibra de x é o grupo de isotroṕıa Γx. É dicir, temos

















Segundo un resultado de G. Hector (véxase [39]), obtido independentemente por
D.B.A. Epstein, K.C. Millet e D. Tischler en [23], o conxunto das follas sen
holonomı́a dunha laminación é un Fδ de interior baleiro. Como consecuencia disto,
o grupoide de holonomı́a H é esencialmente principal, pois o morfismo δ : H → R
é un isomorfismo en restrición a un Gδ denso. En particular temos:
Proposición 1.1.24. Se (M,F) é unha laminación sen holonomı́a, a súa dinámica
transversa está representada pola relación de equivalencia inducida sobre calquera
transversal completa.
Non obstante, a equivalencia de grupoides (introducida de maneira independente
por A. Haefliger [36] e por P.S. Muhly, J. Renault e D.P. Williams [56]) permite
definir a noción de dinámica transversa no contexto dos grupoides.
1.2 Laminacións definidas por mosaicos
Centramos agora o contexto nun tipo particular de laminacións que serán ob-
xecto do noso estudo, as laminacións definidas por mosaicos. Comezamos lem-
brando brevemente algunhas propiedades básicas dos mosaicos de Rp, describindo
a relación entre elas e mostrando a súa tradución discreta (véxanse [9], [35], [73]).
1.2.1 Mosaicos euclidianos
Denomı́nase prototesela a calquera subconxunto de Rp homeomorfo ao disco pechado
Dn e def́ınese aśı un mosaico de Rp do seguinte xeito:
Definición 1.2.1. Un mosaico T é unha familia numerable de subconxuntos de
Rp, chamados teselas, que verifican as seguintes condicións:
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i) cada tesela P ∈ T é isométrica a unha prototesela dunha subfamilia P ⊂ T ,
ii) a familia T é unha cobertura de Rp,
iii) dúas teselas distintas teñen interiores disxuntos.
Neste caso, dise que T é un mosaico de tipo P e escŕıbese T ∈ T(P). As prototeselas
de P chámanse tamén teselas modelo.
Cada prototesela P ∈ P define un tipo de isometŕıa e un tipo de translación.
De maneira expĺıcita, dúas teselas P e P′ teñen o mesmo tipo de isometŕıa, e
denotamos P ∼ P′, se existe unha isometŕıa de Rn que env́ıa unha na outra. Ana-
logamente, o tipo de translación dunha tesela P está formado polas teselas P′ tales






Sen pérdida de xeneralidade, podemos supoñer que prototeselas distintas repre-
sentan tipos de translación distintos, o que permite identificar P e P/∼t (cf. [9]).
Chamaremos motivo dun mosaico T a calquera subfamilia finita de T , que iden-
tificaremos acot́ıo coa súa unión, e patrón ao seu tipo de translación. Aı́nda que
un motivo non ten que ser necesariamente conexo, será suficiente para os nosos
propósitos considerar motivos conexos.
De maneira xeral, a partires de agora todos os mosaicos considerados (agás
unicamente algúns dos exemplos que se describirán nesta sección) verificarán as
dúas restricións seguintes:
Definición 1.2.2. Un mosaico T de Rp é poliédrico se as prototeselas son poliedros
en Rp. Os seus bordos descompóñense logo en poliedros convexos de dimensión
n− 1, chamados lados. Denomı́nase arista á intersección de dúas teselas e dise que
T é lado a lado se verifica as dúas condicións seguintes:
i) calquera lado está contido nunha arista e calquera arista é unión de lados,
ii) a intersección de dúas teselas é un conxunto conexo.
En [35], def́ınense mosaicos do plano arista a arista impoñendo unha condición
algo máis forte cá condición (i): calquera lado dunha tesela é arista do mosaico e
viceversa. A condición (ii) adoita esixirse na definición de mosaico normal [35]. O
mosaico da figura 1.4 é un mosaico poliédrico e verifica (i), pero non (ii).




















Este exemplo permite aclarar a diferenza entre lado e arista. Obsérvese que AB e
BC son lados de dúas teselas distintas contidos nunha mesma aristas do mosaico,
ABC, que non é lado de ningunha tesela.
Definición 1.2.3 ([9], [35]). Un mosaico T ∈ T(P) é de tipo finito se só ten un
número finito de prototeselas agás translación, o que significa que P é finito, pois
supuxemos que P se identifica con P/∼t .
Definición 1.2.4 ([9]). Un mosaico T ten un número finito de patróns locais
se para cada r > 0 só hai un número finito de motivos de diámetro < r agás
translación, é dicir, un número finito de patróns de diámetro < r.
De maneira equivalente, T ten un número finito de patróns locais se para cada
r > 0 só hai un número finito de prototeselas de diámetro < r, xa que as teselas
son motivos e calquera motivo de diámetro < r é unha unión finita de teselas de
diámetro < r. É evidente logo a xerarqúıa entre as dúas definicións:
Proposición 1.2.5. Un mosaico de tipo finito ten un número finito de patróns
locais.
É dicir, nun mosaico cun número finito de patróns locais o diámetro das teselas
está limitado inferiormente. Non obstante, pode non estalo superiormente e polo
tanto non ser de tipo finito, coma no exemplo da figura 1.5, no que a medida que
nos afastamos da orixe as teselas son cada vez maiores.
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Figura 1.5
Necesitamos engadir esa condición para termos o rećıproco:
Proposición 1.2.6. Se un mosaico ten un número finito de patróns locais e o
diámetro das teselas está limitado superiormente, entón é de tipo finito.
Definición 1.2.7 ([35]). Un mosaico T de Rp dise localmente finito en x se existe
ε > 0 tal que a bóla B(x, ε) só corta a un número finito de teselas de T . En tal
caso, dise que x é un punto regular de T e chámase puntos singulares aos que
non son regulares. Dise que T é localmente finito se todos os puntos x ∈ Rp son
regulares.
Exemplo 1.2.8. O mosaico da figura 1.6, descrito en [35], ten un único punto
singular na orixe. Calquera bóla centrada na orixe corta a infinitas teselas.
En xeral, para cada x ∈ Rm, cada número real ε > 0 e cada prototesela P ∈ P ,
o número de teselas co tipo de translación de P que cortan á bóla B(x, ε) é finito.
As seguintes condicións garanten que o número de tipos de translación dun mosaico
é finito [32]:
Proposición 1.2.9. Un mosaico cun número finito de patróns locais e diámetro
das teselas limitado superiormente é localmente finito.
Se suprimimos a segunda condición, é dicir, se o diámetro das teselas non está
limitado superiormente, a implicación non é certa, véxase a figura 1.7.
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Figura 1.6
Figura 1.7
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A pesares de que ningún dos exemplos anteriores é lado a lado, esta non é unha
condición suficiente para que un mosaico sexa localmente finito, véxase a figura 1.8.
Figura 1.8
Se engadimos a condición de que o mosaico teña un número finito de patróns
locais, entón si é necesariamente localmente finito:
Proposición 1.2.10. Todo mosaico lado a lado cun número finito de patróns locais
é localmente finito.
Proba. Supoñamos por redución ao absurdo que, dado T un mosaico lado a lado
cun número finito de patróns locais, existen x ∈ Rp e r > 0 tales que o conxunto
{P ∈ T | P ∩ B(x, r) 6= ∅} é infinito e posúe unha enumeración {Pn | n ∈ N}
con Pn 6= Pm se n 6= m. Tomando unha sucesión de puntos xn ∈ Pn ∩ B(x, r) e
substitúındo {xn} por unha subsucesión se é preciso, temos que xn → y ∈ B(x, r).
Temos agora tres casos posibles:
1) Se y pertence ao interior dunha tesela P, existe un enteiro N ≥ 0 tal que
Pn ∩ P̊ 6= ∅ e polo tanto Pn = P para n ≥ N , o que contrad́ı a suposición.
2) Se y pertence ao interior dunha arista do mosaico, por hipótese, trátase da
unión dalgunhas caras dunha tesela P. Existe entón outra tesela P′ tal que P ∪ P′
é unha veciñanza de y. Logo ten que verificarse que Pn = P′ ou Pn = P para unha
infinidade de naturales, polo que chegamos novamente a contradición.
3) Por último, supoñamos que y é un vértice do mosaico e denotemos U á unión
de todas as teselas que conteñen a y. Para cada tesela P ∈ U , cada arista de P
que non contén a y é arista doutra tesela P′ contida na clausura de Rp − U . No
caso contrario, a súa intersección con P non seŕıa conexa, pois conteŕıa un vértice
e un lado disxuntos, e o mosaico non seŕıa lado a lado. A arista común separa
P ∪ P′ en dúas compoñentes conexas e a clausura da unión de todas esas aristas é
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un pechado conexo F contido na fronteira de U . O punto y /∈ F pois non pode ser
un punto fronteira, xa que se o mosaico ten un número finito de patróns locais e
é lado a lado, a lonxitude das aristas está limitada inferiormente e y pertence ao
interior de U .
Consideremos agora un enteiro N ≥ 0 tal que xn ∈ U para cada n ≥ N .
Daquela a tesela Pn está contida en U e contén a y como vértice. Fixemos ε > 0
tal que B(y, ε) está contida no interior de U . Para cada n ≥ N , sexa yn o punto
de intersección de ∂B(y, ε) cunha das aristas de Pn que saen de y. A existencia
do punto yn provén de que Pn ⊂/ B(y, ε). Pola compacidade de ∂B(y, ε), podemos
supoñer que yn → z ∈ ∂B(y, ε). Logo z pertence ao interior ou a algunha arista
dunha tesela de U e reducimos aśı o caso (3) aos casos (1) e (2). En particular,
temos probado que U é unha unión finita de teselas.
1.2.2 Conxuntos de Delone e mosaicos de Voronoi
Dado P un conxunto de prototeselas, a elección dun punto base en cada prototesela
de P determina por translación en cada mosaico T ∈ T(P) unha familia DT de
puntos base xP das teselas P ∈ T . Diremos que DT é un conxunto de puntos base
de T ou conxunto base de T . As condicións anteriores sobre os mosaicos teñen
evidentemente a súa tradución ao conxunto base:
Proposición 1.2.11. Un mosaico T é localmente finito se e só se calquera con-
xunto de puntos base DT é discreto e pechado.
Definición 1.2.12 ([48]). Un conxunto de Delone é un subconxunto D ⊂ Rn que
verifica as dúas condicións seguintes:
i) D é uniformemente discreto, i.e. existe r > 0 tal que calquera bóla B(x, r) contén
ao sumo un punto de D;
ii) D é relativamente denso, i.e. existe R > 0 tal que calquera bóla B(x,R) contén
alomenos un punto de D.
Proposición 1.2.13. Calquera mosaico de tipo finito posúe un conxunto base que
é un conxunto de Delone.
Nótese que condición da proposición 1.2.13 non é unha condición necesaria,
véxase a figura 1.9.
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2) B(yT , R) ⊃ T para algún yT ∈ T .
Deste xeito, os puntos xT correspondentes ás prototeselas T ∈ P definen un con-
xunto base D. Vexamos que D é un conxunto de Delone :
i) D é uniformemente discreto pois B(x, r
3
) ∩D ⊂ {x} para calquera x ∈ R2. En
efecto, se B(x, r
3
) contivese dous elementos xT , xT ′ ∈ D distintos, teriamos logo
d(xT , xT ′) ≤
2r
3
< r ⇒ B(x, r) ∩ T ′ 6= ∅ ⇒ B(x, r) ⊂/ T,
en contradición coa propiedade (1).
ii) D é relativemente denso pois calquera punto x ∈ R2 pertence a unha tesela T e
calquera tesela T está contida nunha bóla B(yT , R) con yT ∈ T . En efecto, deste
xeito,
d(x,D) ≤ d(x, xT ) ≤ δ(T ) ≤ 2R,
co que temos probado o resultado.
Observación 1.31. O recíproco non é certo. Un conxunto base pode ser un con-
xunto de Delone aínda que o mosaico non sexa normal. Aquí temos un exemplo





























































































Consideremos neste exemplo o conxunto dos vectores de R2 entre puntos de D,
D −D = {xT − xT ′ / T, T ′ ∈ T }.
Figura 1.9
De feito, neste exemplo, o conxunto D−D = {xP − xP′ ∈ R2 | P,P′ ∈ T } dos
vectores de R2 entre puntos de D é tamén un conxunto discreto e pechado, xa que
calquera bóla só contén a un número finito de elementos de D−D. Aı́nda máis, é
uniformemente discreto e relativamente denso, é dicir, un conxunto de Delone.
Definición 1.2.14 ([48]). Sexan D un conxunto de Delone, D−D o conxunto dos
vectores interpuntuais de D e 〈D −D〉 o grupo aditivo xerado polos elementos de
D −D. Dise que:
i) D é finitamente xerado se 〈D −D〉 é finitamente xerado;
ii) D é de tipo finito se D−D é localmente finito ou de maneira equivalente pechado
e discreto;
iii) D é un conxunto de Meyer se D −D é conxunto de Delone.
É claro que todo conxunto de Meyer é de tipo finito e todo conxunto de tipo finito
é finitamente xerado.
Proposición 1.2.15. Todo mosaico de tipo finito posúe un conxunto base de Meyer.
Proba. O mosaico posúe un conxunto base de Delone D obtido fixando un punto
xP en cada prototesela P ∈ P . Calquera vector de D − D é suma de vectores da
forma xP − x′P onde P e P′ teñen un lado común. Podemos supoñer que P é unha
prototesela e P′ a translación dalgunha prototesela. Como T é de tipo finito, o
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número de prototeselas é finito. Polo tanto, se limitamos a lonxitude dos vectores
en D − D só atoparemos un número finito, é dicir, D − D é localmente finito.
Noutros termos, D é un conxunto de Delone de tipo finito. Tomando o mı́nimo das
lonxitudes dos xeradores probamos que D é uniformemente discreto. E tomando
dúas veces o máximo dos diámetros das prototeselas que é relativamente denso.
Para rematar este breve repaso ás principias propiedades dos mosaicos euclidia-
nos que se terán en conta, lembramos a noción de mosaico de Voronoi:
Definición 1.2.16. Sexa D un conxunto de Delone de Rp. Para cada punto x ∈ D
def́ınese a celda de Voronoi de x como
Vx = {y ∈ Rp | d(y, x) 6 d(y, x′), ∀ x′ ∈ D − {x}}.
É evidente que Vx é un politopo convexo, pois é intersección de semiespazos que
conteñen a x limitados por hiperplanos que equidistan de x e doutro punto de D.
É claro tamén que dúas celdas de Voronoi de dous puntos distintos do conxunto de
Delone se intersecan ao sumo nun dos seus lados. Pode definirse entón o mosaico
de Voronoi V dun conxunto de Delone D como o mosaico que ten por teselas as
celdas de Voronoi Vx dos puntos x ∈ D.
Proposición 1.2.17 ([9]). Se D é un conxunto de Delone de tipo finito, o mosaico
de Voronoi correspondente segue sendo de tipo finito.
1.2.3 Topolox́ıa de Gromov-Hausdorff
O conxunto T(P) de todos os mosaicos de tipo P pode dotarse dunha topolox́ıa na-
tural, chamada topolox́ıa de Gromov-Hausdorff, na que dous mosaicos son próximos
se coinciden nunha gran bóla centrada na orixe, agás pequenas translacións (véxanse
[9] e [26]). O propósito agora é describir esta topolox́ıa:
Antes de nada, insistamos no feito de que dous mosaicos de T(P) que se dife-
rencian nunha translación son distintos a priori. Para ilustrar o que queremos dicir
con isto, consideremos o caso trivial no plano no que o conxunto de prototeselas P
consta unicamente dun cadrado unidade. Dados un mosaico regular por cadrados
T ∈ T(P) e un vector v ∈ R2, entón T + v é distinto de T agás no caso v ∈ Z2.
Neste exemplo, T(P) é o conxunto cociente R2/Z2 ∼= T2.
Definición 1.2.18. Dados dous mosaicos T , T ′ ∈ T(P), consideramos o conxunto
A = {R > 0 : BT (0, R) = BT ′(0, R)}, onde BT (0, R) é a traza do mosaico T na
bóla B(0, R) en Rp, e definimos
R(T , T ′) =
{
sup A se A 6= ∅,
0 se A = ∅.
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Obsérvese que R(T , T ′) = +∞ se e só se T = T ′. Agora, para cada T ∈ T(P),
cada par 0 < ε, ε′ < 1 e cada R > 0, podemos definir o seguinte conxunto:
Uε,ε′,R(T ) = {T ′ ∈ T(P) | ∃ v, v′ ∈ Rp : ‖v‖ < ε, ‖v′‖ < ε′ , R(T +v, T ′+v′) > R}.
Estes conxuntos forman base dunha topolox́ıa metrizable. En efecto, a topolox́ıa
de Gromov-Hausdorff pode definirse directamente a partir dunha métrica (véxase
[9]): para cada par T , T ′ ∈ T(P), denotando
B = {ε ∈ (0, 1) | ∃ v, v′ ∈ B(0, ε) : BT +v(0, 1ε) = BT ′+v′(0, 1ε)}.
def́ınese a distancia
d(T , T ′) =
{
inf B se B 6= ∅,
1 se B = ∅.
Exemplo 1.2.19. O mosaico regular por cadrados T e o seu trasladado T ′ = T +u
polo vector u = (1
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Figura 1.10: Os puntos distinguidos sinalan a orixe do plano.
En efecto, para cada 1
4
< ε < 1, os vectores v = (1
4
, 0) e v′ = (−1
4




) = BT ′+v′(0,
1
ε
). Pero se w,w′ son tales que ‖w‖, ‖w′‖ < ε < 1
4
, entón en
calquera caso BT +w(0,
1
ε
) 6= BT ′+w′(0, 1ε).
Proposición 1.2.20. Para cada T ∈ T(P), cada par 0 < ε, ε′ < 1 e cada R > 1,
o conxunto Uε,ε′,R(T ) é un aberto da topolox́ıa definida pola métrica d. Ademais,
calquera bóla Bd(T , ε) é igual ao conxunto Uε,ε, 1
ε
(T ).
Proba. A segunda afirmación é evidente, logo basta probar que para calquera
mosaico T ′ ∈ Uε,ε′,R(T ) hai unha bóla centrada en T ′ contida en Uε,ε′,R(T ). Por
definición, existen v, v′ con ‖v‖ < ε, ‖v′‖ < ε′ tales que BT +v(0, R) = BT ′+v′(0, R).
Se ε′′ = ε
′−‖v′‖
2
e R′ = R + ε′′ + ‖v′‖, entón Uε′′,ε′′,R′(T ′) ⊂ Uε,ε′,R(T ). En efecto,
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se T ′′ ∈ Uε′′,ε′′,R′(T ′), existen vectores w′, w′′ con ‖w′‖ , ‖w′′‖ < ε′′ tales que
BT ′+w′(0, R′) = BT ′′+w′′(0, R′). Isto implica que
BT +v(0, R) = BT ′+v′(0, R) = BT ′′+w′′−w′+v′(0, R)
onde ‖w′′ − w′ +′ v′‖ < 2ε′′ + ‖v′‖ = ε′. Tomando r = min{ε′′, 1
R′}, temos que
Bd(T ′, r) ⊂ Uε′′,ε′′,R′(T ′) ⊂ Uε,ε′,R(T ).
Máis notoria é a seguinte propiedade:
Teorema 1.2.21. Se o conxunto de prototeselas P é finito, entón T(P) é compacto.
Proba. Imos comprobar que T(P) é secuencialmente compacto empregando un
argumento diagonal clásico. Sexa {Tn} unha sucesión en T(P). Fixemos un número
δ > max{δ(P) | P ∈ P} e observemos que a bóla B(0, δ) só contén un número finito
de patróns, isto é, de motivos agás translación. Logo {Tn} contén unha subsucesión
{Tn,1} tal que as bólas BTn,1(0, δ) conteñen algún trasladado dun mesmo motivo M1.
É dicir, para cada Tn,1 hai un vector vn con ‖vn‖ < δ tal que a bóla BTn,1(0, δ) contén
ao motivo M1 + vn e polo tanto a imaxe pola translación vn dunha mesma bóla
BM1(0, ε) para algún ε > 0. Ademais, por compacidade da bóla B(0, δ), a sucesión
dos vn converxe a un vector v. Por recorrencia, obtemos unha subsucesión {Tn,m}
de {Tn,m−1} tal que as bólas BTn,m(0,mδ) conteñen aos trasladados Mm + vn dun
mesmo motivo Mm e polo tanto as imaxes polas traslacións vn dunha mesma bóla
BMm(0, εm), onde limm→+∞ εm = +∞. Constrúımos aśı unha sucesión exhaustiva
de motivos




que define un mosaico T de Rp. Agora a subsucesión {Tm,m} de {Tn} converxe a
T +v, xa que por construción R(Tm,m+v−vm, T +v) > εm e limm→+∞‖v−vm‖ = 0,
para todo m > 1
Na literatura sobre mosaicos, adoita afirmarse que a envoltura dun mosaico
cun número finito de patróns locais é compacta. Agora ben, segundo probamos en
§ 1.2.1, para que un mosaico con esa propiedade sexa necesariamente localmente
finito é preciso engadir a hipótese de que sexa lado a lado.
1.2.4 A laminación do espazo de Gromov-Hausdorff
O grupo de translacións Rp actúa de forma natural como grupo de transformacións
de T(P). Por definición, a acción natural
(v, T ) ∈ Rp × T(P) 7−→ T + v ∈ T(P)
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é continua. Ademais, se o conxunto de prototeselas P é finito, entón a acción é lo-
calmente libre, é dicir, calquera grupo de isotroṕıa Iso(T ) = {v ∈ Rp | T + v = T }
é discreto. Isto implica que a acción define unha foliación de T(P) de maneira que
as follas son as órbitas da acción.
Polo seu interese, imos probar directamente a existencia dunha estrutura foliada
sobre T(P) no caso de mosaicos de Rp. Para iso, comezamos constrúındo o que
será unha transversal completa. Como xa dixemos, un conxunto de puntos base D
das prototeselas de P determina un conxunto de puntos base DT = {xP | P ∈ T }
para calquera mosaico T ∈ T(P).
Definición 1.2.22. Fixado un conxunto D de puntos base das prototeselas de P ,
chamaremos transversal canónica ao conxunto T = T (D) formado por todos os
mosaicos T ∈ T(P) tales que 0 ∈ DT .
Proposición 1.2.23. Se o conxunto de prototeselas P é finito, T é un subespazo
compacto e totalmente disconexo de T(P).
Proba. Para probar que T é un subespazo compacto, procédese coma no caso de
T(P). Para amosar que é totalmente disconexo, basta comprobar que a topolox́ıa
inducida está definida por unha ultramétrica. Ante todo, é sinxelo mostrar que a
expresión:
dT (T , T ′) = e−R(T ,T
′)
define unha ultramétrica sobre T . O seguinte é verificar que a topolox́ıa inducida
sobre T pola topolox́ıa de T(P) está xerada polas bólas métricas
BdT (T , e−R) = {T ′ ∈ T | dT (T , T ′) < e−R} = {T ′ ∈ T | R(T , T ′) > R}.
Para probar que calquera aberto básico Uε,ε′,R(T ) ∩ T é un aberto da topolox́ıa
definida por dT , consideramos T ′ ∈ Uε,ε′,R(T ) ∩ T e tomamos ε′′ y R′ como na
proposición 1.2.20. Deste xeito:
T ′ ∈ BdT (T ′, e−R
′
) ⊂ Uε′′,ε′′,R′(T ′) ⊂ Uε,ε′,R(T ).
Reciprocamente, BdT (T , e−R) = U r2 , r2 ,R(T )∩T , sendo r > 0 unha constante tal que
toda bóla con ese radio contén ao sumo un punto do conxunto de Delone DT .
Teorema 1.2.24. A acción do grupo de translacións Rp induce unha estrutura de
laminación sobre T(P).
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Proba. A idea é simple, xa que a topolox́ıa de Gromov-Hausdorff fai precisamente
que os interiores das teselas se apilen en abertos foliados en produto. De maneira
expĺıcita, comecemos observando que a topolox́ıa de T está xerada polos conxuntos
abertos e pechados BM formados polos mosaicos T que conteñen a un determinado
motivo M arredor da orixe. Para cada prototesela P ∈ P , a aplicación
ϕ : (v, T ′) ∈ P×BP 7−→ T ′ + v ∈ T(P)
é unha identificación sobre a súa imaxe. Agora ben, a súa restrición a P̊ × BP é
inxectiva e define un homeomorfismo
ϕ : P̊×BP → T(P)
sobre a súa imaxe, un aberto distinguido de T(P). Do mesmo xeito, para un punto
que pertenza á intersección de dúas ou máis teselas, se chamamos M ao motivo
obtido unindo todas estas teselas, a aplicación
ϕ : (v, T ′) ∈M ×BM 7−→ T ′ + v ∈ T(P)
é unha identificación sobre a súa imaxe. Neste caso, non basta con substitúır M
polo seu interior para facela inxectiva. Non obstante, sabemos que a isotroṕıa
Iso(T ) de calquera mosaico T é discreta de maneira uniforme, é dicir, existe r > 0
tal que calquera mosaico T verifica T + v 6= T se 0 < ‖v‖ < r. Agora, se x
pertence á intersección de dúas ou máis teselas, podemos substitúır T por unha
nova transversal Tx para que x pertenza ao conxunto de Delone dalgún elemento
de Tx. Denotemos B
x
M ao subconxunto aberto e pechado de Tx determinado por
M . Se ademais substitúımos M por B(0, r), entón a aplicación
ϕ : (v, T ′) ∈ B(0, r)×BxM 7−→ T ′ + v ∈ T(P)
é un homeomorfismo sobre un aberto distinguido de T(P). Por último, cada cambio
de carta está dado por unha translación.
1.2.5 Dinámica transversa
Explicitamos agora no caso da laminación de Gromov-Hausdorff a descripción xeral
da dinámica transversa dunha laminación feita en § 1.1.5 e § 1.1.7:
A acción natural de Rp induce sobre a transversal canónica T unha relación de
equivalencia medible discreta R, que como adoita ser habitual identificaremos co
seu grafo R = {(T , T − v) ∈ T × T | v ∈ DT }. En efecto, as clases de equivalencia
son numerables, pois cada conxunto de DeloneDT é numerable. Por outra banda, T
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é a unión dun número finito de abertos-pechados BdT (T , e−R) para R > 0 calquera.
Se tomamos
R > 2 max{δ(P ) | P ∈ P}
onde δ(P ) é o diámetro da prototesela P , entón cada v ∈ BT (0, R)∩DT define un
homeomorfismo local
T ′ ∈ BdT (T , e−R) 7→ T ′ − v ∈ T
O seu grafo é un subconxunto pechado de T ×T contido en R. Polo tanto, R é un
boreliano de T × T en tanto que é unión de grafos destas transformacións parcias
e das súas composicións.
De feito, cada elemento v pertencente a un conxunto DT dun mosaico T ,
define unha translación τv : T ∈ T 7→ T − v ∈ T sobre un aberto-pechado
Dv = {T ∈ T | v ∈ DT } de T . Os grafos
O(U, v) = { (T , T − v) ∈ R | T ∈ U ∩Dv }
das translacións τv restrinxidas a abertos U de T xeran unha topolox́ıa sobre R,
máis fina que a inducida pola topolox́ıa produto sobre T × T , que fai de R un
espazo metrizable, separable e localmente compacto. As translacións τv asociadas
aos xeradores v dos conxuntos de Delone DT xeran de feito o pseudogrupo de
holonomı́a de F reducido a T .
Proposición 1.2.25. R é unha relación de equivalencia étale.
Proba. Para todo aberto U de T , o conxunto




é a unión dos abertos O(U, v) onde v ∈ DT con T ∈ U . Polo tanto, β−1(U) é
aberto en R e a proxección β é continua. Por outra banda, a inversión ι é un
homeomorfismo, pois ι−1(O(U, v)) = { (T − v, T ) | T ∈ U } = O(U − v,−v)
para todo aberto U de T e todo elemento v dun conxunto de Delone de DT . A
proxección α = ι◦β é entón continua. A continuidade de µ : R ∗ R → R séguese
da continuidade da aplicación (β, α) : R → T × T . Por último, para todo par
(T , T ′) ∈ R, existe v ∈ DT tal que T ′ = T − v, e daquela (T , T ′) ∈ O(U, v) se
T ∈ U . A proxección β env́ıa homeomorficamente o aberto básico O(U, v) sobre o
aberto U .
Analogamente, o grupoide de holonomı́a de F reducido a T pode expresarse
neste caso coma o conxunto
H = { (T , v, T ′) | T , T ′ ∈ T, v ∈ DT , T ′ = T − v }
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dotado da estrutura de grupoide seguinte:
i) a inclusión ε : T → H dada por ε(T ) = (T , 0, T );
ii) as proxeccións α, β : H → T dadas por α(T , v, T ′) = T ′ e β(T , v, T ′) = T ;
iii) o conxunto das parellas compoñibles
H ∗H = { ((T1, v1, T ′1 ), (T2, v2, T ′2 )) ∈ H ×H | T ′1 = T2 }
e a multiplicación parcial µ : H ∗H → H, dada por:
µ((T1, v1, T ′1 ), (T2, v2, T ′2 )) = (T1, v1 + v2, T ′2 );
iv) a inversión ι : H → H dada por ι(T , v, T ′) = (T ′,−v, T ).
Tamén está dotado da topolox́ıa xerada polos abertos básicos
O(U, v, U ′) = { (T , v, T ′) ∈ H | (T , T ′) ∈ U × U ′, T ′ = T − v },
onde U e U ′ son abertos de T e v pertence en cada caso ao conxunto base DT
de T . Cada un destes abertos é o grafo da translación τv na que o dominio e o
rango son restricións de U e U ′ respectivamente. Obtense aśı un isomorfismo entre
o grupoide de holonomı́a H e o grupoide dos xermes de Γ.
1.2.6 Mosaicos aperiódicos e follas sen holonomı́a
Interesémonos agora pola caracterización dos subconxuntos saturados sen holono-
mı́a:
Definición 1.2.26. Un mosaico T dise:
i) periódico se existen dous vectores linealmente independentes v, w ∈ Rp tales que
T + v = T = T + w;
ii) aperiódico se T + v 6= T para todo v ∈ Rp non nulo.
Evidentemente hai mosaicos que non son nin periódicos nin aperiódicos. Dende
o punto de vista do tipo de follas que definen, resulta obvio que a órbita dun
mosaico periódico é compacta, mentres que a dun aperiódico ten holonomı́a trivial.
Os mosaicos que non son nin periódicos nin aperiódicos dan lugar a follas non
compactas con holonomı́a non trivial. Como o conxunto das follas con holonomı́a
trivial é un Gδ denso, os mosaicos aperiódicos forman un subconxunto residual de
T(P).
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Por outra banda, convén observar que as follas compactas poden ser illadas ou
non. Consideremos por exemplo o conxunto P formado polas tres prototeselas da
figura 1.11.
Figura 1.11
Sexa T o mosaico peŕıodico por cadrados e Tn o mosaico obtido substitúındo cada
cadrado pola unión dos dous triángulos fóra dun bloque de lado n. É evidente que
a sucesión de mosaicos Tn converxe ao mosaico T , e polo tanto T é un punto de
acumulación de calquera transversal T determinada pola elección dun punto base
en cada prototesela. Mais se modificamos os tres lados dun dos triángulos con
lingüetas e os do outro coas rañuras complementarias, obtemos un novo conxunto
de tres prototeselas P ′, e agora T é illado en calquera transversal T ′ (pois neste
caso BdT ′ (T , e−R) = T , ∀R > 1).
En calquera caso, a periodicidade é unha condición necesaria para que o mosaico
sexa illado:
Lema 1.2.27. Calquera mosaico illado en T é periódico.
Proba. Se T é illado en T, entón LT ∩ T é unión de mosaicos illados, polo que
coincide coa súa clausura. Deste xeito LT ten que ser compacta, e para isto T debe
ser periódico.
1.2.7 Envoltura dun mosaico aperiódico e repetitivo
A laminación de Gromov-Hausdorff T(P) e a súa transversal completa T poden
ser extremadamente grandes. Como é habitual, cómpre logo caracterizar os seus
subconxuntos minimais. Lembremos que un subconxunto pechado e saturado dise
minimal se todas as follas que contén son densas.
Definición 1.2.28. Dado un mosaico T ∈ T(P), chámase envoltura de T á
clausura X = LT da súa folla LT = {T − v | v ∈ Rp}.
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Definición 1.2.29. Un mosaico T dise:
i) repetitivo [9] (ou posúe a propiedade de isomorfismo local [64]) se para cada
motivo M , existe unha constante R = R(M) > 0 tal que calquera bóla no mosaico
de radio R contén unha copia por translación de M , i.e.
∀ x ∈ Rp, ∃ v ∈ Rp : M + v ⊂ B(x,R);
ii) uniformemente repetitivo se dado r > 0, existe unha constante R = R(r) > 0
tal que calquera bóla de radio R contén unha copia por translación de calquera
motivo M de diámetro < r.
Teorema 1.2.30. Para calquera mosaico T ∈ T(P), as seguintes condicións son
equivalentes:
i) T é repetitivo;
ii) T é uniformemente repetitivo;
iii) X é minimal.
Proba. Basta probar (i)⇔ (iii) e (iii)⇒ (ii), pois (ii)⇒ (i) é evidente:
(i)⇒ (iii) Debemos probar que a órbita de cada mosaico T ′ ∈ X é densa en X, é
dicir, X′ = LT ′ = X. Como X′ ⊂ X, chega con probar T ∈ X′ e polo tanto X ⊂ X′.
Fixemos r > 0 e tomemos un motivo M que conteña á bóla BT (0, r). Por hipótese,
existe R = R(M) > r > 0 tal que para cada punto x ∈ Rp existe un vector v ∈ Rp
tal que:
BT (0, r) + v = BT (v, r) ⊂M + v ⊂ BT (x,R).
Por outra banda, como T ′ ⊂ X, existe x ∈ Rp tal que:
BT ′(0, R) = BT −x(0, R) = BT (x,R)− x.
En particular:
BT (0, r) + v − x = BT (v, r)− x ⊂ BT (x,R)− x = BT −x(0, R) = BT ′(0, R),
de onde se deduce:
BT (0, r) + v − x = BT (v, r)− x = BT −x(v − x, r) = BT ′(v − x, r).
Denotando w = v − x, podemos escribir:
BT (0, r) = BT ′(w, r)− w = BT ′−w(0, r).
1.2. Laminacións definidas por mosaicos 43
Atopamos logo un mosaico T ′ − w ∈ LT ′ tal que d(T , T ′ − w) 6 e−r. Isto proba
que T ∈ X′ = LT ′ .
(iii)⇒ (i) Fixado r > 0, definimos o conxunto
US = {T ′ ∈ X | ∃ v ∈ Rp : BT (0, r) + v = BT ′(v, r) ⊂ BT ′(0, S)}
para cada S > r. Estes conxuntos forman unha cobertura aberta de X. Antes de
probar que os US son abertos, observemos que os conxuntos
Uε,R(T ) = {T ′ ∈ T(P) | ∃ v ∈ Rp : ‖v′‖ < ε , R(T , T ′ + v) > R}
forman unha base de veciñanzas de T . Basta aplicar argumentos similares aos
empregados en §1.2.3. Agora, se T ′ ∈ US, existe v ∈ Rp tal que
BT (0, r) + v = BT ′(v, r) ⊂ BT ′(0, r + ‖v‖) ⊂ BT ′(0, S).
Tomando S ′ = r + ‖v‖ e ε 6 S − S ′, temos que T ′ ∈ Uε,S′(T ′) ⊂ US. En efecto,
se T ′′ ∈ Uε,S′(T ′), existe v′′ ∈ Rp con ‖v′′‖ < ε tal que
BT ′(v, r) ⊂ BT ′(0, S ′) = BT ′′+v′′(0, S ′).
Logo:
BT (0, r) + v = BT ′(v, r) = BT ′′+v′′(v, r) = BT ′′(v − v′′, r) + v′′ ⊂ BT ′′+v′′(0, S ′)
e
BT ′′(v − v′′, r) ⊂ BT ′′+v′′(0, S ′)− v′′ = BT ′′(−v′′, S ′).
Aśı, se w = v − v′′, temos que:
BT (0, r) + w = BT ′′(w, r) ⊂ BT ′′(−v′′, S ′) ⊂ BT ′′(0, S),
e deste xeito T ′′ ∈ US. Por outra franxa, calquera mosaico T ′ de X pertence a
algún aberto US. Por hipótese, X é minimal, logo T ∈ X′. Polo tanto, para cada
r > 0, existe x ∈ Rp tal que:
BT (0, r) + x = BT ′(x, r) ⊂ BT ′(0, S),
para S = r + ‖x‖, e temos que T ′ ∈ US.
Observemos que a cobertura {US}S>r é monótona crecente, aśı pois, por com-
pacidade, existe R > r tal que UR = X. Para cada x ∈ Rp, existe entón v ∈ Rp tal
que:
BT (0, r) + v = BT −x(v, r) ⊂ BT −x(0, R).
44 1. Laminacións e mosaicos
Mediante a translación por x deducimos:
BT (0, r) + v + x = BT −x(v, r) + x ⊂ BT −x(0, R) + x = BT (x,R).
O vector w = v + x ∈ Rp verifica logo:
BT (0, r) + w ⊂ BT (x,R).
Como calquera motivo M está contido nunha bóla centrada na orixe de radio r > 0
suficientemente grande, probamos que T é repetitivo.
(iii)⇒ (ii) Na proba de (iii)⇒ (i) atopamos unha constante R = R(M) > 0 que
depende de cada motivo M . Intésanos agora unha constante válida para calquera




US,x = {T ′ ∈ X | ∃ v ∈ Rp : BT (x, r2) + v = BT ′(x+ v, r2) ⊂ BT ′(0, S)}.
Coma antes, deducimos que existe R = R(x) tal que para todo y ∈ Rp, existe




) + v ⊂ BT (y,R).
O mesmo ocorre para cada motivo M contido en BT (x,
r
2
). Agora ben, como T
é de tipo finito, sabemos que só hai un número finito de motivos de diámetro
< r agás translación. Fixemos representantes de tales clases por translación
M1, · · · ,Mn contidos en bólas de radio r2 centradas en puntos x1, · · · , xn. Para cada
i ∈ {1, . . . , n} e cada punto y ∈ Rp, existe vi ∈ Rp tal que Mi + vi ⊂ BT (y,R(xi)).
Como calquera motivo M de diámetro < r pode obterse por translación a patir
dalgún motivo Mi, tomando R = max{R(x1), · · · , R(xn)}, temos:
M + vi − v = Mi + vi ⊂ BT (y,R(xi)) ⊂ BT (y,R)
onde v ∈ Rp é o vector tal que M = Mi + v.
Observación 1.2.31. O enunciado da equivalencia (i)⇔ (iii) pode verse en [9] e
[64]. Un resultado similar pode verse en [5], [13] e [49] nun contexto algo diferente.
Grazas á proposición 1.2.23, ó lema 1.2.27 e á proposición seguinte, se o con-
xunto de prototeselas P non permite teselar o plano de maneira periódica, calquera
transversal da laminación de Gromov-Hausdorff T(P) é homeomorfa ao conxunto
de Cantor. Dirase que a laminación é transversalmente Cantor.
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Proposición 1.2.32. A envoltura dun mosaico aperiódico e repetitivo só contén
mosaicos aperiódicos.
Proba. Razoemos por redución ao absurdo supoñendo que a envoltura X dun
mosaico aperiódico e repetitivo T ∈ T(P) contén un mosaico T ′ tal que T ′ = T ′+v
para algún v ∈ Rp non nulo. Como X é minimal, entón T ∈ X′. Logo, para cada
R > ‖v‖ > 0, existe x ∈ Rp tal que:
BT (0, R) = BT ′−x(0, R) = B(T ′+v)−x(0, R).
Mais entón:
BT +v(0, R− ‖v‖) = B(T ′+v)−x(0, R− ‖v‖) = BT (0, R− ‖v‖).
Polo tanto, en contra do suposto, T non seŕıa aperiódico.
Combinando isto co teorema 1.2.30, obtemos o seguinte resultado:
Teorema 1.2.33. A envoltura de calquera mosaico aperiódico e repetitivo T ∈ T(P)
é un conxunto minimal, transversalmente Cantor e sen holonomı́a.
1.3 Exemplos
Nos exemplos máis relevantes de conxuntos de mosaicos aperiódicos, o proceso de
construción dos mosaicos en cuestión permite describir de maneira directa a súa
dinámica medible. Imos analizar algúns destes exemplos co propósito en mente de
obter un resultado xeral que permita describir a dinámica transversa das lamina-
cións definidas por mosaicos.
1.3.1 Os mosaicos de Robinson
En [68], R. M. Robinson describiu un interesante conxunto de 6 teselas que forza a
aperiodicidade. Trátase basicamente de cadrados con modificacións nos seus lados e
esquinas que evitan a periodicidade, véxase a figura 1.12. As dúas primeiras teselas
denomı́nanse cruces, respectivamente con esquinas e sen esquinas, e as restantes
brazos.
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Figura 1.12: As seis teselas de Robinson
Para describir os mosaicos de Robinson, todos os que se constrúen a partir deste
conxunto de teselas, hai outra representación máis cómoda por cadrados decorados
[35, 68], véxase a figura 1.13.
Figura 1.13: Representación por cadrados decorados (nomeados, de arriba cara
abaixo e de esquerda a dereita, a, b, c, d, e, f).
Cómpre observar que as teselas dos mosaicos de Robinson poden obterse a
partir destas 6 prototeselas por translación, pero tamén mediante xiros de 90o, 180o
e 270o ou por reflexión respecto do eixo de ordenadas. É dicir, estamos falando
dun conxunto P con 32 tipos de prototeselas por translación. Por outra banda, a
maioŕıa dos mosaicos de Robinson son repetitvos, pois poden constrúırse por medio
do seguinte proceso (véxase [32]):
• Pártese dun cruce con esquinas, o que aparece na anterior figura ou algunha
das súas imaxes polos xiros de 90o, 180o e 270o.
• Repĺıcase a peza inicial mediante xiros de 90o, 180o e 270o.
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• Engádese un motivo formado por 5 teselas en forma de cruz. Para isto eĺıxese
a peza central, que debe ser un cruce sen esquinas, e as restantes, necesaria-
mente brazos, quedan entón determinadas. Obtense aśı un bloque de 3 × 3
teselas.
Figura 1.14: Bloque 3× 3
• De xeito análogo, constrúense bloques de lado 2n+1 − 1 a partir de bloques
de lado 2n − 1.
A elección dos cruces sen esquinas determina a rexión do plano que se tesela.
Obtemos un cuadrante se fixamos, salvo un número finito de cruces, as dúas orien-
tacións: dereita ou esquerda e arriba ou abaixo. Se só fixamos unha orientación,
cara a esquerda ou a dereita, ou cara arriba ou abaixo, e alternamos a outra unha
infinidade de veces, obtemos un semiplano. E o plano completo se non fixamos
ningunha orientación, e alternamos polo tanto as catro orientacións unha infinidade
de veces. Nos dous primeiros casos tamén é posible teselar todo o plano “pegando”
axeitadamente os cuadrantes e semiplanos obtidos cos seus replicados segundo imos
indicar a continuación (véxase [32] para máis detalle).
Deste xeito, podemos codificar os mosaicos de Robinson repetitivos identifican-
do cada cruce sen esquinas cunha parella de elementos do conxunto {0, 1}, como
na figura 1.15. Cada sucesión α = {αn} ∈ {0, 1}N determina unha sucesión de
bloques e polo tanto un mosaico de Robinson, agás no caso das sucesión periódicas
de peŕıodo 00, 01, 10, 11, que definen só un cuadrante, e doutras que definen só un
semiplano. No primeiro caso, asociámoslle á sucesión α o mosaico obtido pegando
as réplicas do cuadrante mediante unha cruz infinita que ten como tesela central o
mesmo cruce sen esquinas que corresponde ao peŕıodo (véxase a figura 1.16). Por
outra banda, se chamamos paridade de 00, 01, 10 e 11 á suma dos seus elementos, as





Figura 1.15: Codificación dos cruces
sucesións que determinan só un semiplano son aquelas que conteñen unha infinidade
de veces dúas parellas de distinta paridade e só un número finito de parellas coa
mesma paridade. Neste caso, asociámoslle á sucesión α un mosaico obtido pegando
o semiplano e a súa réplica por medio dun brazo infinito formado por teselas de tipo
(f) cunha determinada orientación. Se o semiplano codificado é o dereito (resp. o
superior) asociámoslle o mosaico obtido pegando cun brazo infinito de teselas do
tipo (f) apuntando cara arriba (resp. cara a dereita), e se é o esquerdo (resp. o
inferior) asociámoslle o mosaico obtido pegando con teselas do mesmo tipo pero
apuntando cara abaixo (resp. cara a esquerda); véxase a figura 1.17. Obtemos
aśı unha aplicación inxectiva Φ do conxunto S = {0, 1}N no subespazo X dos
mosaicos de Robinson repetitivos. Coma sempre, a elección dun punto base nas
seis prototeselas de Robinson determina un conxunto de Delone en calquera dos
mosaicos. Nos correspondentes aos elementos de S, a orixe está situada no punto
base dalgún cruce sen esquinas e pertence ao conxunto de Delone. Se chamamos
T ao conxuntos formado por estes mosaicos, temos que calquera elemento de X
é translación dun elemento de T , é dicir, T é unha transversal completa contida
na transversal canónica definida polo conxunto de Delone. Temos daquela unha
aplicación bixectiva
Φ : S = {0, 1}N → X ∩ T.
Estes argumentos mostran a relación (descrita en [68]) entre os mosaicos de
Robinson e os enteiros 2-ádicos, e permı́tennos precisala dende un punto de vista
dinámico:
Definición 1.3.1. Sexa {0, 1}N o espazo das sucesión binarias dotado da topolox́ıa
produto da discreta sobre {0, 1}, xerada polos cilindros
Cβ0···βn = {α ∈ {0, 1}N | α0 = β0, . . . , αn = βn}
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Figura 1.16: Mosaico obtido a partir dun cuadrante replicando e pegando por
medio dunha cruz infinita.
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Figura 1.17: Mosaico obtido a partir dun semiplano replicando e pegando por
medio dun brazo infinito.
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determinados polas sucesións finitas β0 · · · βn, coa que é un conxunto de Cantor.
Dúas sucesións α, β dinse cofinais se os seus termos coinciden a partir dun certo
ı́ndice, é dicir, se existe m ≥ 0 tal que αn = βn, ∀ n ≥ m. Coñécese como máquina
de sumar binaria ao sistema dinámico clásico xerado pola transformación
T : {0, 1}N −→ {0, 1}N
definida por {
T (α)0 = 1 , T (α)n = αn se α0 = 0
T (α)0 = 0 , T (α)1 = T (σ(α))0 se α0 = 1
,
onde σ : {0, 1}N −→ {0, 1}N é o shift de Bernoulli. A denominación de máquina de
sumar binaria débese a que a transformación T coincide coa suma de 1
S : x ∈ Z2 7−→ x+ 1 ∈ Z2
no anel Z2 dos enteiros 2-ádicos. A órbita por T dunha sucesión α coincide coa súa
clase de cofinalidade, agás no caso das clases de cofinalidade de 000 . . . e 111 . . . ,
contidas na mesma órbita. En particular, temos dúas relacións medibles discretas
sobre {0, 1}N que son esencialmente orbitalmente equivalentes.
Nestes termos, satisfaise:
Lema 1.3.2 ([32]). Dous mosaicos codificados Φ(α) e Φ(β) dan lugar á mesma
órbita se e só se α e β son cofinais.
Lema 1.3.3 ([32]). A aplicación de codificación Φ : S → X ∩ T é unha bixección
boreliana e aberta.
Lema 1.3.4 ([32]). O mosaicos da imaxe de Φ constrúıdos sen pegar forman un
subconxunto residual de X ∩ T .
Podemos enunciar logo a seguinte proposición en termos borelianos (segundo a
definición 1.1.20):
Teorema 1.3.5 ([32]). A dinámica transversa boreliana da envoltura dun mosaico
de Robinson repetitivo está representada por unha máquina de sumar binaria, é
dicir, hai unha equivalencia orbital estable entre a suma de 1 nos enteiros 2-ádicos
e a relación de equivalencia inducida sobre a transversal completa T.




Figura 1.18: Autómata que representa á máquina de sumar binaria.
Por outra banda, a relación cofinal Rcof sobre S pode dotarse da medida µ2






. Como as transformaciós parciais de Rcof están xeradas polos
homeomorfismos asociados a un par de sucesións cofinais que verifican τ(α) = β,
definidos do seguinte xeito
τ(γ)i =
{
βi se i < n
γi se i ≥ n
,
onde n é o ı́ndice ao partir do cal α e β coinciden, temos que µ2 é invariante porRcof .
De feito, Rcof é únicamente ergódica, é dicir, µ2 é a única medida de probabilidade
invariante. En efecto, de existires outra µ, dous cilindros da mesma lonxitude
Cα0...αn−1 e Cβ0...βn−1 deben ter a mesma medida, pois unha destas transformacións




= µ2(Cα0...αn−1), logo µ = µ2.
Aśı mesmo, non é dif́ıcil probar o seguinte resultado (véxase [32]):
Proposición 1.3.6 ([32]). A relación de equivalencia inducida pola laminación do
espazo dos mosaicos de Robinson repetitivos sobre a transversal X ∩ T é de tipo
II1, isto é, posúe unha medida de probabilidade invariante µ.
Como consecuencia da construción da aplicación Φ, temos entón que:
Proposición 1.3.7 ([32]). A aplicación de codificación Φ define unha equivalencia
orbital estable entre a relación de equivalencia cofinal Rcof sobre o espazo S dotado
da medida µ2 e a relación de equivalencia inducida pola laminación do espazo dos
mosaicos de Robinson repetitivos sobre a transversal X ∩ T dotada da medida µ.
E daquela:
Teorema 1.3.8 ([32]). A dinámica transversa medible da envoltura de calquera mo-
saico de Robinson repetitivo está representada pola suma de 1 nos enteiros 2-ádicos.
De feito, empregando as propiedades topolóxicas da apliación de codificación Φ
podemos comprobar que:
Corolario 1.3.9 ([32]). A envoltura de calquera mosaico de Robinson repetitivo é
unicamente ergódica.
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1.3.2 Os mosaicos de Penrose por dardos e papaventos
O máis célebre conxunto aperiódico de prototeselas é o que compoñen o dardo e o
papaventos de R. Penrose [60], véxase a figura 1.19.
Figura 1.19: O dardo e o papaventos.
Aı́nda que a literatura sobre os mosaicos de Penrose é abundante, é precisamante
unha idea de R. M. Robinson a que permite constrúılos de maneira expĺıcita e des-
cribir a súa dinámica global [35]. Todo mosaico de Penrose por dardos e papaventos
correspóndese cun mosaico constrúıdo a partir de dúas teselas triangulares, obtidas
cortando o dardo e o papaventos polos seus eixos de simetŕıa, con certas regras de
pegado (que se poden expresar por exemplo coloreando os vértices).
Figura 1.20: Descomposición en teselas triangulares.
Pegando os dous triángulos como se mostra na figura 1.21, obtense un triángulo
semellante ao pequeno. Cada mosaico correspóndese aśı cun mosaico inflado que
se constrúe a partir do novo triángulo e do grande (obtido eliminando no mosaico
as aristas correspondentes a este pegado). Facendo agora que a nova tesela xogue
o papel do triángulo grande, podemos repetir o proceso para obter un novo par
de triángulos que definen un novo mosaico inflado, obtido eliminando as aristas
correspondentes no mosaico inflado anterior.
54 1. Laminacións e mosaicos
Figura 1.21: Inflación das teselas de Penrose.
Iterando este proceso, describimos un procedemento natural de inflación no que
se obtén para cada mosaico T unha sucesión {Tn}n∈N de mosaicos inflados por
triángulos grandes e pequenos. Podemos asociar a cada mosaico unha sucesión
binaria {xn}n∈N tal que xn = 0 se o triángulo que contén á orixe no mosaico Tn é
o triángulo grande ou xn = 1 se é o pequeno. É dicir, o termo n-ésimo da sucesión
indica como está inclúıda a tesela de Tn que contén á orixe na tesela de Tn+1 na que
está contida. Como neste proceso recurrente un triángulo pequeno sempre forma
parte dun triángulo grande na etapa seguinte, estas sucesións non pode conter dous
termos consecutivos iguais a 1.
10001
Figura 1.22: Exemplo dos primeiros pasos da codificación.
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Pode ser que algunha destas sucesións non determine un mosaico de todo o
plano, senón simplemente dun sector, pero podemos obter un mosaico do plano
reflexando e replicando por medio de xiros, véxase a figura 1.23.
Figura 1.23: Mosaico de Penrose obtido replicando.
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Coma no caso dos mosaicos de Robinson, os mosaicos constrúıdos replicando
forman un conxunto magro de medida nula. Polo tanto, a dinámica medible do
espazo foliado dos mosaicos de Penrose por dardos e papaventos está representada
pola relación cofinal sobre o espazo S ′ de sucesións binarias {xn}n∈N que satisfán
xn = 1⇒ xn+1 = 0, cf.[18, 35].
Teorema 1.3.10. A dinámica transversa da envoltura dun mosaico de Penrose
por dardos e papaventos está representada en sentido medible polo autómata de
Fibonacci, é dicir, hai unha equivalencia orbital estable entre o espazo de sucesións
S ′ e a relación de equivalencia inducida sobre a transversal completa T.
Equivalentemente, a dinámica medible da envoltura de calquera mosaico de Penrose




Figura 1.24: Autómata de Fibonacci
1.3.3 Os mosaicos de Penrose por poliominós
En [61], R. Penrose describe un conxunto de tres poliominós, pezas compostas por
cadrados unidade pegados lado a lado, ideados a partir dun conxunto aperiódico
de teselas descrito por R. Ammann (véxase [35], páxina 555), e que constitúen
de igual maneira un conxunto aperiódico, véxase a figura 1.25. O seu propósito é
mostrar que “existen modelos de universo completamente deterministas, con regras
precisas de evolución, que son imposibles de simular computacionalmente”, como
parte do seu argumento xeral para probar que “a nosa mentalidade consciente non
pode ser completamente entendida en termos de modelos computacionais ”.
Figura 1.25: Os tres poliominós de Penrose, de tipos A, B e C.
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Figura 1.26: Mosaico de Penrose por poliominós.
58 1. Laminacións e mosaicos
É preciso aclarar novamante que se falamos de tipos de translación, o conxunto
aperiódico está composto por 20 prototeselas: as da figura 1.25, máis as súas imaxes
por unha reflexión e as imaxes polos xiros de 90o, 180o e 270o de todas elas. Por
outra banda, as teselas de tipo A actúan unicamente a modo de “grampa”, é dicir,
calquera mosaico constrúıdo con estas teselas queda determinado pola disposición
das teselas de tipo B e C. Podemos dicir en certo modo que o conxunto de teselas
se reduce ás de tipo B e C.
A forma de combinar os poliominós de tipo B e C para teselar o plano dá lugar
a un conxunto de teselas infladas, que forman xunto coas de tipo A un conxunto
de prototeselas equivalente ao de partida.
(a) (b)
Figura 1.27: (a) Poliominós inflados; (b) Tesela de tipo C da segunda inflación.
Os poliominós inflados de tipo B e C comb́ınanse de xeito recurrente, obténdose
novas teselas infladas de tipo B e C que conteñen ás anteriores e que constitúen
novamente coas de tipo A un conxunto de prototeselas equivalente. Iterando este
proceso, podemos codificar cada mosaico de Penrose por poliominós da seguinte
maneira:
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• En primeiro lugar, asociámoslle un 0 se a tesela que contén á orixe é de tipo
C, e un 1 se é de tipo B.
• A continuación, indicamos como está inclúıda esta tesela na tesela inflada












Figura 1.28: Esquema da codificación
Observarase que no caso do esquema de tipo C, non hai ambigüidade posi-
ble se tomamos como referencia a orientación da peza central , pois nin os
poliominós inflados nin os de partida presentan simetŕıas. Por outra banda,
a terceira das tres entradas de cada un destes códigos indica se a seguinte
tesela é de tipo B ou C.
• Dado que o proceso é recurrente, o mesmo esquema permite indicar como se
inclúe a n-ésima tesela inflada na (n+ 1)-ésima tesela inflada que a contén.
Coma no caso dos exemplos anteriores, se modificamos un número finito de
termos da sucesión, estamos movendo o punto base no mosaico, véxase a figura 1.29.
A dinámica medible está aśı representada pola relación cofinal no espazo S ′′ das
sucesión binarias coas seguintes restricións:
x3n = 1⇒ x3n+1x3n+2x3n+3 6= 111





Unha vez máis algunha destas sucesións podeŕıa non determinar directamente
un mosaico de todo o plano. Por exemplo, a sucesión periódica 0000000000... si o




Figura 1.29: Os primeiros termos de código para os mosaicos con orixe nos puntos
1, 2, 3 e 4 seŕıan 0101000, 0010000, 1110010 e 1100000 respectivamente.
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fai, mais a 0010010010... só determinaŕıa un cuadrante. Non obstante, reflexando
este convenientemente e “grapando” con teselas de tipo A onde fora necesario,
podemos obter un mosaico de todo o plano, véxase a figura 1.30. En xeral, podemos
proceder de maneira similar nestes casos para obter un mosaico de todo o plano.
Figura 1.30: Mosaico obtido a partir dun cuadrante
Teorema 1.3.11 ([33]). A dinámica transversa medible da envoltura dun mo-
saico de Penrose por poliominós está representada polo espazo de sucesións S ′′ coa
relación cofinal.
Neste caso, a diferenza dos exemplos anteriores, non resulta inmediato asociarlle
un sistema dinámico clásico que represente a dinámica medible. Non obstante, no
caṕıtulo 2 veremos que isto é posible para calquera mosaico repetitivo e aperiódico
do plano.
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1.3.4 Un exemplo non unicamente ergódico
A relación cofinal sobre o espazo {0, 1}N das sucesión binarias é unicamente ergódica.
En consecuencia, en cada un dos casos ilustrados, a envoltura dun mosaico repet-
itivo e aperiódico admite unha única medida ergódica invariante por translación.
Cabe preguntarse logo se isto sucede en xeral, é dicir, se a envoltura de calquera
mosaico repetitivo e aperiódico do plano é unicamente ergódica.
En [57], J. C. Oxtoby constrúe unha sucesión de 0 e 1 nas dúas direccións
aperiódica e repetitiva α = (αn)n∈Z ∈ {0, 1}Z que dá lugar a un minimal de
{0, 1}Z non unicamente ergódico. En [62], S. Petite define un mosaico do plano
hiperbólico con envoltura non unicamente ergódica decorando un mosaico de Pen-
rose do plano hiperbólico cunha xeneralización da sucesión de Oxtoby. Seguindo
esta idea podemos definir un mosaico do planorepetitivo e aperiódico que cumpre
a mesma condición:
Sexa T0 un mosaico regular por cadrados e sexa α×β = (αn, βm)n,m∈Z o produto
de dúas sucesións binarias nas dúas direccións do minimal de Oxtoby. Identificando
un conxunto de Delone DT0 con Z×Z podemos decorar T0 cos elementos (αn, βm)
do produto α × β. O mosaico T aśı obtido érepetitivo e aperiódico. En efecto, se
T0 non fose aperiódico, existiŕıa entón v = (n,m) ∈ Z×Z tal que T0 = T0 + (n,m).
Pero isto implicaŕıa que σn(α) = α e σm(β) = β, polo que as sucesións α e β non
seŕıan aperiódicas e temos unha contradición.
Para probar que é repetitivo, tomemos un motivo cadrado M de radio < r
e vexamos que existe R = R(r) tal que calquera motivo cadrado de radio < R
centrado en calquera punto (n,m) ∈ Z×Z contén unha copia de M por traslación.
Supoñamos sen pérdida de xeneralidade que M está centrado na orixe, logo pode
representarse como
Bα×β((0, 0), r) = (αi, βj)i,j=−r,...,r.
Como α é repetitiva, sabemos que existe R1 = R1(r) tal que a bóla Bα(αn, R1)
contén unha copia por traslación de Bα(0, r) = α−r · · ·α0 · · ·αr centrada nalgún n′
tal que |n− n′| ≤ R1. Analogamente, existe R2 = R2(r) tal que a bóla Bβ(βm, R2)
contén unha copia por traslación de Bβ(0, r) = β−r · · · β0 · · · βr centrada en m′ tal
que |m−m′| ≤ R2. Tomando agora R = max{R1, R2}, temos que Bα×β((n,m), R)
contén unha copia por traslación de Bα×β((0, 0), r) centrada en (n′,m′). Logo
T é un mosaico repetitivo e aperiódico do plano e a súa envoltura admite máis
dunha medida invariante: calquera das medidas obtidas como medida produto das



























Figura 1.31: O mosaico decorado con dúas sucesións de Oxtoby arredor da orixe

2. Afabilidade
Unha relación de equivalencia sobre un espazo totalmente disconexo dise afable
se é unión dunha familia numerable e crecente de relacións de equivalencia étales
compactas. A noción ten sido introducida por T. Giordano, I. Putnam e C. Skau,
[30, 31] e de maneira independente J. Renault [67] como versión topolóxica da
noción clásica de hiperfinitude. O exemplo prototipo de relación afable é o da
relación cofinal sobre o espazo de camiños infinitos dun determinado tipo de grafos
dirixidos, chamados diagramas de Bratteli. De feito, segundo un resultado de [31] e
[67], toda relación de equivalencia afable é deste tipo, no sentido de que é isomorfa á
relación cofinal sobre o espazo de camiños dun diagrama de Bratelli. Esta relación
vén dada esencialmente por un sistema dinámico clásico, denominado sistema de
Bratelli-Vershik, de xeito que calquera relación afable é orbitalmente equivalente a
unha acción de Z.
O noso obxectivo aqúı é demostrar que a envoltura dun mosaico repetitivo e
aperiódico (que suporemos sempre de tipo finito) do plano é afable. Isto quere dicir
que a relación de equivalencia inducida sobre calquera transversal completa é afable.
Lembremos que en [33] xa probamos que a dinámica medible deste tipo particular
de laminacións está representada por un sistema dinámico de Bratteli-Vershik. O
noso resultado fundamental foi anunciado en [4] (áında que a proba era incompleta),
e demostrado por T. Giordano, H. Matui, I. Putnam e C. Skau nun contexto
diferente, áında que equivalente. Concretamente, en [27] proban que toda acción
libre e minimal de Z2 sobre un conxunto de Cantor é afable. Neste caṕıtulo imos
presentar unha demostración diferente. Baseada no esquema descrito en [4], a nosa
proba usa o teorema de absorción de [28], un importante resultado de extensión
relacións afables clave na proba de [27], mais a diferanza desta non requerirá de
ningún argumento de convexidade.
Imos comezar precisando o contexto no que traballaremos para a continuación
lembrar o proceso de inflación das laminacións transversalmente Cantor. Na se-
gunda sección ocuparémonos da noción de relación afable e na terceira fixaremos
a noción de laminación afable. Finalmente, describiremos un tipo particular de
inflación que nos permitirá demostrar o teorema na última sección.
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2.1 Laminacións transversalmente Cantor
Comezamos destancando algunhas particularidades das laminacións transversal-
mente Cantor, un tipo de laminacións que engloba ás definidas por mosaicos eucli-
dianos e no que cobrará sentido a noción de laminación afable.
2.1.1 Definición e dinámica transversa
Sexa (M,F) unha laminación compacta. Diremos que (M,F) é unha laminación
transversalmente Cantor se a súa estrutura transversa está representada por un
pseudogrupo de transformacións Γ do conxunto de Cantor. O seguinte lema implica
de feito que toda laminación transversalmente Cantor posúe unha transversal com-
pleta homeomorfa ao conxunto de Cantor:
Lema 2.1.1 ([51]). Sexa Γ un pseudogrupo de transformacións sobre un conxunto
de Cantor. Se existe un aberto relativamente compacto Y que corta a todas as
Γ-órbitas, entón existe un aberto compacto que corta a todas as Γ-órbitas.
Proba. Se X é un conxunto de Cantor, existen veciñanzas abertas e compactas
arredor de calquera punto de X e é posible recubrir a clausura de Y por unha
familia finita de abertos compactos. A unión desta familia finita é un conxunto
aberto e compacto que contén a Y , e polo tanto corta a todas as Γ-órbitas.
Por outra banda, a compacidade de M garante a existencia dun sistema de
xeradores que coa propiedade de xeración compacta de Haefliger:
Definición 2.1.2 ([37, 38]). Un pseudogrupo Γ de transformacións dun espazo
localmente compacto e Hausdorff X dise compactamente xerado se
i) existe un aberto relativamente compacto Y ⊂ X que corta a todas as órbitas de
Γ;
ii) existe Γ1 un sistema finito de xeradores de Γ|Y tal que cada γ ∈ Γ1 é a restrición
dun elemento γ̃ ∈ Γ tal que dom γ ⊂ dom γ̃.
Dise que o sistema de xeradores Γ1 é un sistema de xeración compacta para Y .
Cómpre lembrar que esta propiedade é invariante por equivalencias de Haefliger,
según pode verse en [37, 38].
Observación 2.1.3. Para probar que o pseudogrupo de holonomı́a reducido ao eixo
dun atlas dunha laminación compacta é compactamente xerado chega con refinar o
atlas tomando cartas relativamente compactas, empregando un argumento similar
ao da proba de existencia de bos atlas foliados (véxanse [40, 51]).
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O seguinte resultado describe unha propiedade interesante destes pseudogrupos:
Teorema 2.1.4 ([51]). Sexa Γ un pseudogrupo compactamente xerado sobre un
conxunto de Cantor X. Se Y é un aberto compacto que corta a todas as órbitas de
Γ, entón calquera sistema de xeración compacta para Y define unha estrutura de
grafo con función de valencia continua.
Proba. Sexa Y un aberto compacto que corta a todas as Γ-órbitas, e sexa Γ1 un
sistema de xeración compacta para Y . Por definición, para cada γ ∈ Γ1, existe
γ̃ ∈ Γ tal que dom γ ⊂ dom γ̃ e γ̃|dom γ = γ. Temos aśı que dom γ ⊂ Y é relativa-
mente compacto e podemos cubrilo por unha cantidade finita de abertos compactos
contidos en dom γ̃. A unión desta familia finita será un aberto compacto de X que
denotaremos por Xγ. Deste xeito, dom γ ⊂ Xγ ⊂ dom γ̃, e temos que
dom γ = Y ∩ dom γ̃ = Y ∩Xγ.
É dicir, podemos escribir dom γ coma unha intersección de dous abertos compactos
de X. Logo dom γ é un aberto compacto, e en particular pechado. Agora, xa que





χdom γ(x) + χim γ(x)
)
e dom γ e im γ son conxuntos abertos e pechados, as aplicacións caracteŕısticas
correspondentes son continuas. De maneira que valΓ1 é a suma dun número finito
de aplicacións continuas, e polo tanto continua.
O feito de que a función de valencia sexa continua é unha condición moi restri-
tiva. Tanto é aśı, que implica que a dinámica do pseudogrupo é a dunha acción
dun grupo:
Teorema 2.1.5 ([51]). Un pseudogrupo de tipo finito cuxa función de valencia é
continua é equivalente no sentido de Haefliger a unha acción dun grupo finitamente
xerado.
Este resultado permite realizar estes pseudogrupos como restricións a un Cantor
de pseudogrupos de transformacións sobre a esfera de dimensión 2. Para isto chega
con lembrar que calquera homeomorfismo do Cantor en si mesmo pode estenderse
á esfera bidimensional (véxase o caṕıtulo 13 de [54]):
Corolario 2.1.6 ([51]). Un pseudogrupo de transformacións sobre un conxunto de
Cantor compactamente xerado está inducido (salvo equivalencia de Haefliger) por
un pseudogrupo de transformacións sobre a esfera bidimensional.
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Os resultados anteriores permiten demostrar a conxectura de Haefliger no caso
transversalmente Cantor:
Teorema 2.1.7 ([51]). Sexa Γ un pseudogrupo de transformacións sobre un con-
xunto de Cantor compactamente xerado. Existe unha laminación compacta por
superficies de Riemann (M,F) cuxo pseudogrupo de holonomı́a é equivalente no
sentido de Haefliger a Γ.
Por último, tendo en conta o corolario 2.1.6 e aplicando os mesmos argumentos que
conducen ao teorema 2.1.7 obtense:
Corolario 2.1.8 ([51]). Calquera pseudogrupo de transformacións sobre un con-
xunto de Cantor compactamente xerado é realizable como un pechado saturado
dunha foliación de codimensión 2 sobre unha variedade compacta.
O espazo de Gromov-Hausdorff descrito na sección §1.2 e calquera dos seus
minimais son exemplos de laminacións compactas transversalmente Cantor. En
[3], [26] e [52] poden verse outros exemplos definidos a partir de grafos repetitivos
e aperiódicos.
2.1.2 Descomposición por caixas
Como dixemos, o noso propósito é probar que dinámica transversa da envoltura
dun mosaico aperiódico e repetivo do plano está representada por unha acción
de Z. A. M. Vershik probou en [74] que toda acción minimal de Z sobre un
conxunto de Cantor é un ĺımite inverso de grafos dirixidos. En [9], J. Bellisard,
R. Benedetti e J.-M. Gambaudo demostran que a envoltura de calquera mosaico
aperiódico e repetitivo do plano é un ĺımite inverso de superficies ramificadas planas.
A proba baséase nun proceso de inflación que permite substitúır cada tesela por
un motivo que a contén. En [10], o mesmo argumento permite a R. Benedetti e
J.-M. Gambaudo estender o resultado a G-solenoides, i.e. laminacións transver-
salmente Cantor minimais e sen holonomı́a definidas por unha acción libre dun
grupo de Lie G. En [6], F. Alcalde, Á. Lozano e M. Macho adaptan o proceso
para mostrar que toda laminación transversalmente Cantor de clase C1, minimal e
sen holonomı́a é un ĺımite inverso de variedades ramificadas compactas (véxase o
apéndice A). Para aplicar o proceso de inflación neste caso, comezan por estender
o teorema de existencia de triangulacións para variedades diferenciables de clase
C1.
Definición 2.1.9 ([6]). Sexa (M,F) unha laminación transversalmente Cantor de
dimensión p e T unha transversal completa. Dise que unha familia de cartas locais
compactas B = {ϕi : Bi−→Pi × Ci}mi=1 é unha descomposición por caixas de M se




D2. Cada transversal Ci é un aberto-pechado de T ;
D3. Se i 6= j, a intersección de dúas caixas Bi ∩ Bj está contida na intersección
dos seus bordos verticais ∂vBi = ϕ−1i (∂Pi × Ci) e ∂vBj = ϕ−1j (∂Pj × Cj);
D4. Cada placa dunha caixa Bi corta ao sumo a unha placa doutra caixa Bj;
D5. O cambio de coordenadas escŕıbese como





isto é, Bi e Bj ∈ B intersécanse ao longo de aberto-pechados nas respectivas
transversais.
Se as placas de B son p-śımplices, a intersección de dúas placas redúcese a unha
cara común. Neste caso, podemos supoñer que as aplicacións αij son bixeccións
af́ıns e dise que B é unha descomposición por caixas simpliciais (ou simplemente
unha descomposición simplicial) de (M,F).
Teorema 2.1.10 ([6]). Toda laminación transversalmente Cantor de clase C1
admite unha descomposición simplicial.
O teorema 2.1.10 mostra a similitude do caso xeral co caso dos mosaicos, no que
a descomposición en caixas vén dada de maneira canónica en virtude da topolox́ıa
de Gromov-Hausdorff. Por outra banda, permite aplicar o esquema da proba do
teorema de afabilidade (que imos debullar na sección §2.4) ao caso das laminacións
transversalmente Cantor con crecemento polinomial. O obxectivo desta subsección
será polo tanto lembrar a proba destes dous teoremas de [6].
Comecemos supoñendo que a laminación (M,F) está dotada dun bo atlas fo-
liado A tal que:
- Para cada x ∈M , Star(Star(x,A),A) está contida nun convexo xeodésico;
- As placas que se intersecan fano de maneira transversa dúas a dúas;
- As transversis locais son espazos compactos;
- As transformacións de holonomı́a γij están definidas sobre compacto-abertos;
o que temos garantido polo lema 1.1.12. Denotaremos U á cobertura subxacente
formado polos abertos distinguidos Ui onde 1 ≤ i ≤ n.
Para probar o teorema de existencia de descomposicións simpliciais pódese
adaptar unha das probas do teorema de triangulación de variedades de clase C1:
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i) Nervio foliado dun atlas foliado: Se dotamos a M da topolox́ıa das follas,
temos unha variedade M dotada dun atlas V inducido polo foliado A. O nervio
N (V) da cobertura V é a unión disxunta dos nervios das coberturas por placas
das follas. Lembremos que N (V) é un complexo simplicial formado polos śımplices
[j0, . . . , jk] asociados a sucesións finitas j0 < · · · < jk tales que Pj0 ∩ · · · ∩ Pjk 6= ∅.
No caso de laminacións transversalmente Cantor, estes nervios son as follas dun
espazo foliado por conxuntos simpliciais NF(A) e a aplicación Π : N (V) → M
correspóndese cunha aplicación foliada ΠF : NF(A)→M .
Definición 2.1.11 ([6, 51]). Sexa A = {ϕi : Ui → Pi × Xi}mi=1 un atlas foliado
de (M,F) adaptado a g. Denomı́nase nervio foliado de A ao espazo foliado por
complexos simpliciais NF(A) definido a partir dunha descomposición en caixas
B(A) = {∆ × X∆}, onde ∆ = [i0, i1, . . . , ik] ∈ N (U) corresponde a unha sucesión
finita i0 < i1 < · · · < ik tal que
⋂k
l=0 Uil 6= ∅ e X∆ =
⋂k
l=0 domσi0il . O espazo
NF(A) dótase da topolox́ıa feble, de maneira que A ⊂ NF(A) é aberto se e só se
A∩ (∆×X∆) é un aberto para cada ∆ ∈ N (U). Se dotamos a NF(A) da topolox́ıa
das follas, recuperamos o nervio N (V).
Observación 2.1.12. No caso transversalmente Cantor, podemos supoñer que
as transversais locais Xi e os dominios das transformacións de holonomı́a σij son
compactos. Isto implica que NF(A) é un espazo foliado por complexos simpliciais.
Para comprobar que B(A) é unha descomposición en caixas simpliciais basta ver
que a estrutura simplicial non vaŕıa nun entorno dos vértices ([6, 51]). Fixemos
un vértice x pertencente ao conxunto [i] × Xi (identificado con Xi) e unha caixa
∆×X∆. Se Xx∆ = Xi ∩ (∆×X∆) = σi0i(X∆ ∩ domσi0i), entón ∆×{y} pertence a
Star(y,A), para cada y ∈ Xx∆. Aseguramos aśı que Star(x,A)× {y} ⊂ Star(y,A)
para y ∈ ⋂∆∈Star(x,A) Xx∆. Agora ben, non podemos garantir que estas estrelas non
conteñan novos śımplices (figura 2.1(b)). Para subsanar isto chega con restrinxir a








Como a cobertura U é finita, o número de śımplices de N (U) tamén, e Xx é aśı un
conxunto compacto e aberto en Xi. Temos agora que Star(y,A) = Star(x,A)×{y}
para cada punto y ∈ Xx, é dicir, a estrutura simplicial local non vaŕıa transver-
salmente.








Figura 2.1: (a) Estrutura local; (b) Emerxencia de novos śımplices
ii) Realización do nervio foliado: No caso foliado a aplicación Π : N (V)→M
provén efectivamente dunha aplicación foliada ΠF : NF(A)→M continua e sobre-
xectiva [6, 51]:
0-śımplices : Para cada vértice [i]×{y} ∈ [i]×Xi, def́ınese ΠF([i]×{y}) = xi como
o centro xi = ϕ
−1
i (0, y) ∈ M da placa ϕ−1i (Pi × {y}). Obviamente ΠF é continua
en restrición ao 0-esqueleto de NF(A).
1-śımplices : Fixemos un punto (x, y) do śımplice [i, j]× {y} ⊂ [i, j]× domσij con
i < j. Como Star(Star(xi(y),A),A) está contida nun convexo xeodésico, sabe-
mos que existe unha única xeodésica minimizante parametrizada proporcional-
mente á lonxitude de arco γyij : [0, 1] → M que une ΠF([i] × {y}) = xi(y) con
ΠF([j]× {σij(y)}) = xj(σij(y)). Definimos entón











onde ti(x) é a i-ésima coordenada baricéntrica de x. Obviamente ΠF está ben
definida e é continua sobre o 1-esqueleto de NF(A).
k-śımplices : Supoñamos que ΠF está definida sobre os (k−1)-śımplices de maneira
continua, e fixemos un k-śımplice ∆ × {y} = [i0, i1, . . . , ik] × {y} ⊂ ∆ × X∆ con
i0 < i1 < . . . < ik e un punto (x, y) 6= [i0] × {y}. A única recta que une [i0]
con x en ∆ corta á 0-ésima cara ∂0∆ = [i1, i2, . . . , ik] de ∆ nun único punto x
′ de
coordenadas baricéntricas(
0, t1(x)/1− t0(x), t2(x)/1− t0(x), . . . , tk(x)/1− t0(x)
)
,
con ti(x) a i-ésima coordenada baricéntrica de x, véxase a figura 2.2. Como









Figura 2.2: Definición dos k-śımplices.
a súa imaxe ΠF(x′, σi0i1(y)) está definida. Existe entón unha única xeodésica mini-
mizante γyi0,...,ik : [0, 1]→M que une ΠF([i0]×{y}) con ΠF(x′, σi0i1(y)) e definimos
como antes







Novamante a aplicación ΠF está ben definida e é continua sobre o k-esqueleto de
NF(A).
Obtemos aśı por indución a pretendida aplicación continua ΠF : NF(A)→M .
É claro que se dotamos a NF(A) e M da topolox́ıas das follas, a aplicación ΠF
define unha aplicación continua Π : N (V) →M. Isto garántenos que ΠF é unha
aplicación foliada sobrexectiva, pois a aplicación ΠF segue sendo sobrexectiva en
restricción ao p-esqueleto, xa que a imaxe dun śımplice de dimensión p+1 é igual á
unión das imaxes das súas caras propias. É dicir, o espazo M está recuberto polas
imaxes dos śımplices de dimensión p.
iii) Construción da descomposición simplicial: Imos completar a proba
do teorema mostrando que é posible constrúır unha aplicación ΠF coa seguinte
propiedade:
Lema 2.1.13 ([6, 51]). A aplicación ΠF : NF(A) → M é inxectiva en restrición
a cada p-śımplice. A imaxe por ΠF de cada caixa simplicial ∆ ×X∆ de NF(A) é
entón unha caixa simplicial de M .
Proba. Chega con examinar o caso dunha caixa ∆×X∆ do nervio foliado NF(A)
con ∆ = [i0, i1, . . . , ip] un p-śımplice de N (U). A proxección ΠF : ∆ × X∆ → M
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ΠF
Figura 2.3: Caso dunha restrición non inxectiva.
En efecto, como Star(x,A) está contido nunha bola xeodésica de radio suficien-
temente pequeno, podemos definir unha sección local da aplicación exponencial.
Para cada y ∈ X∆, a imaxe Υ(∆ × {y}) é a envoltura convexa das imaxes por Υ
dos vértices de ∆ × {y}, con Υ([i0] × {y}) = ~0. Sexa B∆ o conxunto compacto
dos puntos y ∈ X∆ tales que ΠF |∆×{y} non é inxectiva, ou de maneira equivalente
os vectores Υ([i1] × {y}), . . . ,Υ([ip] × {y}) non son linearmente independentes.
Cada y ∈ B∆ admite unha veciñanza Xy ⊂ X∆ tal que Star(z,A) = Star(y,A)
para todo z ∈ Xy. Podemos substitúır entón os centros ΠF([i] × {x}) = xi(y)
e as transversais ΠF([i] × Xy∆) ⊂ {xi(y)} × Xi por puntos x̂i(y) e transversais
X̂i ⊂ Pi × Xi (proxectables sobre Xy) tales que Υ̂([i1] × {z}), . . . , Υ̂([ip] × {z})
son linearmente independentes. Pola finitude de N (U) e a compacidade de B∆,
podemos reducir B∆ ao conxunto baleiro nun número finito de pasos.
Teorema 2.1.14 ([6, 51]). Toda laminación transversalmente Cantor de clase C1
admite unha descomposición en caixas con placas xeodésicamente convexas.
Proba. Como consecuencia do lema anterior, a aplicación ΠF : NF(A)→M per-
mite realizar a descomposición en caixas simpliciais de NF(A) como unha descom-
posición de M en caixas con placas que son politopos xeodésicamente convexos.
En efecto, se ∆ × X∆ e ∆′ × X∆′ son dúas caixas simpliciais de NF(A), o lema
anterior permite identificar cada unha delas coa súa imaxe por ΠF . En xeral, a
intersección das imaxes destas caixas non está foliada en produto, xa que o número
de vértices do politopo obtido como intersección dunha placa de ΠF(∆ × X∆) e
unha placa de ΠF(∆′ ×X ′∆) pode medrar na veciñanza dun punto. Non obstante,
empregando novamente a invarianza da estrutura simplicial nunha veciñanza dun
vértice da observación 2.1.12, podemos descompoñer a intersección nun número
finito de compacto-abertos foliados en produto.
Proba do teorema 2.1.10. Segundo o teorema anterior, o espazo M descomponse
na unión dunha familia finita de caixas cuxas placas son politopos xeodesicamente
convexos. Dada unha destas caixa, podemos triangular as súas placas (ao mesmo
tempo) fixando unha tranversal local formada polos seus centros de gravidade e
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Figura 2.4: División en caixas simpliciais.
unindo estes mediante xeodésicas coas caras de codimension un (que cubren o
bordo vertical). A caixa descomponse aśı nunha unión de caixas con placas sim-
pliciais. Para asegurarmos que os cambios de carta sexan af́ıns, basta redefinir ΠF
reparametrizando cada unha das novas caixas simpliciais.
2.1.3 Inflación
O resultado anterior vai permitir mostrar que o proceso de inflación descrito por
J. Bellisard, R. Benedetti e J. M. Gambaudo en [9] segue sendo válido para calquera
laminación transversalmente Cantor, minimal e sen holonomı́a (véxase [6, 51]):
Definición 2.1.15. Sexa (M,F) unha laminación transversalmente Cantor. Unha
descomposición por caixas B′ obtense por inflación a partir doutra descomposición
B se
I1. Para cada punto x pertencente á intersección dunha caixa B ∈ B e unha caixa
B′ ∈ B′, a transversal local de B′ que pasa por x está contida na transversal
local de B que pasa por x;




I3. Para cada caixa B′ ∈ B′, existe unha caixa B ∈ B tal que B ∩ B′ 6= ∅ e
∂vB′ ∩ ∂vB = ∅.
Teorema 2.1.16 ([6, 51]). Sexa (M,F) unha laminación transversalmente Cantor,
minimal e sen holonomı́a, e sexa B unha descomposición por caixas de M . Existe
entón outra descomposición B′ que se obtén por inflación a partir de B.
Proba. Podemos dividir a proba en catro etapas:
1) Elección natural dunha métrica: Sexa C = ⊔mi=1 Ci o eixo da descomposición
B = {Bi}mi=1. Para cada folla L ∈ F , a traza D = L ∩ C identif́ıcase co 0-esqueleto
da correspondente folla no espazo foliado por complexos simpliciais NF(B). E
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pode dotarse da métrica natural definida por medio da lonxitude dos camiños
no 1-esqueleto de NF(B), isto é, a que corresponde coa métrica natural sobre o
pseudogrupo de holonomı́a de F reducido a C. Neste caso, para cada par de
puntos x, y ∈ D, a distancia d(x, y) pode expresarse como o mı́nimo número de
placas P1, . . . ,Pk de B tales que x ∈ P1, y ∈ Pk e Pi ∩ Pi+1 6= ∅ para 1 ≤ i < k.
Ademais, como F é minimal, D é un conxunto de Delone.
2) Redución da transversal completa: Sexa C ′ un aberto-pechado contido nun
aberto-pechado Ci do eixo C. A minimalidade de F implica de novo que a traza
D′ = L ∩ C ′ de calquera folla é un conxunto de Delone. Ademais, tomando C ′
suficientemente pequeno podemos supoñer que D′ é r-discreto, con r ∈ N tan
grande como sexa preciso.
3) Descomposición de Voronoi e inflación: Para cada x ∈ D′, sexa Vx o conxunto
dos y ∈ D tales que d(x, y) = d(x,D). Como Vx 6= {x} é finito, o conxunto
P′x =
⋃
y∈Vx Py é un subconxunto compacto da folla Lx que non se reduce á placa
Px. A trivialidade da holonomı́a de F garante que para cada x ∈ D′ existe unha
veciñanza C ′x tal que a inclusión de C
′
x en Lx pode estenderse a un mergullo de
P′x × C ′x en M que define unha caixa B′x. Deste xeito, podemos descompoñer C ′
nunha unión disxunta C ′1 t · · · t C ′k de abertos-pechados e obter unha cobertura
B′ = {B′1, . . . ,B′k} de M por caixas compactas.
4) Eliminación das interseccións problemáticas: Por construción, a familia B′
satisfai as condicións da definición 2.1.15 (e obtense por inflación de B, sen máis
precaucións que tomar C ′ suficientemente pequeno como para que se cumpra a
condición I3), salvo que os interiores de dúas caixas B′i e B′j poden cortarse. De
darse o caso, existiŕıa unha transformación de holonomı́a γij entre B′i e B′j de xeito





i) as placas P′i que pasan por puntos de C
′1
i non cortan á caixa B′j;
ii) as placas P′i e P′j que pasan por puntos yi ∈ C
′2
i e yj = γij(yi) ∈ Cj córtanse en
placas Py asociadas a puntos y ∈ Vyi ∩ Vyj que equidistan de yi e yj.




i , onde B
′1
i está composta das placas




i das que pasan por puntos de C
′2
i pero nas que
se eliminou o interior das placas Py asociadas a puntos y ∈ Vyi ∩ Vyj (véxase a
figura 2.5). Nun número finito de pasos chegaŕıase aśı unha nova descomposición
por caixas B′ = {B′1, . . . ,B′l} obtida por inflación de B.
Corolario 2.1.17 ([6, 51]). Sexa (M,F) unha laminación transversalmente Can-
tor, minimal e sen holonomı́a. Para calquera descomposición por caixas B de M ,










Figura 2.5: Recorte das caixas.
e B(n+1) obtense por inflación de B(n). Ademais, é posible tomar a sucesión de
descomposicións B(n) para que a intersección dos eixos C(n) se reduza a un único
punto.
2.2 Relacións afables
O concepto de relación hiperfinita aparece por vez primeira no traballo de J. Feld-
man e C. C. Moore [24], áında que está xa impĺıcito nos anteriores de H. A. Dye
[21, 22] e V. A. Rohlin [69] no contexto dos sistemas dinámicos clásicos. As nocións
de relación aproximadamente propia e aproximadamente finita, versións topolóxicas
da hiperfinitude, foron introducidas máis recentemente por J. Renault [67] e, de
maneira independente, T. Giordano, I. Putnam e C. Skau [30, 31]. O propósito
desta sección é recapitular as propiedades deste tipo de relacións, que imos consi-
derar no contexto das laminacións transversalmente Cantor. Para comezar, expli-
citemos a definición de relación hiperfinita.
2.2.1 Relacións hiperfinitas
Unha relación de equivalencia medible discretaR sobre un espazo boreliano estándar
X dise finita se as súas clases de equivalencia R[x] son finitas, ou de maneira
máis xeral se fixada µ unha medida de probabilidade case-invariante, isto sucede
para µ-case toda clase. Neste caso, R posúe un dominio fundamental, é dicir,
un subconxunto boreliano D⊂X que corta a cada clase de equivalencia nun único
punto. En efecto, dotando a X dunha orde, podemos definir D coma o conxunto
formado por cada un dos puntos mı́nimos de cada clase, que aśı definido é neste
caso un subconxunto boreliano.
Definición 2.2.1. Unha relación de equivalencia medible discreta R sobre X dise
hiperfinita respecto dunha medida de probabilidade case-invariante µ se existe unha
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sucesión de relacións de equivalencia finitas
R1 ⊂ R2 ⊂ · · · ⊂ Rn ⊂ · · · ⊂ R
tal que R[x] = lim−→Rn[x] para µ-case todo x ∈ X. De maneira equivalente [19, 24],
R é hiperfinita se existe unha transformación medible ϕ : (X,µ)→ (X,µ) tal que
R = {(x, ϕn(x)) | x ∈ X,n ∈ N}
salvo nun conxunto µ-nulo.
Un remarcable resultado de A. Connes, J. Feldmann e B. Weiss establece que a
hiperfinitude dunha relación de equivalencia medible discreta é equivalente á súa
promediabilidade [19]:
Definición 2.2.2 ([19]). Un sistema de medias locais para unha relación de equi-
valencia medible discreta R é un sistema m = {mx}x∈X de medias mx sobre as
clases de equivalencia R[x] (onde cada media mx é un funcional lineal positivo e
unitario en l∞(R[x])∗) tal que:
i) m é invariante: se (x, y) ∈ R, entón mx = my;
ii) m é medible: se f : R → R é unha función medible, entón tamén o é a función
m(f) : X → R definida por m(f)(x) = mx(f(x, ·)).
A relación de equivalencia R dise promediable cando posúe un sistema de medias
locais.
No seguinte enunciado recoṕılanse esta e outras equivalencias [8, 19, 44, 45]:
Teorema 2.2.3. Sexa R unha relación de equivalencia medible discreta sobre X.
As seguintes condicións son equivalentes:
i) R é hiperfinita;
ii) R é promediable;
iii) Existe unha sucesión {λn}n∈N de sistemas medibles de medidas de probabili-
dade λxn sobre as clases de equivalencia R[x], tal que ‖λxn − λyn‖1 → 0 para
µ-case todo x ∈ X e todo y ∈ R[x];
iv) Existe unha sucesión {λn}n∈N de sistemas medibles de medidas de probabilida-




para cada transformación parcial γ.
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A equivalencia (i) ⇔ (ii) é o nomeado Teorema de A. Connes, J. Feldmann e
B. Weiss [19]. As condicións (iii) e (iv) coñécense indistintamente como criterio
de Reiter, por analox́ıa cos grupos finitamente xerados [58]. Para relacións de
equivalencia medibles discretas foron introducidas por V. A. Kaimanovich (véxanse
por exemplo [44, 45]). Destaquemos que se R é hiperfinita, é doado conclúır que é
promediable vendo que cumpre o criterio de Reiter. En efecto, podemos definir a
sucesión {λn}n∈N dos sistemas das medidas de probabilidade obtidas normalizando




para cada borelianoB ⊂ Rn[x]. Aśı definido o sistema é obviamente asintóticamente
invariante. Ademais é medible, pois a función








é medible calquera que sexan n ∈ N e a función f : R → R. Partindo desta idea,
Y. Carrière e E. Ghys proban en [17] que, no caso anterior, µ-case toda clase de
equivalencia é Fölner. Dada entón f : X → R unha función intregrable, para cada































Deste xeito, denotando ∂Rn =
⋃
x∈X ∂Rn[x] e considerando a sucesión das funcións
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E como limn→∞ µ(∂Rn) = 0, polo lema de Fatou tense que lim infn→∞ #∂Rn[x]#Rn[x] = 0
para µ-case todo x ∈ X, o que implica que µ-case toda clase é Fölner.
O rećıproco non é certo, en virtude dos contraexemplos constrúıdos por Kai-
manovich [45]. Non obstante, F. Alcalde Cuesta e A. Retchman proban en [7] que
se ten o rećıproco se engadimos a condición de minimalidade.
2.2.2 Relacións étale compactas
O primeiro paso para introducir a noción de relación afable consiste en fixar o
análogo das relacións finitas no caso topolóxico (véxanse [31, 67]). Sexa R unha
relación de equivalencia étale sobre un espazo X localmente compacto, Hausdorff e
segundo numerable. Supoñamos, como é habitual, que R tamén é localmente com-
pacto e Hausdorff. A diagonal ∆ ⊂ X×X é entón un subconxunto aberto-pechado
de R.
Definición 2.2.4. Dise que R é étale compacta (REEC en abreviatura) se o con-
xunto R−∆ ⊂ X×X é compacto. Se X é compacto, R é compacta se e só se o
seu grafo R ⊂ X×X é compacto.
Lema 2.2.5 ([31]). Se R é unha REEC sobre X, entón cumpre as seguintes
propiedades:
i) R é un subespazo topolóxico de X×X;
ii) R é un pechado de X×X e X/R é Hausdorff;
iii) R é uniformemente finita, i.e. existe N > 1 tal que #R[x] 6 N, ∀x ∈ X.
Proba. (i) Por compacidade, a inclusión ι = β × α : R − ∆ → X×X é unha
identificación pechada. Logo (i) séguese de que as topolox́ıas inducidas por R e
X×X sobre ∆ son a mesma.
(ii) En particular, R é pechado en X×X. Por outra banda, a proxección canónica
π : X → X/R é aberta. En efecto, para cada aberto U de X, o saturado
π−1(π(U)) = α(β−1(U)) é aberto en X/R, xa que as proxeccións α e β son abertas.
O espazo cociente X/R é entón Hausdorff por ser R pechado.
(iii) Para todo par (x, y) ∈ R, a proxección β : R → X restŕınxese nun homeomor-
fismo dunha veciñanza de (x, y) enR nunha veciñanza de x enX. Por compacidade,
o conxunto R − ∆ pode recubrirse por un número finito N ′ de tales veciñanzas.
Para todo x ∈ X, tense daquela que #R[x] 6 N ′ + 1 = N .
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Proposición 2.2.6 ([5]). Se R é unha relación de equivalencia étale nas condicións
fixadas, as seguintes condicións son equivalentes:
i) R é unha REEC;
ii) R é propia no senso de [67] (i.e. X/R é Hausdorff e a proxección π : X → X/R
é un homeomorfismo local) e trivial fóra dun compacto;
iii) β : R → X é propia e R é trivial fóra dun compacto.
Proba. Probemos (i)⇔ (ii) e (i)⇔ (iii):
(i)⇔ (ii) En primeiro lugar, polo lema precedente X/R é Hausdorff. Consideremos
X0 = α(R−∆) = β(R−∆) o compacto obtido como a unión das clases de equiva-
lencia que non se reducen a un punto. Evidentemente, a proxección π : X → X/R
env́ıa homeomorficamente X − X0 sobre a súa imaxe. Podémonos reducir logo
ao caso no que X é compacto. Como os grafos das transformacións parciais de
R son abertos de R en restrición aos cales as proxeccións α e β se convirten en
homeomorfismos, por compacidade o grafo de R está recuberto por un número
finito de tales biseccións. Todo punto de X pertence entón a un aberto U tal que
π−1(π(U)) é unión das imaxes ϕ(U) de U por un número finito de transformación
parciais ϕ. Por analox́ıa coas accións de grupos finitos, substitúındo U por unha
veciñanza máis pequena, podemos supoñer que as imaxes ϕ(U) son disxuntas. A
proxección π é pois un homeomorfismo en restrición a U .
Para probar o rećıproco, notemos que R−∆ ⊂ RX0X0 = α−1(X0) ∩ β−1(X0) se
R é trivial fóra dun compacto X0, polo que podemos restrinxirnos de novo ao caso
no que X é compacto. Agora, se X/R é Hausdorff, R é pechado en X×X, logo
compacto.
(i)⇔ (iii) Se R−∆ é un subespazo compacto de X ×X, para cada compacto K
de X tense que β−1(K) ∩R−∆ é compacto, logo
β−1(K) = (β−1(K) ∩R−∆) ∪ (K×K ∩∆)
é un compacto. Reciprocamente, se β : R → X é propia e trivial fóra dun compacto
X0, entón β
−1(X0) = R−∆ é un espazo compacto coa topolox́ıa coa que R é unha
relación de equivalencia étale, que non é necesariamente a topolox́ıa relativa de
X×X. Non obstante, a topolox́ıa de R é necesariamente máis fina que a relativa de
X×X, polo que temos entón que R−∆ é compacto como subespazo de X×X.
2.2.3 Relacións afables e diagramas de Bratteli
A noción de relación de equivalencia afable formúlase agora como segue:
2.2. Relacións afables 81
Definición 2.2.7 ([31],[67]). Unha relación de equivalencia R definida sobre un
espazo totalmente disconexo X dise afable se existe {Rn}n∈N unha sucesión crecente
de REEC’s tal que R = ⋃n∈NRn. Se dotamos a R da topolox́ıa ĺımite inductivo
(de maneira que U é aberto en R se e só se U ∩ Rn é aberto en Rn), entón
R = lim−→Rn é unha relación de equivalencia β-discreta aproximadamente finita (AF
en abreviatura).
Evidentemente, se unha relación de equivalencia é afable, entón é hiperfinita respecto
de calquera medida case-invariante. O exemplo prototipo de relación afable é a
relación cofinal sobre o espazo de camiños dun determinado tipo de grafos, os
diagramas de Bratteli.
Definición 2.2.8. Un diagrama de Bratteli [30, 31] é un grafo orientado B = (V,E)
tal que os conxuntos de vértices V e aristas E admiten sendas descomposicións
V =
⊔
n≥0 Vn e E =
⊔
n≥0En como unións numerables de subconxuntos finitos Vn
e En non baleiros tales que, para toda arista e ∈ En, a orixe α(e) ∈ Vn e o extremo
β(e) ∈ Vn+1. Eśıxese ademais que non existan vértices v tales que α−1(v) = ∅. Por
outra banda, chámase vértice de partida de B a un vértice v tal que β−1(v) = ∅.
Se o diagrama de Bratteli non posúe máis ca un vértice de partida v0 ∈ V0 dise
estándar. Un diagrama de Bratteli estándar é simple se para cada n ∈ N existe
m > n tal que se contraemos telescopicamente o diagrama entre os niveis m e n,
cada vértice v ∈ Vn está conectado a un vértice w ∈ Vm.
Sexa v ∈ Vn un vértice de partida de B e
Xv = { (en, en+1, en+2, . . . ) | α(en) = v, α(ei+1) = β(ei), ∀i > n }
o conxunto de camiños infinitos de B que nacen en v. É un espazo compacto e to-
talmente disconexo coa topolox́ıa inducida pola topolox́ıa produto de E =
⊔
i>nEi
xerada polos cilindros aberto-pechados da forma
Cen,...,en+m = { (e′n, e′n+1, . . . ) ∈ Xv | e′n = en, . . . , e′n+m = en+m }
nos que α(en) = v. Chámase espazo de camiños infinitos de B á suma topolóxica
XB =
⊔
Xv dos espazos de camiños infinitos de B que nacen en vértices de partida
de B. Está dotado da relación de equivalencia cofinal RB que identifica dous




m+1, . . . ) se existe un enteiro N > m,n tal que
ei = e
′
i para todo i > N . A relación de equivalencia RB é afable, pois é a unión
das relacións de equivalencia compactas
RNB = { ((en, en+1, . . . ), (e′m, e′m+1, . . . )) | m,n 6 N e ei = e′i para todo i > N }.
O seguinte resultado mostra que de feito toda relación de equivalencia afable é
deste tipo:
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Teorema 2.2.9 ([31, 67]). Sexa R unha relación de equivalencia AF sobre un
espazo totalmente disconexo X. Existen un diagrama de Bratteli B e un homeo-
morfismo Ψ : X → XB que define un isomorfismo entre R e RB. Se X é compacto,
B pode supoñerse estándar.
Proba. Imos reproducir a proba de [67] para o caso compacto. A proba do caso
xeral, que difere en certos detalles técnicos pero segue o mesmo esquema, pode
verse en [31]. En primeiro lugar, lembremos que se π : X → Y é unha aplicación
sobrexectiva, s ⊂ X é unha sección de π se a restrición de π a s é inxectiva. Unha
partición S de X por seccións de π dise unha partición de π se para cada par
de seccións s, s′ ∈ S, ben π(s) ∩ π(s′) = ∅, ou ben π(s) = π(s′). A proxección
π∗S = {π(s) | s ∈ S} é entón unha partición de Y . Se X é compacto e totalmente
disconexo e π un homeomorfismo local, dada unha partición de X por abertos
pechados, existe sempre unha partición de π que a refina.
Centrándonos no noso caso, sexaR unha relación AF sobre X compacto e total-
mente disconexo. Por definición, existe {Rn}n∈N unha sucesión crecente de REEC’s
tal que R = lim−→Rn. Para cada n ∈ N, denotemos Xn = X/Rn e πn : X → Xn a
aplicación cociente. Consideremos tamén as proxeccións
πn−1,n : Xn−1 → Xn
tales que πn = πn−1,n◦πn−1. Para cada n ≥ 1, existe unha partición Sn do grafo
de πn−1,n por seccións aberto-pechadas sn definidas sobre abertos de Xn−1 (cos
que se identifican) e que refina á partición (πn−2,n−1)∗Sn−1. A sucesión de parti-
cións {Sn}n∈N define un diagrama de Bratteli B = (V,E) do seguinte xeito: sexa
V0 = {v0} un único vértice e para cada n ≥ 1, Vn = (πn−2,n−1)∗Sn−1, En = Sn e se
sn ∈ Sn, a orixe α(sn) é o elemento de (πn−2,n−1)∗Sn−1 que contén a sn e o extremo
β(sn) = πn,n−1(sn). Sexa agora RB a relación cofinal sobre o espazo de camiños
infinitos XB do diagrama de Bratteli B. Cada elemento de XB é unha sucesión
(sn)n∈N tal que, para cada n ∈ N, sn é un aberto-pechado de Xn−1 e sn+1 está
contido en πn,n−1(sn). A aplicación Ψ : X → XB que asocia a cada x ∈ X sucesión
(sn)n∈N tal que sn ∈ Sn e contén a πn−1(x). Tomando {Sn}n∈N de maneira que
{(πn−1)−1(Sn)}n∈N sexa unha base para a topolox́ıa de X, Ψ induce un isomorfismo
entre as relacións de equivalencia R e RB.
Observación 2.2.10. Como se puido observar, a proba do teorema 2.2.9 é cons-
trutiva e pon de manifesto que o diagrama de Bratteli correspondente contén in-
formación sobre como se van inclúındo as Rn-clases nas Rn+1-clases. Os exemplos
da sección §1.3 tamén ilustran este feito.
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2.2.4 Sistemas de Bratteli-Vershik
Un diagrama de Bratteli ordeado [30] é un diagrama de Bratteli xunto cunha
relación de orde parcial en E tal que dúas aristas e, e′ son comparables cando
β(e) = β(e′). Noutras palabras, temos unha orde total para cada conxunto β−1(v)
dos camiños que rematan nun mesmo vértice v ∈ V − V0. Un diagrama de Bratteli
ordeado simple é un diagrama de Bratteli simple, ordeado de maneira que existe
un único camiño infinito γmax ∈ XB no que todas as aristas son máximas para a
relación de orde e un único camiño infinito γmin ∈ XB con todas as aristas mı́nimas.
Se XB é o espazo de camiños infinitos dun diagrama de Bratteli ordeado simple,
def́ınese un homeomorfismo λB : XB → XB, denominado aplicación de Vershik, do
seguinte xeito. Para γmax, def́ınese λB(γmax) = γmin. Para γ = (e1, e2, . . . ) 6= γmax,
considérase k o menor natural tal que ek non é unha arista máxima de E, e fk a
arista inmediatamente maior que ek. Tómase (f0, f1, . . . , fk) o único elemento en
E0◦ · · · ◦Ek−1 que conecta v0 con α(fk) ∈ Vk e no que todas as aristas son mı́nimas,
e def́ınese entón
λB(γ) = λB((e1, e2, . . . )) = (f0, f1, . . . , fk, ek+1, ek+2, . . . ).
A aplicación de Vershik define deste xeito un sistema dinámico minimal sobre XB,
denominado sistema dinámico de Bratteli-Vershik.
As órbitas do sistema dinámico de Bratteli-Vershik (XB, λB) están determinadas
polas clases de equivalencia da relación cofinal, agás no caso das clases de cofinali-
dade de γmax e γmin, que se “pegan” pola acción de λB. Un exemplo clásico desta
situación é unha máquina de sumar binaria, isto é, o sistema dinámico clásico sobre
o espazo de sucesións binarias {0, 1}N xerado pola aplicación suma de 1 (definida
como a conxugada da suma de 1 no anel dos enteiros 2-ádicos), no que as órbitas
coinciden coas clases de cofinalidade, agás para as sucesións 000 . . . e 111 . . . , que
pertencen a unha mesma órbita pero representan distintas clases de cofinalidade.
Teorema 2.2.11 ([31]). Sexa XB o espazo de camiños infinitos dun diagrama de
Bratteli simple B. Sexan γ e γ′ dous camiños infinitos non cofinais. Existe unha
relación de orde parcial en E que fai de B un diagrama de Bratteli ordeado simple,
de maneira que γ = γmax e γ
′ = γmin. Deste xeito, a correspondente aplicación de
Vershik preserva as clases de cofinalidade, agás λB(γ) = γ′.
2.3 Laminacións afables
Antes de abordar o teorema de afabilidade, imos fixar a noción de afabilidade no
contexto das laminacións transversalmente Cantor. Temos dúas posibilidades, ben
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en función da relación inducida sobre unha transversal completa, ou directamente
por medio da relación que definen as follas.
2.3.1 Laminacións transversalmente afables
Como dicimos, en primeiro lugar podemos definir o carácter afable dunha lami-
nación por medio da relación de equivalencia inducida sobre unha transversal com-
pleta:
Definición 2.3.1. Sexa (M,F) unha laminación transversalmente 0-dimensional
compacta. Diremos que (M,F) é afable se posúe unha transversal completa T tal
que a relación de equivalencia R inducida sobre ela por F é AF.
A definición de laminación transversalmente afable é coherente, é dicir, non depende
da elección da transversal:
Teorema 2.3.2. Se a relación de equivalencia R inducida por F sobre algunha
transversal completa T é AF, entón tamén o é a relación R′ inducida sobre calque-
ra outra transversal completa T ′.
Proba. Por hipótese, existe unha sucesión crecente de REEC’s Rn sobre T tales
que R = lim−→Rn. Vexamos como definir a partir desta unha tal sucesión para R
′.
Para maior claridade, distinguiremos tres casos:
1) T ′ é unha transversal completa aberto-pechada en T : A relación de equivalencia
R′ = R|T ′ = R∩ (T ′×T ′)
é o ĺımite indutivo das REEC’s Rn|T ′ = Rn ∩ (T ′×T ′).
2) T ′ é unha transversal completa compacta: Existe Φ equivalencia de pseudogrupos
de (Γ′, T ′) en (Γ, T ) formada por unha familia finita {ϕ1, . . . , ϕk} de transforma-
cións con dominios e rangos aberto-pechados contidos en T ′ e T respectivamente
de maneira que T ′ =
⊔k
i=1 domϕi. Logo, para cada n ∈ N, podemos definir sobre





Por construción, a sucesión {R′n}n∈N é crecente e R′ = lim−→R
′
n.
3) T ′ é unha transversal completa: Pola σ-compacidade de T ′, existe {Km} sucesión
crecente de compactos tal que T ′ =
⋃
m∈NKm. Sexa Φ unha equivalencia de pseudo-
grupos de (Γ′, T ′) en (Γ, T ). Podemos supoñer novamente que os elementos de
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Φ posúen dominios e rangos aberto-pechados. Existe agora unha familia finita
{ϕ1, . . . , ϕk1} ⊂ Φ tal que K1 =
⊔k1








que segue sendo unha REEC sobre T ′. Empregando os mesmos argumentos,
podemos tomar unha nova subfamila finita {ϕ1, . . . , ϕk1 , ϕk1+1, . . . , ϕk2} tal que
K2 =
⊔k2







que por construción é unha REEC sobre T ′ e satisfai R′1 ⊂ R′2. Por indución,
obtemos coma nos casos anteriores unha sucesión crecente de REEC’s {R′n}n∈N tal
que R′ = lim−→R
′
n.
Observación 2.3.3. O teorema anterior mostra que a afabilidade é unha propie-
dade transversa.
2.3.2 Relacións e laminacións AC
Outra posibilidade para decidir se unha laminación (M,F) é afable consiste en
facelo en función da relación de equivalencia definida polas follas sobre o espazo
total M . É dicir, trátase de dar unha versión topolóxica da noción de laminación
hipercompacta de [12].
Definición 2.3.4. SexaR unha relación de equivalencia topolóxica sobre un espazo
localmente compacto e Hausdorff M , que suporemos sempre localmente compacta e
Hausdorff. Diremos que R é compacta se é trivial fóra dun compacto e a proxección
β : R →M é propia.
Lembremos que unha aplicación entre espazos topolóxicos f : X → Y é propia [14]
se é unha aplicación pechada e a fibra f−1(y) de cada punto y ∈ Y é un compacto
en X. Se X e Y son Hausdorff e Y é localmente compacto, entón f é propia se e
só se a imaxe inversa f−1(K) de cada compacto K ⊂ Y é un compacto en X.
Lema 2.3.5. Se M é compacto, a relación R é compacta se e só se é un espazo
topolóxico compacto.
Proba. Se β : R → M é propia, entón β−1(M) = R é un compacto. Recipro-
camente, para cada compacto K en M , β−1(K) é un pechado en R, logo com-
pacto.
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Observación 2.3.6. Nótese que no lema anterior R é un espazo compacto coa
topolox́ıa que a convirte nunha relación de equivalencia topolóxica, que non é ne-
cesariamente a topolox́ıa relativa de M×M . É dicir, que R sexa un compacto
de M×M coa topolox́ıa relativa non é condición suficiente para que R sexa unha
relación compacta. Non obstante, como xa observamos na proba da proposición
2.2.6, si é condición necesaria, pois a topolox́ıa de R é máis fina que a relativa de
M×M .
Como consecuencia do lema 2.2.6, a definición 2.3.4 é unha extensión da defini-
ción 2.2.4. É dicir, se R é unha relación de equivalencia étale, entón R é compacta
se e só se é unha REEC. A definición de relación AF esténdense agora como cabe
esperar:
Definición 2.3.7. Diremos queR é unha relación aproximadamante compacta (AC
en abreviatura) se existe unha sucesión crecente de relacións compactas Rn tales
que R = lim−→Rn.
A relación de equivalencia R inducida polas follas dunha laminación (M,F)
pode dotarse dunha topolox́ıa que a convirte nunha relación topolóxica. De maneira
expĺıcita, dados dous abertos distinguidos U = P ×T e U ′ = P ′×T ′ e un elemento
do pseudogrupo de holonomı́a γ : T → T ′, def́ınese un aberto básico O(U,U ′, γ)
coma o conxunto das parellas (x, x′) de M × M tales que se x ∈ U pertence á
placa de x0, entón x
′ ∈ U ′ pertence á placa de γ(x0). Podemos introducir daquela
a seguinte definición:
Definición 2.3.8. Unha laminación (M,F) é aproximadamente compacta (AC) se
o é a relación de equivalencia R inducida por F sobre M .
Esta definición é en efecto unha extensión da definición 2.3.1:
Lema 2.3.9. Sexa (M,F) unha laminación transversalmente 0-dimensional com-
pacta. Se (M,F) é AC, entón é afable.
Proba. Sexa R a relación de equivalencia inducida por F sobre M e {Rn}n∈N
a sucesión crecente de relacións compactas sobre M tales que R = lim−→Rn. Dada
calquera transversal completa aberto-pechada T , temos que R|T = R ∩ (T×T )
é unha relación de equivalencia étale sobre T . Para cada n ∈ N, a subrelación
Rn|T = Rn ∩ (T×T ) segue sendo étale. Ademais, o grafo Rn ∩ (T×T ) é un
subconxunto compacto de T×T , xa que Rn é compacto en M × M e T é un
compacto. Logo R coincide co ĺımite inductivo das REEC’s Rn|T e polo tanto é
unha relación afable.
E en virtude do teorema de existencia de descomposicións simpliciais de [6, 51], no
caso dunha laminación de clase C1 temos o rećıproco:
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Lema 2.3.10. Sexa (M,F) unha laminación transversalmente 0-dimensional com-
pacta de clase C1. Se (M,F) é afable, entón é AC.
Proba. Sexa T o eixo dunha descomposición simplicial B = {ϕi : Bi → Pi × Ci}mi=1
de (M,F) e sexan R e R|T as relacións de equivalencia inducidas por F sobre M
e T respectivamente. Por hipótese, existe {Rn}n∈N unha sucesión crecente de
REEC’s tal que R|T = lim−→Rn. Para cada n ∈ N e cada x ∈ T , consideremos
P xn =
⋃
y∈Rn[x] Py, onde Py é a placa da descomposición B que pasa por y ∈ T ,
e tomemos Un unha
1
n
-veciñanza do bordo vertical de B en M . Podemos definir
agora a relación de equivalencia sobre M dada por
R̂n[x] =
{
P xn − Un se x /∈ Un
x se x ∈ Un
coa topolox́ıa inducida pola topolox́ıa de R. Por construción, as R̂n son relacións
compactas e R = lim−→R̂n. En efecto, de existir x ∈ M tal que R[x] 6= lim−→R̂n[x],
entón necesariamente R|T [x′] 6= lim−→Rn[x
′] para algún x′ ∈ R|T [x]. Probamos aśı
que (M,F) é unha laminación AC.
Combinando os dous resultados anteriores obtemos o seguinte:
Teorema 2.3.11. Sexa (M,F) unha laminación transversalmente 0-dimensional
compacta de clase C1. Entón, (M,F) é afable se e só se é AC.
2.4 Afabilidade da envoltura dun mosaico aperió-
dico e repetitivo do plano
Sexa X a envoltura dun mosaico plano T ∈ T(P) aperiódico e repetitivo, dotada
dunha estrutura de laminación transversalmente Cantor, minimal e sen holonomı́a.
Fixemos T unha transversal canónica de T(P) (definida pola elección dun punto
base en cada prototesela de P) e sexa R a relación de equivalencia inducida sobre
a transversal completa X = X ∩ T . Como xa se dixo, o seguinte resultado foi
anunciado en [4], áında que a proba era incompleta:
Teorema 2.4.1 (Teorema de afabilidade [27]). A envoltura dun mosaico repe-
titivo e aperiódico do plano é afable.
Imos presentar agora unha demostración baseada no esquema de [4] que non
precisará de ningún argumento de convexidade. Comecemos describindo o esquema
xeral de [4]:
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i) O primeiro paso consiste en empregar o proceso de inflación ilustrado en §2.1.3
para constrúır unha sucesión crecente de REEC’s Rn que defina unha subrelación
AF R∞ = lim−→Rn aberta en R.
ii) A continuación introducimos a noción de bordo de R∞ para estudar o subcon-
xunto de X no que R non coincide con R∞. Trátase dun subconxunto magro cuxa
saturación contén todos os puntos con R∞-clase distinta da súa R-clase.
iii) Para conclúır aplicando o teorema de absorción de [28], debemos probar que
o bordo é R∞-fino. Pero tamén que toda R-clase se divide ao sumo nun número
finito uniformemente limitado de R∞-clases.
Precisamos agora con máis detalle as distintas etapas. Na próxima sección imos
describir un novo proceso de inflación, que denominaremos inflación de Robinson
por estar inspirado no proceso de inflación natural dos mosaicos de Robinson, que
nos porá en condicións de aplicar o teorema de absorción.
2.4.1 Construción dunha subrelación AF mediante inflación
No caso da envoltura dun mosaico, o proceso de inflación foi descrito orixinalmente
por J. Bellissard, R. Benedetti e J. M. Gambaudo en [9]. Neste contexto dise que
unha descomposición por caixas B = {Bi ' Pi ×Ci}mi=1 de X é adaptada a P se as
transversais Ci son aberto-pechados na transversal completa X e as placas Pi son
motivos compostos a partir das prototeselas de P . A existencia de descomposicións
por caixas adaptadas a P vén garantida pola definición mesma da laminación do
espazo de mosaicos de Gromov-Hausdorff T(P), que fai que os os mosaicos que
posúen un mesmo motivo arredor da orixe poidan apilarse en caixas compactas
foliadas no produto do motivo por un aberto-pechado, véxase o teorema 1.2.24.
Os seguintes resultados son un caso particular do teorema 2.1.16 e do corola-
rio 2.1.17:
Teorema 2.4.2 ([9]). Para toda descomposición por caixas B de X adaptada a P,
existe outra B′ que se obtén por inflación de B.
Corolario 2.4.3 ([9]). Para cada descomposición por caixas de X adaptada a P,
existe unha sucesión {B(n)}n∈N de descomposicións por caixas de X adaptadas a P
tal que:
i) B(0) = B;
ii) B(n+1) obtense por inflación a partir de B(n);
iii) B(n+1) determina un conxunto finito de prototeselas P(n+1), que son motivos
de P(n), e un mosaico en T(P(n+1)) de cada folla de X;
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iv) cada tesela de P(n+1) contén alomenos unha tesela de P(n) no seu interior.
Se X(n) é o eixo da descomposición B(n), dada unha sucesión crecente de números
naturais Nn podemos supoñer que cada conxunto de Delone D
(n)
T = LT ∩ X(n) é
Nn-discreto.
Definición 2.4.4. Para cada n ∈ N, def́ınese unha relación de equivalenciaRn ⊂ R
sobre X da seguinte maneira: a Rn-clase de equivalencia dun mosaico T ∈ X é a
placa discreta Pn = Pn∩X definida pola placa Pn da descomposición B(n) que pasa
por T , é dicir,
Rn[T ] = {T ′ ∈ R[T ] | T ′ ∈ Pn}.
Lema 2.4.5. A relación de equivalencia Rn é unha REEC sobre X aberta en R,
para cada n ∈ N.
Proba. Dotando a Rn da topolox́ıa inducida por R, o espazo de unidades T é un
aberto de Rn e polo tanto Rn é β-discreta. Para comprobar que Rn é aberta en R,
consideremos un par (T , T ′) ∈ Rn. Sabemos que T contén un motivo Pn arredor da
orixe representado por unha prototesela de P(n) e o conxunto Pn = DT ∩Pn contén
un vector v tal que T ′ = T − v. Tomando o aberto-pechado XPn de X formado por
todos o mosaicos que conteñen ao motivo Pn e o aberto
O(XPn , v) = {(T ′′, T ′′ − v) | T ′′ ∈ XPn}
de R, temos entón que (T , T ′) ∈ O(XPn , v) ⊂ Rn. Por último, observemos que Rn
é a unión finita dos abertos O(XPn , v) asociados aos pares (Pn, v) con Pn ∈ P(n)
e v ∈ Pn. Cada un destes abertos é tamén pechado, pois coincide co grafo da
translación T ′′ 7→ T ′′ − v definida sobre XPn . Polo tanto, Rn é compacta.
Proposición 2.4.6. O ĺımite indutivo R∞ = lim−→Rn é unha subrelación AF aberta
e minimal de R.
Proba. Polo lema anterior, R∞ é unha subrelación AF aberta en R. Por outra
banda, como R é minimal, a traza de calquera aberto A de X coa órbita LT
segue a ser un conxunto de Delone que é case-isométrico á folla LT e á clase R[T ].
Pero ademais, cada clase R∞[T ] contén unha sucesión crecente de placas discretas
Pn = Pn ∩X definidas polas placas Pn da descomposición B(n). Existe logo n0 ∈ N
de maneira que A∩Pn0 = A∩Pn0 6= ∅ para algunha placa Pn0 . Polo tanto, R∞[T ]
corta a calquera aberto e daquela R∞ é tamén minimal.
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2.4.2 Bordo da subrelación AF
Interésanos estudar agora o subconxunto deX no queR 6= R∞. Con este propósito,
introducimos a noción de bordo de R∞:
Definición 2.4.7. i) Para cada n ∈ N e cada T ∈ X, o bordo da clase Rn[T ] é o
conxunto
∂Rn[T ] = {T ′ ∈ Rn[T ] | ∃ τv ∈ Γ1 : τv(T ′) = T ′ − v /∈ Rn[T ]},
onde Γ1 é un sistema simétrico de xeradores do pseudogrupo de holonomı́a de F
reducido a X. Noutros termos, ∂Rn[T ] é o conxunto dos mosaicos T ′ = T − v
tales que v é punto base dalgunha tesela da placa Pn que corta a ∂Pn.








onde ∂vBn é o bordo vertical da caixa discreta Bn = Bn ∩X.





Obsérvese que a relación R∞ non é maximal, nin sequera no caso de que R
sexa unha relación AF, pois o bordo ∂R∞ será sempre distinto do baleiro (como
intersección decrecente de compactos non baleiros). Para cada mosaico T ∈ ∂R∞,
a súa clase R[T ] descomponse en alomenos dúas R∞-clases.
Definición 2.4.8. Se substitúımos os elementos das R∞-clases polas correspon-
dentes teselas, obtemos unha descomposición da folla L = LT que pasa por T
en distintas rexións que teñen un bordo común Γ = ΓT que é unión de lados de
teselas. A unión destes bordos é un subconxunto pechado ∂cR∞ de X, chamado







Para cada n ≥ 1, a traza do subconxunto pechado ⋃Bn∈B(n) ∂vBn corta á folla
L nun grafo infinito Γn tal que cada arista separa dúas teselas distintas de T .
Pola propiedade I3 dunha descomposición inflada (segundo a definición 2.1.15),
Γ =
⋂
n∈N Γn é unha árbore infinita sen aristas terminais. Por construción, o
numero de compoñentes conexas de L − Γ é igual ao número de R∞-clases en
R[T ].
2.4. Afabilidade da envoltura dun mosaico aperiódico e repetitivo do plano 91
Se remplazamos X por outra transversal completa X̌ que pase polo bordo de
cada tesela, podemos supoñer que o correspondente bordo discreto ∂̌R∞ é igual a
∂cR∞∩X̌. Non obstante, cada punto no novo bordo ∂̌R∞ determina varios puntos
(no interior das diferentes teselas adxacentes) no bordo orixinal ∂R∞.
Proposición 2.4.9. O bordo continuo ∂cR∞ é un subconxunto pechado de X que
admite unha partición por árbores infinitos sen vértices terminais e tal que ∂̌R∞ é
unha transversal completa.
Chegados a este punto, a idea é empregar o teorema de absorción de [27] para
“facer desaparecer” o bordo. Para isto, en primeiro lugar, necesitaremos probar
que cumpre a seguinte propiedade:
Definición 2.4.10 ([31]). Sexa R unha relación de equivalencia étale sobre X.
Un pechado non baleiro F ⊂ X dise R-fino se µ(F ) = 0 para calquera medida de
probabilidade µ sobre X invariante por R.
No caso que nos ocupa, o dos mosaicos de R2, podese supoñer que as clases de
cada relación Rn están definidas a partir de descomposicións por caixas con placas
convexas que conteñen bólas da radio Nn cada vez maior que satisfán a desigualdade
isoperimétrica L(Pn)/A(Pn) < 1/n (véxase o apéndice B ou [33] para os detalles).
Isto permite tomar unha sucesión de descomposicións por caixas con placas que
definan sucesións de Fölner para probar de maneira directa que ∂R∞ é R∞-fino.
Non obstante, no apéndice B damos unha proba alternativa, válida nun caso máis
xeral, que se deriva do tipo de crecemento das follas (véxase tamén [4, 33]). O que
se fai é probar un teorema de tipo Rohlin, seguindo un argumento similar ao que
emprega C. Series en [71] para demostrar que calquera foliación con crecemento
polinomial é hiperfinita respecto de calquera medida invariante.
Aqúı probaremos directamente o seguinte resultado como consecuencia da rela-
ción isoperimétrica que van satisfacer as placas obtidas por inflación de Robinson
(véxase § 2.5).
Proposición 2.4.11. O bordo ∂R∞ é R∞-fino.
2.4.3 Absorción
A derradeira etapa da proba do teorema de afabilidade consiste en empegar o
teorema de absorción de [28] para eliminar o bordo conservando o carácter afable.
Antes de nada, enunciemos este resultado:
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Teorema 2.4.12 ([28]). Sexa R unha relación AF minimal sobre un conjunto de
Cantor X e sexa Y un pechado R-fino de X tal que R|Y segue sendo étale. Sexa
K unha REEC sobre Y que é transversa a R|Y (i.e. R ∩ K = ∆Y e existe un
homeomorfismo de grupoides topolóxicos ϕ : R|Y ∗ K → K ∗ R|Y tal que β◦ϕ = β
e α◦ϕ = α). Existe entón un homeomorfismo h : X → X tal que
i) h define unha equivalencia orbital entre a relación R ∨ K xenerada por R e K,
e a relación R;
ii) R|h(Y ) é étale e h(Y ) é R-fino;
iii) h|Y define un isomorfismo entre R|Y ∨ K e R|h(Y ).
En particular, R∨K é afable.
Lembremos que R ∗ K é o conxunto dos pares (x, y) ∈ R e (x′, y′) ∈ K tales que
α(x, y) = y = x′ = β(x′, y′) dotado da topolox́ıa inducida por R×K.
Tendo en conta as proposicións 2.4.6, 2.4.9 e 2.4.11, a relación R∞ satisfai as
hipótesis iniciais do teorema de absorción. Por outra banda, o grafo de R|∂R∞ é
a unión dunha familia numerable de biseccións aberto-pechadas Gi obtidas como
grafos de transformacións parciais ϕi : Ai → Bi entre aberto-pechados disxuntos Ai
e Bi de ∂R∞. Deste xeito, cada bisección pechada Ḡi = Gi −R∞ é o grafo dunha
transformación parcial ϕ̄i : Āi → B̄i entre pechados disxuntos Āi e B̄i de ∂R∞.
Se supoñemos que todas as R-clases se descompoñen ao sumo en dúas R∞-clases,
entón ϕ̄i define un isomorfismo entre R∞|Āi e R∞|B̄i e o seu grafo Ḡi determina
unha REEC transversa a R∞|Āi∪B̄i . Temos entón unha descomposición global
∂R∞ = A ∪ B e unha transformación global ϕ : A → B cuxo grafo determina
unha REEC K transversa a R∞|∂R∞ . De feito, neste caso podemos usar unha
versión anterior do teorema de absorción (teorema 4.18 de [31]) para conclúır que
R = R∞ ∨ K é orbitalmente equivalente a R∞. Non obstante, en xeral, non
podemos dividir o bordo ∂R∞ en subconxuntos pechados co mesmo número de
R∞-clases. Isto obŕıganos a introducir un proceso de inflación particular que nos
permita aplicar o teorema de absorción.
2.5 Inflación de Robinson
Imos definir un proceso de inflación para mosaicos do plano inspirado no proceso
de construción dos mosaicos de Robinson que describimos en §1.12. Para comezar,
imos substitúır o conxunto de prototeselas dado por un conxunto equivalente de
cadrados decorados, en virtude dun resultado de L. Sadun e R. F. Williams [70]. A
continuación construiremos unha familia de caixas cuxas placas sexan cadrados de
lado fixado, que non será exhaustiva pero si maximal nun certo sentido. Finalmente,
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a partires desta descomposición parcial imos definir unha auténtica descomposición
por caixas sobre a que seguiremos tendo un control da razón isoperimétrica das
placas e as posibles configuracións locais. Deste xeito, obteremos un proceso de
inflación recurrente que nos proporcionará unha subrelación AFR∞ de maneira que
cada R-clase se divida ao sumo en catro R∞-clases diferentes. O seu bordo ∂R∞
poderá dividirse entón nunha familia numerable (finita ou infinita) de subconxuntos
R∞-finos dotados de sendas REECs transversas a R∞|∂R∞ .
2.5.1 Reducción de Sadun-Williams
En [70], L. Sadun e R. F. Williams demostran que a envoltura dun mosaico repeti-
tivo e aperiódico do plano é un fibrado localmente trivial sobre o toro T2 con fibra
un conxunto de Cantor. Para isto, proban previamente:
Teorema 2.5.1 ([70]). A envoltura dun mosaico de plano de tipo finito é orbital-
mente equivalente á envoltura dun mosaico cuxas teselas son cadrados con decora-
cións a modo de regras de adxacencia.
No noso caso, fixado un mosaico repetitivo e aperiódico T obtido a partir dun
conxunto finito de prototesela P e grazas a este teorema, podemos supoñer que
o conxunto de prototeselas P é un conxunto finito de cadrados decorados. Isto
permı́tenos ter maior control sobre a transversal completa inicial e tomar de partida
unha descomposición por caixas B con placas cadradas. Suporemos ademais que
todas as follas da envoltura X están dotadas coa distancia do máximo.
2.5.2 Descomposición parcial
A nosa idea é facer unha inflación que force as propiedades desexadas. Para isto,
comezamos tomando unha transversal suficientemente pequena e inflando as teselas
de partida da maneira máis natural:
Lema 2.5.2. Existe unha familia finita B1 de caixas B1,i ∼= P1,i×C1,i, i = 1, . . . , k1,
tal que as placas P1,i son motivos cadrados de lado N1 e a transversal C1 =
⋃k1
i=1C1,i
asociada é N1-densa en X (con respecto á distancia do máximo).
Proba. Tomemos C1,1 unha transversal completa suficientemente pequena para
permitirnos definir un compacto foliado en produto B1,1 ∼= P1,1×C1,1 tal que, para
cada T ∈ C1,1, a placa que pasa por T é a bóla B̄T (0, N12 ) coa distancia do máximo
(suporemos, unicamente por cuestións de notación, que N1 ∈ N é par). A traza
de B1,1 con calquera folla L é entón unha familia numerable de cadrados de lado












Figura 2.6: Brazos e eixos
N1, entón B1 cumpre as propiedades requeridas. En caso contrario, existe outra
caixa B1,2 ∼= P1,2 × C1,2 coas mesmas propiedades que B1,1 e redefinimos entón
B1 = B1,1 ∪ B1,2. Por indución, nun número finito de pasos obtemos unha familia
maximal B1 que satisfai as condicións desexadas.
Imos denominar descomposición parcial B1 = {B1,i}k1i=1 a esta familia e denotaremos
P1 ao conxunto das placas P1,i. O seguinte paso agora é substitúır B1 por unha
descomposición por caixas B′1 de X. Para isto necesitamos algunha notación:
Definición 2.5.3. Sexan P e Q dúas placas de B1 contidas na mesma folla de X.
Diremos que Q é veciña de P se a distancia ortogonal dun lado de P a Q é o mı́nimo
das distancias dese lado de P a calquera outra placa, véxase a figura 2.6(a). A unión
dos segmentos ortogonais que realizan a distancia entre P e Q denominarase brazo
(do complementario da traza de B1 coa folla), véxase a figura 2.6(b). Chamaremos
eixo ao segmento paralelo e equidistante a cada un dos lados de P e Q que divide
ao brazo en dous semibrazos. Obsérvese ademais que a relación ser veciño non é
simétrica, é dicir, P non é necesariamente veciño de Q por ser Q veciño de P, véxase
de novo a figura 2.6(a).
Lema 2.5.4. A lonxitude dos lados dun brazo está limitada por N1.
Proba. É obvio que a lonxitude dos lados do brazo que cortan ás placas de B1
está limitada por N1. Por outra banda, se a anchura dun brazo (entre dúas placas
P e Q) fora maior que N1, entón habeŕıa sitio na folla (entre dúas placas P e Q)
para un motivo cadrado de lado N1, polo que C1 non seŕıa N1-denso (véxase a
figura 2.6(c)).
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(a) Cruce regular (b) Cruce irregular
Figura 2.7: Cruces con 4 sáıdas
(a) Cruce regular (b) Cruce irregular
Figura 2.8: Cruces con 3 sáıdas
Lema 2.5.5. Para cada mosaico T ∈ X, consideremos a unión das placas das
caixas da descomposición parcial B1 e os brazos do seu complementario. Cada
compoñente conexa do complementario desta unión é un rectángulo con lados de
lonxitude menor ou igual que N1.
Proba. Como cada placa de B1 ten ao sumo 4 veciños, o bordo de cada compoñente
conexa corta a 3 ou 4 placas de B1 e a 3 ou 4 brazos entre estas placas. En calquera
caso, a compoñente coñexa é un rectángulo con lados de lonxitude menor ou igual
que N1, como pode verse nas figuras 2.7 e 2.8.
Observación 2.5.6. Poden aparecer casos dexenerados como os da figura 2.9 na
seguinte páxina.
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(a) 3 puntos de sáıda (b) 2 puntos de sáıda
(c) 1 punto de sáıda (d) 1 punto de sáıda
Figura 2.9: Cruces e brazos dexenerados
Definición 2.5.7. i) Cada unha destas compoñentes coñexas denominarase cruce.
ii) Chamaremos punto de sáıda dun cruce ao punto medio da intersección de cada
brazo co cruce. Cada lado dun cruce contén a sumo 1 punto de sáıda e cada cruce
non dexenerado (resp. dexenerado) posúe alomenos 3 (resp. de 1 a 4 inclúındo a
multiplicidade) puntos de sáıda, véxanse as figuras 2.7, 2.8, e 2.9. Correspóndense
con puntos fronteira positivos ou negativos do eixo (con respecto á orientación
positiva usual).
iii) Unindo o centro de masa dun cruce cos seus puntos de sáıda obtemos un grafo
que chamaremos decoración do cruce. No caso non dexenerado, a decoración separa
o cruce en 3 ou 4 rexións. No caso dexenerado, o cruce redúcese a un lado común
de dous brazos adxacentes (decorado co punto medio contido nos dous eixos) ou a
un único punto (que é a intersección de dous brazos dexenerados). Chamaremos
sector a cada unha destas partes do cruce.
2.5. Inflación de Robinson 97
2.5.3 Descomposicións completa e inflada
Usando os cruces e os brazos podemos definir a partir de B1 unha verdadeira des-
composición por caixas B′1 e modificando lixeiramente esta descomposición pode-
mos obter outra B′′1 que sexa ademais unha descomposición inflada da descom-
posición B de partida:
Definición 2.5.8. Sexa P unha placa da descomposición B1. Denotaremos P′ á
unión de P cos semibrazos e os sectores de cruce adxacentes e P′′ á unión das
teselas de P que cortan a P′, de maneira que se unha tesela corta a varios sectores
(resp. semibrazos) convimos inclúıla sempre no sector (resp. semibrazo) colocado
á súa dereita e arriba. Deste xeito, P′ (resp. P′′) é unha tesela dun mosaico T ′
do plano (resp. dun mosaico T ′′ obtido por inflación de T ∈ X) e unha placa
da descomposición B′1 (resp. da descomposición B′′1 obtida por inflación de B).
Chamaremos a este proceso inflación de Robinson, noutros termos, diremos que
B′′ obtense a partir de B por inflación de Robinson.
Lema 2.5.9. Cada tesela P′ e cada tesela inflada P′′ conteñen un cadrado de lado
N1 e están contidas nun cadrado de lado 3N1. As súas áreas A(P′) e A(P′′) están
comprendidas logo entre N21 e 9N
2
1 . Ademais, se P′ e P′′ están asociadas á mesma
placa P de B1, entón
A(P′′) ≥ A(P′)− L(∂P′)A(P0) = A(P′)− L(∂P′)
e
L(∂P′′) ≤ L(∂P′)L(∂P0) ≤ 48N1
onde P0 é a prototesela cadrada de T .
Proba. En primeiro lugar, como obtemos P′′ a partir de P′ engadindo ou quitando
teselas de P , temos que
A(P′′) ≥ A(P′)− L(∂P′) A(∂P0) e L(∂P′′) ≤ L(∂P′) L(∂P0)
onde A(P0) = 1 e L(∂P0) = 4. Por outra banda, cando substitúımos P por P′
incrementamos ao sumo a lonxitude de cada cara en
√
2N1 ≤ 2N1, onde
√
2N1 é
o produto do número máximo de cruces non dexenerados que cortan a cada lado
de P (igual a 2) e a metade da diagonal do cadrado de lado N1 (igual a
√
2N1/2) .
Conclúımos polo tanto que L(∂P′) ≤ 4(N1 + 2N1) = 12N1.
Por indución, podemos enunciar agora o seguinte teorema:
Teorema 2.5.10. Existe unha sucesión de descomposicións por caixass B′′n tal que
B′′0 = B e B′′n+1 obtense por inflación de Robinson a partir de B′′n.
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Denotemos por P ′n (resp. P ′′n) ao conxunto finito das placas tipo de B′n (resp. B′′n).
A descomposición B′n (resp B′′n) induce un mosaico T ′n ∈ T(P ′n) (resp. T ′′n ∈ T(P ′′n))
en cada folla de X. Cada placa P′n+1 (resp. P′′n+1) da descomposición por caixas
B′n+1 (resp. da descomposición por caixas inflada B′′n+1) é un P ′n-motivo (resp.
P ′′n-motivo) que se constrúe a partir dun cadrado de lado Nn+1 e está contida nun
cadrado de lado 3Nn+1. O mosaico T ′′n+1 ∈ T(P ′′n+1) inducido por B′′n+1 obtense por
inflación de Robinson do mosaico T ′′n ∈ T(P ′′n) inducido por B′′n. Como na proba
do lema 2.5.9, temos que
A(P′′n+1) ≥ A(P′n+1)− L(∂P′n+1)An e L(∂P′′n+1) ≤ L(∂P′n+1)Ln
onde
An = max{A(P′′n) | P′′n ∈ P ′′n } e Ln = max{L(P′′n) | P′′n ∈ P ′′n }.
Ademais,
A(P′n+1) ≥ N2n+1 e L(∂P′n+1) ≤ 12Nn+1.
Finalmente, se n é suficientemente grande, podemos asegurar que Ln ≤ An.






Proba. Tendo en conta as desigualdades anteriores e tomando, por exemplo,
Nn+1 = N
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e polo tanto converxe a 0 cando n→∞.
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2.5.4 Propiedades do bordo na inflación de Robinson
Imos susbsitúır a sucesión de descomposicións por caixas B(n) da sección §2.4
definida de forma usual pola descomposición por caixas B′′n que proporciona o
teorema 2.5.10, definida por inflación de Robinson, mais mantendo a notación xa in-
troducida. É dicir, reproducindo novamente os mesmos argumentos, obtemos unha
subrelaciónR∞ = lim−→Rn deR que é unha relación AF minimal (proposición 2.4.6).
A primeira cuestión que resulta sinxela agora é a proba da proposición 2.4.11.
Proba da proposición 2.4.11. Sexa µ unha medida de probabilidade sobre X











onde #P ′′n e #∂P
′′
n denotan o número de elementos da placa discreta P
′′
n e o seu








































para cada P′′n ∈ P ′′n. En efecto, substitúındo a distancia do máximo sobre as follas
pola métrica discreta (definida como a lonxitude mı́nima dos camiños de P-teselas





e polo tanto ∂R∞ é R∞-fino.
A segunda propiedade importante do bordo que debemos probar para poder
aplicar o teorema de absorción é a seguinte:
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Proposición 2.5.12. Cada R-clase descomponse ao sumo en catro R∞-clases.
Probaremos de feito que cada árbore da partición do bordo continuo ∂cR∞ separa
a correspondente folla da envoltura X en ao sumo 4 compoñentes conexas. Para
isto precisamos introducir algunhas definicións. Lembremos que temos considerado
unha sucesión de descomposicións por caixas B′n de X con placas obtidas a partir
de cadrados Pn de lado Nn. Denotaremos An e Cn aos correspondentes brazos e
cruces, e no que segue, suporemos sempre que todos estes elementos pertencen á










Figura 2.10: Brazos e cruces virtuais
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Definición 2.5.13. Denominaremos brazo virtual (resp. cruce virtual) do proceso
de inflación a unha sucesión de brazos An (resp. cruces Cn) cuxos eixos an (resp.
centros de masa cn) están contidos nunha franxa horizontal ou vertical de ancho
constante (resp. nun cadrado de lado contante). Obsérvese que os eixos e os centros
de masa poden oscilar no interior destas franxas ou cadrados, véxase a figura 2.10.
Proba da proposición 2.5.12. Para probar o resultado, imos analizar os distintos
casos posibles:
1) Non existen nin cruces nin brazos virtuais. Neste caso, a folla L non interseca
ao bordo continuo ∂cR∞, o que implica que R∞[T ] = R[T ] para cada T ∈ L∩X.
2) Existe un brazo virtual, pero non cruces virtuais. Por definición, hai unha
sucesión de brazos An cuxos eixos an permanecen no interior dunha franxa de
ancho constante. Temos entón tres posibilidades:
2.1) Os puntos fronteira dos eixos an non permanecen no interior dun cadrado de
lado constante. Deste xeito, cando substitúımos cada eixo an por an+1, o eixo crece
en dous sentidos opostos determinados polo eixo da franxa. Podemos supoñer que
an crece cara a dereita e cara a esquerda no caso da dirección horizontal e cara
arriba e cara abaixo no caso da dirección vertical. Nos dous casos, como as árbores
de ∂cR∞ non teñen aristas terminais (proposición 2.4.9), o bordo continuo ∂cR∞
separa a folla L en dúas compoñentes conexas, e polo tanto R[T ] queda dividida
en dúas R∞-clases.
2.2) Os puntos fronteira positivos ou negativos dos eixos permanecen no interior
dun cadrado de lado constante. Supoñamos primeiro que só os puntos fronteira dun
lado, poñamos o negativo, satisfán esta condición. Neste caso, como por hipótese
non hai cruces virtuais na folla L, a única posibilidade é que exista unha sucesión
de cruces Cn cada vez maiores tales que un dos seus puntos de sáıda coincide co
punto fronteira negativo do eixo an. As decoracións dos cruces Cn deben crecer logo
á esquerda (i.e. en sentido negativo do eixo se a franxa é horizontal) ou cara abaixo
(i.e. en sentido negativo do eixo se a franxa é vertical). Agora, compoñendo o eixo
an co correspondente bordo da decoración do cruce Cn, reducimos este subcaso ao
anterior. O mesmo argumento é valido se supoñemos que son os puntos fronteira
positivos os que satisfán a condición. Por último, se tanto os puntos fronteira
positivos coma os negativos permanecen no interior dun cadrado de lado constante,
a única situación posible é que o brazo virtual (definido por unha sucesión de brazos
de lonxitude limitada) conecte dúas sucesións de cruces cada vez maiores Cn e C
′
n
que teñen necesariamente tres sáıdas e crecen en sentidos opostos. Neste caso basta
combinar os argumentos dos casos anteriores para obter a mesma conclusión.
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3) Existe un único cruce virtual. Temos agora unha sucesión de cruces Cn cuxos
centros de masa cn pertencen a un cadrado de lado constante. Como antes, podemos
distinguir dous subcasos:
3.1) Os cruces teñen catro sáıdas (inclúındo a multiplicidade). Os puntos de sáıda
dos lados dereito e esquerdo dos cruces Cn son puntos fronteira negativos e positivos
de eixos an de brazos An que definen respectivamante brazos virtuais á dereita e
esquerda do cruce virtual. Analogamente, os puntos de sáıda dos lados inferior e
superior dos cruces son puntos fronteira negativos e positivos de eixos de brazos
que definen brazos virtuais enriba e debaixo do cruce virtual. Temos logo 4 brazo
virtuais (do tipo descrito no subcaso 2.2) asociados ao cruce virtual, véxase a
figura 2.11. Logo é claro que neste caso a traza de ∂cR∞ separa L en 4 compoñentes
conexas e a correspondente clase R[T ] queda dividida entón en catro R∞-clases.
(a) Primeira inflación (b) Segunda inflación
Figura 2.11: Cruce virtual con 4 sáıdas
3.2) Os cruces teñen tres sáıdas (inclúındo a multiplicidade). A situación é análoga
á do caso anterior. Agora podemos asociar ao cruce virtual 3 brazos virtuais cuxos
eixos crecen en tres sentidos distintos (i.e. á dereita e á esquerda, pero só ou cara
arriba ou cara abaixo; ou cara arriba e cara abaixo, pero só ou á dereita ou á
esquerda, véxase a figura 2.12). Temos entón que a traza de ∂cR∞ separa á folla
L en 3 compoñentes conexas e a correspondente clase R[T ] queda dividida en tres
R∞-clases.
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(a) Primera inflación (b) Segunda inflación
Figura 2.12: Cruce virtual con 3 sáıdas
4) Existe máis dun cruce virtual. Como o tamaño das placas da descomposición
parcial Bn tende a ∞, a única posibilidade é que haxa exactamante dous cruces
virtuais con tres sáıdas conectados por un brazo virtual de lonxitude limitada e de
maneira que os demais brazos virtuais (verticais e horizontais) que definen os dous
cruces crecen en sentidos opostos, véxase a figura 2.13. Aı́nda aśı, neste caso ∂cR∞
separa a folla L en 4 compoñentes conexas (e R[T ] div́ıdese en catro R∞-clases).
(a) Primeira inflación (b) Segunda inflación
Figura 2.13: Dous cruces virtuais conectados por un brazo virtual
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Para rematar, observemos que nos sucesivos pasos da inflación podeŕıan darse
distintos tipos de configuracións. É dicir, a sucesión de configuracións non ten que
ser necesariamente constante. Tampouco estacionaria, xa que as descomposicións
B′n non son infladas. Podemos ter o caso, por exemplo, dun cruce virtual definido
por unha sucesión de cruces con 3 e 4 sáıdas que se alternan indefinidamente. Non
obstante, nestes casos o número de partes nas que se divide a folla (e polo tanto
o número de R∞-clases nos que se divide a correspondente clase R[T ]) estará
determinado pola configuración que separa no menor número de partes, pois as
decomposición B′′n que determinan o bordo real si son infladas, o que implica que
as partes que “se pegan” permanecen unidas nas sucesivas inflacións.
(a) Primeira inflación (b) Segunda inflación
Figura 2.14: Cruce virtual con catro sáıdas dexenerado
Por outra banda, nos casos descritos poderiamos ter cruces ou brazos virtuais
dexenerados (definidos por sucesións de cruces e brazos dexenerados, véxase a
figura 2.14), mais a análise nese caso é totalmente análoga.
A discusión anterior pode resumirse na seguinte proposición:
Proposición 2.5.14. Sexa X a envoltura dun mosaico repetitivo e aperiódico do
plano cuxas teselas son cadrados decorados. Sexa R a relación de equivalencia
étale inducida sobre unha transversal completa X pola laminación natural de X,
e R∞ a subrelación AF definida pola inflación de Robinson. O bordo ∂R∞ é un
subconxunto pechado, magro e R∞-fino de X tal que as R-clases representadas por
puntos de ∂R∞ están divididas ao sumo en catro R∞-clases.
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2.5.5 Filtración do bordo
Tendo en conta a proposición 2.5.14, para poder aplicar o teorema de absorción de
[28] e completar entón a proba do teorema de afabilidade, temos que descompoñer
o bordo nunha unión de subconxuntos pechados dotados de REEC’s transversas á







{T ∈ X | R[T ] é unión de i R∞-clases}
para definir unha familia numerable de subconxuntos pechados que cumplan esta
condición. En primeiro lugar, observemos a seguinte propiedade:
Lema 2.5.15. O subconxunto H2 = ∂2R∞ de X é pechado.
Proba. Supoñamos que Tn é unha sucesión de mosaicos en ∂2R∞ que converxe a
un mosaico T ∈ X. Por hipótese, para cada n ∈ N, a clase R[Tn] está dividida
en dúas R∞-clases diferentes e sabemos entón que hai dúas P ′′n-teselas diferentes
que se intersecan en ΓTn , a árbore da partición do bordo continuo ∂cR∞ que pasa
por Tn. Por definición da topolox́ıa de Gromov-Hausdorff, para R = Nn con n
suficientemente grande, podemos deducir que o ĺımite T contén un motivo que é a
unión destas dúas P ′′n-teselas coa mesma propiedade (véxase a figura 2.15(a)). Isto
implica que T ∈ ∂2R∞.
Pola contra, os subconxuntos ∂3R∞ e ∂4R∞ non son pechados. Mais imos
mostrar como obter dominios fundamentais pechados. Comecemos lembrando a
súa definición:
Definición 2.5.16. Sexa R unha relación de equivalencia sobre X. Diremos que
un subconxunto A de X é un dominio fundamental para a relación inducida sobre
a súa R-saturación, se interseca a cada R-clase da R-saturación en exactamente
un punto.
Para maior simplicidade, imos comezar por substitúır os subconxuntos ∂3R∞
e ∂4R∞ de ∂R∞ ⊂ X polos correspondentes subconxuntos ∂̌3R∞ e ∂̌4R∞ de
∂̌R∞ = ∂cR∞ ∩ X̌. Lembremos que X̌ é unha transversal que pasa polo bordo
de cada tesela e que o bordo continuo ∂cR∞ admite unha partición en árbores
infinitas sen aristas terminais con 2, 3 ou 4 finais. Por outra banda, cada mosaico
T ∈ ∂̌3R∞∪ ∂̌4R∞ contén unha sucesión de cruces Cn con 3 ou 4 sáıdas que definen
cruces virtuais. Pola definición de cruce e brazo virtual, estes cruces están contidos
na unión de franxas horizontais e verticais cuxos eixos se cortan exactamante nun








Figura 2.15: Bordos virtuais e reais
Definición 2.5.17. Chamaremos bordo virtual e ráız virtual dunha folla L á unión
destes eixos e ao seu punto de intersección respectivamente. Aśı mesmo, unha ráız
real dunha árbore Γ de ∂cR∞ será calquera vértice de valencia maior ou igual que
3. Se a árbore ten tres finais só ten unha ráız, mais se ten 4 finais pode ter unha
única ráiz de valencia 4 ou dúas ráıces de valencia 3.
Para cada enteiro R > 0, aumentando o tamaño das anteditas franxas se fora
preciso, podemos supoñer que a árbore Γ = ΓT que pasa por T está contida
nunha veciñanza do bordo virtual dentro dunha gran bóla de radio R, véxanse
as figuras 2.15(b), 2.16 e 2.17. Por outra banda, as pequenas veciñanzas da ráız
virtual no plano decoradas coa árbore inducida son homeomorfas ás da ráız real.
Lembremos que Γ é intersección de grafos infinitos Γn obtidos a partir de aristas
das P ′′n-teselas dos mosaicos inflados T ′′n , e a súa ráız real ten valencia 3 ou 4 cando
se considera como vértice de Γn.
Definición 2.5.18. Sexa Γ a traza do bordo continuo cun mosaico T que pertence
a ∂̌3R∞ ∪ ∂̌4R∞. Para cada n ≥ 1, hai tres ou catro P ′′n-teselas distintas que se
cortan nunha veciñanza en Γn da ráız real de Γ. Forman un P ′′n-motivo Mn(Γ), que





o número de P ′′n-teselas de Mn(Γ).
Lema 2.5.19. A relación de equivalencia étale inducida sobre a R-saturación de
∂̌3R∞ admite un dominio fundamental Ȟ3 que é unión numerable dunha familia
de pechados disxuntos Ȟ3,m.
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Proba. Sexa T un mosaico de ∂̌3R∞. Tendo en conta a proba da proposición 2.5.12,
sabemos que neste caso os P ′′n-motivos básicos arredor da ráız real Mn(Γ) crecen
alomenos en tres sentidos distintos. Pero observemos que poderiamos atopar un
destes motivos básicos nunha folla da saturación dun mosaico de ∂̌4R∞ que teña
exactamente dous cruces virtuais, véxase a figura 2.17. Non obstante, se supoñemos
que Mn(Γ) contén unha bóla de radio n centrada na ráız real e que n é maior que a
distancia l entre os dous cruces reais, necesitamos catro P ′′n-teselas diferentes para
cubrir a bóla. Noutras palabras, para n suficientemente grande, os P ′′n-motivos
básicos arredor dos dous vértices reais teñen intersección non trivial, e podemos
substitúır cada un dos P ′′n-motivos básicos orixinais (formados por tres P ′′n-teselas
diferentes) pola súa unión (que constará de catro P ′′n-teselas diferentes). Seguiremos
denotando Mn(Γ) ao novo P ′′n-motivo básico arredor da ráız real. Agora, como a





= 3 para todo n ≥ m.
Consideramos logo Xn(Γ) o subconxunto aberto-pechado de X̌ formado polos
mosaicos que conteñen ao motivo Mn(Γ) arredor da orixe. Cada aberto-pechado
Xn(Γ)∩ ∂̌R∞ da transversal ∂̌R∞ é un dominio fundamental para a REE inducida
no bordo continuo ∂cR∞. De feito, áında no caso de que Xn(Γ) ∩ ∂̌R∞ corte a
unha folla da saturación de T ∈ ∂̌4R∞ que teña exactamente dous cruces virtuais,
cortará a un deles exactamante unha vez, véxase de novo a figura 2.17. Mais Xn(Γ)
non é un dominio fundamental para a REE inducida na R-saturación de ∂̌3R∞.





é un subconxunto pechado de ∂̌3R∞ que corta a todas as R-clases ao sumo nun
punto. Pero a súa R-saturación podeŕıa ser máis pequena que a de ∂̌3R∞ e as
árbores Γ con 3 finais que podeŕıan estar contidas no bordo ∂cR∞ forman unha
familia que non é numerable. En calquera caso, podemos definir unha familia
numerable de subconxuntos pechados coa mesma propiedade tales que a súa unión
sexa un dominio fundamental para ∂̌3R∞.








onde Γ′ representa calquera árbore contida no bordo continuo ∂cR∞ e que conteña
ao motivo Γ′m = Γ
′ ∩Mm(Γ′) = Γ ∩Mm(Γ) = Γm. Como, para cada m ∈ N, só hai
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ΓT •
Figura 2.16: Bordo con 4 finais
un número finito de árbores finitas Γm, a unión Ȟ3,m de todos estes subconxuntos





é un dominio fundamental que corta a cada R-clase da saturación de ∂̌3R∞ nun
único punto: a súa ráız real.
Observación 2.5.20. Se volvemos considerar agora a transversal canónica X,
temos que Ȟ3 determina 3 dominios fundamentais disxuntos para a R-saturación
de ∂3R∞ que están relacionados por transformacións parciais de R. Denotaremos
porH3 indistintamente a cada un deles, que está dividido igualmente nunha familia
numerable H3,m.
A construción dun dominio fundamental para a R-saturación de ∂̌4R∞ vai ser
lixeiramante diferente. Unicamente no caso de que os grafos contidos nas follas
teñan unha única ráız real de grado 4 (véxase a figura 2.16) podemos argumentar
como no caso anterior. Mais pode haber follas con dous vértices reais de grado 3
(como na figura 2.17) que deben recibir outro tratamento.
Lema 2.5.21. Existe un subconxunto pechado Ȟ4,0 ⊂ ∂̌4R∞ do bordo continuo
∂̌R∞ que interseca a todas as R-clases ao sumo nun punto: a única ráız real de
grao 4 da correspondente árbore de ∂cR∞.
Observación 2.5.22. Coma no caso anterior, o lema proporciona 4 dominios fun-
damentais disxuntos para a R-saturación de ∂4R∞ relacionados por transforma-
cións parcias de R, que denotaremos por H4,0.
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Figura 2.17: Bordo con 4 finais e 2 vértices
En xeral, cada mosaico T do complementario de Ȟ4,0 en ∂̌4R∞ contén dúas
sucesións de cruces Cn e C
′
n con 3 sáıdas que definen sendos cruces virtuais co-
nectados por un brazo virtual de lonxitude limitada. Sen pérdida de xeneralidade,
suporemos que estes cruces son do tipo descrito na figura 2.13. Os correspondentes
brazos están contidos logo na unión dunha franxa horizontal e dúas semifranxas
verticais que crecen cara arriba e cara abaixo e de maneira que o eixo horizontal
corta aos eixos verticais en dous puntos diferentes. Temos un bordo virtual con
dous vértices virtuais. Trátase dun grafo con 4 finais onde todos os vértices teñene
grado 2 excepto os dous vértices virtuais, de grado 3. Este segue a ser o modelo
para a árbore Γ = ΓT na partición de ∂cR∞ que pasa por T , véxase a figura 2.17.
Definición 2.5.23. Para cada natural l ≥ 1, definimos Ȟ4,l como o conxunto dos
mosaicos T ∈ ∂̌4R∞ tales que a distancia (coa métrica discreta) entre as dúas
ráıces reais de Γ é igual a l.
Lema 2.5.24. A REE inducida sobre a R-saturación de ∂̌4R∞ admite un dominio
fundamental Ȟ4 que é unión dunha familia numerable de pechados disxuntos Ȟ4,l.
Proba. Fixemos l ≥ 1, e sexa T ∈ ∂̌4R∞ un mosaico tal que existe un camiño
xeodésico γ de lonxitude l que une as dúas ráıces reais de Γ = ΓT . Para n ≥ 0
suficientemente grande, hai catro P ′′n-teselas distintas que se cortan nunha veciñanza
de γ en Γ. Como na proba do lema 2.5.19, conforman un P ′′n-motivo básico arredor
de cada ráız real de γ que seguiremos denotando Mn(Γ). Aśı mesmo, imos seguir
denotando Xn(Γ) ao conxunto dos mosaicos en X̌ que teñen este motivo arredor da
orixe (que podemos supoñer que é un dos vértices de γ). Neste caso, como todos






= 4 para todo n ≥ m. Polo tanto, se Γ′ é unha árbore contida en ∂cR∞








é un subconxunto pechado de ∂̌4R∞ que corta a todas as R-clases ao sumo en
l + 1 puntos. Agora, como hai un número finito de camiños de lonxitude ≤ l que
parten da orixe, a unión Ǧ4,l de todos estes subconxuntos pechados Ǧ4,γ de ∂̌4R∞
é tamén un subconxunto pechado de ∂̌4R∞ coa mesma propiedade. Por outra
banda, cada pechado Ǧ4,γ div́ıdese nun número finito de pechados que intersecan
a todas as R-clases en ao sumo un punto. Denotaremos por Ȟ4,γ ao subconxunto
pechado correspondente ao vértice inicial de γ. Coma antes, a unión Ȟ4,l de todos





é un dominio fundamental para a R-saturación de ∂̌4R∞.
Observación 2.5.25. Unha vez máis o dominio fundamental Ȟ4 para a R-satura-
ción de ∂̌4R∞ proporcionan 4 dominios fundamentais disxuntos en X relacionados
por transformación parciais de R. Cada un deles, que denotaremos H4, está divi-
dido nunha familia numerable H4,l.
2.5.6 Absorción do bordo
Estamos finalmente en condicións de aplicar o teorema de absorción para completar
a proba do teorema de afabilidade:
Proba do teorema 2.4.1. Podemos aplicar agora o teorema de absorción (teo-
rema 2.4.12) aos subconxuntos pechados R∞-finos H2, H3,m e H4,l do bordo ∂R∞
(véxase a proposición 2.5.14). Primeiro, observemos que a relación de equivalencia
R induce REECs sobre H2, H3,m e H4,l que son transversas ás correspondentes
relacións inducidas por R∞. Para H2, xa explicamos como obter unha descom-
posición de H2 en dous subconxuntos aberto-pechados A e B e unha transforma-
ción ϕ : A→ B cuxo grafo determina unha REEC K2 transversa aR∞|∂2R∞ . Neste
caso, a primeira versión do teorema de absorción de [31] permı́tenos deducir que
R∞ ∨ K2 é orbitalmente equivalente a R∞. Para cada H3,m, temos dúas transfor-
macións parciais de H3,m nos outros dous dominios fundamentais da R-saturación
de ∂3R∞ que cortan a cada R-clase en ao sumo un punto (véxase o lema 2.5.19).
Xeneran aśı unha REEC K3,n que é transversa a R∞|∂3R∞ . Do mesmo xeito, polos
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lemas 2.5.21 e 2.5.24, obtemos outra familia de REECs K4,l coa mesma propiedade.
Polo tanto, aplicando inductivamente o teorema de absorción de [27], podemos fil-
trar R por unha familia crecente numerable de REEs
R∞ ∨ K2 ∨ K3,1 ∨ · · · ∨ K3,m ∨ K4,0 ∨ · · · ∨ K4,l
orbitalmente equivalentes a R∞ e conclúımos entón que R é afable.
Observación 2.5.26. En [27], T. Giordano, H. Matui, I. Putnam e C. Skau proban
en realidade un resultado algo máis forte, pois conclúen que a subrelación AF R∞
obtida é orbitalmente equivalente a R. Isto é posible no seu caso porque o proceso
de inflación que empregan implica que toda clase de R se divide ao sumo en 3
R∞-clases e permı́telles descompoñer o bordo nunha unión finita de subconxuntos
pechados R∞-finos dotados de REEC’s transversas á subrelación R∞. E polo tanto
só precisan aplicar o teorema de afabilidade un número finito de veces.

A. Ĺımites inversos de variedades
ramificadas
A aplicación f : S1 → S1 definida por f(z) = z2 induce un sistema proxectivo







∣∣ z2k = zk−1}.
é un fibrado localmente trivial de base S1 con fibra homeomorfa a un conxunto
de Cantor, dotado dunha laminación minimal transversa ás fibras e definida por
una acción libre de R. Esta construción pode xeneralizarse substitúındo S1 por
variedades compactas de dimensión p e f por submersións entre elas (véxase §11.3.A
de [16]).
Os ĺımites inversos foron empregados por R.F. Williams en [76] para modelar
atractores expansivos de difeomorfismos de variedades. Neste contexto, o espazo
foliado X = lim←−(M, f) está determinado por unha inmersión expansiva f : M →M
dunha variedade ramificada M en si mesma. Noutro contexto, como xa se dixo,
A. M. Vershik probou que toda acción minimal de Z sobre un conxunto de Cantor é
un ĺımite inverso de grafos dirixidos [74]. Pola súa banda, J. Bellisard, R. Benedetti
e J.-M. Gambaudo demostran en [9] que a envoltura de calquera mosaico aperiódico
e repetitivo do plano é un ĺımite inverso de superficies ramificadas planas, resultado
extendido posteriormente en [10] a G-solenoides.
Por último, o teorema de existencia de descomposicións simpliciais e o proceso
de inflación descritos en §2.1.2 permiten probar en [6] a F. Alcalde, Á. Lozano
e M. Macho que toda laminación transversalmente Cantor é un ĺımite inverso de
variedades ramificadas. Dada unha laminación transversalmente Cantor (M,F), a
idea é tomar unha sucesión de descomposicións simpliciais B(n) e colapsar as caixas
en placas para obter unha sucesión de CW-complexos Sn con boas propiedades
[6, 51]. Neste apéndice engadimos a proba deste resultado.
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Figura A.1: Variedades ramificadas
Teorema A.1. Toda laminación compacta de clase C1 e dimensión p transver-
salmente 0-dimensional, minimal e sen holonomı́a é ĺımite inverso de variedades
ramificadas de dimensión p.
Comecemos lembrando a definición de variedade ramificada introducida por R.
F. Williams en [76]. Intuitivamente, trátase dun CW-complexo que ten espazo
tanxente en todo punto, como se mostra na figura A.1.
Definición A.2 ([76]). Unha variedade ramificada de dimensión p e clase Cr é un
espazo localmente compacto, metrizable e separable S dotado de
R1. unha familia de subconxuntos pechados {Ui} tal que S =
⋃
i Ůi;
R2. unha familia finita de subconxuntos pechados Dij de Ui tales que
⋃
Dij = Ui;
R3. unha familia de aplicacións ψi : Ui → Dp tales que as súas restricións
ψi|Dij : Dij → Dp son homeomorfismos e os cambios de cartas ψi◦ψ−1j son
difeomorfismos de clase Cr.
Denomı́nase parte singular de S ao conxunto SingS dos puntos que non posúen
unha veciñanza homeomorfa a un disco. Ao igual que as variedades usuais, as
variedades ramificadas posúen espazo tanxente ben definido. Para cada x ∈ Dij, o
espazo tanxente Tx(Dij) indentif́ıcase con Tψi(x)(Dp) v́ıa o isomorfismo (ψi|Dij)∗x. O
fibrado tanxente T (S) é entón o cociente da unión disxunta
⊔
ij TDij pola relación
de equivalencia
~v ∈ Tx(Dij) ∼ ~w ∈ Ty(Dkl) ⇐⇒ x = y e (ψi◦ψ−1k )∗(~w) = ~v.
Definición A.3. Unha aplicación continua f : S → S ′ entre dúas variedades ram-
ificadas S e S ′ de clase Cr dirase de clase Cr se
1. as aplicacións fkij : Dp
(ψi|Dij )−1−−−−−−−→ Dij
f |Dij∩f−1(U′k)−−−−−−−−−→ U ′k
ψk−−→ Dp′ son de clase
Cr;
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2. os xermes das fkij en calquera punto de Dp non dependen de j.
A última condición garante que f se comporta da mesma maneira nas diferen-
tes ramas arredor de calquera singularidade de S. E como no caso usual, f in-
duce unha aplicación linear f∗x : Tx(S)→ Tx(S ′) para cada x ∈ S, definida por
(f∗x)kij(~v) = f
k
ij∗x(~v), se f(x) ∈ Uk. A condición 2 e a diferenciabilidade dos cam-
bios de coordenadas garanten que esta definición é coherente (véxase [76]).
Definición A.4. Unha aplicación f : S → S ′ de clase Cr entre dúas variedades
ramificadas é unha inmersión (resp. submersión) se
f∗x : TxS → Tf(x)S
é un monomorfismo (resp. epimorfismo) para cada x ∈ S. A aplicación f é unha
aplicación celular se SingS ⊂ f−1(SingS ′).
Proba do teorema A.1. Polo teorema 2.1.10 e o corolario 2.1.17, a laminación
(M,F) admite unha sucesión de descomposicións simpliciais B(n) tal que, para
cada n ∈ N, B(n+1) obtense por inflación de B(n). A proba complétase agora en
tres etapas:
i) Construción dunha sucesión de variedades ramificadas Sn. Para cada n ≤ 1,
denotemos Sn = M/ ∼n ao espazo cociente de M pola relación de equivalencia
que colapsa cada caixa B de B(n) a unha placa, isto é, x ∼n x′ se e só se x
e x′ pertencen a unha mesma caixa B de B(n) e as súas imaxes pola aplicación
p1 ◦ ϕ : B → P × C → P son iguais. Denotemos por πn : M → Sn a proxección
canónica. Podemos definir tamén Sn da seguinte maneira:
a) o espazo cociente Sn =
⊔
B∈B(n) B/∼n da unión disxunta de todas as caixas de
B(n) pola relación de equivalencia inducida por ∼n sobre cada caixa;
b) o espazo cociente Sn =M/∼n da variedade M de clase C1 e dimensión p pola
relación de equivalencia ∼n.
A primeira destas dúas definicións garante que Sn é un espazo compacto Hausdorff.
A segunda mostra de maneira inmediata que Sn é unha variedade ramificada de
clase C1 e dimensión p. Cada estrela Star(x,B(n)) contén un pechado homeomorfo
ao disco Dp e a súa descomposición como unión finita de placas de B(n) determina
unha descomposición de cada pechado nunha familia finita de pechados que satisfan
as condicións da definición A.2.
ii) Construción do ĺımite proxectivo. Como as placas de B(n+1) son unión de placas
de B(n), a proxección canónica πn : M→ Sn induce unha aplicación sobrexectiva
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fn : Sn+1 → Sn de clase C1. É evidente que ambas aplicacións son inmersións
celulares e o ĺımite proxectivo




é un espazo compacto Hausdorff.
iii) Construción dun homeomorfismo foliado entre M e S∞. Pola propiedade uni-

























onde pn : S∞ → Sn é proxección canónica. A imaxe da aplicación π∞ é densa en
S∞, xa que cada aplicación πn é sobrexectiva. Pero como M é compacto, a imaxe
de π∞ tamén é compacta e daquela π∞ é sobrexectiva. Polo tanto, se vemos que π∞
é inxectiva, teremos que é un homeomorfismo, xa que será unha bixección continua
dun espazo compacto nun Hausdorff. Para iso podemos supoñer que a intersección
dos eixos eixos C(n) se reduce a un punto, de maneira que para calquera par de
puntos distintos x, y ∈M , existe un enteiro n ≥ 1 tal que πn(x) 6= πn(y). Logo π∞
é inxectiva.
Finalmente, se dotamos a M e S∞ das topolox́ıas das follas, podemos ver que
π∞ é un homeomorfismo foliado que preserva as respectivas laminacións. Para cada




∣∣ fm,n(xm) = xn = πn(x), ∀m ≥ n} = p−1n (xn)
co conxunto de Cantor C, onde fm,n = fm◦ · · · ◦fn. Se x pertence ao interior dunha
placa P de B(n) para algún n (e daquela xm /∈ Sing(Sm), para cada m ≥ n),
entón a identificación entre Cxn e C exténdese a unha veciñanza V de x. Noutros
termos, para cada y ∈ V , existe unha única sucesión (yn) ∈ Cyn tal que xm e
ym pertencen ao interior da mesma placa de Sm, para cada m ≥ n. Se pola
contra x pertence ao bordo dunha placa de B(n) (e entón xn ∈ Sing(Sn)) para
cada n ≥ 1, a identificación entre Cxn e C tamén se extende a unha veciñanza V
de x, pero que neste caso corta a un número finito de placas de B(n). Podemos
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definir aśı unha aplicación q : M× C → S∞. A aplicación π∞ : M → S∞ está
inducida por q, e como q env́ıa homeomorficamente cada conxunto V ×C nun aberto
U = {(yn) ∈ S∞ | fm,n(ym) ∈ πn(V ),∀m ≥ n} de S∞, a laminación horizontal de





O teorema de existencia de descomposicións simpliciais e o proceso de inflación
das laminacións transversalmente Cantor descritos en §2.1.2 fan posible adaptar as
primeiras etapas da proba do teorema de afabilidade. En concreto, pódese describir
a dinámica transversa medible de calquera laminación transversalmente Cantor con
crecemento polinomial:
Teorema B.1. Sexa (M,F) unha laminación transversalmente Cantor, minimal
e sen holonomı́a con crecemento polinomial. A súa dinámica transversa medible
está representada en por un sistema dinámico de Bratteli-Vershik.
En efecto, se R é a relación inducida sobre calquera transversal completa T , en
virtude do teorema 2.1.10 e o corolario 2.1.17 e seguindo os mesmos argumentos
de §2.4, podemos definir unha sucesión crecente de REEC’s Rn que defina unha
subrelación aberta AF R∞ = lim−→Rn de R. Para probar o teorema B.1 chega
agora con mostrar que o bordo ∂R∞ é R-fino. Como é habitual, as REEC’s Rn
proveñen de descomposicións por caixas B(n), pero neste caso non podemos recorrer
ás propiedades de convexidade ou de enlosetado dos espazos euclidianos para com-
probar que as placas das decomposicións teñen boas desigualdades isoperimétricas.
Non obstante, imos poder demostrar que ∂R∞ é R-fino empregando un argumento
similar ao que usa C. Series en [71] para probar que calquera foliación con cre-
cemento polinomial é hiperfinita. A relación de equivalencia R e a subrelación
aberta AF R∞ son daquela orbitalmente equivalentes en sentido medible (véxase
a definición 1.1.19) e temos o seguinte resultado:
Corolario B.2. Calquera laminación transversalmente Cantor, minimal e sen
holonomı́a con crecemento polinomial é establemente orbitalmente equivalente (en
sentido medible) a un sistema dinámico de Bratteli-Vershik.
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Evidentemente, o argumento é aplicable ao caso da envoltura dun mosaico repe-
titivo e aperiódico do plano. Non obstante, nese caso é máis doado conclúır. Antes
de ocuparnos do teorema B.1, imos mostrar brevemente como probar nese suposto
que o bordo é R∞-fino mediante un argumento de convexidade (véxase [33] para
máis detalle).
Lembremos en primeiro lugar algunhas propiedades elementais da xeometŕıa
plana:
i) Se V é un poĺıgono convexo que contén unha bóla B(x, r), entón
A(V ) > rδ(V ) (B.1)
onde A(V ) e δ(V ) denotan a área e o peŕımetro de V .
ii) O peŕımetro dun poĺıgono convexo V é menor que o peŕımetro de calquera bóla
que o conteña. En particular,
L(V ) < 2πδ(V ) (B.2)
onde L(V ) denota o peŕımetro de V .
iii) Sexa {Vn}n>0 unha sucesión de poĺıgonos convexos que conteñen unha sucesión
de bólasB(xn, rn) ⊂ Vn tal que rn →∞ cando n→∞. Entón a razón isoperimétrica






Sexa {B(n)}n∈N unha descomposición por caixas de X adaptada a P . Convén
lembrar que, se X(n) é o eixo da descomposición B(n), dada unha sucesión cre-
cente de números naturais Nn podemos supoñer que cada conxunto de Delone
D
(n)
T = LT ∩X(n) é Nn-discreto. Tendo en conta a proba do teorema 2.1.16, as







Mediante un proceso de inflación axeitado, podemos asegurar logo que as placas







para cada n ∈ N e cada placa Pn ∈ P(n). En efecto, para cada n ∈ N, sexan
An = max
Pn∈P(n)
A(Pn) , Ln = max
Pn∈P(n)
L(Pn).
Tendo en conta como se definen as placas de P(n) a partir das celdas de Voronoi
en cada etapa da inflación, e mailas desigualdades (B.1) e (B.2), obtemos:
L(Pn) < 2πδ(Vn) Ln−1
A(Pn) > Nnδ(Vn)− 2πAn−1 δ(Vn)
para cada n ∈ N e cada placa Pn ∈ P (n). Aplicando a desigualdade isoperimétrica
4πAn 6 L
2
n á segunda inecuación:






















para cada n ∈ N e cada placa Pn ∈ P(n).
Empregando un razonamento análogo, podemos tomar X(n) suficientemente pe-
queno para que Nn > L
2









para cada n ∈ N e cada placa Pn ∈ P(n). Isto permı́tenos demostrar o resultado
esencial:
Lema B.3. Calquera sucesión de placas discretas Pn = Pn∩X é unha sucesión de
Fölner.
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Proba. Sen pérdida de xeneralidade, podemos supoñer que todos os lados das
prototeselas de P teñen lonxitude > 1. Temos daquela que calquera prototesela
Pn ∈ P(n) satisfai:











Grazas a este resultado, procedendo da mesma maneira que na proba feita en
§2.5.4, podemos probar o resultado anunciado:
Proposición B.4. O bordo ∂R∞ é R∞-fino.
Propoñémonos agora demostrar a proposición anterior nun contexto moito máis
xeral. Como dixemos, a idea neste caso consiste en probar un teorema de tipo
Rohlin, seguindo un argumento similar ao que emprega C. Series en [71] para
demostrar que calquera foliación con crecemento polinomial é hiperfinita respecto
de calquera medida invariante. Antes de fixar as hipóteses, precisamos lembrar
algunhas definicións:
Definición B.5. Dadas f, g : N→ N dúas funcións monótonas crecentes, dise que
g está dominada por f , e denótase g ≺ f , se existen constantes λ, ρ > 1 e n0 ∈ N
tales que g(n) 6 λf(ρn) para cada n > n0. Dúas funcións f e g están mutuamente
dominadas se g ≺ f e f ≺ g. Esta relación define un preorde no conxunto das
funcións monótonas crecentes con rango e imaxe en N e a clase de cada función f
denomı́nase tipo de crecemento de f .
O tipo de crecemento dunha folla L dunha laminación (M,F) def́ınese por
medio da función de volume da órbita do pseudogrupo de holonomı́a Γ nun punto
x de L ∩ T :
Definición B.6. Chámase tipo de crecemento de L ao tipo de crecemento da
función de volume vx : N→ N definida por vx(n) = #B̄Γ(x, n).
O tipo de crecemento de L non depende do punto elixido: se x, y ∈ L e d = dΓ(x, y),
temos entón que B̄Γ(y, n) ⊂ B̄Γ(x, n + d) ⊂ B̄Γ(y, n + 2d) para cada n ∈ N, o que
implica que vx e vy están mutuamente dominadas.
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Definición B.7. Dise que unha laminación ten crecemento polinomial se vx ≺ nd,
para cada x ∈ M , é dicir, se o crecemento de todas as súas follas está dominado
por un mesmo polinomio.
Isto permite probar no noso caso a seguinte versión global do lema de Jenkins
que emprega C. Series en [73] (a versión primitiva do lema de Jenkins pode verse
en ([43]):
Lema B.8 (cf. [4, 33, 51]). Sexa (M,F) unha laminación transversalmente Can-
tor, minimal e sen holonomı́a con crecemento polinomial. Existe unha sucesión de


















) = 1 (B.6)
para cada x ∈ T e cada r ∈ N.
Proba. Para cada x ∈ T , a función de volume vx ten crecemento polinominal,
logo está dominada por unha función polinomial p(n) = nd, i.e. existen constantes
λ, ρ > 1 e n0 ∈ N tales que vx(n) ≤ λp(ρn) = λ(ρn)d, para cada n ≥ n0. Se










En efecto, cúmprese que lim infn→∞
vx(2n)
vx(n)
< aM , para cada a > 1. En caso
contrario, existiŕıa N ≥ n0 tal que vx(2n) > aMvx(n) para cada n ≥ N . Logo
vx(2
kn) > akMkvx(n)
para cada k > 1, e daquela
akMkvx(n) < M
kλ(ρn)d.
O que implica que λ(ρn)d ≥ akvx(n) ≥ ak e chegamos aśı a unha contradición.
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Por outra banda, polo crecemento subexponencial, calquera sucesión de bólas











para cada x ∈ T . Por último, como a función de volume v : T × N → N dada
por v(x, n) = vx(n) é continua, é posible tomar funcións nq : T → N localmente
constantes.
A proba do carácter R-fino de ∂R∞ consta agora dunha serie de lemas análogos
aos de [71]. Todas as caixas B ∼= P × C que imos considerar e as placas P
correspondentes están directamente discretizadas. De maneira expĺıcita, temos a
seguinte definición:
Definición B.9. Unha caixa de anchura 2n en T é unha caixa B ∼= P × C con







∂rB̄Γ(x, n) = {x′ ∈ B̄Γ(x, n) | ∃γ ∈ Γ, longΓ(γ) 6 r : γ(x′) /∈ B̄Γ(x, n)}.
A unión B =
⋃k
i=1Bi dunha familia de caixas B1, . . . , Bk de anchura ≤ 2n con




A necesidade de introducir esta noción máis xeral está xustificada pola proba
do seguinte resultado:
Lema B.10. Sexa A un subconxunto aberto-pechado de T . Supoñamos que vx(2n) ≤






para calquera medida µ sobre T invariante por R.
Proba. Para cada x ∈ A, existe unha veciñanza aberta-pechada Cx de x en A tal
que para dous elementos distintos γ, γ′ ∈ Γ cúmprese que
γ(x), γ′(x) ∈ B̄Γ(x, n)⇒ γ(Cx) ∩ γ′(Cx) = ∅ (B.7)
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En efecto, como só hai un número finito de elementos γ(x) para γ ∈ Γ con
longγ(γ) 6 2n, podemos elixir Cx suficientemente pequeno para asegurarmos (B.7)
e poder definir aśı unha pila (en realidade unha caixa) Bx = Px × Cx de anchura
2n en T .
Sexa C o aberto maximal que satisfai a anterior condición (B.7). Temos entón
unha pila B de eixo C de maneira que A está contido na unión das imaxes γ(C)
por elementos γ ∈ Γ con longγ(γ) 6 2n. Se supoñemos pola contra que ex-
iste x′ ∈ A con dΓ(x′, C) > 2n, podemos tomar unha veciñanza aberto-pechada C ′
de x′ en A satisfacendo (B.7). Restrinx́ındonos a unha veciñanza máis pequena
se fose preciso, podemos asegurar que C ′ é o eixo dunha caixa B′ coa seguinte
propiedade: para cada par de elementos γ, γ′ ∈ Γ tales que γ(x) ∈ B̄Γ(x, n) e
γ′(x′) ∈ B̄Γ(x′, n), cúmprese que γ(C) ∩ γ′(C ′) = ∅. Mais daquela B ∪ B′ seŕıa
unha pila coa propiedade requirida e C non seŕıa maximal. Ademais, como A é
un aberto-pechado na transversal T , que é homeomorfa ao conxunto de Cantor, é
posible tomar C aberto-pechado.
Finalmente, pola invarianza da medida e pola condición (B.5) da función de











Lema B.11. Sexa B unha pila de anchura 2n e eixo C. Supoñamos que existe
ε > 0 tal que vx(n) < (1 + ε)vx(n− r) para cada x ∈ C. Entón
µ(∂rB) < εµ(B)








(B̄Γ(x, n)− B̄Γ(x, n− r))
e por hipótse











vx(n)µ(C) dµ(x) = εµ(B).
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Lema B.12. Sexa A un subconxunto aberto-pechado de T . Para cada r ≥ 1 e cada






µ(∂rB) < εµ(B) (B.10)
para calquera medida invariante µ.


















se q ≥ q0. Denotemos N(x) = nq0(x) ao menor dos termos da sucesión. Como as
funcións nq e a función de volume son localmente constantes, podemos descompoñer
T nun número finito de aberto-pechados X1, X2, . . . , Xp con constantes asocia-
das N1, N2, . . . , Np ≥ 0 verificando (B.11) para cada x ∈ Xi e cada nq ≥ Ni.
Supoñamos que Np ≥ Np−1 ≥ · · · ≥ N1. Polos lemas B.10 e B.11, existe unha pila






para cada r ≥ 1. Ademais, se denotamos V2Np(C) =
⋃







Consideremos agora o aberto-pechado Ap−1−V2Np(Cp) e observemos que a medida
de Ap−1∩V2Np(Cp) ⊂ V2Np(Cp) está limitada por Mµ(Bp). Aplicando os lemas B.10
e B.11 de novo, existe unha pila Bp−1 de anchura Np−1 e eixo Cp−1 contido en


































temos que VNi(Ci) ∩ VNj(Ci) = ∅ se i < j. Pero VNi(Ci) non é máis que a pila Bi,
logo Bi ∩Bj = ∅, para i < j. Polo tanto, tendo en conta que Ai ∩Ai−1 = ∅, a pila
B = B1 ∪ B2 ∪ · · · ∪ Bp de eixo C = C1 ∪ C2 ∪ · · · ∪ Cp ⊂ A e anchura 2N = 2Np
verifica















































polo que temos probado o resultado.
Lema B.13. Para cada r ≥ 1 e cada ε > 0, existen N = N(r, ε) ≥ 0 e unha pila
B de anchura 2n e eixo C ⊂ A tal que:
µ(B) > 1− ε e µ(∂rB) < εµ(B)
para calquera medida invariante µ.






1− δ < ε , (1− δ)
2 > 1− ε.
Aplicando a proposición B.12, existen enteiros positivos
N1 = N(r, δ) , N1 > r
...
Ni = N(Ni−1, δ) , Ni > Ni−1
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...
Nm = N(Nm−1, δ) , Nm > Nm−1













e µ(∂Ni−1Bi) < δµ(Bi).
Aśı definidas, as pilas B1, . . . , Bm satisfán Bi ∩ Bj ⊂ ∂Nj−1Bj se j > i, pois do
contrario Bj cortaŕıa a Ci. Podemos definir entón unha nova familia B
′ de pilas
disxuntas B′i = Bi − ∂Ni−1Bi, que identificaremos coa súa unión. Por construción












































µ(B′i) > (1− δ)
m∑
i=1






















Conclúımos pois tomando N = Nm.
Proposición B.14. Existe unha sucesión {Rn}n∈N de REEC’s abertas en R e
unha sucesión monótona crecente de enteiros positivos {Nn}n≥0 tales que para cada
n ∈ N:
i) Rn[x] ⊂ Rn+1[x] ⊂ R[x] para cada x ∈ T ;
ii) se x′ ∈ Rn[x], entón x′ ∈ B̄Γ(x,Nn);
iii) µ({ x ∈ T | B̄Γ(x,Nn−1) * Rn[x]}) < 12n para calquera medida invariante µ.
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Proba. Aplicando o lema B.13 para ε = 1
2
e r = N0 = 1 existe unha pila B1 de











Supoñamos entón definidas as relacións Ri e o enteiros Ni para i 6 n. Aplicando
de novo o lema B.13 para ε = 1
2n+2
e r = 2Nn, existen N ∈ N e unha pila B̂ de
anchura 2N tal que:









Se definimos agora B = B̂ − ∂NnB̂, temos que










xRnx′′, x′Rnx′′′ e x′′, x′′′ pertecen á mesma placa P de B
A relación de equivalencia Rn+1 satisfai evidentemente (i), (ii) e (iii). Por outra
banda, empregando argumentos análogos aos da proba do lema 2.4.5, compróbase
que as relacións Rn son REEC’s abertas en R.
Proposición B.15. Nas condicións anteriores, o bordo ∂R∞ é R-fino.
Proba. Pola proposición anterior, o ĺımite indutivo R∞ = limn→∞Rn é unha sub-
relación AF aberta en R. Ademais, o conxunto
{x ∈ T | R∞[x] 6= R[x]} = {x ∈ T | ∃ x′ ∈ R[x] : x′ /∈ Rn[x], ∀ n ∈ N}
está contido en ⋂
n∈N
{x ∈ T | B̄Γ(x,Nn−1) * Rn[x]}.
Logo
µ({x ∈ T | R∞[x] 6= R[x]}) 6 lim
n→∞
µ({x ∈ T | B̄Γ(x,Nn−1) * Rn[x]}) = 0
para calquera medida R-invariante µ.
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