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ABSTRACT
Learning analytics can bridge the gap between learning sciences and
data analytics, leveraging the expertise of both fields in exploring
the vast amount of data generated in online learning environments.
A typical learning analytics intervention is the learning dashboard,
a visualisation tool built with the purpose of empowering teachers
and learners to make informed decisions about the learning process.
Related work has investigated learning dashboards, yet none have
explored the theoretical foundation that should inform the design
and evaluation of such interventions. In this systematic literature
review, we analyse the extent to which theories and models from
learning sciences have been integrated into the development of
learning dashboards aimed at learners. Our analysis revealed that
very few dashboard evaluations take into account the educational
concepts that were used as a theoretical foundation for their design.
Furthermore, we report findings suggesting that comparison with
peers, a common reference frame for contextualising information
on learning analytics dashboards, was not perceived positively
by all learners. We summarise the insights gathered through our
literature review in a set of recommendations for the design and
evaluation of learning analytics dashboards for learners.
CCS CONCEPTS
•Human-centered computing→ Information visualization;
• Information systems→ Data analytics; • Applied comput-
ing→ E-learning;
KEYWORDS
learning dashboards, learning theory, learning analytics, systematic
review, learning science, social comparison, competition, evaluation
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1 INTRODUCTION
Learning Analytics (LA) aims to exploit the potential of the increas-
ingly large amounts of data describing interaction data, personal
data and academic information generated by the widespread use
of online learning environments [22]. LA is a relatively new field
established in 2011 and defined as “the measurement, collection,
analysis, and reporting of data about learners and their contexts,
for purposes of understanding and optimising learning and the
environments in which it occurs” [55].
Ruipérez-Valiente et al. [49] identified two main approaches of
using LA to make sense of the vast amount of learning data: (i)
building systems that rely on automatically processing the data,
i.e., automatic actuators, such as intelligent tutoring systems, rec-
ommenders or adaptive systems, and (ii) reporting data directly to
stakeholders. Recently, there has been a shift from mining learning
data to support automated interventions towards directly reporting
the data, usually in a visual form, thus empowering learners and
teachers to better leverage human judgement [5]. This trend is
visible in the increasing amount of research efforts invested into
building learning dashboards and other visual representations of
learning data with the purpose of improving student learning and
performance in a variety of learning contexts.
As defined by Schwendimann et al. [53], learning analytics dash-
boards are “single displays that aggregate different indicators about
learner(s), learning process(es) and/or learning context(s) into one
or multiple visualisations”. Although so far dashboards have been
developed for a broad range of stakeholders, including learners,
teachers, researchers or administrative staff, LA dashboards have
the potential to be used as powerful metacognitive tools for learn-
ers, triggering them to reflect and examine their learning behaviour
and learning outcomes [14, 20]. However, a recent literature survey
[53] showed that the majority of dashboards supports teachers and
not as much attention has been put into developing dashboards for
learners and studying the effects such tools have on learners [33].
Learning analytics lies at the intersection between technology
and learning science. Greller & Drachsler [27] envisioned learning
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analytics as an educational approach guided by pedagogy and not
the other way around. However, there is a strong emphasis on the
“analytics”, i.e., computation of the data and creation of predictive
models, and not so much on the “learning”, i.e., applying and re-
searching LA in the learning context where student outcomes can
be improved [25]. This is seen as a critical shortcoming because
“learning analytics is about learning” [25, 56]. Several other authors
support the claim that there is a need for developing learning ana-
lytics tools based on learning theories as well as integrating them
into the instructional design [39, 40].
As a first step towards building useful dashboards for learners, we
need to understand how to consider learning sciences throughout
the whole life-cycle of learning analytics dashboards: in the design
and during the evaluation as well as during the pedagogical use
of learning dashboards. Suthers & Verbert [56] argue that learning
analytics research should be explicit about the theory or conception
of learning underlying the work and manifest this conception in the
presented work. Following their position, we wish to investigate
which educational concepts form the theoretical foundation for the
development of learning dashboards aimed at learners and how
they are used in the design and evaluation of such dashboards.
Learning analytics dashboards literature has been reviewed in
previous works. Verbert et al. [61] defined a conceptual framework
for analysing learning analytics applications and examined 15 dash-
boards based on the target user group, the displayed data and the
focus of the evaluation. A follow-up review [62] extended this analy-
sis to 24 dashboards, analysing the context in which the dashboards
had been deployed, the data sources, the devices used and the eval-
uation methodology. Yoo et al. [66] proposed an evaluative tool for
learning analytics dashboards based on Few’s principles of dash-
board design [24] and Kirkpatrick’s four-level evaluation model
[32]. Using this tool, they reviewed the design and evaluation of 10
educational dashboards for teachers and students. A recent system-
atic review by Schwendimann et al. [53] of 55 dashboards looked at
the context in which dashboards had been deployed, their purpose,
the displayed indicators, the technologies used, the maturity of the
evaluation and open issues.
All these works reviewed learning analytics dashboards, regard-
less of their target users. We narrowed the scope of this review
to LA dashboards aimed at learners, addressing one of the chal-
lenges of learning analytics identified by Ferguson [22]: lack of
focus on the perspectives of learners. A closely related work to this
paper was published by Bodily & Verbert [9]. They have analysed
student-facing LA systems, including dashboards, educational rec-
ommender systems, EDM systems, ITS and automated feedback
systems. The systems were reviewed based on their functionality,
the data sources, the design, the effects perceived by learners and
their actual effects.
The learning-theory foundations of game-based learning have al-
ready been investigated in order to underpin educational computer
game design [65], but none of the previous learning dashboard
reviews addressed the connection to learning sciences. Moreover,
Schwendimann et al. [53] and Bodily & Verbert [10] provided rec-
ommendations for the design of learner dashboards, but neither
suggested the use of educational concepts as a basis for the design
or evaluation of the dashboards, despite recommendations made by
other authors [40, 56]. Through this systematic literature review,
we aim to address this gap by investigating the relation between
educational concepts and the goals and evaluation of learning dash-
boards. Dashboard evaluation was previously examined by looking
at the experimental setting, learners’ perceived usability and effects
regarding performance, skill or behaviour change. However, in this
study, we will focus on the criteria used for dashboard evaluation,
how these criteria relate to the goal of the dashboard, what type of
data was used for the evaluation and how learners perceived the
framing of the information to ease sense-making.
1.1 Previous work
In a previous literature review study [30], we investigated the rela-
tion between learning sciences and learning analytics by looking
into which educational concepts inform the design of learning ana-
lytics dashboards aimed at learners. Our main findings show the
most common foundation for LA dashboard design is self-regulated
learning theory, frequently used tomotivate dashboard goals related
to supporting awareness and triggering reflection. However, current
dashboards offer some support only for the performance phase of
the SRL cycle as defined by Zimmerman et al. [68], as their primary
goal is to support awareness. Nevertheless, just making learners
aware is not enough as awareness does not imply that actions are
being taken. We argue that dashboards should have a broader pur-
pose, using awareness and reflection as means to improve cognitive,
behavioural or emotional competences. Additionally, since very
few dashboards are adequately integrated into the learning envi-
ronment or the learning design, learners miss support in the other
two phases, i.e., forethought and self-reflection. Furthermore, the
majority of dashboards use comparison with peers as a representa-
tive frame of reference for evaluating their performance. Frames of
references are anchor points that learners can use in order to make
sense of and evaluate the data displayed on the learning dashboard
[64]. Thus, there is a strong emphasis on comparison and competi-
tion with peers, although research in educational sciences identifies
different sources of motivation for learners, i.e., performance and
mastery achievement goal orientations [47].
1.2 Approach
Throughout this literature review, we build upon this previous
study and continue to explore how the educational concepts and
learning theories are used through the whole development cycle
of the dashboard, focusing on how they are integrated into the
evaluation of learning dashboards. More specifically, we look at
how the evaluation was conducted, what was evaluated and how it
relates to the goal of the dashboard and the educational concepts
cited. Therefore, our study is guided by the following research
questions:
(1) How does the evaluation relate to the purpose of the dash-
board?
(2) How are the educational concepts considered in the evalua-
tion?
(3) How do learners perceive different frames of reference?
In the next section, we will briefly describe the methodology we
used for identifying relevant literature. In Section 3 we present the
results of our analysis, while in Section 4 we discuss the key insights
of our review. Lastly, Section 5 provides concluding remarks.
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2 METHODOLOGY
To answer the research questions described in the previous sec-
tion, we conducted a systematic review following the PRISMA
statement [43]. An informative literature search preceded the sys-
tematic review to get an overall picture of the field. For our search,
we selected the following databases as they contain relevant litera-
ture for the field of learning analytics: ACM Digital Library, IEEE
Xplore, SpringerLink, Science Direct, Wiley Online Library, Web of
Science and EBSCOhost. Additionally, we included Google Scholar
to cover any other sources, limiting the number of retrieved results
to 200. We queried the selected databases with the following search
terms: “learning analytics” AND (visualization OR visualisation OR
dashboard OR widget). The first term focuses the search on the field
of learning analytics, while the second part of the query is meant
to cover different terminologies used for this type of intervention,
addressing one of the limitations identified in [53]. Although the
scope of this review is limited to visualisations that have learners
as end-users, it was not possible to articulate this criterion in rel-
evant search terms. Therefore, we built a query that retrieved all
dashboards, regardless of their target end-users, and removed the
ones that fell out of our scope in a later phase.
The queries were run on February 20th, 2017, collecting 1439
hits. We further screened for relevance each of the results by ex-
amining the title and the abstract, removing articles that do not
describe dashboards, widgets or visualisations aimed at learners or
do not have the full text available in English. Once we removed any
duplicates, the list of potential candidate papers was reduced to 212.
Eleven papers that we came across during the preliminary check
and fit the scope of our survey but did not appear in the search
databases were also added to the set of papers to be further exam-
ined. Next, we accessed the full text of each of these 223 studies to
assess whether they are eligible for our review.
We retained only the papers that: i) describe dashboards for
learners, ii) describe fully developed dashboards or at least one
iteration of its development, i.e., we excluded any theoretical or
conceptual papers, essays or literature reviews, iii) explicitly men-
tion educational concepts behind the goals, design or evaluation
of the dashboard, iv) include an evaluation of the dashboard. We
identified 97 papers that satisfied the first two criteria. Among these
papers, only 50 explicitly mentioned theories, models or concepts
borrowed from the field of learning sciences. Similarly, just 54 out
of 97 papers identified through our search contained an evaluation
of the introduced dashboard.
The focus of this study as well as that of the previous litera-
ture review published in [30] is set on the 28 papers that describe
dashboards together with their empirical evaluation and rely on
learning theories. As a final selection filter, we removed two papers
that presented preliminary work on the same dashboard as the
content of these papers was covered in later works. Finally, our
literature survey included 26 papers that satisfied all our criteria.
3 RESULTS
We started our analysis by identifying which aspects each dash-
board evaluation focused on and how the intended goal of the
dashboard related to the focus of the evaluation. Next, we looked at
how the different aspects were evaluated and how the educational
concepts on which the design relied were taken into account in
the evaluation. We closed our analysis by examining how learners
perceive the use of different frames of reference.
3.1 Dashboard evaluation levels
Taking a closer look at the evaluation sections of each of the papers
included in this study, we distinguished twelve criteria that were
assessed during the evaluation of the dashboards. Following the
same rationale used in [30] for clustering dashboard goals, we
grouped these criteria into four levels based on the competence they
aimed to affect in learners: metacognitive, cognitive, behavioural or
emotional (see Table 1). A fifth level EV5: Self-regulation was added
to account for papers that specifically evaluated and measured
improvements in self-regulated learning, an ability that entails
all four other competences [67]. Finally, the sixth level EV6: Tool
usability was included to cover aspects related to the usability of
the tool.
Table 1: Levels, criteria for evaluation and the papers in
which they were used.
Level Criterion Freq. Papers
EV1: Metacognitive
Understanding 11 [4, 15, 16, 18, 28, 34][37, 42, 50, 51, 63]
Agreement 3 [34, 37, 42]
Impact on awareness
and reflection 11
[15, 16, 18, 34, 37, 38]
[42, 50, 51, 54, 58]
EV2: Cognitive Impact on performance 12 [7, 16, 19, 28, 29, 31][36, 38, 50, 51, 54, 57]
EV3: Behavioural Impact on behaviour 17
[4, 7, 16, 18, 19, 28, 29]
[34, 37, 38, 42, 50, 51]
[54, 57, 58, 63]
Usage of the system 7 [7, 13, 29, 31, 38, 50, 63]
EV4: Emotional Impact on motivation 4 [16, 28, 38, 58]Impact on affect 2 [44, 63]
EV5: Self-regulation Self-regulated learning 1 [57]
EV6: Tool usability
Satisfaction 2 [31, 38]
Usability 8 [3, 12, 28, 31, 38, 50][57, 58]
Usefulness 13
[12, 13, 26, 28, 31, 34]
[35, 37, 38, 42, 50, 58]
[63]
The EV1: Metacognitive level groups aspects related to learn-
ers’ knowledge, beliefs and reflection on their learning processes,
strategies and their effectiveness. The three aspects included here
are understanding of the information displayed on the dashboard,
agreement with this information and the impact the dashboard has
on learners’ awareness and reflection. The EV2: Cognitive level con-
tains aspects that evaluate learners’ understanding and knowledge
regarding the studied material and was operationalised through
their performance and the quality of their learning outcomes. The
impact of the dashboard on the learners’ engagement, online social
behaviour and help-seeking behaviour are grouped under the EV3:
Behavioural level. We also included learners’ usage of the learning
environment and the dashboard itself under this level. The EV4:
Emotional level consists of two aspects: impact on motivation and
impact on affect. The final category, EV6: Tool usability, gathers as-
pects related to the tool itself, its acceptance, ease of use, usefulness,
as well as learners’ satisfaction.
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Competences Evaluation levels
Figure 1: The competence level targeted by the dashboard included in the review in relation to the criteria assessed in the
evaluation of the dashboard
Table 2 lists the papers that targeted the five competences with
their dashboard and the papers that evaluated changes in these
competences. The column “coverage” represents the percentage
Table 2: The list of papers that targeted and evaluated in
their dashboard design each competence. Coverage repre-
sents the percentage of papers that both targeted and evalu-
ated each competence.
Competence Targeted in Freq. Evaluated in Freq. Coverage
C1: Metacognitive
[3, 4, 12, 13]
[15, 18, 19, 26]
[28, 31, 34, 35]
[37, 38, 42, 44]
[50, 51, 54, 57]
[58, 63]
22
[4, 15, 16, 18]
[28, 34, 37, 38]
[42, 50, 51, 54]
[58, 63]
14 59%
C2: Cognitive [7, 19, 29, 31][44, 50] 6
[7, 19, 28, 29]
[31, 36, 38, 50]
[51, 54, 57]
11 83%
C3: Behavioural
[4, 7, 18, 19]
[28, 29, 34, 37]
[38, 51, 58, 63]
12
[4, 7, 13, 16]
[18, 19, 28, 29]
[31, 34, 37, 38]
[42, 50, 51, 54]
[57, 58, 63]
19 100%
C4: Emotional [28, 38, 44, 58][54] 5
[16, 28, 38, 44]
[58, 63] 6 80%
C5: Self-regulation
[12, 15, 19, 26]
[28, 35, 36, 42]
[44, 50, 57, 58]
[63]
13 [57] 1 8%
of papers that both targeted and evaluated each competence. The
value of this indicator for the five categories shows that behavioural,
cognitive and emotional levels were evaluated in most of the cases
where the dashboard was designed to support this competence.
However, a large percentage of dashboards that target metacogni-
tion and self-regulation were missing an evaluation. Surprisingly,
several dashboards were evaluated also on dimensions that were not
in line with the goal for which they were designed, especially on the
cognitive and behavioural level. We hypothesise that this happens
due to the availability of behavioural data extracted from trace logs
and the assessment data used to estimate learners’ performance.
Figure 1 illustrate the relation between the competence targeted
by the dashboards and the evaluation levels. It is important to
note that each paper may be represented several times, as most
of the dashboards served various goals and were also evaluated
according to multiple criteria. These results show that most of the
evaluations focused on the tool’s usability and the metacognitive
and behavioural levels. Comparatively, very little attention was
given to the effects on the cognitive, emotional and self-regulation
levels. The tool’s usability, usefulness and learners’ satisfaction
with the tool were evaluated in more than half of the analysed
papers (14/26) and changes in learners’ learning behaviour were
discussed in 17 papers. Seven papers also looked into how frequent
or how the dashboard was used. Surprising is the fact that only one
paper directly evaluated improvement in self-regulated learning
although 13 papers listed supporting self-regulated learning as
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one of their goals [30]. When it comes to the evaluation of the
metacognitive competence, the majority of the papers included in
this study aim to support awareness and reflection (20/26) [30],
yet only half of those (11) assessed whether the dashboard had
any impact on the learners’ awareness and reflection. Furthermore,
half of these papers examined whether learners can make sense
of the information displayed on the dashboard, but only 3 out of
these took a step further and questioned whether learners agreed
with the data shown to them. We identified just seven papers that
evaluated criteria from only one level, while the majority of papers
considered two evaluation levels (5 papers), three levels (7), four
levels (5) and five levels (2). None of the papers evaluated all six
evaluation levels.
3.2 Dashboard evaluation data
We classified the data used in the evaluation of the dashboards into
i) self-reported by learners, ii) tracked data that was automatically
collected by the system, and iii) assessment data (see Table 3).
Table 3: Data used in the evaluation of dashboards.
Category Data type Frequency Papers
Self-reported
Feedback survey 17
[3, 4, 12, 13, 15, 18, 26]
[28, 31, 35, 37, 38, 51]
[42, 50, 57, 58]
Interview 3 [16, 50, 63]
Focus group 2 [34, 58]
Evaluation instrument 6 [7, 16, 28, 29, 54, 57]
Tracked
Resource use 8 [18, 19, 28, 37, 38, 51][57, 63]
Learning artefacts 7 [7, 19, 28, 29, 38, 51, 63]
Dashboard use 9 [7, 13, 28, 29, 31, 44][38, 50, 57]
Assessment Grades 7 [19, 28, 31, 36, 51, 54, 57]
20 of the papers collected self-reported data in the form of sur-
veys, interviews or focus groups to assess the dashboards in most
of their aspects. Seven papers also used standardised instruments
for measuring approaches to learning (in [29]), self-regulated learn-
ing skills (in [57]), time management skills (in [57]), achievement
goal orientations (in [7, 28]), learning motivations (in [16]) and
learning power (in [54]) through validated measuring instruments
from learning sciences in order to assess the impact of the dash-
board on behaviour or affect. These instruments include the 3x2
AGQ instrument to determine students’ Achievement Goal Orien-
tations [21], the Revised Two-Factor Study Process Questionnaire
(R-SPQ-2F) to determine students’ approaches to learning [8], the
Online Self-Regulated Learning Questionnaire (OSLQ) for measur-
ing self-regulation in online and blended learning environments
[6], the Validity and Reliability of Time Management Question-
naire (VRTMQ) to evaluate how learners manage their time [1]
and the Motivated Strategies for Learning Questionnaire (MSLQ) to
establish learners’ motivations relating to the subject of the course
[48]. 14 dashboard evaluations used trace logs. These data were
automatically collected by the platform and were used for assessing
whether there had been any changes in learners’ use of resources
or the quality of their learning artefacts. For the purpose of this
work, we grouped indicators describing objects produced by learn-
ers during the learning process, e.g., discussion forum posts, as well
as the content and efficiency of their assessments under the term
“learning artefacts”, e.g. quiz question attempt, learning gains, quiz
question efficiency or success rate. Nine papers collected data that
describes the use of the dashboard itself. Assessment data was used
in seven papers to determine whether using the dashboard had
any effect on students’ performance measured through grades or
graduation rate.
Evaluation data types Evaluation levels
Figure 2: The evaluation data types in relation to the criteria
assessed in the evaluation of the dashboards. Self-reported
data (S) is illustrated with light red, tracked data (T) with red
and assessment data (A) with dark red.
Figure 2 illustrates the types of data used to operationalise the
different evaluation criteria listed in Table 1. The graph shows
that for assessing aspects on the metacognitive evaluation level, re-
searchers used only self-reported data which was collected through
feedback surveys (9 papers), interviews (3) and focus groups (2).
The effect of the dashboard on learners’ cognitive competence
was operationalised through learners’ performance. This was mea-
sured through assessment data, i.e., grades and learning gain (8
papers) and the quality of learning artefacts, i.e., discussion posts
or effectiveness scores (5 papers). Impact on behaviour was mostly
investigated by computing engagement metrics from trace log data
(14 papers). We also identified instances where researchers used sur-
veys (3 papers), interviews (2) or focus groups (2) to ask learners to
interpret data displayed on dashboards and make recommendations
of corrective actions. Other works used evaluation instruments to
measure learners’ time-management skills [57] and approaches to
learning [29]. Self-reported data were used for evaluating aspects
of the emotional level. Impact on learner motivation was measured
through self-reported data collected through surveys (2), interviews
(1), focus groups (1) and evaluation instruments (3), while the im-
pact on affect was measured in interviews (1) and by analysing the
transitions between affective states in self-reported data (1). The
tool’s usability was mostly evaluated through self-reports. These
data were collected through feedback surveys (12), interviews (3)
and focus groups (1) conducted at the end of a dashboard’s evalu-
ation phase. Only one paper [57] used the System Usability Scale
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Table 4: The dashboard evaluation criteria assessed in the 26 papers included in this literature review and the data types used
to judge each criterion.
Self-reported data Tracked data Assessment data
Feedback survey Interviews Focus group Evaluationinstruments Resources use Learning artefacts Dashboard use Grades
EV1: Metcognitive
Understanding [4, 15, 18, 28, 37][42, 50, 51] [16, 50, 63] [34] - - - - -
Agreement [37, 42] - [34] - - - - -
Impact on
awareness
and reflection
[15, 18, 37, 38, 42]
[50, 51] [16, 50] [34, 58] - - - - -
EV2: Cognitive Impact onperformance - - - - - [7, 19, 28, 29, 38] -
[19, 28, 31, 36]
[50, 51, 54, 57]
EV3: Behavioural
Impact on
behaviour [4, 18, 50] [16, 63] [34, 58] [29, 57]
[18, 19, 28, 37]
[38, 51, 57, 63]
[7, 19, 28, 29, 38]
[51, 63] - -
Usage of
the system - [63] - - - -
[13, 28, 31, 38]
[44, 50, 57] -
EV4: Emotional
Impact on
motivation [28, 38] [16] [58] [7, 16, 28] - - - -
Impact on affect [44] [63] - - - - - -
EV5: Self-regulation SRL - - - [57] - - - -
EV6: Tool usability
Satisfaction [31, 38, 50] [50] - - - - - -
Usability [3, 12, 28, 31, 38][50, 58] [50, 63] - [57] - - [28] -
Usefulness
[12, 13, 26, 28, 31]
[35, 37, 38, 42, 50]
[58]
[16, 63] [34] - - - - -
[11], a standardised tool for measuring tool usability. In one partic-
ular case, Guerra et al. [28] used logs of learners’ interactions with
the dashboard to evaluate the complexity of the interface and its
usability. Table 4 presents a detailed overview on what data was
used for operationalising the different evaluation criteria.
3.3 Learners’ evaluation of reference frames
According to the framework for designing pedagogical interven-
tions to support student use of learning analytics proposed by Wise
[64], learners need a “representative reference frame” for inter-
preting their data on a dashboard. In our previous work [30], we
identified three types of reference frames: (i) social, i.e., comparison
with peers, (ii) achievement, i.e., distance towards goals, and (iii)
progress, i.e., comparison with an earlier self. Now, we looked at
how these different frames of references were perceived by learners.
Two papers reported what reference frames students preferred.
Surveying students about their preferred features of the dashboard,
Konert et al. [35] found that most respondents liked the comparison
to other peers’ knowledge and time investment. In contrast to
that, Tabuenca et al. [57] found that students preferred personal
analytics to social analytics and teacher’s estimations. A possible
explanation for these contrasting results might be the fact that
on the PeerLA dashboard [35] learners could choose to compare
themselves against students that had similar goals to theirs.
Looking at the effects of social comparison on behaviour and
performance, Guerra et al. [28] evaluated how much the users used
the social comparison elements and discovered that those who
clicked on the social features had more activities on problems and
examples, but they did not imply any causal link. Ruiz et al. [50]
also concluded that tracking, visualising and comparing emotions
to the group helped students to increase attention or effort while
studying, improving students’ general mood. Similarly, Davis et al.
[19] presented evidence that a social comparison feedback system
that promoted learners’ awareness of their successful classmates’
behaviour lead to statistically significant increases in the course
completion rate in MOOCs.
Several papers investigated in more detail how learners perceive
different frames of reference. Davis et al. [19] reported that the bene-
fits of their feedback systemwere limited to learners who are highly
educated. Kim et al. [31] also found that the information presented
on the dashboard was perceived differently by learners depending
on their academic achievement level. Low achievers who did not
know their learning status compared to others, found the dashboard
motivating, while high achievers are already strongly motivated
and comparison with peers might not be as motivating as seeing
their achievement reported to their own set goals. Corrin et al. [17]
observed the same effect: being compared with the class average
had a positive influence on most students’ motivation, but it also
distracted half of the students from their performance goal. Once
learners saw that they were performing slightly above the average,
they would feel satisfied and not strive to reach their previously set
goal. The learners that were not motivated by the dashboard were
the ones that were above the class average or were meeting their
performance goals on the subject. Contrasting results were obtained
by Tan et al. [58]: highly-performing students were even more moti-
vated by the “healthy peer pressure” and the “informal competition”
that drove them to engage with learning in a more stimulating
way. On the other hand, learners whose performance was on the
outside (of the social network graph) or at the bottom (of the class)
felt demoralised and stressed. These students preferred when their
learning performance was contextualised criterion-based, i.e., ac-
cording to learning goals, and self-referenced, i.e., according to their
previous performance, rather than norm-referenced, i.e., according
to the performance of their peers. Similar results were also found
in [63], the comparison with averages of their peers was found
interesting, motivating and helpful by some, but also surprising,
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intimidating and stressful, especially by low performing students
that were below average.
4 DISCUSSION
Through this literature review, we build on our previous work
to further investigate the relation between learning sciences and
learning analytics. Here, we looked at how learning analytics dash-
boards for learners were evaluated and how educational concepts
borrowed from the learning sciences were taken into consideration
when evaluating these dashboards. The discussion section ends
with a summary of recommendations for dashboard design (D) and
evaluation (E) that are referenced through the whole section, e.g.,
D1, E2.
4.1 Shortcomings of dashboard evaluations
According to Park & Jo [46], a visualisation tool is meaningful
only when it generates the intended changes in the users. The
goal of the dashboard articulates these intended changes. In our
previous work [30], we classified the goals of 26 dashboards based
on the competence they aimed to affect in learners: metacognitive,
cognitive, behavioural, emotional and self-regulation. In the present
study, we looked at whether changes in these competences were
evaluated and, if yes, how.
A first insight is that less than one-third of the analysed papers
targeted the cognitive competence. Although awareness and re-
flection are the main goals for many dashboards [30], reflection
should not be seen as an end in itself, but rather as a mechanism
that can improve teaching and thus maximise learning [41]. LA
dashboards should be designed and evaluated as pedagogical tools
which catalyse changes also in the cognitive, behavioural and emo-
tional competencies, and not only on the metacognitive level (D1).
On the other hand, learners’ cognitive competence was evaluated
in almost twice as many papers as in which it was targeted as a
competence. Similarly, the behavioural level was evaluated in three-
quarters of the analysed papers, although less than half of the papers
indicated their dashboards supported behavioural changes. We can
attribute this inconsistency to the fact that learners’ “observable
behaviour” [45] is more easily extracted from log traces that are
automatically recorded by the platform in which the dashboard is
embedded rather than collecting subjective evaluations from users.
Indeed, the main source of data, in this case, was tracked data.
This finding suggests that similar to the dashboard design [30], the
evaluation is also driven by the availability of data rather than a
clear pedagogical focus (E1).
Secondly, we were surprised to find out that evaluating a dash-
board’s acceptance, usefulness and ease-of-use as perceived by
learners is central in many of the analysed papers. In almost all
cases, dashboard designers used feedback questionnaires and in-
terviews for confirmation that learners are satisfied and find the
visualisations useful. This is not surprising considering that several
authors highlighted perceived ease-of-use as a significant factor that
influences the adoption of learning analytics tools [2, 31]. Nonethe-
less, the surveys used in the evaluation of the dashboards asked
learners to rate the usability and usefulness of learning analytics
tools and the results were analysed in a quantitative manner. In
order to bring insight into what is and what is not useful for learn-
ers, surveys could include open questions or could be followed up
by interviews or focus groups. However, although we agree that
tool acceptance is essential, this should be a secondary focus of the
evaluation, and the primary focus should be whether the dashboard
brings any benefit to learners (E1).
We found very few papers that assessed whether dashboards
have any effect on the emotional competences. Learners’ positive
and negative emotions have been shown to have a big influence
on online learning behaviour [59] and certain features of learning
analytics dashboards can lead to feelings of disappointment, intimi-
dation or stress [58, 63]. We hypothesise that evaluating changes in
learners’ affect and motivation when using dashboards would lead
to more effective and accommodating dashboards, contributing to
solving the low uptake problem [39] (E1).
Another observation relates to the evaluation of changes on
the metacognitive level. Half of the papers we analysed requested
feedback from learners to assess if learners understood the data
displayed on the dashboard or if the dashboard increased their
awareness and offered any support for reflection. Supporting the
efforts of the community in evaluating the effects of learning analyt-
ics tools, Scheffel et al. [52] devised a learning analytics evaluation
framework (EFLA) that measures aspects of the metacognitive com-
petence: understanding of data, awareness, reflection and impact
on the learner, through an 8-item questionnaire. In remarkably
few cases, designers asked learners whether they agree or disagree
with the information presented on the dashboard. Considering that
building trust and confidence in learning analytics tools is a major
concern for learning analytics [27], assessing the accuracy of the
information presented on dashboards from the learner’s point of
view, however, should be a priority when it comes to evaluating
learning analytics dashboards (E2).
Finally, a considerable number of papers evaluated the dash-
boards on more than one level and using data frommultiple sources.
Several of these dashboard studies performed ingenious evalua-
tions using different types of data. For example, Muldner et al. [44]
explored the interplay between usage of the tool and impact on
affect, while [63] used interviews and data about the resource use
and learning artefacts to identify differences between intended
behaviour and actual behaviour. Loboda et al. [38] analysed corre-
lations between access to material through the dashboard and final
grades, while the tool usage data was used to evaluate whether
accessing and using the tool had any effect on learners’ perfor-
mance. Hatala et al. [29] and Beheshitha et al. [7] investigated the
usage of learning dashboards in relation to the quantity and quality
of the discussion posts while considering learners’ self-reported
approaches to learning and achievement goal orientation. These
examples showcase diverse approaches to evaluating the impact
of dashboards on learners and the possibilities collected data can
create for analyses. Therefore, in order to reliably evaluate LA tools,
we recommend that researchers validate subjective tool evaluations
from learners, e.g., from feedback surveys, interviews and focus
groups, with objective data extracted from trace logs and assess-
ment data in order to answer the question whether the dashboard
effect perceived by learners can also be observed in their interaction
with the online learning environment and whether the learning
outcomes have improved (E3).
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4.2 Educational concepts used in dashboard
evaluation
We identified seven papers that take into account theories both
in the design and the evaluation of the dashboards. The theories
and concepts considered in the evaluation of the dashboard are
self-regulated learning (1 paper), achievement goal orientation (2),
social comparison (2), deep and surface approaches to learning (1)
and learning power (1).
In our previous work, we showed that self-regulated learning is
the most common educational concept used in the design of learn-
ing analytics dashboards and many dashboards are built with the
goal of supporting self-regulated learning [30]. However, only one
of the analysed papers evaluated improvement in self-regulated
skills. Tabuenca et al. [57] used a dedicated evaluation instrument to
measure the level of SRL skill several times throughout the course.
Other papers evaluated specific SRL skills: help-seeking behaviour
in [18] and the ability to plan new or amend study strategies in
[16]. As the dashboards that relied on self-regulated learning the-
ories focused more on supporting the self-evaluation step, rather
than the planning or monitoring, the dashboards were usually eval-
uated by asking learners if they found the visualisations of the
dashboards helpful in supporting awareness and reflection. This
analysis was occasionally complemented by exploring trace logs
to identify changes in behaviour or improvements in final grades.
Similarly, the influence of social comparison, achievement goal
orientation and approaches to learning were studied either through
learner surveys or by checking for changes in behaviour and perfor-
mance. However, since all papers included in this review considered
educational concepts borrowed from learning sciences or psychol-
ogy in their designs, we expected more papers to take them into
account also in the evaluation phase, especially in interpreting the
results (E4).
4.3 Evaluation of reference frames
Comparison with peers was the most common reference frame
implemented in dashboards in order to offer learners an anchor
point for self-evaluation [30]. Comparison with peers was usually
used to motivate students to work harder and increase their engage-
ment, sometimes by “inducing a feeling of being connected with
and supported by their peers” [60]. Among the concepts mentioned
by the analysed papers, there were only two theories that would
justify the use of comparison with peers: social comparison theory
and achievement goal orientation theory. Social comparison [23]
states that we establish our self-worth by comparing ourselves to
others when there are no objective means of comparison, while
achievement goal orientation theory distinguishes between the
different motivations why one engages in an achievement task [21].
Learners who are motivated by mastery goals focus on acquiring
knowledge and mastering the tasks, while learners who have per-
formance goals are motivated when demonstrating their ability and
measuring their skill in comparison to others. However, few papers
motivated the use of comparison with peers.
As we looked into how learners perceived their comparison with
peers, we have found contrasting results. While some authors ar-
gue that top-achieving students were motivated by seeing their
success in comparison to others, other authors found evidence
that being at the top of the class obscured learners’ initial learning
goals. At the same time, comparison with peers has been shown to
bring feelings of distress, demotivation and disappointment, espe-
cially in low-performing students. Individual differences between
learners, like the ones described through the achievement goal ori-
entation theory, could explain these contrasting results. Beheshitha
et al. [7] have indeed presented initial results that after controlling
for achievement goals, some learning analytics visualisations had
positive and some had negative effects on students’ quantity and
quality of discussion posts evaluated through discourse features.
However, further research has to be invested into understanding
and explaining learners’ different responses to different reference
frames, particularly the often-present comparison with peers (D3).
These results show that dashboard evaluations rarely consider
concepts from learning sciences. Even more importantly, these
concepts are not consulted in order to explain different learning
behaviours, or reactions of learners when using the dashboards
(D4). Furthermore, we encountered a low number of validated in-
struments that were used to assess either the learners’ skills or the
tools, suggesting a lack of consistency across the field regarding
how learning analytics systems are evaluated. Our findings imply
that overlooking learning sciences research when designing and
evaluating learning analytics dashboards can result in inadequate
tools that are quickly dismissed by learners (E5). Linking the fields
of learning analytics and learning sciences could bring valuable
additions in terms of how evaluation is conducted and how the
effects of dashboards are measured, bringing learning dashboards
closer to wide-spread adoption.
4.4 Recommendations for dashboard design
and evaluation
We have compiled a set of recommendations for the design (D) and
evaluation (E) of learning analytics dashboards for learners that
summarise the insights gathered through our literature reviews
published in this work as well as in Jivet et al. [30]. Our insights
complement the open issues of learning dashboard research iden-
tified by Schwendimann et al. [53] and the recommendations for
practice and future research outlined by Bodily & Verbert [9], of-
fering suggestions for integrating learning sciences research into
the development of learning analytics tools.
D1 LA dashboards should be designed as pedagogical tools that
enhance awareness and reflection as a means to catalyse
changes in the cognitive, behavioural and emotional compe-
tences.
D2 Educational concepts from learning sciences should be used
to motivate design decisions.
D3 Comparison with peers should be used cautiously.
D4 Do not assume the dashboard will have the same effect on all
its users, but rather seek to determine which group of learn-
ers benefit the most and how to customise the dashboard to
provide the same support to all its users.
D5 The dashboard should be seamlessly integrated into the on-
line learning environment and into the usual learning activi-
ties of the learner.
E1 Dashboard evaluation should focus (primarily) on whether
its goals are fulfilled, (secondarily) on the impact on learners’
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affect and motivation, and (finally) on the usability of the
tool.
E2 The evaluation of a tool’s usability and usefulness should
not be limited to whether users find the tool usable and use-
ful, but in order to build trust and confidence in learning
analytics tools, it should also assess whether learners under-
stand the data, how much they agree with it and how they
interpret it.
E3 Dashboard evaluation should use data triangulation to vali-
date its effects with self-reported data, tracked data as well
as assessment data.
E4 The evaluation should include an assessment of the design
features that rely on educational concepts.
E5 Validated measurement instruments should be used to assess
if the dashboard had any impact on the learner or if learner
characteristics as measured through these instruments play
a role in how learners perceive the dashboard and how they
respond to it.
5 CONCLUSION
Throughout this literature review, we looked at the use of educa-
tional concepts in learning analytics dashboards for learners. As
we put particular focus on the evaluation of these dashboards, we
have observed that there is a strong mismatch between the goal of
the dashboard and its evaluation. The majority of dashboards aim
to support the metacognitive level and a very low number seeks to
support learners cognitively or emotionally. However, most dash-
board evaluations focus on assessing the tool’s usability and the
impact on the behavioural competence. The effects on the cogni-
tive and emotional levels received very little attention overall. This
finding strengthens our conclusion from the previous study that
the development of learning analytics dashboards is still driven by
the need to leverage the learning data available, rather than a clear
pedagogical focus of improving and supporting learning.
Secondly, the preponderance of self-reported data among the
types of data collected for dashboard evaluation suggests that the
potential of leveraging the “analytics” was not used as much in
the evaluation as in the design and implementation of dashboards.
Tool acceptance and usefulness as perceived by learners are indeed
important factors that influence the adoption of learning analyt-
ics tools. However, complementing the feedback gathered through
self-reports with insights gained from exploring the learning data
collected from trace logs will provide more credibility to the re-
sults, ensuring both researchers and practitioners of the benefit for
learning brought by learning analytics dashboards.
Finally, through our analyses, we identified a gap between learn-
ing sciences and learning analytics. We propose three approaches
for using research from learning sciences in developing and eval-
uating learning analytics dashboards. Firstly, learning analytics
researchers can support decisions related to the dashboard design
through educational concepts. Additionally, they can use existing
validated measurement instruments for assessing whether the tools
support learners’ competences. Finally, learning theories and other
concepts can be used as a lens for understanding contrasting results
when evaluating learners’ responses to using learning analytics
dashboards.
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