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We present a theoretical study of the wave packet dynamics of the H+2 molecular ion in plasmon-
enhanced laser fields. Such fields may be produced, for instance, when metallic nano-structures are
illuminated by a laser pulse of moderated intensity. Their main property is that they vary in space
on nanometer scales. We demonstrate that the spatial inhomogeneous character of these plasmonic
fields leads to an enhancement of electron localization, an instrumental phenomenon that controls
molecular fragmentation. We suggest that the charge-imbalance induced by the surface-plasmon
resonance near the metallic nano-structures is the origin of the increase in the electron localization.
PACS numbers: 42.65.Ky, 78.67.Bf, 32.80Ee
I. INTRODUCTION
Studies of atomic and molecular quantum dynamics
are in the center of interests of contemporary atomic,
molecular and optical physics. There are various ways
to induce such dynamics, but a very distinct one is
to expose the atomic/molecular systems to an intense
and coherent electromagnetic radiation. As a conse-
quence of this coupling, new and diverse phenomena oc-
cur. Amongst the plethora of processes which take place,
the two most prominent ones are the high-order har-
monic generation (HHG) and the above-threshold ion-
ization (ATI). They both lie at the core of the so-called
attosecond physics [1, 2]. The quasi-classical picture of
these two phenomena relies on the so-called three-step or
simple man’s model [3, 4]. Briefly, this approach can be
summarized listing the subsequent steps: (i) tunnel ion-
ization due to the intense and low frequency laser field;
(ii) acceleration of the free electron by the laser electric
field, and (iii) re-collision with the parent ion after the
temporally oscillating laser electric field reverses the di-
rection of the electronic motion. In HHG the electron
recombines with the remaining ion-core and the excess
of energy is converted into a high energy photon [2].
On the other hand, if the electron is re-scattered by the
atomic potential, it gains even more kinetic energy and
contributes to the high energy parts of the ATI spec-
trum [5].
Commonly, the laser ionization process is understood
by invoking the quasi-static tunnel ionization picture. In
this approach in every time (short) interval the laser elec-
tric field is considered as a static electric field. This
assumption is valid for low photon frequencies – long
wavelengths, and the atomic or molecular electron is con-
sidered to quickly tunnel out through the barrier cre-
ated by the combined potentials of the laser electric field
and the attractive Coulomb atomic/molecular potential.
The main consequence of this description is that the ion-
ization rate presents a maximum whenever the barrier
becomes the thinnest, which correlates with the electric
field maxima. This prediction appears to be also valid in
the so-called non-adiabatic tunnel ionization, i.e. when
the laser electric field is considered to change signifi-
cantly, while the electron is escaping from the attrac-
tive potential of the atomic or molecular core. For these
cases the ionization rate exhibits a single maximum dur-
ing each half-cycle of the laser electric field oscillation [6].
When molecules are used as driven media, the above
cited assumptions should be revised, considering that
there can be multiple bursts of ionization within a half-
cycle of the laser electric field [7, 8]. By using differ-
ent numerical models and simulations, it was confirmed
that these bursts are related to the effect of transient
electron localization (EL) at one of the heavy nuclei of
the molecule on a sub-fs time scale [9–11]. Generally,
a sub-cycle oscillation of the electron density occurs af-
ter the molecular ion has been stretched to intermedi-
ate internuclear distances, and it is due to a trapping
of the electron population in a pair of so-called charge-
resonance (CR) states [12, 13]. For the case of a simple
H2
+ molecular ion, they are the energetically lowest σg
and σu states. It is likely, however, that both the multi-
ple ionization bursts, and the CR appear in other more
complex molecules as well. In addition, EL appears to
be the responsible of the strongly enhanced ionization
rate, observed for stretched molecules beyond its equilib-
rium internuclear separation [14], and, moreover, it was
shown EL can be manipulated, joint with the control
of photoabsorption/photodissociation, by using different
alignment techniques (see e.g. [15]).
In the theoretical modeling of conventional strong
laser-matter interaction, the main assumption is that
both the laser electric field (E(r, t)) and its vector poten-
tial associated (A(r, t)) are spatially homogeneous in the
region where the electron develops its motion and only
their time dependence is considered, i.e. E(r, t) = E(t)
and A(r, t) = A(t). This is a legitimate assumption since
the fields change at most on the scale of the wavelength
2(800 − 3000 nm), while the typical size of a laser focus
is between several tens to a couple of hundreds microns
(10−6 m). These scales have to be compared with the
size of the electronic ground states (say of the order of
Angstroms (10−10 m)), and the size of the typical elec-
tron excursions, estimated classically using α = E0/ω
2
0;
even these sizes remain sub-wavelength and do not reach
more than tens of nm (10−9 m) for longer wavelengths
and higher laser intensities (note that α ∝ λ20, where
λ0 is the wavelength of the driven laser and E0 =
√
I
where I is the laser intensity) [2]. On the contrary, the
fields generated using surface plasmons are spatially de-
pendent on a nanometer scale. By exploiting the sur-
face plasmon resonance (SPR), locally enhanced electric
field can be induced around gold bow-tie nano-antennas.
The enhanced field boosts up the low incoming laser in-
tensity, specified in the 1011 W cm−2 range, by more
than 30 dB, which becomes then strong enough to ex-
ceed the threshold laser intensity for HHG generation in
noble gases [16]. The pulse repetition rate, typically in
the MHz domain, remains unaltered without any extra
pumping or cavity attachment; this is one of the main
advantages of this setup. From a theoretical viewpoint,
plasmonic fields open a wide range of possibilities to en-
hance and/or shape spectral and spatial properties of the
incoming fields [17–20]. A peculiar property of this plas-
monic fields is that the enhanced laser electric field is
not spatially homogeneous, on the scales and in regions
of comparable dimensions with the size of the electronic
excursion α, where the electron dynamics takes place.
Consequently, significant changes in the laser-matter pro-
cesses arise.
There has been a remarkable theoretical activity on
this subject recently [21–53]. In most of the contribu-
tions, however, only the HHG and ATI processes in atoms
were studied and analyzed exclusively. Only recently in-
vestigations of HHG in simple molecules, H+2 , driven by
plasmonic fields were presented [54, 55]. In the present
paper we focus on the question to what extent plasmonic
fields could configure a novel and reliable tool to con-
trol molecular dynamics, and in particular the electron
localization (EL). As mentioned above, these fields are
spatially inhomogeneous and thus they offer to our dis-
posal a new degree of control, which could help us to
obtain an even more precise manipulation of the electron
and molecular dynamics at a sub-cycle time scale.
Our article is organized as follows. In Sec. II, we de-
scribe the methods, including here a brief description
about the set up that could be utilized for the genera-
tion of plasmonic enhanced fields and its main character-
istics. Once we have defined our theoretical model and
observables of interest, we then analyze them and discuss
their properties and implications in Sec. III. Finally, in
Sec. IV, we end the paper with conclusions and a brief
outlook.
II. METHODOLOGY
A. Field-enhancement by the nano-structure
A typical set up including both the metal bow-tie nano-
antenna and the driven H+2 molecule is shown in Fig. 1
(for more details about the fabrication see e.g. [16]). The
metal nano-structure takes the form of two triangular-
shaped pads made of gold with a gap between their
apexes (top panel). A planar substrate with a dielec-
tric constant ǫs = 2.0 supports them. In the diagram, h
is the height, t is the thickness of the metal and g defines
the gap between the tips. In the present simulations, we
use h = 100 nm, t = 40 nm and g = 20 nm. We note that
the chosen geometry parameters of the nano-antennae do
not correspond to an optimum field-enhancement, i.e. the
nano-antenna is not fully resonant with the laser wave-
length, set at λ = 800 for the finite-difference time-
domain (FDTD) simulations (see e.g. [23]), but these
values are found to be sufficient to understand the un-
derlying physics of the wave packet dynamics of the H+2
molecular ion near the metallic nano-structure. In order
to mimic more realistic situations, the curvature radii of
the tips are set to be 4 nm. The spatial profile of the
field-enhancement around the bow-tie is determined us-
ing the MEEP code [56], that is based on the FDTD
approach. The field-enhancement in the gap along the
z-axis is shown in the bottom panel of Fig. 1, where the
spatial profile is normalized to the intensity enhancement
at the center (z = 0). We observe that the laser electric
field peak amplitude is enhanced roughly by a factor of
2.5 near the metal tips compared with the center value,
corresponding to a 4 dB of increase in the laser intensity.
B. Numerical solution of time-dependent
Schro¨dinger equation (TDSE) for the H+2 molecule
The numerical solution of the TDSE for the interaction
of a linearly polarized laser field with a H+2 molecule, in
reduced dimensions, is considered as,
i
d
dt
Ψ(z,R, t) = [−1
2
∂2
∂z2
− 1
2µp
∂2
∂R2
+ Ve(z,R) + Vn(R) + VL(z, t)]Ψ(z,R, t).
(1)
where µp = mp/2 is the reduced-mass of the two nu-
clei. Here, the potentials Ve(z,R) and Vn(R) are the
electron-nuclei attraction and nucleus-nucleus repulsion
terms, respectively. The explicit forms of these potentials
in reduced dimensions are given below [57]:
Ve(z,R) = − a√
(z +R/2)2 + b(R)
− a√
(z −R/2)2 + b(R) ,
(2)
and
Vn(R) =
1
R
. (3)
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FIG. 1: (color online) Top: Typical geometry parameters
of the bow-tie shaped gold nano-antennae considered in our
study. Here, we take h = 100 nm, t = 40 nm and g = 20 nm.
The curvature radii of the tips are taken as 4 nm. The bond
distance R of the H+2 molecule is visually exaggerated for clar-
ity. Bottom: The spatial profile of the field-enhancement in
the gap, along z-axis, obtained from FDTD simulations. Cir-
cles are the actual enhancement determined by FDTD and
solid line is a polynomial fitting, as described in the text.
Note that, the laser electric field peak amplitude is enhanced
roughly by a factor of 2.5 near the metals compared with the
center value, corresponding to a 4 dB of increase in the laser
intensity.
In Eq. (2) a = 0.251 is a scaling parameter and b(R)
is a function introduced to exactly reproduce the 3D po-
tential energy curve of the 1σg state of the H
+
2 molecule.
The laser-molecule interaction term VL(z, t) in the dipole
approximation can be written as:
VL(z, t) = −zE(z, t)
= −zE(t)[1 + sκ(z)]. (4)
where it is assumed that the laser electric field E(z, t) is
now function explicitly of both time and space. In Eq. (4)
κ(z) = Σiciz
i is a polynomial series that represents the
functional form of the plasmonic field, determined by fit-
ting it to the data obtained from FDTD simulations (see
Fig. 1, bottom panel) and s is a switch function taking
values s = 0, 1. s is used to turn the field inhomogeneity
on or off, as discussed later. Note that the inter-nuclear
axis of the H+2 molecule is placed as to coincide with
the axis passing through the edges of the nano-structure
element (see Fig. 1, top panel).
The field-free form of Eq. (1),
[
−1
2
∂2
∂z2
− 1
2µp
∂2
∂R2
+ Ve(z,R) + Vn(R)
]
Ψ(z,R)
= EΨ(z,R).
(5)
is numerically solved based on the Born-Oppenheimer
(BO) approximation. When we apply the BO approxi-
mation to Eq. (5), its solution is expressed as follows:
Ψ(z,R, t = 0) = φe(z,R)ψn(R) (6)
where φe(z,R) is a set of electronic wavefunctions for
fixed values of R and ψn(R) is the nuclear wave func-
tion. Both φe(z,R) and ψn(R) are calculated from the
eigenvalue equations:
[
−1
2
∂2
∂z2
+ Ve(z,R)
]
φ(z,R, t) = Ee(R)φ(z,R, t), (7)
and
[
− 1
2µp
∂2
∂R2
+ Ee(R) + Vn(R)
]
ψ(R) = Eψ(R), (8)
respectively.
The field-free solutions of Eq. (7) and (8) for H+2 give
an equilibrium bond distance R = 2.0 a.u. The ionization
potential Ip at the equilibrium 1σg state is found to be
|Ee(R = 2.0)| = 30.0 eV, i.e. the actual value Ip of the
H+2 molecule is indeed reproduced.
The time-dependent part of the electric field in Eq. (4)
is taken as E(t) = E0f(t) cos(ω0t). E0 and ω0 are the
peak amplitude [E0 (a.u.) =
√
I/I0 and I0 = 35.1 PW
cm−2] and the frequency of the driving laser electric field,
respectively. f(t) is a flat-top, 10-cycles long pulse enve-
lope with half-cycle ramp up/down (total time duration
27 fs). During the simulations both the electronic and
nuclear wave functions are multiplied by mask functions
of the form cos1/8 in each time step in order to avoid
spurious reflections at the boundaries [58].
By using the time-dependent wave-function Ψ(z,R, t)
of Eq. (1) it is then possible to compute a set of physical
quantities of interest, namely:
(i) the time-dependent norm N(t)
N(t) =
∫ ∞
0
dR
∫ ∞
−∞
dz|Ψ(z,R, t)|2, (9)
(ii) the ionization probability Pion(t),
Pion(t) = 1−N(t), (10)
(iii) the dissociation channels through upper P+(t) or
lower P−(t) nuclei
P±(t) =
∫ ∞
Rc
dR
∫ ±zc
0
dz|Ψ(z,R, t)|2, (11)
4(iv) the dissociation probability Pdissoc(t)
Pdissoc(t) = P+(t) + P−(t), (12)
and (v) the asymmetry parameter A(t)
A(t) = P+(t)− P−(t). (13)
The integration limits in Eq. (11) Rc and zc are taken as
10 a.u. The asymmetry parameter A(t) determines the
degree of localization in either of the heavy nuclei upon
dissociation. Here, A(t) > 0 or A(t) < 0 refer to a high
degree of localization on the upper or the lower nuclei,
respectively. For A(t) = 0, the dissociative wave-packet
is evenly distributed over both nuclei or no dissociation
occur at all.
Finally, the time-dependent expectation value of the
internuclear distance R(t) is calculated by the following
expression:
〈R(t)〉 = 1
N(t)
∫ ∞
0
RdR
∫ ∞
−∞
dz|Ψ(z,R, t)|2. (14)
This quantity allows us to monitor the time dynamics of
the molecular dissociation.
III. RESULTS
In this section, we explore the influence of the spatial
inhomogeneous character of the plasmonic field on the
dissociation/ionization dynamics of H+2 molecular ion by
comparing results for both conventional and spatial inho-
mogeneous fields. As stated otherwise, we consider that
the centroid of H+2 coincides with the center of the gap
of the metallic nano-structure, as shown in Fig. 1, and
the molecule is initially in the ground electronic 1σg and
vibrational v = 0 states.
Here, one can think the field spatial inhomogeneity as
a potential landscape whose strength is enhanced as we
move away from the gap center to the metallic surfaces
(see Fig. 1). In contrast, an homogeneous field is in-
dependent of space, thus, constant in the region where
the electron dynamics take place. In other words, the
plasmonic character of the laser electric field is effective
when the wave-packet is released from the bound state
and spread across distant regions. Accordingly, there is
a strong correlation between the ionization rate and the
degree of field spatial inhomogeneity. On the other hand,
since opposing charges are confined in opposing sides of
the nano-structure due to SPR [16], freed electrons of
target atoms/molecules would experience diverse (repul-
sive or attractive) forces depending on the direction of
wave-packet’s propagation.
Figures 2(a)-2(g) show time-dependent wave packet
properties of the H+2 molecular ion in a laser field with
and without a spatial inhomogeneous character (s = 0
and s = 1, respectively). The laser intensity and the
wavelength of the laser field are fixed at I = 300 TW/cm2
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FIG. 2: (color online) (a) Temporal variation of R, i.e. 〈R(t)〉,
(b) ionization probability and (c) dissociation probability of
the H+2 for s = 0 and s = 1 (see Eq. (4) for more details).
(Center) Time dependence of R-resolved probability distribu-
tion |Ψ(R, t)|2 of H+2 for s = 0 (left) and s = 1 (right). (f)
and (g) show the snapshots of the wave-packet distributions
of s = 0 and s = 1, when the wave-packet is relaxed for a
sufficient amount of time after the pulse ends. The laser in-
tensity is I = 300 TW cm−2 and λ = 800 nm. The pulse
comprises 10 total cycles (27 fs) and we use a flat-top pulse
envelope with half-cycle ramp up/down.
(3× 1014 W/cm2) and λ = 800 nm, respectively. Firstly,
in Fig. 2(a) we show the time-dependent variation of
R, i.e. 〈R(t)〉. Since, the laser field is switched off at
t = 27 fs, it is clear that the plasmonic-laser field is ef-
fective when the wave-packet begins to relax resulting in
a slightly higher bond elongation. It is also evident from
Fig. 2(b) that the field inhomogeneity emerges when ion-
ization reaches a certain level (again almost immediately
after the pulse is over), which is Pion ∼ 10−2. In addition,
the ionization probability increases roughly by a factor
of two after reaching a, sort of, limiting value. However,
5as shown in Fig. 2(c), the dissociation probability is only
slightly lower for s = 1 (inhomogeneous) than for s = 0
(homogeneous), suggesting a more direct electron ioniza-
tion channel.
Figures 2(d)-2(e) show the time-variation of the nu-
clear probability density for s = 0 and s = 1, respec-
tively. In the bound region (i.e. for R < 10 a.u.), s = 0
and s = 1 have similar profiles, however the dissociation
region (i.e. when R > 10 a.u.) is slightly more occupied
in the case of s = 0, consistent with Fig. 2(c).
Finally, Figs. 2(f)-2(g) show the electron-nuclear co-
ordinate maps when the wave-packets are relaxed for a
sufficient amount of time after the pulse is turned-off.
Comparing with the homogeneous case, and in the dis-
sociation region, in particular for R > 14 a.u., the wave-
packet is much more localized on both nuclei for the case
of the plasmonic field. This is a significant outcome show-
ing the control the plasmonic character of the field has
on EL. In order to quantify this last asseveration, using
Eq. (13), we find that, after the wave-packet is relaxed,
the asymmetry parameter is A = −7.2× 10−4 for s = 0
and A = 1.3× 10−2 for s = 1. Thus the asymmetry (lo-
calization) for the case of the plasmonic field is roughly
20 times larger than the conventional case.
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FIG. 3: (color online) Variation of the asymmetry parameter
(A = P+ − P−) parameter of H
+
2 as a function of plasmonic
field-intensity for s = 0 and s = 1 (see Eq. (4) for details).
A values are calculated after pulse is turned-off and then the
system is left to relax for a sufficient amount of time. We
have performed calculations for two different wavelengths; (a)
λ = 800 nm and (b) λ = 1600 nm. Insets show the absolute
asymmetry parameter enhancement, i.e. the absolute ratio
between A of s = 1 and s = 0, in the region I = 100 −
300 TW/cm2. The temporal and spatial profile of the laser
electric field is the same as in Fig. 1.
The intensity dependence of the relaxed asymmetry
parameter A of wave packet dissociation at λ = 800 and
1600 nm is shown in Fig. 3. For s = 0, A is enhanced in
the intensity region 100− 300 TW/cm2 for both λ = 800
and 1600 nm. For weak fields, A is nearly zero due to the
low wave packet dissociation rates. For strong intensities,
however, direct wave packet ionization may occur, which
also reduces dissociation. Thus, there is an intermediate
intensity region (100−300 TW/cm2 in our case) such that
dissociation reaches a maximum, so is the asymmetry
parameter A. On the other hand, comparing with that of
λ = 800 nm, A is lower in the intermediate region (100−
300 TW/cm2) for λ = 1600 nm. This is attributed to
faster vibrational motions induced by longer wavelengths,
causing an increase in the wave packet ionization. When
the molecule is placed in a plasmon-enhanced laser field
(s = 1), the asymmetry parameter A is nearly zero in the
weak and strong intensity regions, similar to the case of
s = 0. On the other hand, in the intermediate intensity
region, A is dramatically enhanced for both λ = 800 and
1600 nm. In numbers, for plasmonic fields at ∼ I = 200−
300 TW/cm2 the asymmetry parameterA is enhanced by
a factor of 5 ∼ 20 compared with the conventional case
for both λ = 800 nm (see Fig. 3(a)) and λ = 1600 nm
(see Fig. 3(b)).
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FIG. 4: (color online) Top: An illustration showing the gap
center of the nano-structure element, molecular center (cen-
troid) of H+2 and offset with respect to the gap center. Full
circles illustrates the positions of the nuclei. (a) ionization
probability, (b) dissociation probability and (c) asymmetry
parameter, A = P+ −P−, as a function of the centroid offset.
Pion, Pdissoc and A are calculated after pulse is turned-off and
then the system is left to relax for a sufficient amount of time.
The laser field parameters are the same as in Fig. 2.
We argue that a charge-imbalance, in the nano-gap re-
gion, induced by the plasmonic field is the responsible for
the dramatic enhancement in the asymmetry parameter
A. So far, we assume that the centroid of the molecule
and gap center coincides, but in a real experiment we
could have molecules randomly distributed in the nano-
gap region. Thus one could ask, what happens if we
displace the molecule from the gap center to the left or
right regions along the z-axis, where positive or negative
6charges dominate? In order to gain further understand-
ing in the control of dissociation asymmetry by the plas-
monic field, we simulate the wave packet dynamics of H+2
molecule by displacing its centroid coordinates along the
z-axis of the nano-structure, as illustrated in Fig. 4 (top).
In a region where positive or negative charges dominate,
the wave packet might be steered further by attractive
or repulsive forces (towards or away from the metallic
surface), respectively.
Figures 4(a)-4(c) show the ionization (Fig. 4(a)) and
dissociation probabilities (Fig. 4(a)) and the asymmetry
parameter A (Fig. 4(c)) as a function of centroid offset
with respect to the gap center. Our results show that
there is a clear and strong interplay between ionization,
dissociation and the resulting asymmetry parameter A.
The asymmetry in ionization probability is clearly vis-
ible in Fig. 4(a). In the negative offset region, a steep
increase in Pion within −40 < offset < 0 is observed and
full ionization occurs beyond this point. In the positive
offset region, on the other hand, Pion increases gradually.
These results suggest that for the negative offset region
the ionized wave packet is pulled towards the metallic
surfaces, while in the positive region is pulled backwards,
thus suppressing ionization as much as possible. After a
certain point, however, the excursion of the wave packet
reaches the metallic surface causing electron absorptions
by the metallic surfaces [30, 59].
Wavepacket’s dissociation probability Pdissoc, on the
contrary, reaches a maximum for zero offset and grad-
ually diminishes in both regions due to the increase of
Pion. The dissociation asymmetry parameter A is larger
in the gap center region and maximum, in amplitude,
when the offset is ≈ −10 a.u. Positive values of A in
the positive offset region and negative values of A in the
negative offset region is evident due to an unevenly distri-
bution of charges in the nano-structure region. In other
words, positive offset is causing EL in the upper nuclei,
while the negative offset in the lower one, respectively.
IV. CONCLUSIONS AND OUTLOOK
We have studied electron localization (EL) in H+2
molecules driven by intense plasmonic fields. These fields
are not spatially homogeneous in the region where the
electron wave packet dynamics takes place and, as a con-
sequence, are thus able to modify substantially the ob-
servables. To illustrate this fact we have solved the TDSE
in reduced dimensions, including both the electron and
nuclear dynamics. This model was proven to be suitable
for the computation of both electron and nuclear related
quantities.
We have shown that the spatial inhomogeneous char-
acter of the laser electric field allows us to enhance the
localization of the electron in one of the two heavy ions
and given physical grounds for this behavior. This en-
hancement can be modified, for instance, by engineering
the geometry of the metal nano-structure.
Furthermore, with our model we can monitor the disso-
ciation dynamics of the H+2 molecule as a function of the
position with respect to the center of the gap between
the bow-ties. This analysis is instrumental in order to
perform realistic predictions.
The utilization of plasmonic fields could open the path-
way to perform control of the EL and molecular dissoci-
ation at a more advanced level.
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