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Tato bakalářská práce se zabývá podporou automatické vektorizace kódu v kompilačním
frameworku LLVM a rozšířením modelu procesoru Codix o SIMD instrukce. Výsledkem je
schopnost LLVM vytvářet reporty o proběhlém procesu autovektorizace a možnost využívat
speciálních direktiv pragma pro dodání dodatečných informací pro optimalizace programů.
Rovněž je představen a implementován způsob dodávání informací o architekturách proce-
sorů vytvořených pomocí vývojového prostředí Codasip Framework, potřebných pro efek-
tivnější vektorizaci. Nakonec je pro procesor Codix vybrána a následně do modelu přidána
sada celočíselných vektorových instrukcí a souvisejících nových registrů.
Abstract
This bachelor thesis deals with support of automatic vectorization of code in the LLVM
compilation framework and with extension of Codix processor model of SIMD instructi-
ons. As a result, LLVM is able to create reports about the process of auto-vectorization
and it is possible to use special pragma directives to provide the compiler with additional
information for optimizations of programs. Also a way of providing information about archi-
tectures of processors created using development environment Codasip Framework, needed
for more effective vectorization, is introduced and implemented. Finally a set of integer
vector instructions and related new registers for Codix is chosen and added to the model.
Klíčová slova
SIMD, LLVM, Codix, CodAL, autovektorizace
Keywords
SIMD, LLVM, Codix, CodAL, Auto-Vectorization
Citace
Pavel Šnobl: Podpora SIMD instrukcí v překladači LLVM, bakalářská práce, Brno, FIT
VUT v Brně, 2014
Podpora SIMD instrukcí v překladači LLVM
Prohlášení
Prohlašuji, že jsem tuto bakalářskou práci vypracoval samostatně pod vedením pana Ing.
Karla Masaříka, Ph.D. Uvedl jsem všechny zdroje, ze kterých jsem čerpal.




Tímto bych chtěl poděkovat panu Ing. Karlu Masaříkovi, Ph.D. za vedení této práce a panu
Ing. Adamu Husárovi za odbornou pomoc a cenné rady při jejím řešení.
c© Pavel Šnobl, 2014.
Tato práce vznikla jako školní dílo na Vysokém učení technickém v Brně, Fakultě informa-
čních technologií. Práce je chráněna autorským zákonem a její užití bez udělení oprávnění
autorem je nezákonné, s výjimkou zákonem definovaných případů.
Obsah
1 Úvod 3
2 Použité nástroje a technologie 5
2.1 SIMD instrukce . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Kompilační framework LLVM . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2.1 LLVM Intermediate Representation . . . . . . . . . . . . . . . . . . 7
2.2.2 Automatická vektorizace kódu . . . . . . . . . . . . . . . . . . . . . 8
2.2.3 Cenový model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 Jazyk CodAL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.1 Codasip Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.4 Procesor Codix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3 Reporty o autovektorizaci 14
3.1 Ladicí výpisy a vektorizační diagnostiky . . . . . . . . . . . . . . . . . . . . 14
3.2 Implementace reportů . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2.1 Třída VectorReport . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2.2 Vektorizace smyček . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2.3 Vektorizace funkcí a základních bloků . . . . . . . . . . . . . . . . . 18
3.3 Testování . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.3.1 Regresní testy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4 Dodatečné informace pro optimalizátor 21
4.1 Parametry příkazové řádky a direktivy pragma . . . . . . . . . . . . . . . . 21
4.2 Implementace direktiv pragma . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.3 Testování . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
5 Informace o cílové architektuře 28
5.1 Target Transformation Info . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
5.2 Zpracování informací o architektuře . . . . . . . . . . . . . . . . . . . . . . 29
5.3 Testování . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
6 Instrukční rozšíření modelu procesoru Codix 31
6.1 Volba instrukcí . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
6.2 Implementace instrukcí . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
6.3 Testování . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
7 Závěr 35
A Obsah CD 37
1
B Manuál 38
C Informace o cílové architektuře 39
C.1 Obecné informace o architektuře . . . . . . . . . . . . . . . . . . . . . . . . 39
C.2 Informace o cenách instrukcí . . . . . . . . . . . . . . . . . . . . . . . . . . 40
C.2.1 Binární a bitové operace . . . . . . . . . . . . . . . . . . . . . . . . . 40
C.2.2 Vektorové operace . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
C.2.3 Operace pro práci s pamětí . . . . . . . . . . . . . . . . . . . . . . . 41
C.2.4 Konverzní operace . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
C.2.5 Ostatní operace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
C.3 Příklad . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41




Jednou z možností jak zvýšit výkon procesoru, která je v současnosti hojně využívána, je
paralelismus. V mnoha dnešních multimediálních aplikacích se totiž vyskytuje datový pa-
ralelismus, nebo-li situace, kdy existuje velké množství dat stejného typu, nad kterými má
být provedena stejná operace. Právě pro využití tohoto typu paralelismu byly vytvořeny
SIMD (také známé jako vektorové) instrukce, kterými se zabývá tato práce. Většina běžně
používaných programovacích jazyků jako je C nebo C++ ovšem nenabízí přímý způsob jak
takové instrukce použít. Proto se dříve musel programátor, který chtěl vektorové instrukce
využít, uchýlit k napsání minimálně části svého programu v jazyce symbolických instrukcí
(assembleru). To ovšem nebylo pohodlné a navíc to způsobovalo problémy s přenositelností
takových programů mezi různými procesory a architekturami. Z těchto důvodů byl snad do
všech moderních překladačů zaveden mechanismus automatické vektorizace kódu, tj. auto-
matického převodu skalárních instrukcí na instrukce vektorové. Výsledkem tohoto procesu
je zrychlení vykonávání programu a to bez dodatečných nároků na znalosti programátora
a bez problémů s přenositelností.
Kapitola 2 této práce se zabývá teoretickým úvodem do problematiky a popisem ná-
stojů použitých při řešení, zejména překladačem LLVM, jeho vnitřní reprezentací kódu
a automatickým generováním vektorových instrukcí. Dále se zde čtenář seznámí s jazykem
pro popis architektury CodAL a sadou nástrojů Codasip Framework, sloužící pro současný
návrh hardwaru a softwaru. Jsou uvedeny i základní informace o architektuře procesoru
Codix.
Kapitola 3 rozebírá ladicí výpisy v LLVM, sloužící pro informování programátora o pro-
bíhajícím překladu a vektorizační diagnostiky v překladači Intel C++, které informují
o úspěšnosti proběhlé vektorizace. Poté je popsána implementace reportů o autovektori-
zaci založených právě na vektorizačních diagnostikách a je vysvětleno jakým způsobem
funguje zjišťování a ukládání informací o různých částech kódu a výsledku vektorizačních
procesů. Nakonec je rozebrán způsob ověřování funkčnosti a popsány regresní testy, které
sloužily pro ověření, že do překladače nebyly zaneseny žádné dodatečné chyby.
Kapitola 4 se věnuje způsobům, jakým může programátor dodat překladači dodatečné
informace pro proces optimalizace, se zvláštním zaměřením na autovektorizaci. V LLVM
se k tomuto účelu standardně používají parametry příkazové řádky, které ovšem neu-
možňují ovlivňovat pouze vybrané části kódu. K tomuto účelu je navrženo používání direktiv
pragma, jejichž návrh, popis implementace a způsob testování je v této kapitole představen.
Kapitola 5 popisuje z jakého důvodu potřebuje optimalizátor znát informace o cílové
architektuře, které informace to konkrétně jsou a jakým způsobem se k nim dostane. Poté
je navržen speciální formát souboru, ve kterém můžou být tyto informace uloženy a který
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lze snadno automaticky vygenerovat. Následuje popis zpracování dat z takového souboru
a jejich zpřístupnění optimalizátoru.
Kapitola 6 je zaměřena na přídání nových, vektorových, instrukcí do modelu procesoru
Codix. Nejprve je objasněn způsob výběru konkrétních instrukcí a poté popsána jejich
implementace v jazyce CodAL a následné testování.
Poslední kapitolou je závěr, ve kterém jsou shrnuty a zhodnoceny dosažené výsledky
a načrtnuty možnosti pokračování práce.
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Kapitola 2
Použité nástroje a technologie
Nejprve je nutné seznámit se se všemi důležitými pojmy, potřebnými v následujících ka-
pitolách. Jedná se o SIMD instrukce, překladač LLVM a jeho fungování, jazyk CodAL
a procesor Codix.
2.1 SIMD instrukce
Instrukce typu SIMD (single instruction, multiple data, tedy jedna instrukce, více dat) tvoří
důležité výkonnostní rozšíření dnešních procesorů. K tomu využívají širokých datových cest
a funkčních jednotek moderních procesorů, aby současně operovaly nad zabalenými dato-
vými elementy (packed data elements). To jsou relativně krátké vektory uložené v paměti
nebo registrech [4]. Klasické, skalární instrukce považují jednotlivé operandy za nedělitelný
celek, skalár. Operandy SIMD instrukce jsou ovšem interpretovány jako vektor několika
(zpravidla mocnina dvou) dílčích hodnot. Odtud pochází označení těchto instrukcí jako
vektorové. Jak taková instrukce pracuje je ukázáno na obrázku 2.1.
Obrázek 2.1: Schéma funkce typické SIMD instrukce
Tato technologie se poprvé objevila v 70. letech, nicméně masivnějšího rozmachu se
dočkala až v letech devadesátých, kdy firma Intel zavedla do svých procesorů Pentium in-
strukční rozšíření MMX. Od té doby se používání SIMD instrukcí poměrně výrazně rozšířilo
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a podporují ho téměř všechny dnes používané vyšší typy procesorů. Za všechny lze jmenovat
technologie SSE a AVX použité v procesorech firmy Intel nebo NEON firmy ARM [9].
Existují SIMD instrukce pro přesuny dat, aritmetické a logické výpočty, porovnávání
a všechny ostatní typy operací, prováděné skalárními instrukcemi. Většinou bývají dostupné
i speciální, pro vektorové instrukce specifické operace, jako je vložení prvku do vektoru nebo
změna pořadí prvků uvnitř vektoru. SIMD instrukce můžou obecně pracovat s hodnotami
celočíselnými i s plovoucí řádovou čárkou. Některé operace ale ve vektorové podobě nee-
xistují. To se týká zejména těch, které slouží ke změně toku programu, jako jsou přímé
a nepřímé skoky nebo volání funkce.
2.2 Kompilační framework LLVM
LLVM (dříve akronym pro Low Level Virtual Machine, dnes už se nepoužívá) je kompilační
framework, který kombinuje modulární překladač s dalšími podpůrnými nástroji. Mezi ty
patří assembler, disassembler, optimalizátor a řada dalších. Byl vytvořen za účelem podpory
transparentních analýz a transformací po celou dobu života programu. K tomu poskytuje
vysokoúrovňové informace důležité pro transformace při překladu, linkování, běhu a době
nečinnosti mezi běhy. Původně se jednalo o výzkumný projekt na University of Illinois [6].
Celý framework je napsán v jazyce C++.
LLVM implementuje takzvaný třífázový design (Three-Phase Design). To znamená, že
zde existuje přední část (frontend), optimalizátor (optimizer) a zadní část (backend). Tyto
tři části jsou na sobě v ideálním případě navzájem nezávislé. Třífázový design má tu výhodu,
že při potřebě překladu nového programovacího jazyka stačí upravit jen přední část a při
potřebě podpory nové architektury stačí analogicky upravit jen zadní část. Není nutné
vytvářit znovu celý překladač [5]. Schéma tohoto designu v LLVM je na obrázku 2.2.
Obrázek 2.2: Implementace třífázového designu v LLVM [10]
Přední část provádí lexikální, syntaktickou a sématickou analýzu. Zpracovává kód na-
psaný v určitém programovacím jazyce, kontroluje jej na chyby a provádí jeho překlad do
vnitřní reprezentace zvané LLVM Intermediate Reprezentation (IR). Přední část by měla
být vždy nezávislá na architektuře, pro kterou je překlad prováděn. V LLVM existují její
implementace pro různé programovací jazyky, z nich nejpoužívanější je Clang, přední část
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podporující jazyky C, C++ a Objective C.1
Vstupem optimalizátoru je IR vytvořený přední částí, případně napsaný ručně. Nad
ním je prováděna řada analýz a tzv. optimalizačních průchodů, jejichž společným cílem je
vylepšit tento kód, což znamená urychlit vykonávání programu nebo jej učinit co nejvíce
kompaktním, to vše při zachování jeho identické funkčnosti. V LLVM je optimalizátor re-
prezentován programem opt. Pomocí argumentů příkazové řádky je možné si vybrat, které
průchody mají být provedeny a které ne. V ideálním případě by měl být optimalizátor nezá-
vislý jak na zdrojovém programovacím jazyce, tak na cílové architektuře. Některé základní
optimalizace probíhají už při překladu zdrojového programu do LLVM IR v přední části
a také zadní část může kód ještě dodatečně optimalizovat.
Zadní část překladače (někdy se jí říká generátor kódu), v LLVM realizovaná programem
llc, dostane od optimalizátoru optimalizovaný IR, který převede na nativní symbolický
kód cílové architektury. Z toho je pak pomocí assembleru vygenerován objektový soubor,
který je pomocí linkeru (program lld) spojen s dalšími objektovými soubory a je vytvořen
spustitelný program.
2.2.1 LLVM Intermediate Representation
LLVM Intermediate Representation je způsob reprezentace kódu uvnitř překladače. Je to
nízkoúrovňová instrukční sada typu RISC, kde jednotlivé instrukce jsou v tříadresné formě.
To znamená, že většina instrukcí má dva operandy, nad kterými je provedena určitá operace
a výsledek je uložen do třetího operandu. IR je založen na SSA (Static Single Assignment)
formě. Ta se vyznačuje tím, že každá proměnná je přiřazena právě jednou. Tato forma
zjednodušuje a vylepšuje výsledky různých optimalizací.
IR podporuje lineární sekvence jednoduchých instrukcí jako je add, compare, xor a po-
dobně. Nechybí podpora pro návěští. Přes svůj vzhled podobný jazyku symbolických in-
strukcí umožňuje reprezentovat všechny funkce vyšších programovacích jazyků. Jak IR vy-
padá je ukázáno na příkladu 2.2.1.
Může se vyskytovat celkem ve třech formách: klasická textová podoba čitelná člověkem,
forma datových struktur uložených v paměti (nad touto formou pracuje optimalizátor)
a na disk ukládaný binární kód, tzv. bitkód (vhodný pro rychlé načítání pro Just-In-Time
překladače). Všechny tři formy jsou navzájem ekvivalentní a převoditelné [5].
Příklad 2.2.1. Ukázka překladu jednoduché funkce z jazyka C do LLVM IR.
unsigned add(unsigned a, unsigned b) { // sečte dvě bezznaménková čísla
return a+b;
}
define i32 @add(i32 %a, i32 %b) { ; stejná funkce v LLVM IR
entry:
%tmp1 = add i32 %a, %b
ret i32 %tmp1
}
Struktura typického kódu v IR se skládá z několika částí [8]. Na nejvyšší úrovní je zde tzv.
modul, což je překladová jednotka vstupního programu a typicky odpovídá jednomu jeho
zdrojovému souboru. Modul se skládá z funkcí, které opět typicky odpovídají jednotlivým
1Další implementací frontendu je např. GHC podporující jazyk Haskell.
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funkcím příp. metodám v daném vstupním souboru. Obsah funkce tvoří samotné instrukce.
Ty jsou rozděleny do tzv. základních bloků (basic blocks), které jsou tvořeny nepřerušitelnou
posloupností instrukcí. Nepřerušitelností je myšleno, že základní blok má pevně definovaný
vstup (návěští na jeho začátku) a výstup (instrukce skoku nebo návratu z podprogramu
na jeho konci). Nelze tedy provést skok např. doprostřed základního bloku a stejně tak
nelze zprostřed vyskočit ven. Další věcí, která je součástí modulu jsou tzv. metadata. To
jsou data o datech, která jsou připojena k jednotlivým instrukcím a v nichž jsou uloženy
dodatečné informace o kódu pro optimalizátor a generátor kódu. Využívat metadata může
rovněž debugger.
Kód v IR se skládá ještě z dalších méně významných částí, které ale nejsou z hlediska
této práce podstatné. Kompletní popis LLVM IR lze najít na [8].
2.2.2 Automatická vektorizace kódu
Automatická vektorizace, nebo-li autovektorizace, je jeden ze způsobů optimalizace kódu.
Jedná se o proces, v němž dochází k procházení jednotlivých funkcí/základních bloků/smy-
ček a hledání příležitostí pro použití SIMD instrukcí. Následně se provede sloučení několika
skalárních instrukcí do jedné vektorové. Tento proces probíhá tak dlouho, dokud nedojde
k nalezení všech takto použitelných instrukcí [4].
LLVM obsahuje tři nezávislé vektorizátory, z nichž každý se zaměřuje na jiné vektori-
zační příležitosti a využívá jiné techniky [7].
Vektorizátor smyček (Loop Vectorizer) provádí vektorizaci instrukcí nacházejících se
uvnitř smyček. To dělá tak, že do vektorových instrukcí sloučí instrukce z po sobě následu-
jících iterací smyčky. Počet iterací vektorové smyčky je pak násobně nižší oproti původní
skalární verzi. Vektorizátor smyček provádí i tzv. částečné rozbalení smyček (partial loop
unrolling). To se od klasického rozbalení, kdy dojde k odstranění smyčky, liší v tom, že zde
smyčka zůstane, pouze se její obsah za sebe několikrát vloží a sníží se počet jejích iterací.
Cílem je využití paralelismu uvnitř procesoru. Ten může mít více výpočetních jednotek
nebo podporovat tzv. vykonávání mimo pořadí (out-of-order execution) a toto částečné
rozbalení mu umožní takové funkce využít.
Vektorizátor funkcí (Superword-Level Paralelism Vectorizer, SLP vektorizátor) ope-
ruje nad celou funkcí, kterou rozdělí na jednotlivé základní bloky, ve kterých následně
vyhledává instrukce, které by šlo sloučit do vektorových operací. Takové instrukce musí
provádět stejnou operaci, být na sobě navzájem nezávislé a splňovat celou řadu dalších
podmínek. Umožňuje i sloučení už existujících vektorových instrukcí do jiných, s větším
počtem prvků. Dokáže provádět vektorizaci i napříč základními bloky uvnitř funkce.
Vektorizátor základních bloků (Basic Block Vectorizer, BB vektorizátor) funguje
obdobně jako vektorizátor funkcí, ovšem je spouštěn v jiné (pozdější) fázi překladu. Dalším
rozdílem je, že mu není předána funkce, nad kterou má operovat, ale vždy jeden konkrétní
základní blok. Z toho vyplývá, že na rozdíl od SLP vektorizátoru nedokáže vektorizovat
instrukce napříč základními bloky. Základní blok, který obdrží, opět projde a pokusí se
některé instrukce sloučit do vektorových.
Všechny vektorizátory jsou součástí optimalizátoru a jsou realizovány jako nezávislé op-
timalizační průchody. Je tedy možné spustit všechny nebo jen ty, které chceme. V současné
verzi LLVM (3.4) jsou vektorizátory smyček a funkcí povoleny při optimalizacích nastave-
ných na úroveň O2 nebo Os, případně vyšších. BB vektorizátor je zatím stále v experimen-
tální verzi a musí být povolen explicitně parametrem -fslp-vectorize-aggressive.
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2.2.3 Cenový model
Vektorizátory ke své činnosti využívají tzv. cenový model (cost model). Ten je tvořen infor-
macemi o tzv. cenách jednotlivých instrukcí na dané architektuře, počtu a velikosti registrů
a dalšími informacemi. Cenový model slouží pro porovnání skalárního a vektorového kódu.
Pomocí něj se určí, zda se vyplatí vektorové instrukce generovat, tedy zda bude program
obsahující vektorové instrukce lepší (rychlejší) než původní skalární. Pokud optimalizátor
dojde k závěru že ano, slouží cenový model u vektorizátoru smyček k výběru optimálního
tzv. vektorizačního faktoru (Vectorization Factor, VF). To je číslo, které určuje kolik prvků
budou obsahovat všechny vektorové instrukce v dané smyčce. Vybrán je ten VF, pro nějž
je vypočítána nejnižší cena, přičemž maximální VF je dán poměrem nejširšího vektorového
registru architektury a nejširšího datového typu vyskytujicího se ve smyčce.
Využívání cenového modelu v důsledku znamená, že autovektorizace (a tím i celý proces
optimalizace kódu) není úplně platformově nezávislá.
Konkrétní informace, které vektorizátory potřebují znát o cílové architektuře [11]:
• Cena instrukcí
Cena instrukcí je bezrozměrná hodnota, která vyjadřuje náročnost provedení dané
operace s danými operandy na cílové architektuře. Konkrétní hodnota by měla zo-
hledňovat rychlost provedení instrukce, tedy počet taktů procesoru, které zabere její
vykonání, její prostorovou náročnost a případně i další faktory.
• Počet a šířka registrů
Je potřeba znát počet skalárních a počet vektorových registrů a také šířku nejširšího
registru každého z těchto typů. To je potřeba z důvodu ověření, že vůbec má význam
pokoušet se generovat vektorové instrukce. Předpokládá se totiž, že pokud procesor
žádné vektorové registry nemá, tak nemůže provádět ani žádné vektorové operace.
Pokud takové registry má, ale nemají dostatečnou šířku, aby se do nich potřebné
vektory vešly, pak také není vektorizace možná. Jinak se šířka využije pro určení
maximálního VF, jak je uvedeno výše.
• Maximální faktor rozbalení smyček (Maximum Unroll Factor, UF)
Využívá jej pouze vektorizátor smyček, konkrétně pro částečné rozbalení smyček. UF
je určen počtem nezávislých výpočetních jednotek uvnitř procesoru, případně úrovní
paralelismu jaké je procesor schopen dosáhnout.
• Cena výpočtu adresy (Address Computation Cost)
Informace o náročnosti výpočtu adresy pro paměťové operace za předpokladu, že
výpočet bude zahrnovat několik operací a nepůjde jej tedy převést na indexovací
režim. Tato hodnota je důležitá jen v případě, že se od sebe výrazně liší náročnosti
výpočtu adresy pro skalární a vektorové instrukce.
Pokud některá z těchto věcí není známa, pak se optimalizátor danou hodnotu pokusí od-
hadnout. K těmto účelům jsou zde implicitní implementace všech potřebných metod. Tímto
způsobem může tedy autovektorizace probíhat i bez znalosti informací o cílové architektuře,
ovšem za cenu potenciálních horšího (pomalejšího) výsledného strojového kódu.
Výběr optimálního VF ve vektorizátoru smyček probíhá tak, že se porovná cena skalární
verze smyčky s cenami vektorových verzí s různými VF. Cena skalární verze smyčky je dána
prostým součtem cen všech instrukcí, které se v ní nachází. U ceny vektorové verze dojde
navíc ještě k vydělení výsledné ceny vektorizačním faktorem, z důvodu zohlednění toho, že
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vektorová verze smyčky bude provedena méněkrát. Cílem porovnávání jednotlivých verzí je
nalezení takové, která má nejlepší výslednou cenu. Může dojít k tomu, že touto verzí je ta
původní, skalární. V takovém případě tedy je vektorizace smyčky možná, ovšem nedojde
k ní, protože by to potenciálně vedlo k pomalejšímu programu a to je v rozporu s cíly
optimalizátoru.
Vektorizátory SLP a BB používají cenový model také, ovšem trochu jinak. Porovnávají
spolu ceny jednotlivých instrukcí před a po vektorizaci (resp. ceny původní a nových vektorů
pokud se jedná o sloučení menších vektorů do větších). Cílem je opět zjistit, zda je výhodné
takovou operaci provádět. V případě že ne, zůstane daný úsek beze změny.
2.3 Jazyk CodAL
CodAL je hierarchický, vysoce strukturovaný jazyk pro popis architektury inspirovaný ja-
zykem LISA. Slouží k popisu procesoru na vyšší úrovni abstrakce, což umožňuje rychlé
a přesné prototypování cílové architektury. Používá se pro popis procesorů s aplikačně spe-
cifickou instrukční sadou (Application Specific Instruction-set Processors, ASIP), což je
jeden z typů tzv. systémů na čipu (System on a Chip, SoC). Popsat lze i paměti, sběrnice
a další komponenty, ze kterých se SoC skládají. CodAL umožňuje souběžný návrh hardwaru
a softwaru (Hardware/Software Codesign), kdy programovací a simulační nástroje jsou au-
tomaticky vygenerovány přímo z popisu procesoru. Lze jej použít i pro vygenerování popisu
architektury v jazyce VHDL nebo Verilog, tento popis může být následně využit pro její
hardwarovou realizaci [2].
Příklad 2.3.1. Popis jednoduché instrukce pro sečtení obsahů dvou registrů
element add
{
use reg as src1, src2, dst; // sekce deklarací
assembler { ”add” dst ”,” src1 ”,” src2 }; // sekce assembleru
binary { 0b1000 dst src1 src2 }; // sekce binárního kódování
semantics { // sekce popisu sémantiky
dst = src1 + src2;
};
};
Popis procesorového jádra (ASIP) v jazyce CodAL musí obsahovat následující věci aby
byl přeložitelný:
• Hlavička modelu
Obsahuje definici typu modelu, ten může být buď přesný z hlediska instrukcí nebo
z hlediska taktů (instruction/cycle accurate).
• Popis zdrojů
Popis registrů procesoru, rozhraní, adresových prostorů, struktur typu pipeline a da-
lších důležitých součástí. Je zde také uvedeno jejich vzájemné propojení.
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• Popis instrukcí a událostí
Zde je popsána instrukční sada procesoru a jak mají být zpracovány různé události
jako je reset procesoru, načítání instrukcí a další. Z pohledu této práce je nejdůležitějšé
způsob popisu instrukcí, ukázaný na příkladu 2.3.1.
Popis instrukce se skládá ze čtyř částí. První je sekce deklarací, kde se instancují ele-
menty potřebné pro popis instrukce, např. registrové operandy. Druhou je sekce assembleru,
ve které je uveden zápis instrukce v jazyce symbolických instrukcí. Následuje sekce binár-
ního kódování, který definuje podobu instrukce ve strojovém kódu. Poslední sekcí je sekce
popisu sémantiky, kde je popsáno chování dané instrukce pomocí konstrukcí jazyka C.
Vytvořený popis procesoru je po nezbytných kontrolách přeložen do formátu XML, který
je následně zpracován a jsou pomocí něj vygenerovány všechny potřebné nástroje.
2.3.1 Codasip Framework
Codasip Framework je pokročilé vývojové prostředí sloužící pro tvorbu procesorů typu ASIP
v jazyce CodAL a platforem obsahující kromě těchto procesorů i paměti, sběrnice a další
součásti systémů na čipu. Současně umožňuje i tvorbu programů pro tyto procesory. Po-
skytuje plně automatické generování programovacích a simulačním nástrojů a generování
syntetizovatelného RTL (Register Transfer Level) popisu architektury včetně funkční verifi-
kace. Mezi konkrétní generované nástroje patří: assembler, disassembler, C/C++ překladač
založený na LLVM a simulátor (několik typů). Schéma generování překladače a překlad
programu je ukázáno na obrázku 2.3. Z modelu procesoru v jazyce CodAL je extrahována
sémantika instrukcí a z té je následně pomocí generátoru vygenerována zadní část překla-
dače. Zdrojový kód programu je přeložen do IR a optimalizován pomocí společné přední
části překladače a optimalizátoru. Poté jej vygenerovaná zadní část přeloží do instrukcí
cílové architektury. Z této reprezentace pak již lze pomocí assembleru a linkeru vytvořit
spustitelný program.
Obrázek 2.3: Překlad programu pomocí vygenerovaného překladače
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Integrované vývojové prostředí Codasip Framework se skládá ze tří částí znázorněných
na obrázku 2.4: prezentační vrstvy, střední vrstvy (middleware) a simulační vrstvy. Jednot-
livé vrstvy spolu komunikují prostřednictvím TCP/IP protokolu, což umožňuje aby běžely
na různých místech v síti [3].
Prezentační vrstva se vyskytuje ve dvou formách, první je Codasip Studio postavené
na platformě Eclipse a poskytující grafické uživatelské rozhraní. Druhou, určenou spíše pro
zkušenější uživatele, je Codasip Command Line, což je textové rozhraní ve formě příkazové
řádky. Prezentační vrstva obousměrně komunikuje s middleware.
Middleware přijímá příkazy z prezentační vrstvy. Pokud se jedná o příkaz, který do-
káže sám přímo vykonat, tak to udělá a prezentační vrstvu informuje o výsledku. Pokud
obdrží příkaz, který sám vykonat nedokáže (to se týká příkazů pro simulátor) přepošle jej
odpovídajícímu simulátoru a ten jej provede.
Simulační vrstva je řízena příkazy z middleware. Sestává z jedné nebo více simulačních
platforem, kde každá obsahuje vlastní simulátor. Platforem je více v případě, že dochází
k simulaci víceprocesorového systému, každá platforma pak reprezentuje jeden procesor.
Stejně jako spolu může komunikovat více procesorů uvnitř počítače, můžou spolu komuni-
kovat i simulační platformy.
Obrázek 2.4: Schéma vrstev v Codasip Frameworku
2.4 Procesor Codix
Codix je 32-bitové procesorové jádro typu RISC vyvíjené v rámci projektu Lissom na fakultě
informačních technologií VUT v Brně. Byl navržen jako procesor pro univerzální použití
se zaměřením na umožnění jednoduché rozšiřitelnosti. Nabízí široké možnosti úprav, díky
čemuž jej lze snadno přizpůsobit na míru konkrétní aplikaci se zohledněním výkonu, velikosti
a spotřeby [1].
K programování se používají vyšší programovací jazyky jako je C nebo C++. Na úrovni
jazyka C je kompatibilní s architekturami x86 a ARMv7 (narozdíl od které podporuje
i instrukci select). Procesor samotný je napsán v jazyce CodAL.
Architektura procesoru obsahuje 32 32-bitových registrů pro obecné použití (2x více než
v ARMv7), programový čítač a 1-bitový registr pro indikaci zda je povoleno nebo zakázáno
přerušení.
Instrukční sada a syntaxe assembleru je založena hlavně na LLVM IR, což zaručuje její
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dobrou kompatibilitu s tímto frameworkem a usnadňuje automatické generování překladače.
Všechny instrukce mají pevnou šířku 32 bitů. Instrukční sada obsahuje v současnosti pouze
skalární instrukce. Ty lze rozdělit do několika skupin:
• Aritmetické a logické instrukce
To jsou klasické operace známé z téměř každého procesoru jako add, mul, xor a po-
dobně. Zajímavostí je podpora operací jako add add, sub sub, add sub a dalších kom-
binací. Ty mají 3 zdrojové operandy, které sečtou (odečtou, vynásobí) a výsledek
uloží do operandu čtvrtého. Do této skupiny patří i instrukce podmíněného přesunu
cond move, instrukce test a operace výběru hodnoty select.
• Instrukce skoku a volání funkce
Skok nebo volání funkce může být buď přímý (cíl zadán přímým operandem) nebo
nepřímý (cíl určen obsahem zdrojového registru).
• Instrukce pro přístup do paměti
Jedná se o varianty instrukcí load a store. Načítat i ukládat lze hodnoty o šířce 32,
16 nebo 8 bitů. Jsou povoleny pouze přístupy na adresy zarovnané na bitovou šířku
načítané/ukládané hodnoty.
• Podmínkové instrukce
Používají se dva typy podmínek: porovnání dvou hodnot nebo porovnání jedné hod-
noty na nulu. Lze je využít v instrukcích move, select a jump.
• Ostatní instrukce
Sem patří instrukce pro povolení a zakázání přerušení, práci se stavovým registrem,
s cache procesoru a speciální instrukce halt (zastavení činnosti procesoru) a syscall.





Programátor, který překládá svůj program pomocí LLVM, by se mohl chtít dozvědět, které
části jeho programu se podařilo nějakým způsobem vektorizovat. V ideálním případě bez
toho, aby zkoumal vytvořený IR nebo strojový kód, porovnával ho s původními zdrojovými
kódy a hledal vygenerované vektorové instrukce. K tomu by bylo dobré mít nějaká hlášení,
reporty o proběhlé autovektorizaci, ve kterých by bylo uvedeno, které smyčky a funkce se
podařilo vektorizovat a které ne.
3.1 Ladicí výpisy a vektorizační diagnostiky
Pro informování programátora o průběhu probíhajícího procesu překladu a optimalizací
slouží v LLVM ladicí výpisy. Ty lze povolit pomocí parametrů příkazové řádky a lze je
omezit jen na výpis informací o konkrétním úkonu, který překladač provádí. Lze si tedy
např. nechat vypisovat ladicí informace jen o procesu vektorizace smyček pomocí parametru
předaného optimalizátoru. Problém je ovšem v tom, že se skutečně jedná o ladicí výpisy,
které mají primárně sloužit pro vývojáře překladače. Z hlediska vektorizace bude programá-
tora pravděpodobně zajímat, které smyčky (respektive funkce/metody) v jeho programu se
podařilo vektorizovat. K tomu ovšem ladicí výpisy nejsou vhodné. Nenachází se zde klíčové
informace jako výpis lokace smyčky/funkce v původním zdrojovém kódu (tedy ve kterém
souboru, na kterém řádku apod.). Naopak se zde nachází množství informací, které progra-
mátora nezajímají, jako jsou hodnoty různých interních proměnných, ve které své metodě
se zrovna vektorizátor nachází apod. Dalším podstatným problémem je, že ladicí výpisy je
možné použít jen pokud byl překladač přeložen pro tzv. ladicí režim. Ten se ovšem využívá
většinou jen při vývoji (protože je pomalejší) a koncový programátor pracuje s optimalizo-
vanou verzí. V té se ovšem ladicí výpisy vůbec nenacházejí. Možnost, že by si programátor
celý překladač sám znovu přeložil pro ladicí režim je v podstatě nereálná pro svoji složitost,
časovou náročnost a často také jednoduše proto, že nemá k dispozici potřebné zdrojové
kódy.
Řešením všech zmíněných problémů by bylo vytváření skutečných reportů o autovekto-
rizaci, jako to umí např. překladač Intel C++, který obsahuje tzv. vektorizační diagnostiky
[4]. Ty standardně informují uživatele o smyčkách a blocích, které se podařilo úspěšně vek-
torizovat. Pomocí parametrů příkazové řádky je možné získat informace i o smyčkách, které
se vektorizovat nepodařilo, případně hlášení kompletně potlačit. Jak tyto diagnostiky vy-
padají je ukázáno na příkladu 3.1.1.
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Příklad 3.1.1. Vektorizační diagnostiky v Intel C++
simdelemental.c(72): (col. 3) remark: LOOP WAS VECTORIZED.
simdelemental.c(76): (col. 3) remark: loop was not vectorized:
nonstandard loop is not a vectorization candidate.
Obecný tvar je:
název_souboru(číslo_řádku) : (col. číslo_sloupce) remark: LOOP WAS (not)
VECTORIZED: dodatečné informace
Jsou tedy přítomny všechny pro uživatele důležité informace zmíněné výše, proto jsem
při návrhů reportů pro LLVM v prvopočátku vycházel právě z Intel C++ vektorizačních
diagnostik. Rozhodl jsem se rovněž, že při hlášení důvodů proč nedošlo k vektorizaci, se
bude v maximální možné míře vycházet z už zmíněných ladicích výpisů. I přes zmíněné
problémy je jich část použitelná i z pohledu programátora, který překladač využije pro
překlad svých programů. Stejně jako v Intel C++ si bude možné zvolit, co všechno má
report obsahovat.




Je vidět, že oproti formátu v Intel C++ došlo kromě kosmetických změn i k několika
změnám, které jsou podstatné. V případě, že se jedná o report o funkci, nevypisuje se číslo
sloupce, na kterém funkce začíná, to je totiž zbytečné. Místo toho je uveden název funkce.
Další změnou je větší množství dodatečných informací. V překladači Intel C++ jsou vypiso-
vány dodatečné informace pouze v případě, že se smyčku nepodařilo vektorizovat. Jak bylo
zmíněno v sekci 2.2.2, v LLVM používá vektorizátor smyček cenový model pro porovnání
skalárního a vektorového kódu. To je zajímavé i z pohledu programátora, protože z toho
lze odhadnout o kolik bude přibližně vektorová verze smyčky rychlejší oproti původní ska-
lární. Tuto informaci jsem se tedy rozhodl do reportu přidat. U nevektorizovaných smyček
sice v Intel C++ k výpisu dodatečných informací dochází, ale často nejsou příliš užitečné.
Cílem tedy bylo vždy uvádět takové informace, ze kterých se uživatel skutečně dozví proč
k vektorizaci nedošlo. Kosmetické změny byly učiněny z důvodu sjednocení formátu reportů
s formátem chybových hlášek a varování, které LLVM standardně poskytuje.
3.2 Implementace reportů
Pro implementaci reportů bylo nutné provést několik věcí. Základem bylo vytvořit novou
třídu, která bude reprezentovat samotný report, bude vytvářet jeho jednotlivé části a bude
se starat o jeho obsah. Dále bylo nutné rozšířit již existující třídy provádějící vektorizace
jednotlivých částí kódu a, jak se později ukázalo, i upravit přední část překladače. Všechny
tyto věci jsou popsány v následujících podkapitolách.
3.2.1 Třída VectorReport
Tato třída byla vytvořena speciálně za účelem vytváření reportů. V konstruktoru obdrží typ
reportu, jaký se má vytvořit a jeho úroveň. Typy reportu jsou tři a odpovídají jednotlivým
vektorizátorům, lze tedy vytvářet report buď o vektorizaci smyček, funkcí nebo základních
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bloků. Úrovně reportu jsou celkem čtyři. Tou nejnižší je vůbec jej nevytvářet, další možnosti
jsou uvádět v něm jen ty smyčky a funkce, které se úspěšně podařilo vektorizovat a nebo
naopak uvádět jen ty, které se vektorizovat nepodařilo. Poslední úrovní je uvádět všechno.
Tyto úrovně nastavuje programátor parametry příkazové řádky v jednotlivých vektorizáto-
rech a standardní nastavení (pokud programátor parametr nezadá) je úroveň nejnižší, tedy
nereportovat nic. Přehled úrovní reportů včetně názvů je v tabulce 3.1.
V této třídě se nachází sada metod pro vytváření reportu a různé další pomocné metody
používané při tomto procesu. Nejdůležitejší metodou je přetížený operátor bitového posuvu
vlevo, tedy <<. Ten slouží pro vkládání obecných informací do těla reportu. Je implemen-
tován jako šablona, takže umožňuje vkládat hodnoty různých datových typů. Návratovou
hodnotou je reference na ukazatel this (tedy na sebe), což umožňuje za sebe použití ope-
rátoru řetězit. Vkládání informací do reportu tedy probíhá stejným způsobem jako např.
vkládání informací do výstupních streamů.
hodnota význam
vec only reportovat pouze úspěšně vektorizované smyčky, resp.
funkce
notvec only reportovat pouze smyčky nebo funkce, které se z něja-
kého důvodu vektorizovat nepodařilo
all reportovat všechny smyčky a funkce, které se optima-
lizátor pokusil vektorizovat
none nereportovat nic, vůbec nevytvářet soubor s reportem
Tabulka 3.1: Možnosti nastavení reportů
K vektorizaci smyček a funkcí obecně nemusí docházet ve stejném pořadí v jakém byly
uvedeny ve zdrojovém souboru. To je způsobeno tím, jak optimalizátor zpracovává kód
v LLVM IR. Aby byly v reportu záznamy o jednotlivých smyčkách a funkcích uvedeny ve
správném pořadí, je nutné je řadit. K tomu se využívá kontejner ze standardní knihovny
std::set, ve kterém jsou jednotlivé položky uloženy ve formě binárního vyhledávacího
stromu a jsou tedy automaticky řazeny. Řazení je implementováno třístupňově, primárně
se řadí podle názvu souboru, sekundárně podle čísla řádku a terciárně podle čísla sloupce
(u smyček) nebo názvu funkce (u funkcí). Další věcí, kterou je potřeba zmínit, je že některé
smyčky se za určitých okolností vektorizují vícekrát. K tomu dojde pokud optimalizátor
provádí i inlinování funkcí. S těmi se zároveň inlinují i smyčky, které jsou v nich obsaženy
a optimalizační průchod, který toto provádí se obvykle provede ještě před těmi vektoriza-
čními. To by mohlo vést k tomu, že informace o některých smyčkách se v reportu objeví
opakovaně, což je nežádoucí. Tento problém je ovšem také řešen použitím std::set, který
automaticky zajišťuje unikátnost v něm uložených záznamů.
Kvůli řazení jednotlivých záznamů je není možné ihned po jejich vytvoření zapsat do
souboru. To se stane až v destruktoru, který je volán při zrušení objektu reprezentujícího
vektorizátor. V tu chvíli je totiž už jisté, že všechny smyčky (resp. funkce) byly zpracovány.
Report se zapisuje do souboru, jehož název je tvořen typem reportu (LoopVecReport,
SLPVecReport nebo BBVecReport), následovaný názvem překládaného souboru. V případě
překladu více souborů naráz je vytvořen odpovídající počet souborů s reporty.
Třída VectorReport je implementována jako součást již existující knihovny libLLVMSu-
pport, která se staticky linkuje k programu opt reprezentujícímu optimalizátor. Na příkla-
dech 3.2.1 a 3.2.2 jsou ukázány reporty vytvořené pomocí této třídy.
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3.2.2 Vektorizace smyček
Reporty o vektorizaci smyček se povolují parametrem optimalizátoru -loopvec-report,
následovaným některou z hodnot z tabulky 3.1. Na začátku vektorizace každé smyčky se
zavolá metoda CreateLoopInfo třídy VectorReport, které se předá ukazatel na smyčku,
ona vytvoří informace o smyčce a uloží je do reportu.
Pro výpis informací o smyčce uvedených v sekci 3.1 bylo nutné upravit i přední část
překladače (tedy Clang). Standardně totiž v LLVM IR žádné konkrétní informace o umístění
smyčky v původním zdrojovém kódu nejsou. Pokud byl program přeložen s přepínačem -g
(překlad s ladicími informacemi uloženými ve formátu DWARF), nachází se zde informace
o tzv. lexikálním bloku a jeho začátku v kódu. Ty informace jsou zde uloženy v ladicích
metadatech. Začátek lexikálního bloku se za určitých okolností může shodovat se začátkem
smyčky, ovšem nedá se na to spoléhat. Tyto informaci jsou totiž vždy svázány s konkrét-
ními instrukcemi a zvláště při povolených vyšších optimalizacích kódu nelze spolehlivě určit,
který lexikální blok odpovídá které smyčce a jestli vůbec nějaké. Proto jsem do přední části
překladače (konkrétně do třídy CodeGenFunction) přidal metody, které uloží do metadat
typu llvm.loop všechny potřebné informace. Konkrétně se jedná o název zdrojového sou-
boru a čísla řádku a sloupce, na kterých cyklus začíná. Tato metadata jsou pak přiřazena
instrukcím skoku na začátek smyčky, protože ty v něm zůstanou i v případě provedení růz-
ných optimalizací, které jinak můžou ostatní instrukce odstranit a s nimi i jejich metadata.
Vytváření metadat neprobíhá automaticky, ale dojde k němu jen když je potřeba, tedy když
je v Clangu detekováno zadání parametru -loopvec-report.
Při zavolání metody CreateLoopInfo tedy program nejprve najde potřebná metadata
a informace v nich uložené vloží do reportu. V případě, že by se mu je z nějakého důvodu
nalézt nepodařilo, dojde k uložení jen zjednodušených informací o smyčce. Ty jsou tvořeny
jménem souboru, ve kterém se smyčka aktuálně nachází, názvem rodičovské funkce v LLVM
IR a názvem prvního základního bloku tvořícího smyčku.
Příklad 3.2.1. Ukázka reportu o vektorizaci smyček
Dvě vnořené smyčky z gcc-loops.cpp:
for (int i = 0; i < M; i++) {




Odpovídající záznamy v reportu:
gcc-loops.cpp:146:4: LOOP NOT VECTORIZED
Non-innermost loops can’t be vectorized.
gcc-loops.cpp:147:6: LOOP VECTORIZED
Scalar loop costs: 3
Vector loop of width 4 costs: 0.75
Během celého procesu vektorizace konkrétní smyčky se do reportu pomocí vkladacího
operátoru << ukládájí informace. V případě, že se narazí na něco, co vektorizaci znemožňuje,
uloží se důvod. Pokud se vektorizace povede, tak se uloží informace o ceně skalární a vek-
torové smyčky, tak jak je uvedeno v sekci 3.1. Na konci se předá metodě printReport
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hodnota typu bool, vyjadřující zda se vektorizace povedla. Metoda podle její hodnoty uloží
záznam buď o úspěšné nebo neúspěšné vektorizaci. Pokud se smyčku nepodařilo vektori-
zovat a úroveň reportu je nastavena na výpis jen úspěšně vektorizovaných smyček (nebo
naopak), pak se uložené informace zahodí.
Za určitých okolností se může stát, že se některá smyčka z původního zdrojového kódu
v reportu vůbec neobjeví. K tomu může nejčastěji dojít pokud předchozí optimalizace
(ty, které proběhly ještě před vektorizací), některé smyčky odstranili. To se stává např.
u smyček, které mají příliš nízký počet iterací (dojde k jejich úplnému rozbalení) nebo třeba
když dojde ke sloučení několika jednodušších smyček do jedné složitější. V těchto případech
neexistuje žádný způsob, jak poznat, že se tyto smyčky v původním kódu nacházely (a kde)
a proto se ani v reportu nemůžou vyskytovat.
3.2.3 Vektorizace funkcí a základních bloků
Vytváření reportů o vektorizaci funkcí a o vektorizaci základních bloků je téměř stejné,
proto je jim věnována společná sekce. K jejich povolení slouží parametry -slpvec-report,
resp. -bbvec-report následované hodnotou z tabulky 3.1.
Příklad 3.2.2. Ukázka reportu o vektorizaci funkcí příp. základních bloků
Jedna z funkcí z gcc-loops.cpp:
void example20(int ∗ restrict dst, short ∗ restrict src,
int h, int stride, short A, short B) {
for (int i = 0; i < h; i++) {
dst[0] += A∗src[0] + B∗src[1];
dst[1] += A∗src[1] + B∗src[2];
dst[2] += A∗src[2] + B∗src[3];
dst[3] += A∗src[3] + B∗src[4];
dst[4] += A∗src[4] + B∗src[5];
dst[5] += A∗src[5] + B∗src[6];
dst[6] += A∗src[6] + B∗src[7];





Odpovídající záznam v reportu:
gcc-loops.cpp:296:example20: FUNCTION VECTORIZED
This function contains 4 Basic Blocks.
Vectorized 8 operations in 1 Basic Block.
Tyto reporty jsou ovšem oproti těm o vektorizaci smyček v několika ohledech zjednodu-
šené. V první řadě je zde méně hlášek pro případ, že k vektorizaci nedošlo. Důvod je ten,
že ve většině případů jsou příčinou interní důvody vektorizátorů nebo to, že se nepodařilo
najít dostatečné množství instrukcí, které by šlo sloučit a tím i vektorizovat. Důvodů zají-
mavých z pohledu programátora, tedy takových, které se vztahují přímo k jeho programu,
je poměrně málo. Dalším problémem je to, že jak SLP tak i BB vektorizátor při své práci
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zpracovávají zvlášť každý základní blok. Těch se ovšem v programu může nacházet velké
množství, jedna funkce jich může obsahovat i stovky. Každý z těchto bloků je navíc ještě
rozdělen na menší části, skládající se z řetězců podobných instrukcí, u kterých je alespoň
teoretická šance, že se je podaří vektorizovat. Každá z těchto částí má tedy vlastní důvod
proč se ji podařilo nebo nepodařilo vektorizovat. Vypisovat všechny tyto důvody by bylo
neúnosné jak z hlediska rychlosti překladu, tak z hlediska programátora, který by musel
procházet i tisíce řádků nic neříkajících hlášení.
Zvolil jsem tedy variantu, kdy dochází k výpisu obecných informací o funkci následo-
vaných informacemi o počtu základních bloků v této funkci a počtu instrukcí, které se
v nich podařilo vektorizovat. Pokud byl nalezen nějaký pro uživatele zajímavý důvod proč
k vektorizaci nedošlo, je vypsán i ten.
Pro vytvoření informací o funkci se používá metoda CreateFunctionInfo. Ta se pokusí
zjistit informace o funkci z ladicích metadat, konkrétně název zdrojového souboru, původní
název funkce a číslo řádku, na kterém funkce začíná. Pokud nejsou ladicí metadata přítomna
(překlad proběhl bez parametru -g), dojde stejně jako u reportu o smyčkách pouze k uložení
zjednodušených informací. V tomto případě se jedná o název souboru a název dané funkce
v IR.
3.3 Testování
Testování probíhalo v první fázi na programu gcc-loops, který byl vytvořen pro otestování
efektivity vektorizátorů v překladači gcc. Program obsahuje řadu smyček a funkcí, jejichž
účelem je odhalit všechny možné situace, se kterými by se měl vektorizátor v ideálním pří-
padě vyrovnat a které by měl úspěšně vektorizovat. I když byl tento program vytvořen pro
překladač gcc, lze jej použít i pro otestování LLVM. Díky poměrně rozsáhlému množství
vektorizačních příležitostí posloužil gcc-loops k odladění reportů a byla na něm zajištěna
jejich správná funkčnost. Tento program je ovšem syntetický a proto není zaručeno, že to
co funguje u něj, bude fungovat na reálných programech. Proto bylo pro další testování
napsáno několik programů a byla použita také aplikace MPEG-2 dekodér zmíněná v sekci
6.1. Nakonec probíhalo testování na llvm test-suite. To je volitelná sada testů, dodá-
vaná s LLVM. Obsahuje programy napsané většinou v C nebo C++, sloužící pro ověřování
správné kompilace programů a rovněž pro měření výkonosti.
Při tom se objevil problém se zjišťováním informací o poloze smyčky v původním zdro-
jovém kódu. Jak už bylo vysvětleno v sekci 3.2.2, tyto informace se ukládají do metadat
asociovaných s instrukcemi uvnitř smyčky, které provádí skok na návěští, kterým začíná
tzv. hlavička cyklu, tedy její první základní blok. Potíž může nastat pokud překlad probíhá
se zapnutými vyššími optimalizacemi. Tehdy totiž může docházet k agresivním změnám
a reorganizaci kódu v IR, jejichž účelem je maximální možné zrychlení programu. Občas
se ovšem může stát, že dojde k celkové změně struktury smyčky a instrukce s přiřazenými
metadaty začnou provádět skok na začátek jiného základního bloku než je hlavička cyklu,
případně dojde k jejich úplnému odstranění. První situaci se podařilo úspěšně vyřešit tak,
že pokud nejsou metadata nalezena na určeném místě, dojde k cílenému otestování všech
skokových instrukcí uvnitř smyčky na jejich přítomnost. K tomu bylo také nutné zohlednit
fakt, že smyčka v sobě může obsahovat další smyčky a proto je důležité rozlišovat, ke které
smyčce konkrétní metadata skutečně patří. Druhému problému, tedy když dojde v rámci
optimalizací k odstranění původních skokových instrukcí a s nimi i metadat s informacemi
o smyčce, bohužel nijak zabránit nelze. V takovém případě se do reportu uloží pouze zjed-
nodušené informace o smyčce, jak je popsáno v sekci 3.2.2. Tato situace naštěstí nastává
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jen vzácně.
Kromě zmíněného problému dopadlo testování reportů i na reálných programech úspěšně.
Během tohoto testování byly vytvořeny i podklady pro příklady uvedené v sekcích 3.2.2,
3.2.3 a 4.2.
3.3.1 Regresní testy
Samotné LLVM i Clang obsahují sadu tzv. regresních testů, nacházejících se v adresáři
test. Ty slouží vývojářům pro ověření, že jimi implementované změny a rozšíření nevedou
k chybnému chování překladače. Je to sada většinou jednoduchých programů napsaných
v LLVM IR (pro testování LLVM) nebo jazycích C/C++ (pro testování Clangu), ke kterým
se zde vždy nachází i očekávaný výstup. Tyto testy by měly za všech okolností úspěšně
projít, což ovšem může znamenat i to, že výsledkem některých je chyba. Regresní testy
totiž slouží i pro odhalení známých problémů.
Tyto testy byly tedy využity pro základní ověření toho, že všechny provedené změny
v LLVM a Clangu nenarušily normální funkčnost překladače. Regresních testů se zde na-
chází více než 16 tisíc a překladač s provedenými změnami jimi úspěšně prošel. Tím bylo






I když se optimalizátor snaží provádět všechny optimalizace tím nejlepším možným způ-
sobem, někdy se může stát, že automatická vektorizace určité části kódu nedopadne podle
našich představ. Dojde např. k vektorizaci některé smyčky, ovšem následně zjistíme, že to
vede ke zpomalení programu. Nebo naopak nedojde k vektorizaci určité smyčky i přes naše
přesvědčení, že ji vektorizovat lze a že by to program zrychlilo. Bylo by tedy dobré, kdyby
existoval nějaký způsob, jak takové situace řešit.
4.1 Parametry příkazové řádky a direktivy pragma
Standardním způsobem, jakým může uživatel ovlivnit proces autovektorizace, jsou para-
metry překladače předávané pomocí příkazové řádky. Těch je velké množství a lze jimi
např. vynutit konkrétní vektorizační faktor nebo zakázat vektorizaci určitých typů příkazů.
Nicméně všechny tyto parametry ovlivní celý překlad a nelze je použít pro specifikaci urči-
tého chování jen pro vybrané části programu.
Překladač Intel C++ právě k takovým účelům využívá direktivy pragma, které pro-
gramátor napíše před smyčku a napoví tak překladači, jak s ní má zacházet [4]. Některé
z těchto direktiv jsou uvedeny v tabulce 4.1.
název účel
#pragma ivdep ignorovat potenciální závislosti mezi proměnnými
#pragma vector always vektorizovat i když se to nezdá výhodné
#pragma vector nontemporal zacházet s paměťovými odkazy jako streamovacími
daty
#pragma vector [un]aligned předpokládat, že všechny paměťové odkazy jsou
(ne)zarovnané
#pragma novector nevektorizovat smyčku
#pragma loop count(int) odhad počtu průchodů smyčkou
Tabulka 4.1: Pragmata v Intel C++
Po prostudování dokumentace a zdrojových kódů vektorizátorů v LLVM jsme se rozhodli
těmito pragmaty inspirovat a něco podobného implementovat i v LLVM. Vzhledem k jinému
způsobu fungování vektorizátorů je ovšem nejde realizovat úplně všechny. LLVM např.
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při vektorizaci neřeší zarovnání/nezarovnání paměti ani nerozlišuje zda paměťové odkazy
odkazují streamovací data. Naopak chování některých jiných pragmat mohlo být rozšířeno.
Zde je tedy seznam těch, které byly vybrány pro implementaci včetně popisu jejich chování:
• #pragma codasip vector
Smyčka se má vektorizovat i když si překladač (resp. vektorizátor smyček) myslí, že
to nepřinese žádné zrychlení nebo by mohlo dokonce dojít ke zpomalení programu.
V případě použití parametru -Os (optimalizovat program na co nejmenší velikost)
se normálně nevektorizují smyčky u nichž by to vedlo ke zvětšení velikosti výsled-
ného kódu. Toto omezení je tímto pragmatem rovněž potlačeno. Také smyčky s příliš
nízkým počtem průchodů, které vektorizátor standardně ignoruje, lze vektorizovat
použitím tohoto pragmatu.
• #pragma codasip novector
Smyčka se nemá za žádných okolností vektorizovat. To se může hodit v případě, kdy
si překladač myslí, že se ji vektorizovat vyplatí, ale ve skutečnosti to vede např. ke
zpomalení programu. Jiné optimalizace, jako je třeba její rozbalení, nad smyčkou být
prováděny můžou.
• #pragma codasip ivdep
Překladač může ignorovat všechny potenciálně nebezpečné1 závislosti mezi proměn-
nými. Potenciální znamená, že si překladač není jistý zda nebezpečná závislost existuje
nebo ne, což by normálně řešil vložením skalární i vektorové verze smyčky a kontroly,
která by za běhu programu rozhodla, která z nich se vykoná. Ukázka takové nebez-
pečné závislosti je na příkladu 4.1.1. Vkládání kontroly ovšem program nejen zpo-
maluje, ale i zvětšuje jeho velikost. Toto pragma tedy říká, že zde žádná nebezpečná
závislost není a tuto kontrolu není třeba vkládat. Chybné použití tohoto pragmatu
může ovšem vést k tomu, že program bude dávat nesprávné výsledky.
Příklad 4.1.1. Ukázka nebezpečné závislosti
Vektorizátor neví, zda se paměťová místa, odkazovaná ukazateli src a dst překrývají nebo
ne. V případě vektorizace by mohly výpočty proběhnout v nesprávném pořadí.
void copy(int ∗src, int ∗dst, int count) {
for (int i = 0; i < count; i++)
dst[i] = src[i] ∗ 2;
}
4.2 Implementace direktiv pragma
Implementace direktiv pragma byla rozdělena do dvou částí. První bylo přidání podpory
pro tato pragmata do přední části překladače. Ta totiž potřebuje vědět jaké má provést
akce, pokud na ně narazí ve zdrojovém kódu. Tato část implementace není součástí této
práce a postačí zmínit, že pragmata jsou v LLVM IR reprezentována voláními funkce
llvm.var.annotation v základních blocích těsně předcházejících a následujících za smy-
čkou. Tato volání mají jako parametry globální řetězce, označující konkrétní pragma, zda
1Závislost mezi proměnnými je nebezpečná, když by se výsledek vektorové verze cyklu lišil od výsledku
verze skalární.
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se jedná o začátek nebo konec jeho platnosti a číslo řádku, na kterém bylo uvedeno. Před
každou smyčkou je možné uvést nejvýše jedno pragma a lze je uvádět pouze u smyček
nejvnitřnějších, tedy takových, které v sobě neobsahují žádnou další smyčku. Úkolem této
práce byla implementace samotného chování těchto pragmat, což bylo provedeno v optima-
lizátoru. Dále již bude rozebírána pouze tato část.
Reporty popsané v minulé kapitole byly rozšířeny tak, aby obsahovaly i informace
o pragmatech. Dokáží tak informovat programátora i o příležitosti použít určité pragma,
což je ukázáno na příkladu 4.2.1. V případě, že programátor některé pragma použije, je
o tom v reportu rovněž uvedena informace. Při tom se z důvodu větší kompaktnosti ně-
kdy uvádějí názvy pragmat beze slova codasip a tato terminologie bude používána i dále
v tomto textu.
Příklad 4.2.1. Upozornění, že lze použít určité pragma




Odpovídající záznam v reportu:
gcc-loops.cpp:279:3: LOOP NOT VECTORIZED
Scalar loop costs: 8
Vector loop of width 4 costs: 28.5
Vectorization is possible but not beneficial.
Use #pragma codasip vector if you want to try vectorizing this loop anyway.
Pro implementaci chování pragmat nebyla vyčleněna žádná speciální třída, ale pouze
došlo k úpravě těch již existujících. Do třídy LoopInfo byla přidána sada metod, které slouží
pro detekci označení smyčky pomocí některého pragmatu. Tyto metody projdou základní
bloky před a za smyčkou a hledají v nich výše zmíněné volání funkce llvm.var.annotation.
Pokud jej najdou, vyčtou z něj, o které konkrétní pragma se jedná a vrátí některou z kon-
stant výčtu CPType. V případě, že žádné pragma nalezeno nebylo, dojde k vrácení hodnoty
CPType::NONE.
Direktivy pragma mají v tomto případě sloužit pro ovlivňování procesu automatické
vektorizace kódu. Samotné chování je tedy implementováno ve všech třech vektorizátorech,
které LLVM obsahuje. Pro uložení hodnoty aktuálního pragmatu se používají globální pro-
měnné pojmenované jednoduše CodasipPragma. Globální proměnné byly zvoleny z důvodu,
že je vždy potřeba zjišťovat typ pragmatu ve větším množství metod napříč různými tří-
dami, které provádí vektorizaci a předávání a ukládání této hodnoty mezi nimi by jinak
vyžadovalo jejich poměrně rozsáhlé úpravy. To by pak nejspíše způsobovalo problémy při
převodu implementace pragmat do novějších verzí LLVM, kde může dojít k podstatným
změnám v implementaci vektorizátorů.
Na začátku se všech vektorizátorech pomocí metody getCodasipPragma třídy LoopInfo
zjistí typ pragmatu, kterým byla smyčka anotována2. Tato informace (jedna z hodnot výčtu
CPType) je uložena do výše zmíněné proměnné CodasipPragma. Pokud některé pragma
nalezeno bylo, tak se o tom vloží informace do reportu (v případě jejich povolení). Dále se
implementace liší podle typu pragmatu.
2Ve vektorizátorech SLP a BB se toto provede pouze pokud je aktuálně vektorizovaný základní blok
součástí nějaké smyčky.
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Pragma codasip vector je implementováno pouze ve vektorizátoru smyček. Úkolem
je vektorizovat za každou cenu a celá implementace toho pragmatu se nachází v metodě
selectVectorizationFactor. Ta standardně slouží k výběru optimálního vektorizačního
faktoru pro danou smyčku. Za určitých okolností se ovšem ani nevyužije cenový model
a rovnou se zvolí vektorizační faktor 1 (tedy nevektorizovat). K takovým okolnostem může
dojde pokud byl překlad proveden s parametrem -Os a dojde ke zjištění, že by vektorizace
vedla k potenciálnímu zvětšení (prodloužení) kódu. Toto pragma způsobí, že se takovéto
kontroly ignorují a předpokládá se, že uživatel smyčku vektorizovat chce i přes použití
parametru -Os. Další důležitou částí implementace je ignorování názoru vektorizátoru, že se
smyčku vektorizovat nevyplatí. Pokud se při hledání vektorizačního faktoru s nejlepší cenou
zjistí, že žádná není lepší, než cena původní skalární smyčky, byl by vybrán vektorizační
faktor 1. Nicméně pokud bylo použito toto pragma, vybere se místo něj ten, pro nějž byla
vypočítána nejnižší cena (resp. druhá nejnižší, po skalární smyčce), tedy
”
ten nejlepší ze
špatných“. Použití tohoto pragmatu je ukázáno na příkladu 4.2.2.
Původním záměrem bylo toto pragma implementovat i ve vektorizátorech funkcí a zá-
kladních bloků. Ty také určitým, byť jednodušším, způsobem využívají cenový model a
právě zde by se nabízela šance toto pragma využít. To se ovšem ukázalo jako problema-
tické. Potíž je v tom, že pokud zde dojde k výběru nějakých instrukcí pro vektorizaci, tak se
již dále počítá s tím, že jejich současná cena je vyšší než cena vektorové instrukce, která je
nahradí. To je bráno jako fakt a není to nijak dále ověřováno. Ovšem pokud je pomocí prag-
matu vynucena vektorizace i instrukcí, u kterých by k tomu normálně nedošlo, tento fakt
není splněn. To někdy vede k různým chybám při překladu jako je porucha ochrany paměti
(segmentation fault) a následně k pádům celého optimalizátoru. Zabránit těmto chybám
by nejspíše vyžadovalo přepsání větší části těchto vektorizačních průchodů. Proto bylo od
implementace tohoto pragmatu ve vektorizátorech funkcí a základních bloků upuštěno.
Příklad 4.2.2. Použití pragma vector
#pragma codasip vector
for (int i = 0; i < N/2; i++) {
a[i] = b[2∗i+1] ∗ c[2∗i+1] − b[2∗i] ∗ c[2∗i];
d[i] = b[2∗i] ∗ c[2∗i+1] + b[2∗i+1] ∗ c[2∗i];
}
Záznam v reportu ukazuje, že k vektorizaci došlo i přes nepříznivou cenu:
gcc-loops.cpp:204:3: LOOP VECTORIZED
Found pragma vector.
Pragma vector forced vectorization of the loop by ignoring the cost model.
Scalar loop costs: 16
Vector loop of width 4 costs: 61
Pragma codasip novector, jehož použití je ukázáno na příkladu 4.2.3, je jediné
pragma, které bylo implementováno nějakým způsobem ve všech třech vektorizátorech.
Pokud se na něj narazí ve vektorizátoru smyček, je její vektorizace potlačena. Konkrétně
při výběru vhodného vektorizačního faktoru je zvolen faktor 1. Na druhou činnost, kterou
tento vektorizátor provádí, tedy částečné rozbalení smyček, nemá pragma novector žádný
vliv.
V ostatních vektorizátorech je implementace tohoto pragmatu jednodušší a pokud se
zjistí, že aktuálně zpracovávaný základní blok je součástí tímto pragmatem označené smy-
čky, tak se jednoduše přeskočí a pokračuje se následujícím základním blokem.
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Příklad 4.2.3. Použití pragma novector
#pragma codasip novector
while (n−−) {
a[i] = b[i] & c[i];
i++;
}
Záznam v reportu ukazuje, že bylo zabráněno vektorizaci smyčky:
gcc-loops.cpp:69:4: LOOP NOT VECTORIZED
Found pragma novector.
Pragma novector prevented vectorization of the loop.
Pragma codasip ivdep je stejně jako pragma vector implementováno pouze ve vekto-
rizátoru smyček. Činnost, kterou ovlivňuje, totiž probíhá pouze tam. Toto pragma zabraňuje
vkládání paměťové kontroly, ke kterému dochází v situaci, kdy si vektorizátor není jistý,
zda se ve smyčce nenachází nebezpečné paměťové závislosti (vysvětlení viz 4.1). V tako-
vém případě sice smyčku vektorizuje, vloží před ní ovšem zmíněnou kontrolu. Implemen-
tace tohoto pragmatu je rozdělena mezi několik metod. Hlavní část se nachází v metodě
canVectorizeMemory, která zjišťuje, zda lze vektorizovat paměťové operace. Tento proces
se nejprve nechá normálně proběhnout. Pokud je jeho výsledkem, že to lze, ovšem bude
potřeba vložit kontrolu, je při použití tohoto pragmatu toto rozhodnutí změněno. Výsledné
rozhodnutí je pak, že všechny paměťové operace uvnitř smyčky jsou bezpečné a lze ji vek-
torizovat bez jakýchkoli kontrol. Jak toto pragma pracuje je ukázáno na příkladu 4.2.4.
Příklad 4.2.4. Použití pragma ivdep
#pragma codasip ivdep
for (int i = 0; i < 256; i++)
∗dst++ = ∗src++ << 7;
Záznam v reportu ukazuje, že bylo zabráněno vložení kontroly:
gcc-loops.cpp:266:3: LOOP VECTORIZED
Found pragma ivdep.
Scalar loop costs: 6
Vector loop of width 4 costs: 1.5
Pragma ivdep prevented insertion of runtime memory check.
Pragmata jsou ve vektorizátorech použita pouze pokud je to potřeba, takže v případě,
že je některé použito nesprávně, tedy např. pragma vector pro označení smyčky, která by
byla vektorizována i bez něj, nic se nestane. Jediným viditelným výsledkem je pak uložení
informace o detekci daného pragmatu do reportu.
4.3 Testování
Ověřování funkčnosti pragmat probíhalo obdobným způsobem jako testování reportů o au-
tovektorizaci. Tyto dvě části spolu totiž úzce souvisí a tak se společné testování nabízí. Díky
ukládání informací o pragmatech do reportů šlo snadno ověřit, že došlo k jejich správné de-
tekci a použití. Testování probíhalo na architektuře x86.
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Pro ověření, že nedošlo k narušení normální funkčnosti překladače byly opět použity
regresní testy popsané v sekci 3.3.1. K otestování samotné funkčnosti sloužily, rovněž jako
v případě reportů, programy gcc-loops, aplikace MPEG-2 dekodér, speciálně pro testování
napsané programy a sada testů llvm test-suite.
Při tom bylo objeveno, že volání funkce llvm.var.annotation za určitých, ne úplně
objasněných okolností, způsobuje poruchu ochrany paměti a pád optimalizátoru. Dochází
k tomu ale jen velmi zřídka. Následným experimentováním bylo zjištěno, že se jedná o chybu
v samotném LLVM a ta byla proto nahlášena oficiální cestou vývojářům překladače.
Obrázek 4.1: Test pragma codasip vector
Graf 4.1 zobrazuje výsledek použití pragma vector na smyčku podobnou té z příkladu
4.2.2. Je vidět, že to bez ohledu na počet zpracovávaných prvků vždy vedlo ke zpoma-
lení výsledného programu. Rozdíl se nicméně s rostoucím počtem prvků postupně snižoval.
Rovněž velikost kódu s vynuceně vektorizovanou smyčkou byla výrazně vyšší. To vše doka-
zuje, že rozhodnutí vektorizátoru smyčku standardně nevektorizovat bylo správné a cenový
model obsahuje korektní informace. Testování pragma novector přineslo obdobné výsledky.
Obrázek 4.2: Test pragma codasip ivdep
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Na obrázku 4.2 jsou vidět výsledky testování pragma ivdep na jednoduchém programu
podobném tomu z příkladu 4.2.4, tedy kopírování upravených hodnot z jednoho pole do
druhého. V případě, že se nemusela provádět běhová kontrola ukazatelů a výběr mezi ska-
lární a vektorovou verzí smyčky, došlo k urychlení o přibližně 5% a tato hodnota se neměnila
s počtem prvků. To je dáno tím, že se kontrola ukazatelů provádí vždy pouze na začátku,
před samotnými výpočty. Významnější je ovšem v tomto případě zmenšení velikosti přelože-
ného kódu, kdy funkce provádějící samotný výpočet měla díky tomu, že se zde nacházela
pouze vektorová verze smyčky, zhruba o 50% nižší počet instrukcí.
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Kapitola 5
Informace o cílové architektuře
I když by podle pravidel třífázového designu měla být zadní část překladače tou jedinou,
která využívá informace o architektuře, v LLVM to tak úplně neplatí. Přední část potřebuje
znát např. šířku datového typu reprezentujícího na cílové architektuře ukazatel a optima-
lizátor zase potřebuje pro efektivní vektorizaci znalosti o registrech a cenách instrukcí.
Informace pro přední část jdou dodat pomocí parametrů příkazové řádky, ovšem informací
pro optimalizátor je příliš mnoho na to, aby se dal tento způsob využít. Proto je nutné je
dodat jinak.
5.1 Target Transformation Info
Pro uložení informací popsaných v sekci 2.2.3 se v LLVM standardně používají třídy
Název TargetTransformInfo (dále TTI), kde Název označuje cílovou architekturu (např.
X86 nebo ARM). V takové třídě se nachází sada metod, které při dotazu na konkrétní
instrukci s konkrétními operandy vrátí odpovídající cenu. Nachází se zde i metody vracející
počty registrů, jejich šířku a všechny ostatní potřebné informace. Každá z těchto tříd ovšem
musí pokrývat pokud možno všechny procesory dané architektury, které se od sebe ovšem
můžou velmi lišit. Pak se od sebe samozřejmě výrazně liší i jednotlivé ceny. Operace, která
mohla být na některém starším modelu procesoru velmi problematická a tudíž velmi drahá
může být na novějším modelu speciálně ošetřena a stát se tak velmi levnou. To je v TTI
metodách řešeno řadou podmínek, rozlišujících mezi jednotlivými procesory, které je nutné
při každém zavolání takové metody procházet. Takový postup ovšem celý proces zjišťování
potřebných informací zpomaluje a navíc je zbytečný, protože při překladu pro konkrétní
procesor budou vždy výsledky všem podmínek stejné. Tento přístup je tedy pro vývojáře
jednoduchý, ovšem má své chyby a rozhodně není optimální.
Úkolem bylo navrhnout knihovnu, která by dodávala všechny potřebné informace o pro-
cesorech vytvořených pomocí Codasip Frameworku a to včetně těch vytvořených v bu-
doucnu. Postup uvedený výše proto nejde použít. Nelze předem napsat TTI metody, které
by pomocí podmínek pokrývaly všechny uživateli navrhnuté procesory, kterých je potenci-
álně nekonečné množství. Řešením by mohlo být automaticky vygenerovat TTI třídu pro
konkrétní procesor, která by obsahovala informace o registrech a cenách specifické pouze
pro něj. To by ovšem bylo poměrně dost obtížné. Navržené řešení je proto jiné. Informace
o procesoru jsou uloženy ve speciálním souboru s velmi jednoduchou strukturou a syntaxí.
Funkce ve speciální knihovně tento soubor načtou a jednotlivé informace uloží do speci-
álních datových struktur. Metody v TTI (konkrétně CodasipTargetTransformInfo) pak
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dotazy na jednotlivé informace předají knihovně a vrátí její odpověď.
Příklad 5.1.1. Část souboru s informacemi o architektuře x86
codasip_target_information 1.0 // version
processor x86_64 // 64-bit x86 compatible processor
widest_scalar_registers 16:64 // 16 scalar registers, widest 64 bits wide
widest_vector_registers 16:128 // 16 vector registers, widest 128 bits wide
unroll_factor 2 // unroll loops two times
address_computation_cost 10 // 10 cycles to hide the overhead
// operation { type1 [: type2] : cost }+
shl v16i8:30 v8i16:80 v4i32:10 v2i64:20
lshr v16i8:160 v8i16:80 v4i32:40 v2i64:20
· · ·
Na příkladu 5.1.1 je vidět, že se formát souboru skládá ze dvou částí. První obsahuje
informace o registrech, typu architektury a ceně operací spojených s výpočtem adresy pro
paměťové instrukce. Formát informací v této části je vždy takový, že na začátku řádku
je identifikátor dané položky, následovaný její konkrétní hodnotou. Pokud je s položkou
asociováno více hodnot, jsou odděleny dvojtečkou. Druhá část slouží pro uložení informací
o cenách konkrétních instrukcí s konkrétními operandy. Na začátku řádku se opět nachází
identifikátor (tentokrát instrukce) a za ním mezerami oddělené dvojice (příp. trojice) ve
tvaru operandy dvojtečka cena.
Komentáře lze používat stejně jako v jazyce C, tedy do konce řádku nebo víceřádkové.
Kompletní popis souboru s informacemi o architektuře je uveden v příloze C.
5.2 Zpracování informací o architektuře
Pro správné dodávání informací o cenovém modelu bylo nutné implementovat dvě věci.
Knihovnu, která načte a uloží data ze souboru ve formátu popsaném v předchozí sekci
a také třídu CodasipTargetTransformInfo, pomocí které budou informace o architektuře
zpřístupněny vektorizátorům.
Knihovnu, pojmenovanou TargetInformation, sloužící pro zpracování informací o cí-
lové architektuře, tvoří jediná, stejnojmenná, třída. Pomocí parametru příkazové řádky
-target-info-file dostane název souboru, ve kterém jsou potřebné informace uloženy.
V konstruktoru dojde k načtení obsahu souboru a uložení jednotlivých informací do vnitř-
ních proměnných třídy. Po tomto počátečním zpracováním souboru už se s ním tedy nijak
nepracuje a je zavřen. Jednodušší záznamy, jako jsou třeba informace o počtu registrů jsou
uloženy do vyhrazených proměnných, pro uložení těch složitějších se využívá asociativní
pole std::map. Záznamy obsahující informaci o verzi souboru a názvu architektury/proce-
soru mají pouze informativní charakter a nikam se neukládají. Celá knihovna se stejně jako
již zmíněná libLLVMSupport staticky linkuje k programu opt.
Třída CodasipTargetTransformInfo se pak skládá z několika metod, jejichž funkce je
většinou jednoduchá. Když je některá z nich vektorizátorem invokována, deleguje dotaz
na instanci třídy TargetInformation, tedy předá jí parametry dotazu. Pokud je hledaná
položka nalezena, je vrácena (vždy ve formě čísla většího nebo rovno nule). Pokud nalezena
není, což je indikováno hodnotou -1, je zavolána standardní implementace dané metody,
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která se pokusí dotazovanou hodnotu odhadnout. Tato standardní implementace je vo-
lána i v případě, že nebyl zadán název souboru s informacemi o architektuře nebo se jej
nepodařilo otevřít.
5.3 Testování
Otestování správné funkčnosti knihovny dodávající informace o architektuře a třídy Coda-
sipTargetTransformInfo probíhalo nejprve tak, že bylo v jednotlivých vektorizátorech
zjišťováno, zda došlo k získání správným informací o cenách jednotlivých instrukcí a dalších
hodnot z cenového modelu. K tomu se používaly hlavně pomocné výpisy, vypisující infor-
mace, které obdržely vektorizátory od instance třídy CodasipTargetTransformInfo. Poté
se také testovalo urychlení, ke kterému dojde když jsou vektorizátorům dodány informace
o architektuře a když nejsou.
To, zda jsou tyto informace správné a skutečně odrážejí vlastnosti cílové architektury,
nelze zpětně určit. Programu nezbývá než jejich správnosti a přesnosti věřit. Nicméně v pří-
padě, že by uvedené informace byly chybné, nedojde k žádným skutečně vážným problémům
jako je chyba překladu nebo chybná funkčnost přeloženého programu. Mohlo by dojít pouze
k nesprávnému výsledku vektorizačního procesu, tedy k chybné vektorizaci nebo naopak
nevektorizaci určitých částí kódu. To může potenciálně vést ke zpomalení výsledného pro-
gramu.
Na obrázku 5.1 je znázorněno porovnání rychlosti provedení benchmarku gcc-loops
na architektuře x86. Byly testovány tři případy: dodání přesných informací o architektuře,
dodání vymyšlených, nesmyslných informací a nedodání žádných informací, kdy optimali-
zátor hodnoty odhadne. Je vidět, že v případě, kdy nejsou informace známy, nemá cenu
si je vymýšlet, protože to může vést k horším výsledkům, než v případě nedodání infor-
mací žádných. Naopak znalost správných informací má výrazný pozitivní vliv na rychlost
výsledné aplikace.





SIMD instrukce jsou díky svým výhodám součástí většiny dnešních procesorů. Proto je
důležité, aby je obsahoval i procesor Codix. Jen tak totiž může využít plného potenciálu,
který se skrývá v moderních aplikacích a schopností překladačů provádět automatickou
vektorizaci. Doposud ovšem Codix obsahoval pouze skalární instrukce.
6.1 Volba instrukcí
Pro přidání SIMD instrukcí do modelu procesoru Codix bylo nutné nejprve vhodné instrukce
zvolit. Vzhledem k množství existujících vektorových operací je není možné implementovat
všechny. Po dohodě jsme se rozhodli pro volbu vhodných instrukcí využít konkrétní aplikaci.
Zvolen byl MPEG-2 dekodér, tedy aplikace pro převod videa kódovaného známým audio
a video kodekem. Ten je i přes své relativní stáří stále často využíván např. i pro pozemní
digitální televizní vysílání. Instrukční rozšíření tedy bude tzv. aplikačně specifické a procesor
bude pro tuto konkrétní aplikaci optimalizován.
Pro zjištění, které SIMD operace se v MPEG-2 dekodéru využívají, bylo nutné nechat
přeložit zdrojové kódy přední částí překladače, která je převedla na IR a následně opti-
malizátorem, který samotné vektorové operace vygeneroval. Tento proces byl proveden na
architektuře x86 kvůli její dostupnosti a také široké množině SIMD operací, které podpo-
ruje. Poté byl vytvořen seznam všech vektorových instrukcí, včetně jejich operandů, které
se zde vyskytovaly. Všechny instrukce z toho seznamu ovšem zvolit nešlo, protože se zde
nacházely i takové, jejichž implementace v hardwaru není možná. Konkrétně se jednalo
o operace phi a bitcast. Operace phi (výběr hodnoty v závislost na předchůdci základ-
ního bloku) se vždy převede na sekvenci několika jednodušších instrukcí, zatímco bitcast
(přetypování beze změny bitů) se většinou úplně vypustí. Rovněž byly zavrženy všechny
vektorové operace pracující s čísly v plovoucí řádové čárce z důvodu jejich složité případné
realizace v hardwaru.
Do konečného seznamu se tedy dostalo celkem 14 instrukcí, které pracují dohromady
se sedmi typy operandů. Celkově se jedná o 62 instrukcí pokud počítáme stejnou operaci
s různými operandy za různé instrukce. Uvedeny jsou v tabulce 6.1. Názvy operandů jsou
v případě skalárních tvořeny písmenem značícím typ v nich uložené hodnoty, následovaným
její bitovou šířkou. Typ může být buď i (integer, celočíselná hodnota) nebo f (float, hodnota
v plovoucí řádové čárce, zde nevyužito). V případě vektorů se název skládá z písmene v
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(vector), čísla značícího počet prvků vektoru a typu jednotlivých položek. Zvolené vektorové
operandy jsou vždy celkově široké buď 32 nebo 128 bitů.
Ne všechny instrukce dokáží pracovat se všemi typy operandů. Instrukce provádějící
rozšíření, resp. oříznutí vektorů (tedy zext, sext a trunc) vyžadují, aby měly oba stejný
počet prvků. Proto např. operace zext může mít jako vstupní operand pouze vektor typu
v4i8 nebo v2i16, který doplní nulami na v4i32, resp. v2i64. Instrukce load a store zase
pracují pouze s operandy typu i128, tedy 128-bitová celočíselná hodnota. To je z toho
důvodu, že při načítání a ukládání hodnot nezáleží na konkrétním typu vektoru. Všechny
128-bitové vektory (v2i64, v4i32, v8i16, v16i8) lze tedy načíst i uložit pomocí stejných
instrukcí. Pro načítání a ukládání 32-bitových vektorů lze využít standardní instrukce pro
práci se sklárními hodnotami, které se v Codixu již nacházejí, takže není potřeba takové
instrukce přidávat.
v4i8 v2i16 v16i8 v8i16 v4i32 v2i62 i128
Load 3
Store 3
Insertelement 3 3 3 3 3 3
Extractelement 3 3 3 3 3 3
Shuﬄevector 3 3 3 3 3 3
Add 3 3 3 3 3 3
Mul 3 3 3 3 3 3
Xor 3 3 3 3 3 3




Icmp 3 3 3 3 3 3
Select 3 3 3 3 3 3
Tabulka 6.1: Přehled instrukcí a jejich operandů
6.2 Implementace instrukcí
Zvolené instrukce byly, stejně jako celý model procesoru, implementovány v jazyce CodAL
a přidány do instruction accurate modelu. Codix standardně obsahuje 32-bitové registry
určené pro ukládání 32-bitových (skalárních) operandů. My jsme se je rozhodli využít i pro
ukládání všech vektorových operandů této šířky, tedy v2i16 a v4i8. To je tedy poměrně
unikátní, protože většina procesorů má oddělené registry pro skalární a vektorové ope-
randy1. Pro ukládání všech ostatních operandů, které jsou 128-bitové, bylo nutné přidat
registry nové. Těch je opět 32 a v jazyce symbolických instrukcí jsou označovány písmenem
v, následovaným číslem daného registru, tedy např. druhý vektorový registr je označen v2.
Základní názvy instrukcí i jejich funkce byly převzaty z velké části přímo z LLVM IR,
stejně jako většina ostatních instrukcí v Codixu. Popis jejich činnosti lze tedy najít v [8].
Konkrétní název každé instrukce je pak tvořen základním názvem operace následovaným
informacemi o vektorech, se kterými daná instrukce pracuje. Tyto informace se skládají
1Technologie MMX používá stejné registry pro uložení vektorů a skalárních floating point hodnot.
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z počtu prvků a bitové šířky jednoho prvku, tedy např. instrukce pro sečtení vektorů typu
v2i64 je označena add 2x64. Všechny instrukce používají tříadresnou formu, nedojde tedy
k přepsání obsahu vstupních registrů výsledkem instrukce. Pracují pouze s registrovými
operandy, jiné operandy (přímé, paměťové) je tedy nutné do registrů nejprve načíst, k čemuž
lze využít instrukci load 128 nebo některou z instrukcí insertelement.
Použití těchto nových instrukcí je ukázáno na příkladu 6.2.1 a ukázka jejich implemen-
tace je uvedena v příloze D.
Příklad 6.2.1. Část jednoduchého programu v Codixovském assembleru využívající nově
přidané vektorové instrukce.
load_128 v0, r0, 8 // nacteni 1. vektoru z adresy r0+8
load_128 v1, r1, 8 // nacteni 2. vektoru z adresy r1+8
add_4x32 v2, V0, V1 // secteni obou vektoru
store_128 v2, r1, -12 // ulozeni vysledku souctu do pameti na adresu r1-12
lshr_2x64 v3, v0, r2 // posun vektoru doprava o hodnotu ulozenou v r2
store_128 v3, r3, -16 // ulozeni vysledku posunu do pameti na adresu r3-16
6.3 Testování
V době psaní této práce ještě nebyla úplně dokončena podpora pro SIMD instrukce ve
vygenerovaném překladači. Navíc nebylo možné používat vektorové verze instrukcí icmp,
select a shufflevector. Proto nemohl být otestován MPEG-2 dekodér, vektorizátory
v něm totiž tyto operace generují a takový kód by následně nešel přeložit do assembleru
Codixu. V případě že by zabránilo vektorizaci všech problematických částí kódu např.
pomocí pragma novector, nedošlo by k téměř žádnému urychlení výsledné aplikace. Z těchto
důvodů byla pro testování zvolena upravená verze benchmarku gcc-loops, ze které byly
odstraněny všechny smyčky obsahující výše zmíněné operace a rovněž všechny výpočty
v pohyblivé řádové čárce, které zpomalují simulaci.
Obrázek 6.1: Porovnání rychlosti vykonání upraveného benchmarku gcc-loops
Cena všech přidaných vektorových instrukcí byla v cenovém modelu nastavena na 1,
aby jich vektorizátory využily co nejvíce. Rovněž byly dodány informace o nových regis-
33
trech. Překlad byl proveden s parametry -O3 -fslp-vectorize-aggressive, což zaručuje
maximální možnou automatickou vektorizaci. Samotné testování bylo prováděno ve dvou
simulátorech: v simulátoru vygenerovaném pro standardní Codix a v simulátoru pro Codix
se SIMD instrukcemi. Testování bylo opakováno s různými nastaveními hodnoty parametru
Mi, který v gcc-loops ovlivňuje počet iterací jednotlivých smyček. Výsledky testování jsou
zobrazeny v grafu na obrázku 6.1. Je vidět, že ve všech případech došlo k urychlení vyko-
návání tohoto benchmarku. Velikost urychlení rostla se zvětšující se hodnotou parametru
Mi, protože při vyšším počtu iterací jednotlivých smyček se zvětšuje i počet operací, které
byly provedeny vektorově.
Benchmark gcc-loops ovšem nedokázal využít celou šíři dostupných SIMD instrukcí,
pouze její část. To, v kombinaci s ještě ne úplně hotovou podporou pro vektorové instrukce
v překladači má za následek, že urychlení není takové, jaké by být mohlo v případě kompletní
podpory a aplikace, která by všechny instrukce využít dokázala. Nicméně již z tohoto testu
je patrné, že SIMD instrukce v Codixu mají smysl a v blízké budoucnosti se budou moci




Tato práce byla zaměřena na kompilační framework LLVM a zvláště pak na v něm probíha-
jící proces automatické vektorizace kódu. Byly představeny návrh a implementace reportů,
které informují programátora o výsledku tohoto procesu. Poté byla úspěšně navržena a im-
plementována možnost ovlivňování toho procesu pomocí direktiv pragma, které programá-
tor uvede před jednou nebo více smyčkami ve svému programu. Následně byla vytvořena
knihovna, která dodává informace o architektuře procesorů vytvořených pomocí Codasip
Frameworku, důležité pro správnou a efektivní automatickou vektorizaci. Nakonec byla
rozšířena instrukční sada mikroprocesoru Codix, pro který se překládají programy v ja-
zycích C a C++ pomocí speciálně upravených verzí Clangu a LLVM, o SIMD instrukce
zvolené speciálně za účelem urychlení aplikace MPEG-2 dekodér.
Během testování zmíněných reportů byla objevena chyba v optimalizátoru, který je
součástí LLVM. Tato chyba byla nahlášena vývojářům tohoto frameworku, ovšem v době
psaní této práce stále nedošlo k její opravě.
LLVM je živý projekt a nové verze vychází přibližně každého půl roku. Proto se dá
předpokládat, že budoucnosti dojde k změnám v procesu automatické vektorizace. To může
vést k tomu, že bude možné vektorizovat i konstrukce, u kterých to v současnosti není možné
a implementované reporty i pragmata se budou muset těmto budoucím změnám přizpůsobit.
Existující sadu pragmat je možné dále rozšířit, lze např. přidat pragma, které by v sobě
spojovalo funkčnost pragma vector a pragma ivdep.
Formát souboru s informacemi o cílové architektuře byl navržen jak pro snadnou ruční
editaci, tak pro strojové generování. V současnosti ovšem není takové generování implemen-
továno. Na tuto práci by proto mohla navázet jiná, která by měla za úkol implementovat
automatické generování potřebých informací z popisu procesoru vytvořeného v jazyce Co-
dAL. Rovněž je možné, že bude nutné rozšířit tyto informace o nové položky, jejichž potřeba
se může objevit v některé budoucí verzi LLVM.
Sadu SIMD instrukcí v procesoru Codix je možné v budoucnu rozšířit o další instrukce.
Implementovat by šlo např. instrukce pro dělení nebo po vzoru firmy Intel přidat také
operace, které pracují s čísly s plovoucí řádovou čárkou.
Díky této práci jsem se prakticky seznámil s architekturou skutečného, v praxi použí-
vaného překladače. Předtím jsem věděl jak takový překladač funguje pouze z teoretického
hlediska. Také jsem se seznámil s možnostmi, které nabízí souběžný návrh hardwaru a soft-
waru. Cennou zkušeností byla rovněž možnost stát se načas součástí výzkumné skupiny
Lissom a vyzkoušet si práci na výzkumu nových technologií.
35
Literatura
[1] ApS Brno: Codix – Architecture Reference Manual, 2011, first edition, 19th revision.
[2] Codasip: CodAL Manual, Reference Guide, 2014, version 5.0.
[3] Codasip: Codasip Framework Manual, User’s Guide, 2014, version 6.5.
[4] Gerber, R.: The software optimization cookbook: high-performance recipes for IA-32
platforms. Hillsboro: Intel Press, druhé vydání, 2006, ISBN 09-764-8321-1.
[5] Lattner, C.: The Architecture of Open Source Applications [online].
http://www.aosabook.org/en/llvm.html, 2012-07-07, [cit. 2014-03-15].
[6] Lattner, C.; Adve, V.: LLVM: A Compilation Framework for Lifelong Program
Analysis & Transformation. In Proceedings of the 2004 International Symposium on
Code Generation and Optimization (CGO’04), Palo Alto, California, Březen 2004.
[7] LLVM Project: Auto-Vectorization in LLVM [online].
http://llvm.org/docs/Vectorizers.html, 2014-04-07, [cit. 2014-01-30].
[8] LLVM Project: LLVM Language Reference Manual [online].
http://llvm.org/docs/LangRef.html, 2014-04-07, [cit. 2014-02-15].
[9] Muchnick, S. S.: Advanced compiler design and implementation. San Francisco:
Morgan Kaufmann, 1997, ISBN 15-586-0320-4.
[10] QuantAlea GmbH: LLVM and NVVM [online].
https://www.quantalea.net/media/ doc/2/7/manual/index.html?LLVMandNVVM.html,
2012, [cit. 2014-03-24].
[11] Spencer, R.: LLVM API Documentation [online].




Na přiloženém CD se nacházejí tyto adresáře a soubory:
• /src/llvm – zdrojové kódy reportů, pragmat a informací o architektuře
• /src/codix – zdrojové kódy SIMD instrukcí a registrů pro procesor Codix
• /binary – LLVM ve verzi 3.4 s podporou reportů, pragmat a dodávání informací
o architektuře přeložené pro Linux 64-bit
• /examples – testovací příklady, ukázka reportů a informací o architektuře
• /doc – technická zpráva ve formátu pdf




Předpokládá se nainstalovaný a správně nakonfigurovaný Codasip Framework s platnou
licencí a model procesoru Codix.
Postup zprovoznění LLVM (pouze pro Linux 64-bit):
1. Zkopírovat obsah adresáře /binary z CD do pracovního adresáře
2. Pomocí nástrojů v podadresáří bin přeložit ukázkové příklady z adresáře examples na
CD, případně libovolné vlastní programy v C/C++
Příklad překladu programu test.c se zapnutými reporty a dodáním informací o architek-
tuře ze souboru x86.tgt:
clang test.c -O3 -fslp-vectorize-aggressive -mllvm -target-info-file=x86.tgt
-mllvm -slpvec-report=all -mllvm -bbvec-report=all -mllvm -loopvec-report=all
-g -o test
Pragmata není potřeba nijak speciálně povolovat, lze je rovnou použít.
V případě nedodání informací o architektuře se použije cenový model pro platformu x86,
který se standardně nachází v LLVM.
Postup zprovoznění SIMD instrukcí v procesoru Codix:
1. Zkopírovat obsah adresáře /src/codix na CD do instruction accurate modelu proce-
soru Codix
2. Přidat set i simd do setu instr reprezentujícího všechny instrukce
3. Pomocí Codasip Studia přeložit model, vygenerovat všechny nástroje a exportovat
toolchain
4. Pomocí vygenerovaného překladače přeložit programy v C/C++, např. ty v adresáři
examples na přiloženém CD
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Příloha C
Informace o cílové architektuře
Soubor s informacemi o architektuře procesoru se skládá ze dvou částí. První obsahuje
informace o registrech, typu architektury a ceně operací spojených s výpočtem adresy pro
paměťové operace. Druhá část slouží pro uložení informací o cenách konkrétních instrukcí
s konkrétními operandy.
Soubor by měl mít příponu .tgt, ale není to podstatné. Lze používat komentáře jako
v jazyku C, tedy jednořádkové // i víceřádkové /* . . . */.
Všechny záznamy jsou nepovinné a v případě, že bude potřeba některý, který není
uveden, použije se výchozí hodnota, případně algoritmy, které se danou hodnotu pokusí
odhadnout.
Uváděné ceny nejsou v žádných konkrétních jednotkách. Tyto hodnoty by měly re-
prezentovat náročnost provedení dané operace. Náročností se myslí hlavně doba, kterou
provedení operace zabere, ale třeba i prostorová náročnost a případně i další vlivy.
Záznamy je možné uvádět v libovolném pořadí. V případě že bude některý záznam
uveden vícekrát, použije se ten, který je uveden jako poslední. Na velikosti písmen nezáleží.
C.1 Obecné informace o architektuře
codasip target information verze souboru
Záznam označující číslo verze souboru. Je pouze pomocný a při zpracování souboru se ig-
noruje.
codasip target information 1.0
processor oznaceni architektury nebo procesoru
Záznam s označením architektury. Rovněž pouze pomocný a ignoruje se.
processor x86
widest scalar registers pocet:sirka
Počet skalárních registrů procesoru a šířka (v bitech) nejširšího z nich.
widest scalar registers 16:64
widest vector registers pocet:sirka
Počet vektorových registrů procesoru a šířka (v bitech) nejširšího z nich.
widest vector registers 16:128
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unroll factor hodnota
Jaký maximální unroll factor má použít vektorizátor smyček. Ten totiž provádí i částečné
rozbalení smyček, jehož účelem je využití paralelismu uvnitř procesoru. Hodnota této po-
ložky by tedy měla být dána počtem paralelních výpočetních jednotek v procesoru, resp.
stupněm paralelismu, kterého je schopen procesor dosáhnout.
unroll factor 2
address computation cost cena
Cena operace výpočtu adresy v paměti pro vektorové instrukce a při předpokladu, že se
bude pravděpodobně jednat o nějaký složitý výpočet, který nepůjde transformovat na in-
dexovací režim. Tato položka se uvádí jen v případě, že se na architektuře liší cena výpočtu
adresy pro skalární a vektorové operace.
address computation cost 10
C.2 Informace o cenách instrukcí
Ostatní záznamy jsou informace o cenách instrukcí s danými operandy. Obecný tvar, za-
psaný jako regulární výraz, je operation { type1 [: type2] : cost }+, tedy na začátku řádku je
název operace a následuje 1 až N položek s typy operandů a cenami oddělenými dvojtečkou.
V ideálním případě by měly být uvedeny všechny operace a to se všemi typy operandů,
které jsou na dané architektuře legální. Pokud ovšem konkrétní ceny nejsou známy, tak
je lepší si je nevymýšlet. V takovém případě je lepší hodnotu neuvádět a nechat interní
algoritmy, aby se ji pokusily odhadnout.
Názvy operací odpovídají názvům jednotlivých instrukcí v LLVM IR, konkrétně těm
uvedeným v metodě Instruction::getOpcodeName() v souboru Instruction.cpp.
Typy operandů jsou také ve tvaru používaném v LLVM, tedy např. i8, f32, v2i64 apod.
Přesné názvy jsou uvedeny v metodě EVT::getEVTstring() v souboru ValueTypes.cpp.
Ceny operací jsou celá čísla >= 0. Jednotlivé položky na řádku mohou být odděleny
libovolným počtem mezer a tabulátorů.
Následuje popis toho, jaké operandy se uvádí u jednotlivých operací. Operace, které
nejsou dále uvedeny, se v souboru neuvádí (respektive uvádět i jiné operace lze, ale takové
záznamy nebudou nikdy použity). Všechny dále uvedené operace by měly být schopny
nějakým způsobem pracovat s vektory.
C.2.1 Binární a bitové operace
add, sub, mul, udiv, sdiv, fadd, fsub, fmul, fdiv, urem, srem, frem, and, or, xor,
shl, lshr, ashr
U těchto instrukcí mají všechny operandy včetně výsledku stejný datový typ, takže se
v souboru uvádí pouze jednou.
add i16:1 i32:1 i64:1 v8i16:1 v4i32:1 v2i64:1
C.2.2 Vektorové operace
extractelement
V souboru se uvádí pouze typ vektoru, ze kterého probíhá extrakce. Pozice, ze které se má
prvek extrahovat má vždycky typ i32 a výsledek je stejného typu jako prvky vektoru, takže
se ani jedna z těchto hodnot neuvádí.
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extractelement v8i16:2 v4i32:2 v2i64:2 v2f64:2
insertelement
Uvádí se pouze typ vektoru, do kterého se vkládá prvek. Typ vkládaného prvku je stejný
jako prvky vektoru, pozice je typu i32 a výsledek má vektorový typ stejný jako ten do
kterého probíhá vkládání, takže se tyto hodnoty neuvádí.
insertelement v8i16:2 v4i32:2 v2i64:2 v2f64:2
shuﬄevector
Uvádí se typ vektorů, nad kterými se provádí shuﬄe (oba jsou stejné, takže jen jednou).
shufflevector v8i16:4 v4i32:4 v2i64:4 v2f64:2
C.2.3 Operace pro práci s pamětí
load
Uvádí se jenom typ hodnoty, která se z paměti načte, tedy typ výsledku této operace.
load i16:2 i32:2 i64:2 f32:3 f64:3 v8i16:3 v4i32:3 v2i64:3 v2f64:3
store
Uvádí se typ hodnoty, která se ukládá do paměti.
store i16:2 i32:2 i64:2 f32:3 f64:3 v8i16:3 v4i32:3 v2i64:3 v2f64:3
C.2.4 Konverzní operace
trunc, zext, sext, fptrunc, fpext, fptoui, fptosi, uitofp, sitofp, ptrtoint, inttoptr
Uvádí se dva typy. První je ten, ze kterého se provádí konverze a druhý ten, na který se
konvertuje.
zext i16:i32:0 i16:i64:1 i32:i64:0
C.2.5 Ostatní operace
icmp, fcmp
Uvádí se jen typ porovnávaných hodnot, obě porovnávané hodnoty mají stejný typ, proto
se uvádí pouze jednou. Výsledek je vždy typu i1 nebo vektoru i1, takže se neuvádí.
icmp i16:2 i32:2 i64:4 v8i16:2 v4i32:2 v2i64:2
select
Opět se uvádí pouze typ porovnávaných hodnot a obě porovnávané hodnoty mají stejný
typ, takže se uvádí jen jednou.
select i16:1 i32:1 i64:1 f32:2 f64:3 v8i16:2 v4i32:2 v2i64:2 v2f64:2
C.3 Příklad
Následuje ukázka, jak by mohl obsah takového souboru s informacemi o procesoru vypadat.
Jedná se o popis 64-bitového x86 procesoru, který podporuje SSE2/SSE3. Všechny hodnoty
jsou převzaty z třídy x86TargetTransformInfo. Zakomentovány jsou i ceny některých da-
lších instrukcí, ty jsou ovšem vymyšlené a jsou uvedeny pouze pro ukázku.
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codasip_target_information 1.0 // version of the file
processor x86 // 64-bit x86 compatible processor with SSE2/SSE3 support
widest_scalar_registers 16:64 // 16 scalar registers, widest 64 bits wide
widest_vector_registers 16:128 // 16 vector registers, widest 128 bits wide
unroll_factor 2
address_computation_cost 10
// operation { type1 [: type2] : cost }+
shl v16i8:30 v8i16:80 v4i32:10 v2i64:20
lshr v16i8:160 v8i16:80 v4i32:40 v2i64:20
ashr v16i8:160 v8i16:80 v4i32:40 v2i64:20
sdiv v16i8:320 v8i16:160 v4i32:80 v2i64:40
udiv v16i8:320 v8i16:160 v4i32:80 v2i64:40
mul v2i64:9 v4i64:9 v4i32:6
uitofp v2i64:v2f64:20 v4i32:v2f64:40 v8i16:v2f64:80 v16i8:v2f64:160
sitofp v2i64:v2f64:20 v4i32:v2f64:40 v8i16:v2f64:80 v16i8:v2f64:160
/*
add i16:1 i32:1 i64:1 v8i16:1 v4i32:1 v2i64:1
sub i16:1 i32:1 i64:1 v8i16:1 v4i32:1 v2i64:1
fadd f32:2 f64:2 v2f64:2
fsub f32:2 f64:2 v2f64:2
fmul f32:3 f64:3 v2f64:3
fdiv f32:8 f64:8 v2f64:8
urem i16:4 i32:4 i64:4 v8i16:4 v4i32:4 v2i64:4
srem i16:4 i32:4 i64:4 v8i16:4 v4i32:4 v2i64:4
frem f32:8 f64:8 v2f64:8
and i16:1 i32:1 i64:1 v8i16:1 v4i32:1 v2i64:1
or i16:1 i32:1 i64:1 v8i16:1 v4i32:1 v2i64:1
xor i16:1 i32:1 i64:1 v8i16:1 v4i32:1 v2i64:1
extractelement v8i16:2 v4i32:2 v2i64:2 v2f64:2
insertelement v8i16:2 v4i32:2 v2i64:2 v2f64:2
shufflevector v8i16:4 v4i32:4 v2i64:4 v2f64:2
load i16:2 i32:2 i64:2 f32:3 f64:3 v8i16:3 v4i32:3 v2i64:3 v2f64:3
store i16:2 i32:2 i64:2 f32:3 f64:3 v8i16:3 v4i32:3 v2i64:3 v2f64:3
trunc i64:i32:0 i64:i16:1 i32:i16:0
zext i16:i32:0 i16:i64:1 i32:i64:0
sext i16:i32:0 i16:i64:1 i32:i64:0
fptrunc f64:f32:1
fpext f32:f64:1
fptoui f64:i64:2 f64:i32:2 f64:i16:2 f32:i64:2 f32:i32:2 f32:i16:2
fptosi f64:i64:2 f64:i32:2 f64:i16:2 f32:i64:2 f32:i32:2 f32:i16:2
ptrtoint i64:i64:1 i64:i32:1 i64:i16:1 i32:i64:1 i32:i32:1 i32:i16:1
inttoptr i64:i64:1 i64:i32:1 i64:i16:1 i32:i64:1 i32:i32:1 i32:i16:1
icmp i16:2 i32:2 i64:4 v8i16:2 v4i32:2 v2i64:2
fcmp f32:2 f64:2 v2f64:2




Ukázka SIMD instrukcí v CodALu
Následující element definuje vektorové instrukce insertelement 4x8 a insertelement 2x16,
provádějící vložení skalární hodnoty do vektoru na určené místo.
1 element instr insertelement 32 {
2 use reg any as dst, src1, src2, src3;
3 use opc insertelement 32;
4
5 assembler { opc insertelement 32 dst ”,” src1 ”,” src2 ”,” src3 };




10 pos = rread(src3);
11
12 switch (opc insertelement 32) {
13 case OPC6 INSERTELEMENT 4x8:
14 uint8 val;
15 v4ui8 res;
16 res = (v4ui8)rread(src1);
17 val = rread(src2);




22 case OPC6 INSERTELEMENT 2x16:
23 uint16 val;
24 v2ui16 res;
25 res = (v2ui16)rread(src1);
26 val = rread(src2);
27 res[pos] = val;
28 rwrite(dst, (uint32)res);
29 break;
30 }
31 };
32 };
43
