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Abstract
Tracking the state of the conversation is a cen-
tral component in task-oriented spoken dia-
logue systems. One such approach for track-
ing the dialogue state is slot carryover, where
a model makes a binary decision if a slot from
the context is relevant to the current turn. Pre-
vious work on the slot carryover task used
models that made independent decisions for
each slot. A close analysis of the results show
that this approach results in poor performance
over longer context dialogues. In this paper,
we propose to jointly model the slots. We
propose two neural network architectures, one
based on pointer networks that incorporate slot
ordering information, and the other based on
transformer networks that uses self attention
mechanism to model the slot interdependen-
cies. Our experiments on an internal dialogue
benchmark dataset and on the public DSTC2
dataset demonstrate that our proposed models
are able to resolve longer distance slot refer-
ences and are able to achieve competitive per-
formance.
1 Introduction
In task-oriented spoken dialogue systems, the user
and the system are engaged in interactions that can
span multiple turns. A key challenge here is that
the user can reference entities introduced in previ-
ous dialogue turns. For example, if a user request
for what’s the weather in arlington is followed by
how about tomorrow, the dialogue system has to
keep track of the entity arlington being referenced.
In slot-based spoken dialogue systems, tracking
the entities in context can be cast as slot carryover
task – only the relevant slots from the dialogue
context are carried over to the current turn. Re-
cent work by Naik et al. (2018) describes a scal-
able multi-domain neural network architecture to
address the task in a diverse schema setting. How-
ever, this approach treats every slot as indepen-
LOCATION
La taqueria
PLACE
La taqueria
TEMPERATURE
57 F
Mexican restaurants
PLACETYPE
CITY
San Francisco
What's the weather in San 
Francisco?
In San Francisco, CA
it's 57 F …
La taqueria is a mile away
Thanks, send directions to my 
phone
San Francisco
TOWN
San Francisco
SEARCH PLACE INTENT
GET WEATHER INTENT
GET DIRECTIONS INTENT
Any good Mexican 
restaurants there? STATECA
WEATHERCITY
San Francisco
WEATHERSTATE
CA
WEATHERCITY
Figure 1: An example of a conversation session. Slots
are listed on the right. Related slots often co-occur,
such as (1) [WEATHERCITY: San Francisco] and
[WEATHERSTATE: CA], and should be carried over to-
gether due to their interdependencies (2) PLACE slot is
often seen to occur along with TOWN.
dent. Consequently, as shown in our experiments,
this results in lower performance when the con-
textual slot being referenced is associated with di-
alogue turns that are further away from the cur-
rent turn. We posit that modeling slots jointly
is essential for improving the accuracy over long
distances, particularly when slots are correlated.
We motivate this with an example conversation
in Figure 1. In this example, the slots WEATH-
ERCITY/WEATHERSTATE, need to be carried over
together from dialogue history as they are corre-
lated. However, the model in Naik et al. (2018)
has no information about this slot interdependence
and may choose to carryover only one of the slots.
In this work, we alleviate this issue by propos-
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ing two novel neural network architectures – one
based on pointer networks (Vinyals et al., 2015)
and another based on self-attention with trans-
formers (Vaswani et al., 2017) – that can learn to
jointly predict jointly whether a subset of related
slots should be carried over from dialogue history.
To validate our approach, we conduct thorough
evaluations on both the publicly available DSTC2
task (Henderson et al., 2014), as well as our in-
ternal dialogue dataset collected from a commer-
cial digital assistant. In Section 4.3, we show that
our proposed approach improve slot carryover ac-
curacy over the baseline systems over longer dia-
logue contexts. A detailed error analysis reveals
that our proposed models are more likely to utilize
“anchor” slots – slots tagged in the current utter-
ance – to carry over long-distance slots from con-
text.
To summarize we make the following contribu-
tions in this work:
1. We improve upon the slot carryover model ar-
chitecture in Naik et al. (2018) by introduc-
ing approaches for modeling slot interdepen-
dencies. We propose two neural network mod-
els based on pointer networks and transformer
networks that can make joint predictions over
slots.
2. We provide a detailed analysis of the proposed
models both on an internal benchmark and pub-
lic dataset. We show that contextual encoding
of slots and modeling slot interdependencies is
essential for improving performance of slot car-
ryover over longer dialogue contexts. Trans-
former architectures with self attention provide
the best performance overall.
2 Problem Formulation
A dialogue H is formulated as a sequence of utter-
ances, alternatively uttered by a user (U) and the
system agent (A):
H =
(
h{U,A}
d
, · · · , hU2 , hA1 , hU0
)
, (1)
where each element h is an utterance. A subscript
d denotes the utterance distance which measures
the offset from the most recent user utterance (hU0 ).
The i-th token of an utterance with distance d is
denoted as hd[i].
A slot x = (d, k, l, r) in a dialogue is defined as
a key-value pair that contains an entity informa-
tion, e.g. [CITY:San Francisco]. Each slot can be
determined by the utterance distance d, slot key k,
and a span [l : r] over the tokens of the utterance
with slot value represented as hd[l : r].
Given a dialogue history H and a set of can-
didate slots X , the context carryover task is ad-
dressed by deciding which slots should be carried
over. The previous work (Naik et al., 2018) ad-
dressed the task as a binary classification problem
and each slot x ⊆ X is classified independently. In
contrast, our proposed models can explicitly cap-
ture slot interactions and make joint predictions
of all slots. We show formulations of both model
types below,
Fbinary(x,H) ∈ (0, 1) ∀x ∈ X (2)
Fjoint(X,H) ⊆ X (3)
where Fbinary(x,H) denotes a binary classification
model (Naik et al., 2018), Fjoint(X,H) denotes our
joint prediction models.
3 Models
3.1 General architecture
Candidate Generation We follow the approach
in Naik et al. (2018), where, given a dialogue H,
we construct a candidate set of slots X from the
context by leveraging the slot key embeddings to
find the nearest slot keys that are associated with
the current turn.
Slot Encoder A model, given a candidate slot
(a slot key, a span in the history and a distance),
results in a fixed-length vector representation of a
slot: x = FS(x,H) ∈ RDS , where x is the slot, H is
the full history.
Dialogue Encoder We serialize the utterances
in the dialogue and use BiLSTM to en-
code the context as a fixed-length vector
c = BiLSTM(H) ∈ RDC .
Intent Encoder The intent I of the most recent
utterance determined by an NLU module is also
encoded as a fixed-length vector i ∈ RDI by av-
eraging the tokens in the intent. We average the
word embeddings of the tokens associated with the
intent to get the intent embedding.
Decoder Given the encoded vector representa-
tions {x1, · · · , xn} of the slots, the context vector c,
the intent vector i, produce a subset of the slot ids:
FD(x1:n, c, i) ⊆ {1, · · · , N} (4)
x1
x2
x3
x4
I i c
✓
✗
✗
✓
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Encoder
Dialogue Encoder (bi-LSTM)
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h{U, A}d
<latexit sha1_base64="Oemh46EfhhvMKk620BM9e EFVCGg=">AAACDnicbZDNSsNAFIUn9a/Wn0ZduhksggspiQi6rLpxWcG0hSaGyWTSDp1MwsxELCHv4N6tvoI 7cesr+AY+hpO2C9t6YODj3HvnXk6QMiqVZX0blZXVtfWN6mZta3tnt27u7XdkkglMHJywRPQCJAmjnDiKKkZ 6qSAoDhjpBqObst59JELShN+rcUq8GA04jShGSlu+WR/64UPu5s6pC6/covDNhtW0JoLLYM+gAWZq++aPGyY 4iwlXmCEp+7aVKi9HQlHMSFFzM0lShEdoQPoaOYqJ9PLJ4QU81k4Io0ToxxWcuH8nchRLOY4D3RkjNZSLtdL8 r9bPVHTp5ZSnmSIcTxdFGYMqgWUKMKSCYMXGGhAWVN8K8RAJhJXOam5L+Xeq4qeipqOxF4NYhs5Z09Z8d95o Xc9CqoJDcAROgA0uQAvcgjZwAAYZeAGv4M14Nt6ND+Nz2loxZjMHYE7G1y8inpwe</latexit><latexit sha1_base64="Oemh46EfhhvMKk620BM9e EFVCGg=">AAACDnicbZDNSsNAFIUn9a/Wn0ZduhksggspiQi6rLpxWcG0hSaGyWTSDp1MwsxELCHv4N6tvoI 7cesr+AY+hpO2C9t6YODj3HvnXk6QMiqVZX0blZXVtfWN6mZta3tnt27u7XdkkglMHJywRPQCJAmjnDiKKkZ 6qSAoDhjpBqObst59JELShN+rcUq8GA04jShGSlu+WR/64UPu5s6pC6/covDNhtW0JoLLYM+gAWZq++aPGyY 4iwlXmCEp+7aVKi9HQlHMSFFzM0lShEdoQPoaOYqJ9PLJ4QU81k4Io0ToxxWcuH8nchRLOY4D3RkjNZSLtdL8 r9bPVHTp5ZSnmSIcTxdFGYMqgWUKMKSCYMXGGhAWVN8K8RAJhJXOam5L+Xeq4qeipqOxF4NYhs5Z09Z8d95o Xc9CqoJDcAROgA0uQAvcgjZwAAYZeAGv4M14Nt6ND+Nz2loxZjMHYE7G1y8inpwe</latexit><latexit sha1_base64="Oemh46EfhhvMKk620BM9e EFVCGg=">AAACDnicbZDNSsNAFIUn9a/Wn0ZduhksggspiQi6rLpxWcG0hSaGyWTSDp1MwsxELCHv4N6tvoI 7cesr+AY+hpO2C9t6YODj3HvnXk6QMiqVZX0blZXVtfWN6mZta3tnt27u7XdkkglMHJywRPQCJAmjnDiKKkZ 6qSAoDhjpBqObst59JELShN+rcUq8GA04jShGSlu+WR/64UPu5s6pC6/covDNhtW0JoLLYM+gAWZq++aPGyY 4iwlXmCEp+7aVKi9HQlHMSFFzM0lShEdoQPoaOYqJ9PLJ4QU81k4Io0ToxxWcuH8nchRLOY4D3RkjNZSLtdL8 r9bPVHTp5ZSnmSIcTxdFGYMqgWUKMKSCYMXGGhAWVN8K8RAJhJXOam5L+Xeq4qeipqOxF4NYhs5Z09Z8d95o Xc9CqoJDcAROgA0uQAvcgjZwAAYZeAGv4M14Nt6ND+Nz2loxZjMHYE7G1y8inpwe</latexit><latexit sha1_base64="Oemh46EfhhvMKk620BM9e EFVCGg=">AAACDnicbZDNSsNAFIUn9a/Wn0ZduhksggspiQi6rLpxWcG0hSaGyWTSDp1MwsxELCHv4N6tvoI 7cesr+AY+hpO2C9t6YODj3HvnXk6QMiqVZX0blZXVtfWN6mZta3tnt27u7XdkkglMHJywRPQCJAmjnDiKKkZ 6qSAoDhjpBqObst59JELShN+rcUq8GA04jShGSlu+WR/64UPu5s6pC6/covDNhtW0JoLLYM+gAWZq++aPGyY 4iwlXmCEp+7aVKi9HQlHMSFFzM0lShEdoQPoaOYqJ9PLJ4QU81k4Io0ToxxWcuH8nchRLOY4D3RkjNZSLtdL8 r9bPVHTp5ZSnmSIcTxdFGYMqgWUKMKSCYMXGGhAWVN8K8RAJhJXOam5L+Xeq4qeipqOxF4NYhs5Z09Z8d95o Xc9CqoJDcAROgA0uQAvcgjZwAAYZeAGv4M14Nt6ND+Nz2loxZjMHYE7G1y8inpwe</latexit>
Candidate
Generation 
… EOS in san francisco CA … EOS any good mexican restaurants there EOS
… …
… …v˜francisco
<latexit sha1_base64="rYhX3kZ2cSi3v4aSHCy1zDPh1GQ=">AAACWnicZZDbSsNAEIa38dx6qIc7EYKl4FVJquCt4I1XomK10JSy2U7q4h5CdqqRJ U/g03irTyL4MG5rL0w7sPDPt/8MMxOnghsMgu+Kt7S8srq2vlGtbW5t79R39x6MHmcMOkwLnXVjakBwBR3kKKCbZkBlLOAxfr6c/D++QGa4Vvf4lkJf0pHiCWcUHRrUmxFyMQQbSYpPcWJfimJgI4QcbZJRxbhh2qF6I2gF0/AXRTgTDTKLm8Fu5SgaajaWoJAJakwvDFLsW5ohZwKKajQ2kFL2TEfQc1JRCaZvp/s UftORoZ/ozD2F/pT+r7DInb3cxEgqBGQ6dW0UvGI+WahksVSaRRjLcp7wXGDehjkqNMUyMnysOOZzPjevSYE5agAl5WpC7P1kXv8aXv07Lakqqu6g4fz5FsVDuxWettq3Z42L7uy06+SQHJMTEpJzckGuyA3pEEbeyQf5JF+VH8/zNrzan9WrzGr2SSm8g1/fS7pu</latexit>
v˜san
<latexit sha1_base64="UFbjKD4aajDMax/wp0TA6/s+0Dc=">AAACVHicZZBNS8NAEIY3qR+1flU9ihgsgqeSVMGr4MWTVGm1YErZbKe6uB8hO62Rp Ud/jVf9K4L/xYPb2oNpBxbeeXZmmHmTVHCDYfjt+aWl5ZXV8lplfWNza7u6s3tn9DBj0GZa6KyTUAOCK2gjRwGdNAMqEwH3yfPl5P9+BJnhWrXwNYWupI+KDzij6FCvehgjF32wsaT4lAzsaDzu2RghR2uockm1FtbDaQSLIpqJGplFs7fjHcR9zYYSFDJBjXmIwhS7lmbImYBxJR4aSCl7po/w4KSiEkzXTi8ZB 8eO9IOBztxTGEzp/w6L3JUXhxhJhYBMp26MghfMJ6cUSiyVZhEmspgPeC4wb8AcFZpiERk+VBzzuTq3r0mBOWoAJeVqQmxrsm9wDS/BrZbO0IozNJq3b1HcNerRab1xc1a76MysLZN9ckROSETOyQW5Ik3SJoy8kXfyQT69L+/HL/nLf6W+N+vZI4Xwt34BV5u4uw==</latexit>
v˜CA
<latexit sha1_base64="XNIQdwJlglCr3RkE0r6Jz3rpamM=">AAACU3icZZBNS8NAEIY38avWr6pHUYJF8FSSKnhVevEkKlYLppTNdqqL+xGyU40suflrvOpf8eBv8eK29mDagYV3nn1nmJkkFdxgGH57/tz8wuJSZbm6srq2vlHb3Lo1epgxaDMtdNZJqAHBFbSRo4BOmgGViYC75Kk1+r97hsxwrW7wNYWup A+KDzij6FCvthcjF32wsaT4mAzsc1H0bIyQo22dOV2rh41wHMGsiCaiTiZx2dv0duO+ZkMJCpmgxtxHYYpdSzPkTEBRjYcGUsqe6APcO6moBNO140WK4MCRfjDQmXsKgzH9X2GRO3u5iZFUCMh06tooeMF8tEnJYqk0szCR5XzAc4F5E6ao0BTLyPCh4phP+dy8JgXmqAGUlKsRsTejeYMLeAmutaSqqLqDRtPnmxW3zUZ01GheHddPO5PTVsgO2SeHJCIn5JSck0vSJoy8kXfyQT69L+/H9/35P6vvTWq2SSn8tV/L/Lfz</latexit>
v˜any
<latexit sha1_base64="O4JMuzxzi78Qfw2p6tyqnafKZQY=">AAACVHicZZBNS8NAEIY3qZ/1q9WjiMEieCpJFbwKXjyJitWCKWWznerifoTstEaWHP01XvWvCP4XD25rD6YdWHjn2XeGmUlSwQ2G4bfnVxYWl5ZXVqtr6xubW7X69p3Rw4xBm2mhs05CDQiuoI0cBXTSDKhMBNwnz+fj//sRZIZrdYuvKXQlfVR8wBlFh3q1/Ri56IONJcWnZG BHRdGzMUKOlqpXl9QaYTOcRDAvoqlokGlc9ereXtzXbChBIRPUmIcoTLFraYacCSiq8dBAStkzfYQHJxWVYLp2skkRHDrSDwY6c09hMKH/KyxyZy83MZIKAZlOXRsFL5iPVylZLJVmHiaynA94LjBvwQwVmmIZGT5UHPMZn5vXpMAcNYCScjUm9nY8b3AJL8GNllQVVXfQaPZ88+Ku1YyOm63rk8ZZZ3raFbJLDsgRicgpOSMX5Iq0CSNv5J18kE/vy/vxK/7in9X3pjU7pBT+5i9icLjB</latexit>
v˜good
<latexit sha1_base64="QVKpGDoPqhq+lFjgaWlWqTFatD0=">AAACVXicZZBNS8NAEIY38avWj1Y9ihAsgqeSVMGr4MWTVLFaMKVsttO6uB8hO9XIkqu/xqv+FfHHCG5rD6YdWHjn2XeGmUlSwQ2G4bfnLy2vrK5V1qsbm1vbtfrO7p3R44xBh2mhs25CDQiuoIMcBXTTDKhMBNwnTxeT//tnyAzX6hZfU+hJOlJ8yBlFh/r1IEYuBmBjSfExGdr noujbGCFHO9J64LJ6I2yG0wgWRTQTDTKLdn/HO4gHmo0lKGSCGvMQhSn2LM2QMwFFNR4bSCl7oiN4cFJRCaZnp6sUwZEjg2CoM/cUBlP6v8Iid/ZyEyOpEJDp1LVR8IL5ZJeSxVJpFmEiy/mQ5wLzFsxRoSmWkeFjxTGf87l5TQrMUQMoKVcTYm8n8wZX8BLcaElVUXUHjebPtyjuWs3opNm6Pm2cd2enrZB9ckiOSUTOyDm5JG3SIYy8kXfyQT69L+/HX/ZX/6y+N6vZI6Xwa79FBrks</latexit>
v˜mexican
<latexit sha1_base64="13mYBdTunzVMEy3PhXIUbcTm1rU=">AAACWHicZZDLSgNBEEUr4zu+oi5FGAyCqzATBbeCG1eiYjTghNDTqWhjP4bpihlp8gF+jVv9FP0aOzELJylouH36VlF900wKS1H0XQkWFpeWV1bXqusbm1vbtZ3de2sGOccWN9Lk7ZRZlEJjiwRJbGc5MpVKfEhfLsbvD6+YW2H0Hb1l2FHsSY u+4Iw86tbqCQnZQ5coRs9p372ORl2XEBbkFBbepj2o1aNGNKlwXsRTUYdpXXd3KgdJz/CBQk1cMmsf4yijjmM5CS5xVE0GFjPGX9gTPnqpmULbcZPfjMIjT3ph3+T+aAon9H+HI+Ht5SFWMSkxN5kfo3FIxfg7JYtjys7DVJXvfVFIKpo4Q6VhVEZWDLSgYsbn97UZck8tkmJCj4m7G+8bXuEwvDXKB1r1gcaz8c2L+2YjPmk0b07r5+1ptKuwD4dwDDGcwTlcwjW0gMM7fMAnfFV+AghWgrU/a1CZ9uxBqYLdX/e+uYc=</latexit>
v˜restaurants
<latexit sha1_base64="23/vUWpuSi0NGldxkEEtGpyFROc=">AAACXHicZZDPattAEMbXipumTpM6CfRSCqKmNCcjuYVcA730VJJiJ4bImNF6nCzZP2J3lCgseoQ+Ta/Jg/SSZ8na9aGyBxa++e03w8zkhRSOkuRvK9pqv9p+vfOms/t2b/9d9+DwwpnSchxxI40d5+BQCo0jEiRxXFgElUu8zG+/L/4v79A6Yf SQHgqcKLjWYi44UEDT7peMhJyhzxTQTT73d3U99RlhRd6iIygtaHIBdntJP1lGvCnSleixVZxND1ofs5nhpUJNXIJzV2lS0MSDJcEl1p2sdFgAv4VrvApSg0I38cuN6vhzILN4bmx4muIl/b/Ckwj2ZhOnQEq0pghtNN5TtVipYfGg3CbMVTOfi0pSNcA1Kg1QEzlRakHVmi/M6wrkgTokBUIviB8u5o1/4n38yyjQdSccNF0/36a4GPTTr/3B+bfe6Xh12h32gX1ixyxlJ+yU/WBnbMQ4+83+sEf21HqO2tFutPfPGrVWNUesEdH7FyLlu4Y=</latexit>
v˜there
<latexit sha1_base64="QSoRCkf87IlNc9Gq/G0kaVBeXAQ=">AAACVnicZZBNS8NAEIY38aNav1o9ihAtgqeSVMFrwYsnUbFaMKVstlNd3I+QnWpkydlf41X/iv4ZcVt7MO3AwjvPvjPMTJIKbjAMvz1/YXFpubKyWl1b39jcqtW3b40eZQw6TAuddRNqQHAFHeQooJtmQGUi4C55Ohv/3z1DZrhWN/iaQk/SB 8WHnFF0qF/bj5GLAdhYUnxMhva5KPo2RsjR4iNk4NJaI2yGkwjmRTQVDTKNy37d24sHmo0kKGSCGnMfhSn2LM2QMwFFNR4ZSCl7og9w76SiEkzPTnYpgkNHBsFQZ+4pDCb0f4VF7uzlJkZSISDTqWuj4AXz8TIli6XSzMNElvMhzwXmLZihQlMsI8NHimM+43PzmhSYowZQUq7GxN6M5w0u4CW41pKqouoOGs2eb17ctprRcbN1ddJod6enXSG75IAckYickjY5J5ekQxh5I+/kg3x6X96Pv+RX/qy+N63ZIaXwa79Birml</latexit>
v˜EOS
<latexit sha1_base64="skflkg9J7EjOY2CqSOBfqOJd/GE=">AAACVHicZZBLS8NAEMc38V1fVY8iBovgqSRV8CqI4Ml3tWBK2WynuriPkJ1qZMnRT+NVv4rgd/HgtvZg2oGF//z2P8PMJKngBsPw2/Onpmdm5+YXKotLyyur1bX1W6P7GYMm00JnrYQaEFxBEzkKaKUZUJkIuEuejgf/d8+QGa7VDb6m0Jb0Qf EeZxQd6lS3Y+SiCzaWFB+Tnn0uio6NEXK0J+fXLqnWwno4jGBSRCNRI6O46Kx5W3FXs74EhUxQY+6jMMW2pRlyJqCoxH0DKWVP9AHunVRUgmnb4SZFsOtIN+jpzD2FwZD+r7DInb3cxEgqBGQ6dW0UvGA+WKVksVSaSZjIct7jucC8AWNUaIplZHhfcczHfG5ekwJz1ABKytWA2JvBvMEZvARXWlJVVNxBo/HzTYrbRj3arzcuD2pHrdFp58km2SF7JCKH5IickgvSJIy8kXfyQT69L+/Hn/Jn/qy+N6rZIKXwV34BsXi4YA==</latexit>
v˜EOS
<latexit sha1_base64="skflkg9J7EjOY2CqSOBfqOJd/GE=">AAACVHicZZBLS8NAEMc38V1fVY8iBovgqSRV8CqI4Ml3tWBK2WynuriPkJ1qZMnRT+NVv4rgd/HgtvZg2oGF//z2P8PMJKngBsPw2/Onpmdm5+YXKotLyyur1bX1W6P7GYMm00JnrYQaEFxBEzkKaKUZUJkIuEuejgf/d8+QGa7VDb6m0Jb0Qf EeZxQd6lS3Y+SiCzaWFB+Tnn0uio6NEXK0J+fXLqnWwno4jGBSRCNRI6O46Kx5W3FXs74EhUxQY+6jMMW2pRlyJqCoxH0DKWVP9AHunVRUgmnb4SZFsOtIN+jpzD2FwZD+r7DInb3cxEgqBGQ6dW0UvGA+WKVksVSaSZjIct7jucC8AWNUaIplZHhfcczHfG5ekwJz1ABKytWA2JvBvMEZvARXWlJVVNxBo/HzTYrbRj3arzcuD2pHrdFp58km2SF7JCKH5IickgvSJIy8kXfyQT69L+/Hn/Jn/qy+N6rZIKXwV34BsXi4YA==</latexit>
vEOS
<latexit sha1_base64="tRUSF6nHRRRB4fkdw5SiXEXYY7Q=">AAACTHicZZBNS8NAEIY39bt+VT14ECFYBE8lqYLXggietGqrBVvKZp3q0v0I2 UkbCfk1XvWvePd/eBPBbe3BtAML7zz7zjAzQSi4Qc/7dApz8wuLS8srxdW19Y3N0tb2ndFxxKDJtNBRK6AGBFfQRI4CWmEEVAYC7oP+2ej/fgCR4Vo18CWEjqRPivc4o2hRt7TblhSfg146yLppGyHB9PzqNsu6pbJX8cbhzgp/IspkEvXulrPfftQslqCQCWrMg++F2ElphJwJyIrt2EBIWZ8+wYOVik ownXS8QeYeWvLo9nRkn0J3TP9XpMitPd/ESCoERDq0bRQMMRltkrOkVJpZGMh83uOJwKQKU1RoinlkeKw4JlM+O68JgVlqACXlakTSxmhe9xKG7o2WVGVFe1B/+nyz4q5a8Y8r1euTcq01Oe0y2SMH5Ij45JTUyAWpkyZhJCOv5I28Ox/Ol/Pt/PxZC86kZofkorD4C0brtqg=</latexit>
vin
<latexit sha1_base64="dUI8NYgVw0Et9jufmvT8yldJ+bA=">AAACS3icZZDNSsNAEMc39avWr1bBiwjBIngqSRW8Frx4kiptLZhSNutUF/cjZ KcaiXkZr/oqPoDP4U08uK05mHZg4T+//c8wM2EkuEHP+3RKC4tLyyvl1cra+sbmVrW23TN6HDPoMi103A+pAcEVdJGjgH4UA5WhgOvw4Wzyf/0IseFadfA5goGkd4qPOKNo0bC6G0iK9+EofcyGaYCQYMpVlg2rda/hTcOdF34u6iSP9rDm7Ae3mo0lKGSCGnPjexEOUhojZwKySjA2EFH2QO/gxkpFJZ hBOl0gcw8tuXVHOrZPoTul/ytS5NZebGIkFQJiHdk2Cp4wmSxSsKRUmnkYymI+4onApAkzVGiKRWT4WHFMZnx2XhMBs9QASsrVhKSdybzuBTy5V1pSlVXsQf3Z882LXrPhHzealyf1Vj8/bZnskQNyRHxySlrknLRJlzDyQl7JG3l3Ppwv59v5+bOWnLxmhxSitPQL/CG2jg==</latexit>
vsan
<latexit sha1_base64="O8ZEjVNPDYs9jd+9z0P8DLIezZk=">AAACTHicZZDLSsNAFIYn9VbrrdWFCxGCRXBVkiq4Fdy4kiqtFpoSJtNTHZxLy JzWSMjTuNVXce97uBPBae3CtAcG/vnmP4czfxQLbtDzPp3S0vLK6lp5vbKxubW9U63t3hk9Shh0mBY66UbUgOAKOshRQDdOgMpIwH30dDl5vx9DYrhWbXyJoS/pg+JDzihaFFb3A0nxMRpm4zzMAoQUM0NVnofVutfwpuUuCn8m6mRWrbDmHAYDzUYSFDJBjen5Xoz9jCbImYC8EowMxJQ90QfoWamoBN PPpj/I3WNLBu5QJ/YodKf0f0eG3NqLQ4ykQkCiYztGwTOmk58ULBmVZhFGsngf8lRg2oQ5KjTFIjJ8pDimcz67r4mBWWoAJeVqQrL2ZF/3Gp7dWy1toBUbqD8f36K4azb800bz5qx+0Z1FWyYH5IicEJ+ckwtyRVqkQxjJySt5I+/Oh/PlfDs/f9aSM+vZI4Uqrf4C7P+3Aw==</latexit>
vfrancisco
<latexit sha1_base64="xTjSwpUUGrcyEFkfyiBsC91uCTE=">AAACUnicZZJNS8NAEIY39avWr1aPUggWwVNJquBV8OJJqrS2YErYrBNd3I+Qn dZIyMlf41X/ihf/iie3tQfTDiy8++w7w8ywUSK4Qc/7diorq2vrG9XN2tb2zu5evbF/Z/Q4ZdBnWuh0GFEDgivoI0cBwyQFKiMBg+j5cvo+mEBquFY9fE1gJOmj4jFnFC0K681AUnyK4nxShHmAkGEep1QxbpguirDe8treLNxl4c9Fi8yjGzacZvCg2ViCQiaoMfe+l+AopylyJqCoBWMDCWXP9BHurV RUghnlszkK99iSBzfWqT0K3Rn9n5Ejt/ZyESOpEJDqxJZR8ILZdJ6SJafSLMNIlu8xzwRmHVigQlMsI8PHimO24LP9mgSYpQZQUq6mJO9N+3Wv4cW91ZKqomYX6i+ub1ncddr+abtzc9a6GM5XWyWH5IicEJ+ckwtyRbqkTxh5I+/kg3w6X85Pxf6SP2vFmecckFJUtn8BQRq3tw==</latexit>
vCA
<latexit sha1_base64="R5nueB94Bot8fZ8CK0/4vpS/df4=">AAACS3icZZDNSsNAEMc31fpRv1oFLyIEi+CpJFXwWunFk6hYLdhSNttpXbofI TvVSMzLeNVX8QF8Dm/iwU3twbQDC//57X+GmQlCwQ163qdTWFgsLi2vrJbW1jc2t8qV7VujxxGDFtNCR+2AGhBcQQs5CmiHEVAZCLgLRs3s/+4RIsO1usHnELqSDhUfcEbRol55tyMpPgSD5DHtJR2EGJPmWZr2ylWv5k3CnRf+VFTJNC57FWe/09dsLEEhE9SYe98LsZvQCDkTkJY6YwMhZSM6hHsrFZ VguslkgdQ9tKTvDnRkn0J3Qv9XJMitPd/ESCoERDq0bRQ8YZwtkrMkVJp5GMh8PuCxwLgOM1Roinlk+FhxjGd8dl4TArPUAErKVUaSm2xe9wKe3GstqUpL9qD+7PnmxW295h/X6lcn1UZ7etoVskcOyBHxySlpkHNySVqEkRfySt7Iu/PhfDnfzs+fteBMa3ZILgrFX2Tltjs=</latexit>
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Figure 2: General architecture of the proposed contextual carryover model. Bi-LSTM is used to encode the
utterances in dialogue into a fixed length dialogue representation and also get contextual slot value embeddings.
Slot encoder uses the slot key, value and distance to create a fixed length slot embedding for each of the candidate
slots. Given the encoded slots, intent and dialogue context, decoder selects the subset of slots that are relevant for
the current user request.
The overall architecture of the model is shown
in Figure 2. We elaborate on the specific designs
of these components under this general architec-
ture.
3.2 Slot Encoder Variants
In this section, we describe the different encoding
methods that we use to encode slots.
We average the word embeddings of the tokens
in the slot key as the slot key encoding:
xkey =
1
K
K∑
i=1
v(ki) . (5)
where v(w) is the embedding vector of token w.
For the slot value (the tokens hd[l : r]), we pro-
pose following encoding approaches.
CTXavg The first is to average the token embed-
dings of the tokens in the slot value:
xval =
1
r − l + 1
r∑
i=l
v(hd[i]) ; (6)
CTXLSTM To get improved contextualized rep-
resentation of the slot value in dialogue, we also
use neural network models to encode slots. We ex-
perimented with bidirectional LSTM (Hochreiter
and Schmidhuber, 1997) model for slot encoding.
LSTMs are equipped with feedback loops in their
recurrent layer, which helps store contextual infor-
mation over a long history. We encode all dialogue
utterances with BiLSTM to obtain contextualized
vector representations v˜(w) for each token w, then
average the output hidden states of the tokens in
the span [l : r] to get the slot value encoding.
xval =
1
r − l + 1
r∑
i=l
v˜(hd[i]); (7)
Additionally, distance may contain important
signals. This integer, being odd or even, provides
information on whether this utterance is uttered by
a user or the system. The smaller it is, the closer
a slot is to the current utterance, hence implic-
itly more probable to be carried over. Building on
these intuitions, we encode the distance as a small
vector (xdist, 4 dimensions) and append it to the
overall slot encoding:
x =
[
xkey ; xval ; xdist
]
. (8)
3.3 Decoder Variants
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Figure 3: Architecture of the pointer network decoder.
In this case, the pointer network selects x4, x1 succes-
sively and stops after selecting EOS.
Pointer network decoder We adopt the archi-
tecture of the pointer network (Vinyals et al.,
2015) as a method to perform joint prediction of
the slots to be carried over. Pointer networks,
a variant of Seq2Seq (Bahdanau et al., 2015;
Sutskever et al., 2014; Luong et al., 2015) model,
instead of transducing the input sequence into an-
other output sequence, yields a succession of soft
pointers (attention vectors) to the input sequence,
hence producing an ordering of the elements of a
variable-length input sequence.
We use a pointer network to select a subset of
the slots from the input slot set. The input slot en-
codings are ordered as a sequence, then fed into
a bidirectional LSTM encoder to yield a sequence
of encoded hidden states. We experiment with dif-
ferent slot orderings as described in section 4.
e0:n = BiLSTM([xEOS , x1:n]) (9)
Here a special sentinel token EOS is appended to
the beginning of the input to the pointer network –
when decoding, once the output pointer points to
this EOS token, the decoding process stops.
Given the hidden states, e0:n, the decoding pro-
cess at every time step i is computed and updated
as shown in Algorithm 1.
Contrary to normal attention-based models
which directly uses the decoder state (di) as the
query, we incorporate the context vector (c) and
the intent vector (i) into the attention query. The
Algorithm 1 Pointer network decoding
1: procedure PTRNETDEC(x0:n, e0:n, d0, c, i)
2: i ← 0
3: y0 ← BOS . special BOS token
4: m0:n ← TRUE . every slot is available
5: repeat
6: i ← i + 1
7: di ← LSTM(di−1, xyi−1) . update state
8: qi ← FQ(di, c, i) . constructs query
9: ai j ← FA(qi, ej) . attention scores
10: pi j ←
exp ai j∑
m j=TRUE
exp ai j
. soft pointer
11: yˆi ← argmax
m j=TRUE
pi j . predicted output
12: if at inference time then
13: yi ← yˆi . no gold output
14: end if
15: myi ← FALSE . update mask
16: until yi = 0 . index of EOS is 0
17: return yˆ1:i−1 . return all generated yˆ’s
18: end procedure
query vector is a concatenation of the three com-
ponents:
qi = FQ(di, c, i) = [ di ; c ; i ] . (10)
We use the general Luong attention (Luong
et al., 2015) scoring function (bilinear form):
ai j = FA(qi, ej) = qTi Wej . (11)
As a subset output is desired, the output yˆi
should be distinct at each step i. To this end, we
utilize a dynamic mask in the decoding process:
for every input slot encoding xj a Boolean mask
variable mj is set to TRUE. Once a specific slot
is generated, it is crossed out – its correspond-
ing mask is set to FALSE, and further pointers will
never attend to this slot again. Hence distinctness
of the output sequence is ensured.
Self-attention decoder The pointer network as
introduced previously yields a succession of point-
ers that select slots based on attention scores,
which allows the model to look back and forth
over entire slot sequence for slot dependency mod-
eling. Similar to the pointer network, the self-
attention mechanism is also capable of modeling
relationships between all slots in the dialogue, re-
gardless of their respective positions. To com-
pute the representation of any given slot, the self-
attention model compares it to every other slot in
the dialogue. The result of these comparisons is
attention scores which determine how much each
of the other slots should contribute to the repre-
sentation of the given slot. In this section, we also
propose to use the self-attention mechanism with
the neural transformer networks (Vaswani et al.,
2017) to model slot interdependencies for the task.
One major component in the transformer is
the multi-head self-attention unit. Rather than
only computing the attention once, the multi-head
mechanism runs through the scaled dot-product
attention multiple times and allows the model to
jointly attend to information from different per-
spectives at different positions, which is empiri-
cally shown to be more powerful than a single at-
tention head (Vaswani et al., 2017). In our con-
figurations, we increase the number of heads Z ,
as described in section 4. The independent atten-
tion head g outputs are simply concatenated and
linearly transformed into the expected output.
Given the input slot encodings x1:n, we compute
the self-attention as follows:
qzi = W
z
QFQ(xi) (12)
kzi = W
z
Kxi (13)
azi j = FA(qzi , kzj ) (14)
pzi j =
exp azi j∑
j
exp azi j
(15)
ozi =
∑
j
pzi jk
z
j (16)
x˜i = WO
[
o0i ; · · · ; oZ−1i
]
+ bO (17)
where the superscript 0 ≤ z < Z is the head
number. We model the query construction, Equa-
tion 12, and the attention score, Equation 14, in
the same way as their counterparts (Equation 10
and Equation 11) in the previous pointer network
model. The self-attended representation of slot i,
x˜i, is a representation of slot i with the relations to
all other slots taken into account.
We derive the final decision over whether to
carry over a slot as a 2-layer feedforward neural
network atop the features xi, x˜i, context vector (c)
and the intent vector (i):
yi = σ(W2 ·ReLU(W1[ xi ; x˜i ; c ; i ]+b1)+b2) .
This creates a highway network connection (Sri-
vastava et al., 2015) that connects the input and
the self-attention transformed encodings.
Split Slot distance
0 1 2 ≥3
Train Positive 183K 48K 6.7K 591Total 183K 327K 111K 108K
Dev Positive 22K 6.0K 785 66Total 22K 40K 13K 13K
Test Positive 23K 6.1K 807 85Total 23K 41K 13K 14K
Table 1: Internal Dataset breakdown showing the
number of carryover candidate slots at different dis-
tances. ‘Total’ shows the total number of candidate
slots and ‘Positive’ shows the number of candidate slots
that are relevant for the current turn.
Split Slot distance
0 2 4 ≥6
Train Positive 4.6K 3.8K 3.7K 9.6KTotal 5.2K 4.9K 4.7K 14.5K
Dev Positive 1.4K 1.2K 1.1K 3.0KTotal 1.7K 1.6K 1.5K 5.0K
Test Positive 4.1K 3.2K 3.0K 9.4KTotal 4.8K 4.2K 3.9K 15.2K
Table 2: DSTC2Dataset breakdown showing the num-
ber of carryover candidate slots at different distances.
‘Total’ shows the total number of candidate slots and
‘Positive’ shows the number of candidate slots that rep-
resent the user goal at the current turn.
4 Experiments
4.1 Datasets
We evaluate our approaches on both internal and
external datasets. The internal dataset contains di-
alogues collected specifically for reference resolu-
tion, while the external dataset was collected for
dialogue state tracking.
Internal This dataset is made up of a subset
of user-initiated dialogue data collected from a
commercial voice-based digital assistant. This
dataset has 156K dialogues from 7 domains –
Music, Q&A, Video, Weather, Local Businesses
and Home Automation. Each domain has its own
schema. There are ∼13 distinct slot keys per do-
main and only 20% of these keys are reused in
more than one domain. To handle dialogue data
belonging to a diverse schema, slots in dialogue
are converted into candidate slots in the schema
associated with the current domain. We follow the
same slot candidate generation recipe by leverag-
ing slot key embedding similarities as in Naik et al.
(2018). These candidates are then presented to the
models for selecting a subset of relevant candidate
slots. Statistics for the candidate slots in the train,
development, and test sets broken down by slot
distances are shown in Table 1.
DSTC2 The DSTC2 dataset (Henderson et al.,
2014) contains system-initiated dialogues between
human and dialogue systems in restaurant booking
domain. We use top ASR hypothesis as the user
utterance and use all the slots from n-best SLU
with score > 0.1 as candidate slots. These candi-
dates are then presented to the models for select-
ing a subset of candidate slots which represent the
user goal. Statistics for the candidate slots in the
train, development, and test sets broken down by
slot distances are shown in Table 2. Since only the
user mentioned slots contribute to the user-goal,
there are no candidates with odd-numbered slot
distances.
4.2 Experimental setup
For all the models, we initialize the word embed-
dings using fastText embeddings (Lample et al.,
2018). The models are trained using mini-batch
SGD with Adam optimizer (Kingma and Ba,
2015) with a learning rate of 0.001 to minimize the
negative log-likelihood loss. We set the dropout
rate of 0.3 for our models during training. In
our experiments, we use 300 dimensions for the
LSTM hidden states in the pointer network en-
coder and decoder. Our transformer decoder has 1
layer, Z = 80 heads, dk = dv = 64 for the projec-
tion size of keys and values in the attention heads.
We do not use positional encoding for the trans-
former decoder. All pointer network model setups
are trained for 40 epochs, our transformer models
are trained for 200 epochs. For evaluation on the
test set, we pick the best model based on perfor-
mance on dev set. We use standard definitions of
precision, recall, and F1 by comparing the refer-
ence slots with the model hypothesis slots.
4.3 Results and discussion
We compare our models against the baseline
model – encoder-decoder with word attention ar-
chitecture described by Naik et al. (2018). Table 3
shows the performance of the models for slots at
different distances on Internal dataset.
Impact of slot ordering Using pointer network
model, we experiment with the following slot or-
derings to measure the impact of the order on car-
ryover performance. no order – slots are ordered
completely randomly. turn-only order – slots are
ordered based on their slot distance, but the slots
with the same distance (i.e., candidates generated
from the same contextual turn) are ordered ran-
domly. temporal order – slots are ordered based
on the order in which they occur in the dialogue.
Partial ordering slots across turns i.e., turn-only
order significantly improves the carryover perfor-
mance as compared to using no order. Further, en-
forcing within distance order using temporal order
improves the overall performance slightly, but we
see drop in F1 by 7 points for slots at distance ≥3.
indicating that a strict ordering might hurt model
accuracy.
Impact of slot encoding Here, we compare slot
value representations obtained by averaging pre-
trained embeddings (CTXavg) with contextualized
slot value representation obtained from BiLSTM
over complete dialogue(CTXLSTM). The results in
Table 3, show that contextualized slot value rep-
resentation substantially improves model perfor-
mance compared to the non-contextual represen-
tation. This is aligned with the observations on
other tasks using contextual word vectors (Peters
et al., 2018a; Howard and Ruder, 2018; Devlin
et al., 2019).
Impact of decoder Compared to the baseline
model, both the pointer network model and the
transformer model are able to carry over longer
dialogue context due to being able to model the
slot interdependence. With the transformer net-
work, we completely forgo ordering information.
Though the slot embedding includes distance fea-
ture xdist, the actual order in which the slots are
arranged does not matter. We see improvement
in carryover performance for slots at all distances.
While the pointer network seems to deal with
longer context better, the transformer architecture
still gives us the best overall performance.
For completeness, Table 4 shows the perfor-
mance on DSTC2 public dataset, where similar
conclusions hold.
4.4 Error Analysis
To gain deeper insight into the ability of the mod-
els to learn and utilize slot co-occurrence patterns,
we measure the models’ performance on buckets
Decoder Slot
Encoder
Slot
Ordering
Slot distance
1 2 ≥3 ≥1
Baseline (Naik et al., 2018) 0.8818 0.6551 0.0000 0.8506
Pointer Network
Decoder
CTXLSTM no order 0.8155 0.5571 0.1290 0.7817
CTXLSTM turn-only order 0.8466 0.6154 0.4095 0.8157
CTXavg temporal order 0.7565 0.4716 0.0225 0.7166
CTXLSTM temporal order 0.8631 0.6623 0.3350 0.8318
Transformer Decoder CTXLSTM 0.8771 0.7035 0.3803 0.8533
Table 3: Carryover performance (F1) of different models for slots at different distances on Internal dataset. The
rightmost column contains the aggregate scores for all slots with distance greater than or equal to 1.
Decoder Slot
Encoder
Slot
Ordering
Slot distance
0 2 4 ≥6
Baseline (Naik et al., 2018) 0.9242 0.9111 0.9134 0.8799
Pointer Network
Decoder
CTXLSTM no order 0.8316 0.8199 0.8183 0.7641
CTXLSTM turn-only order 0.9049 0.8993 0.9145 0.8892
CTXLSTM temporal order 0.9270 0.9204 0.9290 0.9139
Transformer Decoder CTXLSTM 0.9300 0.9269 0.9280 0.8949
Table 4: Carryover performance (F1) of different models for slots at different distances on DSTC2 dataset.
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≥3
≥3
(a) Number of positive in-
stances in the dataset
1 2 ≥3
1 0.883
2 0.922 0.792
0.894 0.939 0.872
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≥3
(b) Baseline model perfor-
mance
1 2
1 0.822
2 0.92 0.689
0.908 0.944 0.8
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<latexit sha1_base64="TctOJNBCSGX/E6A9rWGmK3MKuuI=">AAAChnicbVHLbhMxFHWGAmF4pbBkYxFVYpXMIFARq6hIFcuikrZSEkUe587ExC/ZdxCRNf/YLT/SLTiTWdCWI9k6Ouc+rOPCSuExy373kgcHDx897j9Jnz57/uLl4PDVhTe14zDlRhp3VTAPUmiYokAJV9YBU4WEy2LzZedf/gTnhdHfcWthoVilRSk4wygtBz/m3GiM0yToCtchG2U5qOaInismJTjq2ErUPp0j/MLQ3kUZzpuW+brw3AkbjW5KKCTjm2Zf6Hk4FZrJJiJN0+VgGKe3oPdJ3pEh6XC2POwdzFeG1wo0csm8n+WZxUVgDgWX0KTz2oON+1gFs0g1U+AXoQ2loUdRWdHSuHg00lb9tyMw5f1WFbFSMVz7u95O/J83q7H8tAhC2xpB8/2ispYUDd0lTFfCAUe5jYTFdOJbKV8zxzjGf7i1pQstpr1GtJ/HY45Mj4yrxnZTjTt3l1t+N6X75OL9KI/824fh5KRLsE/ekLfkHcnJMZmQr+SMTAkn1+SG/OmRpJ+Mko/J8b406XU9r8ktJJO//jjHsw==</latexit><latexit sha1_base64="TctOJNBCSGX/E6A9rWGmK3MKuuI=">AAAChnicbVHLbhMxFHWGAmF4pbBkYxFVYpXMIFARq6hIFcuikrZSEkUe587ExC/ZdxCRNf/YLT/SLTiTWdCWI9k6Ouc+rOPCSuExy373kgcHDx897j9Jnz57/uLl4PDVhTe14zDlRhp3VTAPUmiYokAJV9YBU4WEy2LzZedf/gTnhdHfcWthoVilRSk4wygtBz/m3GiM0yToCtchG2U5qOaInismJTjq2ErUPp0j/MLQ3kUZzpuW+brw3AkbjW5KKCTjm2Zf6Hk4FZrJJiJN0+VgGKe3oPdJ3pEh6XC2POwdzFeG1wo0csm8n+WZxUVgDgWX0KTz2oON+1gFs0g1U+AXoQ2loUdRWdHSuHg00lb9tyMw5f1WFbFSMVz7u95O/J83q7H8tAhC2xpB8/2ispYUDd0lTFfCAUe5jYTFdOJbKV8zxzjGf7i1pQstpr1GtJ/HY45Mj4yrxnZTjTt3l1t+N6X75OL9KI/824fh5KRLsE/ekLfkHcnJMZmQr+SMTAkn1+SG/OmRpJ+Mko/J8b406XU9r8ktJJO//jjHsw==</latexit><latexit sha1_base64="TctOJNBCSGX/E6A9rWGmK3MKuuI=">AAAChnicbVHLbhMxFHWGAmF4pbBkYxFVYpXMIFARq6hIFcuikrZSEkUe587ExC/ZdxCRNf/YLT/SLTiTWdCWI9k6Ouc+rOPCSuExy373kgcHDx897j9Jnz57/uLl4PDVhTe14zDlRhp3VTAPUmiYokAJV9YBU4WEy2LzZedf/gTnhdHfcWthoVilRSk4wygtBz/m3GiM0yToCtchG2U5qOaInismJTjq2ErUPp0j/MLQ3kUZzpuW+brw3AkbjW5KKCTjm2Zf6Hk4FZrJJiJN0+VgGKe3oPdJ3pEh6XC2POwdzFeG1wo0csm8n+WZxUVgDgWX0KTz2oON+1gFs0g1U+AXoQ2loUdRWdHSuHg00lb9tyMw5f1WFbFSMVz7u95O/J83q7H8tAhC2xpB8/2ispYUDd0lTFfCAUe5jYTFdOJbKV8zxzjGf7i1pQstpr1GtJ/HY45Mj4yrxnZTjTt3l1t+N6X75OL9KI/824fh5KRLsE/ekLfkHcnJMZmQr+SMTAkn1+SG/OmRpJ+Mko/J8b406XU9r8ktJJO//jjHsw==</latexit><latexit sha1_base64="TctOJNBCSGX/E6A9rWGmK3MKuuI=">AAAChnicbVHLbhMxFHWGAmF4pbBkYxFVYpXMIFARq6hIFcuikrZSEkUe587ExC/ZdxCRNf/YLT/SLTiTWdCWI9k6Ouc+rOPCSuExy373kgcHDx897j9Jnz57/uLl4PDVhTe14zDlRhp3VTAPUmiYokAJV9YBU4WEy2LzZedf/gTnhdHfcWthoVilRSk4wygtBz/m3GiM0yToCtchG2U5qOaInismJTjq2ErUPp0j/MLQ3kUZzpuW+brw3AkbjW5KKCTjm2Zf6Hk4FZrJJiJN0+VgGKe3oPdJ3pEh6XC2POwdzFeG1wo0csm8n+WZxUVgDgWX0KTz2oON+1gFs0g1U+AXoQ2loUdRWdHSuHg00lb9tyMw5f1WFbFSMVz7u95O/J83q7H8tAhC2xpB8/2ispYUDd0lTFfCAUe5jYTFdOJbKV8zxzjGf7i1pQstpr1GtJ/HY45Mj4yrxnZTjTt3l1t+N6X75OL9KI/824fh5KRLsE/ekLfkHcnJMZmQr+SMTAkn1+SG/OmRpJ+Mko/J8b406XU9r8ktJJO//jjHsw==</latexit>
a*``v
<latexit sha1_base64="gBMf7Nj3k4DO8zz48qWnIvIsnMQ=">AAAChXicbVHLbhMxFHWmQNvhlcKyG4uoEhuSGVQB YkNFN10WlbSVkijyOHcmbvySfQcRWfOPbPkRttSZzIK2HMnW0Tn3YR0XVgqPWfa7l+w8evxkd28/ffrs+YuX/YNXl97UjsOYG2ncdcE8SKFhjAIlXFsHTBUSrorV6ca/+gHOC6O/49rCTLFKi1JwhlGa92+m3GiM0yToCpchG2Y5qOaIXigmJTj q2ELUPp0i/MTQ3kUZLpqW+brw3AkbjW5KKCTjq2Zb6Hk4Zc6tm4g0Tef9QZzegj4keUcGpMP5/KC3M10YXivQyCXzfpJnFmeBORRcQpNOaw827mMVTCLVTIGfhTaUhh5FZUFL4+LRSFv1347AlPdrVcRKxXDp73sb8X/epMby0ywIbWsEzbeLylp SNHSTMF0IBxzlOhIW04lvpXzJHOMY/+HOli60mPYS0X4ejTgyPTSuGtlVNercGFt+P6SH5PL9MI/82/Hg5GsX4B45JG/IW5KTj+SEnJFzMiac/CJ/yN8eSXaTd8lx8mFbmvS6ntfkDpIvt2cxx7o=</latexit><latexit sha1_base64="gBMf7Nj3k4DO8zz48qWnIvIsnMQ=">AAAChXicbVHLbhMxFHWmQNvhlcKyG4uoEhuSGVQB YkNFN10WlbSVkijyOHcmbvySfQcRWfOPbPkRttSZzIK2HMnW0Tn3YR0XVgqPWfa7l+w8evxkd28/ffrs+YuX/YNXl97UjsOYG2ncdcE8SKFhjAIlXFsHTBUSrorV6ca/+gHOC6O/49rCTLFKi1JwhlGa92+m3GiM0yToCpchG2Y5qOaIXigmJTj q2ELUPp0i/MTQ3kUZLpqW+brw3AkbjW5KKCTjq2Zb6Hk4Zc6tm4g0Tef9QZzegj4keUcGpMP5/KC3M10YXivQyCXzfpJnFmeBORRcQpNOaw827mMVTCLVTIGfhTaUhh5FZUFL4+LRSFv1347AlPdrVcRKxXDp73sb8X/epMby0ywIbWsEzbeLylp SNHSTMF0IBxzlOhIW04lvpXzJHOMY/+HOli60mPYS0X4ejTgyPTSuGtlVNercGFt+P6SH5PL9MI/82/Hg5GsX4B45JG/IW5KTj+SEnJFzMiac/CJ/yN8eSXaTd8lx8mFbmvS6ntfkDpIvt2cxx7o=</latexit><latexit sha1_base64="gBMf7Nj3k4DO8zz48qWnIvIsnMQ=">AAAChXicbVHLbhMxFHWmQNvhlcKyG4uoEhuSGVQB YkNFN10WlbSVkijyOHcmbvySfQcRWfOPbPkRttSZzIK2HMnW0Tn3YR0XVgqPWfa7l+w8evxkd28/ffrs+YuX/YNXl97UjsOYG2ncdcE8SKFhjAIlXFsHTBUSrorV6ca/+gHOC6O/49rCTLFKi1JwhlGa92+m3GiM0yToCpchG2Y5qOaIXigmJTj q2ELUPp0i/MTQ3kUZLpqW+brw3AkbjW5KKCTjq2Zb6Hk4Zc6tm4g0Tef9QZzegj4keUcGpMP5/KC3M10YXivQyCXzfpJnFmeBORRcQpNOaw827mMVTCLVTIGfhTaUhh5FZUFL4+LRSFv1347AlPdrVcRKxXDp73sb8X/epMby0ywIbWsEzbeLylp SNHSTMF0IBxzlOhIW04lvpXzJHOMY/+HOli60mPYS0X4ejTgyPTSuGtlVNercGFt+P6SH5PL9MI/82/Hg5GsX4B45JG/IW5KTj+SEnJFzMiac/CJ/yN8eSXaTd8lx8mFbmvS6ntfkDpIvt2cxx7o=</latexit><latexit sha1_base64="gBMf7Nj3k4DO8zz48qWnIvIsnMQ=">AAAChXicbVHLbhMxFHWmQNvhlcKyG4uoEhuSGVQB YkNFN10WlbSVkijyOHcmbvySfQcRWfOPbPkRttSZzIK2HMnW0Tn3YR0XVgqPWfa7l+w8evxkd28/ffrs+YuX/YNXl97UjsOYG2ncdcE8SKFhjAIlXFsHTBUSrorV6ca/+gHOC6O/49rCTLFKi1JwhlGa92+m3GiM0yToCpchG2Y5qOaIXigmJTj q2ELUPp0i/MTQ3kUZLpqW+brw3AkbjW5KKCTjq2Zb6Hk4Zc6tm4g0Tef9QZzegj4keUcGpMP5/KC3M10YXivQyCXzfpJnFmeBORRcQpNOaw827mMVTCLVTIGfhTaUhh5FZUFL4+LRSFv1347AlPdrVcRKxXDp73sb8X/epMby0ywIbWsEzbeLylp SNHSTMF0IBxzlOhIW04lvpXzJHOMY/+HOli60mPYS0X4ejTgyPTSuGtlVNercGFt+P6SH5PL9MI/82/Hg5GsX4B45JG/IW5KTj+SEnJFzMiac/CJ/yN8eSXaTd8lx8mFbmvS6ntfkDpIvt2cxx7o=</latexit>
≥3
≥3
(c) Pointer network perfor-
mance
1 2
1 0.809
2 0.93 0.753
0.911 0.96 0.87
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<latexit sha1_base64="TctOJNBCSGX/E6A9rWGmK3MKuuI=">AAAChnicbVHLbhMxFHWGAmF4pbBkYxFVYpXMIFARq6hIFcuikrZSEkUe587ExC/ZdxCRNf/YLT/SLTiTWdCWI9k6Ouc+rOPCSuExy373kgcHDx897j9Jnz57/uLl4PDVhTe14zDlRhp3VTAPUmiYokAJV9YBU4WEy2LzZedf/gTnhdHfcWthoVilRSk4wygtBz/m3GiM0yToCtchG2U5qOaInismJTjq2ErUPp0j/MLQ3kUZzpuW+brw3AkbjW5KKCTjm2Zf6Hk4FZrJJiJN0+VgGKe3oPdJ3pEh6XC2POwdzFeG1wo0csm8n+WZxUVgDgWX0KTz2oON+1gFs0g1U+AXoQ2loUdRWdHSuHg00lb9tyMw5f1WFbFSMVz7u95O/J83q7H8tAhC2xpB8/2ispYUDd0lTFfCAUe5jYTFdOJbKV8zxzjGf7i1pQstpr1GtJ/HY45Mj4yrxnZTjTt3l1t+N6X75OL9KI/824fh5KRLsE/ekLfkHcnJMZmQr+SMTAkn1+SG/OmRpJ+Mko/J8b406XU9r8ktJJO//jjHsw==</latexit><latexit sha1_base64="TctOJNBCSGX/E6A9rWGmK3MKuuI=">AAAChnicbVHLbhMxFHWGAmF4pbBkYxFVYpXMIFARq6hIFcuikrZSEkUe587ExC/ZdxCRNf/YLT/SLTiTWdCWI9k6Ouc+rOPCSuExy373kgcHDx897j9Jnz57/uLl4PDVhTe14zDlRhp3VTAPUmiYokAJV9YBU4WEy2LzZedf/gTnhdHfcWthoVilRSk4wygtBz/m3GiM0yToCtchG2U5qOaInismJTjq2ErUPp0j/MLQ3kUZzpuW+brw3AkbjW5KKCTjm2Zf6Hk4FZrJJiJN0+VgGKe3oPdJ3pEh6XC2POwdzFeG1wo0csm8n+WZxUVgDgWX0KTz2oON+1gFs0g1U+AXoQ2loUdRWdHSuHg00lb9tyMw5f1WFbFSMVz7u95O/J83q7H8tAhC2xpB8/2ispYUDd0lTFfCAUe5jYTFdOJbKV8zxzjGf7i1pQstpr1GtJ/HY45Mj4yrxnZTjTt3l1t+N6X75OL9KI/824fh5KRLsE/ekLfkHcnJMZmQr+SMTAkn1+SG/OmRpJ+Mko/J8b406XU9r8ktJJO//jjHsw==</latexit><latexit sha1_base64="TctOJNBCSGX/E6A9rWGmK3MKuuI=">AAAChnicbVHLbhMxFHWGAmF4pbBkYxFVYpXMIFARq6hIFcuikrZSEkUe587ExC/ZdxCRNf/YLT/SLTiTWdCWI9k6Ouc+rOPCSuExy373kgcHDx897j9Jnz57/uLl4PDVhTe14zDlRhp3VTAPUmiYokAJV9YBU4WEy2LzZedf/gTnhdHfcWthoVilRSk4wygtBz/m3GiM0yToCtchG2U5qOaInismJTjq2ErUPp0j/MLQ3kUZzpuW+brw3AkbjW5KKCTjm2Zf6Hk4FZrJJiJN0+VgGKe3oPdJ3pEh6XC2POwdzFeG1wo0csm8n+WZxUVgDgWX0KTz2oON+1gFs0g1U+AXoQ2loUdRWdHSuHg00lb9tyMw5f1WFbFSMVz7u95O/J83q7H8tAhC2xpB8/2ispYUDd0lTFfCAUe5jYTFdOJbKV8zxzjGf7i1pQstpr1GtJ/HY45Mj4yrxnZTjTt3l1t+N6X75OL9KI/824fh5KRLsE/ekLfkHcnJMZmQr+SMTAkn1+SG/OmRpJ+Mko/J8b406XU9r8ktJJO//jjHsw==</latexit><latexit sha1_base64="TctOJNBCSGX/E6A9rWGmK3MKuuI=">AAAChnicbVHLbhMxFHWGAmF4pbBkYxFVYpXMIFARq6hIFcuikrZSEkUe587ExC/ZdxCRNf/YLT/SLTiTWdCWI9k6Ouc+rOPCSuExy373kgcHDx897j9Jnz57/uLl4PDVhTe14zDlRhp3VTAPUmiYokAJV9YBU4WEy2LzZedf/gTnhdHfcWthoVilRSk4wygtBz/m3GiM0yToCtchG2U5qOaInismJTjq2ErUPp0j/MLQ3kUZzpuW+brw3AkbjW5KKCTjm2Zf6Hk4FZrJJiJN0+VgGKe3oPdJ3pEh6XC2POwdzFeG1wo0csm8n+WZxUVgDgWX0KTz2oON+1gFs0g1U+AXoQ2loUdRWdHSuHg00lb9tyMw5f1WFbFSMVz7u95O/J83q7H8tAhC2xpB8/2ispYUDd0lTFfCAUe5jYTFdOJbKV8zxzjGf7i1pQstpr1GtJ/HY45Mj4yrxnZTjTt3l1t+N6X75OL9KI/824fh5KRLsE/ekLfkHcnJMZmQr+SMTAkn1+SG/OmRpJ+Mko/J8b406XU9r8ktJJO//jjHsw==</latexit>
a*``v
<latexit sha1_base64="gBMf7Nj3k4DO8zz48qWnIvIsnMQ=">AAAChXicbVHLbhMxFHWmQNvhlcKyG4uoEhuSGVQB YkNFN10WlbSVkijyOHcmbvySfQcRWfOPbPkRttSZzIK2HMnW0Tn3YR0XVgqPWfa7l+w8evxkd28/ffrs+YuX/YNXl97UjsOYG2ncdcE8SKFhjAIlXFsHTBUSrorV6ca/+gHOC6O/49rCTLFKi1JwhlGa92+m3GiM0yToCpchG2Y5qOaIXigmJTj q2ELUPp0i/MTQ3kUZLpqW+brw3AkbjW5KKCTjq2Zb6Hk4Zc6tm4g0Tef9QZzegj4keUcGpMP5/KC3M10YXivQyCXzfpJnFmeBORRcQpNOaw827mMVTCLVTIGfhTaUhh5FZUFL4+LRSFv1347AlPdrVcRKxXDp73sb8X/epMby0ywIbWsEzbeLylp SNHSTMF0IBxzlOhIW04lvpXzJHOMY/+HOli60mPYS0X4ejTgyPTSuGtlVNercGFt+P6SH5PL9MI/82/Hg5GsX4B45JG/IW5KTj+SEnJFzMiac/CJ/yN8eSXaTd8lx8mFbmvS6ntfkDpIvt2cxx7o=</latexit><latexit sha1_base64="gBMf7Nj3k4DO8zz48qWnIvIsnMQ=">AAAChXicbVHLbhMxFHWmQNvhlcKyG4uoEhuSGVQB YkNFN10WlbSVkijyOHcmbvySfQcRWfOPbPkRttSZzIK2HMnW0Tn3YR0XVgqPWfa7l+w8evxkd28/ffrs+YuX/YNXl97UjsOYG2ncdcE8SKFhjAIlXFsHTBUSrorV6ca/+gHOC6O/49rCTLFKi1JwhlGa92+m3GiM0yToCpchG2Y5qOaIXigmJTj q2ELUPp0i/MTQ3kUZLpqW+brw3AkbjW5KKCTjq2Zb6Hk4Zc6tm4g0Tef9QZzegj4keUcGpMP5/KC3M10YXivQyCXzfpJnFmeBORRcQpNOaw827mMVTCLVTIGfhTaUhh5FZUFL4+LRSFv1347AlPdrVcRKxXDp73sb8X/epMby0ywIbWsEzbeLylp SNHSTMF0IBxzlOhIW04lvpXzJHOMY/+HOli60mPYS0X4ejTgyPTSuGtlVNercGFt+P6SH5PL9MI/82/Hg5GsX4B45JG/IW5KTj+SEnJFzMiac/CJ/yN8eSXaTd8lx8mFbmvS6ntfkDpIvt2cxx7o=</latexit><latexit sha1_base64="gBMf7Nj3k4DO8zz48qWnIvIsnMQ=">AAAChXicbVHLbhMxFHWmQNvhlcKyG4uoEhuSGVQB YkNFN10WlbSVkijyOHcmbvySfQcRWfOPbPkRttSZzIK2HMnW0Tn3YR0XVgqPWfa7l+w8evxkd28/ffrs+YuX/YNXl97UjsOYG2ncdcE8SKFhjAIlXFsHTBUSrorV6ca/+gHOC6O/49rCTLFKi1JwhlGa92+m3GiM0yToCpchG2Y5qOaIXigmJTj q2ELUPp0i/MTQ3kUZLpqW+brw3AkbjW5KKCTjq2Zb6Hk4Zc6tm4g0Tef9QZzegj4keUcGpMP5/KC3M10YXivQyCXzfpJnFmeBORRcQpNOaw827mMVTCLVTIGfhTaUhh5FZUFL4+LRSFv1347AlPdrVcRKxXDp73sb8X/epMby0ywIbWsEzbeLylp SNHSTMF0IBxzlOhIW04lvpXzJHOMY/+HOli60mPYS0X4ejTgyPTSuGtlVNercGFt+P6SH5PL9MI/82/Hg5GsX4B45JG/IW5KTj+SEnJFzMiac/CJ/yN8eSXaTd8lx8mFbmvS6ntfkDpIvt2cxx7o=</latexit><latexit sha1_base64="gBMf7Nj3k4DO8zz48qWnIvIsnMQ=">AAAChXicbVHLbhMxFHWmQNvhlcKyG4uoEhuSGVQB YkNFN10WlbSVkijyOHcmbvySfQcRWfOPbPkRttSZzIK2HMnW0Tn3YR0XVgqPWfa7l+w8evxkd28/ffrs+YuX/YNXl97UjsOYG2ncdcE8SKFhjAIlXFsHTBUSrorV6ca/+gHOC6O/49rCTLFKi1JwhlGa92+m3GiM0yToCpchG2Y5qOaIXigmJTj q2ELUPp0i/MTQ3kUZLpqW+brw3AkbjW5KKCTjq2Zb6Hk4Zc6tm4g0Tef9QZzegj4keUcGpMP5/KC3M10YXivQyCXzfpJnFmeBORRcQpNOaw827mMVTCLVTIGfhTaUhh5FZUFL4+LRSFv1347AlPdrVcRKxXDp73sb8X/epMby0ywIbWsEzbeLylp SNHSTMF0IBxzlOhIW04lvpXzJHOMY/+HOli60mPYS0X4ejTgyPTSuGtlVNercGFt+P6SH5PL9MI/82/Hg5GsX4B45JG/IW5KTj+SEnJFzMiac/CJ/yN8eSXaTd8lx8mFbmvS6ntfkDpIvt2cxx7o=</latexit>
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(d) Transformer network per-
formance
Figure 4: On internal dataset, plots comparing the performance (F1) of the models across different subsets of
candidates separated based on the number of final slots after resolution (y-axis) and the number of slots that are
carried over as part of reference resolution (x-axis)
obtained by slicing the data using SFINAL – total
number of slots after resolution (i.e after context
carryover) and SCARRY – total number of slots car-
ried from context. For example, in a dialogue, if
the current turn utterance has 2 slots, and after ref-
erence resolution if we carry 3 slots from context,
the values for SFINAL and SCARRY would be 5 and
3 respectively. Figure 4 shows the number of in-
stances in each of these buckets and performance
of the baseline model, the best pointer network and
transformer models on the internal dataset. We no-
tice that the baseline model performs better than
the proposed models for instances in the table di-
agonal (SFINAL = SCARRY). These are the instances
where the current turn has no slots, and all the nec-
essary slots for the turn have to be carried from
historical context. Proposed models perform bet-
ter in off-diagonal buckets. We hypothesize that
the proposed models use anchor slots (slots in cur-
rent utterance having slot distance 0 which are al-
ways positive) and learn slot co-occurrence of can-
didate slots from context with these anchor slots
to improve resolution (i.e., carryover) from longer
distances.
Domain
Natural Language 
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(NLU)
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Generation
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Figure 5: Spoken dialogue system architecture: the ref-
erence resolver/context carryover component is used to
resolve references in a conversation.
5 Related Work
Figure 5 shows a typical pipelined approach to
spoken dialogue (Tur and De Mori, 2011), and
where the context carryover system fits into the
overall architecture. The context carryover system
takes as input, an interpretation output by NLU –
typically represented as intents and slots (Wang
et al., 2011) – and outputs another interpretation
that contains slots from the dialogue context that
are relevant to the current turn. The output from
context carryover is then fed to the dialogue man-
ager to take the next action. Resolving references
to slots in the dialogue plays a vital role in track-
ing conversation states across turns (C¸elikyilmaz
et al., 2014). Previous work, e.g., Bhargava et al.
(2013); Xu and Sarikaya (2014); Bapna et al.
(2017), focus on better leveraging dialogue con-
texts to improve SLU performance. However, in
commercial systems like Siri, Google Assistant,
and Alexa, the NLU component is a diverse collec-
tion of services spanning rules and statistical mod-
els. Typical end-to-end approaches (Bapna et al.,
2017) which require back-propagation through the
NLU sub-systems are not feasible in this setting.
Dialogue state tracking Dialogue state tracking
(DST) focuses on tracking conversational states
as well. Traditional DST models rely on hand-
crafted semantic delexicalization to achieve gen-
eralization (Henderson et al., 2014; Zilka and
Jurcı´cek, 2015; Mrksic et al., 2015). Mrksic et al.
(2017) utilize representation learning for states
rather than using hand-crafted features. These
approaches only operate on fixed ontology and
do not generalize well to unknown slot key-value
pairs. Rastogi et al. (2017) address this by us-
ing sophisticated candidate generation and scor-
ing mechanism while Xu and Hu (2018) use a
pointer network to handle unknown slot values.
Zhong et al. (2018) share global parameters be-
tween estimates for each slot to address extraction
of rare slot-value pairs and achieve state-of-the-
art on DST. In context carryover, our state track-
ing does not rely on the definition of user goals
and is instead focused on resolving slot references
across turns. This approach scales when dealing
with multiple spoken language systems, as we do
not track the belief states explicitly.
Coreference resolution Our problem is closely
related to coreference resolution, where mentions
in the current utterance are to be detected and
linked to previously mentioned entities. Previ-
ous work on coreference resolution have relied
on clustering (Bagga and Baldwin, 1998; Stoy-
anov and Eisner, 2012) or comparing mention
pairs (Durrett and Klein, 2013; Wiseman et al.,
2015; Sankepally et al., 2018). This has two prob-
lems. (1) most traditional methods for corefer-
ence resolution follows a pipeline approach, with
rich linguistic features, making the system cum-
bersome and prone to cascading errors; (2) Zero
pronouns, intent references and other phenomena
in spoken dialogue are hard to capture with this
approach (Rao et al., 2015). These problems are
circumvented in our approach for slot carryover.
6 Conclusions
In this work, we proposed an improvement to the
slot carryover task as defined in Naik et al. (2018).
Instead of independent decisions across slots, we
proposed two architectures to leverage the slot
interdependence – a pointer network architecture
and a self-attention and transformer based archi-
tecture. Our experiments show that both proposed
models are good at carrying over slots over longer
dialogue context. The transformer model with its
self attention mechanism gives us the best overall
performance. Furthermore, our experiments show
that temporal ordering of slots in the dialogue mat-
ter, since recent slots are more likely to be referred
to by users in a spoken dialogue system. More-
over, contextualized encoding of slots is also im-
portant, which follows the trend of contextualized
embeddings (Peters et al., 2018b).
For future work, we plan to improve these mod-
els by encoding the actual dialogue timing infor-
mation into the contextualized slot embeddings
as additional signals. We also plan on exploring
the impact of pre-trained representations (Devlin
et al., 2019) trained specifically over large-scale
dialogues as another way to get improved contex-
tualized slot embeddings.
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