Introduction
Temporal variability on scales close to periods of planetary waves originating in the lower atmosphere has long been observed in the ionosphere and upper atmosphere [e.g., Ito et al., 1986; Chen, 1992; Forbes et al., 1995] . Direct nonlinear interactions of planetary and tidal waves below the base of the thermosphere (~100 km) have been suggested to explain the observed variability [Teitelbaum and Vial, 1991] that may be carried higher up and imprinted on the thermosphere and ionosphere by the tides. Other proposed mechanisms include planetarywave filtering and modulation of small-scale gravity waves, which in turn may convey the signal upward directly [Forbes et al., 1995] or via interactions with tides [e.g., Mayr et al., 2001] .
Recently, ample observational evidence has become available suggesting that lower atmosphere dynamics apparently controls the spatial morphology of the equatorial ionosphere as well . Immel et al. [2006] observed a characteristic four-peak longitudinal structure in the post-sunset 135.6-nm nightglow from the IMAGE satellite during March-April. This emission in the far ultraviolet is a signature of O + radiative recombination [Dymond et al., 1996] and reflects the strength and location of the equatorial ionization anomaly peaks. A similar feature has also been observed in the same post-sunset sector by the FORMOSAT-3/COSMIC satellite both in total electron content and F-region plasma densities [Lin et al., 2007] . This spatial morphology has tentatively been associated with the penetration of a nonmigrating diurnal eastward propagating tide with zonal wavenumber three (DE3) into the ionospheric E-layer dynamo region (~100-150 km) [Immel et al., 2006; Lin et al., 2007] . A recent modeling study Plasmasphere (GIP) model [Fuller-Rowell et al., 2008] . Here we validate WAM by comparing the tidal variability simulated during its first extended run with analyses of wind and temperature measurements in the lower thermosphere from the TIMED satellite [Oberheide et al., 2006; Forbes et al., 2008] .
Model
The neutral atmosphere component of the coupled IDEA model is built on an existing Global Forecast System (GFS) general circulation model (GCM) used by the US National Weather
Service for medium-range weather prediction (www.emc.ncep.noaa.gov/modelinfo/). The operational model is run at T382 spectral truncation, roughly corresponding to a 0.3!!0.3! resolution in latitude-longitude, with 64 layers in a generalized hybrid vertical coordinate extending to about 62 km altitude. As in many lower-atmospheric GCMs, the GFS code consists of a spectral dynamical core with a variety of atmospheric physical processes implemented via the common column-physics interface. These include radiative processes, hydrological cycle, planetary boundary-layer and surface exchange processes, parameterized ozone photochemistry, orographic gravity waves, and others.
To create WAM, the GFS code has been extended to 150 layers with the top pressure level near a nominal altitude of about 600 km and layer thickness approaching a quarter scale height in the 4 stratosphere and above. It is currently run at a spectral resolution T62 (roughly 1.8!!1.8! in latitude-longitude) but both the horizontal and vertical resolution may be easily changed if necessary. The tenfold vertical extension of the model domain has required the incorporation of additional physical processes as well as substantial changes in the dynamical core and in its interface with the model physics.
As is well known in upper-atmospheric modeling [e.g., Fuller-Rowell and Rees, 1980] , temporal and spatial variations of specific heats along air parcel trajectories have to be explicitly accounted for in the thermodynamic energy equation to represent the effects of variable atmospheric composition. These variations are commonly not accounted for in loweratmospheric GCMs, relying instead on the approximation of "virtual temperature" and assuming that the composition deviations from the uniform "dry air", primarily caused by the presence of water vapor, are small. A new spectral model formulation has been developed and implemented using specific enthalpy as a prognostic variable instead of the traditional virtual temperature [Juang and Akmaev, 2008] .
The sharp temperature increase in the thermosphere may cause unconditional numerical instability of the semi-implicit time integration scheme used in spectral GCMs [Simmons et al., 1978] . The instability occurs when the global-mean reference temperature T ref adopted in the semi-implicit scheme becomes substantially lower than the actual temperature at any model level, resulting in complex phase speeds of resolved gravity waves. Following Simmons et al.
[ Simmons et al. [1978] .
Molecular dissipative processes such as viscosity, heat conduction, and mutual diffusion of major species become so fast in the thermosphere [Fuller-Rowell and Rees, 1980] that they can no longer be treated within the vertical-column interface alone. Horizontal molecular transport of momentum, heat, and constituents along pressure surfaces has also been incorporated into the extended model. As a bonus, the additional physical dissipation eliminates the need for excessive numerical damping and "sponge layers" commonly employed to stabilize GCMs in vertically extended domains. Other physical processes incorporated in the extended model domain include UV and EUV radiative heating, infrared radiative cooling with the breakdown of local thermodynamic equilibrium, and non-orographic gravity waves [Fuller-Rowell et al., 1996; Akmaev, 2001] . Ion drag, Joule and particle heating are calculated self-consistently within the GIP module in a coupled configuration, whereas in a standalone WAM employed in this study an empirical ionosphere model is used, following Fuller-Rowell and Rees [1980] .
Results and Discussion
Operationally, GFS is reinitialized every 6 hours by a data assimilation system to produce a [Picone et al., 2002] . Initially the model upper atmosphere is dynamically unbalanced and it takes about two to three weeks for it to adjust. We excluded the first two months of the simulation from the analysis presented here to allow for any initial perturbations in the extended model domain to dissipate away.
Because of the slow precession rate of the TIMED satellite Oberheide et al. [2006] and Forbes et al. [2008] had to use a 60-day sliding window to perform a two-dimensional Fourier fit in longitude and local time in their tidal analyses. To facilitate the model-data comparisons, the model results presented here were also obtained with a 60-day window centered on a given day of year. Tidal amplitudes obtained in this fashion should therefore be considered as two-month averages with day-to-day variability substantially suppressed. It should be noted that preliminary wavelet analyses of hourly model outputs reveal very strong modulation of all tidal harmonics on scales of several days [Fuller-Rowell et al., 2008] , supporting the hypothesis that tides may be able to convey the planetary-wave periodicities from the lower to the upper atmosphere and ionosphere [Teitelbaum and Vial, 1991; Mayr et al., 2001] . Because the model variables are readily available in the form of Fourier harmonics in longitude, there is no need for a twodimensional Fourier decomposition. We applied a power spectrum analysis to hourly time series of the longitudinal Fourier harmonics to separate the eastward and westward moving tidal waves at each zonal wavenumber [e.g., Hayashi, 1971] .
The assumption, that only the two waves traveling eastward and westward are present, is common in tidal analysis [Oberheide et al., 2006; Forbes et al., 2008] and is adopted in the analysis of simulations for consistency. It may be fully justified if one of the waves dominates as is often the case with tides in the upper atmosphere. Note however that a superposition of two traveling waves of comparable amplitudes formally cannot be distinguished from a superposition of traveling waves and a standing wave with the same period and zonal wavenumber [e.g., Pratt, 1976] . Generally, the two-wave convention is just one of the many possible representations of the same wave field, which should be kept in mind when comparing different data analyses or model simulations.
Figures 1 and 2 compare WAM temperature amplitudes for the migrating, i.e., following the apparent westward motion of the sun, diurnal tide with zonal wavenumber 1 (DW1) and semidiurnal tide with zonal wavenumber 2 (SW2), respectively, at a pressure level near 100 km with the analysis of SABER observations [Forbes et al., 2008] for 2002-2006 as a function of latitude and day of year. There is an excellent agreement in the seasonal variability of the migrating diurnal tide with the well-known equinoctial maxima at the equator, including the asymmetry between the vernal and autumnal equinoxes (Fig. 1) . The semidiurnal amplitude appears to be somewhat overestimated by the model but its seasonal variability with midlatitude maxima in the winter hemisphere is reproduced reasonably well (Fig. 2) . Part of the disagreement may be attributed to the sampling differences between the observations and simulations, particularly to the inherent amplitude damping of the data analysis [Oberheide et al., 2006; Forbes et al., 2008] . The overestimation of SW2 by the model may also be partially attributed to its higher sensitivity to the background zonal winds at midlatitudes, where its phase speed becomes substantially lower compared to that of the diurnal tide confined to low latitudes. Kelvin wave in the dynamo region with a symmetric latitudinal structure of both temperature and zonal wind oscillations [e.g., Hagan and Forbes, 2002; Oberheide et al., 2006; Forbes et al., 2008] . At lower heights DE3 has been observed to consist of higher-order harmonics peaking away from the equator, particularly during Northern Hemisphere winter. This behavior is closely reproduced in Fig. 4 , presenting the DE3 zonal wind amplitude near 95 km, which compares favorably with the analysis of Oberheide et al. [2006] (their Fig. 13 ).
Finally, Figure 5 presents the WAM DE3 temperature and zonal wind amplitudes as a function of latitude and height for September, when this harmonic maximizes during the year. According to the simulations, even during this season the peak amplitude of the zonal wind oscillation only reaches about 20 m/s in the dynamo region and is unlikely to exceed that value during the rest of the year [Oberheide et al., 2006] . It is interesting to note in this regard that in the simulations of Hagan et al. [2007] the DE3 zonal wind amplitude peaked at over 50 m/s in the lower thermosphere for March conditions. Further modeling studies are needed to ascertain whether the apparent connection between this tidal harmonic and ionospheric morphology would still hold with a more realistic forcing.
Conclusions
First simulations with the Whole Atmosphere Model extending from the surface to the top of the thermosphere reveal a very realistic representation of seasonal variability of both migrating and nonmigrating tides in the ionospheric E-layer dynamo region. This region is currently believed to be key for the observed connection between the lower atmosphere dynamics and spatial morphology of the equatorial upper atmosphere and ionosphere. Practically all tidal harmonics also exhibit a strong day-to-day variability suggesting that they indeed may be responsible for the upward transmission of the planetary-wave periodicities long observed in the ionosphere.
Future work will include extended simulations with the coupled IDEA model to follow the entire causal chain from the troposphere to the top of the atmosphere and ionosphere and to identify the sources and mechanisms of their observed variability. 
