This paper focuses on the aircraft landing problem that is to assign landing times to aircraft approaching the airport under consideration. Each aircraft's landing time must be in a time interval encompassing a target landing time. If the actual landing time deviates from the target landing time additional costs occur which depend on the amount of earliness and lateness, respectively. The objective is to minimize overall cost. We consider the set of aircraft being partitioned into aircraft classes such that two aircraft of the same class are equal with respect to wake turbulence. We develop algorithms to solve the corresponding problem. Analyzing the worst case run time behavior, we show that our algorithms run in polynomial time for fairly general cases of the problem.
Introduction
Runway complexes of major airports are very scarce and expensive resources and their capacity is gravely limited by separation requirements between aircrafts, see Barnhart et al. [2] . If an arriving aircraft enters the radar range of an airport, then air traffic control must assign a landing time within a specific time window to this aircraft. In addition, a runway has to be assigned in case of multi-runway systems. Each arriving aircraft a has a preferred landing time or target landing time T a , which results from the time of entry into the radar range and the preferred speed. The earliest landing time E a can be reached with maximum speed. The latest landing time L a is the latest time where the aircraft can land if it flies most fuel-efficient and is circling for the maximum allowable time.
When determining landing times for succeeding aircraft separation requirements have to be considered. A landing aircraft causes wake turbulence and, therefore, the following aircraft must have a safety distance. Heavy aircraft (wide-body jets) may generate more severe wake turbulence than a small aircraft. Therefore, landing a heavy aircraft, for example a Boing 747, necessitate a large time delay before another aircraft can land. The smaller the following aircraft is the more hazardous the air turbulence is. Hence, separation requirements depend on the weight class of succeeding aircraft, i.e., they are sequence-dependent. Usually, a limited number of aircraft classes is distinguished based on the maximum takeoff weight, see for example the separation standards of the International Civil Aviation Organisation (ICAO). Two kinds of separation requirements can be modelled: complete and successive separation. In the last case, separation requirements only apply to aircraft landing consecutively on the same runway. When considering complete separation separation requirements must be fulfilled for each pair of aircraft landing on the same runway.
The traditional sequencing policy at most airports is the first-come-first-served (FCFS) discipline. The aircraft landing problem (ALP) is to assign a landing time and a runway to each aircraft, and, hence, to construct a sequence of landing aircraft for each runway that minimizes the overall penalty for actual landing times deviating from target landing times. Each assigned landing time has to be in the corresponding time window and the separation requirements have to be fulfilled. Usually, approaches to solve the ALP can be adapted to incorporate takeoff operations.
The static version of the ALP assumes that the time window and the preferred landing times are known in advance for the whole planning horizon, see the reviews in Beasley et al. [3] and Pinol and Beasley [11] . For an overview of approaches for the dynamic version we refer to Beasley et al. [4] and Dear and Sherif [7] . Psaraftis [13, 14] developed a dynamic programming formulation of the ALP with successive separation for single runways with E a = 0, i.e., all aircraft are available to land at time 0. Psaraftis [14] considers classes of aircraft and assumes, first, the separation requirements to be class-dependent and, second, penalties to be nondecreasing in landing time. Under these assumptions, it is shown that the problem can be solved in time being polynomial in the number of aircraft but exponential in the number of classes. Bianco et al. [5] extend the DP formulation to release dates E a = T a ≥ 0 but still assume a latest landing time of L a = ∞. Venkatakrishnan et al. [17] extend the DP to the case of finite time windows [E a = T a , L a ] and consider the case of multiple runways.
The most general mixed integer programming (MIP) formulations are presented in Beasley et al. [3] and Pinol and Beasley [11] . They assume multiple runways, a finite time window [E a , L a ] with a target landing time E a ≤ T a ≤ L a . The cost for landing aircraft a are linearly related to the deviation from T a with possibly different penalties for earlier and later landings. Ernst et al. [8] discuss the possibility to fix the order of two aircraft in a preprocessing step for the single runway case in order to speed up a Branch & Bound procedure. Pinol and Beasley [11] also analyze nonlinear cost functions. Beasley et al. [3] discuss a piecewise linear cost function with a single breakpoint. Soomer and Franx [16] analyze airline-specific convex piecewise linear cost functions with multiple breakpoints. An extension to fairness aspects is considered in Soomer and Koole [15] . Fahle et al. [9] propose one MIP model with a continuous time axis and one MIP model with a discrete time axis. They compare both MIP models for single runway instances. A heuristic solution for more detailed model of the terminal area is presented in Bianco et al. [6] . Even though most papers dealing with mixed integer programming formulations of the ALP are referring to Psaraftis [14] , they assume aircraftdependent separation requirements instead of class-dependent separation requirements.
The paper at hand contributes to this area in various ways. First, we determine the computational complexity of a reasonably general problem considering aircraft classes. We provide polynomial time algorithms for a fixed number of classes and, doing so, we considerably generalize results in Bianco et al. [5] , Psaraftis [13, 14] , and Venkatakrishnan et al. [17] . In the most general setting we consider multiple runways, finite time window [E a , L a ] with a target landing time E a ≤ T a ≤ L a , and piecewise linear cost functions with multiple breakpoints. Second, we propose integer programming (IP) models in order to employ standard solvers. Third, we show that optimality properties developed for the problems at hand can be employed to design IP models such that efficiency of standard solvers can be increased.
The paper is organized as follows. In Section 2 the problem at hand is formally defined. Furthermore, relations to other problems are outlined. In Section 3 we present polynomial time algorithms for the general problem with a fixed number of classes and special cases, respectively. Section 4 focuses on IP models and the use of standard solvers. Finally, in Section 5 conclusions and an outlook to further research is given.
2 Problem definition and relations to other problems
The aircraft landing problem with aircraft classes
We consider a set A of aircraft partitioned into the set A = {A 1 , . . . , A W } of W classes. Each class A w , w = 1, . . . , W , contains n w aircraft. Class w(a) is the class aircraft a is contained in. Regarding real world applications a reasonable partition can be found considering the sizes of aircraft, see for example, the classification of ICAO.
Landing an aircraft occupies the corresponding runway for a specific time period. We refer to the end of this period as the landing time throughout this paper. Accordingly, everything related to the position of a landing in the time horizon is defined with respect to the landing time. Note that, since we assume the length of the time period a landing occupies a runway to be known in advance we easily could use the beginning of landing as a reference point as well.
Aircraft a ∈ A has a target time T a which reflects the ideal landing time for a. By slowing the aircraft down or speeding it up the actual landing time may deviate from the target time. However, an earliest possible landing time E a , E a ≤ T a , and a latest possible landing time
and E max w be a class dependent upper bound for lateness L a − T a and earliness T a − E a , respectively, with
for each aircraft a ∈ A.
Consider two aircraft a and a ′ with w(a) = w(a ′ ). We assume throughout the paper that
Intuitively speaking, if there is an order of a and a ′ regarding one of earliest landing time, target time, and latest landing time, then the other ones must be ordered accordingly. We refer to this assumption as landing time window order.
For each class w a piece-wise linear convex cost function c w (t) : [−E max w , L max w ] → R reflects the additional cost depending on the deviation t of the actual landing time from the target time of an aircraft of class w. These additional costs may occur due to longer flight duration or speeding up the aircraft. We assume that c w (t) ≥ 0 for each −E max w ≤ t ≤ L max w , c w (0) = 0, each cost function has a (dummy) break point at t = 0, and no cost function has more than K break points. W. l. o. g. we then can assume that c w has exactly K break points. We address the kth, 1 ≤ k ≤ K, class-specific break point by b w k and assume break points to be ordered such that b w k ≤ b w k+1 for each w and 1 ≤ k < K. Finally, let k * w be the index of the break point at t = 0 for class w.
Furthermore, for each pair (w, w ′ ) of classes a minimum separation time s w,w ′ is given. We consider two types of requirements imposed by separation times. According to the first type minimum separation time s w,w ′ gives the minimum distance of the landing times of aircraft a and a ′ with w(a) = w and w(a ′ ) = w ′ which are scheduled to land consecutively on the same runway. We refer to this type of requirements as successive separation in the following. According to the second type minimum separation time s w,w ′ gives the minimum distance of the landing times of each pair of aircraft scheduled to land on the same runway. We refer to this type of requirements as complete separation in the following. For both types, separation times cover the period of time the succeeding aircraft occupies the runway and the minimum timespan between both landing operations. Thus, separation time s w(a),w(a ′ ) between aircraft a and a ′ covers minimum timespan between landing operations of types w(a) and w(a ′ ) and duration of landing operation of a ′ .
Finally, R = {1, . . . , R} is a set of runways which are assumed to be identical and independent from each other. Throughout this paper we assume w. l. o. g. that all parameter values are integers and known in advance.
Definition 1.
A schedule is a set S ⊂ A × R × N such that there is exactly one tuple (a, r, C a ) ∈ S for each a ∈ A.
The third value in a triple (a, r, C a ) ∈ S is the landing time of the aircraft represented by the first value according to S. The second value represents the runway the aircraft is scheduled to land on according to S.
Definition 2.
A schedule S is called feasible if
Condition 1. ensures that a's landing time lies in the required time window. Alternative conditions 2i. and 2ii. represent successive separation and complete separation, respectively. Condition 2i. assures that landing operations of aircraft a and a ′ must be separated by at least s w(a),w(a ′ ) if a is the immediate predecessor of a ′ . Condition 2ii. states that landing operations of aircraft a and a ′ must be separated by at least s w(a),w(a ′ ) if a ′ is scheduled after a on r.
The focus is on successive separation throughout the paper. In real world environments the interference of aircraft which are not scheduled consecutively is a rare event. Formally, both models are equivalent as long as the triangle inequality
holds for separation times. Thus, we restrict the development of algorithms to successive separation. In Section 3.4 we sketch how to adapt the most general approach to complete separation. While many variants of aircraft landing problems have been considered in literature only a few pieces of work assume the set of aircraft under consideration to be separated into classes. For the aircraft landing problem without aircraft classes even minimizing the latest landing time is NP-hard on a single runway, see Psaraftis [14] . Note that the objective function of ALP is much more general. Many well studied objective functions are special cases of our's, e. g. minimization of total tardiness ( a max{0, C a − T a }) which in turn generalizes minimization of maximum lateness (max a {C a − T a }), minimization of total completion time ( a C a ), and minimization of the last landing time (max a C a ), see Pinedo [10] . Additionally, our problem generalizes the basic setting which is NP-hard for individual aircraft, e. g., by incorporating multiple runways and landing time windows.
Relation to other problems
Two fields in combinatorial optimization provide problem frameworks that are highly related to aircraft landing problems. In the following we specify the relation and outline how results in the paper at hand can be projected to the related problems.
Clearly, we can represent ALP in terms of machine scheduling models as follows. Representing runways by machines and aircraft by jobs we obtain the following characteristics of the machine scheduling model. We have R identical machines. Furthermore, we have families of jobs representing classes of aircraft. Jobs in the same family have equal processing times. Furthermore, family dependent and sequence dependent setup times are considered. Note that if job a ′ follows job a on the same machine then processing time of a ′ plus setup time from a's family to a ′ 's family corresponds to separation time s w(a),w(a ′ ) . Note also that usually, when family dependent setup times are considered no setup occurs between consecutive jobs of the same family and often the setup time depends only on the family of the following job, see Potts and Kovalyov [12] for a survey. In our problem the setting is more general since setup times between jobs of the same family may be larger than zero and setup times depend on both jobs' families. Jobs have release dates, due dates, and target times which are independent except from the relation imposed by landing time window order. The objective is to minimize total cost where cost of scheduling a job is given as function of the deviation of assigned completion time from target time according to c w . To the best of our knowledge this machine scheduling problem has not been considered yet. The complexity status seems to be open if the number of families is fixed.
However, we do know that the problem turns NP-hard for several generalizations. If we consider the number of families not to be fixed, then the problem is a generalization of the scheduling of jobs with equal processing times and sequence-dependent setup times on a single machine in order to minimize the makespan. This problem is equivalent to the traveling salesman problem and, thus, strongly NP-hard, see Pinedo [10] . If we instead assume processing times to be arbitrary, then the problem is a generalization of the scheduling of jobs with arbitrary processing times and due dates on a single machine in order to minimize maximum lateness which is strongly NP-hard, see Pinedo [10] .
Another field of combinatorial optimization ALP is related to is vehicle routing. Here, the problem setting covered by ALP is as follows. We consider a set of customers partitioned into subsets corresponding to the set of aircraft partitioned into classes. We assume that distances between customers only depend on the subset the customers are contained in. For example, we can think of a setting were customers are located in different cities and distances between two customers exclusively depend on the cities the customers are located in. Then, the distance between two customers corresponds to the separation time between two aircraft. Each customer has a service interval in which he has to be served and a target time in this interval when he prefers to be served. Lower bound and upper bound of the interval and the target time correspond to earliest landing time, latest landing time, and target time, respectively. Accordingly, we assume that a relation between these times according to landing time window order holds for each pair of customers located in the same city. Finally, runways correspond to vehicles we can dispatch. Now the objective is to serve each customer in his service interval such that total penalty for deviation of service time from target time is minimized. Again, this generalizes several well studied objectives such as minimization of total travel distance and minimization of total deviation from service intervals. While the complexity for the problem with a fixed number of subsets seems to be open the more general setting with an unbounded number of subsets is NP-hard as mentioned before.
Polynomial time algorithms
In the section at hand we develop algorithms for ALP. These algorithms run in polynomial time for the special cases of ALP where the number of runways as well as the number of aircraft classes is fixed. The most general variant of ALP we consider is the ALP with multiple runways and multiple aircraft classes. Special cases are derived by assuming either the number of runways or the number of classes or both to equal one. Clearly, as far as computational complexity is concerned only the polynomial algorithm for the most general case is needed. However, although the algorithm runs in polynomial time its actual run time may be very large when applied to real world settings and this is why we provide more efficient algorithms for special cases. We develop two basic ideas for a single runway and multiple runways. These are applied to both, the problem with a single aircraft class and the problem with multiple aircraft classes.
First, we provide two basic optimality properties in Lemmas 1 and 2. These are employed when developing the algorithms in Sections 3.1 to 3.4.
Lemma 1. Aircraft of each class w can be scheduled in non-decreasing lexicographic order of
Proof. Consider a schedule S where
We construct a scheduleS by swapping a and a ′ , that is we setC a = C a ′ and C a =C a ′ wherē C a ′′ denotes the landing time of aircraft a ′′ ∈ A according toS. Clearly,S is feasible since
• separation times depend only on classes of consecutive aircraft and
Since c w(a) is convex both, c(a, C a ) and c(a
′ cannot increase the objective value.
We refer to the order of aircraft according to lexicographic non-decreasing values of (E a , T a , L a ) as earliest landing time windows (ELW) rule. Accordingly, we assume that A = {1, . . . , n} such that each class is ordered in ELW with ties arbitrarily broken.
Definition 5. Given a schedule S a block is a set of aircraft B, |B| = n ′ , and a corresponding sequence σ ′ such that
• all aircraft in B are scheduled on the same runway r,
• σ (1) is the first aircraft on r or C σ(1) > C j + s w(j),w(σ (1)) where j is the immediate predecessor of σ(1) on r, and
Definition 6. An aircraft a is a fixed aircraft of type α ∈ {0, 1, . . . , K, K + 1} if
• α ∈ {1, . . . , K} and C a − T a equals the αth break point of c w(a) , or
There is an optimal schedule such that for each block B there is an aircraft a, a ∈ B, such that a is a fixed aircraft of type α ∈ {0, 1, . . . , K, K + 1}.
Proof. Let S, B, and C a be an optimal schedule, a block according to S, and the landing time of aircraft a according to S, respectively. Suppose there is no fixed aircraft in B. Let c a be the marginal cost of aircraft a in C a for each a ∈ B. Note thatc a is unique for each a ∈ B since each a ∈ B is not fixed. Let
be the marginal cost of delaying B, that is simultaneously delaying all aircraft in B. Since no aircraft in B is fixed, there is a sufficiently small ǫ, ǫ > 0, by which we can delay and accelerate, respectively, B without
• any aircraft a's landing time C a reaching E a or L a or
• C a − T a reaching any break point of c w(a) .
> 0, then we delay or accelerate, respectively, B by ǫ and obtain a better schedule which is a contradiction to the assumption. Thus, c d B = 0. Then, we can delay or accelerate, respectively, B such that
• there is an aircraft a ∈ B such that a is a fixed aircraft of type α ∈ {0, 1, . . . , K, K + 1} or
• B merges with another block B ′ and we obtain a new block B ′′ = B ∪ B ′ .
Note that blocks can be merged no more than n − 1 times before we end up with a single block. Delaying or accelerating the single remaining block will lead to an fixed aircraft a of type α ∈ {0, 1, . . . , K, K + 1} with the reasoning above.
Single class on a single runway
In the section at hand we design an algorithm in order to solve ALP if W = R = 1. Due to Lemma 1 we can model this special case as a linear programming (LP) problem. However, it seems that we need at least O(Kn) variables. Then, the run time complexity of our algorithm is smaller than the complexity for solving the LP problem.
The basic idea is to have a graph where edges represent the schedule of aircraft between two fixed aircraft. We show how to design the structure of the graph in the proof of Theorem 1. Lemma 3 serves as a building block stating that we can compute lengths of arcs in the graph mentioned above in polynomial time. The corresponding method is provided in the proof of Lemma 3. In this section, for the sake of shortness we let s = s 1,1 . 
Proof. Clearly, the landing time of aircraft a and a ′ can be considered fixed since it is assumed to be fixed aircraft of type α and α ′ , respectively. Considering, Lemma 1, we can assume that aircrafts are scheduled in ELW. Let B and B ′ be the block a and a ′ , respectively, is contained in. Note that, possibly, B = B ′ . Since there is no further block consisting of a subset of jobs a + 1, . . . , a ′ − 1 we have a single idle time interval of length
that is the single idle time period occurs immediately before aircraft a ′ . We can check feasibility and evaluate the corresponding schedule in O(n). Now, we modify the schedule by increasing the landing time of the last aircraft a ′′ in B by t and, therefore, setting B = B \ {a ′′ } and B ′ = B ′ ∪ {a ′′ }. Now, we can check feasibility and evaluate the modified schedule in O(1) since the landing time of exactly one aircraft has been modified. After applying this modifying procedure O(n) times we derived all schedules with a single idle time period of length t. Minimum total cost is then found in O(n) time among feasible schedules. If there is no feasible schedule, then we set total cost to ∞.
If t = 0, there is no idle time period and B = B ′ . Then, completion times are set according to (2) and we can check feasibility and derive total cost in O(n). If the schedule is not feasible, then we set total cost to ∞. If t < 0, then no feasible schedule exists. Accordingly, we set total cost to ∞.
Clearly, we can find an optimal schedule for a subset of jobs in linear time as well in the following two cases.
• If aircraft a is a fixed aircraft of type α and each aircraft a ′ , a ′ < a, is in the same block as a, then we can find the only corresponding schedule for aircraft 1, . . . , a by setting
since C a can be assumed to be fixed. Then, checking feasibility and evaluating is straightforward.
• If aircraft a is a fixed aircraft of type α and each aircraft a ′ , a ′ > a, is in the same block as a, then we can find the only corresponding schedule for aircraft a + 1, . . . , n by setting
since C a can be assumed to be fixed. Checking feasibility and evaluating is straightforward.
Proof. We define a weighted directed acyclic graph (DAG) G = (V, E, l) as follows. The set of nodes V encompasses a dummy source node (0), a dummy sink node (n + 1), and a node (a, α) for each a ∈ A and 0 ≤ α ≤ K + 1. Node (a, α) represents aircraft a being a fixed aircraft of type α.
There are arcs ((0), (a, α)) and ((a, α), (n + 1)) for each a ∈ A and 0 ≤ α ≤ K + 1. Arc ((0), (a, α)) represents aircraft a being the first fixed aircraft in the schedule and a being a fixed aircraft of type α. Note that we can assume aircraft a ′ , a ′ < a, to be in the same block as a due to Lemma 2. Arc ((a, α), (n + 1)) represents aircraft a being the last fixed aircraft in the schedule and a being a fixed aircraft of type α. We assume aircraft a ′ , a ′ > a, to be in the same block as a due to Lemma 2. Length of arc ((0), (a, α)) and arc ((a, α), (n + 1)) is determined using (3) and (4), respectively, if the corresponding partial schedule is feasible and is set to ∞ otherwise.
) represents a and a ′ being a fixed aircraft of type α and α ′ , respectively, and each aircraft a ′′ , a < a ′′ < a ′ , may not be a fixed aircraft. Then, we can assume aircraft a ′′ , a < a ′′ < a ′ , to be in a's block or in a ′ 's block (possibly both) due to Lemma 2. Length of arc ((a, α), (a ′ , α ′ )) is determined according to Lemma 3.
Finding a shortest path from (0) to (n + 1) corresponds to finding a minimum cost schedule. Clearly, |V | ∈ O(Kn) and |E| ∈ O(K 2 n 2 ). Since cost of each edge can be computed in O(n) according to Lemma 3 and using (3) and (4) Figure 1 : Example for graph G with n = 10 and K = 1 Figure 1 provides graph G for a problem instance with ten aircraft and K = 1. Hence, there are three nodes (a, α), α ∈ {0, 1, 2}, corresponding to each aircraft a ∈ A. We depict a path which is supposed to be the shortest path by solid arcs. Some of the remaining arcs are drawn as dashed arcs. Note that the arcs shown in Figure 1 are picked as examples. In fact, there exists an arc from (a, α) to (a ′ , α ′ ) if a < a ′ . Having the shortest path it can be interpreted as follows. Aircraft 2 is a fixed aircraft of type 0, that is C 2 = E 2 , aircraft 6 is a fixed aircraft of type 1, that is C 6 − T 6 equals the (unique) break point of c 1 , and aircraft 9 is a fixed aircraft of type 2, that is C 9 = L 9 . Figure 1 . While we restrict ourselves to separation requirements between landing times in our analysis we break the separation time down into landing duration and idle time between landing operations in Figure  2 in order to support an intuitive understanding. Consequently, white rectangles represent the landing operations of the corresponding aircraft. Grey rectangles represent the minimum idle time between landing operations of two consecutive aircraft in the same block. The landing times of aircraft 2, 6, and 9 are outlined. We have three blocks consisting of aircraft 1 to 3, 4 to 8, and 9 to 10, respectively.
Obviously, landing times of aircraft 2, 6, and 9 (b 1 represents the unique break point of c 1 ) can be directly obtained from the path depicted in Figure 1 . Note, however, that landing times of remaining aircraft cannot be identified from the path without further information. In fact, there may be more than one schedule having 2, 6, and 9 as fixed aircraft of type 0, 1, and 2, respectively. For example, aircraft 8 landing in C 9 − s and keeping all other landing times would yield a schedule corresponding to the path, as well. Nevertheless, we assume that landing time of aircraft 9 as shown in Figure 2 is obtained by applying Lemma 3 and, therefore, is optimal given that 2, 6, and 9 is a fixed aircraft of type 0, 1, and 2, respectively.
Multiple classes on a single runway
In the section at hand we generalize the basic idea used in Section 3.1 in order to solve ALP with multiple aircraft classes and a single runway.
Lemma 4. If
• R = 1,
• aircraft a and a ′ are fixed aircraft of type α and α ′ , respectively,
• the subset of aircraft A Proof. Clearly, the landing time of aircraft a and a ′ can be considered fixed since it is assumed to be fixed job of type α and α ′ , respectively. Considering, Lemma 1, we can assume that aircraft of class w, 1 ≤ w ≤ W , are scheduled in ELW order.
We design a DP approach which step by step either
• schedules an aircraft at the end of those aircraft which have been scheduled after a without idle time but separation time or
• schedules an aircraft immediately before those aircraft which have been scheduled before a ′ without idle time but separation time.
Following this idea, two sequences of aircraft are constructed. The first one is constructed in forward direction such that the first separation time period starts at C a . The second one is constructed in backward direction such that the last separation time period which is associated to aircraft a ′ ends at C a ′ . A source node and and a dummy sink node is given by (0, . . . , 0, w(a), w(a ′ )) and (n, . . . , n, W + 1, W + 1), respectively. Now, there is an arc from (k
Now consider node
represents scheduling an aircraft of typew f which is not scheduled yet at the end of the forward sequence, that is
represents scheduling an aircraft of typew b which is not scheduled yet at the beginning of the backward sequence, that is
For both branches, the first condition ensures that not all aircraft of typew f andw b , respectively, have been scheduled already. The remaining conditions consider the modification of counters and types. The length of this arc equals the cost of the represented scheduling of aircraft
This can easily be checked since C a and C a ′ are fixed and, consequently,
′′ is scheduled in the forward sequence and in the backward sequence, respectively. Analogously, deriving scheduling cost for a ′′ can be done. If E a ′′ > C a ′′ or L a ′′ < C a ′′ , then length of the corresponding arc is ∞.
Finally, there is an arc from
. . , W } and
The first condition ensures that each aircraft in A ′ is scheduled. The second condition checks whether total separation time does not exceed the length of time interval [C a , C a ′ ]. 
We have
Proof. We define a weighted DAG G = (V, E, c) as follows. The set of nodes V encompasses a dummy source node (0), a dummy sink node (n + 1), and a node (w ′ , α, k 1 , . . . , k W ) for each 1 ≤ w ′ ≤ W , 0 ≤ α ≤ K + 1, and 0 ≤ k w ≤ n w , 1 ≤ w ≤ W . Let a be the k w ′ th aircraft of class w ′ in ELW order. Node (w ′ , α, k 1 , . . . , k W ) represents a being a fixed aircraft of type α and k w aircraft of class w landing not later than C a for each 1 ≤ w ≤ W .
There are arcs ((0), (w ′ , α, k 1 , . . . , k W )) and ((w ′ , α, k 1 , . . . , k W ), (n + 1)) for each node (w ′ , α, k 1 , . . . , k W ) being neither source node nor sink node. Arc ( (0), (w ′ , α, k 1 , . . . , k W )) represents aircraft a being the first fixed aircraft in the schedule, a being a fixed aircraft of type α, and k w aircraft of class w landing not later than C a . Arc ((w ′ , α, k 1 , . . . , k W ), (n + 1)) represents aircraft a being the last fixed aircraft in the schedule, a being a fixed aircraft of type α, and n w − k w aircraft of class w landing after C a . Since aircraft of each class can be assumed to be in ELW order we can derive the subsets A ′ w of aircraft from k w for both types of arcs. Length of arc ((0), (w ′ , α, k 1 , . . . , k W )) and ((w ′ , α, k 1 , . . . , k W ), (n + 1)) is derived according to Lemmas 5 and 6. Now, we consider arcs where neither the source node nor the sink node is involved. There is an arc ((w
• C a < Cā holds for corresponding a andā where ,
•k w ≥ k w for each 1 ≤ w ≤ W , and
•kw′ >kw′ where a andā is the k w ′ th aircraft of class w ′ and thekw′th aircraft of classw ′ , respectively, in ELW order.
represents a andā being a fixed aircraft of type α andᾱ, respectively,k w − k w aircraft of class w landing after C a and not after Cā, and each aircraft a ′ , C a < C a ′ < Cā, may not be a fixed aircraft. Due to Lemma 1 we can assume that the corresponding jobs of class w are aircraft k w + 1 tok w in ELW order for each 1 ≤ w ≤ W . Length of each arc is determined according to Lemma 4.
Finding a shortest path from (0) to (n + 1) corresponds to finding a minimum cost schedule. 
Single class on multiple runways
In this section, we let s = s 1,1 . For technical reasons we break down s into required runway idle time s ′ between two landing operations and landing duration as outlined in Section 2.1. However, s ′ is used for initialization issues only.
Due to Lemma 2 we assume that C a ∈ T where
Next, we adapt resource profiles developed in Baptiste [1] for our purposes. Figure 3 are aircraft 1, . . . , a the corresponding ROP is (16, 17, 19, 20) . Thus, the earliest possible landing time for aircraft a + 1, . . . , n is 20.
Definition 7. A runway occupation profile (ROP) is a vector
Note that once we decided to schedule aircraft 1, . . . , a such that a's landing is completed at C a , then we can assume that no runway is available before C a − s for aircraft a + 1, . . . , n due to Lemma 1. Now, assume we schedule aircraft a + 1 depicted as dashed lines in Figure 3 , that is we set C a+1 = 22. Note that we can assume that we always schedule aircraft a + 1 on the runway becoming available earliest. Scheduling a + 1 modifies the ROP to (18, 19, 20, 22) for the following reasons. Clearly, runway 4 is occupied until 22 and no other runway is occupied for that long. Therefore, O 4 = 22. Also 1 and 2 is occupied until 19 and 20, respectively. Since runway 3 is available before 19 we have O 2 = 19 and O 3 = 20. Runway 3 becomes available at 17. However, due to Lemma 1 we can assume that runway 3 does not become available before 18 since completion times of aircraft a + 1, . . . , n must be at least 22.
The number of ROP is bounded as follows. Of course,
Proof. We define a weighted DAG G = (V, E, c) as follows. The set of nodes V encompasses a source node (0, (−s ′ , . . . , −s ′ )), a dummy sink node (n + 1), and a node (a, rop) for each a ∈ A and rop being a ROP. Node (a, rop) represents aircraft 1, . . . , a being scheduled and runways being occupied as specified by rop.
Next, consider the transformation of ROP rop into ROP rop ′ by scheduling aircraft a + 1. The basic idea of the algorithm is to schedule aircraft 1, . . . , n in increasing order. Therefore, we assume that aircraft 1, . . . , a have been schedule already and
with respect to aircraft a + 1 if the following conditions hold.
•
Clearly, the point of time the last runway becomes available is the landing time of a + 1, that is O ′ R = C a+1 . Note that each aircraft a ′ , a ′ ≤ a, must have C a ′ ≤ C a+1 due to Lemma 1. Since landing of aircraft a + 1 cannot be finished before max{O 1 + s, E a+1 } or after L a+1 the condition must be fulfilled.
Each runway is assumed to be occupied before
, lands earlier than a + 1 due to Lemma 1. Additionally, for each point of time t, C a+1 − s < t < O ′ R , the number of available runways is reduced by one.
We denote rop a ⇒ rop ′ if ROP rop can be transformed into ROP rop ′ with respect to aircraft a.
We have two types of arcs. First, for two nodes (a − 1, rop) and (a, rop ′ ) there exists an arc
Second, there is a node ((n, rop), (n + 1)) for each rop. It remains to show how to set weights. The second type of arcs has weight zero. The weights for the first type of arc reflect the cost implied by landing aircraft a at O ′ R according to rop ′ . Clearly, a path from (0, (−s ′ , . . . , −s ′ )) to (n + 1) represents a feasible schedule and the shortest path outlines the minimum cost schedule.
We have O(K R n R+2 ) nodes. Each node is connected to no more than O(Kn 2 ) nodes due to the second compatibility condition which states that given a ROP rop choosing the landing time of aircraft a fully specifies the resulting ROP rop ′ . Thus, the number of arcs is in O(K R+1 n R+4 ). Note that constructing each arc takes O(R) time. Then, we can solve the problem in O(RK R+1 n R+4 ) time.
Multiple classes on multiple runways
Due to Lemma 2 we assume that C a ∈ T ′ where
We generalize ROPs introduced in Section 3.3 for our purposes. ((O 1 , w 1 ) , . . . , (O R , w R )) where
Definition 8. A general ROP is a vector
Here, if 1 ≤ w r ≤ W and O r ∈ T ′ , 1 ≤ r ≤ R, then O r is the landing time of aircraft a scheduled last on runway r so far. Note that O r ∈ T ′ can be assumed due to Lemma 2. Furthermore, w r = w(a). If w r = O r = −1, 1 ≤ r ≤ R, then no aircraft has been scheduled on runway r so far. Hence, we have no more than
general ROPs. The basic idea of our approach is to schedule aircraft on each runway in a forward direction. Hence, once we decided to schedule aircraft a such that a's landing is completed at C a on runway r, then we can assume that r is not available before C a for any aircraft not scheduled yet. Furthermore, we make use of ELW order for each class.
Theorem 4. ALP can be solved in O RW
Proof. We define a weighted DAG G = (V, E, c) as follows. The set of nodes V encompasses a source node (0, . . . , 0, ((−1, −1), . . . , (−1, −1))), a dummy sink node (n + 1), and a node (k 1 , . . . , k W , grop) for each 0 ≤ k w ≤ n w , 1 ≤ w ≤ W and grop being a general ROP. Node (k 1 , . . . , k W , grop) represents the first k w , 1 ≤ w ≤ W , aircraft of class w being scheduled and runways being occupied as specified by grop.
We say that general ROP ((O 1 , w 1 ) , . . . , (O R , w R )) can be transformed to general ROP
) with respect to aircraft a ∈ A if there is exactly one r, 1 ≤ r ≤ R, such that 
• grop a ⇒ grop ′ where a is the k w th aircraft in A w . −1) , . . . , (−1, −1))) to (n + 1) represents a feasible schedule and the shortest path outlines the minimum cost schedule.
nodes. Each node is con-
other nodes. Therefore, we can
Finally, we will show how to generalize the algorithm as described above to the case where separation times must be considered not only between consecutive aircraft but between each pair of aircraft landing on the same runway. Suppose we have a partial schedule, that is we have scheduled a subset of aircraft in ELW order for each class and in increasing landing times on each runway just as in the algorithm proposed above. It is crucial to observe that among all aircraft of type w landing on runway r only the last one is relevant in order to consider separation times for an aircraft which is supposed to land next on r. Thus, we can maintain the landing time C w,r of the last aircraft of type w landing on runway r for each 1 ≤ w ≤ W and 1 ≤ r ≤ R. Having C w,r we can easily compute the earliest possible landing time for next aircraft which is the only difference of the generalized algorithm to the one proposed above. Clearly, C w,r ∈ T ′ and it is easy to see that the number of nodes to be considered is still polynomial if W and R is fixed.
Enhancing an IP model using optimality properties
We provide polynomial time algorithms for the ALP in Section 3. However, due to the large state space we expect the proposed approaches to require excessive computation times. Standard integer programming (IP) solvers (most likely) cannot guarantee polynomial run times for the problems. Still, due to efficient implementation they may provide optimal solutions within reasonable time in the average case. Therefore, in this section we exemplarily incorporate one of the developed optimality properties in an IP model in order to speed up the solution procedure.
We introduce the traditional binary programming formulation for the ALP and extend it using the ELW property according to the landing time window order within one class of Lemma 1. Based on Beasley et al. [3] the traditional ALP is modeled as follows. Based on the breakpoint k * w(a) with zero cost for aircraft a, let h w(a),k be the additional increase of the objective function after breakpoint k ≥ k * w(a) and let g w(a),k be the respective increase before breakpoint k ≤ k * w(a) . We use the following sets of decision variables: Continuous decision variables: C a assigned landing time for aircraft a ∈ A α a,k amount of time that the deviation from the target time is smaller than breakpoint b
}. β a,k amount of time that the deviation from the target time is larger than breakpoint b
}. Binary decision variables:
if aircraft a and a ′ land on the same runway 0 otherwise for a = a ′ ∈ A y ar = 1 if aircraft a lands on runway r 0 otherwise for a ∈ A and r ∈ {1, . . . , R}
Beasley et al. [3] classify three disjoint sets of pairs of flights (a, a ′ ) ∈ A × A based on the overlap of the respective time windows:
• U 1 is the set of pairs (a, a ′ ) where a may land before a ′ and the other way round.
• U 2 is the set of pairs (a, a ′ ) where a must land before a ′ and L a + S aa ′ > E a ′ , that is satisfied separation requirement is not implied by landing time windows.
• U 3 is the set of pairs (a, a ′ ) where a must land before a ′ and L a + S aa ′ ≤ E a ′ , that is satisfied separation requirement is implied by landing time windows.
We have δ aa ′ = 1 and δ a ′ a = 0 for each pair (a, a ′ ) ∈ U 2 ∪ U 3 , respectively. A separation requirement does not need to be stated explicitly for a pair (a, a ′ ) ∈ U 3 . Using these sets the traditional IP with a piecewise linear objective function can be stated as follows:
subject to the constraints
The objective function (8) sums up penalty costs for landing before or after the target landing time. Constraint (9) ensures that each aircraft lands within its time window. Either plane a lands before plane a ′ or vice versa, which is given by constraints (10) for pairs (a, a ′ ) ∈ U 1 without a decision about the landing order. Employing a sufficient large number M the separation requirement for complete separation is modelled with conditions (11) and (12) . These equations implement the sequence of completion times. If aircraft a and a ′ land on different runways, i.e., z aa ′ = z a ′ a = 0, no separation is required due to the assumption of independent operating runways. Equations (13) and (14) determines the amount of time by which T a − C a exceeds and undershoots, respectively, the kth break point. The fact that the objective function contains both α ak and β ak with nonnegative weights g ak and h ak ensures that k α ak · k β ak = 0. For a given solution of the ALP there are R! permutations of runways with identical landing times and hence identical objective value. To reduce this symmetry in the solution space for the multi-runway case we added a constraint that the first aircraft has to land on the first runway, i.e., y 11 = 1 holds.
Lemma 1 enables us to modify U 1 and U 2 . Let U 1 , U 2 , and U 3 be the respective sets using the inner-class sequence according to the ELW rule of Lemma 1. This eliminate all pairs of aircraft of identical classes from U 1 , i.e,
For pairs in U 1 \U 1 the landing order can be considered given. Still, the separation requirements are not fulfilled inherently. Thus, we must add corresponding tuples to U 2 , that is we set
The set of pairs where satisfied separation requirements are implied by landing time windows does not change, i.e., U 3 = U 3 holds.
To demonstrate the influence of the ELW rule we numerically compare formulation (8) to (16) to the one using U 1 , U 2 , and U 3 instead of U 1 , U 2 , and U 3 . We use two sets of instances published in the OR-Library of Beasley (Beasley et al. [3] ) and in Bianco et al. [5] . The triangle inequality (1) holds for separation requirements of any three classes. Therefore, the respective solution spaces for complete separation and successive separation are identical. The aircraft landing problem is modeled in GAMS 22.6 using CPLEX 11.01 on a 1.8 GHz Dual Core machine with 2 GB of RAM.
The instances from the OR-Library of Beasley assume bounded landing time windows E a ≤ T a ≤ L a but do not report aircraft classes. Based on the given separation requirement for each pair of aircraft, linear costs for delay, and linear costs for earliness, we are able to derive classes for the first seven instances. This results in problem instances with up to 44 aircraft and 2 or 4 classes of aircraft. All these instances could be solved for |R| ≤ 4 runways within 30 seconds with both formulations, while the class dependent formulations have shorter CPU time in almost all cases.
The second set of instances of Bianco et al. [5] provides realistic cases of the ALP with 30 and 44 aircraft, respectively. It is a special case of ALP where E a = T a and L a = ∞ hold. The instances have two and four aircraft classes, respectively. The first three columns of Table 1 give the number of aircraft, the number of considered classes, and the number of runways. The objective value for three different objective functions is given in column 4. The upper part of Table 1 outlines runtimes for the problem where overall delay is to be minimized, as considered in Bianco et al. [5] . The second and the third part show runtimes for the problem variants with a piecewise linear objective function with three break points at 5, 25, and 50 minutes (second part) and 5, 15, and 30 minutes (third part), respectively. The basic delay costs are 1 unit per second during the first 5 minutes. The additional increase of the delay costs are assumed to be b a1 = 1, b a2 = 3, and b a3 = 5, respectively. The aircraft landing problem is modeled in GAMS 22.6. The last columns in Table 1 show the CPU times. The number in brackets shows the time the first optimal solution was found. The set definition according to the ELW rule enable the solver to proof optimality in all instances. The traditional formulation run out of memory (oom) without providing an optimal solution in three cases with a single runway. In these cases the objective value F best of the best feasible solution found is presented in brackets. In the other cases where the traditional formulation could prove optimality the ELW-based formulation is at least as fast as the traditional formulation. Especially for single runway cases the computation times of the formulation with aircraft classes outperform the traditional one.
Conclusions and Outlook
In this paper we develop algorithms for the ALP. We provide three algorithms concerning special cases of the problem and a fourth algorithm for general setting. For ALP with a single runway the algorithm is based on blocks of aircrafts which land immediately after each other. The algorithms for multiple runways is based on a state representation via runway occupancy profiles. In the general setting we consider multiple runways, bounded landing time windows, and a piecewise linear cost function with multiple breakpoints for each class • the number of runways is fixed,
• the number of aircraft classes is fixed, and
• the number of break points of each class' cost function is polynomial in input size.
This result considerably extends previously existing results. While this result follows from the algorithm designed for the most general setting of ALP the other algorithms employ optimality properties for more special cases to enhance their performance.
While the algorithms cannot be expected to perform sufficiently fast for real world applications we, nevertheless, obtain valuable insights into the problem's structure. These insights may be used to enhance standard solution techniques to solve ALP approximately. We exemplarily show the benefit from incorporating such insights into a common IP model for ALP by conducting a computational study comparing the standard model and our enhanced version. For the analyzed instances the formulation based on the ELW rule outperforms the traditional one.
It is obvious that the optimality properties, such as ELW rule, block structure, and fixed aircraft, developed in the paper at hand give rise for many additional model variants. Investigating a larger variety of IP models in terms of run time behavior of standard solvers seems to be a promising field for further research. Also, as mentioned in Section 2.2, there are applications of our problem in other fields such as vehicle routing. Therefore, a second perspective for future research is to generalize our problem focusing on requirements arising in other applications and determining the resulting problem's computational complexity.
