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ABSTRACT

Wang, Haojie. Ph.D., Purdue University, May 2015. Modeling on Single-Sided WindDriven Natural Ventilation. Major Professor: Dr. Qingyan Chen, School of Mechanical
Engineering.

Buildings use 40% of the total primary energy in the United States, with a significant part
of this energy being used for ventilation and cooling. Despite the large amount of energy
used in buildings, reports have shown that the indoor air quality (IAQ) and thermal
comfort are not satisfactory. The lowered productivity due to the bad IAQ could cause
$125 billion loss per year and the sick building syndromes could cause $32 billion direct
healthcare costs. Most of the problems related to IAQ are caused by insufficient fresh
outdoor air supply or lack of maintenance with traditional mechanical ventilation systems.
Natural ventilation is an alternative method to mechanical ventilation to reduce building
energy use and improve indoor air quality. Natural ventilation can usually be classified
into cross ventilation and single-sided ventilation. Cross ventilation is often favored for
its larger air exchange rate than single-sided ventilation. However, in most cases, few
buildings can achieve cross-ventilation due to the interior partitions, obstacles, and
thicknesses. Therefore, single-sided ventilation is still of great importance in building
design. However, the modeling of single-sided ventilation rate is difficult due to the bidirectional flow at the opening and the complex flow around buildings. The first part of
this study is to develop a simple empirical model for buildings with simple openings. The
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model is able to accurately predict the mean ventilation rate and fluctuating ventilation
rate caused by the pulsating flow and eddy penetration. This new model calculated the
eddy penetration effect in the frequency domain based on Fast Fourier transform. We
conducted Computational Fluid Dynamic (CFD) simulations with Large Eddy Simulation
(LES) and used experimental data from other researchers to validate the new empirical
model. The model predictions were generally within 25% error for simple opening.
After we developed the model for simple openings, the second part of the research is to
develop models for more complicated openings. In reality, only very few buildings use
simple openings in their design, instead, the majority of the buildings use hopper, awning
or casement windows. Therefore, based on the newly-developed model, we modified it to
predict the ventilation rate for these windows types. In order to understand the flow
characteristics around the complex openings, we used the CFD to generate database for
various wind conditions. First, we validated the accuracy of the CFD LES model by
conducting full-scale outdoor measurements and comparing against the CFD simulations.
After validating the LES model, it was used to generate database to develop the semiempirical models for hopper, awning and casement windows. Finally, the full-scale
measured data was also compared with the proposed model predictions to validate the
semi-empirical models. The comparison showed that the models were able to predict the
ventilation rate generally within 30% error.
After we developed the models for predicting single-sided, wind-driven ventilation rate,
we evaluated the availability of natural ventilation in the future considering the impact of
climate change. This research projected the future monthly weather based on HadCM3
Global Circulation Model (GCM) for 2020, 2050 and 2080 for three CO2 emission
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scenarios. To use the monthly weather data in energy simulation programs, we
downscaled the monthly data to hourly data by Morphing method. Then we used the
projected data to predict the future cooling and heating energy use in all seven climate
zones in the U.S. for various commercial and residential buildings. We also coupled the
newly-developed semi-empirical model with EnergyPlus to evaluate the natural
ventilation potential in San Diego, San Francisco and Seattle, which are the
representations of the typical climates where natural ventilation could be used. The
results showed that the impact of climate change varied greatly depending on the
geographic locations and building types. Also, the simulations showed that natural
ventilation would still be acceptable by 2080 for San Francisco and Seattle even based on
the worst case emission scenario, however, for San Diego or regions with warmer
summer, natural ventilation could only be used for very limited time each year.
Based on our study, the last step of this research is to seek potential approaches to utilize
natural ventilation in hotter climates. One major limitation of natural ventilation is that it
can only be used when outdoor is cool and may underperform during days with high
outdoor temperatures. Mixed-mode cooling that combines natural ventilation and
mechanical ventilation has the advantage of natural ventilation and mechanical cooling.
To maximize the savings of mix-mode cooling, natural ventilation should be used as
much as possible. In order to use natural ventilation mode during temporary hot weather,
adequate amount of thermal mass with night cooling strategy would be one potential
approach. However, the amount of thermal mass needed to be investigated to achieve
cost-effective design. We conducted energy simulations with EnergyPlus to evaluate the
impact of thermal mass on mixed-mode cooling energy savings. The results showed that
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electricity use can be reduced by 6-91% with mixed-mode ventilation compared to
traditional mechanical cooling in different climates.

1

INTRODUCTION

1.1

Background

Buildings use 40% of the primary energy in the United States, with a significant part of
this energy being used for maintaining good IAQ and thermal comfort (Energy
Information Agency, 2011). Most Americans spend 90% of their time indoors (EPA,
2001), thus the built environment will have a large impact on people’s health and
working productivity. Fisk and Rosenfeld (1997) estimated the cost of lowered
productivity due to bad IAQ could be up to $125 billion per year in the U.S. The sick
building syndromes which are related to bad IAQ resulted in $32 billion direct healthcare
costs and up to $200 billion economic loss per year (Fisk, 2000). One major cause of the
poor indoor air quality and thermal comfort are mostly due to accumulated mold or dust
in the ductwork or filtration systems in mechanical systems (Seppänen & Fisk, 2002).
Comparing to mechanical ventilation, studies have found occupants tended to report
higher satisfaction and less sick building syndromes when natural ventilation was used
(Mendell & Smith, 1990; Burge, et al., 1990; Finnegan, et al., 1984; Harrison, et al.,
1987). Moreover, natural ventilation requires little to none energy since it is driven by
either outdoor wind or temperature difference between indoor and outdoor (Schulze &
Eicker, 2013; Cardinale, et al., 2003). Therefore, natural ventilation has drawn great
attention in recent years for its ability to provide good thermal comfort (ASHRAE, 2010)
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and indoor air quality (Finnegan, et al., 1984) while utilizing a minimum amount of
energy compared to that of mechanical ventilation. Natural ventilation can usually be
classified into cross ventilation and single-sided ventilation. Cross ventilation is often
favored for its larger air exchange rate than single-sided ventilation. However, in most
cases, few buildings can achieve cross-ventilation due to the interior partitions, obstacles,
and thicknesses. On the other hand, single-sided ventilation has very little restrictions on
the building, thus it is easy to implement in existing buildings. However, one of the major
reasons that prohibit wide usage of single-sided ventilation is that it is very difficult to be
designed properly. The major characteristics of single-sided ventilation are the
fluctuating effect and the bi-directional flow at the opening. When designing natural
ventilation, the ventilation rate is the key parameter since it will determine the amount of
fresh air supplied from outside and the amount of heat exchange between indoor and
outdoor. However, unlike mechanical ventilation, the ventilation rate is not controllable
and it is strongly correlated to the wind speed and direction as well as the indoor and
outdoor temperature difference. For single-sided ventilation, since the opening will be
used as both the inlet and outlet of outdoor air, the incoming air will be disturbed by the
outgoing air thus induce strong turbulent effect which is very difficult to model through
simple equations.
Computational Fluid Dynamics (CFD) is usually used for studying single-sided
ventilation rate. Jiang and Chen (2001) found LES gave the best results among all the
CFD models. However, LES model requires intensive computing time and detailed
building information which is not readily available at design phase. Empirical
correlations are usually more favorable in the design phase or annual energy simulation
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due to its less computing time. However, the empirical correlations are not very accurate
and might have over 100% error (Caciolo, et al., 2011) for single-sided ventilation due to
the lack of physical interpretation.
Moreover, the existing empirical correlations are usually only suitable for simple
openings. Buildings that designed for natural ventilation usually use awning (top-hinged),
hopper (bottom-hinged) or casement (side-hung) as shown in Figure 1.1. Such window
structures will create much more complex flow compared to simple opening, thus,
additional consideration should be made towards modeling different types of windows.

Figure 1.1. Illustration of awning, hopper and casement windows.

To make designing single-sided ventilation readily available for architects or building
designers, relatively simple but accurate design models should be developed and
validated against wide range of wind conditions. The models should be able to predict the
ventilation rate accurately considering different window types and should require
minimum amount of input parameters so that it can be adapted in early design phase.
Furthermore, the model should be easy to use and require little computing power and
mathematical background from the end-user. Such simple design tools would help
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building designers and owners to evaluate the benefit of natural ventilation and
streamline the natural ventilation design process.
Although natural ventilation has great potential for reducing the energy consumption in
buildings, several studies have found that natural ventilation may not provide good
thermal comfort during a certain time of year in many locations in the U.S. (Haase &
Amato, 2009; Emmerich, et al., 2001), especially for commercial buildings such as office
buildings where internal loads are high (Axley, 2011). The availability of natural
ventilation is dependent on the outdoor temperature, and could only operate at mild
temperatures. For a building designed to use natural ventilation, not only should the
designer evaluate the local climate at current time, but one should also investigate the
climate throughout the building life time. Based on the extensive study by the
Intergovernmental Panel on Climate Change (IPCC), they have predicted that the annual
temperature increase will be in the range of 1 to 7 K under various CO2 emission
scenarios by 2100s (Solomon, et al., 2007). In addition to the temperature change,
humidity, wind, and solar radiation are also likely to be affected by higher CO2 emissions
(Karl, et al., 2009). Researchers have found the outdoor conditions have great impact on
the building heating and cooling energy use (Radhi, 2009; Rosenthal, et al., 1997).
Wilbanks (2009) have found the cooling energy is likely to decrease and heating energy
would increase as a result of global warming. However, the impact of climate change on
heating and cooling energy use varies depending on the locations and building types
(Radhi, 2009; Sailor, 2011). A detailed analysis of heating and cooling energy use in the
future is needed to better understand the impact of climate change on building energy
consumption, especially on the availability of natural ventilation.
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Even though some locations is too hot to use pure natural ventilation and cooling, or the
global warming will results in lower performance of natural ventilation, buildings can
still take advantage of the favorable temperatures during the mild seasons by using
mixed-mode cooling.
The mixed-mode system uses the natural cooling mode when the outdoor climate is
suitable. The mechanical mode is used as a backup when natural ventilation cannot
provide sufficient cooling. Each system will run alternatively to avoid excessive energy
use. This system can therefore save energy and provide better indoor air quality than a
pure mechanical system (Rowe, 2003; Niachou, et al., 2005). Moreover, it can provide
better thermal comfort than a pure natural ventilation system when outdoor temperature is
too high or too low (Liddament, et al., 2006; Karava, et al., 2012). Furthermore, this
system is highly integrable and can be coupled with, for example, a night-cooling
strategy or additional thermal mass to further reduce the energy consumption in buildings
(Pfafferott, et al., 2004).
The energy saving of mixed-mode cooling is achieved by using natural ventilation mode
when outdoor temperature is favorable. Therefore, using as much natural ventilation
mode as possible is the main focus in optimizing mixed-mode system. The design
optimization typically includes active and passive approaches. Active approve involves
using predictive control algorithm to decide the current operating mode based on future
weather conditions. The approach usually requires various sensors to monitor both the
internal load and outdoor conditions, which is expensive and may easily lead to fouling
of the system (Menassa, et al., 2013; Spindler & Norford, 2009). The other type of design
optimization is passive approaches, such as using night cooling with thermal mass to
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allow building to use natural cooling during temporary high daytime temperatures. To
date, few researchers have addressed this approach specifically for mixed-mode
ventilation. However, there have been studies of passive building optimization for pure
natural ventilation (Geros, et al., 1999; Breesch & Janssens, 2005; Artmann, et al., 2008),
in which the researchers identified the thermal mass as a very important factor. They
found that increasing in thermal mass can reduce the peak temperature by 1-3 K for
buildings using free-running natural ventilation with a night-cooling strategy. Because we
could also use the night-cooling strategy for the natural ventilation mode in mixed-mode
ventilation, thermal mass could have a large impact on the energy performance, thus
should be studied in detail for design optimization to achieve the highest efficiency while
maintaining good indoor environmental quality.
1.2

Objectives

Task 1: Literature Review
This task will focus on past research on natural ventilation and mixed-mode ventilation
optimization. This task will identify the current limitation with natural ventilation
modeling and identify the potential improvements that can be made. Furthermore, to
investigate the impact of climate change on building heating and cooling and natural
ventilation availability, we would also conduct literature review on existing climate
change model to project the future climate that could be used in energy simulation
programs.
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Task 2: Modeling on single-sided natural ventilation rate with simple opening
This first research topic is to develop a new empirical model for predicting both the mean
and fluctuating ventilation rate and the bi-directional velocity profile at the simple
opening for single-sided wind driven ventilation. The model should consider the eddy
penetration effect on the ventilation rate. The intention was to use the model for the initial
design of natural ventilation and building energy simulations. The study would quantify
the influence of eddy penetration on ventilation rate and validate the model by LES
simulations and existing experimental data.
Task 3: Modeling on single-sided natural ventilation rate with complex opening
The next step after developing the semi-empirical model for simple opening is to modify
and apply it to more complex window structures that are commonly used in buildings.
Such windows that are included in this task are hopper, awning and casement windows.
We developed the models based on the database generated by LES model, which would
first be validated against full-scale experimental measurement. Then the proposed semiempirical model would also be compared with measurement to ensure its accuracy is
sufficient for design purpose.
Task 4: Impact of climate change on building heating and cooling energy use
For buildings that are design to use natural ventilation, it is insufficient to only evaluate
the current weather condition. The global warming will affect the performance of natural
ventilation and could potentially cause the system unable to deliver adequate thermal
comfort. Therefore, this task will first generate future climates based on IPCC weather
projection. The future data would then be downscaled to hourly data and fed into
EnergyPlus to evaluate the impact of climate change on building cooling and heating
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energy use. We would select 13 cities located in all seven climates zones in the U.S. and
various residential and commercial buildings to represent the whole building stock in the
United States. Also, we will evaluate the performance of pure natural ventilation for
selected cities.
Task 5: Optimization of natural ventilation and mixed-mode cooling
The last task is to apply the proposed natural ventilation in EnergyPlus to study mixedmode cooling. The task would focus on the passive approach to improving energy
efficiency for mixed-mode ventilation. This investigation aimed to demonstrate the
impact of several important building envelope factors, such as thermal mass, insulation,
and window opening area, on mixed-mode ventilation performance. A cost-return
analysis would be conducted to find the optimal design for thermal mass in order to yield
the maximum return for office buildings, taking into account the initial capital cost and
the return from energy saving.
1.3

Organization of Dissertation

Chapter 2 of this thesis presents a literature review (Task 1) on natural ventilation,
mixed-mode ventilation and climate change prediction. Chapter 3 introduces the
development of the proposed model for single-sided ventilation with simple opening and
its validation with CFD simulation and existing experimental data. Chapter 4 reports
further development of the semi-empirical models for hopper, awning and casement
windows. Further, this chapter includes validation of the model by full-scale
measurements and CFD simulations. Chapter 5 outlines the study on the impact of
climate change on building heating and cooling use as well as on natural ventilation
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availability. Chapter 6 shows the application of the proposed natural ventilation model in
energy simulation programs to optimize the mixed-mode cooling. Chapter 7 concludes
the findings of this research and outlines the potential improvements in the future.
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LITERATURE REVIEW

2.1

Modeling Work on Natural Ventilation

Natural ventilation can usually be classified into cross ventilation and single-sided
ventilation. Cross ventilation is often favored for its larger air exchange rate than singlesided ventilation. Many models based on pressure difference between each zone have
been developed with good accuracy for cross-ventilation due to its straightforward
physics (Fang & Persily, 1995; Feustel, 1998). However, in most cases, few buildings can
achieve cross-ventilation due to the interior partitions, obstacles, and large depth to height
ratio. Therefore, single-sided ventilation is still of great importance in building design.
The major characteristics of single-sided ventilation are the fluctuating effect and the bidirectional flow at the opening. Among early studies, Warren (1977) gave rather simple
equations for wind- and buoyance-driven natural ventilation as
1
THg
Qstack  Aeff Cd
3
Tave

(2.1)

Qw  0.025 Aeff U w

(2.2)

where Cd is 0.6, Aeff is the effective opening area, Qstack is the buoyancy-driven ventilation
rate, and Qw is the wind-driven ventilation rate. The equation for wind-driven natural
ventilation is an empirical correlation and has been used to provide a baseline for natural
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ventilation design. It was among the most widely used correlations. Phaff and De Gids
(1982) developed a semi-empirical correlation considering the mean, fluctuating flow,
and buoyance effect as shown in Eq. (2.3)
U eff  C1U w2  C2 H T  C3

(2.3)

where C1, C2 and C3 are empirical constants which was extrapolated from 33 onsite
measurements. The effective velocity Ueff is used to calculate the ventilation rate via Eq.
(2.4)

Q  0.5 AU eff

(2.4)

The coefficient of 0.5 in Eq. (2.4) is based on the assumption that each incoming and
outgoing flow consists of half of the opening area.
Larsen and Heiselberg (2008) conducted an experiment in a wind tunnel to study the
wind and stack effect on single-sided ventilation rate. They developed a similar semiempirical equation with additional consideration of different wind directions as
U eff  C1 f ( )2 C p U ref 2  C2 H T  C3

C p T
U ref 2

(2.5)

where f(θ) is the function of wind incident angle determined experimentally and ΔCp is
the largest measured deviation of the Cp at the opening. The first term in the square root
is the impact due to mean wind speed and direction. The second term is due to stack
effect and the third term represents the turbulent effect. They found that the wind
direction had an unclear effect on the single-sided ventilation rate.
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Dascalaki et al. (1996) used tracer gas method to study the single-sided ventilation rate in
an outdoor test cell. They modeled the wind effect by a dimensionless number CF which
is calculated as
 Gr 
CF  0.08  H2 
 Re D 

0.38

(2.6)

where GrH is Grashof number and ReD is Reynolds number. The ventilation rate is then
calculated as
q  CFqstack

(2.7)

where qstack is calculated by multi-zones airflow models.
A recent experimental investigation conducted by Caciolo et al. (2011) examined the
three models mentioned above and found that the simplest of Warren’s equations gave
the best overall results. However, the accuracy of all the equations is not very satisfactory
and the error can be up to 100% due to the lack of the interpretation of the physics of
single-sided ventilation. Also, a major difficulty with the above correlations is the
prediction of the fluctuating ventilation rate.

Table 2.1. Errors between the models and experimental data (Caciolo, et al., 2011).
Windward Error
Leeward Error
Total
Average Maximum Average Maximum Average
Warren (1977)
14%
34%
36%
75%
25%
Phaff and De Gids (1982)
20%
36%
43%
84%
32%
Larsen and Heiselberg (2008) 22%
49%
104%
196%
63%
Dascalaki et al. (1996)
39%
90%
92%
148%
65%

The fluctuating ventilation rate is the result of pulsating flow and eddy penetration as
shown in Figure 2.1. Haghighat et al. (1991) studied the pulsating flow into a building
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when the wind was normal to the opening. They developed an equation for predicting the
fluctuating ventilation rate caused by pulsating flow in the frequency domain. The
governing equation was based on Newton’s Second Law. Linearization on the governing
equation was made to use Fourier transform. The results calculated by the model showed
a good agreement with the experimental data. However, the model is limited to a
condition in which the wind is normal to the opening and the assumption that a
fluctuating velocity probability obeys a normal distribution. Eddy penetration is dominant
when the wind is parallel to the opening (Straw, et al., 2000). Malinowski (1971)
suggested that only an eddy scale smaller than the opening scale can penetrate into a
room. For studies on eddy penetration, there has been no quantitative analysis according
to our recent literature review.

(a)
(b)
Figure 2.1. (a) Eddy penetration (b) Pulsating flow in single-sided ventilation (Haghighat,
et al., 1991).

It is also hard to perform experimental measurements of single-sided ventilation, and the
measured data is often of poor consistency. The most common approach for measuring
ventilation rate is tracer gas decay method. However, since single-sided ventilation is
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largely influenced by the fluctuating wind velocity, the tracer-gas decay method is not
suitable because it can only be used for steady state conditions. Another way is to
measure the velocity distribution at the opening. However, for typical velocity
measurements, such as hot wire anemometry, the equipment size will pose a limitation on
the number of positions that can be measured (Lomas, 1986). Though advanced velocity
measurement techniques such as laser Doppler anemometry can measure the velocity
from a distance, they can only detect the velocity at one point each time and the
equipment is usually very expensive (Buchhave & George Jr., 1979). Due to the random
structure of wind, experimental measurements using particle imaging velocimetry would
not yield meaningful results. Therefore, many researchers use CFD as an alternative to
study single-sided ventilation.
Jiang and Chen (2001) used a Large Eddy Simulation (LES) model to calculate the
ventilation rate and their results agreed well with the experimental data from Dascalaki et
al. (1996). LES models are superior to Reynolds Averaged Navier-Stokes equation
(RANS) models in single-sided ventilation because LES solves Navier-Stokes equations
directly for eddies larger than the subgrid scale and they can capture the flow detachment
and reattachment at the edge of the building enclosure, while RANS models generally
cannot. However, CFD needs very detailed information about the buildings and the
computing cost can be very high. Thus, CFD is not used for initial and conceptual
designs of natural ventilation or annual energy calculation. Therefore, a simple design
tool that requires minimum numbers of input is needed for more building designers to use
natural ventilation and evaluate the performance of it.
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Moreover, the existing empirical correlations are mostly focused on simple openings.
However, the majority of the buildings that designed to use natural ventilation may use
more complex window structures such as hopper, awning and casement windows. To
account for the impact of different window types on ventilation rate, some researchers
used reduced opening area, i.e. effective opening area to replace the simple opening area
in the existing model (Caciolo, et al., 2011; Warren, 1977; Larsen & Heiselberg, 2008).
Another approach was to modify the discharge coefficient for different types of windows.
Karava et al. (2004) conducted a review on the discharge coefficients used by various
researchers for different window configurations and wind conditions. However, those
studies usually assumed a constant discharge coefficient for each type of window. Both
approaches neglect the flow pattern change caused by window structure and may not
sufficiently account for the impact of the window type on flow rate when the wind
direction changes (Heiselberg & Sandberg, 2006).
Recently, Grabe (2013) and Grabe et al. (2014) experimentally investigated the natural
ventilation rate due to buoyancy effect for various types of windows. They observed great
variations in ventilation rate for different windows. Their studies showed the importance
of considering different window types on calculating the ventilation rate. However, the
correlations they developed are only suitable for buoyancy-driven ventilation. For more
complicated wind driven ventilation, Gao and Lee (2010) studied three types of windows
and they observed large difference in ventilation rate for different window configurations
with different wind directions. Through literature search, we did not find simple
correlations that can be reasonably accurate to account for the impact of different types of
windows on the airflow for wind-driven, single-sided ventilation. This part of the
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research shows our effort in developing simple models for single-sided natural ventilation
through awning, hopper and casement windows for designing natural ventilation in
buildings.
2.2

Study on the Impact of Climate Change on Building Energy Uses

Climate change and global warming have been of major concern to the public because of
the potential threat to the ecosystem and living environment. The Intergovernmental
Panel on Climate Change (IPCC) has projected that the annual temperature increase from
the 1960s to the 2100s will be in the range of 1 to 7 K under various CO2 emission
scenarios (Solomon, et al., 2007). In addition to temperature change, humidity, wind, and
solar radiation are also likely to change over the years because of higher CO2 emissions
(Karl, et al., 2009). Climate change will have a large impact on building energy use for
heating and cooling because of the change in outdoor conditions (Radhi, 2009; Rosenthal,
et al., 1997). In 2010, building energy consumption accounted for 41% of the total prime
energy use in the U.S., and about 50% of the building energy consumption was for space
heating and cooling (U.S. Department of Energy, 2011). Energy consumption levels for
cooling and heating are expected to increase and decrease, respectively, as a result of
global warming (Wilbanks, 2009). However, the impact of climate change on heating and
cooling energy use in different locations will vary because of their different climates
(Sailor, 2011; Radhi, 2009). A detailed analysis of heating and cooling energy use in the
future is needed to better understand the impact of climate change on building energy
consumption.
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A reasonable prediction of the future climate is the first requirement for an energy
analysis of buildings. The most comprehensive models for future climate prediction are
Atmosphere-Ocean Global Circulation Models (AOGCMs) (Solomon, et al., 2007).
Among the various AOGCMs, HadCM3 has been widely used for predicting future
climates (Levy, et al., 2004; Gregory, et al., 2002; Johns, et al., 2003) because of its
higher ocean resolution, which enables it to generate reasonable predictions without the
need for artificial flux adjustment (Collins, et al., 2001).
In early studies, the degree day method was widely used with future weather data to
determine the impact of climate change on building energy consumption (Rosenthal, et
al., 1997; Baxter & Calandri, 1992). Degree day analysis uses the balance point
temperature of a building, that at which the building does not require either cooling or
heating. The choice of balance point temperature can be different for each region and
each type of building (Amato, et al., 2005). The Heating Degree Days (HDDs) and
Cooling Degree Days (CDDs) are calculated hourly over a year as
365 24

HDD   (Tb  To ) / 24
1

(2.8)

1

365 24

CDD   (To  Tb ) / 24
1

(2.9)

1

where Tb is the balance point temperature and is usually assumed to be 18.3 °C (65 °F)
for the sake of simplicity (Amato, et al., 2005). To is the outdoor daily temperature. The
plus sign means that only positive values will be used, and all negative values are treated
as zero. This method can provide a quick estimate of the impact of climate change on
buildings. However, since solar radiation, humidity, and building characteristics such as
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thermal mass are not considered in degree day analysis, studies have often found that this
method would lead to large deviations as compared to energy simulations (Scott, et al.,
1994). Therefore, hour-by-hour energy simulation is better for studying the impact of
climate change on heating and cooling energy consumption in buildings.
Furthermore, the impact of climate change will vary greatly according to geographical
region and building types (Radhi, 2009; Wilbanks, 2009). Many residential buildings in
coastal areas and mild climate zones do not have air-conditioning systems and depend
solely on natural ventilation for cooling (Smith, et al., 2009). These differences among
HVAC systems will lead to variations in the impact of climate change. Table 2.2 lists
past literature that studied the impact of climate change on building energy consumption.
It shows that most of studies are regional based and only focus on a few types of
buildings, thus could not predict the general impact of climate change on the whole
building stock. Furthermore, the results from each author varied greatly and are not
comparable because the types of the building and climate characteristics were not
systematically classified.
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Table 2.2. Summary of previous literature on climate change impact on building heating
and cooling energy use.
Author
Method
Major conclusion
Residential and commercial in the U.S.
1°C increase will reduce
Rosenthal et Assume 1°C increase by 2010. Degree
energy cost by $5.5 billion in
al. (1997)
day method.
total U.S. building stock
Residential and commercial in
1.2- 2.1% increase in
Massachusetts, U.S. Canadian CGCM1
electricity, 7-14% decrease in
Amato et al. & HadCM2 for weather projection.
gas
(2005)
Degree day method.
Small office building in 4 cities in the
Humidity has large impact on
U.S. Assumed 3.9 °C temperature
building energy projection.
Scott et al.
increase with and without humidity
(1994)
change. DOE-2 for building simulation
An office building in Southampton, U.K. Validated the Morphing
HadCM3 projection with Morphing
method. Case study shows
downscaling. TRNSYS for building
natural ventilation still
Jentsch et al. simulation
available until 2050 for the
(2008)
studied building.
Apartment and office building in Hong
2.6-14.3% for office building;
Kong. MIRCO3_2_MED for weather
3.7-24% for residential
projection, morphing for downscaling.
building in A/C energy
Chan (2011) EnergyPlus for building simulation.
increase
Commercial buildings in California,
Cooling electricity increased
U.S. HadCM3 for weather projection.
by 50% by 2100 under A1F1,
Huang et al. Morphing for downscaling. DOE 2.1 for 25% for A2. Peak cooling
(2009)
building simulation.
Residential building in Al Ain, UAE.
23.5% cooling electricity
Assumed 1.6 to 5.9 °C temperature
increase
increase. Visual DOE for building
Radhi (2009) simulation.
Residential and office buildings in
36-58% decrease in heating
Zurich-Kloten, Switzerland. Assume
demand and 220-1050%
0.7-4.4 °C temperature increase.
increase for cooling demand
Frank (2005) HELLIOS for building simulation.
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Table 2.2. Continued.
Residential in five regions in
Australia. 9 GCM models.
Morphing for downscaling.
AccuRate for building
Wang et al. (2010)
simulation.
Office in five cities in China.
MIROC3.2-H for weather
projection. VisualDOE4.1 for
Wan et al. (2012)
building simulation.
Residential building in
Germany. Assume 1-3 °C
temperature increase. Degree
Olonscheck et al. (2011)
day method.
3 types of buildings in Greece.
12 Regional Climate Models
for weather projection.
Morphing for downscaling.
TRNSYS for building
Asimakopoulos et al. (2012) simulation

Total energy change 48% to 350% by 2100.

11-20% increase in
cooling energy and 1355% decrease in heating
energy.
44-75% decrease in
heating. 28-59% increase
in cooling
50% decrease in heating,
248% increase in cooling
demand by 2100.
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Therefore, to systematically study the impact of climate change on the whole building
stock in the U.S., this study reports our findings of the change in cooling energy use in
buildings in 15 different U.S. cities located in seven climate zones as described in
ASHRAE 90.1 (2004) by 2080s. The energy simulations in each city included two types
of residential buildings and seven types of commercial buildings. This study also
evaluated natural ventilation performance in San Francisco, San Diego, and Seattle,
where it is widely used in residential buildings. The study addresses the impact of climate
change across the nation on heating and cooling energy consumption.
2.3

Study on Mixed-Mode Ventilation

Several studies have found that natural ventilation may not provide good thermal comfort
during a certain time of year in many locations (Haase & Amato, 2009; Emmerich, et al.,
2001), especially for commercial buildings such as office buildings (Axley, 2011).
Moreover, natural ventilation may not be used when it is raining or too windy. A more
reliable ventilation system is needed that can provide the same thermal comfort as a
mechanical system and consume less energy. Mixed-mode ventilation that combines the
natural and mechanical cooling modes is a potential solution.
The mixed-mode system uses the natural cooling mode when the outdoor climate is
suitable. The mechanical mode is used as a backup when outdoor conditions are not
favorable. This system can therefore save energy and provide better indoor air quality
than a pure mechanical system (Rowe, 2003; Niachou, et al., 2005). The system can also
provide better thermal comfort than a pure natural ventilation system (Liddament, et al.,
2006; Karava, et al., 2012). Furthermore, this system is highly integrable and can be
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coupled with, for example, displacement ventilation, UFAD or night-cooling strategy to
further reduce the energy consumption in buildings (Pfafferott, et al., 2004).
A project called HybVent initiated by International Energy Agency (IEA) engaged in a
detailed study in mixed-mode ventilation (hybrid ventilation) (Delsante & Vik, 1998).
This project surveyed 12 existing buildings majorly in Europe that used mixed-mode
ventilation and conducted detailed monitoring on some of the buildings. The project
focused on studying the control strategy for mixed-mode ventilation to ensure good
thermal comfort and IAQ. The results found that for buildings using mixed-mode
ventilation, the energy used for cooling are generally lower than the averaged energy
consumed in that area but the heating energy might be higher than the average building
performance. The thermal environment and CO2 level was always within the comfort
level when hybrid ventilation was used. This project provided some insight of the
characteristics and potential benefits of mixed-mode ventilation which the future research
can be based on.
Although mixed-mode ventilation has great potential to reduce energy consumption and
to improve indoor air quality, design optimization is still needed to ensure proper
function and optimal performance of this system. Most of the current research focuses on
active optimization, namely, the use of an advanced control algorithm to achieve better
performance. Some researchers have developed advanced automatic control strategies for
mixed-mode ventilation (Menassa, et al., 2013; Spindler & Norford, 2009). They have
deployed advanced control algorithms, such as a predictive method with automatic
windows and multiple sensors to control the natural ventilation mode and mechanical
mode. Since the building thermal mass have a longer response time than air, the future
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outdoor condition and the internal load was considered when determining to use natural
ventilation or mechanical ventilation to prevent overcooling or overheating in the near
future. The performance of predictive control largely depends on the prediction of future
indoor and outdoor conditions, which is usually very hard to achieve. Further, such a
system, although it has the potential for higher energy saving, is expensive and may have
reliability issues.
On the other hand, some researchers have focused on occupants’ control of mixed-mode
ventilation (Rijal, et al., 2009; Cron, 2003). Control based on occupant behavior is more
feasible because the majority of buildings require occupants’ active interaction with
window control when mixed-mode ventilation is used. However, lots of uncertainties
arose when the occupants are in control of the windows (Haldi & Robinson, 2009). First,
each occupant sensitivity of temperature is different thus there is no definite control
criteria; Secondly, occupants window control is largely dependent on the window status
and occupant status, i.e. occupants are more likely to open or close the window when he
or she arrives or leaves the room than being in the room for a while. Also, occupants are
more likely to remain the window open or closed than changing it as long as the indoor
condition is tolerable. Since there are a number of uncertainties in occupant-based control,
a deterministic solution is difficult to obtain and usually stochastic model was used for
modeling this type of control (Yun, et al., 2009).
The other type of design optimization is a passive approach: changing the building
construction materials to achieve better performance. To date, few researchers have
addressed this approach specifically for mixed-mode ventilation. However, there have
been studies of passive building optimization for pure natural ventilation (Geros, et al.,
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1999; Breesch & Janssens, 2005; Artmann, et al., 2008), in which the researchers
identified the thermal mass as a very important factor. They found that an increase in
thermal mass can reduce the peak temperature by 1-3 K for buildings using free-running
natural ventilation with a night-cooling strategy. Because we could also use a nightcooling strategy for the natural ventilation mode in mixed-mode ventilation, thermal mass
could have a large impact on the energy performance in our investigation.
The third part of this study, therefore, focused on the passive approach to improving
energy efficiency for mixed-mode ventilation. This task aimed to demonstrate the impact
of several important building envelope factors, such as thermal mass, insulation, and
window opening area, on mixed-mode ventilation performance. A cost-return analysis
was conducted to find the optimal design for thermal mass in order to yield the maximum
return for office buildings, taking into account the capital cost and the return from energy
saving during the summer.
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MODELING ON SINGLE-SIDED NATURAL VENTILATION WITH
SIMPLE OPENING

The first part of the literature research indicated that there is a need to develop an
accurate and simple model for predicting single-sided ventilation rate so that it can be
used in existing building energy simulation software such as EnergyPlus or TRNSYS.
Therefore, this chapter presents the work to develop semi-empirical correlations that can
predict both the mean and fluctuating ventilation rate. The model was then compared
with the CFD simulations and existing experimental data for validation.
3.1

Empirical Model Development

The model developed in this investigation consists of three parts: (1) ventilation rate due
to mean airflow, (2) fluctuating ventilation rate contributed by pulsating flow, and (3)
fluctuating ventilation rate due to eddy penetration.
3.1.1

Ventilation Rate Due to Mean Airflow

For a room with only one opening, bi-directional flow will occur at this opening. The
inflow and outflow are governed by the non-uniform wind pressure distribution along the
opening height, as indicated by Figure 3.1. The wind pressure on the opening is
1
Pw ( z )  C pU ( z )2
2

(3.1)
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The pressure coefficient Cp on the opening can be considered constant since the opening
size is quite small compared to the building façade. Therefore, the wind pressure is only a
function of the wind velocity. The wind velocity profile in the atmospheric boundary
layer can be represented by the power law equation (Hellman, 1916) as
 z
U ( z )  U ref  
 zref








where α and ϒ are listed in Table 3.1 (Sherman & Modera, 1986). In this study, α is
assumed to be 1.0 and ϒ to be 0.14, since we considered only flat terrains.

Figure 3.1. Bi-directional flow for wind driven single-sided ventilation.

(3.2)
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Table 3.1. Wind profile for different terrains.
α

ϒ

1

0.14

Rural areas

0.85

0.20

Urban areas, industrial areas or forests

0.67

0.25

Large cities

0.47

0.35

Terrain
Flat terrains with a few trees or small buildings

The pressure difference that causes flow across the opening is
1
P( z )  C pU ( z )2  Pi
2

(3.3)

where internal pressure can be calculated at the neutral plane (at z0) as
1
Pi   C pU ( z0 )2
2

(3.4)

By using the orifice model, the inflow rate can be calculated as:
h

Qin   Cd w

2P( z )

z0



dz

(3.5)

The outflow rate is:
z0

Qout   Cd w 
0

2P( z )



dz

(3.6)

According to mass balance at the opening
Q  Qin  Qout

By combining Eqs. (3.2)-(3.7), we have

(3.7)
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h

Q

Cd w C p  z 2/7  z02/7 dz
z0

zref

(3.8)

U

1/7

The wind velocity can be decomposed into mean and fluctuating velocity as
U U  u

(3.9)

Then, we have the ventilation rate due to mean flow as:
h

Q

3.1.2

2
7

2
7
0

(3.10)

Cd w C p  z  z dz
z0

zref 1/7

U

Fluctuating Ventilation Rate Contributed by Pulsating Flow

By combining Eqs. (3.9) and (3.10) , we can obtain Eq. (3.11) for fluctuating ventilation
rate due to pulsating flow,
2

q

2
p

h


1
  Cd w 1/7 C p  z 2/7  z02/7 dz   u 2


zref
z0



(3.11)

where  qp is the fluctuating ventilation rate due to pulsating flow.

3.1.3

Fluctuating Ventilation Rate Due to Eddy Penetration

As indicated by previous researchers (Straw, et al., 2000; Malinowski, 1971; Haghighat,
et al., 2000), the fluctuating ventilation rate is also influenced by the eddy penetration but
the impact has not been quantified. Malinowski (1971) proposed that only an eddy with a
scale smaller than the opening size can penetrate into the room. For natural ventilation,
the outdoor wind contains eddies of different sizes, ranging from several hundred meters
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to micrometers (Simiu & Scanlan, 1986). Determining and filtering eddies by their size
needs spatial spectrum analysis of the wind velocity. Spatial spectrum is very difficult to
obtain directly, but it can be calculated from the temporal spectrum. By assuming the
outdoor wind as a homogenous turbulent flow, the Taylor Frozen hypothesis can be
applied so that the temporal spectrum can be converted to a spatial spectrum via






0

0

0

 S (k )dk  U  S (n)dk   S (n)dn

(3.12)

where k  n / U .
As shown in Eq. (3.8), the ventilation rate is linearly proportionate to the wind velocity;
therefore, it is reasonable to expect that the linearity still exists for the spectra of wind
velocity and ventilation rate. The governing equation for the eddy penetration rate in the
frequency domain thus is
qe  CAu//

(3.13)

where C  Cd C p / 2 and u / / is the fluctuating velocity parallel to the opening in the
frequency domain.
The spectrum of velocity can then be correlated to the root mean square (RMS) of the
eddy penetration rate (fluctuating ventilation rate due to eddy penetration) as
q  C A
2

e

2

2



 S (n)dn

(3.14)

U /l

The lower and upper limits of the integral represent the size of the penetrated eddies.
Furthermore, the total RMS of the ventilation rate (fluctuating ventilation rate due to both
pulsating flow and eddy penetration) is calculated from
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q  q 2 q
e

2
p

(3.15)

Thus, we have developed empirical models for predicting the mean ventilation rate and
fluctuating ventilation rate for single-sided wind driven ventilation as Eq. (3.10) and
(3.15), respectively.
3.1.4

CFD Model

This investigation performed several CFD simulations for different wind conditions to
generate high fidelity data for validating the empirical models developed. The CFD
simulations used LES to study single-sided ventilation due to its better accuracy than the
RANS models (Jiang & Chen, 2001). LES filters the flow by eddy scales and resolves the
Navier-Stokes equation directly for eddies larger than the scale. To filter a flow variable,
 , by using a filter function, G, the filtered variable  is

 ( x)    ( x ')G( x, x ')dx '
D

(3.16)

Our study used numerical grid size as the filter size. The filtered Navier-Stokes equation
is (the over bars in this section represent filtered variables)
 ijr
ui ui u j
1 p



 2
Sij 
t
x j
 xi
x j
x j

(3.17)

r
where  ij is the residual stress tensor that needs to be modeled. Sij is the strain rate tensor:

Sij 

1  ui u j


2  x j xi






This study correlated  ij with the strain rate tensor by the Boussinesq hypothesis
r

(3.18)
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1
3

 ijr   kk  ij  2SGS Sij

(3.19)

The isotropic part  kk is zero for incompressible flow; thus, the residual stress tensor is
simply proportional to the strain rate tensor. The  SGS is the subgrid scale turbulence
viscosity defined by the Smagorinsky-Lilly model (Smagorinsky, 1963) as
SGS  (CSGS )2 2Sij Sij

(3.20)

where CSGS is the Smagorinsky constant and  is the grid scale.
The pressure velocity coupling scheme used is SIMPLE. The momentum discretization
scheme is the bounded central differencing and for the temporal discretization, the second
order implicit method is used (ANSYS Inc., 2009). The LES was used to generate
accurate flow data for validating the new empirical models.
3.2

3.2.1

Results and Discussions

Case Setup

This investigation used LES to calculate five cases of single-sided natural ventilation.
The simulations needed fluctuating wind velocity in the inlet boundary conditions, which
were generated by synthesizing a divergence-free velocity field from the summation of
Fourier harmonics (Kraichnan, 1970; Smirnov, et al., 2001). Figure 3.2 compares the
instantaneous velocity generated by the method with the mean wind velocity.
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Figure 3.2. CFD domain and building geometry.

Our study used the building geometry from (Dascalaki, et al., 1996) for the CFD
simulations. The building dimension was 3.6 m ×2.4 m ×3.3 m with an opening of 1 m
×2 m as shown in Figure 3.3. The computing domain was much larger than the building
to obtain a fully developed flow and for better convergence.
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Figure 3.3. Transient velocity (black squares) and mean velocity (solid line) at the inlet
for LES.

Table 3.2 summarizes the cases studied where the first five cases used the building
geometry from Dascalaki et al. (Dascalaki, et al., 1996) and two of them had
experimental data. Our investigation first compared the CFD simulation results (QCFD)
with the experimental data (Qexp) from Dascalaki et al. (Dascalaki, et al., 1996) for Cases
1 and 2. Since the ventilation rates calculated by CFD were similar to those measured,
CFD was further used to generate three more cases (Cases 3, 4, and 5) for a room with
different wind velocity and direction. Cases 6 and 7 were from the experiment conducted
by Caciolo et al. (Caciolo, et al., 2011), and only the wind dominant cases from their data
were chosen to compare with the predicted results. The room geometry for Cases 6 and 7
was 3 m ×3.5 m ×2.5 m on the second floor of a building and the opening size for the
room was 1 m2. Since their study did not provide sufficient information about the whole
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building, we could not perform CFD simulations for the two cases. However, the
experimental data can be used to compare with the data calculated by the new empirical
models.

Table 3.2. Comparison of predicted, measured, and CFD calculated ventilation rates.

 qe

q

 qpred

 qCFD

U ref



Case1

2.05

68

0.0555 0.0602 0.0540 0.0143 0.0083 0.0166 0.0166

Case2

2.59

60

0.1020 0.0791 0.0914 0.0278 0.0178 0.0330 0.0263

Case3

3.00

90

0.3600 0.3405

-

0.1025 0.0541 0.1159 0.1403

Case4

3.00

30

0.3647 0.3750

-

0.0414 0.0548 0.0687 0.0672

Case5

3.00

0

0.4729 0.4636

-

-

Case6

3.9

152

0.1118

-

0.0882

-

-

-

-

Case7

3.4

145

0.0975

-

0.0802

-

-

-

-

3.2.2

Qpred

QCFD

Qexp

p

0.0711 0.0711 0.0840

Comparison of the Ventilation Rates Determined by Different Methods

Cases 1 and 2 in Table 3.2 shows that the difference is less than 15% between the
ventilation rates measured and those calculated by CFD. This proves that the CFD
simulations were accurate and reliable. Also, Qexp and QCFD were compared with the
empirical model result, Qpred. The three values agree with each other well. Furthermore,
CFD simulation can obtain the fluctuating ventilation rate,  qCFD , which can be compared
with that calculated by the empirical model. For the empirical model, the fluctuating
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ventilation rate,  qpred , is the square root sum of the eddy penetration rate,  q and pulsating
e

flow,  qp . Table 2 lists the three components, and  qpred agrees well with  q

CFD

.

Cases 3, 4, and 5 were for different wind directions. The mean and fluctuating ventilation
rates calculated by CFD were compared with those by the empirical models, and the
agreement between them was good. Cases 6 and 7 have only measured mean ventilation
rate since the building information was insufficient to perform CFD simulations. The
differences between the measured data and the empirical predictions were slightly larger
than in the other cases because the opening was at the leeward side where the flow field
near the opening was much more complicated.
The wind direction has a large influence on ventilation rate. When the wind incident
angle is around 70o, the absolute value of the pressure coefficient approaches to zero.
According to Eqs. (3.10), (3.11) and (3.14), both the mean and fluctuating ventilation
rates were much smaller than those when the wind was normal or parallel to the opening.
When the wind direction was parallel to the opening, eddy penetration was dominant in
the fluctuating ventilation rate, as shown in Case 3. When the wind direction was normal
to the opening, there was no eddy penetration and the fluctuating ventilation rate was
only caused by the pulsating flow. The fluctuating ventilation rate when the wind was
parallel to the opening should be larger than the rate when the wind was normal to the
opening, due to the stronger turbulence effect.
Figure 3.4 correlates all the predicted results by the empirical model with the CFD and
experimental data. The squares represent the mean ventilation rate and the triangles stand
for the fluctuating ventilation rate. The figure shows that the predicted values by the
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empirical models were generally within ±20% error bars of the measured data or CFD
results.
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Figure 3.4. Comparison of predicted ventilation rate with CFD and measured ventilation
rate.

3.2.3

Impact of Eddy Penetration on Fluctuating Ventilation Rate

Figure 3.5 illustrates the eddy penetration effect from CFD simulation. Figure 3.5(a)
shows the velocity vectors and static pressure (contour) when the wind is parallel to the
opening at elevation of one meter. The figure shows that some outdoor eddies can
penetrate into the building. Further, Figure 3.5 (b) shows a streamline originate from the
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boundary can penetrate into the room and then leave the room with the eddy penetration
effect.

(a)

(b)
Figure 3.5. Eddy penetration when wind is parallel to the opening (a) velocity vector; (b)
streamline.
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Figure 3.6 illustrates the impact of eddy penetration in the frequency domain on the
ventilation rate. Figure 3.6 (a) shows the fluctuating spectra of the ventilation rate when
the wind was parallel to the opening (Case 3). The red line is the spectrum of the
ventilation rate directly calculated from the CFD results, which can be considered as the
actual fluctuating ventilation rate. The purple line is the spectrum of the ventilation rate
calculated by Eq. (3.21) without considering the eddy penetration:
2
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1/7
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(3.21)

where Su ( n) is the fluctuating velocity spectrum at the inlet. The blue line is the spectrum
of the ventilation rate calculated by Eq. (3.22), which includes the eddy penetration effect
by
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where

Su1 ( n)

when n  U / l

(3.22)
when n  U / l

is the spectrum of the fluctuating velocity component that is parallel to the

opening.
When the frequency is around 1, the corresponding eddy scale can penetrate into the
opening. The results in Figure 3.6 (a) indicate that, when the frequency is greater than 1,
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the red line will become much larger than the purple line. The difference is the energy of
the penetrated eddies. When eddy penetration is considered, the blue line is closer to the
red line (actual value). However, some discrepancies still exist because of the use of the
Taylor Frozen hypothesis. This hypothesis is applied to convert the spectrum in the
temporal domain into the spatial domain to filter the eddies based on their scales. It will
lead to two problems: 1) the hypothesis assumes the flow is a homogeneous turbulent
flow, which in this case may not be satisfied; 2) the mean velocity at the opening in Eqs.
(3.14) and (3.22) was replaced by the mean wind velocity at the far field. Despite the two
problems, this investigation used the Taylor Frozen hypothesis due to its simplicity and
good overall accuracy.
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Figure 3.6. Spectra of the fluctuating ventilation rate (a) when the wind was parallel to
the opening and (b) when the wind was normal to the opening.
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Figure 3.6 (b) shows the ventilation rate spectra when the wind is normal to the opening.
The red line is the spectrum of the fluctuating ventilation rate calculated by CFD. The
purple line is the spectrum of the ventilation rate calculated by Eq. (3.21) without
considering the eddy penetration and agrees well with the CFD result. Compared with
Figure 3.6 (a), there was no eddy penetration when the wind was normal to the opening,
which was consistent with the assumption made in Eq. (3.13).
3.2.4

Discussions

The model can predict the mean velocity component that is normal to the opening via
 C C ( z 2/7  z 2/7 )
p
0
 d
U ref
1/7

zref
U  ( z)  
 Cd C p ( z 2/7  z02/7 )

U ref
zref 1/7


When Cp  ( z

2/7

when C p  ( z 2/7  z02/7 )  0

(3.23)
when C p  ( z 2/7  z02/7 )  0

 z02/7 )  0, the flow goes inwards to the building and when

Cp  ( z 2/7  z02/7 )  0, the flow goes outwards. As indicated by Eq. (3.23), when the pressure
coefficient, Cp, is positive, the inflow will be in the upper part of the opening, and when it
is negative, the inflow will be in the lower part of the opening.
This model assumes that the velocity along the opening width is the same. However, the
results from CFD for Case 4 as in Figure 3.7(a) show that the velocity along the opening
width is not uniform. Eq. (3.24) can be used to average the CFD results along the opening
width to compare with those calculated by the empirical model:
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 U  (ti , xk , z ) 
 xk
k  i t





U1 ave ( z ) 
l

(3.24)

where k is the summation index through the opening width and t is the time period for
the calculation. Then one can compare the velocity profile at the opening calculated by
CFD with the profile by the empirical model.
Figure 3.7 (b) compares the averaged velocity profile by CFD with that by the empirical
model. In general, the two profiles are similar but with some differences in the lower part
of the opening where the flow goes outwards. One possible reason is that the outflow will
interact with the incoming wind and thus distort the flow field, which can be accounted
for by CFD but not by the empirical model.
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Figure 3.7. (a) Y-velocity (normal to the opening) contour and (b) predicted Y-velocity.

43
As mentioned before, the wind direction will have a large influence on the ventilation
rate. A more detailed analysis on the impact of wind direction on eddy penetration rate is
necessary. Figure 3.8(a) shows the pressure coefficient for different wind directions. The
pressure coefficient is normalized by the pressure coefficient when the incident angle is
90o (the pressure coefficient for this case is negative). We selected 90o because the eddy
penetration rate is the largest. When the incident angle is smaller than 70o, the normalized
pressure coefficient is negative and the absolute value decreases as the incident angle
increases. For an incident angle between 70º to 90º, the normalized pressure coefficient is
positive and the absolute value increases as the incident angle increases. Note that the
actual pressure coefficient will decrease monotonically with an increasing incident angle
for windward cases because the wind load on the opening side reduces with the incident
angle. For an incident angle larger than 90º, the pressure coefficient is around a certain
value. This is mainly due to the weak zone at the leeward side (Walton, 1982; Swami &
Chandra, 1988).
Figure 3.8 (b) depicts how the wind incident angle affects the eddy penetration. The eddy
penetration rate is normalized by the penetration rate when the incident angle equals 90o.
According to Eq. (3.13), the two major factors that determine the eddy penetration rate
are the pressure coefficient and the parallel velocity component. The eddy penetration
rate will increase with the absolute pressure coefficient and the parallel velocity. When
the incident angle is smaller than 90o, the parallel velocity will increase monotonically
and yet the absolute pressure coefficient will first decrease and then increase. This will
result in a dip of the eddy penetration rate at around 70o where the pressure coefficient is
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close to zero. It should be noted that zero pressure coefficient may not exist in reality due
to the fluctuation of the wind.
Other important factors influencing ventilation rate are the opening size and the elevation.
The existing models for predicting ventilation rates often assume a linear relation
between ventilation rate and opening size. Our model (Eqs.(3.10), (3.11) and (3.14))
shows that the opening height and width will result in non-linearity of the ventilation rate
for single-sided ventilation. The effective velocity at the opening is defined as
U eff 

Q
A
2

(3.25)

where Q can be either mean ventilation rate or eddy penetration rate. Figure 3.9 shows
the influence of opening size on the effective velocity. The effective velocity is
normalized by that of unit opening width or unit height. The solid line represents the
effective eddy penetration velocity. As the opening width increases, the effective eddy
penetration velocity also increases because more eddies can penetrate into the opening.
Since the velocity spectrum variation is nonlinear, the effective velocity variation is also
nonlinear, based on Eq. (3.14).
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Figure 3.8. (a) Normalized pressure coefficient for different wind directions and (b)
normalized eddy penetration rate for different wind directions.
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The dashed line represents the effective velocity changes with the opening height. As the
opening height increases, the pressure difference along the opening height will increase.
Pelletret et al. (1991) conducted several experiments for single-sided ventilation and
found a nonlinear increase in the ventilation rate with the opening height. Our model (Eq.
(3.8)) indicates that as the opening height increases, the pressure difference along the
opening height will increase. Thus, this will result in a nonlinear increase of the
ventilation rate or effective velocity, which agrees well with the findings from Pelletret et
al (1991).
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Figure 3.9. Normalized effective velocities for different opening widths and heights.
The opening elevation to the ground can also influence the effective ventilation rate. As
the elevation increases, the approaching wind velocity will also increase in the
atmospheric boundary layer. Both an increase in wind velocity and elevation will have an
influence on the ventilation rate. To differentiate the two factors, this investigation
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studied two scenarios: Elevation-1 and Elevation-2, as shown in Figure 3.10(a).
Elevation-1 assumes the same wind velocity at for different elevations. The example in
the left figure of Figure 3.10(a) assumed an opening elevation change from 1 m to 2 m,
but the wind velocity remained unchanged at 3.0 m/s. Elevation-2 used the same wind
profile for different elevations so that the wind velocity at the opening would change.
Figure 3.10(b) illustrates the impact of elevation on effective velocity for the two
scenarios. The ventilation rate will decrease along with the elevation for both cases, due
to the pressure decrease along the opening height. Scenario Elevation-2 has a higher
ventilation rate than Scenario Elevation-1 because of the change of velocity in the
opening.
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Figure 3.10. The impact of opening elevation on ventilation rate (a) scenarios of
elevation change and (b) normalized effective velocities for different elevations.
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Note that the above analysis is true for a building with only one opening. For single-sided
ventilation with multiple openings, the result could be different since some openings will
only have inflow and some will only have outflow. The governing force will be the wind
pressure difference between each opening rather than the pressure difference along one
opening height, as proposed in our models.
3.3

Summary

This part of the research proposed new empirical models to predict a single-sided, winddriven ventilation rate. The study led to the following conclusions:


Based on the pressure difference along an opening height, the empirical models
can calculate the mean and the fluctuating ventilation rate through the opening.
The fluctuating ventilation rate is a combination of pulsating flow and eddy
penetration. This investigation used spectrum analysis to quantify the eddy
penetration effect and has proved the eddy penetration to be a major factor when
the wind is parallel to the opening.



CFD simulations of single-sided natural ventilation by LES were performed. The
simulated results together with experimental data from the literature were used to
validate the new empirical models. The differences between the empirical model
predictions and CFD and/or the experimental data were less than 25%.



The profile of the normal velocity component at an opening can be predicted by
our model, which also agrees with the CFD result.
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This investigation also found that eddy penetration was zero when the wind
incident angle was 0o due to zero parallel velocity, and the penetration was low
when the angle was around 70o due to the low absolute pressure coefficient. The
ventilation rate will increase non-linearly with the opening size and will decrease
as the opening elevation to the ground increases.
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MODELING ON SINGLE-SIDED NATURAL VENTILATION WITH
COMPLEX OPENING

4.1

Methodology

The objective of this part of the research is to quantify the impact of different types of
windows on single-sided ventilation rate via semi-empirical correlations. To develop
semi-empirical models, we need to generate a large database of ventilation rate for
various scenarios. There are typically two ways to generate the database: experimental
measurements and CFD simulations (Chen, 2009). Experimental measurements can be
done either in a real building or in a wind tunnel (Hitchin & Wilson, 1967).
Measurements in a building are most realistic, however, the outdoor wind conditions may
not vary in a wide range for establishing a database due to the prevailing wind direction
in a location (Yang, et al., 2006).
On the other hand, measurements in a wind tunnel can control the wind flow through an
opening to generate a sufficiently large database (Dascalaki, et al., 1996; Linden, 1999;
Jiang & Chen, 2002). However, a full-scale wind tunnel experiment is extremely
expensive and a reduced scale building model in a wind tunnel usually cannot achieve
desired dynamic similarity (Linden, 1999). This is because the required Reynolds number
are large thus extremely high inlet air velocity is needed for a reduced-scale model (van
Hooff, et al., 2011). In addition, in a reduced-scale building model suitable for wind

52
tunnel testing, it may not be possible to include details of the window geometry that
could be significant for the evaluation of the wind interaction with the window.
CFD simulations are relatively inexpensive and the boundary conditions can be easily
controlled (Santamouris & Allard, 1998). However, the accuracy of CFD model needs to
be validated by experimental data, because CFD models use many approximations (Jiang,
et al., 2003). According to Jiang and Chen (Jiang & Chen, 2001), LES would yield the
best prediction for single-sided ventilation among a variety of CFD models. Thus this
study first validated LES with the experimental data from a full-scale test facility in
outdoor environment. Then the validated CFD model was used to generate database for a
wide range of wind conditions for awning, hopper and casement windows. Finally, the
database was used to develop the semi-empirical correlations for the three types of
windows.
4.1.1

Semi-Empirical Models for Calculation of Ventilation Rate with Different Types
of Windows

This section outlines the development of three semi-empirical models for hopper, awning
and casement windows. The airflow rate through those windows should be a function of
wind incident angle, wind speed, window opening angle, window geometry and building
geometry as
Q  f ( w ,U , , Cp ,h window , w window )

(4.1)
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For a simple opening, the following equation can be used to calculate the airflow rate
(Wang & Chen, 2012):
h  h0

Cd ,rec w C p
Q


z

z 2/7  z02/7 dz

0

zref

U

1/7

(4.2)

where h is the height of the opening; h0 is the elevation of the bottom of the opening to
the ground and z0 is the distance between the neutral level to the ground. The detailed
procedure for calculating neutral plane level can be found in (Wang & Chen, 2012). The
discharge coefficient for rectangular orifice Cd,rec is 0.62 (Idelʹchik, 1996). To modify Eq.
(4.2) so that it can be applicable to awning, hopper and casement windows, this
investigation introduced a modifier, C ( w , ) , in order to account for the impact of
different window type and its interaction with window opening angle, and wind incident
angle as
h  h0

Cd w C p
Q  C ( w ,  )



z 2/7  z02/7 dz

z0

zref

1/7

U ref

(4.3)

The pressure coefficient, Cp, depends on building geometry and wind incident angle. The
correlation of the pressure coefficient at different incident angles has been determined by
Swami and Chandra (Swami & Chandra, 1988) as
w


2
3
1.248  0.703sin 2  1.175sin  w  0.131sin (2 wG ) 
 ln 

C p (0)
 0.769cos  w  0.07G 2 sin 2  w  0.717 cos 2  w

2
2
2



C p ( w )

(4.4)

where G is the natural logarithm of the ratio between building length and width. Once the
pressure coefficient at zero incident angle is obtained through CFD simulation, Eq. (4.4)

54
can be used to calculate the pressure coefficient at any other wind incident angle to
reduce the number of simulations needed.
4.1.1.1 Hopper Window
For a hopper window, we could consider it as half of a converging nozzle as shown in
Figure 4.1 since the window opens towards indoor. The outdoor environment can be
regarded as the pipe and the window can be considered as the lower half of the
converging nozzle. Therefore, we can use the discharge coefficient of converging nozzle
Cd, converging, which is 0.92 when the flow is turbulent and Anozzle/Apipe is approximately
zero (Idelʹchik, 1996). The C ( w , ) can be written as
 Cd ,converging
C ( w , )  min 
 C
d , rec


sin  
,1

2


(4.5)

Figure 4.1. Schematic of a hopper window.

From intuition, larger opening angle would allow larger ventilation rate. When the
opening angle is sufficiently large, the hopper window would behave like a simple
opening. Thus we used minimum function in Eq. (4.5) to ensure this coefficient does not
exceed one when the opening angle is large. The sin  / 2 in Eq. (4.5) reflects the impact
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of opening angle on the discharge coefficient and that the hopper window is a half of the
converging nozzle. Since hopper windows open towards inside, the flow obstruction
would be proportional to a simple opening for any wind incident angle. Hence, C ( w , )
for hopper windows is a weak function of  w . The pressure coefficient will still change
with wind direction thus different incident angle would still yield different ventilation
rates. The ventilation rate for hopper windows can be calculated as

Qhopper

C
sin  
min  d ,converging
,1 Cd ,rec w C p
Cd ,rec
2 


zref 1/7

h  h0



z 2/7  z02/7 dz

z0

U ref

(4.6)

4.1.1.2 Awning Window
For awning windows, the flow can enter the room via two paths as shown in the green
areas A1 and A2 in Figure 4.2. We applied Eq. (4.3) twice for both paths. Since the
opening area A1 in the front view is a rectangular opening, we could use the same
equation as in Eq. (4.2). It should be noted that the height of the opening is a function of
the opening angle. The ventilation rate through this opening area is
h1  h0

Q1  Cd , rec w1 C p

where h1  h(1  cos  ) .



z 2/7  z02/7 dz

z0,1

zref

1/7

U ref

(4.7)
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Figure 4.2. Schematic of awning window.

The ventilation rate through the opening area A2 will reach maximum when the wind is
parallel to the opening and reaches minimum when the wind is normal to the opening.
Also, since the opening area on the side is triangle, we need to add “1/2” to account for
the reduced opening area. In addition, only a part of the outdoor air passing through A2
will penetrate into the opening via A3 in Figure 4.2 and the rest will be rejected through
A4. We assume the ventilation rate that can penetrate into the room is proportionate to the
area ratio between A3 and A3+A4. Therefore we have
C ( w , ) 

(1  cos w ) w1
w
2
w1  2
2

(4.8)

The ventilation rate for this part of opening is
h2  h0

Q2,1 

1  cos 
w

2

where w2  h sin  and h2  h cos .

w1
w
w1  2
2



Cd ,rec w2 C p

z 2/7  z02/7 dz

z0,2

zref 1/7

U ref

(4.9)
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We should also consider the eddy penetration when the wind is parallel to opening A2,
namely, Eq. (4.8) is not strictly zero when the wind is parallel to the opening. Wang and
Chen (Wang & Chen, 2012) showed the ventilation rate due to eddy penetration for a
simple opening is

Q2,2  C1 AU //

(4.10)

where U / / is the velocity component parallel to the opening. In this case, U //  cos w U
because the wind incident angle is zero when the wind is parallel to the side opening, A2.
The total ventilation rate through the opening on the side is the summation of Eqs. (4.9)
and (4.10), which can be rewritten as:
h2  h0

Q2 

1  cos

w

 C2 cos w 
2

w1
w
w1  2
2



Cd ,rec w2 C p

z 2/7  z02/7 dz

z0,2

U ref

zref 1/7

(4.11)

When C2 = 0.5, Eq. (9) would give overall the best results. The equation becomes
h2  h0

Q2 

1  0.5 cosw 
2



w1
w
w1  2
2

Cd ,rec w2 C p

z 2/7  z02/7 dz

z0,2

zref 1/7

U ref

(4.12)

The total ventilation rate through the awning window is the sum of Eqs. (4.7) and (4.12)
as
Q  Q 1 Q2

(4.13)

When the window is on leeward side, the wind cannot “see” the opening directly.
However, we still assumed Eqs. (4.7)-(4.13) apply because governing equation Eq. (4.2)
was derived based on vertical pressure difference between indoor and outdoor and it is
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valid for both windward and leeward conditions. The change in pressure coefficient with
respect to wind incident angle will reflect the impact when the wind is on leeward side
and therefore no additional modification to the model is needed. Moreover, we conduct a
simple consistency check on the model for awning window when the opening angle is
90°. The model is able to convert to Eq. (4.2), when the awning window can be
approximated as a simple opening.
4.1.1.3 Casement Window
In this study, we only consider opening angle up to 90° for casement window since it is
typically the largest opening angle used in practice. For casement windows, the
ventilation rate could also be approximated as two parts, areas A1 and A2, as shown in the
front and right views in Figure 4.3. For the ventilation through opening area A1, the
opening can be assumed to be a simple opening, thus we use Eq. (4.2) with corresponding
opening area
h  h0

Q1  Cd , rec w1U C p

where w1  min 1,(1  cos  )  w .



z 2/7  z02/7 dz

z0

zref

1/7

(4.14)
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Top view
Figure 4.3. Schematic of casement window.

For the wind entering from opening area A2 in the right view in Figure 4.3, the ventilation
rate would reach maximum when the wind is coming from the right and parallel to the
opening. It should be noted that the hinge of the casement window is on its side thus it is
not symmetric about its vertical center axis. For example, when the wind is coming from
the left, the opening area on the side cannot be seen directly by the wind, thus we expect
the ventilation rate would be smaller compared to that when the wind is coming from the
right. To properly model this effect, first we defined the wind incident angle to be zero
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when the wind is normal to the opening and the angle increases following the opposite
direction of the casement window opening direction. For instance, Figure 4.3 shows the
casement window opens clockwise about its hinge, thus the wind incident angle increases
from 0° to 360° in the counter-clockwise direction. We assume the existence of casement
window will decrease the ventilation rate by half when the wind incident angle is larger
than 90°. In addition, part of the outdoor air going through opening A2 would be rejected
via area A4. We assume the penetrated air into the room is proportionate to the cosine of a
half of the opening angle, which is a monotonically decreasing function from 0° to 90°
opening angle. By this definition, we could define
C ( w , )  c sin  w cos

1
where c  
0.5



(4.15)

2

0   w  90
otherwise

The ventilation rate due to the opening area on the side is
h  h0

Q2  c sin  w cos


2



Cd , rec w2U C p

z 2/7  z02/7 dz

z0

zref

(4.16)

1/7

where w2  w sin 
The total ventilation rate is the sum of Eqs. (4.14) and (4.16)
Q  Q 1 Q2

(4.17)
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4.1.2

CFD Simulations for the Building Model

To verify the simple models proposed, this study used LES to develop a database of
ventilation rate for single-sided ventilation of different window types. To validate the
accuracy of the CFD simulations, we compared the ventilation rates obtained using CFD
simulations with those from the measurements under various wind conditions in a test
facility as shown in Figure 4.4. Table 4.1 summarizes the wind conditions for the
measurements that were also used as the inputs for the CFD simulations.

Table 4.1. Measured wind conditions and window opening conditions used in CFD for
the full-scale test facility.
Case
Window
Opening
Average
Average wind speed at 8.5 m
number

type

angle

incident angle

above the ground (m/s)

1_1

Hopper

30

13

3.5

1_2

Hopper

30

37

3.8

1_3

Hopper

30

96

5.4

1_4

Hopper

30

111

4.9

1_5

Awning

40

31

1.3

1_6

Awning

40

36

2.9

1_7

Awning

40

56

4.9

1_8

Awning

40

114

0.7

1_9

Awning

40

134

1.4

1_10

Awning

40

219

0.9

1_11

Casement

15

65

1.2

62

1_12

Casement

Table 4.1. Continued.
15
102

1_13

Casement

15

110

1.3

1_14

Casement

15

143

2.8

1_15

Casement

15

167

4.4

2.9

Figure 4.4. Dimension and appearance of the test facility.
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The validated CFD was then used to generate a database for verifying the semi-empirical
models proposed. The database was for a simple one-room building with three types of
windows as shown in Figure 4.5. The reason to use this simple building geometry is due
to two reasons: Firstly, the building is symmetric of the simple building. Hence we only
need to simulate wind incident angle from 0-180° for awning and hopper windows.
Secondly, the simple building geometry is different from our full-scale test building.
Therefore, we could exam the validity of the proposed model under different building
geometries. For hopper and awning windows, the typical opening angles are below 45°;
therefore we investigated 30° and 45° opening angles for this two types of windows. For
casement window, the typical opening angle is below 90°, thus we studied 30°, 45°, 60°
and 90° opening angles for casement window. According to Wang and Chen (Wang &
Chen, 2012), the ventilation rate is linearly related to the wind velocity. Hence we only
need to choose one single wind inlet speed for the database to reduce of the number of
the simulations. Table 4.2 lists boundary conditions for the simple building. The outdoor
domain was set to be ten times of the building length scale in horizontal direction and
four times of the building length scale in vertical direction, which would allow the wind
to fully develop before reaching the building. The CFD model uses structured mesh to
reduce the number of nodes. Finer mesh was used near the walls and opening for better
modeling the near wall viscous boundary layer. The total number of nodes for the CFD
model is 1.4 million.
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(a)
(b)
(c)
Figure 4.5. Dimension of the simple building used in the CFD simulations (a) Hopper; (b)
Awning; (c) Casement (rendered by Google Sketchup 8).

Table 4.2. Boundary conditions used in the CFD simulations for generating the database
for the simple building.
Case
Window
Opening
Averaged wind Speed
Incident angle
number
type
angle
at 10 m height (m/s)
2_1 to 2_10
Hopper
30, 45
0, 45, 90, 135, 180
3
2_11 to
Awning
30, 45
0, 45, 90, 135, 180
3
2_20
2_21 to
30, 45,
0, 45, 90, 135, 180,
Casement
3
2_52
60, 90
225, 270, 315

This study used ANSYS Fluent 14.0 (ANSYS Inc., 2011) as the CFD solver that has an
LES model. ANSYS Fluent 14.0 used SIMPLE algorithm to couple the air pressure and
air velocity. The partial differential equations governing the flow were discretized by
using central differencing scheme for spatial discretization and the bounded second-order
implicit method for the temporal discretization.
A power law velocity profile was used at the inlet to simulate the atmospheric boundary
layer as
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U ( z )  U ref

 z

 zref





0.14

(4.18)

where z is the vertical coordinate; zref is the height of the weather station which in this
study was 8.5 m. Since the surrounding of the building could be regarded as flat terrains,
we use 0.14 as the exponent (Sherman & Modera, 1986). Note that typically weather
stations measured wind velocity every 10 s, while CFD with LES method uses a time step
of 0.05 – 0.15 s since LES always simulates flow in unsteady way, even the wind is
assumed to be steady. Thus, this investigation used the time-averaged wind velocity
based on the instantaneous velocity measurement. The averaged velocity at the reference
height (8.5 m above ground) is listed in Tables 4.1 & 4.2. The velocities were used to
calculate the mean boundary velocity profile in CFD by Eq. (4.18). To induce the
turbulent fluctuation at the inlet boundary, the velocity fluctuation at the inlet was added
by the spectral synthesizer method as described in Kraichnan (Kraichnan, 1970) and
Smirnov et al. (Smirnov, et al., 2001). The turbulence kinetic energy and turbulence
intensity used in spectral synthesizer were obtained based on the correlation developed by
Richards et al. (Richards & Hoxey, 1993), which were validated by a wide range of wind
conditions.
4.1.3

Measurements in the Test Facility

To validate the semi-empirical models and the CFD simulations, we conducted
measurements of wind driven, single-side ventilation rate in a three-room, full-scale test
facility by using the tracer-gas decay method (Sherman & Modera, 1986). The dimension
and pictures of the test facility are shown in Figure 4.4. The two rooms on the first floor
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were used for this study. Room 1 was equipped with a hopper and an awning window and
Room 2 a casement window. The mechanical room on the second floor was not used in
this investigation. This study simplified the geometry of the stairs by placing a
rectangular block next to the building as shown in the figure.
Before each set of experiment started, the room was naturally ventilated for 30 minutes to
reach the outdoor temperature so that the impact of buoyancy on ventilation was
negligible. After the room temperature reached the outdoor temperature, the windows
were closed and certain amount of tracer gas (SF6) was be released in the room and
mixed by a fan to reach uniform concentration (approximately 20 ppm) in the room air.
Then the window opened via an actuator to ensure the opening angle was consistent for
each set of experiment. The room air with the tracer gas was sampled by an INNOVA
1309 multipoint sampler every 30 s and then the SF6 concentration in the sampled air was
measured by an INNOVA 1312 photo-acoustic multi-gas monitor. The error of the SF6
concentration measurements was ± 1%. The wind velocity and direction were measured
by Vantage Pro2 weather station installed 8.5 m above the ground. The sampling interval
for the weather station was 10 seconds. The accuracy of the wind speed measurement and
the wind direction measurement was ±0.3 m/s and ±3°, respectively.
To derive the ventilation rate through the tracer gas measurement, we applied the mass
balance equation of SF6 in the room air as

Vroom

dCSF6
dt

 QCSF6

(4.19)

Previous literature that used tracer gas decay method (Larsen & Heiselberg, 2008; Chu, et
al., 2011) required steady state condition, i.e. ventilation rate Q needs to be constant. By
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integrating Eq. (4.19) they would lead to a linear relationship between Ln(CSF6) and time
as

Ln(CSF6 )  

Q
t  C0
Vroom

(4.20)

If such a measurement is conducted using a wind tunnel, the flow condition is close to
steady state so the equation can be used. However, the outdoor wind condition in this
study varied greatly within time so it could not be regarded as steady state. Therefore, we
modified this method by using Taylor expansion on ventilation rate as

Q(t )  f (U (t ))  C1  2C2t  3C3t 2  4C4t 3  5C5t 4  6C6t 5  O(t 6 )

(4.21)

where the ventilation rate Q is a function of time. We found that the fifth order expansion
for ventilation rate (the sixth order polynomial fit for logarithm of the tracer-gas
concentration) would be sufficiently accurate in fitting the tracer-gas concentration
measured. By integrating Eq. (4.19), we would have the correlation between the
concentration and time as
ln CSF6

C


0

 C1t  C2t 2  C3t 3  C4t 4  C5t 5  C6t 6  O (t 7 ) 
Vroom

(4.22)

By polynomial interpolation on the concentration versus time, we could obtain C0 to C6
and thus one can find Q(t). The average ventilation rate can be calculated as
t2

Q

 Q(t )dt
t1

t2  t1

where t1 and t2 are the starting and finishing time of each experiment.

(4.23)
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4.2

4.2.1

Results and Discussions

Measurements in the Test Facility

As the outdoor wind was transient, the ventilation rate was not constant. Let us take Case
1_9 listed in Table 4.1 as an example. Figure 4.6(a) shows that the logarithm of SF6
concentration was not linearly related to the time, which indicated the ventilation rate was
not constant. Figure 4.6(b) shows the ventilation rate measured and its comparison with
the corresponding wind speed at the opening height. Since the instantaneous wind speed
was highly turbulent, we also included an averaged wind speed for every 6 minutes to
show the trend. The results showed that the ventilation rate was not constant throughout
the experiment and it had a similar trend as the wind speed. However, the fluctuation of
the ventilation rate was not as strong as that of the wind speed due to three reasons: (1)
each SF6 concentration measurement took approximately 30 seconds, which would filter
out the high frequency changes; (2) the sixth order polynomial interpolation could not
capture all the fluctuations in the concentration measurements; (3) the wind direction was
not constant which was not considered in the Taylor expansion. Nonetheless, the
improved unsteady-state tracer gas method would yield a better representation of the
actual ventilation rate than the steady-state approach.
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Ln(C)

3

2

y = 6.5263×10-21x6 - 8.3483×10-17x5 + 3.7206×10-13x4 6.7238×10-10x3 + 3.8032×10-07x2 - 3.4407×10-04x + 3.4193
R² = 0.99763
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Figure 4.6. (a) Tracer gas decay and (b) Wind speed and ventilation rate for Case 1_9.

We applied the unsteady-state tracer-gas decay calculation to the 15 cases listed in Table
1 to obtain the ventilation rates. The measured cases included all three types of windows
under both windward and leeward wind conditions. The measured data was first used to
compare with the CFD simulations to validate the accuracy of the LES model. Figure 4.7
compares the ventilation rate in the test facility obtained by the measurements, the CFD
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simulations and the new semi-empirical models. Each drop-line represents a case. The
comparison confirmed that the LES model was able to predict the single-sided ventilation
rate for the three types of windows with an averaged error of 20%.

Figure 4.7. Comparison of the ventilation rates for the test facility obtained by the
measurements, the CFD simulations, and the new semi-empirical models.
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4.2.2

CFD Simulations versus the New Semi-Empirical Models for the Simple Building

After validating the LES model with the experimental measurements, we conducted more
simulations by the LES model on the simple building to develop the semi-empirical
models. Since we can control the inlet wind condition with CFD, we simulated every 45°
wind incident angle from 0° to 180° for the awning and the hopper windows, and from 0°
to 360° for the casement window due to the asymmetry of the window. Furthermore, for
each wind condition, we simulated two typical opening angles: 30° and 45° for the
hopper and the awning windows, and 30°, 45°, 60° and 90° for the casement window.
Figure 4.8 shows the comparison of the ventilation rates for the simple building with the
hopper window by CFD simulations with those by the new semi-empirical model. With
30° and 45° opening angles, the new semi-empirical model predictions were close to
those by the CFD simulations except at 45° wind incident angle. To explain this
discrepancy, we could evaluate the assumption used for the model. The assumption for
this model is that we regard the hopper window as half of a converging nozzle. At 0°
incident angle, the assumption represented the actual flow condition. Therefore, the
proposed model predictions agreed with the CFD simulations very well. At 45° incident
angle, the wind could directly “see” only part of the half converging nozzle, while the
assumption still assumed the window to be half of the converging nozzle. Hence, the
assumption would lead to over-prediction at 45° incident angle. As wind incident angle
became larger, the discrepancies became smaller. This is because the ventilation rate
became eddy-penetration-dominant, which was less sensitive to the direction of the flow
and the assumption was again reasonable. To make the form of the equations simple and
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consistent for design purpose, we used the same equation for all wind incident angles
despite there might be over-predictions when the incident angles were between 0°-90°.
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(a)
(b)
Figure 4.8. Comparison of the ventilation rates for the simple building with the hopper
window calculated by CFD simulations for the database with those by the models for
opening angles of (a) 30o; (b) 45o.

Figure 4.9 compares the ventilation rates for the simple building with the awning window
with 30° and 45° opening angles. The results illustrated that the predictions by the new
semi-empirical model generally agreed with those by the CFD simulations. However, we
observed some discrepancies when the wind was parallel to the opening or on the leeward
side. At those wind directions, the eddy penetration was dominant. Since the eddy is
rotational flow, it does not have a specific flow direction. Hence, our assumption that the
flow would go through the opening via two paths as shown in Figure 4.2 would not
accurately describe the air flow pattern when rotational flow is present.
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Furthermore, Figure 4.9 shows that the ventilation rate reached maximum when the wind
was parallel to the opening. This is different from simple openings with which the largest
ventilation rate occurs at 0° wind incident angle. The main reason is that the awning
window creates flow obstructions when the wind is the normal to the opening so the
obstructions reduce the ventilation rate. On the other hand, the opening area is the largest
when wind was parallel to the opening. This finding is consistent with that from Gao and
Lee (Gao & Lee, 2010) who observed maximum air exchange rate when the wind was
parallel to an awning window.

0.05

CFD
Model

Ventilation Rate [m3/s]

Ventilation Rate [m3/s]

0.04

0.03

0.02

0.01

CFD
Model

0.04
0.03
0.02
0.01

Awning 30° Opening

0.00

Awning 45° Opening

0.00
0

45
90
135
Incident Angle

180

0

45
90
135
Incident Angle

180

(a)
(b)
Figure 4.9. Comparison of the ventilation rates for the simple building with the awning
window calculated by CFD simulations for the database with those by the models for
opening angles of (a) 30o; (b) 45o.

Figure 4.10 presents the comparison between the proposed model and CFD for the
casement window with the four different window opening angles. Since the casement
window is not symmetric to its vertical centerline, we conducted CFD simulations with
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wind incident angles from 0° to 360°. Similar to the awning window, the casement
window also had higher ventilation rate when the wind incident angle was 90°. The main
reason is that the shape of the casement window creates a favorable airflow pattern that
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Figure 4.10. Comparison of the ventilation rates for the simple building with the
casement window calculated by CFD simulations for the database with those by the
models for opening angles of (a) 30o; (b) 45o ; (c) 60o; (c) 90o.
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However, even though the new semi-empirical model considers this ventilation
enhancement, we could still observe a significant under-prediction of the ventilation rate
at 90° wind incident angle. By looking at the flow pattern obtained from the CFD
simulation in Figure 4.11 when the wind incident angle was 90°, the casement window
was located in the flow separation region due to the building leading edge. In the flow
separation region, there existed an adverse pressure distribution in the direction of the
airflow (Stratford, 1959). The adverse pressure gradient would create a pressure
difference along the horizontal direction of the opening, which was not considered in the
current semi-empirical models. This phenomenon is more obvious for the casement
window because it is asymmetric in the horizontal direction and is more sensitive to the
horizontal pressure difference than the hopper and awning windows. This investigation
did not consider the effect of flow separation on the casement window because it is
strongly related to the location of the casement window and the shape of the building.
Modeling such a complex flow with a simple semi-empirical model would be very
difficult. Fortunately, the flow separation effect occurs mainly when the wind incident
angle is around 90°.
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Figure 4.11. Airflow pattern for Case 2_36 (for the casement window with 90° opening
and 90° wind incident angle).

When the wind incident angle was below 90°, the predictions by the proposed model
generally agreed with the CFD simulations. When the wind incident angles were above
90°, the proposed model under-predicted the ventilation rates for casement windows with
30° and 45° opening angles, while over-predicted for 90° opening angle. The proposed
casement model considered the effect of flow obstruction would be the large when the
opening angle is small, and would decrease with increasing opening angle. However, this
might not be very accurate when the wind incident angles were between 90°-360°. At
those wind directions, the opening was located at the eddy dominant region, where flow
direction was not obvious. The eddy penetration was less sensitive to the flow obstruction
caused by the casement window. To show this, we could compare the CFD results for
different opening angles as in Figure 4.10 when the wind incident angles were between
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90°-360°. The comparison revealed that ventilation rates did not increase significantly
with the opening angles. However, in our proposed model, we considered the effect of
flow obstruction would be dependent on the opening angles at all wind directions. While
this is true for incident angles between 0°-90°, the dependence of the flow obstruction on
the opening angle is small when the opening is located at the eddy dominant region.
Finally, by comparing all three window types at the same opening angles (30° or 45°), we
found that the hopper window provided the highest overall ventilation rate by averaging
the ventilation rate for all the wind incident angles. This is mainly because hopper
windows open towards inside and create less flow obstruction compared to the other
window types. On the other hand, casement windows would perform better when the
wind incident angles were between 0°-90° due to the flow enhancement as explained in
the previous section. Hence, when choosing the window types, the designers should pay
attention to the local prevailing wind directions and may use different window types at
different sides of the building to maximize the natural ventilation rate.
4.2.3

Validation of the New Semi-Empirical Models

Figure 4.12 compares the ventilation rates calculated by the semi-empirical models with
those measured for the test facility for both the windward and leeward conditions. The
figure illustrates that the predictions from the proposed model were generally within 30%
error compared to the measurements. The model predictions were consistent for both
windward and leeward conditions. This shows significant improvement compared to the
existing models for single-sided wind-driven ventilation which reported more than 60%
error for leeward conditions (Caciolo, et al., 2011). Therefore, we could conclude that the
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proposed models are able to give sufficient accuracy for design purpose without
sacrificing the simplicity of the models.
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Figure 4.12. Comparison the ventilation rates obtained by the new semi-empirical models
with those measured in the full-scale test building.

4.3

Summary

This section presented a systematic study on the impact of different window types on the
ventilation rates caused by wind driven, single-sided natural ventilation. The main
findings of the study can be summarized as follows:


This study proposed new semi-empirical models for hopper, awning, and hopper
windows based on analytical models previous developed and pressure coefficients
used for simple openings. The models are sound in physics.



An improved tracer-gas decay method was developed to measure unsteady-state
ventilation rates from a test facility with the three types of windows. Taylor
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expansion was used to consider the fluctuating wind conditions to calculate the
unsteady-state ventilation rate. The improved tracer-gas decay method was able to
capture the changes in ventilation rate during the unsteady-state measurement.
The measured ventilation rates were used to validate CFD results by large eddy
simulations.


This study applied the validated CFD model to predict the ventilation rates in a
simple building with the three windows. We evaluate the validity of the
assumptions for the semi-empirical models by examining the flow pattern around
the opening obtained from the CFD simulations. The results showed the physics
that the proposed model was based on were reasonable.



The CFD simulations showed that the hopper window could give highest
ventilation rate averaged by all wind directions due to less flow obstruction. On
the other hand, casement window could provide higher ventilation rate for
windward conditions.



By comparing further the ventilation rates measured in the test facility with those
by the new semi-empirical models, the predictions by the proposed models were
within 30% error compared to those by measurement
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IMPACT OF CLIMATE CHANGE ON HEATING AND COOLING
ENERGY USE IN THE UNITED STATES

5.1

5.1.1

Methodology

Future Weather Data

This study used the HadCM3 model to project future climate change for three different
CO2 emission scenarios (A1F1: high emission; A2: medium emission, and B1: low
emission) (Solomon, et al., 2007). This model contain coupled the atmosphere model
HadAM3, with a horizontal resolution of 2.5° latitude by 3.75° longitude, and oceanic
model HadOM3 with horizontal resolution of 1.25° by 1.25°. The two components
exchanged information daily and would conserve heat and water mass flux but since
momentum fluxes are interpolated between the atmosphere and ocean grids, it is not
conserved precisely. Nevertheless, Johns et al. (2003) have shown this imbalance did not
affect the results significantly. HadCM3 provides the monthly change in dry-bulb
temperature, diurnal temperature variation, relative humidity, wind speed, and solar
radiation, which have a major impact on the building heating and cooling load and can be
found on IPCC website for three emission scenarios (http://www.ipccdata.org/sres/hadcm3_download.html). Since the grid point of HadCM3 might not
coincide exactly at the locations studied in this research, we use linear interpolation from
the four closest grid points. Moreover, another problem with HadCM3 model and other
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AOGCMs is that they only provide monthly data, which is insufficient for hourly energy
simulation. Therefore, we used a morphing method to down-scale the monthly changes to
hourly changes and then applied the changes to the current weather data (Belcher, et al.,
2005; Jentsch, et al., 2008; Chan, 2011). The general formula for calculating future
hourly weather parameter x includes a stretching factor and shifting to the original
weather parameter x0 as

x  x0  xm  am ( x0  x0 m )

(5.1)

where x0 is the current hourly weather data, Δxm the monthly mean change obtained from
HadCM3, am the stretching factor, and 〈x0〉m the monthly mean of the current weather
data. A simple verification of the monthly mean of from Eq. (5.1) (taking monthly mean
value, denoted by 〈〉m, on each side of Eq. (5.1), yields 〈x〉m = 〈x0〉m + Δxm) showed that
this method conserves the original monthly mean change obtained from the HadCM3
model.
For the future hourly dry-bulb temperature, the stretching factor am in Eq. (5.1) is
calculated as
am 

TMAX m  TMIN m
Tdb 0,max m  Tdb 0,min m

(5.2)

where ΔTMAXm and ΔTMINm are the monthly mean changes in diurnal temperature in the
future, which were obtained from the HadCM3 model, and 〈Tdb0,max〉m and 〈Tdb0,min〉m are
the monthly mean of the maximum and minimum diurnal temperatures under current
weather conditions. For humidity and wind speed, the data provided in HadCM3 are
changes in percentage, and thus only the stretching factor is applied as
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x  (1  xm / 100) x0

(5.3)

where x is the future wind speed or relative humidity, Δxm the monthly mean change (in
percentage) obtained from the HadCM3 data, and x0 the current weather data. For solar
radiation, only the stretching factor is used because the shifting would add solar radiation
at night, which is unrealistic. The solar irradiance on horizontal surface Ih is calculated as
I h  (1  I h ,m / I h ,0

m

) I h ,0

(5.4)

where Ih is the future hourly solar irradiance, ΔIh,m the monthly mean change in solar
irradiance, and Ih,0 the current hourly solar irradiance.

Table 5.1. Cities investigated in this study and their climate zone.
State
City
Climate zone Climate characteristics
Georgia
Atlanta
3A
Warm humid
Maryland
Baltimore
4A
Mixed humid
Illinois
Chicago
5A
Cold
Colorado Springs Colorado
5B
Cold
Texas
Houston
2A
Hot humid
Nevada
Las Vegas
3B
Warm dry
Wisconsin
Madison
6A
Cold
Florida
Miami
1A
Hot humid
Minnesota
Minneapolis
7A
Very cold
Tennessee
Nashville
3A
Mixed humid
New York
New York City
4A
Mixed humid
Maine
Portland
6A
Cold
California
San Diego
3C
Marine
California
San Francisco
3C
Marine
Washington
Seattle
4C
Mixed marine

This study used six typical meteorological year (TMY) data sets, including three
historical TMY data sets: TMY (data from 1948-1980), TMY2 (1961-1990), and TMY3
(1991-2005), which were obtained from the National Renewable Energy Laboratory. (For
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the sake of simplicity, the figures in this section use the median year during the period
when the weather data was collected to denote TMY, TMY2, and TMY3 , i.e. TMY is
denoted as 1964, TMY2 as 1976, and TMY3 as 1998.) The future TMY data for the
2020s, the 2050s, and the 2080s was generated by Eqs. (5.2)-(5.4), and we then applied
the hourly changes to TMY3. Table 5.1 lists the 15 cities investigated in this part of the
research and their corresponding climate zones.
This study also conducted a simple degree day analysis and compared the results with
energy simulations. The balance point used in this study was 18.3 °C (65 °F) [13] for all
the cities. The heating degree days and cooling degree days were calculated using Eqs.
(2.8) and (2.9).
5.1.2

Building Models

This study investigated nine types of buildings with the EnergyPlus 8.1 program (U.S.
Department of Energy, 2010) and the geometry was rendered by Google Sketchup. In
order to determine the impact of climate change on the entire building stock in the U.S.,
this study weighted the energy intensity for each type of building by the floor area of that
type as a percentage of the total floor area in the U.S. building stock. Table 5.2 lists the
types of buildings studied, their total floor areas in the U.S., and important building
model information. The total outdoor air ACH is the sum of infiltration and mechanical
ventilation based on ASHRAE Standards 62.1 (2007) and 62.2 (2007). Figure 5.1 shows
the rendering of the building models used in the EnergyPlus program.
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Figure 5.1. 3D rendering of building models used in EnergyPlus (Thornton, et al., 2011;
Mendon, et al., 2013).
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Table 5.2. Types of buildings studied and selected building model information (U.S. Department of Energy, 2011; Thornton, et al.,
2011; Mendon, et al., 2013).
Total floor Floor area
Total
Perimeter
Window
Mechanical
Occupied
area in the of building
Infiltration outdoor
zone
- to-wall Attic
Ventilation
hours
U.S.
models
air
percentage ratio
Unit

×106 m2

m2

ACH

ACH

ACH

Apartment
Hospital
Hotel
Single family
house
Medium
Office

5,232
146
512

3,135
22,422
4,013

0.37
3.2
0.67

0.26
0.15
0.12

0.63
3.35
0.79

All day
All day
All day

100%
< 30%
< 30%

15%
16%
11%

No
No
No

16,886

223

0

0.45

0.45

All day

100%

17%

Yes

659*

4,982

1.2

0.19

1.39

7:00-22:00

40%

33%

No

Small Office

659*

511

0.47

0.34

0.81

7:00-22:00

70%

21%

Yes

Restaurant

220

511

6.23

0.91

7.14

6:00-24:00

100%

17%

No

Mall

1,098

2,090

1.37

0.54

1.91

9:00-23:00
100%
10%
No
7:00-21:00
School
952
6,871
2.4
0.061
2.46
< 30%
35%
No
weekdays
*Because the energy data book [5] does not provide the floor areas for small and medium office buildings separately, this study
has assumed that the floor areas of small and medium office building are the same.
** The infiltration rate will be 25% of the value in the table during occupied hours due to the use of mechanical ventilation except
single-family house
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Exterior Wall

Roof

Exterior floor

Interior wall
Interior floor

Exterior window
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Table 5.3. Building envelope and load information.
Commercial Building
Residential
Hospital:
25mm stucco
200mm Normal weight concrete wall
16mm gypsum
Insulation*
Insulation*
13mm Gypsum
16mm gypsum
The rest of commercial buildings:
25mm stucco
16mm gypsum
Insulation*
16mm gypsum
9.5mm Built-up roofing
Apartment: Same as commercial buildings
Insulation*
Single-family house:
0.8mm Metal surface
3.2 mm Asphalt shingles with ceiling
insulation* on the attic floor
200mm Normal weight concrete floor
Apartment: Same as commercial buildings
25mm Carpet pad
Single-family house:
19 mm Plywood
25mm Carpet pad
G01 26mm gypsum board
100mm Normal weight concrete floor
Apartment: Same as commercial buildings
25mm Carpet pad
Single-family house:
19 mm Plywood
25mm Carpet pad
Commercial buildings and apartment U value and solar heat gain coefficient based on ASHRAE 90.1
(2004) for each climate zone
Single family house based on ASHRAE 90.2 (2004)
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Internal heat gain

Table 5-3. Continued.
For commercial buildings and apartment, please refer to Thornton et al (2011) for people, lighting, plug
load definitions and schedules
For single-family house, please refer to Mendon et al. (2013) for people, lighting, plug load definitions
and schedules
21/24 °C Setback with 2.7 °C during unoccupied hours

Heating/cooling
setpoints
*Insulation R-value is defined by ASHRAE Standards 90.1 (2004) and 90.2 (2004) for each climate zone
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shows the building envelope and internal load information for the model. The
commercial building models used in this investigation are from Thornton et al. (2011)
and represent typical commerical buildings in the U.S. The residential building models
used are from Mendon et al. (2013). The commercial building envelope insulation is
based on ASHRAE 90.1 (2004); The internal load, including people, lighting, plug load
are based on space types from Thornton et al. (2011) for commerical buildings and
Mendon et al. (2013) for residential buildings; the heating/cooing setpoints are set as
21/24 °C with 2.7 °C setback during unoccupied hours. The residential building envelope
insulations are designed to meet the minimum requipments as described in ASHRAE
90.2 2 (2004) for each climate zone. Since many of the residential buildings in San
Francisco, San Diego, and Seattle do not have air-conditioning systems (Smith, et al.,
2009), this study also investigated scenarios with natural ventilation as the cooling
strategy for single-family houses in these three cities by switching the mechanical system
module to the natural ventilation module. The ventilation rate for natural ventilation was
calculated on the basis of a model developed by Wang and Chen (2012) and was
implemented into EnergyPlus. The control strategy for natural ventilation was to keep the
window open when the outdoor temperature was between 16 to 26°C, which is 2-4°C
lower than the 90% acceptable indoor temperature defined by ASHRAE adaptive comfort
model (2010) which is used to meet the cooling load in the building.
The weighted building heating and cooling energy intensities I for the nine types of
buildings were calculated as
9 

A
E
I    i  total ,i 
Atotal 
i 1  Asimu ,i

(5.5)
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where Ei is the energy for cooling or heating for building type i calculated by EnergyPlus,
Asimu,i the floor area of the building model for building type i in EnergyPlus, Atotal,i the
total floor area in the U.S. building stock for building type i, and Atotal the total floor area
of all types of buildings in the U.S.
5.2

5.2.1

Results and Discussions

Weather Characteristics

The first step of this study was to generate weather data for the future by using the model
proposed in the previous section on the basis of the current TMY3 data. In order to
validate the accuracy of HadCM3 model, we first applied this model to TMY2 data to
obtain the predicted TMY3 data and compared them with the actual TMY3 data. Figure
5.2 shows the comparisons of monthly dry-bulb, dew point temperature and global
horizontal solar radiation intensity, which are the major inputs in energy simulations. The
results showed that for dry-bulb and solar radiation, the prediction is generally within the
10% error, but for humidity, i.e. the dew point temperature, we observed some large
deviation near 0 °C. One reason is that the humidity ratio at low temperature is very small,
thus even a small absolute deviation will result in large relative deviation. Nevertheless,
since humidity only impact the building latent cooling load, which usually occurs at
above 12 °C, the deviation at low dew point temperature would not have impact on the
building energy prediction.
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Figure 5.2. Comparison of predicted TMY3 data with actual TMY3 data (a) Dry-bulb
temperature; (b) dew point temperature; (c) global horizontal solar radiation intensity.
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Figure 5.3 (a) shows the change in annual temperature in the four selected cities between
the 1960s to the 2080s under the medium CO2 emission scenario (A2). The first three
weather data points are the actual data for a typical meteorological year. The annual
temperature in each weather data set was compared to the 1964 (TMY) data to calculate
the temperature change. The results indicate that the temperature change varies greatly
with location. By 2080, the changes are in the range of 3-6°C for the four cities, which
agrees with the IPCC report (Solomon, et al., 2007). Furthermore, Figure 5.3(a) shows
that the temperature changes more rapidly after 2000. This trend is caused by the rapid
growth in population and the slow rate of technology change as described in the A2
emission scenario (Solomon, et al., 2007).
Figure 5.3(b) compares the future weather data under the three CO2 emission scenarios
for New York City. The annual temperature change from 1964 to 2080 under the high
CO2 emission scenario (A1F1) would be 6°C, while under the low emission scenario (B2)
it would be only 3°C. By simulating the three scenarios, we cover a wide range of
possible levels of climate change. Even if there were large uncertainties in the HadCM3
model, our energy simulations would account for the potential best- and worst-case
scenarios.
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Figure 5.3. (a) Changes in annual temperature for the four selected cities under med
emission scenario and (b) Changes in annual temperature for New York under three
emission scenarios.
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5.2.2

Energy Analysis

This section discusses the results of our EnergyPlus simulations. Our study conducted
more than 2000 simulations covering 15 cities, nine types of buildings, three historical
weather data sets, and three future weather data sets under the three emission scenarios.
We assumed that the building stock structure is the same in every city studied and remain
unchanged throughout the simulation period, namely, each type of building would have
the same floor area fraction to the total building stock in the U.S. in all the cities studied.
The energy intensity for each city was weighted by the floor area fraction for each type of
building as described in Eq. (5.5).
Figure 5.4 (a) shows the changes in site energy intensity for cooling and heating by the
2080s as compared to the 1960s. Typically, because of global warming, the energy
intensity for cooling for all the cities would increase under the three CO2 emission
scenarios, and the energy intensity for heating would decrease. However, as climate
characteristics vary from city to city, the magnitude of change also varies. In hot climates,
the change in cooling energy intensity will be much larger than that for heating, as seen
in Houston, Miami, and San Diego. In cold or very cold climates, the decrease in site
energy for heating will largely exceed the increase in site energy for cooling.
In this study, the energy sources were natural gas for heating and electricity for cooling.
Since electricity has more exergy than natural gas in one unit of energy, it is unreasonable
to compare the cooling and the heating energy directly. Instead, the site energy should be
converted to source energy and used to calculate the net change of energy use for cooling
and heating. Deru and Torcellini (2007) estimated that the national average site-to-source
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conversion factors were 3.365 for electricity and 1.092 for natural gas. Site-to-source
conversion is largely dependent on the energy source structure in the U.S., and it may
become lower for electricity in the future, as the efficiency of power plants improves and
renewable energy is more widely used. However, because information about future
conditions was not available, we assumed the site-to-source factor to be constant from the
1960s to the 2080s.
After applying the conversion factor and calculating the total source energy for both
heating and cooling, we obtained the net change in source energy consumption by the
2080s. Figure 5.4 (b) shows the change in energy intensity for 15 cities by 2080 as
compared to 1964 (TMY) weather data under three emission scenarios. Positive values in
Figure 5.4(b) indicate that the source energy use for heating and cooling would increase
by the 2080s, while negative values indicate a decrease. The figure shows a net reduction
in energy use by heating and cooling sources for cities in cold and very cold climates, i.e.
Climate Zones 6 and 7. Some cities in Climate Zone 4, such as Seattle, would have a net
decrease under all scenarios; however, other cities in this climate zone, such as Baltimore
and New York, would have a net reduction only under the low emission scenario. The
cities in Climate Zones 1-3 would have a net increase in source energy intensity under all
three emission scenarios by the 2080s.
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Figure 5.4. Change in annual energy intensity under the three emission scenarios by the
2080s: (a) annual site energy intensity displayed separately for heating and cooling; (b)
combined annual heating and cooling source energy intensity.
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This study also compared the energy analysis by the simplified degree day method with
that by EnergyPlus simulations under the medium emission scenario in Atlanta, Miami,
Minneapolis, and San Francisco. For cooling, as shown in Figure 5.5(a), the degree day
method yielded results that were similar to those of the EnergyPlus simulations for
Atlanta and Miami, but there was a large discrepancy for San Francisco. In a mild climate
such as that of San Francisco, the cooling degree days are much more sensitive to the
balance point temperature than in those cities that have a large cooling demand. Because
this study selected 18.3 °C (65 °F) as the balance point temperature without regard to
building type or climate, it may not accurately represent buildings in San Francisco.
Another reason for the deviation is that the absolute value for cooling energy in San
Francisco was small, and thus the relative value would be sensitive to even a very small
change.
In the heating analysis, because Miami does not require heating most of the time, it was
replaced by Minneapolis. The results obtained by the degree day method match
reasonably well with those from the EnergyPlus simulations for cities with a large
heating demand, as shown in Figure 5.5 (b). In San Francisco, where a steady increase in
cooling demand was observed (Figure 5.5 (a)), the heating demand was found to fluctuate
between 1960 and 2000 (Figure 5.5 (b)). This latter trend was captured by both the
degree day analysis and the energy simulation. A possible reason for the fluctuation in
heating would be erratic weather occurrences such as winter storms and warm winter
temperatures during that period of time. For example, California reportedly had several
warm winters around the 2000s, which reduced heating demand. A comparison of the
two energy analysis methods indicates that there are relatively small differences for
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buildings in hot or cold climates but a large deviation between the two methods in a mild
climate.
Buildings interact with climates primarily through exterior walls, roofs, windows,
ventilation systems, and infiltration. Buildings with a higher insulation level, larger core
zone ratio, smaller window-to-wall ratio, and lower infiltration and outdoor air supply are
be more isolated from outdoor conditions and thus would be less affected by climate
change. For each building type, Table 5.2 and 5.3 list important parameters that influence
the impact of outdoor climate on the buildings.
Figure 5.6 compares the impact of climate change on cooling energy for different types
of buildings in four cities by the 2080s under the medium emission scenario. Hospitals
experience the smallest relative change in cooling energy even though hospital has large
outdoor air requirement. There are two major reasons for this: 1) hospitals have large
building internal load, such as interior equipment, lighting, which remain constant
regardless of outdoor climate change, thus the relative change will be small; 2) the
hospitals usually have large ratio of core zone to total floor area (85% in this model) and
small window-to-wall ratio (16%), which could reduce the envelope loss.
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Figure 5.5. Comparison of energy analysis by the degree day method with that by
EnergyPlus (E+) simulations under the medium emission scenario: (a) cooling and (b)
heating.
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Restaurants suffer the most from global warming, primarily because all zones are
exposed to the outdoors, as shown in Figure 5.1, and restaurants have the largest amount
of outdoor air intake (7.14 ACH). Residential buildings such as single-family houses and
apartments would have a relatively large increase in cooling energy because of their
relatively low insulation level and high window U-factor as compared to commercial
buildings.
Strip-malls are also affected by climate change because all zones are fully exposed to the
outdoors, and the air change rate is relatively high at 1.91 ACH. A comparison of
medium and small office buildings shows that their cooling energy increases are
generally comparable.
Although medium offices have a larger ratio of core zone to total floor area, they have a
higher window-to-wall ratio (33%) than that of small office buildings (20%).
Furthermore, the building model for small offices has an unconditioned attic which
shields the occupied zone from solar radiation and high outdoor temperatures during the
summer. The impact of climate change on different types of buildings was influenced by
multiple factors, and therefore integrated energy simulations would be more accurate than
degree day analysis.
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Figure 5.6. Change in cooling energy for different types of buildings.

Climate change not only can affect the annual heating and cooling energy consumption, it
also has impact on the peak energy use. Figure 5.7 shows the relative change in peak
heating and cooling energy use for a single-family house under three emission scenarios
in Chicago. It shows that the relative change in peak heating demand is less than cooling
demand. One major reason is that the Coefficient of Performance (COP) of cooling
equipment will decrease as outdoor temperature increases, while the boiler heating
efficiency is independent of outdoor temperature. Thus, global warming not only
increases the cooling load, but also reduces the COP of cooling equipment, thus increase
the cooling energy use. It should be noted that neither TMY nor HadCM3 projection is
sufficient to represent extreme weather conditions since extreme weather occurs more
randomly and is hard to predict through GCM models. Therefore, it would be very likely
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that the future peak heating and cooling demand exceed the prediction in this study on the
event of sudden abnormal weather such as heat wave or cold storm.
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Figure 5.7. Change in peak heating and cooling energy use for single-family house under
three emission scenarios in Chicago.
This study also investigated the impact of climate change on the performance of natural
ventilation for cooling. Among the cities studied, San Francisco, San Diego, and Seattle
are the most suitable, and this section discusses the results for single-family houses in
these three cities. Since natural ventilation for cooling depends on outdoor conditions, it
is expected that passive cooling performance will be greatly affected by global warming.
We assumed that the indoor environment is too hot when the air temperature exceeds
26°C. Figure 5.8 shows the percentage of time in each year when it was too hot indoors
from the 1960s to the 2080s under the three emission scenarios. Figure 5.8 (a) shows that
in San Francisco, this percentage is always below 8% even under the high emission
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scenario, and thus natural ventilation will still be suitable by the 2080s. For Seattle,
natural ventilation would perform well under the low emission scenario. For San Diego,
it would be too hot indoors for 30% of the time under the high emission scenario by the
2080s, which is more than 15 times higher than the percentage in the 2000s. Even under
the low emission scenario, the indoor environment would be uncomfortable about 11% of
the time. It can be concluded that natural ventilation and cooling would not be suitable by
the end of the 21st century in San Diego. Thus, for buildings that are designed to use
natural ventilation in San Diego or Seattle, more thermal mass should be added to the
buildings in order to counteract the effects of global warming.
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(a)
Figure 5.8. Percentage of time when the indoor air temperature is higher than 26°C with
natural ventilation in (a) San Francisco, (b) Seattle, and (c) San Diego.
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Figure 5.8. Continued.

To combat the global warming effect, it requires collaboration of designers, building
owners and governments. The simplest method for building owners is to adjust the
thermostat to use higher cooling setpoint and lower heating setpoint temperature. Also,
adding more thermal mass during design phase for natural ventilated buildings would be
beneficial since it would reduce the temperature fluctuation and serve as a buffer for a
short period of extreme weather. The building code makers could increase the glazing
material and envelope insulation requirement to reduce the envelope loss. Also, the
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ventilation requirement could be more flexible. For example, for advanced ventilation
system such as displacement ventilation and underfloor air distribution system, which can
provide better IAQ using the same amount of outdoor air due to their favorable air flow
pattern (Novoselac & J., 2002), the ventilation requirement could be lower than
traditional well-mixed system, which will reduce the ventilation load thus reduce building
energy consumption.
5.3

Summary

This section presented a systematic investigation on the impact of climate change on
cooling and heating energy consumption in various types of buildings with different
cooling modes by EnergyPlus in all 7 climate zones in the U.S. Future weather data was
generated by the HadCM3 model for three CO2 scenarios and downscaled to hourly
weather data by use of the Morphing method. An energy analysis was conducted with the
EnergyPlus program for nine different types of buildings in 15 cities. This part of
research found that


HadCM3 model is capable for generating future TMY data for the U.S. and the
accuracy is generally within 10% for projecting TMY2 to TMY3.



By the 2080s, climate change would increase the annual temperature in the 15
cities by 2.3-7.0 K in comparison to that in the 1960s under the three emission
scenarios;



The majority of the cities located in Climate Zones 1-4 would experience a net
increase in source energy use for cooling and heating by the 2080s, while cities in
Climate Zones 6 and 7 would experience a net reduction in source energy use;

105


The energy simulation showed that the impact of climate change varied greatly
among different types of buildings; and



By the 2080’s, the effectiveness of natural ventilation would be greatly reduced
by global warming in some cities, such as San Diego.
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MIXED-MODE VENTILATION PARAMETER STUDY AND
OPTIMIZATION

The literature review on mixed-mode ventilation showed that there is still no work on
passive optimization on mixed-mode ventilation. To identify the parameters that need to
be optimized, a parametric study was done in EnergyPlus simulations and a design
optimization was conducted based on the parametric study.
6.1

Methodology

This study investigated buildings with mixed-mode ventilation in five different cities:
Miami (Climate Zone 1, very hot and humid), Phoenix (Climate Zone 2, very hot and
dry), Las Vegas (Climate Zone 3, hot and dry), San Francisco (Climate Zone 3, marine
climate), and Philadelphia (Climate Zone 4, warm and humid) (ASHRAE, 2004) using
EnergyPlus simulations. Since mixed-mode ventilation has much larger cooling saving
than heating saving in the U.S. (Emmerich & Josiah, 2005), this study focused on cooling
performance. Therefore, cold climates were not studied, and the time period of the
simulation was from May 1 to Sept 30.
This investigation studied typical office buildings of three different sizes. The smallest
one had a floor area of 225 m2, representing typical small office buildings in the U.S
(Energy Information Administration, 2011). The medium one had a floor area of 600 m2,
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which, according to Deru, et al. (2011), covers 70% of typical commercial buildings in
the U.S.
The largest building had a floor area of 1500 m2 to provide a wider range of data.
Buildings larger than 1500 m2 are oftenuniquely designed and cannot be represented by
one specific model (Thornton, et al., 2010); thus, they are not included in this study.
Figure 6.1 shows the various building zones as represented by different colors. For the
225 m2 building, as shown in Figure 6.1(a), this study used three zones. Each zone could
be naturally ventilated because the building depth was small (Emmerich, et al., 2001).
For the other two buildings, as depicted in Figure 6.1 (b), five zones were used, and only
the four perimeter zones could be naturally ventilated because the core zone did not have
direct exposure to outdoor air. Each zone was conditioned by a separate constant air
volume (CAV) system to enable individual control (Deru, et al., 2011). The mechanical
system was a packaged rooftop heat pump, and it was automatically sized according to
the design day for each climate. Because humidity is a problem in some climates, both
humidity and temperature were controlled.

(a)
(b)
Figure 6.1. Building geometries and zones used in EnergyPlus (a) with a floor area of 225
m2 and (b) with a floor area of 600 m2 or 1500 m2.
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Table 6.1. Building information used for the simulations.
Floor area (m2)
225
600
1500
Space type (Long, et
al., 2011)

Small office

Period of simulation
Weather data

Small office

Medium office

May 1 to September 30
TMY3 for Philadelphia, PA; Phoenix, AZ; Miami FL; Las Vegas,
NM; and San Francisco, CA
25 mm stucco/

10 mm wood siding/

Exterior wall

Insulation (baseline from (Long,

Insulation (baseline from

construction

et al., 2011))/

(Long, et al., 2011))

(from outside to

Thermal mass (baseline: no

Thermal mass (baseline: no

inside)

thermal mass) /

thermal mass) /

12.7 mm gypsum

12.7 mm gypsum

19 mm gypsum board/
Interior wall

R-0.15 airspace resistance/
19 mm gypsum board

Roof (from outside
to inside)

0.9 mm roof membrane/
Insulation (baseline from (Long, et al., 2011)) /
Metal decking

Floor (from outside

Thermal mass (baseline: no thermal mass)

to inside)

Carpet: R=0.216 K·m²/W
U-value from (Long, et al., 2011);

Glazing

Electric equipment/
Lighting/
People schedule

Solar Heat Gain Coefficient = 0.39
Online Building
Online Building Component Library

Component Library

(Long, et al., 2011) for small office

(Long, et al., 2011) for
medium office

Working hours
Window area (m2)

8:00-17:00
18

67

240
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Table 6.1. Continued.
Cooling setpoint

Working hours: 24 °C

temperature

Non-working hours: 29°C

Dehumidification

Working hours: 70%

setpoint

Non-working hours: 90%

Natural ventilation

Working hours: 15 °C < Tout < 22 °C and Tin > 19 °C

activation criteria

Non-working hours: 10 °C < Tout < 22 °C
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Table 6.1 lists the detailed information for the building enclosure used in this study. The
building envelope constructions were from the Online Building Component Library
(Long, et al., 2011) and based on ASHRAE Standard 90.1 (2004). The baseline buildings
had no thermal mass in the building envelope, and differing amounts of thermal mass
were added to the building in order to study the impact of thermal mass on cooling
energy use. For the baseline building which has no concrete in building envelope, the
floor slab contained only carpet. Although this is floor structure is not possible in reality,
this configuration was used to make the thermal mass comparison more consistent. The
insulation for the baseline buildings was based on ASHRAE Standard 90.1 (2004) for
small or medium office buildings. Additional insulation was added to non-baseline
buildings to study its impact. ASHRAE Standard 90.1 (2004) requires the glazing-to-wall
ratio to be within 0-40%. This study chose a ratio of approximately 20% for each
building. The operable window area for natural ventilation was assumed to be half of the
total glazing area. The schedules and corresponding values for occupants, lighting, and
electrical equipment were based on ASHRAE Standard 90.1 (ASHRAE, 2004) for
working and non-working hours (Long, et al., 2011). Figure 6.2 shows the occupancy
schedule for weekday and Saturday, which is the percentage of the maximum occupancy
0.054 person/m2 (floor area). It is assumed that the building is unoccupied for Sunday.
Similarly, Figure 6.3 shows the lighting schedule for weekdays and Saturday of the
maximum lighting power 10.7 W/m2 (floor area), and the schedule for Sunday is 0.05 of
the maximum lighting power. Figure 6.4 shows the electrical equipment schedule for
weekdays and Saturday of the maximum electrical equipment power 10.7 W/m2 (floor
area), and the schedule for Sunday is 0.3.
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A humidistat was used to avoid condensation when relative humidity was high by
overcooling 2 K lower than the cooling setpoint. Natural ventilation would be used when
the outdoor temperature was between 15 °C and 22 °C and the indoor temperature was
higher than 19 °C during working hours. During non-working hours, natural ventilation
would be used when the outdoor temperature was between 10 °C and 22 °C in order to
utilize night cooling.

(a)
Figure 6.2. Occupancy schedule (a) Weekdays; (b) Saturday.
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(b)
Figure 6.2. Continued.

(a)
Figure 6.3. Lighting schedule (a) Weekdays; (b) Saturday.
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(b)
Figure 6.3. Continued.

(a)
Figure 6.4. Electrical equipment schedule (a) Weekdays; (b) Saturday.
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(b)
Figure 6.4 Continued.
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This study only considered single-sided ventilation because in typical office buildings,
the interior doors between rooms are usually closed for privacy. Also, even though
buildings may have operable windows on each side of the envelope, cross-ventilation is
still difficult to realize because of the large depth of buildings or interior partitions.
Moreover, single-sided ventilation would provide us with the baseline ventilation rate for
the worst-case scenario, which is suitable for design analysis. A modified model that
includes the effects of both wind and buoyancy, based on Wang and Chen (2012), was
used to predict the mean single-sided ventilation rate. The pressure difference between
the indoor space and outdoor environment at height z along the opening was calculated
based on the stack and wind pressure difference across the opening, using the following
equation:
P ( z ) 

T  To
1
U2
o C p
z 2/7  z0 2/7   i g ( z  z0 ) i
2/7 
2
zref
To

(6.1)

The neutral level, z0, is an additional unknown which can be calculated from the mass
balance equation between the incoming and outgoing ventilation rates through the
opening as:

Q  Qin  Qout

(6.2)

Thus, the mean ventilation rate for single-sided ventilation can be calculated as:
h2
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z0

2P ( z )

i
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2P ( z )

o

dz

(6.3)

The above model was implemented in EnergyPlus and used to calculate the ventilation
rate for each zone with natural ventilation.
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To quantify the impact of thermal mass on mixed-mode ventilation, this study developed
a semi-empirical correlation based on the EnergyPlus simulation results. This model is a
tool for quickly predicting the impact of thermal mass without performing a large number
of simulations. Using the same weather data, the equation is a function of the building
design parameters, namely,
Esaving /E ME =F(ThermalMass,R-value,BuildingSize,WindowArea...)

(6.4)

Based on the lumped capacitance model, the empirical model in dimensionless form for
prediction of the impact of thermal mass is




1
Esaving / EME  C1 ( /  0  C2 ) 1  exp  
 

  /  0  C2  


(6.5)

where   m c p d / h is the time constant of thermal mass; τ0 is set to a unit hour to nondimensionalize the time constant; and C1 and C2 are related to the floor area of the
building. Using data interpolation,

where

  A / A0

C1  C3 (exp( )  C4 )

(6.6)

C2  C5  C6

(6.7)

and A0 is set to be 225 m2, which was the smallest floor area in this study.

C3 to C6 are the parameters determined by the weather data and insulation level. When
the coefficients are known for a certain climate, only one simulation is needed for the
pure mechanical system, and Eq. (6.5) is used to obtain the energy saving for mixedmode ventilation with various thermal mass configurations.
The model is then used to conduct an economic analysis for mixed-mode ventilation.
Although the use of thermal mass can save energy in mixed-mode ventilation, the
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material and labor costs should also be considered so that excessive thermal mass is not
added. Monetary return can be calculated simply as:
Return = Annual energy saved  t  Initial costs

(6.8)

where t is the building lifetime. For each building lifetime, there exists an optimal amount
of thermal mass which would give the maximum monetary return when mixed-mode
ventilation is used. For this study, we used concrete as thermal mass, as an example to
illustrate this principle. The total amount of concrete is a function of concrete thickness
when the area of the building envelope is fixed. To find the optimal concrete thickness,
we calculated the first derivative of Eq. (6.8) with respect to concrete thickness and set
the derivative to zero, which yields
 
m c p d / h
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(6.9)

The above equation provides the correlation between the building lifetime t and the
corresponding optimal concrete thickness d.
6.2

6.2.1

Results and Discussions

Impact of Thermal Mass

Figure 6.5 (a) shows the impact of thermal mass on the cooling electricity saving in
Philadelphia for three office buildings with different floor areas. The x-axis is the
concrete time constant, which is proportional to the concrete thickness. The results from
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EnergyPlus simulations and the predictions by Eq. (6.5) were compared, and they are in
good agreement, as shown in Figure 6.5 (a). The results demonstrate that, when there was
an initial increase in the concrete thickness, the growth rate of energy saving was large.
The growth rate then decreased when more thermal mass was added, and finally the
energy saving remained almost constant. These results indicate that adding excessive
thermal mass would not provide more energy saving; instead, it would only increase the
capital cost, which should be avoided. Also, Figure 6.5 (a) shows that adding thermal
mass had more impact in a small office with a 225 m2 floor area than in the two larger
buildings because the core zone of the larger buildings could not be naturally ventilated.
Thus, concrete added to the floor slab at the core zone could not be used to store cooling
potential during the night, which made adding thermal mass less effective. We observed
similar results for the Las Vegas and San Francisco climates.
On the other hand, in Miami where outdoor temperature is extremely high during the
summer, adding thermal mass might decrease the energy saving for cooling, as shown in
Figure 6.5 (b). Typically, in very hot climates, the period that is suitable for night-cooling
is very short, usually less than 4 hours per a day based on this study. Therefore, if too
much thermal mass was added to the building, resulting in a much longer time constant
than the period for night-cooling, the thermal mass would not be cooled down and thus
would not provide cooling potential during the daytime. We observed a similar result for
Phoenix, which has a hot climate as in Miami. Moreover, both cities had very little
energy saving potential for cooling. Therefore, in this study we focus our modeling and
cost-return analysis only on Philadelphia, Las Vegas, and San Francisco, where mixedmode ventilation has great energy saving potential.
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Figure 6.5. Impact of thermal mass on electricity saving for cooling for (a) Philadelphia
and (b) Miami.

Figure 6.6 summarizes the results of the EnergyPlus simulation and the predictions from
Eq. (6.5) for Philadelphia, Las Vegas, and San Francisco. The comparison shows that the
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predictions by the model generally had an error of less than 10% for all three climates.
Hence, we could use the semi-empirical model to predict the impact of thermal mass
without performing a large number of EnergyPlus simulations for different thermal mass
configurations, and then use the results to conduct a cost-return analysis.

100%

Model prediction

80%

+10%

60%

-10%
40%

San Fransisco
Las Vegas
Philadelphia

20%

0%
0%

20%

40%
60%
80%
EnergyPlus simulation

100%

Figure 6.6. Model predictions of energy saving with natural ventilation vs. EnergyPlus
simulations for San Francisco, Las Vegas, and Philadelphia.

The previous results showed that adding excessive thermal mass would not yield an
improvement in energy saving. To identify the optimal amount of thermal mass needed
for mixed-mode ventilation, this study conducted a cost-return analysis. In this part of the
study, concrete was again used as thermal mass. Eq. (6.8) was used to calculate the total
monetary return, taking into account of the cost of concrete and the reduced electricity
consumption for cooling. Figure 6.7 shows the financial benefits for office buildings with
lifetimes of 50 years and 100 years, respectively, with mixed-mode ventilation. The
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optimal concrete thickness, that which gave the maximum return, was about 3 cm for a
small office building with a floor area of 225 m2, and less than 1.5 cm for a building with
a floor area of 1500 m2. Adding excessive thermal mass would decrease the return or
even result in a negative return because of the high capital cost.
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Figure 6.7. Return over different building lifetimes in Philadelphia for (a) a small office
with a floor area of 225 m2 and (b) a medium office with a floor area of 1500 m2.
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In the design of a building with mixed-mode ventilation, the amount of concrete needed
to achieve the maximum return would be a function of the expected building lifetime. To
find the relationship between building lifetime and optimal concrete thickness, Eq. (6.9),
which is the first derivative of Eq. (6.8) with respect to time, was used; the results are
plotted in Figure 6.8 for three office buildings with different floor areas. Figure 5 shows
that more concrete is needed to achieve the maximum return over a longer period of time
when mixed-mode ventilation is used. Also, a small building requires thicker concrete
than a large building. This study used concrete as the thermal mass material, but concrete
cannot be used to retrofit existing buildings. However, there are other heat storage
materials such as phase change materials that can be injected into a building envelope
(Zhou, et al., 2009; Kwon, et al., 2013). A cost-return analysis for retrofitting with this
type of material can be conducted by applying Eqs. (6.5), (6.8) and (6.9) in the same
manner as above.
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Figure 6.8. Optimal concrete thicknesses with respect to building lifetime for
Philadelphia.
6.2.2

Impact of Climate

Figure 6.9 shows the electricity saving for cooling by mixed mode ventilation as
compared to a pure mechanical system for different climates, calculated by EnergyPlus.
The figure compares the baseline buildings (without thermal mass) and buildings with
200 mm thick concrete (the largest amount of thermal mass used in this study) in the
exterior wall and floor slab. The results show that in San Francisco, where the
temperature is mild all year long, the climate is in favor of using natural ventilation,
which could save more than 60% of the total energy for cooling even without concrete.
On the other hand, in Las Vegas and Philadelphia, where the daytime temperature during
the summer is high and the night-time temperature is low, the increase in the thermal
mass together with night cooling could improve the energy saving significantly. However,
for extremely hot climates such as in Phoenix and Miami, adding thermal mass would not
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be effective because of consistently high temperatures above the comfort level. Figure 6.9
also shows that adding thermal mass can lead to greater energy savings for small
buildings than for larger buildings.

Electricity saving for cooling
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(b)
Figure 6.9. Electricity saving for cooling in different climates for offices with floor areas
of (a) 225 m2, (b) 600 m2, and (c) 1500 m2.
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Figure 6.9. Continued.

6.2.3

Impact of Insulation

This study also investigated the impact of envelope insulation on the energy saving of
mixed-mode ventilation. The baseline insulation was based on ASHRAE Standard 90.1
(2004). Additional insulation was added to the exterior wall and roof of the baseline
buildings. Figure 6.10 shows the impact of the insulation on the electricity saving for
cooling in San Francisco, Las Vegas, and Philadelphia as calculated by EnergyPlus. The
“Relative R-value” in this figure is the ratio of the R-value of a building to its
corresponding baseline building. The results show that the addition of more insulation
would generally increase the energy saving for all three climates. In a mild marine
climate such as San Francisco, the impact of insulation is much smaller than in warmer
climates such as Las Vegas or Philadelphia. Since many researchers have extensively
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studied the optimization of insulation (Thornton, et al., 2010; Thornton, et al., 2011), this
study did not conduct a further cost-return analysis for insulation.
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Figure 6.10. Impact of insulation on electricity saving for cooling (a) a small office with a
floor area of 225 m2 and (b) a medium office with a floor area of 1500 m2.
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6.2.4

Impact of Opening Area

This study also investigated the impact of window opening area on the electricity saving
for cooling by simulating three opening states: (a) fully open; (b) half open; and (c) onequarter open. The impact of the window opening area on energy saving was relatively
small for both the baseline building and the buliding with 200 mm of concrete. The
EnergyPlus results in Figure 6.11 indicated that even with only 25% of the total operable
window area open, the ventilation rate was sufficient. A further increase in the window
opening area would increase the heat transfer coefficient moderately but would not lead
to higher heat transfer from building structure to air. Artmann et al. (2008) also found
that the ventilation rate did not have a very noticeable impact on the daytime temperature
when the average night air exchange rate was larger than 6 ACH for natural ventilation.
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Figure 6.11. Impact of window opening area on electricity saving for cooling in a
building with a floor area of 600 m2: (a) baseline building and (b) building with 200 mm
of concrete.
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6.3

Summary

This part of the research developed a semi-empirical model to predict the impact of
thermal mass on electricity saving for cooling and used the model to conduct a costreturn analysis. The results calculated by the empirical model are similar to those
calculated by the EnergyPlus program.
This investigation also studied the impact of thermal mass, climate, insulation, and
window opening area on the energy saving of mixed-mode ventilation in typical office
buildings. In a variety of climates, mixed-mode ventilation consumed 0-77% less
electricity than a pure mechanical system for cooling when no thermal mass was added,
and 6-91% less when 200 mm of concrete was added to the exterior wall and floor. The
results showed that the thermal mass and insulation have a large impact on energy saving.
Our study revealed that there was an optimal amount of thermal mass that yielded the
maximum return, taking into account of the cost of thermal mass and the cost saving from
the reduction in energy consumption. The optimal thermal mass can be used as a
guideline for designing new buildings or retrofitting existing office buildings for mixedmodel ventilation.
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CONCLUSIONS AND FUTURE WORK

This chapter concludes the major findings of this thesis research and outlines the
potential improvements for the future work.
7.1

Conclusions

This research systematically studied the single-sided wind-driven natural ventilation and
developed accurate and simple tools for natural ventilation design. The first part the
research established a simple model for predicting the ventilation rate for simple
openings. The model accounts for mean, fluctuating and eddy penetration flow. The
study found that the eddy penetration was dependent on the parallel component of the
wind velocity. The ventilation rate would increase non-linearly with the opening size and
would decrease as the opening elevation to the ground increases. The model was
validated against the CFD LES simulations and experimental data from two other
literatures. The comparison showed the agreements were within 25% error.
Since most of the actual windows used in buildings are not simple openings, the second
part of the research presented a systematic study on the impact of different window types
on the ventilation rate caused by wind driven, single-sided natural ventilation. This part
of the research proposed new semi-empirical models for hopper, awning, and hopper
windows based on the models developed in the first step of the research. To validate the
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models, we conducted full-scale measurements in a test building in outdoor environment.
Since the outdoor wind condition was not steady, we improved the tracer gas decay
method which was originally developed for steady-state ventilation measurement. Taylor
expansion was used to consider the fluctuating wind conditions to calculate the unsteadystate ventilation rate. The improved tracer-gas decay method was able to capture the
changes in ventilation rate during the unsteady-state measurement. The measurements
were used for the validation of the proposed models and the CFD LES model for
simulating flows around complex window structures. The comparison showed the LES
model was able to predict the ventilation rate within 25% error. Further, we applied the
validated CFD model to predict the ventilation rates in a simple building with the three
window types. We evaluate the validity of the assumptions for the semi-empirical models
by examining the flow pattern around the opening obtained from the CFD simulations.
The results showed that the physics that the proposed model was based on were
reasonable. The CFD simulations also showed that the hopper window could give the
highest ventilation rate averaged by all wind directions due to the less flow obstruction.
On the other hand, casement window could provide higher ventilation rate for windward
conditions. By comparing further the ventilation rates measured in the test facility with
those by the new semi-empirical models, the predictions by the proposed models were
within 30% error compared to those by measurement
After the model development, we first applied the model to evaluate the performance of
natural ventilation in the future. We conducted a systematic investigation on the impact
of climate change on cooling and heating energy consumption in various types of
buildings with different cooling modes by EnergyPlus in all 7 climate zones in the U.S.
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Future weather data was generated by the HadCM3 model for three CO2 scenarios and
downscaled to hourly weather data by Morphing method. An energy analysis was
conducted with the EnergyPlus program for nine different types of buildings in 15 cities.
This part of research found that the HadCM3 model is capable for generating future TMY
data for the U.S. and the accuracy was generally within 10% for projecting TMY2 to
TMY3. We found that by the 2080s, the climate change would increase the annual
temperature in the 15 cities by 2.3-7.0 K in comparison to that in the 1960s under the
three emission scenarios. The majority of the cities located in Climate Zones 1-4 would
experience a net increase in source energy use for cooling and heating by the 2080s,
while cities in Climate Zones 6 and 7 would experience a net reduction in source energy
use. The energy simulation showed that the impact of climate change varied greatly
among different types of buildings by the 2080’s. Furthermore, the effectiveness of
natural ventilation would be greatly reduced by global warming in some cities, such as
San Diego. However, in San Francisco and Seattle, natural ventilation could still be used
for residential buildings for space cooling and ventilation.
The last part of this research conducted an optimization on natural ventilation coupled
with mechanical cooling. This investigation studied the impact of thermal mass,
insulation, and window opening area on the energy saving of mixed-mode ventilation in
typical office buildings. In a variety of climates, mixed-mode ventilation consumed 0-77%
less electricity than a pure mechanical system for cooling when no thermal mass was
added, and 6-91% less when 200 mm of concrete was added to the exterior wall and floor.
The results showed that the thermal mass and insulation have a large impact on energy
saving.
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Our study revealed that there was an optimal amount of thermal mass that yielded the
maximum return, taking into account of the cost of thermal mass and the cost saving from
the reduction in energy consumption. The optimal thermal mass can be used as a
guideline for designing new buildings or retrofitting existing office buildings for mixedmodel ventilation.

7.2

Future Works

While this study presented a systematic study on the single-sided ventilation modeling,
there are still areas which this research didn’t cover and require further investigation:
The control algorithm of natural ventilation could be improved by using predictive
control to fully take advantage of the thermal mass. Since the thermal mass has large time
constant, it would be more reasonable to control the window opening based on the
weather in the future to maintain the room within good thermal comfort zone.
Moreover, some potential improvements on the proposed model for casement window
can be made to properly account for the ventilation enhancement due to the boundary
layer flow when the wind is parallel to the opening. In this study, since we focused on
developing simple design tools, for simplicity, we did not consider this impact. However,
for detailed analysis, this could be added to the model to improve the accuracy. This is
especially important when the window is close to the building edge because the boundary
layer would greatly enhance the ventilation rate. Properly calculating this effect could
allow designers to take advantage of the higher ventilation rate and orient the building to
achieve the highest ventilation effectiveness.
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APPENDIX. HEATING AND COOLING ENERGY CHANGE FOR VARIOUS
BUILDING TYPES DUE TO CLIMATE CHANGE

This appendix lists the cooling and heating energy intensity change due to the climate
change in the unit of MJ/m2-year simulated by EnergyPlus. The results includes nine
different types of buildings in 13 cites. The results represent the change from TMY to
2080s under three emission scenarios.
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Cooling

Table 0.1. Cooling Energy Change for Different Building Types Scenarios A1F1 (From TMY to 2080).
Apartment Hospital Hotel Single-family Medium Office Small Office Restaurant Retail School

Atlanta

56.9

93.8

76.1

53.8

76.5

37.1

350.1

118.9

85.0

Baltimore

48.8

85.7

69.3

44.2

69.7

33.2

300.4

103.7

75.2

Chicago

36.0

45.7

46.1

33.9

52.5

28.0

224.2

82.7

69.8

Spring-CO

152.9

5.6

350.3

978.7

1.7

605.0

33.1

61.0

28.2

Houston

158.1

11.5

447.3

1848.8

3.8

1154.0

48.7

112.1

47.3

Madison

292.5

5.3

367.0

979.4

1.7

532.4

27.3

49.1

25.0

Miami

108.7

11.1

477.6

1740.9

3.9

1078.7

43.0

112.2

43.6

Minneapolis

253.6

5.4

362.0

981.8

1.7

530.9

25.5

48.2

23.9

Nashville

110.2

8.3

469.1

1483.8

2.5

826.2

43.9

92.2

40.5

New York

194.8

6.7

422.8

1127.7

2.0

621.9

31.7

66.2

28.9

Portland-ME

160.3

4.8

388.3

899.0

1.4

487.5

25.2

43.0

21.2

San Diego

98.3

7.6

445.4

1199.5

2.2

617.0

33.7

68.2

31.9

San Francisco

130.3

5.4

309.3

852.8

1.0

501.8

24.3

29.9

18.9
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148

Cooling

Table 0.2. Heating Energy Change for Different Building Types Scenarios A1F1 (From TMY to 2080).
Apartment Hospital Hotel Single-family Medium Office Small Office Restaurant Retail School

Atlanta

-44.5

-110.8

-45.5

-66.9

-3.0

-112.6

-3.7

-107.6

-27.2

Baltimore

-120.6

-12.1

-751.2

-1590.0

-5.9

-294.5

-23.2

-171.1

-54.4

Chicago

-218.9

-8.8

-430.9

-1245.5

-4.9

-215.3

-24.3

-149.0

-39.5

Spring-CO

-205.7

-14.9

-715.9

-1935.3

-7.3

-444.6

-49.3

-193.3

-71.6

Houston

-316.8

-2.8

-793.6

-318.1

-1.3

-19.6

-0.1

-38.3

-7.9

Madison

-45.0

-16.5

-837.9

-2210.3

-8.7

-550.1

-62.9

-215.3

-70.7

Miami

-343.3

-0.2

-769.4

-40.3

-0.2

-1.7

0.0

-9.5

-0.7

Minneapolis

-7.2

-16.6

-906.6

-2206.5

-8.8

-512.3

-90.5

-212.5

-71.5

Nashville

-355.2

-5.1

-625.7

-687.5

-2.7

-91.0

-0.9

-95.5

-25.9

New York

-88.6

-14.3

-707.3

-1638.7

-6.7

-316.3

-24.5

-170.5

-58.8

Portland-ME

-241.4

-17.7

-861.5

-2212.7

-8.8

-500.2

-53.7

-219.3

-74.9

San Diego

-343.2

-0.5

-576.9

-107.3

-0.6

-1.9

-0.1

-53.2

-3.9

San Francisco

-34.7

-4.3

-487.3

-596.1

-2.8

-29.8

-0.6

-116.8

-21.7
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Table 0.3. Cooling Energy Change for Different Building Types Scenarios A2 (From TMY to 2080).
Unit [MJ/m ] Apartment Hospital Hotel Single-family Medium Office Small Office Restaurant Retail
2

School

Atlanta

46.2

74.5

60.7

44.0

61.7

30.2

281.8

96.7

68.2

Baltimore

37.6

67.8

52.4

33.8

53.3

25.8

232.8

80.0

58.2

Chicago

28.3

36.4

36.0

26.2

40.4

21.7

177.9

65.4

54.6

Spring-CO

119.7

4.3

260.0

733.9

1.3

468.3

26.5

47.3

22.3

Houston

126.0

9.3

369.1

1475.1

3.1

914.8

39.3

90.7

38.8

Madison

234.3

4.2

283.9

760.5

1.3

423.3

22.0

38.8

20.1

Miami

86.2

9.2

412.4

1421.2

3.2

872.2

35.3

92.6

36.1

Minneapolis

204.4

4.3

283.1

761.8

1.4

418.2

20.1

38.4

19.1

Nashville

87.3

6.8

371.6

1177.8

2.1

669.6

36.4

75.1

33.5

New York

156.6

5.1

319.6

834.8

1.5

462.1

24.0

50.2

21.9

Portland-ME

121.1

3.6

282.4

652.8

1.0

360.2

19.3

31.1

15.5

San Diego

72.3

6.3

363.8

966.0

1.7

503.6

28.1

53.7

26.2

San Francisco

108.6

4.2

239.7

672.8

0.7

400.8

19.0

21.4

14.3

149

150

Table 0.4. Heating Energy Change for Different Building Types Scenarios A2 (From TMY to 2080).
Unit [MJ/m ] Apartment Hospital Hotel Single-family Medium Office Small Office Restaurant Retail
2

School

Atlanta

-37.6

-88.9

-38.2

-55.6

-2.5

-92.9

-2.7

-88.5

-22.5

Baltimore

-100.4

-10.0

-598.2

-1304.2

-4.9

-242.5

-19.9

-137.3

-44.4

Chicago

-176.7

-7.4

-351.1

-1046.4

-4.1

-188.0

-22.1

-122.3

-32.4

Spring-CO

-170.5

-11.5

-547.7

-1487.4

-5.6

-344.3

-42.7

-147.4

-55.8

Houston

-249.4

-2.4

-647.2

-250.8

-1.0

-13.4

0.0

-28.7

-5.8

Madison

-33.2

-13.4

-671.4

-1773.3

-7.0

-440.8

-50.9

-172.3

-57.0

Miami

-277.3

-0.2

-632.9

-39.5

-0.2

-1.6

0.0

-8.8

-0.6

Minneapolis

-6.4

-13.7

-743.7

-1810.0

-7.2

-410.4

-75.7

-173.3

-59.0

Nashville

-291.4

-3.6

-485.6

-474.2

-1.9

-51.0

2.2

-69.0

-18.2

New York

-56.1

-11.5

-544.9

-1274.2

-5.3

-245.6

-22.3

-129.7

-45.7

Portland-ME

-185.3

-14.1

-653.4

-1659.9

-6.9

-373.2

-44.0

-160.7

-57.3

San Diego

-261.8

-0.5

-477.5

-100.1

-0.5

-1.8

-0.1

-48.5

-3.7

San Francisco

-31.6

-3.9

-395.7

-543.2

-2.6

-28.7

-0.6

-102.6

-19.4
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Table 0.5. Cooling Energy Change for Different Building Types Scenarios B2 (From TMY to 2080).
Unit [MJ/m ] Apartment Hospital Hotel Single-family Medium Office Small Office Restaurant Retail
2

School

Atlanta

28.8

51.5

38.1

26.2

38.5

18.8

169.4

58. 9

43.2

Baltimore

24.3

47.2

33.9

21.4

34.9

17.1

147.9

51.1

38.6

Chicago

18.0

22.6

22.5

16.2

25.3

13.9

111.6

42.6

34.6

Spring-CO

75.7

2.4

164.3

421.0

0.7

280.5

16.8

27.1

13.2

Houston

80.5

6.2

264.8

961.8

2.1

582.3

26.3

60.5

26.6

Madison

151.9

2.6

188.3

467.1

0.8

264.9

14.1

23.5

12.4

Miami

53.6

6.2

294.8

933.8

2.2

560.2

23.7

61.3

24.2

Minneapolis

130.8

2.7

190.6

466.7

0.8

259.2

12.1

22.8

11.4

Nashville

53.1

4.5

261.9

765.1

1.4

442.7

25.2

49.1

22.5

New York

103.8

3.4

204.5

541.1

1.0

297.7

15.9

31.7

14.1

Portland-ME

80.6

2.4

183.6

432.2

0.6

241.1

13.7

19.1

9.7

San Diego

48.8

4.5

252.6

674.6

1.2

360.7

20.7

35.7

18.8

San Francisco

79.9

2.7

151.0

448.2

0.4

274.1

12.4

12.5

9.2
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152

Unit [MJ/m2]

Table 0.6. Heating Energy Change for Different Building Types Scenarios B2 (From TMY to 2080).
Apartment Hospital Hotel Single-family Medium Office Small Office Restaurant Retail

School

Atlanta

-35.1

-63.8

-34.8

-50.5

-2.3

-83.0

-2.4

-74.6

-20.2

Baltimore

-89.5

-8.9

-459.2

-1137.2

-4.3

-214.8

-18.4

-112.9

-38.7

Chicago

-151.1

-5.9

-258.4

-813.1

-3.1

-149.2

-18.7

-92.0

-24.8

Spring-CO

-131.7

-9.3

-400.2

-1178.9

-4.4

-280.9

-38.6

-110.0

-45.6

Houston

-203.4

-2.0

-450.2

-198.7

-0.8

-8.3

0.1

-20.6

-4.4

Madison

-23.6

-11.0

-495.4

-1413.6

-5.7

-354.9

-42.2

-131.6

-46.2

Miami

-221.7

-0.2

-407.8

-36.3

-0.2

-1.3

0.0

-7.6

-0.5

Minneapolis

-5.1

-11.0

-548.4

-1411.3

-5.6

-310.4

-58.2

-129.8

-46.7

Nashville

-224.5

-3.0

-346.0

-382.2

-1.5

-34.9

3.1

-52.3

-15.0

New York

-39.8

-10.1

-419.4

-1085.7

-4.6

-211.8

-21.0

-103.7

-38.9

Portland-ME

-154.6

-12.0

-504.7

-1356.9

-5.8

-310.8

-37.5

-125.3

-48.2

San Diego

-217.5

-0.4

-343.1

-85.7

-0.4

-1.7

-0.1

-39.4

-3.4

San Francisco

-26.3

-3.2

-275.5

-433.5

-2.0

-24.7

-0.4

-76.5

-15.1
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