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Abstract
We establish a Liouville theorem for bounded mild ancient solutions to the
axi-symmetric incompressible Navier-Stokes equations on (−∞, 0] × (R2 × T1).
This is a step forward to completely solve the conjecture on (−∞, 0]×R3 which
was made in [5] to describe the potential singularity structures of the Cauchy
problem.
Keywords: Navier-Stokes equations, ancient solution, axi-symmetric, Liouville theo-
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1 Introduction
In the analysis of many physical or geometric PDEs, one often applies the standard
blow-up procedure to understand the local structures of potential singularities. Such a
procedure for parabolic PDEs naturally produces limit solutions with certain a priori
estimates, which exist on the half space-time domain (−∞, 0] × Rn and are called to
be ancient. Liouville properties of these ancient solutions play important roles in the
study of singularity structures of PDEs.
In this article, we establish a Liouville theorem for ancient solutions of three-
dimensional incompressible Navier-Stokes equations. The system of equations are{
∂tv + (v · ∇)v +∇p = ∆v,
div v = 0.
(1)
Here v is the velocity vector and p the pressure. They are the fundamental equations
describing the motion of viscous fluid substances and are believed to describe turbulence
properly[10]. Whether singularities can develop in finite time from smooth initial data
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has been called one of the seven most important open problems in mathematics by the
Clay Mathematics Institute[4].
We focus on the axi-symmetric case. In cylindrical coordinates (r, θ, z) with the
basis vectors:
er =

cos θsin θ
0

 , eθ =

− sin θcos θ
0

 , ez =

00
1

 ,
we write v = vrer+v
θeθ+v
zez. By axi-symmetric, we mean that v
r, vz and vθ depend
only on (t, r, z), but not on θ. Here is the main result, whose proof will be given in
subsequent sections.
Theorem 1. Let v = vrer + v
θeθ + v
zez be a bounded ancient mild solution to the
axi-symmetric Navier-Stokes equations, such that Γ = rvθ is bounded. Suppose v is
periodic in the z variable. Then v ≡ cez where c is a constant.
We emphasize that, in [5], G. Koch, N. Nadirashvili, G. A. Seregin and V. S˘vera´k
[5] conjectured that bounded mild ancient solutions of axi-symmetric Navier-Stokes
equations are constants. They also partially proved it under the conditions ‖Γ‖L∞ ≤ C∗
and |v| ≤ C∗
r
(or |v| ≤ C∗√−t) instead of the above periodicity. In independent works
of C. C. Chen, R. M. Strain, H. T. Yau and T. P. Tsai [3, 2], regularity of solutions
under similar conditions as in [5] is proved. See also [7, 14] for a generalization of these
Liouville type and regularity results to the case that v ∈ L∞(0, T ;BMO−1x ). Indeed,
while those above conditions are unverified constraints imposed on solutions, they imply
the boundedness of certain scale invariant energy quantities, which further implies the
assumptions in many known results on regularity of axi-symmetric solutions, see [14]
for more details. We also mention that global regularity in the case of axial symmetry
with zero swirl has been treated in the classical work [6]. In the recent work [9], the
critical nature of axi-symmetric Navier-Stokes equations is exploited and regularity is
proved under the condition that |Γ| ≤ C∗| ln r|2 near the symmetry axis (see [16] for an
improvement).
Theorem 1 settles the important conjecture in [5], in the case that v is periodic
in z. A crucial observation in the proof is to connect the compactness of T1 and the
oscillation of the stream functions (see the proof below for details). The result might
help to enhance the understandings of the local structure of potential singularities of
the Cauchy problem, since the blowup procedure applied to the potential singularities
of solutions of the Cauchy problem may, at least as a possible case, produce bounded
ancient solutions which are periodic in z. The result is also interesting by itself, as
a study on the Liouville property of the bounded mild ancient solutions to the axi-
symmetric Navier-Stokes equations.
Note that in the theorem we have imposed the constraints that v and Γ are bounded,
and v is mild. In fact, they are all very natural as have been explained in [5]. For a
self-contained presentation, here we still give a brief explanation.
Denote by P the Helmholtz projection of vector fields onto divergence free fields,
and by S the solution operator of the heat equation (i.e. convolution with the heat
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kernel). A solution v is said to be mild on the time interval [0, T ), if the following
integral version of (1)
v(t) = S(t− s)v(s) +
∫ t
s
S(t− τ)Pdivv(τ)⊗ v(τ)dτ
holds for all 0 ≤ s ≤ t < T .
An important feature of the axi-symmetric Navier-Stokes equations is that Γ satis-
fies the following equation
∂tΓ + (b · ∇)Γ + 2
r
∂rΓ = ∆Γ, (2)
where
b = vrer + v
zez, divb = 0. (3)
Then the parabolic maximum principle for Γ implies that ‖Γ‖L∞ is bounded uniformly
in time if it is bounded initially.
Now we consider the mild solution u to the Cauchy problem of axi-symmetric
Navier-Stokes equations starting from smooth initial data with sufficient spatial decay.
Suppose that u is smooth on [0, T ) and blows up at some point (T, x0). In view of the
partial regularity theory of Caffarelli-Kohn-Nirenberg [1], one concludes that x0 must
be on the axis so that x0 = (0, 0, z0), and z0 must be bounded. Moreover, one can find
a sequence of points (tn, xn) with tn ր T and xn = (x1n, 0, zn)→ x′0 such that
Mn = |u(tn, xn)| = sup
t≤tn
|u(t, ·)| ր ∞.
To study the local singularity structure, we apply the blow-up procedure to u:
u(n)(t, x) =
1
Mn
u(tn +
t
M2n
, xn +
x
Mn
).
Clearly, u(n) is a sequence of bounded mild soultions of the Navier-Stokes equations. By
[5] and [8], u(n) locally uniformly converges to a bounded mild ancient solution v to the
Navier-Stokes equations which is either a two-dimensional one or a three-dimensional
axi-symmetric one. If v is two-dimensional, then we fall into a simple case and v is
constant by [5]. If v is axi-symmetric, then one naturally has the boundedness of Γ
for the ancient solution v, since Γ is scale invariant under the above natural scaling
of Navier-Stokes equations. This explains that the boundedness of Γ in Theorem 1 is
acceptable.
The Strategy of proving Theorem 1 is as follows. The Liouville theorem for axi-
symmetric Navier-Stokes equations without swirl (i.e. vθ = 0) has been established in
[5]. Here, we are going to show that Γ ≡ 0 under the constraints of Theorem 1. Our
strategy is to apply the Nash-Moser method [12, 11] to (2). The main obstacle is the
convection term b · ∇Γ. In general, a kind of critical assumptions on b are necessary
(for instance, |b| ≤ C⋆
r
, or |b| ≤ C⋆√−t or b ∈ BMO−1. See [5, 7] for references). Here
3
we use a modified Nash-Moser approach which is of independent interest, and exploit
the inherent oscillation information on the stream function from z-periodicity. This
overcomes the lack of crucial critical assumptions on b.
The proof will be given in three steps. In Section 2, we use adapted Moser iteration
to prove a mean value inequality which gives local maximum estimates. In Section
3, we use a Nash’s inequality to provide lower bounds of certain solutions to (2). In
Section 4, we prove Harnack type estimates and finish the proof.
2 Mean Value Inequality
Usually, the first step of the Nash-Moser approach is to obtain a kind of mean value
inequality like
sup
QR/2
|Λ| ≤ C
{
1
R5
∫∫
QR
|Λ|2dxds
} 1
2
,
for subsolutions Λ to (2), where QR = (−R2, 0)×BR is the standard parabolic cube, see
for instance [11, 7, 13, 15]. Here we have to use a rather different choice of space-time
domains, adapted to the periodicity condition. Suppose v in Theorem 1 has period Z0
in the z direction. We write
DR = {x ∈ R3 | 0 ≤ r < R, θ ∈ S1, 0 ≤ z < Z0}
for R > 0, and PR = (−R2, 0)×DR.
Lemma 2. Assume that Λ ≥ 0 is a Lipschitz subsolution to (2) in (−∞, 0]×R3, with
b as in (3) and bounded, i.e. Λ satisfies
∂tΛ−∆Λ+ 2
r
∂rΛ + b · ∇Λ ≤ 0, (4)
in the sense of distributions. Also assume that Λ has period Z0 in the z-direction and
Λ
∣∣
r=0
= 0. Then for any R ≥ 1, we have
sup
PR/2
|Λ| ≤ C⋆
{
1
R4
∫∫
PR
|Λ|2dxds
} 1
2
, (5)
where the constant C⋆ does not depend on R.
We will apply Lemma 2 to the case Λ = (δ − Φ)+, where 0 < δ < 1 is a constant
and Φ will be defined in Section 4. In the proof of Lemma 2 below, a key point is to use
two-dimensional cut-off functions. It is worth noticing that the mean value inequality
(5) may not hold when R approaches 0, while we only need it when R ≥ 1.
Proof. We apply a modified version of Moser’s iteration technique. In the proof, C
represents constants independent of R, whose value may change from line to line. Set
4
1
2
≤ σ2 < σ1 ≤ 1 and choose ψ1(s, r, θ, z) = η1(s)φ1(r) to be a smooth cut-off function
defined on P1 satisfying:

suppφ1 ⊂ Dσ1 , φ1 = 1 on Dσ2 ,
supp η1 ⊂ (−(σ1)2, 0], η1(s) = 1 on (−(σ2)2, 0],
0 ≤ φ1 ≤ 1, 0 ≤ η1 ≤ 1,
|η′1| . 1(σ1−σ2)2 , |∇φ1| . 1σ1−σ2 .
(6)
Consider the cut-off functions ψR(s, x) = η1(
s
R2
)φ1(
x
R
). Testing (4) by Λψ2R gives
− 1
2
∫ t
−∞
∫
DR
(
∂sΛ
2 + (b · ∇)Λ2 + 2
r
∂rΛ
2
)
ψ2Rdxds
≥ −
∫ t
−∞
∫
DR
(∆Λ)Λψ2Rdxds
=
∫ t
−∞
∫
DR
(|∇Λ|2ψ2R + Λ∇Λ · ∇ψ2R) dxds,
for any t ≤ 0. From now on we often abbreviate ∫ t−∞ ∫DR as ∫∫ and omit dxds, unless
there is any confusion. Since∫∫
|∇Λ|2ψ2R ≥
∫∫ (
1
2
|∇(ΛψR)|2 − Λ2|∇ψR|2
)
,
we get ∫
(Λ2ψ2R)(t, ·)dx+
∫∫
|∇(ΛψR)|2
≤
∫∫
−
(
(b · ∇)Λ2 + 2
r
∂rΛ
2
)
ψ2R (7)
+
∫∫ (
Λ2∂sψ
2
R + 2Λ
2|∇ψR|2 − 2Λ∇Λ · ∇ψ2R
)
.
Now we treat the right hand side term by term. For the first term, we use ∇·b = 0
to get
−
∫∫
(b · ∇)Λ2ψ2R = −
∫∫
(vr∂rΛ
2 + vz∂zΛ
2)ψ2R
=
∫∫
(∂rv
r +
vr
r
+ ∂zv
z)Λ2ψ2R + v
rΛ2∂rψ
2
R
=
∫∫
vrΛ2∂rψ
2
R. (8)
Define the usual angular stream function Lθ(t, r, z) by
∇× (Lθeθ) = vrer + vzez,
5
Such an Lθ exists since b is divergence free. Moreover Lθ is periodic in z with period
Z0 under our assumptions. We write
vr = −∂zLθ = −∂z(Lθ(t, r, z)− Lθ(t, r, 0)). (9)
One can check that the oscillation of Lθ in z satisfies
|Lθ(t, r, z)− Lθ(t, r, 0)| ≤ sup |vr(t, r, ·)|Z0 . 1, (10)
for any z ∈ R. Hence we have∫∫
vrΛ2∂rψ
2
R =
∫∫
(Lθ(t, r, z)− Lθ(t, r, 0)) ∂zΛ2∂rψ2R
≤ C
∫∫
Λ2(∂rψR)
2 +
1
8
∫∫
(∂zΛ)
2ψ2R
≤ C
(σ2 − σ1)2R2
∫∫
Pσ1R
Λ2 +
1
8
∫∫
(∂z(ΛψR))
2. (11)
For the second term in (7), using Λ
∣∣
r=0
= 0 we get
−
∫∫
2
r
∂rΛ
2ψ2R =
∫∫
2Λ2
∂rψ
2
R
r
≤ C
(σ2 − σ1)R2
∫∫
Pσ1R
Λ2. (12)
The last three terms in (7) are easier:∫∫
Λ2∂sψ
2
R + 2Λ
2|∇ψR|2 − 2Λ∇Λ · ∇ψ2R
≤ C
(σ2 − σ1)2R2
∫∫
Pσ1R
Λ2 +
1
8
∫∫
|∇(ΛψR)|2. (13)
Combing (7),(8),(11),(12),(13), and using the properties of the cutoff functions (6), we
arrive at
sup
t≤0
‖(ΛφR)(t, ·)‖2L2x(DR) + ‖∇(ΛψR)‖2L2tL2x(PR)
≤ C
(σ1 − σ2)2R2
∫∫
Pσ1R
Λ2. (14)
We have to use the following Sobolev embedding inequality for periodic functions:
‖f‖L3x(D1) ≤ C‖∇f‖L2x(D1), (15)
6
for any f having period Z0 in z and compactly supported in r ≤ 1 in the other two
dimensions. To verify (15), one can argue as follows. Choose a cut-off function
g(z) =


1, 0 < z ≤ NZ0,
2− z
NZ0
, NZ0 ≤ z < 2NZ0,
0, otherwise,
with N large. By the usual Sobolev embedding, after extending f to the whole space
in the periodic way along the z axis, we deduce
N
1
3
2
‖f‖L3(D1) ≤ ‖fg‖L3(R3)
≤ CN 16‖fg‖L6(R3) ≤ CN 16‖∇(fg)‖L2(R3)
≤ CN 16‖(∇f)g‖L2(R3) + CN 16‖f(∂zg)‖L2(R3)
≤ CN 23‖∇f‖L2(D1) + CN−
1
3‖f‖L2(D1),
which clearly implies (15). By scaling argument in the x1 and x2 directions, we have
R−
2
3‖(ΛψR)(t, ·)‖L3x(DR) ≤ C‖∇(ΛψR)‖L2x(DR).
We emphasize here that R should be bounded from below, say by 1. Interpolation
from (14) gives (
1
R4
∫∫
Pσ2R
Λ
5
2
) 2
5
≤ C
σ1 − σ2
(
1
R4
∫∫
Pσ1R
Λ2
) 1
2
,
where C does not depend on R. Observe that Λ(
5
4
)k , k ≥ 1 are also positive subsolu-
tions to (2). Hence one can clearly repeat the above estimates to derive(
1
R4
∫∫
Pσ2kR
Λ2×(
5
4
)k+1
) 2
5
≤ C
σ1k − σ2k
(
1
R4
∫∫
Pσ1kR
Λ2×(
5
4
)k
) 1
2
,
for any 1
2
≤ σ2k < σ1k ≤ 1. This is equivalent to(
1
R4
∫∫
Pσ2kR
Λ2×(
5
4
)k+1
) 1
2
×( 4
5
)k+1
≤
(
C
σ1k − σ2k
)( 4
5
)k
(
1
R4
∫∫
Pσ1kR
Λ2×(
5
4
)k
) 1
2
×( 4
5
)k
.
It remains to choose σ1k and σ2k converging to
1
2
and iterate the above inequalities.
This process is standard [11], thus omitted.
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3 Estimates for − ln Φ
In this section, we prove two important lemmas, which will lead to lower bounds of
certain solutions of (2) in Section 4. The proofs are based on ideas in [7], [3] and [17].
The observations (9), (10) made in Section 2 will be essentially used here again.
Assume that Φ is a positive z-periodic solution to (2) in PR = (−R2, 0) × DR.
Without loss of generality, we let the z-period to be Z0 = 1 from now on, for simplicity
of presentation. We also assume that Φ
∣∣
r=0
≥ 1
2
. In Section 4, Φ will be taken as (36).
We denote Ψ = − ln Φ. The equation for Ψ reads
∂tΨ+ b · ∇Ψ+ 2
r
∂rΨ−∆Ψ+ |∇Ψ|2 = 0. (16)
Choose cut-off functions ζR(r, θ, z) = ζ1(
r
R
) such that{
ζR = 1, for x ∈ DR/2,
|∂rζR| . 1R , ∂θζR = ∂zζR = 0.
(17)
By multiplying (16) with ζ2R and integrating in the space variables only, we get
∂t
∫
DR
Ψζ2Rdx+
∫
DR
|∇Ψ|2ζ2Rdx
=
∫
DR
−b · ∇Ψζ2R −
2
r
∂rΨζ
2
R −∇Ψ · ∇ζ2R
≤
∫
DR
−b · ∇Ψζ2R −
2
r
∂rΨζ
2
R +
1
6
|∇Ψ|2ζ2R + C|∇ζR|2.
Using the properties (17), we arrive at
∂t
∫
Ψζ2Rdx+
5
6
∫
|∇Ψ|2ζ2Rdx
≤ C +
∫ (
−b · ∇Ψ− 2
r
∂rΨ
)
ζ2Rdx. (18)
The drift term can be estimated in the spirit of (8) and (11),∫
−b · ∇Ψζ2R =
∫
(vr∂rζ
2
R + v
z∂zζ
2
R)Ψ
= −
∫
∂z(Lθ(r, z, t)− Lθ(r, 0, t))∂rζ2RΨ
=
∫
(Lθ(r, z, t)− Lθ(r, 0, t))∂rζ2R∂zΨ
≤ C + 1
6
∫
|∇Ψ|2ζ2R. (19)
8
Here we just used |DR| ∼ R2 for large R.
To proceed, we need the weighted Poincare´ inequality in our periodic domain
DR (R ≥ 1), ∫
DR
|Ψ− Ψ¯|2ζ2Rdx ≤ CR2
∫
DR
|∇Ψ|2ζ2Rdx, (20)
where
Ψ¯ =
(∫
ζ2Rdx
)−1 ∫
Ψζ2Rdx.
To check this we first use the usual weighted Poincare´ inequality in two dimensions to
deduce ∫
DR
|Ψ− [Ψ](z)|2ζ2Rdx ≤ CR2
∫
DR
|∇Ψ|2ζ2Rdx,
where
[Ψ](z) =
(∫∫
ζ2Rrdrdθ
)−1 ∫∫
Ψζ2Rrdrdθ.
Moreover, since [Ψ] depends only on z, and Ψ¯ = Z−10
∫ Z0
0
[Ψ](z)dz, we have
∫
DR
|[Ψ]− Ψ¯|2ζ2Rdx ≤ CR2
∫ Z0
0
|[Ψ]− Ψ¯|2dz
≤ CR2
(∫ Z0
0
|∂z[Ψ]|dz
)2
≤ C
R2
(∫
DR
|∂zΨ|ζ2Rdx
)2
≤ C
∫
DR
|∂zΨ|2ζ2Rdx.
Here we have used a one-dimensional Sobolev imbedding, passing from line 1 to line 2.
This proves (20).
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Now integration by parts and (20) give
−
∫
2
r
∂rΨζ
2
Rdx = 2
∫∫
(Ψ− Ψ¯)ζ2Rdθdz
∣∣
r=0
+ 2
∫
(Ψ− Ψ¯)∂rζ
2
R
r
dx
= C − CΨ¯ + 2
∫
(Ψ− Ψ¯)∂rζ
2
R
r
dx
≤ C − CΨ¯ + 1
6
∫
|∇Ψ|2ζ2Rdx
+ CR2
∫ (
∂rζR
r
)2
dx
≤ C ′ − CΨ¯ + 1
6
∫
|∇Ψ|2ζ2Rdx. (21)
Hence, from (18),(19),(21), we get a crucial differential inequality:
∂t
∫
Ψζ2Rdx+ C1Ψ¯ ≤ −
1
2
∫
|∇Ψ|2ζ2Rdx+ C2, (22)
for t ∈ [−R2, 0] and C1, C2 > 0 independent of R. At this point, we claim that the
following lemma holds, since the same arguments in [7] can be applied to our situation
with some adjustments on the region of integration.
Lemma 3. Let Φ ≤ 1 be a positive z-periodic solution to (2) in PR(R ≥ 1) which
satisfies
‖Φ‖L1(P (R
2
)) ≥ κR4, (23)
for some 0 < κ < 1. Moreover we assume that Φ
∣∣
r=0
≥ 1
2
. Then there holds
−
∫
ζ2R(x) lnΦ(t, x)dx ≤ MR2, (24)
for all t ∈ [−κR2
4
, 0] and some positive constant M depending only on κ.
Proof. For the sake of completeness, we present the proof here. Note that
dµ =
1
R2
(∫
ζ21dx
)−1
ζ2Rdx
is a probability measure. By Nash’s inequality(see Lemma 4 below) and the weighted
Poincare´ inequality (20), and since Ψ = − ln Φ,∣∣∣∣ln
(∫
DR
Φdµ
)
+
∫
DR
Ψdµ
∣∣∣∣
2(∫
DR
Φdµ
)2
≤ | supΦ|2
∫
DR
∣∣Ψ− Ψ¯∣∣2 dµ
≤ C3
∫
DR
|∇Ψ|2ζ2Rdx. (25)
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For simplicity we write a =
∫
ζ21dx > 0. Plugging (25) into (22) gives
aR2∂tΨ¯(t) + C1Ψ¯(t)
≤ C2 − 1
2C3
∣∣∣∣ln
∫
DR
Φdµ+
∫
DR
Ψdµ
∣∣∣∣
2(∫
DR
Φdµ
)2
. (26)
Now we consider the set
W = {s ∈ [−1
4
R2, 0] :
∫
DR
2
Φ(s)dx ≥ κ
2
R2},
and denote its characteristic function by χ(s). Due to the condition (23), we have
κR4 ≤
∫
PR/2
Φdxdt =
∫
W
∫
DR/2
Φ(s)dxds
+
∫
[−R2/4,0]−W
∫
DR/2
Φ(s)dxds
≤ |W ||DR/2| sup
DR/2
|Φ|+ R
2
4
κR2
2
≤ πR
2
4
|W |+ κR
4
8
.
This gives
|W | ≥ κR
2
2
. (27)
From aR2∂tΨ¯ + C1Ψ¯ ≤ C2, it is easy to derive that
Ψ¯(s2) ≤ Ψ¯(s1) + C2
C1
, (28)
for any −R2
4
≤ s1 ≤ s2 ≤ 0. If for some −R24 ≤ s ≤ −κR
2
4
, there holds
Ψ¯(s) ≤ 2
∣∣∣ln κ
2a
∣∣∣ + 8a√C2C3
κ
,
then due to (28), the conclusion (24) holds with
M = a
(
2
∣∣∣ln κ
2a
∣∣∣+ 8a√C2C3
κ
+
C2
C1
)
.
Otherwise, for all −R2
4
≤ s1 ≤ s2 ≤ 0 we have
Ψ¯(s) ≥ 2
∣∣∣ln κ
2a
∣∣∣ + 8a√C2C3
κ
.
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For s ∈ W ∩ [−R2
4
,−κR2
4
], one has
ln
∫
DR
Φ(s)dµ ≥ ln
∫
DR/2
Φ(s)dµ ≥ ln κ
2a
.
In this case, (26) and Ψ ≥ 0 gives
aR2∂tΨ¯(t) ≤ aR2∂tΨ¯(t) + C1Ψ¯(t) ≤ −C4χ(t)Ψ¯(t)2, (29)
for t ∈ [−R2
4
,−κR2
4
]. Note that (27) implies
∫ −κR2/4
−R2/4
χ(s)ds ≥ κR
2
4
.
Solving the Riccati type inequality (29) clearly gives an absolute upper bound for
Ψ¯(−κR2
4
). See [7] Lemma 3.2 for details. The conclusion (24) follows immediately by
(28).
The Nash inequality used earlier can be found in [2]. We give an easier proof here.
Lemma 4. Let µ be a probability measure. Then for any integrable function Φ > 0 we
have ∣∣∣∣ln
(∫
Φdµ
)
−
∫
ln Φdµ
∣∣∣∣
(∫
Φdµ
)
≤ (supΦ)
∫ ∣∣∣∣ln Φ−
∫
ln Φdµ
∣∣∣∣ dµ. (30)
Proof. After multiplying Φ by a constant which leaves (30) invariant, one may assume
that
∫
ln Φdµ = 0. In this case, Jensen’s inequality gives
ln
∫
Φdµ ≥
∫
ln Φdµ = 0.
For the convex function f(α) = α lnα, using Jensen’s inequality again we get
ln
(∫
Φdµ
)(∫
Φdµ
)
≤
∫
Φ lnΦdµ
≤ (supΦ)
∫
| lnΦ|dµ.
This proves (30).
We shall need another auxiliary lemma giving a lower bound for
∫
PR
Φ dxdt, which
makes Lemma 3 applicable.
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Lemma 5. Let Φ be a nonnegative z-periodic solution(with period Z0 = 1 in the z
direction) to (2) in PR (R ≥ 1), satisfying
Φ
∣∣
r=0
≥ 1
2
.
Then
‖Φ‖L1(PR) ≥ κR4, (31)
for some absolute constant κ > 0 independent of R.
Proof. We may assume that Φ > 0. Otherwise one can work with Φ+ ǫ and let ǫց 0.
Consider cut-off functions ψ = ψR(t, x) compactly supported on PR, satisfying

ψR = 1, for (t, x) ∈ [−34R2,−14R2]×DR/2,
∂zψR = 0, |∇ψR| . 1R ,
|∂tψR|, |∇2ψR| . 1R2 .
(32)
For simplicity of presentation, we will drop the index R in ψR unless stated otherwise.
Let us test (2) by 1
2
√
Φ
ψ2R in the domain PR:∫
PR
−
√
Φ∂tψ
2 +
2
r
∂r(
√
Φ)ψ2 + b · ∇
√
Φψ2 =
∫
PR
∆Φ
ψ2
2
√
Φ
=
∫
PR
√
Φ∆ψ2 + 4
∫
PR
|∇(Φ 14 )|2ψ2. (33)
The singular drift term can be estimated similarly as before,∫
2
r
∂r
√
Φψ2 = −2
∫∫∫ √
Φ
∣∣
r=0
ψ2dθdzdt− 2
∫ √
Φ
∂rψ
2
r
≤ −κ1R2 − 2
∫ √
Φ
∂rψ
2
r
, (34)
where κ1 is a positive constant. Then we again use ∇ · b = 0 and vr = −∂z(Lθ −
Lθ(t, r, 0)) to get ∫
b · ∇
√
Φψ2 = −
∫
vr
√
Φ∂rψ
2
=
∫
(Lθ − Lθ(t, r, 0))∂z
√
Φ∂rψ
2
≤
∫
|∇(Φ 14 )|2ψ2 + C
∫ √
Φ(∂rψ)
2. (35)
We plug (34), (35) into (33) to get∫
PR
√
Φ(−∂tψ2 − 2∂rψ
2
r
+ C(∂rψ)
2 −∆ψ2) ≥ κ1R2.
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Due to (32) we have ∫
PR
√
Φ
1
R2
≥ κ2R2,
for some positive constant κ2 independent of R. It remains to conclude (31) using
Ho¨lder’s inequality.
4 Harnack estimates
Let us work with |Γ| ≤ 1 and Z0 = 1. It suffices to prove that Γ ≡ 0 to deduce Theorem
1, as explained in the strategy of proof.
Let R > 0. We may assume that
sup
PR
Γ ≤ − inf
PR
Γ.
Otherwise consider −Γ. Let
Φ =
Γ− infPR Γ
supPR Γ− infPR Γ
. (36)
Then 0 ≤ Φ ≤ 1 and Φ∣∣
r=0
≥ 1
2
. By Lemma 3 and Lemma 5 we deduce that for all
t ∈ [−κR2
4
, 0],
−
∫
ζ2R(x) lnΦ(t, x)dx ≤ MR2.
By Chebyshev’s inequality, for any 0 < δ < 1 and t ∈ [−κR2
4
, 0],
|{x ∈ DR/2 : Φ(t, x) ≤ δ}| ≤ MR
2
| ln δ| . (37)
Since (δ − Φ)+ is a nonnegative Lipschitz subsolution to (2), we apply Lemma 2 and
use (37) to deduce
sup
P√κR/4
(δ − Φ)+ .
{
1
R4
∫∫
P√κR/2
(δ − Φ)2+dxdt
} 1
2
≤
{
Mδ2
R2| ln δ|
} 1
2
.
Choose a δ small enough we get a point-wise lower bound
Φ(t, x) ≥ δ
2
,
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for (t, x) ∈ P√κR/4. This implies(
sup
P√κR/4
− inf
P√κR/4
)
Φ ≤ 1− σ,
for some constant σ > 0. Hence(
sup
P√κR/4
− inf
P√κR/4
)
Γ ≤ (1− σ)
(
sup
PR
− inf
PR
)
Γ. (38)
Iterating (38) for a sequence of Rk → ∞, we get Γ ≡ Γ(t = 0, x = 0) = 0. As
mentioned earlier, this implies v = cez with c being a constant.
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