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Abstract
An analysis of convex stochastic programs is provided if the underlying proba-
bility distribution is subjected to (small) perturbations. It is shown, in particular,
that ε-approximate solution sets of convex stochastic programs behave Lipschitz
continuous with respect to certain distances of probability distributions that are
generated by the relevant integrands. It is shown that these results apply to
linear two-stage stochastic programs with random recourse. Consequences are
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1 Introduction
Stochastic programming deals with models for optimization problems under (stochas-
tic) uncertainty that require a decision on the basis of probabilistic information about
random data. Typically, deterministic equivalents of such models are, finite- or infinite
dimensional, nonlinear programs depending on the properties of the distribution of the
random components of the problems. Their solutions depend on the probability dis-
tribution of the random data via certain expectation functionals. Many deterministic
equivalents of stochastic programming models take the form
min IEPf0(x) :=
∫
Ξ
f0(ξ, x)P (dξ) : x ∈ X (1)
where X a closed convex subset of IRm, Ξ a closed subset of IRs, P is a Borel probability
measure on Ξ and IEP denotes expectation with respect to P . The function f0 from
IRm × Ξ to IR = [−∞,∞] is a convex random lsc (lower semicontinuous) function 1
and, in particular, this means
1The concept of a random lsc function is due to Rockafellar [19] who introduced it in the context
of the calculus of variations under the name of ‘normal integrand.’ Further properties of random lsc
functions are set forth in [20, Chapter 14], [30].
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• (ξ, x) 7→ f0(ξ, x) is Borel measurable ,
• for all ξ ∈ Ξ, f0(·, ξ) is lsc and convex.
It is part of the stochastic programming folklore, repeatedly observed in practice, that
the solutions, or at least the approximating solutions, are quite robust with respect to
reasonable perturbations of the probability distribution of the random components of
the problem. In this paper, we substantiate this belief by focusing our analysis on the
approximating solutions for which we are able to derive Lipschitz continuity without
even requiring fixed (deterministic) recourse.
In the following, we denote by P(Ξ) the set of all Borel probability measures on Ξ and
by v(P ), S(P ) and Sε(P ) (ε ≥ 0) the optimal value, the solution set and the set of
ε-approximate solutions to (1), i.e.,
v(P ) := inf IEPf0 := inf {IEPf0(x) : x ∈ X}
S(P ) := argmin IEPf0 := S0(P ),
Sε(P ) := ε-argmin IE
Pf0 := {x ∈ X : IEPf0(x) ≤ v(P ) + ε}.
Since, in practice, the underlying probability distribution P is often not known pre-
cisely, the stability behavior of the stochastic program (1) when changing (perturbing,
estimating, approximating) P is important. Here, stability refers to continuity proper-
ties of the optimal value function v(.) and of the set-valued mapping Sε(.) at P , where
both v(.) and Sε(.) are regarded as mappings given on certain subset of P(Ξ) equipped
with some probability (semi) metric.
Early work on stability of stochastic programs is reported in [9, 17, 24] and later in
[1]. Quantitative stability of two-stage models was studied, e.g., in [22, 23, 26, 16]. A
recent survey of stability results in stochastic programming is given in [21]. Most of
the recent contributions to (quantitative) stability use the general framework and the
results of [3, 12] and [20, Chapter 7J], respectively.
In the present paper, we take up an issue brought to the fore in [34, Section 4]. Since
solutions derived, when actually solving (1), are usually ε-approximate solutions of an
approximating problem where P has been replaced by an approximating measure Q,
it is crucial to investigate the (quantitative) continuity properties of the (set-valued)
mapping ε-argmin as a function of P , i.e., P 7→ Sε(P ), from P of probability measures
to the space of closed convex subsets of IRm.
Quantitative perturbation results for ε-approximate solutions in optimization are given
in [4] and [20, Chapter 7J]. The corresponding estimates make use of the epi-distance
between the objective functions of (1) and its perturbations. In our analysis, the
corresponding subset P of probability measures is determined by satisfying certain
moment conditions that are related to growth properties of the integrand f0 with
respect to ξ. The epi-distances of the objective functions can be bounded by some
probability semi-metric of the form
dF(P,Q) = sup
{∣∣∣∣∫
Ξ
ψ(ξ)P (dξ)−
∫
Ξ
ψ(ξ)Q(dξ)
∣∣∣∣ : ψ ∈ F} (2)
2
where F is an appropriate class of measurable functions from Ξ to IR and P , Q
are probability measures in P. First, we show in Section 2 that classes of the form
Fρ = {f0(·, x) : x ∈ X ∩ ρIB}, for some ρ > 0, and the corresponding distance dFρ are
suitable to derive the desired stability results.
In Section 3 we then provide characterizations of the function classes Fρ for two-stage
models with random recourse. While the continuity of the integrands f0 with respect
to ξ is well understood for fixed recourse [32], much less is known for random recourse.
We deal with the following two cases: (i) full random recourse by imposing local
Lipschitz continuity of the dual feasibility mapping and (ii) lower diagonal randomness
of the recourse matrix. The latter situation occurs for multi-period two-stage models
with random technology matrices. Based on these characterizations, we show that
the distances dFρ are bounded by Fortet-Mourier (type) metrics and that the metric
entropy of Fρ in terms of bracketing numbers is reasonably ”small”. In this way, we
obtain new results on stability (Corollaries 3.5 and 4.3) and on the asymptotic behavior
of nonparametric statistical estimates (Theorem 5.2) of random recourse models.
2 Quantitative Stability
Given the original probability measure P and a perturbation Q of P we will give quan-
titative estimates of the distance between (v(Q), Sε(Q)) and (v(P ), Sε(P )) in terms of
a probability metric of the type (2). Our analysis will be based on the general pertur-
bation results for optimization models in [20, Section 7J].
Let us now introduce functions spaces and probability measures that are useful for
characterizing classes of probability distributions such that the stochastic program (1)
is well-defined and one can proceed with the perturbation analysis. We consider
F = {f0(·, x) : x ∈ X},
PF = {Q ∈ P(Ξ) :
∫
Ξ
inf
x∈X∩ρIB
f0(ξ, x)Q(dξ) > −∞ , and
sup
x∈X∩ρIB
∫
Ξ
f0(ξ, x)Q(dξ) <∞ , for all ρ > 0},
where IB denotes the closed unit ball in IRm. We note that the infimum function
ξ 7→ infx∈X∩ρIB f0(ξ, x) is measurable for each ρ > 0 as f0 is a random lsc function, cf.
[20, Theorem 14.37].
For any ρ > 0 and probability measures P, Q ∈ PF we consider their dF , ρ distance
defined by
dF , ρ(P,Q) = sup
x∈X∩ρIB
|IEPf0(x)− IEQf0(x)| .
Hence, dF , ρ is a distance of type (2) where the relevant class of functions is Fρ =
{f0(·, x) : x ∈ X ∩ ρIB}. It is nonnegative, finite, symmetric and satisfies the triangle
inequality, i.e., it is a semi-metric on PF . In general, however, the class Fρ will not
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be rich enough to guarantee dF , ρ(P,Q) = 0 implies P = Q. A valuable consequence
of the definition of the class PF is that, for any Q belonging to PF , the function
x 7→ IEQf0(x) = ∫Ξ f0(ξ, x)Q(dξ) is lsc, by appealing to Fatou’s lemma, and convex on
IRm.
Since our statements and proofs rely extensively on estimates for the epi-distance be-
tween (lsc) functions, we include a brief review of the relevant definitions and implica-
tions. Let dC(x) = d(x, C) denote the distance of a point to a non-empty closed set.
The ρ−distance between two non-empty closed sets is by definition
dlρ(C,D) = sup
||x||≤ρ
|dC(x)− dD(x)|.
In fact, it is just a pseudo-distance from which one can build a metric on the hyperspace
of closed sets, for example, by setting dl(C,D) =
∫∞
0 dlρ(C,D)e
−ρ dρ. Estimates for
the ρ-distance can be obtained by relying on a ’truncated’ Pompeiu-Hausdorff type
distance:
dˆlρ(C,D) = inf
{
η ≥ 0 : C ∩ ρIB ⊂ D + ηIB, D ∩ ρIB ⊂ C + ηIB
}
.
Indeed one always has [20, Proposition 4.37(a)],
dˆlρ(C1, C2) ≤ dlρ(C1, C2) ≤ dˆlρ′(C1, C2)
for ρ′ ≥ 2ρ + max {dC1(0), dC2(0) }. Our main result is stated in terms of this latter
distance notion. If we let ρ → ∞, we end up with dlρ(C,D) and dˆlρ(C,D) tending to
dl∞(C,D), the Pompeiu-Hausdorff distance between the closed non-empty sets C and
D, see [20, Corollary 4.38].
The distance between (lsc) functions is measured in terms of the distance between their
epigraphs, so for ρ > 0,
dlρ(f, g) = dlρ(epi f, epi g), dˆlρ(f, g) = dˆlρ(epi f, epi g).
and dl(f, g) = dl(epi f, epi g). However, since our sets are epigraphs (in IRm+1), it is
convenient to rely on the ‘unit ball’ to be IB × [−1, 1], this brings us to an ‘auxiliary’
distance dˆl
+
ρ (f1, f2) defined as the infimum of all η ≥ 0 such that for all x ∈ ρIB,
minIB(x,η) f2 ≤ max{ f1(x),−ρ }+ η minIB(x,η) f1 ≤ max{ f2(x),−ρ }+ η.
For lsc f1, f2 : IR
n → IR, not identically ∞, one has ([20, Theorem 7.61]),
dˆl
+
ρ/
√
2 (f1, f2) ≤ dˆlρ(f1, f2) ≤
√
2 dˆl
+
ρ (f1, f2).
Our first stability result, already announced in [5], is concerned with the solution set
S(P ), rather than Sε(P ) that will be dealt with later on.
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Theorem 2.1 Let P ∈ PF and suppose S(P ) is non-empty and bounded. Then there
exist constants ρ > 0 and δ > 0 such that
|v(P )− v(Q)| ≤ dF , ρ(P,Q)
∅ 6= S(Q) ⊂ S(P ) + ΨP (dF , ρ(P,Q))IB
holds for all Q ∈ PF with dF , ρ(P,Q) < δ, where ΨP is a conditioning function associ-
ated with our given problem (1), more precisely,
ΨP (η) := η + ψ
−1
P (2η), η ≥ 0
with
ψP (τ) := min{IEPf0(x)− v(P ) : d(x, S(P )) ≥ τ}, τ ≥ 0.
Proof: For any Q ∈ PF , the function IEQf0 is lower semicontinuous, proper and
convex. Define
FQ(x) :=
{
IEQf0(x), x ∈ X,
+∞, else,
for each Q ∈ PF and rely on [20, Theorem 7.64] to derive the result. Let ρ¯ > 0 be
chosen such that S(P ) ⊂ ρ¯IB and v(P ) ≥ −ρ¯. For ρ > ρ¯ and δ such that 0 < δ <
min{1
2
(ρ− ρ¯), 1
2
ψP (
1
2
(ρ− ρ¯))}, since FQ and FP are convex, Theorem 7.64 of [20] yields
the estimates
|v(P )− v(Q)| ≤ dˆl+ρ (IEPf0, IEQf0)
∅ 6= S(Q) ⊆ S(P ) + ΨP (dˆl+ρ (IEPf0, IEQf0))IB
for any Q ∈ PF with dˆl+ρ (IEPf0, IEQf0) < δ. Now, let η be chosen such that η ≥
maxx∈X∩ρIB |IEPf0(x)− IEQf0(x)|. Clearly, the inequalities
min
y∈x+ηIB
FQ(y) ≤ max{FP (x),−ρ} + η
min
y∈x+ηIB
FP (y) ≤ max{FQ(x),−ρ} + η
are trivially satisfied when x 6∈ X. When x ∈ X ∩ ρIB, we have
min
y∈x+ηIB
FQ(y) ≤ FQ(x) ≤ FP (x) + η = max{FP (x),−ρ} + η
min
y∈x+ηIB
FP (y) ≤ FP (x) ≤ FQ(x) + η ≤ max{FP (x),−ρ}+ η.
and, thus, dˆl
+
ρ (FP , FQ) ≤ η. Letting η pass to its lower limit leads to
dˆl
+
ρ (FP , FQ) ≤ max
x∈X∩ρIB
|IEPf0(x)− IEQf0(x)| = dF , ρ(P,Q). (3)
Since the function ΨP is increasing, the proof is complete.
Simple examples of two-stage stochastic programs show that, in general, the set-valued
mapping S(.) is not inner semicontinuous at P (cf. [21, Example 26]). Furthermore,
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explicit descriptions of conditioning functions ψP of stochastic programs (like linear or
quadratic growth at solution sets) are only known in some specific cases, for example,
for linear two-stage stochastic programs with finite discrete distribution or with strictly
positive densities of random right-hand sides [25].
As we shall see, we are in much better shape, when we consider the stability properties
of the sets Sε(·) of ε-approximate solutions. Indeed, Sε(·) even satisfies a Lipschitz
property under rather mild assumptions.
Theorem 2.2 Let P,Q ∈ PF and such that the corresponding solution sets S(P ) and
S(Q) are non-empty. Then there exist constants ρ > 0 and ε¯ > 0 such that
dˆlρ(Sε(P ), Sε(Q)) ≤ 4ρ
ε
dF , ρ+ε(P,Q)
holds for any ε ∈ (0, ε¯) where dF , ρ+ε(P,Q) < ε.
Proof: The assumptions imply that both IEPf0 and IE
Qf0 are proper, lsc and convex
on IRm. Let ρ0 be chosen such that both S(P ) ∩ ρ0IB and S(Q) ∩ ρ0IB are non-empty
and min{v(P ), v(Q)} ≥ −ρ0. For ρ > ρ0 and 0 < ε < ε¯ = ρ − ρ0, one obtains, from
the proof of [20, Theorem 7.69], the inclusion
Sε(P ) ∩ ρIB ⊆ Sε(Q) + 2η
ε+ 2η
2ρIB ⊆ Sε(Q) + 4ρ
ε
ηIB,
for all η > dˆl
+
ρ+ε(IE
Pf0, IE
Qf0). This implies
Sε(P ) ∩ ρIB ⊆ Sε(Q) + 4ρ
ε
dˆl
+
ρ+ε(IE
Pf0, IE
Qf0)IB.
The same argument works with P and Q interchanged. Finally, we appeal to the esti-
mate (3) to complete the proof.
The above estimate for ε-approximate solution sets allows for the solution sets to be
unbounded. The result becomes somewhat more tangible if the original solution set
S(P ) is assumed to be bounded.
Corollary 2.3 Let P ∈ PF and S(P ) be non-empty, bounded. Then there exist con-
stants ρˆ > 0 and εˆ > 0 such that
dl∞(Sε(P ), Sε(Q)) ≤ 4ρˆ
ε
dF , ρˆ+ε(P,Q)
holds for any ε ∈ (0, εˆ) and Q ∈ PF such that dF , ρˆ+ε(P,Q) < ε.
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Proof: Let δ and ρ be the constants from Theorem 2.1 and put εˆ = δ. Let ε ∈ (0, εˆ) and
Q ∈ PF such that dF , ρ+ε(P,Q) < ε . Then S(Q) is also non-empty and bounded. Since
the functions IEPf0 and IE
Qf0 are lower semicontinuous and convex, the level sets Sεˆ(P )
and Sεˆ(Q) are bounded since the sets S0(P ) and S0(Q) are bounded (cf. [18, Corollary
8.7.1]). Next we choose ρ0 as in Theorem 2.2 and ρˆ such that ρˆ > max{ρ, ρ0 + εˆ} and
both level sets Sεˆ(P ) and Sεˆ(Q) are contained in ρˆIB. Then the result follows from
Theorem 2.2 by taking into account that
dˆlρˆ(Sε(P ), Sε(Q)) = dl∞(Sε(P ), Sε(Q))
holds because of the choice of ρˆ.
The results illuminate the role of the probability distances dF , ρ given that the parame-
ter ρ > 0 is properly chosen. These probability metrics process the minimal information
about problem (1) and allow us to derive, remarkable stability properties for the opti-
mal values and (approximate) solutions. Clearly, the preceding stability results remain
valid if the set Fρ is enlarged to a set Fˆ and the set PF reduced to a subset on which
the new distance dFˆ is finite and well-defined.
Hence, it is important to identify classes Fˆ of functions that contain {f0(·, x) : x ∈
X ∩ ρIB} for any ρ > 0. For many convex stochastic programming problems the
functions f0(·, x), x ∈ X, are locally Lipschitz continuous on Ξ with certain Lipschitz
constants L(r) on the sets {ξ ∈ Ξ : ‖ξ − ξ0‖ ≤ r} for some ξ0 ∈ Ξ and any r > 0. In
many cases, the growth modulus L(r) does not depend on x, in particular when x is
only varying in a bounded subset of IRm. Hence, function classes of the form
FH := {ψ : Ξ→ IR : ψ(ξ)−ψ(ξ˜) ≤ max{1, H(‖ξ−ξ0‖), H(‖ξ˜−ξ0‖)}‖ξ− ξ˜‖, ∀ξ, ξ˜ ∈ Ξ}
are of particular interest, where H : IR+ → IR+ is nondecreasing, H(0) = 0 and ξ0 ∈ Ξ.
The distances introduced in (2), but with F = FH , i.e.,
dFH (P,Q) = sup
{∣∣∣∣∫
Ξ
ψ(ξ)P (dξ)−
∫
Ξ
ψ(ξ)Q(dξ)
∣∣∣∣ : ψ ∈ FH} := ζH(P,Q)
are so-called Fortet-Mourier metrics, denoted by ζH and defined on
PH(Ξ) := {Q ∈ P(Ξ) :
∫
Ξ
max{1, H(‖ξ − ξ0‖)}‖ξ − ξ0‖Q(dξ) <∞}
(cf. [7, 15]). Important special cases come to light when the function H has the
polynomial form H(t) := tr−1 for r ≥ 1. The corresponding function classes and
distances are denoted by Fr and ζr, respectively. The distances ζr are well defined on
the set
Pr(Ξ) := {Q ∈ P(Ξ) :
∫
Ξ
‖ξ‖rQ(dξ) <∞} (4)
of probability measures having finite r-th order moments.
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3 Stability of Two-Stage Recourse Models
We consider the linear two-stage stochastic program with recourse,
min
{
cx +
∫
Ξ
q(ξ)y(ξ)P (dξ) : W (ξ)y(ξ) = h(ξ)− T (ξ)x, y(ξ) ∈ Y, x ∈ X
}
, (5)
where c ∈ IRm, X ⊆ IRm and Ξ ⊆ IRs are polyhedral, Y ⊆ IRm is a polyhedral cone and
P ∈ P(Ξ). We assume that q(ξ) ∈ IRm, h(ξ) ∈ IRd, the recourse matrix W (ξ) ∈ IRd×m
and the technology matrix T (ξ) ∈ IRd×n may depend affinely on ξ ∈ Ξ.
Denoting by Φ(ξ, q(ξ), h(ξ)− T (ξ)x), the value of the optimal second stage decision,
problem (5) may be rewritten equivalently as a minimization problem with respect to
the first stage decision x. Defining the integrand f0 : Ξ× IRm → IR by
f0(ξ, x) =
{
cx + Φ(ξ, q(ξ), h(ξ)− T (ξ)x) if h(ξ)− T (ξ)x ∈ W (ξ)Y, D(ξ) 6= ∅,
+∞ otherwise,
where, the optimal value function Φ and the dual feasibility set D(ξ), are defined by
Φ(ξ, u, t) := inf{uy : W (ξ)y = t, y ∈ Y }, (ξ, u, t) ∈ Ξ× IRm × IRd
D(ξ) := {z ∈ IRr : W (ξ)>z − q(ξ) ∈ Y ∗}, ξ ∈ Ξ,
where W (ξ)> is the transposed of W (ξ) and Y ∗ the polar cone of Y .
The (equivalent) minimization problem can thus be expressed as
min
{ ∫
Ξ
f0(ξ, x)P (dξ) : x ∈ X
}
. (6)
In order to utilize the general stability results of Section 2, we first recall some well-
known properties of the function Φ (cf. [31]).
Lemma 3.1 For any ξ ∈ Ξ, the function Φ(ξ, ·, ·) is finite and continuous on the
polyhedral set D(ξ)×W (ξ)Y . Furthermore, the function Φ(ξ, u, ·) is piecewise linear
convex on the polyhedral set W (ξ)Y for fixed u ∈ D(ξ), and Φ(ξ, ·, t) is piecewise linear
concave on D(ξ) for fixed t ∈ W (ξ)Y .
We impose the following conditions on problem (6):
(A1) relatively complete recourse: for any (ξ, x) ∈ Ξ×X, h(ξ)− T (ξ)x ∈ W (ξ)Y ;
(A2) dual feasibility: D(ξ) 6= ∅ holds for all ξ ∈ Ξ.
Conditions (A1) and (A2) are standard ones and render problem (6) well-defined. Due
to Lemma 3.1 they imply that f0 is a convex random lsc function with Ξ×X ⊆ dom f0.
As earlier, with the notation
Fρ := {f0(·, x) : x ∈ X ∩ ρIB}, (7)
we obtain our first stability result for model (5) as immediate consequences of Theorem
2.1 and Corollary 2.3.
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Theorem 3.2 Suppose the stochastic program satisfies the relatively complete recourse
(A1) and the dual feasibility (A2) conditions, P ∈ PF and S(P ) is non-empty and
bounded. Then there exist constants ρ > 0 and εˆ > 0 such that
|v(P )− v(Q)| ≤ dF , ρ(P,Q)
dl∞(Sε(P ), Sε(Q)) ≤ 4ρ
ε
dF , ρ+ε(P,Q)
holds for any ε ∈ (0, εˆ) and each Q ∈ PF such that dF , ρ+ε(P,Q) < ε.
The theorem establishes Lipschitz stability of v(.) and Sε in the two-stage case for fairly
general situations. However, the set of (perturbed) probability measures PF and, in
particular, the metrics dF , ρ are rather sophisticated and could be difficult to use in
applications.
To overcome this difficulty, we need to explore quantitative continuity properties of
the integrand f0. Such properties are well known in case of fixed recourse, i.e., in case
W (ξ) ≡ W [32], and have been used to analyze quantitative stability in [16]. Our
first result for random recourse matrices follows the ideas in [33]. There, it is shown
that (semi)continuity properties of parametric optimal value functions are consequences
of the (semi)continuity of the primal and dual feasibility mapping with respect to the
relevant parameters. Next, we verify that a local Lipschitz property of the dual feasible
set-valued mapping ξ 7→ D(ξ) in addition to (A1) implies local Lipschitz continuity of
f0(·, x) with the modulus not depending on having x vary only in a bounded set.
Proposition 3.3 Suppose the stochastic program satisfies the relatively complete re-
course (A1) and the dual feasibility (A2) conditions. Assume also that the mapping
ξ 7→ D(ξ) is bounded-valued and locally Lipschitz continuous on Ξ with respect to the
Pompeiu-Hausdorff distance (on the subsets of IRd), i.e., there exists a constant L > 0,
an element ξ0 ∈ Ξ and a nondecreasing function h : IR+ → IR+ with h(0) = 0 such that
dl∞(D(ξ), D(ξ˜)) ≤ L max{1, h(‖ξ − ξ0‖), h(‖ξ˜ − ξ0‖)}‖ξ − ξ˜‖ (8)
holds for all ξ, ξ˜ ∈ Ξ.
Then, for any ρ > 0, there exist constants Lˆ > 0 and Lˆ(ρ) > 0 such that
f0(ξ, x)− f0(ξ˜, x) ≤ Lˆ(ρ) max{1, H(‖ξ − ξ0‖), H(‖ξ˜ − ξ0‖)}‖ξ − ξ˜‖ (9)
f0(ξ, x)− f0(ξ, x˜) ≤ Lˆmax{1, H(‖ξ − ξ0‖)‖ξ − ξ0‖}‖x− x˜‖ (10)
for all ξ, ξ˜ ∈ Ξ, x, x˜ ∈ X ∩ ρIB, where H is defined by
H(t) := h(t)t, ∀t ∈ IR+. (11)
Proof: Let ρ > 0. Due to (A1) and (A2), the function f0(·, x) is real-valued for every
x ∈ X. For any x, x˜ ∈ X ∩ ρIB and ξ, ξ˜ ∈ Ξ, one has the estimate
f0(ξ, x)− f0(ξ˜, x˜) ≤ cx + (h(ξ)− T (ξ)x)z∗(ξ)− (h(ξ˜)− cx˜− T (ξ˜)x˜)z(ξ˜), (12)
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where z∗(ξ) ∈ D(ξ) is a dual solution of the second-stage problem and z(ξ˜) is some
element in D(ξ˜). We denote by z¯(ξ˜; ξ) the projection of z∗(ξ) onto D(ξ˜), i.e.,
d(z∗(ξ), D(ξ˜)) = ‖z∗(ξ)− z¯(ξ˜; ξ)‖,
yielding
‖z∗(ξ)− z¯(ξ˜; ξ)‖ ≤ dl∞(D(ξ), D(ξ˜)) ≤ Lmax{1, h(‖ξ− ξ0‖), h(‖ξ˜− ξ0‖)}‖ξ− ξ˜‖. (13)
As D(ξ0) is bounded, there exists r > 0 such that ‖z‖ ≤ r for each z ∈ D(ξ0). As the
estimate
d(z¯(ξ˜; ξ), D(ξ0)) ≤ Lmax{1, h(‖ξ˜ − ξ0‖)}‖ξ˜ − ξ0‖
holds for all ξ, ξ˜ ∈ Ξ according to (8), we have
‖z¯(ξ˜; ξ)‖ ≤ max{r, L}max{1, h(‖ξ˜ − ξ0‖)}‖ξ˜ − ξ0‖. (14)
Now, we proceed with our estimate (12) when x = x˜, exploiting the affine linearity of
h(·) and T (·), (13) and (14). Setting z(ξ˜) := z¯(ξ˜; ξ) we obtain
f0(ξ, x)−f0(ξ˜, x) ≤ (h(ξ)− T (ξ)x)(z∗(ξ)− z¯(ξ˜; ξ))
−((h(ξ˜)− h(ξ))− (T (ξ˜)− T (ξ))x)z¯(ξ˜; ξ)
≤ ‖h(ξ)− T (ξ)x‖‖z∗(ξ)− z¯(ξ˜; ξ)‖
+(‖h(ξ˜)− h(ξ)‖+ ‖T (ξ˜)− T (ξ)‖‖x‖)‖z¯(ξ˜; ξ)‖
≤
(
KL(1 + ρ) max{1, ‖ξ − ξ0‖}max{1, h(‖ξ − ξ0‖), h(‖ξ˜ − ξ0‖)}
+K˜ max{r, L}(1 + ρ) max{1, h(‖ξ˜ − ξ0‖)}‖ξ˜ − ξ0‖
)
‖ξ − ξ˜‖
≤ L¯(1 + ρ) max{1, H(‖ξ − ξ0‖), H(‖ξ˜ − ξ0‖)}‖ξ − ξ˜‖
for each ξ, ξ˜ ∈ Ξ and some positive constants K, K˜ and L¯. Thus, (9) is proved with
Lˆ(ρ) = L¯(1 + ρ). Finally, we return to (12) in case ξ = ξ˜, choosing z¯(ξ) = z∗(ξ), we
arrive at the estimate
f0(ξ, x)− f0(ξ, x˜) ≤ c(x− x˜) + T (ξ)(x˜− x)z∗(ξ) ≤ (‖c‖+ ‖T (ξ)‖‖z∗(ξ)‖)‖x− x˜‖
≤ Lˆmax{1, H(‖ξ − ξ0‖)‖ξ − ξ0‖}‖x− x˜‖
for some constant Lˆ > 0 and all ξ ∈ Ξ, x, x˜ ∈ X ∩ ρIB. Here, we used that ‖z∗(ξ)‖ can
be bounded in the same way as z¯(ξ˜; ξ) in (14).
Our next example illustrates the local Lipschitz continuity property (8) of the dual
feasibility mapping D.
Example 3.4 Let m = 4, d = 2, Y = IR4+, Ξ = IR and consider the random (second-
stage) costs and recourse matrix
W (ξ) =
(
1 −1 0 0
−ξ 0 1 −1
)
q(ξ) =

0
0
ξ
−ξ

Then W (ξ)Y = IR2 (complete recourse) and D(ξ) = [0, ξ2]×{ξ}. Hence, the conditions
(A1), (A2) and (8) are satisfied with h(t) = t for each t ∈ IR+.
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We can reformulate the conclusions of the preceding proposition in terms of the Fortet-
Mourier metrics defined on PH(Ξ), the space of probability measures.
Corollary 3.5 Let the assumptions of Proposition 3.3 be satisfied, P ∈ PH(Ξ) and
S(P ) be non-empty and bounded.
Then there exist constants Lˆ > 0, ρ > 0 and εˆ > 0 such that
|v(P )− v(Q)| ≤ LˆζH(P,Q)
dl∞(Sε(P ), Sε(Q)) ≤ 4ρLˆ
ε
ζH(P,Q)
holds for any ε ∈ (0, εˆ) and each Q ∈ PH(Ξ) such that ζH(P,Q) < ε where H is defined
by (11), ζH(P,Q) is Fortet-Mourier metric on PH(Ξ).
Proof: The estimate (9) implies dF , ρ(P,Q) ≤ LˆζH(P,Q) with Lˆ = Lˆ(ρ) and, hence,
the result follows from Theorem 3.2.
When W (ξ) ≡ W , the mapping ξ 7→ D(ξ) is even Lipschitz continuous with respect
to the Pompeiu-Hausdorff distance dl∞. Hence, H(ξ) ≡ ξ and FH = F2, and then the
previous result boils down to [16, Proposition 3.2].
4 Two-Stage Multi-period Models
If the second stage of a stochastic program with recourse models a (stochastic) dynam-
ical decision process, as is the case in a variety of applications, our two-stage problem
takes on the form:
min
{
cy0+
∑`
j=1
qj(ξ)yj :y0 ∈ X, yj ∈ Yj,Wjjyj = hj(ξ)−Wjj−1(ξ)yj−1, j = 1, . . . , `
}
(15)
where for j = 1, . . . , `, Yj ∈ IRmj are polyhedral sets for some finite ` and first-stage
decision x := y0; the matrices Wj,j−1(ξ) are (potentially) stochastic. Then the second
stage program has separable block structure, i.e., the recourse variable y has the form
y = (y1, . . . , y`), the polyhedral set Y is the Cartesian product of polyhedral sets
Yj ∈ IRmj , j = 1, . . . , `, the element T (ξ)x has the components T1(ξ)x := W10(ξ)x and
Tj(ξ)x = 0, j = 2, . . . , `, and the random recourse matrix W (ξ) is of the form
W (ξ) =

W11 0 0 0 · · · 0 0 0
W21(ξ) W22 0 0 · · · 0 0 0
0 W32(ξ) W33 0 · · · 0 0 0
...
...
...
...
...
...
...
...
0 0 0 0 · · · W`−1`−2(ξ) W`−1`−1 0
0 0 0 0 · · · 0 W``−1(ξ) W``

, (16)
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i.e., all matrices Wjj, j = 1, . . . , `, in the diagonal of W (ξ) are non-stochastic. Denoting
by qj(ξ) and hj(ξ) the components of q(ξ) and h(ξ), respectively, the integrand f0 is
of the form
f0(ξ, x) = cx+ inf
{ ∑`
j=1
qj(ξ)yj : Wjjyj = hj(ξ)−Wjj−1(ξ)yj−1, yj ∈ Yj, j = 1, . . . , `
}
=: cx+ Ψ1(ξ, x),
where the function Ψ1 is given by the recursion
Φj(ξ, uj−1) := inf
{
qj(ξ)yj + Ψj+1(ξ, yj) : Wjjyj = uj−1, yj ∈ Yj
}
(17)
Ψj(ξ, yj−1) := Φj(ξ, hj(ξ)−Wjj−1(ξ)yj−1) (18)
for j = `, . . . , 1, where y0 = x and Ψ`+1(ξ, y`) ≡ 0.
While the continuity and growth properties of the function f0(·, x) in case ` = 1 may
be derived from Lemma 3.1, we need an extended result for establishing Lipschitz
continuity properties of the inf-projection Φj for j = 1, . . . , `. The results in [35] were
developed precisely to deal with the present situation. To state the result, we denote
by D∞ the horizon cone of a convex set D ⊆ IRm. It consists of all elements xd ∈ IRm
such that x + λxd ∈ D for all x ∈ D and λ ∈ IR+. Clearly, we have D∞ = {0} if D
is bounded. Furthermore, D∞ is polyhedral if D is polyhedral. Next we record [35,
Proposition 4.4] and provide a self-contained proof for the convenience of the reader.
Lemma 4.1 Let h ∈ IRd, W ∈ IRd×n and Y ⊆ IRn be polyhedral. Let u = (u1, u2) ∈
IRn × IRd and
Φ(u) := inf{f(u1, y) : Wy = h− u2, y ∈ Y }
Assume that ker (W ) ∩ Y ∞ = {0} and that f is Lipschitz continuous on {(u1, y) ∈
IRn × Y : ‖u1‖ ≤ r, ‖y‖ ≤ r} with constant L(r) for every r > 0. Then, Φ(·)
is Lipschitz continuous on {(u1, u2) ∈ dom Φ : ‖u1‖ ≤ r, ‖u2‖ ≤ r} with constant
LML(KM max{1, r}) for every r > 0, where LM ≥ 1 and KM ≥ 1 are constants de-
pending only on the set-valued mapping M(u2) := {y ∈ Y : Wy = h− u2} from IRd to
IRn.
Proof: The condition ker (W ) ∩ Y ∞ = {0} is equivalent to the local boundedness of
the mapping M . M is Lipschitz continuous with respect to the Pompeiu-Hausdorff
distance dI∞ (with constant LM ≥ 1) since its graph is polyhedral [20, Example 9.35].
Since the set M(u2) is compact, Φ is finite for all pairs (u1, u2) such that u2 ∈ domM .
Now, let r > 0 and u = (u1, u2), u˜ = (u˜1, u˜2) ∈ dom Φ ∩ {(u1, u2) ∈ IRn × IRd :
‖u1‖ ≤ r, ‖u2‖ ≤ r}. Then there exist y(u2) ∈ M(u2) and y(u˜2) ∈ M(u˜2) such that
Φ(u) = f(u1, y(u2)) and ‖y(u2)− y(u˜2)‖ ≤ LM‖u2 − u˜2‖. In particular, there exists a
constant KM ≥ 1 such that
max{‖y(u2)‖, ‖y(u˜2)‖} ≤ KM max{1, ‖u2‖, ‖u˜2‖} ≤ KM max{1, r}.
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We obtain
Φ(u˜)− Φ(u) ≤ f(u˜1, y(u˜2))− f(u1, y(u2))
≤ L(KM max{1, r})(‖u˜1 − u1‖+ ‖y(u˜2)− y(u2)‖)
≤ LML(KM max{1, r})(‖u˜1 − u1‖+ ‖u˜2 − u2‖)
and that completes the proof.
Proposition 4.2 Let W (ξ) be as described by (16). Assume the relatively complete
recourse condition (A1) is satisfied and that ker (Wjj)∩Y ∞j = {0} for j = 1, . . . , `− 1.
Then, there exist constants L > 0, Lˆ > 0 and K > 0 such that the following holds for
all ξ, ξ˜ ∈ Ξ and x, x˜ ∈ X ∩ ρIB:
|f0(ξ, x)− f0(ξ˜, x)| ≤ Lmax{1, ρ, ‖ξ‖`, ‖ξ˜‖`}‖ξ − ξ˜‖,
|f0(ξ, x)− f0(ξ, x˜)| ≤ Lˆmax{1, ‖ξ‖`+1}‖x− x˜‖,
|f0(ξ, x)| ≤ K max{1, ρ, ‖ξ‖`+1}.
Proof: Due to the assumptions, all sets of the form Mj(vj) := {yj ∈ Yj : Wjjyj = vj}
are bounded polyhedra for all vj ∈ IRrj and j = 1, . . . , `. Furthermore, the set-valued
mappings Mj from IR
rj to IRmj are Lipschitz continuous on domMj with constant Lj.
Due to (A1), we have recursively hj(ξ) −Wjj−1(ξ)yj−1 ∈ domMj for all yj−1 ∈ Yj−1,
y0 = x ∈ X, ξ ∈ Ξ and j = 2, . . . , `. Hence, if Lemma 4.1 is used recursively by setting
Φ = Φj, fj(u1, yj) := qj(ξ)yj + Ψj+1(ξ, yj) with u1 = ξ and u2 = uj−1, each subproblem
(17) is solvable. First we consider the functions Φ` and Ψ`.
Φ`(ξ, u`−1) = inf{q`(ξ)y` : W``y` = u`−1, y` ∈ Y`}
Ψ`(ξ, y`−1) = Φ`(ξ, h`(ξ)−W``−1(ξ)y`−1).
Then the Lipschitz constant of fj on {(ξ, y`) ∈ Ξ×Y` : ‖ξ‖ ≤ r, ‖y`‖ ≤ r} has the form
L` max{1, r} and Lemma 4.1 implies that Φ` has the Lipschitz constant Lˆ` max{1, r}
on {(ξ, u`−1) ∈ Ξ × domM` : ‖ξ‖ ≤ r, ‖u`−1‖ ≤ r}. Due to the term W``−1(ξ)y`−1 in
the definition of Ψ`, however, the function Ψ` has the Lipschitz constant L˜` max{1, r2}
on {(ξ, y`−1) ∈ Ξ × Y`−1 : ‖ξ‖ ≤ r, ‖y`−1)‖ ≤ r}. Since Ψ` enters the definition of
f`−1 and the infimum, Φ`−1 is Lipschitz continuous with constant Lˆ`−1 max{1, r2} on
{(ξ, u`−2) ∈ Ξ × domM`−1 : ‖ξ‖ ≤ r, ‖u`−2‖ ≤ r} according to Lemma 4.1. Due
to the term W`−1`−2(ξ)y`−2, the function Ψ`−1 is Lipschitz continuous with constant
L˜`−1 max{1, r3} on {(ξ, y`−2) ∈ Ξ × Y`−2 : ‖ξ‖ ≤ r, ‖y`−2)‖ ≤ r} etc. This process
may be continued until one concludes that Φ1 is Lipschitz continuous with constant
Lˆ1 max{1, r`} on {(ξ, u0) ∈ Ξ × domM1 : ‖ξ‖ ≤ r, ‖u0‖ ≤ r}. Hence, the function Ψ1
depending on (ξ, x) satisfies the following Lipschitz continuity property
|Ψ1(ξ, x)− Ψ1(ξ˜, x˜)| ≤ L˜1 max{1, ρ, r`}(max{1, ρ}‖ξ − ξ˜‖+ max{1, r}‖x− x˜‖)
on the set {(ξ, x) ∈ Ξ×X : ‖ξ‖ ≤ r, ‖x‖ ≤ ρ}.
Thus, yields the assertions about f0 and completes the proof.
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Due to the previous result we obtain
PF⊇ P`+1(Ξ)={Q ∈ P(Ξ) :
∫
Ξ
‖ξ‖`+1Q(dξ) <∞}
and
1
Lmax{1, ρ}f0(x, ·) ∈ F`+1(Ξ)
for each x ∈ X ∩ ρIB, and arrive, after specializing Theorem 3.2, to the following:
Corollary 4.3 Let W (ξ) be as described by (16). Assume the relatively complete re-
course condition (A1) is satisfied and that ker (Wjj) ∩ Y∞j = {0} for j = 1, . . . , `− 1.
Then there exist constants L > 0 and εˆ > 0 such that for any ε ∈ (0, εˆ) the estimates
|v(P )− v(Q)| ≤ L ζ`+1(P,Q)
dl∞(Sε(P ), Sε(Q)) ≤ L
ε
ζ`+1(P,Q)
hold whenever Q ∈ P`+1(Ξ) and ζ`+1(P,Q) < ε.
The case ` = 1 corresponds to the situation of two-stage models with fixed recourse,
and that situation was already covered by [21, Theorem 24]. Note that the corollary
remains valid for the slightly more general situation that all lower diagonal blocks of
W (ξ) are random. If the recent stability result [8, Theorem 2.1] for linear multistage
models is restricted to the two-stage model (15), it implies the existence of positive
constants L and δ such that
|v(P )− v(Q)| ≤ LW`+1(P,Q) (19)
holds for each Q ∈ P`+1(Ξ) with W`+1(P,Q) < δ; the distance Wr denotes the r-th
order Wasserstein metric
Wr(P,Q) :=
(
inf
{ ∫
Ξ×Ξ
‖ξ − ξ˜‖rη(dξ, dξ˜) |η ∈ P(Ξ× Ξ), pi1η = P, pi2η = Q
})1/r
(20)
on Pr(Ξ) for any r ≥ 1, where pi1 and pi2 denote the projections onto the first and
second component, respectively. It is known that sequences in Pr(Ξ) converge with
respect to both metrics ζr and Wr if they converge weakly and if their r-th order
absolute moments converge. To derive a quantitative estimate, let η∗ ∈ P(Ξ × Ξ) be
a solution of the minimization problem on the right-hand side of (20). Such solutions
exist according to [15, Theorem 8.1.1]. Then the duality theorem [15, Theorem 5.3.2]
for the Fortet-Mourier metric of order r implies, via Ho¨lder’s inequality, the estimate
ζr(P,Q) ≤
∫
Ξ×Ξ
max{1, ‖ξ‖, ‖ξ˜‖}r−1‖ξ − ξ˜‖η∗(dξ, dξ˜)
≤
( ∫
Ξ×Ξ
max{1, ‖ξ‖, ‖ξ˜‖}rη∗(dξ, dξ˜)
) r−1
r
( ∫
Ξ×Ξ
‖ξ − ξ˜‖rη∗(dξ, dξ˜)
) 1
r
=
( ∫
Ξ×Ξ
max{1, ‖ξ‖, ‖ξ˜‖}rη∗(dξ, dξ˜)
) r−1
r Wr(P,Q)
≤
(
1 +
∫
Ξ
‖ξ‖r(P +Q)(dξ)
)r−1
r Wr(P,Q).
Hence, the stability result for optimal values obtained in Corollary 4.3 extends (19);
this extension is ‘strict,’ as illustrated in [16, Example 3.4].
14
5 Empirical Approximations of Two-Stage Models
Let ξ1, ξ2, . . . , ξn, . . . be independent identically distributed Ξ-valued random variables
on some probability space (Ω,A, IP ) having the common distribution P , i.e., P = IPξ−11 .
We consider the empirical measures
Pn(ω) :=
1
n
n∑
i=1
δξi(ω) (ω ∈ Ω; n ∈ IN)
and the empirical approximation of the stochastic program (1) with sample size n, i.e.,
min
{ 1
n
n∑
i=1
f0(ξi(·), x) : x ∈ X
}
. (21)
Since the objective function of (21) is a random lsc function from IRm × Ω to IR,
the optimal value v(Pn(·)) of (21) is measurable from Ω to IR and the ε-approximate
solution set Sε(Pn(·)) is a closed-valued measurable set-valued mapping from Ω to IRm
(see Chapter 14 and, in particular, Theorem 14.37 of [20]).
Qualitative and quantitative results on the asymptotic behavior of solutions to (21)
are given, e.g., in [2, 6, 11] and [10, 13, 14, 16, 27], respectively.
Due to the results in the previous sections, the asymptotic behavior of v(Pn(·)) and
Sε(Pn(·)) is closely related to uniform convergence properties of the empirical process
{√n(Pn(·)− P )f = 1√
n
n∑
i=1
(f(ξi(·))− Pf)}f∈F
indexed by the class F = {f0(x, ·) : x ∈ X}. Here, we set Qf := ∫Ξ f(ξ)Q(dξ) for any
Q ∈ P(Ξ) and f ∈ F . Uniform convergence properties refer to the convergence, or to
the convergence rate, of
dF(Pn(·), P ) = sup
f∈F
|Pn(·)f − Pf | (22)
to 0 in terms of some stochastic convergence. Since the supremum in (22) is non-
measurable in general, the outer probability IP ∗ is used to describe convergence in
probability and almost surely, respectively (cf. [29]).
The class F is called a P -Glivenko-Cantelli class if the sequence (dF(Pn(·), P )) of
random variables converges to 0 IP ∗-almost surely or, equivalently, in outer probability.
The empirical process is called uniformly bounded in outer probability with tail CF(·)
if the function CF(·) is defined on (0,∞) and decreasing to 0, and the estimate
IP ∗({ω : √n dF(Pn(ω), P ) ≥ ε}) ≤ CF(ε)
holds for all ε > 0 and n ∈ IN .
Whether a given class F is a P -Glivenko-Cantelli class or the empirical process is
uniformly bounded in outer probability, depends on the size of the class F measured in
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terms of bracketing numbers, or of the corresponding metric entropy numbers defined
as their logarithms (see [29]). To introduce this concept, let F be a subset of the
normed linear space Lp(Ξ, P ) (for some p ≥ 1) equipped with the usual norm ‖f‖P,p =
(P |f |p) 1p . The bracketing number N[ ](ε,F , Lp(Ξ, P )) is the minimal number of brackets
[l, u] = {f ∈ Lp(Ξ, P ) : l ≤ f ≤ u} with ‖l−u‖P,p < ε needed to cover F . The following
result provides criteria for the desired properties in terms of bracketing numbers. For
its proof we refer to [29, Theorem 2.4.1] and [28, Theorem 1.3].
Theorem 5.1 Let F be a class of real-valued functions on Ξ. If
N[ ](ε,F , L1(Ξ, P )) <∞, (23)
holds for every ε > 0, then F is a P -Glivenko-Cantelli class.
If F is uniformly bounded and there exist constants r ≥ 1 and R ≥ 1 such that
N[ ](ε,F , L2(Ξ, P )) ≤
(R
ε
)r
(24)
holds for every ε > 0, then the empirical process indexed by F is uniformly bounded
in outer probability with exponential tail CF(ε) = (K(R)εr−
1
2 )r exp(−2ε2) with some
constant K(R) depending only on R.
Next we consider the class F := Fρ of integrands defined by (7) in Section 3 and derive
conditions implying the assumptions of Theorem 5.1, in particular, the assumptions
(23) and (24) for the bracketing numbers N[ ](ε,Fρ, Lp(Ξ, P )) with p ∈ {1, 2}.
Theorem 5.2 Let the assumptions of Proposition 3.3 be satisfied and H : IR+ → IR+
defined by (11). If P ∈ PH(Ξ), then Fρ = {f0(·, x) : x ∈ X ∩ ρIB} is a P -Glivenko-
Cantelli class for any ρ > 0, i.e.,
lim
n→∞ supx∈X∩ρIB
∣∣∣∣∫
Ξ
f0(ξ, x)Pn(ω)(dξ)−
∫
Ξ
f0(ξ, x)P (dξ)
∣∣∣∣ = 0 IP − a.s.. (25)
If, in addition, Ξ is bounded, then the empirical process indexed by Fρ is uniformly
bounded in probability with exponential tail, i.e.,
IP ({ω : √n sup
x∈X∩ρIB
∣∣∣∣∫
Ξ
f0(ξ, x)(Pn(ω)− P )(dξ)
∣∣∣∣ ≥ ε}) ≤ (K(R)εr− 12 )r exp(−2ε2) (26)
holds for some constant K(R) > 0, any ε > 0 and n ∈ IN .
Proof: According to (10) in Proposition 3.3, the functions f0(ξ, ·) satisfy the Lipschitz
property
f0(ξ, x)− f0(ξ, x˜, ) ≤ Lˆmax{1, H(‖ξ − ξ0‖)‖ξ − ξ0‖}‖x− x˜‖
for all x, x˜ ∈ X ∩ ρIB and ξ ∈ Ξ. Setting F (ξ) := Lˆmax{1, H(‖ξ − ξ0‖)‖ξ − ξ0‖} for
all ξ ∈ Ξ, we conclude from [29, Theorem 2.7.11] that
N[ ](2ε‖F‖P,1,Fρ, L1(Ξ, P ))) ≤ N(ε,X ∩ ρIB, IRm) ≤ Kε−m (27)
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holds for some K > 0 and all ε > 0. Since ‖F‖P,1 is finite, we may replace ε by
ε/2‖F‖P,1 in (27) and obtain that N[ ](ε,Fρ, L1(Ξ, P )) is finite for all ε > 0. Thus,
condition (23) in Theorem 5.1 is satisfied.
If Ξ is bounded, the class Fρ is uniformly bounded and condition (24) in Theorem 5.1
is also satisfied due to (27). It remains to note that the supremum supx∈X∩ρIB may
replaced by a supremum with respect to a countable dense subset of X ∩ ρIB. Hence,
the suprema in (25) and (26) are measurable with respect to A and, thus, the outer
probability IP ∗ can be replaced by IP .
When combining the previous result with Theorem 3.2, we arrive at conditions implying
a Glivenko-Cantelli result and a large deviation result for the distances of empirical
ε-approximate solution sets Sε(Pn(·)) to Sε(P ) in case of the two-stage model (6) with
random recourse.
6 Conclusions
The quantitative stability results of Section 3 extend earlier work for two-stage models
with fixed recourse [16] and for multi-period two-stage models [8]. Theorem 3.2 allows
two types of applications. The general version in terms of the semi-distances dFρ makes
it possible to utilize metric entropy results and to quantify the asymptotic behavior of
statistical approximations to two-stage stochastic programs. The analysis of continuity
properties of the integrands f0 enables to bound the semi-distances by Fortet-Mourier
metrics, which are easier to handle due to their dual representations, in particular, for
computational purposes (e.g., for scenario reduction [5]).
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