Zero-sum subsequences in bounded-sum $\{-1, 1\}$-sequences by Caro, Yair et al.
ar
X
iv
:1
61
2.
06
52
3v
1 
 [m
ath
.C
O]
  2
0 D
ec
 20
16
Zero-sum subsequences in bounded-sum {−1, 1}-sequences
October 9, 2018
Yair Caro
Dept. of Mathematics
University of Haifa-Oranim
Tivon 36006, Israel
yacaro@kvgeva.org.il
Adriana Hansberg
Instituto de Matema´ticas
UNAM Juriquilla
Quere´taro, Mexico
ahansberg@im.unam.mx
Amanda Montejano
UMDI, Facultad de Ciencias
UNAM Juriquilla
Quere´taro, Mexico
amandamontejano@ciencias.unam.mx
Abstract
The following result gives the flavor of this paper: Let t, k and q be integers such
that q ≥ 0, 0 ≤ t < k and t ≡ k (mod 2), and let s ∈ [0, t + 1] be the unique integer
satisfying s ≡ q + k−t−2
2
(mod (t+ 2)). Then for any integer n such that
n ≥ max
{
k,
1
2(t+ 2)
k2 +
q − s
t+ 2
k −
t
2
+ s
}
and any function f : [n] → {−1, 1} with |
∑n
i=1 f(i)| ≤ q, there is a set B ⊆ [n] of k
consecutive integers with |
∑
y∈B f(y)| ≤ t. Moreover, this bound is sharp for all the
parameters involved and a characterization of the extremal sequences is given.
This and other similar results involving different subsequences are presented, includ-
ing decompositions of sequences into subsequences of bounded weight.
1 Introduction
A classical theorem in discrepancy theory (see [6] as a general reference) is a celebrated
theorem of Roth [10], which states that, for any positive integer n and any function f :
[n]→ {−1, 1}, there exists an arithmetic progression A ⊆ [n] such that |
∑
x∈A f(x)| ≥ cn
1
4
for some positive constant c. This bound is sharp up to a constant factor as shown later
by Matousek and Spencer [9]. Another related result is Tao’s [13] recent proof of the Erdo˝s
discrepancy conjecture, which states that, for any sequence f : N→ {−1, 1}, the discrepancy
supn,d∈N |
∑n
j=1 f(jd)| is infinite.
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In this paper, we consider somewhat the opposite direction: instead of looking on the
min-max problem which is the main concern of discrepancy theory, we consider the max-
min problem. Specifically, in Theorem 2.2 we prove the following:
Let t, k and q be integers such that q ≥ 0, 0 ≤ t < k, and t ≡ k (mod 2), and let s ∈ [0, t+1]
be the unique integer satisfying s ≡ q + k−t−22 (mod (t + 2)). Then, for any integer n such
that
n ≥ max
{
k,
1
2(t+ 2)
k2 +
q − s
t+ 2
k −
t
2
+ s
}
and any function f : [n] → {−1, 1} with |
∑n
i=1 f(i)| ≤ q, there is a set B ⊆ [n] of k
consecutive integers with |
∑
y∈B f(y)| ≤ t. This is best possible and the structure of the
extremal sequences is also determined (see Theorem 2.7). This result can be extended
to cover the range q = o(n), and, in Theorem 2.8, we give an infinite version of this
phenomenon which we later (in Section 5) apply for two specific examples with well-known
number theoretic functions, the Liouville’s function and the Legendre symbol of quadratic
versus non quadratic residues.
As sequences of k consecutive integers are, in fact, k-term arithmetic progressions with
difference 1, one could be tempted to ask weather Theorem 2.2 offers the best possible value
for arithmetic progressions, too. We show in Proposition 5.5 that this is not always the
case. The problem of finding the corresponding minimum positive integer for arithmetic
progressions seems to be difficult. However, we leave the interested reader with a conjecture
stating that the bound on n should remain quadratic on k (see Conjecture 5.6). Moreover,
we consider in Section 3 a relaxed version of k-term arithmetic progressions of common
difference d, which we call (d, k)-blocks: sequences of k integers T = {a1, . . . , ak} such that
a1 < a2 < . . . < ak and aj+1 − aj ≤ d, for all 1 ≤ j ≤ k − 1. We prove the following
(Theorem 3.2): Let k, d and n be positive integers such that k ≥ 6 is even, d ≥ 2, and
n ≥ d+18 (k
2−2sk+4s−4)+1, where s ∈ {0, 1} with s ≡ k−22 (mod 2). Then, for any function
f : [n] → {−1, 1} such that |
∑n
i=1 f(i)| ≤
(d−1)
d+1 n, there is a zero-sum (d, k)-block. Again
we show that our bound is sharp and characterize the extremal sequences (see Theorem
3.7).
In Section 4, we turn our attention to the problem of decomposing a sequence S =
{a1, . . . , anm}, where aj ∈ {−r, s} for positive integers r, s, where |
∑nm
j=1 aj | ≤ nq, into n
(2n − 1,m)-blocks S1, . . . , Sn with best possible upper bound on max1≤j≤n |f(Sj)|. This
is done via a graph-theoretical approach. We mention that this problem is related to
some results of Sevastyanov [12], Barany [3], and Ambrus-Barany-Grinberg [1] concerning
rearranging bounded-sum sequences of vectors such that the partial sums are also bounded.
In the context of zero-sum subsequences over Z, our results has some relations to those
given for example in [2], [5] (Lemma 3.1), and [11].
In the last section of this paper, we mention several open problems and we give also
two simple number-theoretical applications when |
∑
1≤j≤n f(x)| = o(n), with a sketch of
the proofs, where the full details can be easily completed by the interested reader. The
first application deals with the Liouville function in a direction inspired by the work of
Hildebrand [7] on sign patterns of this function in short intervals. The second application is
about zero-sum blocks of consecutive primes subject to the Legendre symbol of quadratic-
non quadratic residues, which uses our result combined with the “equidistribution” of primes
in arithmetic progressions.
2
2 Existence of zero-sum blocks
We shall use the following definitions and notations. Let X be any set and let Y be a subset
of X. Given an integer function f : X → Z, we use f(Y ) to denote the sum of the function
over all elements in Y , that is, f(Y ) :=
∑
y∈Y f(y). Some times we called f(Y ) the weight
of Y with respect to f . We say that Y is a zero-sum set with respect to f , if f(Y ) = 0.
As usual, [n] denotes the set {1, 2, ..., n}. A k-block is a set of k consecutive integers. A
zero-sum k-block will be referred, for short, as a ZS k-block.
Lemma 2.1. Let t, k and n be integers such that t ≡ k (mod 2) and |t| < k ≤ n, and let
f : [n] → {−1, 1}. If there are k-blocks S and T in [n] such that f(S) < t and f(T ) > t,
then there is a k-block B in [n] with f(B) = t.
Proof. Denote the n−k+1 k-blocks in [n] by B1, B2, ..., Bn−k+1, where Bi := {i, ..., i+k−1}
with i ∈ {1, ..., n − k + 1}. Suppose f(Bi) 6= t for all 1 ≤ i ≤ n − k + 1. Assume first that
f(B1) ≥ t + 1. In fact, because of the parity of k and t, f(Bi) ≡ k ≡ t (mod 2), so we
actually have f(B1) ≥ t+ 2. Consider the first k-block, say Bl, with f(Bl) ≤ t− 1. With
the same parity argument, we have f(Bl) ≤ t − 2 but f(Bl−1) ≥ t + 2 and, therefore,
|f(Bl−1)− f(Bl)| ≥ 4. But Bl−1 and Bl differ in exactly two elements, l − 1 and l+ k − 1.
Hence, |f(Bl−1) − f(Bl)| = |f(l − 1) − f(l + k − 1)| ∈ {0, 2}, a contradiction. The case
f(B1) ≤ t− 1 follows analogously.
Theorem 2.2. Let t, k and q be integers such that q ≥ 0, 0 ≤ t < k, and t ≡ k (mod 2),
and take s ∈ [0, t + 1] as the unique integer satisfying s ≡ q + k−t−22 (mod (t + 2)). Then,
for any integer n such that
n ≥ max
{
k,
1
2(t+ 2)
k2 +
q − s
t+ 2
k −
t
2
+ s
}
and any function f : [n] → {−1, 1} with |f([n])| ≤ q, there is a k-block B ⊆ [n] with
|f(B)| ≤ t.
Proof. Take t, k, q, s and n as in the statement of the theorem, and consider a function
f : [n] → {−1, 1} with |f([n])| ≤ q. We will prove the existence of a k-block B ⊆ [n] with
|f(B)| ≤ t.
If there are k-blocks B and D in [n] such that f(B) < t and f(D) > t, then we are done
by Lemma 2.1. So either f(B) ≤ t or f(B) ≥ t for all k-blocks B in [n]. Analogously, if
there are k-blocks B and D in [n] such that f(B) < −t and f(D) > −t, then we are done
by Lemma 2.1. So either f(B) ≤ −t or f(B) ≥ −t for all k-blocks B in [n]. Altogether
we obtain that either f(B) ≤ −t for all k-blocks B, or f(B) ≥ t for all k-blocks B, or
−t ≤ f(B) ≤ t for all k-blocks B. In the third case there is nothing to prove. Moreover, if
there is a k-block B with |f(B)| = t, then we are done, too. So we may assume, without
loss of generality, that f(B) > t for all k-blocks B (otherwise multiply everything by −1).
Since t ≡ k (mod 2), note that we actually have f(B) ≥ t+ 2 for all k-blocks B.
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Now notice that
n ≥
1
2(t+ 2)
k2 +
q − s
t+ 2
k −
t
2
+ s =
1
2(t+ 2)
k2 +
q − s
t+ 2
k +
−t− 2 + t+ 2
2(t+ 2)
k −
t
2
+ s
=
1
2(t+ 2)
k2 +
(
2q − 2s − t− 2
2(t+ 2)
)
k +
1
2
k −
t
2
+ s
=
(
k + 2q − 2s− t− 2
2(t+ 2)
)
k +
k − t
2
+ s,
where, by hypothesis, k+2q−2s−t−22(t+2) =
q+ k−t−2
2
−s
t+2 is a non-negative integer, and
k−t
2 + s is a
positive integer.
Assuming that n = mk+r, wherem and r are integers such thatm ≥ 0 and 0 ≤ r ≤ k−1,
we have, by the above computation,
n = mk + r ≥
(
k + 2q − 2s− t− 2
2(t+ 2)
)
k +
k − t
2
+ s, (1)
and som ≥ k+2q−2s−t−22(t+2) . Moreover, since n ≥ k, we actually havem ≥ max{1,
k+2q−2s−t−2
2(t+2) }.
Now we split [n] into m disjoint consecutive k-blocks, B1, B2, ..., Bm, and a remainder block
R with |R| = r, so that R = ∅ if r = 0 and R = {n − r + 1, ..., n} otherwise. Since
f(Bi) ≥ t+ 2 for every 1 ≤ i ≤ m, we obtain
(t+ 2)m+ f(R) ≤
m∑
i=1
f(Bi) + f(R) = f([n]) ≤ q, (2)
which yields
f(R) ≤ q − (t+ 2)m. (3)
Denote by B∗ the last k-block {n−k+1, ..., n}, and let T := B∗∩Bm. Thus, B
∗ = T ∪R.
By assumption, f(B∗) = f(T ) + f(R) ≥ t+ 2, which yields, together with (3),
f(T ) ≥ (t+ 2)(m+ 1)− q. (4)
Now we distinguish two cases. Observe that, when n = mk, we have necessarily
m >
(
k+2q−2s−t−2
2(t+2)
)
because k−t2 + s cannot be 0.
Case 1: Suppose that m = k+2q−2s−t−22(t+2) . Recall that m 6= 0. Then, by (1), it follows that
0 < k−t2 + s ≤ r ≤ k − 1. On the other hand, inequality (4) gives
f(T ) ≥ (t+ 2)(m+ 1)− q =
k + t+ 2
2
− s.
Using the fact that s ≤ t+1 and that k > t, we easily see that the right hand side of above
inequality is positive. Hence, we obtain
|T | =
∑
i∈T
|f(i)| ≥ |f(T )| ≥
k + t+ 2
2
− s.
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This in turn leads to r = |R| = |B∗| − |T | = k − |T | ≤ k−t2 + s − 1, a contradiction to the
lower bound for r in this case.
Case 2: Suppose that m ≥ k+2q−2s−t−22(t+2) + 1 =
k+2q−2s+t+2
2(t+2) . Then, by (4) and (3),
f(T ) ≥ (t+ 2)(m+ 1)− q ≥
k + 2q − 2s+ 3t+ 6
2
− q =
k + 3t+ 6
2
− s, and
f(R) ≤ q − (t+ 2)m ≤ q −
k + 2q − 2s+ t+ 2
2
= s−
t+ k + 2
2
.
With s ≤ t + 1, we easily note that the right hand side of the first inequality is positive,
whereas, together with t < k, follows that the right hand side of the second one is negative.
If r = 0, we have already a contradiction. So it remains to handle the case r 6= 0. Then the
above inequalities imply that
|T | =
∑
i∈T
|f(i)| ≥ |f(T )| ≥
k + 3t+ 6
2
− s, and
|R| =
∑
i∈R
|f(i)| ≥ |f(R)| ≥
k + t+ 2
2
− s,
which, together, yield the contradiction |B∗| = |T |+ |R| ≥ k + 2t+ 4− 2s ≥ k + 2 > k.
Since in both cases we obtain a contradiction, our assumption that all k blocks B have
f(B) > t is not possible and, thus, the proof is complete.
Clearly, in a sequence of alternating −1’s and 1’s of any length n and for any t ≥ 2 ,
there is no k-block B with f(B) = t. However, the situation is different when t ∈ {0, 1}, as
demonstrated by the two corollaries below.
Corollary 2.3. Let k ≥ 2 and q ≥ 0 be integers with k even, and take s ∈ {0, 1} as the
unique integer satisfying s ≡ q + k−22 (mod 2). Then, for any integer n such that
n ≥ max
{
k,
k2
4
+
q − s
2
k + s
}
and any function f : [n]→ {−1, 1} with |f([n])| ≤ q, there is a ZS k-block in [n].
Proof. Setting t = 0 in Theorem 2.2, the statement follows easily.
A k-block B such that |f(B)| = 1 is called a 1-sum k-block.
Corollary 2.4. Let k ≥ 3 and q ≥ 0 be integers with k odd, and take s ∈ {0, 1, 2} as the
unique integer satisfying s ≡ q + k−32 (mod 3). Then, for any integer n such that
n ≥ max
{
k,
k2
6
+
q − s
3
k + s−
1
2
}
and any function f : [n]→ {−1, 1} with |f([n])| ≤ q, there is a 1-sum k-block in [n].
Proof. Setting t = 1, and noting that, by parity reasons, |f(B)| 6= 0 for any k-block B of
[n], the statement follows easily by Theorem 2.2.
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Clearly, if max
{
k, 12(t+2)k
2 + q−s
t+2k −
t
2 + s
}
= k Theorem 2.2 is tight, since with one
unit below we do not even have k-blocks. Theorem 2.7 below shows that Theorem 2.2 is
tight also when 12(t+2)k
2+ q−s
t+2k−
t
2+s > k, meaning that, for n =
1
2(t+2)k
2+ q−s
t+2k−
t
2+s−1,
there are examples of functions having the highest possible value for f([n]), namely q, such
that no k-block B ⊆ [n] has weight |f(B)| ≤ t. With this aim we define, for suitable
integers k, t and q, the family of functions Fk,t,q. Let k, t and q be integers satisfying that
q ≥ 0, 0 ≤ t < k, t ≡ k (mod 2), and 12(t+2)k
2 + q−s
t+2k −
t
2 + s > k, where s ∈ [0, t + 1] with
s ≡ q + k−t−22 (mod (t + 2)). Let n =
1
2(t+2)k
2 + q−s
t+2k −
t
2 + s − 1, and write n = km + r
where m and r are integers such that m ≥ 0 and 0 ≤ r ≤ k − 1. Note that, by assumption,
we actually have m ≥ 1. Then we define a function f to belong to Fk,t,q if and only if
f : [n]→ {−1, 1} is such that
±f(x) =
{
−1, x ∈ R \ S,
1, otherwise,
for subsets R and S of [n] with R = S = ∅ if r = 0 and R =
⋃m+1
i=1 Ri, S =
⋃m+1
i=1 Si
otherwise, where
Ri = {(i− 1)k + 1, (i − 1)k + 2, . . . , (i− 1)k + r},
S = ∅, if s = 0, and,
if s 6= 0, Si = {a
i
1, a
i
2, . . . , a
i
s} ⊆ Ri
is such that ai1 < a
i
2 < . . . < a
i
s and a
i+1
ℓ ≤ a
i
ℓ + k, for i ∈ [m] and ℓ ∈ [s].
The family of functions Fk,t,q will prove to be precisely the family of functions for which
Theorem 2.2 does not work anymore as soon as the n is chosen one unit below the given
lower bound. For the sake of comprehension, we shall see, before continuing, some particular
examples of Fk,t,q for different values of k, t and q. In Example 2.5, we exhibit functions
corresponding to the tightness of Corollary 2.3, that is, when t = 0: we fix k = 6 and
consider q ∈ {0, 1}. In Example 2.6, we exhibit a function corresponding to the tightness of
Corollary 2.4, that is, when t = 1, where, in order to illustrate how the construction works
for a larger q, we consider the case k = 7, q = 4.
Example 2.5. Fix k = 6 and t = 0. We analyze two cases corresponding to q ∈ {0, 1}.
According to the hypothesis of Corollary 2.3, for q = 0 we choose s = 0 and, for q = 1 we
choose s = 1. In both cases we take n = k
2
4 +
q−s
2 k + s− 1.
(a) Let k = 6, t = 0 and q = 0. Thus, s = 0 and n = 8. Hence, m = 1 and r = 2.
By definition, S = ∅, and R = R1 ∪ R2 where R1 = {1, 2} and R2 = {7, 8}. Thus
F6,0,0 = {f,−f} where f is the function represented by:
− − + + + + −−,
where the +’s and −’s represent the values +1 or, respectively, −1 of f at the corre-
sponding position.
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(b) Let k = 6, t = 0 and q = 1. Thus, s = 1, n = 9, and, hence, m = 1 and r = 3. By
definition, R = R1 ∪ R2 where R1 = {1, 2, 3} and R2 = {7, 8, 9}, and S = S1 ∪ S2
with Si = {a
i
1} ⊆ Ri, for i ∈ {1, 2}, such that a
2
1 ≤ a
1
1 + 6. These gives the following
family F6,0,1 = {±gi|1 ≤ i ≤ 6}, where:
g1 : + − − + + + + − −
g2 : − + − + + + + − −
g3 : − + − + + + − + −
g4 : − − + + + + + − −
g5 : − − + + + + − + −
g6 : − − + + + + − − +.
Observe that the functions f and −f in case (a) fulfill |f([8])| = |− f([8])| = 0 and have
no ZS 6-blocks, while all functions ±gi in case (b) satisfy |gi([9])| = | − gi([9])| = 1, for
1 ≤ i ≤ 6, and do neither have ZS 6-blocks.
Example 2.6. Let k = 7, t = 1 and q = 4. According to the hypothesis of Corollary 2.4,
we choose s = 0 and n = k
2
6 +
q−s
3 k + s −
1
2 − 1 = 16, which gives m = 2 and r = 2. By
definition, S = ∅ and R = R1∪R2∪R3, where R1 = {1, 2}, R2 = {8, 9}, and R3 = {15, 16}.
Thus F7,1,4 = {h,−h} where h is represented by:
− − + + + + + − − + + + + + − − .
Observe that the functions h and −h fulfill |h([16])| = | − h([16])| = 4 and have no 1-sum
7-blocks.
Theorem 2.7. Let k, t and q be integers such that q ≥ 0, 0 ≤ t < k, t ≡ k (mod 2),
and 12(t+2)k
2 + q−s
t+2k −
t
2 + s > k, where s ∈ [0, t + 1] is the unique integer satisfying
s ≡ q + k−t−22 (mod (t+ 2)). Then, for
n =
1
2(t+ 2)
k2 +
q − s
t+ 2
k −
t
2
+ s− 1,
a function f : [n]→ {−1, 1} satisfies |f([n])| = q and |f(B)| > t for all k-blocks B ⊆ [n] if
and only if f ∈ Fk,t,q.
Proof. By assumption we have n ≥ k. First of all, we will show that, for any f ∈ Fk,t,q,
|f([n])| = q and |f(B)| ≥ t + 2 hold for all k-blocks B ⊆ [n]. So let f ∈ Fk,t,q be such
that f(x) = −1 if x ∈ R \ S and f(x) = 1 else for adequate subsets R,S ⊆ [n] (the case of
function −f is analogous). Similar to previous theorem, we write n as follows:
n =
(
k + 2q − 2s − t− 2
2(t+ 2)
)
k +
k − t
2
+ s− 1.
Let m = k+2q−2s−t−22(t+2) and r =
k−t
2 + s− 1. Note that, since t ≤ k− 2 and s− 1 ≤ t, we have
r =
k − t
2
+ s− 1 ≥
k − (k − 2)
2
− 1 = 0, and
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r = k −
k + t
2
+ s− 1 ≤ k −
(t+ 2) + t
2
+ t = k − 1.
Hence, n = mk+ r represents the division of n by k with remainder r. Observe that n ≥ k
implies that m ≥ 1. Now, by the definition of f ∈ Fk,t,q, we obtain
f([n]) = n− 2|R \ S|
= (mk + r)− 2r(m+ 1) + 2s(m+ 1)
= m(k − 2r + 2s)− r + 2s
= m
(
k − 2
(
k − t
2
+ s− 1
)
+ 2s
)
−
(
k − t
2
+ s− 1
)
+ 2s
= m(t+ 2) +
t− k
2
+ s+ 1
=
k + 2q − 2s− t− 2
2
+
t− k
2
+ s+ 1 = q,
as claimed.
Now, we split [n] into m consecutive k-blocks B1, B2, . . . , Bm, and a remainder block
R, where Bi = {(i − 1)k + 1, (i − 1)k + 2, . . . , ik}, and R = ∅ in case r = 0 and R =
{mk + 1, ...mk + r} otherwise. Note that R = Rm+1, and, if r 6= 0, the first r elements
of each Bi are precisely the elements of Ri = {(i − 1)k + 1, (i − 1)k + 2, . . . , (i − 1)k + r}
(as defined before the theorem), and so Ti := Bi \Ri is the block containing the remaining
k − r elements of Bi. Hence, we can write
[n] =
(
m⋃
i=1
Bi
)
∪Rm+1 =
(
m⋃
i=1
(Ri ∪ Ti)
)
∪Rm+1. (5)
Let B ⊆ [n] be any k-block. We will show that |f(B)| ≥ t+ 2. If r = 0, then f(x) = 1 for
all x ∈ [n] and, hence, f(B) ≥ k ≥ t+2 and we are done. Thus we may assume that r > 0.
Then either there is a j ∈ [m] such that B ⊆ Rj ∪ Tj ∪Rj+1, or (provided m ≥ 2) there is
a j ∈ [m− 1] such that B ⊆ Tj ∪Rj+1 ∪ Tj+1. Now define
U = {u ∈ B ∩ (Rj ∪Rj+1) | f(u) = 1}
and recall that Si = {a
i
1, a
i
2, . . . , a
i
s} is the set of elements of Ri having f -value equal to 1,
for each i ∈ [m+ 1]. In order to prove that |f(B)| ≥ t+ 2, we will show first that |U | ≥ s.
So we suppose to the contrary that |U | < s. We distinguish two cases.
Case 1: U ∩Rj 6= ∅ and U ∩Rj+1 6= ∅.
Let y ∈ [s] be the first index with ajy ∈ U ∩ Rj and let z ∈ [s] be the last index with
ajz ∈ U ∩Rj+1. Then s > |U | = |U ∩Rj|+ |U ∩Rj+1| = (s− y+1)+ z and, thus, z+1 < y.
Moreover, since |U | < s, neither Sj nor Sj+1 are fully contained in U . Thus, y > 1 and
z < s, and ajy−1, a
j+1
z+1 /∈ B. Since z+1 < y and the block B lies in between the two positions
ajy−1 and a
j+1
z+1, we obtain
ajy−1 + k < a
j+1
z+1 ≤ a
j+1
y−1,
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a contradiction to the definition of Sj and Sj+1.
Case 2: U ∩Rj 6= ∅ and U ∩Rj+1 = ∅, or U ∩Rj = ∅ and U ∩Rj+1 6= ∅.
By symmetry reasons, assume, without loss of generality, that U∩Rj 6= ∅ and U∩Rj+1 = ∅.
Then aj+11 /∈ U and, since |U | < s, a
j
1 /∈ U . This implies that a
j
1 and a
j+1
1 lie one on the left
side and one on the right side of B, leading to the contradiction aj1 + k < a
j+1
1 .
Hence, we have shown that |U | ≥ s. Recall that f(Tj) = |Tj | by definition. In case that
B ⊆ Rj ∪ Tj ∪ Rj+1, using the fact that Tj ⊆ B and |Tj | = |Bj \Rj | = k − |Rj | = k − r =
k −
(
k−t
2 + s− 1
)
= k+t2 − s+ 1, we obtain
f(B) = f(B ∩ (Rj ∪Rj+1)) + f(B ∩ Tj)
= f(B \ Tj) + |Tj|
= 2|U | − |B \ Tj |+ |Tj |
= 2|U | − k + 2|Tj |
≥ 2s − k + 2
(
k + t
2
− s+ 1
)
= t+ 2.
On the other side, if B ⊆ Tj∪Rj+1∪Tj+1, then Rj+1 ⊆ B and, with |Rj+1| = r =
k−t
2 +s−1,
it follows that
f(B) = f(B ∩ (Tj ∪ Tj+1)) + f(B ∩Rj+1)
= f(B \Rj+1) + f(Rj+1)
= |B \Rj+1| − |Rj+1|+ 2|U |
= k − 2|Rj+1|+ 2|U |
≥ k − 2
(
k − t
2
+ s− 1
)
+ 2s
= t+ 2.
Hence, we have proved that f(B) ≥ t+ 2 for every k-block B ⊆ [n].
Finally, we will show that every function f : [n] → {−1, 1} satisfying |f([n])| = q and
|f(B)| ≥ t + 2 for all k-blocks B ⊆ [n] is contained in Fk,t,q. So let f be such a function.
Assume first that f([n]) ≥ 0. By Lemma 2.1, we can assume that f(B) ≥ t + 2 for every
k-block B ⊆ [n]. Consider first the case r = k−t2 + s− 1 = 0. Then we have s =
t+2−k
2 and,
hence, m = q+k−t−2
t+2 . Moreover, if we split the set [n] into m k-blocks B1, B2, . . . , Bm, the
conditions f(Bi) ≥ t+ 2, for 1 ≤ i ≤ m, and k ≥ t+ 2 give
q ≤ f([n]) =
m∑
i=1
f(Bi) ≤ m(t+ 2) = q + k − t− 2 ≤ q,
implying that f(Bi) = t + 2 = k for all 1 ≤ i ≤ m. Hence, f(x) = 1 for all x ∈ [n] and,
thus, S = ∅ and we are done. Therefore, we can assume from now on that r > 0.
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We consider again the partition given in (5) and let Ci = Ti ∪ Ri+1, for each i ∈ [m].
Then Ci is a k-block for each i ∈ [m] and, we can write, for any j ∈ [m+ 1],
[n] =
(
j−1⋃
i=1
Bi
)
∪Rj ∪

 m⋃
i=j
Ci

 .
Further, we have
q = f([n]) =
(
j−1∑
i=1
f(Bi)
)
+ f(Rj) +

 m∑
i=j
f(Ci)

 ≥ m(t+ 2) + f(Rj).
Since m(t+ 2) = k+2q−2s−t−22 = q −
t−k
2 − s− 1, it follows that
f(Rj) ≤
t− k
2
+ s+ 1.
Thus, as |Tj | = k − r =
k+t
2 − s+ 1, we obtain
t+ 2 ≤ f(Bj) = f(Rj) + f(Tj)
≤ f(Rj) + |Tj |
≤
(
t− k
2
+ s+ 1
)
+
(
k + t
2
− s+ 1
)
= t+ 2,
Analogously,
t+ 2 ≤ f(Cj) = f(Tj) + f(Rj+1)
≤ |Tj |+ f(Rj+1)
≤
(
k + t
2
− s+ 1
)
+
(
t− k
2
+ s+ 1
)
= t+ 2.
Since j was taken arbitrarily, it follows that f(Ti) = |Ti| =
k+t
2 −s+1 for every i ∈ [m], and
f(Ri) =
t−k
2 + s+ 1 for every i ∈ [m+ 1]. Because of f(Ti) = |Ti|, it follows that f(x) = 1
for every x ∈ Ti and i ∈ [m]. It remains to show that the f -values on the Ri’s follow one of
the patterns given in the definition of Fk,t,q. With this aim, let α and β be the number of
f -values of Ri which are equal to −1 and 1, respectively. Then we have
f(Ri) = β − α =
t− k
2
+ s+ 1, and
|Ri| = α+ β =
k − t
2
+ s− 1.
Solving this equality system, we obtain α = k−t2 − 1 and β = s. Let Si = {a
i
1, a
i
2, . . . , a
i
s}
be the set of elements of Ri having f -value equal to 1, where a
i
1 < a
i
2 < . . . < a
i
s. We
need to show that the condition ai+1ℓ ≤ a
i
ℓ + k is satisfied for every i ∈ [m] and ℓ ∈ [s].
So assume for contradiction that ai+1ℓ > a
i
ℓ + k for some i ∈ [m] and ℓ ∈ [s]. Let B
be the k-block {aiℓ + 1, a
i
ℓ + 2, . . . , a
i
ℓ + k}. Then Ti ⊆ B ⊆ Ri ∪ Ti ∪ Ri+1. Moreover,
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B ∩ Si = {a
i
ℓ+1, a
i
ℓ+2, . . . , a
i
s} and, since a
i+1
ℓ > a
i
ℓ + k, B ∩ Si+1 ⊆ {a
i+1
1 , a
i+1
2 , . . . , a
i+1
ℓ−1}.
This implies
f(B) = f(B ∩Ri) + f(Ti) + f(B ∩Ri+1)
= 2|B ∩ Si| − |B ∩Ri|+ |Ti|+ 2|B ∩ Si+1| − |B ∩Ri+1|
= 2|B ∩ Si|+ |Ti|+ 2|B ∩ Si+1| − |B \ Ti|
≤ 2(s− ℓ) +
(
k + t
2
− s+ 1
)
+ 2(ℓ− 1)−
(
k − t
2
+ s− 1
)
= t,
a contradiction to the assumption that every k-block has weight at least t + 2. Hence, we
have shown that the condition ai+1ℓ ≤ a
i
ℓ + k is satisfied for every i ∈ [m] and ℓ ∈ [s],
and, therefore f ∈ Fk,q,t, with f(x) = −1, for x ∈ R \ S, and f(x) = 1 else, where
S =
⋃m+1
i=1 Si. Finally, if f([n]) ≤ 0, it follows analogously (multiplying everything by (−1))
that f ∈ Fk,q,t.
To conclude this section we point out that Theorem 2.2 can be extended to cover the
range q = o(n) and we present an infinite version of it which is a direct consequence of
Lemma 2.1.
Theorem 2.8. Let f : Z+ → {−1, 1} be a function such that |f([n])| ≤ n
ω(n) where ω(n)→
∞ as n→∞. Then, for every even k ≥ 2, there are infinitely many ZS k-blocks.
Proof. Fix n0 ≡ 1 (mod k) and consider n > (k+2)(n0−1) and such that n ≡ 0 (mod k), and
ω(m) ≥ k for everym ≥ n0. Consider the partition of the interval [n0, n] into
n−n0+1
k
disjoint
k-blocks, B1, B2, ... ,Bn−n0+1
k
. Suppose that f(Bi) 6= 0 for all i ∈ {1, ...,
n−n0+1
k
}. We know,
by taking t = 0 in Lemma 2.1, that if f(Bi) < 0 < f(Bj) for some i, j ∈ {1, ...,
n−n0+1
k
} then
there will be a ZS k-block. So we may assume, without lost of generality, that all blocks Bi
satisfy f(Bi) ≥ 1, and hence, by parity, f(Bi) ≥ 2. Then
2
(
n− n0 + 1
k
)
≤
n−n0+1
k∑
i=1
f(Bi) ≤
∣∣∣∣∣∣
n∑
j=n0
f(j)
∣∣∣∣∣∣ ≤ |f([n])|+n0−1 ≤
n
ω(n)
+n0−1 ≤
n
k
+n0−1,
from which it follows that,
n
k
≤ n0 − 1 +
2(n0 − 1)
k
= (k + 2)
(n0 − 1)
k
,
a contradiction to n > (k + 2)(n0 − 1).
Since n0 is fixed but can be arbitrarily large, we can build a sequence {n0, n1, n2, ...}
such that, in each of the intervals [nj, n(j+1)], j ≥ 0, there is a ZS k-block. Hence, there are
infinitely many ZS k-blocks.
Remark 2.9. Observe that the domains [n] or Z+ of the theorems of this section can be
replaced by any finite sequence A = {a1, a2, . . . , an} or, respectively, an infinite sequence
A = (ai)i≥1, where a k-block is a set of k consecutive terms in the sequence.
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3 Existence of zero-sum bounded gap subsequences
Let d and k be two positive integers and let A = {a1, a2, . . . , ak} be a sequence of pairwise
different integers in increasing order. We will call A a d-bounded gap sequence if ai+1−ai ≤ d
for all 1 ≤ i ≤ k − 1. In particular, the case d = 1 corresponds to a k-block. A zero-sum d-
bounded gap sequence A of length k will be denoted ZS (d, k)-block and so ZS (1, k)-blocks
are just ZS k-blocks.
Theorem 3.1. Let k, d and n be positive integers such that k is even, d ≥ 2, and n ≥
max{k, d+18 (k
2 − 2sk+ 4s− 4) + 1}, where s ∈ {0, 1} with s ≡ k−22 (mod 2). Then, for any
function f : [n]→ {−1, 1} such that |f([n])| ≤ min{n− k, d−1
d+1n}, there is a ZS (d, k)-block.
Proof. Let f : [n] → {−1, 1} be a function such that |f([n])| ≤ min{n − k, d−1
d+1n}. Let
F+ = f−(1) and F− = f−1(−1) and suppose, without loss of generality, that |F+| ≥ |F−|.
Then |f([n])| = f([n]) = |F+| − |F−| = n− 2|F−| and, together with |f([n])| ≤ (d−1)
d+1 n, we
obtain
|F−| =
1
2
(n− f([n])) ≥
1
d+ 1
n (6)
|F+| = n− |F−| ≤
d
d+ 1
n. (7)
For 1 ≤ i ≤ d, let Si = {x ∈ [n] | x ≡ i (mod d)}. Choose S = Si such that |Si ∩ F
+| is
minimum. Then |S ∩ F+| ≤ 1
d
|F+| and, thus, in [n] \ S there are at least |F+| − 1
d
|F+| =
d−1
d
|F+| positions with f -value 1. Now, with inequalities (6) and (7), we can deduce that
there are at least
d− 1
d
|F+| = |F+| −
1
d
|F+| ≥ |F+| −
1
d+ 1
n ≥ |F+| − |F−| = f([n])
positions in [n] \S with f -value 1. Hence, we can delete the first f([n]) 1’s appearing in the
sequence f(1), f(2), . . . , f(n) which are not on positions contained in S and we obtain a new
sequence of 1’s and −1’s with n−f([n]) ≥ n− (d−1)
d+1 n =
2
d+1n terms and total sum equal to 0.
Since by hypothesis n ≥ d+18 (k
2− 2sk+4s− 4)+1, where s ∈ {0, 1} with s ≡ k−22 (mod 2),
and |f([n])| ≤ min{n− k, d−1
d+1n}, it follows that n− f([n]) ≥ max{k,
2
d+1n}, implying that
n− f([n]) ≥ max
{
k,
⌈
2
d+ 1
n
⌉}
= max
{
k,
⌈
1
4
(k2 − 2sk + 4s− 4) +
2
d+ 1
⌉}
= max
{
k,
1
4
(k2 − 2sk + 4s)
}
,
satisfying the hypothesis of Theorem 2.2 with t = q = 0. Thus, in the new sequence,
we can guarantee the existence of a ZS k-block B. This set B is, by construction, a ZS
(d, k)-block in the original sequence.
12
Observe that, if k ≥ 6, the assumptions n ≥ d+18 (k
2−2sk+4s−4)+1 and |f([n])| ≤ d−1
d+1n
imply already that n ≥ k and |f([n])| ≤ n−k. This is because of the following computations.
Assuming k ≥ 6, notice first that, if either s = 0 or s = 1, k2 − 2sk + 4s − 4 ≥ k2 − 2k =
k(k − 2). Hence, with d ≥ 2, we have, on the one hand,
d+ 1
8
(k2 − 2sk + 4s− 4) + 1 ≥
d+ 1
8
k(k − 2) + 1 ≥
d+ 1
2
k > k.
On the other hand, we have
n ≥
d+ 1
8
(k2 − 2sk + 4s− 4) + 1 ≥
d+ 1
8
k(k − 2) + 1 ≥
d+ 1
2
k + 1 >
d+ 1
2
k,
which implies that n− k > n− 2n
d+1 =
d−1
d+1n.
Therefore, Theorem 3.1 can be stated the following way for k ≥ 6.
Theorem 3.2. Let k, d and n be positive integers such that k ≥ 6 is even, d ≥ 2, and
n ≥ d+18 (k
2 − 2sk + 4s − 4) + 1, where s ∈ {0, 1} with s ≡ k−22 (mod 2). Then, for any
function f : [n]→ {−1, 1} such that |f([n])| ≤ d−1
d+1n, there exists a ZS (d, k)-block.
For k = 2 and k = 4, it follows that, as soon as the natural condition n ≥ k is fulfilled,
Theorem 3.1 guarantees the existence of a ZS (d, k)-block for any function f : [n]→ {−1, 1}
such that |f([n])| ≤ min{n−k, d−1
d+1n}. In case that k ≥ 6, we will show in the next theorem
that Theorem 3.2 is sharp, meaning that, as soon as the n is chosen one unit below of
the given lower bound, there are examples of functions having |f([n])| = d−1
d+1n, such that
no (d, k)-block B ⊆ [n] is a zero-sum set. Moreover, we will characterize the extremal
sequences. With this aim, we will define, for given positive integers d and k, the family of
functions Fd,k.
Let d and k be positive integers, such that k > 4 is even and d ≥ 2, and consider
n = d+18 (k
2 − 2sk + 4s− 4) where s ∈ {0, 1} with s ≡ k−22 (mod 2). First, note that
d+ 1
8
(
k2 − 2sk + 4s− 4
)
=
d+ 1
8
(
k2 − 2sk − 2k + 2k + 4s − 4
)
=
d+ 1
8
(
k2 − 2sk − 2k
)
+
d(k + 2s − 2) + k + 2s− 2
4
=
d+ 1
8
(
k2 − 2sk − 2k
)
+
d(k − 2s − 2) + 4ds + k + 2s− 2
4
=
d+ 1
8
k(k − 2s− 2) +
d(k − 2s− 2)− (k − 2s− 2) + 2k − 4 + 4ds
4
=
d+ 1
8
k(k − 2s− 2) +
(d− 1)(k − 2s− 2)
4
+
k
2
− 1 + ds
=
k − 2s− 2
4
(
(d+ 1)
k
2
+ d− 1
)
+
k
2
− 1 + ds.
Thus, n = d+18 (k
2 − 2sk + 4s− 4) = mb+ r, where
m =
k − 2s− 2
4
, b = (d+ 1)
k
2
+ d− 1 and r =
k
2
− 1 + ds. (8)
13
Note that k ≥ 6 implies that m > 0. We will decompose the interval [n] into m + 1
blocks of length r, and m blocks of length b− r. Let
Ri = {(i− 1)b+ 1, . . . , (i− 1)b+ r} for 1 ≤ i ≤ m+ 1, and
Ti =
{
(i− 1)b +
k
2
+ ds, . . . , ib
}
for 1 ≤ i ≤ m.
Hence,
[n] =
(
m⋃
i=1
(Ri ∪ Ti)
)
∪Rm+1.
Now we define the family of functions F+d,k as follows. We say that f : [n]→ {−1, 1} is
contained in F+d,k if and only if f satisfies the following conditions (F1) and (F2).
(F1) If s = 0,
f(x) =
{
−1 if x ∈ Ri for some 1 ≤ i ≤ m+ 1, and
1 if x ∈ Ti for some 1 ≤ i ≤ m.
(F2) If s = 1, let
(i) f(Ti) = |Ti| = b− r =
k
2d for all 1 ≤ i ≤ m;
(ii) f(Ri) = d−
k
2 + 1 for all 1 ≤ i ≤ m+ 1.
Moreover, let Ri(1) = f
−1(1) ∩Ri, for 1 ≤ i ≤ m+ 1, and let Ti ⊆ Ri ∪ Ti ∪Ri+1 be
the maximal block such that f(Ti) = |Ti|. Then let f satisfy, additionally,
(iii) if Ri(1) is not a block, then |Ti \ Ti| ≥ d, for 1 ≤ i ≤ m;
(iv) if Ri(1) is a block and Ri ∩Ti = ∅, then Ri+1(1) is a block and there are at most
k
2 − 1 (−1)’s between Ri(1) and Ri+1(1).
Finally, we set F−d,k = {−f | f ∈ F
+
d,k} and Fd,k = F
+
d,k ∪ F
−
d,k.
For the sake of comprehension we shall see some particular examples. For d = 2 we
analyze two cases corresponding to s = 0 and s = 1, namely k = 6 and k = 8.
Example 3.3. Let d = 2 and k = 6, thus s = 0 and n = 12. Then, the unique function
f ∈ F+2,6 is represented by
− − + + + + + + + + −−
where R1 = {1, 2}, T1 = {3, . . . , 10} and R2 = {11, 12}. Note that, this function satisfies
|f([n])| = 4 = d−1
d+1n and has no ZS (2, 6)-block.
Example 3.4. Let d = 2 and k = 8, thus s = 1 and n = 18. The functions from family F+2,8
are described below. Here, m = k−2s−24 = 1, b = (d+ 1)
k
2 + d− 1 = 13, r =
k
2 − 1 + ds = 5,
and so R1 = {1, . . . , 5}, T1 = {6, . . . , 13} and R2 = {14, . . . , 18}. We use capital letters to
denote the different sequences of length r = 5 and weight d− k2 + 1 = −1:
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A: + + − − − E: + − + − − I: − + − − +
B: − + + − − F: + − − + − J: − − + − +
C: − − + + − G: + − − − +
D: − − − + + H: − + − + −
Accordingly to rules (F2) (i) to (iv), all the functions f ∈ F+2,8 are represented by the
following sequences:
X + + + + + + + +Y,
where
Y ∈


{A}, if X ∈ {A,E,F,H};
{A,B}, if X = B;
{A,B,C}, if X = C;
{A,B,C,D,E, F,G,H, I, J}, if X = D;
{A,E,F,G}, if X ∈ {G, I, J}.
Observe that all functions f ∈ F+2,8 satisfy |f([n])| = 6 =
d−1
d+1n and have no ZS (2, 8)-
blocks.
Before stating the theorem showing sharpness for Theorem 3.2, we need to prove the
following lemmas.
Lemma 3.5. Let G be a connected graph with vertex set V , and, for integers d ≥ 1 and q,
let g : V −→ dZ + q be a function such that |g(x) − g(y)| ∈ {0, d} for any pair of adjacent
vertices x, y ∈ V . Then, for vertices u, v ∈ V such that g(u) < g(v) and for any p ∈ dZ+ q
with g(u) ≤ p ≤ g(v), there exists a vertex w ∈ V with g(w) = p.
Proof. Since G is connected, there is a path P = u1 . . . um with u1 = u and um = v. Let
p ∈ dZ + q with g(u) ≤ p ≤ g(v). If p = g(u) or p = g(v), we are done. So assume that
p is such that g(u) < p < g(v). Let i be the largest index such that g(ui) < p. Then
p ≤ g(ui+1). On the other side, since g(ui) < p ≤ g(ui+1) and g(ui), p ∈ dZ + q, it follows
that d+ g(ui) ≤ p. Hence,
g(ui+1) = (g(ui+1)− g(ui)) + g(ui) = |g(ui+1)− g(ui)|+ g(ui) ≤ d+ g(ui) ≤ p,
and, thus, g(ui+1) = p.
Lemma 3.6. Let k, d and n be positive integers such that d ≥ 2 and f : [n] → {−1, 1} a
function on [n]. If there are (k, d)-blocks S, T ⊆ [n] such that f(S) < 0 and f(T ) > 0, then
there is a (k, d)-block B with f(B) = 0.
Proof. We define the graph G = (V,E) as follows. Let V be the set of all (k, d)-blocks of
[n]. For, B,B′ ∈ V , let BB′ ∈ E if and only if |B ∩ B′| = k − 1. Define the function
g : V → 2Z + q by g(B) = f(B), where q = 0 if k is even, and q = 1 if k is odd. Then
|g(B) − g(B′)| ∈ {0, 2} for any pair of adjacent vertices B,B′ ∈ V . It is not difficult to
see that there is a way to transform, in a finite number of steps σ, one (k, d)-block B into
another B′ going through a sequence B0, B1, . . . , Bσ of different (k, d)-blocks, with B0 = B
and Bσ = B
′, such that consecutive members of the sequence differ by exactly one element,
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i.e. |f(Bi)−f(Bi+1)| ∈ {0, 2} for 0 ≤ i ≤ σ−1. This implies that the graph G is connected.
By Lemma 3.5, if there are vertices S, T ∈ V such that g(S) < 0 and g(T ) > 0, then there
is a vertex B ∈ V with g(B) = 0. Hence, provided that f(S) < 0 and f(T ) > 0, we have
proven the existence of a (k, d)-block B in [n] with f(B) = 0.
Now we can prove the sharpness theorem.
Theorem 3.7. Let k, d and n be positive integers such that k ≥ 6 is even, d ≥ 2, and
n = d+18 (k
2 − 2sk + 4s − 4), where s ∈ {0, 1} with s ≡ k−22 (mod 2). Then a function
f : [n] → {−1, 1} satisfies |f([n])| = d−1
d+1n and has no ZS (d, k)-blocks if and only if
f ∈ Fd,k.
Proof. We first prove that all functions f ∈ F+d,k satisfy f([n]) =
d−1
d+1n. Recall that |Ti| =
b− r for all 1 ≤ i ≤ m, and f(Ti) = |Ti| in all cases. Therefore
f([n]) =
m∑
i=1
f(Ti) +
m+1∑
i=1
f(Ri) = m(b− r) +
m+1∑
i=1
f(Ri). (9)
If s = 0 then f(Ri) = −|Ri| = −r, and so (9) becomes
f([n]) = m(b− r)− (m+ 1)r. (10)
Replacing in (10) the values of m, b and r from (8) corresponding to s = 0, we obtain:
f([n]) =
(
k − 2
4
)(
(d+ 1)
k
2
+ d− 1−
(
k
2
− 1
))
−
(
k − 2
4
+ 1
)(
k
2
− 1
)
=
(
k − 2
4
)(
k + 2
2
)
d−
(
k + 2
4
)(
k − 2
2
)
=
d− 1
8
(
k2 − 4
)
=
d− 1
d+ 1
n
as claimed.
If s = 1 then f(Ri) =
(
d− k2 + 1
)
, and so (9) becomes
f([n]) = m(b− r) + (m+ 1)
(
d−
k
2
+ 1
)
. (11)
Replacing in (11) the values of m, b and r from (8) corresponding to s = 1, we obtain:
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f([n]) =
(
k − 4
4
)(
(d+ 1)
k
2
+ d− 1−
(
k
2
+ d− 1
))
+
(
k − 4
4
+ 1
)(
d−
k
2
+ 1
)
=
(
k − 4
4
)(
k
2
)
d+
(
k
4
)(
d−
k
2
+ 1
)
=
d
8
(
k2 − 4k
)
+
kd
4
−
k2
8
+
k
4
=
d
8
(
k2 − 2k
)
−
2kd
8
+
kd
4
−
k2
8
+
k
4
=
d
8
(
k2 − 2k
)
−
k2 − 2k
8
=
d− 1
8
(
k2 − 2k
)
=
d− 1
d+ 1
n
as claimed.
Now we will prove that none of the functions f ∈ F+d,k contains a ZS (d, k)-block. As we
previously used Ri(1) = f
−1(1) ∩ Ri, let Ri(−1) = f
−1(−1) ∩ Ri for every 1 ≤ i ≤ m+ 1.
We first prove that, in both cases s = 0 and s = 1, we have
Ri(−1) =
k
2
− 1. (12)
To see this, recall that by definition, if s = 0 then Ri(−1) = |Ri| = r =
k
2 − 1 as claimed.
For the case s = 1, recall that f(Ri) = d −
k
2 + 1 and, since f(Ri) = Ri(1) − Ri(−1), the
equality in (12) follows using the fact that Ri(1) +Ri(−1) = |Ri| = r =
k
2 − 1 + d.
Observe now that, in all sequences given by a function f ∈ Fd,k, the (−1)’s are contained
in the Ri sets. In other words, f
−1(−1) ∩ Ti = ∅ for every 1 ≤ i ≤ m. As a ZS (d, k)-block
must contain the same number of (−1)’s and (+1)’s, namely k2 , then, by (12), a ZS (d, k)-
block necessarily intersects two Ri sets, which is impossible since, by construction, between
the last (−1) from Ri and the first (−1) from Ri+1 there are d
(
k
2 + 1
)
(+1)’s.
Hence, we have proved that the functions f ∈ F+d,k satisfy f([n]) =
d−1
d+1n and have no
ZS (d, k)-blocks and, thus, it follows that the functions f ∈ Fd,k fulfill |f([n])| =
d−1
d+1n and
do not contain ZS (d, k)-blocks. Now we show the necessity of the statement.
To show that the family Fd,k contains all functions f : [n]→ {−1, 1} with |f([n])| =
d−1
d+1n
and without ZS (d, k)-blocks, assume we have a function f : [n] −→ {−1, 1} such that
f([n]) = d−1
d+1n (the case f([n]) = −
d−1
d+1n is analogous) and such that it has no ZS (k, d)-
blocks. By Lemma 3.6, all (k, d)-blocks have positive sum. Actually, because of k being
even, we may assume that all (k, d)-blocks have sum at least 2.
Observe that
n =
d+ 1
8
(k2 − 2sk + 4s− 4) =
k − 2s− 2
4
(
(d+ 1)
k
2
+ d− 1
)
+
k
2
+ ds− 1.
Since 0 ≤ k2 + ds − 1 < (d + 1)
k
2 + d− 1, the expression above represents the division of n
by b = (d+1)k2 + d− 1 with rest r =
k
2 + ds− 1. Hence, we may divide the interval [n] into
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m = k−2s−24 blocks Bi of length b, with 1 ≤ i ≤ m, and a rest block of length r. Moreover,
each of the b-blocks Bi will be tared into two parts: Ri and Ti, where |Ri| =
k
2 − 1 = r and
|Ti| = d
(
k
2 + 1
)
= b− r, where 1 ≤ i ≤ m. The rest block of length r will be called Rm+1.
Formally, we have
Ri = {(i − 1)b+ 1, . . . , (i− 1)b+ r}, and Ti′ = {(i
′ − 1)b+ r + 1, . . . , i′b},
where 1 ≤ i ≤ m+1 and 1 ≤ i′ ≤ m. Moreover, we define also the b-blocks Ci = Ti ∪Ri+1,
for 1 ≤ i ≤ m. Observe that
[n] =
(
j−1⋃
i=1
Bi
)
∪Rj ∪

 m⋃
i=j
Ci

 ,
for any 1 ≤ j ≤ m.
We will show first that any b-block has at most k2 − 1 (−1)’s. Suppose we have a
b-block B ⊆ [n] with a subset S ⊆ B with |S| = k2 and such that f(s) = −1 for all
s ∈ S. Consider the set B′ = B \ S = {b1, b2, . . . , b|B′|}, where b1 < b2 < . . . < b|B′| and
|B′| = b− k2 = d
(
k
2 + 1
)
− 1. Then S ∪ {bd, b2d, . . . , b k
2
d
} is a (k, d)-block with sum at most
0, which is not possible.
Having this, we can say now that f(Bi), f(Ci) ≥ d
(
k
2 + 1
)
− k2 + 1 for all 1 ≤ i ≤ m.
Hence, we have, for any 1 ≤ j ≤ m+ 1,
d− 1
8
(k2 − 2sk + 4s− 4) = f([n]) =
(
j−1∑
i=1
f(Bi)
)
+ f(Rj) +

 m∑
i=j
f(Ci)


≥
(
d
(
k
2
+ 1
)
−
k
2
+ 1
)
m+ f(Rj),
which implies
f(Rj) ≤
d− 1
8
(k2 − 2sk + 4s− 4)−
(
d
(
k
2
+ 1
)
−
k
2
+ 1
)
m
=
d− 1
8
(k2 − 2sk + 4s− 4)−
(
d
(
k
2
+ 1
)
−
k
2
+ 1
)
k − 2s − 2
4
=
d
8
(
k2 − 2sk + 4s− 4− (k + 2)(k − 2s− 2)
)
−
1
8
(k2 − 2sk + 4s− 4 + (−k + 2)(k − 2s− 2))
= ds−
k
2
+ 1.
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Now we have
d
(
k
2
+ 1
)
−
k
2
+ 1 ≤ f(Bi) = f(Ri) + f(Ti)
≤ |Ti|+ ds−
k
2
+ 1
= d
(
k
2
+ 1− s
)
+ ds−
k
2
+ 1
= d
(
k
2
+ 1
)
−
k
2
+ 1,
which yields f(Ti) = |Ti| = d
(
k
2 + 1− s
)
and f(Ri) = ds −
k
2 + 1. This fits to rule (F1)
when s = 0 and to rule (F2)(i) and (ii) when s = 1. Hence, f(t) = 1 for all t ∈ Ti and all
1 ≤ i ≤ m, and |Ri ∩ f
−1(−1)| = k2 − 1 and |Ri ∩ f
−1(1)| = ds for all 1 ≤ i ≤ m+ 1.
If s = 0, we have finished, as the only possible function f is the following:
f(x) =
{
1, if x ∈ Ti, 1 ≤ i ≤ m
−1, if x ∈ Ri, 1 ≤ i ≤ m+ 1.
So we assume from now on that s = 1. We still have to show that f satisfies rules (F2)
(iii) and (iv). For simplicity, we define Ri(1) = f
−1(1) ∪ Ri and Ri(−1) = f
−1(−1) ∪ Ri,
for 1 ≤ i ≤ m+ 1.
Claim 1: f satisfies rule (F2)(iii).
Suppose that Ri(1) is not a block. Let Ti ⊆ Ri ∪ Ti ∪ Ri+1 be a maximal block such that
Ti ⊆ Ti and f(Ti) = |Ti|. Suppose that |Ti \ Ti| ≤ d − 1. Let t be the first element of
Ri+1 with f(t) = −1. Then t = ib + α, for an integer 0 ≤ α ≤ d − 1. Now consider the
set B = Ri(−1) ∪ {t −
k
2d, . . . , t − 2d, t − d, t}. Let t
′ be the last element from Ri(−1).
Since Ti ⊆ Ti, t
′ ≥ t − |Ti| − d = t −
k
2d − d. Hence, (t −
k
2d) − t
′ ≤ d and, thus, B is
a (k, d)-block with k2 (−1)’s and
k
2 1’s, that is, a ZS (k, d)-block, which is a contradiction.
Hence, |Ti \ Ti| ≥ d and Claim 1 is satisfied.
Claim 2: f satisfies rule (F2)(iv).
Suppose that Ri(1) is a block and Ri∩Ti = ∅. With this assumptions, t = (i−1)b+
k
2+d−1,
the last element from Ri, has f(t) = −1. Suppose now that Ri+1(1) is not a block. Then,
similarly as the case above, it is easy to see that {t, t+ d, t+ 2d, . . . , t+ k2d} ∪Ri+1(−1) is
a ZS (k, d)-block, a contradiction. Thus, f satisfies rule (F2)(iv) and the claim is proved.
Hence, we have proved that f ∈ Fd,k. Altogether, we have shown that a function
f : [n] → {−1, 1} satisfies |f([n])| = d−1
d+1n and has no ZS (d, k)-blocks if and only if
f ∈ Fd,k.
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4 Decomposition into bounded gap sequences with bounded
sum
In this section, we will work in a more general framework dealing with {−r, s}-sequences,
where r and s are positive integers. Our aim is to present a decomposition theorem of such
sequences into bounded gap sequences of bounded sum. We will do this by means of a
graph-theoretical approach. To this purpose, we shall give the following notation.
For positive integers m and n, let Hn,m be the directed graph consisting of the disjoint
union of m vertex sets V1, V2, . . . , Vm with |Vi| = n for all 1 ≤ i ≤ m, and arc set E =⋃m−1
i=1 (Vi, Vi+1), where (Vi, Vi+1) = {(v,w) | v ∈ Vi, w ∈ Vi+1}. Moreover, given positive
integers r, s and m, we define
L(r, s,m) := {−rx+ sy : x, y ∈ Z, x, y ≥ 0, x+ y = m},
and, for any real number q ∈ [−rm, sm],
λ(q, r, s,m) := max{p ∈ L(r, s,m) : p ≤ q}, and
Λ(q, r, s,m) := min{p ∈ L(r, s,m) : p ≥ q}.
Remark 4.1. For positive integers r, s,m and q ∈ R, the following assertions hold.
(i) λ(q, r, s,m) ≤ q ≤ Λ(q, r, s,m).
(ii) λ(q, r, s,m) = Λ(q, r, s,m) = q if and only if q ∈ L(r, s,m).
(iii) Λ(q, r, s,m) − λ(q, r, s,m) ∈ {0, r + s}.
(iv) For any positive integer n,
nλ(q, r, s,m) ≤ λ(qn, r, s,mn) and nΛ(q, r, s,m) ≥ Λ(qn, r, s,mn).
(v) L(r, s,m) = {(r + s)y − rm : x ∈ [0,m] ∩ Z} = {−(r + s)x+ sm : y ∈ [0,m] ∩ Z}.
(vi) 0 ∈ L(r, s,m) if and only if r+sgcd(r,s) divides m.
Proof. Items (i), (ii) and (iii) follow straightforward from the definitions.
For (iv), let p∗ ∈ {p ∈ L(r, s,m) : p ≤ q}. Then there are x∗, y∗ ≥ 0 with x∗ + y∗ = m
such that p∗ = −rx∗ + sy∗. Hence, p∗n = −r(x∗n) + s(y∗n) ≤ qn with x∗n + y∗n = mn,
and thus p∗n ∈ {p ∈ L(r, s,mn) : p ≤ qn}. This implies that
n · {p ∈ L(r, s,m) : p ≤ q} ⊆ {p ∈ L(r, s,mn) : p ≤ qn},
which yields nλ(q, r, s,m) ≤ λ(qn, r, s,mn). Analogously, we can show that
n · {p ∈ L(r, s,m) : p ≥ q} ⊆ {p ∈ L(r, s,mn) : p ≥ qn},
which gives nΛ(q, r, s,m) ≥ Λ(qn, r, s,mn).
Item (v) follows by replacing x = m − y and, accordingly, y = m − x for any element
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p = −rx+ sy ∈ L(r, s,m).
Lastly, for (vi), suppose first that 0 ∈ L(r, s,m). Then, with (v), we know that there is an
x ∈ Z ∩ [0,m] such that 0 = −(r + s)x+ sm, which is equivalent to
m =
(r + s)x
s
=
r + s
gcd(r, s)
·
gcd(r, s)x
s
.
Clearly, r+sgcd(r,s) ∈ Z. To show that
r+s
gcd(r,s) divides m, it remains to show that
gcd(r,s)x
s
∈ Z,
too. So let a ∈ Z be such that r = a · gcd(r, s). Then, with 0 = −rx+ sy, we obtain
sy = rx = a · gcd(r, s) · x,
and, since 1 = gcd(a, s), it follows that s divides gcd(r, s)x. Hence, gcd(r,s)x
s
∈ Z. On the
other side, if r+sgcd(r,s) divides m, there is a b ∈ Z such m = b ·
r+s
gcd(r,s) . Then both, x :=
sb
gcd(r,s)
and y := rbgcd(r,s) , are in Z ∩ [0,m] and fulfill x+ y = m. Thus,
−rx+ sy = −r
sb
gcd(r, s)
+ s
rb
gcd(r, s)
= 0 ∈ L(r, s,m).
Lemma 4.2. Let r, s,m, n be positive integers, and let f : V (Hn,m)→ {−r, s} be a function
on V (Hn,m). If there are directed m-paths P and Q in Hn,m such that f(V (P )) < f(V (Q)),
then, for any p ∈ L(r, s,m) with f(V (P )) ≤ p ≤ f(V (Q)) there is a directed m-path P ∗
such that f(V (P ∗)) = p.
Proof. Let Gn,m be the graph with vertex set
V (Gn,m) = {P : P is a directed m-path in Hn,m}
and edge set
E(Gn,m) = {PP
′ : |V (P ) ∩ V (P ′)| ≥ m− 1}.
Observe first that Gn,m is connected. Here for, we will show that, for any two vertices
P,P ′ ∈ V (Gn,m), there is a path in V (Gn,m) joining them. Let P = u1u2 . . . um and
P ′ = v1v2 . . . vm in Hn,m. Let R0 = P and, for 1 ≤ i ≤ m, let Ri be the directed m-
path consisting of the vertex set (V (Ri−1) ∪ {vi}) \ {ui}. Then, clearly, Rm = P
′ and, for
1 ≤ i ≤ m, |V (Ri−1)∩ V (Ri)| ≥ m− 1. This implies that the set {R0, R1, . . . , Rm} induces
a path in Gn,m and, thus, we can conclude that Gn,m is connected.
Let now
g : V (Gn,m)→ (r + s)Z− rm
be a function defined by g(P ) = f(V (P )). Observe that, for P ∈ V (Gn,m) and integers
x := |f−1(−r) ∩ V (P )| and y := |f−1(s) ∩ V (P )|, we have that x + y = m and, together
with Remark Remark 4.1 (v),
g(P ) = f(V (P )) = −rx+ sy ∈ L(r, s,m) ⊆ (r + s)Z− rm.
In particular, g is well defined.
Now let P and Q be directed paths in Hn,m such that g(P ) < g(Q) and take p ∈
L(r, s,m) with g(P ) ≤ p ≤ g(Q). Then Lemma 3.5 yields the existence of a directed
m-path P ∗ with f(V (P ∗)) = g(P ∗) = p.
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Theorem 4.3. Let r, s,m, n be positive integers, let f : V (Hn,m)→ {−r, s} be a function on
V (Hn,m), and let q =
1
n
f(V (Hn,m)). Then Hn,m can be decomposed into n vertex-disjoint
directed m-paths P1, P2, . . . , Pn such that
λ(q, r, s,m) ≤ f(V (Pi)) ≤ Λ(q, r, s,m),
for all 1 ≤ i ≤ n.
Proof. We will prove the statement by induction on n. If n = 1, then Hn,m = H1,m is itself
a directed path of length m with
λ(f(V (H1,m),m) = f(V (H1,m)) = Λ(f(V (H1,m),m),
and we are done.
Assume now that the theorem is true for n. We will prove the statement for n+ 1. Let
f : V → {−r, s} be a function on V = V (Hn+1,m), and let q =
1
n+1f(V ). We will write,
for short, λ(q,m) = λ(q, r, s,m) and Λ(q,m) = Λ(q, r, s,m). We will show in the following
that there is always a directed m-path P such that λ(q,m) ≤ f(V (P )) ≤ Λ(q,m) and such
that λ(q,m) = λ(q′,m) and Λ(q,m) = Λ(q′,m) for q′ = 1
n
(f(V )− f(P )). This will allow us
to use the induction hypothesis.
Consider any decomposition of V into n+1 vertex disjoint m-paths P1, P2, . . . , Pn+1 and
observe that f(V ) ∈ L(r, s,m(n+1)). If f(V (Pi)) ∈ {λ(q,m),Λ(p, q)} for all 1 ≤ i ≤ n+1,
then we have already the desired decomposition. So suppose this is not the case. We will
show that there are paths P ∗ and Q∗ with f(V (P ∗)) = λ(q,m) and f(V (Q∗)) = Λ(q,m).
If f(V (Pi)) ≤ λ(q,m) for all 1 ≤ i ≤ n + 1, then, since not all f(V (Pi)) can be equal to
λ(q,m), we obtain, applying Remark 4.1 (ii) and (iv),
f(V ) =
n+1∑
i=1
f(V (Pi)) < (n+1)λ(q,m) ≤ λ(q(n+1),m(n+1)) = λ(f(V ),m(n+1)) = f(V ),
which is a contradiction. In the same way, if f(V (Pi)) ≥ Λ(q,m) for all 1 ≤ i ≤ n + 1, we
obtain the contradiction
f(V ) =
n+1∑
i=1
f(V (Pi)) > (n+1)Λ(q,m) ≥ Λ(q(n+1),m(n+1)) = Λ(f(V ),m(n+1)) = f(V ).
Hence, there have to exist paths P and Q such that f(V (P )) > λ(q,m) and f(V (Q)) <
Λ(q,m). Since this means that f(V (P )) ≥ Λ(q,m) and f(V (Q)) ≤ λ(q,m), we obtain
with Lemma 4.2 that, for any p ∈ L(r, s,m) with λ(q,m) ≤ p ≤ Λ(q,m), there exists a
directed m-path with f -value p. In particular, it follows that there are directed m-paths
P ∗ and Q∗ with f(V (P ∗)) = λ(q,m) and f(V (Q)) = Λ(q,m). Now we distinguish two cases.
Case 1. Suppose that q − λ(q,m) ≤ Λ(q,m)− q.
We will show that, in this case, P ∗ is the appropriate path to be removed in order to apply
the induction hypothesis. So let q′ = 1
n
(f(V )− f(V (P ∗)). Then
q′ =
f(V )− f(V (P ∗)
n
=
f(V )− λ(q,m)
n
=
q(n+ 1)
n
−
λ(q,m)
n
= q +
q − λ(q,m)
n
.
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Thus, using the assumption q − λ(q,m) ≤ Λ(q,m)− q and Remark 4.1 (i),
q′ = q +
q − λ(q,m)
n
≤ q +
Λ(q,m)− q
n
=
q(n− 1) + Λ(q,m)
n
≤
Λ(q,m)(n − 1) + Λ(q,m)
n
= Λ(q,m).
On the other side, we have q′ = q + q−λ(q,m)
n
≥ q ≥ λ(q,m). Hence, we have
λ(q′,m) = λ(q,m) and Λ(q′,m) = Λ(q,m).
Moreover, since Hn,m ∼= Hn+1,m − V (P
∗), we can apply here the induction hypothesis.
Hence, as q′ =
f(Hn+1,m−V (P ∗))
n
= f(V )−V (P
∗)
n
, there is a decomposition of Hn+1,m − V (P
∗)
into n disjoint m-paths P1, P2, . . . , Pn such that
λ(q,m) = λ(q′,m) ≤ f(V (Pi)) ≤ Λ(q
′,m) = Λ(q,m),
for 1 ≤ i ≤ n. Hence, together with the path P ∗, we obtain the desired decomposition of
Hn+1,m.
Case 2. Suppose that q − λ(q,m) ≥ Λ(q,m)− q.
In this case, it will follow that Q∗ is the appropriate path to be removed in order to apply
the induction hypothesis. So let q′ = 1
n
(f(V )− f(V (Q∗)). Then
q′ =
f(V )− f(V (Q∗))
n
=
f(V )− Λ(q,m)
n
=
q(n+ 1)
n
−
Λ(q,m)
n
= q +
q − Λ(q,m)
n
.
Thus, using the assumption q − λ(q,m) ≥ Λ(q,m)− q and Remark 4.1 (i),
q′ = q +
q − Λ(q,m)
n
≥ q +
λ(q,m)− q
n
=
q(n− 1) + λ(q,m)
n
≥
λ(q,m)(n − 1) + λ(q,m)
n
= λ(q,m).
On the other side, we have q′ = q + q−Λ(q,m)
n
≤ q ≤ Λ(q,m). Hence, we have again
λ(q′,m) = λ(q,m) and Λ(q′,m) = Λ(q,m).
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Moreover, since Hn,m ∼= Hn+1,m − V (Q
∗), we can apply here the induction hypothesis on
this graph. Hence, with q′ =
f(Hn+1,m−V (Q∗))
n
= f(V )−V (Q
∗)
n
, there is a decomposition of
Hn+1,m − V (Q
∗) into n disjoint m-paths Q1, Q2, . . . , Qn such that
λ(q,m) = λ(q′,m) ≤ f(V (Qi)) ≤ Λ(q
′,m) = Λ(q,m),
for 1 ≤ i ≤ n. Hence, together with the path Q∗, we obtain the desired decomposition of
Hn+1,m.
By Lemma 4.1 (vi), given positive integers r, s,m, and n, 0 ∈ L(r, s,m) if and only if
r+s
gcd(r,s) divides m. In such a case, if we are provided with a function f : V (Hn,m)→ {−r, s}
such that f(V (Hn,m)) = 0, it follows by previous theorem that the graph Hn,m can be
decomposed into n m-paths of sum zero. Observe that such a ZS m-path has qrgcd(r,s)
vertices with f -value s and qsgcd(r,s) vertices with f -value −r, where q =
gcd(r,s)
r+s m. We have
thus the following corollary.
Corollary 4.4. Let r, s,m, n be positive integers such that r+sgcd(r,s) divides m. If f :
V (Hn,m) → {−r, s} is a function such that f(V (Hn,m)) = 0, then Hn,m can be decom-
posed into n vertex-disjoint directed ZS m-paths P1, P2, . . . , Pn.
The case where r = s = 1 is also of our interest.
Corollary 4.5. Let m,n be positive integers, and let f : V (Hn,m)→ {−1, 1} be a function
on V (Hn,m) and let q =
f(V (Hn,m))
n
and k = ⌈q⌉. Then Hn,m can be decomposed into n
vertex-disjoint directed m-paths P1, P2, . . . , Pn with
f(V (Pj)) ∈
{
{k − 2, k}, if m ≡ k (mod 2)
{k − 1, k + 1} if m 6≡ k (mod 2),
for all 1 ≤ j ≤ n.
Proof. Let λ(q,m) = λ(q, 1, 1,m) and Λ(q,m) = Λ(q, 1, 1,m). By Theorem 4.3, there
is a decomposition of Hn,m into n directed m-paths P1, P2, . . . , Pn such that f(V (Pj)) ∈
{λ(q,m),Λ(q,m)}. If q = λ(q,m) or q = Λ(q,m), then q ∈ Z and thus k = q. Since∑
1≤j≤n f(V (Pj)) = f(Vn,m) = qn, it follows that in either case f(V (Pj)) = q = k, for
1 ≤ j ≤ n, and we are done. So we may suppose that λ(q,m) < q < Λ(q,m). This implies
that k = ⌈q⌉ ∈ {Λ(q,m) − 1,Λ(q,m)}. Further, since, for each 1 ≤ j ≤ n, there is an
xj ∈ [0,m] ∩ Z such that f(Pj) = m − 2xj ∈ {λ(q,m),Λ(q,m)} = {Λ(q,m) − 2,Λ(q,m)}
(see Remark 4.1(v)), we have that m ≡ Λ(q,m). Hence, we have two cases: either m ≡ k =
⌈q⌉ = Λ(q,m) or m 6≡ k = ⌈q⌉ = Λ(q,m)−1. In the first case, we obtain f(Pj) ∈ {Λ(q,m)−
2,Λ(q,m)} = {k − 2, k} and in the second f(Pj) ∈ {Λ(q,m)− 2,Λ(q,m)} = {k − 1, k + 1},
as claimed.
From Theorem 4.3, we can deduce the following result. Here we consider a partition
I1 ∪ I2 ∪ ... ∪ Im of the interval [nm], where Ii = {(i − 1)n + 1, (i − 1)n + 2, . . . , in}, for
1 ≤ i ≤ m.
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Theorem 4.6. Let r, s,m, n be positive integers, let f : [nm] → {−r, s} be a function on
[nm], and let q = 1
n
f([nm]). Then [nm] can be decomposed into n disjoint (2n−1)-bounded
gap sequences S1, S2, . . . , Sn each of cardinality m, such that
λ(q, r, s,m) ≤ f(Sj) ≤ Λ(q, r, s,m),
where |Sj ∩ Ii| = 1 for all 1 ≤ j ≤ n and all 1 ≤ i ≤ m.
Proof. Consider Ii as the vertex partition set Vi of the graph Hn,m and apply Theorem 4.3
in order to obtain the decomposition of Hn,m into directed m-paths P1, P2, . . . , Pn such
that λ(q, r, s,m) ≤ f(V (Pj)) ≤ Λ(q, r, s,m), for all 1 ≤ j ≤ n. Then, setting Si = V (Pi),
we have λ(q, r, s,m) ≤ f(Sj) ≤ Λ(q, r, s,m) and |Sj ∩ Ii| = 1 for all 1 ≤ j ≤ n and all
1 ≤ i ≤ m and so each Sj is a (2n−1)-bounded gap sequence. Hence, we obtain the desired
decomposition of [nm].
The following corollaries point out the particular cases of Theorem 4.6 where r+sgcd(r,s)
divides m and where r = s = 1.
Corollary 4.7. Let r, s,m, n be positive integers such that r+sgcd(r,s) divides m. If f : [nm]→
{−r, s} is a function such that f([nm]) = 0, then [nm] can be decomposed into n disjoint ZS
(2n− 1)-bounded gap sequences S1, S2, . . . , Sn each of cardinality m, such that |Sj ∩ Ii| = 1
for all 1 ≤ j ≤ n and all 1 ≤ i ≤ m.
Corollary 4.8. Let m,n be positive integers, let f : [nm]→ {−1, 1} be a function on [nm]
and let q = f([nm])
n
and k = ⌈q⌉. Then [nm] can be decomposed into n disjoint (2n − 1)-
bounded gap sequences S1, S2, . . . , Sn each of cardinality m, such that
f(V (Sj)) ∈
{
{k − 2, k}, if m ≡ k (mod 2)
{k − 1, k + 1} if m 6≡ k (mod 2),
and |Sj ∩ Ii| = 1 for all 1 ≤ j ≤ n and all 1 ≤ i ≤ m.
5 Simple applications and open problems
In this concluding section, we shall give an example of two possible applications of our
results to number-theoretical questions, and we will pose a few problems which we found
particularly interesting.
5.1 Applications
Part of our motivation to study the problems mentioned in this paper is the obvious relation
to well-known number-theoretical functions. We give below two such applications which are
consequences of Theorem 2.8.
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Application 1. Our first application deals with the Liouville function in a direction in-
spired by the work of Hildebrand on sign patterns of this function in short intervals [7].
Let λ denote the Liouville function defined as λ(n) = (−1)Ω(n) where Ω(n) denotes the
number of prime factors of n (counted with multiplicity). In [7] Hildebrand shows that,
for every pattern (ǫ1, ǫ2, ǫ3), where ǫi ∈ {−1, 1} for i ∈ {1, 2, 3}, there are infinitely many
positive integers n such that λ(n+ i) = ǫi. In other words, for any {−1, 1}-pattern of length
three there are infinitely many 3-blocks in the Liouville function sequence satisfying such
pattern. Next we prove that, for any k ≥ 2, there are infinitely many zero-sum k-blocks in
the Liouville function sequence.
It is well-known that the Prime Number Theorem is equivalent to the estimate
∑n
i=1 λ(i) =
o(n) ≤ n
ω(n) for some function ω(n) such that ω(n)→∞ with n (see [4]). Thus, the following
corollary is a direct consequence of Theorem 2.8.
Corollary 5.1. For every k ≥ 2, k ≡ 0 (mod 2), there are infinitely many positive integers
n, such that
∑k−1
i=0 λ(n+ i) = 0.
Moreover, since λ is a multiplicative function, i.e. λ(mn) = λ(m)λ(n) for any positive
integers n,m, Corollary 5.1 can be extended to arithmetic progressions. This follows from
the observation that
∑
i≤n λ(id) = λ(n)
∑
i≤n λ(i) = o(n) =
n
ω(n) for some function ω
fulfilling ω(n)→∞ with n.
Corollary 5.2. For every k ≥ 2, k ≡ 0 (mod 2), and, for every d ≥ 1, there are infinitely
many arithmetic progressions {a1, a2, ..., ak} of length k and common difference d such that∑k−1
i=0 λ(ai) = 0.
Application 2. Our second application deals with the Legendre function and zero-sum
blocks of consecutive primes. Given a prime number p ≥ 3, the Legendre symbol (of
quadratic versus non-quadratic residue modulo p) is a multiplicative function defined as:
(
a
p
)
=


1, if a is a quadratic residue (mod p) and a 6≡ 0 (mod p),
−1, if a is a non-quadratic residue (mod p),
0, if a ≡ 0 (mod p).
Restricted to P = {p1, p2, . . . , pn, . . .}, the set of prime numbers, we obtain a {−1, 1}-
valued function f via the rule f(pj) =
(
pj
p
)
.
By the prime number theorem for arithmetic progressions [8], the primes are evenly
distributed among the residue classes modulo p. To be precise, the number is crudely
π(a, b, n) = |{ax + b ∈ P | 1 ≤ x ≤ n}| = (1+o(1))nΦ(a) ln(n) , where Φ(a) is the Euler function and
gcd(a, b) = 1. In particular, up to pn there are
n
p−1 + o(
n
p−1) primes in any of the sequences
of the form px+ j, where j ∈ {1, ..., p−1} (covering all the residue classes modulo p, except
for 0 (mod p)). Hence, F (n, p) :=
∣∣∣∑nj=1 f(pj)∣∣∣ = ∣∣∣∑nj=1 (pjp )∣∣∣ = o(n) ≤ nω(n) for some
function ω(n) such that ω(n) → ∞ with n. So, we can apply Theorem 2.8 on blocks of
consecutive primes to obtain infinitely many zero-sum k-blocks in the sequence of primes.
More precisely:
Corollary 5.3. For any prime p ≥ 3 and even integer k ≥ 2, there are infinitely many
positive integers n such that
∑k−1
i=0 f(pn+i) = 0.
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5.2 Open problems
There are many possible natural generalizations of our main theorem about zero-sum k-
blocks when the range of f : [n] → {−1, 1} is replaced by various choices of other ranges,
such as [x, y] = {x, x+ 1, ..., y} and alike. However, in most cases the existence of precisely
k-consecutive zero-sum terms is not guaranteed as there is no corresponding “interpolation
lemma” (Lemma 2.1). Yet, in the case where f : [n]→ {−r, s} for arbitrary positive integers
r and s, similar results can be deduced with more efforts. In particular, it should be possible
to prove the following conjecture along the same lines.
Conjecture 5.4. Let r, s and k be positive integers such that (r+s) divides k. Then, there
exists c(r, s) satisfying that, if n ≥ rs
(r+s)2
k2 + c(r, s)k then any function f : [n] → {−r, s}
with f([n]) = 0 contains a ZS k-block.
Problem 1. Determine the minimum value of N(r, s, k) such that for n ≥ N(r, s, k) the
above statement holds.
Another natural candidate for generalization is to replace the structure of blocks or
bounded gap subsequences with that of arithmetic progressions. This leads us to the next
problem.
Problem 2. Let r, s and k be positive integers such that (r + s) divides k. Determine the
minimum value M(r, s, k) such that, if n ≥ M(r, s, k), then, for every function f : [n] →
{−r, s} with f([n]) = 0, there is a k-term arithmetic progression A ⊆ [n] with f(A) = 0.
Clearly, the exact bounds obtained here for the case of zero-sum k-blocks serve as an
upper bound for M(r, s, k). In particular, M(r, s, k) ≤ c(r, s)k2 for some function c(r, s).
However, already for the case {−r, s} = {−1, 1}, there are values of k where the construc-
tions forbidding k-blocks does not forbid k-term arithmetic progressions.
Proposition 5.5. Let k ≡ 2 (mod 4) and n = 14k
2 − 1. If k2 is not a prime, then any
function f : [n]→ {−1, 1} with f([n]) = 0 contains a ZS k-term arithmetic progression.
Proof. Consider f : [n] → {−1, 1} with f([n]) = 0. By Theorem 2.7, we know that f
either contains a ZS k-block (therefore, a ZS-k-term arithmetic progression) or is exactly
the function defined below. Let m and r be integers such that n = km + r, m ≥ 0 and
0 ≤ r ≤ k − 1, then
f(x) =
{
−1, if x ∈ R,
1, otherwise,
where R = R1 ∪R2 ∪ .... ∪Rm+1 and Ri = {(i− 1)k + 1, (i− 1)k + 2, . . . , (i− 1)k + r}, for
i ∈ [m]. Thus, f corresponds to a sequence R1 P1R2 P2 .... Rm Pm Rm+1, where each Ri is
a (k2 − 1)-block of −1’s, and each Pi is a
(
k
2 + 1
)
-block of 1’s. For any divisor d of k2 such
that d < k2 , consider the set
A = {x ∈ [n] | x ≡ 1(mod d) and x < (k + 1)d}.
Note that A is a k-term arithmetic progression with common difference d, and f(A) = 0
since A takes k2d terms of each Bi and
k
2d terms of each Pi that it intersects.
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Yet it seems the following holds:
Conjecture 5.6. There are positive constants c1 = c1(r, s), c2 = c2(r, s), such that
c1k
2 ≤M(r, s, k) ≤ c2k
2.
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