Stanley depth of complete intersection monomial ideals by Cimpoeas, Mircea
ar
X
iv
:0
80
5.
23
06
v3
  [
ma
th.
AC
]  
5 J
un
 20
08
Stanley depth of complete intersection monomial ideals
Mircea Cimpoeas¸
Abstract
We compute the Stanley depth of irreducible monomial ideals and we show that
the Stanley depth of a monomial complete intersection ideal is the same as the Stanley
depth of it’s radical. Also, we give some bounds for the Stanley depth of a monomial
complete intersection ideal.
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Introduction
Let K be a field and S = K[x1, . . . , xn] the polynomial ring over K. Let I ⊂ S be a
monomial ideal. A Stanley decomposition of I, is a decomposition D : I =⊕ri=1 uiK[Zi],
where ui ∈ S are monomials and Zi ⊂ {x1, . . . , xn}. We denote sdepth(D) = minri=1 |Zi| and
sdepth(I) = max{sdepth(D)| D is a Stanley decomposition of I}. The number sdepth(I)
is called the Stanley depth of I. Stanley’s conjecture says that sdepth(I) ≥ depth(I). The
Stanley conjecture was proved for n ≤ 5 and in other special cases, but it remains open in
the general case. See for instance, [4], [6], [8], [1] and [3].
Let I ⊂ S be a monomial ideal. We assume that G(I) = (v1, . . . , vm), where G(I)
is the set of minimal monomial generators of I. We recall some notations from [7]. Let
g = (g(1), . . . , g(n)) ∈ Nn with vi|xg for all i = 1, . . . , m, where xg := xg(1)1 · · ·xg(n)n . We
denote P gI = {σ ∈ Nn| σ ≤ g and vi|xσ for some i}. If P gI =
⋃r
i=1[ci, di] is a partition of
P gI , we denote ρ(di) = #{j| di(j) = g(j)}.
Herzog, Vladoiu, Zheng proved in [7, Theorem 2.4] that there exists a partition
⋃r
i=1[ci, di]
of P gI such that sdepth(I) = min{ρ(di) : i ∈ [r]}. Another result from [7] says that if I ⊂ S
is a monomial ideal and IS[xn+1] is the extension of I in S[xn+1] then sdepth(IS[xn+1]) =
sdepth(I)+1. In [7], it was conjectured that sdepth((x1, . . . , xn)) = ⌈n/2⌉. Herzog, Vladoiu
and Zheng reduced this question to a purely combinatorial problem: to show that for any
n, there exists a partition of P([n])\{∅} = ∪ri=1[Xi, Yi] such that |Yi| ≥ n/2 for all i. Csaba
Biro, David M.Howard, Mitchel T.Keller, William T.Trotter and Stephen J.Young give in
[5, Theorem 1.1] a positive answer to this problem.
In the first section, we compute the Stanley depth of monomial irreducible ideals and
show that this is the same as the Stanley depth of monomial prime ideals, see Theorem 1.3.
In the second section we show that the Stanley depth of a monomial complete intersection
ideal is the same as the Stanley depth of it’s radical, see Theorem 2.1. Also, we give some
bounds for this invariant in Theorem 2.4.
Aknowledgements. The author would like to express his gratitude to Asia Rauf for her
help and for her encouragements.
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1 Stanley depth of monomial irreducible ideals.
Lemma 1.1. Let v1, . . . , vm ∈ K[x2, . . . , xm] be some monomials and let a be a posi-
tive integer. Let I = (xa1v1, v2, · · · , vm) and I ′ = (xa+11 v1, v2, · · · , vm). Then sdepth(I) =
sdepth(I ′).
Proof. Let g ∈ Nn such that xg = LCM(xa1v1, v2, · · · , vm), where xg = xg(1)1 · · ·xg(n)n .
Obviously, xg
′
:= x1x
g = LCM(xa+11 v1, v2, · · · , vm). We denote P = P gI and P ′ = P g
′
I′ .
According with [7, Theorem 2.4], we choose a partition
⋃r
i=1[ci, di] of P , with sdepth(I) =
min{ρ(di)| i ∈ [r]}. We will construct a partition P ′ =
⋃r
i=1[c
′
i, d
′
i] with min{ρ(di)| i ∈
[r]} = min{ρ(d′i)| i ∈ [r]}. Therefore, sdepth(I ′) ≥ sdepth(I).
Suppose
⋃r
i=1[ci, di] is a partition is a partition of P . We define:
c′i =
{
ci, if ci(1) < a
ci + e1, if ci(1) = a
and d′i =
{
di, if di(1) < a− 1
di + e1, if di(1) ≥ a− 1
.
Note that ρ(di) = ρ(d
′
i) for all i ∈ [r]. Indeed, d′i(1) = g′(1) = a + 1 if and only if
di(1) = g(1) = a and d
′
i(j) = g(j) if and only if di(j) = g(j), for all j ≥ 2. We claim that⋃r
i=1[c
′
i, d
′
i] is a partition of P
′.
Firstly, we show that P ′ =
⋃r
i=1[c
′
i, d
′
i]. Let σ ∈ P ′. If σ(1) ≤ a it follows that σ ∈ P ,
thus σ ∈ [ci, di] for some i. Indeed, if σ /∈ P then, since σ ∈ P ′ it follows that xa+11 v1|xσ
and therefore σ(1) = a+ 1, a contradiction.
If σ(1) < a, it follows that ci(1) < a and therefore c
′
i = ci. We get c
′
1 = ci ≤ di ≤ d′i,
thus σ ∈ [c′i, d′i]. If σ(1) = a, it follows that di(1) = a and d′i(1) = a+1. Suppose σ /∈ [c′i, d′i].
Since σ − e1 ∈ P (this is true, because σ ∈ P ′, σ(1) 6= a + 1 and thus xa+11 v1 does not
divide xσ) it follows that σ − e1 ∈ [cj, dj] for some j 6= i. But (σ − e1)(1) = a − 1 which
implies dj(1) ≥ a − 1. It follows that σ ≤ dj + e1 = d′j and therefore σ ∈ [c′j, d′j], because
c′j = cj.
If σ(1) = a + 1, it follows that σ − e1 ∈ P and therefore σ − e1 ∈ [ci, di] for some
i. Indeed, if xa+11 v1|xσ then xa1v1|xσ−e1 , else, if vj |xσ for some j ≥ 2 then vj|xσ−e1 . But
(σ − e1)(1) = a and therefore di(1) = a. We get σ ≤ di + e1 = d′i and thus σ ∈ [c′i, d′i].
Now, we must prove that for any i 6= j, we have [c′i, d′i] ∩ [c′j , d′j] = ∅. Assume by
contradiction, that there exists some σ ∈ [c′i, d′i] ∩ [c′j , d′j]. We consider two cases.
(1) Case d′j = dj. If σ(1) < a then σ ≤ di and σ ≥ c′i = ci. As dj = d′j ≥ σ ≥ c′j = cj we
get σ ∈ [ci, di]∩ [cj , dj] = ∅, which is false. If σ(1) ≥ a then d′j(1) ≥ a and so dj(1) ≥ a− 1.
But then, d′j = dj + e1, a contradiction.
(2) Case d′j > dj, d
′
i > di. If σ(1) < a then as before, σ ≤ di, σ ≤ dj and so σ ∈
[ci, di] ∩ [cj, dj] = ∅, which is false. If σ(1) ≥ a then σ − e1 ≤ di, σ − e1 ≤ dj . On the other
hand, if ci(1) < a then σ(1)− 1 ≥ ci(1) and so σ− e1 ≥ ci, because σ(j) ≥ c′i(j) = ci(j) for
j > 1. Thus σ−e1 ∈ [ci, di]. The same thing follows if ci(1) = a1 because σ−e1 ≥ c′i−e1 = ci.
Similarly, σ − e1 ∈ [cj, dj], which gives again a contradiction.
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Suppose
⋃r
i=1[c
′
i, d
′
i] is a partition of P
′ with sdepth(I ′) = min{ρ(d′i)| i ∈ [r]}. We define
ci =
{
c′i, if c
′
i(1) ≤ a
c′i − e1, if c′i(1) = a+ 1
and di =
{
d′i, if d
′
i(1) < a
d′i − e1, if d′i(1) ≥ a
.
We may have [ci, di] = ∅ for some indexes i. We claim that
⋃
[ci,di] 6=∅
[ci, di] is a partition of
P . Suppose the claim is true. Note that ρ(di) = ρ(d
′
i) for all 1 ≤ i ≤ m. It follows that
min{ρ(d′i)|i ∈ [r]} ≤ min{ρ(di)|i ∈ [r] and [ci, di] 6= ∅}
and thus, sdepth(I ′) ≤ sdepth(I).
Now, we prove the claim. Let σ ∈ P . If σ(1) < a, it follows that σ ∈ P ′ and therefore
σ ∈ [c′i, d′i] for some i. Indeed, since σ(1) < a it follows that xav1 does not divide xσ and
therefore, vj |xσ for some j > 1. Since σ(1) < a we get c′i(1) < a and therefore ci = c′i.
If d′i(1) ≥ a it follows di = d′i − e1, otherwise di = d′i. In both cases, σ(1) ≤ di(1). Thus
σ ∈ [ci, di].
Suppose σ(1) = a. We have σ + e1 ∈ P ′, because (σ + e1)(1) = a + 1. Therefore
σ + e1 ∈ [c′i, d′i] for some i. It follows that d′i(1) = a+ 1 and therefore di = d′i − e1. On the
other hand, σ(1) ≤ a. Thus, we get σ ∈ [ci, di].
Now, we must prove that for any i 6= j, we have [ci, di] ∩ [cj , dj] = ∅. If ci = c′i and
cj = c
′
j it follows that [ci, di] ⊂ [c′i, d′i] and [cj , dj] ⊂ [c′j , d′j]. Thus, there is nothing to
prove. We can assume ci = c
′
i − e1. In this case, it follows that ci(1) = di(1) = a and
[ci, di] = [c
′
i − e1, d′i − e1]. If d′j(1) < a + 1, then dj(1) < a and thus [ci, di] ∩ [cj , dj] = ∅.
Otherwise, d′j(1) = a+1 and dj(1) = a. Let σ ∈ [ci, di]. Obviously, σ+ e1 ∈ [c′i, d′i]. On the
other hand, if σ ∈ [cj, dj], then σ + e1 ∈ [c′j, d′j], a contradiction.
The following theorem is a direct consequence of [5, Theorem 1.1] and [7, Theorem 2.4].
Theorem 1.2. sdepth((x1, . . . , xn)) =
⌈
n
2
⌉
.
As a consequence of Lemma 1.1 and Theorem 1.2, we get.
Theorem 1.3. Let a1, . . . , an be some positive integers. Then:
sdepth((xa11 , . . . , x
an
n )) = sdepth((x1, . . . , xn)) =
⌈n
2
⌉
.
In particular, sdepth((xa11 , . . . , x
am
m )) = n−m+
⌈
m
2
⌉
for any 1 ≤ m ≤ n.
Proof. We apply Lemma 1.1 several times. The second part of the theorem, follows from
[7, Proposition 3.6].
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2 Stanley depth of monomial complete intersections
Theorem 2.1. Let I ⊂ S be a complete intersection monomial ideal. Then sdepth(I) =
sdepth(
√
I).
Proof. Let I = (v1, . . . , vm) ⊂ S be a complete intersection monomial ideal. If I is square
free, then there is nothing to prove. Otherwise, we may assume x21|v1. By Lemma 1.1,
sdepth(I) = sdepth((v1/x1, v2, . . . , vm)). Thus, we can replace I with (v1/x1, v2, . . . , vm)
and than we apply the previous step. After a finite number of steps, we must stop. The
last ideal obtained with this algorithm will be
√
I.
Now, we prove a version of a result of Sumiya Nasir [9, Corollary 3.2] for ideals.
Lemma 2.2. Let I ′ ⊂ S[xn+1] be a monomial ideal. We consider the homomorphism
ϕ : S[xn+1]→ S, ϕ(xi) = xi for i ≤ n and ϕ(xn+1) = 1. Let I = ϕ(I ′). Then sdepth(I ′) ≤
sdepth(I) + 1.
Proof. We choose a Stanley decomposition D′ : I ′ =⊕ri=1 uiK[Z ′i] of I ′ with sdepth(D′) =
sdepth(I ′). We claim that I =
⊕
xn+1∈Z′i
ui/xn+1
aiK[Z ′i \ {xn+1}], where ai is maximum
integer such that xn+1
ai divides ui.
We consider a monomial w ∈ ∑xn+1∈Z′i ui/xn+1aiK[Z ′i \ {xn+1}], that is, there exists
i ∈ [r] such that w ∈ ui/xn+1aiK[Z ′i \ {xn+1}]. It follows that xn+1aiw ∈ uiK[Z ′i \ {xn+1}].
So xn+1
aiw ∈ I ′. Since xn+1 does not divide w it follows that w ∈ I.
In order to prove other inclusion we consider a monomial u ∈ I. Since I = ϕ(I ′)
we have xtn+1u ∈ I ′ for sufficiently large t. Then xtn+1u ∈ uiK[Z ′i] for some i ∈ [r]. If
xn+1 ∈ Z ′i then we get u ∈ ui/xain+1K[Z ′i \ {xn+1}]. Otherwise increasing t we may suppose
that xtn+1u ∈ ujK[Z ′j ] for some j ∈ [r] with xn+1 ∈ Z ′j and we may continue as above.
Now, we prove that this sum is direct. Let
v ∈ ui/xn+1aiK[Z ′i \ {xn+1}] ∩ uj/xn+1ajK[Z ′j \ {xn+1}]
be a monomial for i 6= j. We have v = ui/xn+1aifi = uj/xn+1ajfj where fi ∈ K[Z ′i \
{xn+1}] and fj ∈ K[Z ′j \ {xn+1}] are monomials. We obtain vxan+1 ∈ uiK[Z ′i] ∩ ujK[Z ′j ]
where a = max{ai, aj}, since xn+1 ∈ K[Z ′i], K[Z ′j] and thus, we get a contradiction. Hence
I =
⊕
xn+1∈Z′i
ui/xn+1
aiK[Z ′i \ {xn+1}] and therefore sdepth(I) + 1 ≥ sdepth(I ′).
Corollary 2.3. Let I ⊂ S be a monomial ideal with G(I) = {v1, . . . , vm}. Let S ′ = S[xn+1]
and I ′ = (v1, . . . , vm−1, xn+1vm). Then sdepth(I
′) ≤ sdepth(I) + 1.
Theorem 2.4. Let I ⊂ S be a monomial complete intersection ideal. Then:
1 + n−m ≤ sdepth(I) ≤
⌈m
2
⌉
+ n−m.
In particular, I satisfy the Stanley’s conjecture.
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Proof. The first inequality is a particular case of [7, Proposition 3.4]. Moreover, depth(I) =
n−m+1 and thus sdepth(I) ≥ depth(I). In order to prove the second assertion, we consider
a monomial complete intersection ideal I ⊂ S. By Theorem 2.1, we can assume that I is
square free. Let I = (v1, . . . , vm), where v1, . . . , vm is a regular sequence of squarefree
monomials in S. We use induction on n. The case n = 1 is obvious. If I is generated by
variables, then Theorem 1.3 implies sdepth(I) =
⌈
m
2
⌉
+ n−m. Otherwise, we can assume
that xn|vm and supp(vm) \ {xn} 6= ∅. We denote J = (v1, . . . , vm/xn) ∩ K[x1, . . . , xn−1].
By induction, it follows that sdepth(J) ≤ ⌈m
2
⌉
+ n −m − 1. Thus, Corollary 2.3 implies
sdepth(I) ≤ sdepth(J) + 1 ≤ ⌈m
2
⌉
+ n−m, as required.
Conjecture 2.5. If I ⊂ S is a monomial complete intersection ideal, then sdepth(I) =⌈
m
2
⌉
+ n−m.
Herzog, Vladoiu and Zheng show in [7] that this conjecture is true for n ≤ 3.
Example 2.6. Let I = (x1, x2) ⊂ K[x1, x2]. With the notations of Corollary 2.3, we have
I ′ = (x1, x2x3) ⊂ K[x1, x2, x3]. We consider the following Stanley decomposition of I ′:
I ′ = x2x3K[x1, x2, x3]⊕ x1K[x1, x3]⊕ x1x2K[x1, x2].
Then I = x2K[x1, x2]⊕ x1K[x1] is a Stanley decomposition of I.
We recall some definitions from [6]. A Stanley space uK[Z] is called squarefree, if
u ∈ S is a squarefree monomial and supp(u) ⊂ Z. A Stanley decomposition of I is called
squarefree if all its Stanley spaces are squarefree. We shall use the following notation: for
F ⊂ [n], we set xF =
∏
i∈F xi and ZF = {xi|i ∈ F}.
Remark 2.7. Let I ⊂ S be a squarefree monomial ideal. Then I has squarefree Stanley de-
compositions. For instance,
⊕
F⊂[n],xF∈I
xFK[ZF ] is a squarefree Stanley decomposition for
I. Moreover, if D : I =⊕ri=1 uiK[Zi] is a Stanley decomposition for I, then, by the proof of
[7, Theorem 2.4], D′ : I = ⊕ui squarefree uiK[Zi ∪ supp(ui)] is a (squarefree) Stanley de-
composition for I. Note that sdepth(D′) ≥ sdepth(D) and therefore
sdepth(I) = max{sdepth(D)| D is a squarefree Stanley decomposition for I}.
An algorithm to compute a squarefree Stanley decomposition for an arbitrary squarefree
monomial ideal I ⊂ S was given by Imran Anwar in [2, Lemma 2.2].
Remark 2.8. Let I ⊂ S be a squarefree monomial ideal with G(I) = {v1, . . . , vm}.
Let I ′ = (v1, . . . , vm−1, vmy) ⊂ S[y]. Suppose I =
⊕r
i=1 uiK[Zi] is a squarefree Stanley
decomposition of I. One can easily see that IS[y] =
⊕r
i=1 uiK[Zi ∪ {y}]. Since I ′ ⊂ IS[y],
it follows that
I ′ =
r⊕
i=1
(uiK[Zi ∪ {y}] ∩ I ′).
We can refine this direct sum to a squarefree Stanley decomposition D′ of I ′. As the follow-
ing example shows, the decomposition of I ′ obtained may have sdepth(D′) < sdepth(I ′).
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Example 2.9. Let I = (x1, x2, x3) ⊂ K[x1, x2, x3] and I ′ = (x1, x2, x3x4) ⊂ K[x1, x2, x3, x4].
We consider the following (squarefree) Stanley decomposition of I:
I = x1x2x3K[x1, x2, x3]⊕ x1K[x1, x3]⊕ x2K[x1, x2]⊕ x3K[x2, x3].
Since x1 ∈ I ′ it follows that x1x2x3K[x1, x2, x3, x4] ∩ I ′ = x1x2x3K[x1, x2, x3, x4]. Simi-
larly, x2K[x1, x2, x4] ∩ I ′ = x2K[x1, x2, x4] and x1K[x1, x3, x4] ∩ I ′ = x1K[x1, x3, x4]. Also,
x3K[x2, x3, x4]∩I ′ = x3x4K[x2, x3, x4]⊕x2x3K[x2, x3]. Thus, I ′ = x1x2x3K[x1, x2, x3, x4]⊕
x2K[x1, x2, x4]⊕ x1K[x1, x3, x4]⊕ x3x4K[x2, x3, x4]⊕ x2x3K[x2, x3]. On the other hand, by
[7, Proposition 3.8], we have sdepth(I ′) = 3.
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