Abstract. This paper addresses the strength of Ramsey's theorem for pairs (RT 2 2 ) over a weak base theory from the perspective of 'proof mining'. Let RT 2− 2 denote Ramsey's theorem for pairs where the coloring is given by an explicit term involving only numeric variables. We add this principle to a weak base theory that includes weak König's lemma and a substantial amount of Σ 0 1 -induction (enough to prove the totality of all primitive recursive functions but not of all primitive recursive functionals). In the resulting theory we show the extractability of primitive recursive programs and uniform bounds from proofs of ∀∃-theorems.
Introduction
Ramsey's theorem for pairs and two colors RT 2 2 has been at the center of a lot of research in computability theory and reverse mathematics aiming at determining the complexity of the homogeneous sets in RT 2 2 and the contribution to the provably recursive functions of RT 2 2 when added to theories such as RCA 0 from reverse mathematics (see e.g. [20, 9, 8, 18, 3, 7, 19, 6] ). One of the main open questions (see [3] ) is whether the provably recursive functions of RCA 0 +RT 2 2 are the primitive recursive ones or whether the totality of the Ackermann function can be established in this system. From the perspective of applied proof theory ('proof mining') this question is of relevance for determining what type of bounds one can expect to be extractable from concrete mathematical proofs of -say -Π 0 2 -sentences ∀m ∈ N∃n ∈ N A qf (m, n) or sentences ∀f ∈ N N ∃n ∈ N A qf (f, n) (with A qf quantifier-free) that are based on RT 2 2 . Experience from the logical analysis of many proofs in different areas of mathematics indicates that, typically, proofs of theorems ∀f ∈ N N ∃n ∈ N A qf (f, n) that make use of second order principles ∀g P (g) such as RT 2 2 that state that for all functions g or sets of a certain type some property (here for all colorings c a property RT 2 2 (c)) holds only need explicit instances ψ(f ) for g resp. c that are effectively definable in the parameter f by some closed term ψ of the underlying system T , i.e.
T ∀f ∈ N N RT 2 2 (ψ(f )) → ∃n ∈ N A qf (f, n) .
In this paper we show, that in such a situation and for sufficiently weak systems T the extractability of a primitive recursive functional Φ (in the sense of Kleene) with ∀f A qf (f, Φ(f )) is guaranteed. Moreover, the proof theoretic method used provides an extraction algorithm for Φ from a given proof.
We work in a setting based on fragments of (extensional) arithmetic formulated in the language of functionals of all finite types. In [10] (see also [15] ), the second author introduced a hierarchy E-G n A ω of such fragments containing functionals corresponding to the n-th level of the Grzegorczyk hierarchy and quantifier-free induction. As usual in proof mining, universal axioms do not matter and so arbitrary true (in the sense of the full set-theoretic type structure over N, see [15] ) universal sentences can always be added to the theories used in our paper. 1 The union of all these systems is denoted by E-G ∞ A ω and contains terms for all primitive recursive functions but not for all primitive recursive functionals (in the sense of Kleene) of type level 2 (e.g. not Φ it (f, x, y) := f (x) (y)). This distinguishes the system from E-PA ω | \ in [10, 15] (sometimes also denoted by PRA ω ).
As the theory T in the result above we may take
where QF-AC is the union of the schemata of quantifier-free choice from functions to numbers
1 In [10] we officially added all true universal sentences as axioms. As in the convention made in chapter 13 of [15], we in this paper instead only add universal sentences that are provable in E-PA ω | \ , see below) which covers, in particular, the schema of quantifier-free induction. In this way we can state various conservation results over primitive recursive arithmetic PRA but still can add further universal axioms as might be useful in concrete proofs.
and quantifier-free choice from numbers to functions
and WKL is the weak König's lemma (i.e. König's lemma for 0/1-trees, see [19, 15] ).
It is clear that T contains WKL * 0 (defined in [19] ) via the usual embedding. For this system, the second author has shown in [13, 14] that the addition of the use of fixed instances Π
only causes primitive recursive provably recursive functions. More precisely, by the proof of corollaries 4.4 and 4.5 in [14] (for k := 0), it follows that
sentence as above. Furthermore, let ϕ a closed term of T (of suitable type). Then the following rule holds:
In this rule, we may add an arbitrary set of true purely universal sentences P as additional axioms to both T and E-PA
The main technical result in this paper establishes that over T one can prove RT 2 → n.
Instead of RT

Here [N]
2 denotes the set of unordered pairs in N and n the set {0, . . . , n − 1}.
Combined with the previous result (and the fact that finitely many and even sequences of instances of Π 0 1 -CA can be encoded into a single instance) we obtain Theorem 3 (see Theorem 23 below). Let ϕ, ψ be closed terms of T (of suitable type). Then the following rule holds:
Instead of RT 2 2 we, again, may have RT 2 n for any fixed number n of colors. We, furthermore, may add arbitrary true universal sentences as axioms to the theories in question.
Note that we cannot replace T by E-PA ω | \ or any other system containing either Σ 0 1 -induction (with function parameters) or the functional Φ it as in such a system even Proposition 1 would be wrong, see [13] . For Π 0 2 -sentences ∀m ∈ N∃n ∈ N A qf (m, n) one gets with Theorem 3 -using the well-known fact that E-PA Officially every variable in our system has a type (e.g. 0 for a natural number and 1 for a function N → N, for details see [15] ), but for simplicity of notation in the following we will denote by b, c, f , g, h, q number-theoretic functions of suitable arity and by x, y, z, k, l, m, n, u, v natural numbers. At a first look, it seems that the framework provided by T is very restricted as only quantifier-free induction QF-IA (with parameters of arbitrary types) is included. However, from Π 0 1 -CA(ϕ(f )) (for suitable ϕ) combined with QF-IA one obtains fixed sequences of instances 
So, in particular, any instance of the schema of Σ 
Here QF-AC N,N denotes the special case of QF-AC where both variables (n,f ) are natural numbers. Finally, we note that relative to T fixed sequences of instances of the BolzanoWeierstraß principle and even the Ascoli lemma can be proven from Π
What all this indicates is that from the perspective of unwinding the computational content of concrete proofs based on RT 2 2 (and even RT 2 n for fixed n) the computational complexity of that content will in most practical cases not go beyond primitive recursive complexity. 
Elimination of monotone Skolem functions
In [13, 14] the second author developed a technique for the elimination of monotone Skolem functions that allows one to calibrate the arithmetical strength of fixed (sequences of) instances of various comprehension and choice principles over systems such as E-G ∞ A ω . In this section we collect the results of this type that will be used later. The next result immediately follows (as special case for k := 1) from the proofs of Corollaries 4.4 and 4.5 in [14]:
ω ) be a quantifier-free formula which contains only the function variables f, g and the number variable n free.
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Furthermore, let ϕ, ψ be functionals (of suitable type) that are definable in E-G ∞ A ω . Then the following rule holds
Here '≤' for functions is defined pointwise. 
Then apply Corollary 4.4 (for ∆ := ∅) and note that for k := 1 the conclusion can be verified in (even the weakly extensional and intuitionistic version of) E-PA
Remark 6. The instance of Π 0 1 -comprehension in Proposition 5 may also depend on the results of instances of WKL:
see [15, Proposition 9.18] (note that the g in the proof of this proposition is definable in E-G ∞ A ω ). Suppose now that E-G ∞ A ω + QF-AC + WKL proves
which is equivalent to
Applying Proposition 5 yields bounds x * := χ(f ) and n * := Φ(f ) on x and n depending only on f, i.e.
and so, finally,
Instead of fixed instances of Π 0 1 -CA also fixed sequences of such instances, i.e. fixed instances of
where ϕ(f ) := f (j 1 x, j 2 x, y) for some unparing functions j 1 , j 2 .
We now consider sequences of Π 0 1 -instances of countable choice for numbers:
Similarly, one has:
As a consequence of propositions 7 and 8 we obtain With the restriction P − of second order principles P to instances with at most number parameters as discussed in the introduction we can formulate the next proposition which follows (as special case for k := 1) from Corollaries 4.8 and 4.10 in [14]: 
Trees and König's Lemma
Definition 11 (Tree).
(1) A partial order on the natural numbers ≺ is called tree if for every x ∈ N the set of all predecessors pd(x) := {y ∈ N | y ≺ x} is well-ordered. (2) A maximal linear order in ≺ is called branch. 
A tree is called n-branching if |succ(x)| ≤ n for all x ∈ N.
Definition 12 (König's Lemma). König's Lemma is the statement that every infinite, finitely branching tree contains an infinite branch.
3.1.
Fragments of König's Lemma and Formalizations. We formalize trees as characteristic functions of finite, initial segments of branches in a tree, i.e. a tree ≺ is described by f if
We define * , ,b using a suitable surjective sequence coding, for details see [15] .
Definition 13 (Weak König's Lemma WKL(ϕ)).
where T asserts that ϕ describes a 0, 1-tree with respect to the prefix relation
where T * asserts that ϕ describes a tree bounded by h
We denote by Σ Remark 16. 
Ramsey's Theorem
Now we turn to Ramsey's Theorem for pairs. In this section we will present two proofs of it. The first proof is the original one due to Ramsey [17] , the second is due to Erdős and Rado [4, 10.2].
Definition 17.
( The proofs we are going to present share the same structure: First an infinite minmonochromatic set is constructed, then using RT 1 n one finds an infinite monochromatic set. Ramsey's proof is simpler and seemingly elementary, but it cannot even be formalized in ACA 0 , see [19, p. 123] . Therefore this proof is unusable for a detailed analysis of the proof-theoretic strength of RT 
Ramsey's Proof. Fix an n-coloring c : [N]
2 → n.
We construct an enumeration (x j ) j∈N of an infinite min-monochromatic set. Define c y (x) := c({y, x}).
− Set x 0 := 0. − Using RT 1 n we find an infinite set X 1 ⊆ N\{x 0 }, such that X 1 is monochromatic under c 0 . Set x 1 := min X 1 . − Similarly we find an infinite set X 2 ⊆ X 1 \ {x 1 }, such that X 2 is monochromatic under c x1 . Set x 2 := min X 2 . − . . . Iterating this process gives a sequence (x j ) j∈N . By construction X := {x 0 , x 1 , . . . } is min-monochromatic under c. Define c : X → n with c (x j ) := c({x j , x j+1 }). c is well-defined since the sequence (x j ) j is injective.
Using RT 1 n we find an infinite H ⊆ X such that H is monochromatic under c . Since H is min-monochromatic under c we get for all x, y ∈ H, x < y c({x, y}) = c (x) = c (H).
In other words, H is monochromatic under c.
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Erdős' and Rado's Proof. The notation of this proofs follows [5] . Fix an n-coloring c : [N] 2 → n.
Let c k : k → n be defined as x → c({x, k}). Now define recursively a partial order ≺ on N: -0 ≺ 1 -If ≺ is already defined on m, then let
(iv) On pd(m) the relations < N and ≺ describe the same order, i.e. for x, y ∈ pd(m)
x < y iff x ≺ y.
(i), (ii) follow immediately from the definition of ≺. (iii):
We prove the statement (x ≺ y and y ≺ z) ⇒ x ≺ z by induction on z.
The base case z = 0 is trivial because of (i). Assume that transitivity holds for all z < z. Then
and P x ⊆ P y (induction hypothesis for y < z) Using the induction hypothesis for m = p, we deduce that all i ≺ p are comparable with i, in particular p ∈ succ(i) and
Since i ≺ y and c y (i) = c p (i), this shows p ≺ y (the case p = y is impossible). Analogously, it follows that p ≺ x or p = x. The maximality of i renders the case p ≺ x impossible, so p = x and in particular x ≺ y.
By (iv) the relation ≺ defines a tree on N.
By definition, every branch of ≺ is min-monochromatic under c. The tree is n-branching (in particular finitely branching) since for all x, y ∈ succ(i) such that x < y the induced colorings c x and c y must differ at i. Otherwise x ≺ y since c x | Pi = c y | Pi and P x = P i ∪ {i}.
By König's Lemma we find an infinite min-monochromatic branch B. As in Ramsey's proof we construct using RT -AC, but this construction depends crucially on the special structure of the Erdős-Rado-tree (see [16] ). However, we will follow here a slightly different approach.
Formalized proof of RT 2
n . In the following we formalize the proof of Erdős and Rado and show Theorem 2. We proof this theorem for every fixed number n ≥ 2 of colors, since the usual equivalence between RT In E-G ∞ A ω we represent an n-coloring c : [N] 2 → n using a mappingĉ : N × N → n such thatĉ(x, y) =ĉ(y, x) = c({x, y}). We formalize RT 2 n as follows (RT
RT 2 n expresses that f is the characteristic functions of an infinite set in which every (unordered) pair {x, y} is mapped to the color i. E-G ∞ A ω proves that ≺-chains are min-monochromatic and the properties (i)-(iv),
Proof. We may assume c(x, y) = c(y, x). 
The mapping
is the characteristic function of ≺. Hence the relation ≺ can be defined with elementary recursion and so, in particular, in E-G ∞ A ω . Set x ≺ y :≡ q(x, y) = 0.
(i), (ii) immediately follow from definition of ≺ resp. the mapping q.
(iii) is (using (i)) equivalent to
We prove this statement using quantifier-free course-of-value induction on z. The base case is trivial. Assume that the statement holds for z < z.
using induction hypothesis for y < z
The "→"-direction follows from (i) and (iii).
The "←"-direction is (using (i)) equivalent to
We prove this statement using quantifier-free course-of-value induction on m. The base step is trivial. Assume that the statement holds for all m < m: For x = 0 the statement is obvious. Hence we assume x = 0. Let x ≺ m, y ≺ m and x < y.
Using ( From the induction hypothesis (for p) and (i) we obtain
We claim that p is an immediate successor of i. In other words, no i exists such that i ≺ i ≺ p. Suppose such an i exists. Then (iii) gives i ≺ i ≺ m. As p is minimal with this property we get i ≥ p. This contradicts (together with (i)) the assumption i ≺ p. Combining this with (2) we see
Since i ≺ y, p we get c(p, i ) = c(i, i ) = c(y, i ) for all i ≺ i. This, (1) and, (3) shows c(p, i ) = c(y, i ) for all i ≺ p and, in particular, p ≺ y (p = y is impossible because of p ≤ x < y). This implies
Analogously, we deduce p = x. Here the maximality of i renders the case p ≺ x impossible. Put together, we obtain
and so
x ≺ y.
Lemma 20. For every fixed n ≥ 2 there are closed terms ξ 1 and ξ 2 such that
Proof. Notation as in the proof of the preceding lemma. Define:
The By definition of g
We deduce:
since v is maximal with v ≺ z, (i) yields (q(z)) i = 0 for all i ∈ {v + 1, . . . , z − 1}. This gives us
and, in particular,
We conclude
We proceed to prove that g is injective by showing (7) ∀l ∀x, y (x = y ∧ lth(g(x)) = l → g(x) = g(y)) using Π 0 1 -induction on l. Note that the induction formula can be written as Π 0 1 -IA(ξ 1 c) for a suitable ξ 1 . The base case is an immediate consequence of (ii) and the definition of g. Assume that (7) holds for l.
Since x and y are immediate successors of x and c(x, x ) = (g(x)) l = (g(y)) l = c(y, x ), either x, y are equal or comparable. The former case contradicts our assumption, the later together with (5) the fact that g(x) = g(y). This finishes the proof of the injectivity of g. The injectivity of g together with (6) yields
Using Π 0 1 -induction and Lemma 19 (iii) we conclude ∀l ∀x, y (lth(g(y)) = l ∧ g(x) < g(y) → x ≺ y).
Since g is definable in terms of E-G ∞ A ω and c, the induction formula can be written as Π 0 1 -IA(ξ 2 c) for a suitable term ξ 2 . Together with (5) this gives us (8) x ≺ y ↔ g(x) < g(y).
Using (6) it is clear that ξ 3 (c, x, s) :≡ g(x) = s defines a Σ 0 1 -tree bounded by λz.n. By definition the tree is the image of g. As g is an injection from the natural numbers the tree is infinite. Applying Σ Theorem 21. For each fixed n ≥ 2 there exists a closed term ξ, such that Remark 22. Using the tuple coding from section 2 it is obvious that, for a suitable
Note that the number of colors in such a sequence of instances of RT 2 n has to be bounded. For an unbounded number of colors we would need RT [8] ) it is not provable in E-G ∞ A ω .
Results
Using Theorem 21 we can extend the theorems of section 2 by adding RT <∞ with unbounded number of colors is sufficent to prove the totality of (a version of) the Ackermann function, see [8, 6 .12]. ξ 3 derived from the construction of the Erdős-Rado-tree). As we are not using Ramsey's proof in our case, a weaker instance of comprehension suffices. It should be noted, though, that the main concern in [2] is to derive a parametric version of Ramsey's theorem that displays the common structural features of the (proofs of the) (infinite) Ramsey theorem, the finite Ramsey theorem and the Paris-Harrington theorem.
All instances of RT
