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We consider a continuum-discrete model for supply chains based on partial differential
equations. The state space is formed by a graph: The load dynamics obeys to a continuous
evolution on each arc, while at nodes the good density is conserved, while the processing
rate is adjusted. To uniquely determine the dynamics at nodes, the through ﬂux is
maximized, with the minimal possible processing rate change. Existence of solutions to
Cauchy problems is proven. The latter is achieved deriving estimates on the total variation
of the density ﬂux, density and processing rate along a wave-front tracking approximate
solution. Then the extension to supply networks is showed.
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1. Introduction
The dynamics of a supply chain can be described using various mathematical approaches. Many of them are based on
discrete event simulations and consider individual parts processed by the supply chain. In the last years various continu-
ous models were proposed (e.g. [9,13,14,18]), some in which the dynamics on the arcs is governed by partial differential
equations (see [1–4,15–17]).
We consider the mixed continuum-discrete model proposed in [10], i.e. the supply chain is described by a graph com-
posed of consecutive arcs separated by nodes. The arcs represent processors or sub-chains, while the nodes represent
connections between arcs at which the dynamics can be regulated.
The chain load, represented by the parts density and the processing rate, follows a time–space continuous evolution on
arcs, and at nodes the conservation of the parts density is imposed, but not of the processing rate. More precisely, on each
arc we consider a hyperbolic system of two equations: A conservation law for the parts density, and a semi-linear evolution
equation for the processing rate:
ρt + fε(ρ,μ)x = 0, (1)
μt − μx = 0, (2)
where ρ(t, x) ∈ [0,ρmax] is the parts density at point x and time t and μ(t, x) ∈ [0,μmax] is the processing rate. For ε > 0,
the ﬂux fε is given by
fε(ρ,μ) =
{
mρ, if ρ μ,
mμ + ε(ρ − μ), if ρ μ, (3)
where m is the processing velocity. Such model was ﬁrst introduced in [10], starting from those proposed in [2] and in [15].
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[10] the following rule was used:
SC1 The incoming density ﬂux is equal to the outgoing density ﬂux. If a solution with only waves in the density ρ exists,
then such solution is taken, otherwise the minimal μ wave is produced.
Rule SC1 corresponds to the case in which processing rate adjustments are done only if necessary because they require
re-building of the supply chain, while the density ρ can be regulated more freely (e.g. by stocking). Since SC1 produces
waves only to lower the value of the processing rate μ, in some cases μ does not increase and it is not possible to
maximize the ﬂux.
In order to solve this problem, Riemann Solvers according to rules SC2 and SC3, allowing more rich dynamics, have been
considered in [7]:
SC2 The objects are processed in order to maximize the ﬂux with the minimal value of the processing rate.
SC3 The objects are processed in order to maximize the ﬂux. Then, if a solution with only waves in the density ρ exists,
then such solution is taken, otherwise the minimal μ wave is produced.
The main difference between SC2 and SC3 is the following. SC2 tends to make adjustments of the processing rate more
than SC3, even when it is not necessary for purpose of ﬂux maximization. Thus, when oscillating waves in production
rate reach a node, then SC2 reacts by cutting such oscillations, and it is not appropriate to reproduce also the well-known
“Bullwhip” effect, see [9].
The existence of solutions to Cauchy problems was proved in [10] for the algorithm SC1, establishing total variation
estimates. The aim of this work is to derive estimates on the total variation of the density ﬂux, density and processing rate
along a wave-front tracking approximate solution for the algorithm SC3, in order to construct solutions to Cauchy problems
in standard way (see [5,8]).
In our case the estimates are much more involved then those of [10], in fact the total variation of density ﬂux increases
both for interactions of waves with nodes and inside arcs (up to a multiplicative factor 1/ε). Thus the estimates can be
obtained only by a deep analysis of the type of waves produced by nodes and relative ﬂuxes. Once the density ﬂux total
variation is proved to be bounded, then the total variation of density is directly estimated, while the total variation of the
processing rate needs additional analysis.
Finally, the results are extended to the case of supply networks, using the model developed in [12].
The paper is organized as follows. In Section 2 the basic deﬁnitions of supply chain and Riemann Solver are given, and
the Riemann Solver at nodes for the algorithm SC3 is described in details. Estimates on the total variation of the density ﬂux,
density and processing rate along a wave-front tracking approximate solution are obtained and thus existence of solutions
to Cauchy problems is proved in Section 3. Finally, the extension to the supply network case is showed.
2. Basic deﬁnitions
In this section we recall basic deﬁnitions of the model introduced in [10,7].
Let us consider a supply chain consisting of a sequence of N arcs I1, . . . , IN , and N nodes P1, . . . , PN+1. The node Pk
connects the arc Ik to the arc Ik+1. Each arc Ik is modelled by an interval [ak,bk], with Pk corresponding to coordinate bk ,
on which we consider the system:{
ρt + f kε (ρ,μ)x = 0,
μt − μx = 0, (4)
where f kε is given by (3) and for simplicity we assume m = 1, ρ ∈ [0,ρmaxk ] and μ ∈ [0,μmaxk ], with ρmaxk and μmaxk the
maximum density and maximum processing rate of the arc Ik , respectively. From now on, we assume that ε is ﬁxed and,
for simplicity, we drop the indices thus indicate the ﬂux by f (ρ,μ).
Let us ﬁx an arc Ik and analyze system (4). The Hugoniot curves for the ﬁrst family are vertical lines above the secant
ρ = μ and lines with slope close to −1/2 below the same secant. The Hugoniot curves for the second family are just
horizontal lines. Since we consider positive and bounded values for the variables, we ﬁx the invariant region:
D = {(ρ,μ): 0 ρ  ρmax, 0μμmax, 0 (1+ ε)ρ + (1− ε)μ (1+ ε)ρmax = 2(1− ε)μmax}.
Observe that ρmax = μmax 21+ε . The maximum value of the density along the curve of the second family passing through
(ρ0,μ0) in D is given by
ρM(μ0) = ρmax − μ0 ρmax − μmax
μmax
= 2
1+ εμmax −
1− ε
1+ εμ0.
The supply chain evolution is described by a ﬁnite set of functions ρk,μk deﬁned on [0,+∞[×Ik . For notational simplicity
we set Uk := (ρk,μk). Our aim is to solve the Cauchy problem for given initial and boundary data. We seek for entropy
solutions Uk , see [5].
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algorithm, is represented by the solution of Riemann problems. A Riemann problem (RP) at a node is the Cauchy problem
corresponding to initial data which are constant on the arcs connected at the node.
Deﬁnition 1. A Riemann Solver for the node Pk consists of a map RS : [0,ρmaxk ] × [0,μmaxk ] × [0,ρmaxk+1 ] × [0,μmaxk+1] →[0,ρmaxk ] × [0,μmaxk ] × [0,ρmaxk+1 ] × [0,μmaxk+1] that associates to initial data (ρk,0,μk,0,ρk+1,0,μk+1,0) at Pk a vector
(ρˆk, μˆk, ρˆk+1, μˆk+1) so that the solution is given by the wave ((ρk,0,μk,0), (ρˆk, μˆk)) on the arc Ik and by the wave
((ρˆk+1, μˆk+1), (ρk+1,0,μk+1,0)) on the arc Ik+1. We require the consistency condition
(CC) RS(RS(ρk,0,μk,0,ρk+1,0,μk+1,0)) = RS((ρk,0,μk,0,ρk+1,0,μk+1,0)).
Here, referring to [11], we recall the deﬁnition of Riemann Solver according to the rule SC3. We ﬁx a node Pk and a
Riemann initial datum: Constantly equal to (ρk,0,μk,0) on Ik and constantly equal to (ρk+1,0,μk+1,0) on Ik+1. Since on the
incoming arcs, only waves of the ﬁrst family may be produced, while on the outgoing arcs only waves of the second family
may be produced, it follows that
ρˆk = ϕ(μˆk),
μˆk+1 = μk+1,0, (5)
where the function ϕ(·) describes the ﬁrst family curve through (ρk,0,μk,0) as a function of μˆk:
ϕ(μˆk) =
⎧⎪⎨
⎪⎩
μ¯k, if μˆk  μ¯k,
(−1+ε)μˆk+2ρk,0
1+ε , if μˆk < μ¯k, ρk,0 μk,0,
(−1+ε)(μˆk−μk,0)+(1+ε)ρk,0
1+ε , if μˆk < μ¯k, ρk,0 > μk,0,
with μ¯k the value in which the expression of such curve changes:
μ¯k =
{
ρk,0, if ρk,0 μk,0,
1+ε
2 ρk,0 + 1−ε2 μk,0, if ρk,0 > μk,0.
(6)
The values ρˆk+1 and μˆk are chosen as follows, distinguishing some cases:
Case (α) μk+1,0 < μ¯k:
Case (α1) ρ∗  ρM(μk+1,0):
ρˆk+1 = ρ∗, μˆk =
{
μmaxk , if ρ
∗ > μmaxk ,
max{ρ∗,μk,0}, if ρ∗ μmaxk ,
Case (α2) ρ∗ > ρM(μk+1,0):
ρˆk+1 = ρM(μk+1,0), μˆk = μ˜ = 2ε1− ε
(
μmaxk − μ¯k
)+ μk+1,0.
Case (β) μ¯k μk+1,0:
ρˆk+1 = μ¯k, μˆk =
{
μ¯k, if μk,0 < μ¯k,
μk,0, if μk,0  μ¯k.
We can reformulate the Riemann Solver for the algorithm SC3 in terms of ﬂuxes. The maximum ﬂux that can be obtained
on each arc is:
f maxi =
{
μ¯i(ρi,0,μi,0), i = k,
μi+1,0 + ε(ρM(μi+1,0) − μi+1,0), i = k + 1.
Then we set the through ﬂux to be Γ = min{ f maxk , f maxk+1 }. For the incoming arc, we then distinguish two cases:
Case (1) If Γ = f maxk , then we set ρˆk = ϕ(μˆk) = μ¯k and μˆk = max{μ¯k,μk,0}.
Case (2) If Γ < f maxk , then there exists a unique μˆk such that μˆk + ε(ϕ(μˆk) − μˆk) = Γ .
Moreover we set ρˆk = ϕ(μˆk).
On the outgoing arc we have μˆk+1 = μk+1,0, while ρˆk+1 is the unique value such that fε(μk+1,0, ρˆk+1) = Γ .
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In this section, we derive estimates on the total variation of the density ﬂux, density and processing rate along a wave-
front tracking approximate solution. This allows to construct the solutions to the Cauchy problem, with initial datum having
bounded total variation, in standard way, see [5].
Roughly speaking a wave front tracking approximate solution is obtained as follows. First one approximates the initial
datum with a piecewise constant function having smaller total variation. Then Riemann problems inside each arc are solved
by standard self-similar solutions, while Riemann problems at nodes are solved using the Riemann Solver. Then for small
times a solution is obtained piecing together the various solutions to the Riemann problems. Such solution can be prolonged
up the ﬁrst interaction time of two waves inside an arc or of a wave with a node. A new Riemann problem is then
solved and the solution prolonged up to the next interaction time and so on. For the construction to work, an estimate
on the number of waves and interactions is needed. In our case the number of waves can increase only in the following
cases:
• a second family wave is split in two waves when interacting with a ﬁrst family wave;
• a wave interacts with a node producing two waves.
Let δ be the minimal length of an arc and thus the minimal time for a wave to travel from one node to another. Then
both phenomena can happen only once for each wave every δ unit of time. Thus the number of waves is bounded and also
the number of interactions.
From now on, we ﬁx a wave-front tracking approximate solution (ρ,μ) and assume:
(A) the initial datum satisﬁes TVμ(0) = TV(μ(0)) = 0,
so that no wave of the ﬁrst family is present at initial time.
3.1. Flux estimates
Let us analyze the interaction of a ﬁrst family wave and a second family wave with a node and then the interaction
between a ﬁrst family wave and a second family wave inside an arc.
3.1.1. Interaction of a ﬁrst family wave and a second family wave with a node
In this section we prove that the ﬂux variation is conserved for interactions of a ﬁrst family wave with a node, while it
can increase if a second family wave interacts. Let us start with some notation.
Fix a node Pk , and distinguish two cases:
(1) a wave of the second family interacts with the node Pk;
(2) a wave of the ﬁrst family interacts with the node Pk .
Let t¯ be the interaction time and indicate by ((ρ−k ,μ
−
k ), (ρ
−
k+1,μ
−
k+1)) and, respectively, by ((ρ
+
k ,μ
+
k ), (ρ
+
k+1,μ
+
k+1)) the
equilibrium conﬁgurations at the node Pk before and, respectively, after the interaction. In general − and + denote the
values before and after the interaction respectively, while by  we indicate the variation, i.e. the value after the interaction
minus the value before. For example Γ = Γ + − Γ − .
Next lemma shows that the interaction of a second family wave with a node (thus from the left) may increase substan-
tially the ﬂux variation, more precisely by a factor of 1/ε. The latter happens precisely in the following case: The equilibrium
at the node is characterized by a low density ρ−k on the left of the node Pk with ρ
−
k < μ
−
k , thus with a ﬂux at the node
given by f (ρ−k ,μ
−
k ) = ρ−k . Assume then that a large ﬁrst family wave interacts from the left bringing the density to a high
value, say ρk > μ
−
k . At this point the ﬂux at the node can be further increased if a second family wave exits the node to
the left. Indeed f (ρk,μ
−
k ) = μ−k + ε(ρk −μ−k ) while increasing the value of the processing rate to equal the density we can
produce a ﬂux value of ρk . If the constraint given by the outgoing arc allows such an increase, the ﬂux total variation will
be strongly augmented.
Lemma 2. If a wave of the second family interacts with a node Pk, then
TV( f )+  1
ε
TV( f )−. (7)
Proof. Let (ρk,μk) be the value on the left of the second family wave arriving at Pk . Along the curve of the second family
the production rate does not change, so we have μk = μ− and the new conﬁguration is ((ρk,μ−), (ρ− ,μ− )).k k k+1 k+1
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Case (a) ρ−k > μ
−
k .
Case (b) ρ−k μ
−
k .
In Case (a) Γ − = Γ −out  Γ −inc . Let us determine the value ρ¯k ∈]μ−k ,ρ−k [ such that
μ¯
(
ρ¯k,μ
−
k
)= f (ρ−k ,μ−k ).
From the deﬁnition of μ¯ and of the ﬂux function, we have
1+ ε
2
ρ¯k + 1− ε2 μ
−
k = ερ−k + μ−k (1− ε);
hence we get ρ¯k = 1−ε1+εμ−k + 2ε1+ε ρ−k , that is a convex combination of μ−k and ρ−k with a greater weight for μ−k . We have to
split Case (a) in two subcases:
Case (a.1) ρk  ρ¯k .
Case (a.2) ρk < ρ¯k .
In Case (a.1) we have Γinc  Γ − = f (ρ−k ,μ−k ) = Γ −out = Γout . It follows that Γ + = Γout , then only a ﬁrst family wave is
produced on arc Ik; thus TV( f )+ = TV( f )− .
In Case (a.2) we have to analyze two subcases:
Case (a.2.1) μ−k  ρk < ρ¯k .
Case (a.2.2) ρk μ−k .
In Case (a.2.1) we have Γinc = μ¯k(ρk,μ−k ) < μ¯k(ρ¯k,μ−k ) = f (ρ−k ,μ−k ) = Γ − = Γ −out = Γout . It follows that Γ + = Γinc and
both a wave of ﬁrst family is produced on Ik and a wave of second family on Ik+1. The ﬂux variation of the latter is
f (ρ−k+1,μ
−
k+1) − μ¯k(ρk,μ−k ), while the ﬂux variation of the former is μ¯k(ρk,μ−k ) − f (ρk,μ−k ). Thus we get:
TV( f )+ = f (ρ−k+1,μ−k+1)− f (ρk,μ−k )= f (ρ−k ,μ−k )− f (ρk,μ−k )= TV( f )−.
In Case (a.2.2) we have Γinc = ρk < μ¯k(ρ−k ,μ−k ) = f (ρ−k ,μ−k ) = Γ − = Γ −out = Γout . It follows that Γ + = Γinc and only a
second family wave is produced in Ik+1; thus TV( f )+ = TV( f )− .
In Case (b) we have to analyze two cases:
Case (b.1) ρk μ−k .
Case (b.2) ρk > μ
−
k .
In Case (b.1) Γinc = f (ρk,μ−k ) = ρk . We have to further distinguish two subcases:
Case (b.1.1) Γinc  Γ −out .
Case (b.1.2) Γinc > Γ
−
out .
In Case (b.1.1) we have Γ + = Γinc , and it follows that there is only a second family wave on Ik+1 and thus TV( f )+ =
TV( f )− .
In Case (b.1.2) Γ + = Γout = Γ −out and both a ﬁrst family wave is produced on Ik and a second family wave is produced
on Ik+1. The ﬂux variation of the latter is Γ −out − Γ −inc , while the ﬂux variation of the former is f (ρk,μ−k ) − Γ −out . Therefore
TV( f )+ = f (ρk,μ−k ) − Γ −inc = f (ρk,μ−k ) − f (ρ−k ,μ−k ) = TV( f )− .
In Case (b.2) Γinc = μ¯(ρk,μ−k ) > f (ρk,μ−k ). We have to distinguish two subcases:
Case (b.2.1) Γ −out  f (ρk,μk).
Case (b.2.2) Γ −out > f (ρk,μ−).k
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In Case (b.2.2) Γ + = min{Γ −out,Γinc} > f (ρk,μ−k ) > f (ρ−k ,μ−k ). Then we have both a wave of the ﬁrst family in Ik and a
wave of the second family in Ik+1. Moreover, the following relation holds:
TV( f )+ = TV( f )− + 2(Γ + − f (ρk,μ−k )) TV( f )− + 2(Γinc − f (ρk,μ−k )).
Now:
Γinc − f
(
ρk,μ
−
k
)= μ¯k(ρk,μ−k )− f (ρk,μ−k )= 1− ε2 ρk −
1− ε
2
μ−k =
1− ε
2
(
ρk − μ−k
)
.
Since μ−k  ρ
−
k , we get
TV( f )− = (1− ε)μ−k + ερk − ρ−k  ε
(
ρk − μ−k
)
,
1− ε
2ε
TV( f )−  1− ε
2
(
ρk − μ−k
)= Γinc − f (ρk,μ−k ),
hence
TV( f )+  TV( f )−
(
1+ 1− ε
ε
)
= 1
ε
TV( f )−. 
Lemma 3. If a wave of the ﬁrst family interacts with the node Pk, we have
TV( f )+ = TV( f )−.
Proof. Let (ρk+1,μk+1) be the value on the right of the wave arriving at Pk , the new conﬁguration is ((ρ−k ,μ
−
k ),
(ρk+1,μk+1)). Let us denote with U∗(μ) = (ρM(μ),μ) the point of maximum ﬂux on the outgoing arc. Observe that
f maxk+1 (μk+1) = μk+1 + ε
(
ρM(μk+1) − μk+1
)= (1− ε)μk+1 + ε
(
2
1+ εμmax −
1− ε
1+ εμk+1
)
= 1− ε
1+ εμk+1 +
2ε
1+ εμmax,
from which it follows that f maxk+1 (μk+1) is an increasing function with respect to μk+1.
We have to distinguish two cases:
Case (a) μk+1 μ−k+1.
Case (b) μk+1 < μ−k+1.
In the ﬁrst case f (U∗(μk+1)) > f (U∗(μ−k+1)), hence Γ
+ = min{Γ +inc,Γ +out} = Γ − = min{Γ −inc,Γ −out}, only a ρ-wave is pro-
duced on the arc Ik+1 and TV( f )+ = TV( f )− .
In Case (b) f (U∗(μk+1)) < f (U∗(μ−k+1)) and we have to distinguish two subcases:
Case (b1) f (U∗(μk+1)) Γ − = f (ρ−k ,μ−k ).
Case (b2) f (U∗(μk+1)) < Γ − .
In the ﬁrst case we conclude as in Case (a). In the second case we get Γ − = f (ρ−k ,μ−k ) = f (ρ−k+1,μ−k+1) >
f (U∗(μk+1)) > f (U (ρk+1,μk+1)) and again TV( f )
+ = TV( f )− , since a ﬁrst family wave is produced on the arc Ik of strength
Γ − − Γ + and a second family wave is produced on the arc Ik+1. 
3.1.2. Interaction of a ﬁrst family wave and a second family wave
Now we analyze the possible effects of a second family wave when it interacts with a ﬁrst family wave on an arc Ik . We
ﬁrst have the following lemma.
Lemma 4. Consider a wave of the second family (resp. ﬁrst family) starting from the node Pk (resp. Pk+1) and reaching the node Pk+1
(resp. Pk). To compute the ﬁnal ﬂux variation along the wave we can rearrange the order of interactions with the other waves inside
the arc Ik.
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In our case, we can make the following change of coordinates:
(ρ,μ) →
(
ρ + 1− ε
1+ ε [μ − ρ]−
)
reducing to the case of Temple systems. 
Thanks to Lemma 4 we can always rearrange the order of interactions inside an arc. In particular, the fundamental
estimate is for interactions between waves of different families.
Let us start by analyzing the type of ﬁrst family waves which can be produced by the node Pk+1.
Lemma 5. Let ((ρ−,μ−), (ρ+,μ+)) be a ﬁrst family wave. If the wave is contained in the set {ρ μ}, then the ﬂux is constant along
the wave.
If the wave is contained in the set {ρ μ}, then
f
(
ρ+,μ+
)− f (ρ−,μ−)= 1− ε
1+ ε
(
μ+ − μ−).
Proof. The ﬁrst claim is obvious, let us pass to the second. The directional derivative of the ﬂux along the line of the ﬁrst
family with ρ μ is given by
∇ f (ρ,μ) · r1(ρ,μ) =
(
ε
1− ε
)
·
(− 1−ε1+ε
1
)
= 1− ε
1+ ε > 0. 
Lemma 6. Let ((ρ−,μ−), (ρ+,μ+)) be a second family wave produced by the node Pk+1 on the arc Ik. If μ+ > μ− then ρ± μ± .
Proof. By Lemma 5 the ﬂux is monotone increasing with respect to μ along second family waves. Thus from μ+ > μ− we
get that a ﬂux increase occurred on Ik .
Since the solver SC3 minimized the μ variation after maximizing the through ﬂux, we conclude again by Lemma 5. 
Therefore we can reduce to estimate the interaction of waves of the second family with decreasing μ or contained in
the set where ρ is greater than μ. Let us start providing estimates in the ﬁrst case.
Proposition 7. Assume that a second family wave ((ρl,μl), (ρm,μm)) interacts with a ﬁrst family wave ((ρm,μm), (ρr,μr)). Let us
indicate by TV±i ( f ), i = 1,2 the ﬂux variation along the i-th family wave after and before the interaction, respectively.
If μm > μr and ρl > ρm then
TV+1 ( f ) 2ε TV
−
2 ( f ), TV
+
2 ( f ) TV
−
2 ( f ).
If μm > μr and ρl < ρm (and ε < 1) then
TV+1 ( f ) TV
−
1 ( f ), TV
+
2 ( f ) TV
−
2 ( f ).
Proof. By assumption: μm = μl .
Let us consider ﬁrst the case in which ρm < ρl . Assume that both left and right data are on the secant ρ = μ, thus
ρl = μl and ρr = μr . In this case we also have ρm = ρr , see Fig. 1 (left). Then, before the interaction the ﬂux variation is
given by
TV−2 ( f ) = ρl − ρr, TV−1 ( f ) = 0.
In fact, the ﬂux does not change along the ﬁrst family wave. After the interaction, a ﬁrst family wave connecting (ρl,μl) to
(ρ∗,μr) and a second family wave connecting (ρ∗,μr) to (ρr,μr) are produced, where:
ρ∗ = ρl + 1− ε1+ ε (μl − μr) = ρl +
1− ε
1+ ε (ρl − ρr), (8)
see Fig. 1 (left). After the interaction we have:
TV+2 ( f ) =
∣∣μl + ε(ρl − μl) − (μr + ε(ρ∗ − μr))∣∣,
TV+( f ) = ∣∣μr + ε(ρ∗ − μr)− (μr + ε(ρr − μr))∣∣.1
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Fig. 2. Interactions inside an arc.
Using (8), ρl = μl and ρr = μr , we get
TV+2 ( f ) =
∣∣∣∣ρl − ρr − ε
(
ρl + 1− ε1+ ε (ρl − ρr) − ρr
)∣∣∣∣
=
∣∣∣∣(ρl − ρr)
(
1− ε
(
1+ 1− ε
1+ ε
))∣∣∣∣= (ρl − ρr)1− ε1+ ε  TV−2 ( f ),
while
TV+1 ( f ) = ε
∣∣∣∣ρl + 1− ε1+ ε (ρl − ρr) − ρr
∣∣∣∣
= ε(ρl − ρr)
(
1+ 1− ε
1+ ε
)
= (ρl − ρr) 2ε1+ ε  2ε TV
−
2 ( f ).
Let us now pass to the general case, see Fig. 2. We can consider the points U˜l = (μl,μl), U˜r(ρm,ρm) and U∗ = U˜l +
(μl − ρm)( 1−ε1+ε ,1). Then we can split the estimate, ﬁrst noticing that the ﬂux variation along the waves (U˜l, (ρm,μm)) and
((ρm,μm), U˜r) is equivalent to the ﬂux along the waves (U˜l,U∗) and (U∗, U˜r). It remains to estimate the ﬂux variation
along waves all in the region where ρ > μ. But in this region the ﬂux variation does not change if we translate waves along
the ﬁrst or the second eigenvector, thus we are ﬁnished.
Assume now ρm > ρl . First, we suppose ρm = μm and μr = ρl , see Fig. 1 (right). Then before the interaction the ﬂux
variation is given by
TV−( f ) = |ρm − ρl|, TV−( f ) =
∣∣(1− ε)ρl + ερr − ρm∣∣.2 1
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(ρr,μr) are produced. The ﬂux does not change along the ﬁrst family wave thus:
TV+2 ( f ) =
∣∣μr + ε(ρr − μr) − ρl∣∣, TV1( f ) = 0.
The claim about TV1 is thus obvious. Moreover, we can compute:
ρr = ρm + 1− ε
1+ ε (μl − μr) = ρm +
1− ε
1+ ε (ρm − ρl), (9)
see Fig. 1 (right). Using μr = ρl , we get
TV+2 ( f ) =
∣∣(1− ε)ρl + ερr − ρl∣∣= ε|ρr − ρl|.
By (9) it follows that:
TV+2 ( f ) =
∣∣∣∣ρm + 1− ε1+ ε (ρm − ρl) − ρl
∣∣∣∣
=
∣∣∣∣ρm
(
1+ 1− ε
1+ ε
)
− ρl
(
−1− 1− ε
1+ ε
)∣∣∣∣= 2ε1+ ε (ρm − ρl) TV−2 ( f ),
since ε < 1.
The general case is treated as above. 
We now pass to estimate the ﬂux variation for second family waves with increasing μ, but contained in the set {ρ μ}.
Proposition 8. Assume that a second family wave ((ρl,μl), (ρm,μm)) interacts with a ﬁrst family wave ((ρm,μm), (ρr,μr)) with
ρm μm and ρr μr . Let us indicate by TV±i ( f ), i = 1,2 the ﬂux variation along the i-th family wave after and before the interaction,
respectively.
If ρl > ρm then
TV+1 ( f ) TV
−
1 ( f ), TV
+
2 ( f ) TV
−
2 ( f ).
If ρl < ρm (and ε < 1) then
TV+1 ( f ) TV
−
1 ( f ), TV
+
2 ( f )
1
ε
TV−2 ( f ).
Proof. Notice that, by assumption, μl = μm < μr and ρr  μr . Let us ﬁrst consider the case ρl > ρm . Then two waves
emerge after the interaction: ((ρl,μl), (ρ,μr)) and ((ρ,μr), (ρr,μr)), where ρ = ρl + 1−ε1+ε (μr − μm). Since all waves
are contained in the region {ρ μ}, the ﬂuxes variations along the ﬁrst and second family waves do not change, thus the
conclusion easily follows.
Let us now pass to the case ρl < ρm . We distinguish two subcases:
Case (1) μm < ρl < ρm .
Case (2) ρl μm .
Assume ﬁrst Case (1) holds true. Then again the two following waves emerge ((ρl,μl), (ρ,μr)) and ((ρ,μr), (ρr,μr)).
If μr  μ¯(ρl,μl) then ρ is computed as before and all waves are contained in the region {ρ μ}, thus we conclude in
the same way.
Assume now μr > μ¯(ρl,μl), then (ρ,μr) is the intersection between the line ρ = μ and the ﬁrst family curve from
(ρl,μl); thus we compute
ρ = μ¯(ρl,μl) = 1+ ε2 ρl +
1− ε
2
μl.
Before the interaction the ﬂux variations are given by
TV−1 ( f ) =
1+ ε
1− ε (μr − μm), TV
−
2 ( f ) = ε(ρm − ρl),
while after the interaction it holds:
TV+1 ( f ) =
1+ ε (
ρ − μm
)
, TV+2 ( f ) = μr + ε(ρr − μr) − ρ.1− ε
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TV+1 ( f ) TV
−
1 ( f ).
Deﬁne ρ˜ by the equation
μ¯(ρ˜,μm) = μr,
namely ρ˜ = 21+εμr − 1−ε1+εμm . In other words (ρ˜,μm) is such that the ﬁrst family curve from it intersects the line ρ = μ
precisely at (μr,μr). Then it holds:
ρm − ρ˜ = ρr − μr, ρ˜ − ρl > μr − ρ,
thus we can write
TV+2 ( f ) = ε(ρr − μr) + μr − ρ < ε(ρm − ρ˜) + ρ˜ − ρl  ρm − ρl =
1
ε
TV−2 ( f ).
If Case (2) holds true the emerging waves are ((ρl,μl), (ρl,μr)) and ((ρl,μr), (ρr,μr)). Before the interaction the ﬂux
variations are given by
TV−1 ( f ) =
1+ ε
1− ε (μr − μm), TV
−
2 ( f ) = μm + ε(ρm − μm) − ρl,
while, after the interaction, it holds:
TV+1 ( f ) = 0, TV+2 ( f ) = μr + ε(ρr − μr) − ρl.
The estimate on TV+1 ( f ) is obvious. One can notice that the ﬂux variation along the second family waves ((ρl,μm), (μm,μm))
and ((ρl,μr), (μm,μr)) is the same (and equal to μm − ρl). Therefore we can reduce to the previous case replacing (ρl,μl)
with (μm,μm). 
3.2. Estimates on total variation
To estimate the total variation of the density ﬂux and the other quantities, let us start giving some deﬁnitions. Let
δ = min
k
{
(bk − ak)
}
which represents the minimum length of an arc, which is also the minimum time for a wave to travel from a node to
another one.
Deﬁnition 9. We denote by TV	,i the ﬂux total variation along waves of the i-th family on the supply chain at time lδ. (With
no index i it means the ﬂux total variation.)
We denote by TVk,exit
	,i the total ﬂux variation along waves of the i-th family exiting from the node Pk on the time interval[	δ, (	 + 1)δ[.
We denote by TVk,ent
	,i the total ﬂux variation along waves of the i-th family interacting with the node Pk on the time
interval [	δ, (	 + 1)δ[.
We use the superscript ↑, respectively ↓, for variation along waves of the second family with decreasing ρ (resp. in-
creasing ρ), i.e. with ρ− > ρ+ (resp. ρ− < ρ+).
We use the subscript μ to indicate the variation of μ (instead of the ﬂux): in this case the superscript ↑, respectively ↓,
indicates the variation along waves of the ﬁrst family with decreasing μ (resp. increasing μ), i.e. with μ− > μ+ (resp.
μ− < μ+).
Clearly we have:
TV	  TV	−1 +
∑
k
TVk,exit	−1 . (10)
From Lemmas 2 and 3 we have:
TVk,exit	−1  TV
k,ent
	−1,1 +
1
ε
TVk,ent	−1,2. (11)
From Propositions 7 and 8, under assumption (A), we get:
TVk,ent	−1,1  TV	−1,1(Ik+1) + 2ε TV↓	−1,2(Ik+1) + 2εTVk,exit,↓	−1,2 , (12)
TVk,ent	−1,2 
1
TV↑	−1,2(Ik−1) + TV↓	−1,2(Ik−1). (13)ε
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(1− 2ε)TVk,exit	−1  TV	−1,1(Ik+1) + 2ε TV↓	−1,2(Ik+1) +
1
ε2
TV↑	−1,2(Ik−1) +
1
ε
TV↓	−1,2(Ik−1)
and summing up over k we get:
∑
k
TVk,exit	−1 
1
1− 2ε max
{
1,
1
ε2
,
1
ε
+ 2ε
}
TV	−1. (14)
The maximum on the right-hand side is 1/ε2 for ε suﬃciently small, in particular for ε < 12 . Therefore from (10) and (14)
we get:
Theorem 10. If ε < 12 , under assumption (A), along a wave front tracking solution the following estimate holds:
TV	 
(
1+ 1
ε2(1− 2ε)
)	
TV0.
Since the total variation of the density ﬂux and the total variation of the density are equivalent, we get immediately the
following:
Theorem 11. For ε < 1/2, under assumption (A), along a wave front tracking solution the following estimate holds:
TV
(
ρ(	δ)
)
 1
ε
(
1+ 1
ε2(1− 2ε)
)	
TV0.
Let us now pass to estimate the total variation of the processing rate μ. By deﬁnition:
TV	,μ  TV	−1,μ +
∑
k
TVk,exit	−1,μ. (15)
We have the following:
Proposition 12. Along a wave front tracking solution the following estimate holds:
TVk,exit,↑	,μ 
1+ ε
1− ε TV
k,exit
	 .
Proof. By Lemma 6, a ﬁrst family wave increasing the value of the processing rate μ can be produced on Ik from Pk only
if the left and right states are contained in the set ρ μ. Then we conclude by Lemma 5. 
Using (14) and Proposition 12, if ε < 12 we thus get:∑
k
TVk,exit,↑	−1,μ  Cε TV	−1, (16)
where
Cε = 1+ ε
2ε4 − 3ε3 + ε2 . (17)
Clearly:
TVk,exit,↓	−1,μ  TV
k,exit,↑
	−1,μ + μmaxk ,
thus
TVk,exit	−1,μ  2TV
k,exit,↑
	−1,μ + μmaxk . (18)
Summing over k in (18) and using (15) and (16), we obtain:
TV	,μ  TV	−1,μ + 2Cε TV	−1 +
∑
μmaxk .k
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Theorem 13. For ε < 12 , under assumption (A), along a wave front tracking solution it holds:
TV	,μ  2Cε
	−1∑
m=1
(
1+ 1
ε2(1− 2ε)
)m
TV0 + 	
∑
k
μmaxk ,
where Cε is deﬁned in (17).
Passing to the limit in the wave front tracking approximate solutions, from Theorems 10 and 13 using the standard
arguments (see [5]) we get the following:
Theorem 14. For ε < 12 , given initial data U¯ with bounded total variation satisfying assumption (A), there exists a solution to the
Cauchy problem on the supply chain.
3.3. Total variation estimates for supply networks
We indicate how to obtain total variation estimates for supply networks, indicating the differences with respect to
the supply chain case. Clearly the ﬂux estimates for interactions inside arcs hold in the same way. Having in mind real
applications, we consider networks (for the model see [12]) in which nodes have either only one entering arc or only one
exiting arc. The dynamics at a node is solved using two different “routing” algorithms:
RA1 Parts are processed in the following way:
(A) The ﬂow from incoming arcs is distributed on outgoing arcs according to ﬁxed coeﬃcients;
(B) Respecting (A) parts are processed in order to maximize ﬂuxes (i.e., the number of parts which are processed).
RA2 We assume that the number of parts through the node is maximized both over incoming and outgoing arcs.
If we consider a single node P with n incoming arcs, labeled with 1,2, . . . ,n, and one outgoing arc, labeled with n + 1,
in order to have a unique solution of the RP we have to introduce some priority parameters (q1,q2, . . . ,qn), qi ∈ [0,1],
which indicate the level of priority of incoming arcs at the node. Observe that in this case the two algorithms RA1 and RA2
coincide. In the case of a node with one incoming arc, labeled with 1, and m outgoing ones, denoted with 2,3, . . . ,m+1, the
deﬁnition of an RS is based on some ﬂux distribution parameters α j, j = 2, . . . ,m + 1, where 0 < α j < 1 and ∑m+1j=2 α j = 1.
The coeﬃcient α j denotes the percentage of parts addressed from arc 1 to arc j. Thus, the ﬂux f j on the arc j satisﬁes
f j = α j f1, where f1 is the incoming ﬂux from the ﬁrst arc.
A detailed description of the RS according to the algorithms RA1 and RA2 is contained in [12].
Consider ﬁrst routing algorithm RA1 and the case of one outgoing arc and estimate of density ﬂux variation. If a second
family wave interacts with a node, the increase is still bounded by 1/ε being the case completely similar. If a ﬁrst fam-
ily wave interacts with a node, then the maximal outgoing density ﬂux changes by a lower amount with respect to the
interacting wave, thus the estimate holds true.
Consider now the case of one incoming arc. If a second family wave interacts with a node, then the same estimate
as before holds true. Instead, if a ﬁrst family wave interacts with a node, having density ﬂux variation TV−( f ), then the
through ﬂux may change by an amount equal to 1/α j TV−( f ). Thus on the incoming arc a wave with density ﬂux variation
equal to 1/α j TV−( f ) may be produced, while on each outgoing arc Ii , i 
= j, a wave with density ﬂux variation equal to
αi/α j TV−( f ) may be produced. Finally, the ﬂux estimate is replaced by
TV+( f )
(
1
α j
+
∑
i 
= j
αi
α j
)
, TV−( f ) = 2− α j
α j
TV−( f ).
Let C > 1 be a uniform bound for (2 − α j)/α j over the whole network. Then reasoning as for the supply chain case, if
ε < 12C we can get the estimate:
∑
k
TVk,exit	−1 
1
1− 2Cε max
{
C,
1
ε2
,
1
ε
+ 2Cε
}
TV	−1. (19)
The maximum on the right-hand side is 1/ε2 for ε < 1/
√
C . Therefore from (19) if ε < 12C we get:
TV	 
(
1+ 1
ε2(1− 2Cε)
)	
TV0.
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Theorem 15. Given a supply network with routing algorithm RA1 at nodes, let C > 1 be a uniform bound for (2 − α j)/α j over all
nodes with one incoming arc. If ε < 12C , given initial data U¯ with bounded total variation satisfying assumption (A), there exists a
solution to the Cauchy problem on the supply network.
In this case of the Routing algorithm RA2, the density ﬂux estimates for interactions with nodes are valid as for the case
of supply chain. Therefore the conclusion follows in the same way and we can state the following:
Theorem 16. Given a supply network with routing algorithm RA2 at nodes, if ε < 12 , given initial data U¯ with bounded total variation
satisfying assumption (A), there exists a solution to the Cauchy problem on the supply network.
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