We consider the concentration phenomenon of semiclassical states to the following 2M -component reaction-diffusion system on R × R N ,
Introduction
In this paper, we are concerned with the concentration phenomenon of semiclassical states to the following 2M -component reaction-diffusion system on R × R N ,
where M ≥ 1, N ≥ 1, ε > 0 is a small parameter, V ∈ C 1 (R N , R), H ∈ C 1 (R M × R M , R), and (u, v) : R × R N → R M × R M . The system (1.1) arises in a wide variety of fields such as theoretical physics, chemistry and biology. It is generally applied to model the time variation of chemical concentrations due to reaction and diffusion. In such a system, u and v stand for chemical concentrations, the function V describes a relative spatial distribution of chemical potential, and the nonlinear terms determined by the function H represent external physicochemical force, which govern dynamics of the system. The parameters ε 2 and −ε 2 are diffusion coefficients setting the pace of diffusion for chemicals u and v, respectively. When diffusion coefficient is negative, which represents a phenomenon referred to as reverse diffusion. This often happens during phase separation, a situation where the transport of particles in a medium occurs towards regions of higher concentration. In addition, ε 2 ∆ x u and −ε 2 ∆ x v are called diffusion term and inverse diffusion term, respectively. The diffusion term specifies E-mail addresses: tianxiang.gou@amss.ac.cn (T. Gou), zzt@math.ac.cn (Z. Zhang) The work was supported by the National Science Foundation of China (No.11771428) and the Postdoctoral Science Foundation of China (No.Y890125G21, No.Y990071G21). The authors thank Dr. Quanguo Zhang for his valuable suggestions and comments on the manuscript. that u increases in proportion to ∆ x u, which indicates that when the quantity of u is higher in neighboring areas, u will increase. Contrarily, the inverse diffusion term specifies that v decreases in proportion to ∆ x v, which indicates that when the quantity of v is higher in neighboring areas, v will decrease. The nonlinearites ∂ v H and −∂ u H are called reaction terms modeling chemicals reaction with a replenishment and diminishment, respectively. For more information regarding (1.1), we refer the readers to [25, 31, 37, 41] and the references therein.
We now recall some study in connection with (1.1). To our knowledge, there are quite few papers considering systems similar to (1.1), most of which are devoted to exploring the existence of solutions. In [3] , by using Schauder's fixed point theorem, the authors investigated the existence of positive solutions to the following 2-component parabolic system on (0, T )×Ω,
where Ω ⊂ R N is a bounded domain, f, g ∈ L ∞ (Ω), and u(t, x) = v(t, x) = 0 for any (t, x) ∈ (0, T ) × ∂Ω, u(0, x) = v(T, x) = 0 for any x ∈ Ω. Later, in [14] , through variational methods, the authors proved the existence of classical periodic and homoclinic solutions to the unbounded Hamiltonian system below set on R × Ω,
where Ω ⊂ R N is a smooth bounded domain, pq > 1, and u(t, x) = v(t, x) = 0 for any (t, x) ∈ R × ∂Ω. Furthermore, let us mention the papers [2, 18] , by establishing proper variational frameworks, in which the authors considered the existence of homoclinic solutions to the following 2M -component infinite dimensional Hamiltonian system on R × R N ,
where V : R N → R is 1-periodic in x j for any j = 1, · · · , N . We also refer the readers to [19] for the existence and multiplicity of homoclinic solutions to 2M -component diffusion equations on R × Ω, where Ω = R N or Ω ⊂ R N is a smooth bounded domain.
For further study, it is worth quoting the paper [21] , where the authors considered the concentration of semiclassical states to (1.1). As matter of fact, so far we are only aware of [21] exploring the concentration pattern of solutions to (1.1). Thus it seems that, in this direction, (1.1) is far from being well-understood, and the purpose of this paper is to more deeply consider the concentration of semiclassical states to (1.1) . It is proved in the paper that ground states to (1.1) concentrate around the local minimum points of the potential V as the diffusion coefficients vanish. Let us remark that our study for this subject is carried out in a quite different context. We shall postpone a comparison of our study with the one performed in [21] in the upcoming paragraphs.
However, the search of the concentration of semiclassical states to nonlinear Schrödingertype equations has attracted much attention in recent dacades, there already exists a great deal of literature. By means of Lyapunov-Schmidt reduction technique, it is the first time the authors of [24] proved that there exists a single spike semiclassical state to the following equation with N = 1 and f (w) = |w| 2 w,
which concentrates around any given non-degenerate critical point of the potential V . By applying the same technique, the result was extended by the author of [32, 33] to the case that N ≥ 2 and f (w) = |w| p−2 w for 2 < p < 2 * . We remark that this technique heavily depends on the uniqueness and non-degeneracy of ground state to the associated autonomous equations, which makes it quite hard to be adapted to a number of interesting problems. Afterwards, minimax arguments are widely employed to study such a subject. The initial work in this direction seems due to the author of [35] , who considered the existence of semiclassical states to (1. 2) under the assumption
In [42] , the author further proved that there exist semiclassical states to (1.2) concentrating around the global minimum points of the potential V . Subsequently, in [1, 4, 5, 6, 7, 8, 9, 16, 29] , the concentration of semiclassical states to (1.2) was discussed under the assumption
where O ⊂ R N is a bounded domain. We also refer the readers to [10, 15, 23, 30, 36] and the references therein for the relevant search.
Statement of main result
In order to address our main result, we first show assumptions imposed on V and H. For the potential V , we make the following assumptions,
where n(x) denotes the unit outward normal vector at x ∈ ∂Λ.
The assumptions (V 1 )-(V 2 ) have been initially introduced in [13] to investigate the concentration of an infinite sequence of sign-changing solutions to (1.2) as ε → 0 + , see also [11, 43] for the related search. In fact, one of our motivations of studying the concentration of semiclassical states to (1.1) under the assumptions (V 1 )-(V 1 ) stems from the paper [13] .
For the nonlinear function H, we assume that
where g fulfills the following assumptions,
Remark 1.2. Note that, in our case, there holds that
Moreover, the well-known Ambrosetti-Rabinowitz condition is not required.
One can see that the assumptions (H 1 )-(H 4 ) are satisfied by a large class of functions. Two typical examples are g(s) = ln(1 + s) and g(s) = s p−2 for any 2 < p < 2(N + 2)/N and s ≥ 0.
Let us next fix some notations. Under the assumption (V 2 ), the set of critical points of V is defined by
Clearly, V is a nonempty compact subset of Λ. Without loss of generality, we shall assume that 0 ∈ V. For any set Ω ⊂ R N , ε > 0 and δ > 0, we define that
and
The main result of this paper reads as follows.
and (H 1 )-(H 4 ) hold, then there exists a constant ε 0 > 0 such that, for any 0 < ε < ε 0 , (1.1) admits a ground state z ε := (u ε , v ε ) satisfying that, for any δ > 0, there exist c = c(δ) > 0 and C = C(δ) > 0 such that
Remark 1.3. Our assumptions on the nonlinear function H are rather weak to ensure the existence of ground states to (1.1).
Our result provides a characterization of concentration phenomenon of chemicals. It reveals that chemicals concentrate around the local minimum points of the spatial distribution of chemical potential for small diffusion coefficients .
As we mentioned before, in [21] , the authors also investigated the concentration of ground states to (1.1) as ε → 0 + . We now highlight a few distinctions between our survey. Firstly, we consider the problem under the assumptions (V 1 )-(V 2 ), instead of under the following ones formulated in [21] ,
One can see that, in our situation, there does not exist the associated autonomous systems connecting with the assumption (Ṽ 2 ), which play an important role in the discussion of [21] . As a consequence, the crucial ingredients developed in [21] cannot be adapted to our problem. For this reason, in our paper, some new arguments are proposed in order to discuss the existence and exponential decay of ground states to (1.1). We emphasise that our arguments are not dependent on autonomous systems, which are applicable to more general problems. Secondly, the Ambrosetti-Rabinowitz condition is not required in our setting. This makes more hard to prove the boundedness of the associated sequences. Thirdly, a stronger result, i.e. the exponential decay of ground states, is derived.
Comparing with nonlinear Schrödinger-type equations, the study of the concentration of semiclassical states to (1.1) becomes more delicate and involved under our circumstance. On one hand, there does not exist the associated limit system in our case. It is well-known that limit problems are of great importance to investigate the concentration of semiclassical states to nonlinear Schrödinger-type equations. Let us mention that Lyapunov-Schmidt reduction technique is not available to our problem. On the other hand, as we shall see, the underlying variational structure is strongly indefinite, i.e. both of the positive and negative spaces of the Hessian operator of the underlying energy functional are of infinite dimension. This causes that the penalization techniques presented in [16, 17] , which are rather useful to deal with nonlinear Schrödinger-type equations, fail to be applied to our problem. In addition, the methods based upon the mountain-pass lemma break down. Consequently, we need a deep insight into the linking structure of the corresponding strongly indefinite functional.
We remark that the concentration of semiclassical states to strong indefinite problems is much less explored as far as we know.
For further clarification, let us introduce the following definition. Definition 1.1. We say that a functional J ε satisfies weak compactness condition on E for
1) admits a nontrivial weak limit in E, where E is a Hilbert space equipped with the norm · and given in Section 2.
We now sketch the outline of the proof of Theorem 1.1. To establish this theorem, by making a change of variable x → εx, we only need to consider an equivalent system (2.1) and prove the existence and exponential decay of ground states to (2.1). It is standard that any solution to (2.1) corresponds to a critical point of the energy functional J ε defined by (2.6) . Note that the functional J ε does not satisfy the weak compactness condition on E for c ε ∈ R. This causes that we are unable to directly rely on the functional J ε to seek for ground states to (2.1). Thereby a modified energy functional Φ ε defined by (2.10) is introduced. At this point, in order to complete the proof of this theorem, we shall take the following two vital steps.
Step 1 : Prove that, for any ε > 0 small, the functional Φ ε possesses nontrivial critical points minimizing the functional Φ ε among all its critical points on E, which are indeed ground states to (2.13) . To achieve this, we shall bring in the generalized Nehari manifold corresponding to the functional Φ ε and prove the existence of minimizers to the functional Φ ε subject to the manifold. Notice that, in our scenario, for any x ∈ R N , the modified nonlinear function f ε (x, ·) defined by (2.9) is only nondecreasing but not strictly increasing on [0, ∞). In addition, the functional Φ ε is not T -upper semicontinuous, where the topology T is induced by (3.13) . This enables that the approaches developed in [26, 34, 39] for investigating strongly indefinite problems are not directly applicable to our problem. To overcome this difficulty, we first need to borrow some ideas from [28] , where the author succeeded in attaining the existence of ground states to a strongly indefinite problem without imposing the strict monotonicity condition on the nonlinearity. However, it is required in [28] that the associated energy functional is T -upper semicontinuous. As a result, only with the ideas from [28] in hand, it is not enough to derive the existence of minimizers to the functional Φ ε on the manifold. For this reason, we also need to employ some elements from [12, 26] . At this moment, we are able to establish a linking-type argument to our problem, see Lemma 3.5, by which the desired existence result then follows. We remark that, in [12] , a linking-type result was obtained without T -upper semicontinuous assumption in order to discuss the existence of bound states to a nonlinear Schrödinger-type equation, where an additional condition was added. This turns out that adapting the elements from [12] to our problem is highly nontrivial. Our arguments in this direction are new as far as we know and extend the ones in [28] by removing the T -upper semicontinuous assumption on the associated energy functional. We believe that they may be applied to other problems.
Step 2 : Prove that, for any ε > 0 small, ground states to (2.13) decay exponentially, from which ground states to (2.13) are in fact ones to (2.1) with the desired exponential decay. To prove this, we shall make use of Lions' concentration compactness lemma, see Lemma 2.5, and the iteration techniques presented in [13] along with parabolic interior estimates. Let us point out that, under our circumstance, the proof of the exponential decay becomes more complex, because we are concerned with a 2M -component reaction-diffusion system, which is a parabolic system set on t-Anisotropic Sobolev spaces. Remark 1.4. In Theorem 1.1, we only study the concentration of semiclassical states to (1.1) with the nonlinear function H growing super quadratic at infinity. As an extension of our result, one can consider the problem for the nonlinear function H growing asymptotically quadratic at infinity. In addition, it is interesting to investigate the concentration of semiclassical states to 2M -component reaction-diffusion system on R × R N with nonlinear potential or competing potentials. We leave these issues to the interested readers. Remark 1.5. It is an interesting question to explore the concentration of semiclassical states to (1.1) with degenerate potential. Here we say that the potential V is degenerate, if V satisfies the following assumption, (V ) V ∈ C 1 (R N , R) and there exist γ > 0 and 0 < λ < 2 such that, for any x ∈ R N ,
We would like to leave this question to the interested readers as well.
Remark 1.6. Since Φ ε does not satisfy the (C) cε -condition, then it is unknown if there exist an unbounded sequence of bound states to (1.1) concentrating in the locally trapping region of the potential V as the diffusion coefficients tend to zero.
Structure of the paper The remainder of the paper is laid out as follows. In Section 2, we shall establish the associated variational frameworks for our problem and present some crucial lemmas used frequently in our proofs. Section 3 is devoted to the proof of Theorem 1.1, which is divided into two parts. In the first part, we shall prove the existence of ground states. In the second part, we shall deduce exponential decay of ground states.
Notation. Throughout the paper, for any 1 ≤ q ≤ ∞ and n ∈ N + with n ≥ 1, we denote by L q (R n ) the usual Lebesgue space and denote by W 1,q (R n ) and W 2,q (R n ) the usual Sobolev spaces. We use the notations o n (1) and o ε (1) for quantities which tend to zero as n → ∞ and ε → 0 + , respectively. For any T, R > 0, B(τ, T ) denotes the open ball in R with center at τ ∈ R and radius T , and B(y, R) denotes the open ball in R N with center at y ∈ R N and radius R. Furthermore, ∂B(y, R) denotes the sphere of B(y, R). We write Q for the closure of a set Q ∈ R n . We use letters c and C for generic positive constants, whose values may change from line to line.
Preliminary results
In this section, we shall present some preliminary results used to establish our main result. To begin with, by making a change of variable, we see that (1.1) becomes 
Functional settings
For any 1 ≤ q ≤ ∞, we denote by L q := L q (R × R N , R 2M ) the usual Lebesgue space equipped with the norm · q . Notice that L acting on L 2 is a self-adjoint operator with domain
and σ e (L) denote the spectrum and essential spectrum of L, respectively.
Let {E λ } λ∈R be the spectrum family of L. According to [22, Chapter IV, Theorem 3.3], L admits the polar decomposition
where U is a unitary isomorphism of L 2 such that U = I − 2E 0 , and |L| denotes the absolute value of L. This, along with Lemma 2.1, suggests that L 2 possesses an orthogonal decomposition
In order to seek for solutions to (2.1), let us introduce E := D(|L| 1 2 ) with the inner product
where (·, ·) 2 stands for the usual inner product in L 2 , and |L| 1 2 denotes the square root of L. For any z ∈ E, the induced norm z := z, z 1 2 . Clearly, E is a Hilbert space. By the interpolation theory in [40] , one can see that E = [D(L), L 2 ] 1/2 .
From the orthogonal decomposition to L 2 , the space E admits the following associated decomposition
The decomposition is orthogonal with respect to (·, ·) 2 and ·, · . In fact, for any z + ∈ E + and z − ∈ E − , we know that z + ∈ L + and z − ∈ L − , then (z + , z − ) 2 = 0. Note that
5)
where we used the polar decomposition and self-adjointness of L. Accordingly, (2.5) readily infers that z + , z − = 0. As a result, for any z ∈ E,
from which the energy functional associated to (2.1) is given by
It follows from (H 1 ) and (H 2 ) that there exist c 1 , c 2 > 0 such that
Then, in view of Lemma 2.2, the functional J ε is well-defined on E. Moreover, it is of class C 1 , and for any w ∈ E,
which reveals that critical points of J ε are solutions to (2.1).
In order to discuss the concentration of semiclassical states to (1.1), we need to introduce a modified functional on E. To do this, let us first show some notations. According to (V 2 ), we know that there is δ 0 > 0 such that, for any y ∈ Λ δ 0 , if B(y, δ 0 )\Λ = ∅, there holds that 
For any x ∈ R N and s ≥ 0, we now define that
then the modified functional on E is introduced as
where F ε (x, |z|) := F (εx, |z|). As a consequence of (H 1 ) and (H 2 ), we know that, for any γ > 0, there exists c γ > 0 such that
This then indicates that
Plainly, by Lemma 2.2, Φ ε is well-defined on E, and it is of class C 1 . Furthermore, for any w ∈ E, we have that
. Thus critical points of Φ ε are solutions to the system
Additionally, from (2.9) and (H 4 ), it is easy to see that
Some key lemmas
In what follows, we shall present some lemmas to be used frequently throughout the paper, which play an important role in our proofs.
Proof. Since σ(L) ⊂ R\(−1, 1), see Lemma 2.1, it then follows from the operator spectrum theory that
, and the conclusion follows.
The orthogonal decomposition of E induces a natural decomposition of L q , and we have the following. Lemma 2.4. Assume that (V 1 ) holds, then z ± q ≤ c q z q for any 2 ≤ q ≤ 2(N + 2)/N .
In order to prove this lemma, let us introduce the definition of multiplier. Definition 2.1. Let m be a bounded measurable function on R n , and define a linear operator
, whereû denotes the Fourier transform of u, and 1 ≤ q ≤ ∞. We say that m is a multiplier
15)
where C > 0 is independent of u, and · denotes the norm in L q (R n ).
we know that T m has a unique bounded extension to L q (R n ) satisfying the same inequality (2.15) for any u ∈ L q (R n ).
With this definition in hand, we are now ready to prove Lemma 2.4.
Proof of Lemma 2.4. The proof of this lemma is inspired by the one of [20, Proposition 2.1]. By the definition of L, in the Fourier domain ξ := (ξ 0 , ξ 1 , · · · , ξ N ) ∈ R × R N , L becomes the operator of multiplication by the matrix
where I is the M × M identity matrix. It is straightforward to compute thatL(ξ) has two eigenvalues λ 1 , λ 2 ∈ R with
We now denote by P the projection operator on E + such that P u = u + for any u ∈ E. Note that P admits the following representation,
which is a straightforward consequence of (2.3) and (2.4) . Consequently, in the Fourier domain, P is a multiplication operator by a bounded smooth matrix-valued function m(ξ),
At this point, we are able to apply Marcinkiewicz multiplier theorem, see [38, Chapter 4, Theorem 6] , to conclude that P is a multiplier for L q , which then implies that u + q ≤ c q u q . Analogously, we can prove that u − q ≤ c q u q . Hence the proof is completed.
Indeed, for any z ∈ L 2 , using the orthogonality of the decomposition in L 2 , we obtain that
, where z ± ∈ L 2 , the conclusion then follows.
We next give so-called Lions' concentration compactness lemma in E.
Proof. The proof of this lemma is almost identical to the one of the classical Lions' concentration compactness lemma [27, Lemma I.1], hence we omit it.
In the following, we show two crucial lemmas from [21] .
for some c > 0 and 2 < p < 2(N + 2)/N . If z ∈ E is a weak solution to the system
then z ∈ B q for any q ≥ 2, and
where M 2M ×2M denotes the space of 2M × 2M real matrixes equipped with the usual vector norm, L is defined by (2.2), and the Banach space
with the usual norm
x)), then, for any 0 < σ < r,
For our purpose, we require the following interior estimate. 
Proof of main result
In this section, our aim is to prove Theorem 1.1. From now on, we always assume that (V 1 )-(V 2 ) and (H 1 )-(H 4 ) hold.
Existence of ground states
We first consider the existence of ground states to (2.13). To do this, let us introduce the following generalized Nehari manifold associated to (2.13) ,
This type of manifold was initially proposed in [34] and deeply studied in [39] . For any
Obviously, γ ε,z is of class C 1 .
We next show some basic properties related to the manifold N , which lay a foundation to establish the existence of ground states to (2.13) .
This immediately gives that
Thus τ z + + w ∈ N . If τ z + + w ∈ N for some τ > 0 and w ∈ E − , by the definition of N , we then know that (3.3) necessarily holds. As a consequence, (3.2) follows. Noting that (3.1), we then derive that (τ, w) is a critical point of γ ε,z , and the proof is completed.
Proof. To prove this, we assume contrarily that there exist
Therefore,
where we used the fact that F (x, s) ≥ 0 for any x ∈ R N and s ≥ 0, and Lemma 2.3. This, together with (3.5), indicates that
We now suppose thatw n ⇀w andz n → τ z + in E as n → ∞, where τ n ξ n → τ = 0 in R as n → ∞.
Thusξ n ⇀ξ := τ z + +w = 0 in E as n → ∞. By Lemma 2.2, it then yields thatξ n →ξ a.e on R × R N as n → ∞.
Setting
we have that |Ω 1 | > 0, where |Ω| denotes the Lebesgue measure of the set Ω ⊂ R × R N . Recall that ξ n → ∞ as n → ∞, then
We now apply (3.4), (3.5), (3.6), Faton's lemma, and (H 3 ) to conclude that
which is a contradiction. Thus the proof is completed.
Proof. For any z ∈ E \ E − and 0 < ε < ε z , we define that
Obviously, β ε,z ≥ 0. From Lemma 3.2, we know that there is a bounded minimizing sequence
where we used the fact that f (x, s) ≥ 0 for any x ∈ R N and s ≥ 0, and (H 4 ). Hence (3.7) suggests that Φ ε is strictly concave on E − . Further, we derive that Φ ε is weak upper semicontinuous on E − , from which we are able to conclude that Φ ε (τ z z + +w z ) = β ε,z . Observe that, for any w ∈ E − ,
which shows that τ z > 0. It then follows from Lemma 3.1 that τ z z + + w z ∈ N , and we have finished the proof.
Lemma 3.4. For any z ∈ N , there holds that
where we used the following simple fact,
For z, w ∈ R M , let us now define h :
We shall deduce that h ε (τ, x) ≤ 0 for any τ ∈ R + and x ∈ R N . To do this, we shall consider the following two cases.
Recall that (2.14), there then holds that
Thus, for any τ ∈ R + and x ∈ R N ,
where we used the assumption that z · w ≤ −τ |z| 2 and the fact that F ε (x, s) ≥ 0 for any
Using (3.10), we can see that h ε (0, x) ≤ 0 for any x ∈ R N . Moreover, by (H 3 ), for any x ∈ R N , we have that h(τ, x) → −∞ as τ → ∞. Note that
To prove this claim, let us define thatF ε (x, s)
It is easy to see that
Since we assumed that f ε (x, s 1 ) = f ε (x, s 2 ) for s 1 , s 2 ∈ R, then (3.12) gives rise to
Hence the claim follows. Noticing that (3.11), we now apply the claim to conclude that
Consequently, we obtain that h ε (τ, x) ≤ 0 for any τ ∈ R + and x ∈ R N . Thus, by using (3.8), the lemma then follows, and the proof is completed.
Letting P : E → E + and Q : E → E − be orthogonal projections, we introduce another norm on E as
where {e k } ⊂ E − is a total orthonormal sequence. The topology generated by |||·||| is denoted by T . Clearly, P z ≤ |||z||| ≤ z . and
there is an open neighborhood W in the product topology of [0, 1] and (E, T ) such that
is contained in a finite-dimensional subspace of E. Then there exists a sequence {z n } ⊂ E such that
For any τ > 0, let us first introduce the following notations,
To prove this lemma, we argue by contradiction that there exists τ > 0 such that
This, together with (3.18), leads to
It is simple to check that Φ ′ ε is weakly sequentially continuous on E, i.e. if z n ⇀ z in E as n → ∞, then, for any ψ
Furthermore, for any w ∈ U z ,
We now define that Since the covering M is locally finite, then, for any z ∈ M, ζ(z) < ∞. In addition, for any z ∈ M, there is a T -open neighborhood V z ⊂ M i for some i ∈ I such that ζ(V z ) is contained in a finite-dimension subspace of E. Since λ i is T -Lipschitz continuous for any i ∈ I, then there is L z > 0 such that
By the equivalence of norms in finite-dimensional spaces and (3.14), it then yields from (3.22 ) that respectively. In particular, for any z ∈ Φ cε+τ ε, cε−τ , there holds that
Let us now consider the Cauchy problem   Since ζ is locally Lipschitz continuous on M, see (3.23), then, by standard theory of ordinary differential equation in Banach space, η(t, z) exists locally in time for any z ∈ M. Further, by (3.25), we know that η(t, z) exists globally in time for any z ∈ M. Furthermore, in view of (3.24), we have that
Choosing T > 4, we now obtain that
, it then follows from (3.28) that η(T, z) ∈ Φ cε−τ ε , and (3.29) follows. Otherwise, there exists z ∈ Φ cε+τ ε such that η(t, z) ∈ Φ cε+τ ε, cε−τ for any t ∈ [0, T ]. According to (3.26), then
This is impossible, then (3.29) necessarily holds. In addition, arguing as the proof of [44, lemma 6.8], we are able to derive that
there is an open neighborhood N t,z in the product topology of [0, T ] and (E, T ) such that
and it is easy to check that g enjoys (h 1 )-(h 4 ). As a result of (3.29) and (3.30), we then have that
which contradicts the definition of c ε . Consequently, there exists a sequence {z n } ⊂ E so that
, and the proof is completed. Lemma 3.6. There exist r > 0 and ρ > 0 such that Φ ε | S + r ≥ ρ, where S + r := z ∈ E + : z = r . Proof. From (H 1 ) and (H 2 ), we know that there is c > 0 such that
Thus, by Lemmas 2.2 and 2.3, for any z ∈ E + ,
from which there exist r > 0 and ρ > 0 such that Φ ε | S + r ≥ ρ, due to p > 2.
Lemma 3.7. For any ε > 0 small, there holds that
where ρ > 0 is given in Lemma 3.6, and c ε is defined by (3.15).
Proof. We first prove that c ε ≤ inf N Φ ε . For any z ∈ N , we define that h :
It is simple to check that h satisfies (h 1 )-(h 4 ). Thus, by the definition of c ε and Lemma 3.4,
which implies that c ε ≤ inf N Φ ε . We next show that c ε ≥ ρ for any ε > 0 small. To do this, we suppose by contradiction that c ε < ρ for some ε > 0 small. Therefore, there exist
where r > 0 is given in Lemma 3.6. Clearly, H fulfills (h 1 )-(h 4 ). In addition, H(t, z ′ ) = 0 if and only if h(t, z ′ ) ∈ E + and h(t, z ′ ) = r. We now claim that 0 / ∈ H([0, 1] × ∂M (z)). To see this, we assume contrarily that there were (t, z ′ ) ∈ [0, 1] × ∂M (z) such that H(t, z ′ ) = 0, i.e. h(t, z ′ ) ∈ E + and h(t, z ′ ) = r. It then follows from (h 3 ) and Lemma 3.2 that
However, by Lemma 3.6, we know that Φ ε (h(t, z ′ )) ≥ ρ. We then reach a contradiction, which in turns indicates that the claim holds. We are now able to apply the homotopy invariance of the degree provided in [26] and (h 2 ) to conclude that deg (H(1, ·) , M (z)) = deg(H(0, ·), M (z)) = 1, which implies that there existsẑ ∈ M (z) such that H(1,ẑ) = 0. Hence, from Lemma 3.6,
which contradicts (3.31) . Consequently, we have that c ε ≥ ρ for any ε > 0 small, and the proof is completed.
Proof. We argue indirectly that {z n } were unbounded in E and assume that z n → ∞ as n → ∞. Define ξ n := zn zn , and let ϕ ∈ C ∞ 0 (R N ) be such that (3.32) where 33) and the constant δ 0 > 0 is given by (2.7) . Here the definition of the cutoff function ϕ is inspired by [21] . Set ξ ′ n := ϕξ n , then {ξ ′ n } is bounded in E. Moreover, for any n ∈ N + , we have that ξ ′ n − ξ n = o ε (1). (3.34) We now claim that there exist T > 0 and a sequence {τ n } ⊂ R such that
To prove this claim, we suppose by contradiction that Noticing that Φ ′ ε (z n )z n = o n (1) and Φ ′ ε (z n )z − n = o n (1), and applying the same arguments as the proof of Lemma 3.4, we can obtain that, for any s ≥ 0,
. This, jointly with (3.34) and (3.37) , shows that, for any n ∈ N + large and ε > 0 small,
(3.38)
Observe that
where we used the fact that F (x, s) ≥ 0 for any x ∈ R N and s ≥ 0. In addition, by (2.14) ,
As a result, from two inequalities above and Lemma 2.3,
Consequently, for any n ∈ N + large and ε > 0 small, it follows from (3.34) that
We then reach a contradiction from (3.38) for s ≥ 0 large enough. This in turns implies that the claim holds, and we obtain that
|ξ n | 2 dtdx > 0, (3.39) because of |ξ ′ n | ≤ |ξ n |. It then yields from Lemma 2.2 thatξ n (t, x) := ξ n (t + τ n , x) ⇀ ξ = 0 in E as n → ∞. Furthermore, we have thatξ n → ξ a.e. on R × R N as n → ∞. Define
thenz n (t, x) := z n (t + τ n , x) → ∞ as n → ∞ for any (t, x) ∈ Ω 2 . Thus, by Faton's lemma and (H 3 ),
which is impossible. This gives that {z n } is bounded in E, and we have completed the proof. Lemma 3.9. For any ε > 0 small, (2.13) admits a ground state z ε ∈ E.
Proof. By Lemma 3.5, we know that there exists a sequence {z n } ⊂ E such that Φ ε (z n ) ≤ c ε + o n (1), (1 + z n ) Φ ′ ε (z n ) = o n (1). It follows from Lemma 3.8 that {z n } is bounded in E. We now set that z + n ′ := ϕz + n , where ϕ is given by (3.32) . We claim that there exist T > 0 and a sequence {τ n } ⊂ R such that lim inf n→∞ B(τn, T ) N 1 ((Λ δ 0 )ε) |z + n ′ | 2 dtdx > 0, (3.40) where N 1 ((Λ δ 0 ) ε ) is given by (3.33) . Indeed, if the claim were false, then, by Lions' concentration compactness lemma [27, Lemma I.1],
This, together with (2.9), yields that
By Hölder's inequality and Lemma 2.3 and Remark 2.2, then
From (H 1 ) and (H 2 ), we know that there exist r > 0 and c r > 0 such that
for any 0 ≤ s < r, g(s) ≤ c r s p−2 for any s ≥ r.
Therefore, by using (3.41), Hölder's inequality, and Lemma 3.8, we conclude from (3.42) that
This indicates that z n = o n (1), then c ε = o n (1), which is impossible, see Lemma 3.7. Hence (3.40) holds, and we have that
We now define thatz n (t, x) := z n (t + τ n , x), then (3.43) implies thatz + n ⇀ z + ε = 0 and z n ⇀ z ε = 0 in E as n → ∞. By Lemma 2.2, we get thatz n → z ε a.e. on R × R N as n → ∞. In addition, there holds that Φ ′ ε (z ε ) = 0. Consequently, by Faton's lemma and (2.14) ,
which, along with Lemma 3.7, gives that c ε = inf N Φ ε = Φ ε (z ε ). Hence we have completed the proof.
Exponential decay of ground states
In what follows, we shall deduce exponential decay of ground states to (2.13) . Proof. For z 0 ∈ E \ E − given, it follows from Lemmas 3.3 and 3.7 that, for any ε > 0 small,
In view of Lemma 3.2, for any ε > 0 small, we deduce that there exists τ 0 > 0 such that Φ ε (τ z + 0 ) ≤ 0 for any τ ≥ τ 0 , which then shows that
Thus, for any ε > 0 small, it yields from (3.44) that c ε ≤ c 0 , and the proof is completed.
Lemma 3.11. Let z ε be a ground state to (2.13), then there exist c 1 , c 2 > 0 such that
Proof. Since, for any ε > 0 small, c ε ≥ ρ, see Lemma 3.5, then there exists c 1 > 0 such that z ε ≥ c 1 . Otherwise, we have that c ε = o ε (1), which is impossible. On the other hand, for any ε > 0 small, Lemma 3.10 indicates that Φ ε (z ε ) = c ε ≤ c 0 . In addition, we know that Φ ′ ε (z ε )z ε = 0, because z ε is a ground state to (2.13) . Thus, arguing as the proof of Lemma 3.8, we are able to prove that there exists c 2 > 0 such that z ε ≤ c 2 . Hence the proof is completed.
Lemma 3.12. Let z ε be a ground state to (2.13), then z ε ∈ B q , and
where the Banach space B q is defined by (2.16).
Proof. This lemma can be proved by using Lemmas 2.6-2.7, and the iteration technique shown in the proof of [21, Lemma A.5].
Lemma 3.13. Let z ε be a ground state to (2.13), then there exist a number m ∈ N + , m nontrivial functions z 1 , · · · , z m ∈ E, and m sequences {(τ ε,1 , y ε,1 )}, · · · , {(τ ε,m , y ε,m )} ⊂ R × R N such that, up to subsequences if necessary, (i) εy ε,k → y k ∈ Λ δ 0 in R N as ε → 0 + for any 1 ≤ k ≤ m and |τ ε,k 1 − τ ε,k 2 | → ∞ or |y ε,k 1 − y ε,k 2 | → ∞ for any 1 ≤ k 1 = k 2 ≤ m, where δ 0 > 0 is given by (2.7); (ii) there holds that
45)
where, for any 1 ≤ k ≤ m, z k is a nontrivial solution to the system
Proof. We first claim that
Indeed, if (3.46) were false, then, by Lemma 2.5, we get that z ε → 0 in L p as ε → 0 + for any 2 < p < 2(N + 2)/N . Note that
As a consequence of (2.11) and (2.12), we then obtain that c ε = o ε (1), which is impossible, see Lemma 3.7. Hence the claim holds, and we know that there exists a sequence {(τ ε,1 , y ε,1 )} ⊂ R × R N such that lim inf
Definez ε (t, x) := z ε (t + τ ε,1 , x + y ε,1 ), it then follows from (3.47) and Lemma 2.2 thatz ε ⇀ z 1 = 0 in E as n → ∞. Since z ε is a ground state to (2.13), then
(3.48)
We now deduce that εy ε,1 → y 1 ∈ Λ δ 0 in R N as ε → 0 + . To do this, let us first prove that {εy ε,1 } ⊂ R N is bounded. We assume contrarily that |εy ε,1 | → ∞ in R as ε → 0 + . Thus, from (3.48), we have that
49)
where V 1 := lim ε→0 + V ε (x + y ε,1 ), andg is defined by (2.8). By taking the scalar product to (3.49) with z + 1 − z − 1 and integrating on R × R N , then
where we used Hölder's inequality and Lemma 2.3. As a result of (3.50), we then obtain that z 1 = 0, which is a contradiction. Thus we know that {εy ε,1 } is bounded in R N . We now suppose that εy ε,1 → y 1 in R N as ε → 0 + . If y 1 / ∈ Λ δ 0 , we conclude from (3.48) that
51)
whereṼ 1 := lim ε→0 + V ε (x + y ε,1 ). By (3.51), we are able to reach a contradiction as before. Accordingly, εy ε,1 → y 1 ∈ Λ δ 0 in R N as ε → 0 + . It then follows from (3.48) that
Taking the scalar product to (3.52) with z + 1 − z − 1 and integratimg on R × R N , we find that 
from which we derive that there exists c p > 0 such that z 1 ≥ c p . We now define that
If z ε,1 = o ε (1), then the proof is completed. Otherwise, there holds that lim ε→0 + z ε,1 > 0. Sincez ε ⇀ z 1 in E as n → ∞, then
Noting that (3.48) and (3.52), by standard arguments, we get that
Taking the scalar product to (3.55) with z + ε,1 − z − ε,1 and integrating on R × R N , we conclude that
Similarly, by using (2.11), Hölder inequality, and Lemmas 2.3-2.4, we can deduce that
Recall that lim ε→0 + z ε,1 > 0, it then follows from (3.56) and Lemma 2.5 that
from which we know that lim inf
Since z ε,1 (· + τ ε,1 , · + y ε,1 ) ⇀ 0 in E as ε → 0 + , then (3.58) and Lemma 2.2 yields that
Definez ε,1 (t, x) := z ε,1 (t + τ ε,2 , x + y ε,2 ). It then follows from (3.57) and Lemma 2.2 thatz ε,1 ⇀ z 2 = 0 in E as n → ∞. In addition, from (3.55), we obtain that
By a similar way, we can deduce that εy ε,2 → y 2 ∈ Λ δ 0 in R N as ε → 0 + , and
We now define that z ε,2 (t, x) := z ε,1 − z 2 (t − τ ε,2 , x − y ε,2 ). If z ε,2 = o ε (1), then the proof is done. Otherwise, we have that lim ε→0 + z ε,2 > 0. Sincē z ε,1 ⇀ z 2 in E as n → ∞, then
This, along with (3.54), indicates that
Applying the same arguments as before, we can derive that there exists a sequence {(τ ε,3 , y ε,3 )} ⊂ R × R N such that εy ε,3 → y 3 ∈ Λ δ 0 in R N as ε → 0 + , and for any 1 ≤ k 1 = k 2 ≤ 3,
Definez ε,2 (t, x) := z ε,2 (t + τ ε,3 , x + y ε,3 ), thenz ε,2 ⇀ z 3 = 0 in E as ε → 0 + , and
Furthermore, z 3 ≥ c p . By iterating m times, we are able to obtain m sequences {(τ ε,1 , y ε,1 )}, · · · , {(τ ε,m , y ε,m )} ⊂ R × R N such that εy ε,k → y k ∈ Λ δ 0 in R N as ε → 0 + for any 1 ≤ k ≤ m and
There also exist m nontrivial functions z 1 , · · · , z m ∈ E such that, for any 1 ≤ k ≤ m, z k ≥ c p and
In addition,
Since, for any 1 ≤ k ≤ m, z k ≥ c p , and z ε ≤ c 2 , see Lemma 3.11, then the procedure has to terminate at some finite index m with z ε,m = o ε (1), and the proof is completed.
Let {ε n } ⊂ R + be such that ε n = o n (1), and assume that lim n→∞ ε n y εn,k exists for any 1 ≤ k ≤ m. We write Proof. To prove this, we shall make use of the iteration technique developed in [13] . Let us define that A n,k := B(y εn,k ,
. By the definition of ν, then, for any 0 < δ < ν, dist y εn,k ′ , A n,k → ∞ as n → ∞ for any 1 ≤ k ′ , k ≤ m. From (3.45), (3.59) and (3.60), we then have that
According to Lemma 3.12, for any n ∈ N large, we know that z εn B q ≤ C for any q ≥ 2. By Hölder's inequality, we then get from (3.61) that x) ) . Since, for any n ∈ N + large, z εn is a ground state to (2.13), then ∂ tẑεn − ∆ẑ εn +ẑ εn = h, (3.63) where h := (h 1 , h 2 ) with
It then follows from Corollary 2.1 and (3.62) that, for any γ > 0, there exists N ∈ N + such that, for any n ≥ N ,
For any l ∈ N + , we now define that A n,l := B(y εn,k , 3 2 δε −1 n − l) \ B(y εn,k ,
Let ζ l ∈ C ∞ (R, [0, 1]) be a cut-off function with |ζ ′ l (τ )| ≤ 4 for any τ ∈ R, and ζ n,l (τ ) :=
For any x ∈ R N , we define that ψ n,l (x) := ζ n,l (|x − y εn,k |). Taking the scalar product to (3.63) with ψ 2 n,lẑ εn and integrating on R × R N , we obtain that
(∇ẑ εn · ∇ψ n,l )·(ẑ ε ψ n,l ) dtdx.
Since, for any l ∈ N + , A n,l ⊂ A n,k , and V ∞ < 1, it then follows from (3.64) that there exists 0 < β < 1 such that, for any n ∈ N + large,
Thus (3.65) implies that
Observe that A n,l ⊂ A n,l−1 , then there isĉ > 0 such that
This gives that a n,l ≤ĉ (a n,l−1 − a n,l ), where a n,l := R A n,l |∇ẑ εn | 2 + |ẑ εn | 2 dtdx.
Hence a n,l ≤ θa n,l−1 for θ :=ĉ c+1 < 1, from which we get that a l ≤ θ l a 0 , where a n,0 :=
Recall that {z εn } is bounded in E, see Lemma 3.11, then a l ≤c θ l =c e l ln θ for somec > 0. Proof. To prove this lemma, we argue by contradiction that there exist 1 ≤ k 0 ≤ m and a sequence {ε n } ⊂ R + with ε n = o n (1) such that lim n→∞ dist(ε n y εn,k 0 , V) > 0.
By Lemma 3.13, we assume that ε n y εn,k 0 → y k 0 / ∈ V in R N as n → ∞, then there is δ > 0 small such that, for any n ∈ N + large, inf x∈B(y εn ,k 0 , δε −1 n )
Thus, for any τ ∈ [1 − 2ε n /δ, 1 + 2ε n /δ] and n ∈ N + large,
We now set that ν n := ∇V (ε n y εn,k 0 ) = (ν n,1 , ν n,2 , · · · , ν n,N ), w εn := (v εn , u εn ). Recall that, for any n ∈ N + large,
(3.67)
Taking the scalar product to (3.67) with ν n · ∇w εn and integrating on R × B(y εn,k 0 , τ δε −1 n ), we then obtain that f εn (x, |z εn |)z εn · (ν n · ∇w εn ) dtdx.
(3.68)
In what follows, we shall calculate the terms in (3.68) with the help of the divergence theorem. For the sake of convenience, let us introduce Einstein's summation convention on repeated indices. We assume that 1 ≤ i ≤ M and 1 ≤ j ≤ N . Note first that
from which we then get that
where n := (n 1 , n 2 , · · · , n N ) denotes the unit outward normal vector to ∂B(y εn,k 0 , τ δε −1 n ). As a consequence, we have that
We next deal with the diffusion terms. By straightforward calculations, then
∆v εn,i u εn,i ν n,j n j dtdS.
It then follows from (3.69) that R B(y εn,k 0 , τ δε −1 n ) ∆u εn · (ν n · ∇v εn ) dtdx + R B(y εn,k 0 , τ δε −1 n ) ∆v εn · (ν n · ∇u εn ) dtdx = I 2 (τ ),
where
In addition, we can obtain that
We are now ready to compute the potential terms. Notice that V εn (x) |v εn,i | 2 ν n,j n j dtdS. V εn (x) |u εn,i | 2 ν n,j n j dtdS.
(3.71)
As a result of Lemma 3.13, we know that z εn (· + τ εn,k 0 , · + y εn,k 0 ) ⇀ z k 0 = 0 in E as n → ∞. By Lemma 2.2, we then have that z εn (· + τ εn,k 0 , · + y εn,k 0 ) → z k 0 a.e. on R × R N as n → ∞. It then follows from (3.66) and Faton's Lemma that, for any n ∈ N + large, Therefore, by using (3.70) and (3.71), we get that, for any n ∈ N + large, R B(y εn ,k 0 , τ δε −1 n ) V εn (x) (u εn · (ν · ∇u εn ) + u εn · (ν · ∇u εn )) dtdx V εn (x) |z εn | 2 (ν n · n) dtdS.
Finally, let us turn to treat the nonlinearity term. It is not difficult to see that R B(y εn ,k 0 , τ δε −1 n ) f εn (x, |z εn |)z εn · (ν n · ∇w εn ) dtdx = R B(y εn ,k 0 , τ δε −1 n ) f εn (x, |z εn |) (v εn · (ν · ∇v εn ) + u εn · (ν · ∇u εn )) dtdx = R B(y εn ,k 0 , τ δε −1 n ) f εn (x, |z εn |) (v εn,i ∂ j v εn,i + u εn,i ∂ j u εn,i ) ν n,j dtdx = R B(y εn ,k 0 , τ δε −1 n ) (∂ j (F εn (x, |z εn |)) − ε n ∂ j F x (ε n x, |z εn |)) ν n,j dtdx = R ∂B(y εn ,k 0 , τ δε −1 n ) F εn (x, |z εn |) ν n,j n j dtdS − ε n R B(y εn,k 0 , τ δε −1 n ) ∂ j F x (ε n x, |z εn |) ν n,j dtdx.
Note that ∂ j F x (ε n x, |z εn |)ν n,j = ∂ j χ(ε n x)(G(|z εn |) − G(|z εn |))ν n,j = ζ ′ (dist(ε n x, Λ)) ∂ j dist(ε n x, Λ) ν n,j (G(|z εn |) − G(|z εn |)).
If ε n x ∈ Λ, then dist(ε n x, Λ) = 0, this shows that ∂ j F x (ε n x, |z εn |)ν n,j = 0. If ε n x ∈ B(ε n y εn,k 0 , τ δ) \ Λ, sinceG(s) ≤ G(s) and ζ ′ (s) ≥ 0 for any s ≥ 0, it then yields from (2.7) that ∂ j F x (ε n x, |z εn |) ν n,j ≤ 0. Thus F εn (x, |z εn |) (ν n · n) dtdS.
From the arguments above, we then arrive at Integrating (3.72) with respect to τ on [1 − 2ε n /δ, 1 + 2ε n /δ], and applying (2.12), (3.67), Lemmas 3.12 and 3.14, and Hölder's inequality, we then deduce that there are c > 0 and C > 0 such that
which is impossible for any n ∈ N + large. Accordingly, the conclusion of the lemma holds, and the proof is completed.
Lemma 3.16. Let ε > 0 be small, then, for any δ > 0, there exist c > 0 and C > 0 such that |z ε (x, t)| ≤ C exp(−c dist(x, (V δ ) ε )).
Proof. From Lemma 3.15, for any ε > 0 small, we know that dist(εy ε,k , R N \ V δ ) ≥ δ 2 , which shows that dist(y ε,k , R N \ (V δ ) ε ) → ∞ as ε → 0 + .
Applying (3.45), and arguing as the proof of Lemma 3.14, we have that
|z ε (t, x)| 2 dtdx = o ε (1), from which and Corollary 2.1 we are able to deduce that, for any γ > 0, there existsε > 0 such that, for any 0 < ε <ε,
At this point, in order to complete the proof, it suffices to show that there is R 0 > 0 large such that |z ε (x, t)| ≤ C exp(−c dist(x, (V δ ) ε )) for dist(x, (V δ ) ε ) ≥ R 0 . To do this, we utilize the iteration arguments presented in the proof of Lemma 3.14. For any R ≥ R 0 , we define that
Let η l ∈ C ∞ (R, [0, 1]) be a cut-off function with |η ′ (τ )| ≤ 4 for any τ ∈ R, and
For any x ∈ R N , we define that φ ε,l (x) := η l (dist(x, (V δ ) ε )). Settinĝ x) + f ε (x, |z ε (−t, x)|)u ε (−t, x). By taking the scalar product to (3.73) with φ 2 ε,lẑ ε , and integrating on R × R N , then
Using the same arguments as the proof of Lemma 3.14, and letting l = [R/2] − 1, we obtain that
where 0 < θ < 1, andṼ
Thus, by Corollary 2.1 and Lemma 3.12, for any R ≥ R 0 with dist(x, (V δ ) ε ) = R,
where c := − ln θ 3 . Hence we have completed the proof. We are now in a position to establish Theorem 1.1.
Proof of Theorem 1.1. From (V 2 ), we infer that dist(V, ∂Λ) > 0. For any 0 < δ < dist(V, ∂Λ), from Lemma 3.16, we have that |z ε (t, x)| ≤ C exp(−c dist(x, (V δ ) ε )).
(3.74)
If t ∈ R and x ∈ R N \ Λ ε , then dist(x, (V δ ) ε ) → ∞ as ε → 0 + . Thus, for any ε > 0 small, it follows from (3.74) that g(z ε (t, x)) ≤ µ for any t ∈ R and x ∈ R N \ Λ ε . This in turn suggests that f ε (x, |z ε (t, x)|) = g(|z(t, x)|) for any t ∈ R, x ∈ R N \ Λ ε . If t ∈ R and x ∈ Λ ε , then χ(εx) = 0, which indicates that f ε (x, |z(t, x)|) = g(|z(t, x)|). Hence, for any ε > 0 small, z ε is a ground state to (2.1). By making a change variable, from Lemma 3.16, we obtain the decay of z ε . Thus the proof is completed.
