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Abstract—A novel fully automatic framework for aortic
valve (AV) trunk segmentation in three-dimensional (3-D)
transesophageal echocardiography (TEE) datasets is pro-
posed. The methodology combines a previously presented
semiautomatic segmentation strategy by using shape-
based B-spline Explicit Active Surfaces with two novel
algorithms to automate the quantification of relevant AV
measures. The first combines a fast rotation-invariant 3-D
generalized Hough transform with a vessel-like dark tube
detector to initialize the segmentation. After segmenting
the AV wall, the second algorithm focuses on aligning this
surface with the reference ones in order to estimate the
short-axis (SAx) planes (at the left ventricular outflow tract,
annulus, sinuses of Valsalva, and sinotubular junction) in
which to perform the measurements. The framework has
been tested in 20 3-D-TEE datasets with both stenotic and
nonstenotic AVs. The initialization algorithm presented a
median error of around 3 mm for the AV axis endpoints,
with an overall feasibility of 90%. In its turn, the SAx
detection algorithm showed to be highly reproducible,
with indistinguishable results compared with the variability
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found between the experts’ defined planes. Automatically
extracted measures at the four levels showed a good
agreement with the experts’ ones, with limits of agreement
similar to the interobserver variability. Moreover, a valida-
tion set of 20 additional stenotic AV datasets corroborated
the method’s applicability and accuracy. The proposed
approach mitigates the variability associated with the man-
ual quantification while significantly reducing the required
analysis time (12 s versus 5 to 10 min), which shows its
appeal for automatic dimensioning of the AV morphology in
3-D-TEE for the planning of transcatheter AV implantation.
Index Terms—Aortic valve (AV) segmentation, automatic
initialization, fully automatic quantification, transcatheter
aortic valve implantation, 3-D transesophageal echocardio-
graphy (TEE).
I. INTRODUCTION
AORTIC stenosis (AS), a condition in which the aortic valve(AV) calcifies and obstructs the flow from the left ventricle
(LV) to the aorta, is the most common acquired valvular heart
disease in developed countries [1]. Nowadays, high-risk patients
with symptomatic, severe AS are indicated for transcatheter AV
implantation (TAVI) [1]. During this intervention, a prosthetic
valve is deployed in the aortic annulus (AoA) to replace the
patient’s original malfunctioning valve. To successfully deploy
the prosthesis, pre- and peri-procedural imaging are paramount
[2], [3]. During the planning stage, clinicians must assess the
feasibility of the access site, review the AV morphology and
function, and perform several anatomical measurements [2]–
[4]. Among these, AoA sizing is mandatory for prosthesis sizing
[2], [4]–[6]. Measurements at other levels, namely LV outflow
tract (LVOT), sinuses of Valsalva (SoV), and sinotubular junc-
tion (STJ), can also be required for a proper treatment planning
[5]–[7]. To this end, both multidetector computed tomography
(MDCT) and three-dimensional (3-D) transesophageal echocar-
diography (TEE) have been used [2], [6], [8] with comparable
results [6], [9]–[11].
To help clinicians assess the AV morphology, several methods
have already been proposed to (semi-) automatically segment
it in MDCT [12]–[17], 2-D-TEE [18]–[20] and, more recently,
3-D-TEE datasets [12], [21]–[24]. Besides being possible to sep-
arate these studies based on their target modality, they can also
be divided according to the methodology used (machine learn-
ing [12], [15], [17], deformable models [13], [21], [22], [24],
0018-9294 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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Fig. 1. Overview of the proposed fully automatic AV tract segmentation framework.
among others) or the required level of user interaction (fully au-
tomatic [12], [15]–[17], [21], [22], semi-automatic [18]–[20],
[23], [24] or interactive [14]).
Among 3-D-TEE methodologies, Ionasec et al. [12] proposed
the first fully automatic algorithm for AV segmentation. Their
framework uses marginal space learning (MSL) and steerable
features to locate the valve’s bounding box, which is then seg-
mented based on the MSL and learned boundary detectors. On
its turn, Weber et al. [22] presented an adapted 3-D general-
ized Hough transform (GHT) to detect the AV, followed by
a deformable model strategy with optimal boundary detection
functions and shape prior information. Also targeting a fully
automatic segmentation, Bersvendsen et al. [21] proposed an
algorithm based on the state-space estimation of a subdivi-
sion deformable surface. Although being fully automatic, no
AV detection algorithm was required since the authors claim
that the initialization can be derived directly from the ultra-
sound machine (recorded roll angle). Finally, Pouch et al. [23]
proposed a semiautomatic methodology to extract the AV root
and leaflets using multi-atlas label fusion and template-based
branching medial modeling. Their strategy requires five initial
landmark points to register the target image with each atlas.
Recently, we proposed a semiautomatic algorithm for AV
trunk segmentation in 3-D-TEE data by using the shape-based
B-spline Explicit Active Surfaces (BEAS) [24]. The method was
shown to be accurate, robust, and computationally efficient, tak-
ing less than one second to segment the entire AV wall from the
ascending aorta (AscAo) to the LVOT with an average accu-
racy of 0.78 mm. Moreover, semiautomatically derived clinical
measurements showed an excellent agreement with the experts’
ones. Nevertheless, the strategy required two user-defined points
at the AV lumen to initialize the segmentation: one at the AscAo
and another at the LVOT. At the end, clinical measures were ex-
tracted by cutting the AV surface at the short-axis (SAx) planes
identified by an expert.
Focusing on mitigating the method’s user dependence, in this
study, we propose to fully automatize our AV trunk segmentation
algorithm by adding two automatic routines (see Fig. 1). The
first one focuses on identifying the AscAo and LVOT points
required to initialize the original segmentation strategy. The
second one automatically aligns the resulting segmented AV
wall with the reference surfaces in order to estimate the SAx
planes of interest (LVOT, AoA, SoV, and STJ) in which to
perform the measurements. Overall, the key novelties introduced
are fourfold:
1) a novel fully automatic methodology for AV trunk seg-
mentation and quantification in 3-D-TEE datasets;
2) a fast AV centroid detection technique through an adapted
rotation-invariant 3-D GHT;
3) a novel method for AV axis identification using a vessel-
like dark tube detector; and
4) a SAx plane estimator based on the iterative closest point
(ICP) algorithm and known AV reference surfaces.
The proposed fully automatic methodology was assessed
against manual annotations and measurements in 40 3-D-TEE
datasets, including 30 patients with AS and 10 with nonstenotic
AV.
This paper is structured as follows. In Section II, a descrip-
tion of the proposed fully automatic framework is presented.
Section III presents the validation experiments and correspond-
ing results. In Section IV, we discuss the performance of the
proposed framework, and compare against the previous semi-
automatic strategy and other state-of-the-art methods. The main
conclusions are given in Section V.
II. METHODS
A. Overview
The proposed framework aims to automatically segment the
AV tract (from AscAo to LVOT) in the 3-D-TEE datasets, allow-
ing us to assess its morphology and extract clinical measures.
The proposed methodology is divided in four main stages:
1) a fast rotation-invariant 3-D GHT and a vessel-like dark
tube detector are combined to automatically estimate the
AV centroid and its main axis [yellow dot and dashed
line in Fig. 1(a), Section II-B], from which the 2 axis
points (at the AscAo and LVOT) can then be estimated
(red dots);
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Fig. 2. Overview of the proposed initialization strategy. (a) Candidate AV centroid (red dot) is found using a fast rotation-invariant 3-D GHT applied
to an edge map. (b) Using the candidate centroids, the best fitting axis (red dashed line) is found by searching (along both elevation and azimuth
angles) for a dark, vessel-like tube structure. (c) By initializing a cylindrical surface into the estimated axis, a threshold-based BEAS evolution is
applied, refining the AV axis and centroid (red dashed line and dot, respectively). (d) The image intensity sum inside a square is computed along
the axis, with its maximum matching the leaflets tissue near the annulus (blue dot). Using a heuristic rule (blue dashed arrows), the two endpoints
(AscAo and LVOT) are positioned (green dots).
2) using the identified axis, the previously proposed seg-
mentation method [24] is applied to accurately delineate
the AV wall [see red surface in Fig. 1(b), Section II-C];
3) the ICP algorithm is used to align our automatically seg-
mented surface with several reference ones (green sur-
faces, with known SAx planes in white dashed lines),
allowing us to estimate the SAx planes of interest [or-
ange dashed lines in Fig. 1(c), Section II-D]; and
4) ultimately, the AV tract surface is cut at each SAx plane
and the obtained contour used to extract the relevant di-
ameters [see Fig. 1(d), derived from area, perimeter or
maximum/minimum lengths].
B. Automatic Axis Initialization
In order to define an initial AV axis to start the segmentation
approach, a four-step initialization strategy is proposed (see
Fig. 2):
1) a fast rotation-invariant 3-D GHT is applied to detect
candidate centroids for the AV dataset under analysis
(Section II-B1);
2) a vessel-like dark tube detector is used to estimate the AV
main axis orientation (Section II-B2);
3) a threshold-based BEAS [25] is then applied to refine the
orientation of the estimated AV axis (Section II-B3); and
4) an intensity-based method detects the leaflets’ tissue, to
which a heuristic rule is applied to place the two initial
AV axis points: one at the AscAo and another at the LVOT
(Section II-B4).
1) Fast Rotation-Invariant 3-D GHT: The GHT [26] is
a robust method to detect arbitrary shapes in an image undergo-
ing geometric transformations. Its original formulation suffers
from high memory and computational burden, which hampers
its use when rotation and scaling parameters are unknown
(which requires testing exhaustive mutual combinations of
Fig. 3. Principle of the rotation-invariant 3-D GHT. The angle w (given
wrt. the surface points’ normal, n) is invariant to 3-D rotation. Each
reference pair [r, w] defines a circle in space, with all points voting for
the centroid.
seven parameters). In medical applications, rotation is usually
considered to be known a priori (or its variability small enough
for such assumption [27]), with scaling being introduced by
testing a short range of possible values. For the specific case
of the AV in the 3-D-TEE zoomed datasets, although scaling
has a small variation, the rotation parameters are quite variable.
Indeed, the AV can be rotated up to 90◦ in both elevation
and azimuth angles. Thus, a rotation-invariant 3-D GHT is
preferred, and is here applied by using the modified approach
proposed by Rozhentsov et al. [28].
In the GHT approach, during learning, the description of the
shape under analysis is encoded in a reference table (known as
R-table). Rozhentsov et al. [28] propose to describe its entries
as vectors pointing from a boundary point to the shape centroid
and encoded by the angle w (between the normal at the surface
point and the direction to the centroid) and distance r (between
point and centroid), both invariant to rotation (see Fig. 3). Dur-
ing testing, for each sample point (in a total of Nsamples) and each
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Fig. 4. (a) R-table of the original implementation in [28]. (b) Proposed
rearranged R-table, with both w and r values discretized (into m and n
angular and distance values, respectively) and corresponding frequency
of each pair.
R-table pair ([ri, wi ], i = 1, . . . , Nref), the possible centroid po-
sitions are estimated and voted into an accumulator. Note that
each reference pair defines a circle in the 3-D space, in which
every point can be the true centroid (see Fig. 3). Finally, the ac-
cumulator is smoothed and its highest peak found [see Fig. 2(a)],
corresponding to the estimated shape centroid.
In our implementation, we modified the above-mentioned
strategy as follows.
First, since the same strategy should be used to determine
boundary points in the training and testing phases, a 3-D Canny
edge detector [29] was used [see Fig. 2(a)]. In the training stage,
as the AV surface is known, only edges close to its boundaries
are considered as reference points (within 4 mm distance) and
included into the R-table. During testing, all edge points in the
TEE field-of-view (FOV) are used as test points. Note that, at
the initialization stage, all images were resampled to a voxel
resolution of ∼1.0× 1.0× 1.0 mm3 to decrease the method’s
computational burden.
Second, we reduced the computational complexity of the
method by rearranging its R-table. Instead of considering each
reference point independently, we group them by discretizing
both w and r values, and finding the frequency of each pair
among the reference points (see Fig. 4). During testing, each
reference pair votes to the accumulator by summing its own
frequency value, f(ri ,wi ) . Such simplification reduces the
number of reference pairs to be tested per edge point, thus
significantly decreasing the method’s computational time. In
this study, ten discrete angular values were considered and the
distance values rounded to even numbers, leading to a 2000
times faster voting process.
Third, since the method is rotation invariant, there is no need
for shape superposition and distinct training datasets can be
combined by simply fusing their respective R-tables. In this way,
the combined R-table will intrinsically embed the variability
seen in the structure to be detected (the AV), both in terms of
scaling and shape.
Finally, after smoothing the accumulator (with a cubic ele-
ment of 7 mm) and in order to increase the method’s robustness,
N high-probability centroid candidates are retained (ten in this
study), which will be included in the following stage to deter-
mine the AV axis’ orientation.
Fig. 5. (A) Tubular structure (yellow dots) used in the proposed detec-
tor, and its cross section (B). Example (C) intensity map, (D) vesselness
map, and (E) combined map as a function of azimuth and elevation
angles. (F) Example best fitting tubular structure (red dots) for an AS
dataset, and associated AV centroid and orientation found (green dot
and dashed line, respectively).
2) Vessel-Like Dark Tube Detector: Taking into ac-
count the valve’s estimated position within the image FOV, we
now ought to find its orientation. Hereto, two a priori knowl-
edge of the AV shape and appearance in the 3-D-TEE datasets
are exploited: 1) the AV is a large vessel, i.e., a tubular structure;
and 2) it has a dark lumen surrounded by bright walls. In this
sense, we propose a novel fast vessel-like dark tube detector.
The proposed detector exhaustively tests possible orienta-
tions (by varying the elevation and azimuth angles) of a tubular
structure [see Fig. 5(A) and (B)] centered on a candidate cen-
troid. The structure’s outer diameter was chosen in order to
always be smaller than the normal AV lumen’s diameter, hav-
ing been empirically set to 10 mm. In this study, the ranges
mentioned above (±90◦) were considered for the possible ori-
entations, with 5◦ intervals. For each orientation, the structure’s
points are positioned on the top of the intensity image, and the
corresponding values averaged. Such process creates an inten-
sity map [as a function of both elevation and azimuth angles, see
Fig. 5(C)], where the minimum value corresponds to the darkest
tubular structured centered in the candidate centroid. To embed
the AV’s vessel-like shape in the detector, the vesselness filter
introduced by Frangi et al. [30] is used, and the same mapping
process repeated by averaging the vessel-enhanced 3-D image
values. In this case, the maximum value corresponds to the most
vessel-like tubular structure centered in the candidate centroid
[Fig. 5(D)]. By summing both maps (after inverting the vessel-
ness one), we obtain a map [Fig. 5(E)] in which the minimum
value corresponds to the most dark, vessel-like tubular structure
centered in the candidate centroid under analysis. This process
is repeated for the N candidate centroids retained in Section
II-B1, and their minimum value, and corresponding orientation,
gathered. Finally, the candidate with the lowest minimum value
simultaneously defines the best fitting orientation and centroid
position for the AV [see Fig. 5(E) and (F)].
3) AV Axis Refinement: Due to the tubular structure’s
fixed size, the AV axis orientation estimated in Section II-B2
can be, in some cases, oblique with respect to the valve’s
true axis [particularly at the AscAo side, due to its larger
diameter—see Fig. 5(D)]. Therefore, we propose to refine the
estimated orientation using the fast threshold-based BEAS
algorithm [25]. Hereto, the idea is to start with a fixed size
cylindrical surface around the estimated AV axis (with 20 mm
length to each side of the centroid) and evolve it using a
threshold-based evolution [see Fig. 2(C)]. Thus, the surface
will radially grow if the intensity of the surface point under
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analysis is higher than a predefined threshold. On the contrary,
when lower, the surface will shrink. In this study, the threshold
was set as the average value between the maximum and
minimum gray values seen in the input image. Since no energy
is explicitly defined for such threshold-based evolution, a fixed
number of iterations (25 in this study) are applied to evolve
the surface. In the end, the surface’s refined centroid and axis
orientation can thus be extracted [red dashed line in Fig. 2(c)].
Note, however, that since the AV length used is fixed and not
covering the region between the AscAo and LVOT only, the
obtained surface does not accurately capture the AV wall.
4) AV Axis Endpoints Detection: At this stage, and
due to the requirements of the segmentation algorithm [24], the
two axis endpoints need to be estimated. Nonetheless, since
these are not associated with the well-defined anatomical land-
marks, their direct estimation is challenging, particularly in the
AS cases. Thus, we instead propose to estimate the leaflets’
coarse position and apply a heuristic rule to place the two axis
endpoints.
To this end, a square region is translated along the estimated
AV axis and the average intensity within is computed. Note
that the region’s size (24 × 24 mm2 in this study) was set
according to the average AoA diameter [24]. Since the leaflets
are the brightest structures within the AV lumen (and more
dense closer to the hinge points), their location will correspond
to the maximum average value found [see Fig. 2(d)]. Based on
the average AV length (from AscAo to LVOT) computed from
the statistical shape model (SSM) in [24] and its relation to the
leaflets tissue, both AscAo and LVOT endpoints are positioned
by translating the point found by 20 and 13 mm to each side,
respectively [see Fig. 2(d)].
C. AV Segmentation
After estimating the two AV axis endpoints, our previously
proposed shape-based BEAS segmentation method [24] is ap-
plied to accurately delineate the AV wall [see Fig. 1(b)].
Overall, a 3-D cylindrical formulation of the BEAS frame-
work is used through a dual-stage energy evolution process,
comprising a threshold-based coarse segmentation and a
localized region-based refinement. Hereto, intensity- and
shape-based features are combined to increase accuracy and
robustness. Shape-prior information is included using a profile-
based SSM and embedded in BEAS through two regularization
terms: one confining the segmented AV profiles to shapes
familiarly seen in the SSM (hard regularization) and another
penalizing according to the profile’s degree of likelihood (soft
regularization). The hybrid energy functional takes the advan-
tage of the intensity data in regions with strong image content,
while complementing it with shape knowledge in regions with
nearly absent image data. The latter is particularly relevant
in AS due to the acoustic shadowing artifacts associated with
the calcifications. Note that this methodology also includes
an AV axis reinitialization strategy, focused on reducing the
effect of suboptimal endpoints’ positioning. For more details
on the segmentation strategy, the reader is kindly referred
to [24].
Fig. 6. (a) Reference surfaces (in white) after ICP rigid alignment with
target AV surface (in red). (b) Candidate planes (represented as vectors
with given position and direction) and resulting average SAx plane at dif-
ferent levels of interest (cyan/blue: LVOT; orange/red: annulus; light/dark
yellow: SoV; pink/magenta: STJ, for candidate vectors and average one,
respectively).
D. Automatic SAx Planes Detection
In order to estimate the SAx planes in which to measure the
AV, we propose to apply the ICP algorithm to rigidly align the
segmented AV surface with reference ones [see Fig. 6(a)]. To
increase the algorithm’s robustness, the surfaces’ main axes are
used to prealign them prior to the ICP. Since these reference
surfaces are linked to corresponding ground-truth SAx planes
(at the four levels of interest—LVOT, AoA, SoV, and STJ),
it is possible to estimate the location and normal direction of
these anatomical planes in the target dataset. By performing the
alignment with multiple references, several candidate planes are
estimated for each level, and their locations and normal vectors
can be averaged [see Fig. 6(b)]. In this sense, misplacement due
to suboptimal alignment with one particular reference surface
(with a more distinct 3-D shape) is alleviated, and the resulting
SAx planes still robustly extracted [see Fig. 1(c)].
At this point, the surface is cut using each plane, and the ob-
tained contours used to extract the measurements [see Fig. 1(d)].
III. EXPERIMENTS AND RESULTS
A. Data Description
The assessment of the proposed framework was carried out
on 40 3-D-TEE datasets of patients affected by various cardio-
vascular diseases. These images were acquired during clinical
cardiology routine and retrospectively provided by the King’s
College Hospital, London, U.K. For the present experiments,
these datasets were divided into three groups: 10 nonstenotic
and 10 stenotic AV, plus 20 additional stenotic AV cases. Dur-
ing the algorithm testing, the two first group of cases were used
for training and testing in a leave-one-out strategy. The third
group was used as a validation set (see Section III-G). The
images were acquired from the mid-esophageal position using
3-D zoom mode (as recommended in the current guidelines [8])
and included the LVOT, AV, and aortic root. All images were
recorded with a Philips Epiq 7 ultrasound machine and an X7-
2t transducer (Philips Healthcare, Andover, MA). At least one
complete cardiac cycle was captured in a sequence of 9–38 vol-
umes, with an image resolution and size from 0.21 to 0.31 mm
and 228 ×231× 208 to 345× 335× 208 voxels, respectively.
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TABLE I
PERFORMANCE FOR THE DIFFERENT STAGES OF THE INITIALIZATION ALGORITHM [5TH PERCENTILE, MEDIAN AND 95TH PERCENTILE]
Stage AV centroid (mm) AV axis (◦) AscAo endpoint (mm) LVOT endpoint (mm) Cumulative feasibility
3-D GHT [1.01 2.73 7.13] − − − 20/20 (100%)
Tube detector [0.63 3.11 6.27] [2.89 6.04 12.14] − − 20/20 (100%)
Axis refinement [0.44 1.65 2.54] [0.88 4.84 13.77] − − 19/20 (95%)
Endpoints’ estimation P2Pt − − [1.05 3.23 7.69] [1.43 3.11 7.02] 18/20 (90%)
P2Pl − − [0.03 1.86 5.45] [0.11 1.36 4.84]
B. Manual Analysis
The ground truth was obtained through an annotation process
performed by experts using custom noncommercial software,
Speqle3D [31]. For each dataset, both AV axis, surface and clin-
ical measures were extracted at a mid-systolic frame. To start,
the user defined the AV axis by identifying two points (at the
AscAo and at the LVOT). Then, the user manually traced 15–21
planes perpendicular to this axis. The manually annotated scat-
tered points were then converted into the cylindrical space (using
the defined axis), interpolated to a regular grid and converted
back into the Cartesian space, thus creating spatially consistent
3-D surfaces. Regarding the reference measures, the cardiology
expert freely explored the volume by using three orthogonal
planes and set four SAx planes in which to perform them (as
recommended in [4]), corresponding to the LVOT, AoA, SoV,
and STJ planes. In each plane, the target structure was manually
traced and perimeter-derived diameters were extracted (hence-
forward referred as Manual1).
To establish the reproducibility of the SAx planes definition,
manual tracings, and measures, a second expert reanalyzed each
dataset of the training set (i.e., ten nonstenotic and ten AS cases).
A completely independent analysis was performed (i.e., defining
four new SAx planes and extracting the perimeter-derived diam-
eters, referred as Manual2), thus representing the interobserver
variability seen in clinical routine.
C. AV Axis Initialization Performance
The performance of the initialization algorithm was assessed
by comparing the results of each stage against expert’s anno-
tations. The centroid error was measured as the minimum Eu-
clidean distance between the identified point (at the different
stages) and the valve’s central axis (given by the two expert-
defined endpoints). The AV axis was assessed by computing the
angle between the estimated axis and the expert-defined one.
The accuracy of the identified endpoints was computed by cal-
culating the Euclidean distance from the estimated points and
each expert’s endpoints. Both point-to-point (P2Pt) and point-
to-plane (P2Pl, i.e., distance from the identified point to the
plane centered in the axis’s endpoint and whose normal is equal
to the AV axis) were computed. P2Pl distance was considered to
distinguish transversal and longitudinal misplacements. Indeed,
the segmentation should be accurate when an oblique or parallel
axis is given (details in [24]), while longitudinal misplacements
might have a higher impact on its performance. Note that a
leave-one-out strategy was used for the 3-D GHT training, re-
moving the reference edge voting points gathered from the case
under analysis.
Table I summarizes the performance for the four stages of the
initialization algorithm, with the cumulative feasibility of the
method (after each stage) also presented. The latter was assessed
by visual inspection of the initialization result for each dataset.
Overall, the AV initialization strategy presented a feasibility
of 90%, only obtaining suboptimal results in two cases: one
due to the axis identification pipeline (2nd and 3rd stages) and
another due to the endpoints’ estimation. The remaining cases
were accurately initialized, with a median endpoints’ P2Pt error
of approximately 3 mm (1.86 and 1.36 mm P2Pl distance for
the AscAo and LVOT, respectively). Note that the proposed
multistage algorithm allows the continuous improvement of the
estimated centroid and AV axis (see Table I), thus allowing us
to partially recover from suboptimal results of precedent stages.
D. SAx Planes Detection Performance
1) Reproducibility Experiment: In order to evaluate
the SAx planes detection algorithm, we started verifying the
method’s robustness and reproducibility against the endpoints’
positioning and resultant segmented AV surface. In this sense,
for each dataset, five randomly positioned endpoints (around the
ones manually identified by the expert) were generated. Note
that the original AscAo and LVOT endpoints were, in average,
respectively translated 3.73± 2.19 and 3.51± 2.28 mm (maxi-
mum displacement near 10 mm). Each endpoints’ pair was used
as initialization for the segmentation algorithm [24], while sub-
sequently applying the proposed SAx plane detection algorithm
(using a leave-one-out strategy). Each set of estimated planes
was then compared against the planes positioned by the first ex-
pert. In this sense, the P2Pl distance from the automated planes’
centroid and the reference plane was computed. Moreover, the
angles between the automated and reference planes’ normals
were also calculated. In total, 100 sets of SAx planes (each set
containing the four planes at the LVOT, AoA, SoV, and STJ)
were evaluated.
Overall, the identified LVOT, AoA, SoV, and STJ planes pre-
sented a P2Pl error of [0.07 1.55 5.19] mm (5th percentile,
median, and 95th percentile), [0.11 1.79 4.80] mm, [0.14 1.27
4.28] mm, [0.14 1.46 3.79] mm, respectively. Regarding the
planes’ normal, the angular error was [1.40 5.66 12.24]◦, [1.55
5.65 11.55]◦, [1.55 6.88 13.06]◦, and [1.84 6.69 12.37]◦, re-
spectively. In order to assess its effect on the measurements, the
Bland–Altman plots [32] (see Fig. 7) of the measured perimeter-
derived diameters were computed for the four levels. Hereto, the
average diameter for each patient and at each level was consid-
ered as reference, while assessing the corresponding standard
deviation (SD) for the 100 cases. Importantly, narrow limits of
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Fig. 7. Bland–Altman plots obtained in the reproducibility test for
perimeter-derived diameters at the four SAx planes.
Fig. 8. Boxplots of (a) centroids’ P2Pl distance and (b) normals’ angular
difference between fully automatic SAx planes and manually identified
ones. The interobserver variability is also depicted. Outliers are shown
as black dots. *p < 0.05, in a Mann-Whitney test between results.
agreement (LOA, 1.96*SD) were obtained, showing the mea-
surements reproducibility when combining both segmentation
and SAx planes detection algorithms.
2) Accuracy Test With Fully Automatic Pipeline: In
this experiment, the estimated SAx planes were evaluated after
applying the fully automatic pipeline (i.e., automatic axis ini-
tialization, wall segmentation, and SAx planes detection). Since
the initialization showed a feasibility of 90%, only the success-
fully initialized datasets (18/20) were considered. The estimated
planes were compared against the SAx planes manually defined
by both experts (Manual1 and Manual2). For comparative pur-
poses, the interobserver variability on the SAx planes definition
(for the same 18 cases) was also calculated. In order to check for
differences between the automatic strategy and the experts, the
Mann–Whitney test was used (a p-value < 0.05 was considered
statistically significant).
Fig. 8 illustrates the obtained results, both in terms of cen-
troids’ P2Pl distance and normals’ angular difference (see cal-
culation details in Section III-D1). Overall, similar errors were
obtained when compared with the reproducibility test previ-
ously performed (semiautomatic strategy, Section III-D1), with
median distances lower than 2 mm and median angular differ-
ences between 6◦ and 9◦. Interestingly, these were also similar
to the variability observed between experts, with no statistically
significant differences (except for the STJ centroid when against
the 2nd observer). Ultimately, it shows the robustness and accu-
racy of the proposed automatic algorithm for the identification
of the SAx planes of interest.
E. Computational Time
In what concerns its computational time, the fully automatic
methodology took, on average, 11.9 ± 2.4 s (MATLAB code
running on a Intel(R) Core (TM) i7 CPU at 2.8 GHz, with
TABLE II
AGREEMENT BETWEEN FULLY AUTOMATIC AND MANUAL DIAMETERS (IN MM,
FA/MANUAL1, AND FA/MANUAL2), AND INTEROBSERVER VARIABILITY
(MANUAL1/MANUAL2)
LVOT AoA SoV STJ
FA/Manual1
9NS 0.36 ± 1.26c 0.92ab ± 1.06−1.03ab ± 0.94 0.94 ± 1.44
9S 0.76 ± 1.62 0.61 ± 1.55 −1.76ab ± 1.94 1.69a ± 1.52
All 0.56 ± 1.42 0.77a ± 1.29 −1.40ab ± 1.53 1.31a ± 1.49
FA/Manual2
9NS 0.35 ± 0.95 0.61 ± 1.56 −0.33b ± 0.77 1.89a ± 0.72
9S 0.53 ± 2.21 0.99 ± 1.59 −1.06b ± 2.53 2.02ab ± 1.15
All 0.44 ± 1.65 0.80a ± 1.54 −0.69b ± 1.85c 1.95ab ± 0.93
Manual1/Manual2
9NS 0.12 ± 0.58 −0.20 ± 0.89 0.82a ± 0.54 1.04a ± 1.19
9S −0.06 ± 2.50 0.51 ± 2.06 0.85 ± 1.31 0.46 ± 1.03
All 0.03 ± 1.76 0.15 ± 1.58 0.84a ± 0.97 0.75 ± 1.12
SA/Manual1
9NS 0.04 ± 0.98 0.89ab ± 0.92−1.06ab ± 1.12 0.75 ± 1.12
9S 0.11 ± 1.12c 0.24 ± 1.38 −1.39ab ± 1.641.98ab ± 1.11
All 0.08 ± 1.02c 0.56 ± 1.18 −1.23ab ± 1.37 1.37a ± 1.25
SA/Manual2
9NS 0.15 ± 0.72 1.13ab ± 1.44−0.99ab ± 0.79 1.74 ± 0.62
9S 0.31 ± 2.19 1.02 ± 1.56 −1.23b ± 1.94 2.64ab ± 1.25
All 0.23 ± 1.58 1.08ab ± 1.46−1.11ab ± 1.44 2.19a ± 1.07
NS: nonstenotic valves; S: stenotic valves. Results given as μ±1.0σ .
ap < 0.05, two-tailed paired t-test against 0.
bp < 0.05, two-tailed paired t-test against Manual1/Manual2.
cp < 0.05, two-tailed F -test against Manual1/Manual2.
Results for the SA [24] are also presented.
16 GB of shared memory). Among the framework’s three steps,
the SAx planes detection algorithm had the highest computa-
tional burden (6.1± 0.7 s, i.e., around 0.3 s per reference surface
used), followed by the automatic initialization procedure (4.8±
0.8 s) and finally the segmentation step (1.0 ± 0.4 s). When
considering the individual stages of the initialization algorithm,
the 3-D rotation-invariant GHT, the vessel-like dark tube detec-
tor, the axis refinement, and the axis endpoints’ estimation took,
on average, 1.5 ± 0.4 s, 1.6 ± 0.4 s, 1.5 ± 0.3 s, and 0.2 ±
0.04 s, respectively. Note that, for computational efficiency, a
MATLAB-generated C implementation of the GHT and ICP
algorithms were wrapped in the MATLAB code.
F. Clinical Measures Evaluation
Table II presents the agreement between the fully automat-
ically estimated perimeter-derived diameters (FA) and the two
experts (for the 18 successfully initialized datasets), assessed at
the four levels of interest (LVOT, AoA, SoV, and STJ). Interob-
server variability (Manual1/Manual2) is also presented, together
with the results for the original semiautomatic approach (SA)
[24]. The results are reported separately for nonstenotic and
stenotic valves, as well as all together. Moreover, a two-tailed
paired t-test and F-test were used to check for statistically sig-
nificant differences (p-values < 0.05) in their biases and limits
of agreement, respectively.
Overall, a good agreement was found between the automatic
and manual measures. Specifically, similar LOAs were observed
(no statistically significant differences compared with the inter-
observer variability), with the fully automatic strategy showing
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Fig. 9. Fully automatic segmentation results for three nonstenotic (top
row) and three stenotic (bottom row) AV datasets (light blue spheres:
automatically identified axis endpoints; red surface: segmented AV trunk;
yellow planes: automatically extracted SAx planes at the LVOT, AoA, SoV,
and STJ levels).
TABLE III
AGREEMENT BETWEEN FULLY AUTOMATIC AND MANUAL
PERIMETER-DERIVED DIAMETERS (IN MM) FOR THE VALIDATION SET (GIVEN
AS μ ± 1.0σ)
LVOT AoA SoV STJ
19S 0.76 ± 1.69 0.88a ± 1.16c −1.76ab ± 1.98 0.90a ± 1.60
S: stenotic valves; IOV: interobserver variability.
ap < 0.05, two-tailed paired t-test against 0.
bp < 0.05, unpaired t-test against IOV (with Welch’s correction).
cp < 0.05, two-tailed F -test against IOV.
a tendency for significant biases at most levels. Contrarily to
the manual analysis, no variability exists on the proposed fully
automatic framework.
Fig. 9 illustrates fully automatic segmentation results, with
corresponding automatically identified axis endpoints and the
four relevant SAx planes, for three nonstenotic and three stenotic
datasets. Overall, a robust and accurate 3-D segmentation of the
AV trunk and a precise extraction of the relevant SAx planes
was achieved for the distinct cases.
G. Clinical Validation Experiment
As a final experiment, the proposed framework was applied
to 20 additional stenotic AV cases, with the fully automatic
measurements being extracted while blinded to the manual ones.
Note that all algorithm parameters were kept the same, therefore
assessing the methods’ true applicability and generalization to
new unseen clinical data.
In this new set of cases, the framework was found to be
feasible in 95%, with only one case failing to be initialized au-
tomatically due to poor image quality and pronounced dropout
artifacts. Table III presents the agreement against expert’s mea-
surements at the four levels for the successfully analyzed cases
(19 out of 20), together with the comparison against interob-
server variability. Interestingly, similar (in some cases, even
slightly better) LOAs were found for these new cases, com-
Fig. 10. Example fully automatic initialization and segmentation of
three 3-D-TEE acquisitions with large FOVs.
pared wiht the ones obtained for the training/testing set (9S in
Table II).
IV. DISCUSSION
In this study, we sought to evaluate the feasibility, robust-
ness, and accuracy of a novel fully automatic algorithm for AV
trunk segmentation in 3-D-TEE datasets of both nonstenotic and
stenotic AVs.
The first module of the proposed framework focuses on the
identification of the AV axis endpoints (i.e., AscAo and LVOT
detection), required to initialize the subsequent automatic seg-
mentation strategy. Hereto, a multistage algorithm was em-
ployed, splitting the detection problem into three steps:
1) AV centroid positioning;
2) axis identification (with an additional stage for its refine-
ment); and
3) endpoints estimation.
This procedure allows us to reduce the degrees of freedom
(DOF) searched after each step, starting with a 3-D positioning
problem, followed by the orientation estimation with 2 DOFs
and finally point estimation along the axis found (1 DOF). Note
that although consecutive steps are applied, continuous refine-
ment of the estimations in subsequent stages is still permitted
(see Table I), thus increasing the method’s robustness and accu-
racy. Ultimately, the endpoints’ estimation presented a median
P2Pt distance error of near 3 mm, with a P2Pl error lower than
2 mm (see Table I).
In terms of feasibility, the proposed module obtained success-
ful results in 90% of the datasets (Table I), with only two cases
presenting visually wrong initializations. Specifically, one fail-
ure was related to a low image quality at the LVOT, misleading
the fitting of the dark vessel-like tube (i.e., oblique to the true
one) and passing at the LVOT level outside the lumen (non-
recoverable by the segmentation strategy). The other case was
related to an abnormally lengthy valve (over 40 mm from AscAo
to the LVOT), which when applying the proposed heuristic rule
failed to simultaneously place both endpoints successfully (good
LVOT positioning but short on locating the AscAo). Nonethe-
less, in clinical practice, either case could be easily corrected at
run-time by asking the user to modify the wrongly positioned
axis endpoint. Remarkably, note that the strategy was able to
successfully initialize one dataset in which the AV was rotated
90◦ from its usual orientation, proving the interest and ability
of the proposed rotation-invariant GHT approach. Notice also
that, although evaluated for 3-D-TEE-zoomed views only (rec-
ommended for TAVI [8]), the proposed method is also applicable
for nonzoomed views (see Fig. 10).
Concerning the automatic placement of the relevant SAx
planes, the reproducibility test proved the robustness of the
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proposed approach against both initialization and segmentation
(see Section III-D1, Fig. 7). Indeed, even for significant dis-
placements of the AV axis endpoints (3.73 ± 2.19 and 3.51 ±
2.28 mm for AscAo and LVOT, respectively, and up to 10 mm),
the planes’ estimation errors presented a median centroid dis-
tance and an angular difference lower than 2 mm and 7◦, re-
spectively, for all levels. These results translated into narrow
limits of agreement of the automatic measurements extracted
(see Fig. 7), particularly when compared with the interobserver
variability (see Table II). This low variability is primarily linked
to three favorable properties of the segmentation and planes’
estimation modules, namely:
1) the ability to partially correct the off-axis errors in the
initial endpoints’ positioning through the AV axis reini-
tialization strategy used throughout the segmentation (see
[24] for details);
2) the ability to surpass suboptimal longitudinal positioning
of the axis endpoints during segmentation, since such
variability is embedded in the profile-based SSM used
(details in [24]); and
3) the robustness of the ICP algorithm against the initial
points, since the full AV shape is used to align segmented
and reference surfaces in order to estimate the SAx planes
(see Fig. 6).
Importantly, such robustness was kept when considering the
fully automatic pipeline (i.e. fusing with the automatic initial-
ization module), with the SAx planes’ estimation errors being
indistinguishable from those obtained between experts (Figs. 8
and 9).
The agreement with experts’ measurements revealed statisti-
cally similar LOAs compared with the interobserver variability
(see Table II), particularly for stenotic cases. Indeed, although
broader LOAs were found for these cases (compared with the
nonstenotic ones), also a higher variability between experts was
found (see Manual1/Manual2, 9S). Such result shows the in-
creased difficulty in delineating the AV in these patients, mainly
due to the acoustic shadowing artifacts present and the generally
lower image quality. When compared with the previous semi-
automatic strategy, although slightly wider LOAs were found,
these were not statistically significant. Moreover, these LOAs
were also competitive to the agreement reported by the state-of-
the-art algorithms in TEE data (0.62 ± 1.7 and 0.46 ± 2.3 mm
for annulus diameters in stenotic cases [21] and 1.1 ± 1.3, 3.6
± 2.3, 0.5± 1.5, and 0.2± 1.4 for sagittal and coronal annulus,
SoV and STJ measures in a broad population [33]) and compa-
rable to the reported interobserver variability (−0.16± 2.1 mm
for annulus diameters in stenotic cases [21] and 1.2 ± 1.3 and
2.0± 2.6 mm against sagittal and coronal annulus measures for
a broad population [33]).
Regarding the observed biases, automatic measurements pre-
sented larger diameters compared with the manual ones at the
LVOT, AoA, and STJ levels, but lower on the sinuses. The latter
is partially associated with the fact that the automatic perimeter-
derived diameters are lower due to the surface’s higher smooth-
ing in the regions between bulges. In the literature, similar pos-
itive biases are reported for the AoA by other state-of-the-art
methodologies [21], [33], [34], and are frequently found when
comparing MDCT with TEE measures [35], [36]. This is prob-
ably related to the experts’ tendency in TEE to delineate at the
transition between the lumen and the wall, instead of closer to
the more compact bright wall tissue [24].
Importantly, all these results were corroborated when apply-
ing the proposed fully automatic framework to 20 additional and
previously unseen stenotic cases (see Table III). With a feasibil-
ity of 95%, the method showed narrow LOAs, particularly for
the annulus measures. Indeed, the LOAs are within the range
of the prosthesis models’ sizes (typically 3 mm apart). Given
that the LOAs are the most relevant metric for TAVI prosthesis
sizing, it ultimately proves the framework’s applicability and
robustness to this specific population. In addition, this novel
method brings the possibility for a more reproducible analysis
in 3-D-TEE data, and may help in increasing its use for TAVI
planning. While MDCT is frequently used, ultrasound avoids
the use of ionizing radiation and, most importantly, of contrast
agents (as these patients often have impaired renal function [3],
[10]). Indeed, 3-D-TEE is the only available imaging modal-
ity in patients with contraindications to MDCT. Moreover, even
centers using MDCT as the primary imaging modality may ben-
efit from precise measurement techniques for ultrasound data.
In borderline sizing cases (i.e. in which the measured diame-
ter fits in-between two model sizes), measures taken by other
modalities (namely 3-D-TEE), gender or calcification severity
and location are paramount for the final sizing decision.
Interestingly, note that the proposed fully automatic method-
ology mitigates the problem of interobserver variability, while
speeding up the analysis. Indeed, the proposed approach re-
quires around 12 s to automatically quantify the four levels
of interest (Section III-E), which would take between 5 and
10 min in clinical practice. Moreover, if a supervisor approach
(i.e., with small manual corrections, namely for minor shifts in
the endpoints’ positioning or the SAx planes’ location) would
be employed, the automated strategy is still expected to present
a significantly lower interobserver variability (see the results of
the original semiautomatic strategy [24] and the reproducibility
test in Fig. 7). This was, however, not validated in this study.
Finally, and as observed for the original semiautomatic strat-
egy [24], although here validated for the analysis of mid-systolic
frames only (frequently used in practice for TAVI prosthesis
sizing [4], [35]), the proposed fully automatic algorithm al-
lows segmenting any cardiac frame in a 3-D-TEE sequence
(although not shown in the current experiments). Indeed, there
is no assumption on the valve’s state, with the only module
slightly dependent on it being the dark vessel-like tube detec-
tion. Nonetheless, as shown here for the stenotic cases (in which
the leaflets are still present in the lumen), the algorithm is able
to surpass this limitation.
V. CONCLUSION
In this paper, a novel fully automatic AV tract segmentation
algorithm for 3-D-TEE datasets was proposed and validated for
the quantification of relevant AV measures. The method showed
to be able to robustly and accurately quantify both nonstenotic
and stenotic AV with an overall feasibility above 90%. Auto-
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matically extracted measures showed a good agreement with
experts’ ones, while mitigating the variability induced by ex-
perts’ manual delineations and significantly reducing the analy-
sis time. In summary, our results show the appeal of the proposed
framework for automatic AV segmentation and quantification
for TEE-based TAVI planning.
In the future, we intend to validate the proposed algorithm in
a larger clinical database, both using a fully automatic pipeline
and a supervised approach. Such study might shed light on the
interobserver variability when using the latter approach, as well
as its real-world influence in the prosthesis sizing.
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