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Abstract. The mobile ecosystem is rife with applications that aim for
individuals to persue a more active and healthier lifestyle. Applications
vary from simple diaries that track your weight, calorie intake or blood
glucose values towards more advanced ones that offer health recom-
mendations while monitoring your fitness levels during workouts and
throughout the day. Leveraging machine learning techniques is a popu-
lar approach to recognize non-trivial activities, such as different types of
sports. However, such applications face a time consuming training phase
before they become practical. In this work, we report on our feasibility
analysis of transfer learning as a way to apply learned models from one
individual on another, and report on various feature variabilities that
may jeopardize the applicability of transfer learning.
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1 Introduction
The evolution of mobile phones and corresponding advancements in function-
ality has often been paired with the introduction of new sensors in the phone.
Smartphones have sensors to observe acceleration, location, orientation, ambient
lighting, sound, imagery, etc. [8]. Accelerometer-based activity recognition has
applications in healthcare to assess physical activity [3] and to aid cardiac reha-
bilitation [2]. For example, the Samsung Galaxy S4 smartphone ships with the
S Health application. This personal wellness application features a pedometer, a
food and exercise tracker that uses the accelerometer and possibly other sensors.
Furthermore, machine learning is a popular approach to infer human activities.
For monitoring fitness levels, we are interested in discriminating activities
that include certain degrees of motion. However, many applications, such as
S Health, are built for one particular device only. Targeting different devices
and brands, we aim to explore the effects of the variability in the accelerometer
(e.g. sensitivity and sampling rates) on activity recognition schemes.
Transfer Learning [9] is known as the practice to use knowledge from a related
task that has already been learned, to improve learning in a new task. In the
context of simple activity recognition, this means using a model trained with
data from one particular person, to monitor fitness levels on another person.
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The contributions in this work are twofold: (1) we explore the effects of sensor
specific characteristics on the accuracy of accelerometer-based activity recogni-
tion, and (2) we explore the feasibility of using transfer learning techniques to
mitigate the time consuming and error-prone individual training process.
The next section provides an overview of related work on accelerometer-based
activity recognition. The general methodology towards accelerometer-based ac-
tivity recognition is discussed in section 3, with adjustments required to transi-
tion to a transfer learning scheme. These adjustments are put into practice as
part of our experimental evaluation in section 4. We conclude this paper with
some final thoughts and topics for future work in section 5.
2 Related Work
Before we dive into the contributions of our work, we first discuss existing ap-
proaches that use accelerometers as key building blocks for activity recognition,
and challenges that other researchers have investigated. Accelerometer data helps
to analyze the human behavior in an effective way. With proper processing of
this raw data, a variety of human activities can be inferred [10,7].
In [11], Lin et al. present an activity recognition approach using a mobile
phone. All the data is collected on the same phone (Nokia N97) and the data
coming from 6 different persons is not specifically treated. The data from all test
subjects is used to build an SVM-classifier. Five types of features are employed
in this work, including mean, variance, correlation, FFT-energy and frequency-
domain entropy. One of the main factors that can influence the recognition rate
is the position where a user is carrying his device. This position can either be in
the pocket near the hip, in the front pocket or just in his hand. The influence
of this position on the accuracy of predictions is researched in this work. In our
work, we assume that the user is carrying his phone is his pocket, near the hip.
In [6], the focus is on the fact that the activity recognition approach should
work in real-time. The authors claim that frequency domain features work best,
but that these require too much computation to be feasible in a real-time sce-
nario. Today’s smartphones are significantly faster than a few years ago and
performance issues are not really a concern anymore. Benchmark testing is car-
ried out with data coming from one specific accelerometer. While not further
elaborated on, they note that the specific set of used features makes the ap-
proach more person dependent. In their multiple-subject scenario, data coming
from multiple persons is used to train the classification algorithm. They use this
input from multiple subjects irrespective of the physique of the persons, but do
note that adding some subjects decreases the performance. In our opinion, it
would make more sense to only use subjects with similar physique.
3 Transfer Learning for Activity Recognition
The approach to activity recognition is achieved by using a classical supervised
learning technique. It is conceived as a classification problem. Beforehand, the
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learner is presented with training examples to train a classifier that is capable of
classifying new, unseen data. Normally recognition is carried out in three steps:
1. Collect small time segments (or windows) of the sensor signal
2. Extract features that describe general characteristics of each window
3. Infer the activity with a classification algorithm
We have chosen to use Decision Tree Classifiers, as they have proven to give
good accuracy in the activity recognition problem [13,12]. The embedded triaxial
accelerometer inside a mobile phone can continuously produce 3-D acceleration
readings A = (ax,ay,az), which are measures of the acceleration experienced in
the three orthogonal axes: X-axis, Y-axis and Z-axis.
3.1 Data Collection
The Human Activity Sensing Consortium [5] (HASC) is an organization that
aims at achieving the recognition and understanding of human activity through
sensing. HASC aims at constructing a large scale database that is available for
developers to test their algorithms. We used their Hasc-Logger1 application to
collect accelerometer-data at both 50 Hz and 100 Hz on a iPod Touch 3g device,
and at 50 Hz on a Huawei Ascend G615 Android smartphone.
3.2 Extracting Features
Each training example consists of a target label and a number of features that
are representative for this training instance. The choice of features is critical for
the performance of a machine learning algorithm. Various kinds of features of the
accelerometer sensing data have been investigated in previous activity recogni-
tion work, including mean, variance, correlation, energy, frequency-domain en-
tropy, cepstral coefficients, log FFT frequency bands, etc. [13,12]. Using more
features may be beneficial for the recognition accuracy, but will also result in
higher power consumption. For our experiments, the chosen features include the
FFT-coefficients and the FFT-energy (which is basically the sum of a number of
coefficients over a certain time window). These are features that haven proven
to be successful in activity recognition [4,1].
3.3 Ensuring FFT-Coefficient’s Correct Meaning
When using FFT-coefficients (or the FFT-energy based on these coefficients) as
input for transfer learning, one must take into consideration that these features
are not independent of the sampling rate of the accelerometer. The supported
sampling rates are mostly fixed because of hardware constraints. As a conse-
quence, we need to adapt the FFT-size depending on the used sampling rate
to ensure that the coefficients correspond with the same frequencies when the
accelerometer is sampled at a different sampling rate.
1 http://hasc.jp/hc2012/hasclogger-en.html
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For example, assume a sampling rate of 100 Hz is used for sampling the
accelerometer and that the chosen FFT size is 128 samples. The computation of
this FFT results in 128 coefficients or frequency bins. The frequency bin width
is Fs/N (100/128 ≈ 0.8 Hz ) where Fs is the sampling rate and N is the FFT
size. The bins of interest will be those from 0 to N/2−1. Because of the Nyquist
sampling theorem, only half of the coefficients contribute useful information
when the input signal only consists of a real-valued part and no imaginary part.
The ratio Fs/N should be the same in the training phase and the online
recognition phase. Suppose a classifier is trained on data from a person that
was sampled at 100 Hz with an FFT size of 128 samples. This classifier is then
used on another person which was sampled at 50 Hz. To make sure that each
frequency bin reflects the same frequency boundaries), the FFT size has to be
halved to 64 samples in the online recognition phase:
Fs/N = 100/128 = 50/64 ≈ 0.8Hz
Choosing the FFT size that results in the smallest difference in frequency bin size
seems appropriate, although this will probably only result in good performance
when the bin size difference is small.
3.4 Number of Usable FFT-Coefficients for Different Sampling
Rates
The number of coefficients used for classification has to correspond between the
training phase and the online prediction phase. Assume that training is carried
out at 100 Hz with an FFT size of 128 samples, and online prediction is done at 50
Hz. As argued previously, the FFT size should be 64 samples to ensure the same
meaning for the FFT coefficients. However, the maximum number of coefficients
that can be used as features in this case is 32, as this is the number of coefficients
that is available in the shortest FFT. Furthermore, these 32 coefficients do not
span the same frequency range as the 100 Hz FFT. As a result, higher frequency
coefficients obtained through training cannot be used for classification purposes
when sampling at lower frequencies during the online prediction phase.
3.5 Accelerometer Sensitivity
Accelerometer values are internally usually represented in 8, 10 or 12 bits. A
more expensive accelerometer will typically deliver a higher resolution (using
more bits), and come with user selectable sensitivity scales of ±2g/±4g/±8g.
The practical importance of these accelerometer specifications lies in the fact
that exposing two different accelerometers to the same movements can result
in different acceleration values, causing some activity recognition approaches
to no longer work when directly using these accelerometer values with trained
threshold values. We normalized the obtained acceleration forces by dividing all
acceleration forces by the maximum acceleration force measured. This is the
most simple adjustment that can be made to account for amplitude range and
sensitivity effects without knowing the exact specifications of the accelerometers.
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Table 1. Recognition accuracy on the iPod Touch at 50 Hz using FFT-coefficients
Coefficients
FFT size
64 128 256
16 99.8 % 100.0 % 95.0 %
32 99.3 % 100.0 % 98.3 %
64 - 100.0 % 98.3 %
128 - - 98.3 %
Table 2. Recognition accuracy on the iPod Touch at 50 Hz using the FFT-energy
Coefficients
FFT size
64 128 256
16 93.8 % 94.3 % 78.6 %
32 98.6 % 95.7 % 96.7 %
64 - 98.5 % 100.0 %
128 - - 100.0 %
4 Experimental Evaluation
Several experiments were set up to establish the performance of the activity
recognition in a variety of scenarios. At first, the performance of the activity
recognition is tested when using a device in the pocket near the hip and one
particular person. When it is clear that this approach works quite good, we turn
our attention to the more interesting cases where transfer learning is used. This
includes scenarios involving several devices and different sampling rates for the
accelerometer. All results are obtained using ten-fold cross validation.
In the first experiment, we use 9/10th of the collected data as training data,
while the other 1/10th is used as test data. For the other experiments involving
transfer learning with different people, we use all the data from one person and
1/10th of the data from another person is used as test data. This process is then
repeated ten times (a.k.a. 10 fold cross-validation).
4.1 Experiment 1: Same Person, Same Sensor, Same Sampling Rate
The variable parameters in this setting are: the FFT-size and the number of
coefficients used (either as pure features or after calculation of the FFT-energy
value being the sum of the coefficients over the time window). The performance
of correctly classifying walking and running can be deduced from Tables 1 and 2.
These tables show the results when an iPod Touch was used to collect data at
a sampling rate of 50 Hz. Both using the FFT-coefficients and the FFT-energy
value as features result in very similar recognition rate results.
The critical aspect lies in the fact that the chosen combination of FFT-size
and number of coefficients results in capturing frequencies no lower than ap-
proximately 10 Hz. The results for the same person using the iPod Touch at
100 Hz and using the Huawei Ascend Android device are extremely similar.
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Table 3. Recognition accuracy for the iPod Touch at 50 Hz and 100 Hz in a Transfer
Learning scheme using the FFT-coefficients as features
Training Data − Test Data FFT-adaptation No FFT-adaptation
iPod Touch: 50 Hz − 100 Hz 99.0 % 98.8 %
iPod Touch: 100 Hz − 50 Hz 99.3 % 84.5 %
Table 4. Recognition accuracy for the iPod Touch at 50 Hz and 100 Hz in a Transfer
Learning scheme using the FFT-energy value as feature
Training Data − Test Data FFT-adaptation No FFT-adaptation
iPod Touch: 50 Hz − 100 Hz 94.6 % 85.6 %
iPod Touch: 100 Hz − 50 Hz 98.6 % 84.3 %
These results also show that reducing the number of coefficients used as features
does not really deteriorate the recognition rates. This is important, as we will
adapt the FFT-size according to the sampling rate used by the accelerometer. As
a result, the number of coefficients will also change. These results show that this
is not a problem, as long as these coefficients have the same meaning (i.e. the
frequency bins describe the same frequency boundaries).
4.2 Experiment 2: Same Person and Sensor, Different Sampling Rate
To show the influence of the sampling rate and changing the FFT-size a small
experiment is set up. The FFT-size is set to ± 1 second. This size worked good
for the previous experiment. Using the same iPod Touch device, data is sampled
at both 50 Hz and 100 Hz. First, the 50 Hz data is used for training and the
100 Hz data for testing. The results are shown in Tables 3 and 4, using the
FFT-coefficients and the FFT-energy value as features respectively.
When comparing the results, the attentive reader may have noticed there
is something strange going on when the FFT-coefficients are used as features.
One would expect that not changing the FFT-size according to the sampling
rate would lead to significantly worse results. However, this does not seem to
be the case. This can be explained by the fact that the main feature that is
selected by the decision tree classifier is the DC-component of the used Fourier
Transformation, i.e. the average acceleration magnitude over the window. The
fact that this value is not frequency dependent explains why the results are
surprisingly good when the FFT-size is maintained. The confusion matrix in
Table 5. Confusion matrix with the recognition accuracy for the walking and running
classes. The Transfer Learning scheme is from the iPod at 50 Hz to the iPod at 100
Hz, with the FFT-size not adapted according to the sampling rate.
Walking Running
Walking 75.5 % 4.0 %
Running 24.5 % 96.0 %
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Table 6. Recognition accuracy for the iPod Touch and Huawei Ascend device at 50
Hz in a Transfer Learning scheme using the FFT-coefficients as features
Training Data − Test Data Normalization No normalization
50 Hz: iPod Touch − Huawei Ascend 50.5 % 49.5 %
50 Hz: Huawei Ascend − iPod Touch 47.6 % 37.6 %
Table 7. Recognition accuracy for the iPod Touch and Huawei Ascend device at 50
Hz in a Transfer Learning scheme using the FFT-energy value as a feature
Training Data − Test Data Normalization No normalization
50 Hz: iPod Touch − Huawei Ascend 100.0 % 50.2 %
50 Hz: Huawei Ascend − iPod Touch 92.8 % 51.7 %
Table 5 shows that although the results are still quite good when the FFT-size
is not adapted, the errors are mostly located in one class, which gives a slightly
too positive impression. The recognition rate has dropped more than the overall
recognition rate suggested.
4.3 Experiment 3: Same Person and Sampling Rate, Different Sensor
In this section we explore how the activity recognition behaves when a different
device (and thus accelerometer) is used. The model is trained using data collected
on the Huawei Ascend Android device and then tested on data collected with an
iPod Touch. This process is then repeated with the iPod Touch data as training
data and the Android data as test data. Because we are now entering a scenario
with two different devices, we also have to take care of the hardware differences
between those two devices. As argued earlier, we will use normalization to cope
with sensitivity differences.
The FFT-size and used coefficients parameters are fixed at ± 1 second. This
means an FFT-size of 128 samples at 100 Hz and 64 samples at 50 Hz. The
number of used coefficients is then 32 (because that is the maximum that is
available in the FFT-64 case because of the Nyquist sampling theorem). As
can be seen in Tables 6 and 7, our approach only works well when the FFT-
energy value is used as a feature and when the normalization is used. This is in
line with our expectations that the FFT-energy value is a more stable measure
than the coefficients themselves. It is also not a surprise that the normalization
helps in alleviating the accelerometer sensitivity problem. It should also be noted
that in this setting, being successful means that the recognition rates should
be particularly high. As can be seen from the confusion matrix in Table 8, a
recognition rate of 50 % can be achieved by always predicting one class.
4.4 Experiment 4: Different Person, Same Sensor and Sampling Rate
In this last scenario we want to test whether our approach will generalize when
doing Transfer Learning between two different persons (with similar physique)
using an iPod Touch device sampled at the same sampling rate (see Figure 1).
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Table 8. Confusion matrix with the recognition accuracy for the walking and running
classes. The Transfer Learning scheme is from the iPod Touch to the Huawei Ascend
device both at 50 Hz, using the FFT-coefficients as features.
Walking Running
Walking 0 % 0 %
Running 100 % 100 %
7 14 21 28 35 42 49 56 63 70 77 84 91 98 105 112 119 126
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Frequency domain: Power spectrum excluding DC component for male 1
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Frequency domain: Power spectrum excluding DC component for male 2
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Frequency domain: Power spectrum excluding DC component for male 3
Fig. 1. 128 samples captured by an iPod Touch at 100 Hz for three males running
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The data of three male persons (P1, P2, P3) is used during testing. All persons
are of comparable length and weight. Each persons’ data is used as training data
and as test data in different experiments. In one setting, the vice versa test in
both directions is used to get an idea of whether the approach would generalize.
As a result of previous results, only the FFT-energy value is used as a feature,
and the FFT-size is ± 1 second.
The results in Table 9 show moderate results. As noted in previous sections,
the somewhat lower recognition rates are obtained by having 100% accuracy in
one class, which gives a slightly too positive impression.
Table 9. Recognition accuracy for the iPod Touch at 50 Hz in a Transfer Learning
scheme between several persons
Training Data − Test Data Recognition rate
iPod Touch 50 Hz: P1 − P2 71 %
iPod Touch 50 Hz: P1 − P3 89 %
iPod Touch 50 Hz: P2 − P1 73 %
iPod Touch 50 Hz: P3 − P1 72 %
5 Conclusion
We found that our activity recognition approach works very good when using a
particular person uses a specific device. The approach is not too dependent on
small parameters like FFT-size (number of samples per window) and the used
accelerometer sampling rates. The most important parameter is the person itself,
or the way that he walks and runs.
We explicitly excluded other types of activity recognition, such as fall detec-
tion, sleep analysis, step counting, and many others, as we aimed to investigate
the effect of feature differences in accelerometer sensors and variability in human
behavior, and not so much any misclassifications due to any limitations of the
learning algorithms themselves. Furthermore, the training phase of walking and
running activities is fairly simple to be carried out with minimal risks for mis-
labeling. The transfer learning approach taken in this paper can be considered
partly successful, as it is not guaranteed to generalize across all types of persons
and devices. Overall, one must say that the measured acceleration depends quite
heavily on the hardware and the way someone performs the activities.
As future work, it will be beneficial to look into extracting new accelerome-
ter features that are more tolerant for differences in the measured acceleration
forces. The main contribution of our approach is that it has proven to be very
successful using a limited amount of training data. The training data of three
minutes for each activity results in very good recognition rates. Therefore, when
high precision is important collecting this limited data is preferential instead
of using our transfer learning. Also, to recognize more activities (like jumping,
cycling, ...) additional features should be used, as our simple features are not be
able to discriminate these. In the future, sensor fusion (combining the input of
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other sensors like GPS or light sensors) will be explored to improve our activity
recognition approach.
In our work, we explained the use of the J48 decision tree algorithm to clas-
sify different activities, though other learning algorithms have been tested with
different degrees of success. To leverage the best of all approaches, we will fur-
ther investigate the use of meta-learning, i.e. automatic learning algorithms on
meta-data about machine learning experiments to improve the performance of
activity recognition.
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