In this paper, we consider problems related to the implementation of Stochastic Approximation (SA) in technical design, namely, estimation of a stochastic gradient, improvement of convergence, stopping criteria of the algorithm, etc. The accuracy of solution and the termination of the algorithm are considered in a statistical way. We build a method for estimation of confidence interval of the objective function extremum and stopping of the algorithm according to order statistics of objective function values provided during optimization. We give some illustration examples of application of developed approach of SA to the optimal engineering design problems, too.
Introduction
In many practical problems of technical design some of the data may be subject to significant uncertainty which is reduced to stochastic-statistical models. Models applied in such cases are appropriate when data evolve over time and decisions need to be made prior to observing the entire data stream. Consequently, the performance of such problems can also be viewed like constrained stochastic optimization programming tasks. SA can be considered as alternative to traditional optimization methods, especially when objective functions are no differentiable or computed with noise.
Application of SA to nonsmooth optimization is both a theoretical and practical problem. Computational properties of SA algorithms are mainly determined by the approximation approach to the stochastic gradient, [4] , [6] , [9] , [10] , [13] , [14] . At last time Simultaneous Perturbation Stochastic Approximation methods (SPSA) become rather popular in literature devoted to stochastic search. It is of interest to consider SPSA methods because in these methods values of the function for estimating the stochastic gradient are required only at one or several points. The SPSA algorithms were considered by several authors who used various smoothing operators. SPSA methods, uniformly smoothing the function in an n-dimensional hypercube, are described in [10] . SPSA algorithm with the Bernoulli perturbation was proposed and the computational efficiency of SPSA as compared with the standard finite difference approximation was indicated in [13] . The convergence and asymptotic behaviour of this algorithm were established in the class of differentiable functions.
Application of the SPSA algorithms to non-differentiable optimization is of particular theoretical and practical interest. In this paper, we focus on the objective functions from the Lipschitz class. We consider and compare SPSA algorithms with various perturbation operators and SA finite difference algorithms. In this paper, we consider problems related to the implementation of SA algorithms, for example, estimation of a stochastic gradient, improvement of convergence, stopping criteria of the algorithm, etc. We build a method for estimation of confidence interval of the objective function extremum and stopping of the algorithm according to order statistics of objective function values provided during optimization. We give some illustration examples of applications of this method to the optimal engineering design problems, too.
Formulation of the optimization problem
Let optimization problem is
where the objective function
be the generalized gradient (GG), i.e., the Clarke subdifferential [3] of this function. For the solving of the problem (1) we consider and compare three stochastic approximation methods: SPSA with Lipschitz perturbation operator, SPSA with Uniform perturbation operator and Standard Finite Difference Approximation (SFDA) method. General scheme of SA approach is as follows
where k g is the value of the stochastic gradient estimator at the point k x , k ρ is a scalar multiplier in iteration k. This scheme is the same for different SA algorithms whose distinguish only by approach for stochastic gradient estimation: A) gradient estimator of the SPSA with Lipschitz perturbation operator is expressed as:
where σ is the value of the perturbation parameter, vector ξ is uniformly distributed in the unit ball ( )
V is the volume of the ndimensional ball [1] ; B) the same estimator for the SPSA with Uniform perturbation operator is expressed as:
where σ is the value of the perturbation parameter,
is a vector consisting of variables uniformly distributed from the interval [-1;1], [10] ; C) gradient estimator
for SFDA has following components:
where ξ is the same like in (3),
is the vector with zero components except i th one, which is equal to 1, υ and σ are the values of the perturbation parameters, [10] .
Note, that only two function values have to be computed for the estimation of the stochastic gradient according to SPSA methods A) and B), and the SFDA method, in its turn, requires that n+1 function values be computed.
Method (2) converges a. s. for all considered gradient estimators under certain conditions, [1] , [10] . The SPSA convergence rate
has been established in a presence of function computed without noise, [1] .
Computer modelling
The convergence of the proposed method was studied by computer modelling, as well. We considered a class of test function
where k a were randomly and uniformly generated in the interval [ ]
. The samples of T =500 test functions were generated, when 2 = µ , K=5. Table 1 . Empirical and theoretical rates of convergence by SA methods.
The test functions were minimized by algorithms described in Section 2 and rate of convergence
was investigated. The empirical least square estimates of the rate of convergence by the Monte-Carlo method and coefficients of optimizing sequence (2) are presented in Table 1 . Theoretical rates of convergence are given for comparison, too. Hence, empirical rates of convergence look similarly for all methods and corroborate theoretical conclusions (6).
Application of order statistic to optimality testing
Application of extreme value theory in optimization algorithms was studied by several authors, however this interesting topic is not studied sufficiently well. Statistical inferences about the maximal (minimal) value of a function are described in [11] , [15] , [16] . An application of the extreme order statistics to the estimation of the location of the maximum of a regression function can be found in [2] . Let consider description of the inference of order statistics to optimality testing. Assume, the problem (1) 
whose elements are function values ) x ( f k k = η provided during optimization. We build a method for the estimation of the minimum of the objective function by order statistics of sequence (7). We will apply for this purpose the extreme value theory of i. i. d. variables and examine our approach by experimental way, because theoretical distribution of extremes of sequence (7) is not studied yet.
Thus, to estimate confidence intervals for the minimum A of the objective function, it suffices to choose from sample H only m+1 order statistic:
, [11] , [15] . Then the linear estimators for A can be as follows: . We examine a choice of this parameter for continuous optimization
where ϕ is the parameter of homogeneity of the function ( ) x f in the neighbourhood of the point of minimum [15] .
The one-side confidence interval of the minimum of the objective function is as follows:
where γ , m r -certain constant, γ is the confidence level, [15] .
We investigate the approach developed by computer modeling for SPSA method with Lipschitz perturbation, where parameters taken from the Table 1 , 95 . 0 = γ . The upper and lower bounds of the confidence interval for the minimal value of the objective function are given in Table 2 and Figure 1 . These bounds were estimated by the Monte-Carlo method with the number of iterations N=10000 and the number of trials T=500, when the confidence level was 95 . 0 = γ . From Figure 1 we can see that the length of the confidence interval decreases when the number of iterations increases. Thus, from the results of Table 2 and Figure 1 we can see that formula (10) approximates the confidence interval of objective function minimum rather well. Results of Table 2 and Figure 2 show also that empirical probability of minimal value hitting the confidence interval corroborates well to theoretical admissible confidence level γ . From the experimental results it follows that formula (10) can be used to create the stopping criteria for the algorithm, namely, the algorithm stops when the length of the confidence interval becomes smaller than the admissible value 0 > ε .
Computer modelling
We will demonstrate the applicability of SA for two real-life problems.
Volatility estimation by Stochastic Approximation algorithm
Financial engineering, as well as risk analysis in the market research and management is often related to the implied and realized volatility. Let us consider the application of SA to the minimization of the mean absolute pricing error for the parameter calibration in the Heston stochastic volatility model, [8] . In this model option pricing biases can be compared to the observed market prices, based on the latter solution and pricing error. We consider the mean absolute pricing error (MAE) defined as:
where N is the total number of options, i C and
C represent the realized market price and the implied theoretical model price, respectively, while
are the parameters of the Heston model to be estimated. To compute option prices by the Heston model, one needs input parameters that can hardly be found from the market data. We need to estimate the above parameters by an appropriate calibration procedure. The estimates of the Heston model parameters are obtained by minimizing MAE: 
Optimal Design of Cargo Oil Tankers
In cargo oil tankers design, it is necessary to choose such sizes for bulkheads, that the weight of bulkheads would be minimal. After some details the minimization of weight of bulkheads for the cargo oil tank we can formulate like nonlinear programming task, [12] : ≥ − = , where 1 x -width, 2 x -debt, 3 x -lenght, 4 xthikness.
Let us consider the application of SA to the minimization of the bulkheads weight by the penalty method. In Figure 4 the penalty function and the best feasible objective functions under the number of iterations minimized by SPSA with Uniform perturbation and SFDA method are depicted. In Figure 5 the averaged upper and lower bounds of the minimum are illustrated. For comparison the function minimum value is presented, taken from [12] . As we see, the linear estimators by order statistics make it possible to evaluate minimum with admissible accuracy and introduce rule for algorithm stopping when the confidence interval becomes less than certain small value. 
Conclusion
Application of SA to engineering problems has been considered comparing three algorithms. The rate of convergence of the developed approach was explored for the functions with a sharp minimum by computer simulation when there are no noises in computation of the objective function. Computer simulation by MonteCarlo method has shown that the empirical estimates of the rate of convergence corroborate the theoretical estimation of the convergence order . The SPSA algorithms have appeared to be more efficient for small n than the SFDA approach. However, when the dimensionality of the task increases, the SFDA method becomes more efficient than SPSA algorithm according to the number of function value computed for optimization.
The linear estimator for the minimum value of optimized function has been proposed, using the theory of order statistics, and studied in experimental way. The estimator proposed are simple and depend only on the parameter of the extreme value distribution α. The parameter α is easily estimated, using the parameter of homogeneity of the objective function. Theoretical considerations and computer examples have shown that the confidence interval of the function minimum can be estimated with an admissible accuracy, when the number of iterations is increased. Finally, the developed algorithms were applied to the minimization of the mean absolute pricing error for parameter estimation in the Heston stochastic volatility model and minimization of weight of bulkheads for cargo oil tanks demonstrate applicability for practical purposes.
