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Abstract—In this paper, we establish a new inequality tying
together the effective length and the maximum correlation
between the outputs of an arbitrary pair of Boolean functions
which operate on two sequences of correlated random variables.
We derive a new upper-bound on the correlation between the
outputs of these functions. The upper-bound is useful in various
disciplines which deal with common-information. We build upon
Witsenhausen’s [2] bound on maximum-correlation. The previous
upper-bound did not take the effective length of the Boolean
functions into account. One possible application of the new bound
is to characterize the communication-cooperation tradeoff in
multi-terminal communications. In this problem, there are lower-
bounds on the effective length of the Boolean functions due to
the rate-distortion constraints in the problem, as well as lower
bounds on the output correlation at different nodes due to the
multi-terminal nature of the problem.
I. Introduction
A fundamental problem of broad theoretical and practical
interest is to characterize the maximum correlation between
the outputs of a pair of functions of random sequences.
Consider the two distributed agents shown in Figure 1. A
pair of correlated discrete memoryless sources (DMS) are
fed to the two agents. These agents are to each make a
binary decision. The goal of the problem is to maximize the
correlation between the outputs of these agents subject to
specific constraints on the decision functions. The study of this
setup has had impact on a variety of disciplines, for instance,
by taking the agents to be two encoders in the distributed
source coding problem [3], [8], or two transmitters in the
interference channel problem [8], or Alice and Bob in a secret
key-generation problem [4], [5], or two agents in a distributed
control problem [6].
A special case of the problem is the study of common-
information (CI) generated by the two agents. As an example,
consider two encoders in a Slepian-Wolf (SW) setup. Let
U1,U2, and V be independent, non-constant binary random
variables. Then, an encoder observing the DMS X = (V,U1),
and an encoder observing Y = (V,U2) agree on the value of V
with probability one. The random variable V is called the CI
observed by the two encoders. These encoders require a sum-
rate equal to H(V) + H(U1) + H(U2) to transmit the source
to the decoder. This gives a reduction in rate equal to the
X1; X2; · · · ; Xn
Y1; Y2; · · · ; Yn
Agent 1
Agent 2
e(Xn) 2 f0; 1g
f(Y n) 2 f0; 1g
Fig. 1: Correlated Boolean decision functions.
entropy of V , compared to the transmission of the sources over
independent point-to-point channels. The gain in performance
is directly related to the entropy of the CI. So, it is desirable
to maximize the entropy of the CI between the encoders.
In [1], the authors investigated multi-letterization as a
method for increasing the CI. They showed that multi-
letterization does not lead to an increase in the CI. More
precisely, they prove the following statement:
Let X and Y be two sequences of DMSs. Let fn(Xn) and
gn(Yn) be two sequences of functions which converge to
one another in probability. Then, the normalized entropies
1
n H( fn(X
n)), and 1n H(gn(Y
n)) are less than or equal to the
entropy of the CI between X and Y for large n.
A stronger version of the result was proved by Witsenhausen
[2], where maximum correlation between the outputs is upper-
bounded subject to the following restrictions on the decision
functions:
1) The entropy of the binary output is fixed.
2) The agents cooperate with each other.
It was shown that maximum correlation is achieved if
both users output a single element of the string without
further processing (e.g. each user outputs the first element
of its corresponding string). This was used to conclude that
common-information can not be induced by multi-letterization.
While, the result was used extensively in a variety of areas
such as information theory, security, and control [4], [5], [6],
in many problems, there are additional constraints on the
set of admissible decision functions. For example, one can
consider constraints on the ‘effective length’ of the decision
functions. This is a valid assumption, for instance, in the case
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of communication systems, the users have lower-bounds on
their effective lengths due to the rate-distortion requirements
in the problem [8].
In this paper, the problem under these additional constraints
is considered. A new upper-bound on the correlation between
the outputs of arbitrary pairs of Boolean functions is derived.
The bound is presented as a function of the dependency
spectrum of the Boolean functions. This is done in several
steps. First, the effective length of an additive Boolean function
is defined. Then, we use a method similar to [2], and map the
Boolean functions to the set of real-valued functions. Using
tools in real analysis, we find an additive decomposition of
these functions. The decomposition components have well-
defined effective lengths. Using the decomposition we find
the dependency spectrum of the Boolean function. The de-
pendency spectrum is a generalization of the effective length
and is defined for non-additive Boolean functions. Lastly, we
use the dependency spectrum to derive the new upper-bound.
The rest of the paper is organized as follows: Section II
presents the notation used in the paper. Section III develops
useful mathematical machinery to analyze Boolean function.
Section IV contains the main result of the paper. Finally,
Section V concludes the paper.
II. Notation
In this section, we introduce the notation used in this paper.
We represent random variables by capital letters such as X,U.
Sets are denoted by calligraphic letters such as X,U. Particu-
larly, the set of natural numbers and real numbers are shown
by N, and R, respectively. For random variables, the n-length
vector (X1, X2, · · · , Xn), Xi ∈ X is denoted by Xn ∈ Xn. The
binary string (i1, i2, · · · , in), i j ∈ {0, 1} is written as i. The vector
of random variables (X j1 , X j2 , · · · , X jk ), ji ∈ [1, n], ji , jk, is
denoted by Xi, where i jl = 1,∀l ∈ [1, k]. For example, take
n = 3, the vector (X1, X3) is denoted by X101, and the vector
(X1, X2) by X110. For two binary strings i, j, we write i < j if
and only if ik < jk,∀k ∈ [1, n]. For a binary string i we define
Ni , wH(i), where wH denotes the Hamming weight. Lastly,
the vector ∼ i is the element-wise complement of i.
III. The Dependency Spectrum of a Function
In this section, we study the correlation between the output
of a Boolean function with subsets of the input. Particularly,
we are interested in the answers to questions such as ‘How
strongly does the first element X1 affect the output of e(Xn)?’
‘Is this effect amplified when we take X2 into account as
well?’ ‘Is there a subset of random variables that (almost)
determines the value of the output?’. We formulate these
questions in mathematical terms, and find a characterization
of the dependency spectrum of a Boolean function. The
dependency spectrum is a vector which captures the correlation
between different subsets of the input elements with each
element of the output. As an intermediate step, we define the
effective length of an additive Boolean function below:
Definition 1. For a Boolean function e : {0, 1}n → {0, 1}
defined by e(Xn) =
∑
i∈J Xi, J ⊂ [1, n], where the addition
operator is the binary addition, the effective length is defined
as the cardinality of the set J.
For a general Boolean function (e.g. non-additive), we find a
decomposition of e into a set of functions ei, i ∈ {0, 1}n whose
effective length is well-defined. First, we provide a mapping
from the set of Boolean functions to the set of real functions.
This allows us to use the tools available in real analysis to
analyze these functions. Fix a discrete memoryless source X,
and a Boolean function defined by e : {0, 1}n → {0, 1}. Let
P (e(Xn) = 1) = q. The real-valued function corresponding to
e is represented by e˜, and is defined as follows:
e˜(Xn) =
1 − q, e(Xn) = 1,−q. otherwise. (1)
Remark 1. Note that e˜ has zero mean and variance q(1− q).
The random variable e˜(Xn) has finite variance on the
probability space (Xn, 2Xn , PXn ). The set of all such func-
tions is denoted by HX,n. More precisely, we define HX,n ,
L2(Xn, 2Xn , PXn ) as the separable Hilbert space of all measur-
able functions h˜ : Xn → R. Since X is a DMS, the isomorphy
relation
HX,n = HX,1 ⊗HX,1 · · · ⊗ HX,1 (2)
holds [7], where ⊗ indicates the tensor product.
Example 1. Let n=1. The Hilbert space HX,1 is the space of
all measurable functions h˜ : X → R. The space is spanned
by the two linearly independent functions h˜1(X) = 1(X) and
h˜2(X) = 1(X¯), where X¯ = X ⊕ 1. We conclude that the space
is two-dimensional.
Remark 2. The tensor operation in HX,n is real multiplication
(i.e. f1, f2 ∈ HX,1 : f1(X1) ⊗ f2(X2) , f1(X1) f2(X2)). Let
{ fi(X)|i ∈ [1, d]} be a basis for HX,1, then a basis for HX,n
would be the set of all the real multiplications of these basis
elements: {Π j∈[1,n] fi j (X j), i j ∈ [1, d]}.
Example 1 gives a decomposition of the space HX,1. Next,
we introduce another decomposition of HX,1 which turns out
to be very useful. Let IX,1 be the subset of all measurable
functions of X which have 0 mean, and let γX,1 be the set of
constant real functions of X. We argue that HX,1 = IX,1 ⊕ γX,1
gives a decomposition of HX,1. IX,1 and γX,1 are linear sub-
spaces of HX,1. IX,1 is the null space of the linear functional
which takes an arbitrary function f˜ ∈ HX,1 to its expected
value EX( f˜ ). The null space of any non-zero linear functional
is a hyper-space in HX,1. So, IX,1 is a one-dimensional
subspace of HX,1. From Remark 1, e˜1 ∈ IX,1. We conclude
that any element of IX,1 can be written as ce˜1(Xn), c ∈ R.
γX,1 is also one dimensional. It is spanned by the function
g˜(X) = 1. Consider an arbitrary element f˜ ∈ HX,1. One
can write f˜ = f˜1 + f˜2 where f˜1 = f˜ − EX( f˜ ) ∈ IX,1, and
f˜2 = EX( f˜ ) ∈ γX,1. Replacing HX,1 with IX,1 ⊕ γX,1 in (2), we
have:
HX,n = ⊗ni=1HX,1 = ⊗ni=1(IX,1 ⊕ γX,1)
(a)
= ⊕i∈{0,1}n (Gi1 ⊗ Gi2 ⊗ · · · ⊗ Gin ), (3)
where
G j =
γX,1 j = 0,IX,1 j = 1,
and, in (a), we have used the distributive property of tensor
products over direct sums.
Remark 3. Equation (3), can be interpreted as follows: for
any e˜ ∈ HX,n, n ∈ N, we can find a decomposition e˜ = ∑i e˜i,
where e˜i ∈ Gi1 ⊗ Gi2 ⊗ · · · ⊗ Gin . e˜i can be viewed as the
component of e˜ which is only a function of {Xi j |i j = 1}.
In this sense, the collection {e˜i|∑ j∈[1,n] i j = k}, is the set of
components of e˜ whose effective length is k.
In order clarify the notation, we provide the following
example:
Example 2. Let X be a binary symmetric source, and let
e(X1, X2) = X1 ∧ X2 be the binary ‘and’ function. The
corresponding real function is:
e˜(X1, X2) =
− 14 (X1, X2) , (1, 1),3
4 (X1, X2) = (1, 1).
Lagrange interpolation gives e˜ = X1X2− 14 . The decomposition
is given by:
e˜1,1 = (X1 − 12)(X2 −
1
2
), e˜1,0 =
1
2
(X1 − 12),
e˜0,1 =
1
2
(X2 − 12), e˜0,0 = 0.
The variances of these functions are given below:
Var(e˜) =
3
16
,Var(e˜0,1) = Var(e˜1,0) = Var(e˜1,1) =
1
16
.
As we shall see in the next section, these variances play a
major role in determining the correlation preserving properties
of e˜. The vector whose elements include these variances is
called the dependency spectrum of e. In the perspective of the
effective length, the function e˜ has 23 of its variance distributed
between e˜0,1, and e˜1,0 which have effective length one, and 13
of the variance is on e˜1,1 which is has effective length two.
Similar to the above examples, for arbitrary e˜ ∈ HX,n, n ∈ N,
we find a decomposition e˜ =
∑
i e˜i, where e˜i ∈ Gi1 ⊗ Gi2 ⊗
· · · ⊗ Gin . We characterize e˜i in terms of products of the basis
elements of ⊗ j∈[1,n]Gi j using the following result in linear
algebra:
Lemma 1 ([7]). Let Hi, i ∈ [1, n] be vector spaces over a field
F. Also, let Bi = {vi, j| j ∈ [1, di]} be the basis forHi where di is
the dimension of Hi. Then, any element v ∈ ⊗i∈[1,n]Hi can be
written as v =
∑
j1∈[1,d1]
∑
j2∈[1,d2] · · ·
∑
jn∈[1,dn] c jn v j1⊗v j2 · · ·⊗v jn .
Since Gi j ’s, j ∈ [1, n] take values from the set {IX,1, γX,1},
they are all one-dimensional. For the binary source X with
P(X = 1) = q, define h˜ as:
h˜(X) =
1 − q, if X = 1,−q. if X = 0. (4)
Then, the single element set {h˜(X)} is a basis for IX,1. Also,
the function h˜(X) = 1 spans γX,1. So, using Lemma 1, e˜i(Xn) =
ci
∏
t:it=1 h˜(Xt), ci ∈ R. We are interested in the variance of e˜i’s.
In the next proposition, we show that the e˜i’s are uncorrelated
and we derive an expression for the variance of e˜i.
Proposition 1. Define Pi as the variance of e˜i. The following
hold:
1) E(e˜ie˜j) = 0, i , j, in other words e˜i’s are uncorrelated.
2) Pi = E(e˜2i ) = c
2
i (q(1 − q))wH (i).
Proof: 1) follows by direct calculation. 2) holds from the
independence of Xi’s.
Next, we find the characterization for e˜i.
Lemma 2. e˜i = EXn |Xi (e˜|Xi) −
∑
j<i e˜j gives the unique orthog-
onal decomposition of e˜ into the Hilbert spaces Gi1 ⊗Gi2 · · · ⊗
Gin , i ∈ {0, 1}n.
Proof: Please refer to the Appendix.
The following example clarifies the notation used in Lemma
2.
Example 3. Consider the case where n = 2. We have the
following decomposition of HX,2:
HX,2 = (IX,1 ⊗ IX,1)⊕
(IX,1 ⊗ γX,1) ⊕ (γX,1 ⊗ IX,1) ⊕ (γX,1 ⊗ γX,1). (5)
Let e˜(X1, X2) be an arbitrary function in HX,2. The unique
decomposition of e˜ in the form given in (5) is as follows:
e˜ = e˜1,1 + e˜1,0 + e˜0,1 + e˜0,0,
e˜1,1 = e˜ − EX2 |X1 (e˜|X1) − EX1 |X2 (e˜|X2) + EX1,X2 (e˜)
e˜1,0 = EX2 |X1 (e˜|X1) − EX1,X2 (e˜),
e˜0,1 = EX1 |X2 (e˜|X2) − EX1,X2 (e˜),
e˜0,0 = EX1,X2 (e˜).
It is straightforward to show that each of the e˜i, j’s, i, j ∈ {0, 1},
belong to their corresponding subspaces. For instance, e˜0,1
is constant in X1, and is a 0 mean function of X2 (i.e.
EX2
(
e˜0,1(x1, X2)
)
= 0, x1 ∈ {0, 1}), so e˜0,1 ∈ γX,1 ⊗ IX,1.
The following proposition describes some of the properties
of e˜i which were derived in the proof of Lemma 2:
Proposition 2. The following hold:
1) ∀i,EXn (e˜i)=0.
2) ∀i ≤ k, we have EXn |Xj (e˜i|Xk) = e˜i.
3) EXn (e˜ie˜k) = 0, for i , k.
4) ∀k ≤ i : EXn |Xk (e˜i|Xk) = 0.
Lastly, we derive an expression for Pi:
Lemma 3. For arbitrary e : {0, 1}n → {0, 1}, let e˜ be
the corresponding real function, and let e˜ =
∑
i e˜i be the
decomposition in the form of Equation (3). The variance of
each component in the decomposition is given by the following
recursive formula Pi = EXi (E2Xn |Xi (e˜|Xi)) −
∑
j<i Pj,∀i ∈ Fn2,
where P0 , 0.
Proof:
Pi = VarXi (e˜i(X
n)) = EXi (e˜
2
i (X
n)) − E2Xi (e˜i(Xn))
(a)
= EXi

EXn |Xi (e˜|Xi) −∑
j<i
e˜j
2
 − 0
= EXi
(
E2Xn |Xi (e˜|Xi)
)
− 2
∑
j<i
EXi
(
EXn |Xi (e˜|Xi)e˜j
)
+ EXi ((
∑
j<i
e˜j)2)
(b)
= EXi
(
E2Xn |Xi (e˜|Xi)
)
− 2
∑
j<i
EXi
EXn |Xi (∑
l
e˜l|Xi)e˜j

+ EXi ((
∑
j<i
e˜j)2)
(c)
= EXi
(
E2Xn |Xi (e˜|Xi)
)
− 2
∑
j<i
EXi
∑
l
EXn |Xi (e˜l|Xi)e˜j

+ EXi ((
∑
j<i
e˜j)2)
(d)
= EXi
(
E2Xn |Xi (e˜|Xi)
)
− 2
∑
j<i
EXi
∑
l
1(l ≤ i)EXn |Xi (e˜l|Xi)e˜j

+ EXi ((
∑
j<i
e˜j)2)
(e)
= EXi
(
E2Xn |Xi (e˜|Xi)
)
− 2
∑
j<i
EXi
∑
l<i
e˜le˜j
 + EXi ((∑
j<i
e˜j)2)
( f )
= EXi
(
E2Xn |Xi (e˜|Xi)
)
− 2
∑
j<i
∑
l<i
1(j = l)EXi
(
e˜le˜j
)
+ EXi ((
∑
j<i
e˜j)2)
= EXi
(
E2Xn |Xi (e˜|Xi)
)
− 2
∑
j<i
EXj (e˜
2
j ) + EXi ((
∑
j<i
e˜j)2)
= EXi (E
2
Xn |Xi (e˜|Xi)) − 2
∑
j<i
EXj (e˜
2
j ) +
∑
j<i
∑
k<i
EXi (e˜je˜k)
(g)
= EXi (E
2
Xn |Xi (e˜|Xi)) − 2
∑
j<i
EXj (e˜
2
j ) +
∑
j<i
∑
k<i
1(j = k)EXi (e˜
2
j )
= EXi (E
2
Xn |Xi (e˜|Xi)) −
∑
j<i
Pj,
where (a) follows from 1) in Proposition 4, b) follows from
the decomposition in Equation (3), (c) uses linearity of expec-
tation, (d) uses 4) in Proposition 4, (e) holds from 2) in 4, and
in (f) and (g) we have used 1) in Proposition 4.
Corollary 1. For an arbitrary e : {0, 1}n → {0, 1} with
corresponding real function e˜, and decomposition e˜ =
∑
j e˜j.
Let the variance of e˜ be denoted by P. Then, P =
∑
j Pj.
The corollary is a special case of Lemma 3, where we have
taken i to be the all ones vector. The following provides a
definition of the dependency spectrum of a Boolean function:
Definition 2 (Dependency Spectrum). For a Boolean function
e, the vector of variances (Pi)i∈{0,1}n is called the dependency
spectrum of e.
In the next section, we will use the dependency spectrum
to upper-bound the maximum correlation between the outputs
of two arbitrary Boolean functions.
IV. Correlation Preservation in Arbitrary Functions
We proceed with presenting the main result of this paper.
Let (X,Y) be a pair of DMS’s. Consider two arbitrary Boolean
functions e : Xn → {0, 1} and f : Yn → {0, 1}. Let q , P(e =
1), r , P( f = 1). Let e˜ =
∑
i ei, and f˜ =
∑
i fi give the
decomposition of these functions as defined in the previous
section. The following theorem provides an upper-bound on
the probability of equality of e(Xn) and f (Yn).
Theorem 1. Let  , P(X , Y), the following bound holds:
2
√∑
i
Pi
√∑
i
Qi − 2
∑
i
CiP
1
2
i Q
1
2
i ≤P(e(Xn) , f (Yn))
≤ 1 − 2
√∑
i
Pi
√∑
i
Qi + 2
∑
i
CiP
1
2
i Q
1
2
i ,
where Ci , (1 − 2)Ni , Pi is the variance of e˜i, and e˜ is the
real function corresponding to e, and Qi is the variance of f˜i,
and finally, Ni , wH(i).
Proof: Please refer to the appendix.
Remark 4. Ci is decreasing with Ni. So, in order to increase
P(e(Xn) , f (Yn)), most of the variance Pi should be dis-
tributed on e˜i which have lower Ni (i.e. operate on smaller
blocks). Particularly, the lower bound is minimized by setting
Pi =
1 i = i1,0 otherwise.
This recovers the result in [2].
We derived a relation between the dependency spectrum of
a Boolean function and its correlation preserving properties.
This can be used in a variety of disciplines. For example, in
communication problems, cooperation among different nodes
in a network requires correlated outputs which can be linked
to the dependency spectrum through the results derived here.
On the other hand, there are restrictions on the dependency
spectrum based on the rate-distortion requirements (better
performance requires larger effective lengths). We investigate
this in [9], and show that the large blocklength single-letter
coding strategies used in networks are sub-optimal in various
problems.
V. Conclusion
We derived a new bound on the maximum correlation
between Boolean functions operating on pairs of sequences
of random variable. The bound was presented as a function
of the dependency spectrum of the functions. We developed a
new mathematical apparatus for analyzing Boolean functions,
provided formulas for decomposing the Boolean function
into additive components, and for calculating the dependency
spectrum of these functions. The new bound has wide ranging
applications in security, control and information theory.
Appendix
A. Proof of Lemma 2
Proof:
The uniqueness of such a decomposition follows from the
isomorphy relation stated in equation (3). We prove that the
e˜i given in the lemma are indeed the decomposition into the
components of the direct sum. Equivalently, we show that 1)
e˜ =
∑
i e˜i, and 2) e˜i ∈ Gi1 ⊗ Gi2 ⊗ · · · ⊗ Gin ,∀i ∈ {0, 1}n.
First we check the equality e˜ =
∑
i e˜i. Let t denote the n-
length vector whose elements are all ones. We have:
e˜t = EXn |Xt (e˜|Xt) −
∑
i<t
e˜i
(a)⇒ e˜t +
∑
i<t
e˜i = e˜
(b)⇒ e˜ =
∑
i∈{0,1}n
e˜i,
where in (a) we have used 1) Xt = Xn and 2) for any function
f˜ of Xn, EXn |Xn ( f˜ |Xn) = f˜ , and (b) holds since i < t⇔ i , t. .
It remains to show that e˜i ∈ Gi1 ⊗ Gi2 ⊗ · · · ⊗ Gin ,∀i ∈ {0, 1}n.
The next proposition provides a means to verify this property.
Proposition 3. Fix i ∈ {0, 1}n, define A0 , {s|is = 0}, and
A1 , {s|is = 1}. f˜ is an element of Gi1 ⊗ Gi2 ⊗ · · · ⊗ Gin if and
only if (1) it is constant in all Xs, s ∈ A0, and (2) it has 0
mean on all Xs, when s ∈ A1.
Proof: By definition, any element of Gi1 ⊗Gi2 ⊗ · · · ⊗ Gin
satisfies the conditions in the proposition. Conversely, we show
that any function satisfying the conditions (1) and (2) is in the
tensor product. Let f˜ =
∑
j f˜j, f˜j ∈ G j1⊗G j2⊗· · ·⊗G jn . Assume
ik = 1 for some k ∈ [1, n]. Then:
0
(2)
= EXn |X∼ik (
∑
j
f˜j|X∼ik ) (a)=
∑
j
EXn |X∼ik ( f˜j|X∼ik )
(1)
=
∑
j: jk=0
EXn |X∼ik ( f˜i|X∼ik )
(2)
=
∑
j: jk=0
f˜j,
where we have used linearity of expectation in (a), and the
last two equalities use the fact that f˜j ∈ G j1 ⊗ G j2 ⊗ · · · ⊗ G jn
which means it satisfies properties (1) and (2). So far we have
shown that f˜ =
∑
j≥i f˜j. Now assume ik′ = 0. Then:∑
j≥i
f˜j = f˜
(1)
= EXn |X∼ik′ (
∑
j≥i
f˜j|X∼ik′ ) =
∑
j≥i
EXn |X∼ik′ ( f˜j|X∼ik′ )
=
∑
j≥i: jk′=0
f˜j ⇒
∑
j≥i: jk′=1
f˜j = 0.
So, f˜ =
∑
i≥j≥i f˜j = f˜i. By assumption we have f˜i ∈ Gi1 ⊗Gi2 ⊗
· · · ⊗ Gin .
Returning to the original problem, it is enough to show
that e˜i’s satisfy the conditions in Proposition 3. We prove the
stronger result presented in the next proposition.
Proposition 4. The following hold:
1) EXn (e˜i)=0.
2) ∀i ≤ k, we have EXn |Xj (e˜i|Xk) = e˜i.
3) EXn (e˜ie˜k) = 0, for i , k.
4) ∀k ≤ i : EXn |Xk (e˜i|Xk) = 0.
Proof: 1) For two n-length binary vectors i, and j, we
write i ≤ j if ik ≤ jk,∀k ∈ [1, n]. The set {0, 1}n equipped with
≤ is a well-founded set (i.e. any subset of {0, 1}n has at least
one minimal element). The following presents the principle of
Noetherian induction on well-founded sets:
Proposition 5 (Principle of Noetherian Induction). Let (A,4)
be a well-founded set. To prove the property P(x) is true for
all elements x in A, it is sufficient to prove the following
1) Induction Basis: P(x) is true for all minimal elements in
A.
2) Induction Step: For any non-minimal element x in A, if
P(y) is true for all minimal y such that y ≺ x, then it is true
for x.
We will use Noetherian induction to prove the result. Let
i j, j ∈ [1, n] be the jth element of the standard basis. Then
e˜i j = EXn |X j (e˜|X j). By the smoothing property of expectation,
EXn (e˜i j ) = EXn (e˜) = 0. Assume that ∀j < i, EXn (e˜j) = 0. Then,
EXn (e˜i) = EXn
EXn |Xi (e˜|Xi) −∑
j<i
e˜j

= EXn (e˜) −
∑
j<i
EXn (e˜j) = 0 −
∑
j<i
0 = 0.
2) This statement is also proved by induction. EXn |Xi (e˜|Xi) is
a function of Xi, so by induction e˜i = EXn |Xi (e˜|Xi) −
∑
j<i e˜k is
also a function of Xi.
3) Let ik, k ∈ [1, n] be defined as the kth element of the standard
basis, and take j, j′ ∈ [1, n], j , j′. We have:
EXn (e˜i j e˜i j′ ) = EXn (EXn |X j (e˜|X j)EXn |X j′ (e˜|X j′ ))
(a)
= EXn (EXn |X j (e˜|X j))EXn (EXn |X j′ (e˜|X j′ )) (b)= E2Xn (e˜) = 0,
where we have used the memoryless property of the source in
(a) and (b) results from the smoothing property of expectation.
We extend the argument by Noetherian induction. Fix i,k.
Assume that EXn (e˜je˜j′ ) = 1(j = j′)EXn (e˜2j ),∀j < i, j′ ≤ k, and∀j ≤ i, j′ < k.
EXn (e˜ie˜k) = EXn

EXn |Xi (e˜|Xi) −∑
j<i
e˜j

EXn |Xk (e˜|Xk) −∑
j′<k
e˜j′


= EXn
(
EXn |Xi (e˜|Xi)EXn |Xk (e˜|Xk)
) −∑
j<i
EXn
(
e˜jEXn |Xk (e˜|Xk)
)
−
∑
j′<k
EXn
(
e˜j′EXn |Xi (e˜|Xi)
)
+
∑
j<i,j′<k
EXn (e˜je˜j′ ).
The second and third terms in the above expression can be
simplified as follows. First, note that:
e˜i = EXn |Xi (e˜|Xi) −
∑
j<i
e˜j ⇒
∑
j≤i
e˜j = EXn |Xi (e˜|Xi). (6)
Our goal is to simplify EXn (e˜jEXn |Xj′ (e˜|Xj′ )). We proceed by
considering two different cases:
Case 1: i  k and k  i:
Let j < i:
EXn (e˜jEXn |Xk (e˜|Xk)) (6)= EXn (e˜j
∑
l≤k
e˜j))
=
∑
l≤k
EXn (e˜je˜l) =
∑
l≤k
1(j = l)EXn (e˜2j ) = 1(j ≤ k)EXn (e˜2j ).
By the same arguments, for j′ ≤ k:
EXn
(
e˜j′EXn |Xi (e˜|Xi)
)
= 1(j′ ≤ i)EXn (e˜2j′ ).
Replacing the terms in the original equality we get:
EXn (e˜ie˜k) = EXn
(
EXn |Xi (e˜|Xi)EXn |Xk (e˜|Xk)
) −∑
j<i
1(j ≤ k)EXn (e˜2j )
−
∑
j′≤k
1(j′ ≤ i)EXn (e˜2j′ ) +
∑
j<i,j′<k
1(j = j′)EXn (e˜2j )
= EXn
(
EXn |Xi (e˜|Xi)EXn |Xk (e˜|Xk)
) − ∑
j≤i∧k
EXn (e˜2j )
(a)
= EXn (E2Xn |Xi∧k (e˜(X
n)|Xi∧k)) −
∑
j≤i∧k
EXn (e˜2j )
(b)
= EXn (E2Xn |Xi∧k (e˜(X
n)|Xi∧k)) − EXn
( ∑
j≤i∧k
e˜j)2
 (6)= 0
Where in (b) we have used that e˜i’s are uncorrelated, and (a)
is proved below:
EXn
(
EXn |Xi (e˜|Xi)EXn |Xk (e˜|Xk)
)
=
∑
xi∧k
P(xi∧k)
∑
x|i−k|+
P(x|i−k|+ )EXn |Xi (e˜|Xi)

∑
x|k−i|+
P(x|k−i|+ )EXn |Xk (e˜|Xk


=
∑
xi∧k
P(xi∧k)E2Xn |Xi∧k (e˜|xi∧k)
= EXn (E2Xn |Xi∧k (e˜(X
n)|Xi∧k)).
Case 2: Assume i ≤ k:
EXn (e˜ie˜k) = EXn
(
EXn |Xi (e˜|Xi)EXn |Xk (e˜|Xk)
) −∑
j<i
1(j ≤ j′)EXn (e˜2j )
−
∑
j′≤k
1(j′ ≤ j)EXn (e˜2j′ ) +
∑
j<i,j′<k
1(j = j′)EXn (e˜2j )
= EXn (E2Xn |Xi (e˜|Xi)) −
∑
j<i
EXn (e˜2j ) −
∑
j′≤i
EXn (e˜2j′ ) +
∑
j≤i
EXn (e˜2j )
= 0.
Case 3: When k ≤ i the proof is similar to case 2.
4) Clearly when |i| = 1, the claim holds. Assume it is true for
all j such that |j| < i. Take i ∈ {0, 1}n and t ∈ [1, n], it = 1
arbitrarily. We first prove the claim for k = i − it:
EXn |Xk (e˜i|Xk) = EXn |Xk

EXn |Xi (e˜) −∑
j<i
e˜j
 |Xk

= EXn |Xk
(
EXn |Xi (e˜|Xi)|Xk
) −∑
j<i
EXn |Xk (e˜j|Xk)
(a)
= EXn |Xk (e˜|Xk) −
∑
j<i
EXn |Xk (e˜j|Xk) (5)=
∑
j≤i−it
e˜j −
∑
j<i
EXn |Xk (e˜j|Xk)
(b)
=
∑
j≤i−it
EXn |Xk (e˜j|Xk) −
∑
j<i
EXn |Xk (e˜j|Xk) =
∑
s,t
EXn |Xk (e˜i−is |Xk)
(c)
=
∑
s,t
EXn |Xk−is (e˜i−is |Xk−is )
(d)
= 0.
Where in (a) we have used i > k, also (b) follows from j < k,
(c) uses k∧ (i− is) = k− is, and finally, (d) uses the induction
assumption. Now we extend the result to general k < i. Fix
k. Assume the claim is true for all j such that k < j < i (i.e
∀k < j < i,EXn |Xk (e˜Xj |Xk ) = 0). We have:
EXn |Xk (e˜i|Xk) = EXn |Xk
EXn |Xi (e˜|Xi) −∑
j<i
e˜j|Xk

= EXn |Xk
(
EXn |Xi (e˜|Xi)|Xk
) −∑
j≤k
EXn |Xk (e˜j|Xk)
= EXn |Xk (e˜|Xk) −
∑
j≤k
e˜j
(6)
= 0.
Remark 5. The second condition above is equivalent to con-
dition (2) in Proposition 3. The fourth condition is equivalent
to (1) in Proposition 3.
Using propositions 3 and 4, we conclude that e˜i ∈ Gi1⊗Gi2⊗
· · · ⊗ Gin ,∀i ∈ {0, 1}n. This completes the proof of Lemma 2.
B. Proof of Theorem 1
Proof: The proof involves three main steps. First, we
bound the Pearson correlation between the real-valued func-
tions e˜, and f˜ . In the second step, we relate the correlation to
the probability that the two functions are equal and derive the
lower bound. Finally, in the third step we use the lower bound
proved in the first two steps to derive the upper bound.
Step 1: From Remark 1, the expectation of both functions is
0. So, the Pearson correlation is given by EXn ,Yn (e˜ f˜ )
(rq(1−q)(1−r)) 12
. Our
goal is to bound this value. We have:
EXn,Yn (e˜ f˜ )
(a)
= EXn,Yn
( ∑
i∈{0,1}n
e˜i)(
∑
k∈{0,1}n
f˜k)

(b)
=
∑
i∈{0,1}n
∑
k∈{0,1}n
EXn,Yn (e˜i f˜k). (7)
In (a) we have used Remark 3, and in (b) we use linearity of
expectation. Using the fact that e˜i ∈ Gi1 ⊗ Gi2 ⊗ · · · ⊗ Gin and
Lemma 1, we have:
e˜i = ci
∏
t:it=1
e˜t(Xt), f˜k = dk
∏
t:kt=1
f˜t(Xt). (8)
We replace e˜i and f˜k in (7):
EXn,Yn (e˜i f˜k)
(8)
= EXn,Yn

ci ∏
t:it=1
e˜t(Xt)

dk ∏
s:ks=1
f˜s(Ys)


(a)
= cidkEXn,Yn
 ∏
t:it=1,kt=1
e˜t(Xt) f˜t(Yt)

EXn
 ∏
t:it=1,kt=0
e˜t(Xt)
EYn
 ∏
t:it=0,kt=1
f˜t(Yt)

(b)
= 1(i = k)cidk
∏
t:it=1
EXn,Yn
(
e˜t(Xt) f˜t(Yt)
)
(c)≤ 1(i = k)cidk(1 − 2)Ni
∏
t:it=1
E
1
2
Xn
(
e˜2t (Xt)
)
E
1
2
Yn
(
f˜ 2t (Yt)
)
(d)
= 1(i = k)(1 − 2)Ni P 12i Q
1
2
i = 1(i = k)CiP
1
2
i Q
1
2
i . (9)
In (a) we have used the fact that in a pair of DMS’s, Xi and
Y j are independent for i , j. (b) holds since from Proposition
4, E(e˜i) = E( f˜i) = 0,∀i ∈ [1, n]. We prove (c) in Lemma 4
below. In (d) we have used proposition 1.
Lemma 4. Let g(X) and h(Y) be two arbitrary zero-mean,
real valued functions, then:
EX(g(X)h(Y)) ≤ (1 − 2)E
1
2
X(g
2(X))E
1
2
Y (h
2(Y)).
Proof: Please refer to the [9].
Using equations (7) and (9) we get:
EX(e˜ f˜ ) ≤
∑
i
CiP
1
2
i Q
1
2
i .
Step 2: We use the results from step one to derive a bound on
P(e , f ). Define a , P(e(Xn) = 1, f (Yn) = 1), b , P(e(Xn) =
0, f (Yn) = 1), c , P(e(Xn) = 1, f (Yn) = 0), and d , P(e(Xn) =
0, f (Yn) = 0), then
EXn,YN (e˜(Xn) f˜ (Yn))
= a(1 − q)(1 − r) − bq(1 − r) − c(1 − q)r + dqr, (10)
We write this equation in terms of σ , P( f , g), q, and r
using the following relations:
1)a + c = q, 2)b + d = 1 − q,
3)a + b = r, 4)c + d = 1 − r, 5)b + c = σ.
Solving the above we get:
a =
q + r − σ
2
, b =
r + σ − q
2
,
c =
q − r + σ
2
, d = 1 − q + r + σ
2
. (11)
We replace a, b, c, and d in (10) by their values in (11):
σ
2
≥ (q + r
2
)(1 − q)(1 − r) + (q − r
2
)q(1 − r)
+ (
r − q
2
)(1 − q)r + qr(1 − q + r
2
) −
∑
i
CiP
1
2
i Q
1
2
i
⇒ σ ≥ q + r − 2rq − 2
∑
i
CiP
1
2
i Q
1
2
i
⇒ σ ≥ ( √q(1 − r) − √r(1 − q))2
+ 2
√
q(1 − q)r(1 − r) − 2
∑
i
CiP
1
2
i Q
1
2
i
⇒ σ ≥ 2 √q(1 − q)r(1 − r) − 2 ∑
i
CiP
1
2
i Q
1
2
i
On the other hand EX(e˜2) = q(1 − q) = ∑i Pi, where the last
equality follows from the fact that e˜i’s are uncorrelated. This
proves the lower bound. Next we use the lower bound to derive
the upper bound.
Step 3: The upper-bound can be derived by considering the
function h(Yn) to be the complement of f (Yn) (i.e. h(Yn) ,
1 ⊕2 f (Yn).) In this case P(h(Yn) = 1) = P( f (Yn) = 0) = 1 − r.
The corresponding real function for h(Yn) is:
h˜(Yn) =
r h(Yn) = 1,−(1 − r) h(Yn) = 0,
=
r f (Yn) = 0,−(1 − r) f (Yn) = 1, ⇒ h˜(Yn) = − f˜ (Yn).
So, h˜(Yn) = −∑i f˜i. Using the same method as in the previous
step, we have:
EXn,Yn (e˜h˜) = −EXn,Yn (e˜ f˜ ) ≤
∑
i
CiP
1
2
i Q
1
2
i
⇒ P(e(Xn) , h(Yn)) ≥ 2
√∑
i
Pi
√∑
i
Qi − 2
∑
i
CiP
1
2
i Q
1
2
i
On the other hand P(e(Xn) , h(Yn)) = P(e(Xn) , 1⊕ f (Yn)) =
P(e(Xn) = f (Yn)) = 1 − P(e(Xn) , f (Yn). So,
1 − P(e(Xn) , f (Yn)) ≥ 2
√∑
i
Pi
√∑
i
Qi − 2
∑
i
CiP
1
2
i Q
1
2
i
⇒ P(e(Xn) , f (Yn)) ≤ 1 − 2
√∑
i
Pi
√∑
i
Qi + 2
∑
i
CiP
1
2
i Q
1
2
i .
This completes the proof.
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