Abstract. We establish the existence and multiplicity of positive solutions to the problems involving the fractional Laplacian:
Introduction
In this paper, we will consider the existence and multiplicity of positive solutions for the following nonlinear fractional equations
where Ω ⊂ R N (N > 2s) is a bounded domain with smooth boundary ∂Ω, 0 < s < 1 and (−∆) s stands for the fractional Laplacian. f : [0 , ∞) → R is a continuous function, while p > 0 and λ ∈ R are some parameters.
Here (−∆) s is the fractional Laplacian operator defined, up to a normalization factor, by the Riesz potential as
−(−∆)
s u(x) = P.V.
where s ∈ (0, 1) is a fixed parameter. Fractional Sobolev space are well-known since the beginning of the last century, especially in the framework of harmonic analysis. More recently, after the paper of Caffarelli and Silvestre [9] , a large amount of papers were written on problems which involve the fractional diffusion (−∆) s . This type of diffusion operators arise in several areas such as physics, probability and finance, see, for example, [1, 2] . Observe that s = 1 corresponds to the standard local Laplacian.
One can also define the operator (−∆) s through the spectral decomposition of u, in terms of the eigenvalues and eigenfunctions of the Laplacian −∆ with homogeneous boundary conditions. As explained in [9] and [11] , when working in a bounded domain Ω ⊂ R N the fractional Laplacian (−∆) s can still be defined as a Dirichlet-to-Neumann map, and this allows us to connect nonlocal problems involving (−∆) s to suitable degenerate-singular, local problems defined in one more space dimension, that is, for any regular function u, the fractional Laplacian (−∆) s acting on u is defined by (−∆) s u(x) = − 1 κ s lim t→0 + t 1−2s ∂w ∂t (x, t), ∀x ∈ Ω, t > 0, (1.2) where w = E s (u) is s-harmonic extension of u and κ s = . Using the definition (1.2), several results of the fractional Laplacian problems were obtained, one can see [3, 11, 12, 14, 16, 20, 38, 40] and the reference therein.
Since the fractional operator has nonlocal character, working on bounded domains imposes that an appropriate variational formulation of the problem is to consider functions on R N with the condition u = 0 in R N \ Ω replacing the boundary condition u = 0 on ∂Ω. Set Before starting our main results, we notice that the nonlinear equations involving the fractional Laplacian have been widely studied recently. For instance, Chang and González [13] studied this operator in conformal geometry. Caffarelli et al. [7, 8] investigated free boundary problems of the fractional Laplacian. Since the work of Caffarelli and Silvestre [9] , who introduced the s-harmonic extension to define the fractional Laplacian operator, several results of the fractional Laplacian problems were obtained. Chang and Wang [14] obtained some nodal solutions of the fractional Laplacian. Barrios et. al. [3] studied the critical fractional problem. Elliptic equations with fractional Laplacian were also studied by many authors, see [4, 6, 11, 15, 17, 19, 29, 30, 31, 32, 33, 34, 35, 38, 39, 41] and references therein.
The purpose of this paper is to study the number and behavior of solutions to the fractional elliptic problem (1.1) while f oscillates near the origin or at infinity. Using the variational methods we show that the nontrivial weak solutions to problem (1.1) are strongly influenced by u p , λ and the oscillatory nonlinearity f . In the past decades, the existence and multiplicity of classical elliptic boundary value problems have been widely investigated, on can see [21, 23, 24, 26, 27, 28] . Specially, the oscillatory terms usually give infinitely many distinct solutions for the equations. However, due to the fact that the fractional Laplacian operator is nonlocal, very few thing on this topic is known. In this paper, we generalize the truncation methods to the situation of fractional Laplacian and get the arbitrarily many positive solutions to the elliptic equations involving fractional Laplacian.
In the sequel, we state our main results by treating separately two cases, i.e., when f oscillates near the origin, or at infinity, respectively. We assume that f ∈ C([0, ∞) , R), f (0) = 0 and satisfies
t 2 = +∞, and l 0 := lim inf
t 2 = +∞, and l ∞ := lim inf t→∞ f (t)
where
(1) Hypotheses (f 0 ) implies an oscillatory behavior of f near the origin, and (f ∞ ) implies an oscillatory behavior of f at infinity. Moreover, there is no increasing condition on f , which means f could be supercritical.
(2) It follows from the assumption lim inf
Without loss of generality, we could assume that this sequence is strictly decreasing. Similarly, from lim inf t→∞ f (t)
t < 0, we will assume there is a strictly increasing sequence
where α, β, a ∈ R satisfy 0 < α < 1 < α + β and 0 < a < 1.
where α, β, a ∈ R satisfy α > 1, |α − β| < 1 and 0 < a < 1.
In order to formulate our results, we recall some notations. More details will be see in Section 2. The Hilbert space X s 0 (Ω) is endowed with its inner product and norm,
and
The space L q (Ω) is endowed with its usual norm · L q (Ω) for q ∈ [1 , +∞]. The first result deals with the case that f is oscillatory near the origin. Theorem 1.1. Assume that (f 0 ) holds. If (a) either p = 1 and λ < λ 0 for some 0 < λ 0 < −l 0 , (b) or p > 1 and λ ∈ R is arbitrary, then there exist infinitely many positive solutions
Notice that p > 1 may be critical and supercritical in Theorem 1.1 (b). Having a suitable nonlinearity oscillating near the origin, Theorem 1.1 roughly says that the term u p does not affect the number of the solutions to problem (1.1) whenever p > 1.
On the other hand, when 0 < p < 1, the term u p may compete with the function f near the origin such that the number of the solutions to (1.1) becomes finite for many values of λ. In this case, we have the following result: Theorem 1.2. Assume f satisfies (f 0 ) and 0 < p < 1. Then there exist λ k > 0 such that problem (1.1) has at least k distinct weak solutions u 1,λ , u 2,λ , · · ·, u k,λ for every λ ∈ [−λ k , λ k ] and k ∈ N. Moreover, for any i ∈ {1, 2, · · ·, k},
In the sequel, we will state the counterparts of Theorems 1.1 and 1.2 whenever f oscillates at infinity.
(a) either p = 1 and λ < λ ∞ for some 0 < λ ∞ < −l ∞ , (b) or p < 1 and λ ∈ R is arbitrary, then there exist infinitely many positive solutions
As we already pointed out, the method developed in the present paper is applicable in more general setting; not only the type of the domain Ω can vary with various boundary condition, but also equations involving the Laplacian and p-Laplacian can be considered. Using the ideal of [22, 24] , we prove that the nonlocal problem (1.1) has arbitrarily many positive solutions. In addition, we extend the truncation methods of [24] such that it is suitable for the nonlocal elliptic equations.
Since we are looking for positive solutions, we take as usual f (u) defined on all u ∈ R, making f (u) = 0 if u ≤ 0. Thus, as we know that the critical points of the functional associated with Eq.(1.1), i.e.,
are weak solutions of the equation (1.1), if u is a critical point of J then
where u − = min{u , 0}. This implies that
Thus, necessarily we have u ≥ 0. Here we use the following inequality
where u − (x) = min{u(x) , 0}. To check (1.7), since the role of x and y is symmetric, we can always suppose u(x) ≥ u(y). Also (1.7) is clearly an identity when x, y ∈ {t : u(t) > 0} and when x, y ∈ {t : u(t) ≤ 0}. So it only remains to check (1.7) when x ∈ {t : u(t) > 0} and y ∈ {t : u(t) ≤ 0}. In this case
We multiply by u − (x) − u − (y) = −u(y) ≥ 0 from both side, and then obtain (1.7). This paper is organized as follows. In Section 2, we introduce a variational setting of the problem and present some preliminary results. Section 3 is devoted to study an auxiliary problem. This section plays an important role in the proof of our main results. In Section 4, we give the proof of Theorems 1.1 and 1.2. Finally, the proof of Theorems 1.3 and 1.4 are given in Section 5, and some more general cases are given in Section 6.
Here we list some notations which will be used throughout the paper.
· The letter x represents a variable in the
. · |Ω| denotes the Lebesgue measure of the set Ω. · Big O and small o describe the limit behavior of a certain quantity as n → ∞. · We denote by B r (x 0 ) = {x ∈ R N : |x − x 0 | < r} the ball at each x 0 ∈ R N with radius r > 0.
Preliminaries
In this section we first recall the background of the fractional Laplacian. We refer to [5, 30, 31, 32, 34, 35] for the details.
For s ∈ (0 , 1), we denote the classical fractional Sobolev space H s (R N ) with the Gagliardo norm
Let Ω be an open set in R N . Due to the nonlocal character of the fractional Laplacian, we will consider the space X s 0 (Ω) defined as follows X s 0 (Ω) = {u ∈ X : u = 0 a.e. in R N \ Ω}.
We refer to [35, 36, 37] for a general definition of X s 0 (Ω) and its properties and to [17, 25] for an account of the properties of H s (R N ). In X s 0 (Ω) we can consider the following norm
We also recall that (X s 0 (Ω) , · X s 0 (Ω) ) is a Hilbert space, with scalar product
Observe that by [17] we have the following identity
this leads us to establish as a definition for the solution to our problem.
Definition 2.1. We say that u ∈ X s 0 (Ω) is a weak solution of (1.1) if
f (t)dt. In order to carry out the nonlinear analysis, from [34, 35] , we have the following embedding theorem. In view of (f 0 ) or (f ∞ ) and the Sobolev embedding
is a critical points of J , then u is a weak solution of problem (1.1). The converse is also true.
Some auxiliary results
In this section, we consider the following generic problem
where µ > 0 and the function g satisfies (g 1 ) g : R + → R is a continuous, bounded function and
Due to (g 1 ) and looking for the positive solutions, we may extended g continuously to the whole R and define g(u) = 0 for all u ≤ 0.
The corresponding energy function E : X s 0 (Ω) → R of the problem (3.1) is defined as follows:
It is easy to see that E is well defined. Indeed, by the mean value theorem and Sobolev embedding theorem, for all u ∈ X s 0 (Ω) we have
. From (g 1 ) and (g 2 ), we know that the nonlinear term g grows subcritically. Then we have the following result.
Lemma 3.1. If (g 1 ) and (g 2 ) hold, then the functional E is coerciveness, bounded from below and satisfies the (PS)-condition.
, which implies that the functional E is coercive and bounded from below on X s 0 (Ω). Next, we prove the functional E satisfies the (PS)-condition. Let
Then, since E is coercive, there exists M > 0 such that u n X s 0 (Ω) ≤ M . So, up to a subsequence, we may assume that there exists u ∈ X s 0 (Ω) such that
3) as n → ∞ for any ϕ ∈ X s 0 (Ω). Moreover, by Lemma 2.1, up to a subsequence, as n → ∞ we have
So by (3.4), the continuity of g and the Dominated Convergence Theorem we obtain
Moreover, by E ′ (u n ) → 0, (3.4) and (3.5), we have
On the other hand, by E ′ (u n ) ,û = o(1), (3.4) and (3.6), we deduce that
(3.8) Thus, (3.3), (3.7) and (3.8) give that
Combining (3.3),(3.9) and letting n → ∞, we conclude u n → u strongly in X s 0 (Ω), which implies that the functional E satisfies the (PS)-condition and u is a solutions of Eq. (3.1).
From Lemma 3.1, we can consider the minimum problem
We will find a global minimizer u of functional E which is a solution of problem (3.1). Now we introduce the set
≤ η}, where the number η > 0 from (g 2 ). Then we have the following result.
Theorem 3.1. Assume that (g 1 ) and (g 2 ) hold. Then (i) the functional E infimum is attained at some u 0 ∈ E η ; (ii) u 0 is a weak solution of problem (3.1) and u 0 ∈ [0 , δ], where δ is given in (g 2 ).
Proof. (i) Now, we claim that E is sequentially weak lower semi-continuous. The claim follows at once if we prove that u → Ω G(u)dx, ∀ u ∈ X s 0 (Ω), is sequentially weakly continuous. Arguing by contradiction, we assume that there exist ε 0 > 0 and a sequence {u n } n∈N ⊂ X s 0 (Ω) which converges weakly to u ∈ X s 0 (Ω), up to a subsequence, such that
On the other hand, using the mean value theorem, Hölder inequality and Sobolev embedding theorem, we deduce that
as n → ∞, which contradicts ε 0 > 0. Note that the set E η is convex and closed in X s 0 (Ω), and thus weakly closed in X s 0 (Ω). Then there exists u 0 ∈ E η which is a minimum point of E over E η since E is coercive on E η . This proves (i).
(ii) Firstly, we prove u 0 ∈ [ 0 , δ ]. Arguing by contradiction, we assume the set
is not empty, and suppose that | Ω| > 0, where | Ω| denotes the Lebesgue measure.
where t + = max{ t , 0 }. Then γ is a Lipschitz function, and γ(t) ≥ 0 and γ(0) = 0. Now, set u = γ • u 0 , we have u ∈ X s 0 (Ω). Moreover, for a.e. x ∈ Ω,
Define the sets
Thus Ω = Ω 1 ∪ Ω 2 and
Moreover, we have
On the other hand, from g(t) = 0 for all t ≤ 0, then we have
Moreover, for a.e. x ∈ Ω 2 we have u(x) = δ. By the mean value theorem and assumption (g 2 ), there exists
This implies that
Then from (3.12) and (3.13), we get
Therefore, by (3.10), (3.11) and (3.14), we obtain
On the other hand, since u 0 is the minimum point of E over E η , we get
Combining (3.15) with (3.16), we obtain E(u) − E(u 0 ) = 0 for all u ∈ E η , which implies
In the equality (3.17), since the left hand side is non-negative and the right hand side is non-positive, every term in (3.17) should be zero, i.e.,
So from (3.11) we get
This implies that |Ω 1 | = 0 and |Ω 2 | = 0, which is a contradiction. We obtain u 0 ∈ [ 0 , δ ] for a.e. x ∈ Ω. Next, we prove the u 0 is a weak solution of Eq. (3.1). Define the function
). Since J(t) is differentiable at t = 0 and J ′ (0) = 0, it follows that E ′ (u 0 ) , v = 0, and u 0 is a weak solution of Eq. (3.1). This completes the proof.
18)
where B R ⊂ Ω be the N -dimensional ball with radius R > 0 and center 0 ∈ Ω. Then z ζ ∈ E η , and there exists C(N, R, s) > 0 such that
Proof. The proof follows the lines of [18] , so we will be brief in details. Notice that z ζ is uniformly Lipschitz continuous and vanishes outside B 2R . In particular, we have z ζ ∈ X s 0 (B 2R ) and We remark that α ∈ (0 , 1) and by Lemma 13 of [10] we get
For I, if x ∈ B 2R \ B R and y ∈ B R , we have that
2 }. Therefore, for any x ∈ B 2R \ B R and y ∈ B R , we get Now, we estimate II. If x, y ∈ B 2R \ B R , we have that |x − y| ≤ 4R. Thus, we make the substitution θ := x − y and let ρ = |θ| in the following computation
For III, if x ∈ R N \ B 2R and y ∈ B R , we get
Moreover, similar as the estimate II, if y ∈ B 2R \ B R and x ∈ R N \ B 2R , there exists C 3 (N, R, s) > 0 such that
Then we have |g(t)| < ∞;
t 2 = +∞ uniformly for a.e. x ∈ Ω, where
(G 3 ) There are two sequences {δ k } k∈N , {η k } k∈N with 0 < η k+1 < δ k < η k and lim
We have the following result. 
Proof. Define the truncation functions g k : R + → R as follows
where τ η : [0 , +∞) → R is given by τ η (t) = min{η , t}, t ≥ 0.
Let us consider the problem
The associated energy functional with respect to (3.29) is
Without any loss of generality, we may assume that the sequences {δ k } k∈N and {η k } k∈N satisfy 0 < δ k < s 0 , 0 < η k < s 0 for all k ∈ N, where s 0 > 0 is given in (G 1 ). From the definition of g k and assumptions (G 1 ) and (G 3 ), it is easy to see that the function g k (t) satisfies the assumptions of Theorem 3.1 for all t ∈ [0 , s 0 ]. Therefore, for every k ∈ N, there exists u k ∈ E η k satisfying (i) u k is the minimum point of the function E k over E η k ; (ii) u k is a weak solutions of problem (3.29) and u k ∈ [0 , δ k ] for a.e. x ∈ Ω. Moreover, due to (3.28) and
So u k is a weak solutions not only for Eq. (3.29) but also for the original problem (3.1).
Next, we prove that there are many distinct elements in the sequence {u k } k∈N , that is, Eq. (3.1) has infinitely many positive solutions.
By (G 2 ) there exist l k > 0 and ξ ∈ (0 , η 1 ) such that
and there exist L k > 0 and a subsequence of {u k } k∈N , still denoted by {u k } k∈N , with 0 < u k < min{ξ , δ k }, such that
Let k ∈ N be fixed and z k ∈ X s 0 (Ω) be as the function from (3.18) corresponding to the value u k > 0. It is clear that z k ∈ E η k for every k ∈ N.
Now we calculate the function value of E k (z k ). On account of (3.31), (3.32) and (3.19), we have
where |B R | denotes the Lebesgue measure of B R . From (3.33), we can take L k > 0 large enough such that
On the other hand, for every k, using (G 1 ), there exists M > 0 such that
Taking the limits k → ∞ in (3.35) and combining with (3.34), δ k → 0, we have
(3.37) Combing (3.34) with (3.36) and (3.37), we have lim k→∞ E 1 (u k ) = 0 and E 1 (u k ) < 0 for all k ∈ N, which yield that the sequence {u k } k∈N contains infinitely many distinct elements and u k ∈ (0 , δ k ) for every k ∈ N.
Finally, we remains to prove (3.27). At first, it follows from the result (ii) that u k L ∞ (Ω) ≤ δ k for all k ∈ N, combined with lim k→∞ δ k = 0, and then we get
For the left, from (G 1 ), lim k→∞ δ k = 0 and u k is a nontrivial critical point of functional
which concludes the proof of (3.27) . This completes the proof of Theorem 3.2.
Similar as in Theorem 3.2, we consider the oscillatory behavior of g at infinity. In this case, we assume the continuous function g : [0 , +∞) → R fulfills (G ′ 1 ) g(0) = 0 and for every s > 0, sup
Proof. We consider the minimum problem
where the functional E k is given in (3.30) and the truncation function
On account of the definition of g k and hypotheses (G
, it is easy to see that g k fulfills the assumptions of Theorem 3.1. Therefore, for every k ∈ N, there is a u k ∈ E η k such that (i) u k is the minimum point of the functional E k on E η k ; (ii) u k is a weak solutions of Eq. (3.1) with g = g k , and u k ∈ [ 0 , δ k ] for a.e. x ∈ Ω, Thanks to the above results (i) and (ii), we have that
is, {u k } k∈N is a solution sequence for the Eq. (3.1).
Next, we claim that there are infinitely many solutions for problem (3.1). To this end, it is enough to show that
Arguing by contradiction, we assume that in the sequence {u k } k∈N there are only finitely distinct elements, i.e., {u 1 , u 2 , · · ·, u k0 } for some k 0 ∈ N. Then for every k ∈ {1, 2, · · ·, k 0 }, we have
So, for every k ∈ {1, 2, · · ·, k 0 }, we get
that is, the sequence {E k (u k )} reduces to at most the finite set {E k0 (u 1 ), E k0 (u 2 ), · · ·, E k0 (u k0 )}, which contradicts (3.39). Now, we prove (3.39). The left hand side of (G .18) corresponding to the value u k > 0. It is clear thatz k ∈ E η k . Due to (3.19) , (3.40) and (3.41), we have If we take L ∞ > 0 large enough such that
then from (3.42), (3.43) and lim k→∞ u k = +∞, we get
Therefore, from the fact that u k is the minimum point of the functional E k , we have
for all k ∈ N, which implies (3.39). Moreover, for every k ∈ N, it follows from
, which implies that Eq. (3.1) has infinitely many positive solutions. Now, let us prove (3.38) . Arguing by contradiction, we assume that there exists 0 < M < +∞ such that u k L ∞ (Ω) ≤ M. By mean value theorem and Hölder inequality, we note that
As a consequence, c k ≥ − max
|g(u k )||Ω|M , which contradicts (3.39) . This concludes the proof of Theorem 3.3.
4. Proof of Theorems 1.1 and 1.2
In this section, we will prove the results of Theorem 1.1 and 1.2. Note that p > 1 may be critical or even supercritical in Theorem 1.1 (b) . From the assumption, Theorem 1.1 roughly says that the term defined by u → u p (u > 0) does not affect the number of solutions of (1.1) whenever p > 1. This is also the case for certain values of λ ∈ R when p = 1.
On the other hand, for the case 0 < p < 1, the term u → u p (u > 0) may compete with the function f near the origin such that the number of the solutions becomes finite for the values of λ ∈ R.
First we give the proof in case that the nonlinear term f is oscillatory near the origin.
Proof of Theorem 1.1. (a) Case p = 1. Let
Then the condition (f 0 ) implies (G 2 ). Finally, since l 0 = lim inf
Then, by continuity of f , we may choose two sequences {δ k } k∈N ⊂ (0 , ∞) and
, that is, the assumption (G 3 ) of Theorem 3.2 holds too. It remains to apply Theorem 3.2, observing that Eq. (1.1) is equivalent to problem (3.1) via the choice (4.1).
(b) Case p > 1. Let λ 0 ∈ (0 , −l 0 ) and choose
Then µ > 0 and g(0) = 0, which yields that (G 1 ) holds.
Moreover, since p > 1 and
Now we prove (G 3 ) holds. For every u ≥ 0,
In particular, we may fix a positive sequence {u k } k∈N converging to 0 as k → ∞ such that g(u k ) ≤ 0 for all k ∈ N. Then by the continuity of g, we can choose two positive sequences
. Therefore, the hypothesis (G 3 ) holds for every k ∈ N. Now we can apply Theorem 3.2 since Eq. (1.1) is equivalent to problem (3.1) through the choice (4.2). This completes the proof of Theorem 1.1.
Proof of Theorem 1.2. The proof is divided into three steps.
Step 1. Let λ 0 ∈ (0 , −l 0 ) and choose
It is easy to check that g ∈ C 1 with respect to u and λ, and g(u) ≤ g(λ , u) for every λ ∈ R and u ∈ [0 , +∞) Since l 0 := lim inf
By the continuity of g, we can choose three sequences {δ k } k∈N , {η k } k∈N and {λ k } k∈N ⊂ (0 , ∞) such that
Moreover, for any λ ∈ [−λ k , λ k ] and every k ∈ N, we have
where τ η (t) = min{ η , t }, t > 0 and g is given by (4.3). Then for every k ∈ N and all u ∈ [δ k , η k ], from (4.4), we have
which implies that the function g k verifies the hypotheses (g 2 ) of Theorem 3.1. Moreover, the function g is continuous and bounded on the set [0 , η 1 ], so (g 1 ) holds too. Therefore, for every k ∈ N and λ ∈ [−λ k , λ k ], applying Theorem 3.1, we get the following results:
(2) u k,λ is a weak solution of Eq. (3.1) with g = g k , and u k,λ ∈ [0 , δ k ], where
Due to the definition of the functions g k and λ 0 > 0, u k,λ is a weak solution not only for Eq.(3.1), but also for our initial problem (1.1), once that we guarantee that u k,λ ≡ 0.
Step 2. For λ = 0, since g(u) = λ 0 u + f (u), the function g k (u) also satisfies the hypotheses (G 1 ), (G 2 ) and (G 3 ) of Theorem 3.2. Consequently, similar as in the proof of the Theorem 3.2, the solution u k,0 verifies the results (1) and (2) in the Step 1, and 6) where z u k,0 ∈ E η k comes form (3.18) corresponding to u k,0 . Thanks to (4.5) and (4.6), we may assume that there is a strickly increasing sequence {θ k } k∈N such that lim k→+∞ θ k = 0 and
.
Then for every i ∈ {1, 2, · · ·, k} and λ ∈ [−λ k ,λ k ] we have
(4.7) On the other hand, taking into account that u i,λ ∈ E ηi and u i,0 is the minimum point of functional E i,0 over the set E ηi , we get
Thus, from (4.7) and (4.8), for every i ∈ {1, 2, · · ·, k} and λ ∈ [ − λ k , λ k ], we have
Moreover, we obtain 10) and, from
Therefore, from (4.10), we obtain that for every 11) which implies that u 1,λ , · · ·, u k,λ are distinct and nontrivial positive solutions to problem (1.1) whenever λ ∈ [− λ k , λ k ].
Step 3. It remains to prove (1.5). We observe that for every i ∈ {1, 2, · · ·, k} and
(4.12)
Consequently, for every k ∈ {1, 2, · · ·, } and λ ∈ [− λ k , λ k ], we obtain
This concludes the proof of Theorem 1.2.
Proofs of Theorems 1.3 and 1.4
In order to prove Theorem 1.3 and 1.4, we follow more or less the technique of the previous Section 4. For the completeness, we give all the details.
We consider again the problem
where the continuous functions g fulfills (G 
It is clear that µ =λ ∞ − λ ≥λ ∞ − λ ∞ > 0. Since f (0) = 0 and the continuity of f , we have g(0) = 0 and sup
Finally, from lim inf u→∞ f (u) u = l ∞ < −λ ∞ and the continuity of f , there is a se-
By the continuity of f , we may fix two sequences {δ k } k∈N and
) is also fulfilled. Now, it remains to apply Theorem 3.3 by the choice of (5.2) to get the assertion in Theorem 1.3 (a) .
(b) Case 0 < p < 1. For all u ∈ (0 , +∞) and let
where λ ∞ ∈ (0 , −l ∞ ). It is easy to see that (G ′ 1 ) is satisfied. On the other hand, since 0 < p < 1 and
2 ) holds too. Moreover, for every u ∈ (0 , +∞) we have
Thanks to 0 < p < 1,
Therefore, there exists a sequence {u k } k∈N ⊂ (0 , +∞) converging to +∞ such that g(u k ) < 0 for all k ∈ N. By the continuity of g, there exist two sequences {δ k } k∈N and
Therefore, the hypotheses (G ′ 3 ) holds for all k ∈ N. Now we can apply Theorem 3.3 to know that problem (1.1) is equivalent to Eq. (3.1) by the choose of (5.3). We get the assertion.
Proof of Theorem 1.4. The proof is divided into three steps.
Step 1. Let λ ∞ ∈ (0 , −l ∞ ) and choose
Define the function g : (−∞ , +∞) × [0 , ∞) → R as follows:
Then we have g(u) ≤ g(λ, u) for all u ∈ [0 , +∞) and λ ∈ R. On account of (f ′ 2 ) and l ∞ < −λ ∞ , there exists a sequence {u k } k∈N ⊂ (0 , +∞) converging to +∞ such that
By the continuity of g, there exist three sequences
(5.5)
Then taking into account of (5.5) and g(u) ≤ g(λ, u), we have for every k ∈ N and for all
where τ η (t) = min{η , t}, t > 0. Then from δ k < u k < η k for all k ∈ N, we get
which implies that g k satisfies the hypotheses (g 2 ) of Theorem 3.1. Therefore for every k ∈ N and λ ∈ [−λ k , λ k ], applying Theorem 3.1, we obtain
Due to the definition of g k and µ, u k,λ is a weak solution not only for Eq. (3.1), but also for our initial problem (1.1), once we guarantee that u k,λ > 0 for all k ∈ N.
Step 2. Let λ = 0, we get g(u) = λ ∞ u + f (u). Then as in the proof of Theorem 1.3 (a) we have that the function g k (u) = g(τ η k (u)) verifies the hypotheses of Theorem 3.3 whenever λ = 0. Consequently, there exists a sequence {u k,0 } k∈N verifying the results (1) and (2) in Step 1. And moreover similar as in the proof of the Theorem 3.3, there exists a subsequence of {u k,0 } k∈N , denoted by {u ki,0 } i∈N , such that E ki,0 (u ki,0 ) = min
and lim
Without any loss of generality, we may assume that k i ≥ i for all i ∈ N. Then from (5.6) and (5.7), we may assume that there is a negative decreasing sequence {θ i } i∈N , up to a subsequence {θ i } i∈N , such that lim i→+∞ θ i = −∞ and
where {δ ki } i∈N is a subsequence of {δ k } k∈N with 0 < u ki,0 < δ ki for every i ∈ N. Due to (5.8), we get
Then for every i ∈ {1, 2, · · ·, k} and λ ∈ [−λ k ,λ k ], we have
On the other hand, since u ki,λ ∈ E η k i and u ki,0 is the minimum point of E ki,0 over the set E η k i , it yields
(5.10)
Then, for every i ∈ {1, 2, · · ·, k} and λ ∈ [−λ k , λ k ], from (5.9) and (5.10) we have θ i+1 < E ki,λ (u ki,λ ) < θ i < 0, and therefore θ i+1 < E ki,λ (u ki,λ ) < θ i < E ki−1,λ (u ki−1,λ ) < · · · < θ 2 < E k1,λ (u k1,λ ) < θ 1 < 0. (5.11) Moreover, by the fact that η k1 < η k2 < · · · < η ki < · · · and u ki,λ ∈ [0 , δ ki ] ⊂ [0 , η ki ], we get u ki,λ ∈ E η k i ⊂ E η k k for every i ∈ {1, 2, · · ·, k}. So g ki (u ki,λ ) = g(τ η k i (u ki,λ )) = g(τ η k i (u k k ,λ )) = g ki (u k k ,λ ), and E ki,λ (u ki,λ ) = E k k ,λ (u ki,λ ) for every i ∈ {1, 2, · · ·, k}.
(5.12) Therefore, by (5.11) and (5.12), we obtain that for every λ ∈ [−λ k , λ k ],
These inequalities show that the elements u k1,λ , u k2,λ , · · ·, u k k ,λ are distinct and nontrivial solutions of problem (1.1) whenever λ ∈ [−λ k , λ k ].
Step 3. It remains to prove conclusion (1.6). We claim that u ki,λ L ∞ (Ω) > δ ki−1 for each i ∈ {2, 3, · · ·, k}.
Arguing by contradiction, we assume that there exists an i 0 ∈ {2, 3, · · ·, k} such that u ki 0 ,λ L ∞ (Ω) ≤ δ ki 0 −1 . It follows from δ ki 0 −1 < η ki 0 −1 that u ki 0 ,λ ∈ E η k i 0 −1 . Then
Eη k i 0 −1
which contradicts (5.11). Therefore, for every i ≥ 2, without loss of generality, we assume that k i ≥ i, then
Now, for i = 1, from (5.11), we have E k1,λ (u k1,λ ) < 0 which implies that u k1,λ L ∞ (Ω) > 0. Thus the relation (1.6) holds true. This completes the proof of Theorem 1.4.
Some more general problems
In this section, we point out that the methods and results could be applied to some more general problems. Firstly, let us consider the following problem involving concave-convex and oscillating nonlinearities, that is, (−∆) s u = λu p + µu q + f (u), u > 0 in Ω, u = 0 on R N \ Ω, (6.1) where Ω ⊂ R N is a bounded domain, 0 < p < 1 < q, and λ, µ ∈ R. We have the following result. t 2 = +∞ uniformly in x ∈ Ω; (f 2 ∞ ) There exists a sequence {t k } k∈N ⊂ (0 , +∞) converging to +∞ such that t k > 0, and there exists β i > 0 satisfying f (t k ) < −β k for all x ∈ Ω for every k ∈ N. Then we have similar conclusions corresponding to Theorems 1.1-1.4. We omit the proof here. (ii) For every k ∈ N, there exists ε k > 0 such that problem (6.2) has at least k solutions u 1,ε , u 2,ε , · · ·, u k,ε whenever ε ∈ [−ε k , ε k ]. Moreover, for every i ∈ {1, 2, · · ·, k}, we have (ii) For every k ∈ N, there exists ε k > 0 such that problem (6.2) has at least k solutions u 1,ε , u 2,ε , · · ·, u k,ε whenever ε ∈ [−ε k , ε k ]. Moreover, for every i ∈ {1, 2, · · ·, k}, we have
