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SINGULARITE´S NILPOTENTES ET INTE´GRALES
PREMIE`RES
R. Meziani et P. Sad
Abstract
This paper presents a classification of plane dicritical nilpotent
singularities, i.e. singularities which have nilpotent linear part and
infinitely many separatrices. In particular the existence of mero-
morphic first integrals is discussed. The same ideas are applied to
other kind of dicritical singularities.
1. Introduction
On s’interesse a` la classification analytique des singularite´s nilpotentes
dicritiques de (C2, 0) et la de´termination du classifiant ainsi qu’a` la ri-
gidite´ formelle-analytique. On notera Λ1(C2, 0) l’ensemble des germes
en 0 ∈ C2 de 1-formes holomorphes a` singularite´ isole´e en 0 ∈ C2.
Soit Λ un germe en 0 ∈ C2 de 1-forme holomorphe nilpotente, i.e. le
1-jet de Λ s’e´crit (modulo conjugaison par un e´le´ment de GL(2,C))
comme y dy. D’apre`s Takens [T], Λ est formellement conjugue´ a` une
1-forme Λn,p,α :
Λn,p,α = d(y
2 + xn) + αxpÛ(x) dy
ou` n, p ∈ N∗ avec n ≥ 3 et p ≥ 2 ; α ∈ C∗ et Û ∈ C[[x]], Û(0) = 1.
En fait, d’apre`s [S-Z] et puis re´cemment [Lo] d’une manie`re ge´ome´tri-
que, on peut choisir Λn,p,α convergente et la conjugaison a` Λ analytique.
La classification de ce type de 1-forme de´pend du fait que le nom-
bre p ∈ N dans le terme αxpÛ dy perturbant la partie hamiltonienne
d(y2 + xn) est suffisamment grand ou non. Elles ont e´te´ e´tudie´es par
plusieurs auteurs et sont ge´ne´riquement rigides. Il y a 3 cas :
1. n < 2p : le classifiant dans ce cas est l’holonomie projective, et la
re´solution de la forme est la meˆme que celle de y2+xn = 0 [C-M].
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2. n > 2p : la re´solution est alors obtenue apre`s p e´clatements et
l’holonomie projective classifie encore [B-Me-S], [S-Z].
3. n = 2p : modulo des hypothe`ses ge´ne´riques sur α, la re´solution est
la meˆme que celle de y2 + x2p = 0 et le classifiant est l’holonomie
projective, par contre le rapport des valeurs propres des singularite´s
apparaissant sur la dernie`re composante du diviseur exceptionnel,
de´pendent explicitement de α [Me].
Nous nous proposons dans ce travail d’analyser ce dernier cas dans le
cadre α non-ge´ne´rique, plus pre´cise´ment
(1.1) α ∈ {±2(r1/2 + r−1/2); r ∈]0, 1[∩Q}.
Nous remarquons que le cas α = ±4 (ou r = 1) a de´ja` e´te´ conside´re´
dans [Me].
Soit donc Λ un germe en 0 ∈ C de 1-forme holomorphe nilpotente
avec n = 2p, et supposons α comme dans (1.1). On a la suite d’e´clate-
ments (chaˆıne line´aire de droites projectives) suivante :






P1 P2 P3 Pp−1 Pp
y = t1x, t1 = t2x,. . ., tp−2 = tp−1x, x = tp−1u
Le feuilletage e´clate´ divise´ F˜Λ de FΛ posse`de p+1 singularite´smp−k =
Pk−1∩Pk, k = 2, 3, . . . , p, en plus demi etm−i qui sont deux singularite´s
sur Pp autres que le coinm0. Chaque composante Pk pour k = 1, 2, . . . , p
du diviseur exceptionel, prive´e des singularite´s est une feuille de F˜Λ ; en
particulier, L = Pp \ {m0,mi,m−i} est une feuille de F˜Λ. Le coin m0
est une singularite´ re´duite, line´arisable avec inte´grale premie`re holo-
morphe, et l’indice de L en m0 est µ0 = −
p−1
p . Une des singularite´s
dans {mi,m−i}, disons mi associe a` L l’indice µi ∈ Q+ (duˆ a` (1.1)) ;
mi est donc line´arisable d’apre`s le The´ore`me de Poincare´, sauf peut-eˆtre
dans le cas re´sonant (µi ∈ N+ ou µi ∈ (N+)
−1). On supposera dans toute
la suite que le germe en mi de l’e´clate´ divise´ Λ˜ de Λ est analytiquement
line´arisable, i.e. conjugue´ a` X dT − µiT dX , µi ∈ Q+. Remarquons que
la self-intersection de Pp est e´gale a` −1, alors µ−i + µi + µ0 = −1 ; ainsi
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l’indice µ−i de L en m−i appartient a` Q−. La singularite´ m−i est donc
re´duite, pas ne´cessairement line´arisable. Si µi =
p′
q′ ∈ Q+ (p
′ ∧ q′ = 1)
on notera Λ ∈ Σpp′,q′ (ou simplement Λ ∈ Σ
p si on ne veux pas expliciter
p′, q′).
Avant d’expliquer le but de ce travail, il est convenable d’e´crire la
1-forme nilpotente Λ selon les coordonne´es analytiques introduites dans
[Me] :
(1.2) Λ ∼ Ω = d(y2 + x2p) + (a xp−1l(x) + yg(x, y))(py dx− xdy)
ou` : g ∈ C{x, y}, l ∈ C{x} avec l(0) = 1 et a = r i avec r ∈ Q ∩ (−∞, 2)
(pour r ∈ Q∩(2,∞) c’est le meˆme cas : on s’y rame`ne par changement de
coordonne´s y 7→ −y). Pour obtenir cette expression, la courbe y2+x2p=0
est choisie comme le transforme´ strict d’une se´paratrice lisse par mi et
d’une autre se´paratrice lisse par m−i, transverses a` Pp. Le choix de la
deuxie`me se´paratrice est unique ; pour la premie`re il l’est aussi seulement
si µi ∈ Q+ \ (N+)
−1. Lorsque µi ∈ (N+)
−1, le feuilletage F˜Ω admet une
famille infinie de telles courbes lisses par mi, et on peut selectioner une
quelconque pour e´crire (1.2).
Apre`s la suite d’e´clatements
y = t1x, t1 = t2x, . . . , tp−2 = tp−1x, x = utp−1,
les singularite´s de F˜ sur Pp sont les pointsm0,mi etm−i de coordonne´es
























La 1-forme Ω0 = py dx− xdy est re´solue apre`s la meˆme suite d’e´cla-
tements. Dans la carte (u, tp−1) l’e´clate´ divise´ de Ω
0 est e´gal a` du, qui
de´finit la fibration de Hopf de Pp. Les 1-formes Ω et Ω
0 sont transverses
en dehors de la courbe y2 + x2p = 0 qui est une se´paratrice commune
aux deux 1-formes. Le feuilletage F˜Ω e´clate´ divise´ de FΩ admet une in-
finite´ de se´paratrices par mi, dont l’une a pour e´quation (u = i) dans
la carte (u, tp−1), ou encore y − i x
p = 0 dans la carte (x, y) ; il ad-
met aussi une seule separatrice, par m−i, transverse a Pp et qui a pour
e´quation (u = −i) dans la carte (u, tp−1), ou encore (y + i x
p = 0) dans
la carte (x, y).
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Le groupe d’holonomie de L est engendre´ par les applications d’holo-
nomie locales h0, hi et h−i de L autour des singularite´s m0, mi et m−i,
avec la relation h0 ◦ hi ◦ h−i = Id. Si le groupe est fini (par exemple,
si µi ∈ N+), toutes les feuilles sont des ensembles analytiques. Il peut
exister une inte´grale premie`re, comme pour la 1-forme
Ω = d(y2 + x2p) + ap′/q′x
p−1(py dx− xdy)
laquelle admet l’inte´grale
F (x, y) =
(y + i xp)pp
′
(y − i xp)pp′+q′
.
Mais en ge´ne´ral la finitude du groupe d’holonomie n’est pas suffisante
pour trouver une inte´grale premie`re ; un des buts de ce travail est de trou-
ver des conditions ne´cessaires et suffisantes pour garantir son existence.
La Section 2 est de´die´e a` l’e´tude de telles conditions. Plusieurs exem-
ples sont pre´sente´s dans la Section 3 ; ensuite on fait la classification
analytique des singularite´s nilpotentes sous la condition (1.1).
Dans la dernie`re section un type diffe´rent de singularite´ dicritique est
indroduit : les singularite´s telles qu’apre`s un e´clatement le feuilletage est
re´gulier au voisinage du diviseur exceptionnel mais avec un nombre fini
de points de tangence. Toutes les feuilles sont des ensembles analytiques ;
la question se pose comme avant pour les singularite´s nilpotentes : existe-
t-il toujours une inte´grale premie`re me´romorphe [K] ? Si d’un coˆte´ la
re´ponse peut eˆtre affirmative, comme pour les exemples admettant
F (x, y) = x+ P (yx−1), P ∈ C[t] avec de´gre´e > 1
comme inte´grale premie`re, de l’autre coˆte´ les meˆmes ide´es introduites
dans la Section 2 permettent de caracte´riser exactement tous les cas
avec inte´grale premie`re me´romorphes ; ils sont tre`s rares en fait.
2. Caracte´risation de l’existence de inte´grales premie`res
On reprend les notations introduites apre`s (1.2) ; on a alors deux
se´paratrices distingue´es e´crites comme y2 + x2p = 0.
La remarque suivante sera utile : soit Θ = (Θ1,Θ2) ∈ Diff(C
2, 0)
qui pre´serve les axes horizontal (T = 0) et vertical (X = 0) tel que
Θ1(X, 0) = X et Θ
∗ω0 ∧ω0 = 0, ou` ω0 = X dT −
p′
q′ T dX . Alors il existe
Θ′ ∈ Diff(C2, 0) fixant chaque feuille de ω0 et tel que Θ
′ ◦ Θ soit fibre´,
i.e. pre´serve les verticales X = cste.
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Il sufit de choisir la fonction holomorphe l(X,T ) avec
el◦Θ(X,T )Θ1(X,T ) = X (i.e. l(X,T ) = −v ◦ Θ
−1(X,T ) ou` Θ1(X,T ) =
Xev(X,T )) et de prendre Θ′(X,T ) = (el(X,T )X, ep
′/q′l(X,T )T ).
En particulier, une fibration holomorphe transverse a` (T = 0) tel que
(X = 0) soit une fibre peut eˆtre rectifie´e comme dX = 0 (on prend Θ =
Id) fixant chaque feuille de Ω.
Pour motiver notre the´ore`me principal, prenons Ω ∈ Σpp′,1 qui posse`de
une inte´grale premie`re me´romorphe R (et donc F˜Ω posse`de l’inte´grale
correspondant R˜). On a suppose´ que la 1-forme Ω˜ est line´arisable au
point singulier mi de coordonne´es (i, 0) dans la carte (u, tp−1). On e´crit
Ω˜i pour de´signer Ω˜ dans les coordonne´es (U, tp−1) pour U = u − i ;
alors U = 0 est se´paratrice distingue´e. Soient (X,T ) des coordone´es
privilegie´es, i.e. il existe Φ ∈ Diff(C2, 0) tel que :
1. Φ(U, tp−1) = (X,T ), Φ(U, 0) = (U, 0).
2. Φ∗ω0 ∧ Ω˜i = 0.
3. Φ(U, 0) = (U, 0) et Φ(U = 0) = (X = 0).
4. Φ∗(dX) ∧ dU = 0.
L’inte´grale R˜ de´finit une inte´grale premie`re me´romorphe R˜◦Φ−1 de ω0
dans la carte (X,T ) sur un polydisque Uǫ : |X | < ǫ, |T | < ǫ ; on peut
supposer R˜ ◦ Φ−1 = 0 sur T = 0. Soit Σ une transversale X = X0
avec |X0| < ǫ et r la restriction de R˜◦Φ
−1 a` Σ∩Uǫ. On e´tend r a` tout Σ
(et meˆme pour |T | ≥ ǫ) a` l’aide des feuilles de ω0, en posant









0 T ) ∈ Uǫ), r s’e´tend ainsi
comme une fonction me´romorphe sur Σ ; r est holomorphe sur CP (1)
parce que lim|T |→∞ r(T ) existe : c’est R˜ ◦ Φ
−1({X = 0}). Par suite r est
une fraction rationelle r(T ) = P (T )Q(T ) . Soit h l’application d’holonomie
locale de L = Pp \ {m0,mi,m−i} en m0, lue dans la carte (X,T ) et
calcule´e sur Σ (on a e´videmment transporte´ cette application jusqu’a`
Φ−1(Σ) par rele`vement aux feuilles d’un chemin dans L). On a r ◦h = r,
et le graphe de h : {(T, h(T )); |T | ≪ ǫ} est contenu dans la courbe
alge´brique a` variables se´pare´es
(2.1) Cr : r(T )− r(S) = 0, (T, S) ∈ C¯
2.
Donc non seulement h est alge´brique mais il est alge´brique a` variables
se´pare´es.
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Si µi = p
′/q′, la de´finition de r est la meˆme : r(T ) est la valeur de R˜
atribue´e a` la feuille de ω0 par (X0, T ) quand elle est proche de (0, 0) ∈ C
2.
L’application h satisfait une e´quation comme (2.1) ; en plus, r satisfait
aussi r◦R = r, ou`R(T ) = e2iπp
′/q′ T est l’application d’holonomie locale
de Fω0 en (0, 0) lue dans Σ (d’une fac¸on e´quivalente, r(T ) = r˜(T
q′), pour
une fraction rationelle r˜).
Et en fait c’est suffisant pour que Ω posse`de une inte´grale premie`re
me´romorphe :
The´ore`me 2.1. Soit Ω ∈ Σpp′,q′ et h l’application d’holonomie de la
feuille L = Pp \ {m0,mi,m−i} de F˜Ω en m0, calcule´e sur une section
transversale Σ = {X = X0} dans une carte (X,T ) de coordonne´es pri-
vile´gie´es. Alors Ω admet une inte´grale premie`re me´romorphe ssi h est
alge´brique a` variables se´parables : il existe r ∈ C(T ) tel que r ◦ h = r
et r ◦ R = r.
Preuve: C’est une condition ne´cessaire : on l’a de´ja` vu. Montrons qu’elle
est suffisante. Dans la carte de coordonne´es privile´gie´es, on de´finit l’inte´-
grale premie`re de ω0 au point (X,T ) comme la valeur de r la` ou` la feuille
par (X,T ) coupe la section Σ (c’est bien de´fini parce que r ◦ R = r ; la
valeur sur X = 0 est r(∞)). Si on de´note aussi par r cette extension,
alors, dans la carte (X, tp−1), r ◦ Φ est une inte´grale premie`re de Ω˜i et
sur Σ : r ◦ Φ|Σ ◦ h = r ◦ Φ|Σ, ou` h est l’application d’holonomie de L
en m0 lue dans les coordonne´es (X, tp−1). La fonction r ◦ Φ|Σ est une
inte´grale premie`re holomorphe pour les applications d’holonomie de L
en m0 et mi, par conse´quent elle l’est aussi pour l’application d’holono-
mie de L en m−i. Donc elle se prolonge en une inte´grale premie`re holo-
morphe de Ω˜ au voisinage de m0 et de meˆme pour m−i. Et de proche en
proche on obtient une inte´grale pour Ω˜ au voisinage du diviseur excep-
tionel. Ce qui nous donne une inte´grale premie`re me´romorphe de Ω.
Prenons syste`mes de coordonne´es privilegie´es Φ, (X,T ) et Φ′, (X ′, T ′).
Soient h et h′ les applications d’holonomie de L en m0 calcule´es sur Σ
pour les deux syste`mes et Θ = Φ′◦Φ−1 ; Θ est fibre´e, Θ(X, 0) = (X, 0) et
h′ = Θ|Σ ◦h◦ (Θ|Σ)
−1, ou` Σ = {X = X0}. Alors r ◦h = r ssi r
′ ◦h′ = r′,
ou` r′ = r ◦ (Θ|Σ)
−1. Les seuls diffe´omorphismes fibre´s laissant invariant
le feuilletage de´fini par ω0 sont line´aires : Θ(X,T ) = (X,T
′) = (X,λT ).
Il de´coule que h est alge´brique a` variables separe´es ssi h′ l’est aussi.
Soit KΩ = {r ∈ C(T ); r ◦ h = r, r ◦ R = r et r(0) = 0} ; il s’agit
d’un sous corps de C(T ). Par le The´ore`me de Luroth, il existe rΩ ∈ K
“minimal”, i.e. KΩ = C(T )(rΩ) ; il est unique a` composition a` gauche
par une homographie ; on a donc CrΩ = ∩r∈KΩCr, et on peut de´finir
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CΩ := CrΩ . Comme on a vu, pour une autre coordonne´e privile´gie´e il
existe α ∈ C∗ tel que la courbe correspondante soit H∗αCΩ, ou` Hα est
l’homothe´tie de C¯2 : (T, S) 7→ (αT, αS).
Soitent C¯ le quotient de Σ¯ par la relation T ∼ R(T ), π : Σ¯ → C¯ la
projection correspondente, rΩ = rΩ◦π
−1 (bien de´fini parce que rΩ◦R=r)
et CΩ = (π, π)(CΩ) = {(z, w) ∈ C¯
2 ; rΩ(z) = rΩ(w)}. L’application h
commute avec R, donc h = h ◦ π−1 est un diffe´omorphime holomorphe
bien de´fini en (C, 0). On va conside´rer ensuite deux 1-formes Ω,Ω′ ∈
Σpp′,q′ admettant des inte´grales premie`res me´romorphes ; soient h, h
′ les
applications d’holonomie de L = Pp \ {m0,mi,m−i} de F˜Ω, F˜
′
Ω en m0,
calcule´es sur une section transversale Σ = {X = X0} dans les car-
tes (X,T ), (X,T ′) de coordonne´es privile´gie´es (via les diffe´omorphis-
mes Φ et Φ′). Conside´rons aussi les courbes associe´es CΩ, CΩ′ , CΩ, CΩ′ .
The´ore`me 2.2. Ω,Ω′ ∈ Σpp′,q′ sont analytiquement conjugue´es ssi il
existe une homographie L : C¯ → C¯, L(0) = 0 tel que L(CΩ) = CΩ′ .
Preuve:
a) Condition ne´cessaire. Supposons maintenant Ω,Ω′ ∈ Σpp′,q′ holomor-
phiquement conjugue´es : Ψ∗Ω ∧ Ω′=0, Ψ ∈ Diff(C2, 0). Cette applica-
tion induit une homographie L : C¯ → C¯ (parce que C¯ est l’espace de
feuilles de ω0 et (Φ
′ ◦ Ψ ◦ Φ−1)∗ω0 ∧ ω0 = 0 ou` Φ et Φ
′ sont cartes de
coordone´es privilegie´es pour Ω et Ω′ en mi) que se rele`ve localement
en 0 a` L : (Σ, 0) → (Σ, 0) de fac¸on que h′ = L ◦ h ◦ L−1 (L n’est
pas ne´cessairement Φ′ ◦ Ψ ◦ Φ−1|(Σ, 0) parce que il faut transporter
Φ′ ◦ Ψ ◦ Φ−1((Σ, 0)) sur (Σ, 0) le long de chaque feuille de ω0 = 0).
Comme h′ = L ◦ h ◦ L−1, on arrive a` la conclusion.
b) Condition suffisante. Commenc¸ons par montrer l’existence de J li-




′ ∈ Σpp′,q′ est analytiquement e´quiva-
lente a Ω. Le point l = L(∞) correspond a` une se´paratrice l lisse de Ω′
transverse a` Pp par la singularite´mi ; on a l =∞ ssi l est se´paratrice dis-
tingue´e. Il existe une conjugaison analytique Ψ′ entre Ω′ et une 1-forme
Ω1
′ ∈ Σpp′,q′ tel que Ψ
′(l) soit la se´paratrice distingue´e de Ω1
′ par mi
(voir l’Introduction) ; alors Ψ′ induit une homographie L′ : C¯ → C¯,
L(l) = ∞. L’homographie J = L′ ◦ L satisfait J(CΩ) = CΩ1′ , J(0) = 0
et J(∞) =∞. Par conse´quent J est line´aire et il existe J : Σ→ Σ line´aire
tel que π ◦ J = J ◦ π et J(CΩ) = CΩ1′ .
On peut supposer alors qu’il existe λ ∈ C∗ tel que Hλ(CΩ) = C
′
Ω.
Soit rΩ(T ) = T
k s(T ) avec s ∈ C(T ), s(0) 6= 0 et k ≥ 1. Alors CΩ a
exactement k composantes lisses localement en (0, 0) ; une composante
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est le graphe de h. Comme Hλ est une homothe´tie qui pre´serve chaque
droite par (0, 0), on en de´duit que rΩ′ (T ) = T
k s′(T ) avec s′ ∈ C(T ),
s′(0) 6= 0 et que le graphe de h est envoye´ sur le graphe de h′, c’est
a` dire, h(λT ) = λh′(T ). Soit Ψ0(X,T ) = (X,λT ) ; on a Ψ
∗
0ω0 ∧ ω0 =
0 et h ◦ Ψ0|Σ = Ψ0|Σ ◦ h
′. Alors ((Φ′)−1 ◦ Ψ0 ◦ Φ))
∗Ω˜i ∧ Ω˜
′
i = 0, ou`





i = 0. Le diffe´omorphisme Ψ˜ = (Φ
′)−1 ◦ Ψ0 ◦ Φ est fibre´ :
Ψ˜(X, tp−1) = (X, tp−1U(X, tp−1)), U e´tant une unite´, et h0 ◦ Ψ˜|Σ =
Ψ˜|Σ ◦h
′
0 ; de meˆme h−i ◦ Ψ˜|Σ = Ψ˜|Σ ◦h
′
−i (h0 et h−i sont les applications
d’holonomie locales de L en m0 et m−i lues dans Σ). Donc Ψ˜ s’e´tend
d’une manie`re fibre´e [M-M]) au voisinage de m0 et m−i ; puis de proche
en proche en une conjugaison analytique entre les feuilletages F˜Ω et F˜Ω′
au voisinage du diviseur exceptionnel [Me].
Finalement on a le re´sultat suivant de synthe`se :
The´ore`me 2.3. Soient h ∈ Diff(C, 0) tel que hp = Id, h′(0) = e2iπ/p
et r ∈ C(T ) tel que r ◦ h = r. Si r ◦ R = r, ou` R = e2iπp
′/q′ , il
existe Ω ∈ Σpp′,q′ avec inte´grale premie`re me´romorphe et posse´dant l’ap-
plication d’holonomie de L en m0, calcule´e dans la carte de coordonne´es
privile´gie´es, e´gale a` h (a` homothe´tie pre`s).
Preuve: La construction de [L] nous permet d’avoir Ω ∈ Λ1(C2, 0) tel
que la re´solution soit du type :
1. Une chaˆıne line´aire de droites projetives P1, . . . ,Pp ayant−2 comme
self-intersection, sauf Pp dont la self-intersection est −1 ; ils sont
tous invariants, et les seules singularite´s de Pj sont les intersec-
tionsmp−j ∈ Pj∩Pj−1 etmp−j−1∈Pj∩Pj+1, pour j = 2, . . . , p−1 ;
mp−2 ∈ P1 est l’unique singularite´ de P1. L’indice de Pp en m0
est − p−1p .
2. Pp posse`de trois singularite´s m0, mi et m−i. L’e´clate´ divise´ de Ω
de´vient conjugue´ a`X dT− p
′









3. Le groupe d’holonomie de L = Pp \ {m0,mi,m−i} calcule´ sur une
section Σ : X = X0 dans une carte de coordonne´es privile´gie´es est
engendre´ par h et R ( les applications d’holonomie de L en m0
et mi lues sur Σ). Par conse´quent l’application d’holonomie h˜ de L
en m−i satisfait h˜ = (R ◦ h)
−1 ; on voit que r ◦ h˜ = r.
Le The´ore`me 1 de [C-L-S] implique que la multiplicite´ alge´brique
de Ω en 0 ∈ C2 est e´gale a` 1, donc la 1-forme est nilpotente. Puisque
Singularite´s Nilpotentes 151
r ◦ h = r, r ◦ R = r et r ◦ h˜ = r ont peut e´tendre r en une inte´grale
premie`re (comme dans la de´monstration du The´ore`me 2.1).
3. Exemples
Dans cette section on construit des exemples d’e´le´ments de Ω ∈ Σpp′,q′
sans inte´grale premie`re me´romorphe, avec une application d’holonomie h
(dans la carte ou` Ω˜i est line´aire) transcendante ou alge´brique. Il suffit
de trouver un e´le´ment h ∈ Diff(C2, 0) tel que son graphe ne soit pas
une courbe alge´brique a` variables se´pare´es, puis construire le feuilletage
correspondant (qui est donc sans inte´grale premie`re me´romorphe) a` l’aide
de la construction de [L].
Exemples transcendants. Pour tout racine de l’unite´ λ ∈ C on va
construire un diffe´omorphisme pe´riodique h ∈ Diff(C, 0) non alge´brique
avec h′(0) = λ.
Soient φ(z) := ez − 1 et h := φ−1 ◦ (λφ). Donc h est pe´riodique.
On a : φ−1(z) = log(1 + z) et h′(z) = 1(λ−1−1)e−z+1 . Comme e
−z est
transcendent, alors h′(z) est aussi transcedant. Par suite h est trans-
cendent. En effet s’il e´tait alge´brique, il existerait A ∈ C[Z,Z ′] tel que
A(z, h(z)) ≡ 0. Et par suite
δA
δZ
(z, h(z)) + h′(z)
δA
δZ ′
(z, h(z)) ≡ 0.
Posons :
F (Z,Z ′, Z ′′) =
δA
δZ




donc F ∈ C[Z,Z ′, Z ′′]. La courbe z 7→ (z, h(z), h′(z)) est contenue dans
l’intersection de F = 0 avecA = 0, donc il s’agit d’une courbe alge´brique.
Par suite h′ est alge´brique, ce qui est absurde.
Exemples alge´briques. On va construire un e´le´ment alge´brique h ∈
Diff(C2, 0) p-pe´riodique tel qu’il n’existe aucun e´le´ment r ∈ C[Z] veri-
fiant r ◦ h = r.
Conside´rons p=2, i.e. on cherche h tel que h◦h = Id(C,0) et h
′(0)=−1 ;
conside´rons donc la courbe alge´brique C0 d’e´quation :
y2 + β0y + α0xy + β0x+ x
2 + γ0 = 0; β0, α0 ∈ C
∗, γ0 = 0.
Cette courbe posse`de une seule branche lisse en (0, 0), e´crite comme
{(x, h(x)); x ∈ (C, 0)} et h′(0) = −1. Comme C0 est syme´trique alors
h ◦ h = Id(C,0) et h est 2-pe´riodique. La courbe C0 est irre´ductible vue
qu’elle ne contient aucune droite. Donc si ∃ r ∈ C(t) tel que r◦h=r alors
C0 serait une composante de la courbe alge´brique a` variables separe´es
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C : r(x)−r(y) = 0. Alors si (x, y) ∈ C0(⇒ r(x) = r(y)) et (y, z) ∈ C0(⇒
r(y) = r(z)) alors r(x) = r(z) et donc (x, z) ∈ C. Par conse´quent, si
R est la re´sultante des deux polynoˆmes en y
y2 + (β0 + α0x)y + x
2 + β0x+ γ0
y2 + (β0 + α0z)y + z
2 + β0z + γ0









est une composante de C. Posons :
11. α1 = 2− α
2
0
21. β1 = β0(2 − α0)
31. γ1 = β
2
0(1− α0) + α
2
0γ0
ou` α1 et β1 peuvent s’annuler et γ1 peut eˆtre non nul.
On re´ite`re le proce´de´. Finalement pour tout n ∈ N on a une courbe
alge´brique Cn constituant une ou deux composantes de C et d’e´quation :
y2 + βny + αnxy + βnx+ x
2 + γn = 0
avec
1n. αn+1 = 2− α
2
n
2n. βn+1 = βn(2 − αn)
3n. γn+1 = β
2
n(1 − αn) + α
2
nγn.
Les courbes Cn et Cm sont distinctes si et seulement si : αn 6= αm,
βn 6= βm ou γn 6= γm. Si α0 = −2 on obtient αn = −2 et βn = 4
nβ0.
Pour β0 6= 0, les courbes Cn sont deux a` deux distinctes. Alors la
courbe alge´brique C d’e´quation r(x) − r(y) = 0 aurait une infinite´
de composantes irre´ductibles, ce qui est absurde. Donc il n’existe pas
d’e´le´ment r ∈ C(t) tel que r ◦ h = r lorsque α0 = −2, β0 ∈ C
∗ et γ0 = 0.
Considerons le cas ge´ne´ral p ∈ N∗ \{1}. Soit donc ω ∈ C∗ \{1} ; on va
montrer l’existence d’un e´le´ment h ∈ Diff(C, 0) tel que h soit conjugue´
a` l’homothe´tie de (C, 0) de rapport ω (en particulier si ω est racine de
l’unite´ alors h est pe´riodique) alge´brique mais pas alge´brique a` variables
se´pare´es.
Soit Dω la droite d’e´quation y = ωx. Conside´rons
Qa : C
2 −→ C2
(x, y) 7−→ (x+ ax2, y + ay2)
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ou` a ∈ C∗. L’image par Qa de la droite Dω est la courbe alge´brique C
′
d’e´quation parame´trique (x ∈ C)
X = x+ ax2
Y = ωx+ ω2a x2
ou encore la courbe d’e´quation R(X,Y ) = 0, ou` R est la re´sultante en x
des deux polynoˆmes
X − (x + ax2)
Y − (ωx+ ω2a x2).
On a
R(X,Y ) = a(Y 2 + λY − 2ω2XY − ωλX + ω4X2)
avec λ = ω(ω−1)a .
Et par suite C′ est la courbe alge´brique irre´ductible d’e´quation
Y 2 + λY − 2ω2XY − ωλX + ω4X2.
Cette courbe posse`de une unique composante lisse en (0, 0) d’e´quation
Y = h(X). On a h′(0) = ω et h est analytiquement conjugue´ (au voisi-
nage de 0) a` l’homothe´tie de (C2, 0) de rapport ω. Le diffe´omorphisme h
de (C, 0) est alge´brique. Supposons qu’il est alge´brique a` variables se´pa-
re´es : il existe r ∈ C(t) tel que r ◦ h = r. Donc la courbe C′ est une
composante de la courbe alge´brique a` variables se´pare´es
C : r(X)− r(Y ) = 0.
Si (X,Y ) ∈ C′ et (Z, Y ) ∈ C′ alors (X,Z) ∈ C. Par conse´quent les com-
posantes irre´ductibles de la courbe C˜ : R˜ = 0 sont parmi les composantes
irre´ductibles de C, ou` R˜ est la re´sultante en Y des deux polynoˆmes
Y 2 + λY − 2ω2XY − ωλX + ω4X2
Y 2 + λY − 2ω2ZY − ωλZ + ω4Z2.
On a




ω3 , α0 = −2 et γ0 =
λ2(1−2ω)
ω6 .
La courbe C0 (qui est d’ailleurs irre´ductible vu qu’elle ne contient
aucune droite) d’e´quation
Y 2 + β0Y − 2XY + γ0 + β0X +X
2 = 0
est donc une composante de la courbe C d’e´quation r(X) − r(Y ) = 0,
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Comme conse´quence des exemples, on peut chercher une caracte´risa-
tion des courbes alge´briques a` variables se´pare´es. Conside´rons donc une
courbe alge´brique C d’e´quation P (x, y) = 0, on va supposer que C ne
contient pas des composantes qui sont des droites horizontales ou verti-
cales (cette condition est trivialement vraie pour les courbes alge´briques
a` variables se´pare´es).
The´ore`me 3.1. C est alge´brique a` variables separe´es ssi la relation
binaire sur C de´finie par xRP y ⇔ P (x, y) = 0 est une relation d’e´qui-
valence.
Preuve: C’est une condition ne´cessaire ; montrons qu’elle est suffisante :
1e`re e´tappe : montrons que si la relation binaire est d’e´quivalence alors
il existe un e´le´ment r1 de C(z) tel que la courbe C soit incluse dans la
courbe Cr1 : r1(x) − r1(y) = 0.
L’e´quation de C peut-eˆtre e´crite sous la forme :
C : yp +Ap−1(x)y
p−1 + · · ·+A1(x)y +A0(x) = 0
ou` A0(x), . . . , Ap−1 ∈ C(x).
Il existe une partie finie F ⊂ CP (1) tel que si x ∈ CP (1) \ F , alors
il exist exactement p points y1(x), y2(x), . . . , yp(x) qui sont les solutions
en y de l’e´quation pre´ce´dente, ou encore, c’est l’ensemble des e´le´ments
de la classe de x par la relation d’e´quivalence RP .
Conside´rons S1, S2, . . . , Sp les polynoˆmes syme´triques e´le´mentaires
dans les variables z1, . . . , zp et z = (z1, . . . , zp) ; un polynoˆme Q ∈ C[z]
est syme´trique ssi il existe H ∈ C[z] tel que
Q(z) = H(S1(z), . . . , Sp(z)).
En particulier ∀ x ∈ CP (x) \ F
Q(y(x)) = H(S1(y(x)), . . . , Sp(y(x)))
= H((−1)Ap−1(x), . . . , (−1)
p−1A1(x), (−1)
pA0(x)),
ou` y(x) = (y1(x), . . . , yp(x)). Donc l’extension r1(x) de Q(y(x)) a` CP (1)
est telle que r1(x) ∈ C(x) et ∀ z, z
′ ∈ CP (1) : (z, z′) ∈ C ⇒ r1(z) =
r1(z
′).
2e`me e´tappe : soit
KC = {r ∈ C(z); r(z) = r(z
′) ∀ (z, z′) ∈ C}.
On a C 6⊆ K ⊂ C(z). D’apre´s le The´ore`me de Luroth, il existe un
e´le´ment minimal r0 de K, i.e. K = C(r0). Si r1 est un autre e´le´ment
minimal de K alors il existe une homographie H telle que r1 = H ◦ r0.
En effet, soient R, R˜ ∈ C(z) tels que r1 = R(r0) et r0 = R(r1). Donc
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r0 = R˜ ◦ R(r0) et r1 = R ◦ R˜(r1). Posons R˜ ◦ R = l/k ou` l, k ∈ C[t].
On a donc r0 k(r0)− l(r0) ≡ 0. Comme r0 n’est pas constant, par suite
R˜◦R(z) ≡ z ; de meˆme pour R◦R˜. Donc R et R˜ sont deux homographies.
Soit Cr0 la courbe alge´brique de´finie par r0 :
r0(z) − r0(z
′) = 0. Si r1 est un autre e´le´ment minimal de KC alors
Cr1 = Cr0 car r1 = H ◦ r0 pour l’ homographie H et donc la courbe Cr0
est inde´pendante du choix de l’e´le´ment minimal r0.
3e`me e´tappe : montrons finalement que C = Cr0 . On a de´ja` que C ⊂ Cr0 .
Si C 6⊆ Cr0 , il existe (x, x
′) ∈ Cr0 \ C. Par suite les classes de x et x
′
viaRP sont diffe´rentes et donc {y1(x), y2(x), . . . , yp(x)} 6={y1(x
′), y2(x
′),
. . . , yp(x
′)}. Il existe alors un polynoˆme syme´trique e´le´mentaire Sk tel
que Sk(y(x)) 6= Sk(y(x
′)). Donc rSk(x) 6= rSk(x
′) ou` rSk = Sk(y(x)).
Mais rSk ∈ KC et donc rSk ∈ C(r0) ce qui est absurde car r0(x) = r0(x
′).
D’ou` C = Cr0 et la courbe alge´brique C est a` variables se´pare´es.
4. Classification et rigidite´ formelle analytiques
Pour faire la classification analytique des e´le´ments de Σpp′,q′ on va
utiliser les meˆmes ide´es et notations de la Section 2.
Le the´ore`me suivant a e´te´ demontre´ aussi par Rudy Rosas.
The´ore`me 4.1. Les feuilletages FΩ, FΩ′ sont analytiquement conjugue´s
ssi leur groupes d’holonomie pour la feuille L, lus sur une section dans
une carte de coordonne´es privile´gie´es, sont conjugue´s en 0 :
i) Line´airement, si p′ > 1.
ii) Par une homographie, si p′ = q′ = 1.
iii) Par un reveˆtement d’ordre q′ si p′ = 1 et q′ > 1.
Preuve: Soit Ψ˜ conjugation analytique entre F˜Ω, F˜Ω′ et conside´rons
Ψ0 = Φ
′ ◦ Ψ˜ ◦Φ−1 : on a Ψ∗0ω0 ∧ ω0 = 0 et on peut supposer Ψ0|(Σ,0) ⊂
(Σ, 0) (par transport le long de chaque feuille de ω0 = 0). Ψ0 induit une
homographie de C¯ = Σ¯/R, extension du passage au quotient de Ψ0|(Σ,0) ;
la projection π : Σ¯ → C¯ est un reveˆtement d’ordre q′ en 0. Ψ0|(Σ,0) est
la conjugation cherche´e entre les groupes d’holonomie. On remarque
que cette application est line´aire ssi Ψ˜ pre´serve les se´paratrices dis-
tingue´es ; c’est toujours le cas si p′ > 1. Pour p′ = 1, on a Ψ0|(Σ,0)(T ) =
[aT/(1 + bT )]1/q
′
, a 6= 0, pour un branche convenable de la racine ; les
q′-racines de a/b correspondent a` l’image par Ψ˜ de la se´paratrice dis-
tingue´e par mi.
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Supposons maintenant que les groupes d’holonomie de L sont conju-
gue´s par une transformation line´aire ; on repe`te l’argument du The´ore`-
me 2.2 pour construire une conjugaison entre les feuilletages. Si la conju-
gaison est du type L(T ) = [aT/(1 + bT )]1/q
′
, soit l la feuille de ω0 = 0
dont l’intersection avec Σ est l’ensemble de q′-racines de a/b. On prend
un feuilletage F˜Ω′
1
conjugue´ a` F˜Ω′ de fac¸on que l’image de l par la
conjugaison soit la se´paratrice distingue´e de F˜Ω′
1
par mi. Les groupes
d’holonomie de L selon F˜Ω′ et F˜Ω′
1
, lus sur Σ (dans les coordone´es pri-
vilegie´es) sont conjugue´s par l’homographie L′(T ) = [a′T/(1 + b′T )]1/q
′
ou` b′ = −b/a. Alors L′ ◦ L est line´aire, et on concluit comme avant.
Il faut remarquer que pour la construction des conjugaisons entre
feuilletages de Σpp′,q′ e´crites comme (1.2), on utilise pour fibration ge´ne´-
riquement transverse le feuilletage de´fini par la 1-forme Ω0 = py dx−xdy
(apre`s de´singularisation), de la meˆme fac¸on que dans [Me, pg. 34].
On a aussi le the´ore`me de rigidite´ suivant :
The´ore`me 4.2. Si Ω posse`de une inte´grale premie`re me´romorphe alors
elle est rigide, i.e. toute 1-forme qui lui est formellement conjugue´e lui
est en fait analytiquement conjugue´e.
Preuve: Soit Ω′ ∈ Λ1(C2, 0) formellement conjugue´ a` Ω : Φ̂∗Ω ∧ Ω′ = 0,
ou` Φ̂ ∈ D̂iff(C2, 0). Par suite Ω′ admet une inte´grale premie`re me´romor-
phe formelle Ĥ = F ◦ Φ̂, ou` F est une inte´grale premie`re me´romorphe
de Ω. Comme Ω′ posse`de une singularite´ mi dans Pp avec µi ∈ Q
+ alors
Ĥ est me´romorphe pure, i.e. Ĥ /∈ Ô2 et Ĥ
−1 /∈ Ô2. D’apre`s [C-Ma], Ĥ
est alors convergente : Ĥ = F ◦ Φ̂ ∈ M2. Posons alors H = F ◦ Φ̂ ∈M2.
D’apre`s le The´ore`me d’Artin [A], il existe Φ ∈ Diff(C2, 0) tel que H =
F ◦ Φ. Donc Φ∗Ω ∧ Ω′ = 0.
5. Cas dicritique avec tangences
Conside´rons l’espace Σk1,...,kl des feuilletages en (C
2, (0, 0)) tel que
(0, 0) soit point singulier avec la proprie´te´ : apre`s un e´clatement le divi-
seur exceptionnel est transverse au feuilletage e´clate´ sauf en un nombre
fini de points de tangence d’ordre k1, . . . , kl. Nous voulons caracte´riser
les feuilletages dans cet espace avec inte´grale premie`re me´romorphe.
Il faut premie`rement associer a` chaque point de tangence d’or-
dre k ∈ N une application holomorphe de pe´riode k. Prenons pour
coordonne´es (x, t), y = tx et supposons que le point de tangence soit
p = (0, 0) ; localement le feuilletage e´clate´ est donne´ par
h(x, t) = u(x, t)(x − f(t)) = cste,
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ou` f(t) = tkfˆ(t), fˆ(0) 6= 0, fˆ et u(x, t) sont holomorphes et u(0, 0) 6= 0 ;
la courbe de tangence Lp en p au diviseur exceptionnel E est x = f(t).
Il faut e´clater successivement k fois a` partir du point p pour avoir finale-
ment le transforme´ strict Lˆp de la courbe Lp transverse au diviseur excep-
tionnel. Celui-ci est l’union du transforme´ strict Eˆ de E avec une chaˆıne
line´aire de k composantes Q1, . . . , Qk ; les self-intersections sont donne´es
par Q1.Q1 = −1 et Qj.Qj = −2 pour 2 ≤ j ≤ k. Le feuilletage e´clate´
est transverse a` Eˆ au voisinage de Eˆ ∩Q1 ; les composantes Q1, . . . , Qk
sont invariantes et les seules singularite´s sont aux coins, sauf pour Q1
qui posse`de aussi une singularite´ q a` l’intersection Lˆp∩Q1. Le feuilletage
e´clate´ posse`de a` chaque singularite´ une inte´grale premie`re holomorphe ;
en particulier, l’indice associe´ a` Q1 en q est −1/k. Soit {r} = Q1 ∩Q2.
L’application d’holonomie de Q1 \ {q, r} au point q est pe´riodique de
pe´riode k ; si on fait le transport de cette application jusqu’a` Eˆ on ob-
tient un diffe´omorphisme local ip (pe´riodique de pe´riode k). Evidemment
ce diffe´omorphisme peut-eˆtre lu directement sur E (en fait, sur un voi-
sinage Vp de p dans E).
Ainsi a` chaque point de tangence pj = (tj , 0) ∈ E, 1 ≤ j ≤ l il est
associe´ un diffe´omorphime local ij de pe´riode kj tel que
ij(tj) = tj ; t ∈ Vpj et ij(t) ∈ E sont dans la meˆme feuille.
En ce qui concerne la de´singularisation, on trouve une composante du
diviseur exceptionel, disons encore Eˆ avec self-intersection Eˆ.Eˆ = −1−∑l
j=1 kj , attache´e a` l chaˆınes line´aires ; le feuilletage de´singularise´ est
transverse a` Eˆ.
La condition d’existence d’une inte´grale premie`re a un rapport direct






Eˆ Q1 Q2 Qk
The´ore`me 5.1. Le feuilletage F posse`de une inte´grale premie`re me´ro-
morphe ssi les graphes des applications i1, . . . , il sont tous contenus dans
une courbe alge´brique a` variables se´pare´es.
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Preuve: Conside´rons l’inte´grale premie`re F (x, t) du transforme´ strict Fˆ .
La courbe H(z)−H(w) = 0, ou` H(·) = F (0, ·) contient chaque graphe
de ij , 1 ≤ j ≤ l parce que F (0, ij(t)) = F (0, t).
A l’inverse, si chaque graphe est contenu dans la courbe H(z) −
H(w) = 0 alors on peut de´finir l’inte´grale au point (x, t) comme la valeur
de H au point ou` la feuille de Fˆ par (x, t) coupe E ; comme la feuille
coupe E en plusieurs points seulement au voisinages des points de tan-
gence, la condition donne´e entraˆıne que cette valeur est bien de´finie.
Nous voulons maintenant discuter la synthe`se des singularite´s de
Σk1,...,kl . Pour simplifier l’expose´, prenons le cas d’un point de tangence
d’ordre k ∈ N seulement. A la fin de la construction nous aurons un
diviseur exceptionnel avec une composante Eˆ de self-intersection −1− k
attache´e a` une chaˆıne line´aire avec k composantes Q1, Q2, . . . , Qk de self-
intersections −1,−2, . . . ,−2 respectivement. On va recoller un feuille-
tage Fˆ1 transverse a` Eˆ avec un feuilletage Fˆ2 de´fini au voisinage de la
chaˆıne line´aire comme on a de´ja` de´crit au de´but de cette section.
La composante Q1 posse`de une singularite´ q du type local ku dv +
v du = 0. Choisissons une section Σ˜ proche de q, transverse a` Q1 ; l’ap-
plication d’holonomie locale h en q du feuilletage Fˆ2 est pe´riodique de
pe´riode k ∈ N ; prenons aussi un petit arc dans Eˆ et un diffe´omorphisme
holomorphe η : Σ → Σ˜. Cette application a une xtension holomorphe
d’un voisinage U de Σ dans un voisinage U˜ de Σ˜ de´finie au long des
feuilletages Fˆ1|U et Fˆ2|U˜ de fac¸on a` les pre´server. Par conse´quent, l’ap-





Le choix de η permet de re´aliser i comme on veut, par exemple non
alge´brique, ou alge´brique mais pas alge´brique a` variables se´pare´es, ou
meˆme alge´brique a` variables se´pare´es (cf. Section 3).
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Exemple (Suzuki). Il s’agit d’un exemple avec une tangence quadra-







de´finie dans un voisinage de t = 1 (i(1) = 1). La fonction i(t) satisfait
l’e´quation diffe´rentielle
t(i(t)− 1)i′(t) = i(t)(t− 1).
Par conse´quent (t, i(t)) est courbe inte´grale par (1, 1) du feuilletage du
plan projective
x(y − 1) dy = y(x− 1) dx.
Cette e´quation a pour singularite´s O = (0, 0), les points B, C d’inter-
section des axes avec la droit L∞, le point A d’intersection de L∞ avec
la droit qui passe par (0, 0) et D = (1, 1). Les axes, la droite L∞ et
la droite OA sont invariants par le feuilletage. Les droites OB et L∞
sont les se´paratrice du noed-col B, de meˆme les droites OC et L∞ sont
les se´paratrices du noed-col C. Les singularite´s O et A sont radiales, et
le feuilletage posse`de inte´grale premie`re holomorphe du type u v = cste
dans un voisinage de D. Finale´ment, la droite OA est se´paratrice de D.
Le graphe de i(t) est alors contenu dans l’autre se´paratrice S de la sin-
gularite´ D ; montrons qu’elle n’est pas alge´brique. Supposons que S soit
une courbe alge´brique de degre´e d ∈ N. Cette courbe contient comme
singularite´s seulement les points O, A et D (S est en fait disjointe d’une
voisinage de B et C, une fois que les se´paratrices de B et C sont les axes
et L∞). Si S passe m fois par O et n fois par A, on a
d = m+ n+ 1
par le The´ore`me de Be´zout. D’autre coteˆ, par le the´ore`me d’indices ap-
plique´ a S et ses singularite´s on trouve que
d2 −m2 − n2 = −1;
les re´lations sont incompatibles.
160 R. Meziani, P. Sad
Re´fe´rences
[A] M. Artin, On the solutions of analytic equations, Invent.
Math. 5 (1968), 277–291.
[B-Me-S] M. Berthier, R. Meziani et P. Sad, On the classifica-
tion of nilpotent singularities, Bull. Sci. Math. 123(5) (1999),
351–370.
[C-L-S] C. Camacho, A. Lins Neto et P. Sad, Topological inva-
riants and equidesingularization for holomorphic vector fields,
J. Differential Geom. 20(1) (1984), 143–174.
[C-Ma] D. Cerveau et J.-F. Mattei, Formes inte´grables holo-
morphes singulie`res, Aste´risque 97, Socie´te´ Mathe´matique de
France, Paris (1982), 193 pp.
[C-M] D. Cerveau et R. Moussu, Groupes d’automorphismes
de (C, 0) et e´quations diffe´rentielles y dy + · · · = 0, Bull. Soc.
Math. France 116(4) (1988), 459–488 (1989).
[K] M. Klughertz, Existence d’une inte´grale premie`re me´ro-
morphe pour des germes de feuilletages a` feuilles ferme´es du
plan complexe, Topology 31(2) (1992), 255–269.
[L] A. Lins Neto, Construction of singular holomorphic vector
fields and foliations in dimension two, J. Differential Geom.
26(1) (1987), 1–31.
[Lo] F. Loray, Analytic normal forms for non degenerate singula-
rities of planar vector fields, Preprint IRMAR-Rennes (2004).
[M-M] J.-F. Mattei et R. Moussu, Holonomie et inte´grales pre-
mie`res,Ann. Sci. E´cole Norm. Sup. (4) 13(4) (1980), 469–523.
[Me] R. Meziani, Classification analytique d’e´quations diffe´rentie-
lles y dy + · · · = 0 et espace de modules, Bol. Soc. Brasil.
Mat. (N.S.) 27(1) (1996), 23–53.
[S-Z] E. Stro´z˙yna et H. Z˙o la¸dek, The analytic and formal nor-
mal form for the nilpotent singularity, J. Differential Equations
179(2) (2002), 479–537.
[T] F. Takens, Singularities of vector fields, Inst. Hautes E´tudes










Instituto Nacional de Matema´tica Pura e Aplicada (IMPA)
Estrada Dona Castorina 110
22460-320 Rio de Janeiro
Brazil
E-mail address: sad@impa.br
Primera versio´ rebuda el 9 de juny de 2006,
darrera versio´ rebuda el 27 d’octubre de 2006.
