The introduction of synchrotron beamlines for highenergy X-ray diffraction raises new possibilities for texture determination of polycrystalline materials. The local texture can be mapped out in three dimensions and texture developments can be studied in situ in complicated environments. However, it is found that a full alignment of the two-dimensional detector used in many cases is impractical and that data-sets are often partially subject to geometric restrictions. Estimating the parameters of the traces of the Debye±Scherrer cones on the detector therefore becomes a concern. Moreover, the background may vary substantially on a local scale as a result of inhomogeneities in the sample environment etc. A set of image-processing tools has been employed to overcome these complications. An automatic procedure for estimating the parameters of the traces (taken as ellipses) is described, based on a combination of a circular Hough transform and nonlinear least-squares ®tting. Using the estimated ellipses the background is subtracted and the intensity along the Debye±Scherrer cones is integrated by a combined ®t of the local diffraction pattern. The corresponding algorithms are presented together with the necessary coordinate transform for pole-®gure determination. The image-processing tools may be useful for the analysis of noisy or partial powder diffraction data-sets in general, provided¯at twodimensional detectors are used.
Introduction
Dedicated beamlines for high-energy X-ray diffraction (60±300 keV) have recently become available at several synchrotrons. In comparison to X-ray sources in thè conventional' energy range between 5 and 20 keV, the high-energy ones are characterized by the much greater penetration power of the beam (of the order of 1 cm instead of 10 mm) and by the smaller scattering angles. These properties raise some interesting prospects for the development of new tools for texture determination of polycrystalline materials. Hence, for the ®rst time it is possible to obtain three-dimensional maps of the local texture within the bulk of the material in a nondestructive manner. The increased penetration power also implies that in situ studies of samples during thermomechanical processing, for example, become much easier.
At Risù National Laboratory we have designed and implemented an experimental set-up for fast and optional local texture determination using the high energies (Poulsen & Jensen, 1995; Garbe et al., 1996; Poulsen et al., 1997) . The set-up is based on the use of ā at online two-dimensional detector [a CCD (chargecoupled device) camera]. The diffracted signal along the Debye±Scherrer cones appears as segments of ellipses in the images. The ellipses are close to being circles, but are not exact circles, because of alignment errors and spatial distortion in the CCD.
Because of bulky sample environments and different requirements for Q-space resolution we have found that the CCD often has to be placed on an ad hoc basis in the set-up, thereby eliminating the possibility of performing a high-accuracy pre-alignment of the camera. Similarly, in order to obtain a suf®cient 2 resolution it is often necessary to mount the detector such that the centre of the cones is placed far outside the image, although image-plate detectors are improving in resolution and absorption ef®ciency (Thoms et al., 1996) . In consequence, the parameters of the ellipses (the centre position, the major and minor axes) are a priori unknown.
Moreover, the simultaneous demands for fast and local measurements and for complicated sample environments tend to make images noisy. The automatic estimation of ellipse parameters is therefore not straightforward. Another complication is that background corrections cannot be done simply by the subtraction of an image with the sample removed, but have to be based on the local variations within the image.
Analysis of two-dimensional (2D) powder diffraction data-sets has previously been performed by a number of authors. Cernik et al. (1992) manually marked the centre of the powder rings, then adjusted the centre of the rings taking a histogram cut through the assumed centre of the rings marking two corresponding peaks on either side of the rings. This step was repeated several times. Finally, a circular integration procedure moved along the diameter of the rings depositing the intensities into an array and at the same time sampling the distance of the point. Shimomura et al. (1992) presented an interpolation method and a histogram method to determine the integrated intensity. In the interpolation method a polar grid is set around the centre of the rings and the intensity of each point is interpolated from 9 Â 9 pixels around the grid point. The diffraction pro®le is then obtained by integration of the intensity along the azimuth direction at each radial step. In the histogram method the intensity of each pixel is plotted as the function of the distance from the direct-beam position. The histogram is then segmented with an appropriate interval and the intensities in each segment are averaged. Cernik et al. (1992) and Shimomura et al. (1992) both assumed that the detector is perpendicular to the incident beam so the diffracted signals become circles. Piltz et al. (1992) used appropriate values of the direct-beam coordinates to partition the image into a number of sectors. Each sector is rebinned in terms of the distance to the direct-beam coordinate. The geometric parameters for the rings are then varied until the data rebinned in terms of 2 are maximally sharp. The integrated intensity is obtained by rebinning as a function of 2. Nguyen & Jeanloz (1993) marked a number of points on the arc of a given Debye±Scherrer ring and ®tted an ellipse to the points. Using the estimated ellipse the pixels with the highest intensity in a window around the ellipses are assumed to be true ellipse points and a new ellipse ®t is made using the new points. The integrated intensity is found by adding the pixels with the same angle of diffraction. Sulyanov et al. (1994) knew one of the coordinates for the incident beam. Using the known coordinate, different rectangular windows containing parts of the Debye±Scherrer rings are used to measure the centre of gravity for a number of Bragg peaks. Using the centres, the unknown incident-beam coordinate, the sample-to-detector distance and the detector's vertical rotation are calculated. Then the relevant part of the image is subdivided into a number of rings using the estimated parameters and the integrated intensity is determined by summing the pixels that correspond to each ring.
Besides the above described methods, Lorenzen et al. (1995) have developed a number of macros for PAW++ (CERN, 1993) which can make radial and angular intensity distributions, but the macros cannot measure the parameters for the Debye±Scherrer rings.
All the previous published methods are based on manual interaction or a priori knowledge of the parameters for the Debye±Scherrer cones. We here present a set of image-processing tools which has been employed to estimate automatically the parameters of the ellipse with very limited knowledge of the parameters (only an interval is needed). This method can also overcome the complications described above regarding the constraints that only parts of the Debye±Scherrer cones are visible and that the detector may be rotated vertically. Besides this, we present a method for removing the background and integrating the intensity along the Debye±Scherrer cones which is new in this context.
First, we sketch the experimental set-up. Then, the algorithms for estimating the ellipse parameters are presented [a combination of a circular Hough transform (Duda & Hart, 1972) and nonlinear least-squares ®tting]. The routines for local background subtraction and integration are discussed, followed by a listing of the necessary coordinate transforms for calculation of pole ®gures.
Experimental set-up
A schematic drawing of the experimental set-up is shown in Fig. 1 . A monochromatic beam is used. A square pinhole in front of the sample de®nes the beam in two dimensions. An optical conical collimator may be inserted in the diffracted beam after the sample to de®ne the probe volume in all three dimensions. The sample is mounted on an xyz translation stage, which in turn is mounted on a turntable (3 rotation). The detector presently used is a XIOS-II tapered CCD camera from Photonics Science. The detector can be moved around in the laboratory coordinate system to measure the relevant parts of the Debye±Scherrer cones. Additional details of the set-up are given in Garbe et al. (1996) . Fig. 1 also illustrates the de®nitions of a laboratory coordinate system (x, y, z) and of the angles 2 (the scattering angle), (the angle around the Debye±Scherrer cone) and 3. 3 is de®ned as positive in the counterclockwise (c.c.w.) direction around the z axis and 3 = 0 along the positive x axis. is positive c.c.w. around the y axis and = 0 along the positive z axis.
In an ideal set-up a random texture would produce a set of concentric circles on the image, corresponding to the various Debye±Scherrer cones. Misalignments of the set-up and intrinsic spatial distortions in the camera give rise to small deviations from this pattern. It is especially hard to align the detector so that it isn't rotated around an axis parallel to the z axis. Empirically, the patterns are found to be well described by concentric ellipses with the axes parallel to the laboratory x and z axes. In general, the difference between the axes of ellipses is less than 10%.
There are three contributions to the background. The intrinsic noise terms in the camera (dark current and readout noise) are subtracted immediately after data acquisition. Spikes generated by the direct interaction of the high-energy photons with the CCD can be removed by a low-pass ®lter. This leaves the air scattering and the general scatter from the instrumental hutch. These contributions are dif®cult to correct for as they depend on the geometry of the sample and sample environments. (Substituting the sample by a set of dummies is often impractical in set-ups involving complicated sample environments.)
The texture analysis is based on a set of exposures, typically 20. These are made at equidistant 3 positions during a 90 sample rotation.
Estimation of the ellipse parameters
This section describes the algorithms that are used for each image in order to estimate the ellipse parameters. The procedure contains the following steps: (i) preprocessing the image for the Hough transform; (ii) initial estimation of the ellipse parameters (Hough transform); (iii) ®nal estimation of the ellipse parameters (leastsquares ®t).
For illustration we will use the test image presented in Fig. 2 throughout. The image is related to a study of recrystallization in aluminium (Poulsen & Jensen, 1995) . It represents a low-quality image with a low signal-to-noise ratio and a restricted geometry. The conical slit is not in use in this case.
Preprocessing the image for the Hough transform
The ellipse parameters are initially estimated by means of a Hough transform. Here the rather large variation in the background intensity within the images may cause problems. The traditional way to remove such a varying background is to subtract a low-pass-®ltered image from the original. As a low-pass ®lter we use a¯at grey-scale opening of size 3 Â 3 (Haralick et al., 1987) . The grey-scale opening of size 3 Â 3 is made by ®rst assigning the minimal pixel value within a window of size 3 Â 3 to a pixel in a new image with the same position as the centre pixel of the window. This is done for all pixels in the image. Finally, the operation is repeated on the new image, the only difference being that the maximal pixel value instead of the minimal value is assigned to the output pixel. The grey-scale opening removes the ellipse segments from the image and leaves the background, which is then subtracted from the image. The method is known as the morphological top-hat operation.
After the morphological top-hat operation, most of the varying background is removed, but the image is still very noisy. To suppress the noise further, a threshold is applied to the image, producing a binary image. To make the threshold independent of the image the threshold is chosen as the 95% quantile of the histogram. The effect Fig. 2 . The raw test image, developed during an 80 keV study of recrystallization in aluminium (Poulsen & Jensen, 1995) . The black square is caused by the beam stop and the black ring-shaped con®nement is related to the use of an evacuated¯ight tube. Texture components in four re¯ections are evident as white segments of ellipses.
of applying the morphological top-hat operation and then applying the threshold to the image is shown in Fig. 3 .
Initial estimation of the ellipse parameters (Hough transform)
Assume each of the ellipses is given by
where (x c , z c ) is the centre of the ellipse, a j is the axis along z for ellipse j, and aab is the ratio between the axes along z and x. The physical origin of the signal implies that the ellipse parameters (x c , z c ) and aab are the same for all ellipses in a given image, and that the axes of the ellipses are parallel to the axes of the image. For estimating the parameters of the ellipses in the image the Hough transform (Duda & Hart, 1972 ) is introduced. The Hough transform is a powerful tool for determining one or more equal geometric ®gures described by a low number of parameters in an image. The Hough transform maps the image into a parameter space known as the Hough space which has the same dimensions as the number of parameters of the geometric ®gure. A point in the Hough space corresponds to a ®xed realization of the geometric ®gure, which is described by the parameter coordinates of the point. Applying the Hough transform to an image containing a number of a certain kind of geometric ®gures will make the ®gures become high-intensity points in the Hough space. Finding the high-intensity points makes it possible to estimate the parameters of each ®gure in the image. To use the Hough transform one needs to give intervals for the parameters. In most cases, the intervals can be calculated automatically under the assumption that the centre of the cones is somewhere within the centre of the image, but in principle there are no limits for the intervals besides the constraints regarding memory and computation time. In the present case, with the ellipses, the Hough space has a dimension of four, which results in a sparsely populated Hough space. In addition, only small sections of the ellipses are nonzero and the image is still quite noisy. Unfortunately, this implies that a direct application will be very slow and nonrobust.
In practice, the axis ratio is very close to 1. For the present purpose we may therefore initially approximate the ellipses by circles:
where r j is the radius of circle j. This assumption reduces the Hough space from four dimensions to three, which makes the transformation faster and more robust. To make it even more robust, the Hough transform of the image is projected into (x c , z c ) space by determining the variance of the r pro®le for each combination of (x c , z c ). The centre is then de®ned by the coordinates associated with the highest variance in the projected Hough space while the radii for the various ellipses are identi®ed by the peaks in the r pro®le for the determined centre values (x c , z c ).
Although the dimension of the Hough space has been reduced, the Hough transform is still very computer intensive, but it is possible to speed up the transformation without losing much information by scaling down the image or by making the quantization more coarse. Provided a reasonable initial guess of the intervals for the centre and the radii is available, the size of the Hough space may also be reduced. The Hough transform is applied to the preprocessed image in Fig. 3 and the variance projection of the Hough space is shown in Fig. 4 .
The problem now is to determine the ellipse radii from the r pro®le. This can be done by one of two approaches. In the ®rst approach the number of ellipses in the image is speci®ed and a corresponding number of radii are then determined as the radii related to the local maxima with the highest value in the r pro®le. In the second approach the r pro®le is centralized by subtracting the mean from the r pro®le and all local maxima larger than a prede®ned threshold are assumed to correspond to ellipses in the image. The threshold is typically chosen as twice the standard deviation corresponding to the 95% quantile of the Gauss distribution. The r pro®le for the determined centre is shown in Fig. 5 where the four highest peaks correspond to the radii of the four ellipses. For determining the ellipses in the test image the ®rst approach is used and the number of ellipses is speci®ed to three because only the three clearest are of interest. The radii for the three ellipses are estimated as r 1 = 85, r 2 = 98 and r 3 = 140 pixels, respectively.
To obtain a measure of the quality of the estimate, the r pro®le is centralized by subtracting the mean of the r pro®le. The values of the centralized local maxima related to the estimated radii are then compared to twice the standard deviation of the r pro®le. The values of the centralized local maxima related to the estimated radii amount to 10.3, 7.9 and 5.7 times the standard deviation, respectively. This indicates an estimate of high quality.
These procedures allow a robust and relatively fast initial detection of the circle parameters.
Final estimation of the ellipse parameters (leastsquares ®t)
The result of the Hough transform is used as the initial parameters for a nonlinear least-squares ®t with aab T 1. The ®t is based on the identi®cation of peak maxima along radial lines in the image, originating in the approximate centre just found. The original image is used for this ®t.
For a given angle a radial line is made through the approximate centre. For each of the relevant ellipses we focus on a given segment Ár of this line containing the approximate position of the ellipse. The radial segment Ár should be suf®ciently large that the whole width of the ellipse is included in the line segment and suf®ciently small that neighbouring ellipses do not interfere. The intensities along this line segment are recorded with a given step size de®ned as 0.2 pixel. In order to do this, a bilinear interpolation is performed between pixels. This procedure is repeated for a set of equidistant positions within a small angular segment Á, typically 3 . The intensities of the line segments are added to a radial pro®le showing the average intensity variation with r within Á. The averaging over is done in order to make the radial pro®les less affected by noise and to be sure all pixels within Á are included in the calculation of the radial pro®le.
Radial pro®les are made for each ellipse in equidistant steps of Á. An example of a radial pro®le through the innermost ellipse in the test image is shown in Fig. 6 . To suppress the noise, each of the radial pro®les is smoothed with a Gaussian ®lter of width 3, before the position with the maximum intensity is found. Next, the maximum intensity is compared to the intensity in twò background points' in the radial pro®le with a given distance to the maximum position. If the maximum intensity compared to the intensity of each background point is larger than a prede®ned percentage, the position of the maximum is accepted as a valid estimation point. In this way the program is prevented from picking up random points at positions where the diffracted intensity in the ellipse is small or nonexistent.
The ellipse parameters are then ®tted to the valid estimation points. The nonlinear least-squares Leven-berg±Marquardt algorithm (Marquardt, 1963) is used with the restriction that the centre and the axis ratio should be the same for all the ellipses. The valid estimation points are weighted by their intensity. The ®nal result of the automatic estimation of the parameters of the ellipses in the test image is shown in Fig. 7 , where the estimated parameters are aab = 1.034, x c Y z c = (228.5, 182.2), a 1 = 85.3, a 2 = 98.5 and a 3 = 139.6 pixels. The difference between the axis a j of the neighbouring ellipses is 13.2 and 41.1 pixels. The standard deviation corresponding to the ®t of each ellipse is 0.7, 1.0 and 3.2, respectively. The relatively higher value for the third ellipse is because very little of this ellipse is visible and therefore only a small number of valid estimation points are determined. Compared to the distance between the ellipses, the standard deviations still indicate a goodquality estimate and support the assumption that the Debye±Scherrer cones appear as ellipses in the image.
Background subtraction and integration
For a given re¯ection radial intensity pro®les are created for equidistant values of , each pro®le containing the estimated ellipse segment with a background on one or both sides. The radial pro®les correspond to parts of conventional one-dimensional (1D) diffraction patterns, which empirically have been found to be well described by Gaussian-shaped peaks for scattering angles which are not too small (see e.g. Rietveld, 1969) . On this basis, the radial pro®le is ®tted to a Gaussian. Additionally, the background in the local area around the peak is assumed to be linear and ®tted at the same time as the Gaussian. Examination of the images seems to justify this method. The radial intensity pro®le P(, q) at angle is then given as
where q is the discrete position of P(), $ and ) are parameters corresponding to the linear ®t of the back-ground, and , " and ' are parameters related to the Gaussian ®t. The integrated intensity I() of ellipse j is then determined as the area of the Gaussian multiplied by the length of the curve approximated by a j Á:
where a j is the axis along z for ellipse j. The advantage of the chosen method is that it requires no knowledge about the peaks, but for a more complex pattern with a high degree of peak overlap this method may be unsuitable and more complex procedures using knowledge of unit-cell parameters (Pawley, 1981) or intensity restraints (Anwar, 1993 ) must be adopted. An alternative to a linear ®t to the local background is to subtract a low-pass-®ltered image from the original as for the preprocessing of the image for the Hough transform. However, this is not suf®ciently accurate as the ®ltered image will always contain some parts of the diffracted signal in the ellipses. Fig. 6 shows an example of a radial intensity pro®le, the estimate of the background and the Gaussian and the difference between the pro®le and the estimate. Fig.  8 shows the integrated intensity of the innermost ellipse of the test image as a function of the angle .
Pole-®gure coordinate transform
For reference purposes, we here give the necessary formulae for converting the (3, ) coordinates into the conventional polar (, ) coordinates used in connection with conventional (RD, TD, ND) pole ®gures as de®ned in Bunge (1993) . RD, TD and ND symbolize the rolling direction, transverse direction and the direction normal to the rolling plane, respectively. Fig. 6 . The radial intensity pro®le (top full line), the estimate of the background and the Gaussian (top dashed line) and the difference between the pro®le and the estimate (bottom dotted line) for the innermost ellipse in the test image (Fig. 2) . The angle is = 195 , the angular segment is Á = 3 , the radial segment corresponds to Ár = 20 pixels centred around the estimated ellipse and the full width at half-maximum is 0.124 . Fig. 7 . The ®nal result of the automatic estimation of the position of the three innermost ellipses in the test image (Fig. 2) .
Assume the sample is positioned such that for 3 = 0 we have (RD, TD, ND) parallel to (x, y, z) . The auxiliary variables are de®ned as: u = cos 3 cos sin + sin 3 sin , v = sin 3 cos sin À cos 3 sin , w = cos cos . Then = 1 À w 2 1a2 a1 jwj, = arctanuav for u > 0, = arctanuav % for u < 0.
Conclusion
A set of texture-related algorithms for use with noisy and incomplete data-sets from 2D detectors has been developed. A Hough space formalism is introduced which allows automatic estimation of the parameters for the Debye±Scherrer cones with very limited knowledge of the parameters (only an interval is needed). This feature has proven indispensable for a series of experiments related to high-energy X-ray diffraction, where accurate detector alignment has been impractical.
