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Fuzzy roughness and rough entropy of covering based generalized
rough intuitionistic fuzzy set model
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Abstract: On the basis of the covering rough intuitionistisc fuzzy set model，this paper introduces the notions of rough-
ness and rough entropy，by which the uncertainty measure of intuitionistisc fuzzy set is investigated and their properties
are discussed． It is proved that the fuzzy roughness and rough entropy of intuitionistisc fuzzy sets are monotonously de-
creasing with the subdivision of covering sets by examples．
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0 引言
粗糙集理论［1］是处理不确定、不精确信息的数学理论，已成功应用于很多领域。由于客观事物所具有













约定 文中的 U 表示为非空有限论域，C 表示为 U 的一个覆盖。
定义 1［5］ 设 U 是非空有限论域，C = { X |XU} 是 U 的非空子集族，若∪C = U，则称 C 是 U 的覆盖，
称序对( U，C) 为覆盖近似空间。由于 U 的划分是 U 的一个覆盖，可知覆盖是划分的推广。
定义 2［5］ 设( U，C) 为覆盖近似空间，x∈U，MdC ( x) = { K∈C | x∈K∧( S∈C∧x∈S∧SKK =
S) } 称为 x 的最小描述。
定义 3［7］ 设( U，C) 为覆盖近似空间，x∈U，K∈C，若 K∈MdC ( x) ，则称 K 为 x 的一个领域。 ∪
K∈MdC( x)
K 称为 x 的全邻域，记为 AN( x) 。 ∩
K∈MdC( x)
K 称为 x 的近邻域，记为 CN( x) 。
定义 4［7］ 设 C1，C2 是 U 上的两个覆盖，x∈U，若对于K'∈MdC1 ( x) ，都K″∈MdC2 ( x) ，使得 K″
K'，则称 C2 比 C1 更细，记为 C2C1。若 C1C2 且 C2C1，则称 C1 与 C2 相等。
定义 5［12］ 设 C 是论域 U 的一个覆盖且 K∈C，若 K 是 C － { K} 中某些集合的并，则称 K 是 C 的一个
可约元，否则称 K 是 C 的一个不可约元。若 C 中去掉所有可约元后所得到的覆盖，称为最简覆盖，记为
C ( reduct)。
设( U，C ) 是覆盖近似空间，C ( reduct) 为 C 的约简，有 C ( reduct) = C ( 因为 MdC ( x ) = MdC ( reduct) ( x ) ) 并且
A∈IF( U) ，A 相对于覆盖近似空间( U，C) 和( U，C ( reduct) ) 上、下近似是分别相等。
定义 6［11］ 称 A = { ＜ x，μA ( x) ，vA ( x) ＞ | x∈U} 为 U 上直觉模糊集，μA : X→［0，1］和 vA : X→［0，1］分别
为 U 中元素 x 属于 A 的隶属度和非隶属度且满足条件 0≤μA ( x) + vA ( x) ≤1，x∈U。
记 U 中所有的直觉模糊集合为 IF( U) 。
定义 7［11］ 对任一直觉模糊 αi = ( μi，v i ) ( 1≤i≤n) ，记 αi 的得分函数为 S( αi ) ，且 S( αi ) = μi － v i。若
α1 = ( μ1，v1 ) ，α2 = ( μ2，v2 ) ，有:
( 1) α1 = α2μ1 = μ2∧v1 = v2 ;
( 2) 珘α = ( v α，μα ) ;
( 3) α1∩α2〈min{ μ1，μ2 } ，max{ v1，v2 }〉;
( 4) α1∪α2〈max{ μ1，μ2 } ，min{ v1，v2 }〉。
定义 8［10］ 设( U，C) 是覆盖近似空间，A∈IF( U) ，则 A 关于( U，C) 的下近似 C( A ) 和上近似珚C ( A ) 表
示为 U 上的一对直觉模糊集合，其隶属函数和非隶属函数分别表示为:








{ vA ( y) } } ，








{ vA ( y) } }。
其中 0≤uC( A) ( x) + vC( A) ( x) ≤1，0≤u珚C( A) ( x) + v珚C( A) ( x) ≤1。
若x∈U，C( A ) =珚C( A ) ，则称 A 关于覆盖近似空间( U，C) 是可定义的，否则是粗糙的，即称 A 为粗糙
直觉模糊集。
定义 9［8］ 设( U，C) 为覆盖近似空间，A∈F( U) ，那么 A 关于覆盖近似空间( U，C ) 的模糊粗糙度定义
为 ρA = 1 －
|C( A ) |
|珚C( A ) |，其中 |C( A ) | =∑C( A ) ( x) ，|
珚C( A ) | =∑珚C( A ) ( x) ，若 |珚C( A ) | = 0 时约定 ρA = 0。
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2 主要结论
2. 1 该模型下的性质
性质 1［10］ 设( U，C) 为覆盖近似空间，覆盖粗糙直觉模糊集的上、下近似算子具有性质:
( 1) C( U) =珚C( U) = U，C( ) =珚C( ) = ; ( 2) C( A ) A珚C( A ) ;
( 3) C( ～ A ) = ～ C( A ) ，珚C( ～ A ) = ～珚C( A ) ; ( 4) ABC( A ) C( B) 且珚C( A ) 珚C( B) ;
( 5) C( A ) = C( C( A ) ) ，珚C( A ) =珚C( 珚C( A ) ) 。
证明 见文献［7］。
性质 2 设 C1，C2 为论域 U 上的两个覆盖，A∈IF( U) ，若 C1C2 时，则C2 ( A ) C1 ( A ) AC1 ( A ) 
C2 ( A ) 。
证明 设 x∈U，有
uC1( A) ( x) = supK∈MdC1( x)
{ inf
y∈K
{ uA ( y) } } ， vC1( A) ( x) = infK∈MdC1( x)
{ sup
y∈K
{ vA ( y) } } ，
uC2( A) ( x) = supK'∈MdC2( x)
{ inf
y∈K'
{ uA ( y) } } ，vC2( A) ( x) = infK'∈MdC2( x)
{ sup
y∈K'
{ vA ( y) } } ，
由于 C1C2，有K'∈MdC2 ( x) ，都K∈MdC1 ( x) ，使得 KK'。又因为 infy∈K { uA ( y) } ≥ infy∈K' { uA ( y ) } ，
sup
y∈K
{ vA ( y) }≤sup
y∈K'

















{ vA ( y) } } ，即 uC1( A) ( x) ≥uC2( A) ( x) ，vC1( A) ( x) ≤vC2( A) ( x) 。即C2 ( A ) C1 ( A ) ，由上、下近似的




2. 2. 1 基于模糊距离下的模糊粗糙度
定义 10 设( U，C) 为覆盖近似空间，A∈IF( U) ，那么 A 关于覆盖近似空间的模糊粗糙度定义为
ρCA = 1 －
|C( A ) |
|珚C( A ) |，
其中 |C( A) | = min{∑x∈U |SC( A) ( x) |，∑x∈U | S珚C( A) ( x) | } ，|珚C( A) | = max{∑x∈U | SC( A) ( x) |，∑x∈U | S珚C( A) ( x) | } ，
SA ( x) = μA ( x) － vA ( x) 。
若 |珚C( A ) | = 0 时，约定 ρA = 0。
可得以下性质: ( 1) 若 A∈IF( U) ，则 0≤ρCA≤1; ( 2) 若 AB，则 ρ
C
( A∪B) = ρ
C







例 1 设( U，C) 为覆盖近似空间，论域 U = { x1，x2，x3，x4 } ，覆盖 C1 = { { x1，x2 } ，{ x2，x3 } ，{ x3，x4 } } 且
A1 = ( 0. 7，0. 1) / x1， ( 0. 6，0. 2) / x2， ( 0. 7，0. 1) / x3， ( 0. 7，0. 2) / x{ }4 ，
A2 = ( 0. 6，0. 2) / x1， ( 0. 45，0. 2) / x2， ( 0. 5，0. 3) / x3， ( 0. 6，0. 3) / x{ }4 ，
可得
C( A1 ) = ( 0. 6，0. 2) / x1， ( 0. 6，0. 2) / x2， ( 0. 7，0. 2) / x3， ( 0. 7，0. 2) / x }{ 4 ，
珚C( A1 ) = ( 0. 7，0. 1) / x1， ( 0. 7，0. 1) / x2， ( 0. 7，0. 1) / x3， ( 0. 7，0. 1) / x }{ 4 ，
C( A2 ) = ( 0. 45，0. 2) / x1， ( 0. 45，0. 2) / x2， ( 0. 5，0. 3) / x3， ( 0. 5，0. 3) / x }{ 4 ，
珚C( A2 ) = ( 0. 6，0. 2) / x1， ( 0. 5，0. 2) / x2， ( 0. 5，0. 3) / x3， ( 0. 6，0. 3) / x{ }4 ，
则
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ρCA1 = 1 －
|C( A1 ) |
|珚C( A1 ) |




A2 = 1 －
|C( A2 ) |
|珚C( A2 ) |





定义 11［11］ 设 U = { x1，x2，…，xn} ，A1，A2∈IF( U) ，令





wi{ | uA1 ( x) － uA2 ( x) |











n ，若 λ = 1，称 d
1 ( A1，A2 ) 是标准的 Hamming 距离; 若 λ = 2，称 d
2 ( A1，A2 ) 是基于标准的
Euclidean 距离( 下文统一采用 d2 ( A1，A2 ) ) 。
定义 12 设 U = { x1，x2，…，xn } ，A1，…，An∈ IF ( U ) ，Λ = { A1，…，An } ，记 MΛ ( xi ) = max { uA1 ( xi ) ，
uA2 ( xi ) ，…，uAn ( xi ) } ，IΛ ( xi ) = min{ vA1 ( xi ) ，vA2 ( xi ) ，…，vAn ( xi ) } ，称( MΛ ( xi ) ，IΛ ( xi ) ) 为极值直觉模糊集，
记 TΛ ( xi ) = ( MΛ ( xi ) ，IΛ ( xi ) ) ，若 d
2 ( A1，TΛ ) ≥d
2 ( A2，TΛ ) ，则称 A2 优于 A1。







2 ( Ai，TΛ[ ]) ρCAi。
对例 1 来说，两个直觉模糊集 A1 和 A2 具有相同的模糊粗糙度，令 Λ = { A1，A2 } ，此时
TΛ ( xi ) = { ( 0. 7，0. 1) / x1，( 0. 6，0. 2) / x2，( 0. 7，0. 1) / x3，( 0. 7，0. 2) / x4 } ，
d2 ( A1，TΛ ) = 0≤d
2 ( A2，TΛ ) = 0. 133 5。
故直觉模糊集 A1 优于 A2，即 ρ'
C














证明 由已知 C1，C2 是 U 的两个最简覆盖，若 C1C2，有C1 ( A ) C2 ( A ) 和 C1 ( A ) 珚C2 ( A ) 。故
|C1 ( A) |
|珚C1 ( A) |
≥
|C2 ( A) |







A ( C1C2 ) ，类似可证。
2. 2． 2 基于最简覆盖的粗糙直觉模糊集 A 的粗糙熵
例 2 设( U，C) 为覆盖近似空间，论域 U = { x1，x2，x3，x4 } ，两个覆盖 C1，C2，其中 C1 = { { x1，x2，x3 } ，
{ x3，x4 } } ，C2 = { { x1，x2 } ，{ x2，x3 } ，{ x3，x4 } } ，若 A = { ( 0. 7，0. 1 ) / x1，( 0. 6，0. 2 ) / x2，( 0. 7，0. 1 ) / x3，( 0. 7，
0. 2) / x4 } ，可求得
C1 ( A ) = ( 0. 6，0. 2) / x1，( 0. 6，0. 2) / x2，( 0. 7，0. 2) / x3，0. 7，0. 2) / x{ }4 ，
珚C1 ( A ) = ( 0. 7，0. 1) / x1，( 0. 7，0. 1) / x2，( 0. 7，0. 1) / x3，( 0. 7，0. 1) / x{ }4 ，
C2 ( A ) = ( 0. 6，0. 2) / x1，( 0. 6，0. 2) / x2，( 0. 7，0. 2) / x3，( 0. 7，0. 2) / x }{ 4 ，
珚C2 ( A ) = ( 0. 7，0. 1) / x1，( 0. 7，0. 1) / x2，( 0. 7，0. 1) / x3，( 0. 7，0. 1) / x }{ 4 ，
则 ρC1A = 1 －
|C1 ( A ) |
|C1 ( A ) |




B = 1 －
|C2 ( A ) |
|C2 ( A ) |
= 1 － 1. 82. 4 =
1
4 。
该模糊粗糙度没有反应出 C2 比 C1 细的这一特征，为了克服上述问题，有必要定义一个新的关于覆盖
粗糙直觉模糊集的不确定性度量标准。
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过信息源提供平均信息量的大小来表示的，当信息量越大，则不确定性也越大，即信息熵也就越大。
























2 = 2，显然 E( C1 ) ＞ E( C2 ) 。
定理 2［13］ 设 C1，C2 为 U 的两个覆盖，且 C1C2 时，则 E ( C1 ) ≤E ( C2 ) 。特别地，当 C1C2 时，
E( C1 ) ＜ E( C2 ) 。
这说明了知识的粗糙熵随着最简覆盖变细而单调减少，由于对象的不确定性和本身的模糊粗糙度有关，
还和知识的粗糙熵大小有关。下面给出覆盖粗糙直觉模糊集的粗糙熵。
定义 15 设( U，C) 是覆盖近似空间，A∈IF( U) ，则 A 在( U，C) 中粗糙熵为
EC ( A ) = ρ'
C
A E( C) ，
其中 ρ'CA 为 A 在覆盖 C 下的模糊粗糙度，E( C) 为覆盖 C 的粗糙熵。
根据定义 15，对于例 2，在覆盖 C1 下 A 的粗糙熵为 EC1 ( A ) = ρ'
C1
A E( C1 ) =
1
4 × 2. 38 = 0. 595，在覆盖 C2
下 A 的粗糙熵为 EC2 ( A ) = ρ'
C2
A E( C2 ) =
1
4 × 2 = 0. 5，故 EC1 ( A ) ＞ EC2 ( A ) 。显然，粗糙熵比模糊粗糙度更能
反映该模型下的不确定性度量。
定理 3 设( U，C ) 是覆盖近似空间，C1，C2 为 U 的两个覆盖，A∈IF ( U ) ，若 C1C2，有 EC1 ( A ) ≤
EC2 ( A ) 。即随着覆盖越细，覆盖粗糙直觉模糊集粗糙熵越小。
2. 3 两个覆盖生成相同的覆盖粗糙直觉模糊集的充要条件
推论 1 设( U，C) 是覆盖近似空间，C ( reduct) 为 C 的约简，则A∈IF( U ) 在( U，C ) 和( U，C ( reduct) ) 中有
相同的覆盖粗糙直觉模糊上、下近似。
证明 已知 C ( reduct) =C，即 C ( reduct)C 且 CC ( reduct)。由于 CC ( reduct) ，由性质 2 可得 C ( A) C ( reduct) ( A)。
又 C ( reduct) C，有 C( A ) C ( reduct) ( A ) 。即 C( A ) = C ( reduct) ( A ) 。由对偶性可知珚C( A ) = C ( reduct) ( A ) 。
推论 2 设 C 是论域 U 的一个覆盖且 K∈C，若 K 是 C 的一个可约元当且仅当任意 x∈U，K 不在 x 的
最小描述中。
证明 必要性。采用反证法。假设存在 x∈U，使得 K 为 x 的最小描述中。
由于 K 是 C 的一个可约元，则存在 K'且 K'≠K，有 K =∪K'。即存在 x∈K'，有 x∈K，又 K'∈K，但 K'≠
K，故与假设矛盾。即 K 是 C 的一个可约元有任意 x∈U，K 不在 x 的最小描述中。
充分性。任意 x∈U，K 不在 x 的最小描述中，即存在 K'，使得 K'∈K，由于 x 的任意性，使得 K =∪K'，
故 K 是 C 的一个可约元。
定理 4 设 C1，C2 是 U 上的两个覆盖，则A∈IF( U) 在( U，C1 ) 和( U，C2 ) 中有相同的覆盖粗糙直觉模
糊上、下近似当且仅当 C1 ( reduct) = C2 ( reduct)。
证明 必要性。采用反证法。假设 C1 ( reduct) ≠C2 ( reduct)。令 KC1 ( reduct) ，K∈C2 ( reduct) ，当 K∈C2 ( reduct) ，即
K 中不存在可约元，存在x0∈U，使得有 K 在 x0 的最小描述中，当 x∈K，取 uA ( x) = 1，vA ( x) = 0，当 xK，取
uA ( x) = 0，vA ( x) = 1，有C2 ( A ) = ( 1，0) / x }{ 0 。当 KC1 ( reduct) 可知，任意 x∈U，K 不在 x 的最小描述中。则
C1 ( A ) = ( 0，1) / x }{ 0 ，即在( U，C1 ) 和( U，C2 ) 中的覆盖粗糙直觉模糊下近似不相同，和已知条件矛盾，故
C1 ( reduct) = C2 ( reduct)。
充分性。由于 C1 ( reduct) = C2 ( reduct) ，A∈IF( U) ，有
C1 ( reduct) ( A ) = C2 ( reduct) ( A ) ，C1 ( reduct) ( A ) = C2 ( reduct) ( A ) 。
由定义 5 可知，
C1 ( A ) = C1 ( reduct) ( A ) ，C1 ( A ) = C1 ( reduct) ( A ) ，C2 ( A ) = C2 ( reduct) ( A ) ，C2 ( A ) = C2 ( reduct) ( A ) 。
综上可知，A∈IF( U) 在( U，C1 ) 和( U，C2 ) 中也有相同的覆盖粗糙模糊上、下近似。
定理 4 说明，A∈IF( U) ，当两个覆盖的约简相同时，对应的具有相同的知识分辨能力。故给不同覆盖
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