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Realistic models of quantum systems must include dissipative interactions with an environment.
For weakly-damped systems the Lindblad-form Markovian master equation is invaluable for this
task due to its tractability and efficiency. This equation only applies, however, when the frequencies
of any subset of the system’s transitions are either equal (degenerate), or their differences are
much greater than the transitions’ linewidths (far-detuned). Outside of these two regimes the only
available efficient description has been the Bloch-Redfield (B-R) master equation, the efficacy of
which has long been controversial due to its failure to guarantee the positivity of the density matrix.
The ability to efficiently simulate weakly-damped systems across all regimes is becoming increasingly
important, especially in the area of quantum technologies. Here we solve this long-standing problem.
We discover that a condition on the slope of the spectral density is sufficient to derive a Lindblad form
master equation that is accurate for all regimes. We further show that this condition is necessary
for weakly-damped systems to be described by the B-R equation or indeed any Markovian master
equation. We thus obtain a replacement for the B-R equation over its entire domain of applicability
that is no less accurate, simpler in structure, completely positive, allows simulation by efficient
quantum trajectory methods, and unifies the previous Lindblad master equations. We also show
via exact simulations that the new master equation can describe systems in which slowly-varying
transition frequencies cross each other during the evolution. System identification tools, developed
in systems engineering, play an important role in our analysis. We expect these tools to prove useful
in other areas of physics involving complex systems.
I. INTRODUCTION
Weakly damped open systems are important across
a wide range of areas in both physics and chemistry,
from quantum thermodynamics [1–3] to the control of
chemical reactions [4], to quantum technologies [5–12].
So long as the thermal environment that induces the
weak damping has a high cut-off frequency (something
we assume throughout), Lindblad-form Markovian mas-
ter equations are tremendously useful for modelling these
systems as they avoid the computationally expensive,
and often prohibitive, task of simulating the thermal en-
vironment [13, 14]. However, recent developments have
made it clear that the regime that existing Lindblad mas-
ter equations cannot describe — the “near degenerate”
regime in which non-degenerate transition frequencies are
close together — while long ignored, is crucial for investi-
gating important questions in a range of topics, including
reservoir engineering and cascaded systems [15–20], adi-
abatic computation [21, 22], super and sub-radiance [23–
26], and “weak lasing” [27, 28], with the possibility that
this regime will also reveal new tools for controlling quan-
tum systems.
Weakly-damped quantum systems can be divided into
three regimes depending on the frequency difference be-
tween pairs of transitions. These regimes are degenerate
(the frequency difference is zero), non-degenerate (the
frequency difference is much greater than the transitions’
linewidths), and near-degenerate (everything else). The
degenerate and non-degenerate regimes are described, re-
spectively, by two quite different Lindblad master equa-
tions [29, 30] (for ease of reference we present these mas-
ter equations in the supplement). The difference be-
tween them is exemplified by the fact that degenerate
transitions exhibit super and sub-radiance, whereas non-
degenerate transitions do not. These two Lindblad mas-
ter equations are obtained from the Bloch-Redfield mas-
ter equation by making the secular (rotating-wave) ap-
proximation. However, no Lindblad master equation has
been obtained for the near-degenerate regime [31, 32].
Thus to simulate systems in which two or more distinct
transitions are separated by less than a few linewidths,
one must resort to the Bloch-Redfield (B-R) master equa-
tion [33, 34]. This equation has long been the subject of
debate because it is not guaranteed to preserve the pos-
itivity of the density matrix [35, 36]. In some subfields
(e.g. photo-chemistry [37, 38]), the B-R master equa-
tion is used as the standard vehicle for treating weakly-
damped systems. Practitioners in other fields, for ex-
ample quantum optics and many areas of quantum tech-
nologies, do not use it because its failure to ensure such
a fundamental property as positivity is seen as an indi-
cation that it cannot be trusted.
There have been a number of papers, some quite re-
cent, arguing that the B-R equation is a valid and ef-
fective model so long as the system is close to Marko-
vian [28, 39, 40]. In particular, Eastham et al. [28] consid-
ered a model of two coupled linear oscillators that can be
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2solved exactly, and examined how well the B-R equation
describes the near-degenerate regime (since this is the
regime in which it is needed). They found that the B-R
equation was both very accurate and preserved positiv-
ity to a very good approximation. They attributed this
to the fact that the dynamics of the coupled oscillators
stays close to Markovian, which was in turn due to the
relatively slow variation of the spectral density. In [40]
Jeske et al. also noted that when transitions are close
enough that they share the same value of the spectral
density, the B-R equation reduces to the degenerate mas-
ter equation, which is a key element in our analysis here.
These recent works raise an interesting question: other
authors have assumed that the near-degenerate regime is
non-Markovian, due to the apparent lack of a Lindblad-
form master equation in that regime [31, 32]. If the dy-
namics of weakly-damped systems is indeed Markovian
in the near-degenerate regime, then it is not unreason-
able to suggest that there may be a completely positive
Markovian master equation that accurately describes it.
Here we show that there is a single, Lindblad-form
master equation that describes weakly-damped systems
across all three regimes. This master equation applies
to the Ohmic spectrum, and any spectrum that varies
sufficiently slowly on the scale of the Lamb shifts and
linewidths. For baths with spectra that satisfy this “slow
variation” condition, our master equation agrees to very
high accuracy with the B-R equation, something that fol-
lows from our derivation and is confirmed by numerical
simulations. We further show, using exact simulations,
that when our “slow variation” condition is broken not
only does the B-R equation break down, but so do all
Markovian master equations. We thus show that the B-
R equation cannot be trusted outside the regime in which
our master equation is valid, and in this sense our master
equation is a complete replacement for the B-R equation.
The Linblad master equation has a simpler form that the
Bloch-Redfield equation, and thus provides new insight
into the behavior of the near-degenerate regime.
Numerical simulations reveal that our master equa-
tion describes non-degenerate transitions more accu-
rately than the existing Lindblad master equation for
non-degenerate transitions. Not only does our master
equation finally provide a non-controversial method for
simulating all weakly damped systems; being in the Lind-
blad form it can also be simulated using efficient Monte
Carlo methods [41–44], and provides a formulation of the
action of a thermal bath as a continuous measurement on
the system. This quantifies the way in which information
flows from the system to the bath.
We expect that many important problems involving
the near-degenerate regime will also involve transition
frequencies that change with time, and possibly cross
during the evolution. Examples of this are the Landau-
Zener transition [45, 46] and the control of super- and
sub-radiance by shifting energy levels. We show that the
adiabatic extension of our master equation is able to ac-
curately describe such time-dependent problems, so long
as the rate of change of the transition frequencies is not
too fast.
Our derivation of the Lindblad master equation pro-
vides the following corollaries:
1. It shows that the secular approximation is unneces-
sary: weak damping, a high bath cut-off frequency,
and sufficient flatness of the spectral density suf-
fice to guarantee positivity and Markovianity. We
show that flatness of the spectral density is also a
necessary condition for Markovianity
2. It resolves the controversy regarding the Bloch-
Redfield master equation: it shows that when the
spectral density is sufficiently flat, this equation is
very close to a Lindblad master equation, and will
thus approximately preserve positivity. Conversely,
outside this flatness condition the Bloch-Redfield
equation is, in general, no longer valid, confirming
the conjecture in [28]).
We obtain the new master equation in two steps. First,
we use exact simulations of a V system coupled to an
Ohmic bath, together with the method of system identi-
fication, developed in systems engineering, to show that
weakly-damped quantum systems with an Ohmic spec-
trum are not only Markovian but also time-independent
across all three regimes. This method also allows us to
directly back-out the Lindblad-form equation of motion
for this V system. Second, aided by the form obtained in
step one, we show how to derive the new Lindblad mas-
ter equation from the Bloch-Redfield equation valid for
all regimes and all temperatures. We provide additional
confirmation of its accuracy for the Ohmic bath by com-
paring its predictions to those of exact simulations for
two further systems, a trident system and two co-located
qubits.
In the next section we perform simulations of a V sys-
tem with an Ohmic bath, and obtain an accurate master
equation for this system for all regimes using system iden-
tification. In Section III we use the information obtained
in Section II to derive a master equation for all weakly
damped systems and all temperatures given a constraint
on the derivative of the spectral density. In Section IV we
further confirm the accuracy of the master equation with
numerical simulations. In Section VI we use numerical
simulations to show that the master equation is able to
describe time-dependent systems whose levels cross. Sec-
tion VI concludes with a discussion of some open ques-
tions.
II. SYSTEM IDENTIFICATION IN THE
NEAR-DEGENERATE REGIME
The methods of system identification provide us with
a way to determine, from the time series of a linear time-
invariant system, the minimal number of variables re-
quired to generate this time-series (that is, the dimension
3FIG. 1. (Color online) Here we depict four systems with tran-
sitions that decay due to a coupling with a thermal bath at
zero temperature. The red bars are the energy eigenstates
of the system and the blue wiggly lines indicate the transi-
tions. These system are (a) V system, (b) trident system, (c)
four-level system, and (d) to co-located qubits. Given that
the relative energy of each level in the diagram is indicated
by its vertical position, ∆ denotes the detuning between the
transitions in (a), (c), and (d). In system (b) there are three
transitions and thus two independent detunings denoted by
∆1 and ∆2. The decay rate of the j
th transition is denoted
by γj . The transition operators and frequencies for each of
these systems are given in the supplement [47].
of the system), as well as its equations of motion. Sys-
tem identification (SID) methods are typically concerned
with input/output systems. SID involves obtaining the
outputs of a system for a large enough set of distinct
inputs that the equations of motion can be determined.
While our system does not have inputs, SID methods are
easily adapted to replace the set of inputs with a set of
initial states. (We give the details of the SID method that
we use in Appendix A.) Since evolution of the V system
is non-trivial only when the upper levels are populated,
and the evolution does not generate coherence with the
lower level, the two upper populations together with their
complex coherence form a closed four-dimensional sys-
tem. Performing exact simulations of the V system, SID
provides us with the dynamics of a fictitious (and pos-
sibly larger) system that generates the four-dimensional
dynamics. Specifically, if we denote the state of the ficti-
tious system at time t by v(t), then SID provides us with
a matrix M(τ) where v(τ) = M(τ)v(0) for a specified
time τ . The number of appreciable eigenvalues of M is
the effective size of the fictitious system.
Since it is only the ratios between the rate parameters
that determine the dynamical behavior (up to a scaling
of time) we specify all frequencies in terms of an arbitrary
frequency, ν˜. We perform SID on the V system depicted
in Fig.1a with bath cut-off frequency Ω = 80pi (details
of the bath model are given below in Section III), fix
the mean transition frequency ω¯ ≡ (ω1 + ω2)/2 = 3piν˜,
and choose the coupling constants g1 and g2 (defined in
Eq.(10)) so as to give the decay rates γ1 = 0.1ν˜ and
γ2 = 0.05ν˜ [48]. Since we wish to examine the evolution
when the detuning, ∆ω ≡ ω2−ω1, is not large compared
to the damping rates, we simulate the evolution for the
following four values of ∆ω: 0, 0.28piγ1, 2piγ1, and 4.8piγ1.
To perform the exact simulations we use the method
detailed in [13, 14] which employs the matrix-product-
state method of Vidal [49, 50]. This in turn requires a
split operator method, for which we use a second-order
method valid for time-dependent systems, and choose a
time-step small enough to obtain an accuracy of about
six digits of precision.
Obtaining the matrix M for each value of the detun-
ing, ∆ω, we find that the largest four eigenvalues of M
account for almost all of the dynamical behavior for all
four values: the magnitudes of all the rest of the eigen-
values contribute a fraction of less than 3 × 10−4 to the
1-norm of M . This result implies that the dynamics of
the system in the near-degenerate regime is both time-
independent and Markovian to very good approximation.
A 4-dimensional dynamical model for the four inde-
pendent variables of the V system can now be obtained
merely by taking the log of the matrix M(t) for some
appropriate value of t [51]. Writing the four variables as
the vector x, the approximate model is x˙ = Dx, with
D = ln[M(t)]/t. To determine the Lindblad-form master
equation specified by this model, we need to translate
from the elements of D to the familiar terms used to ex-
press such master equations. The simplest way to do this
is to take a general degenerate master equation for a V
system and derive its D matrix. The degenerate master
equation for a V system (Fig. 1a), in which both transi-
tions have frequency ω, is given by
ρ˙ = − i
~
[H0 +HL, ρ]−D[Σ]ρ. (1)
Here
H0 = ~ω0(|1〉〈1|+ |2〉〈2|), (2)
Σ =
√
γ1σ1 + e
iφ√γ2σ2, (3)
with ω0 the frequency of both transitions, D is a super-
operator defined by
D[c]ρ ≡ 12
(
2cρc† − c†cρ− ρc†c) (4)
for an arbitrary operator c, and HL is the Lamb shift
Hamiltonian, given by
HL = −~
[∑
j
∆jσ
†
jσj −
√
∆1∆2(e
iφσ†1σ2 + H.c.)
]
(5)
4with σ1 = |0〉〈1|, σ2 = |0〉〈2|. The phase φ is determined
by the phases of the interactions between the transitions
and the bath (see Eq.(10)). We also note that HL can be
factored as HL = −~f(ω)D†D in which D =
√
∆1σ1 +
eiφ
√
∆2σ2.
From the derivation of the degenerate master equa-
tion [29] (see also Section III) we know that the decay
rates γj depend on the spectral density of the bath eval-
uated at their corresponding transition frequencies ωj .
The Lamb shifts depend both on the damping rates (to
which they are proportional) as well as a factor that is
an integral of the entire spectral density. Thus if the
frequencies of the transitions are changed while leaving
the spectral density the same, the decay rates and Lamb
shifts also change.
We find that the backed-out model for ∆ω 6= 0, in
which the Hamiltonian is now
H0 = ~ω0|1〉〈1|+ ~(ω0 + ∆ω)|2〉〈2|, (6)
has exactly the same form as the degenerate master
equation. That is, it can be written as Eq.(1) with
HL =
∑
j ζjσ
†
jσj + (ξσ
†
1σ2 + H.c.) and σ =
∑
j ηjσj for
some set of {ζj , ξ, ηj}. This may be considered a little
surprising, given that the non-degenerate master equa-
tion has no terms in the Lamb shift Hamiltonian pro-
portional to σ1σ2. A simple guess for the parameters ζj ,
ξ, and ηj as functions of the Lamb shifts and the decay
rates is to take exactly the expression for the degener-
ate master equation, but to replace ∆2(ω0) and γ2(ω0)
by new values implied by the new value of ω2, namely
∆2(ω0 + ∆ω) and γ2(ω0 + ∆ω).
We find that this trial master equation does indeed
match the model backed out using SID for all three values
of ∆ω. We compare further the evolution predicted by
this master equation to the exact evolution in Fig. 2, for a
range of values of ∆ω. For these simulations we use ω0 =
10pi and γ1(ω0) = 2γ2(ω0) = 0.1. In Fig.2c we show a
measure of the difference between the evolution given by
the master equation and exact simulations for a range of
values of the detuning. This measure is an average of the
absolute values of the differences between the populations
and coherences of the density matrix averaged over time.
The measure is below 10−3 for all values of the detuning
shown.
In Fig.2b we plot the evolution of the populations of
the upper levels for both the master equation and the
exact simulation for a value of ∆ω that might be consid-
ered well into the non-degenerate regime (∆ω = 100γ).
We see that the evolution contains “wiggles” that are cor-
rectly predicted by our trial master equation, but are not
predicted by the non-degenerate master equation. These
wiggles vanish as ∆ω →∞.
In showing that, for the V-system, the degenerate,
near-degenerate, and far-detuned regimes are all de-
scribed by a Lindblad master equation that is essentially
the degenerate master equation, SID has provided us
with the insight we need to derive this Lindblad equa-
tion from the B-R equation. An inspection of the B-
FIG. 2. (Color online) Here we compare the exact evolution
of the weakly-damped V system with that predicted by the
master equation in Eq.(1) with the replacements ∆2(ω0) →
∆2(ω0 + ∆ω) and γ2(ω0) → γ2(ω0 + ∆ω), which for the V-
system is equivalent to the new Lindblad master equation we
derive in Section III. In (a) and (b) we show the populations
of levels |1〉 (red) and |2〉 (blue) as a function of time with
the initial state |ψ0〉 = (|1〉 + |2〉)/
√
2. The damping rates
are γ1 = 2γ2 = 0.1ν˜, in which ν˜ is an arbitrary frequency
specifying our frequency units. The solid curves are the exact
evolution and the dashed curves are that of the master equa-
tion. The detuning is (a) ∆ω = 4γ1, (b) ∆ω = 100γ1. In (c),
for the values of the detuning shown in the legend, and with
the parameters above, we plot a measure of the deviation of
the master equation from the exact dynamics as a function of
time. This measure is an average taken over the deviations
of the four relevant elements of the density matrix: the pop-
ulations of levels |1〉 and |2〉, and the real and imaginary part
of the coherence between them. Notably, this average error
remains less than 8 × 10−4 for all the values of detuning we
explored.
R equation, Eq.(24) in the next section, shows that the
only way that it can take this Lindblad form is if the
frequency-dependent parameters Rj and Ij that appear
in this equation are effectively equal for transitions whose
frequency differences are on the order of the damping
rates and Lamb shifts, respectively. Combining this with
the fact that certain terms containing these parameters
are effectively removed by the rotating-wave approxima-
tion when the same frequency differences are much larger
than the damping rates and Lamb shifts allows us to
derive the Lindblad master equation. We perform this
derivation in the next section.
5III. DERIVATION OF THE MASTER
EQUATION
Having shown numerically that there is a Markovian
master equation describing two arbitrarily detuned tran-
sitions, at least for the Ohmic bath, as well as obtaining
the form that this equation takes, a close examination
of the usual derivation of the existing Markovian master
equations reveals how this more general master equation
can be derived for an arbitrary number of levels. For sim-
plicity we present this derivation first for a bath at zero
temperature. We then outline the derivation for non-zero
temperature, since it is essentially the same.
The Hamiltonian for the system and the bath, in which
the latter consists of a continuum of independent har-
monic oscillators, is given by
H = Hsys + ~(A+A†)
∫ Ω
0
√
J(ω)
[
b(ω) + b†(ω)
]
dω
+
∫ Ω
0
~ωb(ω)†b(ω) dω. (7)
Here Hsys is the Hamiltonian of the system which has
a discrete set of energy levels. The operators b(ω) are
the annihilation operators for a continuum of harmonic
oscillators indexed by their frequencies ω (equivalently
the modes of a quantum field). The function J(ω) is the
density of oscillators per unit frequency, usually referred
to as the spectral density of the bath. The maximum
frequency of the bath oscillators is Ω and is called the
“cut-off” frequency. Instead of having sharp cut-off at
frequency Ω one can instead arrange J(ω) to exhibit a
smooth drop-off above some frequency. We use a sharp
cut-off purely for simplicity. As will be clear in what
follows, in the weak-damping regime the addition of a
smooth cut-off merely modifies the values of the damping
rates and Lamb shifts.
We have written the Hermitian operator of the system
that couples to the bath as A+A†. Here A is defined as
containing all the matrix elements of this Hermitian op-
erator that transform higher energy levels to lower ones.
If we denote the energy levels of the system by |n〉, thus
writing
Hsys =
∑
n
En|n〉〈n|, (8)
and define transition (or “decay”) operators
σj = |nj〉〈mj |, Emj > Enj , j = 1, . . . , J, (9)
then A can be written as
A =
J∑
j=1
gjσj , (10)
where gj = |gj |eiφj are complex numbers giving the mag-
nitude and phase of the coupling of transition j to the
bath. The frequency of transition j is
ωj =
Emj − Enj
~
, (11)
and the evolution of the transition operators σj and bath
operators b(ω) in the interaction picture is
σIj = σje
−iωjt, (12)
bI(ω) = b(ω)e−iωt. (13)
To derive Markovian master equations one applies
a rotating-wave approximation (RWA) to the Hamilto-
nian above. This should not be confused with a second
rotating-wave approximation which is the final step that
turns the Bloch-Redfeild master equation into the de-
generate and non-degenerate Lindblad master equations.
To apply the first RWA we move into the interaction
picture. The terms in the interaction Hamiltonian that
contain the products Ab(ω) and A†b†(ω) (the so-called
“off-resonant” terms) become
HIOR = ~
∫ Ω
0
√
J(ω)
[∑
j
gjσjb(ω)e
−i(ωj+ω) + H.c
]
dω.
(14)
Since the minimum frequency at which each of the terms
in the sum over j oscillates is ωj , when the damping
rates and Lamb shifts (to be derived below) are much less
than all the ωj , these terms will average to zero on the
timescale of the dynamics induced by the bath, and can
be discarded. With this approximation the Hamiltonian
of the system and bath becomes
HRWA = Hsys + ~
∫ Ω
0
√
J(ω)
[
A†b(ω) +Ab†(ω)
]
dω
+
∫ Ω
0
~ωb(ω)†b(ω) dω. (15)
The regime of weak damping is defined as the regime
in which we are close enough to the limit in which
minj(ωj)/maxj(γj) → ∞ so that this approximation is
a good one.
To proceed one now applies what are known as the
Born-Markov approximations to the evolution generated
by HRWA. For the details of these approximations we
refer the reader to [29, 36, 52]). The result is the following
expression for the evolution of the density matrix of the
system in the interaction picture:
dρI
dt
= − 1
~2
∫ ∞
0
TrB
[
HIR(t),
[
HIR(s), ρ
I(t)⊗ ρB(0)
]]
ds,
(16)
where
HIR = ~
∫ Ω
0
√
J(ω)
[∑
j
gjσ
I†
j b
I(ω) + H.c
]
dω (17)
6is the interaction between the system and the bath that
appears in HRWA, in the interaction picture. The op-
erator ρI(t) is the density matrix of the system in the
interaction picture, ρB(0) is the initial density matrix of
the bath, and TrB[·] denotes the trace over the bath.
To proceed now we will examine a single term from
the expression above, since all the terms are similar and
each is processed in the same way. Substituting HIR(t)
and HIR(s) into the expression above, one of the terms
we obtain is
K =
∫ ∞
0
[∫ Ω
0
G(ω) dω
]
σI†k (t)σ
I
j(s)ρ
I(t) ds, (18)
where
G(ω) = e−iω(t−s)
∫ Ω
0
〈
b(ω)b†(ω′)
〉√
J(ω)J(ω′) dω′
= J(ω)e−iω(t−s). (19)
Here we have used the relation [b(ω), b†(ω′)] = δ(ω − ω′)
and chosen the field to be at zero temperature so that〈
b†(ω′)b(ω)
〉
= 0.
Now substituting G(ω) into K and rearranging we ob-
tain
K =
∫ ∞
0
[∫ Ω
0
G(ω) dω
]
σI†k (t)σ
I
j(s)ρ
I(t)ds
=
[∫ ∞
0
∫ Ω
0
G(ω − ωj) dω ds
]
ei(ωk−ωj)tσ†kσjρ
I(t)
=
[∫ Ω
0
∫ ∞
0
G(ω − ωj) ds dω
]
σI†k (t)σ
I
j(t)ρ
I(t). (20)
It is useful to define
Γj ≡ Γ(ωj) ≡
∫ Ω
0
∫ ∞
0
G(ω − ωj) ds dω, (21)
Rj = Re[Γj ], (22)
Ij = Im[Γj ]. (23)
Moving back into the Schro¨dinger picture, and writing
down all the terms, we obtain the Bloch-Redfield equa-
tion, which is
ρ˙ = − i
~
[Hsys, ρ]− i
∑
j
Ij [Σ
†
jΣj , ρ] +
∑
j
2RjD[Σj ]ρ
− i
∑
k 6=j
Ik
[
Σ†jΣkρ− ρΣ†kΣj + ΣjρΣ†k − ΣkρΣ†j
]
−
∑
k 6=j
Rk
[
Σ†jΣkρ+ ρΣ
†
kΣj − ΣjρΣ†k − ΣkρΣ†j
]
.
(24)
Here, for compactness, we have defined
Σj ≡ gjσj , (25)
and D is the superoperator defined in Eq.(4).
We note that the decay rates γj will be
γj = 2|gj |2Rj
= 2|gj |2
∫ Ω
0
J(ω)
[∫ ∞
0
cos([ω − ωj ]s)ds
]
dω
= 2|gj |2
∫ Ω
0
J(ω)piδ(ω − ωj)dω
= 2pi|gj |2J(ωj)
≡ γ(ωj) (26)
and the Lamb shifts will be
∆j = |gj |2 Ij
= |gj |2
∫ Ω
0
J(ω)
[∫ ∞
0
sin([ω − ωj ]s)ds
]
dω
= |gj |2 P
[∫ Ω
0
J(ω)
(
1
ω − ωj
)
dω
]
= |gj |2 P
[∫ Ω−ωj
−ωj
J(ω + ωj)
ω
dω
]
≡ ∆(ωj). (27)
Here P[·] denotes the principle value of an integral. For
readers not familiar with this quantity we give the def-
inition and an example in Appendix B. So long as the
spectral density does not decrease with ω, and Ω > ωj ,
the Lamb shift ∆j can be expected to be greater than
the damping rate γj (this is true for the Ohmic bath, see
below).
The master equation we have derived in Eq.(24), the
Bloch-Redfield equation, includes arbitrary detuning be-
tween the levels, but it is not in the Lindblad form, and
does not guarantee that the density matrix will remain
positive. We wish to obtain a master equation in the
Lindblad form that is still valid for all detunings between
the transitions.
Note first that when transitions j and k are degener-
ate Γj = Γk. In this case the last two lines of Eq.(24)
combine respectively with the last two terms on the first
line to give the degenerate master equation for these
transitions. In this case the Lamb-shift Hamiltonian is
HL = ~D†D with D =
√
IjΣj+
√
IkΣk and the Lindblad
damping term is D[√γjΣj +√γkΣk].
There is another situation in which the B-R equation
will reduce immediately to a Lindblad master equation:
if the spectrum is flat, meaning that it is the same for
all ω. (The assumption of a flat spectrum is often called
the “white noise approximation”, as it is useful for deriv-
ing quantum Langevin equations for open systems in the
non-degenerate regime [53, 54].) If the spectrum is flat
then Γj = Γk for all values of ωj and ωk, and so in this
case the resulting master equation, which has the same
form as the degenerate master equation, is valid for all
regimes. Unfortunately, physically relevant spectra are
not flat.
7What we do now is to show that a flat spectrum is not
required to derive a master equation valid for all regimes;
the rate of change of the spectrum with respect to ω
does not need to be zero, it merely needs to be small
enough. We determine the necessary condition on this
rate of change, and use it to derive the Lindblad master
equation. This master equation has the same form as
that for a flat spectrum, but of course the damping rates
and Lamb shifts will not be the same as those for a flat
spectrum, since the spectral density will now in general
be different for different transitions.
To begin we observe that when two transition frequen-
cies, ωj and ωk, are different, every term in the last two
lines of Eq.(24) will oscillate at the difference frequency
∆ωjk = |ωj − ωk|. If this difference frequency is suffi-
ciently high then these terms will average to zero and we
will be left only with the first line of Eq.(24), which is the
non-degenerate master equation. How large does ∆ωjk
need to be to eliminate the last two lines of Eq.(24)? It
needs to be much larger than the magnitudes of the rest
of the dynamical terms in the master equation (exclud-
ing the Hamiltonian of the system, since this does not
change the populations of the system’s eigenstates). The
magnitudes of the second and third terms on the top line
are ∆j and γj , respectively, and those on the last two
lines are
Mjk ≡ |gjgk|Rj ∼ √γjγk, (28)
Ojk ≡ |gjgk|Ij ∼
√
∆j∆k. (29)
So the terms on the last two lines are eliminated
when minjk ∆ωjk  maxlmMlm and minjk ∆ωjk 
maxlmOlm. Without loss of generality we will assume
that the Lamb shifts are greater than the damping rates
(in the opposite case one merely switches the roles of Oj
and Mj). To find a set of terms that are in the Lindblad
form, and that are an excellent approximation to the last
two lines of Eq.(24), we only need concern ourselves with
the regime
∆ωjk . min
jk
Ojk (30)
(since we have assumed Ojk ≥ Mjk, the regime ∆ωjk .
minjk Ojk automatically includes the regime ∆ωjk .
minjkMjk). Outside of this regime, the last two lines
will be eliminated by the oscillations at the detuning fre-
quency ∆ωjk.
We now recall that γj and ∆j , and therefore Mjk and
Ojk, must be much smaller than both transition frequen-
cies in order for the master equation to be valid. This is
a requirement of the initial rotating wave approximation
discussed above. Combining this with Eq.(30) we need
only consider the regime in which
∆ωjk . Ojk ∼
√
∆j∆k  √ωjωk. (31)
Now if Γj (and thus Rj and Ij) does not vary rapidly
on the scale of Ojk ∼
√
∆j∆k (which is the scale of the
Lamb shifts), then in the regime we need to consider we
have Γj ≈ Γk. More specifically, we consider systems for
which the spectral density satisfies
J(ωj + ∆k) ≈ J(ωj), ∀j, k, (32)
for which the more precise statement is
|J(ωj + ∆k)− J(ωj)|  J(ωj), ∀j, k, (33)
since this implies that Γ(ω) also satisfies the same “slow
variation” conditions. Under the condition in Eq.(33) we
have
|ωj − ωk| . Ojk ⇒
{
Rj ≈ Rk
Ij ≈ Ik (34)
while at the same time allowing
Rj 6= Rk, Ij 6= Ik when |ωj − ωk|  Ojk, (35)
The relation (34) allows us to make the replacements
Rj ≈
√
RjRk and Ij ≈
√
IjIk in Eq.(24) because i)
when |ωj − ωk| . Ojk these replacements are well justi-
fied, and ii) when |ωj−ωk| is larger the terms containing√
RjRk and
√
IjIk are eliminated by the rotating wave
approximation. The result is
ρ˙ = − i
~
[Hsys, ρ]− i
∑
j
Ij [Σ
†
jΣj , ρ] +
∑
j
2RjD[Σj ]ρ
− i
∑
k 6=j
√
IjIk
[
Σ†jΣk + Σ
†
kΣj , ρ
]
− 2
∑
k 6=j
√
RjRk
[
Σ†jΣkρ+ ρΣ
†
kΣj − 2ΣjρΣ†k
]
. (36)
The terms in this equation can be re-factored so as to
write it in a much neater form, namely
ρ˙ = − i
~
[
H0 − ~D†D, ρ
]−D[Σ]ρ (37)
This is the zero-temperature Lindblad-form master equa-
tion for all regimes. The operators Σ and D are
Σ =
N∑
j=1
√
γje
iφjσj , (38)
D =
N∑
j=1
√
∆je
iφjσj , (39)
in which φj = arg[gj ] as defined below Eq.(10). The
term HL ≡ −~D†D is the Lamb-shift Hamiltonian. If we
expand it out we see that, so long as σ†jσk 6= 0, the upper
levels of the transitions j and k are coupled together via
the bath:
HL = −~
N∑
j=1
∆jσ
†
jσj
−~
N∑
j=1
N∑
k=j+1
√
∆j∆k
(
ei∆φjkσ†jσk + H.c.
)
, (40)
8where the phases are given by
∆φjk = φk − φj . (41)
The decay rates γj are given in Eq.(26) and are deter-
mined by the value of the spectral density J(ω) only at
transition frequency ωj . The Lamb shifts, on the other
hand, depend on the whole spectral density, and in par-
ticular on the cut-off frequency. As an example, for the
Ohmic spectrum with a sharp cut-off at Ω, in which
J(ω) ∝ ω (we choose to define J(ω) = ω/Ω2) the Lamb
shifts are
∆j = |gj |2 P
[∫ Ω−ωj
−ωj
J(ω + ωj)
ω
dω
]
=
|gj |2
Ω2
P
[∫ Ω−ωj
−ωj
(ω + ωj)
ω
dω
]
=
γj
2pi
[
Ω
ωj
+ ln
(
Ω
ωj
− 1
)]
. (42)
We see that so long as Ω is larger than 2ωj the Lamb
shift is larger than the damping rate by at least a factor
of Ω/ωj . Recall that the Lamb shifts are required to
be much less that the transition frequencies. Using the
expression for ∆j above, we have
∆j
ωj
=
γj
2pi
[
Ω
ωj
+ ln
(
Ω
ωj
− 1
)]
≈ 1
2pi
(
γj
ωj
)(
Ω
ωj
)
. (43)
Thus to satisfy the condition ∆j  ωj requires that the
cut-off frequency is not too large. In particular Ω 
2piω2j /γj .
We can now evaluate the fidelity of our approximation
explicitly for the Ohmic spectrum. Recall that we require
∆k/∆j ≈ 1, when ∆ω = |ωj − ωk| . ∆j . Denoting ∆j
by ∆(ωj), and writing ωk = ωj + ∆j , we have
∆(ωj + ∆j)
∆(ωj)
− 1 = ∆j
Ω
ln
(
Ω
ωj
− 1
)
+O(∆ω2)
≈
[
∆j
ωj
] [
ωj
Ω
ln
(
Ω
ωj
)]
 1. (44)
Since the master equation is already derived under the
conditions that Ω  ωj , and ωj  ∆j , the expressions
in both of the square brackets are individually much less
than unity. Thus the slowly varying spectrum approxi-
mation that we have introduced is automatically a very
good approximation for the Ohmic bath.
Master equation for arbitrary temperature
To derive the master equation for non-zero tempera-
ture we merely replace the zero-temperature expectation
values of the bath operators with their expectation values
at non-zero temperature, which are〈
b†(ω′)b(ω)
〉
= nT (ω)δ(ω − ω′), (45)〈
b(ω′)b†(ω)
〉
= [1 + nT (ω)]δ(ω − ω′), (46)
in which
nT (ω) =
1
exp [~ω/ (kBT )]− 1 . (47)
Here T is the temperature of the bath and kB is Boltz-
mann’s constant. With these new expectation values
we now obtain more terms in the master equation. For
the new terms the spectral density J(ω) is multiplied by
nT (ω), so the new terms give a new integral for which we
have to calculate the principle value. This integral is
Im[Γ˜Tj ] = P
[∫ Ω−ωj
−ωj
J(ω + ωj)nT (ω + ωj)
ω
dω
]
=
1
Ω2
P
[∫ Ω−ωj
−ωj
1 + (ωj/ω)
exp[~(ω + ωj)/(kBT )]− 1dω
]
.
(48)
Unfortunately this integral does not have an analytic so-
lution, so we leave it as an integral and define a new set
of Lamb shifts
∆Tj ≡ |gj |2Im[Γ˜Tj ]. (49)
The approximations we used for the zero temperature
part of the master equation can be applied in exactly
the same way to the new terms that appear at non-zero
temperature. The resulting master equation for arbitrary
temperatures is
ρ˙ = − i
~
[H0 +HL, ρ]−D[Θ(T )]ρ−D[Υ(T )]ρ, (50)
where
Θ(T ) =
N∑
j=1
√
γj [1 + nT (ωj)] e
iφjσj , (51)
Υ(T ) =
N∑
j=1
√
γjnT (ωj) e
−iφjσ†j , (52)
and
HL = −~
[
B†B − CC†] , (53)
with
B =
N∑
j=1
√
∆j + ∆Tj e
iφjσj , (54)
C =
N∑
j=1
√
∆Tj e
iφjσj . (55)
Note that when T > 0 the bath induces a Hamiltonian
coupling not only between the upper levels of the different
transitions, but also the lower levels.
9The non-degenerate master equation, the secular
approximation, and numerical efficiency
In deriving the master equation valid for all regimes,
we did not make the secular approximation, which in-
volves dropping terms that oscillate at the frequency dif-
ference between different transitions. However, when the
difference between the frequencies of two transitions is
much larger than the Lamb shifts and linewidths, keeping
the resulting rapidly oscillating terms greatly increases
the numerical overhead while contributing little to the
evolution. In this case one should drop these terms for
numerical efficiency. Doing so transforms the master
equation into the non-degenerate master equation, but
only for those pairs of transitions for which the detuning
is very large. If we write the master equation in the form
given in Eq.(36), then dropping the rapidly oscillating
terms means merely dropping terms in the second and
third lines for the pairs of values of j and k whose tran-
sitions are detuned by much more that their Lamb shifts
and linewidths.
For readers very familiar with the degenerate and non-
degenerate master equations, the result of applying the
secular approximation to a subset of pairs of transitions
will likely be clear. For readers without this familiarity,
we give an explicit example. Let us say that we can divide
our transitions into two sets, where the frequencies of
those in the first set differ from the frequencies of those
in the second set by at least 103∆max in which ∆max
is the maximum Lamb shift among all the transitions.
If we denote the transition operators in the first set by
σ
(1)
j , with j = 1, . . . , N1, and those in the second by σ
(2)
j ,
with j = 1, . . . , N2, then the result of making the secular
approximation on the master equation in Eq.(37) is
ρ˙ = − i
~
[
H0 − ~
2∑
m=1
D†mDm, ρ
]
−
2∑
m=1
D[Σm]ρ, (56)
with
Σm =
Nm∑
j=1
√
γ
(m)
j e
iφ
(m)
j σ
(m)
j , (57)
Dm =
Nm∑
j=1
√
∆
(m)
j e
iφ
(m)
j σ
(m)
j . (58)
IV. ACCURACY OF THE LINDBLAD MASTER
EQUATION: ADDITIONAL CONFIRMATION
FOR THE OHMIC BATH
It is clear from the derivation in the previous sec-
tion that the master equation we have obtained, given
in Eqs.(37) and (50), will be valid so long as the varia-
tion of the Lamb shifts ∆(ωj) and damping rates γ(ωj)
on the scale of these same Lamb shifts and damping
rates is sufficiently small. This variation of the Lamb
FIG. 3. (Color online) A comparison of the master equa-
tion given in Eq.(37) with the exact evolution for two open
systems. The evolution of the master equation is shown as
dashed lines and the exact evolution as solid lines. (a) The
populations of the three upper levels of the trident system de-
picted in Fig.1b with initial state |ψ0〉 = (7i|1〉 + 3|2〉)/
√
58.
(b) The populations of the two upper levels of the two-
qubit system depicted in Fig.1d with the initial state |ψ0〉 =
(i|1〉1|0〉2 + |0〉1|1〉2)/
√
2 and the parameters γ1 = γ2 = 0.1ν˜,
ω1 = 10piν˜, and ω2 = ω1 + 2γ.
shifts and damping rates will be small if the variation
of the spectral density J(ω) on the scale of the Lamb
shifts and damping rates is sufficiently small. Below we
will verify quantitatively the accuracy of the new mas-
ter equation for the Ohmic spectrum at zero tempera-
ture, using exact simulations of two example systems.
The Ohmic spectrum is appropriate for systems such as
atoms, color centers, or superconducting qubits coupled
to one-dimensional wave-guides or transmission lines.
Since the efficacy of the approximation used to derive
the master equation does not depend on the tempera-
ture of the bath or the specific functional form of the
spectral density (it depends only on the local variation
of the resulting Lamb shifts and damping rates around
their respective transition frequencies), simulations for
the Ohmic bath at zero temperature provide a high level
of confidence in the accuracy of the master equation more
generally. Further, since we have exact analytic expres-
sions for the Lamb shifts and damping rates in this case,
if desired the variations of these quantities at the transi-
tion frequencies can be related directly to the accuracy
determined in our simulations.
We have already compared the evolution of the mas-
ter equation to exact simulations for the V system in
Fig. 2. We now consider two further systems. The
first is the “trident” system depicted in Fig.1b. This
system has three transitions, and thus also three pairs
of transitions which we can place simultaneously in the
near-degenerate regime. Again using ν˜ as our arbitrary
10
frequency reference, we choose parameters ω1 = 10piν˜,
ωj = ω1 +γ2/(j−1), for j = 2, 3, and γj = [(5− j)/40]ν˜,
for j = 1, 2, 3, with the cut-off frequency Ω = 80piν˜.
Choosing the initial state |ψ0〉 = (7i|1〉 + 3|2〉)/
√
58, we
plot the evolution of the populations predicted by the
master equation along with the exact evolution in Fig. 3a.
The maximum error in the evolution of the master equa-
tion over the time period plotted in Fig. 3a is less than
2× 10−3.
We now perform simulations for two co-located qubits,
whose level structure is depicted in Fig. 1d. We choose
the parameters ω1 = 10piν˜, and ω2 = ω1 + 2γ, γ1 =
γ2 = 0.1ν˜, with the same cut-off frequency as before.
We find that this system requires significantly larger val-
ues of the weak damping parameters (“quality factors”),
Qj ≡ ωj/γj , in order for the master equation to accu-
rately model the dynamics. Since available numerical
resources place restrictions on the sizes of the Qj ’s that
we can practically simulate, for this system we apply the
first rotating-wave approximation to our model Hamilto-
nian prior to performing the exact simulations. That is,
we simulate the Hamiltonian HRWA (Eq.(15)) instead of
the full model in Eq.(7). These simulations thus show us
how well the master equation will perform so long as the
Qj ’s are large enough to satisfy the first rotating-wave
approximation. We stress that the values of the Qj ’s we
actually simulate here are not large enough to satisfy this
approximation for this system. This fact is interesting in
itself, because it shows that different systems, even with
only a few levels, can require quite different quality fac-
tors to reach the weak damping regime. We believe this is
due to the availability of more channels via which the off-
resonant terms in the system bath interaction can excite
the two-qubit system over the V and trident systems.
Choosing the initial state |ψ0〉 = (i|1〉1|0〉2 +
|0〉1|1〉2)/
√
2, we show the evolution of the populations
for both the master equation and the exact simulations
of HRWA in Fig. 3b. The error in the evolution of the
master equation over the duration shown in Fig. 3a is
less than 5× 10−3.
Finally, we compare the evolution of the Bloch-
Redfield equation (Eq.(24)) both to our Lindblad master
equation and the exact simulations. These comparisons,
plots of which are given in the supplemental material [47],
confirm that the B-R equation and our master equation
have essentially the same accuracy. This result is im-
plied, of course, by the derivation of the Lindblad master
equation.
V. REGIME OF VALIDITY
We have shown that when the spectral density is suffi-
cient flat the B-R equation can be replaced by a Lindblad
equation, and that this is an excellent approximation for
the Ohmic bath. The question we need to answer now
is whether the slowly varying spectrum (SVS) approxi-
mation remains an excellent approximation over the en-
FIG. 4. (Color online) The piece-wise linear spectrum, Jr(ω),
that we use to examine the effect of the slope of the spectral
density on the accuracy of the master equations. On the
two outer segments this spectrum has the slope of the Ohmic
spectrum, while on the middle segment the slope is increased
by a factor r.
tire domain in which the B-R equation itself is valid, or
whether there is a regime in which the B-R equation is
valid but the Lindblad equation is not. Since the SVS
approximation depends solely on the slope of the spec-
tral density (strictly, the difference between the values of
the spectral density at the frequencies of nearby transi-
tions) the question is, as we increase this slope, does the
B-R equation deviate from the exact evolution before or
after the Lindblad and B-R equations deviate from each
other?
If we use an Ohmic spectrum, then we cannot increase
the slope of the spectral density without similarly in-
creasing the decay rate(s). We already know that the
master equations break down (deviates from the exact
evolution) at large damping. To explore how the slope
of the spectral density affects the master equations we
thus thus require a new spectral density, and we use the
one depicted in Fig.4. This density, which we will de-
note by Jr(ω), is divided into three segments. It has a
constant slope in each segment, with all but the middle
segment having the same slope as the Ohmic spectrum
(dJr(ω)/dω = 1/Ω
2). In the middle segment, which in-
cludes the transition frequency(ies) of the system, this
slope is increased by a factor of r.
It has already been established that the spectral den-
sity must be sufficiently flat in order that the damping
induced by the bath be exponential [32, 55]. We can use
system identification, already discussed in Section II, to
determine the number of dynamical variables required to
reproduce the evolution of the open system as the slope
of the spectral density is increased. When this number
is greater than that possessed by the system, the evolu-
tion is non-Markovian and all time-independent Marko-
vian master equations will break down. This allows us to
determine not only how the B-R equation performs, but
whether any Markovian master equation is able to model
baths with steeply varying spectra.
We examine the exact evolution of both a two-level
system and the three-level V-system of Fig.1a. The fre-
quency of the two-level transition is ω0 = 10piν˜, with
a damping rate of γ = 0.296ν˜ when r = 1, while the
V-system has ω1 = ω0 − γ/2, ω2 = ω0 + γ/2, and
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FIG. 5. (Color online) The breakdown of the Lindblad and
Bloch-Redfield (B-R) master equations as the condition on
the flatness of the spectral density is relaxed, for both a
two-level system and the three-level V-system of Fig.1a. a)
The decay of the two level system from the excited state for
increasing values of the spectral slope at the transition fre-
quency, J ′r(ω0) = r/Ω
2. The blue curve is the Ohmic spec-
trum, and rest of the curves, from green through violet, show
the evolution for r = 2n, with n = 3, 4, . . . , 12. b) The decay
of the V-system from state |2〉 at r = 27 (blue) with the pre-
dictions of the Lindblad and B-R master equations (green and
turquoise, respectively). We also show the “best-fit” to the
exact dynamics for these master equations, obtained by fitting
the parameters Rj and Ij . c) The error of the single master
equation for the two level system with spectrum Jr as r is
increased (blue), and the error of the master equation for the
Ohmic spectrum with the corresponding value of the damping
rate, γ(r) (red). We also show the error of the master equa-
tion for the spectrum Jr obtained by fitting the damping rate.
d) The respective errors of both master equations for damping
from the initial state |2〉 for the spectrum Jr (Lindblad: blue,
B-R: magenta); the respective errors for the Ohmic spectrum
with the equivalent damping rates (Lindblad: red, B-R: dark
red); the respective errors for the “best-fit” to the exact evo-
lution, obtained by fitting the values of Rj and Ij separately
for both master equations. Note that the difference between
the errors of the two master equations are hardly discernible
on the plot.
γ1 = γ2 = 0.2ν˜. Since we have chosen a higher damping
rate for the two-level system the “baseline” error of the
master equations for this system will be a little higher
than that for the V-system.
As we increase the slope of Jr, all the damping rates do
increase (at first only a little) because the values of Jr(ω)
at the transition frequencies also increase. The increase
in the error of the master equations will thus have two
sources, the increasing slope and the increasing damping
rate(s). By determining the error of the master equa-
tions as we increase the damping rates while keeping the
spectrum Ohmic, we can largely distinguish the relative
r 20 21 22 23 24 25 26 27 28 29 210 211 212 213
D2 1 2 2 2 3 4 4 4 4 5 5 5 5 5
DV 4 5 6 7 8 9 10 10 11 11 12 12 12 12
TABLE I. The effective dimension of the damped two-level
system, D2, and that of the damped three-level V-system,
DV , as the slope of the spectral density, J
′(ω) = r/Ω2, is
increased for a fixed cut-off frequency, Ω
contributions of the two sources of error.
In Fig.5a we plot the population of the excited state of
the two-level system as it decays into the bath, for r = 2n,
with n = 0 (the Ohmic spectrum) and n = 3, 4, . . . , 12.
We see that as the slope increases the evolution distorts
away from exponential decay. Since the system starts in
the excited state, the coherences remain zero and there is
only one independent variable in the evolution. Since a
time-independent linear equation can only generate real
non-exponential evolution if it has more than one dynam-
ical variable, any deviation from exponential behavior
necessarily implies non-Markovian evolution. In Fig.5c
we plot the error in the evolution of the master equations
(note that both the Lindblad and B-R master equations
are identical for a two-level system) as a function of n
(equivalently log2 r). Note that the evolution of the mas-
ter equation is determined solely by the damping rate
γ(r) = 2pig2Jr(ω0). Rather than using the damping rate
as given by the master equation, for each value of r we can
alternatively choose the damping rate that minimizes the
error. We also plot this “best fit” error in Fig.5c, as well
as the error of the master equations for an Ohmic spec-
trum with the damping rate γ(r). We see that the effect
of the increased slope on the error is much greater than
that of the increased damping rate alone. We also see
that the “best-fit” error, while smaller than that given
by the value of γ specified by the master equation, in-
creases just as rapidly as the latter.
We use system identification to determine the dimen-
sion of the dynamics that generates the exact evolution
for each value of r. We define this dimension as the num-
ber of dynamical variables required to account for 0.999
of the combined magnitude of the dynamical eigenvalues
(see Section II). The results are presented in Table I. We
see that the dimension, and thus the non-Markovianity,
starts increasing as soon as we increase the slope, showing
that all time-independent master equations break down.
We now examine whether there is difference between
the accuracy of the Lindblad and B-R master equations
as the slope, r, increases. For this we need to explore the
evolution of the V-system. We choose the initial state of
this system to be |2〉, and plot in Fig.5d the error of both
master equations as a function of n, as well as the error
when Rj and Ij are chosen so as to give the best fit to the
exact dynamics. As Fig.5d shows, the behaviour of the
V-system is very similar to that of the two-level system.
Even when both master equations have deviated signifi-
cantly from the exact dynamics, they remain so close to
each other that the difference in their respective errors
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FIG. 6. (Color online) A comparison of the evolution pre-
dicted by the adiabatic extension of the new master equation,
Eq.(37), with an exact simulation of a V system coupled to
an Ohmic bath (Fig.1a), in which the detuning between the
transitions, ∆ω, has the time-dependence given in Eqs.(59)
and (60). The initial state is |ψ−〉 = (|1〉 − |2〉)/
√
2 which is
the dark state for degenerate transitions with equal damping
rates. The transition frequency ω1 = 3piν˜, the damping rates
are γ1 = γ2 = γ = 0.1ν˜, and the simulation time is T = 8.
(a,c,e) ∆ω(t) = F1(t) (Eq.(59)). a) The populations of levels
|1〉 (blue) and |2〉 (red), with the evolution of the adiabatic
master equation denoted by dashed lines and that of the ex-
act simulation by solid lines. (c) The absolute value of the
difference between the populations predicted by the adiabatic
master equation and the exact evolution. (e) The detuning
as a function of time. (b,d,f) The same set of results but with
the detuning given by F2(t) (Eq.(60)).
is hardly distinguishable on the plot. Thus the master
equations break down well before they deviate from each
other, and thus well before the SVS approximation breaks
down. We also note that the B-R equation continues to
maintain positivity to good approximation up through
r = 10; the magnitude of the most negative eigenvalue of
the density matrix remains below 1× 10−12.
In Fig.5b We show how the master equations compare
to the exact evolution for the V-system when n = 7
(r = 128). Notable is how different the master equa-
tions are from the exact evolution, while being close to
eachother. The fact that the master equations are able
to approximate the exact evolution considerably better
given the optimal choices for Rj and Ij is rather interest-
ing. It suggests that there might be some way to develop
improved formulae for Rj and Ij .
VI. TIME-DEPENDENT PROBLEMS:
ACCURACY OF THE ADIABATIC EXTENSION
Many important problems involve open systems whose
Hamiltonians change with time. Our master equation
can be used to describe these systems if the time-
dependence is not too fast. To do so one takes the
master equation and changes the parameters and oper-
ators that appear in it, namely γj(ωj), ∆j(ωj), and σj
(which depend on the system eigenstates and thus on
the system Hamiltonian), so that at each time they take
the values determined by the Hamiltonian of the system
at that time [56]. The resulting time-dependent “adia-
batic” master equation will be effective for sufficiently
slow changes in the Hamiltonian.
Here we examine some examples to confirm that the
adiabatic version of the master equation is accurate even
when two levels of an open system cross each other, or
move from degenerate to near-degenerate, during the
evolution. We consider first the V system in which
both damping rates are equal and the detuning changes
with time. We start the system in the state |ψ−〉 ≡
(|1〉 − |2〉)/√2, which for ∆ω = 0 will not decay since it
is the (sub-radiant) dark state [15, 25]. We then change
the detuning with time as determined by following two
functions:
F1(t) =
{
0, 0 < t < T4 ,
pi
64
(
t− T4
)
, T4 < t < T,
(59)
F2(t) =

0, 0 < t < T4 ,
pi
2 ,
T
4 < t <
3T
4 ,
0, 3T4 < t < T.
(60)
The function F1 is chosen so that the detuning increases
gradually, while F2 involves rapid changes. In Fig.6
we compare the adiabatic version of the master equa-
tion with the exact evolution for the two cases. For
∆ω(t) = F1(t) the maximum error of the adiabatic mas-
ter equation is 3.4 × 10−3, and for ∆ω(t) = F2(t) the
maximum error is 1.5× 10−2.
As our final example we consider a generalized ver-
sion of the Landau-Zener transition [45, 46], in which the
energies of two coupled levels cross each other. In par-
ticular we use the 4-level system depicted in Fig.1c, in
which we add a coupling between the upper two levels.
In the original Landua-Zener transition, for which there
is an analytic solution, the energy of one of the levels
is fixed and the other increases linearly with time. We
generalize this by choosing the following sinusoidal time-
dependence for ω1:
ω1(t) = ω2 −∆0 cos(νt), 0 ≤ t ≤ piν . (61)
The detuning, ∆ω ≡ ω1−ω2, starts at −∆0 and increases
as a sinusoid through zero to end at ∆0. We plot the
evolution of the populations of the two levels in Fig.7.
The maximum error of the adiabatic extension of the
master equation is less than 5.4× 10−3.
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FIG. 7. (Color online) Here we plot the evolution resulting
from a generalized Landau-Zener transition in which the ener-
gies of two coupled levels cross. The levels are the upper two
levels of the four-level system depicted in Fig.1c. The energy
of level |2〉 is fixed so that ω2 = 2piν˜, and that of level |1〉,
in which all the population starts, increases with time. The
detuning between the levels is shown as a function of time
in the inset. We plot the populations of the two levels, both
the exact evolution (solid) and that predicted by the master
equation (dashed). The damping rates of the two levels are
γ2 = 2γ1 = 0.05ν˜, the coupling between them is c = 0.2ν˜,
the initial detuning is ∆0 = (pi/2)ν˜, and the period of the
sinusoid is 2pi/ν = 64/ν˜.
DISCUSSION
We have shown that a slow variation condition on the
spectral density is necessary for Markovianity, and along
with weak damping and a high cut-off frequency is a suf-
ficient condition for the existence of an accurate Lindblad
master equation for all regimes of detuning. In doing so
we have shown that the Bloch-Redfield equation can be
replaced with this Lindblad equation. This resolves the
long-running controversy with the Bloch-Redfield equa-
tion, and confirms the conjectures of Eastham et al. [28].
The new master equation unifies the existing Linblad
master equations for degenerate and non-degenerate sys-
tems and in doing so provides insight into the dynam-
ics of the near-degenerate regime. It also allows both
the use of efficient Monte Carlo methods and a measure-
ment description of the action of a thermal bath for all
regimes. Further, its adiabatic extension provides a pow-
erful tool for simulating systems in which transitions are
time-dependent and cross during the evolution, so long as
this time-dependence is not too fast. This suggests that
further exploration of the accuracy of the adiabatic ex-
tension as a function of the speed of the time-dependence
may be a worthwhile endeavor. Such an exploration
would help to delineate the class of controlled systems
for which it is effective.
The technique of system identification played an im-
portant role in obtaining the master equation, as well
as determining when open systems are Markovian. As
far as we are aware, system identification has not been
used before as a tool to understand the dynamics of open
quantum systems, or emergent phenomena in many-body
systems more generally. We expect that it will prove to
be powerful for exploring a wide range of problems in
open systems and many-body physics.
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Appendix A: System identification for linear systems
Here we present the method we used to determine
the minimal model of a linear system given a knowl-
edge of the evolution of a subset of the system’s state-
space. In our case the linear system consists of a low-
dimensional quantum system interacting with a high-
dimensional bath, and the subset of the state space
that we can observe is the density matrix of the low-
dimensional system. The following method is one of a
family of elegant methods referred to as subspace iden-
tification methods, adapted so as to use a set of initial
conditions rather than a set of inputs. Further infor-
mation on subspace identification methods can be found
in [58–61].
Let us say we have a high dimensional system with di-
mension J (in our case the open system and the bath),
and we have the ability to observe N < J variables of
the system, as well as to evolve the system with any
choice of initial conditions for the N variables we can
observe. We would like to find an accurate model (an-
other linear system) that generates the evolution of the
N variables but is only M dimensional with N ≤M < J .
Let us denote a state of the full J dimensional system by
the vector v, and the subset of N variables in which we
are interested by the N -dimensional vector x. The map
that gives the state of the total J-dimensional system at
time τ given an initial state v(0) we will call Z(τ) so
that v(τ) = Z(τ)v(0). Defining Z ≡ Z(τ) we note that
Z(nτ) = Zn. We also define the non-square projector P
that projects onto the N variables so that x = Pv.
Given the ability to evolve the total system with any
choice of initial conditions for the N -dimensional subsys-
tem, along with a single choice for the initial values of
the rest of the variables (of which there are N − J), we
can obtain the matrices Yn = PZ(nτ)P
T that maps the
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N variables at time 0 to their values at time τ , for any
time τ .
We now construct the following two symmetric “block
Hankel” matrices:
H0 ≡

Y0 Y1 · · · Yn
Y1 Y2 Yn+1
...
. . .
...
Yn Yn+1 · · · Y2n
 , (A1)
H1 ≡

Y1 Y2 · · · Yn+1
Y2 Y3 Yn+2
...
. . .
...
Yn+1 Yn+2 · · · Y2n+1
 . (A2)
We now note that H0 can be written as an outer product
H0 = CD
T of (non-square) matrices given by
C =

P
PZ
...
PZm
 = P

I
Z
...
Zm
 , (A3)
DT =
(
Z Z2 · · · Zm)PT. (A4)
We can now determine C and D by doing a singular
value decomposition of H0 to give H0 = USV
T. Note
that since the smaller dimension of the matrices C and
D is smaller than that of H0 we expect many of the
columns of U and the rows of V T will be zero, as will
many of the eigenvalues of H0 which are given in the
diagonal matrix S. Note that we can now view P and Z
as defining a linear model that generates evolution of the
N -dimensional subsystem. The number of eigenvalues
that are appreciably non-zero tells us the dimension of
the model.
To distinguish the model from the original total system
we started with, we can write the matrices C and D as
CT =
(
MT [MT]2 · · · [MT]m)QT, (A5)
DT =
(
M M2 · · · Mm)QT, (A6)
where M is the evolutionary map for the model and Q is
the projector onto the subsystem. Let us now decompose
H0 = USV
T into the outer product of two vectors C˜ ≡
U
√
SPT and D˜ = (P
√
SV T)T. Noting that
H1 = CZD
T (A7)
we can obtain the evolutionary map for the model, M ,
from H1 using
M = (C˜C˜T)−1C˜TH1D˜(D˜TD˜)−1. (A8)
We note that the above method determines the equations
of motion of the linear system, but does not itself give the
change of basis between the original system variables and
those that appear in the obtained equations. Obtaining
this change of basis requires additional methods.
Appendix B: Principle value of an integral
In deriving the master equation in Section III we used
the fact that∫
F (x)
[∫ ∞
0
sin([ω − ω0]s)ds
]
dx = P
[∫
F (x)
x
dx
]
(B1)
for any smooth function F (x), in which P [· · · ] denotes
the principle value of a divergent integral. The principle
value of an integral that diverges at a point a (where
a ∈ (b, c)), is defined by
P
[∫ c
b
f(x)dx
]
≡ lim
ε→0
[∫ a−ε
b
f(x)dx+
∫ c
a+ε
f(x)dx
]
. (B2)
Since the divergent function f(x) = 1/x is anti-
symmetric and diverges at a = 0, it is simple to evaluate
the principle value of
∫ c
−b(1/x)dx. Assuming that b and
c are positive and c > b we have
P
[∫ c
−b
dx
x
]
≡ lim
ε→0
[∫ −ε
−b
dx
x
+
∫ c
ε
dx
x
]
= lim
ε→0
[∫ −ε
−b
dx
x
+
∫ b
ε
dx
x
]
+
∫ c
b
dx
x
=
∫ c
b
dx
x
= ln(c/b). (B3)
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