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Abstract
We investigate a method proposed by E. Arrondo and J. Caravantes to study the Picard group of a smooth low-
codimension subvariety X in a variety Y when Y is homogeneous. We prove that this method is strongly related
to the signature σY of the Poincare´ pairing on the middle cohomology of Y . We give under some topological
assumptions a bound on the rank of Picard group Pic(X) in terms of σY and remove these assumptions for
grassmannians to recover the main result of E. Arrondo and J. Caravantes.
1. Introduction
E. Arrondo and J. Caravantes present in [1] a sketch of program to decide if a divisor D in a smooth
subvariety X of a smooth even-dimensional variety Y is equivalent to a multiple of an hyperplane section
of X . To apply this method, they need some hard topological results that we will not discuss here. We
will however discuss the general validity of the rest of the method in the case of homogeneous varieties
Y with Picard group Z and prove that it is closely related to the signature σY of the Poincare´ pairing on
the middle cohomology of Y . Let us fix the following notations: N = dim(Y ) the dimension of Y is even
and to keep coherent notations with [1] we set N = 2(n− 1). Recall the definition (see [5]):
Definition 1.1 A subvariety X of Y is said to be cumbersome if for any subvariety Z ⊂ Y such that
dim(Z) ≥ codim(X) we have [X ] · [Z] 6= 0.
We will prove the following:
Theorem 1.2 Let X be a cumbersome smooth subvariety in Y of dimension n′ with n′ ≥ n. Assume that
X is simply connected and that, for any n-dimensional Schubert subvariety Y ′ of Y , the intersection of X
with a general translate of Y ′ is irreducible, then Pic(X) is free of rank at most 12 (h
n−1(Y,C)− σY ) + 1.
One major difficulty to use this result is to prove the two topological assumptions on X , namely that
X is simply connected and that its intersection with the general translate of a Schubert subvariety of
dimension n is irreducible. However, in the case where Y is the Grassmannian variety G(p,m), O. Debarre
[5] proved such results. In that case, set R = max(p,m− p), r = min(p,m− p), δ = R − 1 for r ≥ 3 and
δ = 1 for r ≤ 2. We deduce the following:
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Corollary 1.3 Assume X is a smooth cumbersome subvariety of dimension n′ ≥ n − 1 + δ of Y then
Pic(X) is free of rank at most 12 (h
n−1(Y,C)− σY ) + 1.
Finally we recover the main result in [1]:
Corollary 1.4 Assume that r ≤ 2, or equivalently that Y is a projective space or a Grassmannians of
lines, then any smooth cumbersome subvariety X of Y of dimension n′ ≥ n satisfies Pic(X) = Z.
Remark that stronger results were proved by A. J. Sommese [10] but in smaller codimension. In this
note we prove that the method of E. Arrondo and J. Caravantes to show that the Picard group of X is
Z will not work in general but only if the Poincare´ duality is positive definite on the middle cohomology.
The only 1 even-dimensional homogeneous varieties with Picard group Z and positive definite Poincare´
pairing on the middle cohomology are the projective spaces, the grassmannians of lines, the quadrics of
dimension multiple by 4 and the Cayley plane OP2. It is striking that these are examples of projective
spaces over composition algebras (over C, H and O, cf. [4]). With this in mind we ask the following:
Question 1.1 Is it true that, for any smooth cumbersome subvariety X of dimension at least 9 of the
Cayley plane OP2, we have Pic(X) = Z ?
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2. Proof of the Theorem
To prove the theorem we will in some sense restrict ourselves to the n-dimensional case. Let X ′ be a
variety satisfying the hypothesis of Theorem 1.2. Let D′ be a divisor of X ′, we may assume D′ to be
smooth 2 . We will denote by X a general hyperplane section of X ′ of dimension n and by D the divisor
in X corresponding to D′. Remark that X and D are also smooth and that X is cumbersome.
It is a classical result that a basis of H∗(Y,Z) is given by the classes σ(w) of Schubert subvarieties
where w is in a coset WY of the Weyl group W (see for example [3]). We will denote by (σ(t))t∈T and
(σ(u))u∈U the classes of Schubert subvarieties of dimensions n and n−1. They form a basis of the effective
monoids in Hn−2(Y,Z) and Hn−1(Y,Z). We use the notation: σ(w) · σ(w′) =
∑
w′′ c
w′′
w,w′σ(w
′′) and write
[X ] =
∑
t∈T
atσ(t) and [D] =
∑
u∈U
αuσ(u)
with at and αu non negative for all t ∈ T and u ∈ U (because X is cumbersome, all the at are positive).
Poincare´ duality acts as a permutation between Schubert classes and induces an involution w 7→ w∗
on WY . In particular, it stabilises U and we may consider the partition Uid
∐
Uhyp = U where Uid is
the set of fixed points of U under the Poincare´ involution. This induces a decomposition of the abelian
group Hn−1(Y,Z) into Hn−1id (Y,Z) ⊕ H
n−1
hyp (Y,Z). Poincare´ duality acts as the identity on H
n−1
id (Y,Z)
and is hyperbolic on Hn−1hyp (Y,Z). In particular if σY is its signature on H
n−1(Y,Z), we have the equalities
dim(Hn−1id (Y,Z)) = σY and dim(H
n−1
hyp (Y,Z)) = h
n−1(Y,Z)− σY .
We first compare D and HX with respect to numerical equivalence. Consider the classes of curves
C(u) = σ(u) · [X ] and C(t) = [D] · σ(t). We define some non negative integers by: xu := HX · C(u),
yu := D · C(u), zt := HX · C(t) and λt := [D] · C(t). We have the equalities:
1 See [9]
2 This will be harmless by replacing D′ by D′ +mHX′ with m big.
2
xu =
∑
t∈T
cu
∗
t,Hat, yu = αu∗ and zt =
∑
u∈U
cu
∗
t,Hαu.
Define a matrix M with two lines and columns indexed by U ∪ T by
M = (mi,j)i∈{1,2}, j∈U∪T =

 (xu)u∈U (zt)t∈T
(yu)u∈U (λt)t∈T

.
The same proof as in [1] and Lefschetz’s hyperplane Theorem lead to the following 3 :
Proposition 2.1 The divisor D is numerically equivalent to a multiple of HX iff M is of rank one.
Proof — We follow the proof of E. Arrondo and J. Caravantes in [1]. If D is numerically equivalent to
a multiple of HX , then the rank of the matrix M is one. Conversely, if the second line of the matrix is
q times the first one, let D0 = [D] − qHX . The intersections D0 · C(u) and D0 · C(t) vanish. But H
n−1
X
and Hn−2X are linear combinations of C(u) and C(t) respectively, hence if S is a smooth surface obtained
from X by n− 2 hyperplane sections, we get that
D0|SH |S = D0H
n−1
X = 0 and D0|
2
S = D0(D − qHX)H
n−2
X = 0.
By Hogde index Theorem, the divisor D0|S has to be numerically trivial. By Lefschetz’s hyperplane
Theorem, this has to be true for D0. ✷
Corollary 2.2 The divisor D′ is numerically equivalent to a multiple of HX′ iff M is of rank one.
Proof — We know from the previous Proposition thatD andHX are numerically dependent. Lefschetz’s
hyperplane theorem implies that it is also tha case for D′ and HX′ . ✷
As in [1], the sequence 0→ ND/X → ND/Y → (NX/Y )|D → 0 is exact because X and D are smooth.
Taking the top Chern classes gives the equality P := D ·Y D − (D ·X D) ·X X |X = 0. In terms of the
variables (at)t∈T , (αu)u∈U and (λt)t∈T,v∈V , we get:
P =
∑
u∈U
αuαu∗ −
∑
t∈T
atλt.
The next step is the elimination of the variables (λt)t∈T,v∈V . We consider for this, following [1], the
surfaces (St)t∈T where St is the intersection of X with a general subvariety of class σ(t). We set:
Hodget :=
∣∣∣∣∣∣
H2St HStDSt
HStDSt D
2
St
∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
∑
u∈U
cut,Hxu zt
∑
u∈U
cut,Hyu λt
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
∑
u∈U
cut,Hxu
∑
u∈U
cut,Hyu
∑
u∈U
cut,Hyu λt
∣∣∣∣∣∣∣∣
=
∑
u∈U
cut,H
∣∣∣∣∣∣
m1,u m1,t
m2,u m2,t
∣∣∣∣∣∣
.
Observe that Hodget is a non negative linear combination of some minors of the matrixM . By hypothesis
onX ′, the surface St is irreducible hence Hodget is non positive. Set dt := H
2
St
> 0 and define the following
quadratic form q in the variables (αu)u∈U (observe that q is non positive)
q := P +
∑
t∈T
at
dt
Hodget. (1)
In [1], E. Arrondo and J. Caravantes decompose q, in the special case of grassmannians of lines, as a
sum of squares to prove its non negativity. We do this in full generality and show that some negative part
3 We can apply a numerical version of Leschetz Theorem because X′ and all its linear sections are simply connected thanks
to the homotopic Lefschetz’s hyperplane Theorem, see [7, Theorem 3.1.21]
3
may appear. We know that all the variables (xu)u∈U do no vanish because X is cumbersome. Hence we
may define two quadratic forms q′ and q′′ in the variables (αu)u∈U by:
q′ =
1
2
∑
t∈T
∑
(u,u′)∈U2
atc
u
t,Hc
u′
t,H
dtxuxu′
∣∣∣∣∣∣
m1,u m1,u′
m2,u m2,u′
∣∣∣∣∣∣
2
and q′′ =
1
2
∑
u∈U
1
xuxu∗
∣∣∣∣∣∣
m1,u m1,u∗
m2,u m2,u∗
∣∣∣∣∣∣
2
.
Proposition 2.3 The formula q = q′ − q′′ holds.
Proof — For any couple (u, u′) of elements in U , set Au,u′ = −
∑
t∈T
at
dt
cu
∗
t,Hc
u′∗
t,H .
The coefficient of αuαu′ in q is equal to Au,u′ + Au′,u = 2Au,u′ if u
′ 6= u∗ and u′ 6= u, it is equal to
2+ 2Au,u′ if u
′ = u∗ 6= u, to Au,u′ if u
∗ 6= u′ = u and to 1+Au,u′ if u
′ = u∗ = u. The coefficient of αuαu′
in q′ is equal to 2Au,u′ if u
′ 6= u and, if u′ = u, to
∑
t∈T
∑
u′′∈U, u′′ 6=u
at
dt
cu
∗
t,Hc
u′′∗
t,H
xu′′∗
xu∗
=
∑
t∈T
at
dtxu∗
cu
∗
t,H(dt − c
u∗
t,Hxu∗) =
xu
xu∗
−
∑
t∈T
at
dt
cu
∗
t,h
2
=
xu
xu∗
+Au,u′ .
The non vanishing coefficients of αuαu′ in q
′′ are equal to −2 if u′ = u∗ 6= u and to xuxu∗ if u
′ = u 6= u∗.
But this is exactely the difference q′ − q. ✷
Corollary 2.4 If for all u ∈ U , we have
∣∣∣∣∣∣
m1,u m1,u∗
m2,u m2,u∗
∣∣∣∣∣∣
= 0, then D′ is a multiple of HX′ in Pic(X
′).
Proof — Indeed, in that case q′′ vanishes so q must vanish (and also q′). Because X is cumbersome,
all at are different from 0 and this implies that all 2× 2 minors of M vanish and M is of rank one. Apply
Corollary 2.2 to conclude that D′ is numerically equivalent to a multiple of H . Then because X ′ is simply
connected, this implies the result in the Picard group of X ′. ✷
We finish the proof of Theorem 1.2. Because X ′ is simply connected, we know that the Picard group is
free of finite type. Let us now prove that its rank is at most 12 (h
n−1(Y )− σY ) + 1. Indeed, let (Di)0≤i≤k
some divisors on X ′ independant in Pic(X ′) with D0 = H . Let us consider the conditions in Corollary 2.4.
These conditions are xuαu−xu∗αu∗ = 0 for u ∈ U and in fact there are only
1
2h
n−1
hyp (Y ) =
1
2 (h
n−1(Y )− σY )
such conditions because this condition is trivial if u = u∗ and is the same for u and u∗. Now if k is strictly
bigger than the preceding number of conditions, then there exists an element D′ in the linear span of the
familly (Di)1≤i≤k satisfying these conditions. But then D
′ as to be a multiple of H = D0, a contradiction.
3. Applications
Denote by Y = G(p,m) the Grassmannian variety of p-dimensional vector subspaces in am-dimensional
vector space. Thanks to [5, Corollaire 7.4] and [5, The´ore`me 8.1 and Corollaire 8.3], we obtain 4
Proposition 3.1 (ı) Let X be a cumbersome irreducible subvariety in G(p,m) of dimension n′ such that
2n′ ≥ N + r (or equivalentely n′ ≥ n− 1 + r2) then X is simply connected.
(ıı) Let X be a cumbersome irreducible variety of dimension n′ ≥ n− 1 + δ in Y , then the intersection
of X with a general translate of a Schubert variety of dimension n is irreducible.
4 The first part of this result generalises the celebrated Fulton-Hansen Theorem [6] while the second generalises Bertini’s
Theorem for Grassmannians.
4
These propositions complete the proof of Corollaries 1.3 and 1.4 5
We may not hope that the method proposed by E. Arrondo and J. Caravantes will lead to a better
bound on the rank of the Picard group because the decomposition into sums of squares shows that some
negative terms appear. More precisely we have the following
Proposition 3.2 If Y is cominuscule, for any square of minor appearing q′′ the coefficient in q′ of this
square is smaller than its coefficient in q′′.
Proof — If t is such that cut,Hc
u∗
t,H 6= 0 then the quiver of t (see [8] for more on these quivers) differs
from those of u and u∗ by one vertex and has to be the union of these quivers. In particular t is unique.
Furthermore we get dt ≥ xu + xu∗ ≥ 2at thus
at
dt
≤ 12 < 1. ✷
For example, consider the case Y = Q2(n−1) is a smooth quadric. Then our result together with Fulton-
Hansen connectivity Theorem and Bertini Theorem leads to the:
Proposition 3.3 If X is a smooth subvariety of dimension n′ ≥ n in a smooth quadric Q2(n−1) of
dimension 2(n− 1), then Pic(X) = Z if n is odd and Pic(X) = Z or Z2 if n is even.
This has already been observed by E. Arrondo and J. Caravantes, and in the last case, they give in [1]
an example of smooth subvariety X of dimension n in Q2(n−1) with Picard group Z
2.
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