S1. Deconvolution method uncertainties and comparison with literature data
The uncertainties on estimated Fe concentrations can be calculated by applying the propagation for uncertainties on the values of K Fe (10%) and the slope b (39%, calculated using a variability of 0.2 for the two Angström absorption exponents (AAE), β and α (Fialho et al., 2006) ), which gives an overall uncertainty of ~40%. However this method is highly sensitive to even small variations of a (BC) and β (DD), with values quite well known for BC from fossil fuel ranging from 0.8 to 1.1 (Hansen, 2005; Zotter et al., 2017 and references therein) but not so much for dust. In the manuscript, we chose to use β = -4, according to Fialho et al. (2006) values determined at the Azores Islands for samples influenced by Saharan dust events. But other values can be found in the literature (Table S2 .1), ranging from -1.6 to -6.5 and largely influenced by the wavelength range as well as dust origins and size fractions since the iron content differ depending on emission sources and particle size (Journet et al., 2014) . Even during the SAMUM campaign (May to June 2006 in Morocco), a wide range of AAE values have been reported from -1.6 up to -5.1 for ground-based measurements in the same size fraction, as shown in Table S1 . Applying a relatively small increase (resp. decrease) of 10% on the value of β for our dataset led to a 33% decrease (resp. 50% increase) of iron concentrations, as shown in Figure S2 , but no change in the temporal behavior. Table S2 .2 summarizes the iron content determined in Saharan samples, which shows that the relative contribution of iron determined in this work is in the same order of magnitude but still significantly higher. However iron oxides can be found mostly (for ~2/3) in the clay fraction (~PM 2.5 ) and ~1/3 in the silt (coarse) fraction (Journet et al., 2014; Kandler et al., 2009) , which is consistent with increased ratios in the submicron fraction compared to larger ones. It is also worth noting that Val et al. (2013) measured the iron content in the ultrafine and fine fractions (corresponding to PM 1 ) of particles collected in Dakar, and measured a ratio in the upper range of those already reported in the literature, even in the absence of dust event.
The approach used here leads to an estimate of the absolute concentrations of iron, although with high uncertainties given all the necessary assumptions and the empirical algorithm used to deconvolve BC and Fe from absorption measurements. However the temporal profiles, non-parametric wind regression (NWR) plots and potential source contribution function (PSCF) maps (now provided in Figures S5b and S5c, respectively) are all consistent with the expected behavior of such a desert dust tracer and show that it can be useful in determining the contribution of dust to absorption measurements. There is nonetheless quite some room for improvement, in particular for a better estimation of the AAE value for dust similar to the efforts carried out to determine the AAE values for BC from fossil fuel and wood burning (Zotter et al., 2017) . We strongly believe the lack of information for submicron particles in terms of chemical composition of refractory species and optical properties should be better addressed, but is beyond the scope of this work.
S2. PMF 5-factor solution including organics + m/z 36 as input data
Since the behavior of Chl had also been suspected to come from the same sources, m/z signals at 35 and 36 were investigated in order to possibly implement them in the model input.
However the m/z 35 signal presented an important amount of slightly negative values (-3.0 ± 6.2 × 10-13, see Figure S9 ) which likely resulted from a slow vaporization of refractory chloride species both during filter and non-filter measurement as previously observed (Nuaaman et al., 2015) . For this reason only m/z 36 was incorporated into the model without additional normalization since the signal intensity was close to organic ones. Uncertainties were estimated as followed.
The detection limits (DL x ) for these m/z were assumed to be equal to 3 times their respective signal-to-noise ratio for filtered air. The method to determine the uncertainties has already been used to carry out source apportionment studies based on filter data (Tauler et al., 2009; Jang et al., 2013) . When the mass concentrations were below the detection limit, concentrations C x were replaced by DL x /2 and the uncertainties calculated by Equation 1:
If the concentrations were above the detection limit, Equation 2 was used:
New unconstrained runs of the PMF model using the combined dataset of OM plus HCl+ signal for IOP-1 led to the almost complete (95%) attribution of the m/z 36 signal to the Local Combustion OA (LCOA), where it represented 40% of the total factor mass. Besides, in order to refine the solutions, and due to the possible specificity of local emissions, the PMF model was run with constraints on the primary factor profiles, that is to say LCOA obtained from the IOP-1 solution, and COA and HOA from the sea breeze solution, using the a-value approach with 10% freedom (a = 0.1). 
