ABSTRACT This paper considers the sequential fault diagnosis problem with unreliable tests which exist widely in practice. This problem involves real-time inference of the most likely set of failure sources, i.e., fault state, based on unreliable test outcomes. The purpose of this paper is to optimize test set and diagnostic strategy so as to cut down the test cost while isolating the fault accurately, and a method for optimal diagnosis strategy based on partially observable Markov decision process (POMDP) is presented. The components of the POMDP tailed to optimizing the diagnostic strategy are specified, and the solution to the POMDP-based model, namely the optimal strategy, is obtained to describe the optimal test sequence for fault diagnosis. The performance of the proposed method is evaluated with simulation experiments. All the results indicate that this method performs good in diagnostic efficiency and accuracy, even compared with the strategies of traditional methods.
I. INTRODUCTION
High and new technology has been applied widely in weapons and equipment, which not only improves the performance of weapons, but also increases the technical and structural complexity of the equipment, and this poses a serious challenge to equipment test and fault diagnosis. Fault diagnosis is a process of detecting and identifying the failure source of a fault in a system by observing its impacts at various test points. As an important technique of fault diagnosis, sequential diagnostic strategy is a test sequence to achieve the fault isolation accuracy with low test cost. So sequential diagnostic strategy optimization is of great significance to improve the equipment fault diagnosis ability, diagnostic efficiency, improve equipment availability and reduce life cycle cost.
Traditional sequential diagnosis method is based on the premise that the tests are perfect and the outcomes of tests are completely reliable. That is, a test can detect a failure source with full certainty and without false alarm. Essentially, these methods are based on heuristic search and information theory, which have been widely applied to get the optimal strategy, such as Dynamic Programming (DP) [1] , greedy
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algorithm [2] , AND\OR graph algorithm [3] , [4] , improved information heuristic algorithm [5] , [6] , and so on. But the combination explosion, large amount of calculation, easy to get stuck in backtracking and iteration proliferation of them can't meet the current diagnostic requirements in complexity systems. In the recent years, the intelligent algorithms such as the genetic algorithm [7] , ant colony algorithm [8] , particle swarm optimization [9] , support vector machine [10] applied in sequential diagnosis have been advised to get the optimal solution in large complex real-world systems for their powerful calculation ability and optimization mechanism.
However, in the practical systems of engineering, the tests are always unreliable, due to operator errors, electromagnetic interference, unreliable sensors, environmental conditions or disturbance. Obviously, it introduces additional elements of uncertainty into the diagnostic process. Some researchers have studied on the sequential diagnosis problem under unreliable tests. Raghavan et al. [11] studied the problem for arbitrary structure systems based on dynamic programming (DP) recursion, with a sufficient statistic consisting of probabilities of failure sources conditioned on all the previous test results. Yang et al. [12] introduced two types of diagnostic strategies optimization generation methods based on information heuristic algorithm, emphasizing the test cost and diagnostic accuracy with unreliable tests respectively. The fuzzy logic inference method [13] is applied to handle the uncertainty information in safety diagnosis, but it's impossible to identify all sources of uncertainty information. Zhang et al. [14] proposed genetic algorithms to solve the test selection problem with imperfect tests, where multiple outcomes and delays were considered. And they also developed an algorithm based on AND\OR graph search to solve the sequential diagnosis problem with imperfect tests [15] , from the view of life cycle cost. Pan et al. [16] presented a mathematical model based on heuristic GA for test selecting with unreliable tests. Wei et al. [17] shown that the k-out-of-n test sequencing problem with imperfect tests is polynomially solvable given specific assumptions on the parameters. All the above methods mainly try to use an indicator to descript the impact of unreliable tests on diagnosis, additional cost or the balance between the cost and diagnostic accuracy, but they all have a premise that the state of system is knowable and definable at each step.
Virtually, the fault state of the system depends on the states of components which can only be discovered through inspection of tests, thus the fault states are not observable and determined directly when the tests are unreliable. Ying et al. [18] presented a hidden Markov model (HMM) based algorithm for fault diagnosis in systems with partial and imperfect tests. This inspired us to consider the sequential diagnosis problem to be a typical partially observed Markov decision process (POMDP), with two stationary stochastic processes, the test outcomes and system fault states which is controlled by test. As an extension of HMM to decision-making theory, POMDP provides a general framework of modeling the sequential decision-making problem with only an observation with partial and unreliable information, and has been successfully applied to similar problems in various fields, such as UAV path planning [19] , sensor scheduling [20] , target tracking [21] and identification [22] , maintenance scheduling [23] , dialog system [24] et al. So the sequential fault diagnosis problem with unreliable tests is modeled in POMDP framework in this paper, with the classic criterion of test selection, i.e. cost effectiveness of test cost and information gain, and the retest is introduced to improve the reliability of diagnosis results. Although the exact solution of POMDP is a knotty mission, some approximation solution algorithms have been proposed [25] , which promoted its wide applications. Among them, the Successive Approximations of the Reachable Space under Optimal Policies (SARSOP) is an excellent approximation algorithm, which has been proved to perform better than the recent point-based POMDP solvers in computational efficiency [26] . The SARSOP algorithm is adopted to solve the POMDP-based sequential diagnostic model in this paper.
The remainder of this paper is organized as follows. Section 2 presents the details of problem we are discussing. Subsequently, the sequential diagnosis model based on POMDP is described in Section 3 with details. Numerical studies and simulation results are shown in Section 4, and comparisons with some general methods are included. Conclusions and discussions follow in Section 5.
II. PROBLEM FORMULATION
In this paper, we consider the particular setting where the cost of tests as well as the a priori failure probability of each component or unit are known in advance. In its simplest form, the fault diagnosis strategy problem consists of all the possible fault states in the fault diagnosis process and a set of binary-outcome tests that are observed at each sample (observation, decision) epoch, which can be depicted by the following elements.
• Finite set of
the possible failure sources associated with the system, where f i (0 < i ≤ m) represents the i-th failure source and f 0 is the fault-free state. Usually, each single failure source f i corresponds to a SRU (Shop Replaceable Unit) or LRU (Line Replaceable Unit) as practical demand.
• The priori probability of each failure source, p (f i ) is known. And
• Finite set of T = {t 1 , t 2 , · · · , t n } (n ≥ 1) consists all the available binary outcome tests of the system, where t j (1 ≤ j ≤ n) represents the j-th test-point and can detect one failure source or more. The outcomes of tests are binary, i.e., {0 (= pass) , 1 (= fail)}.
• The test cost set corresponding to test set
sents the relationship between the set of failure sources and the set of tests, where d ij = 1 if failure source f i is detected by test t j and d ij = 0 otherwise. The dependency matrix is obtained via reachability analysis on multi-signal model, information flow models, or directed graph models [27] .
• The reliability of each test t j is characterized by a probability pair P dj , P fj , where P dj and P fj represent the detection and false alarm probabilities of test t j respectively. Also P dj + P fj = 1. The target of us is to obtain an optimal diagnosis strategy with minimum expected total diagnostic cost. Note that since the tests are unreliable, the same test can be applied more than once, which is helpful to reduce the unreliability. In practical process, we can only get the observed test outcomes after test and can't ascertain the true fault state of the system completely for the tests are always unreliable.
Generally, the fault diagnosis process can be described as a process of ascertaining the fault ambiguity of a system step by step, which called fault inference engine. The basic principle of inferencing can be expressed as
where F is the current fault state which contains one or more possible failure sources and the next fault state could be either F jp or F jf . Obviously, F jp and F jf are the subsets of F. Following this, the possible fault states of a fault diagnosis process can be obtained with the dependency matrix D. As shown in Fig.1 . Then the set of all possible fault ambiguity groups
in a diagnosis process can be obtained logically, and
Furthermore, it is easy to find that the fault state of next moment is only related to the current fault state and the test been chosen and has nothing to do with the states and tests before. This is a typical Markov process, with the hidden fault states caused by unreliable tests and uncertain effect of test actions, so this diagnosis process can be regarded as a partially observable Markov decision process (POMDP), which is applied in this paper to get the optimal diagnosis strategy.
III. FAULT DIAGNOSIS MODEL BASED ON POMDP
A partially observable Markov decision process is a typical model of describing sequential decision problems under uncertain environment, which can be represented by a tuple as
where S is a state space with s ∈ S; A is an action space with a ∈ A; is an observation space with o ∈ , and O a, s , o denotes the probability of observing o after taking action a and entering s as well as o∈ O a, s , o = 1; T is a transition function of which T s , s, a represents the probability of state transferring from s to s after taking action a; R is a reward function and R (s, a) defines the expected reward of taking action a at state s; 0≤ γ <1 is the discount factor, which adjust the tradeoff among future and current rewards; b 0 is the initial belief state. Since the states are not completely observable, a belief state b of probabilistic information about the system state is introduced, in which b (s) represents the 2 shows the framework of the POMDP-based sequential fault diagnosis model. The following part presents the details of how the POMDP elements are defined on this problem under unreliable tests.
• State space. As mentioned in Section 2, all the possible fault states of a diagnosis process are induced from the matrix D following (2) and them consist the state space S, namely
There are m failure sources in the system, so there will be m terminal states that only contains one failure source, denoted as F tm .
• Action space. The actions could be selected in a diagnosis process is from the test set to ascertain the fault ambiguity group step by step, namely A = T = {t 1 , t 2 , · · · , t n } (n ≥ 1). The same test can be executed repeatedly. • Transition function. The transition function defines the uncertainty of the test actions. T s , a, s = P s |s, a is the probability when system transfers to state s after a ∈ A a = t j was executed. And it satisfies the following formula
The actual hidden state transition under tests is shown in Fig.1 . The fault state (or fault ambiguity group) F can be divided into two subset F jp and F jf by test t j according to the fault inference engine, so P(F fj ) + P(F pj ) = 1 and the probability of subset F jp and F jf can be obtained by
where p(f i ) (0 ≤ i ≤ m) is the prior probability of failure source and it can be learnt through data training and reinforcement learning algorithms [25] . Here the transition model and observation model are assumed to be well pre-trained. And the probability of fault state F transfers to F jp and F jf can be expressed by
From the above, the probabilities of transitions in Fig.1 can be determined respectively. And these transitions can be treated as a hidden but physical actual transition Markov process.
• Observation space and observation function.In fault diagnosis, the directly information that we can obtain about the states is the binary outcomes of unreliable tests. Observation space should include all possible outcomes of all tests. Each test has two outcomes or observations, pass or fail. So the observation space of fault diagnosis can be further defined as O t j = {o N , 0 (= pass) , 1 (= fail)}, where o N is the NULL observation, which is introduced as the observation of the states that no state can transfer to under any test action in the diagnosis process, such as F 1 . It can be expressed as
where T F, t j , F x = 0, ∀F ∈ S. The tests are always unreliable in real system, which means the outcomes of test t j may be contrary to the real current fault state. As given by (1), the fault state transfers to F jp with probability P(F jp ) after t j , but a fail outcome of t j may occur for the false alarm. Also a pass outcome of test t j is possible for the test may have missed a failure as state transfer to F jf . This means that 0 j and 1 j both have the probabilities of being observed after taking test action t j and system state transfers to F jp and F jf , and the probabilities of observations can be expressed by
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where P dj and P fj are the detection and false alarm probabilities.
• Rewards. The reward function directly affects the test selection. In fault diagnosis, the primary goal is to minimize the cost, so test cost is a key element of consideration. And the information gain is introduced to estimate the effect of a test, which is given by IG F, t j = − P F jp log 2 P F jp +P F jf log 2 P F jf (8) The value of information gain represents the ambiguous fault group isolation capability of the test t j , and the larger means the better. We use the information gain per unit cost to evaluate the test action, so the reward function is defined as
where c j is the cost of t j and F tm is the terminal state. The solution of a POMDP is called a strategy π which indicates the action to undertake in every state. Our goal is to find the optimal strategy with maximizing the expected total discounted rewards. Accordingly, let V denotes the value function, then the value of starting in state s and following the strategy π thereafter over K steps can be expressed as
where E π [·] is the expected value under strategy π ,s t is the state at time step t and a t is the action specified by strategy π at time step t. And the above equation can be expressed recursively in terms of the Bellman equation
where s is the next system state after s. So there is the optimal solution which satisfies the following:
It indicates that the value of the current state s is the sum of immediate reward and the expected discounted value of next state which is assumed to be optimal for the following K -1 steps, and namely, the value of a state under an optimal strategy π * is equal to the expected return for the best action in that state. Then the optimal action selection given the optimal value function can be defined as In POMDP, since the true fault state can't be known directly, the value must be conditioned on the belief state, accounting for partial observable results, and it is expressed as
The optimal POMDP value function is obtained by replacing (11) in (13) as
where ρ (b, a) is the reward associated with belief state b which can be calculated by
And b is the updated belief state after the current belief state b and given as
So the optimal decision π (b) of POMDP is defined by V * (b). It is proved that the optimal value function V * K of VOLUME 7, 2019 finite-horizon model is a piecewise linear and convex surface, and each facet of this surface represents a particular K -length strategy [22] . For the optimal value function V * of infinitehorizon POMDP, it can also be approximated infinitely by a piecewise linear and convex value function [28] . In many practical conditions, the total time steps are impossible or hard to identified clearly in advance, so infinite horizon POMDP is applied more.
In this work, we adapt the classic SARSOP algorithm which is proved to be convergence and high-efficiency [26] , to solve the POMDP-based diagnosis model above and get an optimal diagnosis strategy. For the existence and uniqueness of POMDP's solution have been proved [25] - [29] , it's not explained here anymore. To illustrate the performance of the POMDP-based method, we plan to do some simulation experiments between the proposed method and existing methods, namely POMDP strategy and some special diagnosis policies obtained by the existing methods.
IV. SIMULATION RESULTS
The POMDP-based model above can be solved by SARSOP algorithm, and the details of which are described in [26] . In this work, the diagnosis strategy problem of a certain type of suspension and launcher is taken as an example to evaluate the performance of this POMDP-based method.
Firstly, it's modeled based on POMDP with the basic information in Table 1 , and the discount factor γ = 0.95. There are 6 failure sources and 5 test actions, so all the possible ambiguous fault states can be induced according to (1) and are labeled in order as shown in Table 2 , S = {F 1 , F 2 , · · · , F 24 }. And the transition probability and observation probability can be obtained with the given P (f m ) , P dj in Table 1 following (3)- (7), which are not listed here for limited space. The immediate reward of each fault state transaction can also be gained by (8)- (9) and is not listed either for limited space. The initial true fault state of this device is F 1 . And the true fault will stochastically be induced to be another fault state in each step, according to the state transition probabilities obtained. The test system will get an observation, i.e., test outcomes, according to the observation probabilities obtained.
The initial belief state is usually set to be uniformly dis- Then the optimal diagnostic strategy of this model is obtained through SARSOP, and be the test system adaptively selects the optimal test to isolate the failure source at each step. To evaluate the performance of proposed strategy, the greedy strategy and random strategy are introduced as comparisons in simulation experiments. The random strategy maps the belief state to a random action, and all the actions have the same probability to be chosen. The greedy strategy which is one step optimal, determines a state-specific test to the state that has the maximum possibility of transmitting the current observation. The actions and the observations of each step of these three strategies in one trial are shown in Fig.3-Fig.4 , where the ''−1'' represents the NULL observation o N and step length is 5. And the true fault state of each step is illustrated in Fig. 5 .
It not hard to find that the fault state can't be determined directly. For instance, in Fig.3 , the random strategy of the dotted orange line and the proposed strategy as the solid yellow line both choose test t 5 with the same initial state, and the observations obtained are obviously different. However, the true states of them at the 2th step are the same as in Fig. 4 . And at 5th step, the true fault state is determined to be F 19 , but the outcomes of the same test t 1 under the greedy strategy and random strategy are opposite. We can also find in Fig.4 that the fault state of the system transfers to the terminal state with fewer steps under the proposed strategy than other two strategies, since the proposed strategy is based on the belief state rather than the test outcomes only and the outcomes are used to update the belief state. The above indicates that, the unreliability of tests may cost to test and diagnosis, even misdiagnosis, and the POMDP method can performance better in diagnosis process facing it.
To further evaluate the diagnostic performance, we define the average occupancy of terminal states which imply the failure source and location, and do 1000 Monte Caro trails at each step based on the above. The average occupancy of a terminal state is defined as the total numbers of the terminal fault state in all Monte Carlo trails of diagnosis. The average occupancy of each terminal state, F 12 , F 13 , F, under different strategies is shown in Fig.6 to Fig.10 respectively. And the average occupancy of all terminal states is illustrated in Fig. 11 .
From Fig. 6 to Fig. 11 , we can find that each terminal state has high or low occupancy, which means that each failure source can be detect. And all the average occupancies of terminal states will reach to a stable value for all strategies, which means that all strategies will reach to convergence in 5 steps in this case. It can be seen obviously that the POMDP-based strategy performs better than the other strategies in Fig.12 , because the occupancy ratio of all terminal states is highest under the POMDP strategy which means 0.4 step faster than the greedy and 0.6 step faster than the random. Moreover, the occupancy of F 19 , in Fig.10 , is 11% high ratio under the proposed strategy than the greedy and random strategies, also the contribution of it to occupancy of terminal states is about 0.64, which is in line with the priori probability of f 0 . From all the results, the proposed strategy performs the best.
Setting the initial state as Fig.13 and Fig.14 respectively, and the occupancy of all terminal states are shown in Fig.15 . It's easy to find that these ratios are similar with the former case (where the initial state is unknown), and the average occupancy of terminal states under POMDP strategy is the highest. Obviously, the proposed POMDP strategy still performs better than the other strategies. Meanwhile, the proposed method is insensitive to the initial state, and takes fewer steps to reach the terminal state than the other strategies.
V. CONCLUSIONS AND DISCUSSIONS
In this paper, the sequential fault diagnosis process with the uncertainty of state and outcomes caused by unreliable tests is modeled as a POMDP. The POMDP-based method enables the diagnostic system has the capabilities of selecting the test adaptively, which makes the diagnostic system more intelligent. The POMDP provides a solution to solve the sequential fault diagnosis and fault state estimation in a unified framework. The simulation results also indicate that the POMDP-based method can be used to get the optimal diagnostic strategy with minimum cost and performs better than the general methods in quick and accurate fault diagnosis.
The transition and observation probabilities in our work are assumed to be known. Thus, the optimal strategy based on POMDP can be solved by SARSOP algorithm offline, and then diagnostic system can employ the strategy in real time. However, the transition and observation model should be learned by reinforcement learning in practical. So we will focus on learning the parameters of the transition and observation model in the next step.
