Abstract. Extension of classical Mandelbrojt's criterion for normality of a family of holomorphic zero-free functions of several complex variables is given. We show that a family of holomorphic functions of several complex variables whose corresponding Levi form are uniformly bounded away from zero is normal.
Introduction and Main Result
In 1929, Mandelbrojt [5, p.189 ] asserted his criterion for normality of a family of holomorphic zero-free functions of one complex variables. That criterion can be considered as a variation of Montel's Theorem.
The main purpose of this paper is to establish an extension of Mandelbrojt's theorem to several complex variables.
Let are well defined for each function f ∈ F . Our main result is as follows: Theorem 1.1. Let F be a family of zero-free holomorphic functions in a domain Ω. Then F is normal in Ω if and only if for each point z 0 ∈ Ω there exists a ball B(z 0 , r 0 ) ⊂ Ω such that the the set of quantities L(f, B(z 0 , r 0 )), f ∈ F , is bounded.
Preliminaries
A family F of holomorphic functions on a domain Ω ⊆ C n , n ≥ 1, is normal in Ω iff every sequence of function {f n } ⊆ F contains either a subsequence which converges to a limit function f ≡ ∞ uniformly on each compact subset of Ω, or a subsequence which converges uniformly to ∞ on each compact subset.
A family F is said to be normal at a point z 0 ∈ Ω if it is normal in some neighborhood of z 0 .
The connection between these definitions is given by Theorem 2.1. A family of holomorphic functions F is normal in a domain Ω ⊂ C n iff F is normal in at each point of Ω.
The proof of this theorem is the same as the proof of Theorem 3.2.1 in [6] . Normality of a sequence of zero-free holomorphic functions imposes a tight restriction on limit functions, as the following theorem of Hurwitz's shows.
Theorem 2.2. (Hurwitz's theorem).
On a connected open set, the normal limit of nowhere-zero holomorphic functions of several complex variables is either nowhere zero or identically equal to zero.
On normality of a family of holomorphic functions of several complex variables, many results are obtained by G.Julia [4] . From them, we denote the following interesting theorem: Theorem 2.3. (Fundamental Normality Test) Let F be a family of holomorphic functions in a domain in C n if every function F does not take two fixed different values then F is normal.
At first sight it is surprising to see that a condition on the images of a family could guarantee normality. However this result is not surprising if it is considered in light of the uniformization theorem and the Poincaré metric on the domain C \ {a, b}.
Let F be a family of holomorphic functions in a domain Ω. We said that F to be locally bounded in Ω if for each point a ∈ Ω we can find a ball B(a, r) := {z ∈ C n : |z − a| < r} belonging to Ω and a positive number M > 0 such that for each functions f ∈ F , the inequality |f (z)| < M holds in B(a, r). It is well known that a family of holomorphic functions can be normal without being equicontinuous or locally uniformly bounded (see for example [6 
In contradicting of Theorem 2.4, where local boundedness was the key ingredient, the normality of holomorphic functions is characterized by a condition in which the Levi form of corresponding functions is locally uniformly bounded on compact subsets (see Timoney [7] or Dovbush [2, Lemma 1]). 
Unfortunately, in practice Marty's criterion almost useless, as verification of the condition (3.4) in cases when normality is not already evident is generally extremely difficult.
Marty's Theorem provides a complete and satisfying answer to the question of when a family of functions is normal. But if given a family of holomorphic functions of several complex variables {f } and a constant c > 0 such that for every compact subsets K ⊂ Ω we have
we see that the Marty's criterion is insufficient to establish normality. Denote by χ(·, ·) the chordal distance on C and by δ(·, ·) the spherical distance on C. For the definitions and properties of the chordal and spherical distance see, for example, Schiff [6, pp. 2-3] .
If f is a holomorphic function of one complex variables by f ♯ (λ) we denote the spherical derivative
Theorem 2.7. Let some c > 0 be given and set
Then F is normal in Ω.
Proof. Since normality is a local property, we can restrict all our considerations concerning normal families to the unit ball. We draw an arbitrary complex line l ζ (λ) = {z ∈ C n : z = λζ} through the point 0 ∈ C n , where ζ ∈ ∂B (i.e., |ζ| = 1) is arbitrary but fix, and λ ∈ C; its intersection with B in the λ-plane obviously correspond to the unit disk ∆ = {|λ| = 1}. If f ∈ F then the function ln(1 + |f | 2 ) is C 2 in B, then by chain rule, for its restriction to this line, the spherical derivative
It follows by [3, Theorem 1] that the restriction of F to each complex line l ζ is normal. By Theorem 2.5 F is normal in B.
Proof of main result
Observe that the chordal distance between circles |w ′ | = 1 and |w ′′ | = 2 is given by χ(w ′ , w ′′ ) = 1/ √ 10, as does also the chordal distance between the two circles |w ′ | = 1 and |w ′′ | = 1/2. Then for any two points w ′ , w ′′ that satisfy either the two relations |w ′ | ≤ 1 and |w ′′ | ≥ 2, or the two relations |w ′ | ≥ 1 and |w ′′ | ≤ 1/2, it must be true that χ(w ′ , w ′′ ) ≥ 1/ √ 10. Indeed, the function
visibly satisfies
as it is the product of the two positive decreasing functions 1 − t and 1/ √ 2 + 2t 2 . Now, for complex numbers w ′ and w ′′ , with |w
From the symmetry of the chordal metric in its two variables it is easy to see that
holds if the point w ′ belongs to the complement of the closed unit disc and w
′′
belongs to the open disc of radius 1/2.
Proof of Theorem 1.1. ⇒ Suppose z 0 is an arbitrary point in Ω. Let r be such that B(z 0 , r) ⊂ Ω. Suppose F is normal in Ω. If f ∈ F its restriction to an arbitrary complex line {z ∈ C n : z = z 0 + λv, λ ∈ C, |λ| < r, |v| = 1}, i.e., the function h v (λ) = f (z 0 + λv), is holomorphic in disc ∆ r = {λ ∈ C : |λ| < r} and from (3.4) follows that its spherical derivative
It follows δ(f (z 0 ), f (z)) < C|z − z 0 | for all z ∈ B(z 0 , r) and we conclude that F is spherically equicontinuous at point z 0 . Since χ(w
the family F is also chordal equicontinuous at z 0 . It follows that about each point z 0 ∈ Ω, there is a ball B(z 0 , r) ⊆ Ω in which
for all f ∈ F and for all z in B(z 0 , r). Let z 0 be arbitrary, but fixed point in D. If, say, |f (z 0 )| ≤ 1 then |f (z)| < 2 for z ∈ B(z 0 , r), f ∈ F , (otherwise, χ(f (z), f (z 0 )) > χ(1, 2), a contradiction with the inequality (3.2)) whereas |f (z 0 )| > 1, then |f (z)| > 1/2 (otherwise, χ(f (z), f (z 0 )) > χ(1, 1/2) = χ(1, 2), a contradiction with the inequality (3.2)). Therefore, if z ∈ B(z 0 , r), either
It follows that F can be expressed as the union of two families
Suppose first that {f j } ∈ F and f j → 0 as j → ∞. Then |f j (z)| < 1/2 for all z ∈ B(z 0 , r) and j sufficiently large. Set
There exists a constant ε > 0 such that min{|f (z)|, z ∈ B(z 0 , r)} > ε for all f ∈ J 1 . We argue by contradiction and suppose otherwise. Then there exist a sequence of functions {f k }, f k ∈ J 1 , and a sequence of points z k ∈ B(z 0 , r) such that f k (z k ) → 0 as k → ∞ and z k → z 1 ∈ B(z 0 , r) as k → ∞. Since J 1 is a normal family of zero-free functions {f k (z)} has a subsequence {f l (z)} which converges uniformly on B(z 0 , r) to a function f holomorphic in Ω. Since
it follows that f (z 1 ) = 0. By multi-dimensional version of Hurwitz's theorem f ≡ 0. Hence |f l (z)| < 1/2 for all z ∈ B(z 0 , r) and all l sufficiently large. This is a contradiction with the assumption that f l (z) ∈ J 1 .
If f (z) ∈ J 1 and since f is zero-free holomorphic function in Ω we have
for all points z and w in B(z 0 , r) and all f ∈ J 1 . (The first inequality also holds because z and w play symmetric roles.) If f ∈ J , and if |f (z)| < 1/2 for all z ∈ B(z 0 , r) then 1/f is holomorphic in Ω because f never vanishes; moreover |(1/f )(z)| > 2 on B(z 0 , r). Hence ln |(1/f )(z)| is a positive pluriharmonic in B(z 0 , r). Pluriharmonic functions form a subclass of the class of harmonic functions in B(z 0 , r) (obviously proper for n > 1). So by Harnack's inequality there exists some constant C = C(B(z 0 , r 0 ), B(z 0 , r)), C ∈ (1, ∞), r 0 < r, such that Since the same proof works for functions in H we have for all f ∈ H either
Hence the set of quantities L(f, B(z 0 , r 0 )), f ∈ F , is bounded and we obtain the desired result.
⇐ Fix an arbitrary point z 0 in Ω and define the families J and H by
We first show that J is normal at z 0 . Let a sequence {f j } in J be given. First choose r 0 > 0 small enough that the last line in the statement of the theorem holds. The following two cases exhaust all the possibilities for sequence {f j } :
(e) there exists a subsequence {f j k } such that for any k ∈ N the function log |f j k | does not vanish in B(z 0 , r 0 ); (f) for each j ∈ N there exists z j ∈ B(z 0 , r 0 ) such that log |f j (z j )| = 0.
In case (e) we have that |f j k | < 1 in B(z 0 , r 0 ) for all elements of the sequence. Such a subsequence is normal in B(z 0 , r 0 ) by Montel's theorem and hence we are done in case (e).
In case (f) we have m(f j , B(z 0 , r 0 )) = +∞ for all j ∈ N. Therefore, according to the hypothesis, m ′ (f j , B(z 0 , r 0 )) < C for all j ∈ N and some finite constant C. It follows that |f j | < C|f j (z 0 )| ≤ C in B(z 0 , r 0 ) for all j ∈ N, which means that {f j } is a normal family in B(z 0 , r 0 ) and hence finishes the proof in case (f).
If f ∈ H then 1/f is holomorphic on Ω because f never vanishes. Also 1/f never vanishes and 1/|f (z 0 )| < 1. Hence reasoning similar to that in the above proof shows that H := {1/f : f ∈ H} is also normal in B(z 0 , r 0 ). So if {f j } is a sequence in H there is a subsequence {f j k } and a holomorphic function h on B(z 0 , r 0 ) such that {1/f j k } converges locally uniformly in B(z 0 , r 0 ) to h. By the generalized Hurwitz Theorem, either h ≡ 0 or h never vanishes. If h ≡ 0 it is easy to see that f j k (z) → ∞ uniformly on compact subsets of B(z 0 , r 0 ). If h never vanishes then 1/h is holomorphic function in B(z 0 , r 0 ) and it follows that f j k (z) → 1/h(z) uniformly on compact subsets of B(z 0 , r 0 ). Therefore H is normal at z 0 .
Since J and H are normal at z 0 , so that the union F is normal in z 0 . Since normality is a local property, F is a normal family in Ω. This completes the proof of the theorem. is a locally bounded family on A × A. Hence Theorem 2.2.8 in [6] is not true.
Remark 3.2. An alternative proof of necessity in Theorem 1.1 can be given: Fix a point z 0 in Ω. Suppose that F is normal in Ω, a ball B(z 0 , r 0 ) ⊂ Ω, but the set of quantities L(f, B(z 0 , r 0 )), f ∈ F , is unbounded. Then there exists a sequence
Choose r > r 0 such that B(z 0 , r) ⊂ Ω. The normality of {f j } provides a subsequence {f j k } converging locally uniformly in B(z 0 , r) to a holomorphic function f or a subsequence {f j k } which converges locally uniformly to ∞ in B(z 0 , r). Since each f j k is zero-free in B(z 0 , r) the function f is either zero-free in B(z 0 , r) or f ≡ 0 by the generalized Hurwitz theorem.
Therefore for the given sequence {f j } there is a subsequence {f j k } for which one of the following holds:
(a) {f j k } converges uniformly on B(z 0 , (r 0 + r)/2) to the function f ≡ 0; (b) {f j k } converges uniformly on B(z 0 , (r 0 + r)/2) to a holomorphic function f which is zero-free on B(z 0 , r);
In case (a) (respectively in case (c)) we have |f j k (z)| < 1/2 (respectively |f j k (z)| > 2) for all z ∈ B(z 0 , (r 0 + r)/2) and all k ∈ N sufficiently large. It follows that ln |f j k (z)| is a strongly negative (respectively positive) pluriharmonic function in B(z 0 , (r 0 + r)/2). Pluriharmonic functions form a subclass of the class of harmonic functions in B(z 0 , (r 0 + r)/2) (obviously proper for n > 1). So by Harnack's inequality there exists some constant C = C(B(z 0 , r 0 ), B(z 0 , (r 0 + r)/2), C ∈ (1, ∞), Since L(f j k , B(z 0 , r 0 )) is the minimum of m(f j k , B(z 0 , r 0 )) and m ′ (f j k , B(z 0 , r 0 )) the proof above gives that the set of quantities L(f j k , B(z 0 , r 0 )), k ∈ N, is bounded, which is a contradiction to (3.4).
