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a b s t r a c t
In this paper, we derive the number of binary strings which contain, for a given ik, exactly
ik runs of 1’s of length k in all possible binary strings of length n, 1 ≤ k ≤ n. Such a
knowledge about the distribution pattern of runs of 1’s in binary strings is useful in many
engineering applications — for example, data compression, bus encoding techniques to
reduce crosstalk in VLSI chip design, computer arithmetic using redundant binary number
systemanddesign of energy-efficient communication schemes inwireless sensor networks
by transformation of runs of 1’s into compressed information patterns, among others. We
present, here, a generating function based approach to derive a solution to this counting
problem. Our experimental results demonstrate that, formost commonly used file formats,
the observed distributions of exactly ik runs of length k, 1 ≤ k ≤ n, closely follow the
theoretically derived distributions, for a given n. For n = 8, we find that the experimentally
obtained values for most file formats agree within±5% of the theoretically obtained values
for all ik runs of length k, 1 ≤ k ≤ n. Also, the root mean square (RMS) values of these
deviations across all file types studied in this paper are less than 5% for n = 8. In view
of these facts, the results presented in this paper could be useful in various application
domains, like the ones mentioned above.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
With the advent of the digital computers, binary sequences have assumed great importance in computer science, where
they find application in the encoding of data, as well as instructions. Examples of such applications include run-length
encoding (RLE) of binary strings used in data and image compression, use of redundant binary number system in computer
arithmetic, designing energy-efficient data communication schemes in wireless sensor networks by transforming long runs
of 1’s with suitably encoded messages requiring less energy, and so on.
Run-length encoding finds diverse application in computer science, such as in data and image compression [1]. As an
example, the LZ77-based data compression algorithms are a generalization of run-length encoding that can take advantage
of runs of strings of characters. Data that have long runs of 1’s, such as sound samples, can be run-length compressed after
applying a predictive filter such as delta encoding [2,3]. Messom et al. introduced a real-time image processing algorithm [4]
based on RLE for a vision based intelligent controller of a Humanoid Robot system. Nagasaka and Miyatake proposed a real-
time video scene identification technique [5] that utilizes run length encoding of video feature sequences. Tagaki et al. [6]
and De et al. [7] presented high speed VLSI multiplication algorithms that rely on recoding of binary data to redundant
number systems to avoid carry propagation and achieve constant time addition by using transformations on runs of 1’s.
For HTTP traffic, use of run-length encoding in conjunction with delta encoding can lead to remarkable improvements in
response size and response delay for an important subset of HTTP content types [2,3].
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Techniques that reduce the amount of data to be transmitted are particularly useful in wireless networks, especially ad
hoc and sensor networks, where the devices are highly energy constrained and communication is a major source of energy
drain. Energy efficient communication schemes for wireless networks that recode a binary data string into redundant binary
by replacing runs of 1’s with equivalent codes in the redundant binary number system (RBNS), have been presented in the
literature [8–10]. Assuming that each of the 2n binary strings is equally likely to occur, it was shown by Sinha [8,9] that
the fraction of energy saving theoretically obtainable at the transmitter by recoding a binary string of length n in RBNS
is, on average, 1 − n+24n (i.e., about 75% for large n) for noiseless or very low noise channels. This saving reduces to 41%
when considering a non-coherent detection based transceiver implementation for an additivewhite Gaussian noise (AWGN)
channel [9]. Their proposed energy efficient communication protocol is called the RBNSiZeComm scheme. However, no
energy saving is generated at the receiver by RBNSiZeComm. The run-zero encoding (RZE) scheme proposed by Sinha and
Sinha [10] is another energy efficient communication protocol that uses recoding of data to RBNS and exploits the statistics
on the distribution of runs of 1’s (and 0’s) in binary strings—similar to the RBNSiZeComm protocol proposed by Sinha [8,9].
The results for the RZE scheme [10] demonstrate that, with a non-coherent detection based receiver, and assuming equal
likelihood of all possible binary strings of a given length, there is a 35.2% saving in energy on an average at the transmitter
compared to binary FSK, for AWGN channels. Simultaneously, the receiver experiences a saving of 12.5% on average.
In the area of VLSI chip design, as device geometries keep shrinking and clock speeds get faster, coupling capacitance
between interconnects has become a major issue. Coupling capacitance occurs when neighboring wires exhibit switching
in different directions. The resulting effect, known as bus crosstalk, leads to propagation delay, increase in bus power
consumption and even data integrity failure [11–13]. With the current trend of decreasing distance between adjacent bus
lines in deep sub micron (DSM) VLSI chip design, there has been a lot of focus in recent times on techniques to reduce bus
crosstalk. Most current crosstalk reduction techniques use some bus encoding scheme to map binary patterns with a large
number of 0-1 transitions to patterns with fewer such transitions [12–19].
Thus, in many applications like those mentioned above, a detailed knowledge about the distribution of runs in binary
strings may be useful in designing efficient algorithms as well as in estimating the benefit of the designed algorithms for
a specific application. For example, a prior knowledge about the probability of occurrence of runs of 1’s of a given length
in a binary string may help us in assessing the merit of a typical run-length encoding scheme. Also, such a knowledge
about run statistics may be helpful in estimating the time complexity of multiplication algorithms using redundant binary
arithmetic [6]. Similarly, in the area of VLSI chip design, for bus coding schemes to reduce crosstalk, a knowledge of the
distribution of runs of 1’s (equivalently, runs of 0’s) in the data to be transmitted would be very useful, not only in designing
effective coding schemes to mitigate crosstalk, but also to analyze the performance of such algorithms.
Distribution of runs in binary strings is closely related to the statistics of success runs in n Bernoulli trials X1, X2, . . ., Xn
with success probability p, 0 ≤ p ≤ 1 and a failure probability of q = 1 − p. The distribution theory of runs has a long
history and there is a considerable amount of research work starting from the time around 1940 [20–23] and carried over
to recent times [24–27]. A nice review of the theory and application of runs have been done by Balakrishnan and Koutras
[28]. The following five important run statistics have been frequently discussed in the literature:
(i) Number of success runs of size exactly k, 1 ≤ k ≤ n, in the sense of Mood’s counting [21].
(ii) Number of success runs of size greater than or equal to k [26].
(iii) Number of non-overlapping consecutive k successes, in the sense of Feller’s counting [29].
(iv) Number of overlapping consecutive k successes, in the sense of Ling’s counting [30].
(v) Size of the longest success runs [31].
1.1. Our contribution
To the best of our knowledge, although the above mentioned five important run statistics have been studied frequently
in the literature, the problem of a given number (say ik) of occurrences of consecutive k successes in n Bernoulli trials has not
been addressed previously. In the context of binary strings, this problem maps to the occurrence of exactly ik runs of 1’s of
length k in a binary string of lengthn. In the area of energy-efficient communication inwireless sensor networks, this detailed
knowledge about the probability of occurrence of runs of 1’s of different lengths in binary messages to be transmitted has
been successfully used by the RZE scheme [10] as well as by Sinha [8,9] in their RBNSiZeComm protocol to design efficient
source encoding mechanisms for reducing the required transmitter (and receiver) energy. Similarly, in VLSI chip designs,
such a knowledge of the distribution of runs of 0’s and 1’s in the data would be very useful for the design and evaluation of
crosstalk reduction coding schemes. Currently, crosstalk reduction algorithms typically evaluate the performance of their
algorithms using 8-bit to 32-bit randomly generated data [11,13,14,32].
In this paper, we investigate this problem of run distribution and derive an expression for the number of binary strings
which contain exactly ik runs of 1’s of length k in all possible binary strings of length n, 1 ≤ k ≤ n. We present an elegant
generating function based solution to this counting problem.
The derived theoretical results pertain to the situation in which all possible binary strings of a given length n are
equally likely to occur. It is thus a natural question as to how closely the real-life data in various applications, where all
possible binary strings are not equally likely to occur, follow this run statistics. Such a study will definitely be useful in
designing efficient algorithms (e.g., for source encoding of data to be transmitted in energy-efficient communication or
1818 K. Sinha, B.P. Sinha / Computers and Mathematics with Applications 58 (2009) 1816–1829
for bus-encoding for reducing the effect of crosstalk) and/or estimating the effectiveness of the devised algorithms in the
context of typical real-life applications. For example, several coding schemes for reducing bus crosstalk have been proposed
that utilize probability based mapping where the probabilities of 0’s and 1’s are different [14]. It has been shown that,
for instruction address patterns, gray code [16], T0 code [15] and inc-xor [14] perform well to reduce crosstalk while
working zone encoding [32] can be used for both instruction and data address patterns. For special purpose applications,
several techniques have been proposed that attempt to exploit a priori knowledge of the characteristics of the patterns to
be transmitted [12,15,17,18]. Shin et al. [12] and Zhang et al. [17] have attempted to design bus coding schemes for DSPs
and ASICs, and demonstrated the performance of their algorithms on JPEG, MP3 and MPEG files. It has been observed that
the behavior of data addresses is different from that of data or instruction addresses, as they are less sequential in nature
and typically tend to exhibit some sort of biased statistics in terms of pattern characteristics [12]. Thus, in designing digital
signal processor (DSP) and application specific integrated circuits (ASICS), the current research trend is towards exploiting
statistical information on the distribution of runs of 0’s and 1’s in the intended application data to design effective coding
schemes that can significantly reduce the number of 0–1 transitions in the patterns to be transmitted and, in the process,
reduce crosstalk [12,17–19].
Also, for the energy efficient communication scheme proposed by Sinha [8,9], it was shown that, while the average
transmitter energy saving over AWGN channels and using non-coherent detection based receiver is 41% for equal likelihood
of all possible binary strings of a given length, considering the data from some real-life applications of wireless sensor
networks, the energy savings, however, vary from 33% to 61%.
With this motivation, we have studied the distribution of the occurrence of ik runs of length k in real-life data of various
applications. For this purpose, we have used files of different formats from the EEC test suite proposed by Sinha [8] as
it not only covers the range of data types commonly seen in various communication and computation applications in
today’s world, but it also has a sufficiently large number of samples of each file type to be useful in computing the average
distribution of runs of 1’s in different file types. The test suite consists of 1100 files of different file types and its description
is reproduced here in Section 4 for the convenience of the reader.
The results demonstrate that, for n = 8, the experimentally observed values for various file formats agree within±5% to
the theoretically obtained values, except for the plain text files. For plain text files, the deviation from the theoretical values
is within±10%, which is explained by the fact that these files contain ASCII characters which have a biased distribution, as
all possible binary strings are not equally likely to occur. For n = 8, the root mean square (RMS) values of these deviations
across all file types is less than 5%, for all ik runs of length k, 1 ≤ k ≤ n. Hence, in view of these observations, we feel
that the results presented in this paper could be useful in various application domains such as measuring the benefit of
run-length encoding in data compression, reduction in computation time in computer arithmetic with redundant binary
number system, design and performance analysis of bus coding schemes in VLSI chips for reducing crosstalk and design of
energy efficient communication schemes, among others.
The rest of the paper is organized as follows: Section 2 introduces the notations used in the paper and the basic idea of
our approach. A solution to the counting problem using a generating function is presented in Section 3. Section 4 presents
the results of counting the distribution of runs of 1’s in some popular compression benchmark test suites for a large value
of n. Section 5 is the conclusion.
2. Notations and basic ideas
Consider a binary string of length n. We denote a run of 1’s of length k occurring in this binary string by Rk. Clearly, two
consecutive runs of 1’s of length k1 and k2, 1 ≤ k1, k2 ≤ n in a bit string will be separated by at least one zero. Considering
this separating bit occurring on the left of each such Rk, 1 ≤ k ≤ n, we denote the symbol 0Rk by yk.
Example 1. Let n = 8 and 00111011 be a binary string which contains a run of 1’s of length 3 (R3) and a run of 1’s of length
2 (R2) separated by one zero. This binary string will thus be denoted by 0y3y2.
If the binary string starts with a run of 1’s at its leftmost bit position, then we append a zero on the left of the original
string to get the symbol yk for some k, 1 ≤ k ≤ n corresponding to this leftmost run of 1’s. We also denote a single zero by
the symbol y0. Then each such yk, 0 ≤ k ≤ n, will be a string of length k+ 1. We note that, irrespective of whether the given
binary string starts with a run of 1’s at its leftmost bit position or not, if we always append a zero on the left of the string,
then there is a one-to-one correspondence between each such yk, 1 ≤ k ≤ n in the appended string and a run of 1’s in the
given binary string. We also note that this appended binary string will be of length n+ 1.
Example 2. Consider the binary string 11000101 for n = 8. We append a zero at the left of the string to get 011000101 of
length 9. This zero-appended string will be equivalently denoted by y2y0y0y1y1. Similarly, appending a zero at the left of
the binary string 00111011 of Example 1, we get the string 000111011 of length 9, which will be equivalently denoted by
y0y0y3y2. Again, given such a string in terms of the yk’s, 0 ≤ k ≤ 8, we can get back the original binary string of length 8 by
writing each yk in terms of 0’s and 1’s and discarding the leftmost 0 bit.
Let N ik,kn denote the total number of binary strings of length n which contain exactly ik number of Rk’s, 1 ≤ k ≤ n.
Computing N ik,kn is equivalent to finding the number of appended binary strings of length n + 1 which contains exactly ik
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number of yk’s, 1 ≤ k ≤ n. For this counting problem, we proceed in the following way. We first take out the ik number
of yk’s from the appended binary string of length n + 1 to be left with n + 1 − (k + 1)ik bits. These n + 1 − (k + 1)ik bits
can be filled with 0’s and 1’s in all possible ways, but without generating any more yk. It may be noted that these left over
n + 1 − (k + 1)ik bits may appear in different bit positions which, in general, may not be contiguous. However, from the
contiguous bit positions, we can find the yj’s, j 6= k. Let us call each such contiguous j+ 1 bits forming a yj as a block. Thus,
the above n+ 1− (k+ 1)ik bits can be partitioned in arbitrary number of blocks, say r blocks, so that each such block will
represent some yj, 0 ≤ j ≤ n, j 6= k. Note that this partitioning will be an ordered one, for counting the all possible binary
strings.
Example 3. Suppose n = 8 and we are looking for the number of binary strings containing exactly 2 runs of 1’s of length 1.
Examples of such binary strings are 01010111, 01011010, 11100101, and so on. Other than the two appearances of y1 (=01)
in these strings, there are 9 − 4 = 5 bit positions. Let us fill each of the remaining 5 bit positions in the zero-appended
strings (of length 9) by a ‘*’. That is, the zero-appended version of the above three example strings would look like *0101****,
*01***01*, and *****0101, respectively. The consecutive appearances of *’s may correspond to some yj, j 6= 1, with each such
yj forming a block of partition of the 5 bit positions holding the * values.
We thus solve the counting problem in the following three steps:
Step 1: (Ordered partitioning of the left over bit positions in a given, say r , number of blocks)
First we take out ik blocks of size k + 1 each, 1 ≤ k ≤ n, from the integer n + 1 and then find the total number of ordered
partitioning of the integer t = (n+ 1)− (k+ 1)ik in exactly r blocks (r ≥ 1 for k < n and r = 0 for k = n), such that there
is no block of size k+ 1 in the partition.
Step 2: (Inserting the ik number of yk’s in between the above partition blocks)
Next, on each such ordered partition obtained in Step 1 above, we insert the ik blocks of size (k+ 1) each and find the total
number of such distinct possibilities. This step is similar to putting ik identical balls into r+1 boxes, where some boxes may
remain empty.
Step 3: (Summing over all possible values of r)
Finally, we sum over the expression obtained in Step 2 above for all possible values of r to get N ik,kn .
In Section 3 we present a solution to this counting problem using a generating function approach.
3. Generating function based solution
Note that for k = n, there is only one such run in the whole string and hence, N1,nn = 1. Using the concept of generating
functions [33–35], we use the polynomial (x+ x2 + x3 + · · ·) to indicate the occurrence of a yi for some i, 0 ≤ i ≤ n at any
bit position in the zero-appended binary string. The purpose of this polynomial is to specify the required length (number
of bits) of any yi at a given position of the string in terms of the power of x of different terms of the polynomial. Thus, the
term x corresponds to the occurrence of y0, x2 corresponds to y1, and so on. In general, the occurrence of yi of length i + 1
would correspond to the term xi+1 of the polynomial. For r blocks of the partition of the integer t = (n+1)− (k+1)ik, each
corresponding to some yi, we have to use the product of r such polynomials. However, to exclude the occurrence of yk’s, we
need to subtract xk+1 from each of these polynomials. Hence, for r such blocks in the partition of the integer t , we consider
the generating function:
G(x) = (x+ x2 + x3 + · · · − xk+1)r ,
such that the co-efficient of xt in G(x)will be the required number of partitions for Step 1.
Now, G(x) can be written as:
G(x) = xr(1+ x+ x2 + · · · − xk)r
= xr
[1− xk(1− x)
(1− x)
]r
= xr [1− xk(1− x)]r(1− x)−r
= xr
[( r
0
)
−
( r
1
)
xk(1− x)+
( r
2
)
x2k(1− x)2 − · · · + (−1)q
(
r
q
)
xkq(1− x)q + · · ·
]
×
[
1+
( r
1
)
x+
(
r + 1
2
)
x2 + · · ·
]
= xr
[( r
0
)
−
( r
1
)
xk(1− x)+
( r
2
)
x2k(1− x)2 − · · · + (−1)q
(
r
q
)
xkq(1− x)q + · · ·
]
×
[
1+
( r
1
)
x+
(
r + 1
2
)
x2 + · · ·
]
= xr
r∑
q=0
(−1)q
(
r
q
)
xkq
q∑
j=0
(−1)j
(
q
j
)
xj
∞∑
p=0
(
r + p− 1
p
)
xp. (1)
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Table 1
Distribution of N ik,kn for n = 8.
Runlength size (k) Values of N ik,kn
ik = 4 ik = 3 ik = 2 ik = 1
1 5 24 66 96
2 – 1 22 97
3 – – 3 58
4 – – – 28
5 – – – 12
6 – – – 5
7 – – – 2
8 – – – 1
Table 2
Relative frequency distribution of N ik,kn for n = 8.
Runlength size (k) Percentage values of N ik,kn
ik = 4 ik = 3 ik = 2 ik = 1
1 1.9531 9.3750 25.7813 37.5000
2 – 0.3906 8.5938 37.8906
3 – – 1.1719 22.6563
4 – – – 10.9375
5 – – – 4.6875
6 – – – 1.9531
7 – – – 0.7813
8 – – – 0.3906
Let m = n+ 1− (k+ 1)ik − r . Hence, the coefficient of xn+1−(k+1)ik in G(x) is the coefficient of xm+r in Eq. (1), which is
equal to (by setting p = m− kq− j),
Nm =
r∑
q=0
q∑
j=0
(−1)q+j
(
r +m− 1− kq− j
m− kq− j
)(
r
q
)(
q
j
)
.
Hence, the required number N ik,kn for k ≥ 1 is given by,
N ik,kn =
n+1−(k+1)ik∑
r=1
(
(r + 1)+ ik − 1
ik
)
Nm. (2)
Expanding the expression for N ik,kn from Eq. (2), we obtain the value of N
ik,k
n as,
n+1−(k+1)ik∑
r=1
(
r + ik
ik
) r∑
q=0
q∑
j=0
(−1)q+j
(
r +m− 1− kq− j
m− kq− j
)(
r
q
)(
q
j
)
. (3)
Example 4. For n = 8, k = 2 and ik = 2, we get the number:
N2,28 =
9−6∑
r=1
(
r + 2
2
) r∑
q=0
q∑
j=0
(−1)q+j
(
2− 2q− j
3− r − 2q− j
)(
r
q
)(
q
j
)
=
(
3
2
)[(
2
2
)(
1
0
)(
0
0
)
−
(
0
0
)(
1
1
)(
1
0
)
+
(−1
−1
)(
1
1
)(
1
1
)]
+
(
4
2
)[(
2
1
)(
2
0
)(
0
0
)
− 0+ 0
]
+
(
5
2
)[(
2
0
)(
3
0
)(
0
0
)
− 0+ 0
]
= 0+ 12+ 10 = 22.
The probability of occurrence of exactly ik runs of 1’s of length k in a given binary string of length n is given by
N
ik,k
n
2n .
Values of N ik,kn for different values of k and ik and also the probability of occurrence of exactly ik runs of 1’s of length k, when
all possible binary strings are equally likely to occur, are shown in Tables 1 and 2, respectively for n = 8.
For a given k ≥ 1, if we now multiply N ik,kn by ik and then sum the product for all possible values of ik, 1 ≤ ik ≤
b(n+ 1)/(k+ 1)c, then we would get the total number of occurrences of Rk in all possible strings of length n. Table 3 shows
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Table 3
Number of occurrences of runlengths for n = 8.
Runlength size (k) Number of maximum possible values of ik Number of occurrences
1 4 320
2 3 144
3 2 64
4 1 28
5 1 12
6 1 5
7 1 2
8 1 1
1 2 3 4 5 6 7 8
0
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Fig. 1. Number of occurrences of different runlengths for n = 8.
the total number of occurrences of all possible run lengths of 1’s in all possible binary strings of length 8 bits. Table 3 along
with Fig. 1 demonstrates that the number of occurrences of runs of 1’s of length k in all possible binary strings of length n,
1 ≤ k ≤ n, decreases exponentially as k increases. In fact, this is in complete agreement with the values for the total number
of occurrences of runs of 1’s of length k as obtained by Sinha [8] which states that, if Nk is the total number of occurrences
of runs of 1’s of length k in all possible binary strings of length k, then the following recurrence relation holds:
Nn−k = 2Nn−k+1 + 2k−2, k ≥ 2
Nn = 1
Nn−1 = 2
 . (4)
The solution to the above Eq. (4) is Nn−k = (k+ 3)2k−2, for k ≥ 2.
4. Experimental results
For the purpose of our experiments, we chose the EEC test suite proposed by Sinha [8] as described below, consisting of a
good mix of a fairly large number of representative files of different types encountered in real-life applications. We studied
the distribution of N ik,kn , i.e., exactly ik number of runs of 1’s of length k, 1 ≤ k ≤ n, for several commonly used file formats,
taken from the EEC test suite.
4.1. Test suite description
The energy efficient communication (EEC) test suite [8] consists of 1100 files, categorized into 10 different file types. The
large number of samples for each representative file type in the test suite makes it very suitable for evaluating the average
case distribution of N ik,kn in the various file types commonly encountered for computing and communication purposes.
Table 4 shows the various file category types and the number of files in each category. Below, we provide a description
of each of the categories:
(1) PDF files: The pdf files are predominantly research papers and patent documents. Most of them are from the IEEE, ACM,
Springer, Elsevier andMicroPatent digital libraries.
(2) Music files: The music files in the EEC benchmark suite are in MP3, AAC or WAV encoded form and have different bit
rates to reflect different audio qualities.
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Table 4
Energy efficient communication (EEC) test suite.
File type Number of files
1 Postscript documents 60
2 Adobe Acrobat documents 78
3 Music files 107
4 HTML files 71
5 Image files 71
6 Binaries 82
7 MS documents 112
8 Plain text files 122
9 Video files 52
10 Streaming video 345
Table 5
Relative frequency distribution of N ik,kn in binary files (%) with n = 8.
Runlength size (k) Percentage values of N ik,kn
ik = 4 ik = 3 ik = 2 ik = 1
1 1.0051 7.0426 25.5013 40.9192
2 – 0.0666 5.7280 35.7592
3 – – 0.3806 18.3461
4 – – – 6.2420
5 – – – 2.2752
6 – – – 1.5204
7 – – – 0.2058
8 – – – 0.3695
(3) BMP files: This data set is a collection of frames in (bitmap format) of real-time streaming video obtained from a
surveillance camera.
(4) Plain text files: These files represent ASCII data and are a mix of log files, configuration files and program source codes
written in different languages such as C, C++ and Java.
(5) HTML files: The HTML files in the suite reflect the common activity patterns of users on the internet in today’s world,
such as surfing, news reading, searching and internet shopping. They consist of pages from sites such as Yahoo, MSN,
Amazon, etc., pages from the popular web based email sites, search results from Google, Yahoo, MSN and other search
engines and pages from auction sites such as eBay.
(6) Image files: These are amix of indoor and outdoor pictures in JPEG format with a higher percentage of outdoor pictures.
(7) Video files: These are either MPEG, WMV or ASX encoded files and have different bit rates to reflect different video
qualities.
(8) Binary files: The binary files are a mix of Microsoft Windows dynamic link library (DLL) files, object files, Linux and
Microsoft’s executable binaries, Java class files and Linux and Microsoft’s library files.
(9) MS Document files: The files in this category reflect the various commonly used document classes fromMicrosoft such
Word documents, PowerPoint presentations and Excel spreadsheets.
4.2. Results details
For each of the chosen file types in our experiment, we used 50 representative files from the EEC test suite to derive
the relative frequency distribution of N ik,kn values for each file type. The relative frequencies corresponding to each N
ik,k
n for
a particular file type was obtained by dividing the total occurrences of exactly ik runs of length k by the total number of
frames required to read the entire set of files. Tables 5–10 present the results of our experimentation on different file types
for n = 8 as percentage values. All simulations were done using C and MATLAB.
Deviations in percentage values of N ik,kn from the theoretically calculated values for n = 8 have been shown in files of
different types, such as binary files, plain text files, JPEG image files, MPEG video files, MP3 music files and PDF documents
in Tables 11–16, respectively. From these tables, it appears that the deviation in percentage values ofN ik,kn for different k and
ik from the theoretically calculated values always lies within ±5% for all file types excepting the plain text files, for which
this deviation rises up to nearly ±10%. An apparent explanation for this larger deviation in case of plain text files may be
given as follows: plain text files consist of ASCII characters which require a byte of memory to store and, hence, the runs
of 1’s in such files are constrained to have some biased distribution (i.e., all possible bit patterns are not equally likely). In
contrast, the other file formats do not have such limitations on the size of the run-lengths, and their behavior in the context
of such run statistics is somewhat closer to the situation where all possible binary strings are equally likely to occur.
The root mean square (RMS) deviations in percentage values from the theoretically obtained ones over all such studied file
types for different k and ik, have also been tabulated in Table 17 for n = 8. From the results in Table 17we see that the largest
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Table 6
Relative frequency distribution of N ik,kn in plain text files with n = 8.
Runlength size (k) Percentage values of N ik,kn
ik = 4 ik = 3 ik = 2 ik = 1
1 0.3011 5.3869 26.1517 46.6649
2 – 0.0000 7.2936 41.6686
3 – – 0.5089 19.9026
4 – – – 6.2709
5 – – – 1.6242
6 – – – 0.0159
7 – – – 0.0000
8 – – – 0.0000
Table 7
Relative frequency distribution of N ik,kn in JPEG image files with n = 8.
Runlength size (k) Percentage values of N ik,kn
ik = 4 ik = 3 ik = 2 ik = 1
1 2.2047 9.3796 25.1922 37.2033
2 – 0.4427 8.9378 38.1596
3 – – 1.4165 24.7618
4 – – – 12.3270
5 – – – 4.8993
6 – – – 2.0500
7 – – – 0.8248
8 – – – 0.3721
Table 8
Relative frequency distribution of N ik,kn in MPEG video files with n = 8.
Runlength size (k) Percentage values of N ik,kn
ik = 4 ik = 3 ik = 2 ik = 1
1 1.9810 9.7533 26.2008 37.5341
2 – 0.3235 7.5418 36.7832
3 – – 0.9839 20.9681
4 – – – 9.3665
5 – – – 3.9803
6 – – – 1.6952
7 – – – 0.7205
8 – – – 0.7970
Table 9
Relative frequency distribution of N ik,kn in MP3 music files with n = 8.
Runlength size (k) Percentage values of N ik,kn
ik = 4 ik = 3 ik = 2 ik = 1
1 2.1643 10.4993 27.2170 36.8658
2 – 0.3561 8.2685 38.0352
3 – – 0.9879 20.5504
4 – – – 9.1809
5 – – – 3.9057
6 – – – 1.5626
7 – – – 0.6573
8 – – – 0.8944
RMS deviation (4.104208%) occurs for k = 1, ik = 1. Given that the RMS deviations for all ik and k, 1 ≤ k ≤ n, is less than
5% across all the studied file types, we can hence conclude that the distribution of N ik,k8 in most of the popular file formats
closely resembles the theoretical distribution. However, it is difficult to give any theoretical bound on such deviation unless
the files can be properly characterized with the probability of occurrences of the different binary strings in those respective
file types.
For n = 64, we have also plotted both the theoretical as well as the experimentally obtained distribution of N ik,kn for
different file types, with k = 1–6. For the sake of comparison, in each of these cases which we have studied, the two curves
showing the experimentally obtained values and the theoretical values have been plotted together, as shown in Figs. 2–7.
While the dotted curves represent the theoretical values, the solid lines correspond to the experimentally observed values.
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Table 10
Relative frequency distribution of N ik,kn in PDF documents with n = 8.
Runlength size (k) Percentage values of N ik,kn
ik = 4 ik = 3 ik = 2 ik = 1
1 1.5193 7.9493 23.9422 39.7112
2 – 0.3413 8.5737 39.2751
3 – – 0.9149 21.3009
4 – – – 10.5156
5 – – – 4.2282
6 – – – 1.8359
7 – – – 0.8546
8 – – – 0.9977
Table 11
Deviation in percentage values of N ik,kn in binary files from the theoretical values with n = 8.
Runlength size (k) Deviation in percentage values of N ik,kn
ik = 4 ik = 3 ik = 2 ik = 1
1 −0.9480 −2.3324 −0.2800 3.4192
2 – −0.3240 −2.8658 −2.1314
3 – – −0.7913 −4.3102
4 – – – −4.6955
5 – – – −2.4123
6 – – – −0.4327
7 – – – −0.5755
8 – – – −0.0211
Table 12
Deviation in percentage values of N ik,kn in plain text files from the theoretical values with n = 8.
Runlength size (k) Deviation in percentage values of N ik,kn
ik = 4 ik = 3 ik = 2 ik = 1
1 −1.6520 −3.9881 0.3704 9.1649
2 – −0.3906 −1.3002 3.7780
3 – – −0.6630 −2.7537
4 – – – −4.6666
5 – – – −3.0633
6 – – – −1.9372
7 – – – −0.7813
8 – – – −0.3906
Table 13
Deviation in percentage values of N ik,kn in JPEG image files from the theoretical values with n = 8.
Runlength size (k) Deviation in percentage values of N ik,kn
ik = 4 ik = 3 ik = 2 ik = 1
1 0.2516 0.0046 −0.5891 −0.2967
2 – 0.0521 0.3440 0.2690
3 – – 0.2446 2.1055
4 – – – 1.3895
5 – – – 0.2118
6 – – – 0.0969
7 – – – 0.0435
8 – – – −0.0185
Figs. 2–4 provide a comparison between the theoretical values and the distribution of N ik,k64 in binary files for k = 1–6. Fig. 5
depicts the distribution of N ik,k64 in MP3 andMPEG video files and Fig. 6 shows the corresponding distribution in PDF and text
files for k = 4. Fig. 7 shows the distribution of N ik,k64 in JPEG and Microsoft document files for k = 2. From all these figures,
it appears that the distribution of N ik,kn in most of the popular file formats found in various applications closely follows the
theoretical distribution. For plain text files, these experiments with many other values of n and k reveal that the deviations
in the experimentally obtained distributions of N ik,kn from the theoretical ones are small with large values of k (as shown in
Fig. 6(b) with n = 64 and k = 4), while these deviations are more with smaller values of k (as shown in Fig. 8 with n = 64
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Table 14
Deviation in percentage values of N ik,kn in MPEG video files from the theoretical values with n = 8.
Runlength size (k) Deviation in percentage values of N ik,kn
ik = 4 ik = 3 ik = 2 ik = 1
1 0.0279 0.3783 0.4195 0.0341
2 – −0.0671 −1.0520 −1.1074
3 – – −0.1880 −1.6882
4 – – – −1.5710
5 – – – −0.7072
6 – – – −0.2579
7 – – – −0.0608
8 – – – −0.4064
Table 15
Deviation in percentage values of N ik,kn in MP3 music files from the theoretical values with n = 8.
Runlength size (k) Deviation in percentage values of N ik,kn
ik = 4 ik = 3 ik = 2 ik = 1
1 0.2112 1.1243 1.4357 −0.6342
2 – −0.0345 −0.3253 0.1446
3 – – −0.1840 −2.1059
4 – – – −1.7566
5 – – – −0.7818
6 – – – −0.3905
7 – – – −0.1240
8 – – – 0.5038
Table 16
Deviation in percentage values of N ik,kn in PDF documents from the theoretical values with n = 8.
Runlength size (k) Deviation in percentage values of N ik,kn
ik = 4 ik = 3 ik = 2 ik = 1
1 −0.4338 −1.4257 −1.8391 2.2112
2 – −0.0493 −0.0201 1.3845
3 – – −0.2570 −1.3554
4 – – – −0.4219
5 – – – −0.4593
6 – – – −0.1172
7 – – – 0.0733
8 – – – 0.6871
Table 17
Root mean square deviation in percentage values of N ik,kn in application data from theoretical values with n = 8.
Runlength size (k) RMS deviation in percentage values of N ik,kn
ik = 4 ik = 3 ik = 2 ik = 1
1 0.808772 2.032438 1.015065 4.104208
2 – 0.423171 1.368368 1.917142
3 – – 0.458404 2.572799
4 – – – 2.929371
5 – – – 1.661834
6 – – – 0.834875
7 – – – 0.401657
8 – – – 0.41722
and k = 1 and 2). In Fig. 9, we have also plotted the variation of experimentally obtained values of N ik,kn in plain text files
for n = 2048 and k = 1 and 2.
5. Conclusion
We have explored, in this paper, the problem of run distribution in binary strings, and have derived an expression for
N ik,kn , the number of binary strings which contain exactly ik runs of 1’s of length k in all possible binary strings of length
n, 1 ≤ k ≤ n. The concept of generating function has been used in deriving the above expression. Our experimental
results show that, for n = 8, the experimentally observed distributions for most file formats agree within ±5% of the
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Fig. 2. Distribution of N ik,kn in binary files for k = 1 and 2 with n = 64.
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Fig. 3. Distribution of N ik,kn in binary files for k = 3 and 4 with n = 64.
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Fig. 4. Distribution of N ik,kn in binary files for k = 5 and 6 with n = 64.
theoretically obtained values and the RMS deviations of the experimentally obtained values of N ik,kn (for all ik runs of
length k, 1 ≤ k ≤ n) from the theoretically derived ones, across all the file formats studied in this paper, are less
K. Sinha, B.P. Sinha / Computers and Mathematics with Applications 58 (2009) 1816–1829 1827
0
5
10
15
20
25
30
35
40
Fr
eq
ue
nc
y 
(%
)
0
5
10
15
20
25
30
35
40
Fr
eq
ue
nc
y 
(%
)
 ik→  ik→
Nni k
,k
 for k = 4, n = 64: Dist. Comparison 
between Theo. and MP3 Files
Nni k
,k
 for k = 4, n = 64: Dist. Comparison 
between Theo. and MPEG Files
-10 -5 0 5 10 15 20 25 30 -10 -5 0 5 10 15 20 25 30
a b
Fig. 5. Distribution of N ik,kn in MP3 and MPEG video files for k = 4 with n = 64.
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Fig. 6. Distribution of N ik,kn in PDF and text files for k = 4 with n = 64.
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Fig. 7. Distribution of N ik,kn in JPEG and MS document files for k = 2 with n = 64.
than 5%. These results may be useful in measuring the benefit of run-length encoding in data compression, reduction
in computation time in computer arithmetic with redundant binary number system, design and performance analysis of
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bus coding schemes in VLSI chips for reducing crosstalk and design of energy efficient communication schemes, among
others.
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