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Abstract
It is shown how Seiberg-Witten equations can be obtained by means of Fedosov defor-
mation quantization of endomorphism bundle and the corresponding theory of equivalences
of star products. In such setting, Seiberg-Witten map can be iteratively computed for arbi-
trary gauge group up to any given degree with recursive methods of Fedosov construction.
Presented approach can be also considered as a generalization of Seiberg-Witten equations
to Fedosov type of noncommutativity.
1 Introduction
Seiberg-Witten equations define correspondence between commutative and noncommutative
gauge theories [1]. The noncommutativity considered in this context is given by Moyal star
product. Solutions of these equations were found, analyzed and used in noncommutative
field theories by many authors (compare e.g. [2, 3, 4, 5, 6, 7, 8, 9, 10] and references therein).
Original formulation of [1] was based on the relation between two possible regularizations of
the particular string theory model. However, it was shown that Seiberg-Witten maps can be
consistently introduced without referring to the string theory, but only by algebraic analysis
of postulated noncommutative gauge transformations [4]. Another possibility (which will be
used in our approach) is given by the theory of equivalence of star products [11].
In this paper, we are going to show that Seiberg-Witten equations and their solutions
can be understood as a local manifestation of the global theory – deformation quantization
of endomorphism bundle [12, 13]. The main inspiration for such considerations comes from
∗michal.dobrski@p.lodz.pl
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the work of Jurcˇo and Schupp showing that the star equivalence relations can yield Seiberg-
Witten equations [11]. The approach of [11], with Kontsevich theory as a main tool, seems
to work without any problems only in the case of abelian gauge. (The nonabelian gauge was
analyzed in [14]. Unfortunately the theory became significantly complicated and the central
result was stated without strict proof in this case). The main aim of the present paper is to
show that equivalence theory in Fedosov quantization yields results analogous to that of [11],
but for arbitrary gauge group. Moreover, Fedosov machinery contains iterative procedures
which can be used for explicit computation of solutions of Seiberg-Witten equations up to an
arbitrary order. Also, our approach gives some generalization of these equations to Fedosov
type of noncommutativity.
The paper is organized as follows. First (section 2), we recall Fedosov formalism of
deformation quantization of endomorphism bundle. Next (section 3), the theory of isomor-
phisms generated by Heisenberg equation is used to derive the central relation of this paper
– formula (16). We use the same theory to introduce commuting derivations of Fedosov
algebra (following [15] at this point). Then (section 4), the things are put together and it
is shown how Seiberg-Witten equations (and their solutions) can be obtained from Fedosov
equivalence theory. Some concluding remarks are given in section 5.
2 Fedosov Construction of Deformation Quantization of
Endomorphism Bundle
Let us recall Fedosov construction for deformation quantization of endomorphism bundle.
We strictly follow sections 5.2 and 5.3 of [12]. Instead of considering general formalism in
which one deals with arbitrary symplectic bundle, we stick to the simplest case of symplectic
manifold (M, ω) which is the base manifold for considered bundles. Since this section is
given mainly for the purpose of fixing notations, the proofs are omitted and the numbers of
theorems originally formulated in [12] are quoted. For detailed insight into geometrical ideas
behind Fedosov construction (in the case of functions on symplectic manifold) one may refer
to [16]. Some further properties and examples can be found in [17, 18].
The starting point for the Fedosov construction is a Fedosov manifold (M, ω, ∂S) i.e. a
symplectic manifold (M, ω) with some symplectic (torsionless and preserving ω) connection
∂S (compare [19, 20] for details). Then one considers a complex vector bundle E overM with
a connection ∂E . Our main interest will be focused on the bundle End(E) which fiber End(E)x
is a vector space of endomorphisms of corresponding fiber Ex. Recall that the connection ∂
E
induces a connection ∂End(E). Indeed, if in the local frame e of E one has ∂Ea = da+ΓEa then
∂End(E)B = dB + [ΓE , B], where ΓE is a local, endomorphism-valued one-form. Sections of
End(E) can be multiplied with usual composition of linear mappings. Fedosov construction
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(usually considered as a deformation quantization of algebra of functions on a symplectic
manifold) yields fully geometrical, formal deformation of product of endomorphisms. Locally
this construction can be understood as a deformation of matrix product.
In the first step, one introduces the bundle W ⊗ End(E) on the base manifold M,
where W is the formal Weyl algebra bundle of usual Fedosov construction ([12] section
5.1). W ⊗End(E) is called the formal Weyl algebra bundle with twisted coefficients and will
be denoted by W . Its fibers are algebras Wx consisting of formal mappings from TxM to
End(E)x[[h]] of the form
a(y) =
∑
k,p≥0
hkai1...ipy
i1 . . . yip , (1)
where y ∈ TxM, ai1...ip are components of some symmetric, End(E)x-valued covariant ten-
sors in local coordinates and h is a formal parameter. One prescribes degrees to monomials
in formal sum (1) according to the rule
deg(hkai1...ipy
i1 . . . yip) = 2k + p.
For nonhomogeneous a its degree is given by the lowest degree of nonzero monomials in
formal sum (1). The operator Pm extracts monomials of degree m from given a
Pm(a)(y) =
∑
2k+p=m
hkai1...ipy
i1 . . . yip .
The fiberwise ◦-product is defined by the Moyal formula
a ◦ b =
∞∑
m=0
(
−
ih
2
)m
1
m!
∂ma
∂yi1 . . . ∂yim
ωi1j1 . . . ωimjm
∂mb
∂yj1 . . . ∂yjm
.
(We follow conventions of [12] with minus sign at the imaginary unit. The transformation to
the most popular form of Moyal product can be easily obtained by putting h→ −h). This
definition is invariant under linear transformations of yi generated by transitions between
local coordinates on M. Notice that ◦-product is expressed in terms of the product of
endomorphisms which is noncommutative from the very beginning.
We also consider the bundle W ⊗ Λ. Sections of this bundle can be locally written as
a =
∑
hkai1...ipj1...jq (x)y
i1 . . . yipdxj1 ∧ · · · ∧ dxjq .
The ◦-product in W ⊗ Λ is defined by the rule (a ⊗ η) ◦ (b ⊗ ξ) = (a ◦ b) ⊗ (η ∧ ξ). The
commutator of a ∈ W ⊗ Λr and b ∈ W ⊗ Λs is given by [a, b] = a ◦ b − (−1)rsb ◦ a. It can
be easily observed that the only elements of W ⊗ Λ which vanish on all commutators are
these which are proportional to the identity endomorphism (or equal to 0) at each point
and which contain no yi. Thus, scalar forms are just sections belonging to C∞(Λ)[[h]]. In
particular, scalar 0-forms can be identified with formal power series with coefficients being
the functions on M.
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Notice that (comparing to the case of Fedosov construction for functions) one deals
with one subtlety related to initial noncommutativity of endomorphism product. When
operators of the form K = i
h
[s, · ] are considered, one may not take arbitrary s, since in
general negative powers of h may be produced. The only allowed s ∈ C∞(W ⊗ Λ) are
these for which monomials of the form h0ai1...ipj1...jqy
i1 . . . yipdxj1 ∧ · · · ∧dxjq are expressed
by central endomorphisms only. Let us call them C-sections. Also, let us use the term
C-operator for mappings which transport C-sections to C-sections.
Lemma 2.1. For arbitrary C-section s the commutator i
h
[s, · ] is a C-operator.
The proof is straightforward.
One introduces an operator δ acting on elements of W ⊗ Λ by the relation
δa = dxk ∧
∂a
∂yk
= −
i
h
[ωijy
idxj , a].
Similarly, δ−1 acting on monomial akm with k-fold y and m-fold dx yields
δ−1akm =
1
k +m
ysι
(
∂
∂xs
)
akm
for k+m > 0 and δ−1a00 = 0. Both δ and δ
−1 are nilpotent and for a ∈ W⊗Λk the Leibniz
rule δ(a ◦ b) = (δa) ◦ b+(−1)ka ◦ δb holds. An arbitrary a ∈ W ⊗Λ can be decomposed into
a = a00 + δδ
−1a+ δ−1δa.
Symplectic connection ∂S induces the connection in formal Weyl algebras bundle W
which will be denoted by the same symbol. In the case of twisted coefficients (bundle W)
one deals with connection ∂ = ∂S⊗1+1⊗∂End(E). Let a be a section ofW . Using Darboux
coordinates on M and symplectic connection coefficients Γljk one may write ∂a (for some
fixed frame in E) in the form
∂a = da+
i
h
[1/2 Γijky
iyjdxk, a] + [ΓE , a],
with Γijk = ωilΓ
l
jl (any further raising or lowering of indices is also performed by means of
ω). When dealing with sections of W ⊗ Λ, we can compute ∂ using the rule
∂(η ◦ a) = dη ◦ a+ (−1)kη ◦ ∂a,
for η being a scalar k-form. The ◦-Leibniz rule holds for ∂ and one could be interested in
other connections with this property, namely in the connections of the form
∇ = ∂ +
i
h
[γ, · ],
with γ ∈ C∞(W ⊗ Λ1). One can calculate that ∇2 = i
h
[Ω, · ] with the curvature 2-form
Ω = R+∂γ+ i
h
γ ◦γ where R = 1/4Rijkly
iyjdxk∧dxl− ih2 R
E
kldx
k∧dxl. Here Rijkl denotes
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the curvature tensor of symplectic connection and REkl = ∂Γ
E
l /∂xk − ∂Γ
E
k/∂xl + [Γ
E
k ,Γ
E
l ].
The connection D is called Abelian if it is flat (D2 = 0) i.e. if its curvature is a scalar form.
The following theorem holds.
Theorem 2.2 (Fedosov 5.3.3). For arbitrary connection ∂ and arbitrary C-section µ ∈
C∞(W) with deg µ ≥ 3 and µ|y=0 = 0 there exists unique Abelian connection
D = −δ + ∂ +
i
h
[r, · ],
satisfying the conditions:
• Ω = −1/2ωijdx
i ∧ dxj is the corresponding curvature 2-form,
• 1-form r is C-section,
• δ−1r = µ,
• deg r ≥ 2.
The 1-form r is the unique solution of the equation
r = r0 + δ
−1
(
∂r +
i
h
r ◦ r
)
. (2)
with r0 = δ
−1R+ δµ.
Omitting the proof we remark that the solution of (2) comes from recursive application
of id+δ−1
(
∂ + i
h
(·)2◦
)
which for 1-forms is an C-operator (here (a)2◦ = a ◦ a). The initial
point for this recurrence is given by the C-section r0. By lemma 2.1 we infer that D is a
C-operator.
Section a ∈ C∞(W) is called flat if Da = 0. Flat sections form subalgebra of the algebra
of all sections of W . We denote this subalgebra by WD. For a ∈ C
∞(W ⊗ Λ) define Q(a)
as a solution of the equation
b = a+ δ−1(D + δ)b (3)
with respect to b. One can prove that this solution is unique, and that Q is a linear bijection.
Then, Q−1a = a− δ−1(D+ δ)a. The following theorem enables construction of star product
of endomorphisms.
Theorem 2.3 (Fedosov 5.2.4). The mapping Q establishes bijection between sections from
C∞(End(E))[[h]] and WD.
Notice that for a ∈ WD one obtains Q
−1(a) = a0, where a0 = a|y=0. We may also infer
that Q is an C-operator. This comes from the fact that Q is expressed in terms of C-operator
δ−1(D + δ). For A,B ∈ C∞(End(E))[[h]] the star product is defined according to the rule
A ∗B = Q−1(Q(A) ◦Q(B)).
The star product obtained in this way is a globally defined associative deformation of the
usual product in C∞(End(E)).
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Remark 1. In proofs of theorems 2.2 and 2.3 the iteration method is used. Given equation
of the form
a = b+K(a) (4)
one may try to solve it iteratively with respect to a, by putting a(0) = b and a(n) =
b + K(a(n−1)). If K is linear and raises degrees (i.e. deg a < degK(a) or K(a) = 0) then
it can be easily deduced that the unique solution of (4) is given by the series of relations
Pm(a) = Pm(a
(m)). In the case of nonlinear K (as in (2)) the more careful analysis is
required [12].
Remark 2. All structures defined above are covariant with respect to both frame and
coordinate transformations. Let us consider the first covariance. Suppose we have some
section a of W . Locally, in frame e, a is represented by the matrix a〈e〉 with entries in
W ⊗ Λ. (We are going to adopt the following convention. For matrices and matrix-valued
operators which are frame-dependent representations of global objects we put subscript 〈e〉
to mark the corresponding frame. However, we will omit this marking if the frame is evident
within the given context). When we perform transformation e˜ = eg−1 this matrix transforms
according to a〈e˜〉 = ga〈e〉g
−1 = g ◦ a〈e〉 ◦ g
−1. One easily checks that this relation holds for
r. Hence, if
D〈e〉 = −δ + ∂ +
i
h
[r〈e〉, · ]
and
D〈e˜〉 = −δ + ∂ +
i
h
[r〈e˜〉, · ]
then
D〈e˜〉(g ◦ a〈e〉 ◦ g
−1) = g ◦D〈e〉(a〈e〉)) ◦ g
−1
and in consequence
Q〈e˜〉(g ◦ a〈e〉 ◦ g
−1) = g ◦Q〈e〉(a〈e〉)) ◦ g
−1.
Remark 3. One recovers usual Fedosov construction of star product of functions on M
by considering bundle E0 =M× C with global frame e1 = 1 and global connection 1-form
ΓE0 ≡ 0.
Remark 4. Let both connections ∂S and ∂E be flat and µ ≡ 0. Suppose we fix Darboux
coordinates and frame in E with Γijk ≡ 0 and Γ
E ≡ 0. Then Abelian connection reads
DT = d− δ. The corresponding subalgebra of flat sections is called trivial algebra and will
be denoted by WDT . The star product obtained in this case is the Moyal one.
Remark 5. Also, let us consider the case of arbitrary ∂S , flat ∂E and µ ≡ 0. Then
iteration for r starts with section of W containing only central endomorphisms. Applying
id+δ−1
(
∂ + i
h
(·)2◦
)
we do not produce any noncentral endomorphisms. By inductive use
of this argument we may infer that the section r obtained as the solution of (2) is exactly
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identical to the r obtained by the Fedosov construction of deformation quantization for
functions onM. Thus locally, in a frame e with ΓE ≡ 0, we observe that b〈e〉 = Q〈e〉(a〈e〉) is
a matrix valued section with entries b〈e〉 ij = QS(a〈e〉 ij) where QS is the bijective mapping
which generate Fedosov star product of functions. Hence, in such a frame, the resulting
star product of endomorphisms takes form of the usual matrix product with commutative
multiplication of entries replaced by the Fedosov star product of functions onM. We denote
the corresponding Abelian connection by DS = d +
i
h
[γS , · ], the algebra of flat sections by
WDS and the star product by ∗S .
Remark 6. The bundle W can be generalized in the following way. Let W+ denote the
bundle with fiber W+x given by elements of the form
a(y) =
∑
2k+p≥0
hkai1...ipy
i1 . . . yi
p
,
where the number of monomials with given degree 2k + p is finite. In other words, we
admit negative powers of h as long as they are compensated by positive powers of y and
Pm(a) contains finite number of monomials for arbitrarym ≥ 0. The ◦-product, connections
(including D) and operator Q extends in a natural way to W+ and W+ ⊗ Λ.
We need one more theorem for further purposes.
Theorem 2.4 (Fedosov 5.2.6). Equation Da = b (for some given b ∈ C∞(W ⊗Λp), p > 0)
has a solution if and only if Db = 0. The solution may be chosen in the form a = −Qδ−1b.
3 Equivalences of Star Products Generated by Heisen-
berg Equation
In this section general methods developed by Fedosov ([12] section 5.4) are applied to the
specific case of deformation quantization of endomorphism bundle. We do not make use of
full theory constructed by Fedosov. Instead we extract only those parts which are required
for trivialization procedures.
The term trivialization will denote the procedure of establishing isomorphism between
some given algebraWD and WDT orWDS . The construction of such isomorphisms is based
on the following theorem.
Theorem 3.1 (Fedosov 5.4.3). Let
Dt = −δ + ∂
(t) +
i
h
[r(t), · ]
locally
= −δ + d+
i
h
[1/2Γijk(t)y
iyjdxk − ihΓE(t) + r(t), · ]
= d +
i
h
[γ(t), · ]
be a family of Abelian connections parameterized by t ∈ [0, 1], and let H(t) be a t-dependent
C-section of W (called Hamiltonian) satisfying the following conditions:
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1. DtH(t)− γ˙(t) is a scalar form,
2. deg(H(t)) ≥ 3.
Then, the equation
da
dt
+
i
h
[H(t), a] = 0 (5)
has the unique solution a(t) for any given a(0) ∈ W ⊗ Λ and the mapping a(0) 7→ a(t) is
bijective for any t ∈ [0, 1]. Moreover, a(0) ∈ WD0 if and only if a(t) ∈ WDt .
The proof can be done by integrating the equation (5) to
a(t) = a(0)−
i
h
∫ t
0
[H(τ), a(τ)]dτ. (6)
and using the iteration method. Notice, that solutions of (5) can be written in the form
a(t) = U−1(t) ◦ a(0) ◦ U(t), where U(t) is given as the iterative solution of
U(t) = 1 +
i
h
∫ t
0
U(τ) ◦H(τ)dτ. (7)
In general, U is a section of W+.
Locally one can construct isomorphism between arbitrary two WD0 and WD1 , both
coming from theorem 2.2. Indeed, fixing some scalar closed 1-form λ and some homotopy
γ(t) such that γ(0) = γ0 and γ(1) = γ1 we find H as a solution to DtH(t) = λ+ γ˙(t). Since
Dt(λ+ γ˙(t)) = Ω˙ = 0, then H(t) can be chosen as −Qtδ
−1(λ(t) + γ˙(t)) (theorem 2.4). As a
quite direct consequence of these considerations one obtains the following theorem
Theorem 3.2 (Fedosov 5.5.1). Any algebra WD coming from theorem 2.2 is locally isomor-
phic to the trivial algebra WDT .
Hence, we obtain the following useful relation.
Corollary 3.3 (Fedosov 5.5.2). If section a ∈ C∞(W⊗Λ) commutes with arbitrary b ∈ WD,
where D is generated by theorem 2.2, then a is necessarily a scalar form.
The proof can be easily obtained for WDT . Then, the result can be transported to
arbitrary WD by means of isomorphism mentioned in theorem 3.2.
Let Tt denote isomorphism obtained in theorem 3.1. Thus, T0 = id and Tt(WD0) =WDt .
Representing Tt by means of (7) we have Tt(a) = U
−1(t) ◦ a ◦ U(t). Define D˜t = TtD0T
−1
t .
One quickly calculates that
D˜t = D0 + [U
−1(t) ◦D0U(t), · ].
Consequently we may define γ˜(t) = γ(0)−ihU−1(t)◦D0U(t). Now we are going to investigate
how D˜t and γ˜(t) are related to Dt and γ(t).
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Lemma 3.4. With above notations and under assumptions of theorem 3.1, the connection
D˜t is Abelian and D˜t = Dt. If additionally DtH(t)− γ˙(t) = 0 then γ˜(t) = γ(t).
Proof. The Abelian property for D˜t comes from obvious relation D˜tD˜t = TtD0D0T
−1
t .
Using theorem 3.1 one quickly computes that W
D˜t
= WDt . Indeed, for a ∈ WDt it follows
that D˜ta = Tt(D0T
−1
t (a)) = Tt(0) = 0. Similarly, for b ∈ WD˜t , from 0 = Tt(D0T
−1
t (b)) one
infers that b ∈ WDt . Thus, for arbitrary c ∈ WDt = WD˜t we have D˜tc = Dtc = 0. This
yields [γ˜(t) − γ(t), c] = 0. Hence, from corollary 3.3 one obtains that γ˜(t)− γ(t) is a scalar
1-form. But this means that D˜ta = Dta for arbitrary a ∈ C
∞(W ⊗ Λ).
Let us compute ˙˜γ. From (7) it follows that U˙ = i
h
U ◦H and U˙−1 = − i
h
H ◦ U−1. Thus
˙˜γ = −ih U˙−1 ◦D0U − ihU
−1 ◦D0U˙ = −H ◦ U
−1 ◦D0U + (U
−1 ◦D0U) ◦H
+D0H = D0H + [U
−1D0 ◦ U,H ] = D˜tH = DtH.
If DtH − γ˙ = 0 then ˙˜γ = γ˙. But we know that γ˜(0) = γ(0). Thus γ˜(t) = γ(t).
Finally, let us observe that isomorphisms Tt are fully covariant with respect to transfor-
mations of the frame e˜ = eg−1 i.e.
Tt〈e˜〉(g ◦ a〈e˜〉 ◦ g
−1) = g ◦ Tt〈e〉(a〈e〉) ◦ g
−1. (8)
3.1 Local isomorphism between WD and WDS
Now, we are going to analyze isomorphisms which will be the main tool for the construction
of Seiberg-Witten maps.
Let us fix some local frame e in E . Consider a homotopy GΓ
E , 0
〈e〉 (t) of connection coeffi-
cients with GΓ
E , 0
〈e〉 (0) = Γ
E and GΓ
E , 0
〈e〉 (1) = 0. Thus, indices of G describe current frame, the
starting and the ending point of the homotopy. We also fix homotopy m(t) of normalizing
coefficients satisfying m(0) = µ and m(1) = 0. GΓ
E , 0
〈e〉 (t) together with m(t) generate family
of Abelian connections Dt = d +
i
h
[γ(t), · ], each coming from theorem 2.2. Obviously D0
is our initial connection in W and D1〈e〉 = DS . Using theorem 2.4 and requiring DtH = γ˙
we may find Hamiltonian H(t) = −Qt(δ
−1γ˙). But γ˙ = −ihG˙Γ
E , 0
〈e〉 + r˙. Thus, since d/dt
commutes with δ−1
δ−1γ˙ = −ihδ−1G˙Γ
E , 0
〈e〉 + δ
−1r˙ = −ihG˙Γ
E , 0
〈e〉 j y
j + m˙
and consequently
H(t) = Qt(ihG˙
ΓE , 0
〈e〉 j y
j − m˙). (9)
Observe that H(t) is a C-section obtained by the action of C-operator on C-section. Family
of isomorphisms generated by this Hamiltonian will be denoted as
Tt
ΓE , 0
〈e〉 .
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For t = 1 we will write just T Γ
E , 0
〈e〉 .
Suppose now that for each frame e we have a homotopy G〈e〉(t) of connection coefficients
such that G〈e〉(0) is equal to coefficients of ∂
E in e and G〈e〉(1) = 0. For e˜ = eg
−1 let us
relate Tt
gΓEg−1+gdg−1, 0
〈e˜〉 and Tt
ΓE , 0
〈e〉 . Using (8) one calculates
Tt
gΓEg−1+gdg−1, 0
〈e˜〉 (a〈e˜〉) = g ◦ Tt
ΓE , g−1dg
〈e〉 (a〈e〉) ◦ g
−1
= g ◦ Tt
ΓE , g−1dg
〈e〉
(
T−1t
ΓE , 0
〈e〉
(
Tt
ΓE , 0
〈e〉 (a〈e〉)
))
◦ g−1. (10)
It is a matter of straightforward observation that for t = 1 the operator
g ◦ T Γ
E , g−1dg
〈e〉
(
T−1
ΓE , 0
〈e〉 (·)
)
◦ g−1
transports matrices representing flat sections belonging to WDS of frame e to matrices
belonging toWDS of frame e˜. By means of U(t) defined in (7) one may rewrite (10) at t = 1
as
T gΓ
Eg−1+gdg−1, 0
〈e˜〉 (a〈e˜〉) =
g ◦ U−1
ΓE , g−1dg
〈e〉 ◦ U
ΓE , 0
〈e〉 ◦ T
ΓE , 0
〈e〉 (a〈e〉) ◦ U
−1Γ
E , 0
〈e〉 ◦ U
ΓE , g−1dg
〈e〉 ◦ g
−1,
with U = U(1). Then, putting V〈e〉(g,Γ
E) = U−1
ΓE , 0
〈e〉 ◦ U
ΓE , g−1dg
〈e〉 ◦ g
−1, one obtains
T gΓ
Eg−1+gdg−1, 0
〈e˜〉 (a〈e˜〉) = V
−1
〈e〉 (g,Γ
E) ◦ T Γ
E , 0
〈e〉 (a〈e〉) ◦ V〈e〉(g,Γ
E). (11)
Lemma 3.5. V〈e〉(g,Γ
E) is a flat section belonging to WDS of the frame e.
Proof. We are going to show that DSV (g,Γ
E) = 0. Let us compute V −1(g,ΓE)◦DSV (g,Γ
E).
(All calculations are performed in the frame e. We omit subscript 〈e〉 within this proof).
V −1(g,ΓE) ◦ DSV (g,Γ
E)
= g ◦ U−1
ΓE , g−1dg
◦ UΓ
E , 0 ◦DS
(
U−1
ΓE , 0
◦ UΓ
E , g−1dg ◦ g−1
)
= g ◦
(
U−1
ΓE , g−1dg
◦ UΓ
E , 0 ◦DS
(
U−1
ΓE , 0
)
◦ UΓ
E , g−1dg
+ U−1
ΓE , g−1dg
◦DSU
ΓE , g−1dg
)
◦ g−1 + g ◦DSg
−1 (12)
Now, analyze UΓ
E , 0 ◦DSU
−1Γ
E , 0
. One can construct connection
⌣
D = d +
i
h
[
⌣
γ, · ] = DS + [U
ΓE , 0 ◦DSU
−1Γ
E , 0
, · ] ,
with
⌣
γ = γS − ihU
ΓE , 0 ◦DSU
−1Γ
E , 0
= UΓ
E , 0 ◦ γS ◦ U
−1Γ
E , 0
− ihUΓ
E , 0 ◦ dU−1
ΓE , 0
. (13)
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From lemma 3.4 it follows that
γS = U
−1Γ
E , 0
◦ γ ◦ UΓ
E , 0 − ihU−1
ΓE , 0
◦ dUΓ
E , 0 , (14)
where γ comes from our initial connection D = d + i
h
[γ, ·, ] in W . Inserting (14) into (13)
we get
⌣
γ = γ. Using this result again in (13) one obtains
UΓ
E , 0 ◦DSU
−1Γ
E , 0
=
i
h
(γ − γS).
When substituted into (12) this yields
V −1(g,ΓE) ◦DSV (g,Γ
E) = g ◦
(
U−1
ΓE , g−1dg
◦
i
h
(γ − γS) ◦ U
ΓE , g−1dg
+ U−1
ΓE , g−1dg
◦DSU
ΓE , g−1dg
)
◦ g−1 + g ◦DSg
−1.
After application of DS = d +
i
h
[γS , · ] this formula turns into
V −1(g,ΓE) ◦DSV (g,Γ
E) = g ◦
(
U−1
ΓE , g−1dg
◦DUΓ
E , g−1dg +
i
h
(γ − γS)
)
◦ g−1
+g ◦DSg
−1.
Let γg−1dg be γS of e˜ transformed to e. Using lemma 3.4 one quickly computes
U−1
ΓE , g−1dg
◦DUΓ
E , g−1dg =
i
h
(γg−1dg − γ).
Thus
V −1(g,ΓE) ◦DSV (g,Γ
E) = g ◦
i
h
(
γg−1dg − γS
)
◦ g−1 + g ◦DSg
−1.
Now γS = ωijy
idxj + 1/2Γijky
iyjdxk + rS and γg−1dg = ωijy
idxj + 1/2Γijky
iyjdxk −
ihg−1dg + rg−1dg. Repeating considerations of remark 5 we find that rS = rg−1dg. Hence
V −1(g,ΓE) ◦DSV (g,Γ
E) = dg ◦ g−1 + g ◦DSg
−1.
Furthermore, DSg
−1 = dg−1 because there are no noncentral endomorphisms in γS and g
−1
contains no yi. Thus, we finally arrive at the formula V −1(g,ΓE) ◦ DSV (g,Γ
E) = 0 and
consequently DSV (g,Γ
E) = 0.
Making use of above lemma, we can transport relation (11) back to C∞(End(E))[[h]].
Let
MΓ
E
〈e〉(F〈e〉) := Q
−1
S (T
ΓE , 0
〈e〉 (Q(F〈e〉)))
for F being a local section of End(E) represented in the frame e by the matrix F〈e〉. Notice
that MΓ
E
〈e〉 is obviously equivalence of star products generated by D and DS . Define
ĝ〈e〉
(
g,ΓE
)
:= Q−1S (V
−1
〈e〉 (g,Γ
E)) = Q−1S (g ◦ U
−1Γ
E , g−1dg
〈e〉 ◦ U
ΓE , 0
〈e〉 ). (15)
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Then, (11) yields
MgΓ
Eg−1+gdg−1
〈e˜〉 (B〈e˜〉) = ĝ〈e〉
(
g,ΓE
)
∗S M
ΓE
〈e〉(B〈e〉) ∗S ĝ
−1
〈e〉
(
g,ΓE
)
. (16)
Using (15) and (8) one may observe, that the relation
ĝ〈e〉(g
′g,ΓE) = ĝ〈e˜〉(g
′, gΓEg−1 + gdg−1) ∗S ĝ〈e〉(g,Γ
E) (17)
holds, providing ”consistency condition” analogous to that described in [4, 21].
3.2 Trivialization of WDS to WDT
The next ingredient required for building ”noncommutative connection coefficients” Γ̂ and
”curvature” R̂ is a noncommutative version of ∂
∂xi
. We are going to use derivations Xi
defined in [15]. Their most important property is that they commute and thus we may
define curvature in the usual way R̂ij = Xi(Γ̂j) − Xj(Γ̂i) + [Γ̂i ∗, Γ̂j]. In this subsection
we briefly summarize results of [15] in the current context and also fix some notations for
further pourposes.
As stated in theorem 3.2, local isomorphism between WDS and WDT can be established
by means of theorem 3.1. Indeed, we may locally (for chosen Darboux coordinates) fix
some homotopy of symplectic connection coefficients GΣijk(t) such that G
Σ
ijk(0) ≡ 0 and
GΣijk(1) = Γijk. Restricting our analysis to the case of constant normalization µ ≡ 0
we obtain the family DΣt of Abelian connections with D
Σ
0 = DT and D
Σ
1 = DS. The
Hamiltonian compatible with theorem 3.1 is given by
HΣ(t) = −
1
6
QΣt
(
dGΣijk
dt
yiyjyk
)
and thus, we obtain desired isomorphism TΣ transporting WDT to WDS . It is quite natural
to choose
GΣijk(t) = f(t)Γijk , (18)
where f : [0, 1]→ R satisfies f(0) = 1 and f(1) = 0. In this case one can calculate, that up
to h2 the isomorphism TΣ is independent of any particular choice of f(t).
Using inverse of TΣ we may define
λi := ωijQ
−1
S T
−1
Σ QTx
j ,
with the commutation property
i
h
[λi ∗S, λj ] = −ωij . (19)
We also introduce derivations
Xif :=
i
h
[λi ∗S, f ]. (20)
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Using (19) it can be easily deduced that XiXjf = XjXif . Obviously, if one works with a
flat symplectic connection and locally Γijk ≡ 0, then TΣ = id for homotopies of type (18),
and Xi reduces to
∂
∂xi
. In general the following formulae hold [15]:
λi = ωijx
j −
h2
48
∂Γjkl
∂xi
Γjkl +O(h3)
and
Xif =
∂f
∂xi
− h2
{
1
48
ωls
∂f
∂xs
∂
∂xi
(
∂Γmjk
∂xl
Γmjk
)
+
1
16
ωls
∂2f
∂xs∂xk
∂(ΓmjkΓmjl)
∂xi
+
1
24
∂3f
∂xm∂xj∂xk
∂Γmjk
∂xi
}
+O(h3) .
4 Seiberg-Witten Equations
We are ready to show how Seiberg-Witten equations and their solutions can be obtained
from the Fedosov formalism. Following ideas of Jurcˇo and Schupp [11] let us (for some fixed
Darboux coordinates) introduce ”noncommutative connection coefficients” Γ̂ according to
the rule
Γ̂i(Γ
E)〈e〉 :=
i
h
(
MΓ
E
〈e〉(ωijx
j)− λi
)
. (21)
Using relations (16) and (20) one easily computes
Γ̂i(gΓ
Eg−1 + gdg−1)〈e˜〉 =
i
h
(
MgΓ
Eg−1+gdg−1
〈e˜〉 (ωijx
j)− λi
)
=
i
h
(
ĝ
(
g,ΓE
)
∗S M
ΓE
〈e〉(ωijx
j) ∗S ĝ
−1
(
g,ΓE
)
− λi
)
= ĝ
(
g,ΓE
)
∗S
i
h
(
MΓ
E
〈e〉(ωijx
j)− λi
)
∗S ĝ
−1
(
g,ΓE
)
+
i
h
ĝ
(
g,ΓE
)
∗S [λi ∗S, ĝ
−1
(
g,ΓE
)
]
= ĝ
(
g,ΓE
)
∗S Γ̂i(Γ
E)〈e〉 ∗S ĝ
−1
(
g,ΓE
)
+ĝ
(
g,ΓE
)
∗S Xi
(
ĝ−1
(
g,ΓE
))
. (22)
Thus, we have arrived at the formula which reduces to the well known Seiberg-Witten
equations if ∗S is the Moyal product (case of Γijk ≡ 0). The important remark which
should be made here is that one does not need to solve these equations to obtain Γ̂ and ĝ.
Instead, noncommutative gauge objects can be computed with recursive methods of Fedosov
equivalence theory. Also let us notice that in this way one obtains solutions of Seiberg-Witten
equations for arbitrary gauge group (since Fedosov deformation quantization of End(E) is
valid for arbitrary E).
The ”noncommutative curvature” may be defined in quite usual form
R̂ij 〈e〉 := Xi(Γ̂j 〈e〉)−Xj(Γ̂i 〈e〉) + [Γ̂i 〈e〉 ∗S, Γ̂j 〈e〉].
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Simple calculation yields
R̂ij 〈e〉 = −
1
h2
(
[MΓ
E
〈e〉(ωikx
k) ∗S, MΓ
E
〈e〉(ωjlx
l)]− [λi ∗S, λj ]
)
= −
1
h2
(
MΓ
E
〈e〉
(
[ωikx
k ∗, ωjlx
l]
)
+ ωij
)
,
where relation (19) and equivalence M of ∗ (star product in C∞(End(E))[[h]] generated by
∂E and ∂S) and ∗S have been used. With this formula one quickly computes
R̂ij 〈e˜〉 = ĝ ∗S R̂ij 〈e〉 ∗S ĝ
−1
since ωij is constant in Darboux coordinates.
To obtain some kind of Bianchi identities let us define
D̂iR̂jk := Xi(R̂jk) + [Γ̂i ∗S, R̂jk].
Then the formula
D̂[iR̂jk] ≡ 0 (23)
holds as a purely algebraic consequence of XiXj = XjXi and the Jacobi identity. Alterna-
tively, one may calculate that
D̂iR̂jk 〈e〉 = −
i
h3
MΓ
E
〈e〉
(
[ωilx
l ∗, [ωjmx
m ∗, ωkpx
p]]
)
and apply antisymmetrization to get (23).
Explicit formulae for noncommutative gauge objects require calculation of explicit form
of T Γ
E , 0
〈e〉 , U
−1Γ
E , 0
〈e〉 and U
ΓE , g−1dg
〈e〉 . This is quite tedious but otherwise simple task, involving
only recursive computations (formulae (2), (3), (9), (6) and (7)) with known initial points
for recurrences. One obtains (from now on we omit 〈e〉 subscript)
T Γ
E , 0(Q(ωijx
j)) = QS
(
ωijx
j − ihΓEi +
h2
2
ωsr
∫ 1
0
{
G˙Γ
E , 0
s (τ),
∫ τ
0
∂
(η)
(i G˙
ΓE , 0
r) (η)
+
[
G˙Γ
E , 0
r (η), G
ΓE , 0
i (η)− Γ
E
i
]
dη −REri(τ)
}
dτ + h2µ5i
+
h2
2
Γsri
∫ 0
1
{
G˙Γ
E , 0
s (τ), G
ΓE , 0
r (τ)− Γ
E
r
}
dτ
+
h2
4
ωsr
{
ΓEs , R
E
ri(0)
}
+O(h3)
)
(24)
and
Γ̂i(Γ
E) = ΓEi +
ih
2
ωsr
∫ 1
0
{
G˙Γ
E , 0
s (τ),
∫ τ
0
∂
(η)
(i G˙
ΓE , 0
r) (η)
+
[
G˙Γ
E , 0
r (η), G
ΓE , 0
i (η) − Γ
E
i
]
dη −REri(τ)
}
dτ + ihµ5i
+
ih
2
Γsri
∫ 0
1
{
G˙Γ
E , 0
s (τ), G
ΓE , 0
r (τ) − Γ
E
r
}
dτ
+
ih
4
ωsr
{
ΓEs , R
E
ri(0)
}
+
ih
48
∂Γjkl
∂xi
Γjkl +O(h2), (25)
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where { ·, · } denotes anticommutator, RE(t) stands for the family of curvatures generated
by GΓ
E , 0(t), ∂
(t)
i Aj =
∂
∂xi
Aj −Γ
k
jiAk+ [G
ΓE , 0
i (t), Aj ] and µ5i comes from µ due to relation
µ = · · · + h2µ5iy
i + · · · . (For sake of simplicity we have restricted ourselves to the case of
degm(t), deg µ ≥ 4 when arriving at above formula). Natural choice of homotopy G(t) in
the form GΓ
E , 0(t) = f(t)ΓE , where f : [0, 1]→ R, f(0) = 1, f(1) = 0, leads to
Γ̂i(Γ
E) = ΓEi + ih
(
1
4
ωjk
{
ΓEj , R
E
ki +
∂ΓEi
∂xk
}
+ µ5i +
1
48
∂Γjkl
∂xi
Γjkl
)
+O(h2), (26a)
ĝ(g,ΓE) = g +
ih
4
g ωjk
(
∂g−1
∂xj
∂g
∂xk
+
{
ΓEj , g
−1 ∂g
∂xk
})
+O(h2). (26b)
After switching to field theory conventions for gauge objects and to the most frequently used
convention for Moyal product i.e.
ΓE = −iA, RE = −iF, Γ̂ = −iÂ, h˜ = −h
relations (26) may be rewritten as
Âi(A) = Ai + h˜
(
−
1
4
ωjk
{
Aj , Fki +
∂Ai
∂xk
}
+ µ5i +
1
48
∂Γjkl
∂xi
Γjkl
)
+O(h2), (27a)
ĝ(g,A) = g −
ih˜
4
g ωjk
(
∂g−1
∂xj
∂g
∂xk
− i
{
Aj , g
−1 ∂g
∂xk
})
+O(h2). (27b)
For infinitesimal version of gauge transformations (g = eiχ, ĝ = eiχ̂ with small χ and χ̂) it
comes that
χ̂(χ,A) = χ+
h˜
4
ωjk
{
∂χ
∂xj
, Ak
}
+ O(h2). (28)
Thus, we have arrived at formulae, which for Γijk ≡ 0 and µ5i ≡ 0 reduce to the well known
solutions of Seiberg-Witten equations [1].
5 Final Comments
We have shown how Seiberg-Witten equations can be derived within framework of equiv-
alence theory of Fedosov star products. In our approach their solutions may be obtained
up to arbitrary order of h by precisely defined recurrences. Let us summarize all steps of
this procedure. The starting point is given by the bundles E , End(E) with connections ∂E ,
∂End(E) respectively, and the Fedosov deformation quantization of End(E). We are looking
for noncommutative version of ΓE . At the very beginning one must fix homotopies GΓ
E , 0
〈e〉 (t)
for each possible frame e. Then, lifting Q(ωijx
j) should be calculated. (This involves com-
putation of r with formula (2)). Next, the Hamiltonian H(t) is determined from (9). Both
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Q(ωijx
j) and H(t) are put into equation (6) for iterative calculation of T Γ
E , 0
〈e〉 (Q(ωijx
j)).
Finally we project the result back to C∞(End(E))[[h]] and use λi (which is calculated in
quite similar way) to obtain Γ̂i according to (21). For ĝ the equation (7) must be used twice.
First for computation of U−1
ΓE , 0
〈e〉 , and then for U
ΓE , g−1dg
〈e〉 . For the second iteration one must
use Hamiltonian calculated for the homotopy in the frame e˜ = eg−1. Then equation (15)
gives ĝ.
Let us also mention that we have achieved some kind of generalization of Seiberg-Witten
equations from Moyal to Fedosov type of noncommutativity. Indeed, in covariance relation
(22) the star product ∗S is just the matrix product with multiplication of elements replaced
by Fedosov star product of functions. Notice, that in order to keep well defined curvature
R̂ we have to introduce some commuting derivations. This is done by importing derivations
Xi defined in [15].
Ambiguities in solutions characteristic to Seiberg-Witten equations arise in our setting
in two contexts. First, as a consequence of ambiguity in choice of homotopies GΓ
E , 0
〈e〉 (t). This
is explicitly manifested in formulae (24) and (25). The second source of possible ambiguities
comes from internal degrees of freedom of Fedosov deformation quantization. We have
(to some extent) analyzed consequences of arbitrariness in choice of µ, but it should be
mentioned, that this is not the only parameter which can be varied in Fedosov formalism.
Indeed, one may also change curvature of Abelian connections, which is fixed in this paper
to be Ω = −1/2ωijdx
i ∧ dxj . As in the case of nonconstant µ, equivalences between star
products with different Ω would yield some extra terms in solutions (26).
Presented construction is (as in the case of the usual Seiberg-Witten equations) local
and dependent on the choice of particular Darboux coordinates. However, it has been
shown that Seiberg-Witten correspondence can be understood as a local trivialization of
the global structure – Fedosov quantization of endomorphism bundle. Thus, it is natural to
pass from the local description of noncommutative field theory (by means of Seiberg-Witten
map and Moyal product) to the global one (expressed in the language of Fedosov ∗-product
of endomorphisms). The case of noncommutative general relativity will be covered in this
manner in the author’s forthcoming paper.
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