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RE´SUME´
Re´cemment, nous avons pu observer un inte´reˆt grandissant pour l’application de l’ana-
logie formelle a` l’analyse morphologique. L’inte´reˆt premier de ce concept repose sur ses
paralle`les avec le processus mental implique´ dans la cre´ation de nouveaux termes base´e
sur les relations morphologiques pre´existantes de la langue. Toutefois, l’utilisation de ce
concept reste tout de meˆme marginale due notamment a` son couˆt de calcul e´leve´. Dans ce
document, nous pre´senterons le syste`me a` base de graphe Moranapho fonde´ sur l’analogie
formelle. Nous de´montrerons par notre participation au Morpho Challenge 2009 (Kurimo
et al., 2009) et nos expe´riences subse´quentes, que la qualite´ des analyses obtenues par
ce syste`me rivalise avec l’e´tat de l’art. Nous analyserons aussi l’influence de certaines de
ses composantes sur la qualite´ des analyses morphologiques produites. Nous appuierons
les conclusions tire´es de nos analyses sur des the´ories bien e´tablies dans le domaine de la
linguistique. Ceci nous permet donc de fournir certaines pre´dictions sur les succe`s et les
e´checs de notre syste`me, lorsqu’applique´ a` d’autres langues que celles teste´es au cours de
nos expe´riences.
Mots cle´s: intelligence artificielle, apprentissage machine, analyse morpho-
logique non supervise´e, analogie formelle, approche a` base de graphe.
ABSTRACT
Recently, we have witnessed a growing interest in applying the concept of formal analogy
to unsupervised morphology acquisition. The attractiveness of this concept lies in its
parallels with the mental process involved in the creation of new words based on mor-
phological relations existing in the language. However, the use of formal analogy remain
marginal partly due to their high computational cost. In this document, we present
Moranapho, a graph-based system founded on the concept of formal analogy. Our par-
ticipation in the 2009 Morpho Challenge (Kurimo et al., 2009) and our subsequent ex-
periments demonstrate that the performance of Moranapho are favorably comparable to
the state-of-the-art. We studied the influence of some of its components on the quality of
the morphological analysis produced as well. Finally, we will discuss our findings based
on well-established theories in the field of linguistics. This allows us to provide some
predictions on the successes and failures of our system when applied to languages other
than those tested in our experiments.
Keywords: artificial intelligence, machine learning, unsupervised learning
of morphology, formal analogy, graph-based approach.
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CHAPITRE 1
INTRODUCTION
Traditionnellement, le mot est l’unite´ de base des mode`les de langue. Bien qu’adapte´
aux langues occidentales les plus re´pandues, telles que l’anglais et le franc¸ais, on ob-
serve une de´gradation des performances de ces mode`les sur les langues ou` il y a peu
de donne´es d’entraˆınement disponibles ou sur les langues dont la morphologie est plus
complexe. Pour ces cas, la transition vers un mode`le base´ sur le morphe`me1 semble tout
approprie´e, car elle permettrait de retirer le maximum d’information des donne´es dispo-
nibles (section 1.1.2). Cependant, les lexiques morphologiques (p. ex. voir la figure 1.1) de
qualite´ sont plutoˆt rares, ils ne sont habituellement disponibles que pour quelques langues
tre`s re´pandues. De plus, un effort conside´rable doit eˆtre fait pour tenir ces lexiques a` jour
dus a` la cre´ation re´gulie`re de nouveaux termes. Ceci a donc motive´ un bon nombre de
chercheurs a` s’inte´resser a` la possibilite´ de construire automatiquement le lexique mor-
phologique d’une langue donne´e. Cette taˆche, de´taille´e a` la section 1.1.1 et que nous
appellerons analyse morphologique non supervise´e (AMNS), est tre`s complexe.Ceci est
en partie duˆ au grand nombre de phe´nome`nes morphologiques existants et de la grande
variabilite´ de leur utilisation d’une langue a` l’autre. Ces phe´nome`nes morphologiques,
ainsi que d’autres concepts linguistiques ne´cessaires a` la compre´hension de ce me´moire,
sont explique´s au chapitre 2. Nous terminerons ce chapitre par une courte description de
la contribution apporte´e par le travail pre´sente´ dans ce me´moire.
1.1 Taˆche
Comme mentionne´ dans l’introduction et discute´ a` la section 1.1.2, il peut eˆtre avan-
tageux d’effectuer un pre´traitement qui normalise et affine l’unite´ de base des donne´es
linguistiques dans le but de maximiser l’information qui peut en eˆtre tire´e. A` cette fin,
il est d’usage courant d’utiliser le stemming qui consiste a` remplacer les mots contenus
dans les ressources linguistiques par leurs stems. Il est toutefois possible d’aller plus loin
en remplac¸ant les mots non pas simplement par leur stem, mais par leur de´composition
1La plus petite unite´ significative du langage (voir section 2.1).
2en morphe`mes. Pour ce faire, il est ne´cessaire d’avoir acce`s a` un lexique associant cha-
cun des mots a` sa composition morphologique. Malheureusement, de tels lexiques sont
rarement disponibles et il est donc ne´cessaire d’utiliser un algorithme capable d’effectuer
automatiquement l’analyse morphologique de la langue e´tudie´e, tel que celui de´crit dans
cet ouvrage. Le concept d’analyse morphologique et le contenue du lexique que nous
souhaiterions obtenir sont de´taille´s a` la section 1.1.1.
1.1.1 Description
Bien que ne be´ne´ficiant pas d’autant de visibilite´ que la recherche d’informations ou
la traduction automatique, l’analyse morphologique est tout de meˆme un domaine faisant
l’objet d’un effort de recherche conside´rable. Comme pour tous les domaines rassemblant
un nombre important de chercheurs, il y a des divergences sur la de´finition meˆme du
proble`me a` re´soudre. La diffe´rence de point de vue de´coule habituellement du type de
morphologie juge´e pertinente par le scientifique et est donc fortement de´pendante de
l’application postule´e des analyses obtenues. Certains chercheurs ne s’inte´ressent qu’a` la
morphologie flexionnelle, re´duisant ainsi l’analyse morphologique au stemming, alors que
d’autres, plus ambitieux, tenteront d’e´muler l’analyse telle que produite par un linguiste.
Le syste`me que nous de´crivons dans cet ouvrage ne se limite a` aucune application et
a` aucun type de langue en particulier. Par conse´quent, la taˆche a` laquelle nous nous
attaquons correspond plutoˆt au deuxie`me point de vue. C’est-a`-dire que nous tentons de
produire une analyse similaire a` celle que produirait un linguiste en conside´rant tous les
types de morphologie, et ce, de manie`re non supervise´e. Notre syste`me rec¸oit donc en
entre´e le lexique de la langue e´tudie´e comprenant tous les mots a` analyser (1re colonne
de la figure 1.1). Sans aucune information supple´mentaire, le syste`me tente de produire
la de´composition en morphe`mes (2e colonne de la figure 1.1) de chacun des mots du
lexique. Il est important de noter que la repre´sentation textuelle des morphe`mes dans le
lexique est un choix arbitraire et que le lexique de la figure 1.1 serait tout aussi valide
si on remplacerait par exemple l’e´tiquette de morphe`me ist-s par M-1 ou toute autre
chaˆıne de caracte`re n’e´tant pas utilise´ pour identifier un autre morphe`me. En effet, ce qui
importe est d’identifier la distribution du morphe`me dans la langue et non de trouver sa
repre´sentation graphe´mique la plus significative. Nous pouvons observer a` la figure 1.1
que nous ne nous limitons pas aux cas ou` la frontie`re de morphe`me est bien de´finie (p.
3ex. antibiotic). En effet, nous prenons aussi en compte les cas ou` une segmentation du
mot ne suffit pas pour obtenir sa composition en morphe`me (p. ex. bodies). De plus,
la taˆche ne se limite pas a` l’identification des morphes2. En effet, notre re´fe´rence prend
en compte qu’un meˆme morphe`me peut eˆtre repre´sente´ par plus d’un morphe comme
dans le cas du morphe`me pluriel des termes botanists et fishes qui est repre´sente´
respectivement par s et es. La relation inverse, c’est-a`-dire lorsque 2 morphe`mes peuvent
eˆtre repre´sente´s par un meˆme morphe, est aussi conside´re´e. Par exemple, le pluriel et la
3e personne du singulier sont tous les deux fre´quemment repre´sente´s par un s (p. ex.
botanists et relives). Toutefois, aucun syste`me existant ne tente de couvrir l’entie`rete´
des phe´nome`nes couverts par notre lexique de re´fe´rence, l’e´tat de l’art actuel du domaine
e´tant encore loin d’eˆtre capable de fournir une qualite´ d’analyse e´quivalente.
Mot Morphe`mes
antibiotic anti-p biotic-s
body body-N
bodies body-N +PL
antibody anti-p body-N
antibodies anti-p body-N +PL
botanist botany-N ist-s
botanists botany-N ist-s +PL
botanists’ botany-N ist-s +PL +GEN
fishes fish-N +PL
flies fly-N +PL, fly-V +3SG
lock lock-N
locksmith lock-N smith-N
relives re-p live-V +3SG
Figure 1.1 – Extrait de la re´fe´rence anglaise. Les flexions pre´sentes dans cet extrait sont
le pluriel(+PL), le ge´nitif(+GEN) et la 3e personne du singulier (+3SG). Les symbole
-N (Nom) et -V (Verbe) permettent de de´sambigu¨ıser les racines partageant la meˆme
repre´sentation graphe´mique (fly). Les morphe`mes de´rivationnels sont de´sambigu¨ıse´s par
-p (pre´fixe) et -s (suffixe).
2La repre´sentation du morphe`me dans le mot (voir section 2.1).
41.1.2 Motivations
Depuis quelques anne´es, les syste`mes base´s sur l’apprentissage machine ont gagne´ en
popularite´ dans le domaine du traitement des langues. Fre´quemment, ces syste`mes at-
teignent leurs objectifs en utilisant des statistiques sur la distribution des mots calcule´es
dans un corpus d’apprentissage. Bien entendu, pour que les statistiques sur la distribu-
tion d’un mot soient significatives, ce mot doit avoir e´te´ observe´ plusieurs fois lors de
l’apprentissage. Par conse´quent, ces syste`mes requie`rent une grande quantite´ de donne´es
pour eˆtre performants. Malheureusement, il n’est pas toujours facile d’obtenir suffisament
de donne´es de bonne qualite´. Il est donc important de pouvoir maximiser l’information
extraite d’une quantite´ limite´e de donne´es.
La technique la plus commune et d’utiliser le stemming qui consiste a` normaliser les
donne´es en remplac¸ant chacun des mots par son stem. Par exemple, ceci consisterait en
franc¸ais a` remplacer tous les adjectifs par leurs formes au masculin singulier et a` mettre
tous les verbes a` l’infinitif. Cependant, pour plusieurs langues le stemming ne semble
pas eˆtre suffisant (Braschler et Ripplinger, 2004; Martin et al., 2003), car le stem est lui
meˆme tre`s complexe. Ceci est particulie`rement faˆcheux, car ce sont ces meˆmes langages
qui souffrent le plus du manque de donne´es d’apprentissage. En effet, le grand nombre de
combinaisons de morphe`mes permises par les langues morphologiquement complexes a
pour conse´quence que le nombre de mots distincts est aussi tre`s e´leve´. Par conse´quent, les
corpus d’apprentissage doivent eˆtre tre`s volumineux pour espe´rer couvrir convenablement
la langue e´tudie´e. De plus, meˆme en respectant cette condition, il est fort probable que
plusieurs des mots rencontre´s lors de l’utilisation du syste`me n’auront pas e´te´ observe´s
en entraˆınement.
Pour ces cas, il est ge´ne´ralement admis que l’utilisation de la composition morpho-
logique du mot permettrait de pallier ce proble`me. Ceci est appuye´ par plusieurs e´tudes
couvrant un large e´ventail de taˆches classiques du traitement des langues tel que la re-
cherche d’informations (Braschler et Ripplinger, 2004; Kurimo et al., 2009), la traduction
(Toutanova et al., 2008; Cartoni, 2009) et la reconnaissance de la parole (Saraswathi et
Geetha, 2007). Malheureusement, les lexiques morphologiques de qualite´s produits par
des experts et couvrant de fac¸on convenable la langue e´tudie´e ne sont ge´ne´ralement dis-
ponibles que pour les langues ou` le potentiel de la de´composition morphologique est
5minime. Ceci n’est pas surprenant, car plus la langue est morphologiquement complexe,
plus il est impensable de produire manuellement une liste exhaustive de tous les mots de
la langue accompagne´s de leur composition morphologique. Par exemple, il est (presque)
tout aussi futile de tenter de lister tous les mots de la langue inuktitut que de vouloir
e´nume´rer toutes les phrases (simples) possibles en franc¸ais. En effet, il n’est pas rare en in-
uktitut qu’un seul mot contienne tous les e´le´ments ne´cessaires (sujet-verbe-comple´ment)
a` la formation d’une phrase grammaticalement correcte en franc¸ais (section 2.4.4).
guerre nucléaire    centrale thermique 
 
 
 
nuclear war    thermal power  plant 
 
.
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Figure 1.2 – Alignement franc¸ais-anglais des termes des segments de phrase guerre
nucle´aire et centrale thermique.
L’inte´reˆt de la morphologie en traitement des langues est en grande partie duˆ a` sa
capacite´ a` ge´rer les mots qui n’ont pas e´te´ observe´s lors de l’entraˆınement. Pour mieux
illustrer le potentiel de la de´composition morphologique, nous utiliserons un exemple tire´
de la traduction automatique. Dans notre exemple, notre syste`me construit son mode`le
de traduction sur 2 segments de phrases connus dans les 2 langues (guerre nucle´aire
et centrale thermique) dans le but d’en traduire un 3e (centrale nucle´aire) connu
dans une seule langue. Lors d’une traduction du franc¸ais vers l’anglais, il est possible d’ob-
tenir la traduction du 3e segment (nuclear power plant) a` partir de nos 2 exemples
de traduction si l’alignement correct (guerre - war, nucle´aire - nuclear,centrale -
power plant, thermique - thermal) entre les termes a e´te´ identifie´ (figure 1.2). Cepen-
dant, il en est tout autrement lors d’une traduction vers une langue morphologiquement
plus complexe telle que l’allemand. En effet, un alignement par mot ne nous donne au-
cune information nous permettant de traduire le 3e segment3, car chacun des segments
franc¸ais est englobe´ par un seul terme allemand (haut de la figure 1.3). Par contre, si
l’on observe attentivement les termes allemands, on remarque qu’il existe une correspon-
dance en tout point semblable a` celle pre´sente en anglais entre les e´le´ments se´mantiques
et graphe´miques des segments. C’est-a`-dire que dans les 2 langues, le segment est com-
3Le segment centrale nucle´aire.
6pose´ du meˆme nombre d’unite´s et que chacune de ces unite´s a un e´quivalent partageant la
meˆme signification dans l’autre langue. La seule diffe´rence est que le de´coupage en unite´
se´mantique en anglais est rendu explicite par des espaces alors qu’en allemand la frontie`re
entre les e´le´ments contenus dans le segment est implicite. Donc en remplac¸ant ces termes
par leur de´composition en morphe`me (bas de la figure 1.3), on obtient un alignement aussi
pre´cis des unite´s significatives que lors de la traduction vers l’anglais (guerre - krieg,
nucle´aire - atom,centrale - kraft werk,thermal - wa¨rme). Graˆce a` cet alignement,
nous pouvons de´terminer que la traduction du 3e segment est atomkraftwerk.
guerre nucléaire   centrale thermique 
 
 
 
atomkrieg      wärmekraftwerk 
 
 
guerre nucléaire   centrale thermique 
 
 
 
atom   krieg    Wärme  kraft   werk 
 
.
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Figure 1.3 – Alignement franc¸ais-allemand des termes des segments de phrase guerre
nucle´aire et centrale thermique avant (haut) et apre`s (bas) la de´composition mor-
phologique.
1.2 Contributions
Plusieurs e´tudes ante´rieures ont de´montre´ qu’il existait un lien entre l’analogie for-
melle et la morphologie (section 3.2.2). Cependant, a` cause des couˆts de calcul prohibitifs
de l’analogie, les syste`mes analogiques ante´rieurs doivent imposer des restrictions sur la
taille du lexique, la flexibilite´ de l’analogie ou la se´lection des mots conside´re´s. Le syste`me
Moranapho pre´sente´ dans ce me´moire contourne ces limitations en ge´ne´ralisant l’informa-
tion capture´e par analogie, permettant ainsi de re´duire le nombre de calculs ne´cessaires.
Par conse´quent, le syste`me Moranapho est a` notre connaissance le seul syste`me analogique
capable d’analyser des lexiques de taille e´quivalente a` ceux ge´re´s par les autres approches
tout en obtenant des re´sultats avantageusement comparables. Ceci est de´montre´ par les
7re´sultats que nous avons obtenus au Morpho Challenge 2009 (Kurimo et al., 2009).
L’information analogique est ge´ne´ralise´e en extrayant de chaque analogie des re`gles
de re´e´criture permettant d’identifier les autres paires de mots suivant le meˆme proce´de´
analogique. Ces re`gles de re´e´criture sont alors utilise´es pour construire un graphe joignant
entre eux les mots analogiquement lie´s. Le graphe est ensuite utilise´ pour construire
des communaute´s de mots partageant une racine commune. De ces communaute´s nous
extrayons pour chacun des mots une analyse morphologique de´taille´e prenant en compte
un large e´ventail de phe´nome`nes morphologiques. Nous mettrons en e´vidence que les
re´sultats obtenus par un tel syste`me surpassent non seulement le syste`me analogique de
Langlais (2009), mais aussi le syste`me a` base de graphe de Bernhard (2010) et le syste`me
MDL Morfessor (Creutz et Lagus, 2005) sur plusieurs langues. Nous discuterons aussi
de la polyvalence de notre syste`me relativement aux autres approches. En plus de tout
cela, nous examinerons en profondeur certaines composantes du syste`me et comment elles
influencent les analyses morphologiques produites.
Les re´sultats publie´s dans ce document ont e´te´ pre´ce´demment pre´sente´s dans plusieurs
articles diffe´rents (Lavalle´e et Langlais, 2009, 2010a,b), mais aucune analyse globale des
re´sultats n’a encore e´te´ publie´e. Nous tenterons donc de donner ici une analyse cohe´rente
des diffe´rentes observations pre´ce´demment pre´sente´es.
CHAPITRE 2
CONCEPTS DE BASE EN MORPHOLOGIE
L’objectif de ce chapitre est d’e´tablir un vocabulaire de termes morphologiques facili-
tant ainsi la discussion des motivations linguistiques justifiant nos de´cisions et les forces
et faiblesses qui en re´sultent. Nous ne de´crirons cependant que les concepts ne´cessaires a`
l’argumentation des choix effectue´s et a` la de´limitation du champ d’application possible
du syste`me de´veloppe´. Nous ferons aussi abstraction de certaines difficulte´s du domaine
pour simplifier la compre´hension. Notez aussi qu’il n’y a pas unanimite´ sur tous les sujets
aborde´s, il se peut qu’il y ait conflit entre nos de´finitions et celles d’un autre auteur. Le
lecteur inte´resse´ par les subtilite´s du domaine peut se re´fe´rer aux ouvrages utilise´s dans
la re´daction de ce chapitre : (Katamba et Stonham, 2006; Spencer et Zwicky, 1998; Aro-
noff et Fudeman, 2005; Jensen, 1990; Fradin, 2003; Bubenik, 1999; Mel’cˇuk, 1993, 2006;
Saussure, 1968; Anderson, 1992).
2.1 Du mot au morphe`me
Pour plusieurs, le mot peut sembler eˆtre la plus fine unite´ du langage. Ceci est prin-
cipalement duˆ a` sa de´limitation relativement explicite dans de nombreuses langues. Ce-
pendant, il existe des unite´s du langage plus fines. La division en son des mots d’une
langue, appele´e phone`me, en est la plus petite. Il existe une unite´ interme´diaire entre
le mot et le phone`me appele´ morphe`me. Le morphe`me est une unite´ abstraite qui cor-
respond a` la plus petite unite´ significative du langage. Par exemple, le mot inalie´nable
est compose´ des trois morphe`mes NON, ALIE´NER et VERBE → ADJECTIF. Chacun de ces
morphe`mes a une re´alisation concre`te compose´e d’un ou plusieurs phone`mes appele´s
morphes. Par exemple, la re´alisation en morphe du morphe`me NON est in1. Plusieurs
facteurs influencent la re´alisation en morphe du morphe`me. Par exemple, le morphe`me
PLURIEL n’est pas re´alise´ par le meˆme morphe dans les mots chats (s) et chevaux
(aux). Les re´alisations diverses d’un meˆme morphe`me sont appele´es allomorphes. Le
terme de morphe`me homonyme est utilise´ pour identifier la relation inverse ; c’est-a`-
1Pour simplifier, nous conside´rerons les morphes comme e´tant de nature graphe´mique plutoˆt que
phone´tique.
9dire lorsque deux morphe`mes diffe´rents ont un morphe en commun. Comme dans le cas
du morphe ment qui ne repre´sente pas le meˆme morphe`me dans le mot de´me´nagement
(FAIT DE) que dans calmement (DE FAC¸ON). Pour de´montrer que ce sont re´ellement
deux morphe`mes diffe´rents, il suffit d’observer que certaines racines peuvent eˆtre vues
avec les deux morphe`mes (p. ex. tie´dissement et tie`dement).
La frontie`re entre la morphologie et l’e´tymologie peut parfois sembler floue. Il est
important de noter que pour eˆtre conside´re´e comme un morphe`me, la signification du
morphe doit pouvoir eˆtre reconnue sans trop de difficulte´ par un natif de la langue. Pre-
nons pour exemple le terme he´licopte`re. Il est possible de de´composer ce mot en 2 par-
ties he´li(SPIRALE) et pte`re(AILES). Bien que ces composantes soient des morphe`mes
de la langue grec, il serait plus controverse´ de les conside´rer comme tels lors de l’analyse
d’un mot franc¸ais. L’analyse morphologique habituellement privile´gie´e dans ce cas sera
donc HE´LICOPTE`RE.
2.2 Les types de morphe`mes
Tous les morphe`mes ne sont pas e´gaux. Leurs roˆles dans la composition d’un mot et
leurs caracte´ristiques varient. Une des divisions majeures est entre les morphe`mes libres
et lie´s. Les morphe`mes libres sont ceux pouvant se retrouver seuls dans un texte sans
eˆtre attache´ a` aucun autre morphe`me. Comme les mots feu ou chat qui sont tous deux
compose´s d’un seul morphe`me libre. Les morphe`mes qui ne sont pas libres sont lie´s.
Comme le morphe`me able2 qui doit eˆtre combine´ a` au moins un autre morphe`me (p.
ex. capable, serviable et vendable).
Une autre dimension permettant de se´parer les morphe`mes est le roˆle qu’ils ont dans
le mot. Nous de´crirons dans la section 2.2.2 les morphe`mes formant la base se´mantique
du mot. Les morphe`mes ope´rant des transformations sur ces morphe`mes de base sont
de´crits a` la section 2.2.1.
2.2.1 Morphe`me de´rivationnel et flexionnel
Le phe´nome`ne de construction de mots le plus fre´quent est la transformation d’un mot
par flexion ou de´rivation. Ceci est presque toujours effectue´ par l’ajout d’un morphe`me
2Pour faciliter la compre´hension des exemples, nous appellerons les morphe`mes tous simplement par
leur morphe lorsque la distinction entre morphe`me et morphe n’est pas ne´cessaire.
10
De´rivation Base De´rive´ Sens
ette
cigare cigarette Petit cigare
fille fillette Petite fille
bu^che bu^chette Petite buˆche
in
parfait imparfait Non parfait
probable improbale Peu probable
de´libile inde´libile Non de´libile
al
virus viral
Transforme le nom en adjectifcolosse colossal
ami amical
esse
poli politesse
Transforme l’adjectif en nomgentil gentillesse
petit petitesse
Figure 2.1 – Exemples de de´rivation.
lie´ au mot de base.
La de´rivation est une transformation qui change le sens ou la classe du mot. Les
morphe`mes ette et al en sont 2 exemples. Le premier ajoute le sens de petit et le second
transforme le nom en adjectif (figure 2.1).
La flexion par contre ne change pas le sens du mot, elle existe pour des raisons
grammaticales. Les exemples sont nombreux, comme le morphe`me indiquant le pluriel
ou les temps de verbes en franc¸ais. La figure 2.2 en re´pertorie quelques exemples.
2.2.2 Racine, lexe`me, base et stem
Dans la litte´rature sur l’AMNS, il est fre´quent de voir les termes racine (root), lexe`me
(lemma), base (base) et stem utilise´s de fac¸on interchangeable. Ceci malgre´ le fait que ces
termes de´finissent des concepts diffe´rents, bien que lie´s.
Un lexe`me est un concept abstrait qui regroupe toutes les repre´sentations d’un meˆme
e´le´ment du vocabulaire. Il est fre´quemment repre´sente´ par sa forme lexicale en majuscule.
Par exemple, le lexe`me GRAND peut prendre les repre´sentations suivantes : grandes,
grand, grandeur... etc. Un autre exemple serait le lexe`me VOIR qui comprend les repre´-
sentations suivantes : voir, vu, vue... etc.
Pour sa part, la racine est le noyau irre´ductible du mot sans aucun morphe`me d’at-
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Inflection Base Infle´chis Sens
ons
partir partirons
Future de la 3ieme personne du plurielpendre prendrons
rougir rougirons
a
partir partira
Future de la 3ieme personne du singulierpendre prendra
rougir rougira
s
voiture voitures
Pluriel du nomchien chiens
dernier derniers
Figure 2.2 – Exemples de flexion.
tache´. C’est donc le morphe`me que l’on retrouve dans toutes les repre´sentations du
lexe`me associe´. Par exemple, le lexe`me MARCHER qui comprend entre autres les mots
marche, marcherons, marcher et marcherai a pour racine marche. Les racines sont
fre´quemment des morphe`mes libres (p. ex. chat, marche, vol.. ), mais peuvent aussi eˆtre
des morphe`mes lie´s. La racine pre´d (p. ex. pre´dateur, pre´datrice, pre´dation... ) est
un cas de morphe`me lie´.
Le terme stem indique la partie du mot avant toute flexion. Il y a fre´quemment
confusion entre le terme racine et stem pour la bonne raison que dans plusieurs cas, ils
sont identiques. Par exemple, la racine et le stem du mot chiens sont dans les deux cas
chien. Par contre, dans le cas du mot voyageurs, la racine est voyage, mais le stem
est voyageur. Bien que s soit un morphe`me flexionnel, eur en est un de´rivationnel et
fait donc parti du stem. La distinction entre racine et stem est particulie`rement e´vidente
dans les cas de mots compose´s. Le stem du mot portemanteau est portemanteau, mais
il contient les racines porte et manteau.
Finalement, base re´fe`re a` toutes se´quences qui peuvent eˆtre fle´chies ou de´rive´es. Par
conse´quent, une racine est une base. Le stem est aussi une base, mais seulement lorsqu’on
parle de morphologie flexionnelle.
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2.3 Phe´nome`nes morphologiques
Il existe une multitude de phe´nome`nes par lesquels les morphe`mes peuvent eˆtre
combine´s. Bien que la plupart des langues utilisent plusieurs de ces techniques, leur
pre´valence varie beaucoup d’une langue a` l’autre ce qui rend le de´veloppement d’un
syste`me re´ellement universel tre`s difficile.
2.3.1 Affixation
L’affixation est de loin le phe´nome`ne le plus commun des langues europe´ennes et
la grande majorite´ des syste`mes d’AMNS ne reconnaissent que ce proce´de´ morpholo-
gique. Cette pre´dominance est proble´matique, car elle donne l’impression que l’AMNS
est beaucoup plus simple qu’elle ne l’est re´ellement et que le stemming e´quivaut a` l’analyse
morphologique. Les sections suivantes tenteront de dissiper le mythe, mais ici nous nous
concentrerons sur les trois cas d’affixations : pre´fixation, suffixation et infixation. Cha-
cun de ces cas tient son nom a` sa position relative a` la racine dans le mot. La pre´fixation
indique que l’affixe se retrouve devant la racine et la suffixation est toujours apre`s la
racine. Pour eˆtre en pre´sence d’un cas d’infixation, l’affixe doit se retrouver dans la
racine. Ce cas est tre`s rare aussi bien en franc¸ais qu’en anglais, mais il est fre´quent dans
d’autres langues telles que le tagalog ou l’ulwa. La figure 2.3 contient des exemples de ces
trois types d’affixations. Notez que la distinction entre ces trois concepts de´pend de sa
position relativement a` la racine a` laquelle il est lie´ et non a` sa position dans le mot. Par
conse´quent, un pre´fixe ne se retrouve pas ne´cessairement au de´but du mot. Par exemple,
dans le mot antine´olibe´ralisme, ne´o n’est pas un cas d’infixation, mais bien un cas de
pre´fixation. Un pre´fixe ou un suffixe peut se retrouver a` n’importe qu’elle position dans
un mot. Comme le suffixe s se retrouvant au milieu du mot compose´ anglais swordsman,
car il est lie´ a` la racine sword. Il y a une quatrie`me forme d’affixation appele´e circumfixe
qui de´crit un morphe divise´ en 2 parties, une avant et l’autre apre`s la racine. Cependant,
son existence est controverse´e, car certains de´crivent plutoˆt ce phe´nome`ne comme un cas
de pre´fixation et de suffixation simultane´.
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Phe´nome`ne Affixe Racine Infle´chis Sens
Pre´fixation re
lire relire
Recommencerdire redire
e´crire re´e´crire
Suffixation s
chat chats
Plurielchien chiens
travailleur travailleurs
Infixation ka
asna "linge" askana "son linge"
Possessif (ulwa)arakbus "fusil" arakkabus "son fusil"
su´lu "chien" su´kalu "son chien"
Figure 2.3 – Exemples d’affixation.
2.3.2 Mutation du stem
Un autre cas fre´quent dans plusieurs langues est la mutation du stem (stem muta-
tion). Ce phe´nome`ne n’ope`re pas en ajoutant des phone`mes au mot, mais en modifiant
ceux existants3. Les cas les mieux connus sont les cas d’apophonie, principalement dus
aux phe´nome`nes d’ablaut et d’umlaut qu’on retrouve dans les langues germaniques
telles que l’allemand (p. ex. vater −→ va¨ter) et l’anglais (p. ex. sing −→ sang, drink
−→ drank). L’apophonie ne fait re´fe´rence qu’au cas de mutation de voyelles, le terme
de mutation consonante est utilise´ lorsque la mutation implique une consonne. Le
celte et le breton sont particulie`rement connus pour la mutation de la premie`re consonne
(p. ex. breur "fre`re" −→ preur "ton fre`re", bag "bateau" −→ pag "ton bateau"
(breton)). Il est a` noter que nous ne sommes en pre´sence d’une mutation du stem que si
la modification est motive´e morphologiquement. Par exemple, dans la forme pluriel des
mots anglais se terminant par y(p. ex. body), ce dernier est remplace´ par un i (p. ex.
bodies). Pourtant, nous sommes en pre´sence d’un cas de suffixation, car la motivation
de cette transformation est phonologique. La modification permet de pre´server le son i,
car yes aurait une tout autre sonorite´.
3Cependant, dans certaines langues tel le latin, il est fre´quent que la mutation du stem soit combine´s
a` l’affixation.
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2.3.3 Composition
La composition consiste a` former un nouveau mot en combinant deux racines. Les
exemples sont fre´quents dans plusieurs langues tels le franc¸ais (p. ex. portemanteau) et
l’anglais (p. ex. waterfront, fireman). L’allemand est ce´le`bre pour l’utilisation fre´quente de
ce proce´de´ et surtout pour les longs mots qui en re´sultent (p. ex. zusammengehoerigkeits
gefuehl).
2.3.4 Supple´tion
La supple´tion4 de´crit le cas ou` la de´rivation ou la flexion du mot transforme comple`-
tement la forme de base sans respecter de re`gles e´tablies. Les cas de supple´tion se re-
trouvent dans plusieurs langues et sont caracte´rise´s par l’incapacite´ a` identifier la racine
du mot sans en connaˆıtre la signification. Par exemple, sans connaˆıtre la signification
du verbe ira, il est impossible d’identifier sa relation avec sa forme a` l’infinitif aller.
Ceci contraste avec les cas d’affixation (p. ex. partira) ou` il est beaucoup plus aise´ de
reconnaˆıtre la racine (p. ex. partir) en ne se basant que sur la forme. Le mot anglais
worst est un autre cas de supple´tion ou` il n’y a aucune lettre de partage´e entre la forme
et le mot de base bad. Notez que cette transformation ne partage aucune caracte´ristique
commune avec les autres cas de de´rivation par ce meˆme morphe`me. Ceci est vrai autant
pour la re`gle de de´rivation standard par affixation de er (p. ex. late → later) ou pour
un autre cas de supple´tion (p. ex. good → better). Lorsque seulement une partie du
mot est modifie´e, nous sommes dans un cas de supple´tion partielle (p. ex. think →
thought). La distinction entre ce phe´nome`ne et la mutation du stem provient de la diffi-
culte´ a` reconnaˆıtre le mot d’origine, soit par l’absence de re`gle expliquant le changement
ou par le taux e´leve´ de mutation de la forme de base.
2.3.5 Redoublement
Le redoublement est un phe´nome`ne plutoˆt rare dans les langues occidentales, mais
fre´quent dans plusieurs autres. Il consiste en la re´pe´tition d’une partie ou de l’ensemble de
4Selon Mel’cˇuk (2006), la supple´tion n’est pas un phe´nome`ne morphologique au meˆme titre que les
autres phe´nome`nes de´crits dans cette section. Cependant, comme elle remplit le meˆme roˆle, c’est-a`-dire
de modifier la forme de base pour indiquer une diffe´rence morphologique, nous l’avons tout de meˆme
incluse dans cette section.
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Langue Base Reduplique´
Ilokano ulo teˆte ululo teˆtes
mula plante mulmula plantes
Malay orang homme orang-orang gens
peˇreˇmpuan femme peˇreˇmpuan-peˇreˇmpuan femmes
Dakota ficˇ mauvais fikficˇ mauvais (Pluriel)
ha`ska grand ha`skaska grands
Chinois ganjing propre ganganjingjing tre`s propre
luosuo bavard luoluosuosuo tre`s bavard
Chichewa mwamuˆna homme mwamu´na´muna homme macho
m-kaˆzi femme mka´z´ıkazi belle femme
mu-nthu humain munthumu´nthu altruiste
Figure 2.4 – Exemples de redoublement.
la racine pour marquer une diffe´rence morphologique. Le redoublement est fre´quemment
utilise´ pour signifier le pluriel ou pour amplifier la signification du mot. La figure 2.4
illustre l’utilisation du redoublement dans plusieurs langues.
2.3.6 Patron-racine
La morphologie patron-racine 5 est un phe´nome`ne qui diffe`re de manie`re fondamen-
tale des autres phe´nome`nes illustre´s pre´ce´demment. Ce type de morphologie caracte´rise
les langues se´mitiques du Moyen-Orient tels l’arabe et l’he´breu et se de´marque par la
discontinuite´ des morphes. Dans une telle langue, la construction du mot n’est pas faite
en affixant la racine, mais en y appliquant un patron particulier. En arabe par exemple,
la racine est compose´e de 3 consonnes entre lesquelles on ajoute une se´quence parti-
culie`re de voyelles selon un arrangement bien de´fini pour construire le mot (voir figure
2.5). La construction est similaire en he´breu ou` les trois consonnes de la racine (p. ex.
MLX) sont entrelace´es de voyelle suivant un patron pour donner les diffe´rentes flexions et
de´rivations de la racine (p. ex. MaLaX "il re`gne", MoLeX "celui qui re`gne", MeLex
"roi"). Dans ces exemples, une des voyelles en isolation n’a aucune signification. Donc
dans le cas de MaLaX, nous ne sommes pas en pre´sence de 3 morphes (MLX + a + a),
5Anglicisme tire´ de root-and-pattern morphology. Aucune traduction franc¸aise satisfaisante n’a e´te´
trouve´e dans la litte´rature.
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Racine Singulier Pluriel
C1C2C3 C1aaC2iC3 C1uC2C2aaC3
KTB ”LIVRE” KaaTiB E´crivain KuTTaaB E´crivains
QR’ ”LIRE” QaaRi’ Lecteur QuRRaa’ Lecteurs
TJR ”AFFAIRE” TaaJiR Marchand TuJJaaR Marchands
Figure 2.5 – Exemples du phe´nome`ne patron-racine de l’arabe. La description du patron
a e´te´ faite pour correspondre a` la latinisation utilise´e par notre source. D’autres ouvrages
peuvent pre´senter des latinisations diffe´rentes pour les meˆmes mots. Pour cette raison,
il est probable que la description du patron ne corresponde pas au patron tel qu’il est
re´ellement en arabe.
mais bien de 2 (MLX + C1aC2aC3). Ce type de phe´nome`ne ne peut pas eˆtre facilement
mode´lise´ par segmentation du mot (p. ex. chien+s ). Les linguistes utilisent donc ha-
bituellement des patrons indiquant l’alternance consonne-voyelle (p. ex. CvCvC) d’ou` le
nom de ce proce´de´.
2.4 Typologie morphologique des langues
Meˆme si la morphologie varie e´norme´ment d’une langue a` l’autre, il existe tout de
meˆme d’e´tonnantes similarite´s entre elles. Les linguistes ont donc cre´e´ une typologie re-
groupant les langues selon leurs caracte´ristiques morphologiques, bien qu’aucune langue
ne corresponde parfaitement a` sa cate´gorie. La typologie souligne donc plutoˆt les ca-
racte´ristiques dominantes de la langue e´tudie´e. Par exemple, le franc¸ais est habituelle-
ment conside´re´ comme e´tant fusionnel bien que les proce´de´s morphologiques typiques des
langues agglutinantes et analytiques y sont chose courante. La typologie est donc plutoˆt
utilise´e comme une e´chelle continue utilise´e pour comparer les langues entre elles. Autre-
ment dit, toutes les langues sont fusionnelles, mais certaines le sont plus que d’autres. Par
exemple, pour de´crire le franc¸ais, on pourrait dire qu’il est plus fusionnel que l’anglais,
mais moins que le latin, tout en e´tant moins analytique que l’anglais. Dans les prochaines
sous-sections, nous de´crirons chacune des 5 cate´gories typiquement utilise´es en typologie
morphologique.
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2.4.1 Analytique
Les langues analytiques, aussi appele´es isolantes, sont caracte´rise´es par un faible
taux de morphe`mes par mot et la rarete´ des morphe`mes lie´s. Dans ces langages, le mot
est fre´quemment une racine ou un compose´ de racine sans aucune inflexion ou de´rivation.
Les exemples classiques de ce type de langage sont le chinois et le vietnamien. L’anglais
est aussi tre`s analytique pour une langue europe´enne comme cela est de´montre´ par le
pluriel et le singulier du verbe. Ce dernier est indique´ seulement par le pronom I ou we
sans modification a` la re´alisation du verbe (p. ex. I walk, we walk). Par contre, dans une
langue moins analytique, tel le franc¸ais, le pluriel est associe´ a` une transformation de la
forme (p. ex. je marche, nous marchons). L’anglais n’est toutefois pas totalement ana-
lytique, car le verbe est tout de meˆme infle´chi pour indiquer que l’action a e´te´ comple´te´e
(p. ex. cook → cooked), ce qui n’est pas caracte´ristique de ce type de langues. Pour
ce cas, le chinois est plus analytique, car le morphe`me utilise´ est libre au lieu de lie´. Ce
morphe`me est repre´sente´ par le mot le ajoute´ apre`s le verbe (p. ex. cha˘o "cook" →
cha˘o le "cooked").
2.4.2 Agglutinante
Les langues agglutinantes, tout comme les langues analytiques, sont caracte´rise´es
par une relation 1 a` 1 entre le morphe et le morphe`me, mais diffe`rent par un nombre
e´leve´ de morphe`mes par mot. Les exemples de la Figure 2.6 de´montrent bien l’e´le´ment
pre´dominant de ce type de langue. Meˆme pour un non-initie´ a` la langue turque, il est
possible de reconnaˆıtre les morphes pre´sents dans l’exemple pre´ce´dent et d’infe´rer le
morphe`me associe´ a` chacun. Une autre caracte´ristique importante de ce type de langue
est la constance des morphes d’un mot a` l’autre. En effet, l’allomorphie est plutoˆt rare et
les mots sont construits en agglutinant (d’ou` le nom) ensemble plusieurs morphes sans en
modifier la forme. Par conse´quent, une connaissance de quelques morphes de base permet
d’analyser une multitude de mots. Cependant, les mots peuvent devenir tre`s longs et la
racine peut devenir difficile a` identifier.
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el main elimde dans ma main
elim ma main ellerim mes mains
eler les mains ellerimde dans mes mains
Figure 2.6 – Le principe d’agglutination de´montre´ par quelques termes turcs.
2.4.3 Fusionnelle
On appelle fusionnelle ou flexionnelle les langages dont les mots sont compose´s de
plusieurs morphe`mes, mais de peu de morphes. Ce qui implique qu’un morphe repre´sente
fre´quemment plusieurs morphe`mes dans un meˆme mot. Cette cate´gorie caracte´rise la
plupart des langues europe´ennes, probablement dues a` l’influence du latin qui est forte-
ment flexionnel. La conjugaison des verbes en franc¸ais est un bon exemple de ce type
de langue. Par exemple, la fin de verbe ai (p. ex. je pourrai) indique la premie`re
personne, le singulier et le futur. La modification de seulement un de ces morphe`mes
transforme comple`tement le morphe commun. Si l’on remplace le morphe`me SINGULIER
de l’exemple pre´ce´dent par PLURIEL, le morphe ai est substitue´ par ons (p. ex. nous
pourrons). Ceci indique qu’aucun des trois morphe`mes n’a de re´alisation propre dans ce
mot. Pour mieux illustrer ce principe, on peut comparer cette dernie`re flexion a` celle des
adjectifs de cette meˆme langue qui suivent un processus d’agglutination. En comparant
les formes grand (Masculin singulier), grande (Fe´minin singulier) et grandes (Fe´minin
pluriel), on peut voir que le fe´minin est repre´sente´ par le morphe e et le pluriel par s.
Les mots sont obtenus en juxtaposant ces morphes et non par trois morphes totalement
diffe´rents comme il serait d’usage dans une langue purement fusionnelle. Les mots des
langues fusionnelles ont donc tendance a` eˆtre courts malgre´ la richesse de l’information
qu’ils contiennent. Par contre, cela rend les mots plus difficiles a` analyser morphologique-
ment en raison du grand nombre de formes irre´gulie`res et a` l’absence de correspondance
claire entre le morphe et le morphe`me.
2.4.4 Polysynthe´tique
Les langues polysynthe´tiques sont similaires aux langues agglutinantes en raison
de la correspondance 1 a` 1 entre le morphe et le morphe`me et par la constance de la
re´alisation des morphe`mes. Ce qui les diffe´rencie est l’e´tendue de l’agglutination. En effet,
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les mots d’une langue polysynthe´tique sont compose´s en ge´ne´ral de plusieurs morphe`mes
racines. Il est meˆme fre´quent qu’un seul mot contienne toute l’information ve´hicule´e
par une phrase comple`te dans un autre langage, englobant ainsi le sujet, le verbe et
le comple´ment. Par exemple le mot groenlandais tuttusivuq "il a vue un caribou"
est compose´ de 3 morphe`mes : Le comple´ment tuttu "caribou", le verbe si "vue"
et le pronom vuq "il a". Ce type de morphologie est commun aupre`s des populations
autochtones d’Ame´rique.
2.4.5 Templatique
Les langages templatiques6 se distinguent des autres typologies par l’importance du
positionnement des lettres (morphologie patron-racine, section 2.3.6). Contrairement aux
autres cate´gories, les morphes disjoints sont fre´quents et la composition graphe´mique n’est
pas suffisante pour identifier le morphe. En effet, il faut aussi prendre en conside´ration
la fac¸on dont le morphe est entrelace´ avec la racine. L’analyse morphologique classique
par segmentation est donc mal adapte´e a` ces langues. L’exemple habituel de ce type de
langue est l’arabe et l’he´breu ou` la morphologie patron-racine est pre´dominante. L’arabe
de´montre aussi le fait que les typologies ne sont pas exclusives, car non seulement cette
langue est l’exemple par excellence pour illustrer les langues templatiques, elle est aussi
fortement flexionnelle.
2.5 Paradigme
Le paradigme est un regroupement de lexe`mes partageant les meˆmes re`gles de
flexion. Donc, tous les lexe`mes suivant un meˆme paradigme partagent les meˆmes mor-
phe`mes flexionnels et ces morphe`mes sont re´alise´s par les meˆmes morphes. Une des ca-
racte´ristiques les plus importantes du paradigme est sa constance qui permet de mettre
un peu d’ordre dans le syste`me de flexion des langues fusionnelles. Malgre´ cela, un lexe`me
peut diverger de fac¸on mineure de son paradigme. Dans ce cas, on le dit incomplet. Les
verbes franc¸ais illustrent parfaitement le concept de paradigme. Tous les verbes franc¸ais
peuvent eˆtre observe´s avec le meˆme ensemble de combinaison de morphe`mes (temps,
personne et nombre), mais la re´alisation de ces morphe`mes change d’un verbe a` l’autre
6Anglicisme du terme templatic. Aucune traduction franc¸aise de´cente n’a e´te´ trouve´e pour ce terme.
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(p. ex.je rec¸ois, je parle). Le morphe de´pend de l’appartenance du verbe a` un des 3
paradigmes de´termine´s par la fin du verbe a` l’infinitif (-er,-oir et -re).
2.6 Productivite´
Un mythe re´pandu a` propos du lexique est que les mots qui le composent sont
pre´de´termine´s et statiques. Contrairement aux phrases, le locuteur me´moriserait un en-
semble limite´ de mots qu’il utiliserait au besoin. Peu d’experts adhe`rent a` cette vision
et le lexique est plutoˆt conside´re´ comme une entite´ en constante mutation a` laquelle le
locuteur cre´e de nouveaux mots selon ses besoins. Anshen et Aronoff (1988) ont avance´ la
the´orie selon laquelle le locuteur a 3 processus a` sa disposition pour trouver le mot juste.
Il peut rechercher le mot dans son lexique mental ou il peut en cre´er un nouveau soit par
re`gle ou par analogie. Le lexique n’est donc pas seulement compose´ des mots existants
de la langue, mais aussi de tous les mots potentiels. Cependant, tous ces mots n’ont pas
le meˆme potentiel de re´alisation, certains processus de cre´ation sont plus probables que
d’autres. Les morphologues7 utilisent le terme de productivite´ pour indiquer le potentiel
qu’une certaine transformation morphologique soit utilise´e dans la cre´ation d’un nouveau
mot plutoˆt qu’une autre concurrente. L’exemple typique de processus concurrent est la
suffixation de ness (p. ex. cordialness) et de ity (p. ex. productivity) en anglais qui
indiquent tout les deux la mesure d’une qualite´. La premie`re est habituellement conside´re´e
plus productive que la deuxie`me. Cependant, il n’y a pas de formule bien e´tablie pour
de´terminer la productivite´ d’un processus morphologique. A` cause de cela, certains cher-
cheurs pre´fe`rent conside´rer la productivite´ comme e´tant une valeur stricte. Ce point de
vue n’est pas partage´ par la majorite´ et diffe´rentes formules ont e´te´ propose´es avec un
succe`s mitige´ . L’estimation la plus simple est que la productivite´ de´pend du nombre
de formes construites de cette fac¸on. Si l’on applique cette technique a` notre exemple
de ness/ity, la premie`re est comme pre´vu plus productive. Cependant, cette technique
est fortement critique´e, car elle ne tient pas compte des contraintes d’applications des
processus de transformation. Un processus pouvant s’appliquer a` un grand nombre de
racines, mais de fac¸on non syste´matique sera donc plus productif qu’un processus ap-
7Notez que morphologue n’est pas un terme existant. Il a e´te´ cre´e´ pour les besoins du texte courant.
Il existait d’autres possibilite´s telles que morphologueur ou morphologiste. On pourrait donc dire que si
cette pre´fe´rence est ge´ne´ralise´e, -gue est plus productive que -giste.
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plicable syste´matiquement a` un nombre limite´ de racines. Il a donc e´te´ sugge´re´ que la
productivite´ d’un processus soit calcule´e en tenant compte du nombre de formes aux-
quelles il peut s’appliquer. Dans ce cas, le taux de productivite´ de´pendra des contraintes
conside´re´es et variera donc significativement d’un linguiste a` l’autre. Par exemple, si la
contrainte accepte´e sur le calcul de la productivite´ de ness/ity est de conside´rer seule-
ment les adjectifs, ness restera dominant. Par contre, en conside´rant seulement les termes
scientifiques, ity devient plus productif. Un des travaux influents sur cette question est
celui de (Baayen, 1992) qui sugge`re que la productivite´ doit eˆtre calcule´e non pas sur
un lexique, mais sur un corpus. Selon lui, la productivite´ de´pend des hapax, car ils ont
une probabilite´ plus e´leve´e d’avoir e´te´ cre´e´s par un processus productif. L’ide´e derrie`re
cela est que les mots courants proviennent ge´ne´ralement du lexique mental de l’auteur
contrairement aux hapax qui ont probablement e´te´ cre´e´s par le locuteur pour une uti-
lisation particulie`re. Donc, la formule qu’il sugge`re pour calculer la productivite´ d’une
transformation morphologique (p. ex. X-able) est Prod = n1/N ou` N est le nombre
de mots du texte respectant cette transformation (p. ex. vivable, aimable) et n1 est
le nombre de ces N mots qui sont des hapax. Cette me´trique a e´te´ critique´e pour les
re´sultats absurdes qu’elle obtient sur certains cas. Par exemple, une transformation vue
une seule fois aura une productivite´ de 1. Ce qui voudrait dire qu’elle est totalement
productive bien que cela soit tre`s peu probable.
2.7 Analogie
L’analogie est un concept cle´ dans la the´orie de l’e´volution du langage de Saussure
(1968) permettant d’expliquer l’introduction de nouveaux mots et la transformation des
mots existants. Une forme analogique est une forme cre´e´e a` l’image d’une autre note´e sous
la forme [x : y = z : t ] ou` la quatrie`me proportionnelle t est la nouvelle forme introduite
au langage. Par exemple, l’analogie [porter : porteable = poster : t ] aurait comme
re´sultat t = postable. L’analogie agit donc en faveur de la re´gularite´ et tend a` unifier les
proce´de´s de de´rivation et de flexion. Il est cependant e´vident que tout groupe de 3 mots
du vocabulaire ne forme pas ne´cessairement une analogie. Pour cela, les mots doivent eˆtre
lie´s dans le sens et dans la forme, un de ces e´le´ments seuls n’est pas suffisant (Anderson,
1992). Si les mots ne sont lie´s que dans la forme, le mot re´sultant n’aura aucun sens propre
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comme illustre´ par l’analogie suivante : [faire : taire = foire : t ] dont le re´sultat est
t = toire . Par contre, si l’on observe l’analogie [livre : couverture = maison : t ],
il est clair que la signification de t est l’enveloppe d’une maison, mais aucune base ne
permet d’identifier la forme de t. Meˆme si ces e´le´ments sont re´unis, l’analogie n’est pas
ne´cessairement valide elle doit aussi eˆtre base´e sur une relation re´gulie`re. Par exemple,
l’analogie [ear : hear = eye : t ] t = heye respecte nos 2 conditions de base, mais la
relation formelle entre ear et hear est trop isole´e pour former une analogie. Par isole´,
nous voulons dire que la relation X → hX se retrouve dans peu de formes, voire aucune
autre.
La morphologie et l’e´volution du langage sont deux domaines diffe´rents. Par conse´-
quent, l’importance du concept d’analogie dans le domaine de l’e´volution de la langue
n’implique en aucun cas que ce meˆme concept est pertinent en morphologie. Cependant, il
y a certainement des liens a` faire entre les phe´nome`nes morphologiques et l’analogie. Selon
Saussure, la cre´ation analogique apparaˆıt comme un chapitre particulier du phe´nome`ne
de l’interpre´tation8. Le concept d’analogie est donc un processus cre´atif dans le sens
qu’il cre´e de nouveaux mots, mais il est non cre´atif dans le sens que les unite´s de base
(morphe`mes) de cette cre´ation doivent pre´exister dans la langue. Saussure conc¸oit donc
la cre´ation analogique de deux fac¸ons, par la reconstruction de la 4e proportionnelle, telle
qu’utilise´e dans les exemples pre´ce´dents, et par analyse. L’analyse consiste a` de´composer
le mot en ses unite´s pour expliquer la transformation. Par exemple, la formule [aimer :
aimable = entamer : x ] revient a` dire qu’il est possible de remplacer er par able. Cette
dernie`re formulation met en e´vidence le morphe able pre´sent dans la forme aimable et
entamable.
2.8 Morphologie base´e sur le mot
Comme les sections pre´ce´dentes de ce chapitre le de´montrent, l’e´cole de pense´e do-
minante en morphologie conside`re le morphe`me comme e´tant l’e´le´ment central de leur
the´orie. La forme du mot ne serait que le re´sultat des morphe`mes qui le composent
et de re`gles phone´tiques qui s’appliquent. Cette vision des choses n’est pas partage´e
par tous. Les partisans de l’approche de la morphologie base´e sur le mot rejettent jus-
8Distinction des unite´s.
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qu’a` l’existence meˆme du morphe`me. Selon eux, la morphologie ne devrait pas eˆtre
e´tudie´e comme l’agencement d’unite´s, mais plutoˆt comme une re`gle expliquant la re-
lation se´mantique entre 2 mots. Dans le livre Pace Pa¯nini (Ford et al., 1997), les auteurs
soutiennent que toute relation morphologique entre 2 mots du lexique peut s’exprimer
par une strate´gie de formation de mot (”Word Formation Strategy” ou WFS). Ces WFS
sont des re`gles ge´ne´ralisant la relation morphologique entre 2 termes X et X ′ sous le
format suivant /X/α ↔ /X ′/β. Les symboles α et β e´tant des cate´gories lexicales et ’
repre´sentant la diffe´rence formelle entre les deux formes. Par exemple, la relation entre
les termes gros et grosse ou bas et basse serait |X|Adj.M ↔ |Xse|Adj.F 9. Des re`gles
plus complexes peuvent aussi eˆtre admises pour capturer des relations plus complexes
telles que des re`gles de formation patron-racine et des mutations du stem. Par exemple,
la relation entre les termes espagnols cuento et contamos serait exprime´e par la re`gle
|Xue(C(C))o| ↔ |Xo(C(C))amos|10.
9Le caracte`re | a e´te´ utilise´ au lieu de / pour indiquer que la re`gle est repre´sente´e par des graphe`mes au
lieu de par des phone`mes pour des raisons de simplicite´. La re`gle phone´tique serait /X/Adj.M ↔ /Xs/Adj.F
10/Xwe(C(C))o/↔ /Xo(C(C))a`mos/
CHAPITRE 3
E´TAT DE L’ART
Depuis plus de 50 ans, de nombreux chercheurs se sont inte´resse´s au domaine de
l’AMNS1. Au cours de ces anne´es, un grand nombre de solutions ont e´te´ propose´es mais
la plupart des travaux peuvent eˆtre divise´s en 4 grandes familles d’approches qui seront
de´crites dans ce chapitre (section 3.1). Nous mentionnerons aussi certains travaux plus
en marge du domaine (section 3.2) en plus de de´crire en profondeur le syste`me le plus
influent du moment (section 3.3).
3.1 Approches courantes a` l’acquisition morphologique
3.1.1 Calcul de l’incertitude
Une des approches les plus re´pandues a` l’AMNS consiste a` calculer des statistiques
sur les se´quences de lettres des mots du lexique. Ces statistiques mesurent le niveau
d’incertitude de la pre´diction de la lettre suivant une se´quence de lettres donne´e. L’ide´e
derrie`re cela est qu’un morphe`me devrait eˆtre vu en combinaison avec plusieurs autres
morphe`mes. Par conse´quent, les lettres situe´es aux frontie`res d’un morphe`me devraient
eˆtre difficiles a` pre´voir. Ce type de syste`me est loin d’eˆtre nouveau, Harris (1955) en a
fait la description il y a plus de 50 ans. Il proposait de segmenter le mot aux endroits ou`
le nombre de phone`mes pouvant possiblemement suivre de´passe un seuil donne´. Par la
suite, Hafer et Weiss (1974) ont approfondi les recherches de Harris en testant plusieurs
me´triques de segmentation, dont l’entropie. Ils de´montre`rent aussi qu’il e´tait possible de
travailler sur les lettres au lieu des phone`mes. Ce qui, bien que the´oriquement moins
solide linguistiquement, est beaucoup plus pratique. Plus re´cemment, Bernhard (2008)
a obtenu des re´sultats comparable a` l’e´tat de l’art en utilisant cette technique pour
obtenir automatiquement un dictionnaire de pre´fixes et de suffixes d’une langue. De
plus, Morfessor CatMAP, la variante la plus performante du populaire syste`me Morfessor
(Creutz et Lagus, 2005), utilise aussi une me´trique de´rive´e de l’entropie pour classifier les
morphe`mes qu’il trouve. Cependant, ce type d’approche conside`re que les morphe`mes ont
1Analyse Morphologique Non Supervise´e.
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ne´cessairement une frontie`re nette dans le mot. Ceci n’est pas toujours vrai et plusieurs
phe´nome`nes morphologiques sont tout simplement ignore´s. De plus, meˆme si une frontie`re
non ambigue¨ existe, certains morphe`mes ne seront pas identifie´s, car la pre´misse n’est
pas toujours vraie. Il existe des morphe`mes n’apparaissant que dans un nombre limite´
de contextes graphe´miques. Comme le suffixe anglais ive (p. ex. addictive) qui est
toujours pre´ce´de´ d’un t ou bien d’un s et dont l’entropie est par conse´quent faible.
3.1.2 Minimisation de la taille de description
D’autres chercheurs abordent l’analyse morphologique comme un proble`me de com-
pression. Ils de´composent les mots de fac¸on a` permettre l’encodage optimal du lexique
en utilisant le concept du Minimum Description Length (MDL). L’ide´e fondatrice du
MDL est que la meilleure fac¸on de capturer une caracte´ristique re´gulie`re des donne´es est
de construire un mode`le capable de les de´crire de fac¸on optimale (Rissanen, 2008). Les
morphe`mes e´tant en grande partie de´finis comme un phe´nome`ne re´gulier, cette approche
semble donc approprie´e. Cette ide´e est le fondement des deux syste`mes les plus influents
du domaine actuellement, Morfessor (Creutz et Lagus, 2005) et Linguistica (Goldsmith,
2001). Linguistica utilise le principe MDL pour regrouper les mots partageant la meˆme
signature2. Ce syste`me impose une structure stricte racine-suffixes aux mots analyse´s.
Ceci rend le syste`me peu apte a` ge´rer les langages morphologiquement complexes. Mor-
fessor comble cette lacune en n’imposant aucune structure pre´de´finie, permettant ainsi
d’identifier les phe´nome`nes morphologiques apparaissant a` toute position dans le mot.
Ce syste`me a tendance a` segmenter les se´quences tre`s fre´quentes quelques soit sa po-
sition dans le mot. Par exemple, le mot entrevue serait de´coupe´ en deux morphe`mes
ent+revue car ent est un suffixe commun du franc¸ais qui identifie la 3ieme personne du
pluriel. La variante Morfessor CatMAP (Creutz et Lagus, 2005) re`gle ce proble`me en uti-
lisant un HMM qui conditionne la segmentation d’un morphe sugge´re´e par l’algorithme de
MDL sur le type de morphe le pre´ce´dant (voir section 3.3). L’approche MDL a l’avantage
d’avoir de solides fondements mathe´matiques. Par contre, les fondements linguistiques
ne sont pas aussi solides. De plus, tout comme l’approche par incertitude (section 3.1.1),
elle ne de´tecte que les cas ou` les morphe`mes sont tout simplement juxtapose´s les uns aux
autres.
2Concept introduit par Goldsmith similaire aux paradigmes.
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3.1.3 Utilisation du contexte
La plupart des approches conside`rent la morphologie comme un phe´nome`ne interne
au mot. Par conse´quent, les mots sont analyse´s de fac¸on de´tache´e les uns des autres.
Par contre, le contexte d’un mot dans un corpus peut contribuer grandement a` en re-
connaˆıtre certains morphe`mes. Il est facile d’imaginer qu’un mot contenant le morphe`me
PLURIEL aura dans son entourage des mots tels que les, des ou mes. Ce type d’ap-
proche se de´marque en raison de son inde´pendance envers la repre´sentation en morphe
du morphe`me. Un terme comme hiboux aura un contexte similaire a` chats et permettra
donc d’identifier le lien morphologique unifiant les 2 formes. Ceci est tre`s inte´ressant dans
le cas de formes irre´gulie`res comme de´montre´ par Yarowsky et Wicentowski (2000) pour
les verbes irre´guliers anglais. Malheureusement, ce type de technique s’applique seule-
ment a` la morphologie inflectionnelle (pluriel, genre, temps... etc.). Le contexte seul n’est
pas suffisant a` une analyse morphologique pousse´e et est donc fre´quemment combine´ a`
d’autres approches. La fac¸on la plus courante d’utiliser le contexte en AMNS est de tenter
de regrouper les mots par cate´gorie syntaxique en se basant sur le contexte. La cate´gorie
syntaxique e´tant une des contraintes les plus fre´quentes sur la morphologie, l’ajout de
cette information est certainement un atout important a` tout syste`me. Par exemple, en
franc¸ais, le morphe able peut eˆtre suffixe´ au verbe pour obtenir un adjectif (p. ex. scier
→ sciable). Ceci pourrait laisser croire que le mot cartable a e´te´ de´rive´ de cette fac¸on
du verbe carter. L’information syntaxique permet d’e´viter cette erreur, car cartable
n’e´tant pas un adjectif, il n’a pu eˆtre produit par cette re`gle. L’information syntaxique
s’inte´grant relativement bien a` une multitude de techniques, elle fait partie de multiples
syste`mes. Par exemple, le contexte a e´te´ utilise´ en combinaison au syste`me Linguistica
pour pre´dire les morphe`mes pouvant eˆtre affixe´s a` une racine, et ce, meˆme si la forme af-
fixe´e n’existe pas dans le lexique (Hu et al., 2005). Pour ce faire, les pre´fixes et les suffixes
de chacun des mots du lexique sont obtenus par une approche MDL (Linguistica). Par
la suite, les listes d’affixes similaires ayant des racines se retrouvant dans des contextes
proches dans un corpus sont regroupe´es. Il est aussi mentionne´ dans cet article qu’il est
possible d’utiliser le contexte pour reconnaˆıtre les allomorphes (voir section 2.1). Bor-
dag (2008) montre qu’il est avantageux d’enrichir d’informations syntaxiques un mode`le
base´ sur l’incertitude (Section 3.1.1). Au lieu de construire un mode`le global a` tous les
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mots, il en fait un par groupe de mots partageant des contextes similaires. Dans la meˆme
veine, Can et Manandhar (2009) a employe´ un algorithme permettant d’identifier les
paradigmes (voir section 2.5) sur les mots d’un meˆme regroupement syntaxique obtenu
par similitude de contexte. Le contexte peut aussi eˆtre utilise´ pour de´tecter plus d’infor-
mation que la cate´gorie syntaxique. Schone et Jurafsky (2001) utilisent le contexte pour
cate´goriser se´mantiquement les mots. Cette information est utilise´e pour restreindre les
liens morphologiques potentiels obtenus par calcul de l’incertitude.
3.1.4 Paradigme
Le concept de paradigme (section 2.5) est un concept majeur en morphologie. L’ide´e
ge´ne´rale est que les lexe`mes (voir section 2.2.2) peuvent eˆtre regroupe´s selon les flexions
qui leur sont applique´es. Plusieurs syste`mes tirent avantage de ce concept avec succe`s.
En particulier le syste`me Paramor (Monson et al., 2007) qui obtient re´gulie`rement les
meilleurs re´sultats aux ateliers morpho challenge. Paramor recherche les suffixes par-
tageant le meˆme stem (voir section 2.2.2). Les stems ayant e´te´ observe´s avec le meˆme
ensemble de suffixes sont ensuite regroupe´s en paradigme. Comme il est probable que
plusieurs des repre´sentations d’un lexe`me du paradigme ne soient pas pre´sentes dans le
lexique, les paradigmes similaires sont aussi fusionne´s. Le mode`le mathe´matique utilise´
par Paramor est plutoˆt simpliste et ne permet pas d’attribuer une probabilite´ a` l’apparte-
nance d’un mot a` un paradigme. Chan (2006) a tente´ de de´velopper un algorithme moins
heuristique. Cet algorithme probabiliste base´ sur Latent Dirichlet Allocation n’obtient
malheureusement des re´sultats compe´titifs que dans les cas supervise´s ou semi-supervise´s.
Tous ces algorithmes, tout comme la plupart des approches de´crites pre´ce´demment, ne
sont adapte´s qu’aux cas ou` le mot est construit par juxtaposition de morphes ; c’est-a`-dire
lorsque la frontie`re de morphe`mes est non ambigu¨e. Cependant, elle a tout de meˆme la
capacite´ de ge´rer certaines irre´gularite´s dans les morphes. Ceci graˆce a` la constance des
paradigmes. Donc dans le cas ou` deux paradigmes potentiels divergent de peu dans leurs
flexions, on peut identifier le morphe`me commun entre deux formes meˆme s’il n’y a pas
de graphe`mes communs. Prenons comme exemple les lexe`mes de la langue anglaise SING
(sing, sang, sings et singing) et LOOK (look, looked, looks et looking). Sans utili-
ser le concept de paradigme, il serait difficile d’identifier la relation entre sang et looked
due a` l’irre´gularite´ du lexe`me SING. Par contre, comme les flexions des lexe`mes SING
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et LOOK partagent plusieurs similitudes, on peut en conclure qu’ils font partie du meˆme
paradigme et que donc sang est fort probablement la flexion e´quivalente a` looked. Un
point important a` noter est que bien que the´oriquement le concept de paradigme ne s’ap-
plique qu’a` la morphologie flexionnelle, en pratique cette technique peut aussi de´tecter
un nombre limite´ de cas de morphologie de´rivationnelle.
3.2 Approches marginales a` l’acquisition morphologique
3.2.1 Approche a` base de re`gle
La principale critique que l’on pourrait apporter aux approches les plus courantes en
AMNS est qu’elles ne peuvent que capturer un nombre limite´ de processus morpholo-
giques. En effet, la plupart des syste`mes ne peuvent que de´composer le mot limitant ainsi
l’analyse aux cas d’agglutination de morphes. De ce fait, seulement les cas d’affixations
(section 2.3.1)3 sont identifie´s sans meˆme permettre de mutation mineure au stem. Cela
malgre´ que les gains potentiels de permettre ces mutations sont e´leve´es pour certaines
langues. Ceci est de´montre´ par l’ame´lioration des re´sultats (Kurimo et al., 2009) obte-
nus pour la langue anglaise par le syste`me Allomorfessor (Virpioja et Kohonen, 2009)
compare´ au syste`me sur lequel il est fonde´. L’ame´lioration est obtenue en ajoutant au
syste`me probabiliste Morfessor la probabilite´ d’une mutation du stem lie´ a` l’affixation
de la base. Le but de cela est de permettre des analyses plus cohe´rentes en regroupant
sous une meˆme de´nomination plusieurs morphes en relation d’allomorphie. Par exemple,
l’analyse du mot bodies sera body+es contrairement a` bod+ies pour Morfessor. L’ana-
lyse d’Allomorfessor permet de faire le lien entre bodies et body. La mutation du stem
est mode´lise´e par une re`gle de re´e´criture associe´e a` l’affixe tel que es(y|i) dans notre
exemple.
Malgre´ cela, l’ame´lioration apporte´e par Allomorfessor n’est que superficielle et l’ana-
lyse reste limite´e aux cas d’affixations. Ceci est duˆ aux fondements the´oriques sur lesquels
reposent ce syste`me et plusieurs autres qui conside`rent le morphe`me comme l’e´le´ment
central de la morphologie, le mot n’e´tant qu’une juxtaposition de morphe. La percep-
tion de la taˆche d’AMNS de´coulant intuitivement de cette vision de la morphologie
3Les syste`mes se limitent fre´quemment a` la suffixation bien que la pre´fixation soit de plus en plus
courante. La de´tection des cas d’infixation reste tre`s marginale.
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se re´sume a` 2 e´tapes : identifier les morphes de la langue et ensuite trouver l’agen-
cement de morphes ayant produit chacun des mots du lexique. La tendance envers
cette conception de l’AMNS est mise en e´vidence par la pratique qui consiste a` utili-
ser les syste`mes d’analyse morphologique pour re´soudre le proble`me de segmentation
des mots. Dans cette dernie`re taˆche, un texte sans espaces et ponctuations est fourni
au syste`me qui doit segmenter ce texte en mots. Cette conception de´coule d’une sim-
plification de la pense´e dominante dans le domaine de la morphologie. Il existe par
contre, des the´ories alternatives qui permettraient de contourner ces limitations. Par
exemple, un syste`me base´ sur la the´orie de la morphologie base´e sur le mot (MBM)
(section 2.8) aurait potentiellement la capacite´ de mode´liser un grand nombre de pro-
cessus morphologiques. L’expe´rience a e´te´ tente´e par Neuvel et Fulop (2002) qui ont
de´veloppe´ un syste`me qui pre´dit les formes potentielles de la langue en se basant sur
une liste de mots associe´s a` leur cate´gorie syntaxique. Ceci est fait en observant les res-
semblances et les diffe´rences entre chacune des paires de mots de la liste fournie dans
le but de trouver des re`gles de re´e´criture mettant en relation les formes morphologi-
quement lie´es. Les paires de mots ayant les meˆmes divergences sont regroupe´es et une
re`gle de re´e´criture est extraite de chacun des groupes. Le contexte d’application le plus
strict applicable a` tous les e´le´ments du groupe est ajoute´ a` la re`gle. Par exemple, la re`gle
obtenue des paires deception-deceive, reception-receive et perception-perceive
est |*##ception|Ns ↔ |*##ceive|V . Les symboles # et * indiquent des caracte`res
quelconques restant identiques dans les 2 formes. La diffe´rence entre # et * est que
# doit correspondre a` un caracte`re alors que * peut eˆtre n’importe quelle chaˆıne de
caracte`re. Cette approche est applicable a` plusieurs langages, car elle peut identifier
non seulement les affixations (p. ex. do-doable |##|v ↔ |##able|adj), mais aussi
des cas qui seraient impossibles a` analyser par segmentation (p. ex. KaaTTiB-KuTTaaB
|#aa##i#|Ns ↔ |#u##a#|Np). Cependant, cette approche ne peut donner une
analyse morphologique approfondie telle que celle obtenue par les autres syste`mes. Ce
syste`me peut identifier qu’il existe une relation morphologique entre deux mots, mais ne
peut pas reconnaˆıtre la nature de cette relation. Il y a aussi une ambigu¨ıte´ e´vidente pour
les langues polysynthe´tiques (section 2.4.4) ou` il y a plusieurs relations potentielles. Par
exemple, dans le cas de qimmiqarpuq "il a un chien" il est difficile de dire si le mot
est en relation avec le verbe avoir ou avec le nom commun chien.
30
D’autres chercheurs moins puristes utilisent le principe de re`gle morphologique tire´
de la the´orie MBM pour ensuite en extraire une de´composition en morphe`mes qui ne se
limite pas en une segmentation du mot. Notre syste`me ainsi que le syste`me MorphoNet
(Bernhard, 2010) correspondent a` cette description. Ces 2 syste`mes ont des structures
similaires. Ils tentent en premier lieu d’identifier les re`gles mettant en relation morpho-
logique les mots du lexique. Ensuite, un graphe illustrant ces relations est construit a`
l’aide des re`gles trouve´es et des communaute´s de mots sont extraites de ce graphe. Ces
communaute´s sont finalement utilise´es pour extraire une de´composition morphologique
pour chacun des mots. Cette analyse est obtenue en se basant sur les re`gles liant le mot
analyse´ aux autres mots de la communaute´. Cependant, les 2 syste`mes divergent de fac¸on
substantielle sur la fac¸on d’accomplir chacune de ces e´tapes. MorphoNet se de´marque sur-
tout par son formalisme de re`gle flexible base´ sur les expressions re´gulie`res. Par exemple,
la re`gle obtenue pour la paire de mots revisiter-visite serait rˆe(.*)r$ → \1.
3.2.2 Analogie
L’analogie est un concept en the´orie linguistique qui permet d’expliquer l’e´volution de
la langue soit par la cre´ation de mots ou la modification de mots existants (Section 2.7).
Bien que l’e´volution de la langue et la morphologie soient deux domaines distincts, il est
clair que la cre´ation de ne´ologismes4 suit fre´quemment un proce´de´ morphologique. L’am-
bigu¨ıte´ entre les deux domaines est tellement commune qu’elle a e´te´ re´pertorie´e parmi
les 3 erreurs courantes de la morphologie par Mel’cˇuk (2006). Par exemple, l’introduc-
tion a` la langue anglaise du terme Google comme verbe d’usage commun a rapidement
e´te´ suivie par l’introduction de ses formes infle´chies Googled et Googling. Il est pro-
bable que l’insertion de ces termes se soit fait par analogie entre Google et d’autres
paires de mots morphologiquement lie´es telle que [search : searched = Google : x ]
ou` x = Googled . Cette analogie capture le morphe ed qui est une des repre´sentations
possibles du morphe`me PASSE´ en anglais.
Bien que l’analogie soit bien implante´e en linguistique, elle a eu un de´part difficile
en AMNS. En effet, Pirrelli (1993) rapporte une correspondance faible entre l’analogie
et les morphe`mes. Heureusement, ses travaux subse´quents ont donne´ des re´sultats en-
courageants par leur rappel tre`s e´leve´ sur la taˆche d’identification de la racine des mots
4Tout mot re´cemment introduit dans la langue.
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d’un lexique (Pirrelli, 1999). Il n’en reste pas moins que jusqu’a` re´cemment, l’analogie ne
fut pas tre`s populaire dans le domaine de l’AMNS. Ceci est duˆ en partie au manque de
re´sultats concluants et au couˆt de calcul prohibitif de cette technique. L’analogie a princi-
palement gagne´ en popularite´ par son application en traduction ou` sa capacite´ a` identifier
les relations entre les mots fut implicitement utilise´e pour traduire les mots inconnus d’un
mode`le de traduction (Lepage et Denoual, 2005; Langlais et Patry, 2008; Denoual, 2007).
Pour ce qui est de la morphologie, Stroppa et Yvon (2005) ont de´montre´ qu’il e´tait
possible d’utiliser l’analogie pour identifier le lexe`me et certaines caracte´ristiques des
mots en anglais, en ne´erlandais et en allemand. Hathout (2002, 2008) quant a` lui, classe
automatiquement les mots d’un lexique en familles morphologiques en combinant l’ana-
logie a` de l’information syntaxique obtenue d’autres sources. Moreau et al. (2007) ont
utilise´ l’analogie pour faire de l’AMNS, mais en imposant des restrictions tre`s strictes
sur les analogies accepte´es, sacrifiant ainsi une grande partie du potentiel de l’analo-
gie. Re´cemment, Langlais (2009) a obtenu des re´sultats encourageants sur une taˆche de
de´composition morphologique des mots de la base de donne´es CELEX en utilisant une
technique simple de´taille´e a` la section 4.2. Finalement, Goldsmith (2007) a combine´ le
principe d’analogie a` celui du MDL et a obtenu de bons re´sultats sur de petits lexiques
anglais et swahili.
3.3 Le syste`me Morfessor
Le nom Morfessor regroupe sous une meˆme appellation une se´rie de mode`les de´vel-
oppe´s par Creutz et Lagus du Helsinky Institute of Technology. Par sa facilite´ d’utili-
sation, sa rapidite´ et ses bons re´sultats, Morfessor est rapidement devenu la re´fe´rence
dans le domaine. Ce syste`me est base´ sur le principe du MDL, tous comme le popu-
laire syste`me Linguistica. Il se diffe´rencie de ce dernier par sa capacite´ a` analyser les
mots ayant une composition morphologique riche due a` une plus grande flexibilite´ sur
les sche´mas d’agglutinations de morphes permis (section 3.1.2). Ceci se traduit par un
rappel plus e´leve´ sur certaines langues comme le finnois (Creutz et Lagus, 2007). Bien
qu’il y ait eu plusieurs variantes du mode`le, deux sont fre´quemment utilise´es Morfessor
Baseline et Morfessor CatMAP. Morfessor Baseline est une version purement MDL alors
que Morfessor CatMAP utilise les re´sultats de Morfessor Baseline en ajoutant certains
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traitements supple´mentaires.
Le me´canisme de Morfessor Baseline consiste a` identifier parmi toutes les segmenta-
tions en morphe`mes possibles celle qui en plus d’avoir un lexique de morphe`me concis
permet d’encoder le lexique de fac¸on optimale. Pour ce faire, Morfessor utilise le prin-
cipe du maximum a posteriori5 pour se´lectionner la de´composition optimale parmi celles
sugge´re´es. La recherche de la segmentation optimale se fait de fac¸on gloutonne. Les mots
sont analyse´s un a` un en ordre ale´atoire. Pour chacun des mots, toutes les segmenta-
tions possibles sont conside´re´es, mais seulement celle qui ame´liore le plus le re´sultat du
maximum a posteriori est conserve´e. Tout le lexique est analyse´ de cette fac¸on jusqu’a` ce
qu’une ite´ration sur le lexique complet n’apporte pas une ame´lioration juge´e suffisante.
La flexibilite´ de Morfessor Baseline n’a pas que des avantages. Le manque de mode´lisa-
tion de la structure des morphes cause dans certains cas la segmentation d’affixes typiques
de la langue a` des positions non orthodoxes. Par exemple, le syste`me a` tendance a` sugge´rer
des suffixes au de´but des mots comme dans ces exemples de la langue anglaise : ed+ward,
s+urge+on, s+well (Creutz et Lagus, 2005). Pour re´soudre cela, Morfessor CatMAP
ajoute quelques e´tapes supple´mentaires au me´canisme de base dans le but d’e´liminer
ces segmentations peu pertinentes. Ce syste`me innove, entre autres, en utilisant la per-
plexite´ pour classifier (suffixe, pre´fixe, stem, bruit) chacun des morphes identifie´s par le
me´canisme de base. Ces cate´gories sont utilise´es pour construire un mode`le HMM qui cal-
cule les probabilite´s de transition d’une cate´gorie a` l’autre. Le mode`le appris est ensuite
utilise´ pour e´liminer les segmentations peu probables ou impossibles. Par exemple, la seg-
mentation s+well ne serait pas sugge´re´e, car la se´quence suffixe+stem serait conside´re´e
impossible6. Les re´sultats du Morpho Challenge (Kurimo et al., 2009) semblent indiquer
que ce type de traitement donne de meilleurs re´sultats que le mode`le MDL seul sur
plusieurs7 langues.
5Le maximum a posteriori est une technique base´e sur le the´ore`me de Bayes permettant d’estimer une
distribution a` partir de donne´es empiriques.
6Morfessor CatMAP utilise en plus des statistiques apprises, quelques re`gles pour assurer l’ordre
attendu des morphe`mes.
7Seulement l’anglais semble faire exception.
CHAPITRE 4
ANALOGIE FORMELLE
Une analogie (proportionnelle) est une relation entre 4 e´le´ments note´s [x : y = z : t ]
ce lisant “x est a` y ce que z est a` t”. L’analogie formelle1 (section 2.7) est un cas
spe´cifique d’analogie proportionnelle ou` la relation analogique entre les 4 e´le´ments est
graphe´mique (p. ex. [cordially : cordial = lovely : love ]). Depuis quelques anne´es,
certains chercheurs se sont inte´resse´s aux utilisations possibles de l’analogie formelle et
ont de´montre´ que l’apprentissage analogique peut eˆtre applique´ a` plusieurs proble`mes
du traitement automatique des langues tels que la traduction automatique et l’AMNS
(section 3.2.2). L’inte´reˆt premier d’appliquer l’analogie a` la taˆche d’AMNS provient du
grand nombre de phe´nome`nes morphologiques qu’elle peut capturer. En effet, comme on
peut observer a` la figure 4.1, seulement 2 des 8 phe´nome`nes re´pertorie´s ne peuvent eˆtre
reconnus par l’analogie, soit la supple´tion et le redoublement.
Phe´nome`ne Analogie Langue
Pre´fixation [bicorne : tricorne = bicycle : tricycle ] franc¸ais
Suffixation [capital : capitaliste = commun : communiste] franc¸ais
Infixation [asna : askana = arakbus : arakkabus ]) ulwa
Mutation du stem [ceann : cinn = fear : fir ]) celte
Composition [talg : talglicht = tee : teelicht] allemand
Patron-racine [nafs : nufuus = bank : bunuuk ] arabe
Supple´tion [bad : worse = good : ? ] anglais
Redoublement [ulo : ululo = mula : ? ] ilokano
Figure 4.1 – Exemples d’analogies pour les principaux phe´nome`nes morphologiques.
L’utilisation de l’apprentissage analogique par un syste`me informatique requiert l’e´la-
boration d’un algorithme capable d’identifier les e´le´ments en relation analogique. Plu-
sieurs solutions ont e´te´ sugge´re´es (Pirrelli, 1993; Yvon et al., 2004; Goldsmith, 2007),
mais nous nous inte´resserons ici seulement a` la de´finition propose´e par Yvon et al. (2004)
de´crite a` la section 4.1. Re´cemment, Langlais (2009) a conc¸u un syste`me d’AMNS, de´crit
1Dans le but d’alle´ger le texte, nous utiliserons tout simplement le terme d’analogie au lieu d’analogie
formelle.
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a` la section 4.2, entie`rement base´ sur cette de´finition de l’analogie.
4.1 Identification des analogies
Dans le cadre de ce me´moire, nous avons re´utilise´ le moteur analogique conc¸u par
Langlais (2009) base´ sur la de´finition d’Yvon et al. (2004) qui de´finit l’analogie en terme de
factorisation. Soit x e´tant une chaˆıne de caracte`res sur un alphabet Σ, une factorisation de
x, note´ fx, est une se´quence de n facteurs fx = (f1x , . . . , f
n
x ), de sorte que x = f
1
x. . .fnx ,
ou`  de´note l’ope´ration de concate´nation. D’apre`s Yvon et al. (2004) nous de´finissons
l’analogie formelle comme e´tant :
Definition 1 ∀(x, y, z, t) ∈ Σ?4, [x : y = z : t] ssi il existe une factorisation (fx, fy, fz,
ft) ∈ (Σ?d)4 de (x, y, z, t) de sorte que, ∀i ∈ [1, d], (f iy, f iz) ∈
{
(f ix, f
i
t), (f
i
t, f
i
x)
}
. La plus
petite valeur de d pour laquelle cette de´finition s’applique est le degre´ de l’analogie.
Selon cette de´finition, les 4 mots cordially, cordial, lovely et love sont en relation
analogique, note´ [cordially : cordial = lovely : love ], car il existe une factorisation
de ces 4 chaˆınes qui mettent en jeu des alternances. La figure 4.2 illustre deux factorisa-
tions de ces chaˆınes. Celle de gauche met en œuvre 4 facteurs par factorisation, tandis
que celle de droite n’en utilise que 2, illustrant les alternances love/cordial et ly/
capture´es par cette analogie. Ces alternances sont appele´es cofacteurs (Langlais et Patry,
2007). Il est important de noter que ces cofacteurs ne sont pas dirige´s, c’est-a`-dire que la
paire ly/ est e´gale a` la paire /ly. Le cofacteur ly/ capture en anglais le phe´nome`ne
productif ou` un adverbe est de´rive´ d’un substantif ou d’un adjectif en lui ajoutant le
suffixe ly. Il permettrait par exemple de rendre compte de la forme flabbergastedly a`
partir de la forme flabbergasted (ou l’inverse) meˆme si cette dernie`re n’est pas pre´sente
fcordially ≡ cordia l l y fcordially ≡ cordial ly
fcordial ≡ cordia  l  fcordial ≡ cordial 
flovely ≡ love l  y flovely ≡ love ly
flove ≡ love    flove ≡ love 
Figure 4.2 – Deux factorisations de l’analogie [cordially : cordial = lovely : love ].
Le nombre de facteurs de la plus petite factorisation est appele´ le degre´ de l’analogie ;
soit 2 dans cet exemple.
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dans le lexique. Il permet malheureusement de lier a` tort des formes comme flyable et
fable.
4.2 Syste`me purement analogique
Langlais (2009) a de´montre´ qu’il est possible d’analyser morphologiquement les mots
d’une langue en utilisant seulement le concept d’analogie. Ce syste`me, particulie`rement
remarquable de par sa simplicite´, postule que les factorisations re´sultantes de la me´thode
d’identification des analogies d’Yvon et al. (2004) (section 4.1) correspondent fre´quem-
ment aux frontie`res de morphe`mes des mots en relation analogique. Tel qu’illustre´ a` la
figure 4.3, pour chaque mot a` analyser, le syste`me conserve les fre´quences d’occurrence
de chaque factorisation qui a permis d’e´tablir au moins une des relations analogiques
l’impliquant. La de´composition en facteurs la plus fre´quente est identifie´e par le syste`me
comme la segmentation en morphe`mes la plus vraisemblable. Par exemple, l’analyse du
mot anglais abolishing sugge´re´ par le syste`me sera abolish + ing car cette factorisa-
tion entre en jeu dans 12 des 21 analogies impliquant ce mot. Bien que ceci puisse sembler
tre`s simple, cet algorithme requiert l’identification de toutes les analogies du lexique L.
Ceci rend cette me´thode difficilement applicable aux lexiques les plus volumineux duˆ au
temps de calcul e´leve´ requis pour traiter les |L|4 analogies potentielles, et ce, meˆme en
utilisant la strate´gie du tree-count propose´e par Langlais et Yvon (2008).
abolishing (Ang.) abberufen (All.) abdallardan (Tur.)
abolish ing 12 ab berufen 12 abd allardan 17
ab olishing 4 a b b erufen 12 abdallar dan 10
abol ishing 2 abberufe n 10 a b da llardan 9
a bo lishing 1 a b beruf en 6 ab dallardan 6
abolis hing 1 abb erufen 5 abdallar d an 5
abolish in g 1 abberuf en 5 a b da l lardan 4
ab beruf en 2 ab dallar dan 2
abbe rufe n 1 abda llardan 2
Figure 4.3 – Factorisations induites par analogie pour certains mots de diffe´rentes langues.
La fre´quence de la factorisation est indique´e a` droite de la factorisation.
CHAPITRE 5
LE SYSTE`ME MORANAPHO
Notre syste`me produit pour chacun des mots d’un lexique L la liste des morphe`mes
qui le composent (section 1.1). La seule information requise par le syste`me est l’ensemble
des mots de L sans aucune annotation particulie`re. Brie`vement, notre syste`me applique
un algorithme glouton de partitionnement (clustering) qui regroupe les mots du lexique
partageant la meˆme racine en exploitant un graphe de mots relie´ par re`gles morpho-
logiques. Dans notre approche, ces re`gles morphologiques sont obtenues par analogie
calcule´e parmi les mots de L. Les sections suivantes de´crivent en de´tail les diffe´rentes
composantes du syste`me.
5.1 Re`gle morphologique
Le coeur de notre syste`me est un ensemble de re`gles de re´e´criture note´es 〈α → β〉,
ou` α et β sont des se´quences de symboles de l’alphabet de la langue e´tudie´e e´tendus du
symbole ? (p. ex. 〈?ly→ ?〉1). Ce dernier repre´sente n’importe qu’elle combinaison non
vide de symboles de l’alphabet. Nous notons l’application d’une re`gle R a` un mot x R(x).
Par exemple, l’application de la re`gle 〈?ly → ?〉 a` l’adverbe literally re´sulterait en
sa forme nominale literal et serait note´e 〈?ly → ?〉(literally) = literal. Par la
meˆme logique, [R1, . . . ,Rn](x) de´note la forme2 re´sultante de l’application de n re`gles :
Rn(. . .R2(R1(x)) . . .). Dans le cas ou` la re`gle ne s’applique pas, le mot ne subit aucune
transformation et donc R(x) = x.
Il existe certaines contraintes que les re`gles de re´e´criture doivent respecter pour eˆtre
conside´re´es comme valides par notre syste`me. Premie`rement, nous imposons que |α| ≥
|β|3, de sorte que l’application d’une re`gle a` un mot produise toujours un mot de taille
infe´rieure ou e´gale. Deuxie`mement, le symbole ? ne peut se retrouver qu’aux extre´mite´s de
β et de α, nous permettant ainsi de diffe´rencier facilement la pre´fixation, la suffixation
et l’infixation. Ceci implique donc que les transformations capture´es par une re`gle ne
1 indique une chaˆıne vide.
2Afin de simplifier l’expose´, nous omettons le cas ou` l’application d’une re`gle peut ge´ne´rer plusieurs
formes.
3Si les deux facteurs sont de la meˆme taille, l’ordre alphabe´tique est utilise´.
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peuvent qu’eˆtre contigue¨s. Par conse´quent, certaines relations morphologiques pourront
difficilement eˆtre repre´sente´es par une seule re`gle (p. ex. 〈sugge`re → sugge´rer〉). Ceci
cause peu de proble`mes, et est meˆme possiblement avantageux, pour les phe´nome`nes
morphologiques les plus courants. Toutefois, les morphes flexionnels et de´rivationnels
disjoints sont tout de meˆme fre´quents dans certaines langues, en particulier celles de type
templatique tel que l’arabe. Pour ces langues, notre format de re`gle ne permet pas de faire
le lien entre certaines formes relie´es morphologiquement, et ce, meˆme si la relation a e´te´
identifie´e par nos analogies. Par exemple, aucune re`gle valide ne peut faire le lien entre les
formes arabes KaaTiB et KuTaaB, et ce, meˆme si la relation est ”connue” du syste`me graˆce
aux analogies identifie´es (p. ex. [KaaTiB : KuTaaB = QaaRi’ : QuRaa’ ]). Pour capturer ce
morphe, il nous aurait fallu obtenir la re`gle 〈?u?aa?→ ?aa?i?〉 qui ne respecte pas la 2e
contrainte. Il serait aussi possible d’identifier la relation par l’application successive des
re`gles 〈?u? → ?aa?〉 et 〈?aa? → ?i?〉 mais malheureusement 〈?u? → ?aa?〉 ne respecte
pas la 1re contrainte. D’autres formats de re`gle capables de ge´rer les cas de morphologie
patron-racine ont e´te´ sugge´re´s dans la litte´rature (Bernhard, 2010; Neuvel et Fulop, 2002)
mais il nous reste toutefois a` ve´rifier que leurs usages n’introduiraient pas trop de bruit
dans nos analyses.
Nos re`gles de re´e´criture sont obtenues par un processus base´ sur l’analogie que nous
de´taillons a` la section 5.1.2. Cependant, comme le calcul des analogies est tre`s couˆteux
en temps, l’emploi d’une autre technique serait favorable si elle ne de´grade pas de fac¸on
majeure la qualite´ des re´sultats. Dans le but de nous assurer que l’usage de l’analogie
est justifiable, nous l’avons compare´ a` une autre technique d’extraction de´taille´e a` la
section 5.1.1. Finalement, quelque soit la fac¸on utilise´e pour extraire les re`gles, une bonne
partie d’entre elles ne seront tout simplement pas valides (p. ex. 〈ab? → p?〉 qui lie
〈about → pout〉 et 〈abolishing → polishing〉). Il est donc important de pouvoir
e´tablir quelles sont les re`gles pertinentes de la langue analyse´e. Nous de´crivons a` la section
5.1.3 les diffe´rentes me´triques de la qualite´ d’une re`gle que nous avons teste´es. Toutefois,
quel que soit la me´thode d’extraction ou la me´trique choisie, le grand nombre de re`gles
rencontre´es nous oblige a` appliquer un filtre e´liminant les re`gles les moins vraisemblables
pour des conside´rations de temps de calcul. Toutes les re`gles ayant un poids infe´rieur a`
ρ (section 7.2.1) sont donc enleve´es en espe´rant qu’elles ne jouent pas un roˆle important
dans la morphologie de la langue e´tudie´e.
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5.1.1 Extraction de re`gles par distance d’e´dition
Afin d’e´valuer les be´ne´fices obtenus par l’acquisition des re`gles de re´e´criture base´es
sur l’analogie, nous avons aussi tente´ d’acque´rir les re`gles en remplac¸ant l’analogie par
un alignement par distance d’e´dition. Notre processus est inspire´ par (Bernhard, 2010)
et consiste a` obtenir pour chaque mot de taille supe´rieure a` la moyenne, les 20 mots du
lexique les plus similaires a` celui-ci selon la distance d’e´dition. Pour chacune de ces paires,
nous calculons l’alignement par distance d’e´dition optimale4 et les sections non aligne´es
sont transforme´es en re`gle de re´e´criture. Par exemple, l’alignement entre unattractive
et attraction de la figure 5.1 ge´ne`re les re`gles 〈un?→ ?〉 et 〈?ve→ ?on〉. Cette fac¸on
de proce´der est beaucoup plus rapide qu’identifier les analogies parmi tous les mots de
L.
u n a t t r a c t i v e
  a t t r a c t i o n
Figure 5.1 – Alignement obtenu par distance d’e´dition entre les mots unattractive et
attraction. La section aligne´e est en gras et les sections non aligne´es sont en italique.
5.1.2 Extraction de re`gles par analogie
Tout comme Langlais (2009) (section 4.2), la pre´misse de notre syste`me est que les
mots en relation analogique sont aussi fre´quemment lie´s morphologiquement. Cepen-
dant, de`s qu’un lexique de´passe les quelques centaines de milliers de mots, il devient
de´raisonnable de tenter de calculer toutes les analogies comme le fait son syste`me pure-
ment analogique. Nous sugge´rons donc une technique permettant de ge´ne´raliser l’infor-
mation capture´e par l’analogie de sorte que le syste`me soit capable d’analyser morpho-
logiquement tous les mots d’un lexique meˆme si seulement un sous-ensemble de toutes
les analogies a e´te´ calcule´. Cette technique se base sur les factorisations obtenues de la
technique d’identification des analogies propose´e par d’Yvon et al. (2004) (section 4.1).
Comme illustre´e par l’algorithme 5.1, une re`gle de re´e´criture est tout simplement un
cofacteur contextualise´. Une re`gle 〈α → β〉 est obtenue du cofacteur α/β auquel nous
ajoutons le symbole ? selon la position relative du cofacteur original par rapport aux
4Il peut en exister plusieurs. Dans ce cas, elles sont toutes conserve´es.
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autres cofacteurs de l’analogie.
Algorithme 5.1 Algorithme d’extraction de re`gles par analogie.
1. Pour toutes les analogies a de l’ensemble des analogies identifie´es A.
(a) Pour i est entre 1 et degre´(a).
i. Extraire les facteurs α et β du cofacteur a` la position i de l’analogie a.
ii. Si i > 1.
A. β ← ? β.
B. α← ? α.
iii. Si i < degre´(a).
A. β ← β  ?.
B. α← α ?.
iv. Si (|α| > |β|) ∨ (|α| = |β| ∧ α > β)
A. Ajouter 〈α→ β〉 a` l’ensemble de re`gles R
v. Sinon
A. Ajouter 〈β → α〉 a` l’ensemble de re`gles R
Dans notre exemple de l’analogie [cordially : cordial = lovely : love ] (figure
4.2), nous sommes en pre´sence d’une analogie impliquant les 2 cofacteurs love/cordial et
/ly. Les deux re`gles obtenues a` partir de ces cofacteurs seront donc 〈love?→ cordial?〉
et 〈?ly → ?〉. Une telle de´composition de l’analogie n’est pas sans rappeler le concept
d’analyse de l’analogie introduit par Saussure (1968) (section 2.7). Un des avantages
de ce proce´de´ relativement a` la technique par distance d’e´dition de la section 5.1.1 est
que le contexte d’application de la re`gle est capture´ sans aucun effort supple´mentaire.
Nous illustrerons ceci par l’analogie de la figure 5.2 qui peut eˆtre factorise´e de multiples
fac¸ons. De cette analogie, les re`gles 〈?ive → ?〉 et 〈?tive → ?t〉 seront obtenues. La
premie`re capturant la frontie`re du morphe ive alors que la seconde permet d’identifier
que le suffixe ive est habituellement pre´ce´de´ d’un t5. Cette information supple´mentaire,
si elle est bien utilise´e, permettra d’e´tablir la relation entre secret et secretive tout en
e´vitant de faire l’erreur de lier end et endive. Nous appelons la relation entre les re`gles
〈?ive → ?〉 et 〈?tive → ?t〉 une e´quivalence. Deux re`gles R1 et R2 sont e´quivalentes
dans le contexte du mot x si R1(x) = R2(x).
5Le morphe ive est toujours pre´ce´de´ d’un t ou d’un s.
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faddict ≡ addict  faddict ≡ addic t
faddictive ≡ addict ive faddictive ≡ addic tive
fdistinct ≡ distinct  fdistinct ≡ distinc t
fdistinctive ≡ distinct ive fdistinctive ≡ distinc tive
Figure 5.2 – Deux factorisations de degre´ 2 de l’analogie anglaise [addict : addictive =
distinct : distinctive ].
5.1.3 Se´lection des re`gles
La the´orie de l’analogie d’Anderson (1992) nous apprend que les mots en relation
analogique doivent eˆtre non seulement lie´s graphe´miquement, mais aussi se´mantiquement
(section 2.7). Malheureusement, notre moteur analogique, n’ayant aucune information
permettant d’infe´rer le sens des mots, ne se base que sur la forme pour e´tablir un lien
analogique. Ceci implique donc que plusieurs analogies fortuites (p. ex. [pear : spear =
care : scare ]) se seront glisse´es dans notre ensemble d’analogies. Les re`gles extraites
de ces analogies seront fort probablement non pertinentes pour la langue e´tudie´e (p. ex.
〈s?→ ?〉). Selon Anderson (1992), il y a un troisie`me facteur a` prendre en compte pour
juger de la validite´ d’une analogie : la re´gularite´ de la relation. Intuitivement, cela porte a`
croire que les relations (re`gles) re´gulie`res seront plus pertinentes que les relations isole´es.
Nous pouvons estimer la re´gularite´ d’une re`gle par le nombre d’analogies desquelles la
re`gle a e´te´ extraite. Cependant, la fre´quence cre´e un biais envers les re`gles compose´es de
facteurs courts, car elles ont une plus grande probabilite´ de se retrouver par hasard dans
une analogie (p. ex. [stop : top = stick : tick ], [tar : star = word : sword ]). Par
exemple, dans un de nos lexiques anglais, la re`gle 〈anti-?→ ?〉 est observe´e 2 472 fois,
compare´ a` la re`gle fortuite 〈ka?→ ?〉 qui est vue 13 839 fois.
Pour re´soudre ce proble`me, nous nous inspirons encore une fois du domaine de la lin-
guistique et plus particulie`rement du concept de productivite´ (section 2.6). En re´sume´, ce
principe tente d’e´valuer le degre´ d’utilisation d’un processus particulier dans la cre´ation
d’un nouveau mot. Par exemple, en franc¸ais, l’ajout d’un s au pluriel (p. ex. terres) est
tre`s productif, alors que l’ajout de aux (p. ex. chevaux) l’est probablement moins. Toute-
fois, le concept de productivite´ est plutoˆt abstrait et rele`ve plus de l’intuition du linguiste
que d’un processus bien de´fini6. L’utilisation de ce concept en informatique s’ave`re donc
6Toutefois, certains linguistes ont tente´ de formaliser le concept de productivite´ (section 2.6).
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plutoˆt difficile. Heureusement, il existe en intelligence artificielle une mesure nomme´e la
productivite´ de la re`gle7 qui correspond au ratio entre le nombre d’applications valides
d’une re`gle sur le nombre d’applications possibles de cette meˆme re`gle. Outre le nom, ces
deux concepts ont en commun qu’ils tentent tous deux d’e´valuer le taux d’utilisation d’un
processus. Il est cependant important de noter que malgre´ cette similitude, ce sont tout
de meˆme des concepts tre`s diffe´rents. Toutefois, nous croyons que la productivite´ d’une
re`gle sera e´leve´e si cette re`gle correspond a` un processus productif linguistiquement. Nous
estimons la productivite´ d’une re`gle R, note´e prod(R), par le ratio du nombre de fois
ou` l’application de cette re`gle me`ne a` une forme valide du lexique L sur le nombre de
formes de L auxquelles elle peut eˆtre applique´e (e´quation 5.1). Les re`gles 〈anti-?→ ?〉
et 〈ka?→ ?〉 de notre exemple pre´ce´dent ont des productivite´s respectives de 0,9490 et
0,2472.
prod(R) = |{x ∈ L : R(x) ∈ L ∧R(x) 6= x}||{x ∈ L : R(x) 6= x}| (5.1)
Une des faiblesses de la productivite´ est que l’information sur la fre´quence est perdue.
De plus, les re`gles peu fre´quentes ont tendance a` eˆtre tre`s productives meˆme lorsqu’elles
ne sont pas pertinentes et doivent donc eˆtre e´limine´es. Nous avons donc teste´ une me´trique
supple´mentaire (e´quation 5.2) qui combine le logarithme de la fre´quence a` la productivite´
de la re`gle8.
f-prod(R) = prod(R)× log |R|
log
∑
R∈S |R|
(5.2)
La table 5.I contient quelques exemples de re`gles extraites d’un lexique anglais utilise´
dans nos expe´riences ainsi que leurs valeurs pour les trois me´triques de´crites pre´ce´demment.
5.2 Regroupement hie´rarchique des mots du lexique
L’ensemble des re`gles collecte´es a` l’e´tape pre´ce´dente constitue la matie`re premie`re
de notre syste`me. A` l’aide de ces re`gles, nous construisons un arbre tel que celui de la
figure 5.3. Les noeuds de cet arbre sont les mots du lexique. Un arc entre deux noeuds
na et nb, note´ na → nb, est e´tiquete´ d’une se´quence de re`gles qui lorsque applique´es au
mot na re´sultent en le mot nb. Dans notre exemple, toutes les se´quences ne contiennent
7Nous utiliserons par la suite tout simplement le terme de productivite´.
8Le de´nominateur assure que le re´sultat sera une valeur entre 0 et 1. Notre syste`me impose cette
contrainte.
42
Tableau 5.I – Fre´quence, productivite´ et la fre´quence combine´ a` la productivite´ de re`gles
extraites d’un lexique anglais.
R |R| prod(R) f-prod(R)
〈?’s→ ?〉 2 225 258 0,93 0,700
〈?a?→ ??〉 288 743 0,04 0,003
〈?ing→ ?ed〉 4 669 0,54 0,235
〈?-based→ ?〉 3 226 0,98 0,408
〈?co→ ?as〉 68 0,10 0,002
〈?able’s→ ?able〉 65 1,00 0,215
qu’une seule re`gle. Une fois construit, l’arbre est partitionne´ en e´liminant les relations
juge´es peu probables. Le re´sultat de cette ope´ration est une foreˆt d’arbres ou` tous les mots
d’un meˆme arbre ont e´te´ vraisemblablement de´rive´s de la meˆme racine. Nous appelons
un arbre de cette foreˆt un Arbre de De´rivation de Mot ou ADM.
able
table
tabled
[?led
→
?le]
0.96
[t
?
→
?
]
0.
05
abled
[?led
→
?le]
0.96
disable
disabled
[?led
→
?le]
0.96
[dis? →
?]
0.43
1
.
Figure 5.3 – Exemple d’arbre hie´rarchique avant le partitionnement. L’arc fin sera vrai-
semblablement supprime´ lors du partitionnement re´sultant en 2 ADMs.
L’arbre est construit par l’algorithme 5.2 inspire´ de l’algorithme glouton de partition-
nement hie`rarchique par lien simple (single-linkage) (Newman, 2004). Contrairement a`
l’algorithme standard, nous n’avons pas besoin d’identifier le lien le plus fort du graphe
a` chaque ite´ration, mais seulement le lien le plus fort impliquant un mot donne´. Ceci a
pour avantage que le graphe n’a pas a` eˆtre construit en entier d’un seul coup.
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Algorithme 5.2 Algorithme de construction de l’arbre hie´rarchique.
1. Pour tous les mots m du lexique L.
(a) Construire le graphe G des mots pouvant eˆtre atteints en appliquant un nombre
strictement positif de re`gles au mot m (figure 5.4).
(b) Trouver le mot b de L qui maximise un score de similarite´ S (e´quation 5.3)
selon G
(c) Ajouter l’arc m→ b a` l’arbre
En effet, comme le de´montre l’e´tape 1a de l’algorithme 5.2, seulement le graphe du
voisinage du mot a` inte´grer a` l’arbre est ne´cessaire a` l’algorithme. La figure 5.4 illustre le
graphe G construit a` cette e´tape pour le mot disabled. Notez que les noeuds du graphe
ne sont pas limite´s aux mots du lexique. Ceci nous permet de relier notamment le mot
disable a` able, et ce, meˆme si le mot disable e´tait absent du lexique. Un autre point
important illustre´ par cette figure est qu’il peut y avoir plusieurs arcs entre deux noeuds.
disableddisable
able abled
disablabl
〈?led→ ?le〉
0.49
〈?abled→ ?able〉
0.47
〈?led→ ?le〉
0.49
〈?
e
d
→
?
〉
0.
27
〈d
i
s
?→
?〉
0.43
〈d
i
s
?→
?〉
0.43
〈dis? → ?〉
0.43
1
.
Figure 5.4 – Graphe des mots atteignables depuis le mot anglais disabled. Les arcs en
pointille´s sont ceux conside´re´s lors du calcul du score entre disabled et able.
Il est important pour la compre´hension de l’algorithme de bien faire la diffe´rence
entre l’arbre hie´rarchique et le graphe. L’arbre capture les relations de de´rivations et de
flexions entre les mots du lexique alors que le graphe n’est qu’un outil ne´cessaire au calcul
d’un score permettant l’identification de ces relations (e´tape 1b de l’algorithme 5.2). Le
score (e´quation 5.3) d’un lien potentiel entre deux mots m et w est calcule´ en sommant
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le poids de chacun des chemins du graphe partant de m jusqu’a` w.
score(m,w) =
∑
[R1,...,Rn](m)≡w
poids([R1, . . . ,Rn]) (5.3)
Le poids d’un chemin entre m et w, repre´sente´ par une se´quence de k re`gles [R1, . . . ,Rk],
est calcule´ par le produit du poids attribue´ aux k re`gles du chemin selon une me´trique
donne´e (e´quation 5.4).
poids([R1, . . . ,Rk]) =
k∏
i=1
me´trique(Ri) (5.4)
Un arc m → b entre le mot m et le mot lexique b qui maximise l’e´quation 5.3 (b ≡
argmaxw∈L score(m,w)) est ajoute´ a` l’ADM. Cet arc est e´tiquete´ par la se´quence de
re`gles [R1, . . . ,Rk] du chemin entre m et b ayant le plus haut score. Dans notre exemple,
la forme disable totalisant un score de 0, 96 est celle qui est se´lectionne´e et la se´quence
[〈?led→ ?le〉] e´tiquette dans l’ADM l’arc disabled→ disable.
Une fois que l’arbre est construit, il est partitionne´ en e´liminant les relations dont les
poids sont infe´rieurs a` un certain seuil τ (section 7.2.1). Par exemple, le partitionnement
de l’arbre de la figure 5.39 re´sulterait en la suppression du lien entre table et able et
nous donnerait donc deux ADMs dont les racines respectives seraient able et table.
5.3 De´composition morphologique des mots du lexique
Jusqu’a` maintenant, nous avons identifie´ la racine de chacun des mots du lexique.
Toutefois, nous de´sirons obtenir une analyse comple`te de la composition en morphe`me
de ces mots (section 1.1). La liste des morphe`mes d’un mot du lexique est obtenue en
se guidant sur les re`gles de re´e´criture entre le mot analyse´ et la racine de son ADM. La
base de notre algorithme d’extraction des morphe`mes est plutoˆt simple. Chaque noeud
de l’ADM contient la segmentation en morphe`mes (potentiels) du mot qui lui est associe´.
Dans le cas de la racine, le seul morphe`me est le mot lui-meˆme. Pour tout autre noeud n,
l’ensemble des morphe`mes est constitue´ en regroupant les morphe`mes du noeud parent
p et de ceux des re`gles e´tiquetant l’arc n → p. Par exemple, dans le cas d’un ADM de
9τ = 0.25
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deux mots qui contient l’arc disarmed→ arm e´tiquete´ par [〈dis?→ ?〉,〈?ed→ ?〉], les
morphe`mes de disarmed seraient [arm,dis,ed ] ; dis et ed provenant de la partie gauche
de leur re`gles respectives.
Malheureusement, ce proce´de´ s’est ave´re´ impraticable tel quel et a ne´cessite´ quelques
ajustements pour 2 raisons. Premie`rement, la re`gle qui e´tiquette un arc de l’ADM cor-
respond rarement a` un morphe valide duˆ au contexte d’application contenu dans nos
re`gles. Ceci est illustre´ par le lien tabled → table de la figure 5.3 qui est e´tiquete´ par
la re`gle 〈?led → ?le〉 au lieu de 〈?ed → ?e〉. Deuxie`mement, dans certains cas, un
mot n’est pas directement attache´ a` sa base, mais a` un autre mot de´rive´ de cette meˆme
base. Par conse´quent, l’analyse morphologique du mot contiendra des morphe`mes su-
perflus provenant des mots qui s’interposent entre lui et sa base la plus proche. Par
exemple, le mot disabling pourrait eˆtre lie´ a` disabled au lieu de disable par la re`gle
〈?ing → ?ed〉. Dans ce cas, il faudrait enlever de la liste des morphe`mes de disabling
re´sultante [dis,able,ed,ing ] le morphe`me superflu ed provenant de disabled. Heureu-
sement, la partie droite de la re`gle de re´e´criture (p. ex. 〈?ing→ ?ed〉) permet d’identifier
les morphe`mes en trop provenant d’une relation interme´diaire. Bien que, encore une fois,
le contexte d’application de la re`gle complique les choses. Ainsi, si dans notre exemple
pre´ce´dent le noeud disabled avait contenu le morphe`me led au lieu de ed, se baser
sur la partie droite de la re`gle 〈?ing → ?ed〉 ne suffirait pas a` identifier le morphe`me
superflus led.
Pour toutes ces raisons, nous avons raffine´ l’imple´mentation de notre algorithme de
base en substituant chacune des re`gles qui e´tiquettent un arc de l’ADM a` une re`gle
e´quivalente (section 5.1.2) choisie selon certains crite`res, tel qu’illustre´ par l’algorithme
5.310. La re`gle que nous choisissons est la re`gle ayant la fre´quence la plus e´leve´e et qui
est cohe´rente avec le reste de l’ADM. Par cohe´rente, nous voulons dire qu’il n’y a pas
de conflit entre les frontie`res de morphe`me tacite a` la re`gle. Par exemple, dans le cas du
mot disabled, la re`gle 〈?ing → ?ed〉 et 〈?ed → ?e〉 sont cohe´rentes car la frontie`re de
morphe`me implicite au deux re`gles se situe apre`s le l (disabl+ed). Par contre, la re`gle
〈?led → ?le〉 n’est pas cohe´rente avec les deux re`gles pre´ce´dentes car la frontie`re de
morphe`me implicite se situe apre`s le b (disab+led).
Bien que ces ame´liorations a` l’algorithme de base nous aient permis de re´soudre les
10Dans le but de simplifier, nous omettons le cas ou` plus d’une re`gle e´tiquette un lien.
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Algorithme 5.3 Algorithme de de´composition en morphe`me d’un mot m d’un ADM.
1. Si le mot a` analyser m est la racine de l’ADM.
(a) Retourner [m] et terminer l’exe´cution.
2. Trouver les morphe`mes P du pe`re p de m.
3. Trouver toutes les re`gles e´quivalentes E a` la re`gle e´tiquetant m→ p.
4. Si ∃ 〈α→ β〉 ∈ E , β ∈ P
(a) Retourner P ∪ [α]− [β]
5. Sinon
(a) Trouver la re`gle 〈α→ β〉 ayant la fre´quence la plus e´leve´e dans E .
(b) Retourner P ∪ [α]
proble`mes que nous avons identifie´s pre´ce´dement, notre syste`me souffre tout de meˆme
d’un manque de cohe´rence flagrant dans le choix des e´tiquettes de morphe`me. En effet,
comme la se´lection de l’e´tiquette identifiant un morphe`me est un choix local a` un ADM,
il est possible qu’une meˆme re`gle produise deux, voir plusieurs, e´tiquettes diffe´rentes d’un
ADM a` l’autre. Par exemple, la re`gle 〈?ed → ?e〉 pourrait produire l’analyse [cable,d ]
pour la forme cabled alors que cette meˆme re`gle re´sulterait en l’analyse [dance,ed ] pour
la forme danced. Dans le premier cas, l’e´tiquette provient de la re`gle e´quivalente la plus
fre´quente 〈?d→ ?〉 alors que dans le deuxie`me cas, le choix a e´te´ fait pour pre´server la
cohe´rence avec la re`gle 〈?ing→ ?ed〉 liant dancing a` danced. Ceci pourrait eˆtre re´solu
simplement en attribuant une e´tiquette a` chaque groupe de re`gles e´quivalentes qui serait
syste´matiquement utilise´ pour tout arc e´tiquete´ par une re`gle de ce groupe. Cependant,
il serait plus inte´ressant de fusionner les arbres similaires assurant ainsi une certaine
cohe´sion des e´tiquettes tout en inte´grant le concept de paradigme a` notre syste`me. Ceci
ne serait pas sans rappeler (Goldsmith, 2007) qui unifiait par MDL des automates a` e´tats
finis capturant les affixations possibles des mots d’un meˆme paradigme.
CHAPITRE 6
E´VALUATION
Afin d’e´valuer le rendement de notre syste`me, nous utilisons les scripts1 fournis par
les organisateurs du Morpho Challenge. Ces scripts mesurent la qualite´ des analyses pro-
duites en terme de pre´cision, rappel et f-mesure en les comparant a` un lexique morpholo-
gique produit manuellement. En bref, la me´thode d’e´valuation utilise´e repose sur l’intui-
tion que deux mots choisis au hasard devraient partager le meˆme nombre de morphe`mes
dans les analyses sugge´re´es par le syste`me que dans la re´fe´rence. La section 6.2 contient
plus de de´tail sur le processus d’e´valuation et sur les raisons qui nous ont pousse´s a` choisir
cette me´trique plutoˆt qu’une autre. Les jeux de donne´es et les re´fe´rences utilise´es pour
nos expe´riences sont de´crits a` la section 6.1.
6.1 Donne´es
Nos expe´riences ont e´te´ effectue´es sur 2 jeux de donne´es distincts. Le premier, que nous
appellerons DonPropre , est compose´ de 3 lexiques de langue germanique soit l’anglais
(72 628 mots), l’allemand (311 000 mots) et le ne´erlandais (321 926 mots). Ces lexiques
contiennent des noms communs, des adjectifs et des verbes sans aucune erreur typogra-
phique. L’attrait principal d’utiliser ces langues est que le niveau de complexite´ mor-
phologique varie conside´rablement d’une langue a` l’autre tout en partageant certaines
caracte´ristiques communes. Ceci facilite l’analyse des re´sultats en permettant de mieux
de´limiter les caracte´ristiques de la langue influenc¸ant la qualite´ des re´sultats. Comme
deuxie`me ensemble de donne´es d’entre´e, nous avons utilise´ les donne´es officielles du Mor-
pho Challenge 20092 qui couvrent un plus grand e´ventail de langues. Ces 5 lexiques ont
e´te´ extraits du web sans aucun filtrage sur les mots et contiennent donc, en plus des
mots valides de la langue, des noms propres et des erreurs typographiques. Les langues
repre´sente´es dans ce jeu de donne´es sont l’anglais (384 903 mots), l’allemand (1 266 159
mots), le finnois (2 206 719 mots), le turc (617 298 mots) et l’arabe (19 243 mots). Nous
utiliserons l’appellation DonBruite´e pour identifier ce jeu de donne´es.
1http ://www.cis.hut.fi/morphochallenge2009/evaluation.shtml
2http ://www.cis.hut.fi/morphochallenge2009/datasets.shtml
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Les e´valuations internes ont e´te´ effectue´es sur une re´fe´rence extraite de Celex (Baayen
et al., 1995) nomme´e RefCelex . La table 6.I donne les principales caracte´ristiques de cette
re´fe´rence. Cette re´fe´rence ne contient que 3 des langues e´tudie´es. La deuxie`me re´fe´rence
est celle utilise´e par les organisateurs de Morpho Challenge pour e´valuer les analyses
des syste`mes en compe´tition. Seuls les organisateurs ont acce`s a` cette re´fe´rence que nous
nommerons par la suite RefMorpho .
Tableau 6.I – Principales caracte´ristiques de la re´fe´rence RefCelex . De gauche a` droite :
la taille en nombre de mots du lexique, le nombre de morphe`mes distincts, la moyenne
du nombre d’analyses possibles pour un mot, le nombre de morphe`mes moyens pour une
analyse, le nombre moyen de mots avec lesquels un mot partage au moins 1 morphe`me.
Nb. Mots Nb. morphe`mes Analyses
Mot
Morphe`mes
Analyse
Paires
Motdistincts
Ang. 72 628 16 388 1,07 2,15 21,93
Ner. 321 926 30 620 1,12 2,78 116,25
All. 311 000 13 102 1,23 3,35 327,75
6.2 Me´trique d’e´valuation
Pour e´valuer le niveau de concordance entre les re´sultats obtenus par AMNS et une
re´fe´rence linguistique produite manuellement, nous utilisons la me´trique propose´e par
Kurimo et al. (2007a). L’e´valuation en pre´cision est faite en formant de fac¸on ale´atoire
des paires de mots partageant au moins un morphe`me commun dans les analyses pro-
pose´es. L’existence de ces paires est ensuite ve´rifie´e dans la re´fe´rence et le nombre de
paires correctement identifie´es est normalise´ par le nombre total de paires identifie´es.
Le rappel est obtenu de la meˆme fac¸on, mais en inversant les roˆles de la re´fe´rence et de
l’analyse sugge´re´e. Cette me´trique prend en conside´ration qu’une paire de mots peut par-
tager plus d’un morphe`me et qu’il peut y avoir plus d’une analyse possible pour un mot.
Un des avantages de cette me´trique est qu’elle est inde´pendante de l’e´tiquette attribue´e
au morphe`me, ce qui est essentiel a` l’e´valuation de toute approche non supervise´e. De
plus, elle tient compte de tous les types de proce´de´s morphologiques (section 2.3) et peut
donc eˆtre applique´e a` n’importe qu’elle langue. Qui plus est, cette me´trique ge`re aussi
l’allomorphie (section 2.1), les morphe`mes homonymes (section 2.1) et l’ambigu¨ıte´ d’ana-
49
lyse3. Cependant, Spiegler et Monson (2010) ont tout de meˆme critique´ cette me´trique en
raison de la facilite´ avec laquelle elle peut eˆtre abuse´e en ajoutant un meˆme morphe`me
a` toutes les analyses ou en proposant plusieurs solutions alternatives. Nous avons aussi
observe´ une tre`s grande disparite´ entre les gains obtenus par l’identification de certains
morphe`mes. Comme on pouvait s’y attendre, l’impact de l’identification d’un morphe`me
sur le score de´pend fortement de sa fre´quence dans la re´fe´rence. Ce qui est surprenant
est l’importance de ce phe´nome`ne. Comme le de´montre la table 6.II, un syste`me capable
d’identifier seulement la terminaison s comme e´tant un morphe de l’anglais obtiendrait
un pointage relativement e´leve´ alors que l’identification du morphe man n’apporterait
qu’un gain mineur. Ceci a pour effet de mettre l’accent sur la morphologie flexionnelle
(beaucoup plus fre´quente) alors que les cas de morphologie de´rivationnelle ou de compo-
sition sont peu re´compense´s.
Tableau 6.II – Pre´cision (Pr.), Rappel (Rp.) et F-mesure (F1) obtenus en n’identifiant
qu’un seul suffixe en anglais. Fr.(m) indique la fre´quence analogique en millier.
Morphe Fr.(m) Pr. Rp. F1
?s 6 940 93,43 20,47 33,44
?ed 568 95,40 1,48 2,90
?man 7 100,00 0,00 0,14
Malgre´ cela, nous utiliserons tout de meˆme cette me´trique pour plusieurs raisons.
Premie`rement, elle est bien e´tablie dans le domaine duˆ a` sont utilisation a` Morpho
Challenge depuis les 3 dernie`res anne´es. Deuxie`mement, les scripts d’e´valuations sont
librement accessibles sur le web4. Finalement, les autres me´triques populaires sont plutoˆt
limite´es quant aux types de morphologie et aux proce´de´s morphologiques qu’elles peuvent
e´valuer les rendant peu adapte´es a` l’e´valuation d’un syste`me se voulant multilingue. Le
lecteur doutant de notre bonne volonte´ dans le choix de la me´trique d’e´valuation peut se
re´fe´rer aux re´sultats obtenus par nos analyses du Morpho Challenge 2009 sur la me´trique
EMMA lors de l’e´valuation effectue´e par Spiegler (2010) (section 7.1.1).
3L’ambigu¨ıte´ d’analyse sert a` de´signer le cas ou` il y a plusieurs analyses morphologiques valides pour
un meˆme mot.
4http ://www.cis.hut.fi/morphochallenge2009/evaluation.shtml
CHAPITRE 7
RE´SULTATS ET ANALYSES
Ce chapitre contient la description, les re´sultats et l’analyse des nombreuses expe´rien-
ces impliquant le syste`me Moranapho. Ces expe´riences ont e´te´ divise´es en deux groupes
selon l’objectif vise´. La section 7.1 de´crit les expe´riences re´alise´es dans le but d’e´valuer
les performances du syste`me relativement aux autres syste`mes d’AMNS. Le deuxie`me
groupe de´crit a` la section 7.2, rassemble les expe´riences effectue´es pour valider certaines
de nos hypothe`ses.
7.1 Comparaison a` l’e´tat de l’art
Nos premie`res expe´riences ont e´te´ effectue´es dans le cadre de notre participation a` la
compe´tition d’AMNS Morpho Challenge 20091 (section 7.1.1). Malgre´ un handicap cause´
par le de´part tardif du projet combine´ a` des donne´es d’apprentissage peu avantageuses
pour notre type d’approche, notre syste`me s’est tout de meˆme bien classe´. Nous avons
ne´anmoins effectue´ une deuxie`me se´rie de tests (section 7.1.2) dans des conditions plus
favorables.
7.1.1 Morpho Challenge 2009
L’e´dition 2009 du Morpho Challenge a connu un record de participation avec 10 par-
ticipants et 15 syste`mes en compe´tition. A` ces 15 syste`mes s’ajoutent 2 re´fe´rences fortes
et 1 na¨ıve provenant des organisateurs. Les 2 re´fe´rences fortes sont les syste`mes Mor-
fessor Baseline et Morfessor CatMAP (section 3.3) alors que la re´fe´rence na¨ıve, appele´e
Letters, consiste a` retourner comme liste de morphe`mes la de´composition en lettres du
mot analyse´ (p. ex. fire [f + i + r + e ]).
Nous avons soumis aux organisateurs, en plus des analyses produites par Moranapho2,
celles provenant du syste`me de Langlais (2009) (section 4.2) sous le nom de Rali-Ana. Les
analyses de ces 2 syste`mes ont e´te´ produites sur un meˆme ensemble d’analogies obtenu
1La taˆche et la me´trique d’e´valuation de cette compe´tition sont les meˆmes que celles de´crites respec-
tivement aux chapitres 1 et 6.
2Appele´ Rali-Cof a` l’e´poque.
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en exe´cutant notre moteur analogique pendant une semaine sur les lexiques du jeu de
donne´es DonBruite´e fournis par les organisateurs. Nous avons ainsi recueilli un grand
nombre d’analogies3 qui malgre´ leur nombre, ne constitue qu’une petite partie de toutes
les analogies existantes au sein de ces lexiques. Le tableau 7.I donne les re´sultats officiels
(Kurimo et al., 2009) de l’e´valuation pour nos 2 soumissions ainsi que pour 2 variantes
du syste`me Morfessor (section 3.3) et du syste`me MorphoNet (section 3.2.1). Nous avons
ajoute´ aux re´sultats un rang global mesurant la performance de chacune des approches
sur l’ensemble des langues. Le rang est obtenu en attribuant a` chacun des syste`mes un
pointage calcule´ en additionnant la position dans le classement pour chacune des langues.
Les syste`mes sont ensuite classe´s en ordre croissant de pointage. Seulement la variante
la plus performante de chacun des syste`mes est conserve´e4. L’arabe a e´te´ omis du calcul
en raison du taux relativement faible de participation et aux re´sultats de´cevants obtenus
par l’ensemble des syste`mes. En effet, le syste`me ayant la f-mesure la plus e´leve´e pour
cette langue est la re´fe´rence na¨ıve Letters. Notre opinion est que le proble`me provient
en grande partie de la re´fe´rence utilise´e5 qui contenait des morphe`mes redondants faus-
sant ainsi le calcul des re´sultats. Par exemple, le mot AbEv6 est associe´ aux morphe`mes
[bEv + fEl + bEv + Verb + Imperative + 2P ] dans la re´fe´rence. Notez que cette liste
contient 2 fois le morphe`me bEv et que le morphe`me +Verb est une ge´ne´ralisation du
morphe`me +Imperative. Toutefois, nous croyons qu’aucun des syste`mes en compe´tition,
sauf exception de MorphoNet, n’est adapte´ au type de morphologie patron-racine que l’on
retrouve en arabe et que donc, les re´sultats auraient e´te´ faibles meˆme avec une re´fe´rence
ade´quate. Pour ces meˆmes raisons, nous ferons abstraction de l’arabe lors de la discussion
des re´sultats.
Notre premie`re observation est que Moranapho surpasse non seulement le syste`me
purement analogique Rali-Ana, mais aussi le syste`me a` base de graphe MorphoNet sur
toutes les langues. Comme Moranapho et MorphoNet se rejoignent sur plusieurs points,
ceci laisse pre´sager que l’analogie apporte un gain re´el (section 7.2.3). Nous pouvons aussi
observer que nous surpassons Morfessor Baseline sur toutes les langues conside´re´es sauf
l’anglais. Selon notre me´thode de classement, nous terminons au troisie`me rang de la
3De 11 (arabe) a` 52 (turc) millions.
4Exception faite du syste`me Morfessor ou` les deux variantes ont e´te´ conserve´es.
5L’arabe ne fait plus partie de la compe´tition Morpho Challenge en 2010.
6L’arabe est latinise´ par translitte´ration Buckwalter.
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Tableau 7.I – F-mesure et le rang global des syste`mes analogiques, des syste`mes Morfessor
et du syste`me MorphoNet sur le jeu de donne´es DonBruite´e e´value´s sur la re´fe´rence
RefMorpho dans le cadre de l’atelier Morpho Challenge 2009.
Ang. Fin. Tur. All. Arb. Rang global /12
Moranapho 55,30 38,81 46,40 45,57 4,18 3
Rali-Ana 44,10 17,63 21,69 24,55 8,41 11
Morfessor Baseline 59,84 26,75 29,67 35,87 12,03 6
Morfessor CatMAP 50,50 44,61 45,49 50,30 ND 2
MorphoNet 55,13 33,34 41,19 41,71 9,39 5
compe´tition, tre`s proche de la deuxie`me place occupe´e par Morfessor CatMAP que nous
surclassons tout de meˆme sur 2 des 4 langues. Le seul syste`me obtenant syste´matiquement
de meilleurs re´sultats que Moranapho est le compe´titeur de longue date Paramor (section
3.1.4).
Re´cemment, une deuxie`me e´valuation a e´te´ effectue´e sur les analyses de la majorite´
des syste`mes en compe´tition7 en plus de certains des meilleurs syste`mes ayant parti-
cipe´ aux Morpho Challenge en 2007 ou en 20088 (Kurimo et Varjokallio, 2008; Kurimo
et al., 2007b). Cette e´valuation a e´te´ produite par Spiegler et Monson (2010) pour tester
leur me´trique d’e´valuation EMMA (section 6.2). Le tableau 7.II contient une partie des
re´sultats de cette e´valuation tire´e du rapport technique (Spiegler, 2010). Notez que sur
cette me´trique, le syste`me Morfessor CatMAP domine avec une premie`re position sur
toutes les langues conside´re´es a` l’exception du finnois ou` notre syste`me se classe premier.
Globalement, nous conservons notre 3e rang derrie`re Morfessor CatMAP et le syste`me
par calcul d’incertitude de Bernhard (2008) qui n’e´tait pas en compe´tition en 2009. Le
syste`me Paramor, qui domine le Morpho Challenge depuis quelques anne´es, se glisse en
4e place sur cette me´trique.
En conclusion, les re´sultats obtenus a` cette compe´tition sont tre`s encourageants. D’au-
tant plus qu’il n’y avait que 3 mois entre le de´but du de´veloppement de Moranapho et la
compe´tition. Nous n’avons donc pas eu le temps de trouver les valeurs d’hyperparame`tres
7Les syste`mes ne se retrouvant pas dans la seconde e´valuation sont Morfessor Baseline et la re´fe´rence
na¨ıve Letters.
8Ces syste`mes sont des variantes du syste`me Paramor et le syste`me par calcul d’incertitude de Bern-
hard (2008) (section 3.1.1).
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Tableau 7.II – F-mesure et le rang global des syste`mes analogiques, du syste`me Morfessor
CatMAP et du syste`me MorphoNet sur le jeu de donne´es DonBruite´e e´value´s par la
me´trique EMMA.
Ang. Fin. Tur. All. Arb. Rang global /11
Moranapho 72,84 45,09 41,36 58,74 29,31 3
Rali-Ana 65,23 36,06 37,34 51,37 31,54 8
Morfessor CatMAP 73,13 40,12 45,40 63,14 26,97 1
MorphoNet 72,22 37,62 39,00 59,74 31,32 5
maximisant les performances de nos syste`mes.
7.1.2 E´valuation en condition optimale
Malgre´ les re´sultats compe´titifs obtenus a` Morpho Challenge, plusieurs facteurs ont pu
nuire a` la qualite´ des analyses morphologiques que nous avons produites. Premie`rement,
les expe´riences effectue´es par la suite de´montrent que les valeurs d’hyperparame`tres uti-
lise´es dans le cadre du Morpho Challenge 2009 ne sont pas optimales (section 7.2.1). De
plus, il est fort probable que l’utilisation d’un lexique bruite´ favorise les mode`les MDL
(Morfessor) au de´triment des syste`mes a` base de re`gles (Moranapho, MorphoNet). Nous
croyons que le principe meˆme du MDL offre une certaine protection aux bruits en impo-
sant que tous les morphe`mes se retrouvant dans une analyse soient aussi fre´quemment
identifie´s dans les analyses des autres mots du lexique. En ce qui concerne les mode`les a`
base de re`gles, leur flexibilite´ les rend particulie`rement vulne´rables a` l’insertion de formes
fautives dans le lexique.
Nous avons donc effectue´ une autre se´rie de tests utilisant les lexiques propres du
jeu de donne´es DonPropre que nous avons e´value´e sur la re´fe´rence RefCelex par la
meˆme me´trique que celle utilise´e pour le Morpho Challenge. Nous avons aussi profite´ de
l’occasion pour tester, en plus de la productivite´, la f-prod qui combine la productivite´
a` la fre´quence (section 5.1.3). Les re´sultats obtenus sur cette taˆche par les 2 variantes
de Moranapho et les 2 variantes du syste`me Morfessor publiquement disponibles9 se
retrouvent dans le tableau 7.III.
9http ://www.cis.hut.fi/projects/morpho/
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Tableau 7.III – Pre´cision (Pr.), Rappel (Rp.) et F-mesure (F1) des syste`mes Moranapho
(Mora.) et Morfessor (Morf.) sur le jeu de donne´es DonPropre e´value´s sur la re´fe´rence
RefCelex par la me´trique du Morpho Challenge.
Anglais Ne´erlandais Allemand
Pr. Rp. F1 Pr. Rp. F1 Pr. Rp. F1
Mora. prod 76,26 57,58 65,50 69,37 43,50 53,32 54,50 64,40 58,97
Mora. f-prod 81,06 56,40 66,41 67,21 47,10 55,25 58,31 61,35 59,63
Morf. Base 71,65 61,82 66,24 79,52 38,10 51,37 80,54 27,73 41,13
Morf. Cat 64,71 63,13 63,76 70,42 45,51 55,11 68,98 42,53 52,50
Une premie`re observation est que tout comme sur les lexiques de DonBruite´e , Mor-
fessor CatMAP surpasse Morfessor Baseline sur toutes les langues sauf l’anglais. Cela est
probablement duˆ a` la simplicite´ de la morphologie anglaise pour laquelle des proce´dures
plus simples d’AMNS sont peut-eˆtre mieux adapte´es a` la taˆche. Deuxie`mement, nous
sommes heureux de noter que la version de Moranapho utilisant la f-prod surpasse tous
les autres syste`mes pour toutes les langues e´tudie´es en terme de f-mesure. Cette variante
obtient un gain mineur, mais constant relativement a` la version utilisant la productivite´
seule. Toutefois, meˆme si les gains en termes de f-mesure en anglais et en ne´erlandais
peuvent sembler faibles relativement a` Morfessor, la re´gularite´ du syste`me Moranapho
est frappante. En effet, alors que Morfessor Baseline et Morfessor CatMAP sont respec-
tivement bons en anglais et en ne´erlandais, notre syste`me performe bien sur les deux
langues. Ceci de´montre donc la ne´cessite´ d’e´valuer les syste`mes d’AMNS sur plusieurs
langues et que la stabilite´ d’une approche sur plusieurs langues est une mesure qui est
inte´ressante a` prendre en compte. Pour ce qui est de l’allemand, notre syste`me surpasse
clairement les syste`mes Morfessor avec 7 points de plus de f-mesure compare´ a` Morfessor
CatMAP duˆ a` une avance de plus de 20 points en rappel. La diffe´rence avec Morfessor
Baseline est encore plus grande. Ceci est particulie`rement inte´ressant, car les be´ne´fices
potentiels de l’analyse morphologique augmentent avec la complexite´ morphologique de
la langue.
Afin d’expliquer les disparite´s entre les re´sultats de Moranapho et de Morfessor Cat-
MAP, nous avons inclus des extraits d’analyses produites par ces 2 syste`mes (figure 7.1).
Nous pouvons observer a` partir de ces exemples que les 2 syste`mes sont aptes a` cap-
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Moranapho Morfessor CatMAP
Eng. redecorating decorate+re+ing re/P+de/P+cor/R+ating/S
bacteriologists bacteriology+s+ist bacteri/R+ologist/S+s/S
skateboarding skate+ing+board skate/R+boar/R+d/S+ing/S
Dut. officium officia+um offic/R+i/S+um/S
stukoffers offer+s+stuk stuk/R+offers/S
langzaamheid langzaam+heid lang/P+zaam/R+heid/S
Ger schulhoefen hoefe+n+schul schul/R+hoefe/S+n/S
la¨nge lang+¨nge la¨nge
nationalliberalem liberal+m+e+national national/P+liberal/R+em/S
Figure 7.1 – Extraits des analyses produites par Moranapho et Morfessor CatMAP sur
le jeu de donne´es DonPropre .
turer les cas d’affixation de morphes flexionnels et de´rivationnels. Toutefois, Moranapho
semble prendre plus de risques en allemand et en ne´erlandais, parfois pour le mieux (p.
ex. stukoffers), mais pas toujours (p. ex. nationalliberalem). En anglais par contre,
Morfessor CatMAP a tendance a` surestimer le nombre d’affixes alors que Moranapho
semble s’eˆtre mieux adapte´ a` la simplicite´ morphologique de cette langue telle qu’illustre´e
par les analyses des mots redecorating et skateboarding. Les 2 approches de´tectent
aussi plutoˆt bien les cas de morphologie compositionnelle (p. ex. skateboarding). Ce-
pendant, Moranapho traite la composition de la meˆme manie`re que l’affixation, malgre´
que la fre´quence d’occurrence d’un affixe est beaucoup plus e´leve´e que celle d’un compo-
sant. Ceci a pour conse´quence que seulement les composants fre´quemment utilise´s sont
de´tecte´s, comme le board de skateboard ou le national de nationalliberalem, alors
que les cas plus rares lui e´chappent. Notre syste`me se de´marque en allemand par sa ca-
pacite´ a` de´tecter les apophonies, tel que pour le terme la¨nge (longueur) de´rive´ de lang
(long)10. Ceci peut en partie expliquer l’e´cart important entre Moranapho et Morfessor
sur cette langue. En effet, l’avantage principal de notre approche sur Morfessor CatMAP
est que les cas de mutation du stem ou d’affixation modifiant le stem sont ge´re´s de fac¸on
e´le´gante. Par exemple, notre approche e´tablit le lien entre les mots ne´erlandais officium
et officia alors que Morfessor CatMAP ne peut ge´rer ade´quatement ce cas, car il n’y
10Ne´anmoins, notre succe`s est amoindri par l’e´tiquette peu ge´ne´rique choisie par le syste`me pour
repre´senter cette apophonie.
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a pas de frontie`re de morphe`me bien de´finie. Des cas similaires sont aussi observables en
anglais (p. ex. bacteriologists, redecorating).
Tableau 7.IV – Le nombre de morphe`mes distincts (Morph. Dist.) et le nombre de
morphe`mes moyens pour une analyse (Morph./Mot) des analyses de Moranapho et Mor-
fessor sur le jeu de donne´es DonPropre .
Anglais Ne´erlandais Allemand
Morph. Morph.
Mot
Morph. Morph.
Mot
Morph. Morph.
MotDist. Dist. Dist.
Moranapho 22 487 1,93 66 006 2,69 32 788 3,20
Morfessor Baseline 23 660 1,85 68 691 1,91 58 484 1,90
Morfessor CatMAP 14 531 2,40 29 586 2,70 22 254 2,98
Re´fe´rence 16 388 2,15 30 620 2,78 13 102 3,35
Un autre point de comparaison inte´ressant entre 2 syste`mes est de regarder la dis-
tribution des morphe`mes. Comme indique´ par le tableau 7.IV, le nombre de morphe`mes
distincts identifie´s par Morfessor CatMAP est beaucoup plus proche de la re´alite´ que
les estimations produites par Moranapho. Ceci n’indique pas ne´cessairement que les ana-
lyses sont fausses, mais plutoˆt qu’il y a un manque de cohe´rence dans les e´tiquettes de
morphe`mes attribue´s. Comme explique´ a` la section 5.3, le proble`me vient du fait que le
choix de l’e´tiquette est local a` un ADM. Ce proble`me est amplifie´ par la tendance de Mo-
ranapho a` sursegmenter11 le graphe. Par exemple, dans le meilleur des cas, les partitions
marry et marriage de la figure 7.2 devraient n’en former qu’une seule. Ne´anmoins, la
moyenne de morphe`mes par mot de Moranapho est plus proche de la re´alite´ que celui des
syste`mes Morfessor bien que nous sous-estimons constamment cette valeur pour toutes
les langues.
7.2 E´tude de l’impact des composantes du syste`me sur les performances
Lors de la soumission de nos analyses a` Morpho Challenge 2009, peu de temps s’e´tait
e´coule´ depuis le de´but du projet et beaucoup de questions e´taient sans re´ponses. Les
expe´riences effectue´es par la suite nous ont permis d’e´lucider certaines de ces interroga-
tions telles que :
11Il est meˆme fre´quent qu’une partition contienne un seul mot cre´ant ainsi un morphe`me hapax.
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Racines Mots
abandon abandon abandoned abandoning abandonment abandons
marriage intermarriage intermarriages marriage marriageable
marriages remarriage remarriages
marry intermarried intermarries intermarry intermarrying married marries marry
marrying remarried remarries remarry remarrying unmarried
Figure 7.2 – Exemples de partitionnements obtenus par notre syste`me sur le lexique
anglais de DonPropre .
1. Quel est l’impact des valeurs d’hyperparame`tres choisies sur la qualite´ des analyses ?
(section 7.2.1)
2. Quel niveau de flexibilite´ doit-on laisser au syste`me lors de l’identification des ana-
logies ?(section 7.2.2)
3. Est-ce que l’utilisation de l’analogie formelle ame´liore les performances du syste`me ?
(section 7.2.3)
7.2.1 Impact des valeurs d’hyperparame`tres
La table 7.V montre les re´sultats obtenus par notre syste`me sur le jeu de donne´es du
Morpho Challenge DonBruite´e e´value´s sur la re´fe´rence RefCelex (anglais et allemand)
selon les diffe´rentes valeurs d’hyperparame`tres qui le controˆlent : ρ12 et τ13. On peut
premie`rement constater que les re´sultats obtenus sur la re´fe´rence RefCelex sont similaires
a` ceux obtenus sur la re´fe´rence RefMorpho avec les meˆmes valeurs d’hyperparame`tres
(tableau 7.I). Ceci n’est pas surprenant, car elles sont toutes deux tire´es de Celex. Par
conse´quent, il est fort probable que les valeurs d’hyperparame`tres utilise´es pour Morpho
Challenge 2009 ne sont pas optimales, car ces meˆmes valeurs sur la re´fe´rence RefCelex
sont loin de donner les meilleurs re´sultats. Comme on pouvait s’y attendre, augmenter
le seuil τ ou la productivite´ minimale ρ ame´liore la pre´cision au de´triment du rappel. La
valeur optimale du seuil τ pour l’anglais est de 0,3 contrairement a` 0,25 pour l’allemand.
Cette diffe´rence s’explique par le fait qu’en moyenne, le nombre de mots en relation est
12Le poids minimal d’une re`gle.
13Le score minimum qu’un chemin entre deux mots doit avoir pour que ces mots soient regroupe´s dans
un meˆme ADM.
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plus e´leve´ pour l’allemand que pour l’anglais (tableau 6.I). Donc en re´duisant le seuil, plus
de relations sont cre´e´es ce qui avantage les langues morphologiquement plus complexes.
Pour ce qui est du filtre ρ, si la valeur de τ est bien choisie, on gagne a` lui attribuer la
valeur la plus petite possible. Cependant, ceci augmente les temps de calcul et les gains
obtenus par la re´duction de ρ deviennent minimes passe´ un certain point.
Tableau 7.V – Impact des hyperparame`tres ρ et τ sur la Pre´cision (Pr.), le Rappel (Rp.)
et la F-Mesure (F1) de notre syste`me sur le jeu de donne´es DonBruite´e e´value´ sur la
re´fe´rence RefCelex . Les analyses soumises a` Morpho Challenge 2009 sont souligne´es et
les meilleurs re´sultats sont en gras.
ρ = 0,20 ρ = 0,25 ρ = 0,30
Pr. Rp. F1 Pr. Rp. F1 Pr. Rp. F1
τ = 0,20
Ang. 51,98 52,13 51,81 59,55 47,94 52,92 66,43 44,80 53,32
All. 60,01 42,59 49,39 66,99 37,71 47,81 70,72 32,11 43,71
τ = 0,25
Ang. 61,02 48,85 54,04 60,59 47,90 53,31 65,67 44,76 53,05
All. 68,89 41,66 52,24 67,07 40,15 49,61 70,56 32,11 43,70
τ = 0,30
Ang. 65,97 46,75 54,52 66,20 45,29 53,59 66,97 44,72 53,46
All. 68,89 41,66 51,38 69,87 36,24 47,02 71,03 32,11 43,82
τ = 0,35
Ang. 71,46 43,09 53,54 71,27 40,81 51,65 72,45 39,62 50,94
All. 70,66 33,42 44,75 72,14 30,01 41,60 74,05 25,99 37,89
τ = 0,40
Ang. 74,22 41,15 52,76 76,10 38,88 51,26 76,72 37,61 50,25
All. 71,48 32,43 44,00 74,99 28,98 41,09 75,99 24,38 36,30
7.2.2 Impact du degre´ de l’analogie
Comme mentionne´ a` la section 4.1, le degre´ d’une analogie indique le nombre minimal
de cofacteurs implique´s dans l’analogie. Par exemple, l’analogie [reader : unreadable =
dreamer : undreamable ] implique 3 cofacteurs un/, dream/read et able/ et est donc de
degre´ 3. Puisque les mots anglais contiennent rarement plus de 3 morphe`mes, il est peut-
eˆtre avantageux de retirer les analogies de degre´ e´leve´ pour e´viter qu’elles introduisent du
bruit dans les analyses. Pour valider ceci, nous avons retire´ de notre ensemble d’analogies
celles ayant un degre´ supe´rieur a` un seuil donne´. Les re´sultats de cette expe´rience se
retrouvent a` la figure 7.3.
59
2 3 4 5
50
55
60
65
70
75
80
85
Anglais
Degré
2 3 4 5
40
45
50
55
60
65
70
75
Néerlandais
Degré
2 3 4 5
50
52.5
55
57.5
60
62.5
65
Allemand
Pr.
Rc.
F1
Degré
.
1
Figure 7.3 – Pre´cision (Tiret), Rappel (Pleine) et F-mesure (Pointille´e) de Moranapho
selon la limite impose´e sur le degre´ des analogies conside´re´es. Les analyses ont e´te´ pro-
duites sur le jeu de donne´es DonPropre et ont e´te´ e´value´es sur la re´fe´rence RefCelex par
la me´trique d’e´valuation de Morpho Challenge.
Pour l’anglais et le ne´erlandais, le degre´ n’a pas un impact important sur la f-mesure.
La courbe pour le ne´erlandais atteint son apoge´e au degre´ 3 alors que l’anglais l’at-
teint au degre´ 2 duˆ a` une augmentation importante de la pre´cision. Il est inte´ressant
de noter que ces valeurs correspondent a` la moyenne de morphe`mes par mot de leurs
langues respectives (tableau 6.I). La courbe pour l’allemand est par contre un peu
plus inusite´e. C’est la seule langue e´tudie´e pour laquelle la f-mesure augmente si l’on
permet des analogies de plus haut degre´. On pouvait s’y attendre, car les mots alle-
mands contiennent plus de morphe`mes en moyenne. Aussi, l’allemand est la seule langue
e´tudie´e ou` les re`gles qui ne peuvent eˆtre extraites par une analogie de degre´ 2 sont
communes. Un cas typique de ceci est l’apophonie qui peut par exemple lier un verbe
au pre´sent (p. ex. fallen) a` sa forme au passe´ (p. ex. fa¨llen). De plus, autoriser les
analogies de degre´ supe´rieur a` 2 peut eˆtre utile dans les cas de composition impliquant
plusieurs composants tels que [talgs : talglichts = tee : teelicht ] (degre´ 3) ou
[atomkraftwerken : atomkriegen = kraftwerks : kriegs] (degre´ 4). La perte en rap-
pel entre le degre´ 3 et 4 en l’allemand est due a` l’introduction d’une re`gle causant une
inconsistance dans l’appellation d’un morphe`me commun de cette langue.
7.2.3 Impact du processus d’acquisition de re`gles
Les re´sultats que nous avons pre´sente´s a` la section 7.1 de´montrent que des perfor-
mances rivalisant avec l’e´tat de l’art peuvent eˆtre obtenues par un syste`me base´ sur
l’analogie formelle. Toutefois, ceci ne de´montre pas que d’autres fac¸ons d’acque´rir les
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re`gles de re´e´criture ne donneraient pas de meilleurs re´sultats. Pour cette raison, nous
avons de´veloppe´ une variante de Moranapho qui remplace l’analogie formelle par une
me´thode d’extraction de re`gles base´e sur la distance d’e´dition de´taille´e a` la section 5.1.1.
En un mot, nous alignons par distance d’e´dition des paires de mots proches du lexique
et les sections non aligne´es sont transforme´es en re`gles de re´e´criture. Puisque le calcul
de la productivite´ n’utilise aucune information particulie`re a` l’analogie, nous utilisons
cette me´trique pour noter les re`gles des 2 syste`mes. Comme le de´montre la table 7.VI,
l’utilisation de la distance d’e´dition re´duit la qualite´ des analyses pour toutes les langues
bien que la diffe´rence soit minime en anglais. La similarite´ entre les re´sultats anglais
des 2 variantes tend a` indiquer que l’analogie n’apporte pas de be´ne´fice sur les langues
morphologiquement peu complexes sur lesquelles une technique plus simple est tout aussi
adapte´e. Ne´anmoins, le syste`me a` base d’analogies performe clairement mieux que celui
base´ sur la distance d’e´dition pour le ne´erlandais. Nous avons e´te´ surpris d’observer que
le gain prodigue´ par l’analogie en allemand est infe´rieur a` celui observe´ en ne´erlandais.
Ceci va a` l’encontre de notre premie`re intuition qui e´tait que l’e´cart entre les 2 variantes
augmenterait avec la complexite´ de la langue a` l’avantage de l’analogie due au plus grand
nombre de phe´nome`nes qu’elle peut capturer. Toutefois, l’incre´ment majeur en rappel
tend a` indiquer qu’il y a bien eu plus de re`gles d’identifie´es, mais a` un couˆt e´leve´ en
pre´cision. Ceci pourrait vouloir dire qu’une partie des re`gles supple´mentaires trouve´es
par analogie ne sont pas valides. Une autre explication serait que le format de re`gle uti-
lise´ ne restreint pas assez l’application des re`gles et que par conse´quent, des re`gles valides
sont applique´es a` des mots auxquels elles ne devraient pas l’eˆtre.
Tableau 7.VI – Pre´cision (Pr.), Rappel (Rp.) et F-mesure (F1) de Moranapho a` base
d’analogie (Ana) et de sa variante utilisant la distance d’e´dition (D.E.). Les analyses
ont e´te´ produites sur le jeu de donne´es DonPropre et ont e´te´ e´value´es sur la re´fe´rence
RefCelex par la me´trique d’e´valuation de Morpho Challenge.
Anglais Ne´erlandais Allemand
Pr. Rp. F1 Pr. Rp. F1 Pr. Rp. F1
Moranapho Ana. 76,26 57,58 65,50 69,37 43,50 53,32 54,50 64,40 58,97
Moranapho D.E. 78,74 55,18 64,79 74,86 33,24 45,86 69,52 45,91 55,22
CHAPITRE 8
CONCLUSION
Nous avons pre´sente´ dans ce me´moire le syste`me a` base d’analogie Moranapho dont
les performances rivalisent avec l’e´tat de l’art. Ce syste`me se diffe´rencie du syste`me par
analogie de Langlais (2009) par sa capacite´ a` ge´ne´raliser l’information capture´e passi-
vement par une analogie. Un des avantages de cette abstraction est que seulement un
sous-ensemble des analogies impliquant les mots d’un lexique est ne´cessaire pour pro-
duire les analyses de l’ensemble des mots du lexique. Par conse´quent, ce syste`me est
applicable a` des lexiques beaucoup plus volumineux que ceux analysables par le syste`me
de segmentation sugge´re´ par Langlais (2009).
De plus, notre syste`me surpasse les syste`mes Morfessor sur les lexiques propres et
obtient des re´sultats supe´rieurs a` Morfessor Baseline et comparables a` Morfessor Cat-
MAP lorsque les lexiques sont bruite´s. Nos expe´riences ont aussi de´montre´ que les re`gles
de re´e´criture extraites par analogie formelle sont de meilleure qualite´ que celles obtenues
par un processus base´ sur la distance d’e´dition. Ces re´sultats appuient donc notre hy-
pothe`se que l’analogie formelle peut eˆtre utilise´e efficacement pour re´aliser de manie`re
non supervise´e l’analyse morphologique d’une langue.
Ne´anmoins, plusieurs pistes de recherche n’ont pas e´te´ explore´es. Premie`rement, bien
que la ge´ne´ralisation des analogies permet de re´duire le nombre d’analogies ne´cessaires au
bon fonctionnement du syste`me, nous ne savons pas quelle est la proportion d’analogies
qui doivent eˆtre calcule´es. Nos expe´riences pre´liminaires sur le sujet semblent indiquer
que de calculer les analogies sur seulement 10% des mots d’un lexique anglais en comptant
300 000 serait suffisant pour trouver tous les principaux cas de flexions et de de´rivations.
Deuxie`mement, bien que notre format de re`gle capture un niveau inte´ressant d’in-
formation contextuelle, d’autres alternatives seraient a` conside´rer. Une possibilite´ serait
d’utiliser des expressions re´gulie`res comme celles employe´es par le syste`me MorphoNet.
Un tel format de re`gle nous permettrait de ge´rer de fac¸on e´le´gante la morphologie patron-
racine, mais risquerait ne´anmoins d’introduire du bruit dans nos analyses.
Troisie`mement, un des proble`mes majeurs de Moranapho que nous avons identifie´
est le manque de cohe´rence dans le choix des e´tiquettes de morphe`me utilise´es dans nos
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analyses (section 5.3). En effet, comme cette de´cision est prise localement pour chaque
ADM, l’e´tiquette identifiant un meˆme morphe`me peut changer d’un ADM a` l’autre.
Pour corriger ceci, plusieurs options s’offrent a` nous. Certaines sont tre`s simples, comme
d’imposer une e´tiquette particulie`re a` un regroupement de re`gles e´quivalentes. D’autres
par contre sont plus complexes, tels que de fusionner les arbres similaires avant de prendre
la de´cision.
Finalement, nous avons observe´ une tendance a` la sursegmentation des ADM que nous
produisons. Il existe plusieurs algorithmes de partitionnement autre que celui que nous
avons implante´ qui pourraient potentiellement donner de meilleurs re´sultats. Cependant,
rien ne prouve qu’ame´liorer la qualite´ de la partition du graphe aurait un impact majeur
sur la qualite´ des analyses morphologiques qui en de´coule. Une premie`re e´tape serait
d’e´valuer les gains en performance obtenus par un partitionnement parfait du graphe
produit a` partir de la re´fe´rence exacte.
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