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Abstract
Sequential Dynamical Systems (SDSs) are a special type of finite discrete dynamical systems that can be used to model sim-
ulation systems. We focus on the computational complexity of testing several phase space properties of SDSs. Our main result
is a sharp delineation between classes of SDSs whose behavior is easy to predict and those whose behavior is hard to predict.
Specifically, we show the following.
1. Several state reachability problems for SDSs are PSPACE-complete, even when restricted to SDSs whose underlying graphs
are of bounded bandwidth (and hence of bounded pathwidth and treewidth), and the function associated with each node is
symmetric. Moreover, this result holds even when the underlying graph is d-regular for some constant d and all the nodes
compute the same symmetric Boolean function. An immediate corollary of this result is a PSPACE-hard lower bound on
the complexity of reachability problems for regular generalized 1D-Cellular Automata and undirected systolic networks with
Boolean totalistic local transition functions.
2. In contrast, the above reachability problems are solvable in polynomial time for SDSs when the Boolean function associated
with each node is symmetric and monotone.
The PSPACE-completeness results follow as corollaries of simulation results which show for several classes of SDSs, how one
class of SDSs can be efficiently simulated by another (more restricted) class of SDSs. We also prove several structural properties
concerning the phase space of an SDS. SDSs are closely related to Cellular Automata (CA), concurrent transition systems, discrete
Hopfield networks and systolic networks. This observation in conjunction with our lower bounds for SDSs, yields new PSPACE-
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1. Introduction and motivation
We study the computational complexity of combinatorial problems associated with a new class of finite dis-
crete dynamical systems, called Sequential Dynamical Systems (henceforth referred to as SDS), proposed in [11,
14,52]. A sequential dynamical system (SDS) S over a domain D is a triple (G,F ,π). G(V,E) is a finite undi-
rected graph (called the underlying dependency graph of the SDS) with n nodes, with each node having a state.
F = {f1, f2, . . . , fn} is a set of local transition functions, where fi is a function associated with node vi ∈ V . The
inputs to fi are the values of the state of node vi and those of vi ’s neighbors in G. π is a permutation of (i.e., a total
order on) the nodes in V . A single SDS transition is obtained by updating the states of nodes v ∈ V by evaluating
the function associated with each of the nodes, in the order specified by π . A configuration of SDS S is an n-tuple
(c1, c2, . . . , cn), where ci ∈ D is the value of the state of node vi . Thus, a transition of an SDS can be envisioned as
a change from one configuration to another. The phase space of S is a directed graph where each node represents a
configuration and each directed edge (C,C′) indicates that the system moves from configuration C to configuration C′
in one transition. For an SDS in which the domain D of state values for each node is finite and the underlying graph
has n nodes, the phase space has |D|n nodes. See Section 2 for a formal definition of an SDS and some extensions
to the SDS model. Sequential dynamical systems are closely related to classical Cellular Automata (CA), a widely
studied class of finite discrete dynamical systems used to model problems in physics and complex systems.
The original motivation to study SDSs was to provide a formal basis for the design and analysis of computer sim-
ulations of socio-technical systems. See http://tsasa.lanl.gov for additional details. In [7] we discuss how simulations
of large-scale transportation systems, ad-hoc communication networks and biological systems can be modeled using
appropriate SDSs and their extensions. The local interaction rules for entities and a dependency graph structure are by
now accepted as standard aspects of discrete dynamical systems for modeling large-scale systems. The ordering as-
pect, which is implicit in all discrete event simulations, has received attention in a formal setting by other researchers
[24,31,53]. To illustrate the applicability of an SDS-like formalism, we give below a simplified yet realistic example
that arose in the TRANSIMS4 project.
Example. TRANSIMS is a large scale transportation simulation project at the Los Alamos National Laboratory. In
this project, an SDS-based approach was used to micro-simulate every vehicle in an urban transportation network.
Each roadway is divided into discrete cells. Each cell is 7.5 meters long and one lane wide. Each cell either contains
a vehicle (or a part of a vehicle) or is empty. The micro-simulation is carried out in discrete time steps with each step
simulating one second of real traffic. In each time step, a vehicle on the network makes decisions such as accelerate,
brake or change lanes, in response to the occupancy of the neighboring cells. We can represent the above model in our
SDS framework as follows. The state of each car (driver) may assume one of the integer values from 0 to vmax. Each
of these integer values is a speed, which is a multiple of a given base speed. The state of each cell may assume one
4 TRANSIMS is an acronym for the “TRansportation ANalysis and SIMulation System.” For a more detailed description, see http://transims.
tsasa.lanl.gov.
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implementation, vmax was usually a small integer (such as 5). The rule by which a car updates its state (location, speed
and lane) is a simple function of its state and the states of the cars in the neighboring cells. It is now easy to see how the
situation can be formulated in terms of an SDS. An important point to note is that unlike CA which are synchronous,
different choices of the order for updating the cells may yield completely different dynamics in the case of SDSs.
For instance, in the case of the single-lane system, updating the states from front to back acts like a perfect predictor
and thus never yields clusters of vehicles. On the other hand, updating from back to front yields more realistic traffic
dynamics [15]. Given the above model, simulation questions that arise in practice can be transformed into appropriate
analysis questions for SDSs.
Here, we focus on the computational complexity of determining various phase space properties of SDSs when
the domain of state values is finite. Decidability issues for dynamical systems in general and CA in particular have
been studied widely in the literature (see, for example, the two edited volumes [30,61]). In contrast, computational
complexity questions arising in the study of finite CA and related dynamical systems have received comparatively less
attention [29,54,60]. The properties studied here include classical questions such as reachability (“Does a given SDS
starting from configuration C ever reach configuration C′?”) and fixed point reachability (“Does a given SDS starting
from a given configuration C reach a configuration in which it stays forever?”) that are commonly studied by the
dynamical systems community. Specifically, we investigate whether such properties can be decided efficiently using
computational resources that are polynomial in the size of the SDS representation, rather than in the size of the phase
space (which may be exponentially larger). Our results indicate that these questions are, in general, computationally
intractable. However, we identify a number of special classes of SDSs for which the questions can be answered
efficiently.
SDSs are closely related to some well-known models used in dynamical systems, machine learning and distributed
computing. Thus, lower bounds on the computational complexity of deciding some properties of SDSs yield as direct
corollaries analogous results for those models. The models include the following; additional discussion on this topic
appears in Section 6.
(a) Classical CA (see, for example, [61]) and graph automata [41,46], which are a widely studied class of dynamical
systems in physics and complex systems.
(b) Discrete recurrent Hopfield networks [22,23,47,48,57] which are used in machine learning and image processing.
(c) Concurrent and communicating finite state machines [2,26,32,42,56] which are used to model and verify distrib-
uted systems.
(d) Systolic arrays for massively parallel data processing [17,37,40].
The results in this paper also yield further understanding of some of the issues raised in the papers of Papadim-
itriou and Tsitsiklis [13], Moore [43,44], Sutner [60] and Wolfram [61]. SDSs are discrete finite analogs of classical
dynamical systems, and we aim to obtain a better understanding of “finite discrete computational analogs of chaos.”
As pointed out in [13,43,44], computational intractability or unpredictability is the closest form of chaotic behavior
that such systems can exhibit. Extending the work of [13], we prove results that delineate classes of SDSs for which
global behavior is easy to predict from other classes for which global behavior is hard to predict. (See Section 3 for
details.) In [61], Wolfram posed the following three general questions in the chapter entitled “Twenty Problems in the
Theory of Cellular Automata”:
(i) Problem 16: How common are computational universality and undecidability in CA?
(ii) Problem 18: How common is computational irreducibility in CA?
(iii) Problem 19: How common are computationally intractable problems about CA?
The results obtained here and in the companion papers [7–9] for SDSs show that the answer to all of the above
questions is “quite common”; that is, it is quite common for generalized CA (i.e., extensions of CA where the domain
is finite and the underlying graphs are degree and bandwidth-bounded) to exhibit computational intractability. In fact,
our results show that such intractability is exhibited by extremely simple SDSs or generalized CA.
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describes our results and their significance. In Section 4, we prove PSPACE-completeness results for reachability
problems for restricted classes of SDSs. In Section 5 we present polynomial time algorithms for reachability problems
for SDSs whose local transition functions are simple-threshold functions. Section 6 briefly outlines the relationship
between the SDS model and other computational models (such as CA and concurrent transition systems). Section 7
contains concluding remarks and directions for future research.
2. Definitions and problem formulations
2.1. Formal definitions
A Sequential Dynamical System (SDS) S over a given domain D of state values is a triple (G,F ,π), whose
components are as follows:
1. G(V,E) is a finite undirected graph without multi-edges or self loops. G is referred to as the underlying graph
of S . We use n to denote |V | and m to denote |E|. The nodes of G are numbered using the integers 1, 2, . . . , n.
2. For each node i of G, F specifies a local transition function, denoted by fi . This function maps Dδi+1 into D,
where δi is the degree of node i. Letting N(i) denote the set consisting of node i itself and its neighbors, each
input of fi corresponds to a member of N(i).
3. Finally, π is a permutation of {1,2, . . . , n} specifying the order in which nodes update their states using their local
transition functions. Alternatively, π can be envisioned as a total order on the set of nodes.
A configuration C of S can be interchangeably regarded as an n-vector (c1, c2, . . . , cn), where each ci ∈ D, 1
i  n, or as a function C :V → D. From the first perspective, ci is the state value of node i in configuration C, and
from the second perspective, C(i) is the state value of node i in configuration C.
Computationally, each step of an SDS (i.e., the transition from one configuration to another), involves n substeps,
where the nodes are processed in the sequential order specified by permutation π . The “processing” of a node consists
of computing the value of the node’s local transition function and changing its state to the computed value. The
following pseudo-code shows the computations involved in one transition.
for i = 1 to n do
(i) Node π(i) evaluates fπ(i). (This computation uses the current values of the state of node π(i) and those of the
neighbors of node π(i).) Let x denote the value computed.
(ii) Node π(i) sets its state sπ(i) to x.
end-for
We use FS to denote the global transition function associated with S . This function can be viewed either as
a function that maps Dn into Dn or as a function that maps DV into DV . FS represents the transitions between
configurations, and can therefore be considered as defining the dynamic behavior of SDS S . Recall that a configuration
C can be viewed as a function that maps V into D. As a slight extension of this view, we use C(W) to denote the states
of the nodes in W ⊆ V .
Let I denote a designated configuration of S at time 0. Starting with I , the configuration of S after t steps (for
t  0) is denoted by ξ(S,I, t). Note that ξ(S,I,0) = I and ξ(S,I, t + 1) = FS(ξ(S,I, t)). Consequently, for all
t  0, ξ(S,I, t) = F tS(I).
A fixed point of an SDS S is a configuration C such that FS(C) = C. An SDS S is said to cycle through a (finite)
sequence of configurations 〈C1,C2, . . . ,Cr 〉 if FS(C1) = C2, FS(C2) = C3, . . . , FS(Cr−1) = Cr and FS(Cr ) = C1.
A fixed point is a cycle involving only one configuration.
The phase space PS of an SDS S is a directed graph defined as follows: There is a node in PS for each config-
uration of S . There is a directed edge from a node representing configuration C to that representing configuration C′
if FS(C) = C′. In such a case, we also say that configuration C is a predecessor of configuration C′. Since SDSs are
C.L. Barrett et al. / Journal of Computer and System Sciences 72 (2006) 1317–1345 1321deterministic, each node in its phase space has an out-degree of 1. In general, the phase space PS may have an infinite
number of nodes. When the domain D of state values is finite, the number of nodes in the phase space is |D|n.
Fixed points are nodes in phase space with self loops. Cycles with more than one node are called limit cycles
(or periodic cycles) and the nodes on any limit cycle are called periodic points. In PS , a transient is a simple
directed path such that no edge of the path appears in any cycle in PS .
Note that a node in the phase space may have multiple predecessors. This means that the time evolution map of an
SDS is, in general, not invertible but is contractive. The existence of configurations with multiple predecessors also
implies that certain configurations may have no predecessors. A configuration with no predecessors is referred to as a
garden of Eden configuration. Such configurations can occur only as initial states and can never be generated during
the time evolution of an SDS.
2.2. Variations of the basic SDS model
The above definition of an SDS imposes no restrictions on either the domain D of state values or the local transition
functions, except that the range of each local transition function must be a subset of D. SDSs that model simulation
systems can be obtained by appropriately restricting D and/or the local transition functions. We use the notation
“(x, y)-SDS” to denote an SDS where ‘x’ specifies the restriction on the domain and ‘y’ specifies the restriction on
the local transition functions. We use the keyword NONE for ‘x’ and/or ‘y’ to indicate the absence of any restrictions
on the corresponding item. (Thus, (NONE, NONE)-SDS is the same as an SDS.) Some restrictions studied in this paper
are discussed below. Whenever possible, we prove our hardness results for the most restricted SDS model, thereby
obtaining stronger lower bound results.
We assume that the Boolean domain consists of the two integers 0 and 1. The focus of this paper is on SDSs
over the Boolean domain with special classes of Boolean local transition functions. We provide below the definitions
(from [36]) of these special classes and also introduce notation for the corresponding restricted class of SDSs.
Definition 2.1. A symmetric Boolean function is one whose value does not depend on the order in which the inputs
are specified; that is, the function value depends only on how many of its inputs are 1.
Definition 2.2. Given two Boolean vectors X = 〈x1, x2, . . . , xq〉 and Y = 〈y1, y2, . . . , yq〉, define the relation “” as
follows: X  Y if xi  yi , 1 i  q . A q-input Boolean function f is monotone if X  Y implies that f (X) f (Y ).
Definition 2.3. A k-simple-threshold function takes on the value 1 if at least k of the Boolean inputs have value 1;
otherwise, the value of the function is 0.
As defined above, the class of simple-threshold functions includes constant functions, that is, Boolean functions
whose output is always 0 and those whose output is always 1.
References [7,11,45,52] studied SDSs with Boolean domains and symmetric Boolean local transition functions.
We denote such an SDS by (BOOL, SYM)-SDS. Symmetric functions provide one possible way to model “mean
field effects” used in statistical physics and studies of other large-scale systems. A similar assumption has been made
in [13].
We also consider a further restricted class of (BOOL, SYM)-SDSs, where the local transition functions are also
monotone. It can be seen that any Boolean function which is symmetric and monotone is also a k-simple-threshold
function for some nonnegative integer k. Thus, we denote the restricted class of SDSs over the Boolean domain where
each local transition function is symmetric and monotone by (BOOL, THRESH)-SDS. As will be shown in Section 5,
reachability problems can be solved efficiently for (BOOL, THRESH)-SDSs.
Recall that a totalistic function depends only on the sum of its inputs [1,17]. Thus, for SDSs over the Boolean
domain, each Boolean symmetric local transition function is a totalistic function. Intuitively, totalistic functions are
slight generalizations of linear functions. Nevertheless, as we will show, this generalization suffices to make the
reachability problems hard.
SDSs with finite domains are a generalization of SDSs with Boolean domains. One such class of SDSs, denoted by
(FIN, NONE)-SDSs, are considered in Section 4.3. In this class of SDSs, the domain of state values is finite and there
are no restrictions on the local transition functions.
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Notation for restricted classes of SDSs
Notation Interpretation
SDS No restriction on either the domain of state values or on the local transition functions.
(FIN, NONE)-SDS Domain of state values is finite; no restrictions on the local transition functions.
(BOOL, SYM)-SDS Domain of state values is Boolean and each local transition function is symmetric. (This class coincides with the class of
SDSs where each local transition function is totalistic.)
(BOOL, THRESH)-SDS Domain of state values is Boolean and each local transition function is a simple-threshold function. (This class coincides
with the class of SDSs where each local transition is symmetric and monotone.)
It is also of interest to consider dynamical system models obtained by modifying some components of an SDS.
One such model is a Synchronous Dynamical System (SyDS), which is an SDS without the node permutation. In
a SyDS, during each time step, all the nodes synchronously compute and update their state values. Thus, SyDSs
are similar to classical CA, with the difference that the connectivity between cells is specified by an arbitrary
graph.
Table 1 summarizes the notation for the various restricted classes of SDSs considered in this paper. We also use
this notation for restricted classes of SyDSs.
We end this section with a graph theoretic definition. Let G(V,E) be a finite undirected graph. A one-to-one
function  :V → {1, . . . , |V |} is called a layout of G. Following [27], we say that G has bandwidth k under the layout
 if, for every edge {x, y} ∈ E, |(x) − (y)|  k. Informally, a graph has bandwidth k if the length of each edge
measured as the difference between integer labels of its end points is no more than k. A class of graphs is bandwidth
bounded if there is a constant b such that for each graph G in the collection, there is a layout  such that the bandwidth
of G under  is at most b.
2.3. Problems considered
The main problems studied in this paper deal with the analysis of a given SDS, that is, determining whether a given
SDS has a certain property. The main property considered is reachability; that is, given an SDS and two configurations,
determine whether the SDS starting from the first configuration reaches the second configuration. In this context, SDSs
with infinite domains and unrestricted local transition functions are not interesting since reachability problems for such
SDSs are readily seen to be undecidable. Some restrictions on the domain or on the transition functions are needed
so that the results can provide insights into the behavior of practical systems modeled by SDSs and SyDSs. So, we
focus on (FIN, NONE)-SDSs, (FIN, NONE)-SyDSs and their subclasses. Unless otherwise specified, from now on we
assume that the domain of a given SDS or SyDS is finite.
For an SDS S , we use |S| to denote the size of the representation of S . In general, this includes the number of
nodes, edges and the description of the local transition functions. Consider (BOOL, SYM)-SDSs, where Boolean local
transition functions are specified as tables. For such an SDS S , |S| = O(m+ |T |n), where |T | denotes the maximum
size of a table, n is the number of nodes and m is the number of edges in the underlying graph. For a node v with
degree δv , when the local transition function at v is an arbitrary Boolean function, the size of the table specifying the
function is O(2δv ); however, if the local transition function at v is symmetric, it can be specified using a table of size
O(δv) (see Section 4.1). We assume that evaluating any local transition function given values for its inputs can be
done in polynomial time.
The analysis problems considered in this paper are formulated below.
1. Given an SDS S , two configurations I,B, and a positive integer t , the t-REACHABILITY problem is to decide
whether S starting in configuration I can reach configuration B in t or fewer time steps. It is assumed that t is
given in binary. (If t is specified in unary, it is easy to solve this problem in polynomial time since we can execute
S for t steps and check whether configuration B is reached at some step.)
2. Given an SDS S and two configurations I , B, the REACHABILITY problem is to decide whether S starting in
configuration I ever reaches the configuration B. (Note that, for t  |D|n, t-REACHABILITY is equivalent to
REACHABILITY.)
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in configuration I reaches a fixed point.
A summary of our results for these problems is given in the next section.
3. Summary and significance of results
3.1. Summary of main results
Our focus is on the computational complexity of determining several phase space properties for SDSs. Our
main results provide a sharp delineation between hard to predict and easy to predict classes of SDSs. We show
that t-REACHABILITY, REACHABILITY and FIXED POINT REACHABILITY problems for (BOOL, SYM)-SDSs are
PSPACE-complete. Moreover, these lower bound results hold even when the underlying graph is simultaneously
d-regular for some fixed d , bandwidth bounded (and hence also pathwidth and treewidth bounded5), and all nodes
compute the same local transition function. In proving this result, we obtain a number of “simulation” results that
show how some classes of SDSs (or SyDSs) can be efficiently simulated by other typically more restricted classes of
SDSs (or SyDSs). For instance, we show
(1) how a given (FIN, NONE)-SyDS (whose local transition functions are not necessarily symmetric) can be effi-
ciently simulated by a (BOOL, SYM)-SyDS, and
(2) how a (BOOL, SYM)-SyDS can be efficiently simulated by a (BOOL, SYM)-SDS.
These simulation results may be of independent interest.
In contrast to the above intractability results, we show that the reachability problems are efficiently solvable for
(BOOL, THRESH)-SDSs. This is done by establishing an upper bound on the number of steps needed for a (BOOL,
THRESH)-SDS to reach a fixed point. The upper bound is proved using a potential function argument in combination
with several properties of (BOOL, THRESH)-SDSs.
As mentioned earlier, the class of (BOOL, THRESH)-SDSs is a subclass of (BOOL, SYM)-SDSs. Therefore, our
results can be viewed as delineating hard to predict and easy to predict classes of SDSs. Specifically, the results show
that the class of (BOOL, SYM)-SDSs is hard to predict, while the class of (BOOL, THRESH)-SDSs is easy to predict.
We also point out how the complexity results for SDSs can be extended to obtain similar results for reachability
problems for generalized CA and concurrent transition systems.
3.2. Significance of results and related work
The results presented here extend a number of earlier results on the complexity of problems for finite CA. We
briefly discuss these extensions and their significance below.
1. Our reductions are carried out starting from the acceptance problem for deterministic linear space bounded au-
tomata (LBAs) and are extremely efficient in terms of time and space requirements. Specifically, these reductions
require O(n) space and O(n logn) time. Thus these results imply tight lower bounds on the deterministic time
and space required to solve these problems. Specifically, the results imply that the time required to solve these
problems is essentially the same as solving the acceptance problem for deterministic LBAs. Other computational
properties of these reductions are examined in the companion papers [8,9].
2. The results in [29,60] prove the PSPACE-completeness of REACHABILITY and FIXED POINT REACHABILITY
problems and the NP-completeness of the PREDECESSOR EXISTENCE problem (“Given a cellular automaton A
and a configuration B, is there a configuration B′ from which A can reach B in one transition?”) for CA. These
authors did not consider the effect of restricting either the class of local transition functions or the structure of
the underlying graph on the complexity of these problems. Our results extend their hardness results to much
simpler instances and also provide the first step in proving results that delineate polynomial time solvable and
computationally intractable instances.
5 For definitions of graph parameters such as pathwidth and treewidth, we refer the reader to [12].
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complexity of the t-REACHABILITY problem for coupled automata. In their model, there are n identical automata,
a global control rule, an initial state vector I and a positive integer t . The global control rule is given as a first
order sentence, and is independent of the identities of the automata. The automata do not interact with each other.
At each stage, the automata independently evaluate their next state depending on the current state and the input
received from the global controller. Following this, the global control rule reads the states of the automata and
evaluates the control rule. If the rule evaluates to true, then all automata receive 1 as their input, otherwise they
receive a 0. The goal is to predict the state of the system after t time units. Note that their identity-independence
assumption is similar to our symmetric function assumption. Our results show that, in contrast to the polynomial
time solvability of the reachability problem for globally controlled systems of independent automata, a small
amount of local interaction suffices to make the reachability problem computationally intractable. Our reduction
produces an underlying graph that is d-regular for some constant d and bandwidth (and hence pathwidth and
treewidth) bounded. (This graph can be envisioned as having been obtained from a simple path, by replacing each
individual node v in the path by a group of nodes that are adjacent only to the two groups of nodes corresponding
to the neighbors of v in the path.)
As mentioned earlier, CA have been studied widely in the literature, owing to their simplicity on one hand, and
their ability to produce complex behavior on the other. Computational aspects of CA have been studied by a number
of researchers (see [18,29,30,43,44,60,61] and the references therein). However, most of the work addresses com-
putability issues for infinite CA. Other than the paper by Buss, Tsitsiklis and Papadimitriou [13] discussed above, the
papers that are most relevant to our work are the following.
1. The papers by Barrett, Mortveit and Reidys [11,45,52] and Laubenbacher and Pareigis [38,39] investigate math-
ematical properties of (BOOL, SYM)-SDSs.
2. The papers of Sutner [59,60] characterize the complexity of reachability and predecessor existence problems for
finite CA.
3. The papers of Moore [43,44] make an important connection between unpredictability of dynamical systems and
undecidability of some of their properties. As observed in [43], complex dynamical systems such as Smale’s
horse-shoe map are unpredictable because an error in the initial condition gets compounded during the evolution
of the system. However, for dynamical systems such as CA and SDSs, even when the initial conditions are
specified exactly, it is computationally intractable to predict whether a given configuration will be reached during
the evolution of the system. In this sense, CA and SDSs exhibit a stronger form of unpredictability than other
types of dynamical systems [43,44].
In [10] we considered the complexity of reachability problems for Boolean SDSs in which each local transition
function is a weighted threshold6 function. We showed that when the weights are used in an asymmetric fashion
(i.e., the weights at the two end points of an edge may be different), the reachability problems for such SDSs are
PSPACE-complete. However, if the weights are used in a symmetric fashion, the reachability problems can be solved
in polynomial time, provided the ratio of the maximum to the minimum weight is bounded by a polynomial in the
size of the SDS. The upper bound presented in Section 5 on the number of steps needed for a (BOOL, THRESH)-SDS
to reach a fixed point is significantly better than the bound that can be derived from the result in [10] for SDSs with
symmetric weighted threshold functions.
Our results are also closely related to the results of Culik and Karhumäki [17] and Gordon [28] on the universality
of totalistic CA, systolic networks, finite discrete-time recurrent neural networks and their important special case,
namely discrete Hopfield networks. Section 6 contains additional details on how the results presented here compare to
those obtained in [1,17,22,23,25,28,48]. See [22,23,25,47,48,57] for comprehensive surveys of complexity theoretic
results for neural networks and CA.
6 A q-input weighted threshold function has q Boolean inputs x1, x2, . . . , xq with respective weights w1, w2, . . . , wq , a Boolean output y and
a threshold α. The value of y is 1 if and only if
∑q
wixi  α [36].i=1
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In [5] it is shown that simulating quadratic dynamical systems is PSPACE-hard; specifically, it is shown that the t-
reachability problem for such systems is PSPACE-complete even when t is specified in unary. The proof of this result
uses a reduction from Quantified Boolean Formulas (QBF) and exploits the quadratic nature of the allowed rules.
Other references on dynamical systems include [3,4,6,18–20,35,50]. We note again that this paper considers finite
discrete dynamical systems: the number of nodes is finite and the domain of state values is also finite. As a result,
the reachability problems are always decidable. A number of earlier papers have considered infinitary versions: this
includes infinite domain sizes, as well as an infinite number of cells or nodes. For example, Siegelmann and Sontag
[58] consider neural networks with finitely many nodes, where each node computes a sinusoidal function over rational
numbers. They show that even with such simple local transition functions, one can get computational universality. On
the other hand, the recent book of Garzon [25] contains an extensive discussion of 1D-CA and 2D-CA with an infinite
number of cells.
4. Complexity results for reachability problems
4.1. Representation of symmetric Boolean functions
A symmetric Boolean function associated with a node can be represented and computed in time proportional to the
degree of the node. Consider a symmetric Boolean function fl at a node vl with degree δl . Recall that the function
takes δl + 1 inputs, including the value at the node itself. The function fl can be represented by specifying the subset
S′l of Sl = {0,1, . . . , δl + 1} such that fl takes on the value 1 if and only if the number of 1’s in the input to fl is
one of the elements of S′l . For instance, let δl = 4. A possible way to specify the function fl is the subset {1,3,5}.
This represents the exclusive-or (XOR) of the five input variables. Another way to represent the symmetric Boolean
function fl is to give a (δl +2)-dimensional 0–1 vector such that the ith entry denotes the function value when i inputs
are set to 1. Thus, another representation of the XOR function above is 〈0,1,0,1,0,1〉.
4.2. Road map for the reductions
In the remainder of this section, we prove our main hardness theorem concerning the t-REACHABILITY, REACH-
ABILITY and FIXED POINT REACHABILITY problems for (BOOL, SYM)-SDSs. Since it is straightforward to verify
that each of the reachability problems is in PSPACE, we focus on proving the PSPACE-hardness of these problems.
A formal statement of the hardness result is given below.
Theorem 4.1. There exist constants d0 and p0 and a fixed finite arity function f , such that the t-REACHABILITY,
REACHABILITY and FIXED POINT REACHABILITY problems for (BOOL, SYM)-SDSs are PSPACE-hard, even when
all of the following conditions hold:
(i) The degree of each node in the underlying graph is d0 (i.e., the graph is d0-regular).
(ii) The bandwidth (and hence the pathwidth and the treewidth) of the graph is at most p0.
(iii) All the nodes have the same local (symmetric Boolean) transition function f .
We obtain a proof of the above theorem through a series of local replacement type of reductions (steps). These
reductions involve building general gadgets that may be of independent interest.
Step 1. First, by a direct reduction from the acceptance problem for a LINEAR BOUNDED AUTOMATON (LBA) we
show that the t-REACHABILITY, REACHABILITY and FIXED POINT REACHABILITY problems for (FIN, NONE)-
SyDSs (i.e., finite CA) are PSPACE-hard, even when all of the following three restrictions hold:
(i) The graph G is a simple path (which has bandwidth, pathwidth and treewidth of 1).
(ii) The number of distinct local transition functions is at most three.
(iii) The size of the domain of state values is a constant, that depends only on the size of the LBA encoding. A proof
of this result is given in Section 4.3.
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for a (BOOL, SYM)-SyDS in which the maximum node degree is bounded by a constant. See Section 4.4.
Step 3. Next, we show how the (BOOL, SYM)-SyDS obtained in Step 2 can be simulated by an (BOOL, SYM)-SDS
where the maximum node degree is bounded by a constant. (The underlying graph of the resulting (BOOL, SYM)-SDS
may not be regular and the local transition functions may not be identical.) See Section 4.5.
Step 4. We then show how to transform the (BOOL, SYM)-SDS obtained in Step 3 into another (BOOL, SYM)-SDS
whose underlying graph is regular and whose local transition functions are all identical (same function and same
degree). See Section 4.6. This result establishes Theorem 4.1.
4.3. Hardness result for (FIN, NONE)-SyDSs (Step 1)
Here, we show that reachability problems for (FIN, NONE)-SyDSs are PSPACE-complete by a direct reduction
from a known PSPACE-complete problem, namely the acceptance problem for deterministic LBAs [27]. The main
idea behind the reduction is straightforward. The underlying graph of the constructed SyDS is a simple path where
the ith node represents the ith cell of the input tape, with the state of the ith node corresponding to the ith element
of an instantaneous description of the LBA, so that the SyDS configuration corresponds directly to an instantaneous
description of the LBA. The transition function of the LBA is captured by appropriate local transition functions so
that successive instantaneous descriptions of the LBA correspond to successive configurations of the SyDS. In each
step of the SyDS, the state of a given node of the SyDS changes if and only if the corresponding element in the LBAs
instantaneous description changes. Formal details of this construction are given in the proof of the following theorem.
Theorem 4.2. There exists a constant μ such that the t-REACHABILITY, REACHABILITY and FIXED POINT REACH-
ABILITY problems for (FIN, NONE)-SyDSs (i.e., finite CA) are PSPACE-hard, even when restricted to instances
satisfying all of the following properties:
(i) The underlying graph is a simple path (and thus has bandwidth, pathwidth and treewidth of 1); in particular, the
degree of each node is at most two.
(ii) The size of the domain of state values for each node is at most μ.
(iii) The number of distinct local transition functions is at most three.
Proof. We show how a deterministic LBA (DLBA) can be simulated by a (FIN, NONE)-SyDS so that the LBA accepts
its input string in t steps if and only if the resulting (FIN, NONE)-SyDS reaches a specified configuration in t steps.
Let M = (Q,Σ,Σ ′, q0, qf ,F ) denote the given DLBA where Q is the (finite) set of states, Σ is the tape alphabet,
Σ ′ ⊂ Σ is the input alphabet, q0 ∈ Q is the initial state, qf ∈ Q is the final state and F : (Q × Σ) → (Q × Σ ×
{L,R,S}) is the transition function. Given the current state and the current symbol scanned by the (read-write) head,
F specifies the next state, the symbol to be written on the cell scanned by the head and the direction of head movement
(left or right by one tape cell or stay on the same cell). Let x = a1a2 . . . an be the input string given to M with a1 = $
and an = © being the end markers.
An instantaneous description (ID) of M consists of the current state, the contents of the tape cells and the position
of the head. M starts at q0 with its head on the tape cell containing a1 = $. We represent the ID at time zero by the
vector 〈(q0, a1), a2, . . . , an〉. We may assume without loss of generality that if M accepts x, then it replaces all the
symbols on the tape cells between the end markers with the symbol /b, moves the head to the cell containing $, and
halts in state qf . Thus, the final ID can be represented by the vector 〈(qf ,$), /b, . . . , /b,©〉. The ID of M at time τ will
be denoted by ID(τ ).
Given M and input string x, we create a (FIN, NONE)-SyDS SMx = (G,F), and two configurations I and B such
that for all t  0, SMx starting from configuration I reaches the configuration B in t steps if and only if M accepts x
as above in t steps.
The underlying graph G(V,E) of SMx is a simple path on n nodes, where n = |x|. Node vi corresponds to the
ith tape cell, 1  i  n. Node vi is adjacent only to nodes vi−1 and vi+1, with the exceptions that node v1 is ad-
jacent only to node v2 and node vn is adjacent only to node vn−1. The state of each node vi takes a value from
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of M , namely 〈(q0, a1), a2, . . . , an〉, is encoded as the initial configuration I of SMx . The final ID of M , namely
〈(qf ,$), /b, . . . , /b,©〉, is encoded as the configuration B of SMx .
For any τ  0, a step of M that transforms ID(τ ) into ID(τ +1) can be captured by the collection of local transition
functions F = 〈f1, f2, . . . , fn〉 where fi is the function at node vi , 1 i  n, as follows.
Let fi be the finite function such that if positions i − 1, i and i + 1 of ID(τ ) contain a, b and c, respectively, then
fi(a, b, c) would contain the value that would occur in position i of ID(τ +1). (The functions f1 and fn corresponding
to the end nodes v1 and vn must be slightly modified.) The determinism of M ensures that each function fi is single-
valued. These functions express the requirement that ID(τ + 1) is appropriately determined by ID(τ ) because
ξ(SMx ,I, τ + 1)(vi) = fi
(
ξ(SMx ,I, τ )(vi−1), ξ(SMx ,I, τ )(vi), ξ(SMx ,I, τ )(vi+1)
)
.
The intended semantics of each function fi is straightforward. It is easy to see that SMx reaches the required configu-
ration in t steps iff M accepts x in t steps. The size of the domain of SMx is |Σ ∪ (Q × Σ)|, which is a constant that
depends only on the LBA encoding. By modifying M slightly so that if M reaches the final configuration it cycles
in that configuration forever, it can be seen that the fixed point problem for (FIN, NONE)-SyDSs is also PSPACE-
hard. 
Remark. The above construction produces a (FIN, NONE)-SyDS whose underlying graph is a simple path. Thus, the
bandwidth (and hence the pathwidth and the treewidth) of the underlying graph is 1. Also, the (FIN, NONE)-SyDS
uses three distinct local transition functions. It is easy to modify the construction to produce a (FIN, NONE)-SyDS
such that underlying graph is a simple cycle and all the nodes have the same local transition function. However, the
treewidth of the resulting graph would be 2 rather than 1.
4.4. Hardness result for (BOOL, SYM)-SyDSs (Step 2)
Here, we prove hardness results for (BOOL, SYM)-SyDSs using the hardness result for (FIN, NONE)-SyDSs. The
main idea in the proof is a reduction whereby a (FIN, NONE)-SyDS S is simulated by a (BOOL, SYM)-SyDS S1. The
reduction uses a function h that associates a nonnegative integer with each node of S . In the simulation, each node xk
of S is simulated by a collection of nodes of S1. More precisely, suppose that μ is the size of the domain D for the
states of S . Then, node xk of S is simulated by a collection of (μ− 1)μh(xk) nodes of S1. A state value of c (from D)
for node xk is simulated by a configuration of S1, where cμh(xk) nodes from this collection have the Boolean value 1,
and the remaining nodes in the collection have the Boolean value 0. In S1, each node in the collection corresponding
to xk is adjacent to all the other nodes in the collection, and also to all the nodes in the collections corresponding
to the nodes to which xk is adjacent in S . The function h is constructed so that each of the nodes in N(xk) in S is
assigned a distinct value by h. Suppose that at each step of the simulation of S by S1, we consider for each node x′ in
the collection corresponding to xk , the count of how many of the inputs to the local transition function of x′ have the
Boolean value 1. If this count is considered as an integer in base μ, each collection corresponding to a node in N(xk)
determines a distinct digit in the base μ representation. Hence, this count encodes a value from domain D for each
node in N(xk). Similar encoding techniques have been used in the literature to show how various types of CA can
be simulated by totalistic CA (see, for example, [17]). The local transition functions for the nodes in the collection
corresponding to xk are constructed to be symmetric functions that use this count to appropriately simulate a transition
of xk in S . The function h is based on the idea of distance-2 coloring of vertices of an undirected graph. We begin
with a definition of this form of coloring.
Definition 4.1. Given a graph G(V,E), a distance-2 coloring of G is an assignment of colors h :V → {0,1, . . . ,
|V |− 1} to the nodes of G such that for all u,v ∈ V for which the distance between u and v is at most 2, h(u) = h(v).
The following proposition gives a simple upper bound on the number of colors needed for a distance-2 coloring of
a graph. The proposition can be proved in a straightforward manner.
Proposition 4.1. A graph G(V,E) with maximum degree Δ can be distance-2 colored using at most Δ2 + 1 colors,
and such a coloring can be obtained in polynomial time. Thus, for a graph whose node degrees are bounded by a
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is a constant.
Theorem 4.3. For given positive integers μ and Δ, consider the class of (FIN, NONE)-SyDSs where the size of the
domain is at most μ and the degree of each node is at most Δ. There is a polynomial time reduction from a (FIN,
NONE)-SyDS S = (G,F) in this class and configurations I and B for S to a (BOOL, SYM)-SyDS S1 = (G1,F1)
and configurations I1 and B1 for S1 such that
1. S starting in configuration I reaches B iff S1 starting in configuration I1 reaches B1. Moreover, for each t  0,
S reaches B in t steps iff S1 reaches B1 in t steps.
2. S starting in configuration I reaches a fixed point iff S1 starting in I1 reaches a fixed point.
Proof. Given S , the reduction first constructs a distance-2 coloring h of G, using at most Δ2 + 1 colors, where
the colors are consecutive integers, beginning with zero. The fact that h is a distance-2 coloring is not used in the
construction of S1 from S , but is crucial to the correctness of the reduction. Given graph G(V,E) and coloring h,
graph G1(V1,E1) is constructed as follows.
For each node xk ∈ V , there are (μ − 1)μh(xk) nodes in V1. We refer to these nodes as xkij , 1 i < μ and 1 j 
μh(xk). Informally, corresponding to a node xk of S , V1 contains μ − 1 sets of nodes (which we call clumps), each of
cardinality μh(xk). For a given node xk ∈ V , clump X kj refers to the nodes xkj,r , 1 r  μh(xk). Additionally, we will
use X k =X k1 ∪X k2 ∪ · · · ∪X kμ−1 to denote the set of all nodes in V1 corresponding to xk .
E1 consists of the following two kinds of edges:
1. For each node xk ∈ V , there is an edge between each pair of distinct nodes in X k . Thus, the nodes in X k form a
complete graph.
2. For each {xk, xr} ∈ E, there is an edge between each node in X k and each node in X r . Thus, edge {xk, xr} is
replaced by a complete bipartite graph between the sets of nodes used to replace the nodes xk and xr .
Before specifying the construction of the local transition functions of S1, we define the following mapping ψk , for
each node xk ∈ V . Suppose that node xk ∈ V has neighbors y1, . . . , yd in G. We define function ψk :N → μd+1, where
N represents the set of nonnegative integers, as follows: ψk(w) = 〈c0, c1, . . . , cd〉, where in the base μ representation
of w, c0 is the coefficient of μh(xk), and cr , is the coefficient of μh(yr ), 1 r  d .
The functions in the set F1 are defined as follows. We envision the domain of S to be the set of integers
{0,1, . . . ,μ − 1}. Consider a node xkij in X k . Consider a vector α of Boolean input values for fxkij . Suppose that
in α, exactly w of the input parameters to fxkij are equal to 1. Suppose fxk from F is the local transition function at
node xk . Then
fxkij
(α) = 1 iff fxk
(
ψk(w)
)
 i.
In the reduction of S to S1, function fxkij is represented by specifying the subset of counts of input parameters taking
value 1 for which the output equals 1, as described in Section 4.1.
We now define the following mapping g from the configurations of S to the configurations of S1, g :μV → 2V1 .
Consider a configuration A of S and node xk ∈ V . In configuration g(A) of S1, the nodes in the first A(xk) clumps
of X k have state value 1, and the nodes in the other clumps of X k have state value 0. More precisely, for xk ∈ V ,
1 i < μ, 1 j  μh(xk),
g(A)(xkij
)= 1 iff A(xk) i.
Intuitively, under mapping g, the value c at node xk corresponds to having the nodes in clumps X k1 ∪X k2 ∪ · · · ∪X kc
equal to 1 and the nodes in clumps X kc+1 ∪X kc+2 ∪ · · · ∪X kμ−1 equal to 0.
The reduction constructs I1 as g(I), and B1 as g(B).
This completes the construction involved in the reduction. Note that from Proposition 4.1, the maximum value that
h takes on is Δ2, so for each node xk ∈ V , the cardinality of X k is at most (μ − 1)μΔ2 . Also, note that the degree of
C.L. Barrett et al. / Journal of Computer and System Sciences 72 (2006) 1317–1345 1329each node of G1 is bounded by (Δ + 1)(μ − 1)μΔ2 . Thus, since μ and Δ are fixed, the construction can be done in
polynomial time.
Our proof of correctness of the reduction is based on showing that the phase space of S is embedded as a subspace
of the phase space of S1, so that S1 can be used to simulate S . First, we specify which configurations of S1 are in this
subspace.
Define a configuration A of S1 to be proper if for all k, i, j,p, q
(A(xkij
)= 1 and i  p) ⇒ A(xkpq
)= 1.
In other words, a configuration A of S1 is proper if the value at any node in any clump X kj equal to 1 implies that all
nodes in clumps X k1 ,X k2 , . . . ,X kj are also 1.
Claim 4.1. Mapping g is a bijection between the configurations of S and the proper configurations of S1.
Proof. First, by its definition, g maps each configuration of S into a proper configuration of S1. Second, g is in-
jective; that is, distinct configurations of S map into distinct proper configurations of S1. To see this, suppose that
configurations C and D differ in the value at some node, say node xk , with C(xk) <D(xk). Then, the nodes in clump
X kD(xk) will have value 1 in g(D), and value 0 in g(C). Third, every proper configuration of S1 is in the image of g. To
see this, note that for each proper configuration of S1, for each set of nodes X k , the highest clump whose nodes have
value 1 in the proper configuration determines the value of node xk in the corresponding configuration of S . 
The next claim highlights the crucial role played by the fact that h is a distance-2 coloring. This property ensures
that for each node xk ∈ V , different vectors 〈p0, . . . , pd〉 and 〈q0, . . . , qd〉 corresponding to the values at xk and
its neighbors produce different counts for how many inputs of each symmetric function fxkij are equal to 1, and so
these vectors can be appropriately differentiated when S1 simulates S . This concept is formalized in the following
claim, whose statement uses the notation that N(x) denotes the neighbors of node x, plus node x itself; C(W) for
configuration C and set of nodes W denotes the restriction of C to W ; and |D| for D a mapping of a set of states into
Boolean values, denotes the number of 1’s in D. We also take the notational liberty of identifying an assignment of
state values to a set of nodes with the vector of values representing the assignment.
Claim 4.2. For a configuration C of S , node xk of V , and node xkij of X k , C(N(xk)) = ψk(|g(C)(N(xkij ))|).
Proof. Let w denote |g(C)(N(xkij ))|. For each node xr in N(xk), mapping g is defined so that state value C(xr ) equals
the number of clumps of X r whose nodes have state value 1 in g(C), so |g(C)(X r )| = C(xr )μh(xr ). Thus,
w =
∑
xr∈N(xk)
C(xr )μh(xr ).
Because h is a distance-2 coloring of G, h maps no two nodes in N(xk) into the same value. Thus, in the base μ
representation of w, for each xr in N(xk), the coefficient of μh(xr ) is C(xr ). 
For a proper configuration of S1, consider the count w of how many input variables to a given local transition
function fxkij equal 1. The base μ representation of integer w is a unique decomposition of w into a sum of powers
of μ. Claim 4.2 implies that in this decomposition, the base μ representation of integer w uniquely encodes the states
of all the nodes in N(xk). This concept is formalized in the following claim.
Claim 4.3. For configurations P and Q of S , node xk of V , and node xkij of X k , P(N(xk)) = Q(N(xk)) iff
|g(P )(N(xkij ))| = |g(Q)(N(xkij ))|.
Proof. Suppose that P(N(xk)) = Q(N(xk)). Then P(xk) = Q(xk), so g(P )(X k) = g(Q)(X k). Also, for every
neighboring node xr of xk in G, P(xr) = Q(xr ), so g(P )(X r ) = g(Q)(X r ). Consequently, |g(P )(N(xk ))| =ij
1330 C.L. Barrett et al. / Journal of Computer and System Sciences 72 (2006) 1317–1345|g(Q)(N(xkij ))|. Now, suppose that |g(P )(N(xkij ))| = |g(Q)(N(xkij ))|. Then, from Claim 4.2, we have P(N(xk)) =
Q(N(xk)). 
We now state our key claim, which says that S1 properly simulates S .
Claim 4.4. For every configuration A of S , FS1(g(A)) = g(FS(A)).
Proof. Let xkij be any given node of S1. First, consider FS1(g(A))(xkij ).
FS1
(
g(A))(xkij
)= fxkij
(
g(A)(N(xkij
)))
.
By the construction of fxkij ,
fxkij
(
g(A)(N(xkij
)))= 1 iff fxk
(
ψk
(∣∣g(A)(N(xkij
))∣∣)) i.
But, from Claim 4.2,
ψk
(∣∣g(A)(N(xkij
))∣∣)=A(N(xk)
)
.
Thus,
FS1
(
g(A))(xkij
)= 1 iff fxk
(A(N(xk)
))
 i. (1)
Now, consider g(FS(A))(xkij ). From the definition of mapping g,
g
(
FS(A)
)(
xkij
)= 1 iff FS(A)(xk) i.
But, FS(A)(xk) = fxk (A(N(xk))). So,
g
(
FS1(A)
)(
xkij
)= 1 iff fxk
(A(N(xk)
))
 i. (2)
From Eqs. (1) and (2),
FS1
(
g(A))(xkij
)= g(FS(A)
)(
xkij
)
.
Since this holds for every node xkij of S1, the claim follows. 
Claim 4.4 implies that the phase space of S is isomorphic to the phase space for the proper configurations of S1.
In particular, the following holds.
Claim 4.5. Let S and S1 be as defined above. Consider S starting in configuration I and S1 starting in configuration
g(I). Then (1) for all t  0, ξ(S1, g(I), t) is proper. (2) For all t  0, ξ(S1, g(I), t) = g(ξ(S,I, t)).
Proof. From Claims 4.1 and 4.4, and induction on t . 
Theorem 4.3 is a direct consequence of Claim 4.5. 
Next note that in the PSPACE-hardness proof of Theorem 4.2, the constructed (FIN, NONE)-SyDSs have the
properties that the maximum node degree Δ is 2, and the state domain size μ is a constant. Thus, Theorem 4.3 is
applicable to these constructed (FIN, NONE)-SyDSs. Indeed, by observing the proof of Theorem 4.3 closely, we get
the following.
Theorem 4.4. There exist constants d1, p1 and n1 such that the t-REACHABILITY, REACHABILITY and FIXED
POINT REACHABILITY problems for (BOOL, SYM)-SyDSs are PSPACE-hard, even when restricted to instances
such that all of the following conditions hold.
(a) The maximum node degree in the underlying graph is bounded by d1.
(b) The bandwidth (and hence the pathwidth and the treewidth) of the underlying graph is bounded by p1.
(c) The number of distinct local transition functions used is bounded by n1.
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of Theorem 4.2, the resulting (BOOL, SYM)-SyDS S1 has the claimed properties. First, since μ and Δ are fixed, the
maximum node degree in the constructed graph G is bounded by a constant. Next, note that a necessary condition for
a node in X i to be connected to a node in X j is that xi and xj be connected. If we further start with a line graph
such as the one constructed in the proof of Theorem 4.2, we get that the bandwidth (and hence the pathwidth and
the treewidth) of S1 is bounded by a constant. Finally, note that the number of distinct mapping functions ψk that
can occur in the construction of Theorem 4.3 is bounded by a function of μ and Δ. This, and the fact that S has a
constant number of distinct local transition functions, shows that the total number of distinct local transition functions
that occur in S1 is bounded by a constant. This completes the proof of the theorem. 
4.5. Simulating a (BOOL, SYM)-SyDS by a (BOOL, SYM)-SDS (Step 3)
We now show how a (BOOL, SYM)-SyDS, in which nodes update their states in parallel, can be simulated by a
(BOOL, SYM)-SDS in which nodes update their states sequentially according to a specified permutation. The SDS
accomplishes this task by keeping track of both the old and new state values of each node of the SyDS. Additional
explanation regarding this is provided in the proof of the following theorem.
Theorem 4.5. There is a polynomial time reduction from a (BOOL, SYM)-SyDS S = (G,F) and configurations I
and B for S to a (BOOL, SYM)-SDS S1 = (G1,F1) and configurations I1 and B1 for S1 such that
1. S starting in configuration I reaches B iff S1 starting in configuration I1 reaches B1. Moreover, for each t , S
reaches B in t steps iff S1 reaches B1 in t + 1 steps.
2. S starting in configuration I reaches a fixed point iff S1 starting in I1 reaches a fixed point.
Proof. Given a (BOOL, SYM)-SyDS S = (G(V,E),F), and two configurations I and B, we create an instance of
(BOOL, SYM)-SDS S1 = (G1(V1,E1),F1,π) and configurations I1 and B1 of S1 as follows.
For each x ∈ V we create a set of 9 nodes in V1. Denote them by xi , 1 i  9. S1 will simulate S as follows. We
will maintain the following invariant, where ξ(S,I, τ )(x) denotes the state of a node x in S after τ time steps.
ξ(S1,I1, τ )(x1) ≡ ξ(S1,I1, τ )(x2) ≡ ξ(S1,I1, τ )(x3) ≡ ξ(S1,I1, τ )(x4) ≡ ξ(S,I, τ )(x)
and
ξ(S1,I1, τ )(x5) ≡ ξ(S1,I1, τ )(x6) ≡ ξ(S1,I1, τ )(x7) ≡ ξ(S1,I1, τ )(x8) ≡ ξ(S1,I1, τ )(x9)
≡ ξ(S,I, τ − 1)(x).
Informally speaking, we maintain the following semantics:
1. For 1 i  4, ξ(S1,I1, τ )(xi) will hold the state of vertex x at the current time τ , and
2. For 5 i  9, ξ(S1,I1, τ )(xi) will hold the state (or its complement) of x at time τ − 1.
The idea behind the simulation is that at each time step τ , S1 will first compute xi , 5 i  8, by using values from xi ,
1  i  4, thereby storing the value that x had at time τ − 1. Then S1 will compute the values of x9 based on the
values of x7 and x8. Finally, S1 will compute the values of xi , 1 i  4, using the newly computed value of y9 for all
y such that y is a neighbor of x. We now describe the components of S1.
1. Graph G1: As shown in Fig. 1, the graph on xi , 1  i  8, is a complete bipartite graph, where one side of the
bipartition is xi , 1 i  4, and the other side of the bipartition is xi , 5 i  8. Finally, the vertex x9 is connected
to x5 and x6. In addition, for each edge {x, y} ∈ E, S1 contains the following eight edges:
{x9, y1}, {x9, y2}, {x9, y3}, {x9, y4}, {y9, x1}, {y9, x2}, {y9, x3}, {y9, x4}.
2. Permutation π1: The permutation π has three components π11 · π12 · π13 , where each π1i is given as follows:
π11 = (x5, x6, x7, x8), ∀x ∈ V, π12 = x9, ∀x ∈ V, and π13 = (x1, x2, x3, x4), ∀x ∈ V.
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3. Function set F1: For each x ∈ V , the function set contains four different functions: f1 at nodes x5, x6, f2 at nodes
x7, x8, f3 at x9 and finally f4 at x1, . . . , x4. Below we describe each of the functions in detail, using the notation
that for a set of variables X, η(X) denotes the number of variables equal to 1.
(a) Function f1 at x5 and x6: The nodes x5 and x6 have five neighbors and hence f1 has 6 arguments. f1 is 1 iff
at least 4 out of its 6 arguments is 1 and is 0 otherwise. Formally,
f1(X) = 1 iff η(X) 4.
(b) Function f2 at x7 and x8: f2 is the complement of f1; it is 1 iff less than 4 of its 5 input values are 1. Formally,
f2(X) = 1 iff η(X) < 4.
(c) Function f3 at x9: Node x9 is adjacent to nodes x5 and x6 from the copies of x, and for each neighbor of x,
node x9 is also connected to a group of four nodes. Hence, f3 has 4δx + 3 arguments, where δx is the degree
of node x. f3 is 1 iff the number of its arguments equaling 1 is congruent to 2 mod 4 or 3 mod 4. Formally,
f3(X) = 1 iff η(X) ≡ 2 mod 4 or η(X) ≡ 3 mod 4.
(d) Function f4 at x1, x2, x3 and x4: Function f4 is based on the local transition function fx of node x in S .
Recall that ∀y ∈ V such that {x, y} ∈ E, node y9 is connected to xj , 1 j  4. For η(X) 2, f4 is equal to
fx when η(X)− 2 of its parameters are 1. For η(X) < 2, f4 is equal to 0. Formally
f4
(
η(X)
)= fx
(
η(X)− 2) if η(X) 2,
= 0 if η(X) < 2.
We envision the nodes V1 of G1 as being partitioned into two sets, Vc and Vp , which are used to encode the current
and previous state of S , respectively. Specifically,
Vc = {x1, x2, x3, x4 | x ∈ V },
Vp = {x5, x6, x7, x8, x9 | x ∈ V }.
We envision a configuration C of S1 as the pair of subconfigurations obtained by projecting C onto Vc and Vp , i.e.,
C = (C(Vc),C(Vp)).
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Mapping gc : 2V → 2Vc is defined as follows. For configuration C of S , x ∈ V , and 1 i  4, gc(C)(xi) = C(x).
Mapping gp : 2V → 2Vp is defined as follows. Consider configuration C of S and x ∈ V . For i = 5, 6, and 9,
gp(C)(xi) = C(x); and for i = 7 and 8, gp(C)(xi) = C(x).
We now define the following mapping g from pairs of configurations of S to configurations of S1, g : 2V × 2V →
2V1 , as follows. For configurations C and D of S , g(C,D) = (gc(C), gp(D)).
We now define configuration I0 of S as the configuration where all nodes have value 0, i.e., I0(x) = 0 for all
x ∈ V .
The reduction constructs I1 as g(I,I0), and B1 as g(FS(B),B).
We now consider the correctness of the reduction. Our key claim, which says that S1 properly simulates S , is the
following.
Claim 4.6. For every pair of configurations C and D of S , FS1(g(C,D)) = g(FS(C),C).
Proof. Let E = FS1(g(C,D)).
(1) For each x ∈ V , consider E(x5) and E(x6). For 1 i  4, g(C,D)(xi) = C(x). When the local transition function
f1 of x5 or x6 is evaluated using the current values of its input set X, η(X) = 4C(x) + 2D(x). Thus, by the
definition of f1, E(x5) = E(x6) = C(x).
(2) For each x ∈ V , consider E(x7) and E(x8). When the local transition function f2 is evaluated using the current
values of its input set X, η(X) = 4C(x) +D(x). Consequently, by the definition of f2, E(x7) = E(x8) = C(x).
(3) For each x ∈ V , consider E(x9). First note that the neighbors x5 and x6 of x9 come before x9 in the permutation,
and at the time the local transition function of x9 is evaluated, x5 and x6 have the same value, namely C(x). Next,
note that each set of 4 values from x9’s neighbors has the same identical value, and thus all these values sum up to
0 mod 4. Thus, when the local transition function f3 of x9 is evaluated using the current values of its input set X,
η(X) ≡ 2C(x) +D(x) mod 2. Consequently, by the definition of f3, E(x9) = C(x).
(4) For each x ∈ V , consider E(xi), 1 i  4. At the time the local transition function of each such node is evaluated,
exactly two of xj , 5  j  8 are 1 and the other two are 0. Also, at this evaluation time, the state of xi is
g(C,D)(xi) = C(x). Finally at this evaluation time, for each neighbor y of x in G, the state of y9 is E(y9), which
from (3) above, has been shown to equal C(y). Thus, at the evaluation time of xi , the number of its transition
function inputs that equal 1 is two more than the number of inputs to the transition function of x that equal 1 in
configuration C of S . Thus, by the definition of f4, E(xi) = FS(C)(x). 
Claim 4.6 implies that the sequence of configurations of S1 starting in configuration I1 mimics the sequence of
configurations of S starting in configuration I . In particular, the following holds.
Claim 4.7. Let S and S1 be as defined above. Consider S starting in configuration I and S1 starting in configura-
tion I1. Then for all t  1, ξ(S1,I1, t) = g(ξ(S,I, t), ξ(S,I, t − 1)).
Proof. From Claim 4.6, and induction on t . 
Theorem 4.5 is a direct consequence of Claim 4.7. 
Using the previous discussion, we can now prove the following:
Theorem 4.6. There exist constants d2, p2 and n2 such that the t-REACHABILITY, REACHABILITY and FIXED POINT
REACHABILITY problems for (BOOL, SYM)-SDSs are PSPACE-hard, even when all of the following restrictions
hold.
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(b) The bandwidth (and hence the pathwidth and the treewidth) of the underlying graph is bounded by p2.
(c) The number of distinct local transition functions used is bounded by n2.
Proof. Consider the construction from Theorem 4.5 applied to a (BOOL, SYM)-SyDS S from Theorem 4.4. The
construction outlined in proof of Theorem 4.5 replaces each node of S by a set of 9 nodes. Moreover, there are no
edges between two nodes in different sets if there is no edge between the original nodes they replaced. This ensures
that the bandwidth of the resulting graph is at most a constant times the bandwidth of the original graph. Also, each
local transition function of the original SDS is replaced by four local transition functions of the new SDS. Therefore,
the number of distinct local transition functions of the new SDS is also bounded by a constant. 
4.6. Making underlying graph regular and all node functions identical (Step 4)
Here, we show how a (BOOL, SYM)-SDS S can be simulated by another (BOOL, SYM)-SDS S2, all of whose
nodes have the same degree and the same local transition function f . The degree of the nodes in S2 is made large
enough so that the common local transition function f used by all the nodes in S2 can be envisioned as having a
series of ranges on the count of how many of its inputs are 1, with a range for each of the distinct local transition
functions occurring in S . The underlying graph G2 of S2 consists of an isomorphic copy of the underlying graph G
of S , plus additional auxiliary nodes. Each node in the isomorphic copy of G is joined to the copies of its neighbors
in S , plus a selected set of the auxiliary nodes. When S2 is simulating S , each of the auxiliary nodes will have a
constant value throughout the simulation. Let x denote a node of S , and x′ its copy in S2. The SDS S2 is constructed
so that the number of auxiliary nodes in N(x′) with constant value 1 ensures that in the simulation of S , the evaluation
of the common function f on the values in N(x′) will produce a result selected from the appropriate count range of
f associated with the local transition function of x in S . Exactly which value is selected from the count range is
determined by how many of the inputs to f from the members of N(x′) corresponding to members of N(x) have
value 1. This ensures that f selects the same value as would be selected by the local transition function for x in S .
Theorem 4.7. Given a (BOOL, SYM)-SDS S = (G(V,E),F ,π), with F = {f 1, f 2, . . . f q} being the set of dis-
tinct symmetric Boolean functions, and two configuration I and B for S , another (BOOL, SYM)-SDS S2 =
(G2(V2,E2),F2,π2) with configurations I2 and B2 can be constructed in polynomial time such that all of the follow-
ing conditions hold.
1. F2 = {f }; that is, F2 has the same finite arity function at each node.
2. All nodes of G2 have the same degree, and this degree is bounded by a function of the maximum node degree of
G and the number of different local transition functions in F .
3. S2 simulates S ; that is, for any t  0, S starting from I reaches B in t steps iff S2 starting from I2 reaches B2 in
t steps.
Proof. Let Δ be the larger of 4 and the maximum degree of the nodes in the underlying graph G of S . Let q be the
number of distinct Boolean functions occurring in S . Let Δ′ be the smallest odd integer which is greater than or equal
to q(Δ+2)+Δ. As will be seen from the construction, each node in the underlying graph G2 of SDS S2 has a degree
of Δ′.
Recall that the set F = {f 1, f 2, . . . , f q} contains the q distinct local transition functions used in S . Thus, for each
node i of S , the local transition function fi is function f j for some j (1  j  q). The constructed system S2 will
involve a single symmetric Boolean function f , that is used by all the nodes. Since f is symmetric, we can describe
f by specifying what its value is, as a function of how many of its input parameters are 1. Thus, we use the shorthand
of specifying f using an integer as its parameter (this integer represents how many of its Boolean inputs are 1). The
specification of f is as follows.
f (0) = 0, f (1) = 0, f (2) = 1, f (3) = 1, f (k) = 0, 4 k <Δ+ 2,
f
(
j (Δ + 2)+ k)= f j (k), 1 j  q and 0 k Δ+ 1.
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For any k < Δ + 2, if function f j has fewer than k input arguments, then f (j (Δ + 2) + k) = 0. Function f can be
envisioned as consisting of q + 1 disjoint count ranges, with each count range covering Δ+ 2 count values.
We now describe the construction of the underlying graph G2(V2,E2) of S2. The node set V2 is the union of four
pairwise disjoint node sets W , X, Y and Z. The set W is in one-to-one correspondence with the nodes in V . The
nodes in the sets X, Y and Z are constructed as follows. Consider any node v ∈ W , and let v1 denote the node in
V corresponding to v. Let the local transition function at v1 be f j . Node set X contains j (Δ + 2) nodes associated
with v. (Each node x ∈ X will have the value 1 in each step of the simulation of S by S2. The j (Δ + 2) nodes in X
associated with v ensure that in each step of the operation of S2, function f effectively selects the value that function
f j would select for the number of original input values that equal 1.) Each node in X has an associated partner in Y .
(Thus, node sets X and Y have the same cardinality.) Let δv1 denote the degree of v1 in G. Node set Z contains
Δ′ − j (Δ + 2) − δv1 nodes associated with v. Each node in X is associated with Δ′ − 2 nodes in Z. Each node in Y
is associated with Δ′ − 1 nodes in Z. Node set Z may contain some additional nodes to ensure that the underlying
graph G2 of S2 is Δ′-regular. A description of the additional nodes in Z will be presented shortly.
The edge set E2 is the union of six pairwise disjoint edge sets denoted by EW , EWX , EXY , EXZ , EYZ and EZ .
Each edge in EW joins a pair nodes in W such that the graph (W,EW) is isomorphic to G(V,E), the underlying
graph of S . Each edge in EWX joins a node v in W to the nodes in X that are associated with v. Each edge in EXY
joins a node x in X to its partner in Y . Each edge in EXZ (EYZ) joins a node x (y) in X (Y ) to the nodes in Z that are
associated with x (y). The edges added so far ensure that each node in W ∪X ∪ Y has a degree of Δ′. A schematic of
this graph construction is shown in Fig. 2.
Let Z′ denote the set of nodes of Z added so far. At this point, each node in Z′ has a degree of 1. To ensure that each
node in Z has degree equal to Δ′, we may need to introduce additional nodes in Z. A description of these additional
nodes and the edges in the set EZ (which join pairs of nodes in Z) is given below. It should be noted that steps (i), (ii)
and (iii) are carried out for each v ∈ W .
(i) Consider a node v ∈ W . Let Xv denote the nodes in X that are associated with v, and let Yv denote the partners
of the nodes in Xv . Let Z′v denote the nodes of Z′ that are adjacent to v or to a member of Xv ∪ Yv . Partition the
node set Z′v arbitrarily into subsets each of size Δ′. This step may result in one subset Z′′v with size less than Δ′.
(ii) Connect each subset of size Δ′ into a clique. Now, each of the nodes in the clique has a degree of Δ′. (Such a
node had a degree of 1 prior to the addition of the clique edges. It acquired an additional Δ′ − 1 neighbors from
the clique edges.)
(iii) Suppose there is a subset Z′′v with fewer than Δ′ nodes. For each node z ∈ Z′′v , add a separate gadget subgraph and
connect z to the gadget subgraph as shown in Fig. 3. The gadget subgraph contains 2(Δ′ − 1) nodes, partitioned
into two equal sized subsets. The nodes on the left-hand side of the gadget subgraph form a perfect matching
with (Δ′ − 1)/2 edges. (This is possible since Δ′ is odd.) The nodes on right-hand side of the gadget subgraph
form an independent set. The two subsets are connected together as a complete bipartite subgraph. Within the
gadget subgraph, each node in the left subset has a degree of Δ′ and each node on the right subset has a degree
of Δ′ − 1. Therefore, when a node z in Z′′v is joined to all the nodes in the right subset of the gadget subgraph
associated with z, each node of the gadget subgraph, and the node z itself, will have a degree of Δ′.
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The edge set EZ consists of all the edges introduced in steps (i), (ii) and (iii) above. This completes the description of
how graph G2(V2,E2) is constructed. From the above discussion, it can be seen that graph G2 is Δ′-regular.
The permutation of the nodes in S2 is as follows. The first part of the permutation contains the nodes of W in the
same order as the permutation of V for S . This is followed by all the nodes in X, all the nodes in Y and all the nodes
in Z. (For each subset X, Y and Z, the nodes in that subset may be listed in an arbitrary order.)
To construct the initial and final configurations of S2, we define a mapping g from the configurations of S to
configurations of S2 as follows. Consider any configuration C of S . For a node v in the node set W , let v′ denote the
corresponding node in V of S . Then, define g(C)(v) = C(v′). For each node x in X ∪ Y , define g(C)(x) = 1. Finally,
for each node z in Z, define g(C)(z) = 0.
Let I and B denote respectively the initial and final configurations of S . The initial and final configurations I2 and
B2 of S2 are given by g(I) and g(B), respectively.
Let FS and FS2 denote the functions computed by S and S2, respectively. The following claim shows that each
step of S is properly simulated by S2.
Claim 4.8. Let C be any configuration of S . Then, g(FS(C)) = FS2(g(C)).
Proof. Consider any configuration C of S . To prove the claim, we establish the following.
(a) For any node w ∈ W , g(FS(C))(w) = FS2(g(C))(w).
(b) For any node x ∈ X ∪ Y , g(FS(C))(x) = FS2(g(C))(x) = 1.
(c) For any node z ∈ Z, g(FS(C))(z) = FS2(g(C))(z) = 0.
To prove (a), consider any node w ∈ W , and let w′ denote the node corresponding to w in S . The permutation for
S2 contains all the nodes of W in the same order as their corresponding nodes in the permutation of S . Moreover, all
the nodes in W appear before any of the nodes in X∪Y ∪Z. For any configuration C of S , the mapping g ensures that
for any node x ∈ X∪Y , g(C)(x) = 1 and that for any node z ∈ Z, g(C)(z) = 0. Let f j be the local transition function
of w′ in S . At the time when w′ is evaluated in S , let k denote the number of inputs to f j that have the value 1. By
the definition of the mapping g, when the local transition function f is evaluated at w, the state value of w is equal
to that of w′, and the state value of each neighbor of w ∈ W is equal to the state value of the node corresponding to
the neighbor in S . For the node w, there are additionally j (Δ + 2) neighbors from X with state value 1. Thus, the
total number of inputs to f that are 1 when w is evaluated is equal to j (Δ+ 2)+ k. Since function f was constructed
so that f (j (Δ + 2) + k) = f j (k), after the transition, the state value of w in S2 is equal to that of w′ in S . Part (a)
follows.
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partner y in Y and the node w in W to which x is adjacent) of the inputs to the function f have value 1 when x is
evaluated. Since the local transition function f satisfies f (2) = f (3) = 1, it follows that the state of node x remains 1
after a transition of S2 from the configuration g(C). For any node y ∈ Y , exactly two of the inputs (i.e., node y and its
partner x in X) to the function f have value 1 when y is evaluated. Since f (2) = 1, it follows that the state of node y
remains 1 after a transition of S2 from the configuration g(C).
To prove (c), note that for any node z ∈ Z, at most one (i.e., either a node in X ∪ Y or a node in W to which z is
adjacent) of the inputs to the function f has value 1 when z is evaluated. Since f (1) = 0, it follows that the state of
node z remains 0 after a transition of S2 from the configuration g(C). This completes the proof of Claim 4.8. 
Claim 4.9. For all t  1, ξ(S2,I2, t) = g(ξ(S,I, t)).
Proof. From Claim 4.8 and induction on t . 
Theorem 4.7 now follows from Claim 4.9. 
We are now ready to complete the proof of Theorem 4.1.
Proof of Theorem 4.1. From Theorem 4.6, the REACHABILITY, t-REACHABILITY and FIXED POINT REACHABIL-
ITY problems are PSPACE-hard, even for (BOOL, SYM)-SDSs in which the maximum node degree Δ, the bandwidth
and the number of distinct local transition functions q are constants. We start with such a (BOOL, SYM)-SDS and
carry out the construction described in the proof of Theorem 4.7. The construction produces an underlying graph
which is Δ′-regular, where Δ′ depends only on Δ and q . Since Δ and q are constants, Δ′ is also a constant. Also note
that the construction replaces each node of the original SDS by a collection of nodes, where the size of the collection
is a function of q and Δ. Again, since q and Δ are constants, the construction replaces each node of the original graph
by a constant number nodes. Moreover, there are no edges between nodes of different sets if there is no edge between
the original nodes they replaced. This ensures that the bandwidth of the new graph is within a constant factor of the
bandwidth of the original graph. Further, the constructed SDS uses the same local transition function at every node.
This completes the proof of Theorem 4.1. 
5. Polynomial time algorithms for (BOOL, THRESH)-SDSs
5.1. Statement of result
In the previous section, we showed that for (BOOL, SYM)-SDSs, the reachability problems are PSPACE-complete.
In contrast, we show in this section that when the local transition functions are both symmetric and monotone, the
reachability problems can be solved in polynomial time. Recall that the class of SDSs over the Boolean domain, where
each local transition function is both symmetric and monotone, coincides with the class of (BOOL, THRESH)-SDSs.
Formally, we prove the following theorem.
Theorem 5.1. Let S = (G,F ,π) be a (BOOL, THRESH)-SDS whose underlying graph G has n nodes and m edges.
From any initial configuration I,S reaches a fixed point after at most (m+n+1)/2 steps. Thus, t-REACHABILITY,
REACHABILITY and FIXED POINT REACHABILITY problems for (BOOL, THRESH)-SDSs can be solved in polyno-
mial time.
The remainder of Section 5 is devoted to a proof of the above theorem. It should be noted that in a (BOOL,
THRESH)-SDS, different nodes may have different threshold values and that some of the local transition functions
may be constant functions. Our proof of Theorem 5.1 uses a potential function argument in conjunction with some
properties of (BOOL, THRESH)-SDSs.
Readers will notice that Lemmas 5.1, 5.2 and 5.3 presented in the subsequent sections directly imply an upper
bound of m on the number of steps needed for a (BOOL, THRESH)-SDS to reach a fixed point. Obviously, this weaker
bound is sufficient to conclude that the reachability problems for (BOOL, THRESH)-SDSs can be solved in polynomial
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for several reasons. First, as mentioned in Section 3.2, the result provides an improvement over the bound that can
be derived from the result for weighted SDSs in [10]. Second, the analysis identifies some properties of (BOOL,
THRESH)-SDSs which may be useful in other contexts. Finally, the improved result provides a better bound on the
maximum length of a transient in (BOOL, THRESH)-SDSs.
5.2. Definitions and preliminary observations
For the remainder of Section 5, S denotes a (BOOL, THRESH)-SDS and G(V,E) denotes its underlying graph.
A node v ∈ V is a constant node if the local transition function fv is a constant function; otherwise, v is a nonconstant
node. We use nc to denote the number of constant nodes in G.
Let T1(v) denote the threshold value required for a node v to become 1. Note that if v is a constant node whose
local transition function has the value 1 (0) for all inputs, then T1(v) = 0 (T1(v) = δv + 2, where δv is the degree of
node v). Recall that sv denotes the state of node v and that fv denotes the local transition function at v. Thus sv = 1
iff at least T1(v) of the inputs to fv are 1; sv is 0 otherwise. Another interpretation of T1(v) is that it is the smallest
integer such that sv must be assigned 1 if T1(v) of the inputs to fv have value 1. Using this analogy, define T0(v) to
be the smallest integer such that sv must be assigned 0 if T0(v) of the inputs to fv have value 0.
Given a (BOOL, THRESH)-SDS S and a configuration C for S , we assign a potential to each node and each edge
in the underlying graph G as discussed below.
The potential P(C, v) of a node v with respect to configuration C is defined as follows:
P(C, v) = T1(v) if C(v) = 1,
= T0(v) if C(v) = 0.
The potential P(C, e) of an edge e = {u,v} with respect to configuration C is defined as follows:
P(C, e) = 1 if e = {u,v} and C(u) = C(v),
= 0 otherwise.
For a configuration C, the potential of S is defined by
P(C,S) =
∑
v∈V
P (C, v) +
∑
e∈E
P (C, e).
The following is an easy consequence of the above definitions.
Observation 5.1. For a constant node v and any configuration C, P(C, v) = 0 if C(v) is equal to the value of the
constant function fv ; P(C, v) = δv + 2 if C(v) is equal to the complement of the value of the constant function fv .
5.3. Bounds on the potential of S
Lemma 5.1. For any configuration C,P (C,S) n− nc.
Proof. By the definition of node potential, for any configuration, each nonconstant node has a potential of at least 1.
Thus, for any configuration C, P(C,S) is at least n− nc, the number of nonconstant nodes in G. 
For any configuration, the potential of each edge is at most 1 and the potential of any node v is at most δv + 2. This
fact can be used to obtain an upper bound of 3m + 2n on the potential of S for any configuration. This upper bound,
however, leads to a result that is weaker than that indicated in Theorem 5.1. To prove that theorem, we first establish
an improved upper bound on the potential of S with respect to a special set of configurations.
Recall that a configuration of S is a Garden of Eden (GE) configuration if it cannot be reached from any other
configuration of S . The following lemma provides an upper bound on the potential of S with respect to any non-GE
configuration.
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Proof. We bound the contributions of the edges and nodes towards P(C,S) separately and sum these bounds to
establish the lemma.
First, consider the contribution of the edges of G towards P(C,S). To do this, we introduce the following notation.
An edge e = {u,v} of G is homogeneous with respect to configuration C if C(u) = C(v); otherwise, edge e is nonho-
mogeneous with respect to C. By the definition of edge potential, only edges that are nonhomogeneous with respect
to C contribute towards P(C,S). Since the contribution of each such edge is 1, the total contribution from all edges
towards P(C,S) is equal to the number of nonhomogeneous edges.
We now estimate the contribution of nodes towards P(C,S). For any node u of S , let γ (C, u) denote the set
of edges {u,v} incident on u such that C(u) = C(v) (i.e., edge {u,v} is nonhomogeneous with respect to C) and v
precedes u in the permutation π of S . Let δ1u denote the number of edges incident on node u that are in γ (C, u) and let
δ2u denote the number of edges incident on node u that are not in γ (C, u). (Thus, δu = δ1u + δ2u.) The following claim
bounds the potential of each node with respect to C.
Claim 5.1. For any node u of G, P(C, u) δu + 1.
Proof. The proof is by contradiction. Suppose P(C, u) > δu + 1, that is, P(C, u) > δ1u + 1 − |γ (C, u)|. Let a denote
C(u). By the definition of node potential, P(C, u) = Ta(u). Thus, Ta(u) > δu + 1 − |γ (C, u)|.
Let C′ be any configuration such that FS(C′) = C. Since C is a non-GE configuration, such a configuration C′ exists.
Consider how C can result from C′ in one step of S . During that step, when fu is evaluated, at least |γ (C, u)| of the
inputs to fu have value b, different from a. (This follows from the definition of γ (C, u).) Thus, at most δu+1−γ (C, u)
of the inputs to fu have value a. However, since Ta(u) > δu + 1 − γ (C, u), function fu cannot evaluate to a at that
stage. In other words, C(u) = a. This contradiction establishes the claim. 
We now continue with the proof of Lemma 5.2. For a constant node v, since C is a non-GE configuration, the state
value of the node is equal to the value of the constant function. So, by Observation 5.1, the potential of each such node
is zero. For each nonconstant node u, we have from the above claim,
P(C, u) δu + 1 − γ (C, u).
Thus, a nonhomogeneous edge can contribute to the node potential of at most one of its endpoints, namely the endpoint
that occurs first in the permutation π , and it will contribute to the potential of this endpoint only if the endpoint is a
nonconstant node.
When we sum up the above inequality over all nonconstant nodes of S , we get an upper bound on the contribution
from the nodes towards P(C,S). From the above discussion, this upper bound is equal to the number of nonconstant
nodes (n − nc), plus two times the sum of the number of nonhomogeneous edges and the homogeneous edges. The
latter quantity is simply twice the total number of edges, which is equal to 2m.
This completes the proof of Lemma 5.2. 
5.4. Decrease in potential due to change of state
We now prove a key lemma that points out that the potential of S decreases whenever one of the nodes changes
state. In stating the lemma, we think of each step of S as consisting of n substeps, where each substep involves the
evaluation of the local transition function at a node and updating the state of that node.
Lemma 5.3. Suppose v is a node of S that undergoes a state change during a step of S . Let C and C′ denote
respectively the configuration of S just prior to the substep and just after the substep in which the state of v changes.
Then, P(C′,S) P(C,S) − 2.
Proof. Let the state of node v change from a to b in the substep under consideration. As part of this substep, when fv
is evaluated, let Na(v) and Nb(v) denote respectively the number of neighbors of v whose state values are a and b.
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may change; the potentials of other nodes and edges of G are unaffected.
Before the change in the state of v, let σ(v) denote the sum of the potential of v and the potentials of the edges
incident on v. Clearly, σ(v) = Ta(v) + Nb(v). Let σ ′(v) denote the sum of the potential of v and the potentials of
the edges incident on v after the change in the state of v. As before, σ ′(v) = Tb(v) + Na(v). Since the state of v
changed from a to b, we have Nb(v)  Tb(v) and Na(v)  Ta(v) − 2. Consequently, σ(v)  Ta(v) + Tb(v) and
σ ′(v)  Ta(v) + Tb(v) − 2. Thus, the decrease in potential due to the change in state of v is σ(v) − σ ′(v)  2.
Lemma 5.3 follows. 
5.5. Directionality of state changes
We now establish a property of (BOOL, THRESH)-SDSs that plays an important role in establishing the bound
stated in Theorem 5.1. Call a step of S unidirectional if there is at least one node whose state changes during that
step, and all state changes that occur during the step are along the same direction (i.e., all state changes are from 0 to
1 or all of them are from 1 to 0). A bidirectional step is one in which there is at least one node whose state changes
from 0 to 1 and at least one node whose state changes from 1 to 0. The following lemma points out a useful property
of (BOOL, THRESH)-SDSs with respect to the directionality of state changes.
Lemma 5.4. Let S be a (BOOL, THRESH)-SDS. If some step of S is unidirectional, then every subsequent step until S
reaches a fixed point is also unidirectional. Moreover, the direction of change in each subsequent unidirectional step
is the same as that of the first unidirectional step.
Proof. The proof is by contradiction. Let C1, C2 and C3 denote three configurations of S such that FS(C1) = C2 and
FS(C2) = C3. Suppose the transition from C1 to C2 is unidirectional, and each state change during that transition was
from a to b. Further, suppose that during the transition from C2 to C3, one or more nodes have a state change in the
other direction, namely from b to a. We obtain a contradiction as follows.
Let v be the first node whose state changes from b to a during the transition from C2 to C3. Let N1a (v) and N2a (v)
denote the number of neighbors of v whose value was a when fv was evaluated during the transition from C1 to C2
and that from C2 to C3, respectively. Since C1(v) = b, we have N1a (v) < Ta(v). During the transition from C2 to C3,
the states of all the nodes that precede v in the permutation π either remained unchanged or changed from a to b.
Therefore, N2a (v)  N1a (v). Consequently, N2a (v) < Ta(v). In other words, the state of v cannot change to a during
the transition from C2 to C3. This contradiction completes the proof of Lemma 5.4. 
5.6. Putting it all together
We are now ready to complete the proof of the main result of Section 5.
Proof of Theorem 5.1. Let S start from some configuration I . If I is itself a fixed point, then S reaches the fixed
point in at most one step and the result is trivial.
So, assume that I is not a fixed point. Let C be the configuration such that FS(I) = C. Now, C is a non-GE
configuration. Thus, by Lemma 5.2, P(C,S)  2m + n − nc. Further, from Lemma 5.1, for any configuration C′,
P(C′,S) n−nc. Therefore, after the initial step (which produced configuration C), the total decrease in potential of
S until reaching a fixed point is at most 2m.
By Lemma 5.4, all the bidirectional steps occur together at the beginning and these are followed by unidirectional
steps. Let τ1 and τ2 denote respectively the number of unidirectional and bidirectional steps after the initial step until
S reaches a fixed point. Thus, the total number of steps, including the initial step, is 1 + τ1 + τ2. We can bound this
quantity as follows.
Claim 5.2.
(1) τ1  n− 1 and
(2) τ2  (m− τ1)/2.
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tional. During the initial step, at least one node reaches its final value. Therefore, at most n − 1 nodes change states
during the τ1 unidirectional steps. The claim follows.
Now, suppose the initial step is bidirectional. By Lemma 5.4, all bidirectional steps occur together and these are
followed by unidirectional steps. After the last bidirectional step, at least one node would have reached its final value.
Therefore, as in the previous case, τ1  n− 1.
Part (2). By Lemma 5.3, in each unidirectional step, the potential of S decreases by at least 2, and in each bidi-
rectional step, the potential decreases by at least 4. As argued above, the total decrease in potential of S after the
initial step is at most 2m. Therefore, 4 τ2 + 2 τ1  2m. Simplifying this and noting that τ2 is an integer, the claim
follows. 
We now continue with the proof of Theorem 5.1.
Total number of steps = 1 + τ1 + τ2
 1 + τ1 +
⌊
(m− τ1)/2
⌋ (
from Claim 5.2(2))
= 1 + ⌊(m+ τ1)/2
⌋
= 1 + ⌊(m+ n− 1)/2⌋ (from Claim 5.2(1))
= ⌊(m + n+ 1)/2⌋.
This completes the proof of the theorem. 
Remarks.
1. Theorem 5.1 points out an interesting difference between CA and SDSs. It is easy to construct a CA which does
not reach a fixed point even though each local transition function is a k-simple-threshold function. For example,
consider a CA whose underlying graph is a k-regular bipartite graph G(V ∪ U,E), with |U | = |V | = n. Each
node in V is adjacent to k neighbors in U and vice versa. Initially, we assign nodes in V the value 1 and nodes in
U the value 0. It can be seen that the system oscillates between the two configurations (0n1n) and (1n0n); thus, it
does not reach a fixed point. In contrast, by Theorem 5.1, every (BOOL, THRESH)-SDS has a fixed point.
2. From the proof of Theorem 5.1, it can also be seen that starting from any initial configuration, a (BOOL, THRESH)-
SDS reaches a fixed point regardless of the order in which the node states are updated. As a matter of fact, a fixed
point will be reached even if the order of updates is changed in every iteration. Moreover, the order of updates
need not even be given by a permutation. As long as each node updates its state at least once in a polynomially
long sequence of state updates, a (BOOL, THRESH)-SDS will reach a fixed point within a polynomial number of
steps. We refer the reader to [34] for related work.
3. Theorem 5.1 also shows that for (BOOL, THRESH)-SDSs, the length of any transient is at most (m+ n+ 1)/2.
6. Implications for other computational models
We briefly outline how the proof techniques used in this paper can be used to yield lower (and upper) bounds on
the complexity of reachability problems for other computational models of discrete dynamical systems.
6.1. Cellular automata and systolic networks
Bandwidth-bounded regular SDSs and SyDSs can be viewed as simple extensions of 1D-CA. To see this, notice
that given a SyDS (or an SDS) whose underlying graph is regular and has a bandwidth of at most b, one can directly
construct a 1D-CA with radius b, with the additional condition that a cell x of the 1D-CA may ignore the state
values of some of the nodes within a distance of b from x. For this reason, we refer to SyDSs (and SDSs) whose
underlying graphs are regular and bandwidth-bounded as generalized 1D-CA. SyDSs can also be equivalently viewed
as systolic networks whose underlying graphs are undirected [17,37]. Under this view, Theorem 4.7 shows that various
reachability problems for generalized 1D-CA and systolic networks over the Boolean domain are PSPACE-hard.
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Gordon [28], affirmatively answering an open question of Wolfram, showed that totalistic 1D-CA are computationally
universal. Albert, Culik and Karhumäki [1,17] strengthened this result and showed that every semi-regular systolic
network can be simulated by a semi-totalistic systolic network and that every regular systolic network can be simulated
by a regular totalistic systolic network.7 The results here extend the earlier results as follows:
• Combining the results in Theorems 4.2 through 4.7, we get that every semi-regular (FIN, NONE)-SyDS can
be simulated by a semi-regular (BOOL, SYM)-SyDS and that every degree-bounded semi-regular (FIN, NONE)-
SyDS can be simulated by a regular degree-bounded (BOOL, SYM)-SDS. Furthermore, the construction preserves
the bandwidth of the underlying graph to within a constant factor. By noting that each Boolean symmetric function
is also a Boolean totalistic function, we get analogous simulation results for SyDS and SDS with Boolean totalistic
local transition functions.
Theorems 4.2 through 4.7 also show how one class of SDSs can be simulated by a simpler class of SDSs.
PSPACE-hardness (or in general computational universality) results for such SDSs follow as direct corollar-
ies. As discussed in [1,17], these simulation results are stronger than merely showing PSPACE-hardness. The
constructions given as part of the simulation results can be viewed as local compilers that transform one type of
SDS to a simpler kind of SDS in such a way that relevant features of the phase space of the original SDS are
captured appropriately in the phase space of the simpler SDS.
Although obtaining PSPACE-hardness results for generalized 1D-CA is intuitively easier, proving simulation
results between their variants appears to be harder (see [1,17]). One reason for this difficulty is that unlike 1D-
CA, SyDS and SDS allow arbitrary graph topology; this makes it harder to distinguish between the state values
of a node’s neighbors. In contrast, each vertex of a 1D-CA has a well defined left and right neighbor. This makes
it easier to construct totalistic local functions that can effectively distinguish between left and right values.
• Note that Theorem 4.7 yields PSPACE-hardness for generalized 1D-CA even for Boolean domain and Boolean
local transition functions. The results in [17,28] increase the domain size while keeping the underlying topology
unchanged. For instance, Gordon [28] shows the existence of a computationally universal 1D-CA with radius
1 and a domain size of approximately 9000. In contrast, our simulations decrease the domain size to 2 while
keeping the maximum node degree and the bandwidth of the graph bounded by a constant. As discussed in Gordon
[28], such a trade-off between domain size and degree (i.e., neighborhood size) appears to be necessary. Gordon
conjectures a lower bound of Ω(m3n) on the domain size of a 1D-CA to simulate a Turing machine with m tape
symbols and n states. Using Minsky’s result on the existence of a universal Turing machine with m = 4 and n = 7
(and treating the constant hidden by the Ω notation as 1), the we get a lower bound of 448 on the domain size of a
1D-CA8. In contrast, Conway’s game of life (see [25]) demonstrates the existence of a computationally universal
regular 2D-CA with Boolean semi-totalistic local transitions function on Moore neighborhood. However, such a
2D-CA does not have bounded bandwidth, since the bandwidth of the n× n grid is Ω(√n ).
In view of the above discussion, we conjecture that the lower bound on the domain size is a function of (i) the size
of the maximum range of local transition functions (ii) the bandwidth (or treewidth) of the underlying graph, (iii) the
number of distinct local functions and (iv) the maximum degree of any node.
6.2. Concurrent transition systems (CTSs)
Concurrent transition systems have been widely studied as formal models of concurrent processes. They have been
used to specify communication protocols and concurrent programs in the context of distributed computing. As a result,
a number of models for such systems have been proposed in the literature. These models were proposed for different
applications and hence are not always equivalent. See [2,16,26,32,33,42,56] for additional details.
7 A systolic network is regular if every node executes the same local function and is semi-regular if there are finitely many types of different
types of local functions.
8 Strictly speaking, Minsky’s results hold for Universal Turing machines. Nevertheless, similar results can be obtained for Turing machines that
are universal for a specific complexity class.
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[16,26,49] or via action symbols [51,55]. Our PSPACE-hard lower bounds apply to both these models as follows:
1. Boolean symmetric (totalistic) functions can be represented easily as finite state machines (FSMs). Such machines
count the number of 1’s in the input. The FSM corresponding to each node of an SDS consists of two parts, namely
a control part and a part simulating the symmetric function.
2. Sequential update of the nodes of an SDS can be simulated by using n distinct (one for each machine) action
symbols that in effect imply that each FSM is updated in the order determined from the ordering used for the
given SDS. When dealing with explicit channels, this can be done by initializing all the FIFO I/O channels and
using the control part to make sure that each machine corresponding to a symmetric function makes a transition
only after all its inputs have been received. At that point, the transition simply consists of counting how many
inputs are 1 and how many of them are 0. After this, the machine posts the result of evaluating the function on
each of the output channels.
The remaining details of the simulation are fairly straightforward. Our results for Boolean symmetric regular SDSs
show the PSPACE-hardness of reachability problems for a homogeneous collection of extremely simple individual
automata under a simple model of concurrency. Furthermore the underlying graphs are of bounded degree. This points
out that a bounded amount of concurrency is sufficient to yield computational intractability for reachability problems
for CFSMs. Thus, our results extend some of the earlier results in [51,55] on the complexity reachability problems for
communicating finite state processes.
Given the close correspondence between SDS, CA and CTS models, one can expect that many of the hardness
results proved in this paper can be used to prove analogous hardness results for state executability problems for CTSs.
Our results for SDSs suggest that it may be possible to characterize the complexity of state executability problems for
CTSs in terms of (i) the power of individual automata, (ii) the size of the alphabet for encoding messages, (iii) the
inter-connection topology and (iv) the method of communication (e.g., channels, action symbols).
6.3. Discrete Hopfield networks
In general, a discrete recurrent neural network consists of a directed graph with a state value from the domain
{+1,−1} for each node, a threshold for each node and a weight for each directed edge. The weights may not be sym-
metric; that is, the weights of directed edges (x, y) and (y, x) may be different. Both parallel and sequential updates
of node states have been considered in the context of such networks. Hopfield networks are a special case where the
edges are undirected, or equivalently, the edge weights are symmetric. The next state of a node v is determined by a
function of its current state, the states of the neighbors which have an edge from v, the weights of those edges, and the
threshold of v. Reachability problems for discrete Hopfield networks are known to be PSPACE-complete under the
parallel state update model [23]. (BOOL, THRESH)-SDSs are a special type of Hopfield networks with unit weights
on some edges and zero weights on the other edges. To our knowledge, researchers have not considered the effect of
network topology on the complexity of reachability problems for Hopfield networks. Our polynomial time results for
such systems (Section 5) immediately imply analogous polynomial time results for Hopfield networks. Similar results
on the convergence of Hopfield networks have also been obtained by [21,23].
7. Concluding remarks
As mentioned earlier, the study of SDSs is motivated by their usefulness in modeling socio-technical systems. To
model more complex simulation systems, some enhancements to the basic SDS model are necessary. We conclude by
mentioning some such enhancements. First, in some simulations, the underlying graph is not static; it varies over time.
As an example, consider a system for simulating traffic, where each car is represented by a node of an appropriate
SDS. The interaction neighborhood of a car changes as it changes lanes or turns onto a different road. Second, local
transition functions are often stochastic rather than deterministic. For example, again considering a traffic simulation
system, when a car in front of a driver slows down, the driver may make a stochastic choice between changing
lanes and slowing down. Finally, it is often the case that large simulations are constructed by composing smaller
heterogeneous simulations. Such coupled (or composed) simulation systems involve varying time scales in addition
1344 C.L. Barrett et al. / Journal of Computer and System Sciences 72 (2006) 1317–1345to time varying graphs and stochastic local transition functions. A computational study of such extended versions of
SDSs will be helpful in obtaining an understanding of the issues that arise in modeling complex simulation systems.
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