ABSTRACT. Response surface methods refer to a set of experimental design and analysis methods to study the effect of quantitative treatments on a response of interest. In theory, these methods have a broad range of applicability. While they have gained widespread acceptance and application in manufacturing and quality improvement research, they have never caught on in the agricultural sciences. We propose that this is because there has not been specifi c research demonstrating their usage. In this paper, two 3 4 factorial experiments were performed using 100 poinsettia plants Research in the area of plant nutrition is time consuming and expensive. Yet it is important work and still in demand by commercial growers. However, universities, a major source of research in plant nutrition, now expect faculty to acquire large grants and then use that as a measure of the scientistʼs success. Unfortunately, large grants for basic or applied research on the nutrition of horticultural crops are limited and universities, generally, are faced with static or declining budgets. So, the question we asked is how can plant nutrition researchers still attack research problems with limited funds? The answer is by planning and working smarter, not harder, by focusing on a limited number of treatments rather than all possible combinations. A knowledgeable use of statistics can allow us to do this.
Research in the area of plant nutrition is time consuming and expensive. Yet it is important work and still in demand by commercial growers. However, universities, a major source of research in plant nutrition, now expect faculty to acquire large grants and then use that as a measure of the scientistʼs success. Unfortunately, large grants for basic or applied research on the nutrition of horticultural crops are limited and universities, generally, are faced with static or declining budgets. So, the question we asked is how can plant nutrition researchers still attack research problems with limited funds? The answer is by planning and working smarter, not harder, by focusing on a limited number of treatments rather than all possible combinations. A knowledgeable use of statistics can allow us to do this.
Historically, plant nutrient research has been a stimulus for innovation in the design and analysis of experiments. Mitscherlich (1909) derived nonlinear functions relating plant response to fertilizer N. Gompertz (1825) developed nonlinear functions that were adapted in the early 1900s for use in plant nutrition research. Myers (1990) describes applications of the Gompertz and Mitscherlich models. R.A. Fisher introduced analysis of variance to the scientifi c world via an experiment to assess the effect of manure levels on different potato cultivars (Fisher and Mackenzie, 1923) . Plackett and Burman (1946) wrote a seminal paper on optimal designs for multifactor experiments. Box and Wilson (1951) developed the central composite design. Box (1954) continued developmental work and Box and Lucas (1959) wrote what is still the standard paper on design of experiments for nonlinear response functions.
Beginning with World War II, manufacturing and quality improvement concerns began to provide much of the impetus for design and analysis innovation, with emphasis on obtaining information about complex input-response relationships as effi ciently as possible. Box and Hunter (1957) established general principles for response surface design construction. The next two decades saw a proliferation of developments in response surface methodology. The major developments include the following. Box and Behnken (1960) developed a well-known class of response surface designs. Hunter (1961a, 1961b) developed fractional factorials. Draper (1960, rotatable designs) and Lucas (1974, composite designs) also made major contributions. With so many design options proposed, papers such as Littell and Mott (1974) , Lucas (1976) , and Hunter (1985) helped guide researchers in selecting an appropriate design. The Littell and Mott paper is less known, but noteworthy because it discussed computer-aided design selection for agronomic experiments at a time when response surface methods had virtually disappeared from the plant sciences. Myers et al. (1989) wrote an excellent survey of the development of response surface methodology over the 1960s through 1980s. Texts such as Cornell and Khuri (1996) and Myers and Montgomery (2002) provided comprehensive treatment of response surface design and analysis.
The basic idea of response surface methodology can best be understood in two parts, one involving analysis, the other involving design. The goal in response surface analysis is to characterize a response as a function of several quantitative inputs or treatments. While these quantitative inputs represent a factorial arrangement of treatments, response surface designs do not use all treatment combinations. The goal of response surface design is to estimate this function using as few observations as possible. Therefore, only those treatment combinations required to characterize the treatment-response relationship are observed and, of those, only certain treatment combinations, strategically selected to obtain adequate precision, are replicated. Although manufacturing problems use, for example, tensile strength of a metal as the response and temperature, heating time, and alloy composition as treatment factors, the mathematical principles of the problem are identical to characterizing plant response as a function of various nutrient inputs. Mead and Pike (1975) wrote a review article on response surface applications in the biological sciences, including the plant sciences. They observed that agricultural researchers had generally been slow to adopt, or in many disciplines had not adopted at all, response surface methods despite the fact that they appear to be ideally suited for a wide variety of agricultural research problems, including plant nutrition. With few exceptions, this is still the case today. However, the needs of research, the capacity of modern computers, and perhaps most importantly, new budget realities, have combined to compel plant scientists to take a fresh look at these methods.
Perhaps the most important factors limiting the use of response surface methods for plant nutrition research are: 1) the most common methods assume treatment-response relationships that are inadequate to characterize typical plant nutrient-response systems, and 2) the methods assume that researchers can conduct a series of several small experiments over a period of days or weeks to model more complex systems. Specifi cally, standard response surface methods assume that responses can be modeled by second order polynomial regression (described in detail in Materials and Methods). Landes et al. (2000) using data from Macz (1997) demonstrated that nonlinear models provided descriptions of commonly occurring response-treatment relationships that were superior to second-order polynomial models. Olson et al. (2001) compared various approaches that suggested possible adaptations of response surface methods suitable for plant nutrition research.
In the late 20 th century, applied research in areas such as plant nutrition has received reduced funding, but scientist interest remains strong (Paparozzi, 2003) . In the future, as formula funding for land grant universities continues to be converted to competitive grants and costs for plant and soil analyses continue to rise, plant nutritionists will need to become more entrepreneurial in conducting and managing experiments. In this paper, we present our research focusing on reducing costs for plant nutrition experiments by utilizing a minimally replicated response surface design with a novel method of analysis. This design and analysis allows plant nutritionists to survey multiple factors (like different nutrient elements) at multiple levels (rates of application) in order to determine which interactions would merit smaller, fully replicated experiments.
Thus, the objectives of this research were to: 1) devise an improved statistical tool to look at the maximum number of factors with the minimum number of experimental units. In these experiments we look at four factors (N, S, Fe, Mn) simultaneously, each at three levels, using 100 plants. In this research, we use an experiment with four factors (N, S, Fe, Mn) to explore ways to achieve this objective.
2) use this tool to understand what is happening in plants when multiple factors are changing.
3) demonstrate the usefulness of this tool and show how plant scientists can use it to improve the accuracy and effi ciency of their research.
Materials and Methods
Recalling that response surface methods involve an analysis and a design component, our objectives required conducting a multi-factor experiment (in this case, a 3 4 factorial). The data were then used to identify factorial effects that would need to be estimated by a response surface model. Then we compared models for their suitability. Figure 1 illustrates the main idea. Figure 1A plots data for a representative response variable as a function of the amount of N and S applied for a given Fe × Mn combination. Note that a full plot of the data would require nine such plots, one for each Fe × Mn combination-only one is shown here. Figure 1B plots predicted values from a response surface model involving N, S, Fe, and Mn levels (in this case the Hoerl function described below). If the model that produces Fig. 1B provides a plausible representation of the data in Fig. 1A , then it is a suitable response surface model. Regression functions, including the Hoerl, can be estimated accurately using substantially fewer treatment combinations than would be required in a full factorial. Thus, identifying suitable regression models gives us the tool we are seeking in objective 1 and we can use it to address objectives 2 and 3. This is the principle underlying the materials and methods of this research.
GREENHOUSE EXPERIMENTS. Unrooted terminal cuttings of Eckespoint ʻFreedom Redʼ poinsettia (Paul Ecke Poinsettias, Encinitas, Calif.) were dipped into Hormodin 1 rooting powder (Merck & Co., Rahway, N.J.), stuck in Oasis wedge strips (Smithers-Oasis, Kent, Ohio), and rooted under intermittent mist. Once well rooted (by 5 weeks), cuttings were planted in 15-cm-diameter azalea pots containing 1 peat : 1 perlite : 1 vermiculite (by volume) medium amended with calcium carbonate Grid Lime (Reimers-Kaufman Concrete Products Co., Lincoln, Nebr.) to lower pH to 6.0.
Plants were grown in Lincoln, Nebr., (lat. 41°N) in an acrylic glass-covered greenhouse at 20-30 °C (max day/night). Shade cloth covered the roof exterior the last six weeks of each experiment. Plants received a 4-h night interruption (22:00 to 2:00) using 100-W incandescent bulbs. Plants were grown for 45 d and then pinched. Two experiments were run for 8 weeks beyond pinch.
The experiments were conducted between February and May/ June of 1998 and 1999. Treatment design was a 3 4 factorial for a total of 81 treatment combinations. Three levels of four nutrients were applied: 50, 125, or 200 mg·L -1 N in combination with 0, 12.5, or 25 mg·L -1 S; 0, 1.375, or 3 mg·L -1 Fe; and 0, 0.77, or 1.5 mg·L -1 Mn (Conley et al., 2002) . The low, intermediate, and high levels of each factor were selected because they represent defi cient, mid and suffi cient levels, respectively. Seventeen of the treatment combinations (Table 1) , crucial for obtaining required precision and representing critical statistical markers, were replicated. The center point (125 N, 12.5 S, 1.375 Fe, 0.77 Mn) was replicated four times, the other 16 twice. Four benches in total were used. For the ease of visual comparison, the center point treatment combination was placed at the center of each bench. The replicates of the 16 treatment combinations were placed at random on Bench 4 only. All other treatment combinations (28 per bench) were assigned at random to the remaining spaces on the other three benches. There were a total of 100 experimental units (pots) per experiment.
Nutrient solutions for macronutrients were prepared from ammonium nitrate (NH 4 Table 2 ). The pH of nutrient solutions was adjusted to 6.0 using sodium hydroxide (NaOH) or hydrochloric acid (HCl). The percent of ammonium nitrate (NH 4 -NO 3 ) was 20% in all treatments. Solutions of micronutrients were prepared from boric acid (H 3 BO 3 ), sodium molybdate (Na 2 MoO 4 •2H 2 O), and chelated copper, iron, manganese, and zinc EDTA (Table 3) .
For both experiments, nutrients supplied (in mg·L -1 ) were 72 Ca, 50 Mg, 60 P, 311 K, 0-214 Cl, 0.138 Cu, 0.138 Mo, 0.233 Zn, except for B, which was supplied at 0.275 in Expt. 1 and 0.55 in Expt. 2. Supplemental molybdenum (10 mg·L -1 ) was applied as a drench 15 d after pinch in Expt. 1. At watering, each pot received 200 mL solution. Every three nutrient solution applications were alternated with a calcium nitrate solution application. For the 17 treatment combinations that were replicated, when one pot of a treatment needed watering, its replication(s) was also watered.
At harvest, each plant was separated into four samples: newly expanding leaves for S analysis, the next leaf whorl down for all other nutrients, the stem and remaining leaves, and roots. Leaf samples were air dried and ground to pass a 40-mesh screen using a Wiley mill. All nutrient analyses were done by MDS Harris Laboratories (Lincoln, Nebr.). Total N was digested using the micro Kjeldahl method, and ammonium was colorimetrically determined using the salicylate-nitroprusside procedure. Chloride was extracted with 2% acetic acid; Cl was determined colorimetrically with the mercury (II) thiocyanate method. All other elements were digested according to Huang and Schulte (1985) and analyzed using a Perkin Elmer Optima 4300 ICP (Norwalk, Conn.).
Data were analyzed using three methods, analysis of variance (ANOVA), second-order polynomial regression, and regression using the Hoerl model. These are briefl y described as follows. ANOVA was used to compute main effects of N, S, Mn, and Fe, and all possible two-, three-, and four-way interactions. While ANOVA gives an overall summary of the factor effects, it provides no details about the nature of the factor effects and is prone to loss of information, especially about multi-way interactions because of the increasing degrees of freedom associated with these effects (Snedecor and Cochran, 1989) . Regression methods address both shortcomings. The regression approach most widely used in response surface methodology is second-order polynomial regression, described in most statistical methods texts. The regression component of the model for this research, i.e., the component that describes effect of factor levels on the response, not including random error, is where y denotes the response variable.
The second-order polynomial model accounts for linear and quadratic main effects and all two-way interactions involving linear nutrient effects. All other interaction effects are assumed to be negligible. This is essentially a statistical expression of the second-order Taylor-series expansion. Because this expansion does provide a good approximation to many input-response relationships, it is the standard model for response surface methodology. One example of a predicted four-factor response surface generated using the Hoerl Model, which fi ts the above data. This plot shows observed Cu concentration for each N × S treatment combination at one Fe × Mn (Fe = 3, Mn = 0) treatment combination.
However, the approximation does not always work well. Landes et al. (2000) discussed the specifi c shortcomings with respect to plant nutrition. An alternative is the Hoerl model. As described in Daniel and Wood (1980) , the Hoerl is a nonlinear model used to predict exponential decay and exponential growth. It has a linearized form, which we used in this research:
That is, the model accounts for all linear main effects and interactions, all nonlinear main effects (through the log of the factor level applied) and all interactions composed of the nonlinear (log level) factor effects. This accounts for the fact that nutrient-response relationships are typically nonlinear, but not smooth enough to be captured accurately by quadratic regression, and interactions are often more complex than two-way, linear-by-linear effects. Note that the polynomial regression model could also be expanded to account for higher-order interactions analogous to those in the Hoerl model. In the polynomial model, quadratic terms appear in place of the log terms used in the Hoerl model. This was tried and abandoned because the quadratic terms assume a parabola, whereas the log terms assume a response profi le more characteristic of dose-response relationships in plant science.
For each regression model, the regression coeffi cients were estimated, predicted values were computed for each model and compared to the observed responses for each treatment combination. Lack of fi t was assessed in three ways. First, residuals (observed minus predicted value) for each treatment combination, and Studentized residuals (residual divided by its standard error) were computed. Residuals were evaluated with particular attention to those discrepancies that would lead to qualitative changes in conclusions, e.g., would the elemental concentration of the plant be falsely diagnosed as critical or toxic. Second, the R 2 value (percent of variation accounted for by each model) and the adjusted R 2 (to account for differences in the number of parameters of each model) were determined. Finally, higher-order interactions not included in the respective models were tested to see if there were signifi cant effects not accounted for by the terms in the models. For example, the second-order polynomial model contains two-way interaction terms between linear effects. This leaves 3 df per factor pair for two-way interactions more Table 1 . Two poinsettia experiments were conducted with three levels (defi cient, mid-level, and suffi cient) of each of four nutrient factors (N, S, Fe, Mn 
were tested. Similarly, effects not modeled by the Hoerl were also tested. SAS [version 9.1 (SAS Institute, 2002) ] PROC GLM, MIXED, and REG were used to compute the analyses, GLM to compute R 2 predicted values and residuals, MIXED for the ANOVA and regression estimates, and REG for adjusted R 2 . Procedures were used for each purpose listed mainly because of the relative convenience of the output.
Results
The results will be discussed in three parts. First, there will be a comparison of the different methods of analysis. This discussion will focus on the classical quadratic regression response and the Hoerl model regression response because, as expected, ANOVA gives very little information about higher order interactions. The second part will be devoted to looking at the actual nutrient element values of the leaves and the values predicted by each model in comparison to published standards of defi ciency, suffi ciency and toxicity. The third section will evaluate the relationship of the visual symptomology of yellowing to the actual and predicted nutrient element concentration in the leaves.
COMPARISON OF THE THREE METHODS OF ANALYSIS. Full ANOVA alone gives very little information about higher order interactions. This is consistent with warnings in standard statistics texts (e.g., Snedecor and Cochran, 1989) who caution that interpretation of these tests is likely to be misleading because of a masking effect 
NS as the number of numerator degrees of freedom in the F statistic increases. For example, the Hoerl has 2 df for four-way interaction: linear N × S × Fe × Mn and log(N) × log(S) × log(Fe) × log(Mn). The 3 4 factorial has 16 df total for four-way interaction. The remaining 14 df typically represent noise, their sums of squares are correspondingly negligible, and in the F test they average out the potentially informative 2 df. For this reason, the full ANOVA is not discussed again in this paper. When data were analyzed by the classical regression model, only P, K, and Mn had a lack-of-fi t that was not signifi cant (Table  4) . Thus, the model adequately characterized the effect of the treatments on these three response variables. All other elements showed a signifi cant lack-of-fi t. Since the lack-of-fi t term contains potentially important interactions among N, S, Fe, and Mn not identifi able by this model, this means that this model failed to detect important interaction effects. Of greatest concern are the instances, such as occurred with N, S (Expt. 2), and Cl, where the model had a high R 2 (above 80%) and showed lack-of-fi t, failing to detect key higher-order interactions among N, S, Fe, and Mn. Researchers often look for a high R 2 as an indicator that the model used in the analysis is providing an accurate assessment of treatment effects.
When data were analyzed by the Hoerl model, P, K, Ca, S (top leaves), and Cu showed no signifi cant lack-of-fi t. Thus, the model accounted for the effect of the treatments on these response variables (Table 5 ). The Hoerl model accounted for more interactions for N than the classical regression model (ca. 35% more). Also, in the case of the response variables Fe, Mg, Mo, Cl, and Al, the Hoerl model accounted for more interactions than the classical regression model. For Mn, B, S (bottom leaves), Zn, and Si either model worked. The Hoerl model always had a higher R 2 than the 2 nd order polynomial, as it must because it has more parameters. The adjusted R 2 was typically also higher for the Hoerl model particularly for Expt. 2, despite the additional parameters, except where the additional interaction modeled by the Hoerl was negligible.
ACTUAL ELEMENT CONCENTRATION VERSUS PREDICTED. Not all statistically signifi cant effects are biologically signifi cant. Thus, when an interaction is deemed statistically signifi cant, one must verify its relevance by identifying a biological explanation. We imposed biological signifi cance on both regression models in two different ways. First, we used different categories of nutrient suffi ciency as described in the literature, i.e., defi cient/critical, adequate, high/toxic levels (Table 6 ). This method of statistical comparison of the real measured value (the data) vs. the value predicted by the model allowed us to determine how good each model was at predicting biological signifi cance. In this research any value that did not fall directly in the normal range was Table 5 . Two poinsettia experiments were conducted with three levels (defi cient, mid-level, and suffi cient) of each of four nutrient factors (N, S, Fe, Mn). The following identifi ed as either defi cient/critical or high/toxic. For example, if a value of N was analyzed or predicted to be 3.99999, it was determined to be defi cient/critical. The second method was to select a residual criterion. The residual criterion is a subjective value which describes the magnitude of discrepancy between data observed and values predicted from the model the researcher is willing to accept. In this research the residual criterion was selected based on the published values for the analysis of mineral nutrients in poinsettias (see Table 6 taken from Ecke et al., 1990) . For example, when the difference between the actual N concentration in the leaf and the amount predicted by the two models was greater than or equal to 0.20% or 2000 mg·kg -1 , the treatment was counted as either overestimated or underestimated. This is shown for the classical regression model and the Hoerl model in Table 7 . This count was taken regardless of where the number fell in terms of defi cient/critical, normal or high/toxic levels. In Table 7 , the column labeled "Interpretation Affected" accounts for the number of treatments that were both over/underestimated and fell out of the proper range for biological interpretation and thus, would mean that the value predicted by the model would be interpreted incorrectly by the researcher. For example, if a N predicted value was 3.79% and the actual analysis value was 4.01, this would be scored as "Interpretation Affected" as the researcher would identify that the nutrient was in the defi cient/critical level rather than the normal level.
Using these very strict criteria, the classical response surface model generated better predicted values for K and Cl. The Hoerl model generated better predicted values for S (both top and bottom leaf samples), B, Cu, Fe, Mn, Mo, and Zn. The values predicted by the Hoerl model for N, P Ca, and Mg were comparable to those generated by the classical response surface model.
THE RELATIONSHIP OF VISUAL SYMPTOMS AND ACTUAL NUTRIENT CONCENTRATION IN LEAVES.
Visual symptoms are often the only indicator a scientist or grower has to identify nutrient problems. We were curious to see if leaf yellowing was a good indicator of nutrient defi ciency in cases where three or four elements were simultaneously defi cient (Fig. 2) . We were also curious to see how and if this was related to the signifi cant interactions detected by each model as well as the analytically measured elemental concentrations.
ACTUAL NUTRIENT LEAF CONCENTRATIONS FROM EXPT. 2. Nitrogen leaf concentrations ranged from defi cient through normal, as expected. Leaves from treatments containing 50 mg·L -1 N and any level of S, Fe, or Mn were defi cient in N (Fig. 2) . These plants had yellow leaves and a pronounced reddening of the veins. The fertilizer treatment of 125 mg·L -1 N, 0 S, and any level of Fe or Mn also produced N defi ciency in terms of actual leaf concentrations and somewhat in terms of visual symptomology. Interestingly, plants displayed a lighter overall green color when Fe or Mn were defi cient, but did not reliably have an interveinal appearance to the chlorosis. Any plant fertilized with 200 mg·L -1 N and either 12.5 or 25 mg·L -1 S had a normal leaf N concentration. All other treatments varied between defi cient to normal with no easily discernible trend.
Sulfur leaf concentrations also ranged from defi cient to normal levels. As expected, any plants receiving 0 S and any level of N, Fe, or Mn were defi cient in S and had typical visual S defi ciency symptoms. Plants fertilized with 50 mg·L -1 N and either 12.5 or 25 mg·L -1 S regardless of Fe or Mn level had S leaf concentrations in the critical range. These plants appeared yellow and sometimes interveinal chlorosis appeared. Plants fertilized with 200 mg·L -1 N and either 12.5 or 25 mg·L -1 S regardless of Fe or Mn had normal leaf S concentrations. Visually, most of these plants were very green. All other treatments varied between critical and normal with no easily discernible trend.
Phosphorous leaf concentrations ranged between normal (21 plants: 4.9-6.0 g·kg -1 ) and high levels (29 plants: 6.1-8.3 g·kg -1 ). P leaf concentrations appeared to increase as N application rates increased such that at 50 mg·L -1 N, 21 of 33 plants had high P leaf concentrations and at 200 mg·L -1 all 33 plants had high levels of P. Visual symptoms were not noted and while in most cases P tended to be high when one or more elements were defi cient, there was no consistent pattern.
Potassium leaf concentrations were predominantly in the normal range (91 plants). Nine plants had high/toxic leaf K concentrations (35.1-45.9 g·kg -1 ).
Calcium concentrations fell between 4.0 and 9.4 g·kg -1 and thus, in all plants were at defi cient/critical levels. However, related visual symptoms were not detected.
Magnesium leaf concentrations were in the normal range for all treatment combinations.
The majority of leaf Cu and B concentrations also fell in the normal range (98 plants B; 99 plants Cu).
Iron leaf concentrations ranged between critical and normal levels despite the 0 Fe rates. There were no easily discernible trends in the data. Visually, when Fe was defi cient and all other elements were at full strength, interveinal chlorosis was slight and only in the very youngest leaves.
Manganese leaf concentrations ranged between defi cient and normal levels, as expected. Here again there were no easily discernible trends in the data. Visually, when Mn was defi cient and all other elements were at full strength, interveinal chlorosis was slight and only in the very youngest leaves.
Molybdenum leaf concentrations ranged from defi cient (eight plants: 0.3-0.9 mg·kg -1 ) to over normal (toxic level unknown). Table 6 . Two poinsettia experiments were conducted with three levels (defi cient, mid-level, and suffi cient) of each of four nutrient factors (N, S, Fe, Mn) . Listed below are the critical, normal, and toxic levels of nutrients (minerals) that were used for assigning biological signifi cance in the two models (from Ecke et al., 1990 Chlorine leaf concentrations ranged from normal (62 plants) through high/toxic (36 plants) levels. This data appeared somewhat to follow Cl fertilizer concentrations as all 26 treatments receiving low N and 3.5 mM or greater of Cl showed high leaf Cl concentrations. However, 10 treatments which received 2.8 mM Cl or less also showed high Cl leaf concentrations. All plants receiving 0 mM Cl still had between 2.3 and 3.6 g·kg -1 Cl. No visual symptoms of chlorine toxicity such as burning of leaf tips or margins, bronzing or abscission were recorded.
Discussion
The Hoerl model demonstrated better ability to detect biologically relevant interactions. As the data from the two experiments in this paper show, complex interactions, both nonlinear two-way and three-and four-way interactions affecting micronutrients do occur among plant nutrient treatments. These interactions were accurately characterized by the Hoerl model, but cannot be detected by the second-order polynomial regression model. As a result, they would be overlooked using classical response surface design and analysis. It is essential that plant nutrition researchers use design and analysis methods capable of measuring the impact of multi-treatment systems as that is how plants are commercially grown.
The Hoerl model in particular lends itself to useful adaptations of response surface designs that keep the required size of the experiment within manageable limits and yield information suffi cient to accurately characterize treatment effects. For example, Olson et al. (2001) described a design capable of estimating a four-factor Hoerl model. The design combined a four-factor face-balanced cube with a 2 4 factorial to produce a design with fi ve levels per treatment and 41 treatment combinations observed. Alternative designs can be constructed using either statistical optimal design theory or computer-assisted design (e.g., using SAS PROC OPTEX). Finally, while we have shown that the Hoerl is a useful general purpose model for exploratory plant nutrition research, it is not the only model available. Alternatives such as linear-plateau models and other nonlinear models may be preferable for certain applications. Thus, more research is needed in this area. Regardless of the specifi c design, the main point is that informative studies on complex plant nutrition systems can be conducted with 100 or fewer plants using the Hoerl model and response surface-derived designs appropriately modifi ed.
As is often the case, the two experiments in this study gave different results. The differences were probably not attributable to seasonal variation as both experiments were run at the same time of year, spring, one year apart. In these experiments, where there is limited replication, discrepancies are of particular concern. The biggest difference between these two experiments may be the experience factor as any time a scientist repeats an experiment with this many treatment combinations, they are bound to do a better job the second time. Thus, the modifi ed Hoerl model-based design and analysis approach described in the previous paragraph should be viewed as part one of a two part process with the fi rst experiment serving as a screening tool to identify critical aspects of the system, factors and specifi c treatment combinations of interest, that warrant more intensive study. Thus, the second part of the process would be a small experiment with more replication. Table 7 . Two poinsettia experiments were conducted with 3 levels (defi cient, mid-level, and suffi cient) of each of four nutrient factors (N, S, Fe, Mn). For the elements listed below, leaf concentration data were analyzed using 2 nd order polynomial regression (QPR) and the Hoerl model. Predicted concentrations were determined for QPR and Hoerl models and compared with chemically determined (observed) leaf concentrations. The following table shows the number of observations that were under-or overestimated by each model using residuals (predicted-observed) exceeding the criterion given in the last column. The number of discrepancies that would have affected interpretation (e.g., falsely predicting a defi ciency when none was observed) are given in the column labeled "Interpretation Affected."
The fi rst value is from Expt. 1 and the second value is from Expt. 2. There were 100 treatments total for each experiment. Use of a large, minimally replicated design can save substantial time (labor) and plant analysis costs. For example, a four-factor factorial experiment with three levels per factor requires 3 4 or 81 treatment combinations, whereas the Hoerl-based adapted response surface design allows fi ve levels per factor and requires only 41 treatment combinations. This design can then be replicated and still requires only one more plant that an unreplicated 3 4 factorial. This is an important alternative because it is allows the system to be studied over more levels per factor; it can still estimate all biologically relevant interactions and it is replicated, a situation plant science researchers may fi nd more acceptable. Meanwhile, the most important goal, the quality of information, is substantially improved. For further explanation and an example, visit http://statistics.unl.edu/Tools.
All four of these elements, when defi cient, show leaf yellowing symptoms somewhere in the upper portion of the canopy. However, with the two micronutrients, Fe and Mn, the chlorosis is interveinal rather than overall. Whenever N was defi cient regardless of whether S, Fe, or Mn was also defi cient, there was general overall yellowing and that symptomology dominated. This was somewhat true for sulfur, but the trained eye may be able to discern whether Fe or Mn were also defi cient. When N was applied at 125 or 200 mg·L -1 in combination with 12 or 25 mg·L -1 S and Fe and/or Mn were defi cient, interveinal chlorosis on the youngest leaves was slight.
Although the statistical methods discussed here are of obvious value to plant nutrition research, there are many other treatment systems in plants involving varying levels of irrigation; herbicides, fungicides, or insecticides; levels of plant growth regulators in which complex interactions are likely and the methods described here can be used. Tissue culture research with varying levels of salts and plant growth regulators provides another potential application. In general, these methods are applicable in any experiment involving multiple quantitative treatment factors. Specifi cally these methods should be used fi rst, where biologically relevant interactions among treatments are expected and second, where drawing accurate conclusions or making appropriate recommendations depends on the ability to accurately characterize these interactions. 
