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Abstract
A Hardware-In-The-Loop Testing Facility for Unmanned Aerial Vehicle Sensor
Suites and Control Algorithms
Keith Wayne Sevcik
Advisor: Paul Yu Oh, Ph.D.
In the past decade Unmanned Aerial Vehicles (UAVs) have rapidly grown into
a major field of robotics in both industry and academia. Many well established
platforms have been developed, and the demand continues to grow. However, the
UAVs utilized in industry are predominately remotely piloted aircraft offering very
limited levels of autonomy. In contrast, fully autonomous flight has been achieved in
research, and the degree of autonomy continues to grow, with research now focusing
on advanced tasks such as navigating cluttered terrain and formation flying.
The gap between academia and industry is the robustness of control algorithms.
Academic research often focuses on proof of concept demonstrations with little or no
consideration to real world concerns such as adverse weather or sensor integration.
One of the goals of this thesis is to integrate real world issues into the design
process. A testing environment was designed and built that allows sensors and con-
trol algorithms to be tested against real obstacles and environmental conditions in a
controlled, repeatable fashion. The use of this facility is demonstrated in the imple-
mentation of a safe landing zone algorithm for a robotic helicopter equipped with a
laser scanner. Results from tests conducted in the testing facility are used to analyze
results from flights in the field.
Controlling the testing environment also provides a baseline to evaluate differ-
ent control solutions. In the current research paradigm, it is difficult to determine
which research questions have been solved because the testing conditions vary from
researcher to researcher. A common testing environment eliminates ambiguities and
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allows solutions to be characterized based on their performance in different terrains
and environmental conditions.
This thesis explores how flight tests can be conducted in the lab using the ac-
tual hardware and control algorithms. The sensor package is attached to a 6 DOF
gantry whose motion is governed by the dynamic model of the aircraft. To provide
an expansive terrain over which the flight can be conducted, a scaled model of the
environment was created.
The the feasibility of using a scaled environment is demonstrated with a common
sensor package and control task: using computer vision to guide an autonomous
helicopter. The effects of scaling are investigated, and the approach validated by
comparing results in the scaled model to actual flights. Finally, it is demonstrated
how the facility can be used to investigate the effect of adverse conditions on control
algorithm performance. The overarching philosophy of this work is that incorporating
real world concerns into the design process leads to more fully developed and robust
solutions.

11. Introduction
1.1 Motivation
In the past 20 years Unmanned Aerial Vehicle (UAV) research has grown from
a relatively non-existent field of study to a major branch of robotics research. The
military advantages of robotic aircraft have attracted an industry of private companies
and academic institutions. These early adopters have propelled the field forward,
producing state of the art UAVs such as the predator and global hawk and achieving
fundamental research objectives in platforms, guidance and control.
The field has grown from these beginnings to include a wide variety of applications
and environments. Commercial manufacturers of UAVs have found customers in
police forces, disaster recovery teams, hobbyists and university researchers. And the
markets continue to expand, with major freight companies such as Fedex looking
towards automating their fleets. These demands fuel the need for basic research in
areas such as sensing, navigation, and executing tasks autonomously.
The current research paradigm begins with fabrication in the lab. The craft’s
structure, actuators, avionics and control algorithms are all developed as individual
subsystems. These subsystems are refined through bench-top testing and iterating
on design. When each subsystem has been finalized, the UAV is assembled and flight
tested. The flight test is usually the first fully integrated test of the system.
This approach has proven successful for developing platforms for industry. Small
start up companies such as Insitu[29], Rotomotion[45] and Draganfly[49] have suc-
ceeded in developing autonomous aircraft through several iterations of the bench test
to flight test methodology. However, while this approach has improved the robustness
of the platforms, the level of autonomy has remained fledgling.
2Many of the craft utilized in the real world present a degree of autonomy far below
the capabilities demonstrated in research. UAVs used in the field perform little more
than autonomous take off/landing and GPS waypoint navigation[17]. More often than
not, GPS sensors and inertial measurement units (IMUs) are the only sensor utilized
to control the aircraft. While the craft may be equipped with ancillary sensors such
as cameras and radar, they are predominately used to create visual displays for the
pilot.
Conversely, seminal research works have demonstrated complex tasks such as nav-
igating through obstacles[2], target tracking[42] and formation flying[15]. These tasks
are performed with a wide array of sensing technologies in addition to GPS and IMUs.
Robust and well understood solutions exist, and there is a clear demand for these tech-
nologies as evidenced by the US Air Force’s unmanned aircraft road map. Yet these
accomplishments have failed to traverse the boundary into fielded implementations.
As a consequence, autonomy for UAVs remains an academic pursuit.
One major hurdle between academic research and practical implementation is the
robustness of control algorithms. Flight tests in academic settings are often conducted
in structured environments under ideal conditions such as in [59]. Emphasis is placed
on demonstrating that the algorithm performs its objectives, while creating a realistic
test is often a tertiary concern. However, in any practical scenario the UAV will be
subject to real world environments and environmental conditions.
The environments UAVs are exposed to range greatly, from broad terrain features
such as mountains to small, thin obstacles like power lines. Though the challenges
are many and varied, the problem of handling real world environments is entirely
tractable. [4] showed that with the right sensor package, sparse obstacles like trees
and bushes can be detected and avoided. [46] demonstrated that when realistic en-
vironments are considered during the design phase, it is entirely possible to create a
3Figure 1.1: Changes to the environment can adversely affect a UAVs performance.
Above, a vision algorithm performs segmentation to locate an object. However, in
the presence of shadows the algorithm fails. Reprinted from [25].
UAV capable of navigating urban environments.
UAVs also encounter varied weather conditions. Experience in ground based
robotics has shown that these effects can not be neglected. Both [53] and [55] doc-
ument qualitative effects of dust on laser sensors. Both found that laser sensors are
blinded by dust in the air or on the sensor. For UAVs, [25] demonstrated how small
changes in lighting conditions can adversely effect vision algorithms for a UAV. Fig-
ure 1.1 shows how the introduction of shadows can cause vision algorithms to fail and
detect false objects.
Testing for these environmental effects during flights is not always feasible. It
is nearly impossible to quantify environmental effects from flight tests alone. For
4instance, random occurrences such as wind gusts and dazzling from sunlight can’t be
directly correlated to data. More adverse conditions such as smoke, fog and dust are
difficult to measure and even more difficult to reproduce.
In industry these issues are addressed through rigorous lab tests. MIL-STD-810G
specifies how environmental tests should be conducted for US military technologies.
These tests are run in controlled laboratory settings, where the conditions are re-
peatable and the effects can be easily measured[38]. Currently, no similar testing is
incorporated in the design cycle of UAV algorithms. To bridge the gap between fun-
damental research and practical implementation, testing in realistic scenarios must
be incorporated into the design cycle.
1.2 Design Goals
The primary goal of lab tests against realistic conditions is to determine how
the UAV will perform in flight tests without risking the aircraft during an actual
flight. This requires that flight be recreated in the lab as accurately as possible. The
hardware and software of the platform, the dynamics of the aircraft, and the terrain
and environmental conditions must all be encompassed in the test rig.
1.2.1 Approximating the Aircraft
When considering how to simulate the aircraft, the driving focus should be on
reproducing the autonomous functionality of the UAV. The software and control al-
gorithms are of primary importance. The performance of software is highly dependent
on hardware configurations. Processor speed, memory usage, communication latency,
and other hardware limitations can greatly affect algorithms and control loops. The
performance of the software is also highly dependent on data received from sensors.
Understanding how sensors will react to a real world environment is crucial for
5determining the UAV’s behavior. The effects of sunlight, fog, smoke and other en-
vironmental conditions are exceedingly difficult to model. Moreover, practical issues
such as wiring and data collection are often over looked in computer models.
For these reasons the actual hardware that will be used on the UAV should be
incorporated into the test rig. Flight computers, sensors, wireless communications
and other hardware would be tested together to create a fully integrated test of the
hardware inside a controlled setting. It is most important to utilize the sensors and
flight computer, as these bear the most significance in autonomous flight.
1.2.2 Approximating the Environment
One of the most difficult aspects of developing autonomy in UAVs is interpreting
and processing sensor data. Bench-top tests are often conducted against structured
objects that don’t have the details present in real world obstacles. Furthermore, lab
tests rarely capture phenomenon seen in the field such as dust, smoke, and dazzling
from sunlight.
To bridge the gap between bench-top tests and real world flights, the test rig
must approximate the real world environment. Objects should be selected to have
physical properties that closely resemble those of real world obstacles. For instance,
if working with sonar sensors, the size and density of the object are most pertinent.
If working with vision sensors, the appearance and texture of the object require the
most attention.
The test rig must also have the ability to introduce disturbances from environ-
mental effects. Effects such as lighting conditions and obscurants should be generated
in a controlled, repeatable manner. This allows the researcher to develop a clear un-
derstanding of how the vehicle behaves in different real world circumstances. This is
a critical feature towards practical implementations for UAVs developed in academia.
61.2.3 Approximating Flight
Once the hardware and environment are in place, the last step in recreating a
test flight inside the lab is mimicking an actual flight. The test rig must move the
hardware through the environment in a way that closely resembles how the aircraft
would fly. Generating these motions requires a model of the aircraft dynamics. The
commanded control inputs would be fed into the model, and the resulting motions
would be used to drive the test rig in real time. This implies that the test rig have 6
degrees of freedom (DOF) to match the 3 translational and 3 rotational DOF of the
aircraft.
1.3 Thesis Contributions and Organization
This thesis presents a solution for testing UAV sensor suites and control algorithms
in a realistic environment. The major contributions of this thesis are:
• the development of a UAV testing facility that incorporates simulated aircraft
dynamics, hardware, and a realistic environment (Chapter 3).
• the demonstrated use of this testing facility to characterize sensor suites and
their performance in varied environmental conditions (Chapter 4).
• testing and evaluating UAV algorithms utilizing the facility (Chapter 5).
• a novel method of testing UAV sensor suites and algorithms using a scaled
environment (Chapter 6).
• verification of the efficacy of scaled testing and its demonstrated use to investi-
gate adverse environments (Chapter 7).
The rest of this work is organized as follows:
7Related Work. Chapter 2 reviews related research in simulation and hardware-in-
the-loop (HIL) testing. An analysis of the research literature is performed along with
a summary of this work’s contributions.
Design Of The Test Rig. Chapter 3 discusses the design of the test rig and each
of the key components. The general operation of the test rig, design constraints, and
their meaning in terms of flight simulation are discussed.
Sensor Characterization. Chapter 4 demonstrates how the test rig can be utilized
to perform characterization of typical UAV mission sensors. Tests are performed to
verify manufacturer specifications. This baseline performance is compared to how the
sensor performs in adverse environmental conditions.
Full Scale, Open Loop Testing. Chapter 5 describes how a full scale, open loop
UAV mission can be executed in the test rig. Performance of the hardware and
algorithms is used to interpret results from flight tests.
Scaling Down the Environment. Chapter 6 introduces a novel method of perform-
ing HIL tests. The design of a scaled model environment is discussed. Issues relating
to the scaling of aircraft dynamics and sensor technologies are addressed. Suggestions
are made for which technologies scale well and considerations that should be taken
when scaling.
Scaled Model, Closed Loop Testing. Chapter 7 Verification and validation tests are
performed on the scaled environment. A closed loop mission is executed in the scaled
setting and the results are compared to flight tests at full scale. The environment is
then used to investigate UAV control in adverse conditions.
Conclusions and Future Work. Finally, Chapter 8 summarizes the major accom-
plishments of this thesis. Applications for this work are discussed, and suggestions
are given for areas of future research.
82. Related Work
There are many different approaches to testing UAV algorithms and subsystems
during the design process. Most subsystems are individually tested and refined in
the lab to ensure they function correctly. However, there is comparatively little ef-
fort to assure that algorithms and subsystems function as a whole under real world
conditions before the first flight. Previous efforts have addressed this problem with
computer simulations, representations of real world environments, and by incorporat-
ing hardware into simulation. This chapter looks at the benefits and detriments of
these approaches and discusses the unique contributions of this thesis.
2.1 Computer Simulation
The most popular and widely used method for testing UAV missions and algo-
rithms is computer simulation. Tests conducted in simulation provide huge time and
cost savings over flight tests, allowing researchers to quickly iterate on design issues.
Computer simulations also permit absolute control over the aircraft and environment.
Both can easily be manipulated, changed and tweaked. The attractiveness of simu-
lation has spawned many research projects, a few of which are highlighted here.
One of the most popular and fully developed robot simulators is the Player/Stage/Gazebo
project [12][24]. Player is an interface to many different robotic device models such as
sensors and actuators. Stage and Gazebo are robot simulation environments, Stage
being a 2D environment designed for many robots and Gazebo a 3D environment
for a few robots. These software packages are often used by the computer science
community to simulate algorithms for ground based robots, though they are capable
of simulating UAVs.
9Figure 2.1: Screen capture from the simulator used by [21] in their entry for the 1996
International Aerial Robotics Competition. Reprinted from [21].
MulitUAV, the simulator created by [22], is representative of the available UAV
mission simulators. MultiUAV focuses on evaluating UAV missions using mathemat-
ical models of the UAV flight dynamics and ground based targets. It is designed to
simulate up to 8 vehicles and 10 targets, allowing investigation of cooperative mis-
sions between several UAVs. The simulator is built in Simulink, making it easy for
other researchers modify and create their own scenarios.
The user is able to define the vehicle dynamics, the sensor behavior, the basic
navigation controller, and the cooperative controller. The simulator can graphically
display, store, and replay data. The environment and terrain do not play a role in
the simulation, and sensors are abstracted to a high level “target recognition” sensor.
Simulators such as these are well suited to their purpose - developing high level
control algorithms for UAVs. However, the complete lack of consideration for practi-
cal concerns such as sensing algorithms inherently limits the knowledge that can be
derived from these tests.
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Other computer simulations take a lower level, more comprehensive approach. [21]
created a simulator to aid in programming autonomy for the 1996 International Aerial
Robotics Competition (IARC). The simulator was built on the MIT Draper Lab’s
CSIM Framework. This simulation environment focused on the guidance, navigation
and control of an individual UAV. This simulator differed from MultiUAV in that it
included much greater detail about how the UAV functioned.
The dynamic model of the autonomous helicopter included rotor dynamics, ground
effects, and fuselage aerodynamics. The GPS, IMU and compass sensors were modeled
to include levels of detail such as noise, sensing limits, bias and scale factor. This
simulator also allowed scenery to be created, shown in Figure 2.1. This scenery
was utilized to test the vision based mission algorithms that were used in the IARC
competition.
This simulation environment includes a greater level of detail in how the UAV is
modeled. The consideration for practical factors such as sensor models and scenery
make this simulator much more useful as a tool for investigating how the UAV will
perform in flight tests. The authors state that the detailed sensor models greatly
reduced the development time of the sensing algorithms. However, the authors also
note that vision algorithm tests performed with synthetic imagery do not capture
the degradation effects seen in real life. To approximate reality, it is essential to
incorporate environmental effects.
The work done by [39] moves towards modeling the effects of the environment
in simulation. Starting with MultiUAV 2.0 as a base, the authors imported a CAD
model of the McKenna Military Operations on Urban Terrain (MOUT) Site at Fort
Benning, Georgia. The site is dense with buildings ranging in height from 1 to 3
stories tall. Narrow roadways between the buildings create a challenging environment
for UAVs. These structures and narrow passages funnel and direct wind in ways that
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Figure 2.2: Simulated 3D wind flow through urban terrain. This wind simulation was
used to test UAV control algorithms in urban environments. Reprinted from [39].
can severely effect flight. For this reason, the researchers focused on simulating the
effects of wind on aircraft flying between the buildings.
To model the wind flow, buildings were simplified into basic rectangular structures
and imported into the Air Vehicles Unstructured Solver (AVUS). The Computational
Fluid Dynamics (CFD) solver was used to calculate the flow fields between the build-
ings, shown in Figure 2.2. The data from this solution was stored in a large look-up
table that gave the magnitude and direction of wind for all XYZ locations in the
MOUT site. Utilizing this information in the MulitUAV simulator, the authors were
able to show how the UAV they modeled would be unable to perform waypoint fol-
lowing in the presence of a 4.6 m/sec wind.
The results from this work form a strong argument for incorporating environmen-
tal effects into the design process. The authors note that extensions of this line of
research would include controllers that compensate for the effect of wind and utilize
flow streams to minimize control effort. They also emphasize that the algorithms
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must be designed to handle turbulent wind conditions for them to be practically
implemented in the real world.
These examples of simulation environments underscore several key factors that
must be present in the design of UAVs. Namely, the aircraft dynamics, sensing,
the environment and adverse environmental conditions must all be considered in the
design process. While none of the work cited above considers all of these factors, they
could conceivably be used in concert to form a comprehensive solution. This solution
would at best be an approximation of the real world. The accuracy of computer
simulation is directly related to the accuracy of mathematical models. Even the best
simulators still leave a degree of ambiguity as to how the UAV will perform in flight.
2.2 Hardware In The Loop Testing
Practical implementation elucidates issues that are overlooked by simulation. In
the idealistic world of computer simulation, practical problems such as time delays,
dropped packets, and software issues are not captured. The problems that arise when
sensing and control algorithms are implemented on hardware often go undiscovered
until the individual subsystems are integrated onto the UAV. To flush out these
issues in the design phase, some researchers build the actual flight hardware into the
simulation environment.
This method was employed in [23]. A detailed 6 DOF model of a propeller driven
Decathalon R/C aircraft was developed. A CAD model of the aircraft was imported
into the US air force’s DATCOM software to determine the static and dynamic sta-
bility and control derivatives. These were verified and tuned by performing system
identification with actual flight data. Detailed models of the aircraft sensors and
models were also created.
A hardware-in-the-loop (HIL) simulation environment was created using this air-
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craft. The model was coded into simulink. The autopilot was programmed with
the UAV’s control software and interfaced with the computer running simulink. The
simulink model received control commands from the autopilot, ground station PC,
and the joystick and used these commands to generate the next UAV state. The state
was then visually represented using the software Flight Gear.
[28] performed a very similar test using an MP2028 autopilot and a Xtra Easy2
R/C aircraft. Both bodies of work demonstrate the significant effort required to port
solutions from simulation to hardware. Both papers discuss the issues in reading
and generating hardware control signals, as well as the difficulty in synchronizing
communications and data rates. This extra effort applied in the design phase reduces
the amount of development for the final product. However, it stops short of utilizing
the UAVs actuators and sensors.
The work presented in [19] is more comprehensive in that it permits the entire
UAV to be connected to the 6 DOF model running in simulation. This work focuses
on the design of the DragonFly UAV from Stanford. The three main components -
the avionics, the computer running the model simulation, and the computer running
the control algorithm - are all connected through TCP/IP.
Since all information is exchanged through a network connection, the avionics may
be connected when installed on the aircraft. This allows the sensors and actuators to
be included in HIL testing. In principle this is a comprehensive solution that incor-
porates the fully integrated system into the design process. However, this approach
does not attempt to utilize realistic sensor data in HIL testing.
An early attempt to build actual sensor data into the design of control algorithms
is detailed in [40]. The authors present results on the design of a sensor suite and
sensing algorithms for autonomous landing of a vertical take-off and landing (VTOL)
craft. Vision algorithms are used to detect a landing pad and determine the UAV’s
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orientation in relation to the landing pad. A laser ranger is used to find the UAV’s
distance above the ground.
To test this sensor suite and the accompanying algorithms, a crane was used to
suspend the sensor suite over a landing pad. The algorithms were tested through 85
ft. of traverse height. This form of HIL testing does not test the avionics, actuators
or control algorithms. It also does not incorporate the flight dynamics. However, it
does provide information on how the sensors perform in a real environment. This
information is essential for understanding how the UAV will react in real flights.
2.3 Simulated Environments
One major uncertainty when developing UAVs is how the sensors and algorithms
will react to real world environments. The objects and ambient conditions of a real
world environment can vary greatly, often producing unexpected behaviors. Some
researchers have sought insight by simulating real world environments inside the lab.
One method of simulating environments is to physically recreate the environment
in the lab. This approach was employed for testing computer vision based navigation
by [6]. Their work utilized an omni-directional camera to obtain panoramic images of
the area below the UAV. A depth map of the surrounding terrain is recovered using
optical flow measurements and the velocity of the vehicle. This depth map is then
used in a navigation algorithm to guide the vehicle between waypoints.
In lieu of flight tests, the researchers constructed a paper mache model of moun-
tainous terrain. The omni-directional camera was mounted to a robotic gantry sus-
pended above the mock terrain. The camera was then “flown” through the terrain.
Video from the camera was fed to the image processing and navigation algorithms,
which successfully guided the camera through the terrain.
Similarly, [31] used a gantry system and mock terrain to test safe landing zone
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Figure 2.3: The gantry test bed at JPL. The test bed was used to develop vision
based safe landing zone algorithms. Reprinted from [31].
algorithms. Figure 2.3 shows how rocks and sand were placed below the gantry to
emulate cluttered natural terrain. The same avionics package that would be mounted
on their helicopter is mounted to the gantry. This can then be translated over the
mock terrain to perform HIL testing of vision based landing zone identification.
This approach to replicating environments successfully captures the details of
natural settings. Furthermore, since the actual sensors are used in the test, the data
presented to the control algorithms closely approximates the data that would be
seen in a real flight. Unfortunately, both lines of research stop short of replicating
environmental effects. Vision is especially susceptible to effects such as glare, haze,
shadows and smoke.
Other researchers take the approach of computer generated scenery. [5] describes
a HIL simulator that can be used to test infrared cameras. Pb-salt laser diodes and a
high speed optical system are used to create an infrared projection system. A scene
generator is used to create realistic infrared projections of different objects or scenery.
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Figure 2.4: The University of Florida Hardware-In-the-Loop Simulation (UF HILS)
facility. The facility can be used to test vision based navigation algorithms on small
MAVs. Reprinted from [13].
For UAVs whose primary sensor is based on IR light, the sensor would view these
projections to test algorithms.
Similar solutions exist for conventional vision sensors. [13] created the University
of Florida Hardware-In-the-Loop Simulation (UF HILS) facility. It is designed to
directly measure the aerodynamic characteristics of a UAV to design computer vision
based control algorithms. Figure 2.4 depicts the setup.
The control algorithms are tested on virtual scenery generated by a commercially
available flight simulator. A video camera pointed at the simulator’s display captures
images that are then processed by the ground station laptop. The ground station runs
the control algorithm which generates control commands using the images. These
control commands are fed back to the simulator, which generates the next UAV
position and visual perspective. The same commands are wirelessly sent to the UAV
which is placed inside the test section of a wind tunnel. The UAV is suspended from
a string balance on a low-friction universal joint. With this arrangement, lift and
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drag forces are measured.
The benefit that this approach shares with mock terrain is that it also includes
the actual sensors that will be used on the aircraft. The major drawback to computer
generated imagery is that the images often do not appear natural. As with computer
simulation, there are significant costs in time and computing power associated with
making computer imagery appear realistic.
2.4 Conclusions
Reviewing the literature shows three major approaches to testing UAV sensors
and algorithms before flight: computer simulation, HIL testing, and simulation of
real world environments. Each of these approaches lends its own expertise to the
design process. Computer simulations can reliably model dynamics for testing high
level algorithms, HIL tests flush out hardware problems, and simulated environments
provide realistic feedback from sensors.
However, in flight all of these aspects must work in concert. Testing these com-
ponents separately leaves a confidence gap in the UAVs ability to perform in flight.
The goal of this thesis is to bridge the gap between these different approaches to cre-
ate a more comprehensive testing environment. The general philosophy behind this
goal is that UAV algorithms and hardware must ultimately function together in real
environments. It is therefore necessary to test algorithms and hardware together in
a realistic setting to gain a better understanding of how the UAV will perform before
the first flight.
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3. Design of the Test Rig
This chapter describes the design and technical specifications of the Systems Inte-
grated Sensor Test Rig (SISTR). SISTR sought to bridge the gap between computer
simulation, HIL testing, and simulated environments. It was designed to provide
a comprehensive alternative to flight testing UAVs by incorporating real hardware
and software, emulating the UAV’s environment, and by simulating the aircraft’s
flight dynamics[34]. Here, the requirements and the resulting design are described
for each of the major subsystems of SISTR: the mechanical configuration, the hard-
ware configuration, the software architecture and control scheme, and the emulated
environment.
3.1 Mechanical Configuration
The foundation of SISTR is a 3 DOF gantry system constructed by Techno, Inc.
based in New Hyde Park, NY[47]. In the early design effort it was acknowledged
that SISTR would reside indoors, and therefore be constrained to a relatively small
16ft wide x 19ft deep x 19ft tall workspace. Under these constraints, the gantry
that Techno constructed had a working volume of 13.84ft wide x 17.72ft deep x
5.43ft tall. This inherently limited the applications and types of missions that could
be investigated using SISTR. The design therefore focused on closed quarter, slow
maneuver tasks such as perch-and-stare, automated landing, obstacle detection and
collision avoidance.
These missions are typically executed by man portable UAVs - sometimes referred
to as miniature UAVs or micro UAVs - who vary in size from one foot to several feet.
The small size of man portable UAVs greatly restricts their payloads. Most fixed wing
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Table 3.1: Maximum speeds and accelerations: mini-UAVs vs. SISTR [33]
Parameter UAV SISTR
X-Axis Acceleration 9.6 ft/s2 2.95 ft/s2
X-Axis Speed 2 ft/s 2 ft/s
Y-Axis Acceleration 9.6 ft/s2 3.69 ft/s2
Y-Axis Speed 2 ft/s 2 ft/s
Z-Axis Acceleration 5 ft/s2 7.40 ft/s2
Z-Axis Speed 10 ft/s 2 ft/s
aircraft are only able to carry a few pounds, with large craft such as the Sig Kadet
Senior maxing out at around 6lbs [9]. However, rotorcraft of similar size can carry
much larger payloads. Large helicopters such as the Bergen Industrial Twin have
payload capacities up to 20lbs, while the largest of mini UAVs, the Yamaha RMAX,
can carry up to 65lbs[37]. SISTR’s z-axis is capable of lifting 35lbs, and can be
augmented with a counterweight to lift up to 100 lbs. This more than accommodates
the payloads of even the largest miniature UAVs.
SISTR must also match the flight envelope of UAVs operating in cluttered terrain.
Table 3.1 lists these characteristics and compares them to the operational abilities
of SISTR. The speeds and accelerations shown are maximum values. As can be
seen, SISTR is capable of recreating the necessary speeds, but lacks in recreating
maximum accelerations. This is largely due to structural and end point vibrations at
high speeds. This issue can be mitigated by reinforcing the structure and bolting it
to the building foundation. These improvements are currently under consideration.
This was an aggressive flight envelope for the missions SISTR was designed for, but
the design ensured that those missions could be emulated.
The driving mechanism behind each axis on SISTR is a geared down, brushless DC
motor with attached encoder. The motors drive timing belts attached to the carriage,
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Figure 3.1: The axes of SISTR are cascaded, with the x-axis moving the y-axis
carriage, the y-axis carrying the z-axis, and the z-axis moving independently. The
detail shows the brushless motor and encoder used to move the gantry.
which is supported by linear bearings riding on stainless steel ways. The axes are
cascaded as shown in Figure 3.1. The x-axis moves the mechanical assembly for the y
and z axes, the y-axis moves the assembly for the z-axis, and the z-axis is independent.
This design gives the z-axis the least momentum and subsequently fastest acceleration,
whereas the x-axis has the most momentum and slowest acceleration.
3.2 Computer Hardware
SISTR is controlled through a combination of hardware provided by Techno and
National Instruments (NI). High power requirements, fine motion control, and fast
actuation dictated the need for a highly customized solution. The hardware setup
also had to be flexible enough to permit interfacing with different sensors and other
UAV hardware.
Figure 3.2 shows the general hardware layout. Electronics from Techno provide
low level motor control and power routing. A computer running NI real time OS
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Figure 3.2: SISTR is driven by a combination of hardware from Techno and Na-
tion Instruments equipment. The power electronics were provided by Techno and
interface with NI equipment through a custom circuit board. A computer running
LabVIEW real time OS provides fast low level control, while a host computer runs a
user interface.
contains DAQ cards that read and generate control signals, which are passed to the
Techno electronics through a custom PCB. The real time computer is controlled
through a TCP connection to a host computer which runs a LabVIEW user interface.
Techno provided hardware to interface with the gantry motors and read raw en-
coder signals. The motors drive large masses with fast accelerations, which necessi-
tates a high power system that can source large currents. The power source for the
motors comes from an AC to DC converter which regulates 220VAC grid power. DC
power is sourced to the motors through three brushless DC motor controllers, one for
each axis. The motor controllers are operated by a PWM signal which dictates the
speed and direction that the motor should turn.
The Techno hardware also contains circuitry that groups all of the gantry input
and output signals into a single bus. Through this bus, PWM signals can be sent
to the servo controllers, raw encoders signals can be read, and the position of limit
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Figure 3.3: A custom PCB was designed and constructed to interface between Techno
and National Instruments hardware.
switches monitored. This circuit also allows DC power to the motors to be terminated
from an emergency stop button or from a relay which can be digitally controlled.
The signals provided through this bus can not be directly connected to DAQ
devices or other computer hardware. Some inputs to the gantry are high voltage
24VDC signals which must be optically isolated from lower 5VDC signals generated
by computer hardware. The encoders output differential signals which must be passed
through differential line receivers to generate a digital signal that can be interpreted
by computer hardware. There was also a general need to reroute signals and provide
an adapter between different cables. For these reasons the custom PCB pictured in
Figure 3.3 was created. A schematic for the PCB can be found in Appendix B. This
PCB serves as the interconnect between Techno’s hardware and NI DAQ devices.
In choosing hardware to control the gantry and acquire data, there were three
primary concerns. First, miniature aircraft are highly maneuverable. To accurately
approximate their motion, the hardware had to read data from the numerical model
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of the aircraft and perform closed loop control of the gantry at high rates. Second,
the system had to be flexible enough to interface with many different types of UAV
sensors and hardware. Finally, there had to be a GUI interface for users to observe
experiments and manually control the system when necessary.
National Instruments and the LabVIEW programming environment provided a
comprehensive solution that addresses all of these concerns. The primary control
loops reside on a computer running NI real time OS with two DAQ boards: a NI-
7831R multifunction reconfigurable I/O FPGA card and a NI-6259 Multifunction
DAQ (mDAQ). NI’s real time OS permits loop rates at up to 77kHz and the addition
of the FPGA device permits control at over 100 kHz[18]. The DAQ cards have several
configurable analog, digital, and counter I/O ports that are used to control the gantry
and read UAV sensor data.
The user interface to the control system is run on a separate host computer. The
host computer communicates with the real time computer through TCP communica-
tion. The host computer also has several expansion slots where video capture, RS232,
and RS485 cards have been installed. This setup allows for either the host computer
or the real time computer to receive UAV sensor input.
3.3 Software Architecture
There are three major pieces of software used to control the gantry: the FPGA
code, the real time code, and the host code. The host code is the slowest piece of code
running at approximately 30Hz on the host computer. The host receives data from
and sends commands to the real time code. The real time code runs control loops on
the real time PC at 2.5kHz to generate control commands to the FPGA code. The
FPGA code, also residing on the real time PC, runs at 25kHz.
The FPGA code is the lowest level of control. Commands from the real time
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Figure 3.4: The gantry position controller is comprised of both position and velocity
controllers. Signals are filtered to reduce noise in the position measurement and
derivative calculation. The control signals are thresholded to maintain safe operation.
code are translated into PWM signals for each of the gantry’s axes. These PWM
signals are constantly generated and sent to the motor controllers. The code is also
constantly counting pulses from each of the encoders and relaying these counts to the
real time code.
The real time code controls the position of each of the axes. The control strategy
is shown in Figure 3.4. Control commands are generated based on the position and
velocity of each axis. There are also several safety measures implemented in the code.
The velocities are limited to prevent the gantry from moving too aggressively. There
is also an emergency stop function and a shut down procedure, which are triggered
from the host code.
The host code, shown in Figure 3.5, provides a user interface for the gantry.
With the host code each axis can be controlled independently and the positions and
velocities can be individually measured and recorded. The code can also be used to
remotely control SISTR. In remote control mode, position commands are sent to the
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Figure 3.5: The host code allows the user to directly control SISTR. Each axis can
be individually controlled, and the resulting positions and velocities recorded. The
code can also be flipped into remote mode, allowing other programs to send position
commands to SISTR.
gantry through UDP communication. This allows other programs to directly control
SISTR. Control algorithms that receive sensor inputs from the environment can drive
UAV mathematical models, which in turn can send commands to SISTR.
3.4 Environment
The environment built inside of SISTR can be seen in Figure 3.6. It was made to
closely approximate a real world urban environment. The centerpiece of the urban
environment was a portion of a building. The building was constructed using actual
materials such as wood, bricks, and a prefabricated window[35].
This was augmented with other features and obstacles common to urban settings.
Cinder blocks were added to introduce another common structural material. A mock
tree was purchased to represent sparse obstacles. Other features such as thin wires,
posts, and poles were introduced as needed.
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Figure 3.6: The environment constructed inside the gantry was made to closely ap-
proximate an real urban setting. A portion of a building was constructed using
materials such as wood, brick and glass.
Figure 3.7: SISTR was equipped with several test fixtures to simulate different en-
vironmental conditions. Some of these test fixtures were permanent, such as the
lighting fixture shown above. Others such as a rain machine, dust machine, and fog
generator were introduced as needed.
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Beyond the terrain, SISTR’s environment was also designed to emulate environ-
mental conditions. Some test fixtures were permanent. Stage lights were installed
around the perimeter of SISTR as can be seen in Figure 3.7. Light blocking curtains
were also hung to enclose the entire environment. This allowed the light conditions
inside SISTR to be varied from a moonless night to early morning daylight. Other
environmental test fixtures were constructed and added as needed, such as a rain
machine, a dust machine, and a fog generator.
SISTR provided a unique opportunity to evaluate UAVs before flight. Perhaps
the most unique feature of SISTR was its ability to emulate adverse environments.
To evaluate this capability sensor characterization tests were conducted.
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4. Sensor Characterization
In academia, UAVs are often developed and tested in benign, sterile environments.
However, this leaves to a confidence gap in the UAV’s ability to function autonomously
in the real world. The greatest uncertainty lies in sensor performance in adverse
conditions.
SISTR provides a means to characterize sensor performance. This chapter demon-
strates the use of SISTR to characterize the performance of a typical UAV sensor to
adverse environmental conditions.
4.1 Sensor Selection
4.1.1 LADAR
Laser Detection And Ranging (LADAR) sensors are a widely used sensor for
performing obstacle detection and collision avoidance. LADAR is an active electro-
optical sensor that utilizes a laser reflected off the surface of a rotating mirror to scan
terrain. Distance is determined by a time of flight calculation from when the laser
was emitted to when it was reflected back.
The biggest attraction of these sensors is their high fidelity and wide field of view.
Their range is comparable if not better than many traditional sensors. LADAR is
also able to clearly detect many different objects including sparse objects.
The technology has been extensively used in ground based robotics. Most notably,
[53] and [55] employed LADAR in the DARPA grand challenge to autonomously guide
their vehicles through the desert. In aerial robotics, [52] used LADAR to map an
urban environment and [46] used LADAR to successfully navigate an autonomous
helicopter through urban terrain.
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Figure 4.1: The German manufactured SICK LMS200. The LMS200 is one of the
most popular LADAR sensors for robotic navigation and mapping. Its 80m detection
range, 180◦ field of view, and update rate of 75Hz suits many robotic applications
well.
The major drawback to laser range finders is their sensitivity to obscurants in the
field of view. This knowledge exists primarily as qualitative accounts from researchers
using LADAR[43][54]. In evaluating the source of noise in laser scans, researchers
often point to diffuse particulate matter such as fog, smoke and dust as a major
culprit, with dazzling from sunlight a close second. These accounts and the wide
spread use of LADAR made it an attractive target for sensor characterization.
4.1.2 SICK LMS200
The most popular LADAR range finders are manufactured by German based
SICK. The sensor used in this study was a SICK LMS200, shown in Figure 4.1. The
LMS200 utilizes a class I eye-safe laser with a wave length of 905nm. It has a range
of 80m with an accuracy of ±35mm and a 180◦ field of view with .5◦ resolution[57].
This range is software selectable and can be shortened to increase the accuracy of
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measurements.
Commands are sent to the sensor and data received as a stream of bytes. Through
RS232 communication, scans are received at rates of approximately 3Hz. However,
the sensor can also be configured to use RS422, which achieves much faster rates up
to 75Hz.
One major drawback to implementing this sensor on a miniature UAV is its size,
weight and power requirements. The LMS200 is approximately 6.13 x 6.13 x 8.25in
and weighs 10lbs, the majority of the weight coming from the ruggedized steel encas-
ing. The sensor also requires 24V DC input and consumes 20W while scanning. The
sensor with power supply are often quite bulky, a load too large for smaller aircraft.
It is best suited for larger rotorcraft that can handle the relatively heavy payload.
4.2 Experiment Setup and Baseline Tests
The goal of the characterization tests was to determine a statistical model for the
sensor, and to observe how this model changed in the presence of adverse environ-
ments. The manufacturer states that scan points are normally distributed about the
measurement with a standard deviation of ±10mm. This is for tests conducted with
the laser in mm mode for objects up to 20m away with a reflectivity greater than
10% and ambient light less than 5000lx.
4.2.1 Experiment Layout
The test setup constructed placed the sensor 1600mm away from a cinder block
wall. A cinder block wall was chosen because it represents a typical obstacle that a
UAV would encounter. The sensor was aligned such that a ray extending from the
center of the measuring range was perpendicular to the wall. The sensor was mounted
on the gantry and positioned approximately 4ft off of the ground. All other objects
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were removed from the field of view to reduce the risk of unintended reflections.
It should be noted that the sensor is known to be sensitive to extreme lighting and
temperatures. The temperature and lighting situation were kept constant for all tests.
The ambient temperature for all tests was approximately 75◦F . The sensor was lit
using SISTR’s light fixtures, resulting in incandescent light from multiple directions
that totaled to 550lx measured at the sensor.
4.2.2 Measurement Procedure
To perform tests, custom software was written in Visual Basic 6. The software
read the data stream from the sensor and parsed data packets. This data was then
converted into distance measurements and written to a text file. The user selected
the number of scans to record, which would then be automatically recorded by the
software.
A general testing procedure was adhered to for both baseline and adverse con-
ditions. If the sensor was being “cold started” it was first allowed to warm up for
15 - 20 min. This eliminated thermal drift in the measurements. When the sensor
was ready to record measurements, the testing apparatus was started, 25 scans were
recorded, and then the testing apparatus was turned off.
Of the entire measurement range, a 20◦ portion from the center of the measurement
range was analyzed. This corresponded to 40 measurements per scan, for a total of
1000 points per test. Since the wall was flat and a fixed distance from the sensor, the
y-value (distance to the wall) was calculated for every point in the 20◦ section and a
histogram of all 1000 y-values was plotted. This approach to data analysis was taken
to better capture the effect of obscurants, which are heterogeneously spread over a
region as opposed to homogeneously distributed across the field of view.
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Figure 4.2: Histogram showing the range of measurements recorded when the sensor
was unobscured. The plot shows the majority of the points occurring at the correct
measurement of 1600mm with a standard deviation of ±7.57mm.
4.2.3 Baseline Tests
To establish a basis for comparison, tests were conducted with no adverse envi-
ronmental affects. Figure 4.2 displays the results from these tests. The results from
these baseline tests show that the measurements conformed to a standard distribution
centered around the actual distance of 1600mm with a standard deviation of 7.57mm.
These results confirm the sensor model described by the manufacturer.
With the sensor model established, tests were conducted to determine the affect of
adverse conditions. In choosing what types of tests to conduct, inspiration was drawn
from the US military’s standards for all weather performance. These are compiled in
[3]. Of the many different environmental conditions specified in this document, those
most pertinent to UAV operation were day/night, rain, and dust capability.
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Figure 4.3: Histogram showing the results from varying the intensity of ambient light.
The red bars show baseline measurements, the blue bars show measurements in light
with an intensity of 3000lx. As can be seen, light did not effect the sensor.
4.3 Day/Night
The first test looked to measure the effect of dazzling from sunlight. This effect
has been reported by many researchers from field tests and is acknowledged in docu-
mentation from the manufacturer. To measure this effect, SISTR’s light fixtures and
light blocking curtains were used to vary the lighting from .001lx to 3000lx. This
corresponds to light intensities varying from a moonless night to an overcast day [58].
The lights used a tungsten filament with a color temperature of 3050K, which is
considered to be a “warmer” color[7]. Tungsten filaments emit light over the entire
visible range of wavelengths from .2µm to 20µm [10].
The results from day/night testing are shown in Figure 4.3. As expected, darker
conditions had no effect on the sensor because the LADAR actively emits laser light
to take measurements. Interestingly, tests conducted in the strongest light did not
affect the sensor, either. This is attributed to the fact that the strongest light that
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Figure 4.4: Rain machine utilized for sensor testing. The machine can generate an
8ft wide by 2ft deep by 10ft tall sheet of rain with flow rates up to .2in/min. In
testing, this sheet of rain is placed between the sensor and the obstacle.
SISTR can generate is still an order of magnitude weaker than direct sunlight. While
these results do reflect the sensor’s performance for lower intensities, it is still possible
that dazzling occurs at higher intensities.
4.4 Rain
The next test sought to measure how rain affected sensor measurements. Accord-
ing to [3], the robot must be designed to handle rates of rainfall up to .7in/min.
4.4.1 Test Fixture
Using this standard as a guide, a custom built rain machine shown in Figure 4.4
was constructed. This machine can be used to produce a “sheet” of rain 8ft wide by
2ft deep by 10ft tall. This sheet of rain can be introduced between the sensor and
the visible field. The sensor therefore looks through the sheet of rain when taking
measurements.
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Figure 4.5: Histogram showing the effect of rain on sensor measurements. The red
bars show measurements without rain, the blue bars show data taken with rain at a
rate of .2 in/min. From the detail, it can clearly be seen that the laser reflected off
of the rain, though the effect was not pronounced.
The machine is consists of a wood frame supporting overhanging, perforated PVC
pipes that are fed from a reservoir at the top of the machine. Water is collected at the
bottom and recirculated, with the flow rate regulated by a valve on the outlet of the
reservoir. The machine was designed to generate flow rates between .011 in/min and
.2 in/min with drop diameters of approximately 1mm - 3mm. This allows simulation
of conditions from a light drizzle to a heavy downpour.
4.4.2 Results
The SICK was pointed towards a cinder block wall 1.6m away. Tests were con-
ducted at intensities of .011in/min, .075in/min and .2in/min. The results are shown
in Figure 4.5. The histogram shows data from downpour conditions (which had the
most pronounced effect) compared to the baseline data. As can be seen, the laser
clearly reflected off of the rain, causing false obstacles to be detected between the
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Figure 4.6: Dust machine used for testing with an early prototype depicted in the
upper left corner. The final version encompassed the entire working volume of the
gantry. The machine was capable of dispersing fine sand to concentrations of approx.
2.02 x 10−4lbs/ft3.
sensor and the wall.
Qualitatively, these false obstacles appeared as occasional spikes in the scan line.
While this did disrupt the measurement, it did not appear to be a limiting short
coming. It is believed that the effect of rain could be mitigated by appropriately
filtering the raw measurements.
4.5 Dust
The goal of the final test was to measure the effect of dust on the sensor. [3] lists
several different criteria for dust. The criteria that appeared most relevant is defined
as follows: “aircraft operating over unpaved surfaces should be designed for particle
concentrations of about 1.32 x 10−4lb/ft3 (2.19 x 10−3kg/m3) in multidirectional
strong winds (downwash from helicopter rotors)”.
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Figure 4.7: Histogram showing the effect of dust on sensor measurements. The red
bars show measurements without dust, the blue bars show data taken with dust
at a concentration of approx. 2.02 x 10−4lbs/ft3. The effect of dust was drastic,
completely blinding the sensor.
4.5.1 Test Fixture
The design goal driving this test fixture was to fill the testing volume with air-
borne sand. This required that the entire testing volume be enclosed, as depicted
in Figure 4.6. Ramps were built into the floor of the enclosure to help circulate the
sand. Leaf blowers were used to force air through perforated pipes at the base of
these ramps.
At the beginning of a test, the floor was covered with fine sand. When the leaf
blowers were turned on, the sand was ejected into the air and circulated through the
volume. Most of the sand successfully circulated in this manner, though there was
some settling of larger grains on the floor. Measurements of particle concentrations
during testing were found to be 2.02 x 10−4lb/ft3.
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4.5.2 Results
A histogram of the results for dust testing is shown in Figure 4.7. As can be seen,
the effect of dust on the sensor was dramatic. The laser light is clearly reflecting
off of the sand, causing the sensor to be highly obscured. There is not a discernible
distribution to the data set, with measurements scattered in the space between the
sensor and the wall.
This effect was easily noticed during testing, as well. As soon as the testing
apparatus was activated, the scan line retracted from the wall and took a noisy,
shapeless form. This persisted well after the dust machine was turned off and the
only visible dust was a faint haze in the testing volume. Without doubt, the SICK
laser scanner is highly susceptible to dust.
These tests showed how SISTR could be used to characterize sensor performance.
The next step was to utilize this process in testing and evaluating UAV algorithms.
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5. Full Scale, Open Loop Testing
Beyond simple sensor characterization, SISTR provides the capability to fully sim-
ulate UAV missions. This was demonstrated using a representative task: safe landing
zone identification. Landing zone identification is an essential task, particularly for
rotorcraft. Furthermore, the capabilities necessary for landing zone detection are ex-
tensible to other core capabilities, such as obstacle avoidance and mapping. Being a
thoroughly researched problem, there are many well developed solutions to validate
results. However, there is very little data on complications that arise from obscu-
rants. This presents a unique opportunity to recreate landing zone ID inside SISTR
and explore how it is affected by adverse environments.
This chapter examines the effects of obscurants on identifying safe landing zones.
Common algorithms for mapping and landing zone ID using a LADAR sensor are
implemented inside SISTR. The effect of obscurants on LADAR was measured and
shown to drastically hinder the performance of landing zone ID. The information
gathered from this design phase was then used to interpret performance in actual
flight tests.
5.1 Algorithms
To detect a safe area to land, the robot must first generate a map of its environ-
ment. This terrain map is generated using the laser scans and pose measurements of
the aircraft. Vibrations from the helicopter and inherent noise/drift in the sensors
can seriously degrade the quality of the terrain map. To recover a usable map of the
terrain, a mapping algorithm must be applied that considers noise in both measure-
ments. The resulting terrain map is often comprised of large flat areas with both
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Figure 5.1: When constructing maps using laser data gathered from a helicopter,
noise in the pose measurement can severely distort the map. The mapping algorithm
being utilized corrects scan misalignments in real time. Reprinted from [52].
large and small obstacles. The landing zone algorithm must find flat, obstacle free
terrain with a large enough area to fit the rotorcraft. The following sections describe
the algorithms utilized to accomplish these steps.
5.1.1 Mapping Algorithm
To generate a terrain map, laser scans must be fused with relatively noisy pose
measurements. This is accomplished using an implementation of the process presented
in [52]. The fundamental concepts and their application are presented here.
This algorithm produces a 3D map of the environment given noisy pose and terrain
measurements. Figure 5.1 shows the algorithm applied to a data set taken from a
helicopter as it passed by a building. To find the corrected pose, a probabilistic model
is constructed. This model is comprised of: the probability of the pose measurement,
the probability of differential pose measurements, and the probability of consecutive
scan alignment.
The probability of pose measurement is modeled as the probability of measuring
the pose given the corrected pose. The system is taken to be 6 degrees of freedom,
namely the 3 Cartesian coordinates and rotations about those axes. Their measure-
ment at the current time step is the vector yt, while the algorithm solves for the
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corrected pose xt. Given the measurement covariance A, the probability of yt given
xt as presented in [52] is then:
p(yt|xt) ∝ exp
(
−1
2
(yt − xt)TA−1(yt − xt)
)
(5.1)
The method also utilizes a differential model. Typically, the sensors onboard an
aircraft measure rotational and translational rates. The pose is recovered through
integration, making it susceptible to drift. The differential model is less affected
by this error. Given D, the covariance of differential measurements, the differential
model as derived in [52] is:
p(∆yt|∆xt) ∝ exp
(
−1
2
(∆yt −∆xt)TD−1(∆yt −∆xt)
)
(5.2)
where ∆yt = yt − yt−1 and ∆xt = xt − xt−1. As differential measurements are more
accurate than absolute measurements, the covariance matrix D should represent a
Gaussian with smaller standard deviation than A.
The final portion of the model is a representation of the likelihood of a scan.
Rather than representing individual features as states as in traditional SLAM, the
implementation in [52] models the consistency between consecutive scans as:
p(zt|xt, xt−1, zt−1)
∝∏i exp (−12 min [α,minj(zit − f(zjt−1, xt−1, xt))T
B−1(zit − f(zjt−1, xt−1, xt)) (5.3)
The goal of this model is to align points from the current scan with points from
the previous scan. A point in the current scan zit is compared to all points from the
previous scan zt−1. The function f maps a point from the previous scan z
j
t−1 into the
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local coordinate system of the current scan zt. The inner minimization identifies a
point from the previous scan that is closest to the point from the current scan. The
outer minimization thresholds this alignment to allow for local inconsistencies such
as those from sparse objects. The matrix B is the measurement covariance.
Equations 5.1, 5.2 and 5.3 can be combined to form the probabilistic model for
the entire problem [52]:
p(yt|xt)p(∆yt|∆xt)p(zt|xt, xt−1, zt−1) (5.4)
The map and pose are recovered by finding the pose that maximizes this likelihood,
or by minimizing the negative log likelihood given by [52]:
const+ 1
2
((yt − xt)TA−1(yt − xt) + (∆yt −∆xt)TD−1(∆yt −∆xt)
+
∑
i min[α,minj (z
i
t − f(zjt−1, xt−1, xt))TB−1(zit − f(zjt−1, xt−1, xt))]) (5.5)
This minimization is found by first minimizing to associate points from the cur-
rent scan with those from the previous scan, and then performing hill-climbing to
determine the pose that minimizes the negative log likelihood. These steps can be
iterated until the negative log likelihood falls within a threshold.
5.1.2 Mapping Results
This algorithm was tested on a data set gathered inside the mock urban environ-
ment. A test was conducted in which the laser scanner was suspended approximately
2m above the ground and oriented to face the ground. The sensor was then traversed
through the environment using the gantry. The position of the laser was measured
from the gantry’s encoders. These conditions were well controlled and the mea-
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Figure 5.2: The sensor was scanned through a mock urban environment (left). Gaus-
sian noise was added to the pose measurement to simulate data gathered from a
helicopter (center). The terrain map was then reconstructed using the algorithm
described (right).
surements were very accurate, unlike those of a rotorcraft. To simulate noisy pose
measurements from a helicopter, Gaussian noise was added to the position data. The
results are shown in Figure 5.2.
As can be seen, the algorithm successfully recovers the terrain map in the form of
a point cloud. The algorithm is able to line up scans and correct the small deviations
between measurements. At the same time, it ignores the large deviations, recognizing
the discontinuity is actually the ledge of a building. Obstacles such as the truck and
cinder blocks are clearly recovered. Even small features are resolved, such as the ridge
in the floor from overlapping floor mats. This terrain map can now be used to detect
a safe landing zone.
5.1.3 Safe Landing Zone ID Algorithm
The algorithm presented in [20] provides robust detection of a safe landing zone
based on the input of a point cloud terrain map from a LADAR scanner. This
algorithm parameterizes a safe landing zone based on the slope of the landing area
and the surface roughness. Costs are assigned to the terrain based on these factors,
and the lowest cost area which fits the helicopter rotor is selected. This algorithm
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was implemented as described below.
Because of the design of the laser scanner, the resulting point cloud is an irregularly
spaced sampling of the scanned surface. A safe landing zone algorithm that uses
this data would be intrinsically complicated and resource intensive. To simplify the
implementation, the point cloud map is first converted into an image containing
regularly spaced pixels. First the size of the grid cells must be determined. The
width of each grid cell, Cw, is based on the angular resolution of the scanner θ and
the average range to the surface R. The total width of the grid, Gw, is based on the
field of view of the scanner f and the average range to the surface. The width of each
cell, the total width of the grid and the total number of cells n is then:
Cw = 2R tan(θ/2) (5.6)
Gw = 2R tan(f/2) (5.7)
n = Gw/Cw (5.8)
The cell height was taken to be the same as the cell width. The total grid height
Gh is determined from the distance traversed in the direction perpendicular to the
scan plane. This formulation ensures there will not be multiple points per gird cell.
After determining the cell and grid sizing, the (x, y) coordinates of data points in the
point cloud must be transformed to (r, c) coordinates in the grid. This is accomplished
using the relation [20]:
(r, c) = (y/Cw +Gh/2, x/Cw +Gw/2) (5.9)
The value of each grid cell is based on the z-coordinate of the points. Interpolation
is used to define cells that fall in-between points. The resulting 2D array is analogous
to a grayscale image who’s pixel values correspond to the height of the terrain. This
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image is the raw elevation map.
To perform safe landing zone identification, the elevation map is separated into a
surface roughness map and a landing incidence angle map. Both these maps require
that an underlying smoothed surface first be determined. This surface is formed by
fitting square planes the size of the helicopter rotor diameter to the terrain map.
Planes are represented as [20]:
n · x + d = 0 (5.10)
Where the fitted plane at cell x = (x, y, z) is described by (n, d) = (nx, ny, nz, d).
These planes are fit with an increment of 1/8 the rotor diameter between planes.
The resolution for the position of the chosen landing zone is therefore 1/8 that of the
helicopter rotor diameter. Smaller increments could be chosen to make this position
more precise. This would come at the cost of processing speed. Due to error in the
accuracy of the helicopter’s pose measurement, the chosen resolution is believed to
be sufficiently accurate.
The landing incidence angle α is calculated using the fitted planes and the geodetic
normal of the surface ng [20]:
α = cos−1(n · ng/ ‖n‖ ‖ng‖) (5.11)
These fitted planes are also used to calculate the smoothed elevation map, where
the smooth elevation zs is given by [20]:
zs = −(nxx+ nyy + d)/nz (5.12)
Once the smoothed surface is generated, the roughness map can be determined.
The roughness map R(r, c) is calculated by subtracting the smoothed elevation map
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Figure 5.3: A terrain image is generated from the LADAR point cloud map. A cost
map is then calculated based on the slope of the terrain and the local roughness. The
safe landing zone, marked with a cross, is determined as the lowest cost area that fits
the helicopter rotor diameter.
Zs(r, c) from the original elevation map Z(r, c) and taking the mean [20]:
R(r, c) = |Z(r, c)− Zs(r, c)| (5.13)
A safe landing zone is chosen from a cost map. A cost is calculated for a region
based on a weighted sum of the roughness and the slope. The weightings are chosen
such that areas with a high roughness (and therefore obstacle rich) are avoided first.
The remaining areas are then avoided if the landing incidence angle is too high. These
weights are chosen based on the requirements of the platform.
5.1.4 Safe Landing Zone ID Results
The results from applying this algorithm are shown in Figure 5.3. The 3D point
cloud map recovered from the mapping algorithm was passed to the landing zone
ID algorithm. As can be seen, the edge of the building, the cinder blocks and the
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truck are detected in the roughness map and the incidence angle map. These are
represented as high cost areas to be avoided. The safest place to land is located
between these obstacles, marked with a large white plus sign.
The results obtained from these algorithms corroborate results presented by the
authors of these techniques. However, it is still unclear how this process will be
effected by environmental conditions. The performance of these algorithms is directly
dependent on the ability of the sensor to measure the environment. To gain insight
into how the algorithms will be effected, the sensor was tested and evaluated to
characterize its performance in obscurants.
5.2 Obscurant Testing and Evaluation
Qualitative assertions have often pointed to airborne particulate matter blinding
LADAR sensors. This fact was confirmed and measured in dust tests conducted
earlier. The severity of this effect made it an interesting topic for further investigation.
In this case, the effect of smoke on the LMS200 was measured.
5.2.1 Obscurant Characterization
As in the earlier characterization tests, the sensor’s response to smoke was first
measured in a controlled situation. Looking again towards military specifications for
guidance on testing conditions, [3] acknowledges that smoke, fog and similar environ-
mental factors can affect electro-optical systems. However, the standards fall short of
defining requirements for these factors as these conditions are difficult to quantify. In
this research the amount of smoke is qualitatively asserted based on the “visibility”
through the smoke. This is given as the distance that objects can be seen through
the smoke.
The smoke was simulated using Superior Signal Company #3C smoke candles.
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Figure 5.4: To characterize the SICK LMS200, the sensor was place inside the testing
environment and pointed toward a white sheet of paper placed 3m away. 500 data
points were recorded without smoke (top) and in smoke with a visibility of approx.
15m (bottom).
These smoke candles issue 40,000 cubic feet of smoke over 3 minutes[51]. The sub-
stance is actually a zinc-chloride mist, which is not the same content as naturally
occurring smoke. However, as suggested in [8], particle size plays the dominant role
in dispersing light. It is therefore assumed that despite the chemical difference, the
principle effect was still effectively modeled by this substance.
To characterize the sensor, a sheet of white paper was placed 3m from the sensor
aligned at 90◦ (in the middle of the sensing range). 500 data points were recorded
and the resulting histogram plotted. Characterization was performed both with and
without smoke.
For the smoke test, part of one of the smoke candles was used. Since the test-
ing volume measured only 6840ft3, roughly 20% of the smoke candle material was
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Figure 5.5: Histogram of characterization tests performed with and without smoke.
Without smoke the measurements are normally distributed around 300.05cm with a
standard deviation of 1.11cm. When smoke is introduced, the distribution shifts far
to the left and the deviation increases, showing that smoke blinds the sensor.
extracted and ignited. After allowing the smoke to evenly distribute through the en-
vironment, this produced smoke with a visibility of approximately 15m. The testing
environment with and without smoke is shown in Figure 5.4.
The resulting histogram is shown in Figure 5.5. Without smoke the sensor mea-
surements are normally distributed about the correct distance of 3m. The mean of
these measurements was 300.05cm with a standard deviation of 1.11cm. When smoke
was introduced, the distribution shifted far to the left. Measurements in smoke had
a mean of 96.5cm with a standard deviation of 3.63cm.
These results, documented in [48] show that the LMS200 is blinded when the
volume of its scanning area is filled with smoke. These results are consistent with
qualitative assessments expressed from field tests of the sensor. The tests performed
in the lab removed effects such as distribution from wind and rotor down wash,
undeniably confirming that the sensor can not see through smoke. This information
could now be used to interpret results of field testing the sensor.
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Figure 5.6: The SR100 robotic helicopter from Rotomotion, Inc. The SR100 is sold
as a fully robotic package capable of automated take off, landing, and GPS waypoint
following.
5.3 Flight Tests
5.3.1 Platform
These test results were verified with a Rotomotion SR100 electric UAV helicopter,
shown in Figure 5.6. The SR100 is sold as a fully robotic helicopter capable of per-
forming autonomous take off, landing, and GPS waypoint navigation when controlled
from a laptop base station. Control from the base station to the helicopter is routed
through an 802.11 wireless network adapter.
The SR100 has a rotor diameter of 2m allowing it to carry a payload of up to
8kg. For these experiments, the helicopter was outfitted with custom landing gear,
a custom camera pan/tilt unit, the SICK LMS200, a serial to Ethernet converter,
and two 12V batteries for payload power. In total approximately 7kg of payload
was added. This greatly reduces the flight time, which is up to 45 min without a
payload[27].
The biggest attraction of this platform, however, is the fact that it is already
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Figure 5.7: The LMS200 was attached to the bottom of the SR100 helicopter and
flown over smoke. Results showed that the LMS200 reflected off of the smoke, but
was still able to locate flat terrain to land.
outfitted with all of the necessary sensors to calculate its pose. Gyros, an inertial
measurement unit, and a magnetometer provide the crafts attitude and heading.
This information is fused with a Novatel GPS system to provide position data. The
position is reported as Cartesian coordinates relative to a global frame, who’s origin is
at the location where the helicopter was activated. With the pose information already
calculated, this platform enables mapping and landing zone identification using the
algorithms described earlier.
5.3.2 Flight Test Results
Tests were conducted at the research facility of Piasecki Aircraft. A location was
found which contained a desirable landing area surrounded by cluttered terrain. The
testing area used was a paved area surrounded by bushes and under-brush.
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The helicopter was flown from a remote location, over the cluttered terrain, and
into the desirable landing area. Simple software was written which evaluated the area
directly beneath the helicopter to determine if it was flat. When the area was flat
enough for the helicopter to land, the software displayed the scan as being green.
An initial test was conducted in the absence of smoke. During this test, the
helicopter successfully identified the desirable landing area. Next, a smoke candle
was placed in the desirable landing area and ignited. The test was repeated, this
time with smoke obscuring the landing area. The results are depicted in Figure 5.7.
As can be seen in the figure, the software successfully identified a flat region
amongst the obscured area. However, the right side of the scan shows a detected
obstacle depicted as a non flat region. Tests conducted in the lab confirmed that the
sensor reflects off of smoke. It was therefore concluded that down wash exposed part
of the obscured area, while the laser reflected off of the denser smoke.
5.4 Full Scale Testing Conclusions
The process of characterizing sensor performance, testing and evaluating algo-
rithms inside SISTR, and verifying results with real world flights has proved enlight-
ening. The many different environmental tests provided data to elucidate issues that
heretofore existed by personal account only.
SISTR also proved useful in developing UAV algorithms. The terrain constructed
inside the test rig accurately represented real world terrain, a fact verified by flights.
SISTR provided a means to quickly gather faux flight data, test and retest algo-
rithms, and evaluate robustness by reconfiguring the terrain. Since the algorithms
were developed on the actual hardware, they were ported to the UAV with little to
no modification or recoding.
Perhaps the biggest detriment, however, was the relatively small available workspace.
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A 15ft by 17ft work area greatly restricts the types of missions that can be investi-
gated. Even for slow flying missions such as landing zone ID which are conducted by
a hovering rotorcraft, the space seemed restrictive.
An obvious means to alleviate this problem is to construct a much larger test rig.
While this is technically feasible, economies of scale make it practically intractable
especially from an academic perspective. The alternative is to scale down the en-
vironment, an approach that has not been vetted in the published literature. The
following chapters explore this option.
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6. Scaling Down the Environment
The successes of testing at full scale and frustrations from the restricted workspace
drove the desire to investigate scaling down the environment. Performing tests in a
scaled environment provides a much more expansive area to work in. However, it also
raises concerns over the feasibility of the approach, namely how to address scaling of
the aircraft dynamics and sensors. This chapter addresses issues involved with scaling
and the solutions utilized in the design of the scaled testing facility.
6.1 Affect on Aircraft Dynamics
One major concern with working in a scaled down environment is accurately
approximating how the aircraft behaves. While the geometry of the aircraft scales
linearly, the dynamic equations do not. There are many non linear relationships that
cause the behavior of the aircraft to change drastically as the size is reduced.
This is a problem commonly faced in wind tunnel testing. Traditionally used
in the aerospace industry, a physical model of the craft is constructed at a reduced
scale and placed inside a chamber that generates steady air flow. The model is then
outfitted with sensors to measure things such as lift force and pressure over the wings.
These measurements can not be used to directly calculate aerodynamic properties.
They must first be adjusted using equations of similitude, which appropriately scale
the measured quantities based on their relation to the specific aerodynamic property.
Equations of similitude are necessary because the measured quantities often have
second, third, or higher order relationships to the calculated properties. Relationships
between the full scale equation and the reduced scale equation are established through
dimensionless parameters. Despite this effort, it is often difficult to draw comparisons
55
between dynamic behavior.
One way to circumvent the need to scale aircraft dynamics is to simulate all dy-
namics at full scale. Many aircraft have well developed mathematical models that
accurately describe their motion. These models can be implemented in any program-
ming language, most commonly C++ or Simulink. There are also many commercially
available flight simulators that give good approximations of how aircraft fly.
By design, SISTR uses the mathematical model of the aircraft to approximate the
dynamics. The attitude and position are calculated at full scale, thereby eliminating
the need to use equations of similitude and dimensionless quantities. The positions
scale linearly. They can be multiplied by a scaling factor to match the scale of the
environment. Rotations are not affected by a change in scale, and therefore can be
utilized directly. This approach of simulating dynamics at full scale greatly simplifies
the implementation of scaled testing.
6.2 Affect on Mission Sensors
Another major concern with working in a scaled down environment is how well
sensors will scale. SISTR utilizes the actual UAV hardware to feed information to
sensing algorithms and control loops. It is not often technically feasible to create
a miniature sensor, and were it possible the physical aspects that govern how the
sensor functions might not be scalable. The question then becomes what UAV mission
sensors can be tested in a scaled environment?
6.2.1 Selecting Mission Sensors for Scaling
6.2.1.1 Sonar
Sonar is often used in reactive path planning for collision avoidance. The sensor
package is often small and compact, making it an attractive choice for many micro
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Figure 6.1: Sonar sensors come in many varied forms, and very small compact pack-
ages are available. However, the sensors have a very wide beam width that is not
conducive to scaling.
air vehicles. The working principle behind sonar is time of flight measurement. The
sensor emits an ultrasonic pulse that bounces off of objects and returns to the sensor.
By measuring the time between emitting the signal and receiving the return, the
sensor can calculate the distance to the object.
At a passing glance sonar seems attractive for scaled testing because of its small
size. However, there are inherent issues because it is a time flight sensor. Many
time of flight sensors contain a “dead zone” that extends some percentage of the
measurement range in front of the sensor. This dead zone exists because of practical
hardware and software limitations. After emitting the signal, there is a finite time
needed for the sensor to switch to detecting a return. Also, particularly with sonar
sensors, the dead zone prevents erroneous detection from self reflections or ringing
from the emitted pulse. While this dead zone may be a few centimeters at full scale,
when scaled down it can represent several meters.
Furthermore, sonar reflects differently off of different materials. To gather a truly
accurate performance data, the scaled environment would have to be constructed
out of real materials such as wood, brick and steel. Perhaps the biggest detractor
is the wide detection beam of sonar sensors, illustrated in Figure 6.1. At full scale
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Figure 6.2: The Hokuyo laser range finder is small, lightweight, and therefore well
suited for many smaller UAVS.
the sensor might detect objects several centimeters to either side of the sensing axis.
When scaled down this could represent several meters. These problems make sonar
an unattractive candidate for scaled testing.
6.2.1.2 LIDAR
LIDAR is another commonly used mission sensor. While LIDAR packages tend
to be larger, recent developments have realized smaller sensor packages such as the
Hokuyo shown in Figure 6.2, which can be flow on many smaller UAVs. The availabil-
ity of small packages such as the Hokuyo provide an avenue for testing at a reduced
scale. However, LIDAR is also a time of flight based sensor, and in that regard shares
the same limitations as sonar.
While the beam width of LIDAR is much smaller than that of sonar - on the
order of 1cm at a distance of 10m - at smaller scale it will be magnified relative to the
object it is detecting. Also, in general the angular and distance resolutions will be
magnified at smaller scales. The limitations do not necessarily preclude scaled tests
with LIDAR. They do however represent practical limitations on range of scales that
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Figure 6.3: Terrain boards were used in early flight simulators to create realistic
visuals for pilots. A camera was flown over the board and the image was displayed
on a TV mounted in the simulator cockpit.
could be investigated.
6.2.1.3 Vision
Vision sensors scale more intuitively. Since vision is a passive sensor it does not
carry the same dead zone and beam width limitations that are experienced with sonar
and LIDAR. Vision sensors are readily available in many different sizes, relieving
many of the physical constraints of implementing them in a scaled environment.
Furthermore, the physics of vision are very well understood and many established
techniques exist for measuring and correcting intrinsic camera properties. These
techniques can be applied to make a small camera produce images similar to a larger
camera.
Another attractive feature of vision is that sensor measurements are identical so
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long as the scene is visually the same. This means that the scaled environment can
be made of any material so long as it visually matches the real world object, the only
limitation being the ability to fabricate objects at smaller scales.
This fact has been exploited for decades by film makers substituting miniature
props for life size objects. It was also the foundation of flight simulators. Terrain
boards such as the one shown in Figure 6.3 were used to provide realistic visuals to
pilots in training. A camera was “flown” over the board and the image was displayed
on a TV in the simulator cockpit. The practice was abandoned in the late 1970’s
because the flight time was limited[1]. However, the level of realism in visuals was
not matched by computer simulators until the early 2000’s.
This proven track record of scaling vision and the many beneficial factors made
vision the top candidate for developing the scaled sensor test rig. This is not to say
that cameras are completely unaffected by changes in scale. The following sections
illustrate issues that arise when cameras are used in scaled environments.
6.2.2 Scaling and Camera Properties
The validity of scaling vision can be clearly demonstrated using the most basic
model for a camera: the pinhole camera. A pinhole camera is the simplest means
of describing how light reflected from a scene projects onto an image. The ideal
pinhole camera model represents the camera as an infinitesimally small hole as shown
in Figure 6.4.
As shown in the figure, a light ray from the top of the tree passes through the
hole and is projected onto the bottom of the image. Since the hole is infinitely small,
there is theoretically only one path through the hole that light from a single scene
point can pass through. Therefore, each point in the scene maps directly to a point
in the image plane, and the resulting image is inverted.
60
Figure 6.4: The simplest means of modeling a camera is as an ideal pinhole camera.
Light reflected off of the scene (left) passes through an infinitesimally small hole and
is projected onto the image plane (right).
The following equation describes this mapping for one dimension. The relationship
between a point Po in the scene and a point Pi in the image can be found using similar
triangles and is given by
yo
o
= −yi
i
(6.1)
where yo is the y-coordinate of the scene point , o is the distance from the scene
to the pinhole, yi is the y-coordinate of the image point and i is the distance from
the pinhole to the image plane. If the scene were to be scaled by a scale factor s, the
size and location of the scaled point Ps can be calculated by simply multiplying the
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original coordinates by the scaling factor
ys = syo (6.2)
os = so (6.3)
where ys and os are the scaled y-coordinate and distance to the pinhole, respec-
tively. Keeping in mind that the distance to the image plane remains constant, it is
straightforward to show that the y-coordinate projected onto the image plane from
the scaled scene yi,s is the same as the original image coordinate
ys
os
= −yi,s
i
syo
so
= −yi,s
i
yo
o
= −yi
i
= −yi,s
i
yi = yi,s
Therefore in the most ideal case, images are not affected by changes in the scale of
the scene. As illustrated above, when the scene is scaled down, it must also be moved
closer to the camera. With a real camera, as objects moved closer, the camera would
have to be refocused. Changes in focus can not be captured with an ideal pinhole
camera model. Instead, the Gaussian Lens Formula - also known as the thin lens
model - can be used to describe how the focus of the camera changes with scale.
The thin lens model is often represented with a ray diagram such as that shown
in Figure 6.5. This diagram is typically constructed by drawing 3 rays from the scene
point to the image: one parallel to the principle axis on the scene side that bends to
pass through the focal point on the image side, one that passes straight through the
center of the lens, and one that passes through the focal point on the scene side and
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Figure 6.5: A ray diagram depicting the thin lens model. The thin lens model in-
corporates focal points and can be used to derive how scaling affects the focus of the
camera.
bends parallel to the principle axis on the image side. In order for the image to be
perfectly focused, the image plane must be located where these three rays converge.
Through geometry and similar triangles, it is possible to derive the Gaussian Lens
Formula
1
o
+
1
i
=
1
f
(6.4)
where f is the distance from the lens to the focal point. As described earlier, when
the scene is scaled the camera must be moved closer, and subsequently refocused.
Equation 6.4 can be used to derive a relationship between the original focal length,
the distance to the object, and the scale factor. It is important to note that the focal
length in a camera is determined by the curvature of the lens. For single lens cameras
this property can not change. For compound lens cameras the equivalent focal length
can be varied by varying the distances between the lenses. However, this is most
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often utilized to zoom in and out.
Most cameras achieve focusing by changing the distance to the image plane. In
terms of the Gaussian Lens Law, this means that when the camera is refocused, f
remains constant while i is changed. This fact can be utilized to develop and equation
for i when a scale factor is applied. Rearranging equation 6.4 to solve for i yields
i =
fo
o− f (6.5)
Note that this equation holds true for both the original scene and scaled scene.
Since f does not change, the equation for the scaled scene can be written as
is =
fos
os − f (6.6)
where is is the image plane distance after being refocused on the scaled scene.
Plugging in equation 6.3 for os yields
is =
sfo
so− f (6.7)
which is the location of the image plane when refocused on the scaled scene in
terms of the focal length of the camera, distance to the object, and the scale factor.
The immediate question is how this affects the image. The size of the object in the
image plane yi can be found from examining similar triangles in Figure 6.5, and is
given by
yi =
i
o
y (6.8)
From this equation and equation 6.7, the size of the scaled object image yi,s
calculated in terms of the size of the full scale object image is
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Figure 6.6: When the object is scaled down, it also moves closer to the camera, mean-
ing that the camera must be refocused. This results in the scaled image appearing
slightly larger in the image plane than the original image. As illustrated above, when
the object is initially far away, the difference between the scaled image and full scale
image is minimal. However, if the object is initially close to the camera, the difference
between the scaled image and full scale image is noticeable.
yi,s =
s(o− f)
so− f yi (6.9)
Interestingly, this equation shows that when an an object is scaled down, it be-
comes larger in the image. This effect is illustrated in Figure 6.6. This stems from the
simple fact that as objects move close to the camera they appear larger. This increase
in size is non-linear with distance. In fact, the object does not have to move far from
the camera before this effect becomes markedly less pronounced. To visualize this
better, define the percent difference between the full scale and scaled images as
x =
yi,s
yi
− 1 (6.10)
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Using the percent difference x and equation 6.9, the minimum amount that a scale
factor for a camera with focal length f observing an object at a distance o is
s >
f(x+ 1)
xo+ f
(6.11)
To help better visualize this, consider the following example. Suppose the focal
length of a camera is 4.5mm and that the closest the UAV ever approaches an obstacle
is within 2m. Say that the biggest difference that can be tolerated between the scaled
image and the actual image is 2%. In this case, f = .0045, o = 2, and x = .02. Then
the minimum scale factor is s > .1031 or approximately 1/10th scale.
This effect does not preclude scaled environmental testing. For many UAV mis-
sions, the effect will hardly be noticed. However, in missions where the UAV will be
approach very close to the obstacle, this should be taken into consideration. In these
cases, equation 6.11 could be used to determine an appropriate scale size.
The derivations above describe how scaling affects the physical properties of the
camera. The pinhole and thin lens models are simplistic representations of an optical
system. Modern cameras contain multiple lenses, CCD arrays with finite resolution,
and vary greatly depending on the technology and optical assembly used. For a
more in depth discussion of considerations for using scaled environments with modern
cameras, see Appendix A.
Beyond camera properties, environmental factors also play a large role in imaging.
As the scale changes, so to will the impact of environmental factors.
6.2.3 Scaling and Environmental Effects
Vision systems are dependent upon light. The physical laws that govern how light
travels from the object to the vision sensor are also dependent upon the scale of the
environment. The intensity of light that a sensor sees from a source - whether emitted
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or reflected - is a function of the distance to that source.
The intensity decreases the further the sensor is from the source. One of the
simplest models for this attenuation is the inverse square law for light. The guiding
principle behind the inverse square law is that light expands from the source in all
directions, taking a spherical shape. Simple geometry leads to the following rela-
tionship between the intensity of the source I, the distance to the source d, and the
illuminance experienced by the observer E
E =
I
d2
(6.12)
From this representation, it can easily be seen that as the scene scales down
and the sensor is brought closer to the object, the amount of light that the sensor
measures from the object will increase proportionally to the square of the scale. To
maintain an exact depiction of the real world, the lighting would need to decrease
as the environment is scaled down. Practically, however, most modern cameras have
auto exposure correction and so changes in light intensity are not noticeable. Even
so, the process of experimentally matching light intensities is straight forward so long
as the user has variable control over the light source and a light meter.
This model does not incorporate effects from the atmosphere, however. When
looking off into the horizon it can be observed that the further away an object is,
the hazier it appears, as Figure 6.7 shows. The effect that causes this is the same
phenomenon that makes the sky appear blue. There are many different models for
illuminance that consider the effects of the atmosphere. One such model is the Dichro-
matic Atmospheric Scattering Model first developed in [36].
The Dichromatic Atmospheric Scattering Model is comprised of two major com-
ponents: attenuation and airlight. Attenuation refers to the scattering of light from
the source due to air particles. [32] utilized a combination of Bouguers exponential
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Figure 6.7: Atmospheric scattering makes a significant difference in the appearance of
natural images. The image on the left was generated in simulation without a model
of the atmosphere. The image on the right utilizes an atmospheric model. Reprinted
from [41].
law which describes how a column of light attenuates through air and Allards law
which adjusts Bouguer’s law to represent a cone of light rather than a column. The
resulting model for attenuation is
Edt(d, λ) = g
Io(λ)e
−β(λ)d
d2
(6.13)
where the irradiance from attenuation Edt is a function of wavelength λ and dis-
tance to the source d. Io is the intensity of the source, g is a constant that accounts
for camera parameters, and β is the total scattering coefficient of the atmosphere.
The other main component of the overall model is the irradiance due to airlight
Ea. This models the observed effect of distant objects appearing lighter than objects
in the foreground, giving the scene a hazy appearance. The model is also a function
of wavelength and distance, given by the equation [32]
Ea(d, λ) = E∞(λ)(1− e−β(λ)d) (6.14)
where E∞ is known as the horizon brightness. The complete Dichromatic Atmo-
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spheric Scattering Model is the sum of these two components
E(d, λ) = Edt(d, λ) + Ea(d, λ) (6.15)
This equation would be integrated over all relevant wavelengths (i.e. the visible
spectrum) to obtain a formulation of the radiance as a function of distance. It should
be noted that the term β is used to model different atmospheric conditions. The
value for β is governed by Rayleighs law of atmospheric scattering
β =
1
λγ
(6.16)
where 0 ≤ γ ≤ 4. γ captures how different particles in the air reflect light
differently. For pure air γ = 4, giving preference to shorter wavelength blue light.
For fog γ ≈ 0, thereby causing all light to be reflected equally giving fog its white
appearance.
The equations above show how distance is related to the transmission of light
through the atmosphere. Generally speaking, the further away the object, the lighter
and less bright it appears. This effect is generally exponential with distance.
It becomes difficult to reproduce these phenomenons at scale. The relevance of
these factors depend on the particular application. For instance, tracking is generally
performed on a single object a fixed distance away with which the craft has a direct
line of sight. In these cases the amount of attenuation would be fixed and could be
directly introduced in software with image processing or in hardware with a filter.
For other situations such as visual navigation or mapping where the craft would
be looking towards the horizon, the effect of attenuation and airlight would be starkly
apparent. In these scenarios, the general rule would be as the scale decreases, the value
of β must increase. This could be accomplished by introducing a thicker medium such
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as faux fog. The effect could also be achieved through clever lighting and painting of
the scenery.
6.2.4 Summary of Considerations for Sensors when Scaling
As discussed above, the effects of scaling on sensor performance must be taken
into consideration when designing test procedures for a scaled environment. While
it is not clear how well some mission sensors will scale, vision seems a promising
candidate.
In principle vision is a scalable technology. First order approximations show that
vision should perform well at reduced scales. Digging deeper, the relationship of
camera properties and environmental effects to distance do not drastically affect per-
formance. However, when designing experiments one should keep in mind that the
camera will need to be refocused, which inherently changes the size of the project
image. Furthermore, attenuation of light sources and the haziness of atmosphere will
be less prominent in the scaled environment.
Taking these factors into consideration, the decision was made to further investi-
gate how vision and vision algorithms can be tested at a reduced scale. This decision
drove the design of a visually accurate scaled environment.
6.3 Scaled Testing Facility Design and Construction
The scaled testing facility utilizes SISTR in much the same way as the full scale
facility, replacing the full scale environment with a smaller version. The realization
contains three major components: the scaled environment, the mathematical model of
the UAV, and the 3 DOF gantry with a 3 DOF wrist. The scaled environment provides
the testing space where missions are conducted. The mathematical model of the UAV
is used to generate the motions of the aircraft based on control commands. These
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Figure 6.8: The Piasecki Aircraft research facility represents typical terrain for UAV
missions, as shown in this satellite image. The urban and wooded environments
contain buildings, trees, poles and thin wires. The area spans several hundred meters,
allowing ample room for UAV flight tests.
motions are then played back in real time on the 6 DOF gantry/wrist combination.
These components are described in detail below.
6.3.1 Scaled Environment
In designing the scaled environment, the focus was to accommodate the typical
UAV mission. Because there are finite boundaries on the workspace, the types of
missions under investigation are those executed on-station after being deployed from a
remote location. These missions include reconnaissance, perch-and-stare and payload
delivery. These missions often involve fundamental capabilities such as autonomous
landing, mapping, and target tracking.
Since many UAV missions are executed in areas containing natural and man-
made features, it was necessary to incorporate both in the test space. Obstacles such
as buildings, trees and poles are typical of these environments. Piasecki Aircraft’s
research facility shown in Figure 6.8 provides the right mix of man-made and natural
features and also contains challenging obstacles such as thin wires and branches.
71
Figure 6.9: The Piasecki facility was meticulously measured and CAD renderings were
created of all of the site’s buildings. These were used in constructing the buildings
from foam core. Scene elements such as trees and electrical structures were made
from balsa wood, modeling lichen, and other modeling materials.
In determining the size of the testing area, cues were taken from previous research.
In both [46] and [16] the operational area was as large as 220m x 220m flown at
altitudes in the 10’s of meters. From this, it was determined that an appropriate area
for testing was 300m x 300m. The work space inside the 6 DOF gantry is 5.40m x
4.22m x 1.65m. These constraints suggested 1:87 to be an appropriate scale. This
takes advantage of the common H0 modeling scale popularized by the model train
community. Modeling at this scale provides access to a wide range of obstacles and
terrain features such as buildings and trees.
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Figure 6.10: The 1/87th scale environment was built to visually approximate the full
scale facility. Major man-made features were carefully measured and scaled. Textures
and colors were visually matched to facilitate testing of vision sensors. Natural terrain
was roughly approximated with modeling supplies.
In scaling the environment, emphasis was placed on replicating visual features, as
vision is one of the most common sensors in UAVs and the most plausible to scale.
Local artists specializing in scaled replicas were utilized to generate the landscape.
Pictures from the construction can be seen in Figure 6.9.
The goal was to create as accurate a representation of the facility as possible,
with the primary focus of dimensionally and visually recreating and placing all of the
buildings, and the secondary focus providing a natural landscape that contained all
of the elements of Piasecki.
The building dimensions and locations were meticulously measured using a com-
bination of known dimensions, satellite photography, and on-site visits. CAD models
were generated of all the buildings as well as a dimensioned overhead layout. These
were used to construct the buildings and layout the model. The structures themselves
were cut and assembled from foam core boards. Other man-made features such as
electrical infrastructure and fences were modeled with balsa wood and mesh.
The natural features that were mimicked included trees, bushes and grass. Trees
were made from wooden dowels and modeling lichen, which was also used for bushes.
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Grass was modeled as a texture using flocking. Rather than recreate each individual
tree or bush, the features were placed to generally match the terrain such as a group
of trees or a patch of grass.
Particular emphasis was placed on visually approximating textures and colors.
This is crucial to providing a high level of realism to the model. This was achieved
through a combination of textured paint, painting techniques, sand paper and other
construction materials.
The entire model was placed on nine MDF panels cut into 3ft squares for ease of
storage and transportation. The final product is pictured in Figure 6.10.
6.3.2 SISTR
The scaled model is enclosed within SISTR. The translational motions are achieved
with the affore mentioned gantry. The remaining 3 DOF are provided by a pan/tilt/roll
unit attached to the end the gantry, together forming the end effector of SISTR.
There were several design constraints for the pan/tilt/roll unit. First, the axes of
rotation must intersect at the center of the mission sensor (i.e. the camera). This
mimics how most aircraft rotate at or near their center of mass. This design also
decouples rotations, therefore allowing independent control over each axis of motion.
The assembly also had to meet the small form factor demands of working in a
scaled environment. Since the end effector takes up space in the scaled model, it
creates physical constraints on what situations can be simulated. For instance, the
width of the end effector limits how narrow of an urban canyon can be traversed. For
this reason it was necessary to create as small an end effector as possible.
The pan/tilt/roll unit shown in Figure 6.11 was constructed from Dynamixel
AX-12 servos. These servos were chosen for their combination of small size, high
torque, high speed and resolution. The servos can be controlled to 0.35 deg at rates
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Figure 6.11: A custom pan/tilt/roll unit was created such that all axes of rotation
intersected at the center of the sensor package. It was also made to fit a small form
factor so that it could move very close to the scaled environment.
up to 300 deg /sec. Since rotations do not scale, this corresponds to 0.35 deg and
300 deg /sec at full scale.
Another design challenge in reproducing motion on a smaller scale is matching the
velocities and positions of the UAV. Table 6.1 displays the maximum and minimum
velocities achievable by the gantry and their 1/87th scale equivalents. While these
velocities do not represent the full range of velocities achievable by UAVs, they do
encompass a large portion of the operating range. The position in all translational
axes of the gantry can be controlled to within ±0.5cm. This scales up to a resolution
of ±0.43m. This position accuracy is well within the ±2m accuracy of the typical off
the shelf GPS system.
The camera mounted to SISTR’s end effector is virtually flown through the en-
vironment. Vision data is collected in real time by the same control algorithms and
75
Table 6.1: SISTR Constraint Velocities and 1/87th Scale Equivalents
Axis SISTR Scaled
X 0.012 - 0.61m/s 1.04 - 53.0m/s
Y 0.019 - 0.61m/s 1.65 - 53.0m/s
Z 0.021 - 0.61m/s 1.83 - 53.0m/s
Figure 6.12: X-Plane is a commercially available flight simulator used for modeling
aircraft. X-Plane utilizes blade element theory to calculate how the aircraft will fly
based off of its geometry. It also is fully customizable and can be interfaced with
through UDP communication.
software that would be used in flight. The control commands are fed into the mathe-
matical model of the aircraft, which generates aircraft positions. These positions are
then played back on SISTR.
6.3.3 UAV Mathematical Model
Currently, SISTR is programmed to receive position commands and move to those
positions. These commands are sent to SISTR from a remote computer workstation
through UDP communication. Positions come from the mathematical model of the
UAV, which could be implemented through any typical software solution such as
Simulink or C++. Initial testing required a well understood and trusted method for
generating flight dynamic data.
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X-Plane is a popular and widely available simulator program made by Laminar
research. X-Plane is unique from traditional flight simulators in that it models aircraft
dynamics based on the geometry of the aircraft. Using blade element theory, the
craft is divided into smaller elements. The lift and drag acting on each element
is calculated, and these forces are summed to determine the motion of the entire
aircraft. Figure 6.12 show a typical X-Plane model and a visualization of blade
element calculations. X-Plane can be used to model many different aircraft, from
planes to helicopters to rockets. While X-Plane models do not exactly capture the
dynamics and quirks of every aircraft, the general behavior is closely approximated.
X-Plane is particularly versatile as a research tool because it can be customized
in many different ways. The software comes with an editor to create custom aircraft.
Environments can be imported from other programs. There are built in functions to
vary the weather conditions and the lighting conditions. It is also possible to interface
with the program through UDP. This allows the user to obtain program data and
build their own plug-ins.
X-Plane has been validated as a design tool by many other research efforts. For
instance [11], utilized X-Plane to model a Maxi/Joker rotorcraft. From the model
they were able to test their flight controller. A fuzzy logic controller for a rotorcraft
was tested using X-Plane in [56]. [14] discusses how UAV pilots can be trained using
X-Plane. X-Plane has also been certified by the FAA for flight training.
In the scaled test rig, X-Plane is being used to simulate the flight dynamics of
a rotorcraft. Control commands for the throttle/collective, tail rotor, cyclic pitch
and cyclic roll are sent to X-Plane through UDP communication from the control
algorithm code. These commands are passed to the rotorcraft model running on X-
Plane. X-Plane then generates the motions of the helicopter and reports them back to
SISTR. To achieve this, a custom UDP plug-in was programmed that communicates
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with X-Plane at up to 90 Hz.
While the system has been designed to mimic UAV flight at a smaller scale, it is
unclear how well results from the scaled model correlate to the real world. To validate
the effectiveness of simulating missions in the scaled environment, baseline tests were
conducted.
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7. Scaled Model, Closed Loop Testing
To validate the scaled approach as a viable means for testing and evaluating
UAV missions and sensor suites, tests were performed in incremental stages. First, it
was necessary to verify that the fundamental components of the testing environment
performed at reduced scale as they had at full scale. Then a full mission was recreated
inside the scaled test rig. This mission represented a typical UAV task and was
validated against real world flight results. Finally, the utility of the test rig to gather
information that would otherwise be difficult to gather in the field was demonstrated.
7.1 Verification Tests
There are two major concerns in pursuing scaled recreations of UAV missions:
the ability to recreate aircraft motions at small scale and the scalability of sensors.
Verification tests were performed to address these issues.
7.1.1 Verifying Dynamic Recreation
There are several factors that come into play when attempting to replicate the
motions of an aircraft in a scaled model. First, the approximation of real life motion
will only be as accurate as the mathematical model of the aircraft. Since the design
of this testing facility allows the mathematical model to be interchanged, the fidelity
of the model can be selected by the user. The question then becomes how well does
the hardware follow the positions generated by the mathematical model?
One important factor in the ability of the hardware to follow position commands
is the update rate. The faster the update rate of communication between the mathe-
matical model and SISTR, the finer the motion command. The rate at which positions
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Figure 7.1: Tests were conducted to see how well SISTR followed motions commanded
from X-Plane. While SISTR is capable of positioning within ±0.5cm, there is lag
between the commanded and actual position. The lag was smallest at 5m/sec. Below,
30m/sec the lag between command and motion is within a workable range.
are updated directly effects the range of speeds that can be accurately reproduced.
Faster speeds demand more position commands per second.
To determine the range of motions that can be reproduced by SISTR, aircraft were
flown in X-Plane at different velocities. The velocity vectors applied ranged from [1
1 1] m/sec to [40 40 40] m/sec, corresponding to speeds ranging from 1.73m/sec
to 69.28m/sec. The velocities were gradually increased to determine if an upper or
lower bound existed on the velocity reproducible by SISTR. The direction of motion
was chosen such that all 3 axes were actuated equally. The position and velocity of
SISTR were measured directly from encoder data on the translational axes.
The errors in positioning are shown in Figure 7.1. While SISTR is capable of
positioning within ±0.5cm, there is some lag between the commanded and actual
position. When the aircraft was moving slowly at [1 1 1] m/sec, the motion of SISTR
was very rough. This effect occurs because the change in position command is very
small. It is difficult for the motion platform to overcome static friction in very small
increments. When the aircraft was moving at velocities of [30 30 30] m/sec or greater
80
the motion was very erratic. This is in part due to reaching an upper limit on the
motion of SISTR. The best results were obtained at a velocity of [5 5 5] m/sec.
7.1.2 Verifying Sensor Scaling
To verify that vision algorithms will work on the scaled environment in a way
similar to the real world, a common vision algorithm was applied to both scaled model
video and real world video. Perhaps one of the most common vision algorithms is
the Kanade-Lucas-Tomasi (KLT) feature tracker. KLT trackers are used in many
applications, from mapping to velocity estimation to target tracking.
This particular implementation of a KLT tracker used a Harris feature detector
to locate the strongest features in the first frame. The features were then tracked
between frames using pyramidal KLT. If a feature was lost, a new feature was found
and tracked. This code was run on video of the scaled model. The same code was
also run on video of the full scale building at Piasecki Aircraft.
To conduct the test, a camera was placed on a tripod a fixed distance from the
target building at Piasecki. The camera was then yawed steadily in a range of ±30◦.
The distance to the building and the height of the camera were recorded. These
measurements were then scaled down to 1/87th scale for tests inside SISTR. As the
camera was now much closer to the target, the camera was refocused on the front of
the building. The same motion was then recreated using SISTR’s end effector.
As shown in Figure 7.2, the edges of the building and corners of the window were
selected as the strongest features to be tracked between frames. These features were
detected in both the scaled model and the full scale facility. This confirmed that the
vision sensor algorithm was indifferent to the scale of the facility.
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Figure 7.2: A Kanade-Lucas-Tomasi feature tracker was applied to video from the
scaled model and the real world. Similar features were detected and tracked in both
data sets. This confirms that vision sensors produce similar results at both small and
full scale.
7.2 Validation Tests
To validate the concept of a scaled testing facility, test results from the scaled
model must be compared to trusted baseline tests. To conduct this comparison, a
standard UAV mission and algorithm were selected. This algorithm was then run in
both computer simulation and the scaled environment. After gaining confidence that
the scaled environment was producing realistic results, the process was repeated for
real world flight tests.
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Figure 7.3: The vision algorithm being tested performs visual servoing towards a
window. The algorithm performs velocity control based on the difference between
the location of the window in the image and the center of the visual field.
7.2.1 UAV Algorithm
Visual servoing is a common task performed by UAVs. Its applications are many
and varied, from autonomous landing to obstacle avoidance. The work performed
by [30] demonstrates a representative visual servoing task with a helicopter. This
approach was recreated in simulation and in the scaled environment. The method is
presented here in brief.
In [30], tests were performed with the COLIBRI helicopter test bed. COLIBRI
is a fully autonomous helicopter capable of position and velocity control. COLIBRI
was outfitted with a forward facing camera for this set of experiments. To mimic
COLIBRI, an attitude, position, and velocity controller was programmed to control
the X-Plane helicopter.
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The attitude controller performed PID control of the cyclic pitch, cyclic roll,
collective and tail rotor to stabilize the helicopter at a given yaw, pitch, roll, and
altitude. The position and velocity controllers performed PID control of the pitch,
roll, and altitude to move the helicopter to a given position or at a given velocity.
These controllers made the X-Plane helicopter functionally identical to COLIBRI.
The goal of [30] was to select the window of a building and have the helicopter
guide itself to center the window in the visual field while remaining a fixed distance
from the building. This was accomplished by measuring the distance from the center
of the target window to the center of the visual field, depicted in Figure 7.3. The
velocity of the aircraft was proportionally adjusted to this error according to the
following equations:
vyref = 2
i− w/2
w
(7.1)
vzref = 2
j − h/2
h
(7.2)
where vyref and vzref are the horizontal and vertical velocities, i and j are the
image coordinates of the center of the target window, and w and h are the width and
height of the image. This algorithm was implemented on the afore stated X-Plane
helicopter, allowing it to be visually servoed when connected to a video feed.
7.2.2 Scaled vs. Computer Simulation Test Setup
The first step in recreating this body of work was to find an aircraft model that
was representative of the SR100. Air.C74.Net is an online source for custom X-Plane
aircraft models. Their RC3D model was created to fly like a Raptor 90 size aircraft.
The Raptor 90 is similar in size to the SR100, though lighter weight with much more
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Figure 7.4: A custom GUI was coded in C# to provide a visual representation of the
helicopter’s state and an intuitive means of controlling the helicopter. The left side
contains controls while the right side is dedicated to the live video feed.
aggressive controls. The mass of the vehicle and range of the control surfaces were
tuned to better approximate the SR100.
The window servoing algorithm was recreated in C# using the MS Visual Stu-
dio .NET developing environment. The code was a multi-threaded application that
performed three tasks concurrently: grab and process video data, read data from
X-Plane and send back control commands, and run a graphical user interface (GUI).
The GUI is built to provide a clear visual representation of how the helicopter
is behaving and an intuitive interface. Figure 7.4 shows the GUI during typical use.
The incoming video feed dominates the right side of the window. All controls and
indicators are located down the left hand side of the window. Dial indicators very
similar to those used in cockpits indicate the helicopters attitude. Position and other
85
data are displayed with text.
The controls are programmed to guide the user through the proper initialization
procedure. First, all buttons are disabled except for those that establish a communi-
cation link to the helicopter. Once communication is established, the user can then
engage autonomous position control. An arrow pad allows the user to position the
helicopter.
When the user clicks the button “Select Features”, they are instructed to select
the corners of the target. Moving the mouse over the video feed then displays a green
box which the user places over the corner to be detected. After selecting all four
corners, a box is drawn around the target, the center marked, and the track features
button enabled. By clicking “Track Features”, the user engages the visual servoing
controller and the helicopter is commanded under velocity control.
The video processing thread was implemented using EmguCV, which is a .NET
wrapper for the popular OpenCV computer vision library. EmguCV contains func-
tions for many common image processing techniques. In particular, it has built in
functions for converting images to grayscale, Harris feature detection and Pyramidal
Lucas-Kanade Tracking.
The video capture thread first captures the color image and converts it to grayscale.
When the user chooses to select features, it displays a green box representing the
search window. The user is instructed to select the four corners of the target. When
the user clicks on the image, the code performs harris feature detection inside this
window and returns the strongest feature. For every feature selected the code tracks
the feature using Pyramidal Lucas-Kanade. When all four corners have been selected,
the intersection of the diagonals is calculated and stored as the target center. If any
of the features become too weak the code notifies the user that it has lost the feature
and then deletes all features.
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All of the control is being performed in the control thread. The control thread
first reads UDP packets from X-Plane, parses the information and updates the known
attitude and state of the aircraft. At the end of the control loop the latest control
commands for the throttle/collective, tail, cyclic pitch and cyclic roll are sent to X-
Plane. By default the code performs position control of the helicopter. If the user
clicks a button to move the helicopter, the goal position is changed. When target
tracking is engaged, the control code switches to velocity control. The control code
calculates the error in the image plane between the target center and the center of
the image. It then calculates the velocity command to servo the helicopter towards
the window.
7.2.3 Scaled vs. Computer Simulation Procedure
The process followed for testing the control was very similar to how a normal flight
test would be conducted. First, the helicopter was manually positioned in front of the
window on a building. The code was then started and autonomous position control
was engaged. The helicopter was allowed to settle, and then, using the position
control code, was positioned such that the window was near the edge of the visible
field. The corners of the window were then selected and the target tracker engaged.
With the target tracker engaged, the code switched to velocity control and servoed
the helicopter towards the window.
In computer simulations, the control code was provided a video feed from a screen
capture of the X-Plane environment. The Piasecki test site was modeled in X-Plane
and textures were applied to visually match the actual facility. The program read the
helicopter attitude from X-Plane and sent control commands back to X-Plane.
For the scaled tests, the video feed came from the camera positioned inside the
scaled environment. The program functioned in the same way, the only difference
87
Figure 7.5: Visual servoing tests were conducted in both simulation and in the scaled
environment. This figure shows the camera positioned in the scaled environment. A
program was created to autonomously servo the camera such that the target window
was in the center of the visual field.
being that the attitudes provided by X-Plane were relayed to SISTR to move the
gantry. From the perspective of the control code, the only difference between the two
tests was the source of the video stream.
Several different scenarios were conducted in both simulation and the scaled en-
vironment. In each scenario, the initial position of the target window was changed.
Eight different scenarios were tested, with the window positioned at the top, bottom,
left, right, and all four corners of the visual field. Figure 7.5 shows the camera’s
perspective and how the camera was positioned for the scenario when the window
was in the upper left hand side of the image.
7.2.4 Scaled vs. Computer Simulation Results
The results from scaled versus simulation testing are shown in Figure 7.6. For the
data set shown, the helicopter was first zeroed on the window. It was then manually
positioned to the lower left of the window. When the tracking controller was engaged,
the helicopter moved up and to the right (in the positive x and z directions) until it
centered on the window.
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Figure 7.6: The time response of the gantry at 1/87th scale compared to the time
response from the computer simulation. The figure at the bottom shows a plot of
the location of the window in the visual field during the test with black representing
simulated results and red scaled results. As can be seen, the response from scaled
tests closely match simulation. The stepped appearance of the gantry response was
later attributed to issues with the gantry position controller.
As can be seen, the time response from the scaled tests closely match simulation.
Most notably, both the x and z directions show a first order response with settling
times almost identical to the settling time from simulation. The x direction had a
slightly faster rise time than simulation. This could be attributed to an issue with
the gantry.
Notice that the results from scaled testing have a stepped appearance, as if the
gantry were making discrete movements. This artifact was later attributed to an issue
with the position controller of the gantry. This issue was resolved for future tests.
The success of scaled testing in relation to simulated results showed that the scaled
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environment was a feasible approximation of the real world. To conclusively prove
this, flight tests were conducted.
7.2.5 Scaled vs. Flight Test Setup
7.2.5.1 The SR30 Helicopter
For flight testing a Rotomotion SR30 autonomous helicopter was used. The SR30
is a gas powered autonomous helicopter capable of lifting a 10lbs payload with flight
durations of up to 1.5 hours on a single tank. The SR30 uses the same flight con-
troller system (FCS), avionics, and software as the SR100 mentioned earlier. In short,
the SR30 is a fully autonomous helicopter capable of autonomous wind stabilizing,
position control, velocity control and GPS waypoint following.
The FCS is self contained, and once engaged will maintain the helicopter in hover
without external input. The FCS communicates with the ground station computer
through a wireless 802.11 connection. UDP messages are regularly broadcast from the
helicopter containing state information, raw sensor measurements, current commands
and tasks, and other relevant data. The ground station must constantly transmit a
FADEC message to the helicopter. The FADEC message contains a timeout value
and a home waypoint position. In the event that the helicopter has not received a
FADEC message by the specified timeout, the helicopter will autonomously fly to and
hover over the home position.
The helicopter can be sent velocity commands using the TELEOP command.
TELEOP commands contain a target x velocity, y velocity, z altitude and heading.
Note that it is not possible to command a z velocity. This necessitated a small change
in the control code and test protocol.
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7.2.5.2 Control Code Changes
The major changes to the control code occurred in the control thread. Since the
SR30 could already perform autonomous position and velocity control, this greatly
simplified the control thread. The position and velocity controllers were removed,
leaving just the UDP communication code and the tracking controller.
The UDP communication code was changed to communicate with the SR30. This
was primarily a change in packet structure and processing packets. As mentioned
earlier, it was necessary to add code that would constantly transmit FADEC messages.
For safety reasons, code was also added to display system health information, such
as the SR30 battery voltage, the strength of the communication channel, and the
strength of the GPS signals.
In principle the tracking controller remained the same. Velocity commands were
still calculated based on the error in the image plane. A “dead zone” was added to
prevent small velocity commands (commands less than .7m/s) from being transmit-
ted, because small velocity commands cause the SR30 to become unstable. The data
rate was also reduced, as preliminary tests revealed erratic behavior when TELEOP
commands are sent at too high of a rate (e.g. greater than 4 Hz).
7.2.5.3 Swapping Missions, Environments, and Dynamic Models
The use of the SR30 and the restriction to moving in the XY plane presented a
unique opportunity to demonstrate how SISTR can be quickly outfitted to investigate
different missions, environments and dynamic models.
Since velocity could only be controlled in the x and y directions, rather than
servoing to a window on the side of a building, the test was redesigned to servo
over a target positioned on the ground. In principle, this test is the same as the
window servoing test with just a change in the coordinate system. In practice, this
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meant repositioning the camera to face downward and making some minor edits to
the control code.
The target was constructed from traffic cones placed in a field. This required
that a new scaled environment be created. The new environment was constructed at
1/15th because miniature traffic cones were readily available off the shelf at this scale.
The field was created using foam core board textured with saw dust and painted to
look realistic.
The dynamic model of the aircraft was also changed. Rotomotion provides their
own aircraft simulator that mimics the SR30. The user interfaces with the simulator
through UDP messages in the same way they would with the actual helicopter. This
made the transition from scaled tests to flight tests transparent to the control code.
7.2.6 Scaled vs. Flight Test Procedure
Flight tests were conducted at Rotomotion headquarters in Charleston, SC. Roto-
motion’s mobile command center was driven to a nearby field and served as the base
for operations. The ground station computer and wireless 802.11 link were setup
inside the mobile command center. A 5.8 GHz, 1W wireless video transmitter was
used on the helicopter, paired with a receiver equipped with high gain, directional
antennas.
Standard orange traffic cones were used as the target, arranged in an approxi-
mately 3m x 3m square. The environmental conditions during testing were generally
mild. The day was cloudless and sunny with sustained wind speeds of approximately
6mph.
At the beginning of the test session, the safety pilot zeroed the FCS controller
on the center of the target. The pilot then manually flew the helicopter into a hover
position over the target. When the helicopter achieved a stable hover, it was placed
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into autonomous mode. The helicopter would then fly to home position and hover
there waiting to receive commands.
To conduct a test, the control code was started and communication was established
with the helicopter. Then as before, the helicopter was manually positioned such that
the target was at the edge of the field of view. The corners of the target were then
selected. After all four corners were selected, target tracking was engaged and the
helicopter servoed over the target.
One major difficulty encountered in testing was achieving a clear and consistent
video link. The signal was often noisy and would occasionally glitch. This was
primarily a consequence of the high directionality of the video transmitter and receiver
coupled with vibration from the helicopter. In the field this was mitigated by carefully
positioning the antenna on the aircraft and by keeping the receiver antennas pointed
at the helicopter.
For the scaled tests the procedure was much the same. The code used was identical
to the code used in flight tests. The method of manually positioning the helicopter,
selecting the target and engaging tracking were identical.
7.2.7 Scaled vs. Flight Test Results
The results from scaled tests versus flight tests are shown in Figure 7.7. For the
data set shown, the helicopter was first zeroed on the window. It was then manually
positioned to the left of the window. When the tracking controller was engaged, the
helicopter moved right (in the negative x direction) until it centered on the window.
As the data shows, the results from the scaled model very closely match results
from actual flight tests. Note that both data sets exhibit a second order response
with the same rise time and overshoot. However, at approximately 22sec into the
test the two response sharply diverge. The reason was discovered after reviewing
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Figure 7.7: The time response of the gantry at 1/15th scale compared to the time
response from flight tests. The figure to the right shows a plot of the location of the
target in the visual field during the test with black representing simulated results and
red scaled results. The two plots diverege at 22sec because of camera noise in the
flight test. These results clearly show that scaled tests do accurately represent the
real world.
screen captured video of the controller.
Immediately before the 22sec mark, there is a glitch in the video. Static causes
one of the features to be misplaced by approximately 50pixels. This in turn causes a
shift in the target center location. This shift happens to be in the opposite direction
to which the helicopter is moving. This causes the helicopter to immediately slow
down and stop directly above the target, rather than overshoot again as in the scaled
results.
Despite this glitch, the results clearly show the relevance of scaled model results.
The fact that scaled tests can reliably predict real world behavior give SISTR great
utility for testing and debugging control algorithms. However, the greatest benefit of
this testing environment is its ability to simulate conditions that would be difficult
or dangerous to test in real life.
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7.3 Testing Adverse Operating Conditions
Adverse environmental conditions can cause autonomous aircraft to behave unpre-
dictably and dangerously. As it stands most autonomous operations are carried out
in ideal conditions. When algorithms begin to falter, unpredicted scenarios arise, or
the weather turns bad the UAV is often grounded. This is undertaken as a safety pre-
caution, both for the aircraft and onlookers. However, if UAVs ever hope to achieve
unsupervised autonomous flight, these issues must be addressed.
This problem is admittedly difficult to solve, because it inherently requires that
the researcher risk the aircraft and operate in dangerous conditions. However, tests
conducted inside SISTR can be executed safely, and adverse conditions can be gen-
erated in a controlled, repeatable fashion. This is where SISTR provides a means to
bridge the gap between the current paradigm and robust, reliable control.
SISTR is well equipped to simulate many different types of adverse environmental
conditions. Those perhaps most relevant and pressing for visually guided aircraft are
related to changes in lighting. There are many different natural scenarios in which
lighting conditions are degraded, dynamic, or unstructured. The following tests show
how SISTR can be used to investigate the failure modes of the UAV in these degraded
conditions.
7.3.1 Varied Lighting Intensity
One of the most common problems faced in computer vision are the changes in
light intensities that occur on different days or in different environments. Algorithms
exist to automatically correct for these changes in intensity, and many off the shelf
cameras now have automatic exposure correction.
However, there are limits to this technology, and all cameras have a lower bound
on the level of light they require to capture an image. In flight tests this would mean
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that the helicopter would have to be flown at dusk or at night. In the gantry space
the level of lighting can be precisely controlled.
All of the lights of inside SISTR were focused on the scaled model. When turned
on at full power, the measured intensity at the center of the model was 18, 900lux,
which is equivalent to full daylight conditions. With all of the lights off and the
curtains closed, the measured intesity was less than 1lux, which corresponds to a
night with a full moon. The level of lighting could be controlled in roughly 5lux
increments between these extremes.
First, a test was conducted at 18, 900lux. This scenario was very similar to the
actual field tests. As expected, the algorithm behaved normally and had no trouble
tracking the target. The code was then run at the other extreme, with the lights
turned down to 0lux. At 0lux the image was completely black and it was impossible
to find the target.
From this point, the lights were slowly increased in increments of 5lux. The goal
was to find a threshold value of light intensity for which the algorithm would function.
Function was defined as successfully servoing towards the target without losing any
of the features. This threshold was found to be 45lux, which is between twilight and
a very dark day.
7.3.2 Unstructured Lighting
Another common condition that UAVs may face is unstructured or unexpected
lighting conditions. This refers to shadows in the visual field, multiple light sources
or strong directional lighting.
To observe how shadows affected the control code, an obstacle was placed next to
the model. The lighting was restricted to a single direction so that the object cast
a strong shadow across half of the target. The measured intensity inside the shadow
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Figure 7.8: A shadow was cast across half of the target to measure its effect on the
control algorithm. With a strong shadow the control algorithm was unable to find
features for tracking. With a weak shadow, features were tracked, but lost when the
helicopter moved.
was 50lux, while outside the shadow was 2950lux. Figure 7.8 shows stills from this
test. In this scenario, the portion of the target in the shadow could not be selected
with the feature tracker.
Light was then introduced from the opposite direction. This illuminated the
shadow, removing some of the contrast between the light and dark areas of the image.
In this case measured intensity inside the shadow was 500lux, while outside the
shadow was 2500lux. Here the feature tracker was able to detect the portion in the
target inside the shadow. However, when the image moved the features were lost.
For this test note that the 500lux intensity inside the shadow was much greater
than the determined threshold of 45lux, yet the features were still lost. This is
attributed to the fact that the camera performs auto exposure correction. Since the
camera adjusted its exposure, the shadowed portion of the image was still too weak
to allow good feature tracking.
The next test sought to determine if strong directional lighting had an effect on
the helicopter’s ability to hover towards the target. And independent light source
was positioned 1.5m from the target and .5m above the model ground plane, shown
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Figure 7.9: A light source was placed near the ground plane of the model to measure
the effect of strong directional lighting. Directional lighting had no discernible effect
on the controller.
in Figure 7.9. The measured intensity from this source was 170lux. Conducting the
test showed that strong directional lighting had no noticeable effect on the control
algorithm.
7.3.3 Dynamic Lighting Conditions
Another difficult lighting condition for visually guided autonomous vehicles to
cope with is dynamic lighting conditions. These occur when the intensity of the light
suddenly and unexpectedly changes. This can occur from moving objects casting
shadows over the robot, light sources turning on or off, or clouds passing overhead.
The case simulated in this test approached the effects of clouds passing overhead.
The light intensity was varied from 18, 900lux (full daylight) to 1, 000lux (overcast
day) and back to 18, 900 lux over the course of 20sec. The transition was timed to
occur while the helicopter was performing visual servoing. Video captures from this
test are shown in Figure 7.10.
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Figure 7.10: To simulate clouds passing overhead, the intensity of the light source was
varied from 18, 900lux to 1, 000lux while the tracking code was engaged. The change
in light caused the code to lose features and the helicopter to veer out of control.
During the reduction in lighting after the first 7sec of this test, the target tracking
controller lost features. This information would prove invaluable if this algorithm were
to undergo extensive testing outdoors. This would prompt researchers to be cognizant
of the weather and lighting conditions they are operating in, and to be wary if clouds
are moving overhead. Furthermore, now that this phenomenon has been measured
and documented, solutions can be designed and tested to mitigate this issue.
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8. Conclusions and Future Work
8.1 Summary and Achievements
As the demand for UAVs continues to grow, so to will the desire for increased
levels of autonomy. To meet the need for robust autonomous systems, the UAV
hardware and software must be developed under realistic environmental conditions.
The SISTR UAV testing facility provides a means to bridge the gap between the
development of control algorithms in academia and dependable, robust flight in the
real world. The hardware-in-the-loop test rig driven by the dynamics of the aircraft
and operating in a mock environment provides a controlled method for testing and
evaluating algorithms and sensor suites.
SISTR was designed to provide a test space for conditions that are difficult to
control or difficult to operate in. Test fixtures were built to emulate varied lighting,
rain, dust, and fog. These fixtures were used to characterize the performance of a
scanning laser range finder. The results from these tests measured and documented
the reaction of the sensor, supporting qualitative accounts of the sensor’s performance.
The test rig was demonstrated in the development of a safe landing zone algorithm
for a helicopter. A 3D point cloud mapping algorithm and safe landing zone ID
algorithm were tested inside the gantry. This algorithm was then tested in smoke
and was shown to recover a map even when part of the sensing range was obscured.
Characterization tests concluded that the laser range finder could penetrate thin
smoke, but was blinded by thick smoke. This information later proved invaluable in
interpreting scans from flight tests.
The tests at full scale elucidated one major drawback to SISTR. The space was
too confined to evaluate the majority of UAV missions and platforms. This limitation
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inspired the design and development of a scaled environment.
Vision was identified as the best candidate for testing mission sensors at reduced
scale. Through theoretical development, it was shown that vision is scalable in prin-
ciple, but that two side effects must be taken into consideration. First, when the
environment is scaled down, the camera must be moved closer and subsequently re-
focused. This causes the scaled image to be slightly larger than the full scale image.
Second, the scattering of light off of the environment is difficult to represent at scale.
Neither of these concerns preclude scaled testing, but they should be kept in mind
when interpreting results.
Verification and validation of the scaled approach was demonstrated with a typical
UAV mission: visual servoing. Control code was created to servo an autonomous
helicopter towards a window. This code was tested in the scaled environment and
compared to simulated tests and real world flights. The results showed that scaled
testing does accurately approximate flight testing.
The validation of the scaled environment raised an interesting opportunity. Since
results from scaled tests could be trusted as an accurate approximation of real world
flights, the scaled environment provided an avenue to explore the failure modes of
the algorithm without risking the aircraft. The algorithm was subjected to several
different adverse lighting conditions. The results from these tests provide a better
understanding of how the UAV behaves in realistic environments.
8.2 Applications
The SISTR facility is equipped to generate realistic conditions in a controlled,
repeatable fashion. One aspect of this thesis showed how SISTR was used to char-
acterize a LIDAR sensor. The fact that lasers are blinded by obscurants is well
known through word of mouth in the robotics community. However, there is very
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little published data to support the claim. Since the conditions inside SISTR can be
precisely controlled, this provides a unique opportunity to gather performance data
for common robot sensors.
SISTR could be used to form a library of sensor models for many different types
and degrees of adverse weather. This library could then be made available to the pub-
lic for use in computer simulators, algorithm development, or to validate observations
from the field.
Another unique advantage of having a controlled environment is that the same
test can be precisely repeated for different platforms, algorithms, and sensors. This
allows SISTR to serve as a common testing ground to compare and contrast different
solutions. Part of the difficulty of adopting academically developed autonomy into
production platforms is that its not clear which solutions are superior. SISTR could
be utilized as an “honest broker” for evaluating different solutions, in much the same
way that Consumer Reports evaluates products.
One of the most interesting findings from this work was the conclusion that vi-
sion is scalable. This fact was intuitively known from the special effects industry,
however there was no theoretical information available in the public literature. The
conclusions derived and the general process are applicable for both reducing the scale
and increasing the scale. This could prove instrumental in the development of micro
robotics. Micro robotics face many of the same difficulties in terms of dealing with
adverse conditions and their many nuanced affects on control algorithms. The scaled
approach could be applied in the opposite direction to gain a better understanding
of how micro robots interact with their environment.
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8.3 Promising Areas for Future Research
This work resulted in a hardware in the loop system that can reliably mimic the
performance of a UAV and inform how the craft will react in real world scenarios. The
success of this system opens new questions and promising areas for future research.
Some of these are
• Scalability of other light based sensors. Vision was shown to be a scalable tech-
nology. This opens the door to investigating other light based sensors. For
instance, infrared cameras are very similar in principle to visible light cameras.
Control algorithms such as those used on many guided munitions systems could
be investigated inside SISTR. This would necessitate a different approach to
designing the environment, which would bring its own challenges.
• Wind. One adverse condition that we could not emulate inside SISTR was
wind and gusts. While these may not directly effect the performance of mission
sensors, it undoubtedly plays a role in the stability of control algorithms. The
day flight tests were conducted for this thesis was mildly windy with some gusts.
Even so, it was difficult to obtain good data because of the unpredictability of
wind gusts and the huge influence it had on the target tracking controller. Wind
is certainly a major concern for UAVs, and as of now the only method for testing
control algorithms in wind is through computer simulation.
• Dealing with adverse conditions. Characterizing the LADAR sensor showed
that it is susceptible to adverse weather. However, it is clear that LADAR has
a future in robotic navigation. This necessitates that methods be developed for
coping with adverse weather, not just for LADAR but for other sensors as well.
This issue has already received much attention by the US military in the search
for sensing solutions to see through dust and smoke. There are many unsolved
103
problems in this field that are pivotal to the overall success of UAVs.
• Extensibility of HIL environmental testing. The philosophy prescribed by this
thesis holds potential for solving problems in related fields. Space is one of the
harshest environments known to man, and one of the most difficult to work
in. In space, all systems must work robustly on the first flight, through floods
of radiation, electro static charging, and bombardment from micro meteoroids.
The ability to controllably and repeatedly introduce adverse conditions could
lead to a better understanding of how complex spacecraft behave.
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Appendix A. Scaling Cameras: A Detailed Look
The derivations given in Chapter 6 analyze the affects of scaling on camera
properties assuming that the camera can be modeled as a thin lens. While this
assumption is often utilized in the computer vision community, it neglects many
features of modern digital cameras and camcorders. Modern cameras are complex
systems comprised of intricate optical assemblies, image sensors, and varying levels
of intelligence and autonomy.
A.1 Technologies and Common Practices
A.1.1 Optical Systems
The optical system of a camera often defines the camera’s purpose and function
and can vary greatly between different technologies. The size, shape, and number
of lenses used can produce various effects, and are typically selected based on the
requirements of the application.
The simplest optical system is a single lens. These optics often have very small
lenses and apertures. Focusing is achieved by moving the lens towards and away
from the image plane. They can be found on many consumer grade products, such
as webcams and cell phones. In robotics these are often implemented on miniature
UAVs in the form of small wireless cameras and optic flow sensors.
Outside of miniature cams, the vast majority of cameras utilize some sort of
compound lens. A compound lens is an optical system that contains several individual
lens elements. One of the simplest and most common compound lenses is a prime
lens, also known as a fixed focal length lens. Prime lenses contain several elements
and an adjustable aperture. Focusing is achieved by moving the entire lens assembly,
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or by moving individual lens elements. In both cases the net effect is to change the
distance from the focal point to the image plane. One drawback of prime lenses is that
the focal length can not be changed, and therefore zooming can only be accomplished
by switching to a different lens.
Zoom lenses address this fallacy by allowing the user to change the effective focal
length. Zoom lenses are also compound lenses with multiple elements grouped by
function. Most have an afocal zoom group that is used to change the effective focal
length and a focusing lens (much the same as in a prime lens) that focuses the
camera by changing the distance to the image plane. Common types of zoom lenses
are varifocal lenses, which must be refocused after zooming, and parfocal (true zoom)
lenses, which remain in focus as the camera is zoomed. The majority of consumer
grade cameras use varifocal lenses because they are much simpler designs and focusing
is readily achieved through software.
There are many other types of lenses such as wide-angle lenses, telephoto lenses,
and macro lenses. All provide a specific functionality, but in principal operate the
same way.
A.1.2 Image Sensors
The image sensors utilized in cameras play a large role in determining the quality
of the image. The current dominating technologies are CMOS based sensors and
CCD based sensors. In brief, CCD devices are an array of sensors that capture
photons, which are individually converted to analog voltages, and subsequently digital
measurements. CMOS devices perform this conversion at each pixel, allowing for
faster processing at the expense of greater noise. There is no clear advantage of one
technology over the other, and therefore both are equally common [26].
Both technologies merely measure light intensity. To achieve color information,
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filters are used to individually measure specific color intensities. The most prevalent
filtering method is color filter arrays. With color filter arrays, the sensor is divided
into 2x2 groupings of pixels. Each pixel in the grouping contains a different color filter,
and the true color is recovered by interpolating between pixels. The most common
arrangement is the Bayer filter, which is arranged GRGB (green, red, green, blue).
Other less popular color array filters exist such as RGBE (red, green, blue, emerald),
RGBW (red, green, blue, white) and CYGM (cyan, yellow, green, magenta).
To achieve higher resolution, some cameras forgo color array filters and instead
utilize three individual CCD sensors, a technique known as 3CCD. 3CCD cameras
split the incoming light with a beam splitter to three seperate sensors - one for red,
one for blue, and one for green. This allows much higher resolution, but at higher
cost. Since 3CCD cameras are often expensive, the technology is not as pervasive as
Bayer filters.
A.2 Camera Technologies and Scaling
A.2.1 Optics
As mentioned in Chapter 6, when the scene is scaled down, objects move closer
and the image must be refocused. For the vast majority of lenses, refocusing is
achieved by adjusting the distance to the image plane [44][50]. For this reason, the
limitations described using the thin lens model will hold true, though the derived
equations will change for compound lenses. Once the camera is refocused, there are
no additional considerations that must be taken unless the focal length changes.
For zoom lenses, it is conceivable that some tests may require the the focal length
of the lens be changed. It is important that the same focal lengths be used in both
the scaled and real world models, because focal length also determines field of view.
The process should be to change the camera to the desired focal length and then
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refocus the camera. The focal lengths, and therefore field of view, will be the same
in both the scaled and real world. However, the distance to the image plane will be
different.
This could quickly lead to restrictions on how close obstacles can approach the
craft. When the focal length changes and the camera is refocused, it might be impos-
sible to refocus the camera on objects in the scaled scene. Refocusing will also cause
objects to appear larger, as described earlier. These issues are largely dependent on
the technology and the specific problem being investigated, and should be addressed
on an individual basis.
A.2.2 Image Sensors
The implications of scaling as they relate to the camera’s image sensor are intrin-
sically tied to the level of detail in the scene. Assuming that the level of scaling is not
so dramatic as to cause physical abnormalities (such as gaps shrinking so small that
they create diffraction patterns), then if every feature is scaled exactly, there will be
no adverse effects on the image sensor.
Practically this is intractable, as it would be prohibitively difficult to exactly
shrink every detail of a scene (every leaf or blade of grass, for instance). In reality,
large features can be scaled, but finer features such as the texture of buildings would
be difficult to recreate exactly.
The loss of texture or inability to fully scale textures translates to a loss of fidelity.
This may or may not adversely affect the test, depending on the algorithm being
tested. To some degree this could be accounted for by using a lower quality camera
in real world flights, or by blurring real world images. Ultimately, this limitation
will have to be evaluated on a case by case basis. This holds true regardless of the
technology being used, be it CMOS, CCD, Bayer filter or 3CCD.
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Appendix B. Gantry PCB Schematic
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