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A simple rigid three-site model for methanol compatible with the simple point charge ~SPC! water
and the GROMOS96 force field is parametrized and tested. The influence of different force-field
parameters, such as the methanol geometry and the charge distribution on several properties
calculated by molecular dynamics is investigated. In particular an attempt was made to obtain good
agreement with experimental data for the static dielectric constant and the mixing enthalpy with
water. The model is compared to other methanol models from the literature in terms of the ability
to reproduce a range of experimental properties. © 2000 American Institute of Physics.
@S0021-9606~00!00921-1#I. INTRODUCTION
Computer simulations are increasingly used to study and
understand the properties of pure solvent mixtures and
solute–solvent interactions at an atomic level. For example
the properties of biomolecules such as proteins are strongly
influenced by the nature of the surrounding solvent or sol-
vent mixture.1–6 To effectively study mixed systems it is a
prerequisite that the models used to describe the individual
components are compatible. That is, first they have to be
derived in a consistent manner and second, they have to be
parametrized not only to reproduce the properties of the iso-
lated components but also of the mixture. Unfortunately, this
is not always the case. A model for one compound param-
etrized to reproduce one set of properties may be combined
with a model for another compound parametrized on a dif-
ferent set of properties and the interactions between the com-
pounds derived using simple combination rules.
This paper describes the parametrization and testing of a
simple rigid three-site model for methanol compatible with
the simple point charge ~SPC! water model7 and the
GROMOS96 force field.8 The model is also compared to
other methanol models from the literature including those
proposed by Jorgensen9 ~referred to as J2!, Haughney, Fer-
rario and McDonald10,11 ~referred to as H1! and van Leeu-
wen and Smit12 ~referred to as L1! in terms of the respective
models ability to reproduce a wide range of experimental
properties.
A number of simple models for methanol have been pre-
viously proposed. Jorgensen’s OPLS model for methanol9
~J2!, based on an earlier TIP model,13 was developed within
a homologous series of alcohols by studying hydrogen-
bonded methanol dimers and methanol–water complexes.
The model was optimized to reproduce the heat of vaporiza-
a!Author to whom correspondence should be addressed. Electronic mail:
wfvgn@igc.phys.chem.ethz.ch10450021-9606/2000/112(23)/10450/10/$17.00
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sure based on Monte Carlo simulations in the NPT ensemble
on a system of 128 methanol molecules using a cutoff of
Rc50.95 nm and a correction term for Lennard-Jones inter-
actions neglected beyond Rc . Amongst other properties in-
vestigated, the heat capacity and isothermal compressibility
of his model agreed closely with experimental data.
Haughney et al.10,11 developed two models for methanol
~H1 and H2!, as refinements of Jorgensen’s TIP model,13
designed primarily to better reproduce the strength of the
hydrogen bonding. H1 differed from TIP only in the choice
of charge distribution, while H2 differed also in the values
used for the Lennard-Jones coefficients. They performed MD
simulations based on the generalized methods of
constraints14 in the NVT ensemble for a system of 108
methanol molecules over a temperature range of approxi-
mately 80 K ~260 K to 340 K! for their models H1 and H2 as
well as for Jorgensen’s OPLS and TIP models. Electrostatic
interactions were treated by the Ewald method. They con-
cluded that the models H1 and OPLS gave results for a range
of properties, e.g., the self-diffusion coefficient, that overall
are in good agreement with the available experimental data.
Stouten’s model ~OM2! was derived within a framework
of a comparative research concerning hydrogen bonding in
the crystalline and liquid phase of methanol.15 Stouten per-
formed MD simulations on a system of 216 methanol mol-
ecules at room temperature using a cutoff of 0.7 nm for the
van der Waals interactions and of 1.1 nm for the Coulomb
interactions, and obtained results comparable to those of Jor-
gensen’s OPLS model9 and the models of Haughney et al.11
Stouten developed a second flexible model ~OM1! for com-
parison with water concerning hydrogen bond properties.15
Van Leeuwen and Smit12 re-refined the models of
Jorgensen9,13 and Haughney et al.10,11 to reproduce phase co-
existence properties of methanol over a wide range of tem-
peratures ~275 K to 525 K! and densities ~up to 0.8 g cm23),
based on studies of the vapor–liquid equilibria using Gibbs0 © 2000 American Institute of Physics
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viously been used by Mezei17 to calculate the phase diagram
for Jorgensen’s OPLS model.9
In the current study we use a system of 512 molecules
and long simulation times to expand the range of experimen-
tal properties previously used to compare the above models.
The properties considered include: the heat of vaporization,
the density at standard pressure, the diffusion constant, the
viscosity, the dielectric constant, the isothermal compress-
ibility, the heat capacity, the thermal expansion coefficient
and the Debye relaxation time. We also investigate the sen-
sitivity of a subset of these properties to changes in the van
der Waals parameters, the partial charges assigned to the
atoms, the geometry of the molecules, the effect of cutoff
size and the effect of using a reaction field to treat the long-
range Coulomb interactions.
Apart from the pure liquids, numerous studies of
methanol–water binary mixtures are found in the literature.
The solvation of a methanol molecule in water has been in-
vestigated by Monte Carlo simulation.18–20 MD simulations
of binary mixtures with different mole fractions of methanol
are reported by Pa´linka´s et al.,21,22 Stouten and Kroon,23 Fer-
rario et al.,24 Freitas,25 and Laaksonen et al.26 Wheeler and
Rowley27 have simulated ternary mixtures of water, metha-
nol, and acetone. We present a comparison of the density and
heat of mixing for a range of methanol–water concentrations
to experimental values in order to demonstrate the compat-
ibility of our chosen model B3 with the SPC water model. In
addition, we calculate for the B3 model the excess Helm-
holtz energy and demonstrate that the model accurately re-
produces the free energy of hydration of methanol in SPC
water.
II. METHOD
All simulations were performed using the GROMOS96
simulation package.8 The methanol was kept rigid by apply-
ing the SHAKE procedure28 using a relative geometric accu-
racy of 1024. The intermolecular potential energy function
was represented as the pairwise sum over all pairs of differ-
ent molecules of a Coulomb and 12-6 Lennard-Jones inter-
action term,
U~ri j!5
C12~ i , j !
ri j
12 2
C6~ i , j !
ri j
6 1
qiq j
4p«0ri j
, ~1!
where ri j represents the distance between two atoms i and j,
qi the charge of atom i and «0 the dielectric permittivity of
the vacuum. C6(i , j) and C12(i , j) are the Lennard-Jones co-
efficients for the interaction between atoms i and j. The po-
tential energy U(ri j) was calculated by using a twin-range
cutoff. The nonbonded interaction between molecules, where
the distance between their first atoms ~oxygen atoms! lies
within a spherical cutoff radius of Rc50.9 nm was calcu-
lated every step, while the interactions for molecules with
distances between Rc50.9 nm and Rcl51.4 nm were
evaluated only every fifth step. In the NVT simulations, the
cubic periodic box with 3.2596 nm edge length contained
512 methanol molecules resulting in an experimental
density29 of 473.7 u nm23. During the NPT simulations theDownloaded 25 Apr 2002 to 129.125.7.87. Redistribution subject topressure was kept at 1 atm. The temperature ~298 K! and
pressure ~NPT! were maintained by weak coupling to an ex-
ternal bath30 using a coupling time of 0.1 ps for the tempera-
ture and 0.5 ps for the pressure. In the constant pressure runs,
the isothermal compressibility of the system was set to 7.5
31024 kJ21 mol nm3.
Where stated, a reaction-field term,31,32 URF , was in-
cluded in Eq. ~1! to approximate the long-range Coulomb
forces beyond Rcl , using a dielectric constant of the
continuum33 of «RF532.63,
URF~ri j!5
qiq j~«RF21 !ri j
2
4p«0~2«RF11 !Rcl
3 . ~2!
A. Parametrization
The models were fitted to reproduce the experimental
heat of vaporization DHvap at a given temperature and pres-
sure. The intermolecular potential energy can be related to
the heat of vaporization by the expression,34
DHvap~T !52U~T !1pDV1Q int1Qext , ~3!
where DHvap is the experimental molar heat of vaporization
@DHvap ~298 K!537.99 kJ/mol#,29 U the intermolecular po-
tential energy, p the pressure, and DV the molar volume
change between liquid and gas (pDV is essentially equal to
pVgas5RT52.48 kJ/mol at 298 K!. The quantum correction
term Q int takes into consideration the difference in intramo-
lecular vibrational energy between the liquid state and the
gas phase and is approximately equal to 1.69 kJ/mol.15 The
second quantum correction term Qext applies only to liquids
and depends on the active intermolecular vibrational modes.
This term was taken equal to 21.81 kJ/mol.15
The methanol O–H bond length corresponded to the
SPC water O–H distance,15 while the starting O–Me bond
lengths and the bond angle were based on structures obtained
from microwave spectra.35 The model M1a derived by
Lauterbach36 was chosen as a starting point for the param-
etrization procedure. Its parameters were derived from the
GROMOS87 charge values and Lennard-Jones parameters
for alcoholic oxygen ~O!, united atom CH3 group ~Me! and
hydrogen ~H!.37 The GROMOS force field does not contain a
special hydrogen bonding term but mimics the effect of the
hydrogen bonding properties of a polar atom such as an al-
coholic oxygen by using different values for the van der
Waals repulsion depending on the type of interaction. For
nonhydrogen bonding pairs such as C12~Me,O! the interac-
tion is considered to be the geometrical mean of C12
1 ~O,O!
and C12~Me,Me!. For pairs of atoms involved in hydrogen
bonds a second, larger value C12
2 ~O,O! is used. The neglect
of polarizability is counteracted by increasing the dipole
above the experimental value in the gas phase. All models
presented in Table I have a dipole between the experimental
dipole in gas phase33 of 1.7 D and the experimental dipole in
liquid phase38 of 2.9 D. For parametrization the charge of the
hydrogen atom qH was increased to 0.408 e, then the repul-
sive Lennard-Jones parameters C12 as well as the partial
charge of the oxygen qO were adjusted, so that the potential
energy and the pressure during the MD simulations ap- AIP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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Downloaded 25TABLE I. Geometries and charges of the presented models. Here q denotes the partial charges, d the distances
between atoms of the molecule and m the dipole of the molecule.
Model qH qO qMe dOH dMeO dHMe m
name ~e! ~e! ~e! ~nm! ~nm! ~nm! ~D!
GR96 ~Refs. 8, 39! 0.398 20.574 0.176 0.1000 0.1430 0.1988 1.91
H1 ~Refs. 10, 11! 0.431 20.728 0.297 0.0945 0.1425 0.1944 2.33
J2 ~Ref. 9! 0.435 20.700 0.265 0.0945 0.1430 0.1948 2.22
L1 ~Ref. 12! 0.435 20.700 0.265 0.0945 0.1424 0.1944 2.22
M1a ~Ref. 36! 0.398 20.574 0.176 0.1000 0.1430 0.1988 1.91
A1 0.408 20.634 0.226 0.1000 0.1430 0.1988 2.08
A2 0.408 20.654 0.246 0.1000 0.1430 0.1988 2.15
A3 0.408 20.674 0.266 0.1000 0.1430 0.1988 2.22
B3 0.408 20.674 0.266 0.1000 0.1530 0.2077 2.29proached their target values of 235.6 kJ/mol, calculated
from the heat of vaporization using Eq. ~3!, and 1 atm, re-
spectively. The effect of increasing the dipole by extending
the bond between the O- and the Me-atom dOMe was also
investigated. The attractive Lennard-Jones parameters were
set to the GROMOS96 values,8,39 and qMe was set equal to
2qO2qH in order to preserve electro neutrality.
The parametrization simulations were 300 ps in length of
which 50 ps was for equilibration. No reaction-field correc-
tion was applied and the simulations were performed at con-
stant volume.
B. Properties
To study the influence of different force-field parameters
on the properties of liquid methanol 4 different models were
developed and compared. They are named A1, A2, A3, and
B3, where the number refers to the charge distribution and
the letter to the bond length of dOMe . These models are also
compared to other models taken from the literature. The lit-
erature models are referred to as GR96, for the MeOH model
of the GROMOS96 force field,8 H1 for the model of Haugh-
ney et al.,10,11 J2 for the OPLS model of Jorgensen9 and L1
for the model of van Leeuwen and Smit.12 The geometries
and charge distributions of these models are summarized in
Table I and the Lennard-Jones interaction parameters in
Table II.
For each model studied a 1 ns MD simulation with
reaction-field correction at 298 K was performed. The last Apr 2002 to 129.125.7.87. Redistribution subject to900 ps of these simulations were used for analysis. Addi-
tional simulations with a different setup were performed
where necessary.
1. Self-diffusion coefficient D
The diffusion coefficient was calculated from the mean-
square displacement of the particles using the Einstein rela-
tion,
D5 lim
t→‘
^~r~ t !2r~0 !!2&
6t , ~4!
where r(t) denotes the position vector of a molecule at
time t.
2. Shear viscosity h
The viscosity was calculated as described by Tironi and
van Gunsteren.40 The off-diagonal elements Pxy , Pxz , Pyz
of the pressure tensor41 are given by
Pab~ t !5
1
V S (i pai~ t !pbi~ t !mi 1(i, j Fai j~ t !b i j~ t ! D , ~5!
where a and b denote x, y or z components of the interpar-
ticle vector ri j[ri2rj , pai the a-component of the momen-
tum of particle i and Fai j the a-component of the force
exerted on particle i by particle j. The shear viscosity h has
been calculated from the displacement of Pab :TABLE II. The Lennard-Jones interaction parameters for the different methanol models. (C6,12(I))1/2 are the single atom van der Waals parameters for atom
I. (C121 (O))1/2 is used for combinations with Me, while (C122 (O))1/2 is used for interactions with O atoms.
(C121 (O))1/2 (C122 (O))1/2 (C12(Me))1/2 (C61(O))1/2 (C62(O))1/2 (C6(Me))1/2
Model
name 10
23S kJ mol
nm12
D 1/2 1023S kJ mol
nm12
D 1/2 1023S kJ mol
nm12
D 1/2 S kJ mol
nm6
D 1/2 S kJ mol
nm6
D 1/2 S kJ mol
nm6
D 1/2
GR96 ~Refs. 8, 39! 1.1250 1.227 4.5665 0.0476 0.0476 0.0942
H1 ~Refs. 10, 11! 1.5839 1.4683 5.7685 0.0521 0.0501 0.1002
J2 ~Ref. 9! 1.4124 1.4124 5.3864 0.0488 0.0488 0.1001
L1 ~Ref. 12! 1.3126 1.3126 5.1191 0.0472 0.0472 0.0979
M1a ~Ref. 36! 1.1247 1.2272 4.5665 0.0476 0.0476 0.0942
A1 1.3250 1.3970 4.5665 0.0476 0.0476 0.0942
A2 1.3250 1.4450 4.5665 0.0476 0.0476 0.0942
A3 1.5250 1.4570 4.5665 0.0476 0.0476 0.0942
B3 1.5250 1.5250 4.400 0.0476 0.0476 0.0942 AIP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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0
t
Pab~ t8!dt8 ~6!
via the Einstein relation
h5
1
2
V
kBT
lim
t→‘
d
dt ^DPab
2 ~ t !&. ~7!
Because of poor statistics at long times only ^DPab
2 (t)& be-
tween 5 ps and 10 ps was used for analysis.
3. Dielectric constant «S
For most purposes the frequency-dependent relative ~i.e.,
with respect to the vacuum value «0) dielectric permittivity
«(v) can be modeled by the Debye equation
«~v!5«~‘!1
«~0 !2«~‘!
~11ivtD!p
, ~8!
where tD is the Debye relaxation time defined in ~11! below,
and p adopts values close to one, e.g., p50.986 for water.
The infinite-frequency value «‘5«(‘) is due to displace-
ments of electrons and the zero frequency or static value
«S5«(0) is due to dipolar orientation. The relative static
dielectric constant for methanol was calculated from the fluc-
tuations of the total dipole moment M of the system, using
the formula of Neumann:42
~«S21 !
2«RF11
2«RF1«S
5
^M2&2^M&2
3«0VkBT
, ~9!
where «RF is the relative dielectric constant of the continuum
employed in the reaction-field term in Eq. ~2!. To avoid the
suppression of the fluctuations in the total dipole moment
caused by the application of an electrostatic interaction cut-
off, all simulations used to determine the dielectric constant
were performed using a reaction field.
4. Debye relaxation time tD
The Debye relaxation time tD was calculated from the
autocorrelation function F(t) of the total dipole moment M
of the box which can be fitted to an exponential decay:
F~ t !5
^M~ t !M~0 !&
^M 2~0 !&
5e2 ~ t/tF! ~10!
via31
tD5
2«RF1«S
2«RF11
tF . ~11!
5. Isothermal compressibility kT
The isothermal compressibility can be estimated from
the following expression,43 relating two state points 1 and 2:
kT52
1
V S ]V]p D T5
1
r S ]r]p D T5S
] ln~r!
]p D T’S lnS
r2
r1
D
p22p1
D
T
,
~12!
where r is the density of the system.Downloaded 25 Apr 2002 to 129.125.7.87. Redistribution subject toTo calculate the compressibility, an additional simula-
tion with a decreased volume of 33.233 nm3 was performed.
6. Thermal expansion coefficient a
A similar finite difference expression for the thermal ex-
pansion coefficient is40
a5
1
V S ]V]T D p’2S lnS
r2
r1
D
T22T1
D
p
. ~13!
To calculate a two simulations were performed at con-
stant pressure, one at 298 K and one at 328 K.
7. Heat capacity Cp
The constant volume heat capacity was obtained using
the following equation:40
CV5S ]E]T D V’S
U22U1
T22T1
D
V
13R1CV
vib
, ~14!
where E is the total and U the potential energy. CV
vib is a
correction term for the vibrational contribution to the heat
capacity when comparing the rigid methanol model of the
simulation to experiment. It can be estimated from the parti-
tion function for a harmonic quantum-mechanical oscillator
using experimental normal mode frequencies.44 Using values
from Herzberg44 and Wilson,45 it was calculated as 5.749
J mol21 K21. The constant pressure heat capacity CP can
then be calculated from CV using the following relation:46
CP2CV5T
va2
kT
, ~15!
where v is the molar volume, a the thermal expansion coef-
ficient, and kT the isothermal compressibility.
8. Binary mixtures
A certain number out of 1000 methanol molecules was
replaced by SPC water molecules7 to obtain binary mixtures
with the desired mole fraction of methanol xMeOH . Simula-
tions with xMeOH of 0.000, 0.125, 0.250, 0.375, 0.500, 0.625,
0.750, 0.875, and 1.000 were performed at constant pressure
without a reaction-field correction. Each mixture was simu-
lated for 1 ns, only the last 900 ps were used for analysis.
The molar enthalpy of mixing was calculated from the
potential energy via
DHmix5U~mix!2xMeOHU~MeOH!2~12xMeOH!U~H2O!,
~16!
where U(mix) is the potential energy of the mixture and
U(MeOH) and U(H2O) the potential energy of pure metha-
nol and pure water, respectively.
9. Free energy
The free energy differences between two states A and B
can be expressed as AIP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
10454 J. Chem. Phys., Vol. 112, No. 23, 15 June 2000 Walser et al.TABLE III. The effect of increasing the dipole moment by changing the charge distribution is shown. Here p denotes the pressure, U the potential energy,
D the self-diffusion coefficient, «S the static permittivity and tD the Debye relaxation time. The other parameters are the same as in Table I. The experimental
values are at 298 K and 1 atm, except «S , which is at 293 K.
p U D
Model
name
qH
~e!
qO
~e!
qMe
~e!
m
~D! S kJmol nm3D S kJmolD S 1023 nm2ps D «S tD~ps!
A1 0.408 20.634 0.226 2.08 28.060 235.5 2.9 21.3 33
A2 0.408 20.654 0.246 2.15 211.035 235.5 2.9 24.3 32
A3 0.408 20.674 0.266 2.22 0.283 235.5 2.6 20.2 25
Expt. 1.7 ~Ref.33! 0.061 235.6 2.4 ~Ref.65! 32.6 ~Ref.33! 49 ~Ref. 54!DFBA5E
lA
lB
F8~l!dl5E
lA
lBK ]H]l L dl , ~17!
where the Hamiltonian H has been made dependent on a
coupling parameter l and the angular brackets ^ & denote
averaging over an equilibrium ensemble generated with
H(l). The integral in Eq. ~17! was evaluated by obtaining
ensemble averages at 25 discrete l points and determining
the integral numerically. At each l point 20 ps equilibration
and 50 ps samplings were performed. To avoid numerical
instabilities as atoms were created or deleted a soft-core in-
teraction function47,48 was used as described by Daura
et al.49
The excess Helmholtz energy was obtained by changing
the liquid state (l50! to the gas state (l51! by switching
off the nonbonded interactions in a NVT simulation.40,50 It is
compared to an experimental value of 17.9 kJ mol21 K21
calculated by
DA’RTS lnS RTpvapv D21 D , ~18!
where pvap is the vapor pressure at temperature T and v the
molar volume of the solvent. For methanol at 298 K pvap is29
0.164310225kJ/nm3.
The hydration free energy was calculated by growing a
methanol molecule in a box of 999 SPC water molecules.
This was done by turning on the nonbonded interactions of
this molecule to the water molecules. The pressure was kept
constant.
III. EFFECT OF THE PARAMETERS
The influence of different force-field parameters and
simulation conditions on the simulated properties was inves-
tigated. The force-field parameters investigated include the
charge distribution and the geometry of the methanol model.
By adjusting the Lennard-Jones parameters it was possible to
get agreement with the experimental values for the pressure
and the potential energy for all tested models. That the mod-
els reproduce pressure and potential energy does not neces-
sarily mean that other properties are also well reproduced.
Especially the dielectric properties may deviate from the ex-
perimental value. We therefore calculated the dielectric con-
stant and the Debye relaxation time for the different models,
to examine how they depend on the geometry and charge
distribution and if there exists a simple relationship between
these parameters and the calculated results. Not only theDownloaded 25 Apr 2002 to 129.125.7.87. Redistribution subject tomodel parameters, but also the exact simulation conditions
influence the results of the calculation of the properties.
Therefore the influence of simulating at constant pressure
versus constant volume as well as different treatment of the
long-range interaction forces, i.e., long-range cutoff and in-
clusion of a reaction-field force was also examined.
A. Charge distribution
The results of increasing the dipole moment by changing
the charge distribution are summarized in Table III. The tar-
get value for the potential energy U was reached, while the
value for the pressure p, which is more sensitive to the exact
simulation conditions, differs more from the experimental
value. By gradually increasing the dipole moment m of the
methanol model a slight decrease of the diffusion constant D
was obtained, but it seems to be rather insensitive to the
dipole moment of the molecule. The permittivity «S did not
show a consistent trend and differed in all models by about
50% from the experimental value. The Debye relaxation time
decreased as a function of the dipole moment.
B. Bond length
Since increasing the dipole moment by changing the
charge distribution did not result in a permittivity closer to
the experimental value, the dipole moment was increased by
increasing the Me–O bond. An increase of the bond length
may be justified when it is considered that the center of mass
of the Me group lies not on the C atom but is shifted 0.0073
nm outwards. This is a very small length increase, which
does not increase the simulated permittivity significantly. A
larger but still small bond length increase of 0.036 nm is
obtained by considering the center of geometry of the H
atoms of the Me group. However, to obtain a significant
increase of the simulated permittivity, the Me–O bond was
increased by 0.1 nm to the value of a CHn –CHn bond. We
note that when using a united-atom representation, i.e., im-
plicit aliphatic hydrogen atoms, model parameters such as
the united-atom bond lengths, bond angles, and charge dis-
tribution are nonphysical quantities, whose values cannot be
expected to have a physical meaning and should therefore
not be compared to experimental values. The effect of chang-
ing the Me–O bond length is shown in Table IV. Though the AIP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
10455J. Chem. Phys., Vol. 112, No. 23, 15 June 2000 Effect of force-field parametersTABLE IV. The effect of increasing the dipole by enlarging the Me–O bond length. The symbols are the same as in Tables I and III.
p U D
Model
name
dOH
~nm!
dMeO
~nm!
dHMe
~nm!
m
~D! S kJmol nm3D S kJmolD S 1023 nm2ps D «S tD~ps!
A3 0.100 0.143 0.199 2.22 0.283 235.5 2.6 20.2 25
B3 0.100 0.153 0.208 2.29 0.523 235.3 2.6 22.7 17
Expt. 1.7 ~Ref.33! 0.061 235.6 ~Ref.33! 2.4 ~Ref.65! 32.6 ~Ref.33! 49 ~Ref. 54!permittivity is increased it still remains far from the experi-
mental value. The diffusion is not affected by the change,
while the Debye relaxation time shortens.
Comparing these results to that of two water models
SPC7 and SPC/E,51 where an increase in the dipole moment
of only 3% from 2.28 D to 2.35 D leads to an increase in the
permittivity of 15% from 54.0 to 62.3,52 one sees that in-
creasing the dipole moment is much less effective for the
methanol models. The dipole increases from model A1 to B3
by 10%, but the permittivity increases only by 6%. The most
likely reason for this is related to the fact that we are con-
sidering only nonpolarizable models. M can be considered to
be composed of two contributions Ml and Mh , referring to
low and high frequency components, respectively. For dipo-
lar substances Mh is mainly due to the displacement of the
electrons and Ml to the orientation of the dipoles. For non-
polarizable models M is in effect assumed equal to Ml . Ml
can be expressed as53
M l
2
3«0VkBT
5
~«S2«‘!~2«RF11 !2
~2«RF1«‘!~2«RF1«S!
, ~19!
thus only if «‘51 is Ml truly equal to M. The greater «‘
becomes in comparison to «S the more will Ml differ from
M. For water «‘ and «S are33 5.2 and 78.4, respectively,
while for methanol the experimental values are54,33 5.38 and
32.63, respectively. Therefore, it is to be expected that the
permittivity of water can be better reproduced by an unpo-
larizable model than is the case for methanol.
We note that since the GROMOS96 force field8 does not
include explicit polarizability and has been parametrized
without taking into account the self-polarization energy of
dipoles, it is more consistent with the SPC water model,7Downloaded 25 Apr 2002 to 129.125.7.87. Redistribution subject towhich has also omitted the self-polarization term, than with
the SPC/E water model,51 which has been parametrized in-
cluding self-polarization. Since our goal is to derive a simple
rigid three-site model for methanol compatible with the SPC
water model and the GROMOS96 force field, we did not
include a self-polarization energy term when fitting the en-
ergy of liquid methanol to the experimental heat of vaporiza-
tion.
C. Treatment of long-range forces
The effects of different treatment of the long-range
forces are summarized in Table V. Two different aspects are
considered, one is the inclusion of a long-range cutoff, and
the other the use of a reaction-field contribution to the forces
due to the dielectric continuum beyond the outer cutoff. The
inclusion of a reaction-field contribution changes the pres-
sure by a factor of about 10 if it is applied outside a long-
range cutoff Rcl of 1.4 nm ~model B3! and even more if only
a single cutoff Rc of 0.9 nm is used ~model M1a!. Inclusion
of long-range forces between Rc50.9 nm and Rcl51.4 nm
also affects the pressure ~model H1!. The potential energy is
hardly affected by the addition of a reaction-field force. The
change is greater but still small when a long-range cutoff is
used. The permittivity is not very sensitive to the long-range
cutoff used.
D. Constant volume versus constant pressure
Analyzing the different simulations we found differences
in the permittivity between the simulations done at constantTABLE V. The effect of different treatment of the long-range interactions. Rcl is the long-range cutoff, RF and
no RF mean that the simulations have been done with and without a reaction-field contribution to the forces,
respectively.
p U D
Model
name
Rcla
~nm!
Reaction
field S kJmol nm3D S kJmolD S 1023 nm2ps D «S
B3 1.4 no RF 0.065 235.2 2.4
B3 1.4 RF 0.523 235.3 2.6 22.7
H1 ~Refs. 10, 11! 0.9 RF 61.038 234.7 20.6
H1 ~Refs. 10, 11! 1.4 RF 86.619 234.0 20.4
M1ab 0.9 no RF 0.122 235.5 3.1
M1ab 0.9 RF 4.393 235.3
M1ab 1.5 no RF 221.356 236.2
aIn all simulations Rc50.9 nm.
bThe results for model M1a are taken from Lauterbach ~Ref. 36!. AIP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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Downloaded 25TABLE VI. Simulating at constant pressure or volume may influence the calculated dielectric permittivity. In
the table r denotes the density of the system, the other symbols are the same as in Tables I and III.
p r U D
Model
name
Simulation time
~ns!
S kJ
mol nm3D S unm3D S kJmolD S 1023 nm2ps D «S tD~ps!
A2 1 NVT 211.035 473.70 235.496 2.9 24.3 32
NPT 0.051 486.35 235.877 2.4 19.0 25
B3 1 NVT 0.523 473.70 235.349 2.6 22.7 17
NPT 0.051 473.07 235.351 2.3 18.6 14
B3 2 NVT 0.907 473.70 235.348 2.6 22.7 17
NPT 0.048 473.23 235.350 2.4 19.8 14pressure and those at constant volume. The results for the
two models simulated at both conditions are summarized in
Table VI. While it might be possible that the differences for
model A2 arise from the pressure difference between the two
simulations, this is not the case for model B3, where the
pressure differs only slightly. Another possibility is that the
permittivity has not yet converged. The two runs of B3 were
therefore continued for a further 1 ns. While the permittivity
obtained from the constant pressure run approaches the result
of the constant volume run, the difference is still consider-
able. Given a sufficiently large system the two ensembles are
equivalent. Since only the value of the simulation at constant
pressure changed when increasing the simulation length, the
permittivity probably is converged after 1 ns when simulated
at constant volume but takes longer to converge when simu-
lating at constant pressure.
IV. PROPERTIES OF MODEL B3
The model B3 showed the best overall agreement with
experimental values. Therefore, it was evaluated further and
compared to other models from the literature ~see Table VII!.
The model was parametrized to reproduce the pressure and
potential energy and therefore the calculated values are close
to the experimental values. All the other models show large
deviations in the pressure. The L1 model comes closest to
the experimental value, while the H1 model deviates the
most. This is consistent with the results of Haughney et al.11
who reported a pressure of about 47 kJ mol21 nm23 at 299.3
K. In the simulations at constant pressure the density of the
model J2 differs from the experimental value by almost 5%.
L1 having too high of a value for the pressure is in contrast
with the results of Mountain,55 who obtained a negative pres- Apr 2002 to 129.125.7.87. Redistribution subject tosure when simulating at experimental density at 288 K. It is
important to note that the calculated pressure is very sensi-
tive to the method of simulation, the size of the system and
the effective cutoff radius15 ~see also Table V!. The model J2
was parametrized using a correction term for the Lennard-
Jones interactions neglected beyond the cutoff distance of
0.95 nm. In contrast, Haughney et al.11 used Ewald summa-
tion for the electrostatic interactions when developing the
model H1 ~and H2! and comparing to Jorgensen’s model J2
~and J1!. Such differences in methodology most likely ex-
plain the discrepancies between the values shown in table
VII and the equivalent values of Haughney et al.11 or by
Stouten.15 Each model would be expected to perform best
under the conditions it was parametrized. However, as the
current aim is to develop a methanol model compatible with
the SPC water model7 and protein force fields,8,39 we restrict
ourselves to treating the long-range interactions by applying
cutoffs and reaction-field contributions.
A. Transport properties
The diffusion coefficient for model B3 is too high com-
pared to the experimental value. In contrast, the diffusion
coefficient of model H1 is of about the same difference too
low, possibly as a result of the too high pressure. The result
for model L1 is even lower than for model H1 and agrees
with the result of Mountain,55 who got 1.831023 nm2 ps21
at a lower temperature of 288 K. The values for models H1
and J2 are higher than those of Haughney et al.11 or Asahi
and Nakamura.56 Haughney et al. pointed out in their paper
that a large diffusion coefficient might be expected for a
model that underestimates the strength of hydrogen bonding
in the liquid. Large diffusion coefficients are also commonlyTABLE VII. Comparison to other models from the literature. The model names are the same as used in the text.
p r U D
Model
name
m
~D! S kJmol nm3D S unm3D S kJmolD S 1023 nm2ps D «S tD~ps!
NVT GR96 1.9 221.872 473.7 236.1 3.1 17.7 19
H1 ~Refs. 10, 11! 2.33 61.038 473.7 234.7 2.2 20.6 16
L1 ~Ref. 12! 2.22 2.203 473.7 237.6 1.9 18.1 33
B3 2.29 0.523 473.7 235.3 2.6 22.7 17
NPT J2 ~Ref. 9! 2.22 0.094 453.7 235.3 2.6 21.0 18
B3 2.29 0.05 473.1 235.4 2.3 18.6 14 AIP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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298 K 328 K
p
S kJ
mol nm3D
r
S u
nm3
D
D
S1023 nm2ps D «S
p
S kJ
mol nm3D
r
S u
nm3
D
D
S1023 nm2ps D «S
NVT 0.907 473.7 2.6 22.7 20.035 452.1 4.2 24.6
NPT 0.048 473.1 2.4 19.8 0.088 452.5 4.4 23.8
Expt. 0.061 473.7 ~Ref. 29! 2.4 ~Ref. 65! 32.6 ~Ref. 33! 0.061 456.4a 3.8 ~Ref. 65! 27.6 ~Ref. 54!
aInterpolated from values ~Ref. 29! at 323 K and at 333 K.found for united atom models. The diffusion constant in-
creases with increasing temperature as shown in Table VIII.
This is in agreement with experiment, but the rise is too
steep compared to experiment.
The value of the shear viscosity obtained for model B3
was 236 kJ mol21 nm23 ps, which is lower than the experi-
mental value57 of 326 kJ mol21 nm23 ps at 298 K.
Mountain55 and Wheeler and Rowley27 both calculated the
viscosity of model L1 and obtained values that were higher
than the experimental values, 391 kJ mol21 nm23 ps and
346.65 kJ mol21 nm23 ps, respectively.
B. Dielectric properties
The dielectric constant is smaller than the experimental
value for all models, with model B3 having the highest and
model GR96 the lowest value. The underestimation of the
dielectric constant is most likely due to the neglect of the
electronic polarizability. With increasing temperature ~see
table VIII! the dielectric constant of model B3 increases,
although the experimental value decreases. However, the
simulated increase of «S with temperature may not be sig-
nificant: the values obtained from the 1900 ps trajectories
have an estimated error of about 7%. This size of conver-
gence error for «S was found when using 1900 ps averaging
in a recent MD simulation study of liquid water extending
over several nanoseconds ~A. Gla¨ttli, private communica-
tion!. Secondly, the contributions of the electronic and ori-
entational polarization to «S may be different at different
temperatures. Since the former contributions are neglected in
our model, the temperature dependence of «S may be incor-
rectly modeled.
The differences between the simulation at constant pres-
sure and the one at constant volume decreases with rising
temperature, though the result from the constant pressure run
is still lower than from the one at constant volume. The value
for model H1 is lower than those of Richardi et al.58 and of
Fonseca and Ladanyi,59 who obtained 25.3 and 24, respec-
tively. The value determined for model L1 is lower than the
value given by Mountain,55 22. The Debye relaxation time is
much lower than the experimental value for all models, with
model L1 coming closest to it.
C. Thermodynamic properties
The calculated isothermal compressibility for model B3
is 1.631023 kJ21 mol nm3, lower than the experimental
value33 of 2.031023 kJ21 mol nm3. A too low compressibil-Downloaded 25 Apr 2002 to 129.125.7.87. Redistribution subject toity shows that the liquid is too resistant to compression when
put under pressure. This may be a consequence of the chosen
representation for the nonbonded interaction. The r12 term in
the Lennard-Jones function is known to cause too sharp an
increase of energy at small atom–atom distances.40 The cal-
culated heat capacity is 95.44 J mol21 K21 to be compared
to the experimental value60 of 81.47 J mol21 K21.
Two simulations at a higher temperature ~328 K!, one
with constant pressure and one with constant volume were
performed. The simulation at constant volume is not at the
experimental density but at the density that gives a pressure
close to 1 atm. The calculated permittivity is not distorted by
pressure effects. The results are shown in Table VIII. From
the simulations at constant pressure the thermal expansion
coefficient a can be calculated via Eq. ~13!. In this way an a
of 1.5031023 K21 was obtained, which is close to the ex-
perimental value33 of 1.4931023 K21.
D. Free energy
Both the excess Helmholtz energy and the hydration free
energy of model B3 are close to the experimental value. The
excess Helmholtz energy was found to be equal to 17.0 kJ/
mol. This may be compared to an experimental value, calcu-
lated by Eq. ~18! of 17.8 kJ/mol. The hydration free energy
was calculated as 221.4 kJ/mol which agrees very well with
the experimental value of 221.4 kJ/mol.61
E. Mixing with water
The distribution of methanol and water molecules in the
mixtures is homogeneous, as is illustrated in Fig. 1. For
xMeOH50.5, the first peak in the oxygen–oxygen radial dis-
tribution function for water–methanol pairs is as large as the
ones for the water–water and methanol–methanol pairs.
The results for the mixing enthalpy, calculated by Eq.
~16!, are shown in Fig. 2 together with the experimental
values.62 A negative mixing enthalpy was obtained over the
whole range of mixtures. The experimental values are
slightly more negative and the largest deviation from ideal
mixing behavior occurs at a methanol fraction near 0.3,
whereas the largest deviation from ideality for B3 methanol
mixed with SPC water occurs at xMeOH50.5.
Ferrario et al.24 reported an excess enthalpy of mixing of
21.3 kJ/mol for H1 methanol together with TIP4P water63
~NVT! which they compared to an experimental value of
20.9 kJ/mol. Stouten23 obtained a value of 20.767 kJ/mol
for an equimolar mixture of the flexible OM2 methanol AIP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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tal value of 20.8 kJ/mol at 297.21 K. Freitas25 performed
Monte Carlo simulations of J2 methanol with TIP4P water
for methanol mole fractions equal to 0.10, 0.25, 0.50, and
0.75 in the NVT and NPT ensembles. The values at NPT
were systematically too high ~e.g., DHmix520.574 kJ/mol
at xMeOH50.25). The enthalpies of mixing at NVT using the
experimental densities were in better agreement with the ex-
perimental data.
The densities of the methanol–water mixtures are pre-
sented in Fig. 3 together with the experimental values.57 The
calculated densities agree closely with experiment over the
whole range of mixtures, except close to xMeOH50, where
the too low density of SPC water compared to experiment
plays a bigger role.
For the J2 methanol model together with TIP4P water
Freitas25 found that the simulated densities are smaller than
the experimental values and the error increased with increas-
ing methanol concentration. For a methanol mole fraction of
xMeOH50.50 a density of 524 u nm23 was reported, to be
compared to the B3/SPC value of 527 u nm23 and to the
experimental value64 of 531 u nm23. Stouten23 obtained a
density of 529 u nm23 at 297.21 K. Laaksonen et al.26 got a
density of 533 u nm23 at 300 K for a mixture of Haugh-
ney’s methanol model and SPC.
FIG. 1. Oxygen–oxygen radial distribution functions for a xMeOH50.5 mix-
ture of methanol and water: methanol–methanol pairs: 1, solid line;
methanol–water pairs: 3 , dashed line; water–water pairs: h , short-dashed
line.
FIG. 2. The mixing enthalpy at 298 K is calculated with Eq. ~16!. The
experimental values are taken from Landolt–Bo¨rnstein ~Ref. 62!.Downloaded 25 Apr 2002 to 129.125.7.87. Redistribution subject toV. CONCLUSION
We have presented a methanol model and compared its
performance for a wide range of properties to models found
in the literature. To achieve this goal each model has been
simulated under the same conditions for long simulation
times. Our model B3 is shown to be in overall agreement
with experiment and to be competitive concerning the repro-
duction of a variety of experimental quantities with reference
models from the literature. The initial aim of getting a model
that combines well with SPC water and that has a dielectric
permittivity close to the experimental value is only partly
fulfilled. The B3 methanol model interacts well with SPC
water over the whole range of mole fractions and also repro-
duces well the hydration free energy. It proved not possible
to reproduce the experimental dielectric permittivity with a
simple 3 site rigid model for methanol. By systematically
varying a wide range of model parameters we have been able
to demonstrate the sensitivity of various simulated properties
of liquids to the underlying model. This work clearly dem-
onstrates that basic properties such as the density and pres-
sure can be reproduced with a wide range of parameters and
that the correct density and pressure is a necessary but not
sufficient condition for a good model. The work also high-
lights the sensitivity of those models to the precise simula-
tion conditions and the need for the incorporation of polar-
izability if dielectric properties are to be correctly
reproduced.
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