Driving along any rural road within Western Australia involves some level of uncertainty about encountering an animal whether it is wildlife, farm stock or domestic. This level of uncertainty can vary depending on factors such as the surrounding land use, water source, geometry of the road, speed limits and signage. This paper aims to model the risk of animal-vehicle crashes (AVCs) on a segmented highway. A hierarchical Bayesian model involving multivariate Poisson lognormal regression is used in establishing the relationship between AVCs and the contributing factors. Findings of this study show that farming on both sides of a road, a mixture of farming and forest roadside vegetation and roadside vegetation have significant positive effect on AVCs, while speed limits and horizontal curves indicate a negative effect. AVCs consist of both spatial-and segment-specific contributions, even though the spatial random error does not dominate model variability. Segment 15 is identified as the highest risk segment and its nearby segments also exhibit high risk.
1. Introduction
Rationale and objectives
Animal-vehicle crashes (AVCs) are an important health issue worldwide. Thousands of deaths and injuries and billions of damage occur annually because of these events [22] . In the United States, significant attention has been paid into preventing animal-related crashes due to extensive vehicle damage occurring yearly [18] . Vehicle collisions with moose are considered as one of the major safety issues in Sweden with around 4500 crashes per year, including 10-15 human fatalities [39] . Each year in Australia, many thousands of AVCs have also resulted in considerable damage to the society. So far, the specific nature of AVCs has not been thoroughly studied [37] . Ramp et al. [36] suggested that identifying and targeting fatality hotspots is required to focus mitigation efforts, given enormously long roads (810,022 km) in Australia. It is too costly to manage the AVC damage for each segment of a road.
Statistical modelling of vehicle crashes has been of interest to researchers for many years [32] . More advanced statistical methods have become widely used in recent years to determine the effectiveness of safety measures and to identify high-risk traffic areas. Bayesian statistical techniques, in particular, can generate more real-world-condition statistical results than traditional methods [38] .
The objective of this paper is to develop a Bayesian model to identify higher risk segments of a roadway susceptible to AVCs and significant contributing factors to the risk of AVCs. The hierarchical Bayesian multivariate Poisson lognormal regression model allows for both over-dispersion and a possible correlation structure and has been central to many traffic crash studies [9, 25, 28] . In particular, the model developed by Maes et al. [27] , which was applied to a dynamically segmented coastal road in Norway by Graf [15] , was modified and adapted for AVC counts, in this study. This model incorporates direct correlation using the distance between the centroids of homogeneous segments of varying lengths.
The paper is organised as follows: first, a literature review of existing studies and models of AVCs and general traffic crashes as part of this introduction. The methodology employed in this paper is described in Section 2. This includes outlining the study area selected, description of how the data were sourced and prepared, explanation of the Bayesian principals and Markov chain Monte Carlo (MCMC) simulation techniques applied and the hierarchical multivariate Poisson lognormal model adopted and evaluated. It is then followed by the results and discussion of the model and segment ranking in Section 3. Finally, conclusions are drawn.
Literature review of AVC analysis
The study by Rowden et al. [37] essentially used descriptive and exploratory statistics to highlight the importance of the issue, finding AVCs comprised 5.5% of total serious crashes in the study. This indicates far more interest should be generated to this issue by road safety funding bodies and researchers. However, research papers analysing AVCs are still not as prevalent as would be expected given the significance of the issue. Seiler [39] applied an empirical multiple logistic regression model to determine factors affecting moose vehicle collisions. The traffic volume, the occurrence of fences and vehicle speed were discovered as dominant factors and 72.7% of the crash sites were predicted by the model. Gunson et al. [16] reviewed 24 published papers, which used generalised linear models to quantitatively analyse the influence of environmental predictors on the wildlife vehicle crash locations. Increased traffic volumes, speed limits and road width, decreased visibility, flat terrain and the presence of water sources increased the number of wildlife vehicle collisions among all species. A diagonal inflated bivariate Poisson model was fitted to two datasets by Lao et al. [23] and illustrated the influences of geographic characteristics, geometric design and traffic elements on the AVC occurrences. The annual average daily traffic, speed limit, and shoulder width were also found to increase the numbers of AVCs. On the other hand, some geometric factors, such as rolling and mountainous terrain, were found to decrease the number of reported AVCs [23] . A common finding amongst the research papers mentioned is that identification of spatial clusters of AVCs is the key of AVC mitigation and its associated factors are geographic characteristics, geometric design and traffic elements [5, 16, 21, 33, 34 ].
Literature review of modelling methods of general vehicle crash
Research of general traffic crashes has been far more extensive and methodologies for predictive modelling have evolved over many years. Crash count models have been established and universally adopted, but also critiqued and reinvented. The primary purpose of these models is to estimate the risk at a particular entity of the road network where a count of crash occurrences can be made. Possible entities include road segments, intersections and suburbs. Initially, models are relatively simple and based on linear regression. Two early studies by Jovanis and Chang [20] and Miaou and Lum [30] investigated conventional linear regression and Poisson regression. Both studies criticised their linear regression models in favour of Poisson regression model. Caution should be taken in using the normal distribution because of problems associated with non-negativity and unequal variances. If the underlying crash frequency is functionally related to the variance (e.g. Poisson distribution), parameters in a linear regression model will be unbiased but will have incorrect confidence limits [20] . The conventional linear regression models were found by Miaou and Lum [30] to be lack of the distributional property to describe 'adequately random, discrete, non-negative and typically sporadic' vehicle events on the road. Also, the prediction of AVC rate is sensitive to the road segment length considered [30] . The Poisson distribution assumes that the mean and variance are equal, while crash count data are often over-dispersed with the mean less than the variance.
To accommodate over-dispersion, various alternatives such as the negative binomial (NB), zero inflated Poisson (ZIP), zero inflated negative binomial (ZINB) and Poisson lognormal models were developed. Miaou [41] recommended the Poisson regression model as a pioneer model for developing the relationship between crash counts and factors. The NB and ZIP regression models can be explored if the over-dispersion of crash data are found to be moderate or high. The ZIP models were introduced to account for frequently occurring zero counts in crash data but were found to be misleading. Lord et al. [42] argued that although zero-inflated models, such as the NB and ZIP, can improve the statistical fit to crash data in many cases, the essential assumption of a 'dual state process' of these models is inconsistent with crash data. Recently, studies have identified the need to account for spatial variation in crash occurrences. Maher [43] argued that the true crash rates are spatially correlated, and it is then shown, by means of simulation results, that the selection process of 'neighbouring' sites (which are untreated and adjacent to a treated site) leads to bias in the comparison of their before and after crash frequencies. It is important to consider both uncorrelated heterogeneity and spatial dependence concurrently among neighbouring units [35] . Quddus [35] also stated that because Bayesian hierarchical models have this capability, they are more suitable for identifying a relationship between area-wide VCs and their contributing factors related to traffic conditions, socioeconomic and infrastructure of the area.
Literature review of Bayesian methods
Bayesian methods present many advantages over classical methods in that all aspects of uncertainty present can be quantified. These aspects can be decomposed into a series of simpler conditional models (data, process and parameters) using a hierarchical Bayes model. In a hierarchical Bayesian analysis, prior (before) information and all available data are integrated into posterior (after) distributions from which inferences can be made; therefore, all uncertainties are accounted for in the analyses [38] .
The Hierarchical Bayes spatial generalised model is a general model, which can cover many circumstances in which spatial structure needs to be integrated [14] . MacNab [26] illustrated this broad application of Bayesian methods by applying an ecological regression model to motor vehicle crash injury among males aged 0-24 years in British Columbia, Canada. He summarised the usefulness of the Bayesian ecological studies in the prediction of spatial patterns of vehicle crash and identification of 'areas in need' [26] . Aguero-Valverde [2] divided models of spatial correlation into two main groups: direct spatial and conditional models. In the former, the spatial correlation between two observations is a function of the distance between the entities [2] . Conditional spatial models, on the other hand, rely on the adjacency matrix. Ghosh et al. [14] , along with many vehicle crash analysis studies [3, 19, 31] , adopted the conditional autoregressive (CAR) model to incorporate spatial dependence. Direct correlation models have been adopted more recently [2, 44] . Direct spatial correlation models assess the spatial correlation as a function of the distance between sites through the covariance function; hence, the strength of the spatial correlation is derived directly from the data [2] .
Bayesian analysis can be complicated and computationally intense, in particular for the hierarchical Bayesian multivariate models applied in vehicle crash analysis. Feasibility of Bayesian analysis is largely due to advances in technology and the application of MCMC simulation algorithms, such as Gibbs Sampler and MetropolisHastings algorithms [25] .
Methodology

Study area
The study area chosen for this study is the Bussel Highway in the Southwest of Western Australia. The highway links the city of Bunbury to the small coastal town of Augusta and meanders through the popular tourist region of Magaret River. The roadway was selected for its variety in geometry and adjacent environments that could contribute to AVC risk. The Bussel Highway is 142 km in length, includes curved as well as straight sections and passes through urban, forest and farming landscapes, often differing on either side of the road.
For the purpose of the study, the Bussel Highway was divided into relatively homogeneous segments. In order to analyse contributing factors, the segments needed to be reasonably similar in terms of these factors. The beginning of a new segment was generally necessitated by a major change in the characteristics of the roadway. The segments are illustrated in Figure 1 .
Data preparation
Data were obtained from the Department of Main Roads Western Australia who maintain an Integrated Road Information System (IRIS). The IRIS uses a linear referencing system, straight-line kilometer (SLK), which locates features along a roadway, such as crashes according to their relative position from the start of the roadway. Four datasets extracted from the IRIS by Main Roads WA were used in this paper, including vehicle crash, road centreline and speed limit zone datasets for all Western Australian roads and a specific geometry/ alignment dataset for the HO43 road (Bussel Highway). The crash dataset contains thorough details of vehicle crashes occurred in the 10-year-period of 2001-2010, sourced from police crash reports and the Insurance Commission of Western Australia. The details of vehicle crashes include crash location such as road name, SLK and geographic coordinates and crash nature such as hitting an animal. Crashes involving animals located on the Bussel Highway were filtered from the crash dataset and are presented on a map of the area in Figure 1 .
Contributing factors to AVCs can be categorised as either driver/vehicle-related or road-related. Driver/ vehicle-related factors such as the driver's level of fatigue or the condition of the vehicle's brakes apply homogenously to the entire road network. These factors are very difficult to address and require general strategies such as driver education and extra policing. Road-related factors tend to be spatially variable and location specific.
Factors to be considered as possible covariates (independent variables) in the model include those that could contribute to the risk of animal presence near or on the road and those that could in the model include those that could contribute to the risk of animal presence near or on the road and those that could contribute to the risk of collision between vehicle and animal. Data used to describe these factors include the geometry/alignment and speed zone datasets obtained from main roads, mean annual flow figures reported by Bowman [45] and satellite imagery provided by Google Inc. (2012).
Only very small sections of roadway are perfectly homogeneous for each factor. These sections are also differing from factor to factor. An index to describe each factor was determined for each homogenous section and then a weighted average of these indexes, using the proportional lengths of the sections as a weight, were assigned to the respective segment as a covariate value for the factor in the model.
where I i is the factor index determined for the ith small homogeneous section of length l i and L is the total length of n sections in the segment (also the length of the segment). Adjacent land use and roadside vegetation are considered to be possible contributing factors to the presence of an animal near or on the road, on the assumption that more animals are present in their natural environment. Indexes describing these factors were based on visual observation of satellite imagery. Six land-use covariates were investigated based on a combination of urban, farming or forest classification on either side of the road. For example, roadside vegetation density within three-metre buffer alongside was measured using the Braun-Blanquet (1965) scale. Figure 2 illustrates the visual interpretation of the satellite imagery. The measure of the other land-use variables was the ratio of the distance of a land-use type (such as urban land use) present along the both side of a road segment to the total distance of a segment, which was doubled due to two sides of a road.
Existing fencing is assumed to have a negative effect on the presence of the animal near or on the road as it may prevent animals from accessing to the road. The factor was not used as a covariate in the model due to its near-perfect correlation with the farming land-use factor. Its effect can be inferred with that farming land-use covariate.
The availability of water is considered to be a possible contributing factor to the presence of the animal near or on the road as it is a requirement for survival for any animal. Appropriate data for this factor is the mean annual flow of water within the area. The Cape to Cape area which surrounds the Bussel Highway has been divided into subareas called the Whicher Catchments by the Department of Water of Western Australia. Mean annual flows are used to determine allocation limits for surface water use in the region (Bowman 2007 ). The mean annual flow figures provided an appropriate index to describe the availability of water for sections of roadway. A map of the Whicher Catchments and the path of segments through the subareas are presented in Figure 3 .
Horizontal and vertical curvature of the roadway are considered possible contributing factors to AVC due to the assumption that they affect the driver's vision and the animal awareness of oncoming traffic. The geometry/alignment dataset obtained from Main Roads WA include the radius of the curve of all horizontal sections of the Bussel Highway. An index for horizontal curve was determined by the reciprocal of the radius of the curve due to an assumed inverse effect. 
The geometry/alignment dataset assigns vertically curved sections of roadway a K value which represents the length of vertical curve in metres for 1% change of grade (%). In order to determine a comparable index to that of the horizontal curve, an approximate circular radius can be applied to the parabolic vertical curve using the K value multiplied by 100 [8] . The following index formula for the vertical curve factor takes into consideration the conversion from metres to kilometres prior to multiplying by 100 and the assumption of an inverse effect similar to the horizontal curve.
Section index f or vertical curvature D 10 K :
Based on the assumption that drivers' ability to respond to an animal present on the road is affected by the speed of the vehicle, speed limits of a roadway is expected to contribute to AVC risk. The speed zone dataset obtained from Main Roads WA provided an overlay over the segments and value for the covariate.
Prior to using the covariate values in the model, scaling was required to ensure the values were within a similar range in order for resulting regression coefficients to be comparable. Without scaling, for example, the roadside vegetation values range from 0 to 5, due to the Braun-Blanquet scale limits, whereas the mean annual flow values for water availability range from 6700 to 37770. Scaling factors and final covariate value ranges are presented in Table 1 .
Traffic flow data were obtained from the South West Traffic Digest published by the Department of Main Roads Western Australia. The report provides the average number of vehicles at 38 locations along the Bussel Highway.
We conducted correlation analysis of all the variables. The fencing variable was removed from the model due to perfect correlation with farming land use variable.
Hierarchical multivariate Poisson lognormal model
Independence is an assumption of general linear models, which states that cases are random samples from the population and that scores on the dependent variable are independent of each other. One of the main purposes of multilevel models is to deal with cases where the assumption of independence is violated. These models handle data where observations are not independent, correctly modelling correlated error. Uncorrelated error is an important but often violated assumption of statistical procedures in the general linear model family, which includes analysis of variance, correlation, regression, and factor analysis. Violations occur when error terms are not independent but instead cluster by one or more grouping variables. Hierarchical linear models (HLM) are a type of mixed model with hierarchical data -that is, where nested data exist at more than one level (e.g. crash-level data and segment-level data, with AVCs nested within road segments). In explaining a dependent variable, HLM models focus on differences between groups (e.g. segments) in relation to differences within groups (e.g. among AVCs within segments). The fundamental theory of Bayesian Hierarchical models can be found in [11, 17, 19] . This section will discuss the methods used for the AVC analysis based on hierarchical multivariate Poisson lognormal model. The information on the AVC analysis is available on several levels and requires multi-level modelling to make accurate inferences. A hierarchical model involves multiple levels and considers all sources of uncertainty simultaneously. Three models at three different levels are applied to the AVCs along the Bussel Highway forming an overall hierarchical Poisson lognormal model. A summary of the variables in Table 2 .
At the lowest level is the data model, a likelihood function linking occurrences of AVC Y i within a segment i with the length L i and average daily traffic flow T i during a period with a time t with the risk parameter u i , which is the AVC occurrence rate. The AVC rate was estimate based on the number of AVC Y i , the length of the segment L i , traffic flow T i and a time period t.
The middle level is the process model formulating a logarithmic risk v i involving a general linear model that captures both spatially structured and spatially unstructured errors. e i and f i are independent and identically distributed random variables representing the residual components. e i is the spatially unstructured error capturing uncorrelated error and f i is the spatially structured error capturing correlated error.
The highest level is the parameter models including hyper-parameters and assigned prior distributions. The regression coefficients act as a hyper-parameter for the mean log risk. The vector of values for the regression coefficients are assumed to follow a multivariate normal distribution and hence assigned the non-informative prior distribution
The values of the spatially unstructured error are assumed to follow a zero-mean normal Guassian distribution and hence assigned the prior distribution
The variance of the spatially unstructured error, s 2 e , is analogous to the nugget effect and acts as a hyperparameter to the spatially unstructured error e i providing precision. s 2 e is assigned an inverse gamma distribution as a non-informative hyperprior.
The vector of values for the spatially structured error f i are assumed to follow a multivariate normal distribution and hence assigned the prior distribution
The covariance matrix S incorporates isotropic spatial association that is conditional on the variance s 2 f and correlation length r f and is represented by an exponential function of decay in correlation between pairs of segments according to the distance between their centroids:
This can be done on WinBUGS [46] using the spatial. exp function.
With the introduction of more parameters, such as hyper-parameters and respective prior distributions, the model presented in this paper exhibits a relatively more complex Bayesian statement compared to the equivalent simple Bayesian statement (see Equation (12)).
When component distributions of a model, pðs 2 f; Þ for example, are not available in closed form and hence neither is the normalising constant, the Gibbs sampling or Metropolis-Hastings alone are no longer suitable MCMC methods. In this case, Gibbs samplers must be modified, which means accepting or rejecting at each step is based on the Metropolis-Hastings rule [13] . The Metropolis-within-Gibbs MCMC algorithm is used to determine the posterior distribution of the hierarchical multivariate Poisson lognormal model adopted in this paper.
Model evaluation
An important matter for using MCMC methods is knowing when to stop sampling [7] . The simplest way is to check convergence to the stationary posterior distribution in order to monitor the Monte Carlo (MC) error. Congdon [6] suggests that the MC error should be less than 5% of the posterior standard deviation of a parameter.
Gelman et al. [12] suggest simulating multiple chain sequences with differing starting values. Three Markov chains should converge to a stationary distribution irrespective of the initial starting values. WinBUGS calculates the Brooks-Gelman-Rubin diagnostic based on the ratio of between-within chain variances. This diagnostic should converge to 1.0 on convergence.
The model incorporated two types of error as per Equation (6), spatially structured and unstructured error. The proportion of variability, a, in the model due to spatially structured error can be determined using the standard deviations of the posterior distributions of the error parameters f and e [4] .
The proportion of variability in the model due to spatially unstructured error can be determined by (1 ¡ a) . If the spatial random effects dominate, data errors or missing covariates that have spatial structure could occur [24] .
Results and discussion
Model diagnostics
For the purpose of attaining appropriate posterior distributions from the model, three separate chains with differing initial values were simulated to 100,000 iterations. According to the Brooks-Gelman-Rubin statistic, convergence occurred after 15,000 iterations. Figure 4 shows the plots of the Brooks-Gelman-Rubin statistic for parameters in the model representing the AVC risk for segments 3 and 4. The bottom line represents the within-sample variance; the middle line represents the estimated variance of the parameter involving both within and between variances and the red line represents the ratio diagnostic that converges to 1.0 on convergence. The first 15,000 iterations are consequently referred to as 'burn ins' and samples for posterior analysis are taken from the 15,001st iteration.
The proportion of variability due to spatially structured error was 36.58%, indicating that AVCs consist of both spatial-and segment-specific contributions. The fact that the spatial random error does not dominate model variability indicates reasonable spatial data accountability.
Identification of higher risk segments
In order to identify higher risk segments, the posterior distributions are best compared with the boxplot report as illustrated in Figure 5 .
Segment 15, even though it has the largest range, is clearly identifiable as the highest risk segment. Segments close by also exhibit high risk. Using the medians of the posterior distributions, segments are categorised and mapped in Figure 6 .
The segment risk predicted by the model is the expected rate of AVCs per kilometre of roadway per 10,000 daily vehicles. The actual count of AVCs may be higher in segments other than those indicated above but this is due to a larger traffic flow. Segments 1-3 involve dual lanes with segment 1, for example, experiencing over 10 times the traffic flow of segment 15. The model adopted in this paper assumes traffic flow as a certain contributing factor and is applied directly to the risk calculation. Traffic flow is often considered a covariate in prediction models and is repeatedly shown to be a significant positive factor. In agreement with numerous prior studies, traffic volumes on major and minor intersections are influential and positively correlated with crash occurrence [32] .
Identification of significant risk factors
Visual inspection of the zoomed insert in Figure 6 would suggest adjacent land use may contribute to AVC risk with the higher risk segments passing through a mixture of farmland and forest. WinBUGS can generate a simple statistical summary showing posterior mean, median and standard deviation with a 95% posterior credible interval. The summary of the regression coefficient parameters as presented in Table 3 is appropriate to recognise the significance of the contributing factors.
The low MC error for each parameter is evidence of convergence. To be a significant contributing factor, the 95% credible intervals for the parameter of the regression coefficient cannot include 0. The 95% credible intervals for parameters b 1 ; b 2 , b 4 , b 5 , b 6 and b 10 indicate that the respective factors speed limit, horizontal curve, roadside vegetation, forest on both sides and farm/forest have a relevant effect on the AVC risk. b 1 and b 2 indicate a negative effect for speed limit and horizontal curve, whereas roadside vegetation, farming on both sides, forest on both sides and the farm/forest (b 4 , b 5 , b 6 and b 10 ) appear to have a positive effect. Speed limit and horizontal curvature of the road segment was considered as a possible contributing factor because it was expected to have a positive effect on the AVC risk. At higher speeds, the driver has less time to react and curved sections of road restrict the vision of the driver, and hence increase the likelihood of a collision with an animal on the road. Contrary to this, the model indicated to have a significant negative effect. The covariate value for speed limit used the average speed limit for that segment of roadway and not the actual speed of drivers. Higher speed limits are assigned to the safer, more open sections of road and this could account for a lower AVC risk. On a curved section of road, the animal could be alerted earlier because sound travels in a straight line and the vehicle is travelling around the longer curved distance.
The significant positive effect of farming on both sides of a road and a mixture of farming and forest is not surprising. Farming has created the perfect environment for kangaroos with vast pastures supplying the kangaroo's primary food source and the extra availability of water. Commercial grazing is possible over much of arid Australia due to a high density of artificial watering points. The broadscale supplementation of drinking water has not only enhanced densities of sheep (Ovies aries), cattle (Bos taurus, Bos indicus) and goats (Capra hircus), but has also contributed to increased populations of native kangaroos (Macropus spp.) since pre-European times [10] . Existing fencing was excluded as a covariate due to its high correlation with farming but should share the relevant effect. The model has again reported contrary effect to initial expectation. Fencing was initially considered to have a possible negative effect. Farm fences, however, restrict farm animals from the road and have little effect on wildlife, in particular kangaroos.
Although kangaroos graze on the farmland, they still live in small pockets of natural habitat. Western grey Figure 6 . Map of AVC risks of the segments. kangaroos living in remnants of woodland often feed in adjacent farmland [47] . Roadside vegetation, however small, could provide the familiar safe habitat for kangaroos on the move and they may be distressed by the unfamiliar noise of traffic. The model indicating a significant positive effect of roadside vegetation was as expected.
If high-risk locations and influential factors can be identified, simple strategies such as extra signage can be applied to prevent crashes and provide a safe driving environment. In precise locations of extreme risk, more expensive but still feasible strategies are possible such as wildlife overpasses or underpasses, exclusion fencing and interactive intelligent warning signs. The segments identified in this paper will require such intervention methods particularly if a dramatic increase in traffic flow is perceived in the near future.
Analysis of segments is essentially an areal-based analysis with the limitation of aggregation within each segment. The construction of an aggregated explanatory model for accidents involves any 'classical' statistical problems associated with violations of regression assumptions such as misspecification of the model, autocorrelation of errors and instability or error variance, and ecological fallacy [40] . The analysis of covariates would be more suited to smaller perfectly homogeneous segments. This would mean, however, extremely small impractical segments. The road geometry dataset, for example, describes sections of road as small as 20 m. In addition, the size of road segment is crucial for modelling. If we remove or combine segments from a study area, the distance weight matrix will be changed. The variables for new segments should be recalculated. Data are location-specific. However, the developed model can be transferable to different locations.
Conclusion
This paper presents a hierarchical Bayesian multivariate Poisson lognormal regression model to identify the AVC risk for the segments of highways and its significant contributing factors. A case study of the Bussel Highway in the Southwest of Western Australia was developed to implement the model. This study confirmed that AVCs consist of both spatial-and segmentspecific contributions, even though the spatial random error does not dominate model variability. Models that can predict the most likely collision points can be of a practical value. They can be used to predict the location of road sections with the highest collision probability [29] . The factors, such as speed limit and horizontal curve, were found to have a negative effect on AVCs, whereas roadside vegetation, farming on both sides, forest on both sides and the farm/forest appear to have a positive effect. An assumption of the hierarchical Bayesian model is the existence of an underlying crash occurrence process based on a function of known and unknown factors that omits human intervention. A common shortfall of many previous studies is that they do not consider the effect of the drivers' characteristics [1] . In the future, we will investigate how human and animal characteristics could affect the risk of AVCs, especially in the Australian context. In addition, AVCs change not only over space but also over time. A spatiotemporal model that identifies higher risk segments and significant factors at various time periods will also be developed.
