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Wprowadzenie
Prezentowana rozprawa doktorska skupia się na dwóch własnościach rozwa-
żanych dla baz i π-baz przestrzeni topologicznych. Rozdziały 2–5 odnoszą się
do własności rozważanej przez R. Freese’a i J. B. Nation’a w [13]. Ostatni z
rozdziałów odnosi się do teorii dziedziny wprowadzonej przez D. Scott’a w
[28]. Wyniki dotyczące własności wprowadzonej przez R. Freese’a i J. B. Na-
tion’a opublikowane zostały w pracach [2], [5] oraz [4]. Wyniki przedstawione
w ostatnim z rozdziałów znajdują się w pracy [3].
W pierwszym rozdziale tej rozprawy przypominamy podstawowe pojęcia,
których potrzebować będziemy w kolejnych rozdziałach pracy. Są to pojęcia
głównie z zakresu topologii ogólnej i teorii mnogości.
Jednym z kluczowych pojęć, które będziemy rozważać jest własność wpro-
wadzona przez R. Freese’a i J. B. Nation’a w [13] do badania krat pro-
jektywnych. Wprawdzie w pracy tej nie będziemy zajmować się algebrami
Boole’a, jednakże ze względów historycznych rozpoczynamy drugi z jej ro-
działów przez zdefiniowanie pierwszej z rozważanych przez nas własności dla
algebr Boole’a. Docelowo skupimy się na własnościach Freese–Nation i π-
Freese–Nation wprowadzonych dla przestrzeni topologicznych. W paragrafie
2.1 przedstawiamy podstawowe przykłady rodzin podzbiorów przestrzeni to-
pologicznych, które mają opisywane przez nas własności. Dla algebr Boole’a
opisywane własności są równoważne. Wskażemy przy jakich założeniach są
one równoważne dla rodzin podzbiorów przestrzeni topologicznych. Wyka-
żemy tutaj produktowalność tych własności. Pokażemy także, że istnienie
π-sieci przestrzeni topologicznej z seperatywną własnością Freese–Nation im-
plikuje przeliczalną liczbę Suslina tej przestrzeni.
W paragrafie 2.2 wskażemy pewne klasy przestrzeni, które mają wła-
sność Freese–Nation. Pierwszą z nich jest klasa przestrzeni metryzowalnych.
W dowodzie wykorzystujemy konstrukcję pokrycia lokalnie skończonego σ-
dyskretnego, opisaną w twierdzeniu Stona’a. Następnie wykazujemy, że prze-
strzenie z punktowo miałkim ciągiem pokryć punktowo skończonych również
mają własność Freese–Nation.
W rozdziale trzecim rozważamy systemy odwrotne o pewnych specjal-
nych własnościach. Opisujemy relację tych systemów z przestrzeniami o wła-
snościach Freese–Nation i π-Freese–Nation. Paragraf 3.1 dotyczy przestrze-
ni otwarcie generowanych. Pojęcie przestrzeni otwarcie generowanej zostało
wprowadzone przez Shchepin’a w pracy [30]. W klasie przestrzeni zwartych
Hausdorffa zerowymiarowych seperatywna własność Freese–Nation dla rodzi-
ny wszystkich podzbiorów domknięto-otwartych charakteryzuje przestrzenie
otwarcie generowane. Pokazujemy, że zwarte przestrzenie Hausdorffa mające
seperatywną własność Freese–Nation dla pewnej bazy złożonej ze zbiorów
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funkcyjnie otwartych są przestrzeniami otwarcie generowanymi.
W paragrafie 3.2 skupiamy się na przestrzeniach szkieletowo generowa-
nych. Odwzorowania szkieletowe rozważali J. Mioduszewski i L. Rudolf w [25].
Pojęcie przestrzeni szkieletowo generowanej wprowadził V. Valov w [35]. Do-
wodzimy, że zwarte przestrzenie Hausdorffa mające π-seperatywną własność
Freese–Nation dla pewnej π-bazy złożonej ze zbiorów funkcyjnie otwartych
są przestrzeniami szkieletowo generowanymi.
W kolejnym paragrafie opisujemy grę otwarto-otwartą wprowadzoną w [9]
przez P. Daniels’a, K. Kunen’a i H. Zhou oraz pewne modyfikacje tej gry. Gry
te następnie wykorzystujemy w dowodach twierdzeń z dwóch poprzednich
paragrafów. Wskazujemy także przykład przestrzeni topologicznej, która ma
π-seperatywną własność Freese–Nation, ale nie ma seperatywnej własności
Freese–Nation.
W rozdziale czwartym pokazujemy, że rodzina wszystkich podzbiorów re-
gularnie otwartych nieskończonej przestrzeni regularnej nie ma seperatywnej
własności Freese–Nation oraz własności Freese–Nation. Wnioskujemy, że to-
pologia nieskończonej przestrzeni regularnej także nie ma tych własności.
Rozdział piąty odnosi się do znanego w topologii pojęcia przestrzeni ko-
absolutnych. Pokazujemy tutaj, że przestrzenie koabsolutne do przestrzeni o
π-seperatywnej własności Freese–Nation także mają π-seperatywną własność
Freese–Nation.
W następnym paragrafie przytaczamy pojęcie przestrzeni Dugundji’ego
wprowadzone przez A. Pełczyńskiego w [27] oraz analogiczne pojęcie prze-
strzeni szkieletowo Dugundji’ego. Wykorzystując twierdzenie L. Shapiro [29]
mówiące, że każda przestrzeń szkieletowo Dugundji’ego jest koabsolutna z
przestrzenią Dugundji’ego dowodzimy, że każda przestrzeń szkieletowo Du-
gundji’ego ma π-separatywną własność Freese–Nation.
W ostatnim z rozdziałów zajmujemy się przestrzeniami reprezentowanymi
oraz π-reprezentowanymi przez dziedziny. Teorię dziedziny zapoczątkowały
badania prowadzone przez D. Scotta i Ch. Stracheya na przełomie lat 60 i 70
ubiegłego wieku. Badania te dotyczyły początkowo języków programowania.
Więcej informacji znaleźć możemy w [28] oraz [1]. W pracy [11] W. Fleissner
i L. Yengulalp wprowadzili równoważną definicję przestrzeni T1 reprezento-
wanej przez dziedzinę oraz pewne modyfikacje tej własności.
W ostatniej sekcji pokazujemy, że przestrzenie przeliczalnie reprezento-
wane oraz przeliczalnie π-reprezentowane przez dziedziny mogą być charak-
teryzowane przez dobrze znane gry topologiczne. Istnienie strategii wygrywa-
jącej dla gracza II w grze Banacha–Mazura dla przestrzeni topologicznej jest
równoważne przeliczalnie π-reprezentowaniu przez dziedzinę tej przestrzeni.
Natomiast istnienie strategii wygrywającej dla gracza II w grze Choquet
dla przestrzeni topologicznej jest równoważne przeliczalnie reprezentowaniu
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przez dziedzinę tej przestrzeni.
1 Wiadomości wstępne
Algebrą Boole’a nazywać będziemy strukturę algebraiczną (B,∨,∧,−,0,1),
gdzie B jest zbiorem, w którym wyróżnione są dwa elementy 0 oraz 1, ∨ oraz
∧ są działaniami dwuargumentowymi,− jest działaniem jednoargumentowym
oraz dla dowolnych elementów x, y, z ∈ B spełnione są następujące warunki:
(1) x ∨ y = y ∨ x, x ∧ y = y ∧ x,
(2) x ∨ (y ∨ z) = (x ∨ y) ∨ z, x ∧ (y ∧ z) = (x ∧ y) ∧ z,
(3) x ∧ (x ∨ y) = x, x ∨ (x ∧ y) = x,
(4) x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z), x ∨ (y ∧ z) = (x ∨ y) ∧ (x ∨ z),
(5) x ∨ −x = 1, x ∧ −x = 0.
Przez τ(X) oznaczać będziemy topologię przestrzeni X. Przez τ ∗(X)
oznaczać będziemy rodzinę wszystkich otwartych niepustych podzbiorów prze-
strzeni X. W rozprawie tej będziemy rozważali tylko przestrzenie spełniające
aksjomat oddzielania T1. Przez otoczenie punktu rozumiemy zbiór otwarty,
do którego punkt ten należy.
Liczbą Suslina przestrzeni topologicznej X nazywamy taką najmniejszą
liczbę kardynalną κ, że każda rodzina zbiorów otwartych niepustych para-
mi rozłącznych jest mocy nie większej niż κ, liczbę tę oznaczamy symbolem
c(X). Wagą (lub ciężarem) przestrzeni topologicznej X nazywamy najmniej-
szą liczbę kardynalną będącą mocą jej bazy, liczbę tę oznaczamy symbolem
w(X).
Rodzinę B otwartych niepustych podzbiorów przestrzeni topologicznej na-
zywamy π-bazą tej przestrzeni, jeśli dla każdego otwartego niepustego zbioru
U istnieje taki zbiór V ∈ B, że V ⊆ U . Najmniejszą liczbę kardynalną, któ-
ra jest mocą pewnej π-bazy przestrzeni topologicznej X nazywamy π-wagą
przestrzeni X i oznaczamy symbolem πw(X). Rodzinę N podzbiorów prze-
strzeni topologicznej nazywamy π-siecią tej przestrzeni, jeśli dla dowolnego
otwartego niepustego zbioru U istnieje zbiór M ∈ N zawarty w zbiorze U .
Symbolem CO(X) oznaczać będziemy rodzinę wszystkich podzbiorów
domknięto-otwartych przestrzeni topologicznej X. Mówimy, że przestrzeń to-
pologiczna jest zerowymiarowa, jeśli istnieje baza tej przestrzeni złożona ze
zbiorów domknięto-otwartych.
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Rodzinę R podzbiorów przestrzeni topologicznej X nazywamy lokalnie
skończoną, jeśli dla każdego punktu x ∈ X istnieje jego otoczenie, które
przecina co najwyżej skończenie wiele zbiorów z rodziny R. Rodzinę R pod-
zbiorów przestrzeni topologicznej X nazywamy dyskretną, jeśli dla każdego
punktu x ∈ X istnieje jego otoczenie, które przecina co najwyżej jeden zbiór
z rodziny R. Mówimy, że rodzina R jest σ-lokalnie skończona (σ-dyskretna),
jeśli jest ona sumą przeliczalnie wielu rodzin lokalnie skończonych (dyskret-
nych). Rodzinę U podzbiórów przestrzeni X nazywamy punktowo skończoną,
jeśli dla każdego punktu x ∈ X zbiór {U ∈ U : x ∈ U} jest skończony.
Powiemy, że pokrycie U jest pokryciem wpisanym w pokrycie V , jeśli dla
każdego zbioru U ∈ U istnieje taki zbiór V ∈ V , że U ⊆ V . Niech U będzie
pokryciem przestrzeni X oraz niech x ∈ X. Zgodnie z monografią [10] zbiór
Gw(x,U) =
⋃
{U ∈ U : x ∈ U}
nazywać będziemy gwiazdą punktu x względem pokrycia U . Ciąg pokryć
{Wn : n ∈ ω} przestrzeni X nazywamy punktowo miałkim, jeśli pokrycia
Wn są złożone ze zbiorów otwartych oraz dla każdego punktu x ∈ X i jego
otoczenia U ⊆ X istnieje taki indeks i ∈ ω, że Gw(x,Wi) ⊆ U . Przestrze-
nie dla których istnieje punktowo miałki ciąg pokryć nazywane są również
przestrzeniami rozbudowanymi (patrz [7]).
Moc zbioru A będziemy oznaczali symbolem |A|. Liczbę porządkowa κ
nazywamy liczbą kardynalną, jeśli nie istnieje liczba porządkowa α < κ rów-
noliczna z liczbą κ. Zatem w tej konwencji ω jest dla nas zarówno liczbą
porządkową jak i kardynalną (zob. [8]).
Zbiór Σ nazywać będziemy zbiorem skierowanym przez relację ¬, jeśli
relacja ta ma następujące własności:
(1) relacja ¬ jest zwrotna, tzn. σ ¬ σ dla σ ∈ Σ,
(2) relacja ¬ jest przechodnia, tzn. jeśli ρ ¬ σ oraz σ ¬ τ , to ρ ¬ τ dla
σ, ρ, τ ∈ Σ,
(3) jeśli ρ, σ ∈ Σ, to istnieje taki element τ ∈ Σ, że ρ, σ ¬ τ .
Rodzinę {Xσ, pσρ ,Σ}, gdzie
(1) Σ jest zbiorem skierowanym przez relację ¬,
(2) Xσ jest przestrzenią topologiczną dla σ ∈ Σ,









nazywamy systemem odwrotnym przestrzeni topologicznych. Odwzorowania
pσρ dla ρ ¬ σ nazywamy przekształceniami łączącymi lub wiążącymi systemu
odwrotnego {Xσ, pσρ ,Σ}.
Element {xσ}σ∈Σ iloczynu kartezjańskiego
∏
σ∈Σ Xσ spełniający warunek
pσρ(xσ) = xρ dla ρ ¬ σ nazywamy nicią systemu odwrotnego. Podprzestrzeń
iloczynu kartezjańskiego
∏
σ∈Σ Xσ złożoną ze wszystkich nici nazywamy gra-
nicą systemu odwrotnego i oznaczamy symbolem lim←−{Xσ, p
σ
ρ ,Σ}.
Dla systemu odwrotnego {Xσ, pσρ ,Σ} oraz ustalonego elementu ρ ∈ Σ
przez pρ oznaczać będziemy rzutowania pρ : prρ  lim←−{Xσ, p
σ
ρ ,Σ} → Xρ, gdzie
prρ jest rzutowaniem z iloczynu kartezjańskiego
∏
σ∈ΣXσ na przestrzeń Xρ.
Podzbiór V przestrzeni topologicznej X nazywamy zbiorem funkcyjnie
otwartym, jeśli istnieje taka funkcja ciągła f : X → [0, 1], że V = f−1((0, 1]).
Przez coZ(X) oznaczać będziemy rodzinę wszystkich zbiorów funkcyjnie ot-
wartych w przestrzeni topologicznej X.
Podzbiór U przestrzeni topologicznej X nazywamy regularnie otwartym,
jeśli U = int clU. Symbolem RO(X) oznaczać będziemy rodzinę wszystkich
podzbiorów regularnie otwartych przestrzeni topologicznej X. Dopełnienie
zbioru regularnie otwartego nazywamy zbiorem regularnie domkniętym. Pod-
zbiór F przestrzeni topologicznej X jest regularnie domknięty wtedy i tylko
wtedy, gdy F = cl intF.
Niech P będzie zbiorem. Przez [P ]<ω oznaczmy rodzinę wszystkich skoń-
czonych niepustych podzbiorów zbioru P . Przez [P ]¬ω oznaczać będziemy
rodzinę wszystkich przeliczalnych niepustych podzbiorów zbioru P .
Przestrzenią Stone’a algebry Boole’a B nazywamy zbiór
Ult(B)
złożony ze wszystkich ultrafiltrów algebry B z topologią generowaną przez
bazę
B = {u : u ∈ B},
gdzie
u = {F ∈ Ult(B) : u ∈ F}.
Przestrzeń Hausdorffa nazywamy ekstremalnie niespójną, jeśli domknięcie
każdego otwartego podzbioru tej przestrzeni jest zbiorem otwartym.
Ciągłą surjekcję f z przestrzeni topologicznej Z na przestrzeń topologicz-
ną X nazywamy odwzorowaniem nieprzywiedlnym, jeśli przestrzeń X nie jest
obrazem żadnego właściwego domkniętego podzbioru przestrzeni Z.
Przestrzeń zwartą ekstremalnie niespójną, która ma odwzorowanie nie-
przywiedlne na przestrzeń zwartą Hausdorffa X nazywamy przestrzenią Gle-
asona nad przestrzenią X i oznaczamy symbolem pX.
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Dla niezdefiniowanych w tej rozprawie pojęć stosujemy terminologię zgod-
ną z monografią [10].
2 Własność Freese–Nation i π-Freese–Nation
Własność opisywaną w tym rozdziale rozważali również L. Heindorf i L. B. Sha-
piro [15] w kontekście algebr Boole’a. Rozdział ten rozpoczniemy od wpro-
wadzenia własności Freese–Nation dla algebry Boole’a.
(FN)B Mówimy, że algebra Boole’a B ma własność Freese–Nation, w skrócie
własność FN, jeśli istnieją takie odwzorowania
l : B→ [B]<ω, u: B→ [B]<ω,
że
l(b) ⊆ {c ∈ B : c ¬ b}, u(b) ⊆ {c ∈ B : b ¬ c}
dla dowolnego elementu b ∈ B oraz
jeśli b ¬ a, to u(b) ∩ l(a) 6= ∅
dla dowolnych elementów a, b ∈ B.
(FNS)B Mówimy, że algebra Boole’a B ma separatywną własność Freese–Nation,
w skrócie własność FNS, jeśli istnieje takie odwzorowanie
s : B→ [B]<ω,
że jeśli a ∧ b = 0, to istnieją takie elementy c, d ∈ s(a) ∩ s(b), że
a ¬ c, b ¬ d oraz c ∧ d = 0
dla dowolnych elementów a, b ∈ B.
(FNI)B Mówimy, że algebra Boole’a B ma interpolacyjną własność Freese–
Nation, w skrócie własność FNI, jeśli istnieje takie odwzorowanie
i : B→ [B]<ω,
że jeśli b ¬ a, to istnieje taki element c ∈ i(b) ∩ i(a), że
b ¬ c ¬ a
dla dowolnych elementów a, b ∈ B.
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Dla algebr Boole’a prezentowane powyżej własności są równoważne. Dowód
równoważności tych własności przeprowadzimy później w ogólniejszej sy-
tuacji niż algebry Boole’a. Mówimy więc, że algebra Boole’a ma własność
Freese–Nation, jeśli spełnia jedną z powyższych własności.
Wprowadzimy teraz własność Freese–Nation dla przestrzeni topologicz-
nych. Niech X będzie zbiorem niepustym.
(FN) Powiemy, że niepusta rodzina B podzbiorów zbioru X ma własność
Freese–Nation, w skrócie własność FN, jeśli istnieją takie odwzorowania
l : B → [B]<ω, u: B → [B]<ω,
że
l(V ) ⊆ {U ∈ B : U ⊆ V }, u(V ) ⊆ {U ∈ B : V ⊆ U}
dla dowolnego zbioru V ∈ B oraz
jeśli V ⊆ U, to u(V ) ∩ l(U) 6= ∅
dla dowolnych zbiorów U, V ∈ B.
(FNS) Powiemy, że niepusta rodzina B podzbiorów zbioru X ma separatywną
własność Freese–Nation, w skrócie własność FNS, jeśli istnieje takie
odwzorowanie
s : B → [B]<ω,
że jeśli U ∩ V = ∅, to istnieją takie zbiory WU ,WV ∈ s(U) ∩ s(V ), że
U ⊆ WU , V ⊆ WV oraz WU ∩WV = ∅
dla dowolnych zbiorów U, V ∈ B.
(FNI) Powiemy, że niepusta rodzina B podzbiorów zbioru X ma interpolacyj-
ną własność Freese–Nation, w skrócie własność FNI, jeśli istnieje takie
odwzorowanie
i : B → [B]<ω,
że jeśli V ⊆ U , to istnieje taki zbiór W ∈ i(V ) ∩ i(U), że
V ⊆ W ⊆ U
dla dowolnych zbiorów U, V ∈ B.
Powiemy, że przestrzeń topologiczna ma własność FN (FNS, FNI), jeśli





Mówimy, że przestrzeń topologiczna ma własność π-FN (π-FNS, π-FNI),





każda przestrzeń topologiczna mająca własność FN (FNS, FNI) ma także
własność π-FN (π-FNS, π-FNI).
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2.1 Podstawowe przykłady i własności
Wykażemy teraz równoważność własności FN, FNS, FNI dla rodzin zbiorów
otwartych mających pewną własność.
Fakt 2.1 ([2, Proposition 2.3 oraz 2.4]). Dla dowolnej rodziny B złożonej ze
zbiorów regularnie otwartych o własności
X \ clV ∈ B dla dowolnego zbioru V ∈ B
następujące warunki są równoważne:
(1) rodzina B ma własność FN,
(2) rodzina B ma własność FNS,
(3) rodzina B ma własność FNI.
Dowód. Załóżmy, że B jest rodziną złożoną ze zbiorów regularnie otwartych
z własnością FN oraz X \ clU ∈ B dla dowolnego zbioru U ∈ B. Niech l, u
będą odwzorowaniami świadczącymi o tym, że B ma własność FN. Wówczas
odwzorowanie s : B → [B]<ω definiujemy następującym wzorem:
s(U) = u(U)∪l(X\clU)∪{X\clV : V ∈ u(U)}∪{X\clV : V ∈ l(X\clU)}.
Sprawdzimy, że odwzorowanie s ma żądaną własność. Załóżmy, że zbiory
U1, U2 ∈ B są rozłączne. Wtedy U1 ⊆ X \ clU2. Na mocy własności FN dla
rodziny B istnieje taki zbiór
W ∈ u(U1) ∩ l(X \ clU2) ⊆ s(U1) ∩ s(U2),
że
U1 ⊆ W ⊆ X \ clU2.
Zbiory W,X \ clW są rozłączne, U2 ⊆ X \ clW oraz
X\clW ∈ {X\clV : V ∈ u(U1)}∩{X\clV : V ∈ l(X\clU2)} ⊆ s(U1)∩s(U2).
Załóżmy, że B jest rodziną złożoną ze zbiorów regularnie otwartych z
własnością FNS oraz X\clU ∈ B dla dowolnego zbioru U ∈ B. Niech s będzie
odwzorowaniem świadczącym o tym, że B ma własność FNS. Odwzorowanie
i : B → [B]<ω definiujemy wzorem:
i(U) = s(U) ∪ s(X \ clU).
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Sprawdzimy, że odwzorowanie i ma żądaną własność. Załóżmy, że U1, U2 ∈ B
oraz U1 ⊆ U2. Wówczas U1 ∩ (X \ clU2) = ∅. Na mocy własności FNS dla
rodziny B istnieje taki zbiór
W ∈ s(U1) ∩ s(X \ clU2) ⊆ i(U1) ∩ i(U2),
że U1 ⊆ W oraz W ∩ (X \ clU2) = ∅. Stąd
U1 ⊆ W = int clW ⊆ int clU2 = U2.
Załóżmy, że B jest rodziną złożoną ze zbiorów regularnie otwartych z
własnością FNI oraz X \clU ∈ B dla dowolnego zbioru U ∈ B. Niech i będzie
odwzorowaniem świadczącym o tym, że B ma własność FNI. Odwzorowania
l, u: B → [B]<ω definiujemy w następujący sposób:
l(U) = {V ∈ i(U) : V ⊆ U} oraz u(U) = {V ∈ i(U) : U ⊆ V }.
Sprawdzimy, że odwzorowania l, u mają żądane własności. Załóżmy, że U1, U2∈
B oraz U1 ⊆ U2. Na mocy własności FNI dla rodziny B istnieje taki zbiór
W ∈ i(U1) ∩ i(U2), że U1 ⊆ W ⊆ U2. Wtedy W ∈ u(U1) ∩ l(U2).
Z twierdzenia Stone’a o dualności (patrz [8, Twierdzenie 14.10]) każda
algebra Boole’a jest izomorficzna z rodziną wszystkich zbiorów domknięto-
otwartych pewnej przestrzeni zwartej zerowymiarowej. Z Faktu 2.1 wynika
więc równoważność własności (FN)B, (FNS)B, (FNI)B dla dowolnej algebry
Boole’a B.
Zauważmy, że własności FN oraz FNI są równoważne dla dowolnej ro-
dziny zbiorów B. Mając zdefiniowane odwzorowania l oraz u definiujemy
odwzorowanie i : B → [B]<ω w następujący sposób:
i(U) = l(U) ∪ u(U).
Wobec tego w dalszych rozważaniach będziemy skupiać się na własnościach
FN oraz FNS.
Naturalnym przykładem przestrzeni o własnościach FN (π-FN) oraz FNS
(π-FNS) jest dowolna przestrzeń topologiczna o wadze (π-wadze) przeliczal-
nej. Zauważmy, że każda przeliczalna rodzina zbiorów ma własność FN.
Przykład 2.1 ([2, Proposition 2.6]). Rozważmy rodzinę przeliczalną B =
{Un : n ∈ ω} podzbiorów przestrzeni topologicznej. Odwzorowania
l : B → [B]<ω, u: B → [B]<ω
definiujemy w następujący sposób:
u(Un) = {Uk : k ¬ n, Un ⊆ Uk}, l(Un) = {Uk : k ¬ n, Uk ⊆ Un}.
Sprawdźmy, że odwzorowania l, u mają żądane własności. Załóżmy, że Ui ⊆
Uj. Wówczas Umin{i,j} ∈ u(Ui) ∩ l(Uj).
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Kolejny przykład pokazuje, że każdą bazę (π-bazę) przeliczalną można
rozszerzyć do bazy (π-bazy) przeliczalnej z własnością FNS.
Przykład 2.2. Niech B′ = {Vn : n ∈ ω} będzie bazą (π-bazą) przeliczalną.
Rozważmy rodzinę
B = B′ ∪ {X \ clVn : n ∈ ω} ∪ {int clVn : n ∈ ω}.
Niech B = {Un : n ∈ ω}. Odwzorowanie s : B → [B]<ω definiujemy w nastę-
pujący sposób:
s(Un) = {Uk : k ¬ n} ∪ {X \ clUk : k ¬ n}.
Sprawdźmy, że odwzorowanie s ma żądane własności. Istotnie, jeśli Ui∩Uj = ∅
oraz i < j, to zbiory Ui, X \ clUi ∈ s(Ui)∩ s(Uj) są rozłączne a także Ui ⊆ Ui
oraz Uj ⊆ X \ clUi.
Naturalne pytanie nasuwające się na myśl, mające związek z algebrami
Boole’a, brzmi: „Czy jeśli przestrzeń zwarta zerowymiarowa ma własność
FNS, to rodzina wszystkich podzbiorów domknięto-otwartych tej przestrzeni
ma własność FNS?”. Niestety, nie znamy na to pytanie pełnej odpowiedzi.
Wiemy jedynie, że w przestrzeni zwartej zerowymiarowej każdą bazę z wła-
snością FNS, która jest domknięta na skończone przekroje możemy rozsze-
rzyć do bazy z własnością FNS zawierającej rodzinę wszystkich podzbiorów
domknięto-otwartych tej przestrzeni. Wykażemy później (wniosek 3.3), że je-
śli przestrzeń zwarta Hausdorffa zerowymiarowa ma własność FNS na pewnej
bazie złożonej ze zbiorów funkcyjnie otwartych, to rodzina wszystkich pod-
zbiorów domknięto-otwartych tej przestrzeni ma także własność FNS.
Lemat 2.1 ([2, Proposition 2.8]). Niech X będzie przestrzenią zwartą zero-
wymiarową. Jeśli rodzina B jest bazą przestrzeni X z własnością FNS do-
mkniętą na skończone przekroje, to istnieje taka baza B′ o własności FNS,
że B ∪ CO(X) ⊆ B′.
Dowód. Niech B będzie bazą przestrzeni X domkniętą na skończone prze-
kroje oraz niech s : B → [B]<ω będzie operatorem świadczącym o własności
FNS dla bazy B. Połóżmy
B′ = {
⋃
R : R ∈ [B]<ω}.
Ponieważ każdy podzbiór domknięto-otwarty przestrzeni zwartej jest sumą
skończenie wielu zbiorów bazowych, to CO(X) ⊆ B′. Dla rodziny S pod-
zbiorów przestrzeni X oznaczmy przez S∧ rodzinę wszystkich niepustych





P : P ⊆ (
⋃




dla dowolnej rodziny zbiorów R ∈ [B]<ω. Rodzina s(⋃R) jest domknięta na
skończone przekroje. Istotnie, jeśli P1, . . . ,Pk ⊆ (
⋃{s(V ) : V ∈ R})∧, to
P = {U1 ∩ . . . ∩ Uk : Ui ∈ Pi dla i ¬ k} oraz
⋃





Pokażemy teraz, że operator s : B′ → [B′]<ω świadczy o własności FNS
dla bazy B′. Ustalmy takie rodziny R1,R2 ∈ [B]<ω, że
⋃R1 ∩ ⋃R2 = ∅.
Dla dowolnych zbiorów W ∈ R1 oraz U ∈ R2 korzystając z własności FNS
wybieramy takie rozłączne zbiory AWU , BUW ∈ s(U) ∩ s(W ), że W ⊆ AWU
oraz U ⊆ BUW .
Ustalmy zbiór W ∈ R1. Zdefiniujmy rodziny zbiorów




T1(W ) ∈ (
⋃
{s(U) : U ∈ R2})∧ ∩ (s(W ))∧,⋃
R2 ⊆
⋃








T2(W ) = ∅.
Ponieważ rodziny s(
⋃R1), s(⋃R2) są domknięte na skończone przekroje, to⋂
{
⋃
























T2(W ) : W ∈ R1}.
Skoro
⋂ T1(W ) ∩ ⋃ T2(W ) = ∅, to⋃
{
⋂




T2(W ) : W ∈ R1} = ∅,
co kończy dowód.
Wykażemy teraz, że iloczyn kartezjański zachowuje własności FN oraz
FNS.
Twierdzenie 2.1 ([2, Theorem 2.10]). Produkt przestrzeni z własnością FN
ma własność FN.
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Dowód. Niech X będzie produktem przestrzeni Xi o własności FN dla i ∈ A.
Dla każdego i ∈ A niech Bi będzie bazą przestrzeni Xi z własnością FN oraz
niech
li : Bi → [Bi]<ω, ui : Bi → [Bi]<ω





pr−1k (Uk) : E ∈ [A]<ω i Uk ∈ Bk dla każdego k ∈ E}
ma własność FN. Zdefiniujmy odwzorowania


















k ∈ uk(Uk) oraz k ∈ H ⊆ EU}




k (Uk) ∈ B. Sprawdźmy teraz, że odwzoro-








Wówczas EU ⊆ EV oraz Vk ⊆ Uk dla każdego k ∈ EU . Zatem istnieje taki
zbiór Wk ∈ uk(Vk) ∩ lk(Uk), że
Vk ⊆ Wk ⊆ Uk




pr−1k (Wk) ⊆ U oraz
⋂
k∈EU
pr−1k (Wk) ∈ u(V ) ∩ l(U).
Twierdzenie 2.2 ([2, Theorem 2.9]). Produkt przestrzeni z własnością FNS
ma własność FNS.
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Dowód. NiechX będzie produktem przestrzeniXi o własności FNS dla i ∈ A.
Dla każdego i ∈ A niech Bi będzie bazą przestrzeni Xi z własnością FNS oraz
niech
si : Bi → [Bi]<ω
będzie odwzorowaniem świadczącym o własności FNS dla bazy Bi. Pokaże-
my, że baza B opisana w twierdzeniu 2.1 ma własność FNS. Zdefiniujmy
odwzorowanie
s : B → [B]<ω
następująco:
s(U) = {pr−1k (U ′k) : U ′k ∈ sk(Uk) oraz k ∈ EU}




k (Uk) ∈ B. Sprawdźmy teraz, że odwzorowanie s









Zatem istnieje taki indeks i ∈ EU ∩ EV , że Ui ∩ Vi = ∅. Istnieją więc takie
zbiory WUi ,W
V
i ∈ si(Ui) ∩ si(Vi), że
Ui ⊆ WUi , Vi ⊆ W Vi oraz WUi ∩W Vi = ∅.
Wobec tego








i ) ∈ s(U) ∩ s(V ).
Na potrzeby dowodu kolejnego twierdzenia przytoczmy twierdzenie znane
jako ∆-lemat (patrz np. [8, Twierdzenie 9.11]).
Lemat 2.2 (∆-lemat). Dla dowolnej rodziny nieprzeliczalnejR zbiorów skoń-
czonych istnieje rodzina nieprzeliczalna R′ ⊆ R i zbiór J , taki że A∩B = J
dla dowolnych różnych zbiorów A,B ∈ R′.
Twierdzenie 2.3 ([2, Theorem 2.12]). Jeśli przestrzeń topologiczna ma π-
sieć, która ma własność FNS, to liczba Suslina tej przestrzeni jest przeliczal-
na.
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Dowód. Niech N będzie π-siecią z własnością FNS, tzn. istnieje odwzorowa-
nie s : N → [N ]<ω świadczące o własności FNS dla π-sieci N . Przypuśćmy,
że istnieje rodzina nieprzeliczalna A zbiorów otwartych parami rozłącznych.
Dla każdego V ∈ A ustalmy taki zbiór UV ∈ N , że UV ⊆ V . Istnieje więc
rodzina nieprzeliczalna P = {UV : V ∈ A} ⊆ N złożona ze zbiorów parami
rozłącznych.
Przypuśćmy, że rodzina {s(U) : U ∈ P} jest przeliczalna, wówczas istnieje
taki zbiór U0 ∈ P , że rodzina
P ′ = {U ∈ P : s(U) = s(U0)}
jest nieprzeliczalna. Niech s(U0) = {V1, . . . , Vn} ⊆ N . Dla każdego U ∈ P ′
zdefiniujmy zbiór skończony
IU = {i ∈ {1, . . . , n} : U ⊆ Vi}.
Z własności FNS wynika, że zbiór IU jest niepusty dla każdego U ∈ P ′.
Istnieje taki zbiór U1 ∈ P ′, że IU1 = IU dla nieprzeliczalnie wielu U ∈ P ′.
Niech U2, U3 ∈ P ′ będą takimi zbiorami, że
IU2 = IU3 = IU1 oraz U2 6= U3.
Ponieważ U2∩U3 = ∅, to istnieją takie zbiory U ′2, U ′3 ∈ s(U2) = s(U3) = s(U0),
że




{Vi : i ∈ IU1} ⊆ U ′2 ∩ U ′3,
co daje sprzeczność. Zatem rodzina {s(U) : U ∈ P} jest nieprzeliczalna.
Na mocy ∆-lematu istnieje nieprzeliczalna rodzina R′ ⊆ {s(U) : U ∈ P}
oraz taki zbiór J , że
s(W1) ∩ s(W2) = J
dla dowolnych różnych zbiorówW1,W2 ∈ R = {U ∈ P : s(U) ∈ R′}. Rodzina
R jest oczywiście nieprzeliczalna oraz zbiór J jest niepusty i skończony. Niech
J = {V1, . . . , Vn}. Korzystając z własności FNS dla każdego U ∈ R istnieje
taka liczba i ¬ n, że U ⊆ Vi.
Dalsza część dowodu jest analogiczna do dowodu o nieprzeliczalności ro-
dziny {s(U) : U ∈ P} przedstawionego w poprzednim akapicie. Powtórzmy
ją jednak dla przejrzystości całego dowodu. Dla każdego U ∈ R definiujemy
zbiór skończony
IU = {i ∈ {1, . . . , n} : U ⊆ Vi}.
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Istnieje wówczas taki zbiór U1 ∈ R, że IU1 = IU dla nieprzeliczalnie wielu
zbiorów U ∈ R. Niech U2, U3 ∈ R będą takimi zbiorami, że
IU2 = IU3 = IU1 oraz U2 6= U3.
Ponieważ U2 ∩ U3 = ∅, to istnieją takie zbiory U ′2, U ′3 ∈ s(U2) ∩ s(U3) = J, że




{Vi : i ∈ IU1} ⊆ U ′2 ∩ U ′3,
co daje sprzeczność. Stąd rodziny P oraz A są przeliczalne.
Ponieważ każda baza oraz π-baza przestrzeni topologicznej jest π-siecią
tej przestrzeni, to z powyższego twierdzenia wynika następujący wniosek:
Wniosek 2.1 ([2, Corollary 2.13]). Liczba Suslina przestrzeni z własnością
π-FNS jest przeliczalna.
Zauważmy, że z twierdzeń 2.2 oraz 2.3 wynika następujący wniosek:
Wniosek 2.2 ([2, Corollary 2.14]). W klasie przestrzeni z własnością FNS
przeliczalna liczba Suslina jest własnością produktowalną.
2.2 Pewne klasy przestrzeni z własnością FN
Jedną z klas przestrzeni posiadających własność FN są przestrzenie metrycz-
ne. Na potrzeby dowodu przytoczymy teraz twierdzenie Stone’a opisujące
własność przestrzeni metryzowalnych. Przytaczamy dowód tego twierdzenia,
ponieważ autorka nie znalazła w literaturze twierdzenia Stone’a z dodatkową
tezą, które przedstawiamy poniżej.
Twierdzenie 2.4 (Stone’a [10, Twierdzenie 4.4.1]). W każde pokrycie otwar-
te R przestrzeni metryzowalnej można wpisać pokrycie otwarte R′, które jest
jednocześnie lokalnie skończone, σ-dyskretne oraz jeśli V ⊆ U , to U = V dla
dowolnych zbiorów U, V ∈ R′.
Dowód. Niech R będzie pokryciem otwartym przestrzeni metryzowalnej. Po-
krycie otwarte R′ lokalnie skończone i jednocześnie σ-dyskretne, wpisane w
pokrycie R konstruujemy następująco:
R′ =
⋃
















Pi : i < n}
}
,
gdzie ≺ jest relacją dobrze porządkującą pokrycie R.









Pi : i < n}.
Niech ∅ 6= H(V, s) ∈ Ps, ∅ 6= H(U, p) ∈ Pp dla pewnych p, s ∈ ω. Pokażemy,
że
H(V, s) ⊆ H(U, p) wtedy i tylko wtedy, gdy V = U oraz s = p.
Istotnie, niech H(V, s) ⊆ H(U, p), wówczas istnieją punkt zasadniczy c dla
H(V, s) oraz punkt zasadniczy a dla H(U, p) takie, że c ∈ K(a, 12p ) ⊆ H(U, p).
Przypuśćmy, że s < p, wówczas
a ∈ K(c, 1
2p
) ⊆ K(c, 1
2s
) ⊆ H(V, s) ⊆
⋃
Ps,
co daje daje sprzeczność. Istotnie, a jest punktem zasadniczym dla zbioru
H(U, p), zatem a /∈ ⋃Ps.
Przypuśćmy teraz, że p < s, wówczas
c ∈ K(a, 1
2p
) ⊆ H(U, p) ⊆
⋃
Pp,
co daje daje sprzeczność. Istotnie, c jest punktem zasadniczym dla zbioru
H(V, s), zatem c /∈ ⋃Pp.
Wykazaliśmy zatem p = s. Z faktu, że Ps jest rodziną rodziną dyskretną
wynika, że H(V, s) = H(U, p). Przypuśćmy, że U 6= V oraz V ≺ U . Wówczas
a ∈ H(U, p) = H(V, s) ⊆ V.
Otrzymujemy więc sprzeczność, ponieważ a /∈ V . W podobny sposób uzy-
skujemy sprzeczność, gdy U ≺ V .
W tym miejscu autorka rozprawy chciałaby wyrazić podziękowania dla
prof. V. Mykhailiuka za sugestię poniższego twierdzenia 2.5 podczas referatu
na seminarium w Kielcach.
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Twierdzenie 2.5 ([2, Theorem 2.15]). Każda przestrzeń metryczna ma wła-
sność FN.
Dowód. Z twierdzenia Stone’a wynika istnienie takiej bazy B = ⋃{Bk : k >
0}, że Bk+1 jest pokryciem otwartym wpisanym w pokrycie Bk wpisane w
pokrycie Rk złożone z kul o średnicach mniejszych bądź równych niż 1k , po-
krycie Bk jest rodziną lokalnie skończoną, σ-dyskretną oraz jeśli U, V ∈ Bk
i V ⊆ U , to U = V . Istotnie, niech R1 będzie pokryciem złożonym z kul o
promieniach ¬ 1. Z twierdzenia Stone’a wynika, że istnieje pokrycie otwarte
B1 lokalnie skończone, σ-dyskretne, wpisane w pokrycie R1 o tej własności,
że jeśli V ⊆ U , to U = V dla dowolnych U, V ∈ B1.
Załóżmy, że zdefiniowaliśmy już takie pokrycia B1, . . . ,Bk, że dla każdego
i < k rodzina Bi+1 jest pokryciem otwartym wpisanym w pokrycie Bi wpisane
w pokrycie Ri złożone z kul o średnicach ¬ 1i , pokrycie Bi jest lokalnie
skończone, σ-dyskretne oraz jeśli U, V ∈ Bi i V ⊆ U , to U = V dla każdego
i ¬ k. W pokrycie Bk wpisujemy pokrycie otwarte Rk+1 złożone z kul o
promieniach ¬ 1
k+1 . Na mocy twierdzenia Stone’a istnieje pokrycie otwarte
Bk+1 wpisane w pokrycie Rk+1 oraz pokrycie Bk+1 jest lokalnie skończone,
σ-dyskretne o tej własności, że jeśli U, V ∈ Bk+1 i V ⊆ U , to U = V .
Rodzina B = ⋃{Bk : k > 0} jest bazą topologii o własności FN. Istotnie,
dla każdego U ∈ B definiujemy zbiory l(U) and u(U) świadczące o własności
FN następującym wzorem:
l(U) = {U} oraz u(U) = {W ∈ Bi : U ⊆ W, i ¬ min{n > 0 : U ∈ Bn}}.
Niech min{n > 0 : U ∈ Bn} = k. Ponieważ każda rodzina Bi jest lokalnie
skończona, to zbiór u(U) jest skończony.
Ustalmy takie zbiory U, V ∈ B, że V ⊆ U . Niech n = min{j > 0 :
U ∈ Bj} oraz k = min{j > 0 : V ∈ Bj}. Przypuśćmy, że k < n. Ponieważ
pokrycie Bn jest wpisane w pokrycie Bk, to istnieje taki zbiór V ′ ∈ Bk, że
U ⊆ V ′. Wówczas V = U = V ′. Zatem U ∈ l(U) ∩ u(V ). Jeśli n ¬ k, to
U ∈ l(U) ∩ u(V ), co należało wykazać.
Zauważmy, że z twierdzeń 2.3 oraz 2.5 wynika, że własności FN i FNS
nie są równoważne w klasie przestrzeni metrycznych. Własność FN posia-
dają wszystkie przestrzenie metryczne, podczas gdy własność FNS w kla-
sie przestrzeni metrycznych charakteryzuje przestrzenie ośrodkowe. Istotnie,
przestrzeń metryczna ośrodkowa ma bazę przeliczalną, więc odwzorowanie s
świadczące o własności FNS definiujemy jak w przykładzie 2.2.
Kolejną klasą przestrzeni z własnością FN jest klasa przestrzeni topolo-
gicznych, dla których istnieje punktowo miałki ciąg pokryć punktowo skoń-
czonych.
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Twierdzenie 2.6 ([5, Proposition 8]). Przestrzeń topologiczna dla której
istnieje punktowo miałki ciąg pokryć punktowo skończonych ma własność FN.
Dowód. Niech {Un}n∈ω będzie punktowo miałkim ciągiem pokryć punkto-
wo skończonych. Bez straty ogólności można zakładać, że istnieje punktowo
miałki ciąg pokryć {Wn}n∈ω punktowo skończonych taki, że pokrycie Wn+1
jest wpisane w pokrycie Wn. Istotnie, niech W0 = U0. Mając zdefiniowane
Wn definiujemy Wn+1 w następujący sposób
Wn+1 = {A ∩B : A ∈ Wn, B ∈ Un+1}.
Wówczas dla każdego n ∈ ω rodzina Wn jest także pokryciem punktowo
skończonym oraz pokrycie Wn+1 jest wpisane w Wn i Un+1. Aby pokazać, że
ciąg {Wn}n∈ω jest punktowo miałki ustalmy x ∈ X i otoczenie tego punktu
V . Ciąg {Un}n∈ω jest punktowo miałki, więc istnieje taki indeks i ∈ ω, że
x ∈ Gw(x,Ui) ⊆ V . Ponieważ Wi jest pokryciem, to istnieje taki zbiór A ∈
Wi, że x ∈ A. Dla każdego takiego A, ponieważ Wi jest wpisane w Ui,
to istnieje taki zbiór BA ∈ Ui, że x ∈ A ⊆ BA ⊆ Gw(x,Ui) ⊆ V . Stąd
Gw(x,Wi) ⊆ Gw(x,Ui) ⊆ V .
Dla rodziny A oznaczmy przez Amax rodzinę wszystkich elementów mak-
symalnych w sensie inkluzji rodziny A, tzn. A ∈ Amax ilekroć spełnia wa-
runek: jeśli A ⊆ A′ dla A′ ∈ A, to A = A′. Pokrycie Wmaxn jest dobrze
zdefiniowane i punktowo skończone, ponieważ pokrycie Wn jest punktowo
skończone, elementy pokrycia Wmaxn są nieporównywalne przez inkluzję dla
n ∈ ω. Ciąg {Wmaxn }n∈ω jest punktowo miałkim ciągiem pokryć w którym
pokrycie Wmaxn+1 jest wpisane w Wmaxn . Rzeczywiście, ustalmy punkt x ∈ X
oraz jego otoczenie V . Istnieje wówczas taki indeks i ∈ ω, że Gw(x,Wi) ⊆ V.
Jeśli x ∈ A ∈ Wmaxi ⊆ Wi, to A ⊆ Gw(x,Wi) ⊆ V. Zatem Gw(x,Wmaxi ) ⊆ V.
Wobec powyższego rodzina B = ⋃{Wmaxn : n ∈ ω} jest bazą przestrzeni
X. Dla dowolnego U ∈ B definiujemy
l(U) = {U} oraz u(U) =
{
W ∈ Wi : U ⊆ W, i ¬ min{n : U ∈ Wn}
}
świadczące o własności FN. Ustalmy takie zbiory V ∈ Wmaxk oraz U ∈ Wmaxn ,
że V ⊆ U . Jeśli k ¬ n, to dla zbioru U istnieje taki zbiór W ∈ Wmaxk , że
V ⊆ U ⊆ W . Ponieważ elementy pokrycia Wmaxk są nieporównywalne przez
inkluzję, to otrzymujemy U = V . Jeśli n < k, to U ∈ l(U)∩ u(V ), co kończy
dowód.
Ponieważ każda przestrzeń metryzowalna ma punktowo miałki ciąg po-
kryć punktowo skończonych (patrz [10, Twierdzenie Archangielskiego 5.4.6]),
to jako wniosek z ostatniego twierdzenia otrzymujemy twierdzenie 2.5.
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3 O klasach przestrzeni reprezentowanych
przez pewne rodzaje systemów odwrotnych
3.1 Przestrzenie otwarcie generowane
L. Heindorf oraz L. B. Shapiro w [15] posługując się językiem algebr Bo-
ole’a udowodnili, że przestrzenie zerowymiarowe otwarcie generowane mają
własność Freese–Nation. Wynik ten zaprezentujemy poniżej w języku topo-
logii. Zacznijmy od udowodnienia pewnych faktów dotyczących odwzorowań
otwartych.
Ciągłe odwzorowanie f : X → Y nazywamy otwartym, jeśli zbiór f(U)
jest otwarty dla każdego zbioru otwartego U ⊆ X.
Lemat 3.1. Niech f : X → Y będzie odwzorowaniem otwartym. Wówczas
dla dowolnego zbioru A ⊆ Y prawdziwa jest równość:
f−1(clA) = cl f−1(A).
Dowód. Jeśli A jest zbiorem pustym, to równość ta jest oczywista. Ustalmy
więc dowolny niepusty zbiór A ⊆ Y . Z ciągłości funkcji f wnosimy, że
cl f−1(A) ⊆ f−1(clA).
Dla dowodu implikacji odwrotnej pokażemy, że
X \ cl f−1(A) ⊆ X \ f−1(clA).
Jeśli zbiór X \ cl f−1(A) jest niepusty to ustalmy punkt x ∈ X \ cl f−1(A).
Istnieje wówczas takie otoczenie Ux punktu x, że Ux ∩ f−1(A) = ∅. Wówczas
f(Ux ∩ f−1(A)) = f(Ux) ∩ A = ∅.
Ponieważ f jest odwzorowaniem otwartym, to f(Ux) ∩ clA = ∅. Ponieważ
f(x) ∈ f(Ux), to x ∈ f−1f(x) ⊆ f−1f(Ux). Wówczas
f−1(f(Ux) ∩ clA) = f−1(f(Ux)) ∩ f−1(clA) = ∅.
Zatem x ∈ X \ f−1(clA).
Na potrzeby kolejnego lematu wprowadźmy teraz pojęcie odwzorowa-
nia szkieletowego. Ciągłą surjekcję f : X → Y nazywamy szkieletową, jeśli
int cl f(U) 6= ∅ dla każdego zbioru otwartego niepustego U ⊆ X (zob. [25]).
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Lemat 3.2. Jeśli odwzorowanie g : X → Z jest ciągłą surjekcją, f : X →










komutuje, to h jest odwzorowaniem otwartym (szkieletowym).
Dowód. Pokażemy następujący wzór
(∗) h(A) = f(g−1(A))
dla dowolnego zbioru A ⊆ Z. Ustalmy zbiór A oraz punkt y ∈ h(A). Istnieje
wówczas taki punkt z ∈ A, że y = h(z). Ponieważ odwzorowanie g jest
surjekcją, to istnieje punkt x ∈ g−1(z) ⊆ g−1(A). Wtedy
y = h(z) = h(g(x)) = f(x) ∈ f(g−1(A)).
Ustalmy teraz zbiór A oraz punkt y ∈ f(g−1(A)). Wówczas istnieje taki punkt
x ∈ g−1(A), że f(x) = y. Wtedy
y = f(x) = h(g(x)) ∈ h(A).
Korzystając z własności (∗) dla zbioru otwartego A łatwo zauważyć, że teza
lematu jest prawdziwa.
Lemat 3.3. Jeśli w systemie odwrotnym {Xσ, pσρ ,Σ} odwzorowania łączą-
ce pσρ : Xσ → Xρ są otwarte oraz rzutowania pσ : lim←−{Xσ, p
σ
ρ ,Σ} → Xσ są
surjekcjami dla ρ ¬ σ, to rzutowania pσ są odwzorowaniami otwartymi dla
σ ∈ Σ.
Dowód. Niech X = lim←−{Xσ, p
σ
ρ ,Σ}. Rozważmy bazę
B = {p−1ρ′ (Uρ′) : Uρ′ jest zbiorem otwartym w Xρ′ , ρ′ ∈ Σ}
przestrzeni X. Ustalmy dowolny element ρ ∈ Σ. Pokażemy, że pρ(U) jest
zbiorem otwartym dla dowolnego zbioru U ∈ B. Niech U = p−1ρ′ (Uρ′) dla
pewnego elementu ρ′ ∈ Σ oraz zbioru otwartego Uρ′ w przestrzeni Xρ′ . Ze
skierowania zbioru Σ wnosimy, że istnieje taki element σ ∈ Σ, że ρ, ρ′ ¬ σ.
Wówczas U = p−1σ ((p
σ
ρ′)
−1(Uρ′)). Niech Uσ = (pσρ′)
−1(Uρ′). Stąd




σ (Uσ))) = p
σ
ρ(Uσ)
jest zbiorem otwartym z otwartości odwzorowania pσρ i zbioru Uσ.
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Zbiór skierowany Σ nazywamy σ-zupełnym, jeśli dla każdego łańcucha
{σn : n ∈ ω} ⊆ Σ istnieje element σ = sup{σn : n ∈ ω} ∈ Σ. System
odwrotny {Xσ, pσρ ,Σ} nazywamy σ-zupełnym, jeśli zbiór skierowany Σ jest
σ-zupełny oraz dla każdego łańcucha {σn : n ∈ ω} ⊆ Σ, gdzie σ = sup{σn :
n ∈ ω} ∈ Σ zachodzi warunek Xσ = lim←−{Xσn , p
σn+1
σn , ω}.
System odwrotny {Xα, pβα, α < β < κ} nazywamy ciągłym, jeśli dla każdej
liczby porządkowej granicznej γ < κ mamy Xγ = lim←−{Xα, p
β
α, α < β < γ}.
Przestrzenią otwarcie generowaną nazywamy przestrzeń zwartą Hausdorf-
fa, która jest homeomorficzna z lim←−{Xσ, p
σ
ρ ,Σ}, gdzie:
(1) Xσ jest przestrzenią zwartą metryzowalną dla σ ∈ Σ,
(2) funkcja pσρ : Xσ → Xρ jest otwartą surjekcją dla ρ ¬ σ,
(3) system odwrotny {Xσ, pσρ ,Σ} jest σ-zupełny.
Niech przestrzeń X = lim←−{Xα, p
β
α, α < β < κ} będzie granicą ciągu
odwrotnego złożonego z przestrzeni zwartych Xα i odwzorowań otwartych
pβα, gdzie κ = w(X). Dla dowolnego zbioru U ⊆ X definiujemy zbiór
d(U) = {α < κ : p−1α+1(pα+1(U)) ( p−1α (pα(U))}.
Powyższa definicja zbioru d(U) wprowadzona została przez Shchepin’a w [30].
Główny wynik zapowiedziany na początku rozdziału poprzedzimy niezbęd-
nymi lematami.
Lemat 3.4 ([15, Lemma 2.1.2 oraz 2.1.3] lub [2, Lemma 3.1 oraz 3.4]).
Niech przestrzeń X = lim←−{Xα, p
β
α, α < β < κ} będzie granicą ciągłego syste-
mu odwrotnego złożonego ze zwartych przestrzeni Hausdorffa Xα i otwartych
surjekcji pβα, gdzie κ = w(X). Wówczas zbiór d(U) jest skończony dla każ-
dego zbioru domknięto-otwartego U ⊆ X oraz jeśli U, V ⊆ X są rozłącznymi
zbiorami domknięto-otwartymi, to
p0(U) ∩ p0(V ) = ∅ lub pα+1(U) ∩ pα+1(V ) = ∅
dla pewnego elementu α ∈ d(U) ∩ d(V ).
Dowód. Niech przestrzeń topologiczna X spełnia warunki opisane w zało-
żeniach twierdzenia. Niech U ⊆ X będzie zbiorem domknięto-otwartym.
Z postaci bazy granicy odwrotnej i zwartości zbioru U wynika, że U =
p−1α1 (Uα1) ∪ . . . ∪ p
−1
αk
(Uαk) dla pewnych α1, . . . , αk < κ i zbiorów otwar-
tych Uα1 ⊆ Xα1 , . . . , Uαk ⊆ Xαk . Wtedy istnieje taka liczba α0 < κ, że
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Przypuśćmy, że zbiór d(U) jest nieskończony. Wybierzmy rosnący ciąg
{αn : n ∈ ω} ⊆ d(U). Niech α = sup{αn : n ∈ ω}. Jeśli α = κ, to przyj-
mujemy Xα = X oraz pα = idX . Wówczas Xα = lim←−{Xαn , p
αn+1
αn , n ∈ ω}. Ze









dla dowolnego n ∈ ω. Z lematu 3.3 wnosimy, że zbiór pα(U) jest zbiorem
domknięto-otwartym w przestrzeni Xα. Wobec tego i wzoru (∗) istnieje taki









































Załóżmy, że U, V ⊆ X są rozłącznymi zbiorami domknięto-otwartymi









dla pewnych α0, β0 < κ. Istnieje taka liczba γ < κ, że α0, β0 ¬ γ. Wtedy
∅ = U ∩ V = p−1α0
(














pγ(U) ∩ pγ(V ) = ∅,
ponieważ pγ jest surjekcją. Bez straty ogólności możemy zakładać, że γ jest
taką minimalną liczbą porządkową, że
pγ(U) ∩ pγ(V ) = ∅.
Liczba γ jest liczbą następnikową. Istotnie, przypuśćmy, że γ jest graniczną
liczbą porządkową. Zbiory pγ(U), pγ(V ) są rozłącznymi zbiorami domknięto-
otwartymi w przestrzeni Xγ. Wówczas ponieważ Xγ = lim←−{Xα, p
β
α, α < β <









= pδ(U) ∩ pδ(V ),
co jest sprzeczne z minimalnością liczby γ.
Niech γ = α + 1. Przypuśćmy, że α /∈ d(V ), tzn. p−1α+1(pα+1(V )) =














Stąd otrzymujemy U ∩ p−1α (pα(V )) = ∅. Wobec tego pα(U) ∩ pα(V ) = ∅, co
przeczyłoby minimalności liczby γ.
Lemat 3.5 ([2, Lemma 3.3]). Niech f : X → Y będzie ciągłą surjekcją po-
między przestrzeniami Hausdorffa. Odwzorowanie f jest otwarte wtedy i tyl-
ko wtedy, gdy dla dowolnego zbioru otwartego niepustego U ⊆ X istnieje taki
minimalny w sensie inkluzji zbiór otwarty V ⊆ Y , że f(U) ⊆ V , tzn. jeśli
W ⊆ Y jest zbiorem otwartym oraz f(U) ⊆ W , to V ⊆ W . Ponadto, jeśli
przestrzenie X oraz Y są zwarte zerowymiarowe, to f jest odwzorowaniem
otwartym wtedy i tylko wtedy, gdy dla dowolnego zbioru domknięto-otwartego
niepustego U ⊆ X istnieje taki minimalny w sensie inkluzji zbiór domknięto-
otwarty V ⊆ Y , że f(U) ⊆ V .
Dowód. Niech U ⊆ X będzie zbiorem otwartym niepustym oraz niech f : X →
Y będzie ciągłą surjekcją pomiędzy przestrzeniami Hausdorffa. Jeśli f jest
odwzorowaniem otwartym, to szukanym minimalnym zbiorem otwartym V
jest zbiór f(U). Załóżmy teraz, że dla zbioru U istnieje taki minimalny w sen-
sie inkluzji zbiór V ⊆ Y , że f(U) ⊆ V . Przypuśćmy, że f(U) ( V . Wówczas
istnieje punkt y ∈ V \ f(U), a zatem
f(U) ⊆ V \ {y} ( V.
Zbiór V \{y} jest otwarty, co jest sprzeczne z minimalnością zbioru V . Wobec
tego V = f(U), co dowodzi otwartości zbioru f(U).
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Niech U ⊆ X będzie zbiorem domknięto-otwartym niepustym oraz niech
f : X → Y będzie ciągłą surjekcją pomiędzy zwartymi zerowymiarowymi
przestrzeniami Hausdorffa. Jeśli f jest odwzorowaniem otwartym, to szuka-
nym minimalnym zbiorem domknięto-otwartym V jest zbiór f(U). Załóż-
my teraz, że dla zbioru U istnieje taki minimalny w sensie inkluzji zbiór
domknięto-otwarty V ⊆ Y , że f(U) ⊆ V . Przypuśćmy, że f(U) ( V . Wów-
czas istnieje punkt y ∈ V \f(U). Przestrzeń Y jest regularna, a zbiór f(U) jest
domknięty, więc istnieje otoczenie V ′y punktu y, które jest rozłączne ze zbio-
rem f(U). Ponieważ przestrzeń Y jest zerowymiarowa, to istnieje domknięto-
otwarte otoczenie Vy punktu y rozłączne ze zbiorem f(U). Zatem
f(U) ⊆ V \ Vy ( V.
Zbiór V \Vy jest domknięto-otwarty, co jest sprzeczne z minimalnością zbioru
V . Wobec tego V = f(U), co dowodzi otwartości zbioru f(U).
Lemat 3.6 ([2, Lemma 3.5]). Niech X = lim←−{Xσ, p
σ
ρ ,Σ} będzie granicą σ-
zupełnego systemu odwrotnego złożonego z przestrzeni zwartych zerowymia-
rowych metryzowalnych Xσ i otwartych surjekcji pσρ . Niech B ⊆ Σ będzie
zbiorem skierowanym oraz niech XB = lim←−{Xσ, p
σ
ρ , B}, wówczas odwzorowa-
nie pB : X → XB określone wzorem
pB({xσ}σ∈Σ) = {xσ}σ∈B
dla {xσ}σ∈Σ ∈ X jest otwarte.
Dowód. Niech będą spełnione założenia lematu. Przypuśćmy, że pB : X →
XB nie jest odwzorowaniem otwartym. Ponieważ przestrzenie X oraz XB
są zwarte zerowymiarowe Hausdorffa, to z lematu 3.5 istnieje taki zbiór
domknięto-otwarty U ⊆ X, że nie istnieje minimalny zbiór V ∈ CO(XB) dla













Ustalmy dowolny element b0 ∈ B. Załóżmy, że skonstruowaliśmy już ele-
menty b0, . . . , bn ∈ B. Zgodnie z lematem 3.5 zbiór (pBbn)
−1(pBbn(pB(U))) =
(pBbn)
−1(pbn(U)) nie jest takim minimalnym zbiorem domknięto-otwartym w
przestrzeni XB, że pB(U) ⊆ (pBbn)
−1(pbn(U)). Zatem istnieje taki domknięto-
otwarty zbiór V ⊆ XB, że


































Stąd bn+1 > bn. Niech b = sup{bn : n ∈ ω} ∈ Σ. Wtedy
Xb = lim←−{Xbn , p
bn+1
bn


















































−1(pbn(U)) : n ∈ ω
}
.
Z lematu 3.3 wnosimy, że zbiór pb(U) jest domknięto-otwarty w przestrzeni
Xb. Wobec tego (podobnie jak w dowodzie lematu 3.4) istnieje taki indeks
























Uzyskana sprzeczność kończy dowód.
Lemat 3.7. Niech X będzie przestrzenią zerowymiarową otwarcie generowa-
ną, tzn. X = lim←−{Xσ, p
σ
ρ ,Σ}, gdzie {Xσ, pσρ ,Σ} jest σ-zupełnym systemem
odwrotnym złożonym z przestrzeni zwartych metryzowalnych Xσ oraz otwar-
tych surjekcji pσρ . Wówczas przestrzeń Xσ jest zerowymiarowa dla σ ∈ Σ.
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Dowód. Niech przestrzeń X spełnia założenia lematu. Niech B będzie bazą
przestrzeni X złożoną ze zbiorów domknięto-otwartych. Ustalmy element σ ∈
Σ. Niech Bσ będzie bazą przestrzeni Xσ. Ustalmy zbiór Uσ ∈ Bσ. Zbiór
p−1σ (Uσ) jest otwarty w przestrzeni X. Istnieje więc taka rodzina RUσ ⊆ B,




{pσ(V ) : V ∈ RUσ}.
Odwzorowanie pσ jest otwarte na mocy lematu 3.3. Zatem rodzina
B′σ = {pσ(V ) : V ∈ B}
jest bazą przestrzeni Xσ złożoną ze zbiorów domknięto-otwartych.
Twierdzenie 3.1 ([2, Theorem 3.6]). Rodzina wszystkich zbiorów domknięto-
otwartych przestrzeni zerowymiarowej otwarcie generowanej ma własność FNS.
Dowód. Niech X = lim←−{Xσ, p
σ
ρ ,Σ} oraz niech {Xσ, pσρ ,Σ} będzie σ-zupełnym
systemem odwrotnym złożonym z przestrzeni zwartych metryzowalnych Xσ
oraz otwartych surjekcji pσρ . Na mocy lematu 3.7 przestrzenie Xσ są zerowy-
miarowe.
Pokażemy, że rodzina CO(XB) wszystkich podzbiorów domknięto-otwar-
tych przestrzeni
XB = lim←−{Xσ, p
σ
ρ , B}
ma własność FNS, wykorzystując indukcję pozaskończoną ze względu na moc
zbioru skierowanego B ⊆ Σ. Jest to prawdą dla zbioru skierowanego przeli-
czalnego B. Istotnie, jeśli przestrzeń XB ma bazę przeliczalną złożoną ze zbio-
rów domknięto-otwartych, to |CO(XB)| = ω, więc rodzina CO(XB) ma wła-
sność FNS (patrz Przykład 2.2). Załóżmy teraz, że rodzina CO(XA) wszyst-
kich podzbiorów domknięto-otwartych przestrzeni XA = lim←−{Xσ, p
σ
ρ , A} ma
własność FNS, gdzieA ⊆ Σ jest dowolnym zbiorem skierowanym mocy mniej-
szej niż τ oraz τ ¬ w(X) jest nieprzeliczalną liczbą kardynalną. Niech B ⊆ Σ
będzie zbiorem skierowanym mocy τ . Wówczas na mocy [16] (lub [23]) skon-
struować możemy taki ciąg {Bα : ω ¬ α < τ} zbiorów skierowanych, że:
(1) |Bα| = |α| dla ω ¬ α < τ ,
(2) Bα ⊆ Bβ dla ω ¬ α < β < τ ,
(3) B =
⋃{Bα : α < τ}.
Poindeksujmy zbiór B = {xα : α < τ}. Łatwo wybrać zbiór skierowany
Bω ⊆ B przeliczalny i zawierający zbiór {xn : n < ω}. Dla każdego niepu-
stego skończonego podzbioru F zbioru skierowanego B istnieje ograniczenie
górne, wybierzmy takie ograniczenie i oznaczmy przez uF .
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Załóżmy, że dla każdej liczby porządkowej ω ¬ α < β istnieje zbiór
skierowany Bα o własnościach (1)–(2). Załóżmy, że β jest liczbą porządkową
następnikową, niech więc β = γ+1 dla pewnej liczby porządkowej γ. Połóżmy
Bβ,0 = Bγ ∪ {yβ},
gdzie yβ = xmin{α<τ :xα∈B\Bγ}. Indukcyjnie definiujemy zbiory
Bβ,i+1 = Bβ,i ∪ {uF : ∅ 6= F ⊆ Bβ,i oraz |F | < ω}
dla i < ω. Połóżmy w końcu
Bβ =
⋃
{Bβ,i : i < ω}.
Zbiór Bβ jest zbiorem skierowanym, ponieważ jeśli a ∈ Bβ,i oraz b ∈ Bβ,j dla
pewnych i, j < ω, to wówczas a, b ∈ Bβ,max{i,j} oraz u{a,b} ∈ Bβ,max{i,j}+1 ⊆
Bβ. Ponieważ moc zbioru Bγ jest nieskończona i wynosi |γ|, to istnieje |γ|
skończonych podzbiorów zbioru Bβ,i dla każdego i < ω. Wobec tego |Bβ| ¬
ω · |Bγ| = |Bγ| = |γ| = |β|, z drugiej strony Bγ ⊆ Bβ,0 ⊆ Bβ, więc |Bβ| = |β|.
Jeśli β jest liczbą porządkową graniczną, to połóżmy Bβ =
⋃{Bα : α < β}.
Zauważmy, że Bα ( Bα+1 dla każdego α < β, ponieważ yα+1 ∈ Bα+1 \ Bα.
Wówczas |Bβ| = |β|. Oczywiście Bα ⊆ Bβ dla każdego α < β. Pozostaje
sprawdzić, że B =
⋃{Bα : α < τ}. Zauważmy, że {xδ : δ ¬ α} ⊆ Bα+1 dla
ω ¬ α < τ .
Zgodnie z założeniem dla każdego α < τ istnieje odwzorowanie
sα : CO(XBα)→ [CO(XBα)]<ω
świadczące o własności FNS dla rodziny CO(XBα). Niech p
B
Bα oznacza rzu-
towanie z przestrzeni XB na przestrzeń XBα = lim←−{Xσ, p
σ
ρ , Bα} dla α < τ .
















} : α ∈ d(UB)
}
.
Z lematu 3.6 odwzorowanie pBα jest otwarte dla dowolnego α < τ . Na mocy
lematu 3.2 odwzorowanie pBBα jest także otwarte dla dowolnego α < τ . Stąd
pBBα(UB) jest zbiorem domknięto-otwartym dla dowolnego zbioru domknięto-
otwartego UB ⊆ XB. Przestrzeń XB jest homeomorficzna z granicą
lim←−{XBα , p
Bβ
Bα , α ¬ β < τ}
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ciągłego systemu odwrotnego złożonego ze zwartych przestrzeni Hausdorffa
XBα i otwartych surjekcji p
Bβ






gdzie yα = {xσ}σ∈Bα . Na mocy lematu 3.4 zbiór d(UB) jest skończony. Zbiór
sB(UB) jest więc poprawnie zdefiniowany i skończony.
Załóżmy teraz, że UB, VB ⊆ XB są rozłącznymi zbiorami domknięto-








dla pewnego α ∈ d(UB) ∩ d(VB). Wobec tego istnieją takie zbiory rozłączne
V ′B, U
′
B ∈ sB(U) ∩ sB(V ), że UB ⊆ U ′B oraz VB ⊆ V ′B.
Wniosek 3.1 ([2]). Rodzina wszystkich zbiorów domknięto-otwartych prze-
strzeni zerowymiarowej Dugundji’ego ma własność FNS.
Dowód. Przestrzeń Dugundjiego jest otwarcie generowana (patrz [31] i [32]),
więc na mocy twierdzenia 3.1 przestrzeń zerowymiarowa Dugundji’ego ma
własność FNS.
Twierdzenie odwrotne do twierdzenia 3.1 można uogólnić na bogatszą
klasę przestrzeni niż przestrzenie zerowymiarowe zwarte Hausdorffa. Miano-
wicie, pominąć możemy założenie dotyczące zerowymiarowości, co przedsta-
wia twierdzenie 3.2. Przejdziemy teraz do wprowadzenia niezbędnych pojęć
i dowiedzenia wykorzystywanych lematów.
Niech P będzie rodziną otwartych podzbiorów przestrzeni topologicznej
X. Zgodnie z [19] wprowadzamy relację równoważności ∼P na przestrzeni X
w następujący sposób:
x ∼P y ⇐⇒ (∀V ∈P x ∈ V ⇔ y ∈ V ).
Przez X/P oznaczmy zbiór wszystkich klas abstrakcji wyznaczonych przez
powyższą relację równoważności. Odwzorowanie qP : X → X/P przypisuje
każdemu elementowi x ∈ X klasę abstrakcji [x]P ∈ X/P wyznaczoną przez
powyższą relację równoważności. Topologię na zbiorze X/P wprowadzamy
przez zadanie bazy postaci {q(V ) : V ∈ P}. Jeśli P ⊆ R, to wówczas zdefi-
niować możemy odwzorowanie qRP : X/R → X/P następującym wzorem:
qRP ([x]R) = [x]P .
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Lemat 3.8 ([4, Theorem 1]). Jeśli rodzina przeliczalna P podzbiorów otwar-
tych przestrzeni X spełnia warunek:
dla każdej takiej rodziny U ∈ [P ]<ω, że
⋂
U 6= ∅(∗)











Bn : n ∈ ω}
oraz
⋃
An ⊆ X \
⋃
Bn dla n ∈ ω,
to odwzorowanie qP : X → X/P jest ciągłą surjekcją na przestrzeń metryzo-
walną X/P.
Dowód. Niech P będzie przeliczalną rodziną podzbiorów otwartych przestrze-
ni X spełniającą warunek (∗). Oznaczmy odwzorowanie qP : X → X/P sym-
bolem q. Pokażemy, że wprowadzając topologię w X/P przez zadanie bazy
postaci {q(V ) : V ∈ P} odwzorowanie q : X → X/P staje się ciągłe.
Sprawdźmy najpierw, że w przestrzeni X/P topologię wprowadzić może-
my przez zadanie bazy postaci
B = {q(V ) : V ∈ P},
tzn. rodzina B spełnia warunki ([10] str. 23):
(B1) Dla dowolnych zbiorów U, V ∈ B i punktu x ∈ U ∩V istnieje taki zbiór
W ∈ B, że x ∈ W ⊆ U ∩ V ,
(B2)
⋃B = X/P .
Pokażemy, że
⋃P = X. Ustalmy punkt x ∈ X i zbiór W ∈ P . Wówczas
punkt x ∈ W ⊆ ⋃P lub




Bn : n ∈ ω}
dla pewnego ciągu {Bn : n ∈ ω} ⊆ [P ]<ω. W drugim przypadku x ∈
⋃Bn ⊆⋃P dla każdego n ∈ ω. Zatem wykazaliśmy, że ⋃P = X, to implikuje
własność (B2). Zauważmy, że
x ∈ V ⇐⇒ q(x) ∈ q(V )
dla dowolnego zbioru V ∈ P . Istotnie, jeśli x ∈ V , to oczywiście q(x) ∈ q(V ).
Z drugiej strony, jeśli q(x) ∈ q(V ), to istnieje taki punkt y ∈ V , że q(x) =
q(y). Z definicji relacji ∼P wiemy, że x ∈ U wtedy i tylko wtedy, gdy y ∈ U
dla dowolnego zbioru U ∈ P , stąd x ∈ V . Wobec tego
q(V ∩W ) = q(V ) ∩ q(W )
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dla dowolnych zbiorów V,W ∈ P .
Wykażemy teraz warunek (B1). Ustalmy zbiory V,W ∈ P oraz punkt









An) : n ∈ ω}





{q(U) : U ∈ An0}
dla pewnego n0 ∈ ω oraz
q(x) ∈ q(U) ⊆ q(
⋃
An0) ⊆ q(V ∩W ) = q(V ) ∩ q(W )
dla pewnego U ∈ An0 ⊆ P . Zatem w przestrzeni X/P możemy wprowadzić
topologię przez zadanie bazy postaci B.
Aby pokazać, że odwzorowanie q jest ciągłe, wystarczy sprawdzić, że
q−1(q(V )) = V
dla dowolnego zbioru V ∈ P . Oczywiście V ⊆ q−1(q(V )). Weźmy x ∈
q−1(q(V )), wtedy q(x) ∈ q(V ), wówczas x ∈ V . Oczywiście odwzorowanie
q jest także surjekcją.
Przestrzeń X/P jest przestrzenią T0. Ustalmy takie punkty x, y ∈ X, że
q(x) 6= q(y). Z własności relacji ∼P wynika, że istnieje taki zbiór U ∈ P , że
x ∈ U oraz y /∈ U . Zatem q(x) ∈ q(U) oraz q(y) /∈ q(U). Sprawdźmy, że prze-
strzeń X/P jest przestrzenią regularną. Ustalmy dowolny zbiór domknięty
F ⊆ X/P oraz punkt q(x) /∈ F . Ponieważ rodzina B jest bazą przestrzeni
X/P , to istnieje taki zbiór U ∈ P , że
q(x) ∈ q(U) ⊆ X/P \ F.









Bn : n ∈ ω}
oraz ⋃
An ⊆ X \
⋃
Bn dla n ∈ ω.
Wobec tego istnieje taki indeks n0 ∈ ω oraz taki zbiór U0 ∈ An0 , że
q(x) ∈ q(U0) ⊆ q(X \
⋃








Istotnie, q(x) ∈ q(X \ ⋃Bn0) wtedy i tylko wtedy, gdy x /∈ ⋃Bn0 , co ma
miejsce wtedy i tylko wtedy, gdy q(x) /∈ q(⋃Bn0), co zachodzi wtedy i tylko
wtedy, gdy q(x) ∈ X/P \ q(⋃Bn0). Wobec tego









co dowodzi regularności przestrzeniX/P . Ponieważ przestrzeńX/P jest prze-
strzenią regularną T0 z bazą przeliczalną, to jest ona metryzowalna na mocy
twierdzenia metryzacyjnego Urysohna.
Lemat 3.9. Jeśli P jest rodziną podzbiorów otwartych przestrzeni zwartej X
spełniającą warunek (∗) z lematu 3.8, to przestrzeń X/P jest zwarta Haus-
dorffa.
Dowód. Wystarczy wykazać, że X/P jest przestrzenią Hausdorffa, bo na mo-
cy lematu 3.8 odwzorowanie qP : X → X/P jest ciągłą surjekcją. Ustalmy
takie punkty x, y ∈ X, że q(x) 6= q(y). Z własności relacji ∼P wynika, że
istnieje taki zbiór U ∈ P , że x ∈ U oraz y /∈ U . Zatem q(x) ∈ q(U) oraz
q(y) /∈ q(U). Podobnie jak w dowodzie poprzedniego lematu, z własności (∗)










Bn : n ∈ ω}
oraz ⋃
An ⊆ X \
⋃
Bn dla n ∈ ω.
Wobec tego istnieje taki indeks n0 ∈ ω oraz taki zbiór U0 ∈ An0 , że
q(x) ∈ q(U0) ⊆ q(X \
⋃
Bn0) = X/P \ q(
⋃
Bn0).
Skoro q(y) /∈ q(U), to q(y) /∈ q(X \ ⋃Bn0). Zatem q(y) ∈ q(⋃Bn0) oraz
q(
⋃Bn0) ∩ q(U0) = ∅, co kończy dowód.
Lemat 3.10. Niech {Pn : n ∈ ω} będzie takim łańcuchem (w sensie inkluzji)
rodzin przeliczalnych podzbiorów otwartych przestrzeni zwartej X, że rodzina
Pn spełnia warunek (∗) z lematu 3.8 dla dowolnego n ∈ ω. Wówczas prze-
strzeń X/P jest homeomorficzna z lim←−{X/Pn, q
Pn+1
Pn , ω}, gdzie P =
⋃{Pn :
n ∈ ω}, a odwzorowanie h : X/P → lim←−{X/Pn, q
Pn+1




Dowód. Niech będą spełnione założenia lematu. Połóżmy
Y = lim←−{X/Pn, q
Pn+1
Pn , ω}.
Pokażemy teraz, że odwzorowanie h jest surjekcją. Ustalmy punkt y =
{[y]Pn}n∈ω ∈ Y . Rodzina
{(qPPn)
−1([y]Pn) : n ∈ ω}
jest scentrowana i złożona z domkniętych niepustych podzbiorów przestrzeni
zwartej Hausdorffa X/P na mocy poprzedniego lematu. Wobec tego ma ona
niepusty przekrój. Istotnie, niech
(qPPn1 )
−1([y]Pn1 ), . . . , (q
P
Pnk
)−1([y]Pnk ) ∈ {(q
P
Pn)
−1([y]Pn) : n ∈ ω}
dla pewnej liczby k ∈ ω. Istnieje wówczas taka liczba m = max{n1, . . . , nk},
że Pn1 ∪ . . . ∪ Pnk = Pm. Ustalmy punkt [a]P ∈ (qPPm)
−1([y]Pm). Wtedy
qPPm([a]P) = [y]Pm . Stąd






([y]Pm) = [y]Pni .
Wobec tego
[a]P ∈ (qPPn1 )




Ustalmy punkt [x]P ∈
⋂{(qPPn)−1([y]Pn) : n ∈ ω}, wówczas qPPn([x]P) = [y]Pn
dla n ∈ ω. Zatem
h([x]P) = {[y]Pn}n∈ω = y,
co dowodzi, że odwzorowanie h jest surjekcją.
Pokażemy teraz, że odwzorowanie h jest różnowartościowe. Ustalmy dwa
różne punkty [x]P , [y]P ∈ X/P . Ponieważ P =
⋃{Pn : n ∈ ω}, to istnieje
taka liczba k ∈ ω oraz taki zbiór U ∈ Pk, że x ∈ U oraz y /∈ U . Wobec tego
[x]Pk 6= [y]Pk . Zatem h([x]P) 6= h([y]P).
Sprawdźmy teraz, że h jest odwzorowaniem ciągłym. Niech pn : Y →
X/Pn oznacza rzutowanie dla n ∈ ω. Wówczas rodzina
BY =
{
p−1n (qPn(U)) : U ∈ Pn, n ∈ ω
}







dla zbiorów U ∈ Pn oraz n ∈ ω. Ustalmy n ∈ ω, zbiór U ∈ Pn oraz punkt








Zatem x ∈ U , a więc [x]P ∈ qP(U). Niech teraz [x]P ∈ qP(U), wówczas x ∈ U


















co dowodzi ciągłości odwzorowania h. Wówczas odwzorowanie h jest home-
omorfizmem jako ciągła bijekcja przestrzeni zwartej na przestrzeń Hausdorf-
fa.
Lemat 3.11. Niech rodzina B będzie bazą przestrzeni zwartej Hausdorffa X
oraz niech
Σ = {P ∈ [B]¬ω : P spełnia warunek (∗) lematu 3.8}
będzie takim zbiorem skierowanym przez relację inkluzji, że dla dowolnej ro-
dziny A ∈ [B]¬ω istnieje taka rodzina P ∈ Σ, że A ⊆ P. Wówczas prze-
strzeń X jest homeomorficzna z lim←−{X/P , q
R
P ,Σ}, a odwzorowanie h : X →
lim←−{X/P , q
R




Y = lim←−{X/P , q
R
P ,Σ}.
Pokażemy teraz, że odwzorowanie h jest surjekcją. Ustalmy punkt y =
{[y]P}P∈Σ ∈ Y . Rodzina
{q−1P ([y]P) : P ∈ Σ}
jest scentrowana i złożona z domkniętych niepustych podzbiorów przestrzeni
zwartej Hausdorffa X. Wobec tego ma ona niepusty przekrój. Ustalmy k ∈ ω
oraz
q−1P1 ([y]P1), . . . , q
−1
Pk ([y]Pk) ∈ {q
−1
P ([y]P) : P ∈ Σ}.
Istnieje wówczas taka rodzina R ∈ Σ, że P1 ∪ . . . ∪ Pk ⊆ R. Ustalmy punkt
a ∈ q−1R ([y]R). Wtedy qR(a) = [y]R. Stąd
qRPi(qR(a)) = qPi(a),
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a zatem qPi(a) = [y]Pi dla każdego i ¬ k. Wobec tego
a ∈ q−1P1 ([y]P1) ∩ . . . ∩ q
−1
Pk ([y]Pk).
Ustalmy punkt x ∈ ⋂{q−1P ([y]P) : P ∈ Σ}, wówczas qP(x) = [y]P dla P ∈ Σ.
Zatem
h(x) = {[y]P}P∈Σ = y,
co dowodzi, że odwzorowanie h jest surjekcją.
Pokażemy teraz, że odwzorowanie h jest różnowartościowe. Ustalmy dwa
różne punkty x, y ∈ X. Ponieważ X jest przestrzenią Hausdorffa, to istnieje
taki zbiór otwarty U ∈ B, że x ∈ U oraz y /∈ U . Istnieje taka rodzina P ∈ Σ,
że U ∈ P . Wobec tego [x]P 6= [y]P , a stąd h(x) 6= h(y).
Sprawdźmy teraz, że h jest odwzorowaniem ciągłym. Niech pP : Y → X/P
oznacza rzutowanie dla P ∈ Σ. Wówczas rodzina
BY = {p−1P (qP(U)) : U ∈ P ,P ∈ Σ}






dla zbiorów U ∈ P oraz rodzin P ∈ Σ. Ustalmy rodzinę P ∈ Σ, zbiór U ∈ P






a stąd qP(x) = pP(h(x)) ∈ qP(U). Zatem x ∈ U . Niech teraz x ∈ U , stąd
[x]P ∈ qP(U) dla każdej rodziny P ∈ Σ. Wobec tego









co dowodzi ciągłości odwzorowania h. Wówczas odwzorowanie h jest home-
omorfizmem jako ciągła bijekcja przestrzeni zwartej na przestrzeń Hausdorf-
fa.
Pojęcie funkcji d-otwartej zostało wprowadzone przez M. Tkachenko w
pracy [34]. Funkcję ciągłą f : X → Y nazywamy d-otwartą jeśli f(U) ⊆
int cl f(U) dla każdego zbioru otwartego U ⊆ X.
Lemat 3.12 ([5, Lemma 1]). Niech f : X → Y będzie odwzorowaniem cią-
głym oraz niech f(U) ⊆ int cl f(U) dla każdego zbioru U ∈ B, gdzie B jest
pewną bazą przestrzeni X. Załóżmy, że odwzorowanie f jest domknięte oraz
przestrzeń X jest regularna. Wówczas f jest odwzorowaniem otwartym.
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Dowód. Niech będą spełnione założenia lematu. Dla odwzorowań domknię-
tych mamy f(clV ) = cl f(V ) dla dowolnego zbioru V ⊆ X. Ustalmy zbiór
U otwarty w przestrzeni X oraz punkt y ∈ f(U), wówczas istnieje punkt
x ∈ f−1(y) ∩ U . Z regularności przestrzeni istnieje taki zbiór V ∈ B, że
x ∈ V ⊆ clV ⊆ U . Wtedy
y = f(x) ∈ f(V ) ⊆ int cl f(V ) ⊆ cl f(V ) = f(clV ) ⊆ f(U),
co świadczy o otwartości odwzorowania f .
Lemat 3.13 ([22, Lemma 11]). Dla dowolnego odwzorowania f : X → Y
następujące warunki są równoważne:
(1) odwzorowanie f jest d-otwarte,
(2) istnieje taka baza B przestrzeni Y , że rodzina
P = {f−1(V ) : V ∈ B} ⊆ coZ(X)
spełnia następujący warunek:
dla każdej rodziny S ⊆ P oraz punktu x /∈ cl
⋃
S(∗)
istnieje takie otoczenie W ∈ P punktu x, że W ∩
⋃
S = ∅.
Lemat 3.14 ([5, Theorem 2]). Jeśli rodzina B jest bazą przestrzeni zwartej
Hausdorffa złożoną ze zbiorów funkcyjnie otwartych, to dla każdej rodziny
przeliczalnej A ⊆ B istnieje taka rodzina przeliczalna P, że A ⊆ P ⊆ B oraz
rodzina P spełnia warunek (∗) z lematu 3.8.
Dowód. Jeśli U1, . . . , Uk ∈ coZ(X), to W = U1∩ . . .∩Uk ∈ coZ(X). Wówczas
istnieje taka funkcja ciągła f : X → [0, 1], że
W = f−1((0, 1]) =
⋃





, 1]) ⊆ f−1(( 1
n+ 1
, 1]) ⊆ f−1([ 1
n+ 1
, 1]).
Niech Un = f−1(( 1n , 1]), wtedy Fn ⊆ Un+1 dla n ∈ ω. Ustalmy n ∈ ω, z
regularności przestrzeni X, dla każdego punktu x ∈ Fn ustalmy taki zbiór
Vx ∈ B, że
x ∈ Vx ⊆ clVx ⊆ Un+1.
Ponieważ Fn jest zbiorem zwartym, to z rodziny {Vx : x ∈ Fn} możemy
wybrać skończone pokrycie {Vxi : i ¬ k} zbioru Fn. Wobec tego
Fn ⊆
⋃
{Vxi : i ¬ k} ⊆
⋃
{clVxi : i ¬ k} = cl(
⋃
{Vxi : i ¬ k}) ⊆ Un+1.
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Niech An = {Vxi : i ¬ k}. Postępując dla inkluzji X \ Un+1 ⊆ X \ cl
⋃An
w ten sam sposób co dla inkluzji Fn ⊆ Un+1, otrzymujemy taką rodzinę
Bn ∈ [B]<ω, że
X \ Un+1 ⊆
⋃






An ⊆ X \
⋃
Bn ⊆ Un+1.



















Bn : n ∈ ω}.
Ustalmy rodzinę przeliczalną A ⊆ B. Każdej rodzinie skończonej R ⊆ A o
niepustym przekroju możemy przypisać ciągi przeliczalne {ARn : n ∈ ω}, {BRn :









BRn : n ∈ ω}
oraz ⋃
ARn ⊆ X \
⋃
BRn
dla każdego n ∈ ω. Zdefiniujmy rodzinę P0 = A oraz
P1 = P0 ∪
⋃{ ⋃
n∈ω





Jeśli mamy już zdefiniowane przeliczalne rodziny P0, . . . ,Pi, to rodzinę Pi+1
definiujemy następująco:
Pi+1 = Pi ∪
⋃{ ⋃
n∈ω





Wówczas rodzina P = ⋃{Pn : n ∈ ω} jest rodziną deklarowaną w tezie
lematu.
Twierdzenie 3.2 ([5, Theorem 2]). Jeśli przestrzeń zwarta Hausdorffa ma
własność FNS na pewnej bazie złożonej ze zbiorów funkcyjnie otwartych, to
przestrzeń ta jest otwarcie generowana.
Dowód. Niech rodzina B będzie bazą przestrzeni zwartej Hausdorffa X złożo-
ną ze zbiorów funkcyjnie otwartych mającą własność FNS. Na mocy lematu
3.14 dla każdej rodziny przeliczalnej A ⊆ B istnieje taka rodzina przeliczalna
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P , że A ⊆ P ⊆ B, s(V ) ⊆ P dla V ∈ P oraz rodzina P spełnia warunek (∗)
z lematu 3.8.
Z lematu 3.8 wynika, że przestrzeń X/P jest metryzowalna a odwzoro-
wanie q : X → X/P jest ciągłe. Pokażemy, że q : X → X/P jest odwzoro-
waniem otwartym. Zauważmy wcześniej, że q jest odwzorowaniem ciągłym z
przestrzeni zwartej na przestrzeń Hausdorffa, wobec tego jest ono domknię-
te. Zgodnie z lematem 3.12 wystarczy więc pokazać, że odwzorowanie q jest
d-otwarte. Aby to pokazać wystarczy wykazać, że rodzina
P = {q−1(q(V )) : V ∈ P} ⊆ coZ(X),
spełnia warunek (∗) z lematu 3.13, gdzie {q(V ) : V ∈ P} jest bazą przestrzeni
X/P . Ustalmy zatem rodzinę S ⊆ P oraz punkt x /∈ cl⋃S. Istnieje więc taki
zbiór V ∈ B, że x ∈ V i V ∩ ⋃S = ∅. Ponieważ dla każdego zbioru U ∈ S
mamy V ∩U = ∅ oraz V, U ∈ B a baza B ma własność FNS, to istnieją takie
zbiory V ′, U ′ ∈ s(V ) ∩ s(U), że
V ⊆ V ′, U ⊆ U ′ oraz V ′ ∩ U ′ = ∅.
Ponieważ s(U) ⊆ P , to również s(V ) ∩ s(U) ⊆ P . Niech
U = {V ′′ : V ⊆ V ′′, V ′′ ∈ s(V ) ∩ P},
wtedy x ∈ V ⊆ ⋂U oraz U ∈ [P ]<ω. Wówczas ⋂U = ⋃{⋃An : n ∈ ω}, gdzie
An ⊆ P dla n ∈ ω. Istnieje więc taka liczba k ∈ ω oraz taki zbiór W ∈ Ak,
że x ∈ W . Ponieważ dla każdego zbioru U ∈ S istnieje taki zbiór V ′′ ∈ U ,
że V ′′ ∩ U = ∅, to ⋂U ∩ ⋃S = ∅. Oczywiście W ⊆ ⋂U , więc W ∩ ⋃S = ∅.
Pokazaliśmy zatem, że odwzorowanie q jest d-otwarte.
Niech
Σ = {P ∈ [B]¬ω : s(V ) ⊆ P dla V ∈ P oraz rodzina P
spełnia warunek (∗) z lematu 3.8}.
Zbiór Σ jest skierowany przez relację inkluzji. Na mocy lematu 3.14 wnosimy,
że Σ jest taką rodziną, że dla dowolnej rodziny A ∈ [B]¬ω istnieje rodzina
P ∈ Σ zawierająca rodzinę A. Jeśli P ⊆ R, gdzie P ,R ∈ Σ, to z lematu
3.2 wnosimy, że odwzorowanie qRP jest otwarte. Jeśli {Pn : n ∈ ω} ⊆ Σ jest
łańcuchem, to przestrzeń X/P jest homeomorficzna z granicą systemu od-
wrotnego {X/Pn, qPn+1Pn , ω}, gdzie P =
⋃{Pn : n ∈ ω}, na mocy lematu 3.10.
System odwrotny {X/P , qRP ,Σ} jest więc σ-zupełny, wszystkie przestrzenie
X/P są zwarte i metryzowalne oraz wszystkie odwzorowania qRP są otwartymi
surjekcjami. Odwzorowanie h : X → lim←−{X/P , q
R
P ,Σ} dane wzorem
h(x) = {[x]P}P∈Σ
jest homeomorfizmem na mocy lematu 3.11.
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Ponieważ każdy zbiór domknięto-otwarty jest zbiorem funkcyjnie otwar-
tym, to prawdziwe jest twierdzenie odwrotne do twierdzenia 3.1:
Wniosek 3.2. Niech X będzie taką przestrzenią zwartą Hausdorffa zerowy-
miarową, że rodzina wszystkich podzbiorów domknięto-otwartych tej prze-
strzeni ma własność FNS. Wówczas przestrzeń X jest otwarcie generowana.
Wniosek 3.3 ([5, Theorem 5]). Jeśli przestrzeń zwarta Hausdorffa zerowy-
miarowa ma własność FNS na pewnej bazie złożonej ze zbiorów funkcyjnie
otwartych, to rodzina wszystkich podzbiorów domknięto-otwartych tej prze-
strzeni ma także własność FNS.
Dowód. Na mocy twierdzenia 3.2 wnosimy, że przestrzeń X jest przestrze-
nią otwarcie generowaną. Z twierdzenia 3.1 wynika, że rodzina CO(X) ma
własność FNS.
Twierdzenie 3.2 można także udowodnić korzystając z języka gier topo-
logicznych, co przedstawimy w dalszej części rozprawy.
3.2 Przestrzenie szkieletowo generowane
Analogicznym pojęciem do przestrzeni otwarcie generowanej jest pojęcie prze-
strzeni szkieletowo generowanej. Pojęcie odwzorowania szkieletowego wpro-
wadziliśmy już w poprzednim paragrafie.
Przestrzenią szkieletowo generowaną nazywamy przestrzeń zwartą Haus-
dorffa, która jest homeomorficzna z lim←−{Xσ, p
σ
ρ ,Σ}, gdzie
(1) Xσ jest przestrzenią zwartą metryzowalną dla σ ∈ Σ,
(2) funkcja pσρ : Xσ → Xρ jest szkieletowa dla ρ ¬ σ,
(3) system odwrotny {Xσ, pσρ ,Σ} jest σ-zupełny.
W następnym twierdzeniu wykorzystamy następujący fakt:
Lemat 3.15 ([19, Proposition 7]). Niech B będzie π-bazą przestrzeni Y . Od-
wzorowanie f : X → Y jest szkieletowe wtedy i tylko wtedy, gdy dla każdego
otwartego niepustego podzbioru V przestrzeni X istnieje taki zbiór U ∈ B, że
jeśli W ∈ B oraz W ⊆ U , to f−1(W ) ∩ V 6= ∅.
Kolejne twierdzenie opisuje związek między przestrzeniami z własnością
π-FNS oraz przestrzeniami szkieletowo generowanymi, podobnie jak twier-
dzenie 3.2 opisywało związek między przestrzeniami z własnością FNS oraz
przestrzeniami otwarcie generowanymi.
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Twierdzenie 3.3 ([5, Theorem 7]). Jeśli przestrzeń zwarta Hausdorffa ma
własność π-FNS na pewnej π-bazie złożonej ze zbiorów funkcyjnie otwartych,
to przestrzeń ta jest szkieletowo generowana.
Dowód. Dowód tego twierdzenia jest podobny do dowodu twierdzenia 3.2.
Niech rodzina B ⊆ coZ(X) będzie π-bazą, przestrzeni zwartej Hausdorffa X,
mającą własność FNS. Przypomnijmy, że przestrzeń zwarta Hausdorffa jest
przestrzenią całkowicie regularną. Rodzina wszystkich zbiorów funkcyjnie ot-
wartych jest bazą tej przestrzeni. Dla każdej niepustej rodziny przeliczalnej
A ⊆ coZ(X) zbiorów niepustych istnieje taka rodzina przeliczalna P zbiorów
niepustych, że A ⊆ P ⊆ coZ(X) oraz rodzina P spełnia następujące warunki:
(a) s(V ) ⊆ P ∩ B dla V ∈ P ∩ B,
(b) (∗) z lematu 3.8,
(c) dla każdego zbioru V ∈ P istnieje zbiór W ∈ P ∩ B zawarty w zbiorze
V .
Z lematu 3.8 wynika, że przestrzeń X/P jest metryzowalna a odwzoro-
wanie qP : X → X/P jest ciągłą surjekcją. Pozostaje jedynie pokazać, że
odwzorowanie qP jest szkieletowe. Topologię w przestrzeni X/P wprowadza-
my przez zadanie bazy postaci {qP(V ) : V ∈ P}, rodzina ta jest więc również
π-bazą przestrzeni X/P . Zgodnie z lematem 3.15 wystarczy więc pokazać, że
P = {q−1P (qP(V )) : V ∈ P}
jest taką rodziną, że dla dowolnego otwartego niepustego zbioru V istnieje
taki zbiór U ∈ P , że dla dowolnego zbioru W ∈ P zachodzi implikacja:
W ⊆ U ⇒ W ∩ V 6= ∅.
Przypuśćmy przeciwnie, że istnieje taki zbiór otwarty niepusty V , że dla
dowolnego zbioru U ∈ P istnieje taki zbiór W ′U ∈ P , że
W ′U ⊆ U oraz W ′U ∩ V = ∅.
Istnieje więc taki zbiór V ′ ∈ B, że V ′ ⊆ V oraz z warunku (c) dla każdego
zbioru W ′U ∈ P istnieje taki zbiór WU ∈ P ∩ B, że WU ⊆ W ′U . Wobec tego
∃V ′∈B ∀U∈P ∃WU∈P∩B WU ⊆ U oraz WU ∩ V ′ = ∅.(∗∗)
Niech
P ′ = {W ∈ P ∩ B : W ∩ V ′ = ∅}.
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Ustalmy zbiór W ∈ P ′ ⊆ P ∩ B, wtedy s(W ) ⊆ P ∩ B. Ponieważ V ′ ∈ B,
więc
∅ 6= s(W ) ∩ s(V ′) ⊆ P ∩ B.
Połóżmy
U = {U ∈ s(V ′) ∩ P : V ′ ⊆ U}.





An : n ∈ ω}.
Istnieje więc taki zbiór W ′ ∈ P , że W ′ ⊆ ⋂U . Z warunku (∗∗) istnieje taki
zbiór W ′′ ∈ P ∩ B, że
W ′′ ⊆ W ′ ⊆
⋂
U oraz W ′′ ∩ V ′ = ∅.
Wówczas
⋂U∩⋃P ′ = ∅. Istotnie, jeśli x ∈ ⋃P ′, to istnieje taki zbiór W ∈ P ′,
że x ∈ W. Z określenia rodziny P ′ wynika, że W ∩V ′ = ∅. Istnieje więc zbiór
V ′′ ∈ s(V ′) ∩ s(W ) ⊆ s(V ′) ∩ P
o tej własności, że
V ′ ⊆ V ′′ oraz W ∩ V ′′ = ∅.
Ponieważ V ′′ ∈ U , to ⋂U ⊆ V ′′. Wobec tego W ∩ ⋂U = ∅, czyli x /∈ ⋂U ,
co dowodzi, że
⋂U ∩ ⋃P ′ = ∅. Ponieważ W ′′ ⊆ ⋂U , więc W ′′ ∩ ⋃P ′ = ∅. Z
drugiej strony
W ′′ ∈ P ∩ B oraz W ′′ ∩ V ′ = ∅,
więc W ′′ ∈ P ′. Uzyskana sprzeczność dowodzi szkieletowości odwzorowania
qP .
Niech
Σ = {P ∈ [B]¬ω : P spełnia warunki (a)–(c)}.
Zbiór Σ jest skierowany przez relację inkluzji oraz dla dowolnej rodziny A ∈
[B]¬ω istnieje taka rodzina P ∈ Σ, że A ⊆ P . Jeśli P ⊆ R, gdzie P ,R ∈ Σ,
to z lematu 3.2 wnosimy, że odwzorowanie qRP jest szkieletowe. Jeśli {Pn : n ∈




gdzie P = ⋃{Pn : n ∈ ω}, na mocy lematu 3.10. Wówczas system odwrotny
{X/P , qRP ,Σ} jest σ-zupełny, wszystkie przestrzenie X/P są zwarte i me-
tryzowalne oraz wszystkie odwzorowania qRP są szkieletowymi surjekcjami.
Odwzorowanie h : X → lim←−{X/P , q
R
P ,Σ} dane wzorem
h(x) = {[x]P}P∈Σ
jest homeomorfizmem na mocy lematu 3.11.
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3.3 Gry topologiczne a przestrzenie otwarcie genero-
wane oraz szkieletowo generowane
W rozdziale tym przedstawimy związki między własnościami π-FNS, FNS,
a pewnymi grami topologicznymi. W 1994 roku w pracy [9] P. Daniels, K.
Kunen oraz H. Zhou wprowadzili grę, którą nazywać będziemy grą otwarto-
otwartą. Grę rozważamy dla dowolnej przestrzeni topologicznej X. Udział w
niej bierze dwóch graczy rozgrywających przeliczalnie wiele rund. W każdej
z rund, gracz I wybiera otwarty niepusty zbiór U ⊆ X a gracz II odpowiada
poprzez wybór otwartego niepustego zbioru V ⊆ X zawartego w zbiorze
U . Gracz I wygrywa rozgrywkę, jeśli suma zbiorów wybranych przez gracza
II tworzy zbiór gęsty w przestrzeni X, w przeciwnym przypadku rozgrywkę
wygrywa gracz II. Oznaczmy tę grę przez G(X). Powiemy, że gracz I ma
strategię wygrywającą w grze G(X) jeśli istnieje taka funkcja σ, że:
(V0, V1, . . . , Vn) 7→ σ(V0, V1, . . . , Vn),
gdzie każdy Vn oraz σ(V0, V1, . . . , Vn) jest takim podzbiorem otwartym nie-
pustym przestrzeni X, że dla każdej rozgrywki
σ(∅), V0, σ(V0), V1, σ(V0, V1), V2, . . . , Vn, σ(V0, . . . , Vn), Vn+1, . . .
zbiór
⋃{Vn : n ∈ ω} jest gęsty w przestrzeni X. Powiemy, że gracz II ma
strategię wygrywającą w grze G(X), jeśli istnieje taka funkcja s, że:
(U0, U1, . . . , Un) 7→ s(U0, U1, . . . , Un),
gdzie każdy Un oraz s(U0, U1, . . . , Un) ⊆ Un jest takim podzbiorem otwartym
niepustym przestrzeni X, że dla każdej rozgrywki
U0, s(U0), U1, s(U0, U1), U2, . . . , Un, s(U0, . . . , Un), Un+1, . . .
zbiór
⋃{s(U0, . . . , Un) : n ∈ ω} nie jest gęsty w przestrzeni X.
Rozważmy następującą modyfikację gry G(X). W n-tej rundzie gracz
I wybiera rodzinę skończoną niepustą Cn złożoną z podzbiorów otwartych
niepustych przestrzeni topologicznej X. Gracz II odpowiada wybierając taką
rodzinę skończoną niepustą Dn podzbiorów otwartych niepustych przestrzeni
X, że dla każdego zbioru U ∈ Cn istnieje taki zbiór V ∈ Dn, że V ⊆ U .
Podobnie jak w grze G(X), gracz I wygrywa rozgrywkę, jeśli suma zbiorów
wybranych przez gracza II tworzy zbiór gęsty w przestrzeni X, w przeciwnym
przypadku rozgrywkę wygrywa gracz II. Oznaczmy tę grę przez Gfin(X).
Opisana gra była także rozważana w pracy [9] pod nazwą G4. Powiemy, że
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gracz I ma strategię wygrywającą w grze Gfin(X), jeśli istnieje taka funkcja
σ, że:
(D0,D1, . . . ,Dn) 7→ σ(D0,D1, . . . ,Dn),
gdzie każda rodzina Dn oraz σ(D0,D1, . . . ,Dn) jest skończona oraz złożona
z takich podzbiorów otwartych niepustych, że dla każdej rozgrywki
σ(∅),D0, σ(D0),D1, σ(D0,D1),D2, . . . ,Dn, σ(D0, . . . ,Dn),Dn+1, . . .
zbiór
⋃{⋃Dn : n ∈ ω} jest gęsty w przestrzeni X. Powiemy, że gracz II ma
strategię wygrywającą w grze Gfin(X), jeśli istnieje taka funkcja s, że:
(C0, C1, . . . , Cn) 7→ s(C0, C1, . . . , Cn),
gdzie każda rodzina Cn oraz s(C0, C1, . . . , Cn) jest skończona, każdy zbiór z ro-
dziny Cn zawiera zbiór z rodziny s(C0, C1, . . . , Cn) oraz rodziny Cn, s(C0, C1, . . . ,
Cn) są złożone z takich zbiorów otwartych niepustych, że dla każdej rozgrywki
C0, s(C0), C1, s(C0, C1), C2, . . . , Cn, s(C0, . . . , Cn), Cn+1, . . .
zbiór
⋃{⋃ s(C0, . . . , Cn) : n ∈ ω} nie jest gęsty w przestrzeni X.
Niech B będzie π-bazą przestrzeni topologicznej X. Jeśli obaj gracze wy-
bierają w grze G(X) lub Gfin(X) zbiory pochodzące z rodziny B, to grę taką
oznaczać będziemy odpowiednio przez G(B) lub Gfin(B). Dwie gry nazywamy
równoważnymi jeśli istnienie strategii wygrywającej dla gracza I w pierwszej
grze jest równoważne istnieniu strategii wygrywającej dla gracza I w drugiej
grze oraz istnienie strategii wygrywającej dla gracza II w pierwszej grze jest
równoważne istnieniu strategii wygrywającej dla gracza II w drugiej grze.
Grę G(B) (Gfin(B)) nazywać będziemy niezdeterminowaną, jeśli nie istnieje
strategia wygrywająca dla gracza I ani dla gracza II w grze G(B) (Gfin(B)).
Oczywiście, jeśli dwie gry są równoważne, to niezdeterminowanie jednej z gier
jest równoważne niezdeterminowaniu drugiej z gier.
W dalszych rozważaniach wykorzystamy poniższe lematy dotyczące wła-
sności opisanych gier.
Lemat 3.16. Niech B będzie π-bazą przestrzeni topologicznej X. Gry G(B)
oraz Gfin(B) są równoważne.
Dowód. Niech σ będzie strategią wygrywającą dla gracza I w grze G(B).
Połóżmy ρ(∅) = {σ(∅)}. Istnieje wówczas taki zbiór V0 ∈ D0, że V0 ⊆ σ(∅).
Połóżmy ρ(D0) = {σ(V0)}. Załóżmy, że zdefiniowaliśmy już
ρ(∅),D0, ρ(D0),D1, ρ(D0,D1),D2, . . . ,Dn−1, ρ(D0, . . . ,Dn−1),Dn,
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gdzie każda rodzina Di ⊆ B jest skończona oraz złożona ze zbiorów otwartych
niepustych. Dla każdego i < n istnieje taki zbiór Vi+1 ∈ Di+1, że Vi+1 ⊆
σ(V0, V1, . . . , Vi), gdzie
ρ(D0,D1, . . . ,Di) = {σ(V0, V1, . . . , Vi)}.
Istnieje wówczas taki zbiór Vn ∈ Dn, że Vn ⊆ σ(V0, V1, . . . , Vn−1). Połóżmy
ρ(D0,D1 . . . ,Dn) = {σ(V0, V1, . . . , Vn)}.
Wówczas
⋃{⋃Dn : n ∈ ω} jest zbiorem gęstym, ponieważ ⋃{Vn : n ∈ ω} ⊆⋃{⋃Dn : n ∈ ω} oraz ⋃{Vn : n ∈ ω} jest zbiorem gęstym. Wobec tego ρ jest
strategią wygrywającą dla gracza I w grze Gfin(B).
Załóżmy teraz, że ρ jest strategią wygrywającą dla gracza I w grzeGfin(B).
Zdefiniujemy strategię wygrywającą σ dla gracza I w grze G(B). Jeśli ρ(∅) =
C0, to elementy rodziny C0 ustawiamy w ciąg C0 = {A00, . . . , A0j0} i kolejno
przez j0 + 1 rund zadajemy jako wartości strategii σ, tzn. połóżmy σ(∅) =
A00, następnie gracz II wybiera zbiór otwarty niepusty B
0
0 ⊆ σ(∅). Połóżmy
σ(B00) = A
0
1. Jeśli mamy wybrane przez gracza II w grze G(B) takie zbiory
otwarte niepuste {B00 , . . . , B0j0}, że B
0
i+1 ⊆ σ(B00 , . . . , B0i ) = A0i+1 dla i < j0,
to rozważamy ruch gracza II w grze Gfin(B):
D0 = {B00 , . . . , B0j0}.
Załóżmy, że zdefiniowaliśmy już rozgrywkę
σ(∅), B00 , σ(B00), B01 , σ(B00 , B01), B02 , . . . , B0j0 , σ(B
0
0 , . . . , B
0
j0
), . . .
. . . , σ(B00 , . . . , B
0
j0





gdzie rodziny Ci = ρ(D0, . . .Di−1) = {Ai0, . . . Aiji} oraz Di = {B
i




i ¬ n są odpowiednio kolejnymi ruchami graczy w grze Gfin(B). Wówczas
używając strategii ρ otrzymujemy rodzinę Cn+1 = ρ(D0, . . . ,Dn). Elemen-
ty rodziny Cn+1 ustawiamy w ciąg Cn+1 = {An+10 , . . . , An+1jn+1} i kolejno przez
następnych jn+1 + 1 rund zadajemy jako wartości strategii σ, tzn. połóżmy
σ(B00 , . . . , B
0
j0




0 , następnie gracz II wybiera zbiór otwarty
niepusty Bn+10 ⊆ An+10 . Połóżmy σ(B00 , . . . , B0j0 , B
1




0 ) = A
n+1
1 .
Jeśli mamy wybrane przez gracza II w grze G(B) takie zbiory otwarte nie-
puste {Bn+10 , . . . , Bn+1jn+1}, że
Bn+1i+1 ⊆ σ(B00 , . . . , B0j0 , B
1




0 , . . . , B
n+1
i ) = A
n+1
i+1
dla i < jn+1,to rozważamy ruch gracza II w grze Gfin(B):
Dn+1 = {Bn+10 , . . . , Bn+1jn+1}.
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Ponieważ ρ jest strategią wygrywającą w grze Gfin(B), to
⋃{⋃Dn : n ∈ ω}
jest zbiorem gęstym w X. Skoro⋃
Dn =
⋃
{Bni : i ∈ {0, . . . , jn}}
dla dowolnego n ∈ ω, to σ jest strategią wygrywającą w grze G(B).
Niech s będzie strategią wygrywającą dla gracza II w grze G(B). Zdefi-
niujemy strategię wygrywającą r dla gracza II w grze Gfin(B). Niech C0 =
{U00 , U01 , . . . , U0k0} oznacza pierwszy ruch gracza I. Połóżmy
r(C0) = {s(U00 , U01 , . . . , U0i ) : i ¬ k0}.
Załóżmy, że zdefiniowaliśmy już
C0, r(C0), C1, r(C0, C1), C2, . . . , Cn−1, r(C0, . . . , Cn−1), Cn,
gdzie rodzina Ci = {U i0, U i1, . . . U iki} ⊆ B jest złożona ze zbiorów otwartych
niepustych oraz




1, . . . , U
i
j) : j ¬ ki}
dla każdego i < n. Niech Cn = {Un0 , Un1 , . . . , Unkn} oznacza (n+1)-ruch gracza
I. Połóżmy




1 , . . . , U
n
j ) : j ¬ kn}.
Wówczas zbiór ⋃{⋃







1 , . . . , U
0
k0
, . . . , Un0 , U
n
1 , . . . , U
n
j ) : j ¬ kn
}
: n ∈ ω
}
nie jest gęsty. Wobec tego r jest strategią wygrywającą dla gracza II w grze
Gfin(B).
Niech r będzie strategią wygrywającą dla gracza II w grze Gfin(B). Zdefi-
niujemy strategię wygrywającą s dla gracza II w grze G(B). Niech U0 oznacza
pierwszy ruch gracza I. Istnieje wówczas zbiór V0 ∈ r({U0}), który jest pod-
zbiorem U0. Połóżmy s(U0) = V0. Załóżmy, że zdefiniowaliśmy już
U0, s(U0), U1, s(U0, U1), U2, . . . , Un−1, s(U0, . . . , Un−1), Un,
gdzie Ui ∈ B jest zbiorem otwartym niepustym oraz
s(U0, . . . , Ui) = Vi,
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gdzie Vi ∈ r({U0}, {U1}, . . . , {Ui}) jest ustalonym podzbiorem Ui dla każdego
i < n. Ustalmy zbiór Vn ∈ r({U0}, {U1}, . . . , {Un}) zawarty w zbiorze Un.
Połóżmy
s(U0, . . . , Un) = Vn.
Wówczas
⋃{Vn : n ∈ ω} nie jest zbiorem gęstym, bo ⋃{Vn : n ∈ ω} ⊆⋃{⋃ r({U0}, {U1}, . . . , {Un}) : n ∈ ω} oraz ⋃{⋃ r({U0}, {U1}, . . . , {Un}) :
n ∈ ω} nie jest zbiorem gęstym. Wobec tego s jest strategią wygrywającą
dla gracza II w grze G(B).
Lemat 3.17. Jeśli gracz I (odpowiednio gracz II) ma strategię wygrywającą
w grze G(B), gdzie B jest pewną π-bazą, to gracz I (odpowiednio gracz II) ma
strategię wygrywającą na dowolnej π-bazie przestrzeni.
Dowód. Załóżmy, że rodzina B jest taką π-bazą, że istnieje strategia wygry-
wająca
σ : [B]<ω → B
dla gracza I. Ustalmy dowolną π-bazę C. Niech f1 : C → B będzie takim
przyporządkowaniem, że f1(V ) ⊆ V dla dowolnego zbioru V ∈ C oraz niech
f2 : B → C będzie takim przyporządkowaniem, że f2(V ) ⊆ V dla dowolnego
zbioru V ∈ B. Zdefiniujemy teraz strategię
ρ : [C]<ω → C
dla gracza I w grze G(C). Połóżmy ρ(∅) = f1(σ(∅)). Załóżmy, że zdefiniowa-
liśmy już
ρ(∅), V0, ρ(V0), V1, ρ(V0, V1), V2, . . . , Vn−1, ρ(V0, . . . , Vn−1), Vn,
gdzie każdy Vi jest zbiorem otwartym niepustym, Vi+1 ⊂ ρ(V0, V1, . . . , Vi) dla
każdego i < n oraz
ρ(V0, . . . , Vi) = f1(σ(f2(V0), . . . , f2(Vi))).
Połóżmy
ρ(V0, . . . , Vn) = f1(σ(f2(V0), . . . , f2(Vn))).
Wówczas
⋃{Vn : n ∈ ω} jest zbiorem gęstym, ponieważ⋃
{f2(Vn) : n ∈ ω} ⊆
⋃
{Vn : n ∈ ω}
oraz
⋃{f2(Vn) : n ∈ ω} jest zbiorem gęstym. Wobec tego ρ jest strategią
wygrywającą dla gracza I w grze G(C).
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Załóżmy teraz, że istnieje strategia wygrywająca
s : [B]<ω → B
dla gracza II. Określimy teraz strategię wygrywającą
r : [C]<ω → C
dla gracza II w grze G(C). Niech U0 ∈ C oznacza pierwszy ruch gracza I.
Połóżmy r(U0) = f1(s(f2(U0))). Załóżmy, że zdefiniowaliśmy już
U0, r(U0), U1, r(U0, U1), U2, . . . , Un−1, r(U0, . . . , Un−1), Un,
gdzie Ui jest zbiorem otwartym niepustym oraz
r(U0, U1, . . . , Ui) = f1(s(f2(U0), . . . , f2(Ui)))
dla każdego i < n. Połóżmy
r(U0, U1, . . . , Un) = f1(s(f2(U0), . . . , f2(Un))).
Wówczas
⋃{f1(s(f2(U0), . . . , f2(Un))) : n ∈ ω} nie jest zbiorem gęstym, bo⋃{f1(s(f2(U0), . . . , f2(Un))) : n ∈ ω} ⊆ ⋃{s(f2(U0), . . . , f2(Un)) : n ∈ ω}
oraz
⋃{s(f2(U0), . . . , f2(Un)) : n ∈ ω} nie jest zbiorem gęstym. Wobec tego
r jest strategią wygrywającą dla gracza II w grze G(C).
Następujący lemat łatwo wynika z dwóch poprzednich.
Lemat 3.18. Jeśli gracz I (odpowiednio gracz II) ma strategię wygrywającą
w grze Gfin(B), gdzie B jest pewną π-bazą, to gracz I (odpowiednio gracz II)
ma strategię wygrywającą na dowolnej π-bazie przestrzeni.
Dowód. Załóżmy, że rodzina B jest taką π-bazą, że istnieje strategia wygry-
wająca σ dla gracza I w grze Gfin(B). Ustalmy dowolną π-bazę C. Korzystając
z lematu 3.16 stwierdzamy, że istnieje strategia wygrywająca σ′ w grze G(B),
teraz korzystając z lematu 3.17 otrzymujemy strategię wygrywającą ρ′ w grze
G(C). Ostatecznie korzystając ponownie z lematu 3.16 otrzymujemy strate-
gię wygrywającą ρ dla gracza I w grze Gfin(C). Podobnie prowadzimy dowód
dla strategii wygrywającej dla gracza II.
Twierdzenie 3.4 ([5, Theorem 6]). Jeśli przestrzeń X ma własność π-FNS,
to gracz I ma strategię wygrywającą w grze G(X).
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Dowód. Niech B będzie π-bazą przestrzeni X dla której istnieje operator
s : B → [B]<ω świadczący o własności π-FNS. Zdefiniujemy strategię wygry-
wającą dla gracza I w grze Gfin(B). Ustalmy zbiór U ∈ B, następnie połóżmy
σ(∅) = {U}. Załóżmy, że zdefiniowaliśmy już
σ(∅),D0, σ(D0),D1, σ(D0,D1),D2, . . . ,Dn−1, σ(D0, . . . ,Dn−1),Dn,
gdzie każda rodzina Di ⊆ B oraz σ(D0,D1, . . . ,Di) ⊆ B jest skończona oraz




{s(V ) : V ∈ D0 ∪ D1 ∪ . . . ∪ Dn}.
Dla każdej takiej rodziny W ⊆Wn, że
⋂W 6= ∅ ustalmy taki zbiór VW ∈ B,
że VW ⊆
⋂W . Połóżmy
σ(D0, . . . ,Dn) = {VW ∈ B :W ⊆Wn oraz
⋂
W 6= ∅}.
Dla dowodu nie wprost przypuśćmy, że
⋃(⋃{Dn : n ∈ ω}) nie jest
zbiorem gęstym w przestrzeni X. Istnieje więc taki zbiór W ∈ B, że
W ∩
⋃(⋃
{Dn : n ∈ ω}
)
= ∅.
Dla każdego zbioru V ∈ ⋃{Dn : n ∈ ω} istnieje taki zbiór U ∈ s(W ) ∩ s(V ),
że V ∩ U = ∅ oraz W ⊆ U. Istnieje więc takie k ∈ ω, że
R = {U ∈ s(W ) : ∃V ∈⋃{Dn:n∈ω} U ∈ s(V ) oraz W ⊆ U} ⊆ Wk.
Istnieją wówczas takie zbiory VR ∈ σ(D0, . . . ,Dk) oraz V ′R ∈ Dk+1, że V ′R ⊆
VR ⊆
⋂R. Z drugiej strony⋂
R∩
⋃(⋃
{Dn : n ∈ ω}
)
= ∅.
Istotnie, jeśli x ∈ V dla pewnegom ∈ ω oraz V ∈ Dm, to istnieje zbiór U ′ ∈ R
rozłączny ze zbiorem V . Stąd x /∈ U ′. Zatem x /∈ ⋂R. Uzyskana sprzeczność
kończy dowód, że gracz I ma strategię wygrywającą w grze Gfin(B). Na mocy
lematu 3.18 gracz I ma strategię wygrywająca w grze Gfin(X). Korzystając z
lematu 3.16 stwierdzamy, że gracz I ma strategię wygrywającą w grze G(X).
Przypomnijmy następujące twierdzenie z pracy [19].
Twierdzenie 3.5 ([19, Theorem 12]). Jeśli X jest przestrzenią zwartą Haus-
dorffa w której gracz I ma strategię wygrywającą w grze G(X), to przestrzeń
ta jest szkieletowo generowana.
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Z twierdzenia 3.4 oraz twierdzenia 3.5 wynika twierdzenie 3.3. Zauważmy,
że w rzeczywistości otrzymaliśmy twierdzenie ogólniejsze niż twierdzenie 3.3,
ponieważ nie zakładamy, że π-baza o własności FNS jest złożona ze zbiorów
funkcyjnie otwartych.
Twierdzenie 3.6 ([5, Theorem 7]). Jeśli przestrzeń zwarta Hausdorffa ma
własność π-FNS, to przestrzeń ta jest szkieletowo generowana.
Rozważmy kolejną modyfikację gry otwarto-otwartej. Gra przebiega w ten
sam sposób co gra otwarto-otwarta. W n-tej rundzie gracz I wybiera zbiór
otwarty niepusty Un, a gracz II odpowiada wybierając zbiór otwarty niepusty
Vn zawarty w zbiorze Un. Niech
P = {Vn : n ∈ ω} ∪ {Un : n ∈ ω}.
Gracz I wygrywa rozgrywkę jeśli spełniony jest warunek (∗) z lematu 3.13,
tzn.:
dla dowolnej rodziny S ⊆ P oraz dowolnego punktu x /∈ cl
⋃
S
istnieje taki zbiór W ∈ P , że x ∈ W oraz W ∩
⋃
S = ∅.(∗)
W przeciwnym przypadku grę wygrywa gracz II. Oznaczmy tę grę przez
G!(X). Powiemy, że gracz I ma strategię wygrywającą w tej grze jeśli istnieje
taka funkcja σ, że:
(V0, V1, . . . , Vn) 7→ σ(V0, V1, . . . , Vn) = Un+1,
gdzie każdy Vn oraz Un jest takim podzbiorem otwartym niepustym prze-
strzeni X, że dla każdej rozgrywki
U0 = σ(∅), V0, U1 = σ(V0), V1, U2 = σ(V0, V1), V2, . . . , Vn,
Un+1 = σ(V0, . . . , Vn), Vn+1, . . .
spełniony jest warunek (∗) z lematu 3.13.
Wprowadzimy teraz modyfikację gry opisanej w powyższym akapicie. W
n-tej rundzie gracz I wybiera rodzinę skończoną Cn złożoną z podzbiorów
otwartych niepustych przestrzeni topologicznej X. Gracz II odpowiada wy-
bierając taką rodzinę skończoną Dn podzbiorów otwartych niepustych prze-
strzeni X, że dla każdego zbioru U ∈ Cn istnieje zbiór V ∈ Dn zawarty w
zbiorze U oraz |Dn| ¬ |Cn|. Niech
P =
⋃
{Cn : n ∈ ω} ∪
⋃
{Dn : n ∈ ω}.
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Gracz I wygrywa rozgrywkę jeśli spełniony jest warunek (∗) z lematu 3.13. W
przeciwnym przypadku grę wygrywa gracz II. Oznaczmy tę grę przez G!fin(X).
Powiemy, że gracz I ma strategię wygrywającą w tej grze jeśli istnieje taka
funkcja σ, że:
(D0,D1, . . . ,Dn) 7→ σ(D0,D1, . . . ,Dn) = Cn+1,
gdzie |Dn+1| ¬ |σ(D0,D1, . . . ,Dn)|, każda rodzina Dn oraz σ(D0,D1, . . . ,Dn)
jest skończona oraz złożona z takich zbiorów otwartych niepustych, że dla
każdej rozgrywki
C0 = σ(∅),D0, C1 = σ(D0),D1, C2 = σ(D0,D1),D2, . . . ,Dn,
Cn+1 = σ(D0, . . . ,Dn),Dn+1, . . .
spełniony jest warunek (∗) z lematu 3.13.
Niech B będzie bazą przestrzeni topologicznej X. Jeśli obaj gracze wy-
bierają w grze G!(X) lub G!fin(X) zbiory pochodzące z rodziny B, to grę taką
oznaczać będziemy odpowiednio przez G!(B) lub G!fin(B).
Lemat 3.19. Niech B będzie bazą przestrzeni topologicznej X. Gry G!(B)
oraz G!fin(B)są równoważne.
Dowód. Dla dowodu tego lematu odpowiednie strategie wygrywające można
zdefiniować w ten sam sposób co w dowodzie lematu 3.16.
Twierdzenie 3.7. Niech X będzie przestrzenią zwartą Hausdorffa oraz niech
rodzina B będzie bazą tej przestrzeni złożoną ze zbiorów funkcyjnie otwartych,
która ma własność FNS. Wówczas gracz I ma strategię wygrywającą w grze
G!(B).
Dowód. Niech B będzie bazą przestrzeni X złożoną ze zbiorów funkcyjnie
otwartych dla której istnieje operator s : B → [B]<ω świadczący o własności
FNS. Zdefiniujemy strategię wygrywającą dla gracza I w grze G!fin(B). Ustal-
my zbiór U ∈ B, następnie połóżmy σ(∅) = {U}. Załóżmy, że zdefiniowaliśmy
już
σ(∅),D0, σ(D0),D1, σ(D0,D1),D2, . . . ,Dn−1, σ(D0, . . . ,Dn−1),Dn,
gdzie każda rodzina Di ⊆ B oraz σ(D0,D1, . . . ,Di) ⊆ B jest skończona, dla
każdego U ∈ σ(D0,D1, . . . ,Di) istnieje taki zbiór V ∈ Di+1, że V ⊆ U oraz
|Di+1| ¬ |σ(D0,D1, . . . ,Di)|. Niech
Wn =
⋃
{s(U) : U ∈ σ(∅) ∪ D0 ∪ σ(D0) ∪ D1 ∪ σ(D0,D1) ∪ D2 ∪ . . .
. . . ∪ Dn−1 ∪ σ(D0, . . . ,Dn−1) ∪ Dn}.
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Dla każdej takiej rodzinyW ⊆Wn, że
⋂W 6= ∅ na mocy lematu 3.14 ustalmy
taki ciąg {AWn : n ∈ ω} ⊆ [B]<ω, że
⋂W = ⋃{⋃AWn : n ∈ ω}. Połóżmy
σ(D0, . . . ,Dn) =
⋃
{AWi :W ⊆Wn i
⋂




{Dn : n ∈ ω} ∪
⋃
{σ(D0, . . . ,Dn) : n ∈ ω}.
Pozostaje pokazać, że spełniony jest warunek (∗) z lematu 3.13. Ustalmy
rodzinę S ⊆ P oraz punkt x /∈ cl⋃S. Istnieje taki zbiór V ∈ B, że x ∈ V ⊆
X \ cl⋃S. Wobec tego, dla każdego zbioru U ∈ S mamy V ∩ U = ∅. Niech
R = {W ′ ∈ s(V ) : V ⊆ W ′ oraz istnieje taki zbiór U ∈ S, że W ′ ∈ s(U)}.
Istnieje więc taki indeks j ∈ ω, żeR ⊆ Wj oraz
⋂R 6= ∅. Z określenia rodziny





ARn : n ∈ ω}.
Ponieważ x ∈ V ⊆ ⋂R, to istnieje taki indeks k ∈ ω oraz zbiór
W ∈ ARk ⊆ σ(D0, . . . ,Dmax{j,k}) ⊆ P ,
że x ∈ W . Pokażemy, że ⋃S ∩ ⋂R = ∅, co zakończy dowód, ponieważ
W ⊆ ⋂R. Jeśli x ∈ ⋃S, to istnieje taki indeks m ∈ ω oraz zbiór
U ′ ∈ σ(∅)∪D0∪σ(D0)∪D1∪σ(D0,D1)∪D2∪. . .∪Dm−1∪σ(D0, . . . ,Dm−1)∪Dm,
że x ∈ U ′. Ponieważ V ∩ U ′ = ∅, to istnieje taki zbiór WV ∈ s(V ) ∩ s(U), że
V ⊆ WV oraz WV ∩ U ′ = ∅.
Stąd x /∈ WV dla pewnego WV ∈ R, więc x /∈
⋂R. Wobec tego σ jest
strategią wygrywającą dla gracza I w grze G!fin(B). Na mocy lematu 3.19
istnieje strategia wygrywająca dla gracza I w grze G!(B).
Wykorzystamy teraz pewne lematy i twierdzenia pochodzące z pracy [20].
Potrzebować będziemy pojęcia rodziny domkniętej i nieograniczonej.
Niech τ oznacza pewną topologię. Rodzinę C ⊆ [τ ]¬ω nazywamy domknię-
tą i nieograniczoną jeśli spełnia ona warunki:
(1) dla dowolnego ciągu {Cn : n ∈ ω} ⊆ C, gdzie Cn ⊆ Cn+1 dla n ∈ ω,
mamy
⋃{Cn : n ∈ ω} ∈ C,
(2) dla dowolnej rodziny B ∈ [τ ]¬ω istnieje taka rodzina C ∈ C, że B ⊆ C.
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Lemat 3.20 ([20, Proposition 2.5]). Niech B będzie rodziną zbiorów spełnia-
jących warunek (∗) z lematu 3.8. Wówczas strategia wygrywająca dla gracza
I w grze G!(B) istnieje wtedy i tylko wtedy, gdy rodzina
{P ∈ [B]¬ω : P spełnia warunek (∗) lematu 3.13}
zawiera rodzinę domkniętą i nieograniczoną.
Lemat 3.21 ([20, Corollary 2.8]). Niech X będzie przestrzenią całkowicie
regularną oraz niech B ⊆ coZ(X) będzie bazą tej przestrzeni. Jeśli
{P ∈ [B]¬ω : P spełnia warunek (∗) lematu 3.13}
zawiera rodzinę domkniętą i nieograniczoną, to
{P ∈ [coZ(X)]¬ω : P spełnia warunek (∗) lematu 3.13}
także zawiera rodzinę domkniętą i nieograniczoną.
Twierdzenie 3.8 ([20, Theorem 4.1]). Jeśli X jest przestrzenią zwartą Haus-
dorffa w której gracz I ma strategię wygrywającą w grze G!(coZ(X)), to prze-
strzeń ta jest otwarcie generowana.
Jako wniosek uzyskujemy twierdzenie 3.2.
Wniosek 3.4 ([5, Theorem 2]). Jeśli przestrzeń zwarta Hausdorffa ma wła-
sność FNS na pewnej bazie złożonej ze zbiorów funkcyjnie otwartych, to prze-
strzeń ta jest otwarcie generowana.
Dowód. Niech X będzie przestrzenią zwartą Hausdorffa, która ma własność
FNS na bazie B złożonej ze zbiorów funkcyjnie otwartych. Z twierdzenia 3.7
wynika, że gracz I ma strategię wygrywającą w grze G!(B). Z lematu 3.20
wnosimy, że rodzina
{P ∈ [B]¬ω : P spełnia warunek (∗) lematu 3.13}
zawiera rodzinę domkniętą i nieograniczoną. Z lematu 3.21 wynika, że rodzina
{P ∈ [coZ(X)]¬ω : P spełnia warunek (∗) lematu 3.13}
zawiera rodzinę domkniętą i nieograniczoną. Korzystając ponownie z lema-
tu 3.20 stwierdzamy, że istnieje strategia wygrywająca dla gracza I w grze
G!(coZ(X)). Wówczas z twierdzenia 3.8 wynika, że przestrzeń X jest otwarcie
generowana.
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4 Rodziny zbiorów otwartych nie mające wła-
sności Freese–Nation
W rozdziale tym wskażemy pewne rodziny podzbiorów przestrzeni topolo-
gicznej, które nie mają własności FNS oraz własności FN. Nasze rozważanie
poprzedzimy niezbędnymi lematami o przestrzeniach regularnych nieskoń-
czonych.
Lemat 4.1. Niech X będzie przestrzenią regularną nieskończoną. Wówczas
rodzina wszystkich podzbiorów regularnie otwartych tej przestrzeni RO(X)
jest nieprzeliczalna.
Dowód. Ustalmy zbiór przeliczalny nieskończony A ⊆ X.
Załóżmy, że A nie ma punktów skupienia. Niech
A = {xn : n ∈ ω}.
Istnieje więc takie otoczenie Vx0 punktu x0, że Vx0∩A = {x0}. Z regularności
przestrzeni X wnosimy, że istnieje takie otoczenie Ux0 punktu x0, że clUx0 ∩
A = {x0}. Załóżmy, że zdefiniowaliśmy już takie zbiory {Uxi : i ¬ n}, gdzie
Uxi jest otoczeniem punktu xi, że:
(1) clUxi ∩ A = {xi},
(2) clUxi ∩ (clUx0 ∪ . . . ∪ clUxi−1) = ∅.
Ponieważ xn+1 nie jest punktem skupienia zbioru A, to istnieje takie otoczenie
Vxn+1 punktu xn+1, że Vxn+1 ∩ A = {xn+1}. Ponieważ
xn+1 /∈ clUx0 ∪ . . . ∪ clUxn = cl(Ux0 ∪ . . . ∪ Uxn),
to istnieje takie otoczenie Wxn+1 punktu xn+1, że
Wxn+1 ∩ (clUx0 ∪ . . . ∪ clUxn) = ∅.
Z regularności przestrzeni X istnieje takie otoczenie Uxn+1 punktu xn+1, że
clUxn+1 ⊆ Vxn+1 ∩Wxn+1 . Wówczas
clUxn+1 ∩ A = {xn+1}
oraz
clUxn+1 ∩ (clUx0 ∪ . . . ∪ clUxn) = ∅.
Załóżmy teraz, że x jest punktem skupienia zbioru A. Wówczas dla do-
wolnego otoczenia Vx punktu x mamy |Vx ∩ A| ­ ω. Niech V ′x0 będzie takim
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otoczeniem punktu x oraz niech Ux0 będzie takim otoczeniem punktu x0, że
V ′x0∩clUx0 = ∅. Z regularności przestrzeni istnieje takie otoczenie Vx0 punktu
x, że clVx0 ∩ clUx0 = ∅. Niech A0 = Vx0 ∩A. Załóżmy, że zdefiniowaliśmy już
takie punkty {xi : i ¬ n} oraz zbiory {Ai : i ¬ n}, {Uxi : i ¬ n}, gdzie Uxi
jest otoczeniem punktu xi, {Vxi : i ¬ n}, gdzie Vxi jest otoczeniem punktu
x, że:
(1) Ai = Vxi ∩ A, |Ai| = ω,
(2) xi ∈ Ai−1,
(3) clUxi ∩ (clUx0 ∪ . . . ∪ clUxi−1) = ∅,
(4) clVxi ∩ (clUx0 ∪ . . . ∪ clUxi) = ∅.
Ponieważ |An| = ω, to istnieje taki punkt xn+1 ∈ An, że xn+1 6= x. Ponieważ
X jest przestrzenią Hausdorffa, to istnieje takie otoczenie V ′xn+1 punktu x
oraz takie otoczenie W ′xn+1 punktu xn+1, że V
′
xn+1
∩ W ′xn+1 = ∅. Ponieważ
xn+1 ∈ Vxn , to
xn+1 /∈ clUx0 ∪ . . . ∪ clUxn .
Istnieje więc takie otoczenie Wxn+1 punktu xn+1, że
Wxn+1 ∩ (clUx0 ∪ . . . ∪ clUxn) = ∅.
Z regularności przestrzeni X istnieją takie otoczenie Vxn+1 punktu x, że
clVxn+1 ⊆ V ′xn+1 ∩ Vxn oraz takie otoczenie Uxn+1 punktu xn+1, że clUxn+1 ⊆
W ′xn+1 ∩Wxn+1 . Wówczas
clUxn+1 ∩ (clUx0 ∪ . . . ∪ clUxn) = ∅,
ponieważ Wxn+1 ∩ (clUx0 ∪ . . . ∪ clUxn) = ∅ oraz
clVxn+1 ∩ (clUx0 ∪ . . . ∪ clUxn+1) = ∅,




Wówczas ∣∣∣{R : R ⊆ {Uxn : n ∈ ω}}∣∣∣ = 2ω.
Istotnie, ustalmy różne rodziny R1,R2 ⊆ {Uxn : n ∈ ω}. Istnieje wówczas
taki indeks k ∈ ω, że Uxk ∈ R1 oraz Uxk /∈ R2. Ponieważ {Uxn : n ∈ ω} jest
rodziną zbiorów otwartych parami rozłącznych, to Uxk ∩
⋃R2 = ∅. Wobec
tego
Uxk ∩ int cl
⋃











Wniosek 4.1. Jeśli X jest przestrzenią regularną nieskończoną, to istnieje
rodzina nieskończona podzbiorów regularnie otwartych parami rozłącznych tej
przestrzeni.
Dowód. W powyższym lemacie skonstruowaliśmy rodzinę {Uxn : n ∈ ω}
zbiorów otwartych parami rozłącznych. Wówczas rodzina
{int clUxn : n ∈ ω}
jest nieskończoną rodziną zbiorów regularnie otwartych parami rozłącznych,
ponieważ jeśli U, V ⊆ X są zbiorami otwartymi rozłącznymi, to zbiory int clU
oraz int clV są także rozłączne.
Podobne twierdzenie dotyczące przestrzeni κ-metryzowalnych udowodnił
E. V. Shchepin [30, Theorem 11] wykorzystując własności κ-metryki.
Twierdzenie 4.1. Nie istnieje przestrzeń otwarcie generowana ekstremalnie
niespójna nieskończona.
Dowód. Przypuśćmy, że X jest przestrzenią otwarcie generowaną ekstremal-
nie niespójną nieskończoną. Wobec tego X = lim←−S, gdzie S = {Xσ, p
σ
ρ ,Σ}
jest σ-zupełnym systemem odwrotnym, w którym wszystkie przestrzenie Xσ
są zwarte i metryzowalne oraz wszystkie odwzorowania pσρ są otwartymi sur-
jekcjami.
Na mocy lematu 3.3 stwierdzamy, że rzutowania pσ : X → Xσ są otwar-
te. Ponieważ przestrzeń X jest przestrzenią ekstremalnie niespójną, to prze-
strzeń Xσ jest ekstremalnie niespójna dla każdego σ ∈ Σ. Istotnie, ustalmy
σ ∈ Σ oraz zbiór otwarty U ⊆ Xσ. Skorzystamy z równości
p−1σ (clU) = cl p
−1
σ (U)
(patrz lemat 3.1). Wówczas
clU = pσp−1σ (clU) = pσ(cl p
−1
σ (U)).
Zbiór cl p−1σ (U) jest domknięto-otwarty w przestrzeni X. Wobec tego z otwar-
tości odwzorowania pσ wnioskujemy o otwartości zbioru clU . Stąd przestrzeń
Xσ jest ekstremalnie niespójna. W klasie przestrzeni metrycznych przestrze-
nie ekstremalnie niespójne, to przestrzenie dyskretne. Dla dowodu nie wprost
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przypuśćmy, że przestrzeń Xσ jest przestrzenią metryczną ekstremalnie nie-
spójną, która nie jest dyskretna. Zatem istnieje punkt skupienia x ∈ Xσ.
Niech B(x, r) oznacza kule o środku w punkcie x i promieniu r. Ustalmy licz-
bę naturalną n0 > 0. Istnieje taki punkt x0 i taka liczba naturalna n1 > n0,
że x0 ∈ B(x, 1n0 ) \ clB(x,
1
n1
). Przypuśćmy, że skonstruowaliśmy już ciąg




ni+1 ∈ ω dla i ¬ k. Istnieje wówczas taki punkt xk+1 oraz taka liczba natu-








) \ clB(x, 1
n2i+1





) \ clB(x, 1
n2i
) : n > 0}.
Wówczas x = limn→ω x2n ∈ clU . Dla każdej kuli B(x, r) istnieje taka liczba
naturalna j > 0, że x2j−1 ∈ B(x, r) ∩ V . Ponieważ zbiory U oraz V są
otwarte oraz rozłączne, to kula B(x, r) nie zawiera się w zbiorze clU , co
przeczy jego otwartości. W klasie przestrzeni dyskretnych przestrzenie zwarte
to przestrzenie skończone. Wobec tego
X = lim←−{Xσ, p
σ
ρ ,Σ},
gdzie przestrzeń Xσ jest skończona dla σ ∈ Σ oraz bazą tej przestrzeni jest
rodzina postaci
B = {p−1σ (Uσ) : Uσ ⊆ Xσ, σ ∈ Σ}.
Ponieważ przestrzeń X jest nieskończona, to |Σ| ­ ω. Z wniosku 4.1 wie-
my, że istnieje rodzina nieskończona R otwartych niepustych parami rozłącz-
nych podzbiorów przestrzeni X. Możemy założyć, że R ⊆ B. Niech R =
{p−1σn (Uσn) : n ∈ ω}. Można założyć, że {σn : n ∈ ω} jest łańcuchem, wtedy
korzystając z σ-zupełności systemu S połóżmy σ = sup{σn : n ∈ ω} ∈ Σ
oraz Xσ = lim←−{Xσ, p
σn+1
σn , ω}. Wobec tego przestrzeń Xσ jest nieskończona.
Uzyskana sprzeczność kończy dowód.
Przejdźmy teraz do rozważań na temat własności FNS.
Twierdzenie 4.2 ([5, Theorem 3]). Rodzina wszystkich podzbiorów regular-
nie otwartych przestrzeni regularnej nieskończonej nie ma własności FNS.
Dowód. Niech X będzie nieskończoną regularną przestrzenią topologiczną.
Przypuśćmy, że rodzina wszystkich zbiorów regularnie otwartych RO(X) ma
własność FNS. Istnieje więc operator s : RO(X)→ [RO(X)]<ω świadczący o
tej własności.
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Rozważmy teraz przestrzeń Stone’a Ult(RO(X)) algebry Boole’a RO(X)
z topologią generowaną przez bazę
B = {U : U ∈ RO(X)},
gdzie U = {F ∈ Ult(RO(X)) : U ∈ F} oraz Ult(RO(X)) oznacza zbiór
wszystkich ultrafiltrów algebry Boole’a RO(X). Operator s : B → [B]<ω
świadczący o własności FNS dla bazy B zdefiniować możemy w następujący
sposób:
s(U) = {W : W ∈ s(U)}.
Sprawdzimy teraz dwie własności.
(1) U ⊆ V ⇔ U ⊆ V dla U, V ∈ RO(X)
Ustalmy takie zbiory U, V ∈ RO(X), że U ⊆ V . Jeśli U ∈ F , gdzie
F jest dowolnym ultrafiltrem, to V ∈ F . Zatem U ⊆ V . Przypuśćmy
teraz, że U ⊆ V oraz U * V . Wobec tego U * clV , bo gdyby U ⊆
clV , to U ⊆ int clV = V . Z twierdzenia Tarskiego o ultrafiltrze zbiór
{U\clV }możemy rozszerzyć do pewnego ultrafiltru F , wówczas U ∈ F
oraz V /∈ F . Stąd F ∈ U oraz F /∈ V , co daje sprzeczność.
(2) U ∩ V = ∅ ⇔ U ∩ V = ∅ dla U, V ∈ RO(X)
Rzeczywiście, jeśli U i V byłyby rozłącznymi zbiorami regularnie otwar-
tymi oraz istniałby ultrafiltr F ∈ U∩V , to U, V ∈ F , a stąd ∅ = U∩V ∈
F . Przypuśćmy teraz, że U∩V = ∅ oraz U∩V 6= ∅. Wobec tego istnieje
taki ultrafiltr F , że U ∩ V ∈ F . Stąd U, V ∈ F , czyli F ∈ U ∩ V , co
daje sprzeczność.
Wówczas, jeśli U ∩V = ∅, to U ∩V = ∅. Istnieją więc takie zbiory WU ,WV ∈
s(U) ∩ s(V ), że
U ⊆ WU , V ⊆ WV oraz WU ∩WV = ∅.
Wówczas
WU ,WV ∈ s(U) ∩ s(V ), U ⊆ WU , V ⊆ WV oraz WU ∩WU = ∅,
co dowodzi własności FNS dla bazy B.
Przestrzeń Ult(RO(X)) jest zwarta Hausdorffa z własnością FNS dla ba-
zy B. Elementy bazy B są zbiorami domknięto-otwartymi, a każdy zbiór
domknięto-otwarty jest zbiorem funkcynie otwartym. Zatem na mocy twier-
dzenia 3.2 przestrzeń Ult(RO(X)) jest otwarcie generowana. Przestrzeń Ult
(RO(X)) jest ekstremalnie niespójna (zob. [17, Proposition 4.20 i Proposition
7.21]). Ponieważ |RO(X)| > ω, to z własności (1) wynika, że Ult(RO(X))
jest przestrzenią nieskończoną, co jest sprzeczne z twierdzeniem 4.1.
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Zauważmy, że z powyższego twierdzenia wynika następujący wniosek:
Wniosek 4.2 ([5, Corollary 2]). Topologia przestrzeni regularnej nieskoń-
czonej nie ma własności FNS.
Dowód. Przypuśćmy, że topologia τ nieskończonej przestrzeni regularnej ma
własność FNS. Istnieje wówczas operator s : τ → [τ ]<ω świadczący o tej wła-
sności. Wówczas operator sreg : RO(X)→ [RO(X)]<ω świadczący o własności
FNS dla rodziny RO(X) definiujemy wzorem:
sreg(W ) = {int clU : U ∈ s(W )}.
Sprawdźmy, że operator sreg świadczy o własności FNS dla rodziny RO(X).
Jeśli U1 ∩ U2 = ∅ oraz U1, U2 ∈ RO(X), to istnieją takie zbiory U ′1, U ′2 ∈
s(U1) ∩ s(U2), że
U1 ⊆ U ′1, U2 ⊆ U ′2 oraz U ′1 ∩ U ′2 = ∅.
Wtedy
U1 = int clU1 ⊆ int clU ′1, U2 = int clU2 ⊆ int clU ′2,
int clU ′1 ∩ int clU ′2 = ∅ oraz int clU ′1, int clU ′2 ∈ s′(U1) ∩ s′(U2).
Pokazaliśmy więc, że rodzina RO(X) ma własność FNS, co jest sprzeczne z
twierdzeniem 4.2.
Wykorzystując powyższe twierdzenie możemy wskazać przykład prze-
strzeni, która posiada własność π-FNS, ale nie posiada własności FNS.
Przykład 4.1 ([5, Example 1]). Przypomnijmy konstrukcję rozszerzenia
Čecha-Stone’a liczb naturalnych βN (zob. [7] lub [10]). Niech Ult(N) ozna-
cza zbiór wszystkich ultrafiltrów składających się z podzbiorów zbioru N. W
zbiorze
βN = N ∪ {F ∈ UltN :
⋂
F = ∅}
wprowadzamy topologię generowaną przez rodzinę
B = {U : U ⊆ N},
gdzie
U = U ∪ {F ∈ UltN :
⋂
F = ∅ oraz U ∈ F}.








βN \ {n} : n ∈ N
}
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jest przeliczalną π-bazą złożoną ze zbiorów domknięto-otwartych. Przestrzeń
βN ma własność π-FNS. Istotnie, odwzorowanie s : B′ → [B′]<ω świadczące
o własności π-FNS możemy zadać wzorem
s({n}) =
{




βN \ {k} : k ¬ n
}
oraz
s(βN \ {n}) =
{
{n}, βN \ {n}
}
.
Odwzorowanie świadczące o własności FNS dla π-bazy B′ można też oczy-
wiście zdefiniować tak jak w przykładzie 2.2.
Przypuśćmy teraz, że istnieje baza P przestrzeni βN, która ma własność
FNS. Wówczas, ponieważ βN jest przestrzenią ekstremalnie niespójną, to
rodzina
P ′ = {clU : U ∈ P}
jest bazą złożoną ze zbiorów domknięto-otwartych, która ma własność FNS.
Istotnie, jeśli s jest odwzorowaniem świadczącym o własności FNS dla bazy
P , to odwzorowanie s′ dane wzorem
s′(clU) = {clW : W ∈ s(U)}
świadczy o własności FNS dla bazy P ′. Na mocy twierdzenia 3.2 przestrzeń
βN jest otwarcie generowana, co nie jest możliwe, ponieważ przestrzeń βN jest
nieskończoną przestrzenią ekstremalnie niespójną (patrz twierdzenie 4.1).
W kolejnej części naszych rozważań zajmiemy się własnością FN.
Twierdzenie 4.3 ([5, Theorem 4]). Rodzina wszystkich podzbiorów regular-
nie otwartych przestrzeni regularnej nieskończonej nie ma własności FN.
Dowód. Niech X będzie nieskończoną przestrzenią regularną. Przypuśćmy,
że istnieją odwzorowania
u, l : RO(X)→ [RO(X)]<ω
świadczące o własności FN dla rodziny RO(X) wszystkich zbiorów regularnie
otwartych przestrzeni X. Ponieważ X jest nieskończoną przestrzenią regular-
ną, to istnieje nieskończona maksymalna rodzina zbiorów parami rozłącznych
R ⊆ RO(X) (patrz wniosek 4.1).
Ustalmy zbiór V0 ∈ R. Dla każdego zbioru W ∈ u(V0) \ {V0} mamy
V0 ( W . Wówczas zbiór W \clV0 jest otwarty i niepusty, bo gdyby W \clV0 =
∅, to W ⊆ clV0, więc W ⊆ V0, co jest niemożliwe, bo V0 ( W . Wobec
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tego dla każdego zbioru W ∈ u(V0) \ {V0} istnieje taki zbiór UW ∈ R, że
UW ∩ (W \ clV0) 6= ∅. Zatem




UW : W ∈ u(V0) \ {V0}
}
,
rodzina ta może być pusta. Niech A0 = {V0}. Zauważmy, że A0 ⊆ R \ P0.
Ustalmy teraz taki zbiór regularnie otwarty G, że
V0 ⊆ G ⊆ int cl
⋃
(R \ P0).
Istnieje wówczas taki zbiór W ∈ u(V0) ∩ l(G), że
V0 ⊆ W ⊆ G ⊆ int cl
⋃
(R \ P0).
Pokażemy, że W = V0. Istotnie, przypuśćmy, że W 6= V0. Istnieje wówczas
taki zbiór UW ∈ P0, że W ∩ UW 6= ∅. Wówczas jeśli x ∈ W ∩ UW , to
x /∈ int cl⋃(R\P0), ponieważ UW∩⋃(R\P0) = ∅ więc także UW∩int cl⋃(R\
P0) = ∅. Wobec tego W * int cl
⋃
(R \ P0). Zatem
V0 ∈ l(G).
Załóżmy, że zdefiniowaliśmy już takie ciągi {Ai ∈ [R]<ω : i ¬ n}, {Pi ∈
[R]<ω : i ¬ n} oraz {Vi : i ¬ n} ⊆ RO(X), że spełnione są warunki:
(1) Ai ( Ai+1 oraz Pi ⊆ Pi+1,
(2) Vi ∈ R \ (Pi−1 ∪ Ai−1),
(3) Ai ⊆ R \ Pi,
(4) Dla każdego zbioru G ∈ RO(X), jeśli int cl⋃Ai ⊆ G ⊆ int cl⋃(R\Pi),
to int cl
⋃Ai ∈ l(G).
Ustalmy zbiór Vn+1 ∈ R \ (Pn ∪ An). Niech
An+1 = An ∪ {Vn+1}.
Dla każdego zbioru W ∈ u(int cl⋃An+1) \ {int cl⋃An+1} istnieje taki zbiór
UW ∈ R \ An+1, że
UW ∩
⋃
An+1 = ∅ oraz W ∩ UW 6= ∅.
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Niech
Pn+1 = Pn ∪
{
UW : W ∈ u(int cl
⋃





Ciągi {Ai ∈ [R]<ω : i ¬ n + 1}, {Pi ∈ [R]<ω : i ¬ n + 1} oraz {Vi : i ¬
n+ 1} ⊆ RO(X) spełniają oczywiście warunki (1)–(2). Sprawdźmy, że
Vn+1 ∈ R \ Pn+1.
Istotnie, gdyby Vn+1 ∈ Pn+1, to Vn+1 ∈ Pn, co jest niemożliwe, bo Vn+1 ∈
R\Pn lub Vn+1 ∈
{
UW : W ∈ u(int cl
⋃An+1)\{int cl⋃An+1}}, wtedy Vn+1∩⋃An+1 = ∅, co także jest niemożliwe, ponieważ Vn+1 ∈ An+1. Sprawdzimy
teraz, że
An ⊆ R \ Pn+1.
Istotnie, gdyby istniał zbiór V ∈ An ∩ Pn+1, to V ∈ Pn lub V ∈
{
UW : W ∈
u(int cl
⋃An+1) \ {int cl⋃An+1}}. Zbiór V /∈ Pn, bo V ∈ An oraz zachodzi
warunek (3). Jeśli V ∈
{
UW : W ∈ u(int cl
⋃An+1) \ {int cl⋃An+1}}, to
istnieje taki zbiór W ∈ u(int cl⋃An+1)\{int cl⋃An+1}, że V = UW , a wtedy
V ∩⋃An+1 = ∅, co nie jest możliwe, ponieważ V ∈ An ⊆ An+1. Ostatecznie
otrzymujemy
An+1 = An ∪ {Vn+1} ⊆ R \ Pn+1.
Ustalmy taki zbiór regularnie otwarty G, że
int cl
⋃
An+1 ⊆ G ⊆ int cl
⋃
(R \ Pn+1).
Istnieje wówczas taki zbiór W ∈ u(int cl⋃An+1) ∩ l(G), że
int cl
⋃
An+1 ⊆ W ⊆ G ⊆ int cl
⋃
(R \ Pn+1).
Przypuśćmy, że W 6= int cl⋃An+1. Istnieje wówczas taki zbiór UW ∈ Pn+1,





(R \ Pn+1) = ∅ więc także UW ∩ int cl
⋃
(R \ Pn+1) = ∅.




Otrzymujemy ciągi {An ∈ [R]<ω : n ∈ ω}, {Pn ∈ [R]<ω : n ∈ ω} oraz
{Vn : n ∈ ω} ⊆ RO(X) spełniające warunki (1)–(4). Połóżmy P =
⋃{Pn :
n ∈ ω} oraz A = ⋃{An : n ∈ ω}. Wówczas
A ⊆ R \ P .
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Istotnie, weźmy U ∈ A, wtedy U ∈ An ⊆ R \ Pn ⊆ R \ Pm dla m ¬ n. Z
drugiej strony U ∈ An ⊆ Am ⊆ R \ Pm dla każdego m ­ n. Stąd
U ∈
⋂
{R \ Pn : n ∈ ω} = R \
⋃
{Pn : n ∈ ω} = R \ P .
Dla każdego n ∈ ω otrzymujemy
int cl
⋃
An ⊆ int cl
⋃
A ⊆ int cl
⋃




⋃An ∈ l(int cl⋃A) dla każdego n ∈ ω z własności (4). Ponieważ
int cl
⋃An 6= int cl⋃An+1 dla każdego n ∈ ω, to otrzymujemy sprzeczność ze
skończonością zbioru l(int cl
⋃A), co kończy dowód.
Z powyższego twierdzenia wynika następujący wniosek:
Wniosek 4.3 ([5, Corollary 4]). Topologia przestrzeni regularnej nieskoń-
czonej nie ma własności FN.
Dowód. Przypuśćmy, że topologia τ nieskończonej przestrzeni regularnej ma
własność FN. Istnieją wówczas operatory u, l : τ → [τ ]<ω świadczące o tej
własności. Połóżmy
ureg(U) = {int clW : W ∈ u(U)} oraz lreg(U) = {int clW : W ∈ l(U)},
dla każdego U ∈ RO(X). Wówczas jeśli V, U ∈ RO(X) oraz V ⊆ U , to
istnieje zbiór W ∈ u(V ) ∩ l(U). Wobec tego V ⊆ W ⊆ U , a stąd V ⊆
int clW ⊆ U oraz int clW ∈ ureg(V ) ∩ lreg(U). Operatory ureg, lreg świadczą
więc o własności FN dla rodziny wszystkich zbiorów regularnie otwartych, co
jest sprzeczne z twierdzeniem 4.3.
5 Własność FNS i przestrzenie Gleasona
5.1 Własność FNS dla przestrzeni koabsolutnych
Pokażemy, że przestrzenie koabsolutne do przestrzeni o własności π-FNS tak-
że mają własność π-FNS. Wynik ten poprzedzimy niezbędnymi lematami.
Większość z nich jest dobrze znana, jednakże autorce nie udało się ustalić
ich pierwotnego źródła.
W rozdziale tym potrzebować będziemy pojęcia małego obrazu oraz pew-
nych faktów o nim. Niech f będzie odwzorowaniem z przestrzeni topologicz-
nej X w przestrzeń topologiczną Y . Małym obrazem zbioru U ⊆ X przez
funkcję f nazywać będziemy zbiór
f#(U) = {y ∈ Y : f−1(y) ⊆ U}.
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Lemat 5.1. Niech f będzie odwzorowaniem z przestrzeni topologicznej X w
przestrzeń topologiczną Y . Wówczas mały obraz zbioru U ⊆ X przez odwzo-
rowanie f dany jest wzorem
f#(U) = Y \ f(X \ U).
Dowód. Niech f : X → Y . Ustalmy zbiór U ⊆ X.
Weźmy y ∈ Y \f(X\U). Wówczas y ∈ Y oraz dla każdego takiego punktu
x ∈ X, że y = f(x) mamy x /∈ X \ U . Zatem f−1(y) ⊆ U .
Weźmy teraz taki punkt y ∈ Y , że f−1(y) ⊆ U . Wówczas f−1(y) ∩ (X \
U) = ∅. Stąd
f
(
f−1(y) ∩ (X \ U)
)
= {y} ∩ f(X \ U) = ∅.
Wobec tego y ∈ Y \ f(X \ U).
Lemat 5.2. Niech f będzie surjekcją z przestrzeni topologicznej X na prze-
strzeń topologiczną Y . Wówczas dla dowolnego zbioru U ⊆ X mamy f#(U) ⊆
f(U).
Dowód. Niech f : X → Y będzie surjekcją. Ustalmy dowolny zbiór U ⊆ X
oraz y ∈ f#(U). Wówczas f−1(y) ⊆ U . Zatem istnieje punkt x ∈ f−1(y) ⊆ U
oraz f(x) = y ∈ f(U).
Lemat 5.3. Niech f : Z → X będzie odwzorowaniem nieprzywiedlnym oraz
niech U ⊆ Z będzie dowolnym zbiorem otwartym niepustym. Wówczas mały
obraz zbioru U jest zbiorem niepustym. Jeśli ponadto f jest odwzorowaniem
domkniętym, to mały obraz zbioru U jest zbiorem otwartym.
Dowód. Niech f : Z → X będzie odwzorowaniem nieprzywiedlnym. Ustalmy
dowolny otwarty niepusty zbiór U ⊆ Z. Wówczas z lematu 5.1 wiemy, że
f#(U) = X \ f(Z \ U).
Zbiór Z \ U jest domknięty oraz Z \ U 6= Z. Z nieprzywiedlności odwzoro-
wania f wiemy, że f(Z \ U) 6= X. Stąd f#(U) jest zbiorem niepustym. Jeśli
odwzorowanie f jest domknięte, to zbiór f(Z \ U) jest domknięty. Zatem
mały obraz zbioru U przez odwzorowanie f jest zbiorem otwartym.
Lemat 5.4. Niech f : Z → X będzie odwzorowaniem nieprzywiedlnym. Wów-
czas podzbiory otwarte U oraz V przestrzeni Z są rozłączne wtedy i tylko
wtedy, gdy ich małe obrazy przez odwzorowanie f są rozłączne.
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Dowód. Niech f : Z → X będzie odwzorowaniem nieprzywiedlnym.
Ustalmy otwarte rozłączne zbiory U, V ⊆ Z. Przypuśćmy, że f#(U) ∩
f#(V ) 6= ∅. Istnieje wówczas taki punkt y ∈ Y , że f−1(y) ⊆ U ∩ V , co jest
niemożliwe, ponieważ f jest surjekcją.
Ustalmy teraz takie otwarte zbiory U, V ⊆ Z, że f#(U) ∩ f#(V ) = ∅.
Przypuśćmy, że U ∩ V 6= ∅. Wówczas na mocy lematu 5.3 otrzymujemy
∅ 6= f#(U ∩ V ) ⊆ f#(U) ∩ f#(V ).
Uzyskana sprzeczność kończy dowód.
Lemat 5.5. Jeśli BX jest π-bazą przestrzeni X oraz f : Z → X jest odwzo-
rowaniem nieprzywiedlnym domkniętym, to rodzina
{f−1(V ) : V ∈ BX}
jest π-bazą przestrzeni Z.
Dowód. Niech f : Z → X będzie odwzorowaniem nieprzywiedlnym domknię-
tym oraz niech BX będzie π-bazą przestrzeni X. Pokażemy, że dla dowol-
nego otwartego niepustego zbioru U ⊆ Z istnieje taki zbiór V ∈ BX , że
f−1(V ) ⊆ U. Ustalmy dowolny otwarty niepusty zbiór U ⊆ Z. Na mocy le-
matu 5.3 zbiór X \ f(Z \ U) jest otwarty oraz niepusty. Istnieje więc taki
zbiór V ∈ BX , że V ⊆ X \ f(Z \ U). Wówczas otrzymujemy
∅ = V ∩ f(Z \ U) = f(f−1(V ) ∩ (Z \ U)).
Stąd f−1(V ) ∩ (Z \ U) = ∅. Zatem f−1(V ) ⊆ U .
Wniosek 5.1. Odwzorowania domknięte nieprzywiedlne są szkieletowe.
Dowód. Niech f : Z → X będzie odwzorowaniem nieprzywiedlnym domknię-
tym. Ustalmy dowolny niepusty zbiór otwarty U ⊆ Z. Wówczas z lematu
5.5 wiemy, że istnieje taki zbiór otwarty niepusty V ⊆ X, że f−1(V ) ⊆ U .
Ponieważ odwzorowanie f jest surjekcją otrzymujemy
V = f(f−1(V )) ⊆ f(U).
Zatem int cl f(U) 6= ∅.
Udowodnimy teraz zapowiedziane na początku rozdziału twierdzenie:
Twierdzenie 5.1 ([5]). Niech X będzie przestrzenią topologiczną z własno-
ścią π-FNS. Obraz przestrzeni X przez odwzorowanie domknięte nieprzywie-
dlne ma własność π-FNS. Jeśli g : Z → X jest odwzorowaniem domkniętym
nieprzywiedlnym, to przestrzeń Z ma także własność π-FNS.
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Dowód. Niech g : Z → X, f : X → Y będą odwzorowaniami domkniętymi
nieprzywiedlnymi. Załóżmy, że BX jest π-bazą przestrzeni X z własnością
FNS oraz sX jest operatorem świadczącym o tej własności.
Ponieważ odwzorowanie g jest ciągłą surjekcją, to g−1(V ) jest zbiorem
otwartym niepustym dla dowolnego zbioru V ∈ BX . Na mocy lematu 5.5
rodzina
BZ = {g−1(V ) : V ∈ BX}
jest π-bazą przestrzeni Z. Operator sZ : BZ → [BZ ]<ω dany wzorem
sZ(g−1(U)) = {g−1(W ) : W ∈ sX(U)}
świadczy o własności FNS dla π-bazy BZ . Istotnie, ustalmy takie zbiory
V, U ∈ BX , że
g−1(V ) ∩ g−1(U) = ∅.
Wówczas zbiory V oraz U są rozłączne, ponieważ g jest surjekcją. Istnieją
więc takie rozłączne zbiory V ′, U ′ ∈ sX(U)∩ sX(V ), że V ⊆ V ′ oraz U ⊆ U ′.
Wobec tego otrzymujemy
g−1(V ) ⊆ g−1(V ′) oraz g−1(U) ⊆ g−1(U ′).
Zauważmy również, że
g−1(V ′) ∩ g−1(U ′) = ∅,
a także
g−1(V ′), g−1(U ′) ∈ sZ(g−1(V )) ∩ sZ(g−1(U)),
co należało wykazać.
Rodzina
BY = {f#(V ) : V ∈ BX}
jest π-bazą przestrzeni Y . Istotnie, na mocy lematu 5.3 wnosimy, że rodzina
BY jest złożona ze zbiorów otwartych niepustych. Ustalmy zbiór otwarty
niepusty U ⊆ Y . Istnieje taki zbiór V ∈ BX , że V ⊆ f−1(U). Z lematu 5.2
wnosimy, że
f#(V ) ⊆ f#(f−1(U)) ⊆ f(f−1(U)) = U.
Operator sY : BY → [BY ]<ω dany wzorem
sY (f#(V )) = {f#(W ) : W ∈ sX(V )}
świadczy o własności FNS dla π-bazy BY . Istotnie, ustalmy takie zbiory
V, U ∈ BX , że
f#(V ) ∩ f#(U) = ∅.
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Z lematu 5.4 wnosimy, że zbiory V oraz U są rozłączne. Istnieją więc takie
rozłączne zbiory V ′, U ′ ∈ sX(U) ∩ sX(V ), że V ⊆ V ′ oraz U ⊆ U ′. Wobec
tego otrzymujemy
f#(V ) ⊆ f#(V ′) oraz f#(U) ⊆ f#(U ′).
Korzystając ponownie z lematu 5.4 otrzymujemy
f#(V ′) ∩ f#(U ′) = ∅,
a także
f#(V ′), f#(U ′) ∈ sY (f#(V )) ∩ sY (f#(U)),
co należało wykazać.
Przypomnijmy, że przestrzeń zwartą ekstremalnie niespójną, która ma
odwzorowanie nieprzywiedlne na przestrzeń zwartą Hausdorffa X nazywa-
my przestrzenią Gleasona nad przestrzenią X i oznaczamy symbolem pX.
Mówimy, że przestrzenie zwarte Hausdorffa X, Y są koabsolutne, jeśli ich
przestrzenie Gleasona pX, pY są homeomorficzne. Przypomnijmy następują-
ce twierdzenie o przestrzeni Gleasona:
Twierdzenie 5.2 ([6, Twierdzenie 2.4.1]). Jeśli X jest przestrzenią zwar-
tą Hausdorffa, to istnieje przestrzeń Gleasona pX nad przestrzenią X oraz
odwzorowanie nieprzywiedlne pX : pX → X.
Twierdzenie 5.3 ([5, Theorem 9]). Niech X będzie przestrzenią zwartą
Hausdorffa z własnością π-FNS. Każda przestrzeń zwarta Hausdorffa koab-
solutna z przestrzenią X ma także własność π-FNS.
Dowód. Niech X, Y będą przestrzeniami zwartymi Hausdorffa koabsolutnymi
oraz X ma własność π-FNS. Niech Z będzie przestrzenią zwartą ekstremalnie
niespójną oraz g : Z → X, f : Z → Y będą odwzorowaniami nieprzywiedlny-
mi. Odwzorowania g, f są domknięte. Na mocy twierdzenia 5.1 przestrzenie
Z oraz Y mają także własność π-FNS.
5.2 O przestrzeniach Dugundji’ego oraz szkieletowo Du-
gundji’ego
W 1968 roku w pracy [27] A. Pełczyński wprowadził pojęcie przestrzeni Du-
gundji’ego. R. Haydon wprowadził dla przestrzeni zwartych Hausdorffa w
[14] równoważną definicję przestrzeni Dugundji’ego, wykorzystując system
odwrotny o pewnych własnościach. W pracy [21] A. Kucharski, Sz. Plewik
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oraz V. Valov rozważali, analogiczne do przestrzeni Dungundji’ego, przestrze-
nie szkieletowo Dugundji’ego.
Niech f : X → Y będzie odwzorowaniem ciągłym. Rodzinę B złożoną ze
zbiorów funkcyjnie otwartych nazywamy bazą (π-bazą) odwzorowania f , jeśli
rodzina
{U ∩ f−1(V ) : U ∈ B oraz V jest otwarty w Y }
jest bazą (π-bazą) przestrzeni X. Minimalną moc bazy (π-bazy) odwzorowa-
nia f nazywamy wagą (π-wagą) odwzorowania f i oznaczamy w(f) (πw(f)).
Zauważmy, że jeśli X jest przestrzenią zwartą zerowymiarową to można
założyć, że rodzina B złożona jest ze zbiorów domknięto-otwartych. Dowód
tego faktu jest podobny do dowodu lematu 3.14 i wynika stąd, że każdy
zbiór funkcynie otwarty jest zbiorem typu Fσ. Zatem w przestrzeni zwartej
zerowymiarowej można go przedstawić jako sumę przeliczalnej ilości zbiorów
domknięto-otwartych. Istotnie, niech B′ ⊆ coZ(X) będzie bazą (π-bazą) od-
wzorowania f : X → Y . Wówczas dla dowolnego zbioru W ∈ B′ istnieje taka
funkcja ciągła g : X → [0, 1], że
W = g−1((0, 1]) =
⋃






, 1]) ⊆ g−1(( 1
n+ 1
, 1]) = UWn+1.
Dla każdego n ∈ ω i każdego punktu x ∈ Fn ustalmy taki zbiór Vx ∈ CO(X),
że
x ∈ Vx ⊆ Un+1.
Ponieważ Fn jest zbiorem zwartym, to z rodziny {Vx : x ∈ Fn} możemy
wybrać skończone pokrycie {V nxi : i ¬ kn} zbioru Fn. Wobec tego
Fn ⊆
⋃
{V nxi : i ¬ kn} ⊆ Un+1.
Niech AWn = {V nxi : i ¬ kn}. Stąd
W =
⋃








{AWn : n ∈ ω,W ∈ B′}
jest bazą (π-bazą) odwzorowania f złożoną ze zbiorów domknięto-otwartych
oraz |B| ¬ |B′|.
Powiemy, że przestrzeń zwarta Hausdorffa jest przestrzenią (szkieletowo)
Dugundji’ego, jeśli jest ona granicą systemu odwrotnego {Xα, pβα, α < β < τ},
gdzie τ jest pewną liczbą kardynalną oraz:
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(1) Xα są przestrzeniami zwartymi Hausdorffa dla α < τ oraz przestrzeń
X0 jest metryzowalna,
(2) odwzorowania pβα są otwartymi surjekcjami (są szkieletowe) dla α <
β < τ ,
(3) odwzorowania pα+1α mają wagę przeliczalną dla α < τ ,
(4) system odwrotny jest ciągły (zob. rozdział 3.1).
L. Shapiro w [29] udowodnił następujące twierdzenie:
Twierdzenie 5.4. Każda przestrzeń szkieletowo Dugundji’ego jest koabso-
lutna z przestrzenią Dugundji’ego.
W rzeczywistości z dowodu Shapiro wynika jednak więcej:
Twierdzenie 5.5. Każda przestrzeń szkieletowo Dugundji’ego jest koabso-
lutna z przestrzenią zerowymiarową Dugundji’ego.
Dowód powyższego twierdzenia poprzedzimy niezbędnymi lematami. Za-
czniemy od lematów dotyczących własności odwzorowań szkieletowych i nie-
przywiedlnych.
Lemat 5.6. Niech dane będą dwa systemy odwrotne S = {Xσ, pσρ ,Σ} oraz
S1 = {Yσ, qσρ ,Σ}, gdzie przestrzenie Xσ oraz Yσ są zwarte Hausdorffa a od-
wzorowania qσρ są surjekcjami oraz niech F = {fσ : Xσ → Yσ|σ ∈ Σ} będzie
rodziną odwzorowań nieprzywiedlnych. Wówczas odwzorowanie f : lim←−S →
lim←−S1 indukowane przez rodzinę odwzorowań F jest nieprzywiedlne.
Dowód. Niech spełnione będą założenia lematu. Odwzorowanie f jest sur-
jekcją (patrz [10, Twierdzenie 3.2.14]). Niech qσ oznacza rzutowanie z prze-
strzeni lim←−S1 na przestrzeń Yσ dla σ ∈ Σ. Rzutowania qσ są surjekcja-
mi (patrz [10, Wniosek 3.2.15]). Ustalmy teraz dowolny zbiór domknięty
F ( lim←−S = {Xσ, p
σ
ρ ,Σ}. Wówczas, z postaci bazy granicy systemu od-

















dla pewnej liczby kardynalnej α, gdzie zbiór Uσi jest otwarty w przestrzeni
Xσi a odwzorowanie pσi oznacza rzutowanie z granicy systemu odwrotnego
lim←−S na przestrzeń Xσi . Wówczas istnieje taki indeks j < α, że
(pσj)
−1(Xσj \ Uσj) 6= lim←−S.
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Wobec tego Xσj \ Uσj 6= Xσj , a ponieważ fσj jest odwzorowaniem nieprzy-
wiedlnym, to fσj(Xσj \ Uσj) 6= Yσj . Stąd otrzymujemy
f(F ) = {fσ(Xσ \ Uσ)}σ∈Σ 6= lim←−S1,
co kończy dowód.
Lemat 5.7. Złożenie odwzorowań domkniętych szkieletowych jest odwzoro-
waniem szkieletowym.
Dowód. Niech f : X → Y oraz g : Y → Z będą odwzorowaniami domknięty-
mi szkieletowymi. Ustalmy dowolny zbiór otwarty U ⊆ X. Ponieważ g jest
odwzorowaniem domkniętym, to dla dowolnego zbioru A ⊆ Y prawdziwa jest
równość
g(clA) = cl g(A).
Wówczas
int cl g(f(U)) = int cl g(cl f(U)) ⊇ int cl g(int cl f(U)) 6= ∅.
Lemat 5.8. Jeśli f : X → Y jest odwzorowaniem szkieletowym z przestrze-
ni zwartej na przestrzeń Hausdorffa, to obraz dowolnego zbioru domknięto-
otwartego jest zbiorem regularnie domkniętym.
Dowód. Niech X będzie przestrzenią zwartą, Y przestrzenią Hausdorffa oraz
niech f : X → Y będzie odwzorowaniem szkieletowym. Ustalmy dowolny
zbiór domknięto-otwarty U ⊆ X. Pokażemy, że
f(U) = cl int f(U).
Ponieważ f jest odwzorowaniem domkniętym otrzymujemy
cl int f(U) ⊆ f(U).
Przypuśćmy, że inkluzja
f(U) ⊆ cl int f(U)
nie zachodzi. Istnieje więc punkt x ∈ f(U) \ cl int f(U). Wobec tego istnieje
otoczenie Ux punktu x rozłączne ze zbiorem int f(U). Rozważmy zbiór
W = f−1(Ux) ∩ U.
Zbiór W jest otwarty oraz niepusty. Gdyby W był pusty, to
f(W ) = f(f−1(Ux) ∩ U) = Ux ∩ f(U) = ∅,
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co jest sprzeczne, ponieważ x ∈ Ux ∩ f(U). Ponieważ W ⊆ U oraz odwzoro-
wanie f jest domknięte, otrzymujemy
int cl f(W ) ⊆ int f(U).
Ponieważ f(W ) ⊆ Ux, to prawdziwa jest inkluzja
int cl f(W ) ⊆ clUx.
Wobec powyższego
int cl f(W ) ⊆ int f(U) ∩ clUx = ∅,
ponieważ Ux ∩ int f(U) = ∅, co przeczy szkieletowości odwzorowania f .
Lemat 5.9. Surjekcja f : X → Y jest szkieletowa wtedy i tylko wtedy, gdy
przeciwobraz dowolnego zbioru otwartego gęstego w przestrzeni Y jest zbiorem
gęstym w przestrzeni X.
Dowód. Niech f : X → Y będzie odwzorowaniem szkieletowym. Przypuśćmy,
że istnieje taki zbiór otwarty i gęsty U ⊆ Y , że f−1(U) nie jest zbiorem gęstym
w przestrzeni X. Istnieje zatem zbiór otwarty niepusty V ⊆ X rozłączny ze
zbiorem f−1(U). Stąd
U ∩ int cl f(V ) = ∅.
Zatem, ponieważ U jest zbiorem gęstym, otrzymujemy int cl f(V ) = ∅, co
przeczy szkieletowości odwzorowania f .
Niech f : X → Y będzie taką surjekcją, że przeciwobraz dowolnego zbioru
otwartego gęstego w przestrzeni Y jest zbiorem gęstym w przestrzeni X.
Jesli istnieje taki zbiór otwarty niepusty V ⊆ X, że int cl f(V ) = ∅, to zbiór
cl f(V ) jest nigdziegęsty. Wobec tego zbiór Y \ cl f(V ) jest gęsty i otwarty w
przestrzeni Y . Ponieważ f−1(Y \ cl f(V ))∩V = ∅ , to zbiór f−1(Y \ cl f(V ))
nie jest gęsty w przestrzeni X. Uzyskana sprzeczność kończy dowód.
Ponieważ przeciwobraz dowolnego zbioru otwartego gęstego jest zbiorem
nigdziegęstym, to z powyższego lematu wyciągnąć możemy następujący wnio-
sek:
Wniosek 5.2. Surjekcja f : X → Y jest szkieletowa wtedy i tylko wtedy, gdy
przeciwobraz dowolnego zbioru domkniętego nigdziegęstego w przestrzeni Y
jest zbiorem nigdziegęstym w przestrzeni X.
Lemat 5.10. Jeśli odwzorowanie f : X → Y jest nieprzywiedlne, to
cl f#(V ) = cl f(V )
dla dowolnego zbioru otwartego V ⊆ X.
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Dowód. Niech f : X → Y będzie odwzorowaniem nieprzywiedlnym oraz niech
V ⊆ X będzie zbiorem otwartym niepustym. Z lematu 5.2 wiemy, że:
cl f#(V ) ⊆ cl f(V ).
Ustalmy teraz punkt y ∈ cl f(V ). Ustalmy otoczenie Uy punktu y. Wówczas
Uy ∩ f(V ) 6= ∅. Połóżmy
W ′ = f−1(Uy) ∩ V.
Zbiór W ′ ⊆ X jest otwarty oraz niepusty. Ponieważ odwzorowanie f jest nie-
przywiedlne, to na mocy lematu 5.3 zbiór f#(W ′) jest niepusty. Zauważmy,
że
f#(W ′) ⊆ Uy ∩ f#(V ).
Zatem y ∈ cl f#(V ), co kończy dowód.
Lemat 5.11. Jeśli odwzorowanie f : X → Z jest szkieletowe, przestrzeń Y
jest zerowymiarowa oraz odwzorowanie g : Y → Z jest domknięte nieprzywie-









Dowód. Przypuśćmy, że istnieją takie odwzorowania h1, h2 : X → Y , że
h1(x) 6= h2(x)
dla pewnego x ∈ X. Wówczas istnieje taki zbiór domknięto-otwarty V ⊆ Y ,
że h1(x) ∈ V oraz h2(x) ∈ Y \ V. Skoro odwzorowanie g jest domknięte
nieprzywiedlne, to
U = (Z \ g(Y \ V )) ∪ (Z \ g(V ))
jest zbiorem otwartym na mocy lematu 5.3. Zbiór U jest gęsty. Istotnie, na
mocy lematu 5.10 otrzymujemy
clU = cl(Z \ g(Y \ V )) ∪ cl(Z \ g(V )) = cl g(V ) ∪ cl g(Y \ V ) ⊇
⊇ g(V ) ∪ g(Y \ V ) = g(Y ) = Z.
72
Ze szkieletowości odwzorowania f otrzymujemy, że zbiór f−1(U) jest otwarty
i gęsty w przestrzeni X (patrz lemat 5.9). Załóżmy, że
x ∈ cl f−1(Z \ g(Y \ V )).
Zauważmy, że
cl f−1(Z \ g(Y \ V )) = clh−12 (g−1(Z \ g(Y \ V ))) ⊆ clh−12 (V ) = h−12 (V ),
ponieważ g−1(g#(V )) ⊆ V . Zatem
h2(x) ∈ V,
co daje sprzeczność. W podobny sposób uzyskujemy sprzeczność, jeśli x ∈
cl f−1(Z \ g(V )).
Lemat 5.12. Niech przestrzeń X ma liczbę Suslina równą κ oraz niech zbiór
F ⊆ X będzie regularnie domknięty. Wówczas przestrzeń F z topologią dzie-
dziczoną z przestrzeni X ma liczbę Suslina mniejszą bądź równą κ.
Dowód. Niech przestrzeń X ma liczbę Suslina równą κ oraz niech zbiór F ⊆
X będzie regularnie domknięty. Przypuśćmy, że istnieje rodzina R zbiorów
otwartych w przestrzeni F niepustych parami rozłącznych mocy większej niż
κ. Ustalmy zbiór U ∈ R. Wówczas U = U ′ ∩ F dla pewnego zbioru U ′
otwartego w przestrzeni X. Wówczas U ∩ intF = U ′ ∩ intF . Zbiór U ∩ intF
jest niepustym zbiorem otwartym, bo gdyby był on pusty, to
∅ = U ′ ∩ cl intF = U ′ ∩ F,
co daje sprzeczność. Wobec tego
{U ∩ intF : U ∈ R}
byłaby rodziną zbiorów otwartych w przestrzeni X niepustych parami roz-
łącznych mocy większej niż κ.
Lemat 5.13. Przestrzenie koabsolutne mają równe liczby Suslina.
Dowód. Niech X będzie przestrzenią zwartą Hausdorffa oraz niech Z bę-
dzie przestrzenią Gleasona nad przestrzenią X. Ustalmy przestrzeń zwartą
Hausdorffa Y koabsolutną z przestrzenią X. Niech g : Z → X, f : Z → Y
będą odwzorowaniami nieprzywiedlnymi. Załóżmy, że RX jest rodziną pod-
zbiorów otwartych niepustych parami rozłącznych przestrzeni X mocy c(X).
Wówczas rodzina
RZ = {g−1(V ) : V ∈ RX}
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jest złożona z podzbiorów otwartych niepustych przestrzeni Z. Na mocy le-
matów 5.3 oraz 5.4 rodzina
RY = {f#(g−1(V )) : V ∈ RX}
jest złożona z podzbiorów otwartych niepustych parami rozłącznych prze-
strzeni Y .
Skorzystamy z twierdzenia Gleasona, które teraz przytoczymy (patrz np.
[6, Twierdzenie 2.4.2]).
Twierdzenie 5.6 (Gleason’a). Niech przestrzenie X, Y, Z będą zwarte Haus-
dorffa oraz niech przestrzeń Z będzie ekstremalnie niespójna. Wówczas dla
dowolnego odwzorowania g : Z → Y i dowolnej surjekcji f : X → Y istnieje










Lemat 5.14 ([6, Twierdzenie 2.4.4]). Niech X, Y będą przestrzeniami zwar-
tymi Hausdorffa. Jeśli odwzorowanie f : X → Y jest nieprzywiedlne, to prze-
strzenie X oraz Y są koabsolutne.
Lemat 5.15. Niech X, Y będą przestrzeniami zwartymi Hausdorffa oraz
niech f : X → Y będzie odwzorowaniem nieprzywiedlnym. Wówczas obraz
dowolnego zbioru domkniętego nigdziegęstego jest zbiorem nigdziegęstym.
Dowód. Niech f : X → Y będzie odwzorowaniem nieprzywiedlnym pomiędzy
przestrzeniami zwartymi Hausdorffa. Ustalmy zbiór domknięty nigdziegęsty
A ⊆ X oraz zbiór otwarty niepusty U ⊆ Y . Istnieje więc taki zbiór otwarty
V ⊆ f−1(U), że V ∩ A = ∅. Korzystając z nieprzywiedlności odwzorowania











oraz W ∩ f(A) = ∅, co kończy dowód nigdziegęstości zbioru f(A).
Kolejny lemat jest dobrze znany, ale autorka nie znalazła tego faktu w
literaturze. Dla pełności podajemy więc dowód.
74
Lemat 5.16. Niech X, Y będą przestrzeniami zwartymi Hausdorffa. Jeśli
odwzorowanie f : X → Y jest szkieletowe, pX oraz pY są odpowiednio prze-
strzeniami Gleasona nad przestrzeniami X i Y , to odwzorowanie p(f) : pX →
pY wyznaczone przez odwzorowanie f jest otwarte.
Dowód. Niech X, Y będą przestrzeniami zwartymi Hausdorffa oraz niech od-
wzorowanie f : X → Y będzie szkieletowe. Z twierdzenia 5.2 wiemy, że ist-
nieją przestrzenie Gleasona pX, pY odpowiednio nad przestrzeniami X i Y











Skoro pX jest ekstremalnie niespójna, to korzystając z twierdzenia Gleasona
5.6 dla odwzorowań f ◦ pX oraz pY istnieje takie odwzorowanie p(f) : pX →











komutuje. Odwzorowanie p(f) jest surjekcją, bo pY jest nieprzywiedlne oraz
f ◦pX = pY ◦p(f). Pokażemy, że odwzorowanie p(f) jest szkieletowe. Ustalmy










jest zbiorem domkniętym nigdziegęstym. Zatem jego podzbiór (p(f))−1(A)
jest nigdziegęsty. Na mocy wniosku 5.2 wnosimy, że odwzorowanie p(f) jest
szkieletowe.
Niech U ⊆ pX będzie zbiorem domknięto-otwartym. Na mocy lematu 5.8
otrzymujemy
p(f)(U) = cl int p(f)(U).
Z uzyskanej równości wnioskujemy, że zbiór p(f)(U) jest otwarty w prze-
strzeni ekstremalnie niespójnej pY .
Lemat 5.17. Niech X, Y będą przestrzeniami zwartymi Hausdorffa. Dla do-











gdzie p(f) : pX → pY jest odwzorowaniem wyznaczonym przez odwzorowanie
f .
Dowód. Niech rodzina B będzie π-bazą odwzorowania f : X → Y . Pokażemy,
że rodzina
{p−1X (U) : U ∈ B}
jest π-bazą odwzorowania p(f) : pX → pY . Ustalmy dowolny otwarty nie-
pusty zbiór W ⊆ pX. Z lematu 5.3 wiemy, że p#X(W ) jest także zbiorem
otwartym niepustym. Istnieje więc taki zbiór U ∈ B oraz taki zbiór otwarty
niepusty V ⊆ Y , że




X(W )) ⊆ W.
Wówczas
p−1X (U)∩ (p(f))−1(p−1Y (V )) ⊆ p−1X (U)∩p−1X (f−1(V )) = p−1X (U ∩p−1(V )) ⊆ W,
co należało wykazać.
Twierdzenie 5.7. Przestrzenie szkieletowo Dugundji’ego mają przeliczalną
liczbę Suslina.
Dowód. Przestrzeń szkieletowo Dugundji’ego jest przestrzenią szkieletowo ge-
nerowaną [21, Corollary 3.4]. Na mocy [19, Theorem 13] w przestrzeniach
szkieletowo generowanych gracz I ma strategię wygrywającą w grze otwarto-
otwartej G(X). Na mocy twierdzenia [9, Theorem 1.1.(ii)] przestrzeń szkiele-
towo generowana ma więc przeliczalną liczbę Suslina.
W dowodzie kolejnego lematu wykorzystamy następujący fakt:
Lemat 5.18. Jeśli w systemie odwrotnym {Zn, hn+1n , ω} każde z odwzorowań
łączących hn+1n ma wagę przeliczalną, to rzutowanie h z granicy tego systemu
odwrotnego na przestrzeń Z0 także ma wagę przeliczalną.
Dowód. Istotnie, niech Bn+1n oznacza przeliczalną bazę odwzorowania hn+1n
dla n ∈ ω. Połóżmy
Z = lim←−{Zn, h
n+1
n , ω}.
Przez hn oznaczmy rzutowania z przestrzeni Z na przestrzeń Zn dla n ∈ ω.
Pokażemy, że rodzina B′, będąca domknięciem rodziny
{h−1n (Un) : Un ∈ Bnn−1, n > 0}
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na skończone przekroje, jest bazą odwzorowania h. Ustalmy dowolny niepusty
zbiór otwarty U ⊆ Z oraz punkt x ∈ U . Wówczas istnieje taki indeks i ∈ ω
oraz taki zbiór otwarty U ′i ⊆ Zi, że
x ∈ h−1i (U ′i) ⊆ U.
Jeśli i = 0, to dowód jest skończony. Jeśli i > 0, to istnieje taki zbiór Ui ∈ Bii−1
oraz taki zbiór Vi−1 otwarty w przestrzeni Zi−1, że
hi(x) ∈ (hii−1)−1(Vi−1) ∩ Ui ⊆ U ′i .
Stąd
x ∈ (hi)−1(hi(x)) ⊆ (hi−1)−1(Vi−1) ∩ (hi)−1(Ui) ⊆ (hi)−1(U ′i).
Jeśli i = 1, to dowód jest skończony. Jeśli i > 1, to wówczas ponieważ
hi−1(x) ∈ Vi−1, to istnieje taki zbiór Ui−1 ∈ Bi−1i−2 oraz taki zbiór Vi−2 otwarty
w przestrzeni Zi−2, że
hi−1(x) ∈ (hi−1i−2)−1(Vi−2) ∩ Ui−1 ⊆ Vi−1.
Stąd
x ∈ (hi−1)−1(hi−1(x)) ∩ (hi)−1(Ui) ⊆
⊆ (hi−2)−1(Vi−2)∩(hi−1)−1(Ui−1)∩(hi)−1(Ui) ⊆ (hi−1)−1(Vi−1)∩(hi)−1(Ui).
Postępując indukcyjnie otrzymujemy
x ∈ h−1(V ) ∩ (h1)−1(U1) ∩ . . . ∩ (hi−1)−1(Ui−1) ∩ (hi)−1(Ui) ⊆ U
dla pewnych zbiorów Uj ∈ Bjj−1 dla 0 < j ¬ i oraz pewnego zbioru otwartego
V ⊆ Z0, co kończy dowód.
Lemat 5.19. Załóżmy, że Y jest przestrzenią zwartą Hausdorffa zerowymia-
rową z własnością Suslina, zbiory F0, F1 ⊆ Y są regularnie domknięte oraz
F0 ∪ F1 = Y. Niech p oznacza zacieśnienie rzutowania, tzn.
p(x, i) = x
dla (x, i) ∈ (F0 × {0}) ∪ (F1 × {1}) = F0 ⊕ F1. Wówczas istnieje taka prze-
strzeń zwarta Hausdorffa zerowymiarowa Z, takie odwzorowanie nieprzywie-
dlne g : F0 ⊕ F1 → Z oraz taka otwarta surjekcja h : Z → Y o wadze przeli-











Dowód. Niech przestrzeń Y spełnia założenia lematu oraz niech F0, F1 ⊆ Y
będą takimi zbiorami regularnie otwartymi, że F0∪F1 = Y . Rozważmy mak-
symalną rodzinę Pi zbiorów domknięto-otwartych niepustych parami rozłącz-
nych w przestrzeni Y zawartych w zbiorze X \F1−i dla i ∈ {0, 1} oraz maksy-
malną rodzinę P2 zbiorów domknięto-otwartych niepustych parami rozłącz-
nych w przestrzeni Y zawartych w zbiorze int(F0∩F1). Połóżmy Ai = Pi∪P2
dla i ∈ {0, 1}. Wówczas Ai jest maksymalną rodziną zbiorów domknięto-
otwartych niepustych parami rozłącznych zawartych w intFi dla i ∈ {0, 1}
oraz każdy zbiór z rodziny Ai jest zawarty lub rozłączny ze zbiorem intF1−i.
Zdefiniujmy rodzinę
A = {U × {0} : U ∈ A0} ∪ {U × {1} : U ∈ A1}.
Ponieważ przestrzeń Y ma własność Suslina to rodzina A jest przeliczalna,
połóżmy więc A = {Un : n ∈ ω}. Niech χUn : F0⊕F1 → {0, 1} będzie funkcją
charakterystyczną zbioru Un.








Zn+1 = gn+1(F0 ⊕ F1)
dla n ∈ ω. Załóżmy, że zdefiniowaliśmy już przestrzenie zwarte Hausdorffa
















p(F0 ⊕ F1 \ (U0 ∪ . . . ∪ Un)), χU0(F0 ⊕ F1 \ (U0 ∪ . . . ∪ Un)), . . .





p(U0), χU0(U0), . . . , χUn(U0)
)
∪ . . . ∪
(
p(Un), χU0(Un), . . . , χUn(Un)
)
.
Zbiory p(Un), p(F0 ⊕ F1 \ (U0 ∪ . . . ∪ Un)) są otwarte dla dowolnego n ∈ ω.
Odwzorowanie gn+1 jest ciągłe. Przestrzeń F0 ⊕ F1 jest zwarta. Zatem prze-
strzeń Zn+1 jest zwarta dla n ∈ ω. Przestrzenie gn(F0 ⊕ F1 \ Un), gn(Un)
są podprzestrzeniami przestrzeni Hausdorffa Zn, zatem przestrzeń Zn+1 jest
także przestrzenią Hausdorffa. Przestrzenie gn(F0 ⊕ F1 \ Un), gn(Un) są pod-
przestrzeniami przestrzeni zerowymiarowej Zn. Zatem przestrzeń Zn+1 jest
także przestrzenią zerowymiarową. Odwzorowanie łączące hn+1n : Zn+1 → Zn
określmy wzorem:
hn+1n (a, i) = a
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dla (a, i) ∈ Zn+1. Odwzorowania hn+1n są otwartymi surjekcjami dla każdego
n ∈ ω. Bazą odwzorowania hn+1n jest rodzina
Bn+1n =
{(
p(F0 ⊕ F1 \ (U0 ∪ . . . ∪ Un)), χU0(F0 ⊕ F1 \ (U0 ∪ . . . ∪ Un)), . . .




p(Un), χU0(Un), . . . , χUn(Un)
)}
.
Niech przestrzeń Z będzie granicą systemu odwrotnego {Zn, hn+1n , ω} oraz
niech odwzorowanie h : Z → Z0 będzie rzutowaniem z granicy Z na prze-
strzeń Z0. Odwzorowanie g : F0 ⊕ F1 → Z jest określone następującym wzo-
rem:
g(x, i) = {gn(x, i)}n∈ω



















komutuje. Przestrzeń Z jest przestrzenią zwartą Hausdorffa zerowymiarową
niepustą, jako granica przestrzeni topologicznych o tych własnościach. Po-
nieważ przestrzenie Zn są zwarte, a odwzorowania hn+1n są surjekcjami, to
każde z rzutowań hn : Z → Zn jest surjekcją. Odwzorowania hn są otwarte
na mocy lematu 3.3. Odwzorowanie h ma bazę przeliczalną na mocy lematu
5.18.
Ponieważ F0⊕F1 jest przestrzenią zwartą, przestrzenie Zn są przestrzenia-
mi Hausdorffa oraz odwzorowania gn są surjekcjami dla n ∈ ω, to odwzorowa-
nie g jest surjekcją. Wykażemy teraz, że odwzorowanie g jest nieprzywiedlne.
Ustalmy zbiór domknięty F ( F0 ⊕ F1. Wówczas istnieje zbiór otwarty nie-
pusty U × {i} ⊆ F0 ⊕ F1 \ F . Istnieje więc taki zbiór otwarty V ⊆ Y oraz
taki zbiór Un ∈ A, że
Un ∩ p−1(V ) ⊆ U × {i}.
Ustalmy punkt (x, i) ∈ Un ∩ p−1(V ). Wykażemy, że
g−1(g(x, i)) ⊆ Un ∩ p−1(V ) ⊆ F0 ⊕ F1 \ F.
W tym celu ustalmy punkt (y, j) ∈ g−1(g(x, i)). Wówczas g(y, j) = g(x, i),
zatem p(y, j) = p(x, i) oraz χn(y, j) = χn(x, i), co oznacza, że (y, j) ∈ p−1(V )
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oraz (y, j) ∈ Un. Wobec tego
g−1(g(x, i)) ∩ F = ∅.
Stąd
g(x, i) /∈ g(F ),
co należało wykazać.
Lemat 5.20. Niech f : X → Y będzie odwzorowaniem szkieletowym oraz
niech U będzie zbiorem domknięto-otwartym w przestrzeni X. Odwzorowanie
g : X → g(X) dane wzorem
g(x) = (f(x), χU(x)),
dla x ∈ X, gdzie χU jest funkcją charakterystyczną zbioru U , jest szkieletowe.
Dowód. Niech będą spełnione założenia lematu. Sprawdźmy najpierw, że od-
wzorowanie g jest ciągłe. Zauważmy, że
g(X) = (f(X \ U)× {0}) ∪ (f(U)× {1})
Ustalmy dowolny zbiór V otwarty w przestrzeni f(X\U). Zbiór V jest postaci
V = V ′ ∩ f(X \ U), gdzie V ′ jest pewnym zbiorem otwartym w przestrzeni
Y . Wówczas zbiór
g−1(V × {0}) = f−1(V ′) ∩ f−1(f(X \ U)) ∩ (X \ U) = f−1(V ′) ∩ (X \ U)
jest otwarty w przestrzeni X. Analogicznie dowodzimy otwartości zbioru
g−1(V × {1}) dla dowolnego zbioru V otwartego w przestrzeni f(U).
Aby wykazać że g jest odwzorowaniem szkieletowym ustalmy dowolny
otwarty niepusty zbiór V ⊆ X. Wówczas
g(V ) = g(V ∩ U) ∪ g(V \ U) = (f(V ∩ U)× {1}) ∪ (f(V \ U)× {0})
oraz
int cl g(V ) ⊇ int cl f(V ∩ U)× {1} 6= ∅.
Zatem odwzorowanie g jest szkieletowe.
Lemat 5.21. Niech Y będzie przestrzenią regularną oraz niech odwzorowanie
k : Y → k(Y ) będzie nieprzywiedlne. Jeśli F ⊆ Y jest zbiorem regularnie
domkniętym, to zacieśnienie odwzorowania k do zbioru F
k  F : F → k(F )
jest odwzorowaniem nieprzywiedlnym.
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Dowód. Niech będą spełnione założenia lematu. Przypuśćmy, że istnieje taki
zbiór domknięty H ( F , że k(F ) = k(H). Z regularności przestrzeni Y zbiór
H możemy powiększyć do zbioru regularnie domkniętego H1 o tej własności,
że
k(H1) = k(F ) oraz H ⊆ H1 ( F.
Istotnie, ustalmy punkt x ∈ F \ H. Wówczas istnieje taki zbiór otwarty U ,
że
x ∈ U ⊆ clU ⊆ Y \H.
Ponieważ H ⊆ F , to otrzymujemy
H ⊆ F \ clU ( F.
Dla dowolnego zbioru G oraz dowolnego zbioru otwartego W mamy
clG ∩W ⊆ cl(G ∩W ).
Istotnie, ustalmy dowolny punkt x ∈ clG ∩W . Wówczas dowolne otoczenie
Ux punktu x przecina zbiór G∩W , zatem x ∈ cl(G∩W ). Zauważmy zatem,
że
F ∩ (Y \ clU) = (cl intF ) ∩ (Y \ clU) ⊆
⊆ cl(intF ∩ (Y \ clU)) = cl int(F ∩ (Y \ clU)).
Połóżmy
H1 = cl int(F ∩ (Y \ clU)).
Zbiór H1 jest rozłączny ze zbiorem U oraz różny od zbioru F , bo x ∈ F \H1.
Skoro zbiór F jest regularnie domknięty oraz H1 ( F , to zbiór
V = (intF ) \H1
jest niepusty. Wtedy, ponieważ V ⊆ F , mamy
k(Y \ V ) = k
(
(Y \ F ) ∪ (F \ V )
)
= k(Y \ F ) ∪ k(F \ V ).
Zauważmy, że
k(F \ V ) = k(F \ (intF \H1)) = k(F \ intF ) ∪ k(H1) =
= k(F \ intF ) ∪ k(F ) = k(F ).
Wobec tego
k(Y \ V ) = k(Y ),
co przeczy nieprzywiedlności odwzorowania k.
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Lemat 5.22. Niech X, Y będą przestrzeniami zwartymi Hausdorffa zerowy-
miarowymi oraz niech F0, F1 ⊆ Y będą takimi zbiorami regularnie domknię-
tymi, że F0 ∪ F1 = Y. Jeśli k : Y → X jest odwzorowaniem nieprzywiedlnym
oraz odwzorowanie p : F0 ⊕ F1 → Y jest zacieśnieniem rzutowania, tzn.
p(x, i) = x,
dla (x, i) ∈ (F0×{0})∪(F1×{1}) = F0⊕F1, to odwzorowanie k1 : F0⊕F1 →






dla (x, i) ∈ F0⊕F1, jest nieprzywiedlne a odwzorowanie p1 : k(F0)⊕k(F1)→
X określone wzorem
p1(x, i) = x,
dla (x, i) ∈ (k(F0) × {0}) ∪ (k(F1) × {1}) = k(F0) ⊕ k(F1), jest szkieletowe
oraz
k ◦ p = p1 ◦ k1,
tzn. następujący diagram:









Dowód. Niech będą spełnione założenia lematu. Odwzorowanie p jest szkiele-
towe. Złożenie odwzorowania domkniętego szkieletowego p z odwzorowaniem
domkniętym nieprzywiedlnym k jest odwzorowaniem szkieletowym na mocy
wniosku 5.1 oraz lematu 5.7. Odwzorowanie k1 jest surjekcją, więc na mocy
lematu 3.2 odwzorowanie p1 jest szkieletowe.
Zacieśnienie odwzorowania nieprzywiedlnego k do zbioru regularnie do-
mkniętego F jest odwzorowaniem nieprzywiedlnym, więc odwzorowanie k1
jest nieprzywiedlne. Istotnie, przypuśćmy, że istnieje taki zbiór domknięty
F ( F0⊕F1, że k1(F ) = k(F0)⊕k(F1). Istnieje wówczas taki indeks i ∈ {0, 1},
że F ∩ Fi ( Fi oraz
k1(F ∩ Fi, i) =
(
k(F ∩ Fi), i
)
= (k(Fi), i),
co jest sprzeczne z lematem 5.21.
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Kolejny lemat jest kluczowy w dowodzie twierdzenia o koabsolutności
przestrzeni szkieletowo Dugudji’ego z przestrzenią zerowymiarową Dugun-
dji’ego. Idea dowodu poniższego lematu jest zaczerpnięta z prac [29] oraz
[18].
Lemat 5.23 ([18, Theorem 3] oraz [29, Lemma 1]). Niech f : X → Y będzie
odwzorowaniem szkieletowym o π-wadze przeliczalnej pomiędzy przestrzenia-
mi zwartymi Hausdorffa zerowymiarowymi X, Y oraz niech przestrzeń Y ma
własność Suslina. Wtedy istnieje taka przestrzeń zwarta Hausdorffa zerowy-
miarowa Z, taka otwarta surjekcja h : Z → Y o wadze przeliczalnej oraz takie










Dowód. Niech rodzina R będzie przeliczalną π-bazą odwzorowania szkie-
letowego f : X → Y złożoną ze zbiorów domknięto-otwartych, gdzie X, Y
są przestrzeniami zwartymi Hausdorffa zerowymiarowymi oraz przestrzeń Y
spełnia warunek Suslina. Niech
R = {Un : n ∈ ω}.
Indukcyjnie zdefiniujemy system odwrotny S = {Tn, kn+1n , n ∈ ω} oraz
rodzinę odwzorowań {gn : X → Tn|n ∈ ω}. Połóżmy







dla x ∈ X, gdzie χU0 jest funkcją charakterystyczną zbioru U0. Niech T1 =
g1(X). Na mocy lematu 5.20 odwzorowanie g1 jest szkieletowe. Zatem zbio-
ry g1(X \ U1), g1(U1) są regularnie domknięte w przestrzeni T1. Ponieważ
odwzorowanie g1 jest surjekcją, to g1(X \ U1) ∪ g1(U1) = T1. Zauważmy, że
T1 =
(






= g0(X \ U0)⊕ g0(U0).
Przestrzeń T1 jest zwarta. Przestrzenie g0(X \ U0), g0(U0) są Hausdorffa, ja-
ko podprzestrzenie przestrzeni Hausdorffa. Zatem przestrzeń T1 jest także
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przestrzenią Hausdorffa. Przestrzenie g0(X \ U1), g0(U1) są zerowymiarowe,
jako podprzestrzenie przestrzeni zerowymiarowych. Zatem przestrzeń T1 jest
także przestrzenią zerowymiarową. Na mocy lematu 5.8 zbiory g0(X \ U1),
g0(U1) są regularnie domknięte w przestrzeni Y oraz na mocy lematu 5.12
mają przeliczalną liczbę Suslina. Wówczas przestrzeń T1 ma przeliczalną licz-
bę Suslina. Dla dowodu nie wprost przypuśćmy, że istnieje rodzina nieprzeli-
czalna R zbiorów otwartych w przestrzeni T1 niepustych parami rozłącznych.
Wówczas rodziny
R1 = {U ∩ g0(X \ U1) : U ∈ R} oraz R2 = {U ∩ g0(U1) : U ∈ R}
są przeliczalne oraz rodzina
R = {(U ∩ g0(X \ U1)) ∪ (U ∩ g0(U1)) : U ∈ R}
jest przeliczalna, co daje sprzeczność. Odwzorowanie k10 : T1 → T0 określone
wzorem
k10(x, i) = x






dla x ∈ X, gdzie χUj jest funkcją charakterystyczną zbioru Uj oraz Tj =
gj(X) jest przestrzenią zwartą Hausdorffa zerowymiarową dla 0 < j ¬ n.
Odwzorowania gj są szkieletowe. Zatem zbiory gj(X\Uj), gj(Uj) są regularnie
domknięte w przestrzeni Tj. Ponieważ odwzorowania gj są surjekcjami, to
gj(X \ Uj) ∪ gj(Uj) = Tj.
Odwzorowania kjj−1 : Tj → Tj−1 określone wzorem
kjj−1(x, i) = x
dla (x, i) ∈ Tj są surjekcjami dla 0 < j ¬ n. Określmy odwzorowanie















= gn(X \ Un)⊕ gn(Un).
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Przestrzeń Tn+1 jest zwarta. Przestrzenie gn(X \ Un), gn(Un) są Hausdorf-
fa, jako podprzestrzenie przestrzeni Hausdorffa Tn. Zatem przestrzeń Tn+1
jest także przestrzenią Hausdorffa. Przestrzenie gn(X \ Un), gn(Un) są ze-
rowymiarowe, jako podprzestrzenie przestrzeni zerowymiarowej Tn. Zatem
przestrzeń Tn+1 jest także przestrzenią zerowymiarową. Na mocy lematu 5.8
zbiory gn(X \ Un), gn(Un) są regularnie domknięte w przestrzeni Tn oraz na
mocy lematu 5.12 mają przeliczalną liczbę Suslina. Wówczas przestrzeń Tn+1
ma przeliczalną liczbę Suslina. Ponieważ odwzorowanie gn+1 jest surjekcją,
to
gn+1(X \ Un+1) ∪ gn+1(Un+1) = Tn+1.
Odwzorowanie kn+1n : Tn+1 → Tn określone wzorem
kn+1n (x, i) = x
dla (x, i) ∈ Tn+1 jest surjekcją. Granicę systemu odwrotnego S oznaczmy
przez T . Przestrzeń T jest Hausdorffa, jako granica systemu odwrotnego
przestrzeni Hausdorffa.
Niech g : X → T oznacza odwzorowanie indukowane przez rodzinę od-
wzorowań {gn : X → Tn|n ∈ ω}. Wykażemy, że g jest odwzorowaniem nie-
przywiedlnym. Ustalmy dowolny zbiór domknięty F ( X. Ponieważ rodzina
R jest π-bazą odwzorowania f , to istnieje taki indeks n ∈ ω oraz taki zbiór
otwarty V ⊆ Y , że
f−1(V ) ∩ Un ⊆ U = X \ F.
Ustalmy x ∈ f−1(V ) ∩ Un. Twierdzimy, że
g−1(g(x)) ⊆ f−1(V ) ∩ Un ⊆ U.
Istotnie, jeśli y ∈ g−1(g(x)), to g(y) = g(x). Wtedy
f(y) = f(x) oraz χUn(y) = χUn(x).
Stąd
y ∈ f−1(V ) oraz y ∈ Un.
Wobec tego
F ∩ g−1(g(x)) = ∅.
Zatem
g(F ) ∩ g(x) = ∅.
Stąd g(F ) 6= T . Ponieważ X jest przestrzenią zwartą, przestrzenie Tn są
przestrzeniami Hausdorffa oraz odwzorowania gn są surjekcjami dla n ∈ ω,
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Zbudujemy teraz system odwrotny S1 = {Zn, hn+1n , n ∈ ω}. Równocze-
śnie będziemy budowali odwzorowania nieprzywiedlne pn : Tn → Zn, w ten













































Dla odwzorowania k10 : g0(X\U0)⊕g0(U0)→ Y , na mocy lematu 5.19, istnieje
taka przestrzeń zwarta Hausdorffa zerowymiarowa Z1, takie odwzorowanie
nieprzywiedlne p1 : T1 → Z1 oraz taka otwarta surjekcja h10 : Z1 → Y o wadze
przeliczalnej, że k10 = h
1














komutuje. Zauważmy, że na mocy lematów 5.14 oraz 5.13 przestrzeń Z1 ma
przeliczalną liczbę Suslina, ponieważ przestrzeń T1 ma przeliczalną liczbę
Suslina a p1 jest odwzorowaniem nieprzywiedlnym. Połóżmy
Y2 = p1(g1(X \ U1))⊕ p1(g1(U1)).
Na mocy lematu 5.22 istnieje takie odwzorowanie nieprzywiedlne p′1 : T2 → Y2











komutuje. Odwzorowanie p1 ◦ g1 jest szkieletowe, z lematu 5.7. Wobec tego
zbiory p1(g1(X \ U1)), p1(g1(U1)) są regularnie domknięte w przestrzeni Z1
oraz
p1(g1(X \ U1)) ∪ p1(g1(U1)) = Z1,
ponieważ odwzorowania p1, g1 są surjekcjami. Na mocy lematu 5.19 dla od-
wzorowania s21 : Y2 → Z1 istnieje taka przestrzeń zwarta Hausdorffa zero-
wymiarowa Z2, takie odwzorowanie nieprzywiedlne t1 : Y2 → Z2 oraz taka
















komutuje. Niech odwzorowanie p2 : T2 → Z2 będzie złożeniem odwzorowań
t1 oraz p′1. Odwzorowanie p2 jest nieprzywiedlne. Zauważmy, że na mocy
lematów 5.14 oraz 5.13 przestrzeń Z2 ma przeliczalną liczbę Suslina, ponieważ
przestrzeń T2 ma przeliczalną liczbę Suslina.
Załóżmy, że zbudowaliśmy już przestrzenie Zj zwarte Hausdorffa zero-
wymiarowe o przeliczalnej liczbie Suslina dla j ¬ n, przestrzenie Yj dla
1 < j ¬ n oraz odwzorowania nieprzywiedlne pj : Tj → Zj dla 0 < j ¬ n.
Połóżmy
Yn+1 = pn(gn(X \ Un))⊕ pn(gn(Un)).
Na mocy lematu 5.22 istnieje takie odwzorowanie nieprzywiedlne p′n : Tn+1 →
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komutuje. Odwzorowanie pn ◦ gn jest szkieletowe, z lematu 5.7. Wobec tego
zbiory pn(gn(X \ Un)), pn(gn(Un)) są regularnie domknięte w przestrzeni Zn
oraz
pn(gn(X \ Un)) ∪ pn(gn(Un)) = Zn,
ponieważ odwzorowania pn, gn są surjekcjami. Na mocy lematu 5.19 dla od-
wzorowania sn+1n : Yn+1 → Zn istnieje taka przestrzeń zwarta Hausdorffa zero-
wymiarowa Zn+1, takie odwzorowanie nieprzywiedlne tn : Yn+1 → Zn+1 oraz
















komutuje. Niech odwzorowanie pn+1 : Tn+1 → Zn+1 będzie złożeniem odwzo-
rowań tn oraz p′n. Odwzorowanie pn+1 jest nieprzywiedlne. Zauważmy, że na
mocy lematów 5.14 oraz 5.13 przestrzeń Zn+1 ma przeliczalną liczbę Suslina,
ponieważ przestrzeń Tn+1 ma przeliczalną liczbę Suslina.
Niech Z będzie granicą systemu odwrotnego S1, niech p : T → Y będzie
odwzorowaniem indukowanym przez rodzinę odwzorowań {pn : n > 0} oraz
niech odwzorowanie h : Z → Y oznacza rzutowanie h0 z granicy systemu
odwrotnego na przestrzeń Y . Przestrzeń Z jest zwarta Hausdorffa zerowy-
miarowa jako granica systemu odwrotnego przestrzeni zwartych Hausdorffa
zerowymiarowych. Odwzorowanie h jest surjekcją, ponieważ każde z odwzo-
rowań hn+1n jest surjekcją. Ponieważ każde z odwzorowań h
n+1
n jest otwarte,
to z lematu 3.3 wnosimy, że odwzorowanie h jest otwarte. Na mocy lematu
5.18 waga odwzorowania h jest przeliczalna, bo waga każdego odwzorowania
hn+1n jest przeliczalna. Odwzorowanie p jest nieprzywiedlne na mocy lematu
5.6. Wówczas odwzorowanie p ◦ g jest także nieprzywiedlne.
Po udowodnieniu wszystkich niezbędnych lematów przechodzimy teraz
do dowodu twierdzenia 5.5.
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Dowód twierdzenia 5.5. Niech X będzie granicą systemu odwrotnego
{Xα, qβα, α < β < τ},
spełniającego warunki definicji przestrzeni szkieletowo Dugundji’ego. Niech
pX0 będzie przestrzenią Gleasona nad przestrzenią X0 oraz niech π0 : pX0 →
X0 będzie odwzorowaniem nieprzywiedlnym. Niech B ⊆ coZ(X0) będzie bazą
przeliczalną przestrzeni X0. Wówczas, na mocy lematu 5.5, rodzina
A = {cl π−10 (U) : U ∈ B}
jest π-bazą przeliczalną przestrzeni pX0 złożoną ze zbiorów domknięto-otwar-
tych. Istnieje wówczas taka rodzina P ⊆ CO(pX0) zamknięta na skończone
przekroje i dopełnienia, żeA ⊆ P . Wobec tego rodzina P spełnia warunek (∗)
lematu 3.8. Stąd przestrzeń Y0 = pX0/P jest metryzowalna. Odwzorowanie
φ0 : pX0 → Y0 jest ciągłą surjekcją. Przestrzeń Y0 jest więc zwarta. Ponieważ
φ0 jest odwzorowaniem z przestrzeni zwartej na przestrzeń Hausdorffa, to
odwzorowanie φ0 jest domknięte. Wobec tego rodzina{
φ0(U) : U ∈ P
}
jest bazą przestrzeni Y0 złożoną ze zbiorów domknięto-otwartych. Sprawdzi-
my, że odwzorowanie φ0 jest nieprzywiedlne. Przypuśćmy, że istnieje taki
zbiór domknięty F ( pX0, że φ0(F ) = Y0. Wówczas, ponieważ pX0 \ F jest
zbiorem otwartym niepustym, to istnieje taki zbiór U ∈ P , że U ⊆ pX0 \ F.
Stąd φ0(pX0 \ U) = Y0. Wobec równości
∅ = φ0(U ∩ (pX0 \ U)) = φ0(U) ∩ φ0(pX0 \ U),
otrzymujemy sprzeczność. Odwzorowanie φ0 jest więc nieprzywiedlne.
Załóżmy, że:
(1) Yδ są przestrzeniami zwartymi Hausdorffa zerowymiarowymi o przeli-
czalnej liczbie Suslina dla δ < γ,
(2) odwzorowania pδ
′
δ są otwartymi surjekcjami dla δ < δ
′ < γ,
(3) odwzorowania pδ+1δ mają przeliczalne wagi dla δ < γ,
(4) system odwrotny {Yδ, pδ
′
δ , δ < δ
′ < γ} jest ciągły,





δ ) są wyznaczone przez odwzorowania q
δ′
δ dla δ <
δ′ < γ,
(7) odwzorowania πδ : pXδ → Xδ oraz φδ : pXδ → Yδ są nieprzywiedlne dla
δ < γ.
Niech γ = α+1 dla pewnej liczby porządkowej α. Przez pXα+1 oznaczmy
przestrzeń Gleasona nad przestrzenią Xα+1 oraz niech πα+1 : pXα+1 → Xα+1
oznacza odwzorowanie nieprzywiedlne. Na mocy lematów 5.16 oraz 5.17 od-
wzorowanie szkieletowe qα+1α : Xα+1 → Xα o wadze przeliczalnej wyznacza












p(qα+1β ) = p(q
α
β ) ◦ p(qα+1α )
jest wyznaczone przez odwzorowanie qα+1β = q
α
β ◦ qα+1α dla β < α. Złożenie
odwzorowań φα ◦ p(qα+1α ) jest odwzorowaniem szkieletowym na mocy wnio-
sku 5.1. Odwzorowanie φα ◦ p(qα+1α ) ma przeliczalną π-wagę. Istotnie, niech
rodzina B będzie π-bazą odwzorowania p(qα+1α ). Sprawdzimy, że jest ona też
π-bazą odwzorowania φα ◦ p(qα+1α ). Ustalmy dowolny niepusty zbiór otwar-
ty U ′ ⊆ pXα+1. Wówczas istnieje taki zbiór U ∈ B oraz taki zbiór otwarty
niepusty V ⊆ pXα, że
∅ 6= U ∩ (p(qα+1α ))−1(V ) ⊆ U ′.
Z lematu 5.5 i otwartości odwzorowania p(qα+1α ) wnosimy, że istnieje taki
zbiór otwarty niepusty W ⊆ Yα, że
φ−1α (W ) ⊆ p(qα+1α )(U) ∩ V.
Przypuśćmy, że
U ∩ (p(qα+1α ))−1(φ−1α (W )) = ∅.
Wówczas
p(qα+1α )(U) ∩ φ−1α (W ) = ∅,
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co daje sprzeczność. Wobec tego,
∅ 6= U ∩ (p(qα+1α ))−1(φ−1α (W )) ⊆ U ∩ (p(qα+1α ))−1(V ) ⊆ U ′,
co kończy dowód, że B jest π-bazą odwzorowania φα ◦p(qα+1α ). Korzystając z
lematu 5.23 otrzymujemy taką przestrzeń zwartą Hausdorffa zerowymiarową
Yα+1, takie odwzorowanie nieprzywiedlne φα+1 : pXα+1 → Yα+1 oraz taką



















są otwartymi surjekcjami dla każdego β < α. Przestrzeń Yα+1 spełnia waru-
nek Suslina. Istotnie, na mocy twierdzenia 5.7, przestrzeń szkieletowo Dugun-
dji’ego ma przeliczalną liczbę Suslina. Wobec tego przestrzenie Xα dla α < τ
spełniają warunek Suslina. Korzystając z lematu 5.13 oraz 5.14 stwierdzamy,
że przestrzeń Yα+1 ma przeliczalną liczbę Suslina.
Załóżmy teraz, że γ = β jest liczbą graniczną. Połóżmy
X ′β = lim←−{pXδ, p(q
δ′
δ ), δ < δ
′ < β} oraz Yβ = lim←−{Yδ, p
δ′
δ , δ < δ
′ < β}.
Odwzorowanie φ′β : X
′
β → Yβ wyznaczone przez odwzorowania {φα : α < β}
oraz odwzorowanie π′β : X
′
β → Xβ wyznaczone przez odwzorowania {πα :
α < β} są nieprzywiedlne na mocy lematu 5.6. Ponieważ przestrzeń pXβ jest
ekstremalnie niespójna a odwzorowanie φ′β : X
′
β → Yβ jest surjekcją, to na
mocy twierdzenia Gleasona istnieje takie odwzorowanie φ′′β : pXβ → X ′β, że
























komutuje. Skoro odwzorowanie φβ jest nieprzywiedlne a odwzorowanie φ′β
jest surjekcją, to odwzorowanie φ′′β jest nieprzywiedlne. Istotnie, gdyby istniał
taki zbiór domknięty F ( pXβ, że φ′′β(F ) = X ′β, to
φβ(F ) = φ′β(φ
′′





co przeczyłoby nieprzywiedlności odwzorowania φβ. Odwzorowanie
πβ = π′β ◦ φ′′β
jest nieprzywiedlne jako złożenie odwzorowań nieprzywiedlnych. Odwzorowa-
nie pβα jest otwarte, na mocy lematu 3.3, jako rzutowanie z granicy systemu
odwrotnego, w którym wszystkie odwzorowania wiążące są otwarte. Odwzo-




Przestrzeń Yβ jest przestrzenią Dugundji’ego. Przestrzenie Dugundji’ego są
przestrzeniami szkieletowo Dugundji’ego, więc na mocy twierdzenia 5.7 prze-
strzeń Yβ ma przeliczalną liczbę Suslina.
Wówczas przestrzeń
Y = lim←−{Yα, p
β
α, α < β < τ}
jest przestrzenią zerowymiarową Dugundji’ego.
Z twierdzeń 5.3, 5.5 oraz wniosku 3.1 wynika następujące twierdzenie:
Twierdzenie 5.8 ([5]). Każda przestrzeń szkieletowo Dugundji’ego ma wła-
sność π-FNS.
Dowód. Z twierdzenia 5.5 wiemy, że każda przestrzeń szkieletowo Dugun-
dji’ego jest koabsolutna z przestrzenią zerowymiarową Dugundji’ego. Na mo-
cy wniosku 3.1 przestrzenie zerowymiarowe Dugundji’ego mają własność
FNS. Na mocy twierdzenia 5.3 przestrzenie szkieletowo Dugundji’ego mają
własność π-FNS, jako przestrzenie koabsolutne z przestrzeniami o własności
π-FNS.
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6 Przestrzenie reprezentowane i π-reprezen-
towane przez dziedziny
6.1 Przestrzenie Fleissner–Yengulalp reprezentowane
i Fleissner–Yengulalp π-reprezentowane przez dzie-
dziny
D. Scott (zob. [28]) dziedzinami nazywa częściowe porządki, w których zbio-
ry skierowane posiadają suprema oraz wprowadzona została w nich pewna
dodatkowa relacja, zwana relacją aproksymacji. Przestrzenią reprezentowaną
przez dziedzinę nazywa przestrzeń topologiczną homeomorficzną z przestrze-
nią elementów maksymalnych pewnej dziedziny z topologią Scotta dziedzi-
czoną z tej dziedziny.
W 2013 roku w pracy [11] W. Fleissner i L. Yengulalp wprowadzili nieco
przyjaźniejszą definicję przestrzeni T1 reprezentowanej przez dziedzinę, którą
będziemy posługiwać się w naszych rozważaniach.
Niech X będzie przestrzenią topologiczną. Jeśli istnieje trójka (Q,, B)
spełniająca następujące warunki:
(D1) B jest takim odwzorowaniem, że B : Q→ τ ∗(X) oraz zbiór {B(q) : q ∈
Q} tworzy bazę topologii τ(X),
(D2) relacja  jest antysymetryczna (tzn. jeśli p q oraz q  p, to p = q)
oraz przechodnia na zbiorze Q,
(D3) jeśli p q, to B(p) ⊇ B(q) dla p, q ∈ Q,
(D4) zbiór {q ∈ Q : x ∈ B(q)} jest skierowany przez relację dla dowolnego
x ∈ X,
(D5ω1) jeśli D ⊆ Q jest zbiorem przeliczalnym skierowanym przez relację ,
to
⋂{B(q) : q ∈ D} 6= ∅,
to mówimy, że przestrzeń topologiczna X jest F-Y (Fleissner–Yengulalp)
przeliczalnie reprezentowana przez dziedzinę (Q,, B).
Jeśli warunki (D1)–(D4) oraz warunek
(D5) jeśli D ⊆ Q jest zbiorem skierowanym przez relację, to ⋂{B(q) : q ∈
D} 6= ∅
są spełnione, to mówimy, że przestrzeń X jest F-Y (Fleissner–Yengulalp)
reprezentowana przez dziedzinę (Q,, B).
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W. Fleissner i L. Yengulalp w 2015 roku w [12] wprowadzili pojęcie prze-
strzeni π-reprezentowanych przez dziedzinę.
Niech X będzie przestrzenią topologiczną. Jeśli istnieje trójka (Q,, B)
spełniająca następujące warunki:
(πD1) B jest takim odwzorowaniem, że B : Q → τ ∗(X) oraz zbiór {B(q) :
q ∈ Q} tworzy π-bazę topologii τ(X),
(πD4) jeśli B(p) ∩ B(q) 6= ∅ dla pewnych p, q ∈ Q, to istnieje taki element
r ∈ Q, że p, q  r,
(D2), (D3), (D5ω1), to mówimy, że przestrzeń topologicznaX jest F-Y (Fleiss-
ner–Yengulalp) przeliczalnie π-reprezentowana przez dziedzinę (Q,, B).
Jeśli warunki (πD1), (D2), (D3), (πD4) oraz warunek (D5) są spełnione,
to mówimy, że przestrzeńX jest F-Y (Fleissner–Yengulalp) π-reprezentowana
przez dziedzinę (Q,, B).
Przedstawimy teraz przykład przestrzeni, która jest F-Y przeliczalnie re-
prezentowana przez dziedzinę, ale nie jest F-Y π-reprezentowana przez dzie-
dzinę. Wówczas przestrzeń ta jest także F-Y przeliczalnie π-reprezentowana
przez dziedzinę oraz nie jest F-Y reprezentowana przez dziedzinę.







x ∈ {0, 1}ω1 : | suppx| ¬ ω
}
,
gdzie suppx = {δ ∈ ω1 : x(δ) = 1} dla x ∈ {0, 1}ω1 . W zbiorze X wprowa-
dzamy topologię przez zadanie bazy następującej postaci
B =
{
pr−1A (xA) : A ∈ [ω1]¬ω, xA ∈ {0, 1}A
}
,
gdzie prA : σ({0, 1}ω1)→ {0, 1}A oznacza rzutowanie.
Zdefiniujemy teraz trójkę (Q,, B), która świadczy o tym, że przestrzeń
X jest F-Y przeliczalnie reprezentowana przez dziedzinę. Połóżmy Q = B.
Niech B : Q → Q będzie odwzorowaniem identycznościowym. Zdefiniujmy
relację  w następujący sposób:
pr−1A (xA) pr−1B (xB) ⇔ pr−1A (xA) ⊇ pr−1B (xB),
dla dowolnych zbiorów A,B ∈ [ω1]¬ω oraz punktów xA ∈ {0, 1}A, xB ∈
{0, 1}B.
Relacja  jest antysymetryczna i przechodnia, ponieważ relacja inkluzji
ma takie własności. Warunek (D3) wynika wprost z definicji relacji  i
odwzorowania B.
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Dla dowodu warunku (D4) ustalmy punkt x ∈ X, takie zbiory A1, A2 ∈
[ω1]¬ω oraz takie punkty xA1 ∈ {0, 1}A1 , xA2 ∈ {0, 1}A2 , że




Wówczas xA1  (A1 ∩ A2) = xA2  (A1 ∩ A2). Połóżmy A3 = A1 ∪ A2. Niech
funkcja xA3 ∈ {0, 1}A3 spełnia warunki xA3  A2 = xA2 oraz xA3  A1 = xA1 .
Wtedy









Sprawdzimy teraz warunek (D5)ω1 . Ustalmy zbiór przeliczalny skierowany
D ⊆ B. Niech D = {pn : n ∈ ω}. Istnieje taki element q0 ∈ D, że p0 
q0. Załóżmy, że zdefiniowaliśmy już łańcuch {qi : i ¬ n} o tej własności,
że pi  qi dla i ¬ n. Ponieważ D jest zbiorem skierowanym, to istnieje
wówczas taki element qn+1 ∈ D, że qn, pn+1  qn+1. Z warunku (D3) i
definicji odwzorowania B mamy
(∗)
⋂
{qn : n ∈ ω} ⊆
⋂




qn+1 = pr−1An+1(xAn+1) ⊆ pr
−1
An(xAn) = qn
dla pewnych zbiorów An, An+1 ∈ [ω1]¬ω oraz pewnych funkcji xAn ∈ {0, 1}An ,
xAn+1 ∈ {0, 1}An+1 , to An ⊆ An+1 oraz xAn+1  An = xAn dla n ∈ ω. Połóżmy
A =
⋃{An : n ∈ ω} oraz niech funkcja xA ∈ {0, 1}A spełnia warunek xA 
An = xAn dla n ∈ ω. Wówczas
q = pr−1A (xA) =
⋂
{pr−1An(xAn) : n ∈ ω} =
⋂
{qn : n ∈ ω} ∈ B.
Z warunku (∗) otrzymujemy ∅ 6= q ⊆ ⋂D. Stąd przestrzeń σ({0, 1}ω1) jest
F-Y przeliczalnie reprezentowana przez dziedzinę.
Pokażemy teraz, że przestrzeń X nie jest F-Y π-reprezentowana przez
dziedzinę. Dla dowodu nie wprost przypuśćmy, że istnieje trójka (Q,, B)
spełniająca warunki (πD1), (D2), (D3), (πD4),(D5). Rodzina
P = {B(q) : q ∈ Q}
jest więc π-bazą przestrzeni X. Zdefiniujemy teraz taki zbiór skierowany
Q0 ∈ [Q]¬w, że ⋂
{B(q) : q ∈ Q0} = pr−1A0(xA0)
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dla pewnego zbioru A0 ∈ [ω1]¬ω oraz pewnego punktu xA0 ∈ {0, 1}A0 . Ustal-
my dowolny element r00 ∈ Q. Ponieważ B(r00) jest zbiorem otwartym, to ist-
nieje taki zbiór A00 ∈ [ω1]¬ω oraz taki punkt xA00 ∈ {0, 1}
A00 , że pr−1
A00
(xA00) ⊆
B(r00). Załóżmy, że zdefiniowaliśmy już łańcuchy {r0i : i ¬ n} ⊆ Q, {A0i : i ¬
n} ⊆ [ω1]¬ω oraz punkty xA0i ∈ {0, 1}





i ) ⊇ pr−1A0i (xA0i )
dla i ¬ n. Ponieważ rodzina P jest π-bazą to istnieje taki element r′0n ∈ Q,





n  r0n+1. Z warunku (D3) wynika, że B(r0n+1) ⊆ B(r′
0
n). Ponie-
waż B(r0n+1) jest zbiorem otwartym niepustym, to istnieje taki zbiór A
0
n+1 ∈
[ω1]¬ω oraz taki punkt xA0n+1 ∈ {0, 1}






Q0 = {r0n : n ∈ ω}.
Wówczas ⋂
{B(q) : q ∈ Q0} =
⋂





⋃{A0n : n ∈ ω} oraz xA0  A0n = xA0n dla n ∈ ω.
Załóżmy, że zdefiniowaliśmy już ciąg {Qα : α < β} spełniający następu-
jące warunki:
(1) Qα ∈ [Q]¬ω oraz Qα jest zbiorem skierowanym dla α < β,
(2)
⋂{B(q) : q ∈ Qα} = pr−1Aα(xAα) dla pewnego zbioru Aα ∈ [ω1]¬ω oraz
pewnego punktu xAα ∈ {0, 1}Aα , dla każdego α < β,
(3) Qα ⊆ Qγ dla α < γ < β,
(4) jeśli
⋂{B(q) : q ∈ Qα} = pr−1Aα(xAα) oraz ⋂{B(q) : q ∈ Qγ} =
pr−1Aγ (xAγ ) dla pewnych zbiorów Aα, Aγ ∈ [ω1]
¬ω i pewnych punktów
xAα ∈ {0, 1}Aα , xAγ ∈ {0, 1}Aγ , to suppxAα = {δ ∈ Aα : xAα(δ) = 1} (
{δ ∈ Aγ : xAγ (δ) = 1} = suppxAγ dla α < γ < β.
Połóżmy Rβ =
⋃{Qα : α < β}. Z warunków (3) i (1) wnosimy, że Rβ jest
zbiorem skierowanym. Niech Rβ = {pn : n ∈ ω}. Z warunków (2) i (3)
wynika, że istnieje taki zbiór Bβ ∈ [ω1]¬ω oraz taki punkt xBβ ∈ {0, 1}Bβ ,
że
⋂{
B(pn) : n ∈ ω
}
= pr−1Bβ(xBβ). Ustalmy δβ ∈ ω1 \ Bβ. Połóżmy B
′
β =




β , że xB′
β
(δβ) = 1 oraz xB′
β






) ( pr−1Bβ(xBβ) oraz suppxBβ ( suppxB′β .
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). Ponieważ B(rβ)∩B(p0) 6=
∅, to z warunku (πD4) wynika, że istnieje taki element rβ0 ∈ Q, że rβ, p0  r
β
0 .
Wówczas B(rβ0 ) ⊆ B(rβ). Ponieważ B(r
β
0 ) jest zbiorem otwartym, to istnieje
taki zbiór Aβ0 ∈ [ω1]¬ω oraz taki punkt xAβ0 ∈ {0, 1}
Aβ0 , że pr−1
Aβ0
(xAβ0 ) ⊆ B(r
β
0 ).
Załóżmy, że zdefiniowaliśmy już łańcuchy {rβi : i ¬ n} ⊆ Q, {A
β
i : i ¬ n} ⊆
[ω1]¬ω oraz punkty xAβi ∈ {0, 1}





i ) ⊇ pr−1Aβi
(xAβi ) dla i ¬ n.
Ponieważ rodzina P jest π-bazą, to istnieje taki element r′βn ∈ Q, że B(r′βn ) ⊆
pr−1
Aβn
(xAβn). Z warunku (πD4) istnieje taki element q
β
n+1 ∈ Q, że rβn, r′βn  q
β
n+1.
Z warunku (D3) wynika, że B(qβn+1) ⊆ B(r′βn ). Istnieje wówczas taki element
rβn+1 ∈ Q, że q
β
n+1, pn+1  r
β
n+1. Z przechodniości relacji  otrzymujemy




Qβ = Rβ ∪ {rβn : n ∈ ω}.
Wówczas ⋂









⋃{Aβn : n ∈ ω} oraz xAβ  Aβn = xAβn dla n ∈ ω. Zbiór Qβ ∈ [Q]¬ω
jest skierowany. Oczywiście Qα ⊆ Qβ dla α < β oraz suppxAα = {δ ∈ Aα :
x(δ) = 1} ( {δ ∈ Aβ : x(δ) = 1} = suppxAβ dla α < β.
Zbiór D =
⋃{Qα : α < ω1} jest skierowany. Z warunków (2), (3) otrzy-
mujemy ⋂
{B(q) : q ∈ D} =
⋂




⋃{Aα : α < ω1} oraz takiej funkcji xA ∈ {0, 1}A, że xA  Aα = xAα
dla α < ω1, gdzie πA : {0, 1}ω1 → {0, 1}A oznacza rzutowanie. Z warunku (4)
otrzymujemy | suppxA| = ω1. Jeśli x ∈ π−1A (xA), to suppxA ⊆ suppx. Wobec
tego | suppx| = ω1. Zatem





Wobec tego warunek (D5) nie jest spełniony, co daje sprzeczność.
Pokażemy teraz, że opisane w tym rozdziale własności przestrzeni topo-
logicznych przenoszą się na ich produkty.
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Twierdzenie 6.1 ([3, Theorem 2]). Produkt kartezjański przestrzeni F-Y re-
prezentowanych przez dziedzinę jest przestrzenią F-Y reprezentowaną przez
dziedzinę.
Dowód. Niech X będzie produktem przestrzeni {Xa : a ∈ A} F-Y repre-
zentowanych przez dziedzinę. Niech (Qa,a, Ba) będzie trójką, spełniającą
warunki (D1)–(D5), dla przestrzeni Xa. Możemy założyć, że 0a ∈ Qa jest
najmniejszym elementem w zbiorze Qa w sensie relacji a. Niech Ba(0a) =






{Qa : a ∈ A} : |{a ∈ A : q(a) 6= 0a}| < ω
}
.
W zbiorze Q wprowadźmy relację  w następujący sposób:
p q ⇔ p(a)a q(a) dla każdego a ∈ A,
gdzie p, q ∈ Q. Odwzorowanie B : Q→ τ ∗(X) definiujemy następująco:
B(q) =
∏
{Ba(q(a)) : a ∈ A},
gdzie q ∈ Q.
Sprawdzimy, że tak określona trójka (Q,, B) spełnia warunki (D1)–
(D5). Sprawdzimy teraz warunek (D1). Zauważmy, że punkt p ∈ ∏{Qa :
a ∈ A} o tej własności, że p(a) = 0a dla a ∈ A należy do zbioru Q oraz
B(p) = X. Ustalmy dowolne bazowe niepuste podzbiory U oraz V przestrzeni
X oraz punkt x = (xa)a∈A ∈ U ∩ V . Zbiory U i V są więc postaci U =∏{Ua : a ∈ A}, gdzie Ua = Xa dla wszystkich z wyjątkiem skończenie wielu
indeksów a ∈ A oraz V = ∏{Va : a ∈ A}, gdzie Va = Xa dla wszystkich
z wyjątkiem skończenie wielu indeksów a ∈ A. Dla każdego takiego a ∈ A,
że Ua 6= Xa lub Va 6= Xa istnieje element p(a) ∈ Qa o tej własności, że
xa ∈ Ba(p(a)) ⊆ Ua ∩ Va. Jeśli Ua = Va = Xa, to połóżmy p(a) = 0a.
Wówczas
(p(a))a∈A ∈ Q oraz x ∈ B(p) ⊆ U ∩ V.
Ponieważ relacjaa jest antysymetryczna i przechodnia dla a ∈ A, to relacja
 jest także antysymetryczna i przechodnia. Dla dowodu warunku (D3)
ustalmy takie elementy p, q ∈ Q, że p  q. Wówczas p(a) a q(a) dla
każdego a ∈ A. Stąd Ba(q(a)) ⊆ Ba(p(a)). Wobec tego
B(q) =
∏
{Ba(q(a)) : a ∈ A} ⊆
∏
{Ba(p(a)) : a ∈ A} = B(p).
Dla dowodu warunku (D4) ustalmy punkt x = (xa)a∈A ∈ X oraz takie ele-
menty p, q ∈ Q, że
x ∈ B(p) ∩B(q) =
∏
{Ba(p(a)) : a ∈ A} ∩
∏
{Ba(q(a)) : a ∈ A}.
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Wówczas xa ∈ Ba(p(a)) ∩ Ba(q(a)) dla każdego a ∈ A. Dla każdego takiego
a ∈ A, że p(a) 6= 0a lub q(a) 6= 0a ustalmy element r(a) ∈ Qa o tej własności,
że p(a), q(a)a r(a) oraz xa ∈ Ba(r(a)). Jeśli p(a) = q(a) = 0a, to połóżmy
r(a) = 0a. Wówczas
r = (r(a))a∈A ∈ Q, p, q  r oraz x ∈ B(r).
Dla dowodu warunku (D5) ustalmy dowolny zbiór skierowany D ⊆ Q oraz
dowolny indeks a ∈ A. Rozważmy zbiór
Da = {p(a) : p ∈ D}.
Zbiór Da ⊆ Qa jest zbiorem skierowanym, więc




{B(p(a)) : p ∈ D}.
Wówczas ⋂
{B(p) : p ∈ D} =
∏
{Ya : a ∈ A} 6= ∅,
co kończy dowód.
W podobny sposób dowodzimy produktowalności trzech pozostałych wła-
sności. W kolejnej sekcji opiszemy wprowadzone własności za pomocą zna-
nych gier topologicznych.
6.2 Gry topologiczne a przestrzenie reprezentowane
i π-reprezentowane przez dziedziny
W 1935 Stanisław Mazur zaproponował grę topologiczną znaną później jako
gra Banacha–Mazura. Więcej na temat historii tej gry i faktów z nią związa-
nych znaleźć możemy w pracy [33]. W naszych rozważaniach grą Banacha–
Mazura nazywać będziemy właściwie pewną modyfikację tej gry wprowadzo-
ną przez Choquet w 1958 roku. Opiszemy teraz jej przebieg.
W grze bierze udział dwóch graczy – gracz α oraz β. Grę rozpoczyna
gracz β wybierając podzbiór otwarty niepusty U0 przestrzeni topologicznejX.
Następnie gracz α wybiera podzbiór otwarty niepusty V0 zbioru U0. Gracze
wybierają kolejno podzbiory otwarte niepuste:
β U0 U1
· · · ,
α V0 V1
spełniające warunek
Un ⊇ Vn ⊇ Un+1 dla n ∈ ω.
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Gracz α wygrywa rozgrywkę, jeśli
⋂{Vn : n ∈ ω} 6= ∅. W przeciwnym przy-
padku rozgrywkę wygrywa gracz β. Oznaczmy tę grę przez BM(X).
Powiemy, że gracz α ma strategię wygrywającą w grze BM(X), jeśli ist-
nieje taka funkcja σ, że:
(U0, U1, . . . , Un) 7→ σ(U0, U1, . . . , Un),
gdzie każdy Un oraz σ(U0, U1, . . . , Un) jest takim podzbiorem otwartym nie-
pustym przestrzeni X, że dla każdej rozgrywki
U0, σ(U0), U1, σ(U0, U1), . . . , Un, σ(U0, U1, . . . , Un), Un+1, . . .
mamy ⋂
{Un : n ∈ ω} =
⋂
{σ(U0, U1, . . . , Un) : n ∈ ω} 6= ∅.
Początkowy fragment rozgrywki
U0, σ(U0), U1, σ(U0, U1), . . . , Un, σ(U0, U1, . . . , Un),
składający się ze skończonej liczby ruchów obu graczy nazywać będziemy
grą częściową. Ciąg (U0, U1, . . . , Un) złożony z kolejnych ruchów gracza β
będziemy oznaczać przez
−→
U (n). Dla skrótu, przez ciąg ten będziemy rozumieć
odpowiadającą mu grę częściową.
Rozważmy gry częściowe:
(U0, U1, . . . , Um) oraz (W0,W1, . . . ,Wk).
Jeśli
m ¬ k oraz Wi = Ui dla i ¬ m,
to powiemy, że gra częściowa (W0,W1, . . . ,Wk) przedłuża grę (U0, U1, . . . , Um),





Przestrzenie topologiczne, dla których istnieje strategia wygrywająca dla
gracza α w grze BM(X) nazywać będziemy przestrzeniami α-korzystnymi.
Przestrzenie te można scharakteryzować używając pojęcia przestrzeni F-Y
przeliczalnie π-reprezentowanej przez dziedzinę.
Twierdzenie 6.2 ([3, Theorem 1]). Przestrzeń topologiczna jest α-korzystna
wtedy i tylko wtedy, gdy jest przestrzenią F-Y przeliczalnie π-reprezentowaną
przez dziedzinę.
Dowód. Niech X będzie F-Y przeliczalnie π-reprezentowana przez dziedzinę
(Q,, B). Pokażemy, że istnieje strategia wygrywająca σ dla gracza α w grze
BM(X). Rodzina
{B(q) : q ∈ Q}
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jest π-bazą przestrzeni X. Grę rozpoczyna gracz β, wybierając otwarty nie-
pusty zbiór U0. Istnieje więc taki element p0 ∈ Q, że U0 ⊇ B(p0). Połóżmy
q0 = p0. Załóżmy, że zdefiniowaliśmy już
U0, σ(U0) = B(q0), . . . , Un−1, σ(U0, . . . , Un−1) = B(qn−1), Un,
gdzie każdy zbiór Ui oraz σ(U0, . . . , Ui) jest zbiorem otwartym niepustym
oraz Ui ⊇ σ(U0, . . . , Ui) ⊇ Ui+1 dla i < n oraz {qi : i < n} ⊆ Q jest
łańcuchem. Istnieje taki element pn ∈ Q, że B(qn−1) ⊇ Un ⊇ B(pn). Z
warunku (πD4) istnieje taki element qn ∈ Q, że qn−1, pn  qn. Z warunku
(D3) mamy B(pn) ⊇ B(qn). Połóżmy
σ(U0, . . . , Un) = B(qn).




{B(qn) : n ∈ ω} =
⋂
{σ(U0, . . . , Un) : n ∈ ω}.
Stąd σ jest strategią wygrywającą dla gracza α w grze BM(X).
Załóżmy teraz, że istnieje strategia wygrywająca σ dla gracza α w grze









Um(jm) = (Um0 , . . . , U
m
jm) jest grą częściową dla m ¬ i, czyli
Um0 ⊇ σ(Um0 ) ⊇ Um1 ⊇ σ(Um0 , Um1 ) ⊇ . . . ⊇ Umjm ⊇ σ(U
m





U0(j0)) ⊇ . . . ⊇ σ(
−→
Ui(ji)) oraz zbiór ten jest zredukowany, tzn. dla takich




Um2(jm2) i nie zachodzi−−→
Um2(jm2) 
−−→








W0(l0), . . . ,
−→
Wk(lk)} ⇔









Zdefiniujmy odwzorowanie B : Q→ τ ∗(X) następującym wzorem
B({
−→











Pokażemy teraz, że X jest przestrzenią F-Y przeliczalnie π-reprezentowa-
ną przez dziedzinę (Q,, B). Ponieważ {σ((U)) : U ∈ τ ∗(X)} jest π-bazą
przestrzeni X, to rodzina {B(q) : q ∈ Q} jest także jej π-bazą. Przechodniość
relacji  wynika z przechodniości relacji . Ustalmy takie zbiory p, q ∈ Q,
że p q oraz q  p. Ponieważ zbiory te, postaci
p = {
−→
U0(j0), . . . ,
−→
Ui(ji)}, q = {
−→
W0(l0), . . . ,
−→
Wk(lk)},
są zredukowane, to p = q, co dowodzi antysymetryczności relacji. Warunek
(D3) wynika wprost z definicji relacji  oraz elementów zbioru Q.
Dla dowodu warunku (πD4) ustalmy takie elementy p, q ∈ Q, że B(p) ∩
B(q) 6= ∅. Elementy p oraz q są postaci
p = {
−→
U0(j0), . . . ,
−→
Ui(ji)}, q = {
−→
W0(l0), . . . ,
−→
Wk(lk)}.
Połóżmy V0 = B(p) ∩B(q). Ponieważ




























































































































który może nie być zredukowany. Jeśli istnieją takie indeksy m1 ¬ i oraz
































ten sposób zbiór r jest zredukowany oraz p, q  r.
Sprawdzimy teraz warunek (D5ω1). Ustalmy dowolny przeliczalny zbiór
skierowany D ⊆ Q. Zdefiniujemy taki łańcuch {qn : n ∈ ω}, że dla każdego
p ∈ D istnieje taki indeks n ∈ ω, że p  qn. Połóżmy D = {pn : n ∈ ω}.
Istnieje taki element q0 ∈ D, że p0  q0. Załóżmy, że zdefiniowaliśmy już
łańcuch {qi : i < n} o tej własności, że pi  qi dla i < n. Wówczas istnieje
taki element qn ∈ D, że qn−1, pn  qn. Z warunku (D3) wnosimy, że⋂
{B(qn) : n ∈ ω} ⊆
⋂
{B(p) : p ∈ D}.






































































n)) ⊆ B(qn−1). Ponieważ σ jest strategią wygrywająca dla gracza α w







n)) : n ∈ ω} =
⋂
{B(qn) : n ∈ ω} ⊆
⋂
{B(p) : p ∈ D}.
W roku 1969 Choquet wprowadził grę topologiczną, której przebieg teraz
opiszemy. Przebieg tej gry jest podobny do przebiegu gry Banacha–Mazura.
Bierze w niej udział dwóch graczy – gracz α oraz β. Grę rozpoczyna gracz β
wybierając punkt x0 ∈ X oraz jego otoczenie U0. Następnie gracz α wybiera
taki podzbiór otwarty V0 zbioru U0, że x0 ∈ V0. Gracze wybierają kolejno
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punkty oraz zbiory:
β U0 3 x0 U1 3 x1
· · · ,
α V0 V1
w ten sposób, że gracz β wybiera punkt xn i jego otoczenie Un ⊆ Vn−1, a gracz
α odpowiada na ruch przeciwnika, wybierając otoczenie Vn ⊆ Un punktu xn.
Gracz α wygrywa rozgrywkę, jeśli
⋂{Vn : n ∈ ω} 6= ∅. W przeciwnym przy-
padku rozgrywkę wygrywa gracz β. Oznaczmy tę grę przez Ch(X). Więcej
na temat historii tej gry i faktów z nią związanych znaleźć możemy w [33].
Powiemy, że gracz α ma strategię wygrywającą w grze Ch(X), jeśli ist-
nieje taka funkcja σ, że:
(U0, x0, U1, x1, . . . , Un, xn) 7→ σ(U0, x0, U1, x1, . . . , Un, xn),
gdzie każdy Un oraz σ(U0, x0, U1, x1, . . . , Un, xn) jest takim otoczeniem punk-
tu xn, że dla każdej rozgrywki
U0, x0, σ(U0, x0), U1, x1, σ(U0, x0, U1, x1), . . . ,
Un, xn, σ(U0, x0, U1, x1, . . . , Un, xn), Un+1, xn+1 . . .
mamy ⋂
{Un : n ∈ ω} =
⋂
{σ(U0, x0, U1, x1, . . . , Un, xn) : n ∈ ω} 6= ∅.
Początkowy fragment rozgrywki
U0, x0, σ(U0, x0), U1, x1, σ(U0, x0, U1, x1), . . . ,
Un, xn, σ(U0, x0, U1, x1, . . . , Un, xn),
składający się ze skończonej liczby ruchów obu graczy nazywać będziemy grą
częściową. Ciąg (U0, x0, U1, x1, . . . , Un, xn) złożony z kolejnych ruchów gracza
β będziemy oznaczać przez (
−→
U ◦−→x )(n). Dla skrótu, przez ciąg ten będziemy
rozumieć odpowiadającą mu grę częściową.
Rozważmy gry częściowe:
(U0, x0, U1, x1, . . . , Um, xm) oraz (W0, y0,W1, y1, . . . ,Wk, yk).
Jeśli
m ¬ k oraz Wi = Ui, xi = yi, dla i ¬ m,
to powiemy, że gra częściowa (W0, y0,W1, y1, . . . ,Wk, yk) przedłuża grę czę-
ściową (U0, x0, U1, x1, . . . , Um, xm), co będziemy oznaczać przez (
−→
U ◦−→x )(m) 
(
−→
W ◦ −→y )(k).
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Przestrzenie topologiczne, dla których istnieje strategia wygrywająca dla
gracza α w grze Ch(X) nazywać będziemy przestrzeniami zupełnymi w sen-
sie Choquet. Przestrzenie te można scharakteryzować używając pojęcia prze-
strzeni F-Y przeliczalnie reprezentowanej przez dziedzinę. W roku 2003 K.
Martin (zob. [24]) pokazał, że przestrzenie reprezentowane przez dziedzinę są
zupełne w sensie Choquet. W 2005 roku W. Fleissner i L. Yengulalp (zob.
[12]) wzmocnili jego wynik pokazując, że wystarczy założyć, że przestrzeń
topologiczna jest F-Y przeliczalnie reprezentowana przez dziedzinę. Poka-
żemy teraz, że przestrzenie zupełne w sensie Choquet są F-Y przeliczalnie
reprezentowane przez dziedzinę.
Twierdzenie 6.3 ([3, Theorem 3]). Przestrzeń topologiczna jest zupełna w
sensie Choquet wtedy i tylko wtedy, gdy jest F-Y przeliczalnie reprezentowana
przez dziedzinę.
Dowód. Z twierdzenia [12, Theorem 4.3.(3)] wynika, że przestrzenie F-Y prze-
liczalnie reprezentowane przez dziedzinę są zupełne w sensie Choquet.
Załóżmy teraz, że przestrzeń X jest zupełna w sensie Choquet. Niech σ
będzie strategią wygrywającą dla gracza α w grze Ch(X). Rozważmy rodzinę
Q złożoną ze wszystkich skończonych zbiorów postaci
{(
−→
U0 ◦ −→x0)(j0), . . . , (
−→
Ui ◦ −→xi )(ji)},
gdzie (
−→
Um ◦ −→xm)(jm) = (Um0 , xm0 , . . . , Umjm , x
m
jm) jest częściową grą dla m ¬ i,
czyli
Um0 ⊇ σ(Um0 , xm0 ) ⊇ Um1 ⊇ σ(Um0 , xm0 , Um1 , xm1 ) ⊇ . . .











U0 ◦ −→x0)(j0)) ⊇ . . . ⊇ σ((
−→
Ui ◦ −→xi )(ji)) oraz zbiór ten jest zredukowany,
tzn. dla takich m1,m2 ¬ i, że m1 6= m2 nie zachodzi ((
−−→
Um1 ◦ −−→xm1)(jm1)) 
(
−−→
Um2 ◦ −−→xm2)(jm2)) i nie zachodzi (
−−→
Um2 ◦ −−→xm2)(jm2))  ((
−−→
Um1 ◦ −−→xm1)(jm1)).
Zdefiniujmy relację  na zbiorze Q w następujący sposób:
{(
−→
U0 ◦ −→x0)(j0), . . . , (
−→
Ui ◦ −→xi )(ji)}  {(
−→
W0 ◦ −→y0)(l0), . . . , (
−→
Wk ◦ −→yk)(lk)} ⇔
i ¬ k, σ((
−→
Ui ◦ −→xi )(ji)) ⊇ σ((
−→
W0 ◦ −→y0)(l0))
oraz ∀s¬i ∃r¬k (
−→
Us ◦ −→xs)(js)  (
−→
Wr ◦ −→yr )(lr).
Zdefiniujmy odwzorowanie B : Q→ τ ∗(X) następującym wzorem
B({(
−→
U0 ◦ −→x0)(j0), . . . , (
−→
Ui ◦ −→xi )(ji)}) = σ((
−→
Ui ◦ −→xi )(ji)),
dla {(
−→
U0 ◦ −→x0)(j0), . . . , (
−→
Ui ◦ −→xi )(ji)} ∈ Q. Dalszą część dowodu pominiemy,
ponieważ jest ona prawie identyczna z dowodem twierdzenia 6.2.
105
Dodajmy, że trójka (Q,, B) zdefiniowana w powyższym twierdzeniu
może być też zdefiniowana tak jak trójka zdefiniowana w dowodzie [12, Pro-
position 8.3].
W definicjach wprowadzonych na początku tego rozdziału pominąć mo-
żemy założenie o antysymetryczności relacji. W tym celu wykorzystujemy
relację E wprowadzoną w [26]. Załóżmy, że trójka (Q,, B) spełnia odpo-
wiednie warunki definicji przestrzeni F-Y (przeliczalnie) π-reprezentowanej
lub F-Y (przeliczalnie) reprezentowanej przez dziedzinę poza warunkiem an-
tysymetryczności relacji . Wprowadźmy relację równoważności E na zbio-
rze Q w następujący sposób:
pEq ⇔ (p q oraz q  p) lub p = q.
Rozważmy zbiór Q/E złożony z klas abstrakcji wyznaczonych przez relację
E. Wprowadźmy w nim relację E w następujący sposób:
[p]E E [q]E ⇔ p q.
Zdefiniujmy odwzorowanie BE : Q/E → τ ∗(X) wzorem:
BE([q]E) = B(q),
dla [q]E ∈ Q/E. Wówczas przestrzeń ta jest odpowiednio F-Y (przeliczal-
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