Abstract: Maximum likelihood predictive densities (MLPD) for a future lognormal observation are obtained and their applications to reliability and life testing are considered.
Introduction
The lognormal distribution may be one of the most versatile distributions. It has been seen to have applications in many fields, such as agriculture, entomology, economics, geology, industry and quality control. See Crow and Shimizu [1] or Johnson and Kolz [4, Ch14] for a complete account of the lognormal distribution. In terms of life testing and reliability, the lognormal distribution is known as a serious competitor to the Weibull distribution. A random variable (rv) X is said to have a lognormal distribution if log X is distributed as normal with mean μ and standard deviation σ. Hence, its probability density function (pdf) is of the form:
Letting τ = exp(σ 2 ), the mean, variance, skewness and kurtosis of the lognormal distribution are, respectively, e μ , e 2μ τ (τ − 1), (τ − 1) 1/2 (τ + 2) and τ 4 + 2τ 3 + 3τ 2 − 6.
From the skewness expression, it is clear that the population skewness γ can go up very fast as σ increases. For examples, when σ = 1, we have γ = 6.18, and when σ = 2, we have γ = 414.4. Hence, from a practical point of view it is very unlikely to have σ > 2 for the lognormal distribution.
As the logarithm of a lognormal random variable has a normal distribution, many statistical methods, such as methods for computing statistical intervals, for the normal distribution can be directly translated to suit for the lognormal distribution [3, p207] . Problems related to reliability and failure rate of the lognormal have been considered by Rohn [7] and Sweet [9] , among the others. Dahiya and Guttman [2] provided shortest confidence and prediction intervals for this distribution. The
Bayesian approach has also been used for estimating the mean of the lognormal [10] , estimating the reliability function [6] , and constructing prediction intervals [8] , etc.
In this article, the maximum likelihood predictive densities (MLPD) for a future lognormal observation based on an independent past sample are derived. Based Compared with the usual maximum likelihood method, the MLPD method gives reliability estimators with smaller bias and MSE, and failure rate estimators with much smaller bias and MSE. This latter finding is quite promising as an accurate estimation of the failure mechanism is very important to the reliability practitioners.
The MLPD method also gives prediction intervals with shorter length compared to the usual frequentist PI though with slightly lesser coverage. One advantage of the MLPD approach in constructing PIs is that it allows us to obtain shortest PIs in a rather simple manner.
The MLPDs for the Lognormal Distribution
Let X = (X 1 , X 2 , . . . , X n ) be a sample of past observations from a lognormal population with pdf specified in (1) . Let Y or X n+1 , whichever convenient, be a future observation from the same population. According to Lejeune and Faulkenberry [5] , the maximum likelihood predictive density (MLPD) of Y given X = x is defined as,
where θ = (μ, σ), or = μ, or = σ, representing the unknown parameter(s) of interest.
The joint pdf of X and Y can be written as
Maximizing (3) with respect to μ and σ, or μ only, or σ only, gives the MLPDs of Y for the cases of both parameters unknown or one parameter unknown, respectively.
For the lognormal distribution, it is well known that the MLEs of μ and σ based on the past sample arê
and the restricted MLEs of μ for a given σ and of σ for a given μ are, respectively,
We now derive the MLPDs by starting with the most practical case.
Case of both parameters unknown. Letμ n+1 andσ n+1 denote the MLEs of μ and σ based on all the n + 1 observations. The joint pdf (3) achieves its maximum atμ n+1 andσ n+1 . Simple algebra shows that 
Integrating the last expression (through a t-integration) gives the normalizing constant and hence the final form of the MLPD for Y :
Case of only μ unknown. When σ is known but μ is unknown, it is easy to see that (3) is maximized atμ n+1 , the restricted MLE of μ based on all n + 1 observations. Using the identity
(log y −μ n ) 2 + nσ n , some simple algebra gives the MLPD for this case:
Case of only σ unknown. For the last case where μ is known but σ is unknown, the maximum of (3) happens atσ
2 , the restricted MLE of σ for a given μ based on all n + 1 observations. Similar algebraic work as in the case of both parameters unknown gives the MLPD:
Notice that the MLPDf(y | x; σ) for the σ known case is a lognormal and hence its properties are well known. In particular, it is unimodal. The MLPDsf (y | x) and f(y | x; μ) for the other two cases have an identical structure which is termed by Dahiya and Guttman as the log-t distribution with n degrees of freedom and with parameters μ * and σ * . Their properties are summarized in the following theorem.
Theorem 1.
Let Y be a random variable having a log-t distribution with pdf g(y) given in (7). We have,
and has two stationary points y 1 and
ii) the two stationary points are, respectively, the local minima and maxima;
iii) the probability P (Y < y 1 ) is negligible if n is large relative to σ * .
Proof. Part i) of the theorem is from Dahiya and Guttman. Part ii) can be proved by showing that d 2 g(y)/dy
2 > 0 at y 1 and < 0 at y 2 which is easy following the result of Dahiya and Guttman. To prove iii), notice that
is negligible if n is large relative to σ * , where t n denotes a t random variable with n degrees of freedom.
The part ii) of the theorem simply says that as y moves from 0 to ∞, g(y) first decreases down to the local minimum, then increases up to the local maximum, and then decreases again down to zero. The last part of the theorem tells that the MLPDs f(y | x) andf(y | x; μ) are essentially unimodal as in practice n is usually larger than 10 and σ is smaller than 2.
Given the MLPDs (4)- (6), it is easy to show, through t-or normal integrations, that the cumulative MLPDs are: 
where Ψ n denotes the cumulative distribution function (CDF) of a t distribution with n degrees of freedom, and Φ denotes the CDF of the standard normal distribution.
Applications to Reliability and Life Testing
The MLPDs can have many applications in studying the problems related to reliability and life testing, such as reliability estimation, failure rate estimate, constructing prediction intervals, etc. No doubt, the simple forms of the MLPDs and cumulative MLPDs derived earlier make these studies handy.
Reliability estimation
The reliability function of the lognormal distribution is seen to be of the form:
The simplest method for estimating R(t) may be the maximum likelihood estimation (MLE) method where the unknown parameter(s) are replace by their MLEs in the expression of R(t). Thus, the MLEs for R(t) are,
respectively for the cases of i) both parameters unknown, ii) only μ unknown, and iii) only σ unknown. 
respectively, for the three cases.
A comparison for both parameter unknown case. Clearly, comparing two reliability estimators is one of the major themes of this paper. Since the case of both parameters unknown is the most realistic case, we thus concentrate on this All the simulations are carried out using F90 on a mainframe machine in the 
Failure rate estimation
The failure rate function r(t) for the lognormal distribution has the form:
Its MLEs of arer
respectively, for the cases of both parameters unknown, only μ unknown and only σ unknown. The corresponding MLPD estimators of r(t) are given by:
where k n (x), k n (x, σ) and k n (x, μ) are the normalizing constants given in (4)-(6). Table 2 for n = 10 and 20. 
Prediction intervals
For the lognormal distribution, exact frequentist prediction internals (PI) for the log of a future observation can easily be constructed based on the normal theory.
Exponentiate these intervals give PIs for the future observation in the original scale.
Let Z α/2 be the 100(α/2)% point of the standard normal distribution and t ν (α/2) be that for a t distribution with ν degrees of freedom. When both parameters are unknown, an exact 100(1 − α)% PI for Y is given by:
When σ is known but μ is unknown, an 100(1 − α)% PI for Y has the form:
Finally, when μ is known but σ is unknown, an 100(1 − α)% PI for Y has the form:
The corresponding PIs based on the MLPDs can be easily constructed. An equitailed PI for a future observation Y > 0 based on a predictive density p(y), say, is The resulted MLPD PI for Y is easily seen to be of the form:
Similarly, the MLPD PI for the case of only μ unknown has the form:
and the MLPD PI for the case of only σ unknown is
The MLPD PI for the σ known case is the same as the frequentist PI, and the MLPD PIs for the other two cases are slightly different from the frequentist PIs.
Closer examination shows that in these two cases the MLPD PIs are shorter with slightly lower coverage than the nominal levels. Again, we would like to concentrate on the both parameters unknown case for comparisons. The coverage probability for the frequentist PI is 1 − α and the coverage probability for the MLPD PI can be calculated as follows:
The true coverage probability of the MLPD PI is slightly smaller than the nominal levels. It depends only on n. The larger the n is, the closer the coverage probability is to the nominal level. It can be easily calculated using a certain statistical software such as MINITAB. For n = 10, the coverage probabilities for the 90%, 95% and where a = exp[t n−1 (α/2) (n + 1)/(n − 1)] and b = exp[t n (α/2) (n + 1)/(n)]. The ratio R depends on the sample size n, the nominal level and the valueσ n , but does not depend on the value ofμ n . It is easy to see that R is always larger than 1, suggesting that the MLPD PI is always shorter than the frequentist PI. From the results in Table 3 we see that R increases as α orσ n increases, but decreases to 1 as n goes large. The frequentist PI can be as high as 23% longer than the MLPD PI.
Reducing the skewness of the population or increasing the sample size can reduce the discrepancy between the two PIs significantly. 
Shortest prediction intervals
Let p(y) be a predictive density function of a random variable Y . Dahiya and
Guttman defines the shortest prediction interval of level
In the case that the predictive density is unimodal, the conditions are reduced
For the other two cases, the MLPDs are not unimodal, but are either purely decreasing functions or functions with two stationary points. Hence the shortest PIs are either one-sided, or sets consisting of two sub-intervals. In these cases, the Theorem 4 of Dahiya and Guttman can be easily used to give MLPD SPIs.
Clearly, the shortest MLPD PIs should possess similar coverage properties as the corresponding equitailed MLPD PIs. Thus, it is only necessary to compare the length of the MLPD PI with that of the equitailed PI. The examples given in next section will help to see the difference.
An Illustrative Example
The times to failures (in hours) for 20 guidance systems were considered by 
Discussions
Continuing on the work of Yang [11] for the inverse Gaussian distribution, the usefulness of the MLPD approach in reliability and life testing studies is demonstrated once more by the lognormal distribution. Closed and simple forms of the MLPD and cumulative MLPD exist for lognormal distribution, which makes it technically more attractive than the inverse Gaussian distribution. The good property of the MLPD estimator of the failure rate deserves more attention and more detailed investigations.
Furthermore, this property signals the feasibility of obtaining better reliability and failure rate estimators for other lifetime distributions besides lognormal and inverse
Gaussian.
