This is the third paper in a series of four in which a renormalisation flow is introduced which acts directly on the Osterwalder-Schrader data (OS data) without recourse to a path integral. Here the OS data consist of a Hilbert space, a cyclic vacuum vector therein and a Hamiltonian annihilating the vacuum which can be obtained from an OS measure, that is a measure respecting (a subset of) the OS axioms.
Notation:
In this paper we will deal with quantum fields in the presence of an infrared cut-off R and with smearing functions of finite time support in [−T, T ]. The spatial ultraviolet cut-off is denoted by M and has the the interpretation of the number of lattice vertices in each spatial direction. We will mostly not be interested in an analogous temporal ultraviolet cut-off N but sometimes refer to it for comparison with other approaches. These quantities allow us to define dimensionful cut-offs RM = R M , δ T N = T N . In Fourier space we define analogously
N . We will deal with both instantaneous fields, smearing functions and Weyl elements as well as corresponding temporally dependent objects. The instantaneous objects are denoted by lower case letters φ RM , f RM , w RM [f RM ], the temporally dependent ones by upper case ones Φ RM , F RM , W RM [f RM ]. As we will see, smearing functions F RM with compact and discrete (sharp) time support will play a more fundamental role for our purposes than those with a smoother dependence.
Osterwalder-Schrader reconstruction concerns the interplay between time translation invariant, time reflection invariant and reflection positive measures (OS measures) µ RM on the space of history fields Φ RM and their corresponding Osterwalder-Schrader (OS) data H RM , Ω RM , H RM where H RM is a Hilbert space with cyclic (vacuum) vector Ω RM annihilated by a self-adjoint Hamiltonian H RM . Together, the vector Ω RM and the scalar product < ., . > H RM define a measure ν RM on the space of instantaneous fields φ RM .
Renormalisation consists in defining a flow or sequence n → µ (n) RM , n ∈ N 0 for all M of families of measures {µ (n) RM } M ∈N . The flow will be defined in terms of a coarse graining or embedding map I RM →M , M < M acting on the smearing functions and satisfying certain properties that will grant that 1. the resulting fixed point family of measures, if it exists, is cylindrically consistent and 2. the flow stays within the class of OS measures. Fixed point quantities are denoted by an upper case * , e.g. µ * RM .
Introduction
In this article we continue our study of a test model, started in our companion paper [2] , for a direct Hamiltonian renormalisation flow of Osterwalder-Schrader data (OS data) derived in our companion paper [1] which does not need any intermediate recourse to a path integral construction. Developed in the framework of constructive QFT [4] [5] [6] [7] [8] [9] [10] [11] , the OS data obtained from a path integral measure satisfying the OS axioms [12] (or a sufficient subset thereof [13] ) via OS reconstruction consist of a Hilbert space, a cyclic vector therein for the algebra of smeared sharp time zero (configuration) fields and a Hamiltonian annihilating that vacuum. Conversely, as we showed in [1] , the OS measure that gives rise to given OS data can be chosen as the Wiener (or heat kernel) measure that is defined by them [4] . To have access to a renormalisation flow directly of the OS data is of tremendous practical importance because it is much easier to compute the matrix elements of a given Hamiltonian than its corresponding heat kernel (i.e. the matrix elements of the corresponding contraction semigroup) especially in the interacting case.
In [2] we showed that the fixed point of the direct flow and that of the more traditional Wilsonian path integral flow define the same continuum QFT, at least for the 1+1-dimensional free scalar QFT. Moreover, the direct flow gives one much more direct access to the approximate finite resolution matrix elements of the continuum Hamiltonian, where the approximation quality is labelled by the number of renormalisation (block spin transformation) steps. This result can be considered as a signal that the renormalisation flow defined is a physically viable one.
What is missing in that analysis is the investigation of stability and universality questions: Is the fixed point found actually a limit and thus a stable fixed point or just an accumulation point? How much does the value or the existence of the fixed point depend on the chosen initial OS data and on the chosen coarse graining map that defines the renormalisation flow? How does the renormalised Laplacian look like at finite resolution, i.e. how do contributions from far separated lattice points decay?
We address these questions in the present paper whose architecture is as follows:
In section 2 we briefly review some of the ingredients of [1, 2] for the convenience of the reader. For more details, the reader is referred to those papers. In section 3 we analyse the convergence behaviour, stability properties and universality features of the Hamiltonian flow defined.
In section 4 we study the perfect lattice Laplacian with respect to the n-th order neighbour contributions.
In section 5 we give an outlook into the regime of interacting fields, specifically gauge fields whose initial finite resolution Hamiltonian is more naturally discretised using Wilson like (holonomy) variables [14, 15] . We also summarise our findings.
In the appendix we review and compare to standard coarse graining maps. [15, 16] This article is followed by the fourth paper [3] in this series in which we remove the restriction to two spacetime dimensions which enables us to address the issue of detecting at finite resolution, that is, although one considers a finite lattice, whether the flow approaches a rotationally invariant theory. This serves as a basic example for the preservation or rather restoration of more general (in particular gauge), symmetries that are broken by naive discretisations [17] and which are a strong motivation for this entire series.
Review of direct Hamiltonian Renormalisation
This section serves to recall the notation and elements of Hamiltonian renormalisation from [1, 2] to which the reader is referred to for all the details.
We consider infinite dimensional conservative Hamiltonian systems on globally hyperbolic space-times of the form R × σ. If σ is not compact one introduces an infrared (IR) cut-off R for the spatial manifold σ by restricting to test-functions which are defined on a compact submanifold, e.g. a torus
We will assume this cut-off R to be implicit in all formulae below but do not display it to keep them simple, see [1, 2] for the explicit appearance of R. Moreover, an ultraviolet (UV) cut-off M := R/M is introduced by restricting the smearing functions f M to a finite spatial resolution. In other words, f M ∈ L M is defined by its value on the vertices of a graph, which we choose here to be a cubic lattice, i.e. there are M D many vertices, labelled by m ∈ Z D M , Z M = {0, 1, ..., M − 1}. In this paper we consider a background dependent (scalar) QFT and thus we have access to a natural inner product defined by it. For more general theories this structure is not available but the formalism does not rely on it. The scalar products for
wheref denotes the complex conjugate of f . Given an f M : Z D M → R we can embed it into the continuum by an injection map I M
L is much larger than the range of I M . This allows us to define its corresponding left inverse: the evaluation map E M is found to be
and by definition obeys
Given those maps we are now able to relate test functions and thus also observables from the continuum with their discrete counterpart, e.g. for a smeared scalar field one defines:
Indeed, since the kernel of any map C : L → L in the continuum is given as f, Cg =:
it follows
which shows that
. The concatenation of evaluation and injection for different discretisations shall be called coarse graining map I M →M if M < M :
as they correspond to viewing a function defined on the coarse lattice as a function on a finer lattice of which the former is not necessarily a sublattice although. In practice we will choose the set of M such that it defines a partially ordered and directed index set. The coarse graining map is a free choice of the renormalisation process whose flow it drives and its viability can be tested only a posteriori if we found a fixed pointed theory which agrees with the measurements of the continuum.
Hence proposals for such a map should be checked at least in simple toy-models before one can trust their predictions. The coarse graining maps are now used to call a family of of measures M → ν M on a suitable space of fields φ M cylindrically consistent iff
where w M is a Weyl element restricted to the configuration degrees of freedom, i.e. for a scalar field theory as in the present paper
The measure ν M can be considered as the positive linear GNS functional on the Weyl * −algebra generated by the
In particular, the span of the w M [f M ]Ω M lies dense in H M and we simplify the notation by refraining from displaying a possible GNS null space. Under suitable conditions [18] a cylindrically consistent family has a continuum measure ν as a projective limit which is related to its family members ν M by
It is easy to see that (2.11) and (2.9) are compatible iff we constrain the maps
This constraint which we also call cylindrical consistency means that injection into the continuum can be done independently of the lattice on which we consider the function to be defined, which is a physically plausible assumption.
In the language of the GNS data (H M , Ω M ) cylindrical consistency means that the maps
If the quadratic form can be shown to be closable, one can extend it to a positive self-adjoint operator.
In practice, one starts with an initial family of OS data (H
M ) usually obtained by some naive discretisation of the classical Hamiltonian system and its corresponding quantisation.
The corresponding GNS data will generically not define a cylindrically consistent family of measures, i.e. the maps J M →M will fail to be isometric. Likewise, the family of Hamiltonians will generically fail to be cylindrically consistent. Hamiltonian renormalisation now consists in defining a sequence of an improved OS data family n → (H
Convergence properties
A necessary condition for convergence of the flow is that
with starting value a 0 (q) = 1 + 1 2 q 2 really runs into its fixpoint
We will examine this by computing the flow of the coefficient of each power of q 2 separately. This maps the problem of dealing with recursive functional equations to recursive relations of sequences, see e.g. [19, 20] . One immediately sees that the constant and the quadratic term always remain the same under the flow, i.e. a
for all n where a n (q) =
n q k . In fact, it is easy to see that all odd powers of q vanish and that a n is a polynomial of order 2 n in q 2 . For the remaining coefficients we note the following lemmata: Lemma 1: Suppose f, g ∈ R, f = 1. Then for a sequential recursive relation of the form a n = f a n−1 + g (3.8)
we find a solution as:
Proof. It is obvious true for n = 1 as
Assuming thus the claim holds for n it follows
The lemma can be extended to f = 1 using de l'Hospital's theorem. Lemma 2 Suppose that f (n), g(n) are sequences with f (n) = 0∀n. Then a sequential recursive relation of the form:
is solved by
Proof. Let A n := a n /( n−1 k=0 f (k)), n ≥ 1 and A 0 := a 0 . Then by the recursion relation
It is instructive to verify that Lemma 2 reduces to Lemma 1 when f (n), g(n) do not depend on n.
Since a 0 (q) is quadratic and the recursion is quadratic as well, we see that the highest power for a n (q) is always 2 n+1 . Now we apply the Cauchy-product-rule
to get (using that all the coefficients of all odd powers vanish)
So as long as k ≥ 4:
which is now a linear relation for a
n , i.e. we can apply Lemma 2. Now since all a
also our starting value is zero and we get:
It is easy to compute, e.g.:
and use this to claim
which is the above equation for k ≤ 2. And assuming it holds for ∀j ≤ k
We now expand the function of 2 −t appearing in (3.21) as a power series i c i (2 −t ) i with some coefficients c i ∈ R, such that the c i are independent of t and finite. It follows:
where we used
! to obtain line 2 and Pascals rule
for line 3 and
Having proved (3.20) we have also shown that the flow drives the initial value indeed to the fix-point as n → ∞.
Studying the flow of d n (q) = b n (q)+c n (q) however is considerably more difficult. Although being described by the linear recursion relation d n+1 (q) = 4(1 + a n (q/2))d n (q/2), not knowing the analytic form of the a n (q) entering in each step makes it analytically impossible to evaluate exactly whether
. Instead we will present the numerical evidence, that it approaches the fix point rather fast, see figure 3.1. We plot the functional dependence as a function of q for different iterations in n. At fixed n the deviation from the fix point is bigger for higher values of q since a n (q) is a polynomial of degree 2 n . At fixed q the deviation decreases as we increase n. 
Stability properties with respect to initial conditions
While we have supplied analytical and numerical evidence that starting from the naive lattice Laplacian with only next neighbour contributions the flow indeed converges to the fix point found, the question arises how stable the fix point depends on the chosen discretisation of the covariance. In particular, the fact that the flow studied in the previous section was parametrised by three functions only, rests on the form of the initial discretisation. If we also consider initial discretisations that involve next to next neighbour contributions, then a parametrisation by three functions is no longer sufficient as we will see. The most general, translation invariant, symmetric form of the lattice Laplacian on one dimensional a lattice consisting of M points is given by (note the periodicity of the function)
where the M coefficients ∆ M (k) are subject to the constraint that for
the Taylor expansion up to second order in M yields f (m M ). We call this a physically allowed discretisation. This gives the two constraints
leaving M − 2 free parameters for the allowed discretisations. As an example, consider the next to next neighbour case, i.e. ∆ M (k) = 0, k > 2 leaving one free parameter γ
The case γ = 0 reproduces the naive next neighbour Laplacian, thus γ ∈ R labels its next to next neighbour type of perturbation.
As an example, we consider a choice for γ within the next to next neighbour discretisation class which makes ∆ M E M f agree with E M ∆f up to order 4 M . The power expansion of f (x ± ), ≡ M and f (x ± 2 ) results in the following linear system:
If one inverts the appearing matrix, one can read of the contributions for f which are (3.27) This corresponds to the choice γ = − 1 16 Its eigenvalues in the Fourier basis are (using cos(2x) = 2 cos(x) 2 − 1) Accordingly, the initial covariance is now, described by (recall q 2 = (k 2 0 + p 2 ) 2 M , the appearing constants are irrelevant for what follows, see [1] )
We claim that this transformation leaves invariant the following functional form parametrised by six functions a n , ...,
f n (q) cos(t) 2 + e n (q)cos(t) + d n (q) c n (q) cos(t) 2 − b n (q) cos(t) + a n (q) (3.31)
The initial data can be read off from (3.29)
After one renormalisation step, the denominator becomes the product
Remembering that under the renormalisation we have t → t/2, q → q/2 we can read off the recursion relations
It is immediate that the fixed point of n → c n is given by flow immediately into the fix point c * (q) = 0. Then the fixed point condition for (3.35) becomes b * (2q) = b * (q) 2 . This functional equation has the one parameter set of solutions α → b * (q) = e αq . Our inital condition (3.32) started with a function b 0 (q) that was even in q and (3.35) does not change this behaviour. Thus the only choice is: α = 0, b * (q) = 1. Consequently, we find the fixed point condition for (3.36)
already familiar from the next neighbour discretisation class and which is solved by the functions cos and cosh. Looking now at the numerator from (3.30)
2(1 + cos(t/2)) f n cos(t/2)
2 + e n cos(t/2) + d n c n cos(t/2) 2 + b n cos(t/2) + a n + + 2(1 − cos(t/2)) f n cos(t/2) 2 − e n cos(t/2) + d n c n cos(t/2) 2 − b n cos(t/2) + a n = = [f n c n + f n b n + e n c n ] cos(2t) 2 + + 2[f n c n + f n b n + e n c n + f n a n − e n b n + d n c n + e n a n + b n d n ] cos(2t)+ + 2[f n c n /2 + f n b n /2 + e n c n /2 + f n a n + e n b n + d n c n + e n a n + b n d n + 2a n d n ] (3.38)
Hence the remaining recursion relations are f n+1 (2q) := (f n c n + f n b n + e n c n ) (q) (3.39) e n+1 (2q) := 2 ((f n + e n + d n )c n + (a n + b n )f n + e n b n + d n b n + e n a n ) (q) (3.40)
Plugging in the already known results (i.e. c * = 0, b * = 1 and a * ∈ {cosh(q), cos(q)}) we find the fix point of f n must obey
The only scale invariant function in one variable is a constant, i.e f * = K. To see which value of K is picked by the initial conditions it is sufficient to compute the flow at q = 0. We notice that d 0 (0) = e 0 (0) = f 0 (0) = 0 and that (3.39)-(3.41) is a homogeneous system of equations of first order as far as the functions d n , e n , f n are concerned. This means, by induction, that the values of d n , e n , f n at q = 0 remain zero for the entire flow. It follows that: K = 0. The remaining fixed point conditions reduce then to those for the next neighbour class discretisation. It follows that both the (unique) next neighbour class and the above choice from the next to next neighbour class have the same unique fixed point.
Concerning the convergence of the system towards the fix point, the situation is more involved than for the next neighbour class. While by similar methods c n (q) is explicitly computable as
it turns out that if we start with the initial values from (3.32) one finds that the flow of a n , b n , d n , e n , f n for each coefficient of the respective power series diverges. Consider for instance a n (0). As c n (q) approaches zero exponentially fast this means the for higher iterations we approach for a n (0) the recursive equation a n+1 (0) = 2a n (0) 2 − 1. Let δ n = a n (0) − 1 then δ n+1 = 2δ n (2 + δ n ). This means that the error δ n grows exponentially, i.e. a n (0) appears to be a relevant coupling in the terminology of statistical physics. For starting values |a 0 (0)| > 1 the sequence diverges. For starting values |a 0 (0)| < 1 the sequence displays chaotic behaviour and does not converge to the fix point but there may be a subsequence that does. Our chosen discretisation picks a 0 (0) = 7 so certainly a n (0) by itself does not converge. Note however, that the convergence of the coefficient function sequences a n , .., f n is only sufficient for the convergence of the covariance. Indeed, since the covariance is a homogeneous rational function of those six functions, that is, a fraction with both numerator and denominator linear in those functions, after each renormalisation step a common rescaling of those functions by any (non vanishing) other function such as a (non vanishing) constant leaves the covariance unaffected. It turns out that a common rescaling by b n (0) after each renormalisation step leads to modified sequences a n (q) := a n (q)
which now converge as the numerical evidence suggests. Even more, the convergence takes place independently of the value of γ except for γ = γ 0 = − 1 4 which plays a special role as the discretisation of the Laplacian blows up here. The flow of the rescaled a n (q) (left) and b n (q) (right) for q ∈ {1, 10} in a logarithmic plot. For n = 0, 1, 3, 7, 10 in dashed colours and compared to this the corresponding fix point function in blue. One sees that both run extremely fast towards the fix points a * (q) = ch(q), b * (q) = 1. Note that we do not display c n (q) which approaches zero exponentially fast. The flow of the rescaled d n (q) (left) and e n (q) (right) for q ∈ {1, 10} in a logarithmic plot. For n = 0, 1, 3, 7, 10 in dashed colours and compared to this the corresponding fix point function in blue. One sees that both run extremely fast towards the fix points d * (q) = qch(q) − sh(q), e * (q) = sh(q) − q. Note that we do not display f n (q) which approaches zero exponentially fast. We plot both the individual functions at γ = −1/16 and the total covariance at two values of γ smaller and bigger than γ 0 . The convergence of the covariance is faster for γ > γ 0 since for γ < γ 0 the denominator can become small. However the position of those minima moves to infinity as the flow proceeds. It is clear from this section how one would repeat the analysis eg. for the next to next to next neighbour class where one would have a two-parameter freedom. We leave this for future work.
Universality Properties
The flow -and correspondingly the final fix-point -of the measure family imposes the cylindrical consistency condition on the coarse graining maps, hence only a certain subset of all possible coarse graining maps I M →2M can be considered. However, it will transpire that the block-spin-map considered so far is not unique. In this section we will consider others, e.g. the deleting-map, which is also cylindrically consistent. In order to bring our framework into contact with the literature, we will also consider this map in the path integral context and compare to already known results, see appendix A.
To review the notation, we consider the discretized Weyl element smeared with the test function f M :
which allows us to define the generating functional of the Hilbert space measure ν M as:
where
which we had considered so far allows us to rewrite the cylindrical consistency condition
e.g. for n = 1 as
which shows that I M →2M indeed represents a block-spin-transformation in the usual sense. However, the flow of measures certainly depends on the chosen block-spin-transformation and thus also the fixed points could depend on it. The degree of independence of the choice of such a mapĨ M →2M is loosely referred to as universality. For example, the deleting map is defined by
As one can check now, this map indeed passes the the cylindrical consistency condition for any α
However, the only way to guarantee that this map is isometric is α = D/2 because
We refrain from constructing explicit evaluation and injection maps, since they are irrelevant for determining the fix point as well as taking the inductive limit. We will study it below and compare with the transformation used in [2] . The set of coarse graining transformations satisfying cylindrical consistency is infinite (e.g. one could use I M →pM instead of I M →2M where p is any prime number). Yet, these are indeed nontrivial conditions, and not all renormalisation-flows studied in the literature fulfil these conditions. E.g. in the literature it is standard to consider the approximate blocking kernel (see e.g. [21] [22] [23] [24] and reference therein)
For κ → ∞ the exponential tends to the δ-Dirac-distribution and reproduces the renormalisation map, I M →2M = lim κ→∞ I κ M →2M which we have used so far and that satisfies the cylindrical consistency condition.
We review the renormalisation flow based on the approximate blocking transformation in appendix A. To see that our renormalisation flow n → ν (n) M is consistent with this standard flow defined in A.2 in terms of action functionals we write dν
Cylindrical Inconsistency of the Approximate Blocking Kernel
We check whether (3.50) holds for any ∞ > κ > 0. If true, then a necessary implication would be that
which reads explicitly
We evaluate the Gaussians on the left hand side:
where we defined A(m) :
We do the integrals overφ 2M (2n + 1), n ∈ Z M first and then perform the remaining integral over
It is transparent, that e.g. the coefficients of the φ M (n) 2 , n ∈ Z M appearing in the exponent of the last line above do not sum up to −2κ. It follows that I κ M →2M does not fulfil the cylindrical consistency condition for any finite κ and we exclude it from the list of acceptable blocking kernels.
Continuum theory for different blocking-kernels
Both the deleting kernel and the kernel we used so far are cylindrically consistent. How do their flows compare to each other?
To answer this question, we investigate the flow of
which can be computed using the same methods as in [2] :
Which tells us that the flow of the covariance is given by
and consequently, also for their discrete Fourier transforms. We find this to drive the D = 1 starting covarianceĈ
to zero or infinity unless α = D. This demonstrates two things: First, the isometry of the coarse graining map is not a necessary condition in order to define a suitable flow. On the other hand, by far not every map defines a meaningful flow.
Picking α = D we compare the continuum limits M → ∞ of both fixed point covariances computed by the block spin and deleting kernel respectively
Thus the two continuum theories they define are identical when α = D. Note that, trivially, the cylindrical projections of the same continuum covariance with respect to two different projections corresponding to different blocking kernels are of course different.
Perfect Lattice Laplacian
The adjective "perfect" is used in renormalisation theory in order to characterise quantities at finite resolution of the fixed point theory. For instance, the family of fixed point covariances labelled by the finite resolution (lattice) parameter M in the free field theory case defines an effective covariance which can be interpreted as the result of integrating the spacetime Weyl element against the exponential of an effective action at the given resolution. This action is called "perfect action", actually a whole family thereof. In this section we investigate the family of "perfect Laplacians" which can be extracted from the family of fixed point covariances and study the decay behaviour of the contribution of lattice points in n-th neighbour relation to a given lattice point.
To avoid confusion, in the literature the term "perfect lattice Laplacian" mostly refers to the Euclidian d'Alembert operator, i.e. the operator 2 = ∂ 2 t + ∆ involving time where ∆ is the spatial Laplacian. In our case, we are more interested in the "perfect spatial lattice Laplacian" which refers to ∆. These two quantities are defined in terms of the finite resolution operators given by the fixed point theory. We have direct access to the fixed point family of spacetime covariances
of our renormalisation flow whose Fourier transformsĈ * M (k 0 , l), l ∈ Z M were explicitly computed. We can now define the perfect Euclidian d'Alembertian as −2 * M := (C * M ) −1 − p 2 . However, 2 * will not be of the form ∂ 2
If we expand this expression and (A.4) both to second order inĴ M , we get:
π/(2κ) twice for n = n and once if n = n . Thus (A.10) becomes Now we compare (A.13) with (A.9) -which was the 2-pt function at a fix-point -by diving the p i integration into a summation of the integer l i and an integration over k i , i.e. p = k + 2πl such that: This is the final expression for the covariance at the fix point as found in the literature.
A.2 Deleting Blocking kernel
In this subsection we repeat the analysis of the previous subsection for the deleting kernel In the main text it was applied only in the spatial direction, but in order to relate with the literature we use it here in the spacetime sense.
