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Abstract
Test beam studies were performed with 11% of the production ATLAS Tile Calorime-
ter modules. In this paper we summarize the measurement of the electromagnetic (EM)
scale calibration constant for over 200 calorimeter cells exposed to electron and muon test
beams at CERN SPS accelerator. The Tile Calorimeter modules are currently installed in
the ATLAS detector. The analysis presented in this paper takes into account the recent im-
provements in the Tile Calorimeter cesium calibration, charge injection system calibration
and Fit Method energy reconstruction. The overall conversion factor between the measured
charge and the energy deposited by measured particles for over 200 Tile Calorimeter cells
is 1.050± 0.003 pC/GeV, with spread of 2.4± 0.1%. We discuss in detail the sources of
uncertainties of EM scale calibration constant.
We also show, that after inter-calibrating all the Tile Calorimeter cells with a radioactive
cesium source and setting the EM scale in the first calorimeter compartment with electron
beams, the values of signals measured in the second and third calorimeter compartment need
to be increased by 1–9% to keep the EM scale uniform in the whole calorimeter.
2
1 Introduction
The ATLAS detector [1] at the proton-proton Large Hadron Collider (LHC) is ready to measure the first
particle collisions and the calorimeter system will play an essential role in the measurement of jet energies
and missing energy. The key role of the ATLAS detector calorimeters is the absolute measurement of
energy deposited by particles crossing the detector or absorbed in it. One of the major components of
ATLAS hadronic calorimetry is Tile Hadronic Calorimeter (Tilecal) [1, 2].
For each cell of Tilecal the electromagnetic (EM) scale calibration constant converting the calorime-
ter signals, measured as electric charge in pC, to the energy deposited by measured electrons, which
produced the signals, must be determined. The Tilecal EM scale calibration has already been described
in Ref [3], but our understanding of the calibration systems continues to improve (see Section 1.2). The
use of the charge injection system (CIS) was improved with non-linear corrections for low gain ADCs of
the Tilecal channels [4]. The integral cesium calibration method used in [3] was superseded by an am-
plitude method which provides response information for individual tiles and fibers (see [5] for instance).
At the same time, the Fit Method [6, 7] and pulse shapes used for the energy reconstruction have been
verified, which resulted in minor improvements in measurement of noise and a better understanding of
systematic effects. The EM scale constants presented in this paper were obtained from a new analysis
taking into account the mentioned improvements of CIS and cesium calibration and of the Fit Method.
In order to obtain EM scale calibration constant, 11% of Tilecal modules were exposed to electron,
pion and muon test beams of various energies at different geometrical set-ups. In this paper, the EM
scale was obtained from analysis of response of over 200 calorimeter cells to electron and muon beams.
In order to study the EM scale variation in detail, dedicated Monte Carlo studies were performed in
GEANT 4.8.3 using QGSP physics list and Bertini intranuclear cascade model, [8, 9].
This paper represents a result of a dedicated effort of many people in the Tilecal community. In
Section 1 Tilecal and its calibration systems are briefly described, Section 2 refers to the beam tests
setup. In Section 3 the overall EM scale factor and the main sources of its variation are discussed.
Section 4 describes the dependence of calibration constant on radial depth and in Section 5 obtained
results are summarized.
1.1 The Tile Calorimeter
Tilecal is composed of a Long Barrel (LB), and two Extended Barrel (EB) cylindrical structures. Az-
imuthally, barrel and extended barrels are divided into 64 modules, each spanning an azimuthal angle
of 2pi/64. Radially it extends from inner radius of 2280 mm to outer one of 4230 mm. It is radially
segmented into three layers, which are about 1.5, 4.1 and 1.8 interaction length thick at η = 0. Each of
the Tilecal modules is composed of alternating iron plates (absorber) and scintillating tiles (active ma-
terial). Tiles are oriented perpendicular to the colliding beams and are radially staggered in depth. The
trapezoidal scintillating tiles are read-out by wavelength shifting (WLS) fibers on both sides of the tile
into two separate photomultipliers (PMTs) as shown in Fig. 1.
The read-out cells are formed by grouping the fibers to individual PMTs. Cells are organized in
towers with a given pseudorapidity1). The resulting granularity is: ∆η×∆Φ= 0.1×0.1 (0.2×0.1 in the
last radial layer). The layout of the readout cell geometry is shown in Fig. 2. There are 11 transverse rows
of tiles (tile rows) in a module. The tile rows are numbered from inner to outer radius. The calorimeter
compartments of LB and EB modules are composed of various tile rows shown in Table 1. The Inter-
Tilecal Calorimeter (ITC) cells C10 contain tile rows 7-9 and cells D4 contain tile rows 10-11. The
height of the tile in radial direction is 97 mm for tile rows 1-3, 127 mm for tile rows 4-6, 147 mm for tile
rows 7-9 and 187 mm for tile rows 10 and 11.







Figure 1: Tilecal module structure and optical read-out elements. The various components of the optical
readout, namely the tiles, the fibers and the photomultipliers, are shown. The position of tubes for the
cesium source calibration are also shown near the outer edge of each of the eleven tile rows.




Table 1: The tile rows contained in various LB and EB calorimeter compartments.















Cells and Tile Rows
Half-Barrel Extended Barrel
0 500 1500 mm
D0 D1 D2 D3
BC1 BC2 BC3 BC4 BC5 BC6 BC7 BC8 B9
A1 A2 A3 A4 A5 A6 A7 A8 A10A9
D5D4 D6
B11 B12 B13 B14 B15






Fig. 3. Cells and tile-rows in the barrel and extended barrel sections of the calorime-
ter. Horizontal lines delineate the eleven rows of scintillating tiles. Heavy lines show
the cell boundaries formed by grouping optical fibers from the tiles for read out by
separate photomultipliers. Also shown are lines of fixed pseudorapidity.
cells, each equipped with two PMTs that receive light from opposite sides of
every tile.
To reconstruct accurately the energy of the physics objects a precise and
maintainable calibration of the calorimeter system is crucial. The design of
the Tile Calorimeter includes a monitoring system for the scintillator and
PMT response using a 137Cs source, a laser system for the PMT and readout
system response, and an electronic charge injection system for the readout
electronics alone. These systems are described in more detail below and their
performance during the test beam studies are reported. Several of them have
been used regularly over many years.
To understand in detail the response of the final calorimeter modules about
11% of the 192 modules were exposed to test beams of electrons, muons, and
hadrons, ranging in momentum from 3 to 350 GeV/c. The main goals of this
extensive testing program were:
(1) to set and measure the energy-to-charge conversion factors, using elec-
tron beams. The settings will be reproduced on the untested modules by
establishing similar cesium source responses on all modules,
(2) to explore the response uniformity of all modules with muon beams,
(3) to extend previous investigations on the response of the production mod-
ules to hadrons.
In addition, a number of general properties of the calorimeter were measured,
mainly in view of its use within ATLAS.
The results of this extensive measurement program are described in this pa-
per. In the remainder of this section, the main aspects of the module test
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Figure 2: The layout of cells (solid lines) and tile rows (dashed lines) in barrel, extended barrel and ITC
(cells D4 and C10) sections of the calorimeter. Also shown are lines of fixed pseudorapidity.
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Fig. 6. Calibration data treatment. The accuracy of a single tile response value is
close to 1.8%
leads to a tile row mean response accuracy close to 0.6% and 0.3% for a cell
in average. The accuracy is enough to calibrate and monitor TileCal.
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Figure 3: An example of a response of tile row 8 of cell B4 and PMT 18 to the cesium calibration source,
as it moves along its path (the distance is indicated on the x-axis in cm). The peaks visible in the figure
correspond to the Cs source passing through the holes near the edges of individual tiles. The estimate of
leak of energy deposited by the Cs source in tile row 8 to other adjacent tile rows of the given cell is also
shown. The result for “Raw data” with subtracted leak of energy is shown as the second curve from the
top. The relative response of individual tiles is measured with a precision of about 2%. An average cell
response is known with 0.3% precision. It is apparent, that for the tile here referred to as “Right 6” the
fitted tile response is less than ≈ 50% of the average tile response in the cell. Taken from [10].
1.2 Tilecal Calibration System
The Tilecal calibration system [2] consists of the following components: charge injection system (CIS),
cesium system (Cs), laser system and minimum bias (MB) monitoring system. The full potential of MB
system can only be exploited with the real data. The calibration constants from laser system were not
available for our analysis. The CIS and Cs system were fully operational and their calibration constants
were used in our analysis.
The electric charge collected in every Tilecal PMT is passed to bi-gain amplifiers (gain ratio of 64).
Both high-gain and low-gain outputs are simultaneously digitized in two 10-bit ADCs. The output of the
low-gain (high-gain) channel is used when the value of the signal amplitude measured by the channel is
larger (smaller) than ∼ 12.5 pC, respectively. During the CIS calibration runs the linearity of response
of both the ADCs and the front-end electronics is measured together with the absolute response in ADC
counts per pC. A 2% non-linearity in the low gain was measured and corrected.
The cesium system [10] is used as the primary tool to equalize the gain of all calorimeter cells. During
cesium calibration runs a radioactive 137Cs source passes through all Tilecal cells, through holes in every
scintillating tile a d absorber plate. The holes for cesium calibration tubes are located 13 mm from the
outer radius edge of the trapezoidal-shaped tiles (independently of the tile size), on its symmetry axis, as
shown Fig. 1. The Cs system measures the relative efficiency of the optical read-out chain between every
tile in the cell and the associated PMT. A sample scan is shown in Fig. 3. The high-voltage of the PMT
is then set to ensure that the average response of all tiles in the cell corresponds to the overall Tilecal
average for the given calorimeter compartments.
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counters were routinely moved to be in the beamline for all orientations of the
scanning table.
Triggering was a simple coincidence with three beam scintillation counters.
The resulting spot size was typically 3x3 cm2 or less. In addition to the beam
trigger, several additional triggers (pedestal, charge-injection and laser-driven
signals) were implemented and suitably flagged, for electronics calibration pur-
poses.
Fig. 4. TileCal modules as stacked on the scanning table at the H8 beam
1.2 Signal read-out
The design of the TileCal front-end electronics is described in detail in Ref. [3];
only a few essential aspects are quoted here. The front-end electronics of each
module is housed in a pair of extractable “drawers” (each pair being referred to
as superdrawers), wherein the cell signals are digitized, the trigger tower ana-
log sums are performed and the PMT currents are measured. The superdraw-
ers also house the HV distribution to PMTs and monitoring and calibration
circuitry.
The “3-in-1” cards, situated inside the iron magnetic shield of the PMT block,
perform most analog functions of the front-end electronics. Bi-gain amplifiers
produce shaped PMT differential signals with a gain ratio of 64. Both high-gain
and low-gain outputs are digitized within the drawers. This system measures
energy depositions of up to 1.5 TeV in each readout cell; the least count
corresponds to an energy of approximately 15 MeV. The shaped signals are
sampled and digitized every 25 ns by 10-bit ADCs [4]. The sampled data are
temporarily stored in a pipeline memory until a trigger level-1 accept signal is
received. At the test beam, the level-1 accept is simply the beam scintillator
coincidence, vetoed by the computer busy condition. The digitized samples are
transfered from the drawer via an optical fiber link and recorded. In ATLAS






Figure 4: Tile Calorimeter module layout during beam test operation in the H8 area of the CERN SPS.
From bottom to top the Module 0, a production barrel module and two extended barrel modules are
shown. Approximate beam directions for θ =+90◦, θ =−90◦, θ =+20◦ and η-projective setup (dashed
arrows) are shown.
2 Testbeam setup
The calorimeter setup in the H8 area of the CERN SPS is shown in Fig. 4. On a scanning table capable of
x, y, θ and φ motion, the prototype Module 0 is the lowest in a stack of three modules. The middle layer
is a production barrel module, and the top layer is either a pair f production extended barrel modules
(as shown in the figure) or another production barrel. Since some data are taken in projective geometry,
module orientation is denoted by positive or negative η , with positive η being the beam-right side on the
scanning table.
Calibration of each module consists of using the beam in the following geometries:
• Beam incident at the center of the front face of each A cell at ±20◦ from the normal;
• Beam incident at projective angles across the front face of the calorimeters;
• Beam incident at the sides of the calorimeters into the center of each tile row. This is referred to
as 90◦ measurements.
Beam energies for measurements reported in this paper were between 20 and 180 GeV. In general,
the beam composition was a mixture of hadrons, muons and electrons. The particle type is identified
mainly by using the calorimeter response. A pair of beamline Cerenkov counters assisted in further
identification. For beam energies Ebeam≤ 20 GeV the Cerenkov signal is used to improve electron/hadron
separation, for positively charged beams (50 – 180 GeV) it is used for pion/proton separation. Beam
transverse position is measured with two x-y wire chambers upstream of the calorimeter.
3 Electromagnetic scale
In this section the Tilecal EM scale calibration constant is obtained from an analysis of the Tilecal
response to electron test beams. We will also discuss the precision of the obtained EM scale and its de-
pendence on the pseudorapidity of the beam. In all cases shown below the channel energy was calculated
using the Fit Method [6, 7], amplitude cesium calibration method [5] and CIS calibration including the
non-linear corrections for low-gain ADCs [4].
The response of calorimeter modules to electron beams is defined as the ratio of the charge collected
in analyzed cells of the calorimeter module to the electron beam energy. The charge collected in one cell
is equal to the sum of charges collected by the two PMTs reading-out the cell.No corrections for dead










Figure 5: The cell response of electrons at the angle θ =±20◦ (Mean = 1.050±0.003 pC/GeV, RMS =
2.4± 0.1%), with one entry for each A-cell measured. The plot contains data taken at 20, 50, 100 and
180 GeV electron beam energies.
3.1 Electromagnetic scale calibration constant from electron runs
In order to obtain the Tilecal EM scale calibration constant the response of all A cells of three long
barrel modules and five extended barrel modules to electron beams was studied2). The beams entered the
modules at θ = ±20◦, having energies of 20, 50, 100 and 180 GeV. Only runs with all PMTs working
were included in the analysis.
A distribution of all obtained responses of over 200 calorimeter cells is presented in Fig. 5. The mean
value of this distribution is 1.050±0.003 pC/GeV and is taken as the Tilecal electromagnetic scale. The
RMS spread of the measurements is 2.4±0.1%.
3.2 EM scale variation
As was shown in the preceding section 3.1, the EM scale calibration constant of Tilecal is known with
RMS spread of 2.4±0.1%. In this section we will discuss the sources of this variation: a variation of tile-
to-phototube optical read-out efficiency, an effect of fast and slow read-out electronics and a dependence
of the EM scale calibration constant on pseudorapidity and energy.
3.2.1 Variation of tile-to-phototube optical read-out efficiency
Each Tile calorimeter cell is a set of scintillator tiles connected by optical fibers to two phototubes
(Section 2). Between the fibers and the phototubes there are light mixers to spread the light from the
optical fiber on the surface of the photo-cathode of the PMT and thus minimize the influence of the
photo-cathode non-uniformity. The optical read-out efficiency between each tile and each of the two
associated phototubes is measured by the cesium calibration system (see Section 1.2). Variations of this
efficiency arise from: non-uniformity inside a tile, tile-to-tile fluctuations, tile-to-fiber coupling, fiber-
to-fiber fluctuations, variations of the response across the PMT photo-cathode (with the light mixer in
2)The following modules were analyzed in this case: extended barrel modules ANL-23, ANL-30, ANL-44, IFA-27 and
IFA-42; long barrel modules JINR-12, JINR-27 and JINR-55.
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Figure 6: Simulated mean response at 28 different impact points for 180 GeV electrons incident on
a barrel module at θ = 20◦. The RMS spread of the means is 1.8±0.2%. The response is normalized to
the case when no Cs amplitude weights are introduced (that is the standard setup in the simulation).
front), and fluctuations inside a cell due to the fact that more than one tile is read out by the same optical
fiber.
The cesium measurement showed that the distribution of the tile-to-phototube optical read-out effi-
ciency has an RMS spread of ≈ 5%, [11]. An electron beam at θ = 20◦ crosses only a part of the tiles
of a given cell and the response of the cell depends on the optical fluctuations of the hit region. Could
these optical fluctuations explain partially the variation of EM calibration constant? In order to answer
this question a dedicated Monte Carlo study was performed.
The relative signals from each tile obtained from the Cs source measurements were introduced in the
Monte Carlo simulation of the testbeam setup for every single tile-to-phototube coupling. The weights
are based on Cs amplitude signal as measured during Cs scan of a real barrel module JINR55. The
weights are calculated as follows:
wCs(tile,PMT ) =
CsAmp(tile,PMT )
average over tiles in the cell(CsAmp(tile,PMT ))
(1)
After introducing these weights in the MC simulations, electron beams ranging in energy from 10
to 180 GeV were simulated in the barrel module at θ = 20◦ and 28 different impact points. The RMS
spread of the mean response was 1.8±0.2%. Fig. 6 shows an example for 180 GeV electrons. Similar
RMS spread was obtained with other electron energies.
In the real testbeam measurement, it is not possible to correct for differences of optical tile-to-
phototube couplings as the mutual position of modules at the scanning table and the beam is not known
with sufficient precision and the shape of electron showers fluctuates event to event. Therefore the spread
of tile-to-phototube optical couplings is present also in the real data. In the case of barrel module JINR55
and 180 GeV electron runs at θ = 20◦ the uniformity of cells at η < 0 is 1.8%, η > 0 is 2.0% and the
uniformity of all cells exposed to the electron beam is 2.2%.3) This is in a good agreement with the result
obtained in the simulation.
In the real data few other cases illustrating this phenomenon were observed. In these cases a larger
RMS spread of response with position has been observed and traced to poor tile-to-phototube couplings
using information from the Cs scans.
3)Part of the difference between the two sides (η < 0 and η > 0) comes from the fact, that integrators in testbeam were not
calibrated. As described in Section 3.2.4, the differences are ∼ 0.5%.
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We conclude, that the spread of tile-to-phototube optical couplings is the main factor determining the
2.4% RMS spread in calorimeter EM scale calibration constant.
3.2.2 EM scale energy dependence
The electron linearity has also been investigated in several beam test periods, where electron beams at
various energies impinged the Tilecal modules at a given angle. Since electrons produce compact EM
showers, it is expected that the tile-to-tile differences (see Section 3.2.1) deteriorate the linearity as well.
The experimental results are shown in Fig. 7, left panel. The presented data include three barrel
modules with electrons entering at η =−0.35 (θ = 20◦).
The impact of the tile-to-tile differences has been studied with special MC, where the tile-to-phototube
optical coupling has been introduced according to the Cs-scan data from a real Tilecal module. The JINR-
55 barrel module has been chosen for this exercise. The MC electron linearity is displayed in Fig. 7 (right
panel) for five different impact points spaced by 1 period (18 mm) along z-axis. The obtained MC results
demonstrate that:
• Even with no tile-to-phototube variations there would be a small internal non-linearity of the EM
response at the level of 0.5% between 10 GeV and 180 GeV. This is mainly due to the 1 cm thick
passive front-plate placed in front of the active part of the calorimeter.
• The tile-to-tile differences have a significant impact on the electron linearity. If the beam was shot
in the same impact point for all energies, the non-linearity would be within 2%. If we allow the
beam impact point to change energy-to-energy, the non-linearity can increase to about 3%.
In the Tilecal standalone testbeam, the beam was tuned to a given energy and then the table was posi-
tioned at many different impact angles and points. Afterwords, the beam was tuned for another energy.
Since the precision of the table position along z-axis is limited (order of cm), the table position was very
likely different for different energies.
We conclude that the electron non-linearity observed in the testbeam can be mostly explained with
the tile-to-tile differences and the variation of the impact point between various test beam measurements.
This effect dominates the non-uniformities of the calorimeter response to electrons.
3.2.3 Effect of fast read-out electronics
The calorimeter front-end fast read-out electronics is calibrated by a dedicated charge injection system,
described in detail in [4]. It is important to recall one of the main conclusions of this study that the
systematic uncertainty of the CIS calibration including the differential ADC non-linearity is less than
0.7% for measurements with a single channel. This uncertainty is a few percent for charges below 1 pC
and in the region from 10 to 50 pC, corresponding to the lower limit of the range of the high-gain and
low-gain channels.
When calculating the response of the calorimeter to electron beams, signals from several read-out
channels are summed to cover the whole electromagnetic shower. The resulting systematic uncertainty
due to systematic uncertainty of CIS calibration constants is then smaller than the one of a single channel
as shown in Fig. 8, [4].
The uncertainty in the mean response to electrons caused by a systematic error of CIS is less than 1%
over the range of energies from 20 to 180 GeV. In the case of jets in ATLAS this uncertainty is expected
to be even smaller, since signal will be collected from a larger number of channels.
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Figure 7: The electron linearity at η = −0.35. Left panel: linearity measured in three different barrel
modules. Right panel: linearity determined with MC, simulating also individual tile-to-phototube cou-
plings for each tile/fiber as observed in a real module. Different symbols correspond to five different
impact points, spaced by 1 period. The difference of response for various impact points is caused by dif-
ferent tile-to-phototube weights of tiles hit by the electron shower at the given impact points. The solid
black line corresponds to the case with all tile-to-phototube weights equal to 1.00 (that is the standard
setup in the simulation).
Figure 8: Expected systematic uncertainty (caused by the uncertainties of the CIS calibration) on the
mean response for test beam measurements with electrons and pions as a function of the total measured
charge. The vertical line indicates the approximate position of the gain switch when the signal is read






















Figure 9: The dependence of EM scale calibration constant on θ with 20 GeV electron runs. Tilecal
experimental data for θ = 20◦ (three LB and five EB modules analyzed) and θ = 90◦ (three LB modules
analyzed) shown as open squares. Monte Carlo simulation results (full circles) are normalized to data at
θ = 20◦. Variation of EM scale calibration constant of 10% is observed within the considered range of
angles. The reason the θ = 90◦ experimental data shows ∼ 3% higher value than the simulation is the
non-uniformity of the tile response over its surface and is qualitatively understood, as described in the
text.
3.2.4 Effect of slow read-out electronics
The calorimeter cells are not only read out by fast electronics with a sampling frequency of 40 MHz to
obtain the physics collision data, but they are also read out by slow read-out electronics for the purpose
of minimum bias monitoring and cesium calibration.
For each calorimeter channel there is one charge integrator dedicated for this purpose. The calibration
of the integrator gain thus influences the precision of the cesium calibration constants. In the case of data
presented in this paper, the integrator calibration constants were not taken into account during cesium
calibration scans. Nevertheless it was measured, that the integrator calibration constants have RMS
spread of 0.5% [12, 13], therefore their influence on the EM scale calibration constant is very small.
In ATLAS, the integrator calibration constants will be used for the cesium scans and that can improve
the EM scale calibration constant precision from 2.4% to 2.3%.
3.2.5 EM calibration constant versus pseudorapidity
The EM scale calibration constant presented in section 3.1 is based on an analysis of electron runs at
θ = 20◦. However, as particles enter calorimeter modules under all possible angles, the dependence of
EM scale calibration constant on θ was also studied.
The following sources of data were used: real data from 20 GeV Tilecal electron runs (three LB and
five EB modules analyzed with θ = 20◦, three LB modules analyzed with θ = 90◦) and MC simulation
of 20 GeV electron runs. The covered range of θ is 0◦ – 90◦ for simulation and 20◦ and 90◦ for data.
The result of this analysis is depicted in Fig. 9.
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The response to electron beams increases with the incident angle θ by 10% between θ = 0◦ and
θ = 90◦ and can be qualitatively understood as as due to the periodic tile/iron structure of the calorimeter,
but it was not studied quantitatively. It is also apparent that in the region θ = 15◦ to θ = 35◦ the response
to electrons is flat within the errors. The ratio of the response measured at θ = 90◦ and θ = 20◦ is 1.06
in experimental data, while in the simulation it is 1.02. The higher value of this ratio observed in the
data can be qualitatively explained by the fact, that the response of tile center, hit by beams at θ = 90◦,
is ∼ 3.5% higher4) than the tile response averaged over its surface due to the optical properties of the
trapezoidal shaped tiles, [14]. The electron beams with θ = ±90◦ deposit ∼ 95% of energy within the
tile row they traverse. In the case θ < 90◦ the beam hits are distributed over a larger area of the tile
surface, so a decrease of the signal response with respect to the θ = 90◦ beams is expected. The tile
non-uniformity is not simulated in the current Monte Carlo simulation.
The angular dependence of Tilecal response was also measured at the EM scale with hadron beams.
For pion beams the angular dependence is negligible, once the longitudinal leakage is corrected for, see
Fig. 10. The longitudinal leakage corrections are based on the shower shape measurement performed
separately for pion and protons [15]. The actual corrections used reflect the expected pion-to-proton
ratio in the beam since no pion-proton separation was possible in this dataset.
A Monte Carlo simulation with longitudinal leakage correction also predicts a very small angular
dependence of the response, for pseudorapidities η > 0.2 the response changes by less than 0.5%. Both
for data and MC simulation the signal was collected from 3×3 towers (a region with η×φ = 0.3×0.3).
Even more detailed pseudorapidity scan was investigated with barrel module zero [16], the results
are similar. We conclude that angular dependence of the EM scale can be neglected. This is especially
true in the ATLAS configuration where hadronic leakage is smaller and only hadrons will be detected.
4 Calibration constant versus radial depth
The electron beams used for setting the calorimeter EM scale deposit most of their energy in the A
compartment of calorimeter modules. In this section we focus on the question, whether the cells in
BC and D compartments are properly calibrated at the EM scale after the cesium calibration. This was
studied using muon and electron beams.
4.1 Corrections to the Cs source calibration using muons at 90◦
Muons entering the calorimeter modules at ±90◦ along the centers of the tiles are used to study the
uniformity of the individual cell response and to test, whether the EM scale is preserved also in the
second and third calorimeter compartments, where most of the cells can not be reached by the electron
beams. As we will show in this Section, additional correction factors to the Cs source calibration, here
referred to as the particle/Cs correction factors, are needed to preserve the EM scale in all calorimeter
compartments.
The difference between the calorimeter response to particles and to Cs source originates in the non-
uniformity of the individual tile response across its surface. The pipes carrying the Cs source run through
holes in the tiles near their outer edges. A dedicated measurement showed5) that more than 90% of light
produced when the Cs source traverses the tile is collected from a circle around the hole with a radius
4)More details are given in Section 4.1.
5)Cs decays by a pure beta decay to a metastable nuclear isomer of barium Ba-137m, which consequently emits 662 keV
photons. An absorption length for such photon in iron is ∼ 1.9 cm, while in scintillator it is more than one order of magnitude
larger. Most of the photons thus interacts in the iron close to the Cs pipe by Compton’s scattering and photoelectric effect,
ejecting electrons into the scintillator, where the detected light is produced. The size of the area, where this light is produced
was measured in [17].
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Figure 10: An example of the Tilecal response to 180 GeV hadrons (pions and protons) as a function of
pseudorapidity η (black squares). After correcting for longitudinal leakage (open circles), the response
does not depend on η significantly (the point at η = 0.75 already suffers from side leakage). Superim-
posed are MC results including longitudinal leakage correction (small full circles). The MC data was
simulated only for five values of pseudorapidity in the range of 0.15 to 0.55. MC also predicts only small
angular dependence of the response, changes are less than 0.5% for η > 0.2. Particle/Cs correction fac-
tors were applied to data, see Section 4.1 for explanation. The absolute difference between data and MC
simulation is approximately 1%.
of ∼ 2.5 cm. The distance between this Cs “calibration circle” and the center of each tile increases with
the size of the tile and hence with radial position in the calorimeter. The associated correction factor is
discussed below.
The response to muons was studied with a muon beam directed along the center of each tile row.
Since showers induced by particles entering at projective angles spread almost uniformly over the tile
surface, a first question is whether the response at the center is representative of an average response
over the full tile. It has been shown in a dedicated measurement using 90Sr and 137Cs sources that the
response of a circle of 2.5 cm radius located in the center of the tile is 3.5% higher than the response
averaged over the whole tile surface, [14], as shown in Fig. 11. In this measurement two sets of tiles
were used, each consisting of three tiles of size 1, three tiles of size 11 and one tile for each size from 2
to 10. The dependence of this response ratio on the tile size for the sample of 30 tiles in two sets of 15
is shown to be flat in Fig. 12. The tile center response thus represents the tile response averaged over its
whole surface. Therefore, particles traversing the calorimeter along the centers of each tile row provide
a tool suitable for evaluating the particle/Cs correction.
Most of the tested modules were exposed to muon beams at θ = 90◦ with energy of 180 GeV. The
muon signal scales primarily with the cell length along the muon path. However, this is true only for the
mean value over the full signal spectrum. Such a quantity is very sensitive to high energy tails of the
muon signal spectrum, caused by radiative processes. Therefore the mean value of the muon energy loss
spectrum truncated at 97.5% of the total number of entries, here referred to as TM97.5, was adopted as
the definition of the calorimeter response to muons. High-energy muons also lose energy via radiative
processes that are strongly energy dependent. This leads to a 2.5% decrease in the muon dE/dx over the
6 m path through the calorimeter module [18].
To avoid the systematic uncertainties associated with muon radiative energy losses and with the
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Figure 11: A ratio of the response to Sr source illuminating a circle of 2.5 cm radius located in the center
of the tile to the response of the whole surface. A sample of 30 tiles was used; six tiles of size 1 and 11
and two tiles of each size for tile sizes 2 to 10. Taken from [14].
Figure 12: A ratio of the response to Sr source illuminating a circle of 2.5 cm radius located in the center
of the tile to the response of the whole surface as a function of the tile row number. Two samples of tiles
were measured and the reproducibility is shown. Taken from [14].
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Figure 13: The muon response summed over the full calorimeter module length in the 90◦ configuration,
averaged over all analyzed modules and divided be the muon path length (560 cm in barrel and 255.5 cm
in extended barrel module, end-plates excluded). Results for barrel modules (left) and extended barrel
modules (right) are presented. The dashed lines show the edges of radial compartments (A, BC and D
from left to right), for which the particle/Cs correction factors are computed. The fact that path length
normalized response to muons is in average lower in EB than in LB is understood and confirmed by
Monte Carlo studies. Details are given in the text.
dependence of truncated mean on the muon path length, the muon signal was summed over the full
length of the calorimeter module. The total muon signal is measured in every tile row. The response
of Tilecal modules to muon beams at θ = 90◦ is presented in Fig. 13. The charge-to-energy conversion
was done by dividing the measured charge by the conversion factor of 1.10 pC/GeV obtained from the
response to electrons at θ = 90◦ (compare with Fig. 9 and Fig. 14, the response of A compartment of the
modules) and multiplying by the ratio of electron and muon responses e/µ = 0.91, [19].
After the gain of all cells in the calorimeter is equalized with Cs calibration, the muon response
depends on the tile row number. This feature is partially corrected by applying correction factors in
individual radial compartments.6) The correction in the radial compartment A is set to one, in order
to preserve the EM scale as determined with electrons at 20◦. The particle/Cs correction factors for
the second and third radial compartment are the ratios of the mean responses of the tile rows of the first
compartment to the mean muon responses of the tile rows of second and third compartment, respectively.
The muon data were analyzed in both barrel and extended barrel modules. The pattern observed
in extended barrel modules is basically the same as in barrel modules (see Fig.13), but the correction
factors differ mainly because of different radial segmentation. The second radial compartment in barrel
modules is composed of six tile rows, read-out by optical fibers of four different lengths and the third
radial compartment is composed of two tile rows, read-out by optical fibers of two different lengths. In
extended barrel modules, four tile rows (read-out by optical fibers of two different lengths) constitute
both second and third radial compartment (see Section 1.1). The correction factors are averaged over all
modules analyzed (five long barrel modules and six extended barrel modules). Their values are listed
in Table 2. In addition to the correction factors listed in Table 2, other correction factors are needed for
ITC cells and long barrel cell B97). These correction factors are listed in Table 3 and were calculated
6)The individual tile row correction cannot be applied for beams entering at projective pseudorapidities, since every PMT
collects the signal from several tile rows in the given cell.
7)ITC cells and long barrel cell B9 are composed of different tile rows than the standard calorimeter compartments. ITC
cell C10 involves tile rows 7-9, ITC cell D4 involves tile rows 10 and 11, long barrel cell B9 involves tile rows 4-6.
15




Table 2: The particle/Cs correction factors for the middle (BC) and the last (D) calorimeter compartment
to keep the EM scale equalized in all cells in a module. Values are averaged over several modules and
statistical errors are shown.
Cell particle/Cs weight
ITC cell C10 1.036±0.008
ITC cell D4 1.088±0.005
Barrel cell B9 1.014±0.006
Table 3: The particle/Cs correction factors for ITC cells C10 and D4 and long barrel cell B9 to keep EM
scale equalized in all cells in a module. Values are averaged over several modules and statistical errors
are shown.
assuming the same response to muon beams in ITC tile rows as in corresponding extended barrel tile
rows.
The response to muons normalized by path length, as shown in Fig. 13, is in average lower for EB
modules than for LB modules. This has two reasons: the nonlinearity of TM97.5 signal calculation
method (the value of TM97.5 does not scale perfectly linearly with the muon path length in the cell) and
the fact, that the muon energy lost by bremsstrahlung and pair production in the first module cell (at the
beginning of the muon path through the module) is deposited partially in subsequent cells, so the first
cell the muon enters has a smaller response. This effect is relatively less apparent in longer LB modules.
The difference between LB and EB modules muon response was confirmed by a Monte Carlo study with
a precision better than 1%.
The response variation for 180 GeV electron beams at 90◦ is shown in Fig. 14. It exhibits a similar
variation to that shown for muons in Fig. 13. However these electron runs were not used for determining
the precise dependence of EM scale on radius, as they deposit most of their energy in the first calorimeter
cells they enter and do not traverse the whole module as muon beams do.
We recall here the explanation, why the second and third compartments are under-calibrated after Cs
calibration and calibrating the first compartment at EM scale. Detailed measurements of the response of
tiles to collimated Sr β -source have shown, that there is a systematic decrease of the tile signal collection
with position of the source along the tile radius of 1 %/cm to 2 %/cm from the outer edge to the inner
edge of the trapezoidal tiles, [14]. We remind, that Cs scans excite tiles near the outer radius holes,
which have their center always placed 13.5 mm from the tile edge; while particles from θ = 90◦ beams
enter the center of tiles. As an example, in tiles of tile row 11 (included in the third compartment), the
distance between the tile center and the Cs hole is 80 mm, while in tiles of tile row 1 (belonging to
the first compartment), this value is only 35 mm. This distance difference and the 1 %/cm to 2 %/cm
signal decrease in the radial direction of the tile causes an under-calibration of tile 11 (in compartment
D) with respect to tile 1 (in compartment A) of 4-8%. Similar considerations are valid for other tile sizes
with under-calibration increasing with the tile size, i.e. for tiles located at larger radius. Early Tilecal
prototype modules did not have this dependence on radius because scintillators in all the tile rows had
















Figure 14: The response of calorimeter barrel modules to electron beams at θ = ±90◦, averaged over
three modules (JINR12, JINR27 and JINR55). Results are shown after the normal Cs calibration with
no additional correction factor associated with the tile size. A similar response dependence on tile row
number is observed also with muon beams.
4.2 Particle/Cs correction factors and eta-projective muons
In this section we will show a comparison of particle/Cs correction factors obtained from muons at 90◦
and eta-projective muons. We will also show an overall uniformity of response of measured Tilecal
modules to eta-projective muon beams, when the particle/Cs correction factors listed in Table 2 are used
in the analysis.
4.2.1 Comparison of particle/Cs correction factors from muons at 90◦ and eta-projective muons
The particle/Cs correction factors listed in Table 2 and Table 3 were obtained from the analysis of the
calorimeter response to muon beams at θ = 90◦. The particle/Cs correction factors can also be obtained
from an analysis of the calorimeter response to eta-projective muons, which corresponds to the geomet-
rical setup in the ATLAS detector. In this section we will present the particle/Cs correction factors for
the barrel modules obtained from eta-projective muon beams [20], discuss the systematic uncertainty of
these particle/Cs correction factors and compare them with the correction factors listed in Table 2.
When muon enters the calorimeter module, it looses energy by ionization and radiative processes.
While in the case of ionization process muon energy is lost and deposited in the same position; in the
case of radiative processes muon energy is deposited in a volume downstream from the position of the
actual energy loss, as described in detail in Refs. [21,22]. As a consequence muon dE/dx in the first cell
the beam enters is smaller by up to 10-20% than in the following cells, depending on the muon energy
and the first cell length [22]. This effect is referred to as the “first cell effect”.
When calculating particle/Cs correction factors from the calorimeter response to eta-projective muon
beams, the real data must be corrected for the “first cell effect” by means of the Monte Carlo simulation.
This is fully possible only if there is a sufficient agreement between the spectrum shapes of muon energy
detected in compartments of the calorimeter towers in both real data and the Monte Carlo. With the






Table 4: The particle/Cs correction factors obtained from analysis of barrel module JINR55 response to
muon eta-projective beams, averaged over analyzed towers. The “first cell effect” correction based on
Monte Carlo simulation is included. The muon signal was calculated with TM15 method described in
the text. See text for details.
In order to calculate the muon signal a method less sensitive to low energy spectrum tails, defined in [21],
was used. In this method, here referred to as TM15, the muon signal was calculated as a mean value
from the muon response energy spectrum truncated at MOP−1σ and MOP+ 5σ , where MOP and σ
are the most probable value and the standard deviation of the Gauss-Landau convolution fitted to the
spectrum, [23].
In order to calculate the particle/Cs correction factors from eta-projective muon beams the responses
of individual compartments of calorimeter towers obtained from the analysis of barrel module JINR55
were divided by the corresponding values obtained from the Monte Carlo. In the current Monte Carlo
simulation the propagation of light through individual tiles is not described and the tiles are defined to
have perfectly uniform response. Thus the main difference between the Monte Carlo and real data are the
particle/Cs correction factors. The resulting ratios correspond to responses of individual compartments of
calorimeter towers corrected for “the first cell effect”8) and were used for the calculation of the particle/Cs
correction factors that are listed in Table 4.
We would like to point out, that the errors of particle/Cs correction factors listed in Table 4 are much
larger, than the errors of the particle/Cs correction factors listed in Table 2. This has several sources.
Firstly, the response of the calorimeter modules to eta-projective muon beams is very sensitive to the
precise value of pseudorapidity. In [24] the response of a barrel module in a Monte Carlo simulation to
the 150 GeV muon beams with pseudorapidities η = 0.438 and η = 0.441 was studied. It was shown,
that although the only difference in both cases was only a small shift of ∆η = 0.003, or ≈ 4 mm, the
deposited energies differed significantly, 4% for the truncated mean TM15. Secondly, the path of eta-
projective beam through the calorimeter module is shorter than in the case of beams at 90◦ and the length
of this path is more sensitive to the position of the module with respect to the beam, which is known
with a limited precision (∼ 1 cm). Finally, a smaller number of modules was analyzed in the case of
eta-projective muon beams compared to muon beams at 90◦.
We conclude that the particle/Cs correction factors listed in Table 4 agree within errors with the
values obtained from muon beams at 90◦ and presented in Table 2. However because of the mentioned
limitations in the accuracy of the particle/Cs correction factors listed in Table 4, it is preferable to use
those from muon beams at 90◦.
The response of Tilecal module to eta-projective muon beams was also analyzed in [21]. The parti-
cle/Cs correction factors in Table 2 are compatible with the results in [21], taken into account, that in the
case of [21] LAr calorimeter was placed in front of the Tilecal module and an older Cs integral calibra-
tion method was used, with which the response of D-compartment of the Tilecal module was incorrectly
4% higher than our current Cs calibration.
8)The “first cell effect” is canceled in these ratios. We recall that due to this effect the muon dE/dx in the first cell the beam
enters is smaller by up to 10-20% than in the following cells.
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(a) Mean response to eta-projective muons
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(b) Distribution of Tile tower response
Figure 15: Tilecal response to 180 GeV eta-projective testbeam muons averaged over all analyzed mod-
ules (3 LB modules and 6 EB modules). Response vs. pseudorapidity (a) and summarized for all 91
analyzed Tilecal towers (b) with mean value 15.2 MeV/cm and uniformity of 2.5%. Barrel data points
cover −0.75 < η < 0.45, extended barrel point cover |η |> 1.0.
4.2.2 Applying particle/Cs correction factors to eta-projective muons
In this section the particle/Cs correction factors obtained in Section 4.1 from 90◦ muon runs were used
in the analysis of eta-projective muon beams with energy of 180 GeV (eta-projective beams correspond
to the geometry of the real ATLAS setup). The energy measured in the cells of various calorimeter
compartments was multiplied by the correction factors presented in Table 2.
In total six extended barrel modules (4.7% of all EB modules) and three barrel modules (4.7% of
all LB modules) were analyzed. The energy measured in every calorimeter tower was normalized to the
mean path length of muon traversing the calorimeter at each given pseudorapidity. The dependence of
path length normalized responses averaged over analyzed modules on η and distribution of this response
for all analyzed runs are depicted in Fig. 15.
The resulting mean value of the response is 15.2 MeV/cm with an uniformity of 2.5%. The muon
signal and noise in the tower are well separated with signal-to-noise ratio (S/N)≈ 44.
5 Summary and conclusions
We have shown that the overall EM scale calibration constant in Tilecal (1.05 pC/GeV) is known with
an RMS spread of 2.4± 0.1%, mainly limited by variations in the tile-to-phototube optical coupling
efficiencies. The sources of the EM scale variation were discussed in detail.
It was also shown, that the procedure of keeping all Tilecal cells on the same EM scale requires
particle/cesium correction weights. In the second compartment the measured signals need to by multi-
plied by 1.025±0.002 and 1.009±0.005 for long barrel and extended barrel, respectively. For the third
compartment these weights are 1.088± 0.005 and 1.055± 0.003 for long barrel and extended barrel,
respectively. The particle/cesium correction weights for ITC cells C10 and D4 are 1.036± 0.008 and
1.088±0.005, respectively, and for barrel cell B9 the value 1.014±0.006 was obtained.
In near future additional cesium calibration corrections will be needed in the ATLAS pit in order to
take into account the effect of magnetic field on cesium calibration. These additional cesium corrections
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are currently being studied.
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