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Abstract
In this paper we propose an output-feedback Model Predictive Control (MPC) al-
gorithm for linear discrete-time systems affected by a possibly unbounded additive
noise and subject to probabilistic constraints. In case the noise distribution is un-
known, the chance constraints on the input and state variables are reformulated
by means of the Chebyshev - Cantelli inequality. The recursive feasibility of the
proposed algorithm is guaranteed and the convergence of the state to a suitable
neighbor of the origin is proved under mild assumptions. The implementation is-
sues are thoroughly addressed showing that, with a proper choice of the design
parameters, its computational load can be made similar to the one of a standard
stabilizing MPC algorithm. Two examples are discussed in details, with the aim of
providing an insight on the performance achievable by the proposed control scheme.
1 Introduction
The problem of designing robust deterministic Model Predictive Control (MPC)
schemes, has nowadays many solutions, see for example [24,32,19]. However,
the proposed approaches are in general computationally very demanding, since
they either require the solution to difficult on-line min-max optimization prob-
lems, e.g., [21]) or the off-line computations of polytopic robust positive invari-
ant sets, see [27]. In addition they are conservative, mainly because they (im-
plicitly or explicitly) rely on worst-case approaches. Moreover, in case the un-
certainties/disturbances are characterized as stochastic processes, constraints
must be reformulated in a probabilistic framework [34,14], worst-case deter-
ministic methods do not take advantage of the available knowledge on the
characteristics of the process noises, such as their probability density function,
and cannot even guarantee recursive feasibility in case of possibly unbounded
disturbances.
Starting from the pioneering works [33,18], these reasons have motivated the
development of MPC algorithms for systems affected by stochastic noise and
subject to probabilistic state and/or input constraints. Mainly two classes of
algorithms have been developed so far. The first one relies on the randomized,
or scenario-based approach, see e.g., [1,5,4], a very general methodology that
allows to consider linear or nonlinear systems affected by noise with general
distributions with possibly unbounded and non-convex support. As a main
drawback, randomized methods are still computationally very demanding for
practical implementations and their feasibility and convergence properties are
difficult to prove.
The second approach, referred in [36] as probabilistic approximation method,
is based on the point-wise reformulation of probabilistic, or expectation, con-
straints in deterministic terms to be included in the MPC formulation. Inter-
esting intermediate methods have been proposed in [2], where a finite number
of disturbance realizations are assumed, and in [16], where constraints aver-
aged on time are considered. Among the wide class of probabilistic approx-
imation algorithms, a further distinction can be based on the noise support
assumptions, which can be either bounded, e.g., as in [16,17,6] or unbounded,
see for instance [35,30,13,36,7,29]. While for bounded disturbances recursive
feasibility and convergence can be established, the more general case of un-
bounded noise poses more difficulties and some specific solutions and reformu-
lations of these properties have been adopted, for example in [7] the concept
of invariance with probability p is used, while in [29] the definition of proba-
bilistic resolvability is introduced. Also, linear systems with known state have
generally been considered, with the notable exceptions of [35,13,6], where out-
put feedback methods have been proposed.
Finally, it must be remarked that some of the mentioned approaches have
been successfully applied in many applicative settings, such as building tem-
perature regulation [28] and automotive applications [12,4,3].
In this paper, an output feedback algorithm for linear discrete-time systems
affected by a possibly unbounded additive noise is proposed. In case the noise
distribution is unknown, the chance constraints on the inputs and state vari-
ables are reformulated by means of the Chebyshev - Cantelli inequality [25],
as originally proposed in [20] for the design of decentralized controllers and in
[22] in the context of MPC. Later, this approach has also been considered in
[36,12], and used to develop preliminary versions of the algorithm here pro-
posed in [9,10]. With respect to [9,10], in this paper we discuss, in a consistent
fashion and in a detailed way, our control approach. In particular, we address
also the case when the noise distribution is known (i.e., and it is Gaussian).
We also address algorithm implementation aspects, proposing two novel and
theoretically well funded approximated schemes and full implementation de-
tails. The algorithm computational load can be made similar to the one of a
standard stabilizing MPC algorithm with a proper choice of the design param-
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eters. Importantly, the computation of robust positively invariant sets is not
required and, in view of its simplicity and of the required lightweight computa-
tional load, the application of the proposed approach to medium/large-scale
problems is allowed. The recursive feasibility of the proposed algorithm is
guaranteed by a switching MPC strategy which does not require any relax-
ation technique, and the convergence of the state to a suitable neighbor of the
origin is proved.
The paper is organized as follows. In Section 2 we first introduce the main
control problem, then we define and properly reformulate the probabilistic
constraints. In Section 3 we formulate the Stochastic MPC optimization prob-
lem and we give the general theoretical results. Section 4 is devoted to the
implementation issues, while in Section 5 two examples are discussed in de-
tail: the first one is analytic and is aimed at comparing the conservativeness of
the algorithm to the one of the well known tube based approach [27], while the
second one is numeric and allows for a comparison of the different algorithm
implementations. Finally, in Section 6 we draw some conclusions. For clarity
of exposition, the proof of the main theoretical results is postponed to the
Appendix.
Notation. The symbols ≻ and  (respectively ≺, and ) are used to de-
note positive definite and semi-positive definite (respectively negative definite
and semi-negative definite) matrices. The point-to-set distance from ζ to Z is
dist(ζ,Z) := inf{‖ζ − z‖, z ∈ Z}.
2 Problem statement
2.1 Stochastic system and probabilistic constraints
Consider the following discrete-time linear system


xt+1 = Axt +But + Fwt t ≥ 0
yt = Cxt + vt
(1)
where xt ∈ Rn is the state, ut ∈ Rm is the input, yt ∈ Rp is the measured out-
put and wt ∈ Rnw , vt ∈ Rp are two independent, zero-mean, white noises with
covariance matrices W  0 and V ≻ 0, respectively, and a-priori unbounded
support. The pair (A,C) is assumed to be observable, and the pairs (A,B)
and (A, F˜ ) are reachable, where matrix F˜ satisfies F˜ F˜ T = FWF T .
Polytopic constraints on the state and input variables of system (1) are im-
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posed in a probabilistic way, i.e., it is required that, for all t ≥ 0
P{bTr xt ≥ xmaxr } ≤ pxr r = 1, . . . , nr (2)
P{cTs ut ≥ umaxs } ≤ pus s = 1, . . . , ns (3)
where P(φ) denotes the probability of φ, br, cs are constant vectors, x
max
r ,
umaxs are bounds for the state and control variables, and p
x
r , p
u
s are design
parameters. It is also assumed that the set of relations bTr x ≤ xmaxr , r =
1, . . . , nr (respectively, c
T
s u ≤ umaxs , s = 1, . . . , ns), defines a convex set X
(respectively, U) containing the origin in its interior.
2.2 Regulator structure
For system (1), we want to design a standard regulation scheme made by the
state observer
xˆt+1 = Axˆt +But + Lt(yt − Cxˆt) (4)
coupled with the feedback control law
ut = u¯t −Kt(xˆt − x¯t) (5)
where x¯ is the state of the nominal model
x¯t+1 = Ax¯t +Bu¯t (6)
In (4), (5), the feedforward term u¯t and the gains Lt, Kt are design parameters
to be selected to guarantee convergence properties and the fulfillment of the
probabilistic constraints (2), (3).
Letting
et = xt − xˆt (7a)
εt = xˆt − x¯t (7b)
from (7) we obtain that
δxt = xt − x¯t = et + εt (8)
Define also the vector σt =
[
eTt ε
T
t
]T
whose dynamics, according to (1)-(7), is
described by
σt+1 = Φtσt +Ψt

wt
vt

 (9)
where
Φt =

A− LtC 0
LtC A− BKt

 , Ψt =

F −Lt
0 Lt


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In the following it is assumed that, by a proper initialization, i.e. E {σ0} = 0,
and recalling that the noises v and w are zero mean, the enlarged state σt of
system (9) is zero-mean, so that x¯t = E{xt}. Then, denoting by Σt = E
{
σtσ
T
t
}
and by Ω = diag(W,V ) the covariance matrices of σt and [w
T
t v
T
t ]
T respectively,
the evolution of Σt is governed by
Σt+1 = ΦtΣtΦ
T
t +ΨtΩΨ
T
t (10)
By definition, also the variable δxt defined by (8) is zero mean and its covari-
ance matrix Xt can be derived from Σt as follows
Xt = E
{
δxtδx
T
t
}
=
[
I I
]
Σt

I
I

 (11)
Finally, letting δut = ut − u¯t = −Kt(xˆt − x¯t), one has E {δut} = 0 and also
the covariance matrix Ut = E
{
δutδu
T
t
}
can be obtained from Σt as follows
Ut =E
{
Ktεtε
T
t K
T
t
}
=
[
0 Kt
]
Σt

 0
KTt

 (12)
2.3 Reformulation of the probabilistic constraints
To set up a suitable control algorithm for the design of u¯t, Lt, Kt, the proba-
bilistic constraints (2) and (3) are now reformulated as deterministic ones at
the price of suitable tightening. To this end, consider, in general, a random
variable z with mean value z¯ = E{z}, variance Z = E{(z − z¯)(z − z¯)T}, and
the chance-constraint
P{hT z ≥ zmax} ≤ p (13)
The following result, based on the Chebyshev - Cantelli inequality [25], has
been proven in [22].
Proposition 1 Letting f(p) =
√
(1− p)/p, constraint (13) is verified if
hT z¯ ≤ zmax −
√
hTZh f(p) (14)
Note that this result can be proved without introducing any specific assump-
tion on the distribution of z. If, on the other hand, z can be assumed to be
normally distributed, less conservative constraints can be obtained, as stated
in the following result.
Proposition 2 Assume that z is normally distributed. Then, constraint (13)
is verified if (14) holds with f(p) = N−1(1 − p) where N is the cumulative
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probability function of a Gaussian variable with zero mean and unitary vari-
ance.
In Propositions 1 and 2, the function f(p) represents the level of constraint
tightening on the mean value of z needed to meet the probabilistic constraint
(13). In case of unknown distribution (Proposition 1) the values of f(p) are
significantly smaller with respect to the Gaussian case (e.g., about an order
of magnitude in the range (0.1, 0.4)). Similar results can be derived in case of
different distributions (e.g., homogeneous).
In view of Propositions 1 and 2, the chance-constraints (2)-(3) are verified
provided that the following (deterministic) inequalities are satisfied.
bTr x¯t ≤ xmaxr −
√
bTrXtbrf(p
x
r) (15a)
cTs u¯t ≤ umaxs −
√
cTs Utcsf(p
u
s ) (15b)
If the support of the noise terms wk and vk is unbounded, the definition of
state and control constraints in probabilistic terms is the only way to state
feasible control problems. In case of bounded noises the comparison, in terms
of conservativeness between the probabilistic framework and the deterministic
one, is discussed in the example in Section 5.1.
3 MPC algorithm: formulation and properties
To formally state the MPC algorithm for the computation of the regulator
parameters u¯t, Lt, Kt, the following notation will be adopted: given a variable
z or a matrix Z, at any time step t we will denote by zt+k and Zt+k, k ≥ 0, their
generic values in the future, while zt+k|t and Zt+k|t will represent their specific
values computed based on the knowledge (e.g., measurements) available at
time t.
The main ingredients of the optimization problem are now introduced.
3.1 Cost function
Assume to be at time t and denote by u¯t,...,t+N−1 = {u¯t, . . . , u¯t+N−1} the nom-
inal input sequence over a future prediction horizon of length N . Moreover,
define by Kt,...,t+N−1 = {Kt, . . . , Kt+N−1}, Lt,...,t+N−1 = {Lt, . . . , Lt+N−1} the
sequences of the future control and observer gains, and recall that the covari-
ance Σt+k = E
{
σt+kσ
T
t+k
}
evolves, starting from Σt, according to (10).
The cost function to be minimized is the sum of two components, the first one
(Jm) accounts for the expected values of the future nominal inputs and states,
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while the second one (Jv) is related to the variances of the future errors e, ε,
and of the future inputs. Specifically, the overall performance index is
J = Jm(x¯t, u¯t,...,t+N−1) + Jv(Σt, Kt,...,t+N−1, Lt,...,t+N−1) (16)
where
Jm =
t+N−1∑
i=t
‖x¯i‖2Q + ‖u¯i‖2R + ‖x¯t+N‖2S (17)
Jv = E
{
t+N−1∑
i=t
‖xi − xˆi‖2QL + ‖xt+N − xˆt+N‖2SL
}
+
E
{
t+N−1∑
i=t
‖xˆi − x¯i‖2Q + ‖ui − u¯i‖2R + ‖xˆt+N − x¯t+N‖2S
}
(18)
where the positive definite and symmetric weights Q, QL, S, and SL must
satisfy the following inequality
QT − ST + ΦTSTΦ  0 (19)
where
Φ =

A− L¯C 0
L¯C A−BK¯


QT = diag(QL, Q + K¯
TRK¯), ST = diag(SL, S), and K¯, L¯ must be chosen to
guarantee that Φ is asymptotically stable.
By means of standard computations, it is possible to write the cost (18) as
follows
Jv =
t+N−1∑
i=t
tr(QTΣi) + tr(STΣt+N ) (20)
From (16)-(18), it is apparent that the goal is twofold: to drive the mean x¯ to
zero by acting on the nominal input component u¯t,...,t+N−1 and to minimize the
variance of Σ by acting on the gains Kt,...,t+N−1 and Lt,...,t+N−1. In addition,
also the pair (x¯t,Σt) must be considered as an additional argument of the
MPC optimization, as later discussed, to guarantee recursive feasibility.
3.2 Terminal constraints
As usual in stabilizing MPC, see e.g. [26], some terminal constraints must be
included into the problem formulation. In our setup, the mean x¯t+N and the
variance Σt+N at the end of the prediction horizon must satisfy
x¯t+N ∈ X¯F (21)
Σt+N  Σ¯ (22)
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where X¯F is a positively invariant set (see [15]) such that
(A− BK¯)x¯ ∈ X¯F ∀x¯ ∈ X¯F (23)
while Σ¯ is the steady-state solution of the Lyapunov equation (10), i.e.,
Σ¯ =ΦΣ¯ΦT +ΨΩ¯ΨT (24)
where Ψ =

F −L¯
0 L¯

 and Ω¯ = diag(W¯ , V¯ ) is built by considering (arbitrary)
noise variances W¯  W and V¯  V . In addition, and consistently with (15),
the following coupling conditions, must be verified.
bTr x¯ ≤ xmaxr −
√
bTr X¯brf(p
x
r) (25a)
−cTs K¯x¯ ≤ umaxs −
√
cTs U¯csf(p
u
s ) (25b)
for all r = 1, . . . , nr, s = 1, . . . , ns, and for all x¯ ∈ X¯F , where
X¯ =
[
I I
]
Σ¯

I
I

 (26a)
U¯ =
[
0 K¯
]
Σ¯

 0
K¯T

 (26b)
It is worth remarking that the choice of Ω¯ is subject to a tradeoff. In fact,
large variances W¯ and V¯ result in large Σ¯ (and, in view of (26), large X¯ and
U¯). This enlarges the terminal constraint (22) but, on the other hand, reduces
the size of the terminal set XF compatible with (25).
3.3 Statement of the stochastic MPC (S-MPC) problem
The formulation of the main S-MPC problem requires a preliminary discus-
sion concerning the initialization. In principle, and in order to use the most
recent information available on the state, at any time instant it would be nat-
ural to set the current value of the nominal state x¯t|t to xˆt and the covariance
Σt|t to diag(Σ11,t|t−1, 0), where Σ11,t|t−1 is the covariance of state prediction
error e obtained using the observer (4). However, since we do not exclude the
possibility of unbounded disturbances, in some cases this choice could lead
to infeasible optimization problems. On the other hand, and in view of the
terminal constraints (21), (22), it is quite easy to see that recursive feasibility
is guaranteed provided that x¯ is updated according to the prediction equation
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(6), which corresponds to the variance update given by (10). These consider-
ations motivate the choice of accounting for the initial conditions (x¯t,Σt) as
free variables, which will selected by the control algorithm according to the
following alternative strategies.
Strategy 1 Reset of the initial state: x¯t|t = xˆt, Σt|t = diag(Σ11,t|t−1, 0).
Strategy 2 Prediction: x¯t|t = x¯t|t−1, Σt|t = Σt|t−1.
The S-MPC problem can now be stated.
S-MPC problem: at any time instant t solve
min
x¯t,Σt,u¯t,...,t+N−1,Kt,...,t+N−1,Lt,...,t+N−1
J
where J is defined in (16), (17), (18), subject to
- the dynamics (6) and (10);
- constraints (15) for all k = 0, . . . , N − 1;
- the initialization constraint, corresponding to the choice between Strategies
1 and 2, i.e.,
(x¯t,Σt) ∈ {(xˆt, diag(Σ11,t|t−1, 0)), (x¯t|t−1,Σt|t−1)} (27)
- the terminal constraints (21), (22). 
Denoting by u¯t,...,t+N−1|t = {u¯t|t, . . . , u¯t+N−1|t}, Kt,...,t+N−1|t = {Kt|t, . . . ,
Kt+N−1|t}, Lt,...,t+N−1|t = {Lt|t, . . . , Lt+N−1|t}, and (x¯t|t,Σt|t) the optimal so-
lution of the S-MPC problem, the feedback control law actually used is then
given by (5) with u¯t = u¯t|t, Kt = Kt|t, and the state observation evolves as
in (4) with Lt = Lt|t.
We define the S-MPC problem feasibility set as
Ξ := {(x¯0,Σ0) : ∃u¯0,...,N−1, K0,...,N−1, L0,...,N−1 such that (6), (10), and (15)
hold for all k = 0, . . . , N − 1 and (21), (22) are verified}
Some comments are in order.
- At the initial time t = 0, the algorithm must be initialized by setting x¯0|0 =
xˆ0 and Σ0|0 = diag(Σ11,0, 0). In view of this, feasibility at time t = 0 amounts
to (xˆ0,Σ0|0) ∈ Ξ.
- The binary choice between Strategies 1 and 2 requires to solve at any time
instant two optimization problems. However, the following sequential pro-
cedure can be adopted to reduce the average overall computational burden:
the optimization problem corresponding to Strategy 1 is first solved and, if
it is infeasible, Strategy 2 must be used, otherwise Strategy 2 must be solved
and adopted. On the contrary, if it is feasible, it is possible to compare the re-
sulting value of the optimal cost function with the value of the cost using the
sequences {u¯t|t−1, . . . , u¯t+N−2|t−1,−K¯x¯t+N−1|t}, {Kt|t−1, . . . , Kt+N−2|t−1, K¯},
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{Lt|t−1, . . . , Lt+N−2|t−1, L¯}. If the optimal cost with Strategy 1 is lower,
Strategy 1 can be used without solving the MPC problem for Strategy 2.
This does not guarantee optimality, but the convergence properties of the
method stated in the result below are recovered and the computational effort
is reduced.
Now we are in the position to state the main result concerning the convergence
properties of the algorithm.
Theorem 1 If, at t = 0, the S-MPC problem admits a solution, the opti-
mization problem is recursively feasible and the state and input probabilistic
constraints (2) and (3) are satisfied for all t ≥ 0. Furthermore, if there exists
ρ ∈ (0, 1) such that the noise variance Ω verifies
(N + β
α
)
α
tr(STΨΩΨ
T ) < min(ρσ¯2, ρλmin(Σ¯)) (28)
where σ¯ is the maximum radius of a ball, centered at the origin, included in
X¯F , and
α = min{λmin(Q), tr{Q−1 +Q−1L }−1} (29a)
β = max{λmax(S), tr{ST}} (29b)
then, as t→ +∞
dist(‖x¯t‖2 + tr{Σt|t}, [0, 1
α
(N +
β
α
) tr(STΨΩΨ
T )])→ 0 (30)

Note that, as expected, for smaller and smaller values of Ω, also the asymptotic
values of ‖x¯t‖ and tr{Σt|t} tend to zero.
4 Implementation issues
The main difficulty in the solution to the S-MPC problem is due to the non
linear constraints (15) and to the non linear dependence of the covariance
evolution, see (10), on Kt,...,t+N−1, Lt,...,t+N−1. This second problem can be
prevented in the state feedback case, see [9], where a reformulation based on
linear matrix inequalities (LMIs) can be readily obtained. In the output feed-
back case here considered, two possible solutions are described in the following.
Also, in Section 4.3 we briefly describe some possible solutions for coping with
the presence of additive deterministic constraints on the input variables ut.
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4.1 Approximation of S-MPC for allowing a solution with LMIs
A solution, based on an approximation of S-MPC characterized by linear con-
straints solely, is now presented. First define AD =
√
2A,BD =
√
2B,CD =√
2C, and V D = 2V and let the auxiliary gain matrices K¯ and L¯ be selected
according to the following assumption.
Assumption 1 The gains K¯ and L¯ are computed as the steady-state gains of
the LQG regulator for the system (AD, BD, CD), with state and control weights
Q and R, and noise covariances W¯ W and V¯  V D.
Note that, if a gain matrix K¯ (respectively L¯) is stabilizing for (AD−BDK¯) =√
2(A−BK¯) (respectively (AD−L¯CD) = √2(A−L¯C)), it is also stabilizing for
(A−BK¯) (respectively (A− L¯C)), i.e., for the original system. The following
preliminary result can be stated.
Lemma 1 Define ADLt = A
D − LtCD, ADKt = AD − BDKt, the block diagonal
matrix ΣDt = diag(Σ
D
11,t,Σ
D
22,t), Σ
D
11,t ∈ Rn×n, ΣD22,t ∈ Rn×n and the update
equations
ΣD11,t+1 =A
D
Lt
ΣD11,t(A
D
Lt
)T + FWF T + LtV
DLTt (31a)
ΣD22,t+1 =A
D
Kt
ΣD22,t(A
D
Kt
)T + LtC
DΣD11,tC
D TLTt
+ LtV
DLTt (31b)
Then
I) ΣDt  Σt implies that ΣDt+1 = diag(ΣD11,t+1,ΣD22,t+1)  Σt+1.
II) We can rewrite as LMIs the following inequalities
ΣD11,t+1 ADLtΣD11,t(ADLt)T + FWF T + LtV DLTt (32a)
ΣD22,t+1 ADKtΣD22,t(ADKt)T + LtCDΣD11,tCD TLTt
+ LtV
DLTt (32b)
Based on Lemma 1-II, we can reformulate the original problem so that the
covariance matrix ΣD is used instead of Σ. Accordingly, the update equa-
tion (10) is replaced by (31) and S-MPC problem is recast as an LMI one (see
Appendix B).
The inequalities (15) have a nonlinear dependence on the covariance matrices
11
Xt and Ut. It is possible to prove that (15) are satisfied if
bTr x¯t ≤ (1− 0.5αx)xmaxr −
bTrXtbr
2αxxmaxr
f(pxr )
2 (33a)
cTs u¯t ≤ (1− 0.5αu)umaxs −
cTs Utcs
2αuumaxs
f(pus )
2 (33b)
with r = 1, . . . , nr and s = 1, . . . , ns, where αx ∈ (0, 1] and αu ∈ (0, 1] are free
design parameters. Also, note that Xt 
[
I I
]
ΣDt

I
I

 = ΣD11,t+ΣD22,t and that
Ut 
[
0 Kt
]
ΣDt

 0
KTt

 = KtΣD22,tKTt so that, defining XDt = ΣD11,t + ΣD22,t and
UDt = KtΣ
D
22,tK
T
t , (33) can be written as follows
bTr x¯t ≤ (1− 0.5αx)xmaxr −
bTrX
D
t br
2αxxmaxr
f(pxr )
2 (34a)
cTs u¯t ≤ (1− 0.5αu)umaxs −
cTs U
D
t cs
2αuumaxs
f(pus )
2 (34b)
Note that the reformulation of (15) into (34) has been performed at the price
of additional constraint tightening. For example, on the right hand side of
(34a), xmaxr is replaced by (1−0.5αx)xmaxr , which significantly reduces the size
of the constraint set. Note that parameter αx cannot be reduced at will, since
it also appears at the denominator in the second additive term.
In view of Assumption 1 and resorting to the separation principle, it is possible
to show [11] that the solution Σ¯D to the steady-state equation
Σ¯D =ΦDΣ¯D(ΦD)T +ΨΩ¯ΨT (35)
is block diagonal, i.e., Σ¯D = diag(Σ¯D11, Σ¯
D
22), where
ΦD =

AD − L¯CD 0
L¯CD AD −BDK¯


The terminal constraint (22), must be transformed into ΣDt+N  Σ¯D, which
corresponds to setting
ΣD11,t+N  Σ¯D11, ΣD22,t+N  Σ¯D22 (36)
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Defining X¯D = Σ¯D11+Σ¯
D
22 and U¯
D = K¯Σ¯D22K¯
T , the terminal set condition (25)
must now be reformulated as
bTr x¯ ≤ (1− 0.5αx)xmaxr −
bTr X¯
Dbr
2αxxmaxr
f(pxr)
2 (37a)
−cTs K¯x¯ ≤ (1− 0.5αu)umaxs −
cTs U¯
Dcs
2αuumaxs
f(pus )
2 (37b)
for all r = 1, . . . , nr, s = 1, . . . , ns, and for all x¯ ∈ X¯F .
Also Jv must be reformulated. Indeed
Jv ≤ JDv =
t+N−1∑
i=t
tr
{
QLΣ
D
11,i +QΣ
D
22,i +RKiΣ
D
22,iK
T
i
}
+tr
{
SLΣ
D
11,t+N + SΣ
D
22,t+N
} (38)
where the terminal weights S and SL must now satisfy the following Lyapunov-
like inequalities
(A¯DK)
TSA¯DK − S +Q+ K¯TRK¯  0
(A¯DL )
TSLA¯
D
L − SL +QL + (CD)T L¯TSL¯CD  0
(39)
where A¯DK = A
D −BDK¯ and A¯DL = AD − L¯CD. It is now possible to formally
state the S-MPCl problem.
S-MPCl problem: at any time instant t solve
min
x¯t,ΣD11,t,Σ
D
22,t
,u¯t,...,t+N−1,Kt,...,t+N−1,Lt,...,t+N−1
J
where J is defined in (16), (17), (38), subject to
- the dynamics (6) and (31);
- the linear constraints (34) for all k = 0, . . . , N − 1;
- the initialization constraint, corresponding to the choice between Strategies
1 and 2, i.e., (x¯t,Σ
D
11,t,Σ
D
22,t) ∈ {(xˆt,ΣD11,t|t−1, 0), (x¯t|t−1,ΣD11,t|t−1,ΣD22,t|t−1)}
- the terminal constraints (21), (36).

The following corollary follows from Theorem 1.
Corollary 1 If, at time t = 0, the S-MPCl problem admits a solution, the
optimization problem is recursively feasible and the state and input probabilistic
constraints (2) and (3) are satisfied for all t ≥ 0. Furthermore, if there exists
ρ ∈ (0, 1) such that the noise variance ΩD = diag(W,V D) verifies
(N + β
α
)
α
tr(STΨΩ
DΨT ) < min(ρσ¯2, ρλmin(Σ¯
D)) (40)
13
then, as t→ +∞
dist(‖x¯t‖2 + tr{ΣDt|t}, [0,
1
α
(N +
β
α
) tr(STΨΩ
DΨT )])→ 0

4.2 Approximation of S-MPC with constant gains
The solution presented in this section is characterized by a great simplicity
and consists in setting Lt = L¯ and Kt = K¯ for all t ≥ 0. In this case, the value
of Σt+k (and therefore of Xt+k and Ut+k) can be directly computed for any
k > 0 by means of (10) as soon as Σt is given. As a byproduct, the nonlinearity
in the constraints (15) does not carry about implementation problems. There-
fore, this solution has a twofold advantage: first, it is simple and requires an
extremely lightweight implementation; secondly, it allows for the use of non-
linear less conservative constraint formulations. In this simplified framework,
the following S-MPCc problem can be stated.
S-MPCc problem: at any time instant t solve
min
x¯t,Σt,u¯t,...,t+N−1
J
where J is defined in (16), (17), (18), subject to
- the dynamics (6) , with Kt = K¯, and
Σt+1 = ΦΣtΦ
T +ΨΩΨT (41)
- the constraints (15) for all k = 0, . . . , N − 1;
- the initialization constraint (27);
- the terminal constraints (21), (22).

An additional remark is due. The term Jv in (20) does not depend only of
the control and observer gain sequences Kt,...,t+N−1, Lt,...,t+N−1, but also of the
initial condition Σt. Therefore, it is not possible to discard it in this simplified
formulation.
The following corollary can be derived from Theorem 1.
Corollary 2 If, at time t = 0, the S-MPCc problem admits a solution, the
optimization problem is recursively feasible and the state and input probabilistic
constraints (2) and (3) are satisfied for all t ≥ 0. Furthermore, if there exists
14
ρ ∈ (0, 1) such that the noise variance Ω verifies (28), then, as t→ +∞
dist(‖x¯t‖2 + tr{Σt|t}, [0, 1
α
(N +
β
α
) tr(STΨΩΨ
T )])→ 0

4.3 Boundedness of the input variables
The S-MPC scheme described in the previous sections does not guarantee
the satisfaction of hard constraints on the input variables. However, input
variables can be bounded in practice, and subject to
Hut ≤ 1 (42)
where H ∈ RnH×m is a design matrix and 1 is a vector of dimension nH whose
entries are equal to 1. Three possible approaches are proposed to account for
these inequalities.
1) Inequalities (42) can be stated as additive probabilistic constraints (3)
with small violation probabilities pus . This solution, although not guaranteeing
satisfaction of (42) with probability 1, is simple and of easy application.
2) If the S-MPCc scheme is used, define the gain matrix K¯ in such a way that
A − BK¯ is asymptotically stable and, at the same time, HK¯ = 0. From (5),
it follows that Hut = Hu¯t +HK¯(xˆt − x¯t) = Hu¯t. Therefore, to verify (42) it
is sufficient to include in the problem formulation the deterministic constraint
Hu¯t ≤ 1.
3) In an S-MPCc scheme, in case probabilistic constraint on the input variables
were absent, we can replace (5) with ut = u¯t and set Hu¯t ≤ 1 in the S-MPC
optimization problem to verify (42). If we also define uˆt = u¯t − K¯(xˆt − x¯t) as
the input to equation (4), the dynamics of variable σt is given by (9) with
Φt =

A− L¯C BK¯
L¯C A− BK¯


and the arguments follow similarly to those proposed in the paper. It is worth
mentioning, however, that matrix Φt must be asymptotically stable, which
requires asymptotic stability of A.
5 Examples
In this section a comparison between the characteristics of the proposed method
and the well-known robust tube-based MPC is first discussed. Then, the ap-
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proximations described in Section 4 are discussed with reference to a numerical
example.
5.1 Simple analytic example: comparison between the probabilistic and the
deterministic robust MPC
Consider the scalar system
xt+1 = axt + ut + wt
where 0 < a < 1, w ∈ [−wmax, wmax], wmax > 0, and the measurable state is
constrained as follows
xt ≤ xmax (43)
The limitations imposed by the deterministic robust MPC algorithm devel-
oped in [27] and by the probabilistic (state-feedback) method described in this
paper are now compared. For both the algorithms, the control law ut = u¯t is
considered, where u¯ is the input of the nominal/average system x¯t+1 = ax¯t+bu¯t
with state x¯. Note that this control law is equivalent to (5), where for simplic-
ity it has been set Kt = 0.
In the probabilistic approach, we allow the constraint (43) to be violated with
probability p, i.e.,
P{x ≥ xmax} ≤ p (44)
To verify (43) and (44) the tightened constraint x¯k ≤ xmax − ∆x must
be fulfilled in both the approaches where, in case of [27], ∆x = ∆xRPI =∑+∞
i=0 a
iwmax =
1
1−a
wmax while, having defined w as a stochastic process with
zero mean and variance W , in the probabilistic framework ∆x = ∆xS(p) =√
X(1− p)/p, and X is the steady state variance satisfying the algebraic equa-
tion X = a2X +W , i.e. X = W/(1 − a2). Notably, W takes different values
depending upon the noise distribution.
It results that the deterministic tightened constraints are more conservative
provided that ∆xS(p) < ∆xRPI , i.e.
p >
(1− a)2
b(1− a2) + (1− a)2 (45)
Consider now the distributions depicted in Figure 1 with W = w2max/b, where
Case A) b = 3 for uniform distribution;
Case B) b = 18 for triangular distribution;
Case C) b = 25 for truncated Gaussian distribution.
Setting, for example, a = 0.9, condition (45) is verified for p > 0.0172 in case
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Fig. 1. Distributions: uniform (case A, solid line), triangular (case B, dashed line),
truncated Gaussian (case C, dotted line).
A), p > 0.0029 in case B), and p > 0.0021 in case C). Note that, although
formally truncated, the distribution in case C) can be well approximated with
a non-truncated Gaussian distribution: if this information were available, one
could use ∆xS(p) =
√
XN−1(1−p) for constraint tightening, and in this case
∆xS(p) < ∆xRPI would be verified with p > 1−N
(
(1−a2)b
(1−a)2
)
≃ 0.
5.2 Simulation example
The example shown in this section is inspired by [27]. We take
A =

1 1
0 1

 , B =

0.5
1


F = I2, and C = I2. We assume that a Gaussian noise affects the system, with
W = 0.01I2 and V = 10
−4I2. The chance-constraints are P{x2 ≥ 2} ≤ 0.1,
P{u ≥ 1} ≤ 0.1, and P{−u ≥ 1} ≤ 0.1. In (16), (17), and (20) we set
QL = Q = I2, R = 0.01, and N = 9.
In Figure 2 we compare the feasible sets obtained with the different meth-
ods presented in Section 4, with different assumptions concerning the noise
(namely S-MPCc (1), S-MPCc (2), S-MPCl (1), S-MPCl (2), where (1) de-
notes the case of Gaussian distribution and (2) denotes the case when the
distribution is unknown). Apparently, in view of the linearization of the con-
straints (see the discussion after (34)), the S-MPCl algorithm results more
conservative than S-MPCc. On the other hand, concerning the dimension of
the obtained feasibility set, in this case the use of the Chebyshev - Cantelli
inequality does not carry about a dramatic performance degradation in terms
of conservativeness.
A 200-runs Montecarlo simulation campaign has been carried out for testing
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Fig. 2. Plots of the feasibility sets for S-MPCc (1), S-MPCc (2), S-MPCl (1), S-MPCl
(2)
the probabilistic properties of the algorithm, with initial conditions (5,−1.5).
The fact that the control and estimation gains are free variables makes the
transient behaviour of the state responses in case of S-MPCl more performing
and reduces the variance of the dynamic state response (at the price of a more
reactive input response), with respect to the case when S-MPCc is used. For
example, the maximum variance of x1(k) (resp. of x1(k)) is about 0.33 (resp.
0.036) in case of S-MPCc (1) and (2), while it results about 0.25 (resp. 0.035)
in case of S-MPCl (1) and (2). On the other hand, the maximum variance of
u(k) is about 0.006 in case of S-MPCc, while it is 0.008 in case of S-MPCl.
6 Conclusions
The main properties of the proposed probabilistic MPC algorithm lie in its
simplicity and in its light-weight computational load, both in the off-line de-
sign phase and in the online implementation. This allows for the application
of the S-MPC scheme to medium/large-scale problems, for general systems
affected by general disturbances.
Future work will focus on the use of the proposed scheme in challenging con-
trol problems, such as the control of micro-grids in presence of renewable
stochastic energy sources. The application of the algorithm to cope with lin-
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ear time-varying systems is envisaged, while its extension to distributed im-
plementations is currently underway.
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A Proof of the main Theorem 1
Recursive feasibility is first proved. Assume that, at time instant t, a feasible
solution of S-MPC is available, i.e., (x¯t|t,Σt|t) ∈ Ξ with optimal sequences
u¯t,...,t+N−1|t, Kt,...,t+N−1|t, and Lt,...,t+N−1|t. We prove that at time t+ 1 a feasi-
ble solution exists, i.e., in view of Strategy 2, (x¯t+1|t,Σt+1|t) ∈ Ξ with admis-
sible sequences u¯ft+1,...,t+N |t = {u¯t+1|t, . . . , u¯t+N−1|t, −K¯x¯t+N |t}, Kft+1,...,t+N |t =
{Kt+1|t, . . . , Kt+N−1|t, K¯}, and
Lft+1,...,t+N |t = {Lt+1|t, . . . , Lt+N−1|t, L¯}. Constraint (15a) is verified for all
pairs (x¯t+1+k|t, Xt+1+k|t), k = 0, . . . , N − 2, in view of the feasibility of S-MPC
at time t. Furthermore, in view of (21), (22), (26a), and the condition (25a),
we have that
bT x¯t+N |t ≤ xmax −
√
bT X¯bf(pxr )
≤ xmax −
√
bTXt+N |tbf(p
x
r )
i.e., constraint (15a) is verified.
Analogously, constraint (15b) is verified for all pairs (u¯t+1+k|t, Ut+1+k|t), k =
0, . . . , N − 2, in view of the feasibility of S-MPC at time t. Furthermore, in
view of (21), (22), (26b), and the condition (25b), we have that
−cT K¯x¯t+N |t ≤ umax −
√
cT U¯cf(pus )
≤ umax −
√
cTUt+N |tcf(p
u
s )
i.e., constraint (15b) is verified.
In view of (21) and of the invariance property (23) it follows that x¯t+N+1|t =
(A− BK¯)x¯t+N |t ∈ X¯F and, in view of (22), (24)
Σt+N+1|t = ΦΣt+N |tΦ
T +ΨΩΨT
 ΦΣ¯ΦT +ΨΩ¯ΨT = Σ¯
hence verifying both (21) and (22) at time t + 1.
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The proof of convergence is partially inspired by [23,31]. In view of the feasibil-
ity, at time t+ 1 of the possibly suboptimal solution u¯ft+1,...,t+N |t, K
f
t+1,...,t+N |t,
Lft+1,...,t+N |t, and (x¯t+1|t,Σt+1|t), we have that the optimal cost function com-
puted at time t + 1 is J∗(t + 1) = J∗m(t + 1) + J
∗
v (t + 1)
1 . In view of the
optimality of J∗(t + 1)
J∗(t + 1) ≤ Jm(x¯t+1|t, u¯ft+1,...,t+N |t)
+ Jv(Σt+1|t, K
f
t+1,...,t+N |t, L
f
t+1,...,t+N |t) (A.1)
Note that
Jm(x¯t+1|t, u¯
f
t+1,...,t+N |t) =
Jm(x¯t|t, u¯t,...,t+N−1|t)− ‖x¯t|t‖2Q − ‖u¯t|t‖2R+
‖x¯t+N |t‖2Q + ‖K¯x¯t+N |t‖2R − ‖x¯t+N |t‖2S+
‖(A−BK¯)x¯t+N |t‖2S (A.2)
In view of (19)
‖x¯t+N |t‖2Q + ‖K¯x¯t+N |t‖2R − ‖x¯t+N |t‖2S+
‖(A− BK¯)x¯t+N |t‖2S ≤ 0 (A.3)
Furthermore, note that
Jm(x¯t|t, u¯t,...,t+N−1|t) = J
∗
m(t) (A.4)
Now consider Jv in (20) and note that
Jv(Xt+1|t, K
f
t+1,...,t+N |t, L
f
t+1,...,t+N |t)
= Jv(Xt|t, Kt,...,t+N−1|t, Lt,...,t+N−1|t)
− tr{

QL 0
0 Q+KTt|tRKt|t

Σt|t}+ tr{QTΣt+N |t (A.5)
+ STΦΣt+N |tΦ
T + STΨΩΨ
T − STΣt+N |t}
Recalling the properties of the trace and (19), one has:
tr{QTΣt+N |t + STΦΣt+N |tΦT − STΣt+N |t} =
tr{(QT +ΦTSTΦ− ST )Σt+N |t} ≤ 0 (A.6)
1 For brevity, we denote J∗(xt, x¯t|t−1,Σt|t−1) with J
∗(t), J∗m(xt, x¯t|t−1,Σt|t−1) with
J∗m(t), and J
∗
v (xt, x¯t|t−1,Σt|t−1) with J
∗
v (t)
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From (A.1)-(A.6) we obtain
J∗(t+ 1) ≤ J∗(t)− (‖x¯t|t‖2Q + ‖u¯t|t‖2R)
−tr{

QL 0
0 Q+KT
t|tRKt|t

Σt|t}+ tr(STΨΩΨT ) (A.7)
Furthermore, from the definition of J∗(t) we also have that
J∗(t) ≥ ‖x¯t|t‖2Q + ‖u¯t|t‖2R
+ tr



QL 0
0 Q +KTt|tRKt|t

Σt|t

 (A.8)
Now, denote ΩF = {(x¯,Σ) : x¯ ∈ X¯F ,Σ  Σ¯}. Assuming that (x¯t|t,Σt|t) ∈ ΩF
we have that J∗(t) ≤ Jauxm (t) + Jauxv (t), where
Jauxm (t) =
∑N−1
k=0 ‖(A−BK¯)kx¯t|t‖2Q
+‖K¯(A−BK¯)kx¯t|t‖2R + ‖(A− BK¯)N x¯t|t‖2S
since {−K¯x¯t|t, . . . ,−K¯(A− BK¯)N−1x¯t|t} is a feasible input sequence. There-
fore, from (19),
Jauxm (t) ≤ ‖x¯t|t‖2S (A.9)
Similarly, and recalling the properties of the trace and (19), we obtain that
Jauxv (t) is equal to
∑N−1
k=0 tr{QT [ΦkΣt|tΦT (k) +
∑k−1
i=0 Φ
iΨΩΨTΦT (i)]}
+tr{ST [ΦNΣt|tΦT (N) +
∑N−1
i=0 Φ
iΨΩΨTΦT (i)]}
= tr{[∑N−1k=0 ΦT (k)QTΦk +ΦT (N)STΦN ]Σt|t}
+tr{[∑N−1k=1 ∑k−1i=0 ΦT (i)QTΦi +∑N−1i=0 ΦT (i)STΦi]ΨΩΨT}
≤ tr{STΣt|t}+ tr{[ST +
∑N−1
k=1 (Φ
T (k)STΦ
k)
+
∑N−1
i=1 Φ
T (i)QTΦ
i]ΨΩΨT}
≤ tr{STΣt|t}+ tr{[ST +
∑N−1
i=1 ST ]ΨΩΨ
T}
Therefore
Jauxv (t) ≤ tr{STΣt|t}+Ntr{STΨΩΨT} (A.10)
Combining (A.9) and (A.10) we obtain that, for all (x¯t|t,Σt|t) ∈ ΩF
J∗(t) ≤ ‖x¯t|t‖2S + tr{STΣt|t}+N tr{STΨΩΨT} (A.11)
From (A.7), (A.8) and (A.11) it is possible to derive robust stability-related
results.
Before to proceed, recall that tr{STΣt|t} = tr{S
1
2
T
T Σt|tS
1
2
T } where S
1
2
T is a
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matrix that verifies S
1
2
T
T S
1
2
T = ST . Therefore tr{STΣt|t} = tr{S
1
2
T
T Σt|tS
1
2
T } =
‖Σ
1
2
t|tS
1
2
T ‖2F . On the other hand, denoting QT |t = diag(QL, Q+KTt|tRKt|t), it fol-
lows that tr{QT |tΣt|t} = ‖Σ
1
2
t|tQ
1
2
T |t‖2F . Recall that the sub-moltiplicativity prop-
erty holds also for the Frobenius norm, implying that ‖AB‖F ≤ ‖A‖F‖B‖F
and that ‖AB‖F ≥ (‖A−1‖F )−1‖B‖F . In view of this, it follows that tr{STΣt|t} ≤
‖Σ
1
2
t|t‖2F‖S
1
2
T ‖2F = tr{ST}tr{Σt|t} and that, also considering the matrix inversion
Lemma, tr{QT |tΣt|t} ≥ (‖Q−
1
2
T |t‖2F )−1‖Σ
1
2
t|t‖2F ≥ tr{(diag(QL, Q))−1}−1tr{Σt|t} =
tr{Q−1 +Q−1L }−1tr{Σt|t}.
Define V (x¯t|t,Σt|t) = ‖x¯t|t‖2 + tr{Σt|t} and ω = tr{STΨΩΨT }. In view of this,
we can reformulate (A.7), (A.8) and (A.11) as follows.
J∗(t+ 1) ≤ J∗(t)− αV (x¯t|t,Σt|t) + ω (A.12a)
J∗(t) ≥ αV (x¯t|t,Σt|t) (A.12b)
J∗(t) ≤ βV (x¯t|t,Σt|t) +Nω (A.12c)
If (x¯t|t,Σt|t) ∈ ΩF then, in view of (A.12c), (A.12a)
J∗(t+ 1) ≤J∗(t)(1− α
β
) + (
α
β
N + 1)ω (A.13)
Let η ∈ (ρ, 1) and denote b = 1
η
(N + β
α
). In view of (A.12b), if J∗(t) ≤ b ω
V (x¯t|t,Σt|t) ≤ b
α
ω
This, considering (28), implies that
‖x¯t|t‖2 ≤ ρ
η
σ¯2 (A.14a)
tr(Σt|t)
ρ
η
λmin(Σ¯) (A.14b)
In view of (A.14a), then x¯t|t ∈ X¯F . Furthermore, (A.14b) implies that λmax(Σt|t) <
λmin(Σ¯), which in turn implies that Σt|t < Σ¯. Therefore, recalling (A.13), if
J∗(t) ≤ b ω, then J∗(t + 1) ≤ b ω and the positive invariance of the set
D = {(x¯,Σ) : J∗(t) ≤ b ω} (A.15)
is guaranteed.
If (x¯t|t,Σt|t) ∈ ΩF\D, it holds that
J∗(t) > bω (A.16)
which, in view of (A.12c), implies that
V (x¯t|t,Σt|t) >
1
α
ω (A.17)
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Since (x¯t|t,Σt|t) ∈ ΩF\D, recalling (A.13), (A.17), and (A.12b), there exists
c¯1 > 0 (function of η) such that
J∗(t+ 1)− J∗(t) ≤ −(1 − η)α
β
J∗(t)
≤ −(1 − η)α
2
β
V (x¯t|t,Σt|t) ≤ −c¯1 (A.18)
On the other hand, for all xt with (x¯t|t,Σt|t) ∈ Ξ\ΩF , there exists constant c¯2 >
0 such that there exists xΩ with (x¯Ω,ΣΩ) ∈ ΩF\D such that −αV (x¯t|t,Σt|t) ≤
−αV (x¯Ω,ΣΩ)− c¯2. This, in view of (A.12a) and (A.18), implies that
J∗(t + 1)− J∗(t) < −c¯2 (A.19)
In view of (A.18)-(A.19), for all xt with (x¯t|t,Σt|t) ∈ Ξ\D there exists c¯ (func-
tion of η)
J∗(t+ 1)− J∗(t) < −c¯ (A.20)
This implies that, for each η ∈ (ρ, 1), there exists T > 0 such that xt+T is
such that (x¯t+T |t+T ,Σt+T |t+T ) ∈ D, i.e., that αV (x¯t+k|t+k,Σt+k|t+k) ≤ bω for
all k ≥ T . This, for η → 1, implies (30).
B The S-MPCl problem
B.1 Proof of Lemma 1
Part I.
The following result is used.
Lemma 2 Given a positive semi-definite, symmetric matrix M , then
M =

M11 M12
MT12 M22

 

2M11 0
0 2M22



Proof of Lemma 2 Since M  0, then
[
−xT1 xT2
]
M

−x1
x2

 = xT1M11x1 + xT2M22x2 − xT1M12x2 − xT2MT12x1  0
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for all x1, x2 such that
[
xT1 x
T
2
]
6= 0. From this, we obtain that
[
xT1 x
T
2
]
M

x1
x2

 = xT1M11x1 + xT2M22x2 + xT1M12x2 + xT2MT12x1
≤ 2xT1M11x1 + 2xT2M22x2 =
[
xT1 x
T
2
] 2M11 0
0 2M22



x1
x2


for all x1, x2 such that
[
xT1 x
T
2
]
6= 0. This concludes the proof of Lemma 2. 
Consider now matrix Σt and its block-decomposition
Σt =

Σ11,t Σ12,t
ΣT12,t Σ22,t


where Σij,t ∈ Rn×n for all i, j = 1, 2. A bound for the time evolution of the
covariance matrix Σt is computed, iteratively, considering that
Σt+1  ΦtΣDt ΦTt +ΨtΩΨTt (B.1)
If we define ΣDt+1 = diag(Σ
D
11,t+1,Σ
D
22,t+1), where
ΣD11,t+1 = 2(A− LtC)ΣD11,t(A− LtC)T+
FWF T + 2LtV L
T
t (B.2)
ΣD22,t+1 = 2(A− BKt)ΣD22,t(A− BKt)T+
2LtCΣ
D
11,tC
TLTt + 2LtV L
T
t (B.3)
then we obtain that ΣDt+1  Σt+1, in view of Lemma 2. Defining AD =√
2A,BD =
√
2B,CD =
√
2C and V D = 2V , the latter corresponds with (31).
Part IIa. LMI reformulation of the update of ΣD11,k.
We rewrite constraint (32a) as
ΣD11,k+1 −
[
(AD − LkCD) FW LkV D
]


ΣD11,k 0 0
0 W−1 0
0 0 (V D)−1




(AD − LkCD)T
(FW )T
(LkV
D)T

  0
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Resorting to the Schur complement it is possible to derive the following equiv-
alent form


(ΣD11,k)
−1 0 0
0 W 0
0 0 V D

−


(AD − LkCD)T
(FW )T
(LkV
D)T

 (Σ
D
11,k+1)
−1
[
(AD − LkCD) FW LkV D
]
 0
To obtain a linear inequality from the previous expression we define
Zk = (Σ
D
11,k+1)
−1Lk (B.4)
and Σ˜D11,i = (Σ
D
11,i)
−1, i.e.,


Σ˜D11,k 0 0
0 W 0
0 0 V D

−


(Σ˜D11,k+1A
D − ZkCD)T
(Σ˜D11,k+1FW )
T
(ZkV
D)T

×
(Σ˜D11,k+1)
−1
[
(Σ˜D11,k+1A
D − ZkCD) Σ˜D11,k+1FW ZkV D
]
 0
that can be written as a compact LMI as follows




Σ˜D11,k 0 0
0 W 0
0 0 V D




(Σ˜D11,k+1A
D − ZkCD)T
(Σ˜D11,k+1FW )
T
(ZkV
D)T


[
(Σ˜D11,k+1A
D − ZkCD) Σ˜D11,k+1FW ZkV D
]
Σ˜D11,k+1


 0
(B.5)
which is indeed linear with respect to the variables Σ˜D11,k, Σ˜
D
11,k+1, and Zk.
Notice that, however, in the constraints (34) and in the cost function (38),
the term ΣD11,i appears, rather than its inverse Σ˜
D
11,i. To solve this issue, we
define matrix ∆k as an upper bound to Σ
D
11,k (i.e., ∆k  ΣD11,k), which can be
recovered from Σ˜D11,k+1 through the following linear inequality

∆k I
I Σ˜D11,k

  0 (B.6)
Then, one should replace ΣD11,k with ∆k in (34) and (38).
Part IIb. LMI reformulation of the update of ΣD22,k.
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Consider now the inequality (32b), i.e.,
ΣD22,k+1 − (AD − BDKk)ΣD22,k(AD − BDKk)T − Lk(CDΣD11,kCDT + V D)LTk  0
(B.7)
Recalling (B.4), (B.7) can be rewritten as
ΣD22,k+1 − (AD − BDKk)ΣD22,k(AD −BDKk)T − ΣD11,k+1MkΣD11,k+1  0 (B.8)
where
Mk = Zk(C
DΣD11,kC
DT + V D)ZTk (B.9)
By defining Ξk = KkΣ
D
22,k, and using the matrix ∆k+1 in place of Σ
D
11,k+1, the
inequality (B.7) can be recast as a suitable LMI. In fact, in view of the Schur
complement Lemma we obtain


ΣD22,k+1
[
(ADΣD22,k −BDΞk) ∆k+1
]

(ADΣD22,k − BDΞk)T
∆k+1



ΣD22,k 0
0 M˜k



  0 (B.10)
where
M˜k =M
−1
k (B.11)
The equation (B.9) can be recast as the following inequality:
Mk  Zk(CDΣD11,kCDT + V D)ZTk (B.12)
which can be reformulated as

Mk
[
ZkV
D ZkC
D
]

(ZkV D)T
(ZkC
D)T



V D 0
0 Σ˜D11,k



  0 (B.13)
Finally, concerning the equality (B.11), it can be solved using the approach
proposed in [8]. Indeed, we solve the following LMI

Mk I
I M˜k

  0 (B.14)
and, at the same time, we minimize the additional cost function
tr{MkM˜k} (B.15)
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The problem (B.14)-(B.15) can be managed using the recursive cone comple-
mentarity linearization algorithm proposed in [8] with a suitable initialization.
B.2 LMI reformulation of the constraints
While the constraint (33a) is a linear inequality (and therefore it does not need
to be further reformulated), the inequality (33b) needs special attention. As
already remarked, in (33b), Uk must be replaced by U¯k. In turn, the equality
U¯k = KkΣ
D
22,kK
T
k = Ξk(Σ
D
22,k)
−1ΞTk must be recast as an LMI as follows:

U¯k Ξk
ΞTk Σ
D
22,k

  0 (B.16)
B.3 Proof of Corollary 1
Concerning the proof of recursive feasibility, assume that, at time instant t, a
feasible solution of S-MPCl is available, i.e., (x¯t|t,Σ
D
11,t|t,Σ
D
22,t|t) with optimal
sequences u¯t,...,t+N−1|t,Kt,...,t+N−1|t, and Lt,...,t+N−1|t. At time t+1 (x¯t+1|t,Σ
D
11,t+1|t,Σ
D
22,t+1|t)
is feasible, with admissible sequences u¯ft+1,...,t+N |t = {u¯t+1|t, . . . , u¯t+N−1|t,−K¯x¯t+N |t},
Kft+1,...,t+N |t = {Kt+1|t, . . . , Kt+N−1|t, K¯}, and Lft+1,...,t+N |t = {Lt+1|t, . . . , Lt+N−1|t, L¯}.
This can be proved similarly to Section A.
Indeed, constraint (34a) is verified for all pairs (x¯t+1+k|t,Σ
D
11,t+k+1|t+Σ
D
22,t+k+1|t),
k = 0, . . . , N − 2, in view of the feasibility of S-MPCl at time t. Furthermore,
in view of (21), (36), (35), (37b), (34a) is verified also for k = N−1. Similarly,
(34b) is verified also for k = N − 1. In view of (36)
ΣD11,t+N+1|t = (A
D − L¯CD)Σ11,t+N |t(AD − L¯CD)T + FWF T + L¯V DL¯T
 (AD − L¯CD)Σ¯11(AD − L¯CD)T + FW¯F T + L¯V¯ L¯T = Σ¯11
ΣD22,t+N+1|t = (A
D − BDK¯)Σ22,t+N |t(AD −BDK¯)T + L¯V DL¯T + L¯CDΣ11,t+N |t(CD)T L¯T
 (AD − BDK¯)Σ¯22(AD − BDK¯)T + L¯V¯ L¯T + L¯CDΣ¯11(CD)T L¯T = Σ¯22
hence verifying both (21) and (36) at time t + 1.
Concerning the proof of convergence, in view of the feasibility, at time t + 1
of the possibly suboptimal solution u¯ft+1,...,t+N |t, K
f
t+1,...,t+N |t, L
f
t+1,...,t+N |t, and
(x¯t+1|t,Σ
D
11,t+1|t,Σ
D
22,t+1|t), we have that the optimal cost function computed at
time t + 1 is J∗(t + 1) = J∗m(t + 1) + J
∗
v (t + 1). In view of the optimality of
J∗(t+ 1) (A.1) holds. From (A.2) and (39), equation (A.3) still holds, as well
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as (A.4).
Considering (39), we obtain
J∗(t+ 1) ≤ J∗(t)− (‖x¯t|t‖2Q + ‖u¯t|t‖2R)
−tr{

QL 0
0 Q+KT
t|tRKt|t

ΣD
t|t}+ tr(STΨΩDΨT )
(B.17)
Note that (B.17) is similar to (A.7), where ΩD now replaces ΩD and ΣD
t|t now
replaces Σt|t. Furthermore, from the definition of J
∗(t) we also have
J∗(t) ≥ ‖x¯t|t‖2Q + ‖u¯t|t‖2R
+ tr{

QL 0
0 Q+KT
t|tRKt|t

ΣDt|t} (B.18)
Now, ΩF should be denoted as ΩF = {(x¯,Σ) : x¯ ∈ X¯F ,Σ  Σ¯D}. Assuming that
(x¯t|t,Σ
D
t|t) ∈ ΩF , similarly to Section (A), we derive
J∗(t) ≤ ‖x¯t|t‖2S + tr{STΣDt|t}+N tr{STΨΩDΨT} (B.19)
Similarly to Section A, from (A.7), (A.8) and (A.11) we derive robust stability-
related results. Namely, we denote ω = tr{STΨΩDΨT}. In view of this, we can
reformulate (B.17), (B.18) and (B.19) as (A.12), where now ΣD
t|t replaces Σt|t. The
proof now follows exactly as in Section A, proving that dist(αV (x¯t|t,Σ
D
t|t), [0, bω]) →
0 as t→ +∞ under condition (40).
C The S-MPCc problem: proof of Corollary 2
Concerning the proof of feasibility, it can be carried out exactly as in Section A,
even in case the control and estimator gains Kh and Lh, respectively, are not free
variables, but are set to values Kh = K¯ and Lh = L¯ for all h ≥ 0.
Concerning the proof of convergence, it follows equivalently to Section A. Again,
the only difference now lies in the fact that Kt+k|t = K¯ and Lt+k|t = L¯ for all t ≥ 0
and k ≥ 0.
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