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Abstract
This paper aims to provide a case study to classify diabetes medical condition amongst patients. The study examines the
performance of the Levenberg-Marquardt (LM) algorithm on a single dataset, the Pima Indian Diabetes dataset, attempting to
minimize error in classifying the patients as diabetes positive or negative. The learning algorithm is applied on dynamically
constructed neural network to minimize the error by continuously training the network until the optimum eﬃciency level is
obtained. The performance of the approach is veriﬁed by performing a comparison study. The comparison study involves
testing of the dynamically constructed network and presents a critical analysis of the classiﬁcation output. The performance
of the network is measured in terms of sensitivity and speciﬁcity for diﬀerent learning algorithms. The study reveals that the
LM algorithm outperforms other techniques in these tests and consequently concludes it to be the best ANN learning rule in
providing optimum output results when applied to a dynamically constructed neural network.
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1. Introduction
The ﬁeld of medical informatics is devoted to the structuring, processing, storage and dissemination of infor-
mation for many purposes [1]. The central goal though behind these eﬀorts is to develop a decision support system
which improves the human ability to diagnose, treat and propose preventive measures for pathological conditions.
Despite the great advances in the eﬃcacy of mainstream medical science in the diagnosis of diseases and ailments,
the presence of human variation and the resulting heterogeneity in symptoms exhibited present a signiﬁcant chal-
lenge to making accurate diagnoses in every single case. One solution to this problem lies in performing studies of
aggregate data which often yields useful statistical rationales which can greatly contribute in decision making for
medical conditions. Artiﬁcial Neural Networks (ANN) learning algorithms discussed in this paper, present potent
approach to accomplish such tasks. The use of artiﬁcial neural techniques in medical condition detection reported
in medical literatures not only adds value to diagnostic predictions but also act as a prediction guide. Algorithms
following analytical methods which are proposed in diﬀerent researches replaced statistical descriptive analysis
to get approximate solutions for real world disease prediction problems [2, 31, 32]. However, the application of
neural network and learning algorithms has been increased in recent days and reduced too much reliance on the
statistical description for disease classiﬁcation.
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The use of ANN for analytic purposes in Biology and Chemistry has been gaining attention and it has been
heralded as one of the good ways to prevent and diagnose disease [3]. Neural networks are able to imitate the
human learning process and human intuitions and can therefore solve non-linearity matters. As such it has been
widely used in the calculation and prediction of complex systems, achieving a non-linearity mapped eﬀect which
even conventional calculating methods could not accomplish [4]. Results obtained through the use of Neural
Networks are frequently comparable to those of standard statistical models. The use of the classiﬁer system for
medical diagnosis is increasing gradually [17, 28].
Studies conducted on the eﬃcacy of ANN in medical diagnosis to date have been generally very promising.
For example, ANNs have been shown to correctly classify diverse conditions such as acute nephritic disease and
heart disease with a success rate of up to 99% and 95% respectively [12]. Another notable study conducted on
the broad applications of artiﬁcial intelligence in medical diagnostics by Monadjemi and Moallem showed that
fuzzy neural networks could eﬀectively approximate the real world diagnostic methods of physicians, correctly
discerning abnormalities in ETM disease samples at rates of around 97.5% [13]. Applications of neural nets have
also yielded success in aiding the diagnosis of urinary conditions [14]. Back propagation method was used in
detection of peripheral artery occlusive disease [16].
The use of neural nets in the diagnosis of diabetes has also been previously investigated by many researches
which concluded that a Bayesian regulation algorithm was most eﬀective in predicting Diabetes [15]. Venkatesan
and Anitha conducted a similar study comparing Radial Basis Function (RBF) neural nets with common MLP
algorithms and classical logistic regression in their eﬃcacy of predicating Diabetes, concluding that the RBF
algorithm performed the best [16]. Recently, advances in Support Vector Machine methods have also resulted in
promising results. An Adaptive SVM method is proposed in [17] in which they report to have a classiﬁcation rate
of 100% when applied to a Diabetes dataset from the University of California [17]. Functional model for ANN is
proposed in [17] and demonstrated nearly 89% of accuracy for detecting Thrombo-embolic stroke disease.
The examples above ascertain the fact that neural network is capable of diagnosis and classify medical con-
ditions [33][34], however, all these approaches involve a series of modiﬁcations on the combinations of diﬀerent
learning algorithms and pre-processing of data set to get an optimum result [35][36][37] whereas, our research
focuses on single optimized algorithms to identify optimum ability to gain best possible accuracy for the classiﬁ-
cation purpose. This research also has conducted experiments to identify the causes of error rate. This study then
provide with a comparative study to demonstrate the level of accuracy for diﬀerent algorithms applied for diabetes
prediction.
This research attempts to apply optimised Levenberg Marquardt (LM) algorithms for minimizing errors in
classifying diabetes condition. LM is widely used in manufacturing and for engineering optimisation purpose [22],
however, have these algorithms never been investigated on a neural network for medical condition classiﬁcation
[38][39][40]. The algorithm is then compared with others to determine its accuracy. In this study the Pima Indian
Diabetes Database is subjected to the ANN technique using Levenberg-Marquardt Algorithm training method to
ascertain and classify the presence of diabetes in subjects and experiments are further conducted to determine the
sensitivity and speciﬁcity of the optimised LM technique.The algorithms and methods used in diabetes condition
classiﬁcation are presented below.
2. Algorithm and Network Structure
The algorithms which this research focuses upon is a MLP (Multi-layer Perceptron) training algorithm. These
algorithms belong to the supervised learning methods. The MLP training algorithms are divided into several types
which are inclusive of gradient based ones which compute the derivative of the error function with respect to
each and every weight, and then alter the weights in order to minimize the error. Some of them used for classi-
ﬁcation purposes are backpropagation, RPROP, Quick prop (QP), Scaled Conjugate Gradient, Quasi-Newton and
Levenberg-Marquardt Algorithm (LM), RLS [18, 19, 20 and 21]. Other category of algorithms are global opti-
mization methods that dont change weights based on the gradient direction but attempt to hunt for the minimum
in much wider areas, e.g. simulated annealing, Alopex, Novel, Genetic Algorithms. This research implements the
gradient based algorithms to investigate their performance in diabetes classiﬁcation.
The Levenberg-Marquardt (LM) algorithm is a higher-order adaptive algorithm and minimise the Mean Square
Error of a neural network [5]. The algorithm is a member of a class of learning algorithms called pseudo second
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order methods. In determining the best direction to move the weights in order to bring down the error, the second
order methods use the Hessian or the matrix of second derivatives of the performance surface to determine the
weight update, whereas, pseudo-second order methods estimate the Hessian. Therefore to discard the second
order derivatives of the error the LM method makes use of the Gauss-Newton approximation that accepts the
Jacobian Matrix. In the case of Linear systems which have a quadratic performance surface the second order
method can ﬁnd the minimum in one step but in Non-linear systems like neural networks, where the issue arises
as the performance surface tends to be convex, this leads to the quadratic approximations to diverge and requires
several steps for convergence [5][6][7].
The approach of optimising the LM algorithm and its implementation are described below.
2.1. LM Approach and Network architecture
Let us take a nonlinear model of the general form
yi = g(xi, β) + εi (i = 1, 2, 3...m) (1)
where β is a vector containing n parameters and m > n. Assume further that f is nonlinear in βT =
[β1, β2, ..., βn]. The method of least squares is used for estimating the unknown parameters in a non-linear re-
gression function. According to this method, the estimates of β1, β2, ..., β(n) are obtained by minimizing the
quantity
∑
fi(β)2 (2)
The sum of the squares of the errors of the predictions, where:
fi(β) = yi − g(xi, β) (3)
As given by nonlinear regression, the method of nonlinear least-squares data ﬁtting has a special form for the
gradient and Hessian. Let us express the problem as:
min f (β) =
1
2
∑
fi(β)2 =
1
2
F(β)T F(β) (4)
Where F is the vector-valued function.
F(β) = ( f1(β), f2(β), .... fm(β))T (5)
Note that the scaling by 12 is to make the derivatives less jumbled. The components of  f (β) can be derived as
follows:
 f (β) = J(β)T F(β) (6)
Where J is the Jacobian matrix with i jth element
Ji j =
δg(xi, β)
δβi
, i = 1, 2, 3...m and j = 1, 2, 3, ...n (7)
2 f (β) can be derived by diﬀerentiating this formula with respect to the β j
2 f (β) = J(β)T J(β) +
∑
fi(β) 2 fi(β) (8)
Since it is anticipated that fi(β) is approximately zero, the summing up term can be ignored. Therefore, we
can approximate 2 f (β) as
2 f (β) = J(β)T J(β) (9)
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For the Gauss-Newton method this approximation can be used for the Hessian and then to solve
J(β)T J(βk)pk = −J(βk)T F(βk) (10)
to calculate pk and then let βk + 1 = βk + pk.
Rather than approximating the Hessian as in (9), the outline term in (8) can be approximated by λI where
λ ≥ 0. Following this the Hessian is approximated as
2 f (βk) ≈ J(βk)T J(βk) + λI (11)
Now to ﬁnd search direction, p, the following equation is solved:
[J(β)T J(β) + λI]p = −J(β)T F(β) (12)
After ﬁnding p, f (β + p) has been evaluated. If there has been an improvement in the function value then let
β = β + p and λ = λ2 .
The termination criterion is then checked. If the termination criteria are not met, then proceed with other
iteration. If, however, the evaluation of f (β + p) does not give us an improvement in the function value, then let
λ = 2λ but β has not been changed.
The LM algorithm is implemented on dynamically constructed feed forward neural network. the network
is designed based on feed forward construction algorithm proposed in [5]. In our network structure, nodes are
dynamically added until a benchmark eﬃciency is achieved. New node is inserted dynamically when learning
rule update weights until it reaches the eﬃciency level. Thus, the learning rule is still can be applied on network
layer even if it is not fully eﬃcient and enables the network to generate a benchmark eﬃciency. As the new node
is added dynamicallly the search direction of LM algorithm is set to as steepest descent method when achieved
eﬃciency is far from benchmark eﬃciency. However, as eﬃciency gets closer to benchmark eﬃciency, it takes on
a search direction similar to Newtons method[6][7][8].
2.2. Diabetes Dataset and Dataset Preparation
The database used in this study is the Pima Indian Diabetes Database from The John Hopkins University and
is owned by National Institute of Diabetes and Digestive and Kidney Diseases. The dataset is retrieved from
ftp://ftp.ics.uci.edu/pub/machine-learning-databases/pima-indians-diabetes.
The diagnostic, binary valued variable investigated here is for ascertaining whether the patient exhibits signs
of diabetes as laid out by the The World Health Organization criteria (i.e., if the 2 hour post-load plasma glucose
was at least 200 mg/dl at any survey examination or if found during routine Medical care). All patients in the
database are females of at least 21 years of age and of Pima Indian heritage. The total number of instances is 768.
There are 8 attributes listed which are Number of times pregnant, Plasma glucose concentration, Diastolic blood
pressure, Triceps skin fold thickness, 2-Hour serum insulin ,Body mass index, Diabetes pedigree function, Age
in addition to two more output classes: Diabetes Yes and Diabetes No. The class was divided into two output
attributes section without any due change to the original dataset. There are no missing values in the dataset. Class
distribution is done in the way which shows class value 1 as tested positive for diabetes and 0 as tested negative
for diabetes.
3. Experimentation and Results
In this paper the Diabetes diagnosis with the LM algorithm is classiﬁed through training and testing of the Pima
Indian Dataset. The two classes are diabetes yes, which indicates the patient has diabetes, and diabetes no which
indicates the patient does not have diabetes. These experiments show some very interesting neurodynamics. The
following graph (Figure 1) obtained shows the learning curve that the network rapidly reaches to the Minimum
Squared Error(MSE) of 0.094 at the epoch no 245.
The dynamic networks estimate for the training set is acceptable as our desired error target. We determine the
acceptable error should be less than 0.1 and network nodes are added dynamically to reach the target.So it is vital
to train the Neural Network several times to determine whether they reproducibly converge.
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Fig. 1. Training learning curve for LM
In the research work performed here, the standard procedure of evaluation is done on the basis of the results
obtained by splitting the data into one training set, one cross-validation set, which is used to determine the stopping
point for the purpose of over ﬁtting avoidance, and ﬁnally a testing set which is used to determine whether the
network has really learned the training patterns and obtained the ﬁnal distribution of performance. The comparison
of the LM algorithm with other techniques like Quickprop algorithm [10] and those obtained by alterations to
the standard Back Propagation algorithm, like Momentum learning [11] and Delta-Bar-Delta, [12] will itself
be helpful for the performance evaluation of the method. For comparison purpose, to reveal the capability of
LM algorithm amongst all these algorithm there is a value set for mean squared error (MSE), normalized MSE
(NMSE), mean absolute error (MAE) and Min Abs Error and these are shown in Table 1. All these learning
algorithms are applied on the same neural network which is obtained by applying LM initially.
Table 1. Summary of main results.
Parameters Threshold value
MSE ≤ 0.5 for both diabetes yes and diabetes no
NMSE ≤ 2.0 for both diabetes yes and diabetes no
MAE ≤ 0.5 for both diabetes yes and diabetes no
Min Abs Error ≤ 0.005 for both diabetes yes and diabetes no
Table 2 demonstrates clearly that the LM algorithm shows 58% accuracy for diabetes yes when compared to
Delta-bar-Delta, QuickProp and Momentum approach. However, it shows 90% correct classiﬁcation result for
the diabetes no when compared with other algorithms. The table also demonstrates that the LM algorithm shows
minimum absolute error 0.0010 for diabetes yes and 0.0018 for diabetes no, respectively which is less than the
other approaches, i.e. Delta-bar-delta, QuickProp and Momentum approaches.
The confusion matrix (Table 2) for LM shows that while testing 41 cases, 32 shows correct prediction whilst
9 incorrect prediction is evident, whereas 113 cases are detected as diabetes no out of which 90 shows correct
classiﬁcation. To ensure that a natural result is obtained a process of cross validation is applied in order to
eliminate attributes which has no eﬀect on the decision making. The cross validated dataset shows 100% accuracy
for the diabetes yes and 94% accuracy for diabetes no, respectively. The cross validation process on dataset
increases the performance of the LM algorithm signiﬁcantly. Table 3 presents the performance comparison of all
selected algorithms when training is performed on the cross validated dataset.
In the case of cross validated dataset (Table 3) it is surprising that the LM outperformed the other algorithms
by obtaining the best minimum MSE of 0.067 and 0.07 respectively for diabetes yes and diabetes no. The other
three algorithms have performed well for the diabetes yes classiﬁcation which is under the threshold value (see
table 1) but in the case of diabetes no they exceeded the threshold value. The NMSE, in the case of cross validating
dataset, LM exceeded the threshold value in diabetes no and Delta-by-Delta demonstrated the best result, 1.72.
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Table 2. Comparison of LM algorithm with others.
Algorithms Performance diabetes ’yes’ diabetes ’no’
LM MSE 0.15 0.15
NMSE 0.7 0.68
MAE 0.3 0.3
Min Abs Error 0.001 0.001
Max Abs Error 0.55 0.56
percent correct 58.18 90.1
diabetes yes 32 9
diabetes no 23 90
Delta-bar-Delta MSE 0.39 0.36
NMSE 1.7 1.6
MAE 0.41 0.39
Min Abs Error 0.007 0.002
Max Abs Error 1.05 1.05
percent correct 0.0 100
diabetes yes 0 0
diabetes no 55 99
Quickprop MSE 0.35 0.22
NMSE 1.5 0.96
MAE 0.38 0.36
Min Abs Error 0.001 0.005
Max Abs Error 1.05 1.048
percent correct 0.0 100
diabetes yes 0 0
diabetes no 55 99
Momentum MSE 0.30 0.25
NMSE 1.3 1.1
MAE 0.49 0.46
Min Abs Error 0.004 0.012
Max Abs Error 1.04 0.97
percent correct 20 82
diabetes yes 11 17
diabetes no 44 82
LM performs better on cross validated data when MAE is taken as evaluation parameter. It shows 0.19289 and
0.20 for diabetes yes and diabetes no respectively. Min Abs Error value obtained for LM is 0.001048 and 0.001 for
diabetes yes and diabetes no and these results are promising in comparison to other algorithms. On cross validated
dataset LM shows accuracy of 100% for diabetes yes and 94.4% accuracy for diabetes no classes, on the contrary,
the QP shows 67% for diabetes yes and 23% for diabetes no and MOM and DBD show the similar results.
The performance of the algorithms are further analysed by sensitivity and speciﬁcity [21] study. For checking
the sensitivity and speciﬁcity the following expressions are used:
Sensitivity (%) = TP/TP+FN
Speciﬁcity (%) = TN/TN+FN
Where, TP = True positive in the confusion matrix, TN= True negative in the confusion matrix and FN= False
negative in the confusion matrix
The Table 4 shows the comparison study of all the algorithms presented here based on their sensitivity and
speciﬁcity. The robustness of all the algorithms are measured on both test and cross validated dataset.
4. Discussion and Conclusion
The study attempts to investigate the performance of the Levenberg Marquardt method in diabetes disease
classiﬁcation in comparison with other algorithms available. It is found that the Levenberg Marquardt method
is successful in reducing errors in providing a meaningful classiﬁcation on the Pima Indian Diabetes Dataset for
diagnosing the patients with and without diabetes. One of the objectives of this research has been to make use of
the LM method in improving the classiﬁcation accuracy of the neural network on the dataset applied. The next
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Table 3. algorithm performance on cross validated dataset.
Algorithms Performance diabetes ’yes’ diabetes ’no’
LM MSE 0.06 0.07
NMSE 0.27 0.29
MAE 0.19 0.20
Min Abs Error 0.001 0.004
Max Abs Error 0.68 0.64
percent correct 100 94.4
diabetes yes 12 1
diabetes no 0 17
Delta-bar-Delta MSE 0.4 0.5
NMSE 1.7 2.4
MAE 0.41 0.59
Min Abs Error 0.0 0.0
Max Abs Error 1.05 1.05
percent correct 58.3.0 27.7
diabetes yes 7 13
diabetes no 5 5
Quickprop MSE 0.33 0.55
NMSE 1.39 2.31
MAE 0.37 0.60
Min Abs Error 0.0 0.0
Max Abs Error 1.0 1.01
percent correct 66.6 22.2
diabetes yes 8 14
diabetes no 4 4
Momentum MSE 0.4 0.5
NMSE 1.7 2.2
MAE 0.43 0.58
Min Abs Error 0.0 0.0
Max Abs Error 1.04 1
percent correct 58.3 22.2
diabetes yes 7 14
diabetes no 5 4
objective of this study is to critically compare and evaluate the performance of the LM algorithm in comparison
with other algorithms available. This task is carried out successfully by undertaking a performance evaluation of
the LM algorithm compared to the Quickprop, Momentum and Delta-Bar-Delta techniques which are also used
for classiﬁcation. The other reason for selecting the LM method as our learning algorithm is to overcome the
problem of convergence which has been observed in the BP algorithm, this is proven successfully when it is
compared and evaluated according to the lowest MSE found and seen to be better than all the other techniques
considered. Therefore, from the results obtained by implementation, experimentation and performance evaluation
and comparison, it can be concluded that the Levenberg Marquardt is the best method (out of all those studied
here) for the diagnosis of Diabetes in terms of convenience and optimum accuracy.
Table 4. Robustness study of the algorithms.
Dataset Evaluation matrix LM Delta-by-Delta QuickPro Momentum
Test Data Sensititivity 58.18% 0% 0% 20%
Speciﬁcity 90.90% 100% 100% 82.82%
Cross validated data Sensitivity 100% 58.33% 66.66% 58.33%
Speciﬁcity 94.44% 27.77% 22.22% 22.22%
All algorithms demonstrate their capabilities and this study shows none of the selected algorithms demonstrate
100% accuracy on the test dataset. LM demonstrates 58% accuracy which is then followed by MOM with 20%.
However, LM shows 100% sensitivity in classifying diabetes yes and no. The speciﬁcity analysis is carried out on
the testing data to check the percentage of correct records classiﬁed as true negative that means the percentage of
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diabetes no record classiﬁed correctly. It is demonstrated in Table 4 that DBD and QP outperformed here giving
100% result and LM followed them with 90%. However, when speciﬁcity analysis is carried out on cross validated
dataset LM performs the best amongst all other algorithms with 94.44% in ﬁnding diabetes no.
It can be concluded that LM algorithm provided a meaningful classiﬁcation on diabetes patients when com-
pared to other techniques. LM provides with more accurate results in terms of convergence speed. It shows
excellent performance in the confusion matrix assessment on both test and cross validating dataset. However, the
future work which are recommended for further studies on this research would be in two major areas:
• As the research was performed on a single dataset, it is recommended that the LM algorithm be applied to
additional real world datasets to determine its proﬁciency in dealing with diﬀerent conditions and phenom-
ena.
• Detailed study on adjusting inner statistics like hidden layers and input output nodes to ﬁnd the optimum
solution.
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