ABSTRACT Although the cloud-based robotic system has provided the services in various industries, its data safety is continuously threatened, and the network intrusion detection system (NIDS) is considered as a necessary component to ensure its security. In recent years, many machine learning (ML) techniques have been applied for building a more intelligent NIDS. Most NIDSs based on the ML method and artificial intelligence techniques are either supervised or unsupervised. However, the supervised learning for NIDS depends much on the labeled data. This weakness makes it harder to detect the latest attack patterns. Meanwhile, the unsupervised learning for NIDS often fails to give the satisfactory results. Therefore, this paper proposed a novel fuzziness-based semi-supervised learning approach via ensemble learning for network intrusion detection on the cloud-based robotic system, which can address the above issues. First, due to the good generalization ability of ensemble learning, we construct an ensemble system trained by the labeled data. Moreover, for better utilizing the unlabeled data, a fuzziness-based method is adopted for data analysis. In this way, the noisy and redundant examples in the data set are removed. Finally, we use the same ensemble approach to combine both supervised and unsupervised parts. To verify the effectiveness and robustness of the NIDS, the proposed approach is tested on the NSL-KDD data set, which is a commonly used traffic data set. The experimental results show that the proposed approach achieves the accuracy 84.54% and 71.29% on the, respectively, ''KDDTest+'' and ''KDDTest-21'' data sets. When compared with the stateof-the-art method, the proposed method also delivers a promising result.
I. INTRODUCTION
Network intrusion detection system (NIDS) is a device or software that detects the abnormal use of the system by monitoring and analyzing the environment of network [1] . In 1987, Denning first introduced the concept of NIDS and proposed a detection model, which can explore a wide range of security violations on computer networks [2] . In recent years, since the unknown attacks are continuously increased, the traditional network protection tools, such as firewalls, access control or encryption, fail to protect the computer network against the novel attacks [3] . As a result, the efforts currently focused on establishing the more complex systems or network architectures, e.g., cyber physical systems [4] , multidimensional context-aware social network architecture [5] , quality-aware service access system [6] , emotion-aware cognitive system [7] and NIDS etc. Among these security applications, the NIDS increasingly attracts attentions and has become the primary concern of the cloud-based robotic system. This is because the cloud-based robotic system needs a lot of data interaction and transmission. The transmission data consist of numerous privacy data. It is unavoidable that the security of privacy data is continuously threatened by the network intrusion. In order to ensure the safety of privacy data, the NIDS is necessary when constructing the cloudbased robotic system. Therefore in this paper, we proposed a novel NIDS to improve the security of cloud-based robotic system.
Despite the effectiveness of NIDS, establishing the NIDS is still challenging. This is because some issues, such as data collections and intrusion recognition, should be taken into consideration [3] . Consequently, some public benchmark datasets (e.g., KDDCup99 and NSL-KDD [8] ) are built and the sophisticated NIDSs are constructed to improve the performance of intrusion recognition. Since intrusion recognition can be considered as a classification task, numerous artificial intelligence (AI) techniques and machine learning (ML) techniques have been applied in the NIDSs [9] , [10] . Generally, the ML-based techniques can be supervised or unsupervised. The task of supervised learning is to learn a mapping from the feature instances to the particular categories by merely using labeled data. Many supervised learning approaches, e.g., decision tree (DT) [11] , deep neural network (DNN) [12] , support vector machine (SVM) [13] and etc., have been successfully employed to recognize and detect the intrusions. The supervised learning approaches for NIDS have achieved high detection accuracy on many benchmark datasets. However, its shortcomings are obvious. First, the acquisition of labeled data needs extensive expertise and is often costly, and hence, the update of the detection model is expensive [14] . Second, since the training process depends on the obsolete labeled data, the detection model can hardly observe new types of attacks [15] . Unlike the supervised learning, the unsupervised learning approach trains the detection model without the labeled instances and only describes the hidden structure of unlabeled data. In unsupervised learning algorithm, different categories of network events are distinguished by estimating the distribution of unlabeled data. The examples with similar features are more likely to have the same class, and vice versa. Although the unsupervised learning has no need for the labeled data, it often results in a detection model with low accuracy and high false positive rate.
To overcome the above deficiencies, the semi-supervised learning is one of the implementations for NIDS. It combines both labeled and unlabeled data to establish the detection model [16] . On one hand, the semi-supervised learning reduces the dependency on the labeled data, and thus is considered to be more robust than supervised learning. On the other hand, since a small amount of labeled data is introduced, the semi-supervised learning usually performs better in accuracy and false positive alarm than unsupervised learning. However, the semi-supervised learning also shares the same disadvantages of both supervised and unsupervised learning approaches. Consequently, the semi-supervised learning approach for NIDS requires more sophisticated designs to reduce the negative impacts brought by both approaches [14] .
In this paper, we propose a novel semi-supervised learning approach via ensemble learning for network intrusion detection. The ensemble-based system can reduce the variance in the classifier outputs [17] . In other words, its generalization capability outperforms the one in the single modelbased system in most situations. Since there exists many attack types unseen in the train data, it is more suitable to choose the ensemble learning approach. For the labeled data, we first generate a group of basic classifiers as candidates and build an ensemble learning model based on the rankings of the classifiers. Moreover, to fully analyze the distribution of unlabeled data, a fuzziness-based method is adopted. Then according to the unsupervised learning results, a new ensemble learning system is built and extended to the previous one. Finally, the proposed algorithm will be tested on the NSL-KDD traffic dataset.
Our main contributions in this paper can be summarized as follows:
1) We present a novel ensemble learning approach to classify. Considering that the intrusion detection is a non-linear classification problem, we choose the classification and regression tree (CART) [18] as the basic learner of the ensemble system. In order to combines the outputs of CARTs, a 3-layers neural network is applied to decide their weight. 2) We adopt the fuzziness-based method to mine the hidden structure of unlabeled data. The method extracts the useful information and removes the redundant term from the unlabeled data, which improves the performance of the proposed approach. 3) We combine both supervised and unsupervised part via ensemble learning approach. By this means, the labeled data correct the classification of unlabeled data. In the meantime, due to the lack of labeled data, the utilization of unlabeled data completes the construction of classifier to make the detection process more robust and accurate. This paper is organized as follows: Section II provides the background of ML-based approaches for NIDS and a brief description of the semi-supervised learning. Then, the proposed semi-supervised learning approach for NIDS on cloudbased robotic system is given in Section III. Experimental analysis and results are carried out in Section IV. Finally, the conclusions are drawn in Section V.
II. RELATED WORK
In this section, we mainly introduce some preliminaries related to this paper. Specifically, we first elucidate the basic framework for semi-supervised learning. Then we elaborate several ML-based approaches for NIDS.
A. SEMI-SUPERVISED LEARNING
The semi-supervised learning approach is considered as the combination of supervised and unsupervised learning. Unlike the hybrid methods by using both approaches only on labeled data, the semi-supervised technique tries to learn from both labeled and unlabeled examples [22] . Specifically, the labeled data is represented as
)} and the unlabeled data is formulized as S u = {x u 1 , x u 2 , . . . , x u n u }, where n l and n u are the number of labeled and unlabeled examples respectively. Generally, when training a semi-supervised model, the labeled examples are often in a small size and the unlabeled examples are available in a vast amount, which implies n l n u . For better understanding the semi-supervised 50928 VOLUME 6, 2018 learning methods, two commonly-used techniques, namely self-training method and co-training method, are introduced in the followings.
1) SELF-TRAINING
Self-training method [23] is a simple strategy to train both labeled and unlabeled data. It initially generates a fitted classifier with labeled examples. Then the classifier assigns the labels to the unlabeled examples. Meanwhile, the classifier is retrained with both labeled data and unlabeled data with predicted labels. The above processes are run iteratively until the terminal criterion is met. Self-training is also a wrapper algorithm [24] . It can be widely applied in many basic learning algorithms. Therefore, many efforts adopted the selftraining to further develop their semi-supervised learning approaches. It has been reported that the self-training is outperformed in the natural language process tasks [25] , [26] , object detection [27] and etc. However, the self-training still suffers from two main disadvantages [28] . On one hand, the confident instances in self-labeled examples are often far from the decision boundary. On the other hand, the training process is easily trapped by the outliers. Consequently, there is a room for the development of self-training method.
2) CO-TRAINING
Co-training is also a well-known semi-supervised learning method. Unlike the self-training, it splits the feature into two disjoint views and then separately trains two classifiers in an iterative manner. For successfully training, one hypothesis should be satisfied, that is, two views should be conditionally independent given the categorical attributes [29] . As a result, a better splitting method for feature seems to be more important. However, this is not an easy work. Feger and Koprinska [30] have tried to find the optimal splitting by using conditional mutual information. Unfortunately, they failed to improve the performance as the random splitting was more outperformed. Nigam and Ghani [23] also showed that the random splitting method appears to be better in performance with sufficient redundancy in data. Salaheldin and El Gayar [31] proposed a new splitting features method and the best splitting point is obtained by using GA. They finally found that their method was competitive with the random splitting. Despite the difficulty of finding the best splitting, the co-training is still a popular approach to implement the semi-supervised learning.
B. ML-BASED APPROACHES FOR NIDS
Since the Denning first introduced the model for NIDS in 1987 [2] , many efforts have been devoted to find more sophisticated and effective approaches to further extend the traditional method. Among these approaches, the ML-based technique is one of the most robust and intelligent implementations for the detection model. Lu et al. [19] proposed a rule-pruning method based on genetic algorithm (GA) to select some useful detection rules. They suggested using GA to explore the optimal representations of rule. The approach was performed better on the KDDCup99 traffic dataset. Ahmed and Mahmood [20] presented an unsupervised learning approach to detect a particular intrusion namely denial of service (DoS). The model distinguished the normal and anomaly based on the clustering method. Their approach was outperformed other clustering-based anomaly detection methods in terms of detection accuracy. To explore the more recognizable features, Cao et al. [21] used auto encoder (AE), which is a structure of neural network, to represent the intrusion features. Then based on the new representations, the density estimation method is employed for classification. Similarly, considering the numerous quantity of training data, Shone et al. [12] combined the deep and shallow learning for intrusion detection. This approach adopted a deep neural network for unsupervised feature extraction and a random forest for classification. They found it more efficient and effective than the deep brief network (DBN).
The findings from the above literature utilized either supervised or unsupervised approaches to recognize the anomaly events. Although these researches have achieved the satisfactory improvements in terms of detection accuracy, there still exist some problems to be solved. To be more detailed, the supervised learning approaches are mostly limited by the labeled data. When updating the detection model, the new labeled data should be provided, whereas labeling data is a tough and costly job. In addition, with numerous labeled data, the detection model tends to be easily affected by the noise. As to the unsupervised learning approach, since there is no prior information of category in unlabeled data, the classifier easily suffers from the low detection accuracy and high false alarm rate [20] . Considering the above weaknesses, we think that it is needed to reduce the dependency on labeled data and improve the utilization of unlabeled data. The semisupervised learning is one of the choices that can achieve the target, whereas few literature applies it in the NIDS. Therefore, we proposed a novel semi-supervised learning approach for network intrusion detection, which combines both supervised and unsupervised learning approaches for processing the labeled and unlabeled data, respectively. Through a series of experiments, we will prove that the proposed algorithm is more efficient and effective for NIDS.
III. PROPOSED APPROACH FOR NIDS
A novel fuzziness-based semi-supervised learning approach via ensemble learning (FSSL-EL) is presented in this section, which is more effective to apply for the network intrusion detection. To be more detailed, for the labeled data, we present an ensemble learning method for training. For the unlabeled data, a fuzziness-based method is utilized to estimate their entropy and thus another ensemble model is generated. For better understanding our method, the flowchart of the proposed method is described in Fig. 1 .
In the following subsections, we first introduce the structure of the ensemble learning approach. Then based on the trained classifier, we elaborate the fuzziness-based method. In addition, the entire approach for combining the above VOLUME 6, 2018 FIGURE 1. The training process of the proposed semi-supervised learning approach.
Algorithm 1 Ensemble Learning Approach

Input:
The labeled examples S l and the bootstrap sample rate r 1) Initialize the ensemble systemχ = {} 2) Use PCA for dimensionality reduction on S l 3) for i = 1, 2, . . . , g 4) Generate bootstrapB i by samplingS l with sample rate r 5) Train a CART classifierC i withB i 6)χ =χ
on results of the prediction accuracy on S l 9) Train a 3-layers neural networkM with labeled examples S l 10) Form an ensemble systemχ = {C 1 , . . . ,C p } M Output: The ensemble systemχ processes is provided. Finally, a complexity analysis of the proposed approach is delivered.
A. PROPOSED ENSEMBLE LEARNING APPROACH
The Algorithm 1 shows the process of the proposed ensemble learning approach. Before training the ensemble model, we need the labeled data S l and its size n l . The i-th example S l i is formalized as (x l i , y l i ), where x l i ∈ R d contains d attributes and y l i ∈ {1, 2, . . . , k} is the class of x l i . Since we consider the intrusion detection as a multi-class problem, the class types should satisfy k > 2. With the labeled examples S l given, the approach first uses the principal component analysis (PCA) algorithm [41] to extract the important features. The PCA retains the most interesting information from the traffic data and discards the nonvital components. Since the dataset contains some irrelevant features, the PCA is essential to be applied. After that, a bootstrapping method is adopted to repeatedly generate g dissimilar bootstraps {B 1 ,B 2 , . . . ,B g }. The sampling rate is fixed to r ∈ (0, 1) and the size of each bootstrap is rn l . One reason for adopting the bootstrapping is that it ensures the diversity of basic classifiers, hence, the aggregation of the classifiers is meaningful. Another reason is that bootstrapping is kind of bagging techniques [32] . From the view of bias and variance, the bagging algorithm can reduce the expectation of output variance with the bias unchanged. The lower variance means the better generalization capability. It further indicates the less misclassifications on the unlabeled samples and the other unseen samples. As a result, the bootstrapping method is considered to be robust and stable to build an ensemble model.
After sampling, g CART classifiers {C 1 ,C 2 , . . . ,C g } are generated by fitting their bootstraps {B 1 ,B 2 , . . . ,B g }, respectively. CART is one of the most effective decision tree algorithms. It provides a simple and intuitive knowledge expression to alleviate linear and non-linear classification problems, also including the intrusion detection problem. Unlike the other tree-like classifiers (e.g., ID3, C4.5 and C5.0), it uses the Gini impurity to select the attribute. Given a group of examples X , the Gini impurity is formulized as:
where p i denotes to the probability of examples in A that belongs to class i. When the examples X split into 50930 VOLUME 6, 2018 (X 1 , X 2 , . . . , X m ) according to the attribute A, the impurity value decreases as:
The best splitting attribute can be obtained by minimizing the I (D, A) . Overall, each CARTC i will fit its corresponding bootstrapB i by iteratively finding the best split. Among g CART classifiers, some with poor performance would degrade the performance of whole ensemble system. Therefore, we only select part of classifiers for ensemble and discard the others. The selection criterion is to choose the classifiers with higher detection accuracy on the labeled examples S l . After filtering, only p (p < g) classifiers
To combine the CART classifiers, a weighted voting method is performed. Instead of averaging the prediction results, the FSSL-EL utilizes a 3-layer neural network denoted asM . The input of the network is the output of CARTs. Due to the representation of the multi-class task, we rewrite the output of CART in form of vector as follows:
where P(y = j|x), j = 1, 2, . . . , k denotes to the probability that the example x belongs to class j. Here, the size of input layer is pk. Suppose that the size of the hidden layer is d H and the input example is x. From the input layer to the hidden layer, the calculation is formalized as follows:
whereH (x) is the output of hidden layer, σ is the sigmoid activation function σ (t) = 1/(1 + e −t ),W H ∈ R d H ×pk represent the hidden weights, andb H ∈ R d H denotes to the hidden biases.
Considering the multiple classification, we use softmax function [33] as the activation function rather than sigmoid. Therefore, from the hidden layer to output layer, the output is calculated as:
whereM (x) is the output of the network,W M ∈ R k×d H refers to the output weights,b M ∈ R k refers to the output biases, and µ (t) is the softmax function. For training the neural networkM , the loss function should be given. Here, the softmax loss function J for the network is formalized as:
where θ is the parameters of weights and biases of the network, x l i is the i-th labeled example,M j (x l i ) is the j-th component of the network output, and 1{·} is the indicator function as eq. (9) shown:
By using the backpropagation method [34] to minimize the loss function, the optimal parameters of the network are obtained. Finally, the CARTs and the neural network are combined into an ensemble system asχ = {C 1 , . . . ,C p ,M }. Our motivation to use the neural network can be concluded as two points. First, the neural network provides an adaptive way to learn the weight of basic classifier. Second, the neural network further improves the capability of non-linear transformation. Therefore, the ensemble system becomes more effective to solve a more complex classification problem.
Algorithm 2 Fuzziness-Based Method
Input: The unlabeled examples S u and the ensemble systemχ 1) Use the PCA to reduce the dimension of dataset 2) Assign the labels to S u by usingχ and the dataset with labels is rewritten as S sl 3) Use the entropy estimation in eq. (10) to evaluate the fuzziness of S sl 4) Categorize the S sl into three parts: FS low , FS mid and FS high 5) Initialize the ensemble systemχ = {} 6) for i = 1, 2, . . . , g 7) Generate bootstrapB i by sampling FS mid with the ratio rn l / n u /3 8) Train a CART classifierĈ i withB i 9)χ =χ Ĉ i 10) end for Output: The ensemble systemχ, the mid-fuzziness set FS mid
B. FUZZINESS-BASED METHOD
To fully analyze the structure of unlabeled data, a fuzzinessbased algorithm is applied and the method is shown in Algorithm 2. Fuzziness is considered as a type of uncertainty with the value between 0 and 1 [36] . It has been widely applied in many application fields, e.g., classification [37] , data mining [38] and etc. In this paper, our motivation to adopt the fuzziness can be concluded as two points. First, the fuzziness-based method can provide estimation of the importance of each example, thus eliminates the irrelevant terms. Second, it has been proven that a proper fuzzinessbased method related to the classifier will strengthen the VOLUME 6, 2018 generalization capability [39] . In other words, the fuzzinessbased method can enhance the detection ability for the new malicious events.
Before starting the fuzziness-based method, we first define the unlabeled data S u = {x u 1 , x u 2 , . . . , x u n u } with the size n u . Also, we need PCA for feature extraction and the trained ensemble systemχ for prediction. By usingχ , the examples in S u are assigned with prediction labels. We rewrite the unlabeled examples with prediction labels as S sl = {(x u 1 ,χ(x u 1 )), . . . , (x u n u ,χ(x u n u ))}, namely as selflabeled examples. Next, the Shannon's information entropy estimation is applied to measure the fuzziness of the classifier output [40] , which can be calculated as: (10) whereχ i (x) denotes to the output value of i-th node in ensemble systemχ, i.e., the probability that the example x belongs to the i-th category. After evaluating the fuzziness, the self-labeled samples S sl will be categorized according to rank of the fuzziness value. Specifically, the approach divides the examples S sl into three parts: the low-fuzziness set FS low , mid-fuzziness set FS mid and high-fuzziness set FS high . These three fuzzy sets have the same size n u /3 . Through the experiments, we found that FS mid offered a better performance improvement in NIDS. Therefore, the approach builds a new ensemble system based on FS mid and discards FS high and FS low . Similar to the training process ofχ, the new ensemble adopts the bootstrapping method to take sample and further generates the corresponding CART classifiers. Each CART classifiers are trained by FS mid with the prediction labels. To ensure the homogeneity with the CARTs inχ, the sampling rate of bootstrapping is set to rn l / n u /3 and the number of CARTs is same asχ. The new ensemble is formalized asχ = {Ĉ 1 ,Ĉ 2 , . . . ,Ĉ p }.
C. ENTIRE SEMI-SUPERVISED LEARNING APPROACHE FOR NIDS
The proposed FSSL-EL combines the ensemble learning method and the fuzziness-based method for intrusion detection. The approach first generates an ensemble learning modelsχ with the labeled data S l . Moreover, given the prediction on unlabeled data S u by usingχ, the fuzziness-based method is adopted to evaluate fuzziness value and further groups the samples into FS high , FS mid and FS low . Then another ensembleχ is obtained by fitting the mid-fuzziness set FS mid .
Since the input of the previous networkM is fixed, it is not supportable to extend additional CART classifiers. Therefore, after two ensemble models are built properly, a new 3-layers neural network, namely M , is initialized to combineχ andχ . The outputs of CARTs in bothχ andχ are merged as the inputs of the network. The activation function of the hidden layer and output layer are sigmoid and softmax, respectively.
The expressions are given as follows:
where W H , b H , W M and b M are the parameters of the network. To train the new network M , the backpropagation method is used. The labeled examples S l is incorporated with the mid fuzziness set FS mid as the training data. Finally, the ensemble system that combines both supervised and unsupervised learning results is represented as χ =
Overall, the FSSL-EL uses the principle of bagging algorithm to build the classification model. It mainly consists of two parts: the supervised and the unsupervised part. For the supervised part, an ensemble learning approach based on CART is adopted to learn from the labeled data. The advantage of ensemble learning is its better generalization. This indicates the stronger ability to detect the novel attack patterns. For the unsupervised part, a fuzziness-based method helps to explore the inner structure of the unlabeled data, and hence another ensemble system is built. As a result, the fuzziness-based method makes the unlabeled data available for classification, which increases the utilization of data. In the meantime, the redundant terms are removed to increase the efficiency of the whole system. With the combination of supervised and the unsupervised part, the entire detection model becomes more robust and its performance is improved.
D. COMPLEXITY OF THE FSSL-EL APPROACH
We will analyze the time cost and the space complexity of the proposed algorithm in this subsection. The overall approach mainly contains three parts and the time complexity T can be represented as follows:
where T l , T u and T c denote to the time cost of ensemble learning approach on labeled data, fuzziness-based method on unlabeled data and combination of above two methods, respectively. T l is relevant to the size of labeled data n l , the data dimensionality d, the class number k, the size of hidden layer d H , the size of ensemble model g and p. Therefore, the calculation is as follows:
where dn l log n l denotes to the complexity to generate a CART and ω is the iteration to train the neural network.
T u is associated with the size of labeled data n u , the data dimensionality d and the size of the ensemble p as follows:
Finally, the model combines the two ensembles by using neural network. Therefore, T c is related to the samples size of both labeled and unlabeled data, the ensemble size and the structure of neural network as follows:
The class number k is much smaller. Thus, the total time cost of the proposed method can be simplified as follows:
The space consumption contains the cost of data and model. Therefore, the space complexity S is formalized as follows:
The space complexity of data S d and the model S m are represented as:
where N is the number of the nodes in CART. The space complexity through the whole training process is
IV. EXPERIMENT AND ANALYSIS
In this section, we introduce the NSL-KDD dataset and some experimental settings related to the proposed algorithm. In order to validate the performance of the proposed method, several comparison experiments are made.
A. NSL-KDD TRAFFIC DATASET
The NSL-KDD dataset was first presented by Travallaee et al. [8] . They found that the KDDCup99 dataset brought some issues, such as the redundant records, duplicate records and the unreasonable distribution of records. Considering that the above inherent problems would have adverse effects on the performance of detection system, they presented an advanced benchmark dataset, namely NSL-KDD traffic dataset. Generally, the NSL-KDD dataset has the similar structure as KDDCup99 dataset. The NSL-KDD includes both training sets ('KDDTrain' and 'KDDTrain_20percent') and testing sets ('KDDTest+' and 'KDDTest-21'). The features of the dataset describe the basic contents and statistical information of network connection. The total size of features is 41. The labels of NSL-KDD dataset record five typical network events, i.e., normal, probe, denial of service (DOS), user to root (U2R) and remote to local (R2L). To have a more comprehensive understanding, the details of NSL-KDD dataset are provided in Table 1 and Table 2 . Nowadays, although some other newer traffic datasets are available for evaluation, many researches still consider the NSL-KDD dataset as one of the most authoritative benchmarks in field of intrusion detection. Therefore, in this paper, we utilize the NSL-KDD dataset for evaluating the proposed semi-supervised learning approach. Specifically, we use the 'KDDTrain_20percent' dataset for training, and 'KDDTest+' and 'KDDTest-21' for testing. Since these two testing sets, especially 'KDDTest-21', contain lots of novel attack patterns, they are considered more suitable to validate the generalization capability of a model. Moreover, from the training dataset, we randomly select 2000 examples as the labeled data S l and the remaining examples are used as the unlabeled data S u . Besides, we treat the intrusion detection as a multi-class problem in consideration of five categories: normal, probe, DOS, U2R and R2L.
B. EXPERIMENTAL SETTINGS 1) EXPERIMENTAL ENVIRONMENT
In this research, the detection model is implemented by using the scikit-learn library, which is one of the most efficient machine learning tools. All the experiments are performed on a personal computer. The configurations of the computer are listed as follows: the Window 10 operation system, Intel i5-7400 CPU @ 3.00GHz and 8GB main memory.
2) DATA PREPROCESSING
In the NSL-KDD dataset, there are mainly two feature types: symbolic and numerical. Although the proposed algorithm can handle the symbolic features, the feature values are still not distributed uniformly [14] and it may trigger a negative effect on the learning process. To overcome the problem, the one-hot encoding method [35] and data normalization are adopted before starting to learn. The one-hot encoding method is an effective approach to convert the symbolic or discrete feature into the numerical one. After transformation, the new feature value is encoded as a sequence only with 0 and 1. Its dimensionality increases according to the distinct value in the corresponding symbolic feature.
In the NSL-KDD dataset, the symbolic features like 'protocol_type', 'service' and 'flag' are encoded by using one-hot encoding method as their distinct values are more than 2. The remaining symbolic features can be treat as the Boolean type with the value either 0 or 1. After encoding, the dimensionality of data will increase from 41 to 122. In addition, a data normalization method is used. The aim of the data normalization is to scale the feature values within the interval [0, 1] as follows:
where x i,j is the j-th attribute value for the example x i , x :,j represents the j-th feature.
3) EVALUATION METRICS
To evaluate the performance of the prediction results, several metrics are performed and their representations are given as follows:
where true positives (TP) denotes to the number of attack samples correctly classified as an attack, true negative (TN) refer to the number of attack samples incorrectly classified as normal, false positive (FP) represents the number of normal samples correctly classified as normal and false negative (FN) is the number of normal samples incorrectly classified as an attack. The detection accuracy describes the ability of model to make correct prediction. The FAR can reflect the ratio that the normal traffics are recognized as the attacks in an incorrect manner. Therefore, a well-performed detection model should have a high accuracy and a low FAR.
C. EXPERIMENTAL RESULTS
1) EFFICIENCY OF THE PCA METHOD
Since the proposed approach uses the PCA to eliminate the redundant features, it is necessary to investigate the impact of the PCA. The Fig. 2 has shown the results in the form of graphs. From the Fig. 2 , it can be observed that when the dimensionality reduces to 20, the approach obtains the result with the highest accuracy and lowest FAR. When the dimensionality is higher or lower than 20, the performance becomes worst. The experimental result indicates that the more compressed dataset loses more useful information. Meantime, the data with noise and relevant term adversely affect the detection performance. As a result, it is proven that the PCA is an essential process before the classification begins.
2) EFFICIENCY OF THE BOOTSTRAPPING METHOD
To study the efficiency of the bootstrapping method, we test the effect of two parameters related to the bootstrapping, i.e., the sample rate r = {0.1, 0.25, 0.4, 0.55, 0.7, 0.85} and the ensemble size p = {20, 40, 60, 80, 100}. The Fig. 3 shows the experimental results. It can be observed that when the sample rate and the ensemble rate are set to 0.25 and 80 respectively, the FSSL-EL gets a better performance. As the sample rate rises or declines from 0.25, the accuracy drops and the FAR increases. This is because when the sample rate becomes larger, the bootstraps contain more noisy and redundant samples, and thus results in a poorer performance. Meanwhile, if the sample rate is too small, the bootstraps cannot fully describe the distribution of the original dataset and the whole ensemble model becomes under-fitting. Similarly, when the ensemble size is less than 80, the model is weaker in learning and fails to make the correct prediction. When the ensemble size is greater than 80, the performance is slightly decreased mainly because of the over-fitting learning toward the dataset. Overall, the settings of sample rate and ensemble size should be set properly. When the corresponding values are initialized to 0.25 and 80, the model delivers a promising performance
3) EFFICIENCY OF THE FUZZINESS-BASED METHOD
In this part, we mainly investigate the effect of the fuzzinessbased method. The proposed method will be compared with the one without using fuzziness-based method. In addition, since the unlabeled data are assigned by the classification model, it is unavoidable that some of the unlabeled examples would be misclassified. Therefore, in the following experiments, we also study the contributions of three fuzzy sets and see which fuzzy set causes less misclassification on intrusion detection. The Table 3 shows the experimental results and the accuracy of each class are provided. It is obvious that the fuzziness-based method plays an important role in improving the detection performance in comparison with the one without using the method. Among three fuzzy sets, the midfuzziness set offers the best performance in 'KDDTest+' and 'KDDTest-21' dataset, which has achieved the accuracy with the value 84.54% and 71.29%, respectively. In addition, the FSSL-EL with mid-fuzziness set also obtains a satisfactory result in FAR when compared with most of other results. It proves that the mid-fuzziness set produces less misclassification and is more helpful to detect anomaly. However, since the numbers of 'U2R' and 'R2L' in the training samples are far smaller than the other classes, their corresponding accuracies are relatively lower. Despite of this, the proposed method performs better and more stable when predicting the classes in a larger size.
Overall, the mid-fuzziness set produces most of the best results. It is evident that the fuzziness-based technique is an effective approach to handle the intrusion detection problem.
4) EFFICIENCY OF THE BASIC CLASSIFIER
In order to explore the impact of basic classifier in the ensemble system, we replace the basic classifier with different ML algorithms. Specifically, the origin FSSL-EL (temporarily denoted as FSSL-EL-CART) is compared with the one based on J48 (denoted as FSSL-EL-J48), k-nearest neighbor (denoted as FSSL-EL-KNN), logistic regression algorithm (denoted as FSSL-EL-LR) and Gaussian Naïve Bayes (denoted as FSSL-EL-GNB). Since the logistic regression classifier can merely handle the binary class problem, we use the one-vs-rest (OvR) scheme to make it supportable for the multi-class case. The experimental result is provided in Table 4 . It can be found that the tree-like classifiers, i.e., FSSL-EL-CART and FSSL-EL-J48, outperform the other algorithms. They obtain the accuracy 84.54% and 83.14% on 'KDDTest+' dataset, and meanwhile 71.29% and 69.69% on 'KDDTest-21' dataset. The other approaches like FSSL-EL-KNN, FSSL-EL-LR and FSSL-EL-GNB, receive the unsatisfactory results with the accuracy below 81% on 'KDDTest+' and below 66% on 'KDDTest-21'. The reason is possibly that the decision tree classifier produces a stronger non-linear representation. The representations are further enhanced by the ensemble and become more capable in a complex detection environment. Therefore, For the improvement of the performance, it is more suitable to select the tree-like classifier as the basic learner, especially CART.
5) COMPARISON WITH OTHER ML-BASED APPROACHES
In order to further validate the effectiveness of the proposed approach, we compare it with the state-of-art intrusion detection methods. In addition, several results obtained by the traditional ML methods (e.g., J48, SVM and etc.) [8] are provided as well.
The comparison results are shown in Table 5 . It is worth mentioning that the 'Experiment-1' and 'Experiment-2' are also the semi-supervised learning approach. From Table 5 , it is observed that the proposed method is competitive with the traditional ML classifiers, including the ensemble learning method like random forest. Among the traditional ML methods, the tree-like methods outperform the other ML methods (i.e., SVM and Multi-layer perceptron). This result further indicates our motivation to choose CART as the basic classifier. Moreover, when compared with the algorithms with the structure of neural network (i.e., SMR, STL, RNN-IDS and DBN), the proposed approach still offers a better performance and seem to be more efficient. In addition, the FSSL-EL algorithm also outperforms the other two semisupervised learning approaches. Specifically, it outperforms 'Experimental-1' by 2.13% and 4.23%, meanwhile, defeats 'Experimental-2' by 0.38% and 2.47% on 'KDDTest+' and 'KDDTest-21' respectively. Overall, the proposed method provides an effective way to detect intrusion and outperforms most of the state-of-art approaches for NIDS.
V. CONCLUSIONS AND OUR FUTURE WORK
In this paper, a novel semi-supervised learning approach for NIDS on cloud-based robotic system has been presented.
Through a series of experiments, the proposed algorithm is proved to be helpful in intrusion detection and improve the security of cloud-based robotic system. Overall, our main contribution can be concluded as three points. First, a novel ensemble learning approach provides a reliable detection on the network intrusion. It enhances the ability to recognize the new traffic patterns. Second, the fuzziness-based method makes full use of the numerous unlabeled data and further increases the robust and detection accuracy of the whole system. Third, the FSSL-EL algorithm is proven to be more effective for solving the intrusion detection problem. With the comparison of many state-of-art approaches, the proposed method has delivered a promising performance. The experimental results also verify that the semi-supervised learning method is suitable to apply in the intrusion detection. For future studies, it would be necessary to improve the detection performance and model generalization. To achieve the target, we still keep interest in studying a more effective and efficient semi-supervised learning method for network security. In addition, we will test our method in more public benchmarks.
