Gravity Based Structures (GBS) are now seriously considered as LNG import terminal. When the environment of wind and waves is strongly directional, with an optimum orientation of the GBS a significant shielding can be achieved, reducing the weather downtime. However, the application of Gravity Based Structures also results in a number of hydrodynamic challenges, of which wave run-up is the subject of the present paper.
INTRODUCTION
Recently, several companies have begun investigating the possibility of building a Gravity Based Structure (GBS) as an offshore terminal for the importation of liquefied natural gas. The structures are likely to be rectangular caissons which will serve as breakwaters for the LNG tankers. They will also store the LNG and support the re-gasification equipment. There are considerable challenges in the analysis of wave interaction with this type of structure, see also Buchner, Loots, Forristal and Van Iperen (2004) .
Because of the optimized heading of the GBS beam to the dominant sea direction, typically the survival conditions will be beam to the GBS as well. This means that the wave run-up and possible green water on the deck of the GBS is a problem that needs serious evaluation. Numerical simulations with an improved Volume Of Fluid (iVOF) method called ComFLOW were used to predict the wave run up against a LNG GBS.
Figure 1: Gravity Based Structure as LNG import terminal
The rest of this paper consists of a short description of observation model tests, and then the basic features of the numerical model are explained. After that, wave generation and propagation is discussed. The simulations focus on the problem of the handling of the run-up in front of the GBS. The effect of a deflector and the influence of wind are investigated.
OBSERVATION TESTS ON WAVE RUN-UP
A limited series of visual model tests were carried out to study the main physics of the run up. Because the depth does not exceed 17 m, wave heights were limited to approximately 10 m; higher waves break down rapidly. The most important observation is the strong non-linear run up in front of the GBS, resulting in a water jet shooting up high into the air, far above the GBS deck (see Figure 2 and Figure 3 ). 
Figure 3: Wave run up at the GBS (left) and 'fountain'-type breaking at some distance from the GBS (right)
It is very important to note that there exists a strong nonlinear interaction between the waves reflected at the GBS and the incoming waves, see Figure 3 and Figure 4 . Because the waves are steep and close to breaking, their horizontal crest velocities are high. When they meet each other in opposite directions, 'fountain'-type wave breaking occur at some distance from the GBS. This type of effects influence the incoming wave, and consequently the wave run up, significantly. This influence should be taken into account in run up tests and simulations. The run up of the largest wave in a realistic wave group will be affected by the previous (lower) waves in the group that have reflected on the structure already. Single event tests and simulations are consequently not sufficient.
In the remainder of this paper, we will focus on numerical simulations.
DESCRIPTION OF THE NUMERICAL SIMULATION METHOD
ComFLOW is an improved 3D Volume Of Fluid (iVOF) Navier-Stokes solver. The program has been developed initially by the University of Groningen/RuG (Prof.dr. Arthur Veldman) to study the sloshing of liquid fuel in satellites. This micro-gravity environment requires a very accurate and robust description of the free surface. Coupled dynamics between the sloshing fluid and the satellite were investigated as well (Gerrits, 1999 and 2001) . In close co-operation with MARIN, this methodology was later extended to the calculation of green water loading on a fixed bow deck ), see Figure 5 . Also anti-roll tanks, including the coupling with ship motions (van Daalen, 2000) , were investigated. Furthermore, the entry of a wedge in a fluid was studied as part of the RuG-MARIN co-operation, as well as the wave impact loads on fixed structures (Kleefsman 2002 ; Figure 6 ). The Volume Of Fluid (VOF) algorithm as developed by Hirt and Nichols (1981) is used as a basis for the fluid advection. The method solves the incompressible NavierStokes equations with a free-surface condition on the free boundary. In the VOF method a VOF function F (with values between 0 and 1) is used, indicating which part of the cell is filled with fluid. The VOF method reconstructs the free surface in each computational cell. This makes it suitable for the prediction of all phases of the local free surface problem.
First the mathematical and numerical model will be summarised. This will be limited to the main aspects, because the detailed numerical aspects are outside the scope of the present paper. Excellent overviews of the numerical details of the method can be found in the references mentioned above. To distinguish between the original VOF method of Hirt and Nichols (1981) and the present method with its extensive number of modifications, the name improved-VOF (iVOF) method will be used in the rest of this paper.
Mathematical model
The incompressible Navier-Stokes equations describe the motions of a fluid in general terms. They are based on conservation of mass (Expression 1) and momentum (Expressions 2 through 4).
With:
is an external body force, such as gravity.
F r can also contain virtual body forces: instead of actually moving the solid body in the numerical model, the fluid can be subjected to an acceleration (equal in magnitude but opposite in sign) to account for solid-body motion.
The Navier-Stokes equations can also be written in a shorter notation as:
R ur now contains all convective, diffusive and body forces.
Numerical model: geometry and free surface description
For the discretisation of a computational domain in numerical simulations a large number of different methods are available. Basically, they can be divided into:
• Structured and unstructured grids • Boundary fitted and non-boundary fitted grids
In the improved-VOF method a structured (Cartesian) non-boundary fitted grid (not necessarily equidistant) is chosen. This has the following advantages related to the use of the method for the prediction of wave loading:
• Easy generation of the grid around complex structures • A lot of research on surface tracking on orthogonal grids has been carried out • Moving objects in the fluid can be dealt with in a similar way as fixed boundaries, without re-gridding
The main disadvantage of this discretisation method is the fact that the boundary and free surface are generally not aligned with the gridlines. This requires special attention in the solution method, as will be shown below.
An indicator function is used in the form of volume and edge apertures to track the amount of flow in a cell and through a cell face: The discretisation of the Navier-Stokes equations is done on a staggered grid, which means that the pressure will be set in the cell centres and the velocity components in the middle of the cell faces between two cells. This is shown in 2D in Figure 9 . The Navier-Stokes equations, as given by Eqns. (5) and (6) , are discretised in time according to the explicit first order Forward Euler method as follows:
∆t is the time step and n+1 and n denote the new and old time level, respectively. The conservation of mass in Expression (7) and the pressure in Expression (8) are treated on the new time level n+1 to assure that the new u r is divergence-free (no gain or loss of fluid). The choice for an explicit first-order method is justified by the fact that the fluid has to be advected properly each time step. All involved coefficient matrices are therefore time-dependent. The spatial discretisation will now be explained using the computational cell shown in Figure 10 . 
The momentum Expression (8) is applied in the centres of the cell faces, thus the discretisation in point C becomes:
In the detailed work of Gerrits (2001) • The possibility to use the velocity field from a (decoupled) linear diffraction theory. Linear diffraction theory is used to compute body motions and fluid velocities which are then used in ComFLOW to prescribe the body motions and fluid velocities on the inflow and outflow boundaries.
• An off-line coupling with a structural-analysis code has been established to compute the response of a structure to high peak loads.
APPLICATION OF THE IVOF METHOD TO THE GBS WAVE RUN UP PROBLEM
The general idea is to create a wave, using a numerical wave maker on the left-hand side of the (2D) computational domain, which reaches a maximum height at a predefined focus point (a so-called NewWave). At this point the GBS structure will be placed, see Figure 11 . As observed in the basin tests, the waves are breaking or close to breaking in shallow water. Therefore, it was decided to generate the waves in relatively deep water: 30 m instead of the prescribed 17m. Then the generated waves run onto a slope. At the end of the slope the water depth has the desired value while the waves at that point are still regular.
Figure 11: Computational domain

Generation of waves
First the NewWave theory (Tromans, 1991) was used to generate waves according to the specified parameters. In principle, the NewWave is completely described by the four vectors
(denoting respectively the amplitude, wave number, angular frequency and phase shift) which form the wave according to
This expression will reach a maximum at a certain x (the focus point) and corresponding time T s . These vectors were read by the ComFLOW code and at the left-hand side of the domain this summation of linear waves can be generated by the wave maker. Thus, at each time step, the numerical wave generator sets the water height and corresponding velocities, using Wheeler stretching near the free surface. Plots of the theoretical wave, both temporal and spatial, are shown in Figure 12 . In first instance, the highest wave (and thus the position of the GBS) was positioned at x = 500 (the theoretical wave maker is located at x = 0), leading to a corresponding Ts (the time at which the wave will reach that position) of 154 s. This distance between the focus point and the numerical wave maker suggests a computational domain that is large both in spatial and in temporal sense. This will lead to long simulation times. However, some gains can be made. Reflection should be avoided as much as possible. As we see in the figure above, the first 'relevant' wave occurs at t = 99 s. This means that the reflection of this wave must not return to the position of the GBS within 55 s. Given a wave phase speed of approximately 13 m/s the minimal distance between the GBS and a numerical wave maker in the simulation should not be less than 350 m. Further, beside the fact that Ts is smaller if a shorter domain is chosen, it is possible to start at some t 1 > 0; it is sufficient to prescribe the water height and the velocity field at t 1 provided these values are not too large at that time.
Keeping the aspects mentioned above in mind, the applicability of the linear theory for our purposes was investigated. Three situations, with increasing difficulty, were investigated:
• Deep water, low waves • Deep water, high waves • Shallow water, high waves
The first situation, with a water depth of 100 m and a wave height of 5.1 m (measured in the temporal sense, as in the rest of this paper) performs numerically rather well. As can be seen in the first picture of Figure 13 , the comparison between theory and numerical practice after 500 m (and the same order of grid cells), at the focus point is good. Given a vertical cell height of (in this case) 1 m, the numerical model seems to propagate the waves well. If we keep the water depth constant and increase the wave height to 16 m, the non-linear dispersion effect begins to play a role. The steepening is more than in theory. Due to this effect the highest wave comes too early, and the theoretically highest wave has already overturned when it reaches the focus point. This wave is consequently much lower (see the upper right picture of Figure 13 ).
In the last situation, with a water depth decreased to 30 m, early steepening and breaking caused the waves at the desired focus point to be far too low. This can be seen in the second row of Figure 13 . At x = 200m (left-hand picture)) significant steepening already occurs: the wave before the theoretically highest wave becomes actually the largest one. At x = 500 (right-hand picture), no correspondence between the theory and the simulation can be observed anymore. Note that this problem of early breaking waves has also been observed in the basin tests.
So the generated high linear NewWaves cannot be sustained in shallow water. It should be noted that previous simulations with regular 5 th order Stokes waves performed better. This point needs further investigation. For the present study, the following pragmatic approach was chosen.
The GBS was put closer to the wave maker, before the theoretical focus point. As observed, the steepening begins well before the focus point. This enables us to pick appropriate points, before the focus point (x = 500 m) but after the slope (x = 350 m) with the desired wave height (after some trial and errors). In this way we were able to reach most of the required wave heights except the highest.
Numerical results: the jet
Simulations were performed with the specified waves and the effect of the run-up was studied. Due to the wave direction, the simulations could be done in a 2D domain, thus allowing a fine grid (although 3D simulations were also performed, see Figure 14 ) . -Jet at maximum height, velocities are reduced to zero, starting to fall down on the deck (lower left figure) -Water jet impinging on the deck, resulting in high pressures on the deck and large horizontal velocities (lower right figure) .
As was observed in the model tests, simulations with a wave deflector on top of the side of the GBS show that a deflector is very effective to diverge the jet away from the GBS. In Figure 16 , four snapshots are shown. The time between two consecutive snapshots is one second. 
Numerical results: contribution of wind
To study the contribution of the wind, it was decided to implement wind forces in ComFLOW. However, the method does not model the air, only the fluid (one-phase flow). Therefore, the following method was chosen:
• Wind is modelled as an external force on exposed fluid particles.
• This external force only acts at the surface (of a wave or a jet), like the atmospheric pressure, but it is unidirectional. More specific, this force will only act on the wind side of the jet and will have a horizontal direction. The expectation was that the strong wind (the wind speed was set at 41 m/s ) could possible redirect the jet in the direction of, and over, the deck. As can be seen at the combined snapshots ( Figure 19 ) the effect is rather moderate (the dotted line represents the surface in a simulation without wind). This limited effect is mainly caused by the short time in which the jet actually exists, the thickness of the jet and the effectivity of the deflector in redirecting the jet. Note that the wind pressure on the surface is equivalent to 1 kPa: still considerable, but not excessive.
After these simulations, we did two additional runs (wind and no wind) but without the deflector. Here the wind indeed influences the amount of water on the deck; see Figure  20 : Impact of a high jet without wind (left) and with wind (right) . The time between two consecutive snapshots is one second. The left-hand figures show the jet without wind, the right-hand figures the jet with wind included. Although this difference does not seem large, the amount of water on the deck is quite larger in the latter case. This can also be seen in Figure 21 showing time series of the vertical force on the deck. 
CONCLUSIONS
These preliminary investigations gave useful insight in the run up of waves close to a GBS. The agreement of the deflected jet between the basin tests and the numerical simulations is visually obvious. However, thorough validation has yet to be done. The most important observations concerning the numerical simulations are: -The use of the NewWave in shallow water is limited due to its linearity. -The deflector effectively redirects the jets away from the GBS -The wind has hardly any effect but can increase the water load on the deck in the case of vertical jets.
In the near future, the numerical code will be extended in the following aspects: -Improve the numerical wave maker to study the effect of real wave groups as part of irregular sea states. -Improve the free surface description.
-Include the modelling of the air (two-phase flow).
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