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Abstrat
Niholls and Gray (2008) desribe a phylogeneti model for trait data. They use their model
to estimate branhing times on Indo-European language trees from lexial data. Alekseyenko et al.
(2008) extended the model and give appliations in genetis. In this paper we extend the inferene
to handle data missing at random. When trait data are gathered, traits are thinned in a way that
depends on both the trait and missing-data ontent. Niholls and Gray (2008) treat missing reords
as absent traits. Hittite has 12% missing trait reords. Its age is poorly predited in their ross-
validation. Our predition is onsistent with the historial reord. Niholls and Gray (2008) dropped
seven languages with too muh missing data. We t all twenty four languages in the lexial data
of Ringe et al. (2002). In order to model spatial-temporal rate heterogeneity we add a atastrophe
proess to the model. When a language passes through a atastrophe, many traits hange at the same
time. We t the full model in a Bayesian setting, via MCMC. We validate our t using Bayes fators
to test known age onstraints. We rejet three of thirty historially attested onstraints. Our main
result is a unimodel posterior distribution for the age of Proto-indo-European entered at 8400 years
BP with 95% HPD equal 7100-9800 years BP.
The Indo-European languages desend from a ommon anestor alled Proto-Indo-European. Lexial
data show the patterns of relatedness among Indo-European languages. These data are ognay lasses:
a pair of words in the same lass desend, through a proess of sound hange, from a ommon anestor.
For example, English sea and German See are ognate to one another, but not to the Frenh mer.
Gray and Atkinson (2003) oded data of this kind in a matrix in whih rows orrespond to languages and
olumns to distint ognay lasses, and entries are zero or one as the language possessed or laked a term
in the olumn lass. They analysed these data using phylogeneti algorithms similar to those used for
geneti data. Our analysis has the same objetives, but we t a model designed for lexial trait data. We
work with data ompiled by Ringe et al. (2002), reording the distribution of some 872 distint ognay
lasses in twenty four modern and anient Indo-European languages. In setion 7, we give estimates for
the unknown topology and branhing times of the phylogeny of the ore voabulary of these languages.
Niholls and Gray (2008) analyse the same data using a losely related stohasti Dollo-model for
binary trait evolution. However, those authors were unable to deal with missing trait reords. Missing data
arise when we are unable to answer the question does language X possess a ognate in ognay lass Y?.
Niholls and Gray (2008) dropped seven languages whih had many missing entries, and treated missing
trait reords in the remainder as absent traits. This is unsatisfatory. However, it is not straightforward to
give a model-based integration of missing data for the trait evolution model of Niholls and Gray (2008).
In this paper we integrate the missing trait data, and this tehnial advane allows us to t all twenty
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four of the languages in the original data. The binary trait model of Niholls and Gray (2008), has been
extended by Alekseyenko et al. (2008) to mutliple-level traits, and is nding appliations in biology. A
proper treatment of missing data will be of use in other appliations.
We are speially interested in phylogeneti dating. Beause we are working with lexial, and not
syntati data, it is the age of the branhing of the ore voabulary of Proto-Indo-European that we
estimate. This is a ontroversial matter. Workers in historial linguistis have evidene from linguisti
paleontology that the most reent ommon anestor of all known Indo-European languages branhed no
earlier than about 60006500 years Before the Present (BP) (Mallory, 1989). For a reent review of the
argument from linguisti paleontology, and a ritiism of phylogeneti dating, see Garrett (2006) and
MMahon and MMahon (2005). An alternative hypothesis suggests that the spread began around 8500
BP when the Anatolians mastered farming (Renfrew, 1987) in the early neolithi. Reent eorts to apply
quantitative phylogeneti methods to dating Proto-Indo-European give a time depth of 8000 to 9500 years
BP (Niholls and Gray, 2008; Gray and Atkinson, 2003), supporting the link to farming. In this work we
obtain a unimodal posterior distribution for the age of Proto-Indo-European entered at 8400 years BP
with 95% HPD equal 7100-9800 years BP
One point of view is that the argument from linguisti paleontology is orret, and the phylogeneti
dates are inorret, due to rate heterogeneity, or some other model failing. In this respet we advane
the searh started in Niholls and Gray (2008) for a model mispeiation whih might explain the 20%
dierene the entral age estimates from our tting, and the status quo. The dierene is large enough
that we are hopeful of nding a single oherent error, if any suh error exists. Aounting now for missing
data, we are able to publish a muh wider ross-validation test (up from 10 to 30 tested alibrations).
Also, we t a model for expliit rate heterogeneity in time and spae. In view of the spatial-temporal
homogeneity we nd here and in other data, the ase for the earlier date seems now fairly strong. The most
probable alternative seems to be a step hange in the rate of lexial diversiation ating in a oordinated
fashion aross the Indo-European territory some 3000 to 5000 years ago.
In Setions 1 and 2.1 we desribe the data and speify a subjetive prior for the phylogeny of voabu-
laries. In setions 2.2 and 3, we give a generative model for the data and the orresponding likelihood. We
inlude, in Setion 3, a reursive algorithm whih makes the sum over missing data tratable. In setions
4 and 5 we give the posterior distribution on tree and parameter spae, and briey desribe our MCMC
sampler. In setion 6, we disuss likely model mispeiation senarios, test for robustness by tting
syntheti data simulated under suh onditions, and ross-validate our preditions. We t the model to
a data set of Indo-European languages in setion 7. This paper has a supplement giving an analysis of a
seond data set, olleted by Dyen et al. (1997).
Phylogeneti methods have been used to make inferene for tree (Ringe et al., 2002) and network stru-
ture (MMahon and MMahon, 2005) in Historial Linguistis. Warnow et al. (2004) write down a more
realisti model for the diversiation of voabulary, aounting for word-borrowing between languages (so
that their history need not be tree-like) but there is to date no tting.
1 Desription of the data
The data group words from 328 meaning ategories and 24 Indo-European languages into 872 homology
lasses. The data were olleted and oded by Ringe et al. (2002). Meaning ategories over the ore
voabulary and are assumed relevant to all languages in the study. Two words of losely similar meaning,
desended from a ommon anestor but subjet to variation in phonology, are ognate terms. A ognay
lass is a homology lass of words all belonging to a single meaning ategory. For example, for the meaning
head", the Italian testa and the Frenh tête belong to the same ognay lass, while the English head
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Old English stierfþ
Old High German stirbit, touwit
Avestan miriiete
Old Churh Slavoni umretu
Latin moritur
Osan ?
Old English 1 0 0
Old High German 1 1 0
Avestan 0 0 1
Old Churh Slavoni 0 0 1
Latin 0 0 1
Osan ? ? ?
(a) (b)
Table 1: An example of data oding: (a), the word he dies in six Indo-European languages;
(b), the oding of this data as a binary matrix with ?'s for missing data. In the nota-
tion of Setion 1, the rst olumn in (b) is a ognay lass M
dies
∈ Ω
dies
with Ω
dies
=
{{Old English, Old High German}, {Old English, Old High German, Osan}}
and the Swedish huvud belong to another ognay lass. An element of a ognay lass is thus a word in a
partiular language, a sound-meaning pair. These elements are alled ognates. The voabulary of a single
language is represented as a set of distint ognates. In our analysis a ognate has just two properties: its
language and its ognay lass. If there are N distint ognay lasses in data for L languages, then the
a'th lass Ma ⊆ {1, 2, ..., L} is a list of the indies of languages whih possess a ognate in that lass. The
data are oded as a binary matrix D. A row orresponds to a language and a olumn to a ognay lass,
so that Di,a = 1 if the a'th ognay lass has an instane in the i'th language, and Di,a = 0 otherwise. See
Table 1 for an example. This oding allows a language to have several words for one meaning (suh as Old
High German stirbit and touwit for he dies", an instane of polymorphism), or no word at all. Missing
matrix elements arise beause the reonstruted voabularies of some anient languages are inomplete.
If we are unable to answer the question does language i possess a ognate in ognay lass a then we
set Di,a =?.
We need notation for both matrix and set representations with missing data. Denote by Ba olumn a
of L×N matrix B. For a = 1, 2, ..., N let Da be the set of all olumn vetors d∗ allowed by the data Da
in olumn a of D,
Da =
{
d∗ ∈ {0, 1}L : Di,a ∈ {0, 1} ⇒ d
∗
a = Di,a, i = 1, 2, ..., L
}
.
For d∗ ∈ Da let m(d
∗) = {i : d∗i = 1}. Denote by Ωa the set of ognay lasses onsistent with the data
Da, so that
Ωa = {ω ⊆ {1, 2, . . . , N} : ω = m(d
∗), d∗ ∈ Da}.
The data D are then equivalently Ω = (Ω1,Ω2, ...,ΩN ). The Ωa-notation generalizes the Ma-notation to
handle missing data. It is illustrated in Table 1.
Ringe et al. (2002) list twenty four mostly anient languages. For eleven of these languages (Latin,
Modern Latvian, Old Norse...), all the matrix entries are reorded. For the rest, the proportion of missing
entries varies between 1% (for Old Irish) and 91% (for Lyian, an anient language of Anatolia). Note
that data are usually missing in small bloks orresponding to the ognay lasses for a given meaning
ategory, as in Table 1. We do not model this aspet of the missing data. This is related to the model-error
Niholls and Gray (2008) all `the empty-eld approximation', under whih ognay lasses in the same
meaning ategory are assumed to evolve independently.
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For these Indo-European phylogenies, the topology of some subtrees are known from historial reords.
We have lower and upper bounds for the age of the root node of some subtrees. For example, the Slavi
languages are known to form a subtree, and the most reent ommon anestor of the Slavi languages
in the data is known to be at least 1300 years old. In this way internal nodes of the phylogeny are
onstrained. We have age bounds for leaf nodes as well, sine we are told when the voabulary of the
anient languages in these data was in use. We ombine these alibration onstraints with the ognay
lass data in setion 2.1. Jumping ahead to our results, Figure 5 is a sample from the posterior distribution
we nd for phylogenies. Calibration onstraints are represented by the blak bars aross nodes in this
tree.
2 Models
We speify a subjetive prior for phylogenies, representing a state of knowledge of interest to us. The
model we give for the diversiation of voabulary in Setion 2.2 is, in ontrast, generative. We model
the diversiation of voabulary as a branhing proess of sets of ognates, evolving on the phylogeny.
Leaves are labeled by languages and a branh represents the anestral lineage of a voabulary.
2.1 Prior distribution on trees
The material in this subsetion follows Niholls and Gray (2008). We onsider a rooted binary tree g
with 2L nodes: L leaves, L − 2 internal nodes, a root node r = 2L − 1 and an Adam node A = 2L,
whih is linked to r by a edge of innite length. Eah node i = 1, 2, ..., 2L is assigned an age ti and
t = (t1, t2, ..., tA); the units of age are years before the present; for the Adam node, tA = +∞. The edge
between parent node j and hild node i is a direted branh 〈i, j〉 of the phylogeny, with the orderings
i < j and ti < tj . Let E be the set of all edges, inluding the edge 〈r, A〉, let V be the set of all nodes and
VL = {1, 2, ..., L} the set of all leaf nodes. Our base tree spae Γ is the set of all rooted direted binary
trees g = (E, V, t), with distinguishable leaves and, for i = 1, 2, ..., 2L, node ages ti > 0 assigned so that
the direted path from a leaf i ∈ VL to node A passes through nodes of stritly inreasing age. With this
numbering onvention, (E, V ) is alled the ordered history of a rooted direted binary tree.
We allow for C alibration onstraints on tree-topology and seleted node ages. These are desribed
at the end of Setion 1. Eah suh onstraint c allows trees in just some subspae Γ(c) ⊂ Γ of tree
spae. We add to these onstraints an upper bound on the root time at some age T > 0, and set
Γ(0) = {(E, V, t) ∈ Γ : tr ≤ T }. The spae of alibrated phylogenies with atastrophes is then
ΓC =
C⋂
c=0
Γ(c).
The root age is a sensitive statisti in this inferene. A prior distribution on trees, with the property
that the marginal distribution of the root age is uniform over a xed prior range tL ≤ tr ≤ T , is of
interest. For node i ∈ V , let t+i = supg∈ΓC ti and t
−
i = infg∈ΓC ti be the greatest and least admissible
ages for node i, and let S = {i ∈ V : t+i = T }, so that S is the set of nodes having ages not bounded
above by a alibration (there are 12 suh nodes in Figure (5)). Niholls and Gray (2008) show that,
before alibration (when C = 0) and for tree spaes in whih the leaves have xed equal ages, the prior
probability distribution with density
fG(g|T ) ∝
∏
i∈S
(tr − t
−
i )
−1
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gives a marginal density for tr whih is exatly uniform in tL < tr < T . Niholls and Gray (2008)
do not omment on the distribution determined by fG over tree topologies. The prior fG has in this
ase (C = 0) a uniform marginal distribution on ordered histories exatly equal to the orresponding
distribution for the Yule model. This is not uniform, but favors balaned leaf-labeled topologies. For
C > 0, and on atastrophe-free tree spaes in whih leaf ages are onstrained by prior knowledge to lie in
an interval only, Niholls and Gray (2008) argue from simulation studies that this prior gives a reasonably
at marginal distribution for tr if in addition T ≫ maxi∈V \S t
+
i (the greatest upper bound among the
alibration onstraints is not too lose to the upper bound on the root age). We give a sample from the
prior in the Supplementary Material; the prior does not represent any reasonable prior belief before about
4500 BP, but this is immaterial as the likelihood rules these values out (an instane of an appliation of
the priniple of suient reason).
2.2 Diversiation of ognay lasses
In this subsetion we extend the stohasti Dollo model of Niholls and Gray (2008) to inorporate rate
heterogeneity in time and spae, via a atastrophe proess.
Consider the evolution of ognates down the anestral lineage of the voabulary of a single language.
An example is given in Figure 1. A new ognay lass is born when its rst ognate is born. This new
word is not ognate with other words in the modeled proess. Loan words from outside the ore meaning
ategories of any language in the study, or from a language outside the study, may be good for word birth
without violating this ondition. A ognate dies in a partiular voabulary when it eases to be used for
the meaning ommon to its ognay lass: its meaning may hange, or it may fall out of use.
Cognates evolving in a single language (ie down a single branh of a language phylogeny) are born
independently at rate λ, die independently at per apita rate µ, and are subjet to point-like atastrophes,
whih they enounter at rate ρ along a branh. At a atastrophe, eah ognate dies independently with
probability κ, and a Poisson number of ognates with mean ν are born. At a branhing event of the
phylogeny, the set of ognates representing the branhing voabulary is opied into eah of the daughter
languages. See Figure 1.
The proess we have desribed is not reversible, and this greatly ompliates the analysis. It seems
aeptable, from a data-modeling perspetive, to impose the ondition ν = κλ/µ, whih is neessary
and suient for reversibility (see Supplementary Material for a proof). Under this ondition, adding a
atastrophe to an edge is equivalent to lengthening that edge by TC(κ, µ) = − log(1 − κ)/µ years. This
follows beause the number of ognates generated by the anageni part of the proess in an interval of
length TC is Poisson distributed with mean
λ
µ
(1−e−µTC ) equal to κλ/µ, and the probability that a ognate
entering an interval of length TC dies during that interval is 1− e−µTC , whih equals κ.
Beause a atastrophe simply extends its edge by a blok of virtual time, the likelihood depends
only on the number of atastrophes on an edge, and not their loation in time. Let ki be the number
of atastrophes on edge 〈i, j〉, and k = (k1, . . . , k2L−2) be the atastrophe state vetor. We reord no
atastrophes on the 〈R,A〉 edge (its length is already innite). The tree g = (V,E, t, k) is speied by its
topology, node ages and atastrophe state. Calibrated tree spae extended for atastrophes is
ΓCK = {(V,E, t, k) : (V,E, t) ∈ Γ
C , k ∈ N2L−20 }.
We drop the atastrophe proess from the alulation in Setion 3. It is straightforward to restore it, and
we do this in the expression for the posterior distribution in Setion 4.
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{1,2}
−2
+12,13
−1
+9,10
−8,9
+11
+14
−2
+6 −12
−12
+5−1
+3
−3
+8
+7
{1}
{1,3,14}
{10,11}
{5}
{5}
{1,6,7,13}
{1,6,13}
{1,13}
Figure 1: Desription of the model: births and deaths of traits are marked. The dots orrespond to
atastrophes, at whih multiple births and deaths may our simultaneously. The ognate sets this
generates at leaves are shown on the right. Calendar time ows from left to right and the age variables ti
in the text inrease from right to left.
2.3 The registration proess
Let D
∗
denote a notional full random binary data matrix, representing the outome of the diversiation
proess of Setion 2.2. The number of olumns in D
∗
is random, and equal to N∗. For the realization
depited in Figure 1, D
∗ = D∗ with D∗ displayed in Figure 2. Note that D∗ has a olumn for eah
ognay lass present at the root node, or born below it, whether or not the ognay lass has any
ognates represented in any leaf languages.
We all the random mapping of the unknown full representation D
∗
to the registered data D, whih
is a random matrix with N olumns, the registration proess. There are two stages to this proess: the
masking of matrix elements of the fully realised data D∗ with ?'s to form an intermediate data matrix D˜,
and the seletion of olumns from D˜ to determine the realised data D.
Let I
∗
be a random L×N∗ indiator matrix of independent Bernoulli random variables for observed
elements. The zeros of I∗ mark matrix entries in D∗ whih will be unobservable. For i = 1, 2, ..., L and
given a = 1, 2, ..., N∗, let ξi = Pr(I
∗
i,a = 1). The probability ξi that we an answer the question, does
language i possess a word in the a'th ognay lass?, is assumed to be a funtion of the language index i
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[ D* ℄ [ I* ℄ [ D~ ℄ [ I ℄ [ D ℄
10000000000000 11111111111111 10000000000000 1 111 1 11 1 000 0 00
10100000000001 01011111111111 ?0?00000000001 0 111 1 11 ? 000 0 01
00000000011000 10111001110110 0?000??001?00? 1 100 1 10 0 0?? 1 0?
00001000000000 11111111111111 00001000000000 1 111 1 11 0 100 0 00
00001000000000 11110111111111 0000?000000000 1 011 1 11 0 ?00 0 00
10000110000010 10111111111111 1?000110000010 1 111 1 11 1 011 0 10
10000100000010 11111111111111 10000100000010 1 111 1 11 1 010 0 10
10000000000010 11111111111100 100000000000?? 1 111 1 00 1 000 0 ??
Figure 2: Registration of the voabulary realized in Figure 1 supposing a masking matrix I∗, as above. D∗
is the unobserved full data with a olumn for eah ognay lass and a row for eah language of Figure 1
(thus ognate 1 is present in rows 1,2,6,7 and 8); zeros in the masking matrix I∗ indiate missing matrix
elements. Some ognay lasses are then thinned (in this example, the registration rule keeps ognay
lasses with instanes displayed in one or more language) to give the registered data D.
only. If we get an answer, it is assumed orret. Let ξ = (ξ1, . . . , ξL) and denote by I
∗
a realisation of I
∗
.
Denote by D˜ = D˜(D∗, I∗) the masked version of the full random data matrix: if I∗i,a = 1 then D˜i,a = D
∗
i,a
and if I∗i,a = 0 then D˜i,a =?.
Matrix olumns may be missing too, so that N ≤ N∗. We get missing olumns even when there are
no missing data. The matrix D˜ in Figure 2 inludes some olumns with only zeros and question marks,
orresponding to ognay lasses whih existed in the past but are observed in none of the leaf-languages
from whih the data were ompiled. These ognay lasses are not inluded in the registered data. Denote
by R the registration rule D = R(D˜) mapping the full data to registered data.
Rule R may thin additional olumn types. Let Y and Q be funtions of the olumns of D∗ and I∗
ounting the visible 1's and ?'s respetively,
Y (D∗a, I
∗
a) =
L∑
i=1
I
∗
i,aD
∗
i,a,
Q(I∗a) =
L∑
i=1
(1− I∗i,a).
Given a = 1, 2, ..., N∗, let Ya = Y (D
∗
a, I
∗
a) and Qa = Q(I
∗
a).
In Appendix A we give an eient algorithm for omputing the likelihood for rules formed by om-
pounding the following elementary thinning operations:
(1) R1(D˜) = (D˜a : Ya > 0) (disard lasses with no instanes at the leaves);
(2) R2(D˜) = (D˜a : Ya > 1) (disard lasses - singletons - observed at a single leaf);
(3) R3(D˜) = (D˜a : Ya < L) (disard lasses whih are observed at all leaves);
(4) R4(D˜) = (D˜a : Ya < L−1) (disard lasses whih are observed at all leaves or at all leaves but one);
(5) R5(D˜) = (D˜a : Ya +Qa < L) (disard lasses whih are potentially present at all leaves);
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(6) R6(D˜) = (D˜a : Ya+Qa < L− 1) (disard lasses whih are potentially present at all leaves or at all
leaves but one).
We assume the hosen rule inludes Condition (1). The rule D = R(D˜) with
R(D˜) = R4 ◦R2(D˜)
ollets parsimony informative ognay lasses. Ronquist et al. (2005) give the likelihood for the nite-
sites trait evolution model of Lewis (2001) for registration rules like (1-6). In the example in Figure 2,
and in Setions 6.2 and 7) we t data registered with R(D˜) = R1(D˜).
The seletion of olumns is something we have in general no ontrol over: the olumn seletion rule
simply desribes what happened at registration. Results in the Supplementary Material for the Dyen et al.
(1997) data use the rule R(D˜) = R2(D˜), sine singleton olumns were not inluded in that data. However,
ertain olumn types may inlude data whih is hard to model well, and so we may hoose to make further
thinning using the other rules. Reursions for the other rules are given in an Appendix.
Column indies a = 1, 2, ..., N∗ are exhangeable. It is onvenient to renumber the olumns of D∗, I∗
and D˜ after registration, so that D˜a = Da and I
∗
a = Ia for a = 1, 2, ..., N . The information needed to
evaluate Ya and Qa is available in the olumn Da and set Ωa representations. We write Y (Da) = Y (Ωa) =
Ya and Q(Da) = Q(Ωa) = Qa.
2.4 Point proess of births for registered ognay lasses
Fix a atastrophe-free phylogeny g ∈ ΓCK , with k = (0, 0, ..., 0), and let an edge 〈i, j〉 and a time τ ∈ [ti, tj)
be given. Denote by [g] the set of all points (τ, i) on the phylogeny, inluding points (τ, r) with τ ≥ tr in
the edge 〈r, A〉. The loations zD = {z1, z2, ..., zN} of the birth events of the N registered ognay lasses
are a realization of an inhomogeneous Poisson point proess ZD on [g]. Let Z ∈ [g] be the birth loation
of a generi (and possibly unregistered) ognay lass M ⊆ {1, 2, ..., L}, orresponding to a olumn of D˜
with Y observed 1's and Q ?'s, and let EZ be the event that this lass generates a olumn of the registered
data. For the a'th ognay lassMa, born at Za, this event is EZa = {Da = R(D˜a)} sine R(D˜a) is empty
for D˜a a olumn dropped at registration.
Cognay lasses are born at onstant rate on the branhes of g, but are thinned by registration.
However, onditional on the birth loation Za = za, our modeling assumes that the outome EZa for the
a'th ognay lass is deided independently of all events in all other ognay lasses. The point proess
ZD of birth loations of registered ognay lasses has intensity
λ˜(z) = λPr(EZ |g, µ, λ, ξ, Z = z)
at z ∈ [g] and probability density
fZD (zD) =
1
N !
e−Λ([g])
N∏
a=1
λ˜(za)
with respet to the element of volume dzD = dz1dz2...dzN in [g]
N
, where
Λ([g]) =
∫
[g]
λ˜(z)dz
=
∑
〈i,j〉∈E
∫ tj
ti
λ˜((τ, i))dτ.
The number N of registered ognay lasses is N ∼ Poisson(Λ([g])).
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3 Likelihood alulations
We give the likelihood for g, µ, λ, κ, ρ and ξ given the data, along with an eient algorithm to ompute
the sum over all missing data. The atastrophe proess is left out, and reinorporated in the next setion.
Sine we only ever see registered data, the likelihood for g, λ, µ and ξ is the probability P [D =
D|g, µ, λ, ξ,D = R(D˜)], to get data D given the parameters and onditional on the data having passed
registration. We restore the birth loations (and so omit λ from the onditioning), and fatorize using
the joint independene of Da, a = 1, 2, ..., N under the given onditions:
P [D=D|g, µ, λ, ξ,D=R(D˜)] =
∫
fZD (zD)P [D=D|g, µ, ξ, ZD=zD,D=R(D˜)] dzD,
=
e−Λ([g])
N !
N∏
a=1
λ
∫
[g]
P [EZa |g, µ, ξ, Za=za]P [Da=Da|g, µ, ξ, Za=za, EZa ] dza,
=
e−Λ([g])
N !
N∏
a=1
λ
∫
[g]
P [Da=Da|g, µ, ξ, Za=za] dza.
The last line follows beause P [EZa |Da = Da, ..., Za = za] = 1 for Da a olumn of registered data: if
the outome of the birth at za was the registerable data Da then the event EZa ertainly ours. The
likelihood depends on the awkward ondition D = R(D˜) through the mean number λ([g]) of registered
ognay lasses only, while P [Da = Da|g, µ, ξ, Za = za] is the probability to realise the data vetor
Da in the unonditioned diversiation/missing element proess. The alulation has so far extended
Niholls and Gray (2008) to give the likelihood for a greater variety of olumn thinning rules. We now
add the missing element omponent of the registration proess.
We sum over possible values of the missing matrix elements in the registered data. Sine P [Da =
Da|g, µ, λ, ξ, Za = za] is not onditioned on the requirement that the olumn Da gets registered, the
entries of the orresponding olumn Ia are determined by the unonditioned Bernoulli proess, and we
have
P [Da = Da|g, µ, ξ, Za = za] =
∑
d∗∈Da
P [I∗a,D
∗
a = d
∗|g, µ, ξ, Za = za]
=
L∏
i=1
ξ
Ii,a
i (1− ξi)
1−Ii,a
∑
d∗∈Da
P [D∗a = d
∗|g, µ, ξ, Za = za].
The likelihood is
P [D = D|g, µ, λ, ξ,D = R(D˜)] =
e−Λ([g])
N !
N∏
a=1
(
L∏
i=1
ξ
Ii,a
i (1−ξi)
1−Ii,a )λ
∫
[g]
∑
ω∈Ωa
P [M = ω|g, µ, ξ, Z = za]dza,
(1)
where we have swithed now from summing d∗ ∈ Da to the equivalent set representation ω ∈ Ωa.
For the two integrated quantities in Equation (1) we have tratable reursive formulae. We are using
a pruning proedure akin to Felsenstein (1981). We begin with Λ([g]).
We assume the registration rule inludes at least Condition (1). It follows that a ognay lass born
at Z = (τ, i) in [g] must survive down to the node below, at Z = (ti, i), in order to be registered, and so
P [EZ |Z = (τ, i), g, µ, ξ] = P [EZ |Z = (ti, i), g, µ, ξ]e
−µ(τ−ti).
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We an substitute this into the expression for Λ([g]), and integrate, to get
Λ([g]) =
λ
µ
∑
〈i,j〉∈E
P [EZ |Z = (ti, i), g, µ, ξ]
(
1− e−µ(tj−ti)
)
. (2)
Given a node i, let V
(i)
L be the set of leaf nodes desended from i, inluding i itself if i is a leaf. Let
si = ard(V
(i)
L ). Denote by u
(n)
i = P [Y = n|Z = (ti, i), g, µ, ξ] and v
(n)
i = P [Y +Q = n|Z = (ti, i), g, µ, ξ].
We an ompute Λ for rules made up of ombinations of Condition (1) with any ombination of Conditions
(2-6), from u
(0)
i , u
(1)
i , u
(si−1)
i , u
(si)
i , v
(si−1)
i and v
(si)
i . For example,
P [EZ |Z = (ti, i), g, µ, ξ] =


1− u
(0)
i R = R1,
1− u
(0)
i − u
(1)
i R = R2,
1− u
(0)
i − u
(1)
i − u
(L−1)
i − u
(L)
i R = R3 ◦R2.}
(3)
Notie that u
(n)
i = 0 unless si ≥ n, so for example u
(L)
i is non-zero at i the root node only. Sine our
main appliation is for data registered under Condition (1), we give, in the body of this paper, reursions
for u
(0)
i and v
(0)
i only. See Appendix A for the reursions needed to evaluate the likelihood under rules
involving Conditions (2-6).
For nodes i and j, let δi,j = e
−µ(tj−ti)
. Consider a pair of edges 〈c1, i〉, 〈c2, i〉 in E.
u
(0)
i =
(
(1 − δi,c1) + δi,c1u
(0)
c1
)(
(1− δi,c2) + δi,c2u
(0)
c2
)
(4)
v
(0)
i =

δi,c1v(0)c1 + (1− δi,c1) ∏
j∈V
c1
L
ξj



δi,c2v(0)c2 + (1 − δi,c2) ∏
j∈V
c2
L
ξj


(5)
The reursion is evaluated from the leaves i ∈ VL, at whih
u
(0)
i = 1− ξi (6)
v
(0)
i = 0 (7)
We now give the equivalent reursions for λ
∫
[g]
∑
ω∈Ωa
P [M = ωa|Z = za, g, µ] dza. Consider the set
ma =
⋂
ω∈Ωa
ω of leaves known to have a ognate in the ath registered ognay lass. Let Ea be the set
of branhes on the path from the most reent ommon anestor of the leaves in ma up to the Adam-node
A above the root. Cognay lass a must have been born on an edge in Ea. For a = 1, 2, ..., N , lass Ma
is non-empty and we an shift the birth loation to the node below and onvert the integral to a sum,
λ
∫
[g]
∑
ω∈Ωa
P [M = ω|Z = za, g, µ] dza =
λ
µ
∑
〈i,j〉∈Ea
∑
ω∈Ωa
P [M = ω|Z = (ti, i), g, µ](1− δi,j).
For eah a = 1, 2, ..., N and ω ∈ Ωa, let ω(i) = ω ∩ V
(i)
L and
Ω(i)a = {ω
(i) : ω(i) = ω ∩ V
(i)
L , ω ∈ Ωa}
denote the set of all subsets ω(i) of the leaves V
(i)
L whih are ognay lasses onsistent with the data
available for those leaves. Consider two hild branhes 〈c1, i〉 and 〈c2, i〉 at node i. Sine Ωa = Ω
(c1)
a ×Ω
(c2)
a ,
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and events are independent along the two branhes,∑
ω∈Ωa
P [M = ω|Z = (ti, i), g, µ, ξ] =
∑
ω(c1)∈Ω
(c1)
a
P [M = ω(c1)|Z = (ti, c1), g, µ]
×
∑
ω(c2)∈Ω
(c2)
a
P [M = ω(c2)|Z = (ti, c2), g, µ].
Having moved the birth event at (ti, i) to (ti, c1) and (ti, c2) (o the node and onto its hild edges) we
now move the birth event at (ti, c) to (tc, c) (down an edge) as follows:∑
ω∈Ω
(c)
a
P [M = ω|Z = (ti, c), g, µ] =


δi,c ×
∑
ω∈Ω
(c)
a
P [M = ω|Z = (tc, c), g, µ] if Y (Ω
(c)
a ) ≥ 1
(1 − δi,c) + δi,c ×
∑
ω∈Ω
(c)
a
P [M = ω|Z = (tc, c), g, µ] if Y (Ω
(c)
a ) = 0 and Q(Ω
(c)
a ) ≥ 1
(1 − δi,c) + δi,cv
(0)
c if Y (Ω
(c)
a ) +Q(Ω
(c)
a ) = 0
(i.e. Ω
(c)
a = {∅})
The reursion is evaluated from the leaves. If c is a leaf, then
∑
ω∈Ω
(c)
a
P [M = ω|Z = (tc, c), g, µ] =
{
1 if Ω
(c)
a = {{c}, ∅} or {{c}} (i.e. Dc,a ∈ {?, 1})
0 if Ω
(c)
a = {∅} (i.e. Dc,a = 0).
In order to restore atastrophes to this alulation, and given g ∈ ΓK , with ki atastrophes on edge
〈i, j〉 ∈ E, replae tj − ti with tj − ti + kiTC(κ, µ) throughout.
4 Posterior distribution
Our prior on the birth rate λ, death rate µ and atastrophe rate ρ is p(λ, µ, ρ) ∝ 1
λµρ
and we take a
uniform prior over [0, 1] for the death probability at a atastrophe κ and eah missing data parameter ξi.
Substituting using equations (2)-(3) into equation (1) and multiplying by the prior fG(g|T )p(λ, µ, ρ),
we obtain the posterior distribution
p(g, µ, λ, κ, ρ, ξ|D = D)
=
1
N !
(
λ
µ
)N
exp

−λ
µ
∑
〈i,j〉∈E
P [EZ |Z = (ti, i), g, µ, κ, ξ](1− e
−µ(tj−ti+kiTC))


×
N∏
a=1

 ∑
〈i,j〉∈Ea
∑
ω∈Ωa
P [M = ω|Z = (ti, i), g, µ](1− e
−µ(tj−ti+kiTC))


×
1
µλρ
fG(g|T )
e−ρ|g|(ρ|g|)kT
kT !
L∏
i=1
(1− ξi)
QiξN−Qii (8)
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for parameters µ, λ, κ, ρ > 0, 0 < ξi < 1 and trees g ∈ Γ
(C)
K .
The posterior is improper without bounds on ρ sine kT = 0 is allowed. We plae very onservative
bounds on ρ. Results are not sensitive to this hoie. We an show that, for 'typial' data sets D, and
in partiular the data analysed below, the posterior is then proper. Details of the relationship between
ognate lasses and alibration onstraints play a role in the onditions for the posterior distribution to
be proper.
5 Markov Chain Monte Carlo
We use Markov Chain Monte Carlo to sample the posterior distribution and estimate summary statistis.
If the prior on the ognay lass birth rate parameter λ has the onjugate form λu exp(−vλ) then the
onditional distribution of λ in the posterior distribution above has the form λN+u exp(−λ(X + v)).
We took the improper prior u = −1, v = 0 for λ and integrated. The MCMC state is then x =
((E, V, t, k), µ, κ, ρ, ξ) and the target distribution p(x|D) is the density obtained by integrating the density
in Equation 8 over λ.
The MCMC sampler desribed in Niholls and Gray (2008) has state x = ((E, V, t), µ). We add to the
(E, V, t)- and µ-updates of Niholls and Gray (2008) further MCMC updates ating on the atastrophe
vetor k = (k1, ..., kL−2), on the atastrophe parameters κ, ρ and on ξ, the probability parameter for
observable data-matrix elements. The atastrophe rate parameter ρ is added to time-saling updates in
whih subsets of parameters are simultaneously saled by a ommon random fator s: if θ is a parameter
in the saled subset having units [time]u, then θ → suθ. The probability 0 < ξi < 1 for an element of
the registered data matrix to be observable is, for many leaf-languages, lose to one, so we update those
parameters by saling 1− ξi.
We inorporate updates adding and deleting atastrophes (the lled dots marked on the branhes of
Figure 1) plus an update whih moves a atastrophe from an edge to a parent, hild or sibling edge. For
the addition and deletion of atastrophes, we do not need to use reversible jump Markov Chain Monte
Carlo, as the state vetor speies the numbers, and not the loations, of atastrophes on edges.
We omit the details of these moves but give, as an example, the update that moves a atastrophe
from an edge to a parent, hild or sibling edge. Let kT =
∑L−2
i=1 ki give the total number of atastrophes.
Given a state x = (g, µ, κ, ρ, ξ) with g = (V,E, t, k), we pik edge 〈i, j〉 ∈ E with probability ki/kT . Let
E〈i,j〉 be the set of edges neighbouring edge 〈i, j〉 (hild, sibling and parent edges, but exluding the edge
〈R,A〉) and let qi = ard(E〈i,j〉). We have in general qi = 4. However, for i the index of a leaf node,
qi = 2 (1 parent, 1 sibling, no hildren). If j is the root and i is non-leaf, then qi = 3 (1 sibling, 2 hildren)
and if j is the root and i is a leaf we have qi = 1 (a sibling edge). Choose a neighbouring edge 〈˜i, j˜〉
uniformly at random from E〈i,j〉 and move one atastrophe from 〈i, j〉 to 〈˜i, j˜〉. The andidate state is
x′ = ((V,E, t, k′), µ, κ, ρ), with k′i = ki − 1 and k
′
i˜
= ki˜ +1 and k
′
j = kj for j 6= i, i˜. This move is aepted
with probability
α(x′|x) = min
(
1,
qi k
′
i˜
p(x′|D)
qi˜ ki p(x|D)
)
.
We assessed onvergene with the asymptoti behaviour of the autoorrelation for the parameters µ, κ,
ρ and tR, as suggested by Geyer (1992). This method indiated that we ould use runs of about 10 million
samples; we also let the MCMC run for 100 million samples and heked that the omputed statistis did
not vary.
12
6 Validation
We made a number of tests using syntheti data. Fitting the model to syntheti data simulated aording
to the likelihood P (D = D|g, µ, λ, ρ, κ, ξ,D = R(D˜)), (in-model data), shows us just how informative
the data is for atastrophe plaement, as well as making a debug-hek on our implementation. We t
out-of-model data also. These are syntheti data simulated under likely model-violation senarios, and are
used to identify soures of systemati bias. We summarise results for syntheti data simulated using the
parameter values we estimate in setion 7 on the data. For in-model data we orretly reonstrut topology,
root age and the number and position of atastrophes. Further details are given in the Supplementary
Material.
6.1 Model mis-speiation
Niholls and Gray (2008) use out-of-model data representing un-modeled loan-words (alled borrowing),
rate-heterogeneity in time and spae, rate heterogeneity aross ognay lasses, and the empty-eld ap-
proximation. They disuss also model mis-speiation due to missing data and the inorret identiation
of ognay lasses (in partiular, a hazard for deeply rooted lasses to be split). Rate-heterogeneity in
time and spae, and missing data are now part of the in-model analysis.
We synthesized out-of-model data with the borrowing model of Niholls and Gray (2008), in order to
see if un-modeled borrowing biased our results. For what Niholls and Gray (2008) all low to moderate
levels of borrowing, we were able to reonstrut true parameter values well. See the Supplementary
Material for details. With high levels of borrowing, we under-estimate the root age and over-estimate rate
parameters. However, unidentied loan words in the registered data do not generate model mispeiation
unless they are opies of ognates whih our in the observed meaning ategories of languages anestral
to the leaf-languages. It is not plausible that unidentied borrowing of this kind is present at high levels.
We have not repeated the Niholls and Gray (2008) out-of-model analysis of rate heterogeneity aross
ognay lasses.
In a real voabulary, distint ognay lasses that share a meaning ategory would not evolve indepen-
dently. Also, a real language might be expeted to a possess a word in eah of the ore meaning ategories.
This onstrains the number of ognay lasses in eah meaning ategory to be non-zero. Our model allows
empty meaning ategories. Niholls and Gray (2008) nd no substantial bias in a t to out-of-model data
respeting the onstraint.
Our treatment of missing data introdues a new mis-speiation. We modeled matrix elements as
missing independently. However, we get missing data when we do not know the word used in a given
language to over a given meaning ategory. Matrix elements are as a onsequene typially missing
in bloks orresponding to all the ognay lasses for the given meaning. Beause the ages of poorly
reonstruted languages are well predited in the ross-validation study below, we have not looked further
at this issue.
6.2 Predition tests for alibration
In the next setion we estimate the age of a tree node (the root). In this setio nwe test to see if the
unertainties we estimate are reliable.
The alibration data desribed in Setion (1) x the topologies and root ages of the subtrees marked
with bars in Figure 5). We remove eah alibration onstraint in turn and use the data and the remaining
onstraints to estimate the age of the onstrained node, and the probability for the onstrained subtree
topology. The topologial onstraints were all perfetly reonstruted. In twenty three of the twenty eight
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tests the onstrained age interval overlaps the 95% HPD interval, as shown in the bottom half of Figure
3.
How good or bad are eah of these preditions? Looking at the Hittite predition in Figure 3, the large
predition unertainty only just allows the alibration interval. Is this bad? We quantify the goodness-
of-t, for eah alibration, using Bayes fators to replae p-values as indies of mist. For eah onstraint
c = 1, 2, ..., C we ompute a Bayes fator measuring the support for the fully onstrained model ompared
to a model with just the c'th onstraint removed.
For c = 1, 2, ..., C let
ΓC−c =
C⋂
c′=0
c′ 6=c
Γ(c
′).
denote the enlarged tree spae with the c'th onstraint removed, and let ΓC−cK be the enlarged tree spae,
extended to inlude atastrophes (as in Setion (2.2)). For eah onstraint c = 1, 2, ..., C we make a model
omparison between a ommon null model with all the onstraints, H0 : g ∈ ΓCK , and an alternative model
H1 : g ∈ Γ
C−c
K with the onstraint removed. The Bayes fator BC,C−c for the model omparison is the
ratio of the posterior probabilities for these models with model prior P (H0) = P (H1),
B−c =
P (D|g ∈ ΓCK)
P (D|g ∈ ΓC−cK )
=
P (D|g ∈ ΓCK ∩ Γ
C−c
K )
P (D|g ∈ ΓC−cK )
=
P (g ∈ ΓCK |D, g ∈ Γ
C−c
K )
P (g ∈ ΓCK |g ∈ Γ
C−c
K )
.
where the seond line follows sine ΓCK ⊂ Γ
C−c
K and the third from the denition of the onditional
probabilities. The numerator P (g ∈ ΓCK |D, g ∈ Γ
C−c
K ) is the posterior probability for the c'th onstraint
to be satised given the data and the other onstraints. The denominator, P (g ∈ ΓCK |g ∈ Γ
C
K), is the
prior probability for the c'th onstraint to be satised given the other onstraints. We estimate these
probabilities using simulation of the posterior and prior distributions with onstraint c removed. The
Bayes fators are estimated with negligible unertainty and 2 log(BC,C−c) is plotted for c = 1, 2, ..., C in
the top half of Figure 3.
Strong evidene against a alibration is failure at predition. Taking a Bayes fator exeeding 12 (that
is, 2 log(BC,C−c) & 5 in Figure 3) as strong evidene against the onstraint, following Raftery (1996),
we have onit for three of the thirty onstraints: the ages of Old Irish and Avestan, and for the age
of the Balto-Slav lade. As our analysis in Setion 7 shows, there is a high posterior probability that a
atastrophe event ourred on the branh between Old Irish and Welsh, and another between Old Persian
and Avestan. The evidene for rate heterogeneity in rest of the tree is so slight, that when we try to
predit these alibrations we are prediting atypial events.
Our missing-data analysis has helped here. The alibration interval for the Hittite voabulary in
these data is 32003700BP. A reonstrution of the age of Hittite whih ignores missing data predits
602010BP, well outside of the onstraints. The 95% HPD interval for the age of Hittite in our model is
4303250BP, whih just overlaps the onstraint. The Bayes fator gives odds less than 3:1 against, so the
evidene against the onstraint is `hardly worth mentioning'.
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Figure 3: Reonstrution of known node ages: top, logarithm of Bayes fators log(BC,C−c) for c =
1, 2, ..., C; bottom, thin lines show age onstraints for dierent nodes, thik lines show 95% posterior HPD
interval for the reonstruted dates. The nodes are displayed in the same order as the onstraint in Fig. 5
15
armenian
albanian
oldirish
welsh
luvian
oldnorse
oldenglish
oldhighgerman
gothic
lycian
oldcslavonic
latvian
lithuanian
oldprussian
tocharian_a
tocharian_b
hittite
greek
vedic
avestan
oldpersian
latin
umbrian
oscan
62
78
66
85
58
0   10002000300040005000600070008000
Figure 4: Consensus tree for the Ringe et al. (2002) dataset. Red dots show atastrophes supported with
probability above one half.
7 Results
In this setion we present results for our MCMC simulation of the full posterior, Equation (8). An upper
limit T = 16000 was used in the tree prior of Setion 2.1. Any value for T exeeding around T = 10000
would lead to the same results. We show a onsensus tree in gure 4. In a tree, an edge orresponds to
a split partitioning the leaves into two sets. A onsensus tree displays just those splits present in at least
50% of the posterior sample. Splits whih reeive less than 95% support are labelled. Where no split is
present in 50% of the posterior sample, the onsensus tree is multifurating. The date shown for a node
is the average posterior date given the existene of the split; similarly, the number of atastrophes shown
on an edge is the average posterior number of atastrophes on that edge given the existene of the split,
rounded to the nearest integer. Our estimates for the parameters are as follows: µ = 1.86·10−4±1.47·10−5
deaths/year; κ = 0.361± 0.055; ρ = 6.4 · 10−5 ± 3.3 · 10−5 atastrophes/year (orresponding to large but
rare atastrophes: about 1 atastrophe every 15,000 years, or an average of 3.4 on the tree, with eah
atastrophe orresponding to 2400 years of hange).
We display in Figure 5 the alibration onstraints on a tree sampled from the posterior. The onstraints
annot be shown on a onsensus tree, as slies aross a onsensus tree are not isohronous.
The analysis reonstruts some well-known features of the Indo-European tree. The Germani, Celti
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Figure 5: A typial sample from the posterior. All the onstraints on the node ages are shown, exept
those for the Itali, Indo-Iranian and Iranian groups, for whih we do not have an upper bound, and the
root, whih has an upper bound at T = 16000 years BP.
17
and Itali families are grouped together, but no partiular onguration of their relative positions is
favored. The Indo-Persian group an fall outside the Balto-Slav group but the relative position of these
two is unertain. The deep topology of the tree is left quite unertain by these data, espeially the position
of Albanian. We nd evidene for atastrophi rate heterogeneity in three positions: on the edges leading
to Old Irish, Old Persian, and in the Umbrian-Osan lade.
Our estimate for the root age of the Indo-European family is 8430 ± 1320 years BP. The distribution
of this key statisti is lose to normal.
8 Conlusions
Our results give a root age for the most reent ommon anestor of the Indo-European family of language
voabularies in agreement with earlier phylogeneti studies. Our results are in agreement with models
whih put this date around 8500 BP, and in onit with models whih require it to be less than 6500
years BP. Our studies of syntheti out-of-model data, and reonstrution tests for known historial data
support our view that this main result is robust to model error. It would not be robust to a step hange
in the rate of lexial diversiation ating in a oordinated fashion aross the Indo-European languages
extant some 3000 to 5000 years ago.
The methods outlined here for handling missing data and rate heterogeneity in the diversiation of
languages, as seen through lexial data, will nd appliations to generi trait data.
A Reursions for other registration proesses
This setion omplements Setion 3: we give iterations for u
(0)
i , u
(1)
i , u
(si−1)
i , u
(si)
i , v
(si−1)
i and v
(si)
i .
These are the quantities needed (as in Equation 3) to evaluate the sum in Equation 2, for registration
rules whih use Condition (1) in ombination with other onditions from Setion 2.3. Consider a pair of
edges 〈c1, i〉, 〈c2, i〉 in E. In the notation of the text,
u
(0)
i =
(
(1− δi,c1) + δi,c1u
(0)
c1
)(
(1− δi,c2) + δi,c2u
(0)
c2
)
u
(1)
i = δi,c1(1 − δi,c2)u
(1)
c1
+ δi,c2(1− δi,c1)u
(1)
c2
+ δi,c1δi,c2(u
(1)
c1
u(0)c2 + u
(0)
c1
u(1)c2 )
u
(si)
i = δi,c1u
(sc1 )
c1 δi,c2u
(sc2)
c2
u
(si−1)
i =
(
δi,c1u
(sc1−1)
c1 + I{sc1=1}(1− δi,c1)
)
δi,c2u
(sc2)
c2
+δi,c1u
(sc1)
c1
(
δi,c2u
sc2−1
c2 + I{sc2=1}(1− δi,c2)
)
v
(0)
i =

δi,c1v(0)c1 + (1− δi,c1) ∏
j∈V
c1
L
ξj



δi,c2v(0)c2 + (1− δi,c2) ∏
j∈V
c2
L
ξj


v
(si)
i =

δi,c1v(sc1 )c1 + (1− δi,c1) ∏
j∈V
c1
L
(1− ξj)



δi,c2v(sc2 )c2 + (1− δi,c2) ∏
j∈V
c2
L
(1− ξj)


v
(si−1)
i =
(
δi,c1v
(sc1−1)
c1 + (1− δi,c1)sc1(1− ξ)
sc1−1ξ
)(
δi,c2v
(sc2 )
c2 + (1 − δi,c2)(1− ξ)
sc2
)
+
(
δi,c1v
(sc1 )
c1 + (1− δi,c1)(1 − ξ)
sc1
)(
δi,c2v
(sc2−1)
c2 + (1− δi,c2)sc2(1− ξ)
sc2−1ξ
)
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The reursion is evaluated from the leaves i ∈ VL, at whih
u
(0)
i = u
(si−1)
i = 1− ξi
u
(1)
i = u
(si)
i = ξi
v
(0)
i = v
(si−1)
i = 0
v
(si)
i = 1
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