Abstract Determining the timing of paleoearthquakes is a central goal of paleoseismology and serves as an important input to seismic hazard evaluations. Herein, we develop a Bayesian statistical method for refining the ages of strata and earthquakes and calculating the recurrence of earthquakes based on data from paleoseismic excavations. Our work extends previous paleoseismic Bayesian modeling by simultaneously calculating the joint posterior probability density of recurrence intervals, earthquake ages, and layer ages. To estimate this joint posterior density, we employed the Metropolis-Hastings Markov-Chain Monte Carlo (MCMC) sampling method. We used the Wrightwood paleoseismic excavation site as a test bed for our method by comparing the results derived from our simulation to those of previous studies. We found that for stratigraphic order constraints, our results agreed well with previously used methods; however, when peat growth was used to constrain the minimum time that separates layers from one another, a systematic aging of strata in the lower portion of the stratigraphic column resulted. Inspection of our results indicated that, rather than representing a minimum time that separates layers, peat growth instead determined the strata's ages exactly when a constant peat-growth rate was prescribed. Using this information, we developed a new method of improving layer age, earthquake age, and recurrence interval estimates at sites where peat-bearing layers are present. This method generally produces layer-age estimates with less variance than previous methods and requires that both proximal stratigraphic constraints and trenchwide constraints be obeyed. The benchmarking of the MCMC simulation results shows that simulation provides an effective and efficient way of improving estimates of layer ages, earthquake ages, and recurrence intervals.
Introduction
How large were past earthquakes along an active fault, and when did they occur? These questions are a central theme in paleoseismology (e.g., Sieh, 1978a,b; Sieh and Jahns, 1984; Grant and Sieh, 1994; McCalpin, 1996) , and their answers serve as important inputs to seismic hazard evaluations (e.g., Working Group on California Earthquake Probabilities (WGCEP), 1988; WGCEP, 1995; WGCEP, 2003) and provide essential information about long-term rupture segmentation of faults (e.g., Schwartz and Coppersmith, 1984; Sieh, 1996) . Along the central and southern San Andreas fault (SAF), a number of paleoseismic studies reveal the timing and recurrence of up to 14 ancient earthquakes at the Wrightwood site (e.g., Fumal, et al., 1993; Fumal, Weldon, et al., 2002; Weldon, et al., 2002) . Because these paleoseismic sites span a substantial length of the central and southern SAF (Fig. 1) , analysis of the timing of earthquakes at each site and between sites, as well as determining earthquake recurrence intervals along the fault, may provide a means of testing conceptual and mechanical models of rupture segmentation (e.g., Hilley et al., 2001; Schwartz and Coppersmith, 1984) . As a first step, however, the uncertainties in earthquake timing and recurrence intervals must be evaluated in a quantitative, consistent way.
In recent years, Bayesian statistical methods have been developed to quantify uncertainties in earthquake timing and recurrence by formally combining data from radiocarbon analysis of datable material in strata exposed in paleoseismic excavations with other geologic constraints that may be used to refine radiometric age determinations. Biasi and Weldon (1994) were the first to apply these methods to the Wrightwood and Pallett Creek paleoseismic sites along the southern SAF (Fig. 1) , where they combined numerous radiocarbon age determinations with the knowledge that these ages must lie in their proper stratigraphic order and must account for the observed growth of peat layers within the stratigraphy. Employing these methods, Biasi et al. (2002) showed that this additional stratigraphic information could greatly reduce the uncertainties in the calculated stratigraphic layer ages, earthquake ages, and recurrence intervals at paleoseismic sites. In addition, these methods provide a means of determining probability density functions (PDFs) for earthquakes and recurrence intervals at each site, which may be directly used in probabilistic seismic hazard assessments.
Since Biasi and Weldon's (1994) original application of Bayesian methods to paleoseismic investigations, a number of software packages developed by the archeological community (OxCal, Bcal [Buck et al., 2001] ; Bronk-Ramsey [1995] ) have been used by paleoseismologists to estimate stratigraphic layer ages and earthquake ages using Bayesian methods (e.g., Fumal, Reymer, et al., 2002; Lindvall et al., 2002; Young et al., 2002) . While the implementation of the Bayesian problem differs from Biasi and Weldon's (1994) quasi-explicit solution, the Markov-Chain Monte Carlo (MCMC) methods used by OxCal and Bcal (e.g., BronkRamsey, 1995; Buck et al., 1996) generally produce similar results to those of Biasi and Weldon (1994) in the case that stratigraphic layer ordering is considered (compare solution methods described in Biasi and Weldon [1994] with those described by Buck et al. [1996] ). However, as we describe in the following, when the accumulation of peat-rich strata in paleoseismic excavations is used to further reduce uncertainties in layer and earthquake ages, the results of these two different approaches diverge significantly. This is particularly important to our understanding of earthquake occurrence and recurrence because peat growth provides the superior resolution necessary to uncover the underlying recurrence behavior of the fault (e.g., Biasi et al., 2002; Weldon et al., 2004) at the sites at which the most complete records of earthquake activity along the SAF exist (Wrightwood and Pallett Creek; Fig. 1 ).
The present study consists of two separate contributions. In this article, we describe new Bayesian statistical methods that enhance the methods of Biasi et al. (2002) . These methods are currently used to calculate event and recurrence probabilities by using radiocarbon ages and various types of prior information from stratigraphic relationships. In particular, we present a new method of using observed peat accumulation within paleoseismic excavations to estimate layer age, earthquake timing, and recurrence PDFs. This new methodology offers several advantages to existing Bayesian methods. Specifically, it requires that all the stratigraphic a priori information that is used to refine layer, earthquake, and recurrence PDFs be honored. It also provides access to the covariation between modified layer-age values. In the companion work, we apply these methods to the central and southern SAF to infer the timing and recurrence of paleoearthquakes along this seismically important fault. Estimating Layer Age, Earthquake Timing, and Recurrence Intervals from Radiometric and Geologic Data
Bayesian statistics provides the means of formally evaluating the PDFs for individual radiocarbon, layer, and earthquake ages and recurrence intervals (e.g., Biasi et al., 2002) . These methods offer several advantages over more traditional paleoseismologic approaches that seek to quantify layer, earthquake, and recurrence times. Bayesian methods need not assume that calibrated radiocargon age PDFs be Gaussian, stratigraphic requirements such as relative age ordering can be formally incorporated into the calculation of the PDFs, and other types of a priori information (e.g., seismologic, geodetic, and geologic data) may be incorporated into the estimates of the PDFs.
The use of Bayesian methods (Bayes, 1763) for refining layer, event, and recurrence PDFs has been the subject of extensive research in the archeological community over the last 15 yr (for a review of this literature, see Buck et al. [1996] ), and implementations of Bayesian refinement methods have been developed for paleoseismological purposes as well (Biasi and Weldon, 1994; Biasi et al., 2002) . For these applications, refinement consists of four steps including a radiocarbon calibration process, combination of individual radiocarbon ages to estimate layer ages, imposition of layerordering constraints, and where available, utilization of peat accumulation rates to establish the time represented by these peats (e.g., Biasi and Weldon, 1994; Biasi, et al., 2002) . The starting point for the description of our method assumes that Bayes's rule has been previously employed to determine calendar-year PDFs using the radiocarbon calibration curve; likewise, samples from a given layer have been combined to form a calibrated age PDF for each stratum. The methods for this procedure have been documented elsewhere (Biasi and Weldon, 1994; Biasi et al., 2002; Bronk-Ramsey, 1995) , and so we focus our discussion on using geologic information to better constrain these PDFs. First, consider the simple case of a single layer. The age of this layer can be represented by a PDF, whose horizontal axis contains the independent variable (in this case, the layer's age, which we refer to as θ 1 ) and a dependent variable that describes the probability of occurrence of each value of θ 1 , referred to here as pθ 1 . If the only information that we possess is a calibrated radiocarbon age that is well represented by a Gaussian distribution, pθ 1 might be similar to the dotted line shown in Figure 2a (left-hand panel). However, if we possess additional information derived from historical records or geologic studies, we can use Bayes's rule to improve our estimates of pθ 1 . For example, if a priori information suggests that the oldest possible age for θ 1 is 300 yr and the youngest possible age is 700 yr, this additional information can be used to modify the initial estimate of the PDF as follows:
Here, pθ 1 jx θ 1 is called the posterior PDF-it represents the PDF of the layer age that has been modified by considering the additional geologic information (x θ 1 ). The j symbol indicates that we compute pθ 1 given that we know x θ 1. As stated previously, pθ 1 , called the prior PDF, represents the layer ages derived from, for instance, radiocarbon analyses of samples within a layer. Finally, px θ 1 jθ 1 denotes the probability that the observed geologic data are true for any given value of θ 1 , and C 1 is a factor that normalizes px θ 1 jθ 1 to unit area. Thus, to incorporate additional geologic information into estimates of the layer age, we need only to determine px θ 1 jθ 1 . In this specific example, if θ 1 < 300 yr or θ 1 > 700 yr, px θ 1 jθ 1 equals zero because the geologic data do not permit these values of θ 1 , while px θ 1 jθ 1 equals a constant if 300 ≤ θ 1 ≤ 700 yr. Using equation (1), we can use this additional geologic knowledge (represented by the vertical solid lines in Fig. 2a , left-hand panel) to calculate the posterior PDF (shown as a dashed line in Fig. 2a , lefthand panel).
This simple example can be expanded into more realistic scenarios in which a given layer's age depends on the ages of surrounding radiocarbon samples, in addition to a sample from the layer itself. For example, the same prior estimate of θ 1 may be constrained by an older and younger radiocarbon age, as shown in Figure 2a (right-hand panel). In this case, pθ 1 jx depends on the values of the PDFs of the surrounding layer ages. In particular, for each value for the lower and upper ages shown in Figure 2A (right-hand panel), we can apply equation (1a) to determine the posterior PDF, pθ 1 jx θ 1 ; θ bot ; θ top , where θ bot and θ top are particular ages of the lower and upper layers, respectively. This dependency causes the joint posterior density pθ 1 jx θ 1 ; θ bot ; θ top to covary with the ages of the surrounding layers, as certain choices of θ bot and θ top lead to zero probability for specific values of θ 1 . Computation of the joint posterior PDF requires viewing all ages and their probabilities as an n-dimensional parameter space, with each dimension corresponding to a given layer's age. Consider a set of ages for a series of strata in a paleoseismic excavation, denoted as θ θ 1 θ 2 θ 3 …θ n , where n is the number of dated layers and the stratigraphically lowest age in the section is θ 1 and the highest is θ n . In our notation, superscripts denote the dimension of the parameter space (in this case, the layer number), while subscripts may serve to differentiate variables representing similar quantities. For each dimension of θ, a set of values describes the probability that the layer is a given age, and this is noted as pθ. For example, the ith dimension of θ contains a set of numbers that represents the age of the stratigraphic interval, while the corresponding values of pθ denote the yearly probability that the layer is a particular age. In our notation, lowercase letters and symbols refer to the multidimensional parameter space and the corresponding probability density, while uppercase letters and symbols refer to the probability that a sample is a specified age. Note that pθ contains no information about stratigraphic ordering of the excavation strata but treats the probability of occurrence of each layer-age PDF as independent of the others. We can then apply a generalized version of Bayes's rule that can be used to calculate the posterior PDF from the prior PDF as follows:
where all variables in equation (1b) except for C 1 imply that the Bayesian operation will be carried out throughout the multidimensional functions pθ, px θ jθ to produce pθjx θ ; C 1 is again a scalar that normalizes the joint PDF to unit area. For the remainder of this article, all variables and the corresponding PDFs that do not contain superscripts refer to the multidimensional parameter space and joint probability densities unless otherwise noted; henceforth, variables should be assumed to be ensemble variables unless otherwise noted. However, because it is impossible to plot the joint PDF for excavations for which the number of layers exceeds three, we plot our results as marginal PDFs for a given dimension of the parameter space. Marginal densities may be computed from the joint probability density by integrating the probabilities for all other dimensions of the parameter space except the dimension for which the marginal distribution is to be computed. The results must then be renormalized to unit area. While a simple example of px θ jθ was given in the preceding one-dimensional example, its form may vary depending on the type of geologic information available. Consider first the example of stratigraphic ordering of samples within a paleoseismic excavation. If a set of discrete estimates of Figure 2 . (a) Bayesian refinement of a layer-age PDF using known layer-age bounding constraints (left-hand panel) and upper-and lower-bounding radiocarbon ages (right-hand panel). (b) Bayesian inference of event age PDFs when upper-and lower-bounding ages for the event are known (left-hand panel) and event timing is constrained by upper-and lower-bounding radiocarbon ages (right-hand panel). The y-axis scale is truncated to show posterior PDFs; however, the a priori bounding ages in the left-hand column have a probability of yearly occurrence of one, because these ages are known.
radiocarbon ages becomes younger up-section, then this set of ages is permissible (PX Θ jΘ 1); otherwise, it is not (PX Θ jΘ 0). Thus, for stratigraphic ordering, we define k as a constant that ensures unit area is maintained in the joint posterior PDF and define px θ jθ as follows:
By combining equations (1b) and (2), we can calculate posterior PDFs for layer ages that consider stratigraphic layer ordering.
In some paleoseismic sites, local conditions promote peat growth (e.g., Sieh et al., 1989; Fumal, Weldon, et al., 2002) . These peat layers may be dated using radiocarbon methods, and at some sites, the rate of peat growth over time appears relatively constant (e.g., Biasi and Weldon, 1994) . In this case, some workers have argued that the thickness of peat separating samples represents a minimum amount of time that separates a sample from those that surround it (Biasi and Weldon, 1994; Sieh et al., 1989; Biasi et al., 2002) . This additional information can be incorporated into layer-age estimates as follows. First, consider a set of samples (denoted again as θ) that are separated by a measured peat thickness between each layer, denoted by τ θ τ
The bottommost peat thickness separates the base of the trench from the first radiometric age; the top peat layer separates the top radiometric age from the surface. Because each peat thickness measurement separates two radiometric ages, and there are two additional layer thickness measurements on the top and bottom of the stratigraphic column, m n 1, where n is the number of layer ages. Assuming a constant peat-growth rate (r in units of yr=cm), the time recorded by the peat growth that separates overlying layers from underlying layers is Δt τ 1…m 1 θ r, and the time that separates underlying layers from overlying layers is Δt τ 2…m θ r. Using these definitions, we can modify px θ jθ to consider both layer-ordering observations as well as to account for the time recorded by peat growth as follows:
Earthquakes are recorded within paleoseismic excavations by seismically generated features such as cracks, slumps, and fissures that disrupt strata. Hence, strata undisrupted by a particular earthquake whose ages have been estimated provide an upper-bounding age for the earthquake, while the highest stratigraphic layers that are disrupted by the earthquake provide a lower-bounding age for the event. Biasi et al. (2002) showed that it is possible to derive PDFs that represent the timing of a particular earthquake. Again, consider a set of dated strata, θ, between which a series of ancient earthquakes, denoted as ε may be recorded. In this context, ε ε 1 ε 2 ε 3 …ε m , where ε 1 is the stratigraphically lowest event recorded in the excavation, ε m is the highest, and m represents the number of earthquakes recorded at the site. Unlike the layer-age PDFs obtained from radiocarbon analyses (pθ; equation 1), we have relatively little information regarding the prior estimate of the PDF of the earthquake. In the absence of any additional a priori information, we consider that each earthquake could have occurred at any time during the history recorded by the trench strata. To reflect our lack of knowledge of the timing of these earthquakes, we assign a uniform prior PDF that assigns an equal probability over the entire interval of the trench stratigraphy. As with the layer ages, we again possess additional geologic information that may be used to improve estimates of the layer and earthquake PDFs. In particular, we know that each earthquake may be bounded by, but does not affect the PDFs of, a set of dated strata. In addition, events must be in a specific stratigraphic order, and peat of a measured thickness may partition the amount of time elapsed between the earthquake and the bounding dated layers. These additional constraints that may be used to the refine the earthquake PDFs are denoted as x ε .
To apply Bayes's rule to infer earthquake timing, we identify those strata that serve to constrain the timing of paleoearthquakes at the paleoseismic site and denote them as θ bot θ 1 bot θ 2 bot …θ m bot and θ top θ 1 top θ 2 top …θ m top for those layers that constrain the lower-and upper-bounding ages of each recorded earthquake, respectively. Next, because the layer ages depend on the PDFs of dated strata, we consider the joint probability density pε; θjx ε ; x θ that considers both earthquake and layer-age probabilities. The posterior joint probability of both earthquakes and layer ages pε; θjx ε ; x θ is pε; θjx ε ; x θ 1 C 2 px ε ; x θ jε; θpε; θ;
where C 2 is a factor that normalizes the joint posterior density pε; θjx ε ; x θ to unit area. Equation (4) can be simplified by noting that x ε (geologic information applied to earthquake ages) and ε do not affect the calculation of θ. In other words, the geologic information about earthquakes within a trench does not change the layer-age PDFs, as earthquake PDFs are derived solely from these layer-age PDFs. Thus, the joint posterior density pε; θjx ε ; x θ can be rewritten as pε; θjx ε ; x θ 1 C 2 px ε jε; θ; x θ px θ jθpε; θ:
The term px θ jθ may take a form similar to equation (2) or (3), depending on the type of geologic information that needs to be assimilated to calculate the posterior layer-age PDFs. Thus, the only two terms that need be defined to solve equation (5) are px ε jε; θ; x θ and pε; θ. The joint prior PDF (pε; θ) is constructed as follows. For those dimensions that correspond to layer ages, the PDFs determined from radiocarbon analyses are used. In contrast, those dimensions that represent earthquake ages are set to a uniform (uninformative) PDF to reflect the fact that, in the absence of any dated strata or geologic constraints, there is an equal likelihood of an event occurring at any time. Because no information is contained within the earthquake age dimensions of pε; θ, earthquake ages are defined solely by the bounding layer-age constraints provided by stratigraphic relationships (represented by px ε jε; θ; x θ ). To find the appropriate form for px ε jε; θ; x θ , we first consider the simple case in which earthquakes are constrained by their bounding ages (θ bot and θ top ) and the fact that they must be in an observed stratigraphic order. In this case, we can construct px ε jε; θ; x θ as px ε jε; θ; x θ 8 < : k if θ bot < ε < θ top and ε 1 < ε 2 < ε 3 < < ε m ; 0 otherwise: (6) Similar to the case in which peat growth may place constraints on the ages of dated strata, one may also use peat growth that occurred between earthquakes to improve estimates of their timing. Again, consider a set of measured peat thicknesses that separate events from the surrounding layerage PDFs (τ ε ). As with layer-age separations defined by peats, each event is partitioned from its surrounding layer ages by a stratigraphically lower peat interval and a stratigraphically higher peat interval. These peat intervals act to partition the event age between the bounding strata. Thus, if m is the number of events, there will be m 1 peat intervals that separate these events from their surrounding layer ages. When the peat-growth rate is constant, the time separating events from the lower-bounding Δt ε τ 1 m ε r and that separating events from later events is Δt ε τ 2 m1 ε r. Note that the time separating each event from its surrounding layer ages (Δt ε ) is different from the time separating each of the layer ages (Δt). To take into consideration this partitioning of events between surrounding layer ages, we can recast px ε jε; θ; x θ as px ε jε; θ; x θ 8 < : k if θ bot Δt ε < ε < θ top Δt ε and ε 1 < ε 2 < ε 3 < < ε m ; 0 otherwise: (7) We graphically show the results of the process used to estimate the timing of ancient earthquakes in Figure 2b . Again, consider a simple end-member case in which an event is bounded by two layers whose age is known exactly (lefthand panel, Fig. 2b ). This example may represent an ancient earthquake whose rupture penetrated a layer that contained historic material whose exact age is known but was truncated by a layer that contained younger historic material. In the case that there was an earthquake in the past that had no layer ages to constrain its timing, we use a noninformative prior distribution. Graphically, this is a rectangular PDF that extends from sometime far in the past to the present day. Using this prior distribution, we use Bayes's theorem to calculate paleoearthquake timing to be between two known times (solid vertical lines; left-hand panel, Fig. 2b ). This rules out all event ages before and after those of the bounding layers, resulting in a uniform probability of event occurrence between the layers (dashed line; left-hand panel, Fig. 2b ). Finally, this end-member case can be generalized to consider a scenario in which the earthquake age is constrained by two bounding layers dated by radiocarbon methods (right-hand panel, Fig. 2b ). Here, we again use an uninformative prior distribution for the age of the earthquake. However, when we use Bayes's rule to refine the event age based on the two bounding layer ages (solid lines; right-hand panel, Fig. 2b ), a complex PDF may result that represents the yearly probability of occurrence of the event based on the bounding ages (dashed line).
Finally, earthquake recurrence interval PDFs can be calculated by application of Bayes's rule in a manner similar to calculating earthquake PDFs . Consider a set of recurrence intervals, denoted ρ ρ 1 ρ 2 ρ 3 …ρ m 1 , that are defined by a set of earthquakes that serve as the upper bound (ε top ) and lower bound (ε bot ) of the recurrence intervals. As with the layer ages defining events, ε top and ε bot are related and lagged one earthquake from one another. Note also that the length of ρ is one less than the number of recorded earthquakes due to the fact that recurrence intervals record the difference in time between two earthquakes. Recurrence interval PDFs depend on the earthquake PDFs, which in turn depend on layer-age PDFs. Thus, to estimate recurrence intervals, we must consider the joint probability density pρ; ε; θjx ρ ; x ε ; x θ . As with the layer-age and earthquake PDF calculations, x ρ provides the geologic information that defines each recurrence interval. Using Bayes's rule, we can write the joint posterior density pρ; ε; θjx ρ ; x ε ; x θ as pρ; ε; θjx ρ ; x ε ; x θ 1 C 3 px ρ ; x ε ; x θ jρ; ε; θpρ; ε; θ: (8)
Again, C 3 is a constant that normalizes the joint posterior density to unit area. As with earthquake ages, we note that estimates of recurrence interval PDFs depend on earthquake age PDFs, while the posterior earthquake age PDFs are not influenced by the recurrence PDFs. Because the same can be said of earthquake and layer-age PDFs, we can simplify equation (8) and write pρ; ε; θjx ρ ; x ε ; x θ as pρ; ε; θjx ρ ; x ε ; x θ 1 C 3 px ρ jx ε ; x θ ; ρ; ε; θ × px ε jx θ ; θ; εpx θ jθpρ; ε; θ:
As with the calculation of layer-age and earthquake PDFs, px ε jx θ ; ε; θ and px θ jθ may be calculated using equations (6) and (7) and equations (2) and (3), respectively, depending on the specific constraints available at a given paleoseismic site. The extra dimensions of the prior distribution pρ; ε; θ are treated as a uniform (uninformative) distribution, because without the constraints imposed by the stratigraphy of the site, we have no information regarding recurrence intervals. Thus, by using px ρ jx ε ; x θ ; ρ; ε; θ to modify these initial uninformative estimates of recurrence, we can calculate the joint posterior density of recurrence intervals, earthquakes, and layer ages simultaneously. Because the recurrence interval records the difference in time between earthquake events at the site (ε top -ε bot ), px r jx e ; x q ; ρ; ε; θ can be written as
By evaluating equations (1) to (10) over the time interval spanned by paleoseismic data at a site, we can calculate the joint posterior density that represents our best estimate of the ages of layers, the timing of earthquakes, and recurrence intervals at a site when all available geologic information has been considered. If we are interested only in the marginal densities (those dimensions of the joint posterior density that represent individual layer ages, earthquakes, or recurrence intervals without considering the covariation between each), we can integrate all dimensions (excepting the marginal dimension) calculated with equation (10) to find the marginal density. Indeed, these marginal densities are those calculated by studies such as Biasi and Weldon (1994) and Biasi et al. (2002) . By maintaining the general form shown in equations (1) to (10), we can obtain not only PDFs for individual layer-age, earthquake, and recurrence PDFs when considered in isolation from one another, but we can also understand the dependency of each of the dimensions of the joint PDF on the others. Because layer ages are independent of earthquake ages and recurrence intervals, and earthquake ages are independent of recurrence intervals, it is possible to evaluate each in serial. That is, one might choose to first evaluate layer ages, then use the joint PDF of these ages to calculate the joint PDF for earthquake ages, and finally use the earthquake age joint PDF to calculate the joint recurrence interval PDF. This serial approach offers some advantages in that the serial evaluation of these joint PDFs reduces the size of the parameter space to be computed. However, when computing these PDFs serially, information about how, for example, earthquake ages depend on the layer ages is lost because this information is not retained in the serial calculation. Thus, evaluation of the joint posterior PDF for layer ages, earthquake ages, and recurrence intervals allows us to track how, for example, a given recurrence interval depends on the particular layer ages calculated in the Bayesian evaluation.
While mathematically straightforward, the explicit evaluation of equations (1) to (10) can present a practical challenge, as the number of evaluations scales geometrically with the number of dimensions of the joint prior and posterior distributions. For example, consider the case in which the PDF for each ρ; ε; θ spans the range between A.D. 0-2000 and is discretized into 1-yr increments. To compute the joint PDF pρ; ε; θjx ρ ; x ε ; x θ , we need to evaluate equation (1) 2000 n2m 1 times for the joint PDF and 2000 n 2000 m 2000 m 1 times if each set of the PDF is computed serially. The number of calculations can be made smaller by reducing the temporal resolution of the PDF (i.e., discretizing the parameter space into larger time increments), and indeed, this is one strategy employed by one such method. This high demand on computational resources prohibits explicit evaluation of all sites but those with a small number of dated strata. To circumvent these problems, two alternative methods have been proposed: in the first, a subset of layer-age PDFs is considered when computing pρ; ε; θjx ρ ; x ε ; x θ for each dimension of the joint posterior distribution (Biasi and Weldon, 1994; Biasi et al., 2002) , and in the second, simulation, rather than explicit evaluation, is used to approximate pρ; ε; θjx ρ ; x ε ; x θ (e.g., Bronk-Ramsey, 1995; Buck et al., 1996; Gilks et al., 1996) .
The first method of calculating marginal posterior distributions applied to paleoseismic sites, which was coined the integration depth (ID) method, determined posterior layer ages by using only a fixed number of layers surrounding the layer for which the posterior PDF was being determined (this number of layers is the ID) (Biasi and Weldon, 1994) . In effect, a moving window in which only a finite number of layers are considered in each analysis (six layers above and below the target layer in Biasi and Weldon's [1994] study) is translated along the depth of the stratigraphic column until all posterior layer ages have been approximated. This method has the attractive property that the number of calculations required to determine a single layer's age remains constant, regardless of the number of dated layers in the trench. In the formulation presented in Biasi et al. (2002) , the marginal probability densities for the different layer ages were used to calculate earthquake ages. Importantly, the ID method implicitly assumes that layers that are stratigraphically distant (i.e., farther away than the ID) do not significantly affect the posterior layer-age PDFs. As we show in the following, this assumption generally provides an adequate approximation of the joint posterior densities of earthquake PDFs in the case that only stratigraphic order constraints are used (equations 2, 6, 9, and 10).
The second method of determining pρ; ε; θjx ρ ; x ε ; x θ uses simulation, rather than explicit evaluation, to estimate the joint posterior density. In this class of methods, termed MCMC simulations, a set of initial randomly selected choices for ρ; ε; θ, denoted as P initial ; E initial ; Θ initial , are made, and by evaluating these selections using Bayes's rule, a new set of samples is drawn P new ; E new ; Θ new . This new set of samples is influenced by the initial set of choices P initial ; E initial ; Θ initial ; however, after this process is repeated many times (termed the burn-in period), the frequency of the newly selected samples will be independent of this initial sample choice and instead will reflect the joint posterior probability density pρ; ε; θjx ρ ; x ε ; x θ (e.g., Buck, et al., 1996) .
In this study, we use the Metropolis-Hastings sampler (Metropolis, et al., 1953) variant of the MCMC simulation methods to solve equations (1) to (10). The MetropolisHastings sampler uses a selection-rejection criterion to guide sampling through the parameter space to mimic pρ; ε; θjx ρ ; x ε ; x θ . The details of the implementation of this method are described elsewhere (e.g., Lewis, 2001 ), but we summarize the general simulation process in the following. We first use an initial, randomly selected choice for P; E; Θ. Next, a set of random numbers is drawn from the interval 1; 1, one for each dimension of ρ; ε; θ. These numbers are then scaled by a specified arbitrary constant and added to the previous choices for P; E; Θ, moving the samples a random distance through the parameter space ρ; ε; θ. This is the selection process. Next, this new set of samples may be either accepted or rejected. If accepted, the new samples are treated as P; E; Θ and the selection process is repeated. If the samples are rejected, the old values of P; E; Θ are used to select a new set of samples. Samples are accepted or rejected based on the probability of their occurrence relative to the probability of occurrence of the previous set of samples. First, the probability of occurrence for both the previous set of samples and the current selection of samples is computed using Bayes's rule:
PP; E; Θjx P ; x E ; x Θ Px P jx E ; x Θ ; P; E; Θ × Px E jx Θ ; E; ΘPx Θ jΘ × PP; E; Θ:
(11) Let PP; E; Θjx P ; x E ; x Θ of the first sample be denoted as P 1 , whereas PP; E; Θjx P ; x E ; x Θ of the second sample is denoted as P 2 . In the case that P 2 > P 1 , the new set of samples is always accepted. However, if P 2 < P 1 , the ratio of these two probabilities is computed and compared to a random number drawn along the interval [0, 1] . If the ratio exceeds this random number the sample set is accepted; otherwise, it is rejected. Thus, the Metropolis-Hasting sampler explores the parameter space ρ; ε; θ, is guided towards higher values of P in equation (11), and the frequency of a large number of samples approximates the posterior joint density pρ; ε; θjx ρ ; x ε ; x θ . Initially, the values selected by the sampler will depend on the arbitrary initial choices for P; E; Θ; however, as sampling proceeds, the memory of these initial choices tends to fade, and the frequency of P; E; Θ selected by the sampler will reflect pρ; ε; θj x ρ ; x ε ; x θ . Thus, we allow a burn-in period of sampling to allow the memory of the arbitrary sampling starting location in the parameter space to be erased, and we consider the frequency of samples P; E; Θ selected by the sampler only after this burn-in period when computing pρ; ε; θj x ρ ; x ε ; x θ . In our study, we allow a burn-in period of 50,000 samples to allow sample choices to become independent of the initial choices for P; E; Θ, and we collect 500,000 samples to approximate the joint posterior PDF, pρ; ε; θjx ρ ; x ε ; x θ .
Application of Bayesian MCMC Sampling Method
to Wrightwood Paleoseismic Site
We tested our method for determining layer age, earthquake, and recurrence interval joint posterior PDF at the Wrightwood paleoseismic site. This site contains the most complete and well-documented record of ancient earthquakes along the SAF (Fumal et al., 1993; Biasi and Weldon, 1994; Biasi, et al., 2002; Fumal, Weldon, et al., 2002; Weldon, et al., 2002; Weldon et al., 2004) , and the Bayesian ID methodology has been used to estimate the marginal PDFs for layer ages, earthquakes, and recurrence intervals at the site (Biasi and Weldon, 1994; Biasi et al., 2002) . Thus, the site provides an excellent test case for comparing the impact of different approximations of Bayes's rule on the joint posterior probability density.
The Wrightwood paleoseismic site is located ∼23:5 km from the Pallett Creek site east-southeast along the SAF (Fig. 1) . Here, fortuitous depositional circumstances have preserved a ∼25 m section of alternating clastic sediments and peats that are disturbed by ground rupture (Fumal et al., 1993; Fumal, Weldon, et al., 2002; Weldon, et al., 2002) . These sediments apparently were deposited on a gently inclined alluvial fan surface that forms as a side tributary (Government Canyon tributary) debouched into the axial drainage (Swarthout Creek). Only the uppermost ∼12 m of the disturbed section have been documented in detail (Fumal et al., 1993; Fumal, Weldon, et al., 2002; Weldon et al., 2002) , and it is this section on which we concentrated our analysis. Cross-cutting relationships between sediments and groundrupturing structures that were documented in a total of 38 excavations and natural exposures provide evidence for 14 events since A.D. 500 . Until the Government Canyon tributary incised, shallow groundwater conditions allowed abundant peats to accumulate, many of which have been dated . Peat-growth rates derived from these dates are ∼15 yr=cm and appear to have remained relatively constant with time ( Fig. 3 ; Biasi and Weldon [1994] ). Finally, the 1857 and 1812 ruptures were recorded at this site. The radiocarbon samples used in this study and their uncalibrated ages are listed in Table 1 . To provide a direct comparison with the results of Biasi et al. (2002) , we have used identical inputs as their study. The differences in our analysis methods include the fact that we used a sampling approximation, rather than an ID strategy, we discretized the time domain of the parameter space into 1-yr bins, rather than the 5-yr bins used by Biasi et al. (2002) , and we used the most recent carbon calibration curve to convert radiocarbon years to calendar years (Stuvier et al., 1998) . Finally, we sampled the joint PDF pρ; ε; θjx ρ ; x ε ; x θ , rather than computing the layer ages, earthquake ages, and recurrence interval PDFs based on each marginal posterior probability density as was done by Biasi et al. (2002) .
Computed Posterior Layer-Age and Earthquake Probabilities Computed Using Stratigraphic Ordering Constraints
We first compare the case when only stratigraphic ordering constraints were used to compute pρ; ε; θjx ρ ; x ε ; x θ . We show the marginal distributions of the layer ages, derived directly from the joint posterior PDF, in Figure 4 . For reference, we show the marginal posterior PDFs derived by Biasi et al. Total Peat Thickness (cm) Figure 3 . Relationship between total peat thickness and time at the Wrightwood site. Small back dots denote the mean age of each peatbearing layer, while the horizontal bars denote 95% bounds on these ages. Layer ages plotted in this figure are derived by imposing stratigraphic order constraints on the prior estimates of the layer ages determined from radiocarbon analysis. Note that constant peat-growth rates plot as a straight line in this graph, and the inverse of the slope (1=slope) is equal to the growth rate (in units of yr=cm). Thus, while peatgrowth rates are approximately constant throughout large intervals of the section, there are excursions within some intervals. Large circles centered about mean ages denote units used to determine peat-growth rates (θ rate ) based on the algorithm presented in this work. In addition, the names of these layers are shown in bold next to the corresponding mean layer age. To facilitate comparison of the PDFs, we have normalized each to its peak value, rather than maintaining unit area as would be appropriate when calculating probabilities of occurrence. Comparison of the dotted line with either the solid line, our estimate of pθjx ρ ; x ε ; x θ; ρ; ε, or the dashed line, the estimate of pθjx ρ ; x ε ; x θ; ρ; ε) of Biasi et al. (2002) , provides a measure of the refinement in layer-age PDFs that is produced by using the stratigraphic layer order constraints in concert with radiocarbon ages. In this figure, the stratigraphically lowest layer (W97) is shown in the lower left-hand panel, and the highest (W135g) is shown in the upper right-hand panel. Summary statistics of the marginal layer-age distributions are reported in Table 2 .
In general, the agreement between the results of Biasi et al. (2002) and our method are excellent when stratigraphic ordering constraints are applied. However, several noteworthy differences exist. First, our marginal layer-age PDFs tend to be somewhat more jagged than those of Biasi et al. (2002) . We attribute this to our more detailed discretization of ρ; ε; θ into 1-yr bins and the fact that simulation does not exhaustively sample the parameter space ρ; ε; θ. Thus, the number of samples chosen to approximate the joint posterior PDF will determine how completely pρ; ε; θjx ρ ; x ε ; x θ has been sampled. For example, we used a smaller number of samples (50,000) to approximate pρ; ε; θjx ρ ; x ε ; x θ (results not shown) and found that the general shapes of the marginal posterior PDFs shown in Figure 4 are reproduced, but they contain more irregularity than those derived from using more samples in calculating pρ; ε; θjx ρ ; x ε ; x θ .
The second key difference between our results and those of Biasi et al. (2002) lies in the stratigraphically highest ages (layers W135g-W135d). For example, in the case of W135f, our method selected the youngest mode of the multimodal prior distribution (shown as a dotted line), rather than the central mode that was selected by method. These differences result from two differences between our analysis and Biasi et al. (2002) . First, the more up-to-date radiocarbon calibration curve used in our study produces slight differences in our prior layer-age distributions during the time period spanning approximately A.D. Figure 4 . Marginal posterior layer-age PDFs calculated for the Wrightwood site using only stratigraphic ordering constraints. Dotted, dashed, and solid lines represent marginal PDFs derived from prior estimates based only on radiocarbon age control, order-only constraints using the ID method of Biasi et al. (2002) , and our MCMC simulation method, respectively. All marginal PDFs have been normalized to their maximum value to facilitate comparisons between each of the PDFs. Large bold labels W3-W14 show the location of earthquake events within the stratigraphy; stars denote that the earthquake event occurred during the deposition of the stratigraphic interval.
within the younger modes of their prior PDFs. Thus, the more modern radiocarbon calibration curve and the higher time discretization push the upper layer ages towards younger ages than those calculated by Biasi et al. (2002) . The differences in our analysis methods impact the marginal earthquake age posterior PDFs, shown in Figure 5 . As with the layer-age distributions shown in Figure 4 , these marginal distributions were calculated using only stratigraphic ordering constraints. Dashed lines in this figure show the marginal posterior earthquake age PDFs calculated by Biasi et al. (2002) , while our results are shown as solid lines. The oldest event reported by Fumal, Weldon, et al. (2002) at the Wrightwood site (W14) is shown in the lower lefthand panel, while the youngest (W3) is shown in the upper right-hand panel. As with the layer-age PDFs, we have normalized each marginal PDF by its peak value. We do not show the historic earthquakes, which occurred in 1812 and 1857, as PDFs in this panel. The stratigraphic constraints used to estimate these marginal posterior PDFs are reported in Table 3 , and the summary statistics for each PDF are reported in Table 4 .
While there is good general agreement between the marginal posterior earthquake age PDFs computed using our methods and those of Biasi et al. (2002) , there are differences. First, the younger ages for the upper strata predicted by our methods yield a younger age for earthquake event W3 (Fig. 5) . Because this earthquake age is constrained by layerage PDFs that span a narrower range than those computed by Biasi et al. (2002) , the earthquake age PDF is consequently more well defined as well. Second, as with the layer-age PDFs, our earthquake age PDFs tend to be more jagged than Figure 5 . Marginal posterior earthquake age PDFs calculated for the Wrightwood site using only stratigraphic ordering constraints.
Dashed lines show earthquake age PDFs estimated using the ID method when stratigraphic ordering constraints were applied; solid lines show our estimates using simulation. those of Biasi et al. (2002) , which reflects the effects of using a 1-yr discretization of ρ; ε; θ and artifacts associated with incomplete sampling of pρ; ε; θjx ρ ; x ε ; x θ using simulation methods. Third, our marginal earthquake age PDFs tend to be better defined than those of Biasi et al. (2002) . This is a consequence of our requirement that the relative sequence of earthquake events is maintained, which was not implemented by Biasi et al. (2002) . In addition to the differences visible in the marginal distributions shown in Figure 5 , our sampling of the joint distribution pρ; ε; θjx ρ ; x ε ; x θ preserves information about the covariance between all layer ages in the site's stratigraphy and allows us to track how specific layer-age choices are related to the earthquake age PDFs.
Computed Posterior Layer Age and Earthquake Probabilities Using Stratigraphic Ordering Constraints and Minimum Time-Separation Constraints from Peat-Growth Rates
By employing MCMC simulation methods, we used peat-growth rates to further constrain the joint posterior PDF pρ; ε; θjx ρ ; x ε ; x θ using equations (9), (3), (7), and (10). These equations require that a minimum time separation exists between individual layer ages and earthquake ages that is recorded by observed peat growth. Following Biasi and Weldon (1994) and Biasi et al. (2002) , we use a peatgrowth rate of 15 yr=cm and the peat thickness accumulated within each layer to estimate the minimum time that must separate each layer's age (Fig. 3) . The peat-growth rates determined by Biasi and Weldon (1994) and by Biasi et al. (2002) were calculated by computing the mean age of each layer using radiocarbon samples from each peat layer and applying stratigraphic ordering constraints to refine the layer-age PDFs, plotting these mean ages versus total accumulated peat thickness (from top to bottom) and using the layer ages at the extremities of the stratigraphic section to compute the peat accumulation rate (Fig. 3) . It is important to point out that the minimum time-separation constraints that are used to refine layer-age PDFs are actually derived from a subset of the ordered layer-age distributions.
We show the marginal layer-age PDFs, again normalized by their maximum probability value, that are produced by MCMC simulation methods (solid line) and the ID method (dashed line) when both stratigraphic ordering and minimum time-separation constraints are imposed, and without any Bayesian refinement (dotted line), in Figure 6 . Summary statistics for these marginal PDFs are reported in Table 5 . Unlike the case when only stratigraphic ordering constraints are used, there are observable systematic disagreements between the ID and simulation methods. First, marginal posterior layer-age PDFs derived using simulation appear much more narrow but are also systematically older than those derived using the ID method. In some cases (e.g., layer W130), the simulated marginal PDFs lie within the older extremes of the prior layer-age PDF (dotted line), while the marginal layerage PDFs derived using the ID method are generally more closely centered on the prior PDF.
The systematically older layer ages produced by the MCMC simulation also produce consistently older earthquake ages (Fig. 7 and Table 6 ). Those layers and earthquakes that are stratigraphically highest and lowest in the section agree best, while those in the middle are progressively shifted to older ages as each layer's distance from the top of the stratigraphic column increases (Figs. 6 and 7). As with the marginal posterior layer-age PDFs, the marginal earthquake age PDFs tend to be slightly narrower when using simulation rather than the ID method.
In an effort to understand this discrepancy, we performed a simulated version of the ID method in which six layers above and below each layer were isolated, and the Fumal, Weldon, et al. (2002) as the 1857 and 1812 earthquakes at the Wrightwood site and so their PDFs are not computed as part of this study. layer-age PDFs were estimated using simulation of this subset of layers (results not shown). This process provided a direct comparison between the ID and simulation solutions. We found that good agreement between the two methods was achieved when using this simulated moving window approach. Thus, we expect that the exact Bayesian solution to equations (9), (3), (7), and (10) would produce a joint posterior PDF that closely resembles that derived by simulation, and so the discrepancy between the ID and simulated posterior marginal PDFs lies in the moving window process employed by Biasi et al. (2002) . This moving window was applied by Biasi and Weldon (1994) and by Biasi et al. (2002) for two main reasons. First, the explicit computation of the joint posterior density for a site such as Wrightwood would be computationally prohibitive and so some approximation method must be employed to solve Bayes's rule. Second, Biasi and Weldon (1994) reasonably suppose that a given layer's age is most strongly influenced by its sur- Figure 6 . Marginal posterior layer-age PDFs calculated for the Wrightwood site using minimum time-separation constraints inferred from relative peat thicknesses and peat-growth rates. See the caption to Figure 4 for a description of all labels except solid and dashed lines. The dashed lines represent marginal PDFs determined using the ID method when both stratigraphic ordering and minimum time-separation constraints were applied. Solid lines show our simulated estimate of posterior marginal PDFs when minimum time-separation constraints are used.
rounding layers, rather than those that are stratigraphically distant.
The discrepancy between the moving window approach and the simulation results that we uncovered rests in the derivation of the peat-growth rate from layer-age PDFs, which is then used to refine these layer-age PDFs. When considering all layers in a stratigraphic column, if a constant peat-growth rate is assumed, the depth below the surface and this growth rate uniquely define, rather than place a minimum time-separation constraint on, the ages of each of the layers in the excavation. Consider the example shown in Figure 8 . In this figure, we plot both prior and posterior layerage PDFs as a function of their depth (considering only peat layers). As before, all PDFs are normalized by their maximum value to facilitate clear comparisons between the prior (dotted line) and posterior (solid line) layer-age PDFs. Here, we show the effect of using a 15 yr=cm peat-growth rate when noting that a peat depth of 0 cm marks the location of the 1812 earthquake at this site. When considered in the context of the entire stratigraphic column, the layer ages are uniquely defined by their position, because we do not allow any random variation in the peat-growth rate between strata and do not allow systematic variations in the peatgrowth rate over time. This is in contrast to the minimum time-separation constraints that we applied using the relative peat thicknesses between different units in Figures 6 and 7 . The ages that we would expect based on the peat-growth constraints are shown as solid dots in Figure 8 , where they intersect stratigraphic intervals reported by Biasi et al. (2002) . When considered as minimum time-separation constraints using only local, relative peat thicknesses of the surrounding stratigraphy, the refinement process simply acts to center the Figure 7 . Marginal posterior earthquake age PDFs calculated for the Wrightwood site using minimum time-separation constraints inferred from relative peat thicknesses and peat-growth rates. Dashed lines show earthquake age PDFs estimated using the ID method when stratigraphic ordering and minimum time-separation constraints were applied; solid lines show our estimates using simulation. refined distributions about the line shown in Figure 8 when considering layers far from the top of the excavation. As a side note, excursions in the peat-growth rates throughout the stratigraphic column cause the straight line in Figure 8 to be shifted to the right relative to the prior PDFs. Thus, it is necessary to adjust the peat-growth rates at these outlying layers to avoid systematic shifts in the posterior layer-age PDFs relative to the prior PDFs. If one applies the minimum time-separation constraints using the relative thickness of the surrounding strata in the context of the entire excavation stratigraphy, we might expect a systematic aging of layers as the total peat thickness increases. Consider again the example shown in Figure 8 . Using the constraint that an earthquake at a depth of 0 cm occurred in A.D. 1812, relative to this event, the minimum time-separation constraint allows the possibility of ages only to the left of this line, because those to the right would violate the minimum time-separation constraint. As these constraints are applied to progressively deeper layers in the stratigraphic column, a minimum time-separation between each of the overlying and underlying PDFs may also be required. This minimum time-separation must be accommodated by older marginal posterior layer-age PDFs, as younger PDFs would cause the overlying layer-age PDFs to violate the minimum time separation required by the A.D. 1812 event. Thus, the application of such a constraint systematically shifts the layer-age PDFs towards their older extremes, sometimes causing poor correspondence between prior and posterior layer-age PDFs. This effect is ameliorated somewhat by the ID method, in that calculation of the posterior layerage PDFs considers only the surrounding six layers. Thus, those layers that are deep within the stratigraphy are allowed to violate the constraints provided by the A.D. 1812 earthquake and may shift farther to the right in Figure 8 than allowed when considering all constraints. Similarly, when using a moving window approach and minimum timeseparation constraints with peat-growth rates, it is likely that if marginal layer-age PDFs calculated in the center of the stratigraphic column were used to estimate the age of the uppermost layer at a peat depth of zero, this age would permissibly be younger than the A.D. 1812 earthquake. Thus, while such an approach has the attractive property of maintaining some consistency between prior and posterior layerage PDFs, it allows trench-wide constraints to be violated at the expense of local stratigraphic conditions.
Computed Posterior Layer-Age and Earthquake Probabilities Using Stratigraphic Ordering Constraints and Observed Peat Growth
The problem highlighted in Figures 6-8 primarily arises due to the fact that instead of providing minimum timeseparation constraints, when viewed throughout the entire stratigraphic column, peat growth provides information about the exact age of each layer when one assumes the growth rates are constant over a given interval. In this section, we present a new method of using observed peat growth in excavations to refine layer-age, earthquake, and recurrence interval PDFs while requiring that both local stratigraphic and global (trench-wide) relationships be obeyed.
In the example shown in Figure 8 , when an exact age is assigned to a particular stratigraphic interval, such as the 1812 earthquake at a peat depth of 0 cm, a peat-growth rate and a layer's stratigraphic depth uniquely determine its age (solid line and circles in Fig. 8 ). However, in reality the layer ages themselves determine the growth rate. Thus, we must divide the layers into two groups: those layers that are used to define peat-growth rates (and hence cannot be refined using the growth rates) and those layers that will be refined using growth rates estimated from adjacent layers. Consider the case in which two layer-age PDFs at the extremes of the stratigraphic interval are used to estimate peat-growth rates (Fig. 9) . First, we identify those layer ages from which peatgrowth rates will be estimated-these are labeled θ rate to denote that they will be used to determine peat-growth rates and cannot be directly refined using peat-growth constraints. In the particular example shown in Figure 9 , the two layers from which peat-growth rates will be determined (solid marginal PDFs labeled θ rate ) are separated by six dated strata whose layer ages suggest that peat-growth rates have been constant over time (dashed marginal PDFs labeled θ o ; Fig. 9 ). The choice of those layers from which peat-growth rates will be estimated is somewhat arbitrary and will influence the refinement process. However, when viewing a graph of layer ages versus peat depth (Fig. 3) , there are often intervals over which a compelling case can be made that peat-growth rates are relatively constant. We note that because the rates are themselves computed from the layer-age PDFs, these rates are not free parameters but instead depend on specific samples taken from each bounding layer age. Should all layers be designated as θ rate , the results would revert to the case where only stratigraphic order was imposed. In Figure 3 , the stratigraphic layers selected as those used to determine peat- Peat Thickness (cm) Figure 8 . Schematic depiction of the effect of imposing minimum time-separation constraints throughout the entire stratigraphic column.
The layers in this excavation, as a function of peat thickness, are shown as marginal PDFs. Dashed PDFs show estimates of layer ages when only stratigraphic ordering constraints are applied, while solid PDFs show the effect of using minimum time-separation constraints. In the case that peat-growth rates are assumed a priori (15 yr=cm in this example) and the age of a particular stratum is known exactly (depth equal to zero represents the 1812 earthquake), each of the layer's ages are uniquely determined by the peat-growth rate and the overlying peat thickness (black line and large filled circles). If minimum time-separation constraints are applied instead, all portions of each PDF must fall to the left of this line to satisfy the timing of the 1812 earthquake. In addition, as a minimum time separation is applied between each layer, the posterior PDFs are systematically shifted towards their older extremes to avoid violating any of the imposed constraints. This leads to systematic aging of the layer ages as peat thickness increases when minimum time-separation constraints are used.
growth rates are denoted by large circles that are centered on the layers' mean ages, and their assigned layer identities are labeled. Each of the rate-determining layers (θ rate ) lies at a given peat depth, denoted as d rate (Fig. 9) . Using the marginal PDFs and peat depths, we can compute the peat-growth rate (in yr=cm) as
where G i is a matrix of peat-growth rates corresponding to different choices of θ i rate and θ i 1 rate for a single set of layer ages that have been used to estimate these growth rates. Importantly, equation (12) derives the peat-growth rate from the PDFs of specific stratigraphic layers, θ rate , rather than assigning a single best-fit growth rate to the entire stratigraphic column.
Between each of the rate bounding layers lies a set of layer ages for which we assume that peat-growth rates are uniform. Thus, the peat depth of these layers relative to each of the rate-determining layers (θ rate ) will uniquely determine the age of each of these intervening layers, θ o . For each of the intervening layers (θ o ), we can calculate their expected age based on the choices for the rate-determining layers (θ rate ) as 
where s is the number of intervening layers between Θ i rate and Θ i 1 rate . Thus, using the two rate-defining layers, we calculate an expected age for each of the intervening layers, find the probability that each of the intervening layers is the predicted age, and multiply all of these values to find the probability that all layer ages are the expected ages. This is represented by the product term on the right-hand side of equation (14). Finally, we calculate the probability of occurrence of all of these values by multiplying this product by the prior probability values for the specific choices of Θ layer-age distributions. Using these choices for Θ i rate and Θ i 1 rate and the probability calculated using equation (14), we assign these probabilities to the intervening layers to build the posterior layer-age PDFs for the rate-determining layers (θ rate ). When multiple intervals are specified over which peat-growth rates are determined by specified layer ages, we can simply modify equation (14) to consider all of the different peat-growth intervals within the excavation when calculating the probability of occurrence of pθ rate . Finally, we use Bayes's rule to ensure that all rate-determining layers lie in proper stratigraphic order because, if they lie in order, the intervening layers must too be in the proper stratigraphic order:
where C 5 is a constant that normalizes the posterior density to unit area and px θrate jθ rate is defined as (16) where q is the number of rate-determining layers assigned in a given excavation. Once the joint PDF for the ratedetermining layers has been calculated, the posterior PDFs for each of the intervening layers can be computed by using this joint PDF with the peat depths within each interval to calculate the intervening layer ages.
This process provides several advantages over both the previous simulation formulation and the ID method. First, it allows peat-growth rates to be computed directly from the layer ages themselves over specified stratigraphic intervals, rather than assigning a peat-growth rate over the entire stratigraphic column. This provides more flexibility in allowing peat-growth rates to vary throughout the stratigraphic column where radiocarbon data resolve changes in these rates. In addition, the current method allows the variance in the peat-growth rate during each interval to be directly incorporated into the analysis via the rate-determining layer PDFs. Also, the current method is self-consistent in that both local constraints imposed over constant peat-growth intervals and global constraints that require each interval to obey distant stratigraphic constraints are obeyed. Finally, the current method is conceptually appealing in that it requires peat thickness to record the precise age of a stratigraphic layer (as implied in plots such as Fig. 3 ) rather than a minimum time that separates strata. As we show in the following, these features prevent the systematic aging of layer and earthquake ages in the MCMC that the minimum time-separation constraints produce (Figs. 6-8) .
We modified the MCMC Metropolis-Hastings sampler described previously to accommodate this new formulation for peat-bearing excavation sites. First, layer ages were segregated into two groups: those that were used to determine peat-growth rates and those that lay within each interval for which peat-growth rates were assumed constant. The layerage PDFs sampled consisted of only the rate-determining layers (θ rate ). For each of the discrete choices of Θ rate , the probability that these choices explained each interval was calculated using equations (14) to (16). This process was carried out for each peat-growth-rate interval, and the combined probability was computed as the product of each of the intervals' probabilities. This probability was then used to either accept or reject the sample set based on the preceding description of the Metropolis-Hastings sampler. The final set of samples of Θ rate was then used to calculate the values of the intervening layers (Θ o ) according to their peat depth values and intervals. All of these layer-age samples (Θ rate and Θ o ) were then used to draw earthquake age samples and compute recurrence intervals. After 50,000 burn-in samples, 500,000 samples were used to approximate the joint posterior PDF using peat growth and stratigraphic ordering to constrain layer and earthquake ages and recurrence intervals.
We show the posterior marginal layer-age PDFs calculated using the previously described method in Figure 10 and report their summary statistics in Table 7 . As before, these PDFs are normalized to their maximum value and compared with those calculated by Biasi et al. (2002) (dashed line) when minimum time-separation and stratigraphic ordering constraints were used and when no geologic information was used (dotted line). First, all of the newly calculated posterior PDFs lie well within the prior estimates, suggesting that the systematic aging of layers seen in Figure 6 has been rectified by our new method. For certain layers, our results agree well with those of Biasi et al. (2002) (e.g., layers W97, W100a, W105d-W1710d, W120b-W120c, W130L, and W135f) , while other layers show systematic differences. In addition, the layer-age PDFs produced by this study are typically more well defined than those reported by Biasi et al. (2002) . Typically, those layers in which there is generally poor agreement likely correspond to cases in which the covariance between adjacent values of stratigraphically distant layers may affect a given layer age. For example, in our uppermost constant peat-growth-rate interval (W130-W135g), there are eight layers that influence the layer ages. The limited range in ages of all of these layers that can produce a constant peat-growth rate over this interval lead to more welldefined layer ages than those reported by Biasi et al. (2002) .
Finally, we show the marginal posterior PDFs for earthquakes at the Wrightwood site in Figure 11 using the peatgrowth method described previously, and we report summary statistics for these PDFs in Table 8 . As with the posterior layer-age PDFs, earthquake PDFs, especially younger events are sharper than those computed using the ID method. In some cases (e.g., W7) the earthquake ages systematically differ between these two methods. Finally, the PDFs computed using this study appear somewhat jagged due to the incomplete sampling of the joint posterior PDF.
Discussion
Our study shows that MCMC simulation provides an effective and computationally efficient method of estimating the joint posterior PDF of recurrence intervals, earthquakes, and layer ages at paleoseismic sites. We benchmarked our Metropolis-Hastings sampling method against other Bayesian simulation software (i.e., OxCal) for simple cases in which only stratigraphic ordering constraints were used to refine prior layer-age estimates, and we found agreement between the two sampling methods when a large number of samples (500,000) were used. In addition, the MCMC sampling methodology recreates the results of the ID method when a simulated moving window is used with observed peat Figure 10 . Marginal posterior layer-age PDFs calculated for the Wrightwood site using the peat-growth method described in the text. See the caption to Figure 4 for a description of all labels except solid and dashed lines. The dashed lines represent marginal PDFs determined using the ID method when both stratigraphic ordering and minimum time-separation constraints were applied. Solid lines show our simulated estimate of posterior marginal PDFs using the peat-growth method presented in the text.
growth to refine layer-age, earthquake age, and recurrence PDFs based on the supposition that this peat growth limits the amount of time separating layer ages. However, we observed important differences between these two methods when we imposed consistency between those constraints that relate stratigraphically proximal layer ages to one another and to those that must be adhered to throughout the stratigraphic column. We found that the source of this problem was rooted in the representation of the peat growth and imposition of peat-growth rates required by the minimum timeseparation approach. Instead of calculating peat-growth rates from dated strata and then using these rates to refine the ages of these same strata, we instead developed a methodology that allows peat-growth rates to be determined from a limited subset of layer ages and uses intervening layer-age PDFs to refine these estimates. In so doing, our new method provides an internally consistent methodology that satisfies both proximal and global stratigraphic constraints and preserves the conceptualization that peat depths record the absolute age of intervening strata, rather than a minimum time separating each. When comparing the results of this new method to those derived using the ID method when minimum time-separation constraints were applied, we found that both methods produce posterior layer-age distributions that are centered within their prior estimates. However, there are noteworthy differences between the layer age and earthquake marginal posterior densities derived from the two methods that relate to the conceptualization of the peat-growth process, the discretization of the time domain (5 yr for ID and 1 yr for MCMC simulation), and the consideration of covariance between Figure 11 . Marginal posterior earthquake age PDFs calculated for the Wrightwood site using the peat-growth method described in the text. Dashed lines show earthquake age PDFs estimated using the ID method when stratigraphic ordering and minimum time-separation constraints were applied; solid lines show our simulated estimates using the method described in the text. layer and earthquake ages throughout the entire stratigraphic column that is guaranteed by simulation but not by the ID method. For example, in some cases, the posterior PDF computed using ID versus MCMC simulation methods selects different modes of a multimodal prior distribution. The differences in these selections depends somewhat on the temporal proximity of stratigraphically distant layers in the stratigraphic column that may not be evaluated using the ID moving window. In addition, the requirement that both stratigraphically proximal and distant constraints be obeyed can in some cases affect layer ages determined only by stratigraphic order constraints. As an example, we found that the posterior PDFs of the upper layers in the Wrightwood stratigraphy were strongly affected by this requirement, and this led to different estimates of earthquake timing than those derived using the ID method.
In general, our new method produces somewhat sharper PDFs than those computed using the ID method. This arises due to the fact that, especially for long stratigraphic intervals over which peat-growth rates are assumed constant, only a limited set of ages predicted for intervening units fall within the high-probability portions of their prior PDFs. However, we acknowledge that this refinement relates directly to the supposition that peat-growth rates have remained constant over assigned intervals. If peat-growth rates were allowed to vary according to another more complicated model, the number of combinations of model parameters that could intersect high-probability portions of the intervening layers' prior PDFs would increase. Thus, the refinement observed by our peat-growth method reflects our severe assumption that peat-growth rates are constant over the specified intervals. In contrast, the ID method tends to produce larger uncertainties in the posterior layer and earthquake age PDFs, because the moving analysis window allows broadening of the posterior PDFs as stratigraphically distant constraints are violated and does not require ordering of events in the trench stratigraphy. While we do not claim that our peatgrowth method produces results that are intrinsically more accurate than those reported by Biasi et al. (2002) , the peat-growth method described in this work produces results that are fully consistent with all stratigraphic constraints. On the other hand, the ID method heavily weights local layer ages at the expense of global constraints, and this approach can at once act as an advantage and disadvantage. In particular, the local weighting of the ID method does not allow intrinsic measurement biases in layer ages recorded from stratigraphically distant layers to be propagated throughout the stratigraphic column. This may make the ID method less susceptible to these types of data quality issues. On the other hand, the use of trench-wide constraints in our method may actually help to correct such bad data, as the entire stratigraphic column is considered when calculating a layer's age. Thus, local bad data may be weighted far less relative to the ID method. While the ID method prevents bad ages from being expressed in distant portions of the stratigraphy, local stratigraphic ages may be significantly impacted by this method, whereas consideration of the entire stratigraphy as a whole may down-weight these infrequent problematic data.
We realize that the joint posterior PDF may depend strongly on the choice of the stratigraphic model. While apparently reasonable, the supposition that peat-growth rates have remained constant over a given stratigraphic interval is at the heart of refinement resulting from peat growth using either the ID or the methods described in this article. In general, the condition of stratigraphic ordering is more defensible than this supposition, and so studies that use these posterior PDFs to estimate earthquake hazards may wish to consider exploring the sensitivity of their results to different stratigraphic models.
In our formulation, we assumed an equal probability of earthquake occurrence between the two layers that define its age. Given further prior information about earthquake timing, it is straightforward to adjust the earthquakes' prior PDFs to reflect this information. We chose to use only uninformative prior distributions because prior studies did not include prior probability models, and we did not wish to inadvertently build a particular recurrence model into our results by asserting an earthquake-timing model into our analysis. In cases in which independent evidence exists that may link earthquake timing (or recurrence) to factors such as the offset observed during an event, a priori constraints may be used to further refine estimates of the timing of earthquakes.
Finally, there may be other types of geologic, geomorphic, seismic, and geodetic data that may be used in conjunction with paleoseismological data to aid in estimations of the timing, magnitude, and recurrence of paleoearthquakes. For example, recent work by Biasi et al. (2003) suggested that offset data might be used in concert with paleoseismic excavation data to constrain the timing of ancient earthquakes. In addition, geomorphic evidence of long-term uplift distributions adjacent to strike-slip faults (Bilham and King, 1989) may aid in determining the appropriate long-term rup- ture behavior of an area, and the Bayesian framework provides a statistically rigorous means of formally incorporating this information into the estimation of paleorupture behavior. In addition, earthquake-cycle effects due to the viscous relaxation of the midcrust after an earthquake may allow geodetic data to be used in concert with paleoseismic data to refine estimates of crustal rheology and earthquake timing and recurrence (Hilley, et al., 2005) . Therefore, paleoseismic studies that integrate geologic, geomorphic, and geodetic data in a Bayesian framework may provide better estimates of the timing of ancient earthquakes than those that use any of these pieces of information in isolation.
Conclusions
In this contribution, we present a method of simultaneously determining the joint probability density of layer ages, earthquake ages, and recurrence intervals by using Bayes's rule to assimilate stratigraphic observations from paleoseismic excavations into estimates of these values. This formulation allows radiocarbon data to be used in concert with stratigraphic observations that constrain the relative sequence of strata and earthquakes in an excavation to better estimate the ages of these strata and earthquakes. This method is based on previous work that used paleoseismic data to estimate the marginal distributions of layer ages, earthquake ages, and recurrence intervals (Biasi and Weldon, 1994; Biasi et al., 2002) . Our simultaneous estimation of the posterior joint PDF, which includes layer ages, earthquake ages, and recurrence intervals, generalizes this approach and allows assessment of the covariance between each.
The exhaustive evaluation of the joint posterior probability of layer ages, earthquake ages, and recurrence intervals using Bayes's rule requires computational resources far beyond those presently available for all but the simplest stratigraphy. In this study, we use simulation, rather than explicit evaluation, to estimate this joint posterior density. We employ the Metropolis-Hastings MCMC sampling method to estimate the joint posterior density, and we use the Wrightwood paleoseismic excavation as a test bed for benchmarking our method's performance against previously employed approximations to Bayes's rule. We find satisfactory agreement between our results and those of previous studies when only stratigraphic ordering constraints are used. However, our simulations showed disagreement with previous results when minimum time-separation constraints, represented by peat growth in observed strata, are employed. An analysis of our results showed that the disagreement stemmed from the conceptualization of the constraints that peat growth places on the ages in trenches. Based on these results, we developed a new method in which a subset of the peat-bearing layer-age PDFs are used to estimate the peat-growth rates, and then these growth rates are applied to the intervening layers to evaluate the probability that these rates produce the ages observed. These estimates are then used to refine all peatbearing layer ages in the trench, maintaining internal consistency with all stratigraphic constraints and remaining faithful to the observation that peat growth (assuming a constant growth rate) records the age of each layer, rather than a minimum time separating layers.
We benchmarked this method against previous studies and found general correspondence with these previous results. However, there are several differences that impact earthquake timing and recurrence estimates, including more refined marginal posterior layer-age and earthquake PDFs, and systematic shifts in the ages of some portions of the stratigraphy. This indicates that different idealizations of the significance of peat growth in strata and the solution methods employed to approximate the joint posterior density may influence estimates of the timing and recurrence of ancient earthquakes. Our results show that MCMC simulation is an effective and efficient way of approximating the joint posterior PDF, allowing (for the first time) simultaneous estimation of layer ages, earthquake ages, and recurrence intervals, and our new peat growth method provides a means of incorporating these types of observations into age refinement in a robust and internally consistent manner.
