We report for the fmt time on the perfomance of the SLD central drift chamber (CDC) at SLC, which has been recording data since 1992. The low mass of the chamber and the use of a slow, cool gas help to maximize the drift distance resolution. We describe some of the calibrations and corrections applied to the data, and report on the resolutions achieved thus far.
I. INTRODUCTION
We report for the first time on the performance of the central drift chamber (CDC) of the SLAC Large Detector (SLD) , which is currently taking data at the Stanford Linear Collider (SLC). The CDC tracks charged particles over 80% of the solid angle of SLD, and operates in a uniform magnetic field of 0.6 T.
The beam spot at the SLC is small (2.4 jun x 0.8 jun x 750 pn) and its position is tracked to within 10 jun. SLD has a CCD-based vertex detector (VXD), composed of 2 effective layers of CCD's with 22 jun x 22 jun pixels (yielding local cluster resolutions of 7 x 9 p). To use the vertexing capability of this system tracks must be efficiently found in the CDC and linked to pixel clusters in the VXD. Efficient track finding requires good intrinsic resolution and two hit separation, excellent understanding of the chamber alignment, and the ability to know and monitor changes in constants which affect the time-to-distance relationship. The detector has recorded over 90, OOO ZO decays since data-taking began in 1992. This sample of data has allowed us to perfm the required calibrations necessary to begin to realize the potential of the chamber.
II. CONSTRUCTION PARAMETERS
The CDC is a cylindrical annulus with a length of 2 m, an inner radius of 20 cm and an outer radius of 1 m. It was constructed by stringing wires through a pre-assembled rigid low-mass shell consisting of dished aluminum end plates, 5 mm thick, and inner and outer cylinders made of a laminate of aluminum sheet and Hexcel fiberboard. As shown in figure 1, the chamber contains 80 layers of sense wires an-anged in 10 superlayers of 8 wires each. Six superlayers have a 40-mrad stereo angle with respect to the beam axis. Each layer is made of independent cells roughly 6 cm wide by 5 cm high. Figure  2 shows a detail of one such cell The field-shaping wires as well as those providing the high field for charge amplification are made of 150-pm goldcoated aluminum wire, while the sense wires are 25-pm gold-coated tungsten. Doubleended readout permits a charge division measurement of the z coordinate to aid in track finding. The gas mix of 75% Q, 21% Argon, 4% Isobutane, and 0.2% water is charaaerized by a low diffusion coeffiient and unsaturated drift velocity of 7.9 @ns at the mean drift field of 0.9 kV/cm. To "ize tracking efficiency we use hits from all areas of the cell, including those regions near the field shaping wires where the electric field is changing rapidly. An electrostatic model and a first guess at the relationship of drift velocity to electric field are employed to obtain a model of the time-to-distance relationship for each layer. The data are then used to iteratively correct this fmt estimate to account for cell edge effects, electrostatic screening, etc. Figure 3 shows the input and final iteration of the drift velocity as a function of the drift distance in one of the 80 wire layers. important parameter which affects the velocity is the concentration of water vapor in the gas. Reconstructed tracks are used to measure changes in vd. Essentially, track x 2 is minimized as a function of vd to establish a value for each run. The overall change in the drift velocity can be as much as 2%; figure 4 shows the fractional correction to the nominal drift velocity vs. time during a two-month running period. These points can be fit to a function of the pressure, temperature and water vapor concentration. Figure 5 shows the measured correction plotted against that calculated from the fitted function. The width of the residual distribution between the measured and calculated correction is less than 0.1%, which indicates that we understand the correction to at least that level.
N. CDC Per$ormance
The intrinsic drift distance resolution of the chambex (i.e. local to a given drift cell) is determined primarily by the choice of gas and the drift cell design. In the linear field region the resolution follows the curve expected from diffusion (68 pn at 1 cm and varying as .l a>. The mean resolution for those hits with drift distances between 0.5 cm and 2.5 cm and lying on near-radial vack segments is 82 pn.
The global resolution, momentum resolution, and the efficiency for linking cM3 extrapolated hacks to the VXD all depend on a knowledge of various systematic effects: the time-to-distance relationship (its variation layer-to-layer as well as with electric field), drift velocity variations, wire cm and lying on near-radial tracks is measured to be 92 p.
The difference between the global and local resolution reflects an uncertainty of 30 to 40 pm in alignment and other calibrations, assuming that these effects add in quadrature. The detailed plot of local and global resolutions is shown in figure 6 . Note the degradation of the resolution in the regions near the sense and fEld wires.
The CDC readout elecaonicsl were designed to operate in the 120-Hz pulsed beam of the SLC. At each beam crossing, the charge deposited on eacb sense wire is clocked at 119 MHz onto a hybridized 5 12-chanael switched capacitor a m y called an analog memory unit2 (HAMU). For triggered events the charge from each of 64 wire ends is digitized by two 12 bit fast ADCs and the data transported over optical fibers into a FASTBUS waveform sampling module3 (WSM). The WSM incorporates a digital correction unit! (DCV) which applies a fm-range piece-wise linear calibration to each HAMU channel and a Motorola 68020 processor which subjects the data to a waveform algorithm which extracts, for each wire end, the time, charge, pulse height, and pulse width. The algorithm assigns a second hit when it senses a sufficiently large deviation on the falling edge of the pulse. Fig. 7 shows the resulting two-pulse resolution. An efficiency of 50% is achieved by a separation of 1 mm, which corresponds to about 15 HAMU channels.
Understanding the pulse height distributions (i.e. amplifier gains and offsets) results in charge division measurements of the z coordinate accurate to 2% of wire length. Although the CDC is not designed for optimal energy-loss measurement, we obtain a dE/dx resolution of 6.5% for electrons in wideangleBhabha events, after correcting for geometric effects, diffusion, transport loss, and gain variations. The momentum resolution function is quoted in the abstract. It is measured at high momentum using the monoenergetic tracks in di-lepton events, and at low momenta by comparing the two tracks derived from cosmic rays passing near the CDC geometric center. Fig. 8 shows a plot of the kaon mass spectrum; its width is consistent with the angular and momentum resolution of the CDC.
The systematics of the charged-track multiplicity are more important than momentum resolution to the systematic errors of our vertex physics-based results. When strict quality cuts are applied, the efficiency fur linking CDC tracks to the VXD is 96%. Fig. 9 shows the good agreement of data and MC in the track linking efficiency between the CDC and V X D as a function of momentum.
The average charged-track multiplicity in the CDC seen in hadronic decays of the 2 ? is 22.5 tracks. The overall trackreconstruction efficiency is measured in the Monte-Carlo simulation (MC) to be 96%. In Figure 10 , we show the distribution of multiplicity for data and for simulated events. A discrepancy of about 0.5 tracks per event can be seen. This leads to uncertainties which currently dominate the systematic resolution in r-+ and z. Note that without the CDC, the relatively small separation of the VXD layers would limit the resolution to 48 pm in both views even if it were somehow possible to actually do tracking in the 2 layers of the VXD. The impact parameter of a track is its DOCA to the interaction point (IP) signed by the hemisphere of the jet to which it belongs. Its quality is determined by how well one can measure the IP position and extrapolate the tracks. Understanding of CDC systematics is now at a level wbere we can compare the measured and simulated impact parameter distributions for hadronic Z events and get excellent agreement without the need for additional ad hoc smearing in the MC, as can be seen in figure 11.. This allows for the extraction of physics results with minimal systematic errors from tracking effects.
