A utility environment is dynamic in nature. It has to deal with a large number of resources of varied types, as well as multiple combinations of those resources. By embedding operator and user level policies in resource models, specifications of composite resources may be automatically generated to meet these multiple and varied requirements. This paper describes a model for automated policybased construction of complex environments. We pose the policy problem as a goal satisfaction problem that can be addressed using a constraint satisfaction formulation. We show how a variety of construction policies can he accommodated by the resource models during resource composition. We are implementing this model in a prototype that uses CIM as the underlying resource model and exploring issues that arise as a result of that implementation.
Introduction
Currently, there is a trend towards managing data center infrastructure and services within a utility model that provides resources on demand. HF"s Utility Data Center product [I] Microsoft 's DSI initiative [4] , and work at Global Grid Forum [5] are examples of this trend. The intent in these initiatives is to create systems that provide automated provisioning, configuration, and lifecycle management of a wide variety of infrastructure resources. However much remains to he done in order to achieve the desired level of automation.
A utility infrastructure is dynamic in nature. The utility maintains an inventory of resources, and dynamically allocates resources to users. As needs change, the utility also adds or removes resources from its inventory. Typical resource management systems [6] limit thc types of resources that can be requested by users to machines, ' Work done while author war a1 HP Laboratories.
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Cor(fipeurim I l m o g~u w s clusters of machines, or space for storiug data. However. as users mow toiwds il utility computing environment, they will require much more flexibility in both thc types of resources they want, as well as how those resources arc configwed. For example, a user may ask for a !idly configured e-commerce environment fiou the resonrce provider. Hence. it is important to understand how requests for such complex environments can be met by constructing them "on-the-fly" from coniponents such as software, firewalls, servers, load balancers, and storage devices. Automatically composing such "made-to-order" environments (e.g., a three-tier ecouunerce application) from base resources (e.g.. servers, storage, firewalls, subnets, sofinwe etc.) is a complex task, both because of the complexity inherent in resource compositions. but also because operators and users have requirements that need to be taken into consideration when doing the composition.
In t h s paper we describe a model for constructing such environments based on policies. In the model, the complex environments themselves are treated as higherlcvel resources that are composed from other resources. Policy constraints are used to guide and restrict the construction choices used to build these higher-level resourccs. These constraints can be embedded in the various resource typesl spccifiecl by the operators of the resource pool, or by users as part of the requests for resources. We describe how such policies can by used by a utility to automatically compose resources that meet all policy constraints specified at all levels. This papcr is organized as follows. Section 2 describes the model for policybased resource construction. Section 3 provides a number of examples to show how this model call he used to compose policies for a variety of resources and to undertake component selection. In section 4, we describe implementation issues we have considered in prototyping this model. This is followed by a summary of related work in Section 5 and conclusions in Section 6 .
2
When resources are combined to form other higher-level resources, a variety of rules need to be followed. For example, when operating systems arc loaded on a host, it is necessary to validate that the processor architecture assumed in the operating system is indeed the architecture on the host. Similarly, when an application tier is composed from a group of servers, it may be necessary to ensure that all network interfaces are configured to he on the same subnet, or that the same version of the application is loaded on all machines in the tier. To ensure correct behavior of a reasonably complex application, several thousand such rules may be necessary if the construction of such applications is to be automated. This is further complicated by the fact that a large fraction of these rules are not inherent to the resources, but depend on preferences (policies) provided by the system operator or indeed, by the customer as part of the request itself. In this section, we propose a model for combining resources that allows specification of such rules in a dstributed manner. By capturing the construction rules as pan of the spccification of resource types, and by formalizing how these rules are combined when resources arc composed from other resources, we providc a very flexible model for policy-based resource construction. Figure 1 shows the basic conceptual sttucture of the model. Each resource is defined in thc model by a resource type definition. We assume that resources are described by attributes that are part of the resource type. These attributes reflect configuration or other parameters that are meaningful for resource constuction. We also assume that resources can he composed from aggregates of other resources, and that new resource types can be constructed by combining other resource types.
Policy-Based Model for Resource Construction
Instances of construction policy are associated with each resource type. Construction policy instances contain constraints that are defmed using the attributes present in the resource type definitions. When a resource is instantiated, the resource management system ensures that all constraints specified for that resource are satisfied. Because resource types can he derived from other resource types, this implies that all constraints for all composing resources are also satisfied. Because the rcsource manager creates the union of all (relevant) constraints when instantiating resources, it can also accommodate a variety of operator and user level policies during instantiation. We discuss this further in Section 3.
Construction policy is modeled as shown in Figure 2 . Every instance of a construction policy is associated with an instance of one or more resource types. Construction policy is modeled as an aggregate of one or more constraints that are defined using one or more attributes in policy. Policy attributes usually refer to attributes of the associated resource type, but may also be internal to the policy dcfinition for conveniencc.
A policy applies to all the associated resource types. When the resource type i s instantiated. the instantiated resource is defined to he in compliance with the construction policy if all policy constraints that refer to the attributes of the corresponding resource type arc satisfied by the resource instance. Conversely, an instantiated rcsourcc is defined to be in violation of construction policy if anv constraint that refers to an atttribute of the corresponding resource type is violated by the resource instance. Note that it is possible for an instantiated resource to be in compliance, while the construction policy is in violation if the violation occurs as a rcsult of a constraint that does not depend on any atmhute of the resource. Additionally. if the constraint causing thc violation refers to attributes in multiple resources. it may not be possible to uniquely determine which resourcc is i.iu.;in< ilw policy violation. Unlike traditional [7] models ofpolicy. no actions arc d c i i n d in i l w construction policy model. We will discuss this h t h e r below. Operators: A number of operators can he used to combine attributes in defining constraints. These operators fall in the following categories:
Arithmetic opevatom (+I -, *: 1): These operators can be used for constructing arithmetic expressions on literals of the allowed data types. The instanceof Operator: The <: operator is used to denote "an instance of'
relationship. This allows constraints to be created that enforce data types on components or their attributes Set Operator: The \in operator may be used to constrain values of an attribute to be always in a set.
Structural Constructs: Other structural constructs (e.g., let in, if then else etc.) are used mostly for syntactic convenience. These familiar programming constructs simplify the task of the constraint writer when complex constraints have to he expressed in policy.
Operationally, this model allows constraints to be specified in a distributed and hierarchical manner. The instantiation process is shown in Figure 3 . The resource manager contains a type database containing the resource type definitions (and the associated construction policies). A user submits a request to the resource manager for some rmources. The request may contain additional policy constraints desired by the user (using constructs similar to the ones in the resource type database). The resource manager extracts the corresponding types from the database, and sends the resource request and the types to the policy manager. The policy manager treats the'constraints and types requested by the user as a goal to be achieved. It treats the problem as a constraint satisfaction problem, and uses a constraint satisfaction engine [SI to assign values to all attributes in the resource type definitions, such that all of the policy constraints are satisfied. The output of the constraint satisfaction engine is a request specification (a grounded request) where all attributes have been filled out. This grounded request is then handed to the deployment manager [IS] for actual instantiation.
Note that because the policy manager assigns values to all the attributes such that all the constraints are satisfied, explicit condition-action pairs are not needed in construction policy. Thus, the model allows complex configurations to be built without requiring the user or the operator to prsspecify which combinations are valid andor having to explicitly specify how such combinations can be achieved.
3
In this Section, we use a number of examples to highlight how this model of construction policy can be used io practice.
Examples of Applying Construction Policies
Resource Composition
When composing higher-level resources from other resources (e.g.. an e-commerce site from servers), a variety of resources need to be put together. However not all possible combinations are valid. Policies can be attached to component types to ensure that the resulting construction is valid. To illustrate this principle, let us assume that we are trymg to create servers. A server is simply defined as a computer sytem with an operating system on it. In order to create servers we need to select a computer and install an operating system image on it. A Server resource entity is thus constructed out of an underlying Computer resource and an OperatingSystem resource. However. not all computer W e s may be available in the resource pool, and not all operating system images would work on a given computer. Thus we need to define constraints that identify which computer and operating system image combinations are valid for constructing a Server. Note that this constraint is specified by the systciu operator (pcrhaps bccause only these instances are available in the resource pool). Similarly. thc construction policy associated with the OperatingSystem resource type states that thc attribute osType can only take values in the sct (Linux, HP-UX, Solaris, and Windows]. Again, the set is defined by the operator based on available operating systems within the utility. When the Server resource type is created, the type definition includes policy constraints that specify which osType can exist with which processor In order to create a valid instance of Scrver. Suppose a request specifies that it needs a resource of type Server with the additional constraint that Server.Computer.pr0cessor = PA-RlSC. From the constraints specified as pan of the Server, the policy system determines that the only valid value for 0peratiugSystem.osType = HP-UX, and automatically fills that value.
This example shows a number of aspects of constraint-based construction policies:
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By associating policy constraints with the individual component types, construction using those types can he controlled. By changing the allowed policy constraints, valid (or available) configurations can be maintained by the opcrators, and easily changed as needs change without extensive code or system-level modifications about how the new types are handled. Policy constraints for a resource type depend only on the attributes of that type, or the attributes of the underlying resource types. This simplifies hierarchical specification of types, because such dependencies can usually be localized in the type hierarchy. The desiser of a new type only has to deal with the preceding types it is using and the corresponding constraints on them. The policy system automatically accounts for other dependencies that are created through transitional relationships. The policy system checks all constraints for validity when handling resource requests. Because it can locate constraints that are being violated, the request specification can be checked for "correctness" with respect to those constraints. Thc system can also fill in attribute values based on correctness of constraints. This means that the requestor has the iieedom to only specify the attributes that are meaningful, and let the system fill in the gaps. Note that this is an important capability, because allows the requestor to provide minimally-specific requests, and does not require that the requestor know all of the parameters or constraints used for the construction a-priori. The requestor can add additional constraints for the policy system as part of the request. Because the policy system forms the union of all constraints when constructing the system, request-specific policy can be easily incorporated during construction.
Component Selection
In a resource utility, multiple components that offer the same base capability are often available in the resource pool. Examples may be different types of servers. firewalls, or network switches. However, these components frequently differ in the features (e.g., security, availability, throughput) offered by them. Such features can bc captured by the attributes of the components, and depending upon the capabilities desired by the requestor, the appropriate components can be selected to meet the users' rcquests. In this section, we provide two other examples to highlight how policics can be uscd to provide construction choices for components.
Capability-based component selection Suppose multiple types of switches are available in the resource pool. The switches offer different levels of security capabilities. For example, some switches may have Kerheros authentication or secure shell Capabilities implemented, while others may not. Rather than forcing the user to understand all the details of the switches, the utility could allow the user to simply specify that she wants a switch fabric that supports secure shell access, and automatically select the appropriate components to meet that request. This is shown in the example below, where three different kinds of Cisco Catalyst switches are available, and the security capabilities needed are specified in the request. If multiple switches satisfy the user's request, the policy system is free to choose (an arbitrary) switch from the list of switches that satisfy the request. Other policies (such as cost of the solution) can be added in the policies to further restrici how the selection takes place.
Class-of-service based component selection
In resource utility systems it is important to allocate resources to users based on certain criteria. These criteria may relate to the class of the user or the corresponding QoS implications. Oilen simple classes of users are defined (e.g. platinum, gold, silver etc) and users are provided with QoS guarantees based on that classification. In the next example, we demonstrate how different types of servers could be assigned to satisfy a request based on the user classification. In the example, the user class is contained in a context, which is modeled as a policy element that also contains the rcquest. This enables the policy manager to account for the user classification during component selection. > Similar examples can he constructed for other Capabilities such as availability, response time, throughput, processor speed based selection of components. These metrics have to be considered when constructing complex resources for different classes of users. Additionally, other mettics that have to he managed at rurrtime may be specified using a similar constraint language.
Implementation Issues
We are implementing a prototype resource manager (called Quartemaster) to validate the automatic construction concepts mentioned in this paper. The Quartermaster resource model extends the Common Information Model (CIM) [9] , which is an object-oriented information model standard for IT systems from Distributed Management Task Force (DMTF) [IO] . Because CIM defines information models for a large number of IT resources (including models for devices, nctworks, databases, and users). all conforming to a singlc meta-model, it allows us to rapidly incorporate a large number of resources in our prototype without having to construct resource modcls from scratch. All resource type definitions map to classes in CIM (typically those under CIM-System class). Many types needed already exist as CIM classes, but others (e.g., application server, web saver, tiers, e-commerce sites etc.) that are essential for the utility environments have been added by us in our prototype as cxtensions to the existing CIM classes.
Because construction policy is associated with the resource type definitions, it is necessary to associate the policy specification for resource construction with the type definition of the resource. In order to validate our approach, we have to define policy constraints for the existing CIM resource m e s in addition to the types we add to CIM. However, the CIM meta-model does not provide for associating policy instances with the type definitions. In our work, we are exploring how construction policy constraints can be specified within the framework provided by CIM.
One possible approach is to represent constraints as properties within 'CIM classes, but "tag" these special properties as constraints. CIM allows qualifiers for adding such special fags to properties, and a new qualifier called "constraint' can be addcd on a property to indicate that its value is a constraint as opposed to a typical propcrty. The advantage of this approach is that it does not require a change in the CIM mete-model. All existing CIM and MOF tools (such as parsers, repositories, and browsers) will continue to work with this extension without any modification. Howcver. they will not be able to interpret the meaning of a constraint nor would they be able to parse or check their syntactic correcmess. For example, the MOF parser? which parses a MOF file and stores the defined classes into a CIM repository, would treat these constraints as strings and will not check for the correctnes of the constraint expression.
Another approach would be to extend the CIM meta-model to incorporate constraints. A possibility is to use the Object Constraint Language (OCL), which is part of the UML standards [ 1 I], and is under consideration by DMTF for inclusion in CIM. However, any changes to the CIM meta-model require changes in existing CIM tools. In ow work, we have used the former approach for modeling purposes, and added addtiondl twls for checking constraint syntax.
We have implemented a CIMOM based resource inventory based on the SNIA CIMOM implementation [ 121. In our inventory, we have extended the CIM resource model for defining new resource types that are required in a resource utility, have ndded constraints to,the existing and new resource types and have populated the CIMOM with these resource type definitions.
We have also implemented the policy manager. When the request amves at the policy manager implementation, it is parsed and checked against the resource model typcs available from the type database. A summarizer captures all relevant resource types that may be necessary to fulfill the request, collects all policy constraints from thc dfferent types_ as well as J?om the request, and converts them into an intermediate representation. For convenience we used a representation based on the SmartFrog languagc [ 181 that is used by our deployment manager and preprocessed by our solver 1211. However, we believe that it should be possible to use other representations such as OCL [ I l l or Alloy [22] , [23] depending on the underlying solver. This representation is handed to a formula generator which uses the constraints to compose logical formulae that represent those constraints. The solver
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Cou/igrrorion Alorzugrmerir reasons on the formulae and does a feasibility analysis. If the solver determines that a solution is feasiblc it uses a concretizer to create a system specification that satisfies all the constraints.
The initial results of the implementation are encouraging. We have tried the policy manager on models comprised of hundreds of attributes and found the performance to he satisfactory with solution times in the order of seconds.
Related Work
Introducing constraints in UML specification of systems for configuration purposes is discussed in [13] . They define a set of construction rules at one place termed a domain. In that sense the approach is similar to expen systems. In our,approach, we embed constraints hierarchically thus distributing constraints on to various resource t?.pssl and taking into account these constraints as the construction happens as opposed to creating a large number of constraints (rules) a priori. Our approach enables flexibility and extensibility in specification of constraint and in automatic construction depending on the user requirements. We have also applied the concept to CIM_ which is the de-facto standard for management of infrastructure.
The ClassAds MatchMaking work [I41 assumes that the match-maker matches the requestor entity's request against the provider entity's ClassAds (which are spccifications in a semi-structured language). The assumption is that all the ICSOUIC~S (like machines) exist a-priori and have been advenised. In a resource-utility environment however, some of the resource instances may not even exist apriori (as is the case with transientivirtual resources) or may he logically constructed resources that have to he instantiated on-demand (e.g. appserveritierifarmie-commerce site). This causes a problem for approaches that undertake match-making only on instances. We enable construction on-the-fly by embedding constraints hierarchically in rhe Iysoiirce ?pes as described in this paper. This requires that the resource types be advertised by the resource manager, not just the instances. A lot of work has been done in the c o b u n i t y in terms of specifying, and assofiating events, conditions and actions for policies, namely IETF [15], CIM [9] , PARLAY [16] , PONDER [7] etc. Constraint satisfaction approacbs have been used in goal-oriented systems [20] and in other application domains [19] . These bodies of work. to the best of our knowledge, have not looked at incorporating first-order logic and linear arithmetic based constraints in resource types for automatic construction of resources, and have not used a constraint satisfaction approfch for arriving at a constructed resource specification.
Conclusion
Utility environment arc fairly dynamic environments and deal with a large numhcr of complex heterogeneous resources. These environments have to configure complex resources from othcr resource components while keeping in mind the user requirements specified as goals, resource requirementsiconstraints and operator policies. In this paper, we have discussed how automatic construction of such complex resources may be enabled by embedding ConsRaints in the resource models themselves and using a conmaint satisfaction approach to solve the relevant constraints coming from multiple sources. We are using a CIM-based representation to specify resource-level construction policies. Once these policies have been specified, resource construction can be framed as a goal-satisfaction problem using the resource models for undertaking resource composition and component selection.
In future, we plan to extend the work to also automatically specify configuration actions and automatically create workflows for deployment of resources.
