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Abstract   In this work we developed methods to 
automatically extract significant points of objects like 
hand palms and faces represented in images that can be 
used to build Point Distribution Models automatically. 
These models are further used to segment the modelled 
objects in new images, through the use of Active Shape 
Models or Active Appearance Models. These models 
showed to be efficient in the segmentation of objects, but 
had as drawback the fact that the labelling of the 
landmark points was usually manually made and 
consequently time consuming. Thus, in this paper we 
describe some methods capable to extract significant 
points of objects like hand palms and compare the 
segmentation results in new images. 
Keyword:  Feature Points; Image Analysis; Point 
Distribution Models; Segmentation and Object 
Recognition. 
1. Introduction 
Thanks to their powerful vision system, human beings can 
describe and understand images in an easy way. The value 
vision system has been recognized by many researchers, 
leading them to attempt to reproduce the human vision 
system computationally. Thus, automatic systems of 
Computational Vision are continually being developed to 
perform some of its functions. 
Segmentation and analysis of objects represented in 
images are areas of great interest in Computational 
Vision; many approaches capable of characterizing 
objects and later recognizing them are included in these 
areas. Point Distribution Models (PDMs), which we 
consider in this work, are a particular case of deformable 
models used to extract the most representative 
characteristics of the objects represented in images. 
Other segmentation techniques are based on level set 
methods [Wang, Lim et al., (2007)] and physical 
principles [Gonçalves, Tavares et al., (2008)]. In [Zhang, 
Cheng et al., (2008)] and [Tavares, Carvalho et al., 
(2008)] some application examples of these techniques 
are shown. 
The use of deformable models in image analysis and 
image interpretation was first introduced in [Kass, Witkin 
et al., (1987)], where the authors present the concept of 
Snake. Snake is an active contour model which adjusts 
itself to the object involved through a combination of 
internal and external forces: the internal forces translate 
the flexibility and stretch and the external forces pull the 
contour toward to relevant areas of the image. In this 
method, the adjustments of the active contour stop when a 
minimal energy state is reached, typically when it finds 
the structure’s borders. 
In order to improve active contour models, researchers 
have suggested some developments, such as the addition 
of an inner force (“balloon force”) which can be used to 
inflate the snake like a balloon so that the front move 
towards mesh features. So far, improvements were made, 
mostly, in order to allow the use of active contours in 
more complex images and also to use it automatically. 
Other types of deformable models are the deformable 
templates which use templates described by parametric 
functions. For instance, in [Yuille, Cohen et al., (1992)] 
the authors build a model to detect eyes in images, where 
the eye is represented by a circle describing iris, two 
parabolic curves describing eyelids and also the intensity 
in turn of these regions. One of the disadvantages of this 
method is the fact that the construction of deformable 
templates is complex and greatly depends on the object 
being modelled [Tian, Kanade et al., (2000)]. 
The models which we consider in this work are also 
included in the category of deformable models: Point 
Distribution Models (PDMs) were initially proposed by 
[Cootes, Taylor et al., (1992)] to model objects based on 
its statistical analysis. These models are obtained through 
the analysis of the statistics of the coordinates of the 
landmarks that represent the deformable object in study: 
after aligning the object shapes, a Principal Component 
Analysis is made and the mean shape of the object and the 
main modes of its variation are obtained. 
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Active Shape Models (ASMs) [Cootes and Taylor, 
(1992)] and Active Appearance Models (AAMs) [Cootes, 
Edwards et al., (1998)] use PDMs to segment (identify) 
and recognize the modelled objects in new images. Both 
models use a combination of the statistical shape model 
with the grey levels of the object. In [Sung, Kanade et al., 
(2007)] the authors propose a new fitting method that 
combines the functions of both ASM and AAM into a 
single function in a gradient based optimization 
framework with the aim to reduce the average fitting 
error. 
These statistical models are very useful for image analysis 
in different applications of Computational Vision. For 
instance, they can be used in areas like: medicine, for 
locating bones and organs in medical images [Rijsdam, 
(1999) ; Schaap, (1999)]; industry, for industrial 
inspection [Aixut, Meneses et al., (2003)]; and security, 
for face recognition [Lanitis, Taylor et al., (1995)]. 
The main goals of this work consisted in describing new 
methods capable of labelling automatically objects like 
hand palms and faces represented in images, testing the 
efficiency of the presented methods and also turning the 
construction of Point Distribution Models automatic for 
the referred objects. The automation of these models 
allows the reduction of the computation time and also the 
possibility to enlarge easily the size of the training set 
without spending too much time. 
In the next section of this paper, we present our methods 
to automatically extract the landmarks points of objects 
like hand palms and faces represented in images; briefly 
explain how to build PDMs, ASMs and AAMs; and then, 
present some applications of these models on the referred 
type of objects; in the last section, we draw some 
conclusions and suggestions of future work. 
2. Automatic Extraction of Landmark Points 
In [Hill and Taylor, (1994)] a two-stage algorithm to 
automatically generate PDMs from a training set of 
example shapes is described. This method starts with a 
pair-wise matching to establish an approximate set of 
landmarks on each of the example boundaries and then 
uses a non-linear optimiser to refine the locations of the 
landmarks generated in the first stage. [Hicks, Marshall et 
al., (2002)] presented a method for automatic landmark 
extraction from the contours of biological specimens to 
automatically build ASMs. The authors [Bailleul, Ruan et 
al., (2003)] present a method based on a priori knowledge 
provided by anatomical atlases to build almost 
automatically a PDM of intern brain structures. Later, in 
[Angelopoulou and Psarrou, (2004)] a method is proposed 
for automatic landmark detection on the contour of hand 
shapes, based on Freeman chain code. [Baker and 
Matthews, (2004)] address the problem of automatic 
construction of AAM as a image coding problem, where 
the authors consider landmarks as nodes of a regular mesh 
and build an AAM. 
In [Caunce and Taylor, (1998)] it is presented a statistical 
shape model of the cortical surface of the brain and 
developed an automated method to facilitate the marking 
process. The authors outline and discuss methods 
including simple point matching and more complex curve 
matching in order to solve the problem of identifying 
correspondences between examples. In [Lohmann and 
Cramon, (2000)] the authors presented a method that 
automatically detects and attributes neuro-anatomical 
names to the cortical folds using image analysis methods 
applied to magnetic resonance data of human brains. The 
former method starts to segment sucal basins using 
morphological and region growing techniques and later 
uses model matching procedure based on a volumetric 
shape representation and on a model of spatial variation 
for automatically attribute anatomical labels to the 
segmented basins. Later, [Jaume, Macq et al., (2002)] 
proposed to progressively match an atlas labelled mesh to 
the patient brain mesh from the largest folds to the 
smallest folds and then transfer the labels from the 
matched mesh to label the patient mesh without manual 
intervention. 
Taking into account all the construction processes of 
active shape models and active appearance models, the 
most time consuming step is the landmark annotation, 
because is usually manually made. So, considering this 
fact, we choose to develop algorithms capable of 
automating this step for the objects studied in this work: 
hand palms and faces. In the following sections we will 
describe our methods. 
2.1  Hand labelling 
The first step of this method consists in the segmentation 
of the considered object; considering that the images of 
the training set normally do not have a homogeneous 
background, the usual threshold application followed by 
an edge detector revealed not to be adequate to segment 
the hand. An alternative solution is to first extract the 
object area using an algorithm to detect skin regions 
[Carvalho and Tavares, (2007) ; Gonçalves, Tavares et al., 
(2008) ; Tavares, Carvalho et al., (2008)]. 
This algorithm uses a representative skin model, based on 
the training set of skin samples from the hand. Images 
from the training set are originally represented in RGB  
format, with the components ( ), ,R G B  meaning the colour 
and luminosity of each pixel. Studies like [Zheng, 
Daoudiy et al., (2004)] show that skin colour has a great 
variability in RGB  format, but its variation is smaller than 
the luminosity; this means that the skin of different people 
is similar varying only the intensity. Due to this fact, the 
representative skin model is obtained in the YCbCr  
(luminance-chrominance) format, where Y  represent the 
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intensity, Cb  the blue component and Cr  the red 
component of the image. Chromatic colours can be 
obtained from the RGB  colour space using the following 
transformation: 
R
Cr
R G B
B
Cb
R G B
=
+ +
=
+ +
, (1) 
where R, G and B correspond to red, green and blue 
components in RGB colour space. 
The skin distribution function can be represented by a 
Gaussian model ( ),N Cµ , where µ  is the mean of each 
component and C  the covariance between them. So, we 
can define the probability density function of the 
Gaussian distribution as: 
( )
( ) ( )1
1
2,
T
x C x
f Cr Cb e
µ µ
−
− − −
= , (2) 
where ( )Tx Cr Cb= . Fig. 1 shows the probability density 
function ( ),f Cr Cb  considered for the hand. The mean 
values obtained for variables Cr  and Cb  were 152 and 
111, respectively; these values represent the places where 
the probability of a pixel belonging to a skin region is 
higher in our examples. In order to segment all the images 
of the training set, we apply an adaptive threshold to find 
skin regions in each image (Fig. 2 a-c). 
 
Figure 1: Probability function obtained in the construction 
of the representative skin model of the hand. 
After obtaining the binary image, we apply a function that 
traces the exterior boundary of the hand and then 
finds the contour zones with highest curvature, through 
the k-curvature method [Lim, (1990)]. The strategy used 
to find these zones is as follows: first we identify the high 
curvature zones and after that locate the point between the 
thumb and wrist or between the wrist and little finger with 
higher curvature; finally, we search for the corresponding 
point in the opposite site [Vasconcelos and Tavares, 
(2006)]. Later, the contour of the hand is obtained and the 
other contours associated with the wrist and the arm are 
deleted. 
In the last step, we choose the number of landmarks 
points to be considered on high curvature zones and also 
the number of landmarks points between them; in order to 
get the landmarks points desired, we make a sample of the 
extracted contour. 
 
Figure 2: a) Training image, b) image obtained with the 
representation of the probability of the existence of skin 
c) segmentation result using the skin algorithm, d) hand 
contour and high curvature zones found (white), e) 
identification of the high curvature zones, f) contour 
points (1 and 2) that delimit hand contour, g) landmark 
points extracted using this method and h) final contour of 
the training image. 
In Fig. 2, we present an example of a training image (Fig. 
2a), the result of applying the probability function on it 
(Fig. 2b), the segmentation result using the skin algorithm 
(Fig. 2c), the contour found with the high curvature zones 
detected and correspondent identification (Fig. 2d and 
2e), the contour points of the hand contour (Fig. 2f), an 
example of the landmarks points extracted using our 
method (Fig. 2g) and the final contour of the training 
image (Fig. 2h). 
2.2  Face contour extraction 
In order to obtain good segmentation results, the authors 
of Point Distribution Models [Cootes, Edwards et al., 
(1998) ; Cootes and Taylor, (1992) ; Cootes, Taylor et al., 
(1992)] suggested that the landmark points used to train 
the models were key points of the objects, such as 
important zones of the boundary or significant internal 
locations of the object. Thus, this method was developed 
to extract significant points of faces represented in 
images; namely, on chin, eyes, eyebrows and mouth. 
Like the method presented in 2.1, this one starts to use the 
skin detection algorithm to find the face region in the 
images. The representative skin model of the face has 
mean values obtained for variables Cr  and Cb  149 and 
106, respectively. After applying the skin detection 
algorithm and converting the obtained grey images to 
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binary images with the adaptive threshold algorithm, we 
still need to know which region belongs to the face, so we 
choose the region by studying the number of holes that 
each region has; face region probably will have holes 
representing the eyes, eyebrows, nose and mouth that will 
not be identified as skin regions. 
Studies, for example [Campadelli, Cusmai et al., (2003) ; 
Hsu, Abdek-Mottaleb et al., (2002)], showed that the use 
of chrominance maps are useful for eyebrows and eyes 
localization in images. Usually, eyes are characterized in 
CbCr  plane by low values on the red component, Cr , and 
high values on the blue component, Cb , so the 
chrominance map for eyes can be defined by the 
following equation: 
( ) ( ){ }221 ˆ3 CbEyeMap Cb Cr Cr= + +     , (3) 
where 2Cb , 2Cˆr  and /Cb Cr  are normalized to the range 
[ ]0, 255  and Cˆr  is the negative of Cr  (ie, ˆ 255Cr Cr= − ). 
In our work, the EyeMap was also used to effectively 
identify the eyebrows region. 
In our method, the mouth region is identified using the 
HSV  space, where H , S , V  represent hue, saturation and 
value, respectively; since the mouth is habitually 
characterized by having high values on the saturation 
component. 
Through the congregation of contours of the face, 
eyebrows, eyes and mouth, it is finally possible to extract 
landmark points from each of these zones. Considering 
that the zone of the chin is the most important segment of 
the face contour, we only use the inferior part between 
ears. 
In Fig. 3 we show some results of a training image 
example using this method to automatically extract 
landmark points of faces represented in images. 
 
Figure 3: a) Training image, b) image obtained with the 
representation of the probability of the existence of skin, 
c) segmentation result using the skin algorithm, d) face 
contour extracted, e) identification of eyes and eyebrows 
using the chrominance map, f) Saturation component of 
the training image, g) mouth identification and h) 
contours extracted using the automatic face contour 
extraction. 
2.3  Face regular mesh 
The method presented in this section was developed with 
the intention of verifying the importance of the use of 
significant points to model an object. So, we describe an 
algorithm able of automatically built active appearance 
models, through considering the construction problem as 
image coding problem, with the landmarks used being the 
nodes of a mesh defined on the object. 
The former method built the active appearance models 
using landmark points as the nodes of a regular 
rectangular mesh placed over the face in analysis, 
considering that landmarks do not need to represent 
significant locations of the object. 
In the method developed by us, the mesh used is correctly 
adjusted over the face to model. Our method starts to 
identify face and eye regions using the same algorithms 
described in the previous section, adjusts a regular 
rectangular mesh to the detected face region, rotating it 
according to the angle given by the centroids of the eyes. 
The mesh nodes obtained are then considered as landmark 
points of the object and used to build the active 
appearance model. 
In the implementation of this method, the user should 
choose the number of landmark points to be used in the x  
axis and y  axis, so that he can control the total number of 
landmarks generated. Fig. 4 shows the face mesh result 
obtained in a training image example using this method to 
automatically extract landmark points of faces represented 
in images. 
 
Figure 4: a) Training image with face contour, face 
centroid and eyes centroids overlapped, b) face regular 
mesh adapted to the face region detected (face contour) 
and rotated according to the eyes direction. 
2.4  Face adaptative multiresolution mesh 
Finally, and after comparing the segmentation results of 
the previous two methods, we thought that the 
combination of the philosophy of the first method 
described for faces represented in images, using face, eyes 
and mouth localization with the previous method that 
considers landmark points as the nodes of the defined 
mesh should give interesting results. Hence, in this new 
method we build a multiresolution mesh considering the 
positions of face, eyes and mouth. 
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Fig. 5a presents a scheme explaining the construction of 
the multiresolution mesh. After locating the face, eyes and 
mouth regions in the input image using the method 
described before, this method constructs adaptive meshes, 
detecting the eye and mouth regions according to their 
localization; and then adds additional nodes in the larger 
mesh defined by the external edges and the bounds of the 
sub-meshes used in the regions of eyes and the mouth. In 
Fig. 5b and c we present two examples of the resulting 
final mesh using our method for faces represented in 
images. In this method, it is possible to choose between 
two types of mesh (type 1 or 2), with the second type 
including more landmarks in the exterior mesh (Fig. 5a). 
 
Figure 5: a) Construction scheme of the face adaptive 
multiresolution meshes (type 1 and type 2), b) and c) 
examples of the face adaptive multiresolution mesh of 
each type. 
In the implementation developed for the last two methods 
to automatically extract landmark points of faces 
represented in images, the user can choose the parameters 
that define the resulting mesh; that is, the number of 
landmark points defined in each interesting zone of the 
object to be modelled, and in the multiresolution method 
with the preferred type of the mesh (type 1 or 2). 
3. Point Distribution Models and Their Variants 
The point distribution model is the basis for the 
construction of active shape models and active 
appearance models. Full details of the PDM can be found 
in [Cootes, Taylor et al., (1992)] but the following gives a 
brief description. The methodology used to build PDM 
allows obtaining a model that represents the mean shape 
of an object, as well as the admissible deviations to its 
shape starting with a set of images from the object in 
analysis (Fig. 6). 
Each shape from the training set is represented by a set of 
labelled landmark points (Fig. 7). In order to study the 
variation of the coordinates of the landmark points of the 
training shapes it is necessary that they are aligned. An 
example of an alignment method that can be considered is 
given in [Oliveira and Tavares, (2008)] which is based on 
dynamic programming. 
 
Figure 6: Training images used to build the a) hand 
model and b) face model. 
 
Figure 7: a) and d) Training images, b) and e) landmarks 
points considered and c) and f) images labelled 
with landmark points considered. 
 
Given co-ordinates ( ),ij ijx y  at each feature i  of object 
j , the shape vector is: 
( )1 2 1 2, , , , , , ,
T
i i i in i i inx x x x y y y=   , 
where 1, ,i N=  , with N  representing the number of 
shapes in the training set and n  the number of landmark 
points. Once the shapes are aligned, the mean shape and 
variability can be found. The mean shape x  is calculated 
through: 
1
1 N
i
i
x x
N =
= ∑ . 
The modes of variation characterize the ways that 
landmarks of the shape tend to move together and can be 
found applying principal component analysis to the 
deviations from the mean. So, each vector ix  can be 
rewritten as: 
i s sx x Pb= + , (4) 
where x  represents the n  landmark points of the new 
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shape of the modelled object, ( ),k kx y  is the position of 
landmark point k , x  is the mean position of landmark 
points, ( )1 2s s s stP p p p=   is the matrix of the first 
t  modes of variation, sip  correspond to the most 
significant eigenvectors in a Principal Component 
Analysis of the position variables, and 
( )1 2
T
s s s stb b b b=   is a vector of weights for each 
variation mode of the shape. The equation above 
represents the Point Distribution Model of an object and 
can be used to generate new shapes of it. 
The local grey-level environment of each landmark point 
can also be considered in the modelling of an object 
[Cootes and Taylor, (1993)]. Thus, statistical information 
is obtained about the mean and covariance of the grey 
values of the pixels around each landmark point. This 
information is used in the PDMs variations: to evaluate 
the match between landmark points in Active Shape 
Models and to construct the appearance models in Active 
Appearance Models, as we will explain next. 
3.1  Active Shape Model 
The combination of PDM and the grey level profiles for 
each landmark of an object can be used to segment this 
object in new images through the Active Shape Models, 
an iterative technique for fitting flexible models to objects 
represented in images [Cootes and Taylor, (1992)]. 
The referred technique is an iterative optimisation scheme 
for PDMs allowing initial estimates of pose, scale and 
shape of an object to be refined in a new image. The used 
approach is summarized on the following steps: 1) at each 
landmark point of the model calculate the necessary 
movement to displace that point to a better position; 2) 
calculate changes in the overall position, orientation and 
scale of the model which best satisfy the displacements; 
3) finally, through calculating the required adjustments to 
the shape parameters, use residual differences to deform 
the shape of the model. 
In [Cootes, Taylor et al., (1994)] the authors presented an 
improved active shape model which uses multiresolution. 
So, the proposed method first constructs a multiresolution 
pyramid of the input images by applying a Gaussian 
mask, and then studies the grey level profiles on the 
various levels of the pyramid built, making active models 
faster and more reliable. 
3.2  Active Appearance Model 
This approach was first proposed in [Cootes, Edwards et 
al., (1998)] and allows the building of texture and 
appearance models. These models are generated by 
combining a model of shape variation (a geometric 
model), with a model of the appearance variations in a 
shape-normalised frame. The statistical model of the 
shape that uses it is also described by Eq. (4). 
To build a statistical model of the grey level appearance, 
we deform each example image so that its landmark 
points match the mean shape of the object, by using a 
triangulation algorithm. We then sample the grey level 
information, img  from the shape-normalised image over 
the region covered by the mean shape. In order to 
minimize the effect of global light variation, we 
normalize this vector to obtain g . After applying a 
Principal Component Analysis to this data, we obtain a 
linear model called the texture model: 
g gg g P b= + , (5) 
where g  is the mean normalised grey level vector, gP  is 
a set of orthogonal modes of grey level variation and gb  
is a set of grey level model parameters. Therefore, the 
shape and appearance of any example of the modelled 
object can be defined by vectors sb  and gb . 
Since there may exist correlation between the shape and 
grey levels variations, we apply a further Principal 
Component Analysis to the data. Thus, for each training 
example we generate the concatenated vector: 
( )
( )
T
s s s s
T
g g
W b W P x x
b
b P g g
   −
= =     −   
, (6) 
where sW  is a diagonal matrix of weights for each shape 
parameter, allowing the adequate balance between the 
shape and the grey models. Then, we apply a Principal 
Component Analysis on these vectors, giving a further 
model: 
b Qc= , (7) 
where Q  are the eigenvectors of b  and c  is the vector of 
appearance parameters controlling both the shape and the 
grey levels of the model. In this way, an example object 
can be obtained for a given c  by generating the shape-
free grey level object, from the vector g , and be 
deformed it using the landmark points described by x . 
4. Results 
The methods described in this paper were used to 
automatically build active shape and active appearance 
models for objects like hand palms and faces represented 
in images. 
The new methods described to automatically extract 
landmarks from objects like hand palms and faces were 
implemented in MATLAB. We developed an application 
in MATLAB to build active shape models, using the 
Active Shape Models software [Hamarneh, (1999)] as 
basis. For the appearance models, we used the Modelling 
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and Search Software available in [Cootes, (2004)]. The 
images of hand palms and faces used in this analysis are, 
respectively, available in [Stegmann and Gomez, (2002)] 
and [Cootes, (2004)]. 
4.1  Hand palm models analysis 
To analyse the hand palms models, we used a training set 
of 25 images and other 5 test images [Stegmann and 
Gomez, (2002)], not contained in the training set, each 
one was automatically labelled with 79 landmark points 
along its boundary using the hand labelling method 
previously mentioned in section 2.1 (Fig. 7).  
The training set had images from 4 different Caucasian 
subjects, 3 male subjects and 1 female subject. The 
images were acquired with similar background and 
approximately the same light conditions. The images used 
had hand palms with fingers in different positions, but 
always without touching it selves. 
A shape model was built and trained on this data set, and 
through Tab. 1 we can see that the first 4 modes of 
variation can explain 90% of all the shape variance of the 
modelled object and the first 11 modes of variation can 
explain 99% of all the shape variance. 
Table 1: The first 5 eigen values of the obtained model of 
the hand and their cumulative retained percents. 
 
The effects of varying the first three modes of variation 
are shown in Fig. 8 and basically consist in the 
combination of global transformations (first mode) and 
local transformations as the independent movement of 
each finger (second and third modes). 
With the purpose of analysing the differences between 
models in the case that the retained percentage varies, we 
built two types of models: one that explains 95% of all 
shapes variance and the other that explains 99% of all the 
shapes variance. 
We also built models with different grey level profile 
dimensions to analyse the methods sensibility through this 
variation: so, we create models with reduced profiles (7 
pixels, 3 to each side of the landmark point), medium 
profiles (15 pixels) and large profiles (33 pixels). 
The hand images size is 800×600 pixels and the active 
search runs at most 10 iterations on each resolution level, 
starting from level 3. The maximum number of iterations 
chosen was the number that presented better results, an 
inferior number was not sufficient and a superior one was 
not necessary. 
In order to measure the correct segmentation of the 
modelled object in new images we calculate the minimum 
and maximum values, mean and standard deviation of the 
Euclidean distances of both the landmarks of the object 
and the obtained result. 
Fig. 9 presents the segmentation result using the 
automatic active shape model in a test image. The grey 
level profile used for the construction of this active shape 
model is 7 pixels long and the explained percent was 
95%. The segmentation results using the same model on 
the others four test images are shown in Fig. 10.  
In Tab. 2 we show the obtained results of the mean and 
standard deviation which translates the adequate 
segmentation of each built model in each test image. In 
this table the blank cells refers to cases that the 
segmentation was not successful. In Fig. 11 we represent 
graphically the values of Tab. 2, we show de mean errors 
(and standard deviations) obtained in each test image for 
all active shape models built; when the method fails we 
consider the mean error infinite. 
 
Figure 8: Effects of varying each of the first three 
parameters of the hand shape model ( 2sd± ). 
 
Figure 9: Test image with initial position of the mean 
shape model built overlapped, and after the 1st, 9th, 19th, 
25th and 29th iteration of the segmentation process using 
the active shape model built. 
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Figure 10: Test images with initial position of the mean 
shape model built overlapped (a, c, e, g) and the final 
results of the segmentation process (b, d, f, h) using the 
active shape model. 
Table 2: Obtained errors of the active shape models built 
to the hand in the test images (mean and sd) 
 
 
Figure 11: Obtained mean errors (± standard deviations) 
of the active shape models built to the hand in each 5 test 
images. 
Through the analysis of Tab. 2 and Fig. 11 we can see that 
our models, in general, obtain good segmentation results 
and the ones that use longer profiles (p16) have worse 
performances. In the models built, the ones who retain 
95% of the variance achieve better results than the ones 
who retain 99%, which goes against our expectations. 
This situation can be explained, however, by the fact that 
using 11 modes of variation (99% of all shapes variance) 
the active shape model tends to over deform in the first 
iterations of the search, leading to worse results when 
compared with the models that explain 95% of all shapes 
variance. 
As mentioned before, active appearance models can also 
identify objects in new images. We built active 
appearance models using the same images as the previous 
models and with the same landmark points. Models were 
built using 95% and 99% of all the shape variance and 
using different number of pixels in the texture model 
(5000, 10000 and 50000 pixels). 
Using 95% of all the shape variance and 10000 pixels in 
the construction of the texture model, we extracted 6 
variation shape modes, 17 texture modes and 11 
appearance modes. On the other side, if we consider the 
active appearance model built using 99% of all the shape 
variance and considering the same number of pixels, we 
obtain 11 shape modes, 23 texture modes and 19 
appearance modes. 
In Fig. 12 we present an example of varying the first three 
modes of the texture model and the appearance model. 
Through the analysis of the referred figure it is possible to 
see that the texture model considers the information about 
the individuals of the training set and the appearance 
model combines the shape with texture information. Fig. 
13 shows the segmentation results obtained for the four 
test images and Tab. 3 shows the errors of the 
segmentations using these models. Once again, blank 
cells referred to cases that the segmentation was not 
successful. Fig. 14 translates graphically the values of the 
previous table, like in Fig. 11, we represent the mean 
errors (and standard deviations) obtained for each test 
image for all active appearance models built; and in the 
cases where the segmentation fails the mean error was set 
to infinite. 
From the obtained errors, we can see that except of the 
failing of the first model on the segmentation of the fourth 
image, all others obtain good results. We can also observe 
that the models that use 99% of the variance generally 
obtain better results than the ones with 95% of the 
variance, as expected. The highest the variance retained 
by the model, the lowest is the error of segmentation in 
new images. But, it is important to refer that the amount 
of information used in these models is fairly superior than 
in the active shape models, justifying the differences 
obtained between the two models; from this we can 
conclude that active appearance models are more stable 
and robust than active shape models. 
It is also possible to notice that the longer the used profile 
is, the better the segmentation results are, which is also an 
expected result. 
In this work, we also generated hand models with 
different number of landmarks. According to our 
experiments, using 127 landmark points, 5 on high 
curvature zones and 8 between these zones, active shape 
models achieved better results in the segmentation in new 
images, with the same initial conditions. The mean error 
obtained decreased when we use the active shape models 
built with 127 landmarks around 2 pixels comparing with 
the shape models built using 79 landmarks. On the other 
side, the mean error obtained using the active appearance 
models with more landmark points did not change, which 
further confirms the stability and robustness of these 
models. 
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Figure 12: Variation effect ( 2sd± ) of the first three 
modes of the texture model (left) and of the appearance 
model (right) built to the hand. 
 
Figure 13: Test images with initial position of the mean 
shape model built overlapped (a, c, e, g) and the final 
results of the segmentation process (b, d, f, h) using the 
active appearance model. 
Table 3: Obtained errors of the active appearance models 
built to the hand in the test images (mean and sd). 
 
 
Figure 14: Obtained mean errors (± sd) of the active 
appearance models built to the hand in each 5 test images. 
4.2  Face models analysis 
For modelling faces represented in images, we used a 
training set of 22 images and other 4 images for testing 
purpose [Cootes, (2004)]. The referred images were 
randomly selected from sequence of frames taken from a 
video of a person engaged in conversation. The subject 
was in a room talking with another person over an 
extended period of time. A static camera was trained on 
each individual, framed so that the movement of the face 
during the sequence was almost entirely within the image. 
The size of images is 720×576 pixels. 
The active shape model was build using the first method 
presented in section 2.2 to automatically extract landmark 
points of faces represented in images and other two 
methods for the same purpose were used to build active 
appearance models. The goal where was to check if the 
use of landmarks that represent significant boundary 
zones is important to construction of the models and thus 
means better segmentation results. 
We will present results for active models using the three 
approaches described in section 2: we extracted 44 
landmark points with the face contour method; 49 
landmark points with the regular mesh approach; with the 
third method, we extracted 54 and 75 landmark points, 
respectively with type 1 and type 2. 
For the automatic active shape model built, using 44 
landmark points, the first 10 modes of variation could 
explain 90% of all the shape variance of the object 
modelled, Fig. 15 shows the first 3 modes of variation. 
 
Figure 15: Effects of varying each of the first three 
parameters of the face shape model ( 2sd± ).  
The parameters of the models generated for the face were 
identical to the ones built for the hand. We built models 
considering 95% and 99% of all shape variance and with 
reduced, medium and long profiles. 
The size of the face images is 720×576 pixels and the 
active search runs at most 10 iterations on each resolution 
level, starting from the image of level 3. Again, the 
maximum number of iterations chosen was the number 
who presented better results, an inferior number was not 
sufficient and a superior one was not necessary. 
In order to measure the quality of segmentation of the 
modelled object in new images we calculate the minimum 
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and maximum values, mean and standard deviation of the 
Euclidean distances of both the landmarks of the object 
and the obtained result. 
Fig. 16 presents the segmentation results using the active 
shape model built in three test images. The grey levels 
profile used for the construction of these active shape 
models were 7 pixels long and the explained percent was 
95%. In Tab. 4 and Fig. 17 we show the resultant errors of 
the segmentations using the built models. 
Through the observation of Tab. 4 and Fig. 17 we can see 
that all the models were capable of identifying the object 
in a new image and also that they achieved good 
segmentation results. As for the case of the hand, the 
models that retained 95% of all the shape variance had 
better results than the ones with 99%. Following the 
former justification, using more variation modes will 
make the model to over deform in the first iterations of 
the active search. Looking to the dimension of the used 
profiles, it is possible to see that the medium profile 
achieves the best results.  
In order to analyse the results of using automatic methods 
to build active appearance models, we constructed several 
models using the same 22 images of the training set with 
44, 49, 54 and 75 landmark points generated by the three 
methods presented in section 2. So, we built models using 
95% and 99% of all the shape variance and using different 
number of pixels in the texture model (5000, 10000 and 
50000 pixels).  
In Fig. 18 we show the first three modes of variation of 
the texture and appearance using the model built with 54 
landmarks and the adaptive multiresolution mesh of type 
1. Through analysing the figure we can see that the 
texture modes combine the expressions of the individual 
and the appearance model combine the face shape with 
the texture. 
 
Figure 16: Test images with initial position of the mean 
shape model built overlapped (a, c, e) and the final results 
of the segmentation process (b, d, f) using the active 
shape model. 
 
Table 4: Obtained errors of the active shape models built 
to the face in the test images (mean and standard 
deviation). 
 
 
 
Figure 17: Obtained mean errors (± standard deviations) 
of the active shape models built to the face in each 5 test 
images 
. 
 
Figure 18: First three modes of texture (left) and 
appearance (right) variation of the adaptive 
multiresolution face mesh model ( 2sd± ). 
 
In order to analyse the efficiency of the use of automatic 
extraction methods in active appearance models in 
recognizing objects in new images, we used 4 test images. 
In the search stage, the maximum number of iterations by 
level was 10 and segmentation began at resolution level 5. 
In Fig. 19 we present some iterations of the search 
process of the active appearance model built using the 
face contour extraction landmark method with 95% of all 
shape variance and 10000 pixels used on one test image. 
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In Tab. 5 we represent the mean and standard deviation 
errors of the segmentation using different models. 
Through analysing the errors in Tab. 5, we can see that 
the models are capable of identifying the object in new 
images. In Fig. 20 we can see that the difference between 
using 95% or 99% of all shape variance is not so 
significant; however, the models who retained 99% of all 
shape variance fail more often. Looking at Fig. 21 we can 
confirm that the models who obtain better results are the 
ones who use longer texture profiles, since it uses more 
information of the object texture. 
 
 
Figure 19: 1st, 7th, 10th, 13th, 17th and 19th iteration of 
the segmentation process using the active 
appearance model built for the face contour model. 
 
Table 5: Obtained errors of the active appearance models 
built to the face in the test images (mean and standard 
deviation). 
 
 
Figure 20: Comparison of the mean errors obtained for 
the active appearance models built to the face retaining 
95% or 99% of all shape variance. 
 
Figure 21: Comparison of the mean errors obtained of the 
active appearance models built to the face using small, 
medium or high texture profiles. 
The face contour extraction method (44 landmark points) 
is the one with the worst result. The face adaptive 
multiresolution mesh type 2 using 95% of all shapes 
variance obtains the best results on segmentation. On the 
other side, the face regular mesh using 99% of the 
variance could gain better segmentation results. The face 
regular mesh and face adaptive multiresolution mesh 
always obtain better results than the face contour 
extraction method, leading us to speculate that it is 
possible to built shape and appearance models not 
considering as landmarks significant points of the contour 
and also obtain good segmentation results. 
At last, considering the segmentation results obtained for 
both hand and face with the same initial conditions, active 
appearance models always have better performances than 
active shape models. The mean and standard deviation of 
the segmentation errors are lower in appearance models as 
can be observed by comparing from Tab. 2 to 5. This 
occurs because active appearance models use much more 
information of the grey levels than active shape models. 
5. Conclusions and Future Work 
In this work we improve point distribution model by 
presenting new methods capable of automatically extract 
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landmarks from objects like hand palms and faces 
represented in images. Additionally, we described the 
construction of point distribution models, its variants and 
some applications of these models. 
Point distribution models are built through the analysis of 
the statistics of the coordinates of the landmarks that 
represent the deformable object in analysis. After aligning 
the object shapes, a Principal Component Analysis is 
made and the mean shape of the object and the main 
modes of its variation are obtained. PDMs can be used to 
identify (segment) the studied objects in new images 
through active shape models and active appearance 
models. These models are built through combining the 
shape of the objects with its grey levels. 
As the step of extracting the landmarks normally needs 
manual operations, it is usually the most time consuming 
step of the construction of the point distribution model. So 
we decided to develop four methods capable of 
automatically extracting landmarks from objects like hand 
palms and faces. The first two methods were constructed 
in order to replace user intervention for an automatic 
method, then we built another method to verify if it was 
really important to use as landmarks significant points of 
the object to be modelled and finally, and due to the 
results of the previous method, we joined the principles of 
the former two methods and analysed the result of it. 
So, the first method, applied on objects like hand palms, 
starts by using an algorithm to identify skin regions and 
then to obtain the landmarks of hand palms by calculating 
the zones with higher curvature. The other methods also 
use an algorithm to detect skin regions in images; the face 
contour method places landmarks in regions like eyes, 
eyebrows, mouth and chin; the face regular mesh method 
considers the landmark points as the nodes of a regular 
rectangular mesh adjusted over the face region; and the 
face adaptive multiresolution mesh uses the previous two 
methods to build a multiresolution mesh considering the 
positions of face, eyes and mouth. 
The methods developed to automatically extract landmark 
points from objects like hand palms and faces represented 
in images showed to be reliable, considering the images 
used, and allow the building of active shape models and 
active appearance models in almost fully automatic way 
(the user only has to specify the number of landmarks to 
use). 
Both active shape and active appearance models obtained 
very interesting segmentation results of the modelled 
objects in new images. Active shape models only use the 
information around each landmark point of the modelled 
object, while the active appearance models use also the 
grey level information of the object. The first one tends to 
be less robust than the latter. Because of this, it is 
advisable to use landmarks with significant locations to 
build active shape models. On the other side, active 
appearance models allow the construction of a robust 
model using relatively few landmark points. Therefore, 
the first one is preferred in problems in which the 
extraction of landmark points is not an easy process. 
The segmentation results obtained in this work showed 
that the active appearance models built with the regular 
face mesh model and the adaptive face mesh model give 
better results than the face contour model, leading us to 
believe that, at least for active appearance models, the use 
of landmarks as the nodes of a regular mesh is easier, less 
demanding computationally and presents better results 
than choosing significant points as landmarks. 
The next step in this work could be, for instance, related 
with the test of these models considering images with 
different illumination or with different subjects, regarding 
the improvement of the robustness of the models built. 
As for future work, making the automatic extraction of 
landmark points of other type of objects, like bones or 
organs will facilitate the use of point distribution models 
in medical imaging. The study of point distribution 
models on 3D objects is also an interesting area to be 
focused in future works. Other possibility is building of 
statistical models that use the physical proprieties of the 
modelled objects. 
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