Nonlocal multicontinua with Representative Volume Elements. Bridging
  separable and non-separable scales by Chung, Eric T. et al.
NONLOCAL MULTICONTINUA WITH REPRESENTATIVE VOLUME ELEMENTS.
BRIDGING SEPARABLE AND NON-SEPARABLE SCALES
ERIC T. CHUNG, Y. EFENDIEV, WING T. LEUNG, AND M. VASILYEVA
Abstract. Recently, several approaches for multiscale simulations for problems with high contrast and
no scale separation are introduced. Among them is nonlocal multicontinua (NLMC) method, which
introduces multiple macroscopic variables in each computational grid. These approaches explore the
entire coarse block resolution and one can obtain optimal convergence results independent of contrast
and scales. However, these approaches are not amenable to many multiscale simulations, where the
subgrid effects are much smaller than the coarse-mesh resolution. For example, molecular dynamics
of shale gas occurs in much smaller length scales compared to the coarse-mesh size, which is of orders
of meters. In this case, one can not explore the entire coarse-grid resolution in evaluating effective
properties. In this paper, we merge the concepts of nonlocal multicontinua methods and Representative
Volume Element (RVE) concepts to explore problems with extreme scale separation. The first step of
this approach is to use sub-grid scale (sub to RVE) to write a large-scale macroscopic system. We call it
intermediate scale macroscale system. In the next step, we couple this intermediate macroscale system
to the simulation grid model, which are used in simulations. This is done using RVE concepts, where
we relate intermediate macroscale variables to the macroscale variables defined on our simulation coarse
grid. Our intermediate coarse model allows formulating macroscale variables correctly and coupling them
to the simulation grid. We present the general concept of our approach and present details of single-
phase flow. Some numerical results are presented. For nonlinear examples, we use machine learning
techniques to compute macroscale parameters.
1. Introduction
In recent years, many multiscale methods have been developed for solving challenging problems with
multiple scales. Some important classes of multiscale problems include problems with scale separation
and problems without scale separation and high contrast. For problems with scale separation, approaches
such as homogenization [28], heterogeneous multiscale methods [15], equation free [35], and so on, are
developed. These approaches explore Representative Volume Element (RVE) computations and use them
to compute effective properties. To demonstrate the main idea of these approaches, we consider
−divκ(x,∇u) = f,
where κ(x, ·) has a scale separation. The computational domain is divided into coarse blocks and at
each coarse block (see Figure 1.1), effective property is computed by solving local problems in each RVE.
These local problems are typically formulated as
−divκ(x,∇N ) = 0
subject to N = ξ · x, for all ξ. The effective flux is computed as the average κ∗(ξ) = 〈κ(x,∇N )〉, where
the average is taken over RVE.
The multiscale methods for problems without scale separation has been an active area of research.
These methods typically explore the entire coarse block and some nearby regions to biuld effective prop-
erties. Some original methods in this direction include Multiscale Finite Element Method (MsFEM) [25],
Generalized Multiscale Finite Element Method (GMsFEM) [16, 21, 13, 8, 14, 7], Multiscale Finite Volume
[22, 26, 27], Constraint Energy Minimizing GMsFEM (CEM-GMsFEM) [9], Nonlocal Multicontinua Ap-
proaches (NLMC) [10], metric-based upscaling [34], Heterogeneous Multiscale Method [15, 1], LOD [23],
equation free approaches [35, 38, 37], computational continua [19, 18, 17], hierarchical multiscale method
[24, 3, 39], homogenization-based approaches [4, 30, 20, 29, 6, 5, 36], and so on. In this paper, we focus
on high-contrast problems, where approaches CEM-GMsFEM [12, 9] and NLMC [10] are used to achieve
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an optimal convergence independent of contrast and scales. These approaches use multiple macroscopic
variables and oversampling regions to construct coarse-grid equations. Next, we briefly describe these
approaches before giving main details of our proposed methods, which use concepts of RVE upscaling
and multicontinua nonlocal upscaling.
We briefly describe nonlocal multicontinua approaches. In these approaches, we first identify macro-
scopic variables in each coarse block via local spectral decomposition. We denote them by U (j)i , where i is
coarse-grid block and j is macroscopic variable in this coarse block. These macroscopic variables typically
represent averages of solutions over some regions, which can not be localized, such as high-contrast chan-
nels in porous media applications. In the second step, we construct downscaled maps from macroscopic
variables to the fine grid in the region of influence (typically oversampled regions),
R : U (j)i → uf .
Once the maps from macroscopic variables to the fine-grid field are identified, we seek macroscopic solution
(values of macroscopic variables U (j)i ) such that the downscaled solution solves the global problem in a
weak sense. We will give more detailed description later on.
The use multiple macroscopic variables are critical in multiscale simulations [10, 17]. However, our
known approaches use entire coarse resolution to compute macroscale variables, which are not feasible
for many applications. For example, in shale gas applications, gas dynamics is described by molecular
dynamics of multi-component gas particles. The local simulations are only possible in small RVEs;
however, one needs to perform large-scale simulations for predicting flow in reservoirs. In this paper, we
couple RVE simulations and nonlocal multicontinua approaches to develop efficient numerical simulations,
where we can partly explore the scale separation ideas. These problems can occur in many applications,
where intermediate scales are used to get very large systems and then, explore RVE concepts. Next, we
briefly describe these ideas.
We assume that there are three macroscopic scales. The first scale is denoted by h and can be regarded
as a scale, where we apply nonlocal multicontinua approach and write down an intermediate macroscale
equations for U (j)i ,
Gh(U
(j)
i ) = 0.
These equations are nonlocal and very expensive to solve. In the next step, we use RVE ideas to connect
these variables to macroscale variables U
(j)
i defined on H-size grid, where we perform computations. We
introduce an intermediate coarse-mesh scale, RVE scale, denoted byHRV E , and assume h HRV E  H.
In the next step, we use RVE computations to connect U (j)i to U
(j)
i ,
U
(j)
i = R(U).
This is done via solving RVE problems subject to some constraints that use U . Once we define the map,
we perform quadrature of macroscale equations using RVE cells (cf., [15]).
In the proposed approaches, we make two major assumptions. Though the equations on h-scale
are rigorous, their connections to H-scale equations require (1) periodicity (2) identifying macroscale
variables. As for periodicity assumptions, our approaches are similar to existing methods, such as HMM,
equation free, and so on. However, defining macroscale variables on h-scale and using similar macroscopic
variables on H-scale is one of main advantages, which allow introducing macroscale variables in a rigorous
fashion.
In the paper, we give an overview of our approach. Our approach relies on NLMC approach, and for
this reason, we first present this approach. We describe steps of our approach and then give a detailed
study for linear system. We present some convergence result under certain assumptions. We also obtain
a PDE description of our macroscale equations, which has integro-differential form. We present some
numerical results.
The paper is organized as follows. In Section 2, we present a general concept. Section 3 is devoted to
detaied studies of the linear case. Finally, in Section 4, we present some numerical results.
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Figure 1.1. Schematic description of the grids
2. General concept
2.1. NLNLMC on RVE-scale. We will first follow [11, 31] and present nonlinear NLMC on RVE scale
using the following model nonlinear problem
(2.1) MUt +∇ ·G(x, t, U) = g,
where G is a nonlinear operator that has a multiscale dependence with respect to space (and time, in
general) and M is a linear operator. In the above equation, U is the solution and g is a given source
term. In this part, we use the approach proposed in [11, 31] on RVE scale, which is expensive and then
apply homogenization idea.
• The choice of continua
The continua serves as our macroscopic variables in each coarse element. Our approach uses
a set of test functions to define the continua. To be more specific, we consider a coarse element
Ki. We will choose a set of test functions {ψ(j)i (x, t)} to define our continua, where j denotes the
j-th continuum. Using these test functions, we can define our macroscopic variables as
U
(j)
i = 〈〈U,ψ(j)i 〉〉
where 〈〈·, ·〉〉 is a space-time inner product.
• The construction of local downscaling map
Our upscale model uses a local downscaling map to bring microscopic information to the coarse
grid model. The proposed downscaling map is a function defined on an oversampling region
subject to some constraints related to the macroscopic variables. More precisely, we consider a
coarse element Ki, and an oversampling region K+i such that Ki ⊂ K+i . Then we find a function
φ by solving the following local problem
(2.2) Mφt +∇ ·G(x, t, φ) = µ, in K+i .
The above equation (2.2) is solved subjected to constraints defined by the following functionals
Iφ(ψ
(j)
i (x, t)).
This constraint fixes some averages of φ with respect to ψ(j)i (x, t). We remark that the func-
tion µ serves as the Lagrange multiplier for the above constraints. This local solution builds a
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downscaling map
Fmsi : Iφ(ψ(j)i (x, t))→ φ.
• The construction of coarse scale model
We will construct the coarse scale model using the test functions {ψ(j)i (x, t)} and the local
downscaling map. Our upscaling solution Ums is defined as a combination of the local downscaling
maps. To compute Ums, we use the following variational formulation
(2.3) 〈〈MUmst +∇ ·G(x, t, Ums), ψ(j)i 〉〉 = 〈〈g, ψ(j)i 〉〉.
The above equation (2.3) is our coarse scale model.
2.2. RVE-based NLNLMC. We denote by H the coarse-mesh size, where the final computations are
performed. We denote by h a scale, where we write nonlocal multicontinua equations; however, they are
very large to solve and will be reduced to H-scale. We denote HRV E , the scale of RVE and it is assumed
H  HRV E  h. There is also very fine grid, which is subgrid of h.
• First, we note that in NLNLMC, we find U (j)i (on h-scale) such that
(2.4) 〈〈MUmst +∇ ·G(x, t, Ums), ψ(j)i 〉〉 = 〈〈g, ψ(j)i 〉〉,
where Ums depends on U (j)i , which are defined on h-scale. This equation is very large and we
will only use RVE-based solution.
• Our second goal is to use RVE concept and reduce the dimension of U (j)i . We introduce a coarse-
grid homogenized solution and denote it by U
H
(defined on H-scale) and write its finite element
expansion
U
H
=
∑
i,j
U
(j)
i Φ
j
i ,
where Φ
j
i are standard basis functions, for example, piecewise linear on H-scale. We seek a
reduced map
U
(j)
i = RH(U).
This map can be local or nonlocal, in general. Our construction is based on homogenization ideas
and uses local maps, which we introduce next. Using these local maps, the quadrature can be
approximated on RVEs. In a linear case, R is a matrix of the sizes corresponding to H−d and
h−d.
In the simplest approach, we will use RH to be L2 projection of UH (i.e., the averages of UH
on h-scale mesh).
• There are various ways to use homogenization ideas to construct reduced map. Here, we consider
some of them, which differ in a way we impose constraints.
Approach 1. In this approach, we solve RVE-based local problem with constraints given by
U
H
on each RVE cell to define a map RKh , which is local for each coarse block.
Approach 2. In this approach, we solve local problems on RVE (HRV E-scale) subject to
boundary conditions UH (to be determined)
(2.5) Mφt +∇ ·G(x, t, φ) = µ, in KRV Ei
subject to boundary condition and initial condition at t = tn
φ = RH(UH),
where φ = Rh(RH(UH)). This equation gives a map between the local solution and RH(UH).
Next, we define
〈φ, ψ(j)i 〉,
and the map
〈φ, ψ(j)i 〉 = RH(U
(j)
i ).
The map Rh can be regarded as a reduced dimensional map mentioned in the previous step.
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• In the last step, we discuss the approximation of the integrals defined in coarse-grid system and
the coarse-grid system. We seek U such that
〈〈MRh(RH(U))t +∇ ·G(x, t,Rh(RH(U)), ψ(j)i )〉〉RV E = 〈〈g, ψ(j)i 〉〉RV E ,
where ψ(j)i are standard (e.g., linear test functions).
2.3. Examples. Example 1. We consider
−divκ(x,∇u) = f,
where κ(x, ξ) is monotone with respect to ξ (see [31]). The algorithm is the following. We seek U
H
=∑
i,j U
(j)
i Φ
j
i , such that ∫
Ω
κ(x,∇RKh (RH(U))) · Φ
j
idx =
∫
Ω
fΦ
j
idx,
where RH(U) is L2 projection of U onto h-size mesh in RVE, and Rh(RH(U)) is the local RVE solution
defined on the fine grid with constraints given by RH(U) (which is defined on h-size mesh),∫
Ω
κ(x,∇Rh(RH(U))) · Φjidx ≈
∑
K
ωK
∫
KRVE
κ(x,∇RKh (RH(U))) · Φ
j
idx
∫
Ω
fΦ
j
idx ≈
∑
K
ωK
∫
KRVE
fΦ
j
idx.
We again note that RKh is local map, RKh : Vh(KRV E) → V (KRV E), and RH : VH → ⊕KVh(KRV E)
couples different coarse regions.
Example 2. We consider a simpler example
−div(κ(x, u)∇u) = f.
In this case, we can consider a linearization (Picard) as
−div(κ(x, un)∇un+1) = f.
Then, the algorithm is a special case of Example 1. We seek U
n+1
, which solves the linearized equations.
In this case, we can also define effective permeabilities as we will do in our numerical examples.
3. Detailed study of linear case
In this section, we will discuss a linear case in detail. We consider the following variational problem:
find u ∈ V such that
a(u, v) =
∫
Ω
fv, ∀v ∈ V,(3.1)
where a : V ×V → R is a bilinear form,  is the size of the microscopic scale, V is a Hilbert space which
is compactly embedded in L2(Ω), f is a source function in L2(Ω) and Ω is the computational domain in
Rd. Before introducing our NLMC upscaling method, we will first define the macroscopic quantities for
the solution u. We assume that there is a set of weighted functions, denoted by {φh,j (y, x)}, which can
capture the major features of the solution. Under this assumption, we can define a macroscopic system
to compute the macroscopic quantities of the solution. In the following subsections, we will construct the
upscaled bilinear operators a˜ij such that the solution uj ∈ Vj with uj(x) ≈
∫
Ω
φh,j u(y, x)dy satisfies∑
j
a˜ij(uj , vi) =
∫
Ω
fvi, ∀vi ∈ Vi.(3.2)
By using these equations, we can construct a Galerkin method to compute the numerical solution. Let
TH be a partition of Ω. We consider finite element spaces VH,i ⊂ Vi. For example, we can take VH,i to be
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the piecewise linear finite element space. The numerical solution uH,i ∈ VH,i is then computed by solving
the following equations ∑
j
a˜ij(uH,j , vi) =
∫
Ω
fvi, ∀vi ∈ VH,i.(3.3)
To reduce the computational cost of the method, we will compute the approximate bilinear operators
aRV Eij where aRV Eij ≈ a˜ij by using our proposed RVE concept.
3.1. Construction of the upscaled system. In this section, we will introduce the construction of the
upscaled bilinear operator a˜ij . Let Th be a partition of Ω where h is the mesh size of Th. This h is chosen
to be the intermediate scale size which is smaller than the RVE size but larger than the microscopic
feature size. In the following discussions, we will consider Th to be the partition
Th = {K| K =
(
x0 + nh+ [−
h
2
,
h
2
]
)
∩ Ω for n ∈ Zd}
where x0 is a point in Ω. We remark that, in the RVE case, we construct the partition locally in the
RVE and x0 can chosen to be the center of the RVE. Next, we use the function ψ
h,
j (x, y) to represent
the j-th continuum for the local region K(x) =
(
x+ [−h
2
,
h
2
]d
)
∩ Ω with
∑
j
ωh,j (x)ψ
h,
j (x, ·) =
(κ˜)−1
|K(x)|IK(x)
and ∫
Ω
κ˜(y)ψh,k (x, y)ψ
h,
j (x, y)dy = δjk
where κ˜ ∈ L∞ is a weight function with κ˜ ≥ α0 > 0. Next, we define Jh(x) = {y ∈ Ω, yi = xi+nih, n ∈
Zd}, where xi denotes the i-th component of x. By solving the local problem, we obtain basis functions
φh,j (x, ·) ∈ V and µh,j (x, ·) ∈ V haux := spanz∈Jh(x){ψh,k (z, ·)} as
a(φ
h,
j (x, ·), v) =
∫
Ω
κ˜(y)µh,j (x, y)v(y)dy, ∀v ∈ V,∫
Ω
κ˜(y)φh,j (x, y)ψ
h,
k (z, y)dy = δ(x, z)δjk, ∀z ∈ Jh(x),
where a is a symmetric positive bilinear operator with a(u, u) ≥ α‖u‖2L2(Ω), ∀ > 0. For example,
a(φ, v) =
∫
Ω
κ(, y)∇φ(y) · ∇v(y)dy.
We define u˜h,(x0, y) =
∑
x∈J(x0)
∑
j u
h,
j (x0, x)φ
h,
j (x, y) as
(3.4) a(
∑
x∈Jh(x0)
∑
j
uh,j (x0,x)φ
h,
j (x, ·), φh,k (z, ·)) =
∫
Ω
f(y)φh,k (z, y) ∀z ∈ Jh(x0).
By the definition of φh,j (x, y), we have
a(
∑
x∈Jh(x0)
∑
j
uh,j (x0, x)φ
h,
j (x, ·), v(·)) =
∫
Ω
f˜h,(x0, y)v(y)dy, ∀v ∈ V,
where f˜h,k (x0, y) =
∑
z∈Jh(x0) fk(z)κ˜
(y)ψh,k (z, y) and fk(z) =
∫
Ω
f(y)φh,k (z, y).
It is clear that for all x0, we have u˜h,(x0, ·) ∈ V and f˜h,k (x0, ·) ∈ L2(Ω). Using the idea in [12], we
have
‖u˜h,(x0, ·)− u‖a ≤ C(h), ∀x0,
and ∫
Ω
uh,j (x0, x)ψ
h,
j (x, ·) =
∫
Ω
u(y)IK(x)(y), ∀x ∈ Jh(x0).
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To simplify the notation, we will consider a fixed x0 and neglect the index x0, for example,
uh,j (x) = u
h,
j (x0, x).
In addition, we define two different norms ‖ · ‖a, and ‖ · ‖s, as
‖u‖2a, = a(u, u),
‖u‖2s, = ‖u‖2L2(κ˜,Ω) =
∫
Ω
κ˜µ2.
Definition 1. We define a restriction operator Rh0,k : L
2(Ω)→ l2(Jh(x0)) and two prolongation operators
Ph0,k : l
2(Jh(x0))→ L2(Ω), Ph1,k : l2(Jh(x0))→ V by(
Rh0,k(u)
)
(z) =
∫
Ω
κ˜(y)u(y)ψh,k (z, y)dy
Ph0,k(v) =
∑
z∈Jh(x0)
v(z)ψh,k (z, y)
and
Ph1,k(v) =
∑
z∈Jh(x0)
v(z)φh,k (z, y)
Moreover, we define an operator Πhk : L
2(Ω) → L2(Ω) such that Πhk = Ph0,k ◦ Rh0,k. We can easily check
that
∑
k Π
h
k(u) = u for all u ∈ spanz∈Jh(x){ψh,k (z, ·)}.
Next, we make the following assumption.
Assumption 1: For all µ ∈ spanz∈Jh(x){ψh,k (z, ·)}, there exists v ∈ V with supp{v} ⊂ supp{µ} such
that ∫
Ω
κ˜µv ≥ c(h)
(∫
Ω
κ˜µ2
) 1
2
(
a(v, v)
) 1
2
and (∫
Ω
κ˜
∣∣∣(I −Πhk)u∣∣∣2) 12 ≤ C(h)(a(v, v)) 12
where C, c are monotonic decreasing functions with respect to . We also assume that there is a function
β : R→ R such that C(β())→ 0 and β()→ 0.
We next prove the following properties for the operators Rh0,k, P
h
0,k and P
h
1,k.
Lemma 2. For the operators Rh0,k, P
h
0,k and P
h
1,k defined in Definition 1, the following hold
‖Rh0,k‖L2(κ˜) = 1,
‖Ph0,k(v)‖L2(Ω) = ‖v‖l2 , ∀v ∈ l2(Jh(x0)),
‖Ph1,k(v)‖a, ≤ c(h)−1‖v‖l2 , ∀v ∈ l2(Jh(x0)).
In addition, we have
‖Ph1,k ◦Rh0,k(u)‖a, ≤ ‖u‖a,, ∀u ∈ V.
Proof. By the orthogonality of ψh,k (z, ·), we obtain the first two inequalities. For the third inequality, we
note that Ph1,k(u) satisfies
a(P
h
1,k(u), v) =
∑
j,z
µj(z)
∫
Ω
κ˜ψh,j (z, y)v(y)dy, ∀v ∈ V,∫
Ω
κ˜Ph1,k(u)ψ
h,
j (z, y)dy = δjku(z), ∀z ∈ Jh(x).
NLMC WITH RVE. BRIDGING SEPARABLE AND NON-SEPARABLE SCALES. 8
Therefore, we have
a(P
h
1,k(u), P
h
1,k(u)) =
∑
j,z
µj(z)
∫
Ω
κ˜ψh,j (z, y)P
h
1,k(u)dy
=
∑
z
µk(z)u(z) ≤ ‖µk‖l2‖u‖l2 .
By Assumption 1, there is v ∈ V such that∑
z
µk(z)
∫
Ω
κ˜ψh,k (z, y)vdy ≥ c(h)‖
∑
z
µk(z)ψ
h,
k (z, ·)‖s,‖v‖a, = c(h)‖µk‖l2‖v‖a,,
so, we have
‖µk‖l2 ≤
∑
z µk(z)
∫
Ω
κ˜ψh,k (z, y)vdy
c(h)‖v‖a,
=
a(P
h
1,k(u), v)
c(h)‖v‖a, ≤ c
(h)−1‖Ph1,k(u)‖a,.
To obtain the fourth inequality, we note that Ph1,k ◦Rh0,k(u) is the solution of the following minimization
problem
Ph1,k ◦Rh0,k(u) = argmin
v∈V
{a(v, v)| Rh0,k(v) = Rh0,k(u)}.
This completes the proof of the lemma. 
The following lemma gives an error estimate for u˜h, defined in (3.4).
Lemma 3. For the function u˜h, defined in (3.4), we have
‖u˜h, − u‖a, = ‖
∑
k
Ph1,k ◦Rh0,k(u)− u‖a, ≤ C(h)‖(κ)−
1
2 f‖L2(Ω)
and
‖
∑
x∈Jh
uh,j (x)ψ
h,
j (x, ·)− u‖s, = ‖
∑
k
Πhk(u
)− u‖s, ≤ C(h)‖u‖a,.
Proof. The first inequality is obtained by the concepts developed in [12]. The second inequality is a direct
consequence of Assumption 1. 
Now, we present our upscaled quantities.
Definition 4. We define κh,jk and κ˜
h,
jk as
κh,jk (x, z) = a(φ
h,
j (x, ·), φh,k (z, ·)), ∀x, y ∈ Jh,
and
κ˜h,jk (x, z) =
∑
x˜∈J
∑
z˜∈J
ψh,j (x˜, x)κ
h,
jk (x˜, z˜)ψ
h,
k (z˜, z).
We remark that for all u, v ∈ L2(Ω), we have∫
Ω
∫
Ω
v(z)κ˜(z)κ˜h,jk (x, z)κ˜
(x)u(x) =
∑
x,z∈J
Rh0,k(u)(x)κ
h,
jk (x, z)R
h
0,j(v)(x).
Thus we have ∑
j
∫
Ω
∫
Ω
v(y)κ˜(y)κ˜h,jk (x, y)κ˜
(x)u˜h,(x) =
∫
Ω
f˜h,k (x0, y)v(y)dy, ∀v ∈ V.
Using Rh0,j(u˜h,(x)) = Rh0,j(u(x)), we obtain∑
j
∫
Ω
∫
Ω
v(y)κ˜(y)κ˜h,jk (x, y)κ˜
(x)u(x) =
∫
Ω
f˜h,k (y)v(y)dy, ∀v ∈ V.
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We remark that the bilinear operator a˜h, defined as
a˜h,(u, v) :=
∫
Ω
∫
Ω
v(y)κ˜(y)κ˜h,jk (x, y)κ˜
(x)u˜h,(x)
is not positive neither in L2(Ω) nor in V . On the other hand, one can easily prove that the bilinear
operator a˜h, is positive in V haux and V h = span{φh,j } where ∪∞j=1V hjaux = L2(Ω), ∪∞j=1V hj ⊂ V for any
sequence hj → 0.
For the next result, we make the following assumptions.
Assumption 2: We assume that, there exist V˜ such that for all f ∈ L2(Ω), the solution Πβ()k u → u0k
in L2(Ω) and u0k ∈ V˜k satisfies ∑
k
a0j,k(u
0
k, vj) = (f
0
j , vj), ∀v ∈ V˜j ,
for some f0j .
Assumption 3: We assume that, there exist V˜ such that for all f ∈ L2(Ω), Πβ()k u˜β(), → u˜0k in L2(Ω)
and u˜0k ∈ V˜k satisfies ∑
k
a˜0j,k(u˜
0
k, vj) = (f˜
0
j , v), ∀v ∈ V˜j ,
for some f˜0j .
Lemma 5. Assumption 2 holds if and only if Assumption 3 holds.
Proof. We assume Assumption 2 holds. First, we let u˜0k = u
0
k and obtain
‖Πβ()k (u˜h,)− u˜0k‖L2(Ω) = ‖Πβ()k (u˜h,)− u0k‖L2(Ω)
≤ ‖Πβ()k u˜h, −Πβ()k u‖L2(Ω) + ‖u˜0k −Πβ()k u‖L2(Ω)
= ‖u˜0k −Πβ()k u‖L2(Ω) → 0.
We consider a˜0j,k(u, v) = a
0
j,k(u, v) ∀u ∈ V˜k, v ∈ V˜j and f˜0j = f0j . Therefore, we obtain∑
k
a˜0j,k(u˜
0
k, vj) =
∑
k
a0j,k(u
0
k, vj) = (f
0
j , vj)
= (f˜0j , vj)
for all v ∈ V˜j . The statement that Assumption 3 implies Assumption 2 can be proved by a similar
argument. 
Our final error estimate is based on the following assumption.
Assumption 4: We assume that there exists a bilinear form a˜jk : V˜k × V˜j → R such that
|a˜jk(u, v)− a˜β0(),jk (u, v)|
‖u‖V˜k‖v‖V˜j
→ 0
where we define
a˜h,jk (u, v) :=
∫
Ω
∫
Ω
v(y)κ˜(y)κ˜h,jk (x, y)κ˜
(x)u(x).
Furthermore, we assume there are constants c0, c1 and C1 such that
c0
∑
k
‖uk‖2L2 ≤ c1
∑
k
‖uk‖2V˜k ≤
∑
j,k
a˜jk(uk, uj),
and ∑
j,k
a˜jk(uk, vj) ≤ C1
(∑
k
‖uk‖2V˜k
) 1
2
(∑
k
‖uk‖2V˜k
) 1
2
.
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We also assume that
f˜
β0(),
j =
∫
Ω
f(y)
∑
z∈Jh
φh,k (z, y)κ˜
(x)ψh,k (z, x)→ f˜j .
We state our main result.
Theorem 1. If Assumption 4 holds, we have Πβ0()k u˜
β0(), → u˜k where u˜k ∈ V˜k satisfies∑
k
a˜j,k(u˜k, vj) = (f˜j , vj).
Proof. First, we have ∑
k
a˜
β0(),
jk (Π
β0()
k u˜
β0(),, vj) = (f˜
β0(),
j , vj)
and, using Assumption 4,
c1
∑
k
‖Πβ0()k u˜β0(),‖2V˜k ≤
∑
j,k
a˜jk(Π
β0()
k u˜
β0(),,Π
β0()
j u˜
β0(),)
≤
∑
j
{
|
∑
k
a˜jk(Π
β0()
k u˜
β0(),,Π
β0()
j u˜
β0(),)−
∑
k
a˜
β0(),
jk (Π
β0()
k u˜
β0(),,Π
β0()
j u˜
β0(),)|
+ |(f˜β0(),j ,Πβ0()j u˜β0(),)|
}
.
When  is small enough, we have∑
j
|
∑
k
a˜jk(Π
β0()
k u˜
β0(),,Π
β0()
j u˜
β0(),)−
∑
k
a˜
β0(),
jk (Π
β0()
k u˜
β0(),,Π
β0()
j u˜
β0(),)| ≤ c1
2
‖u‖V˜k‖v‖V˜j
and ∑
k
‖Πβ0()k u˜β0(),‖2V˜k ≤ C
∑
j
‖f˜β0()j ‖2L2(Ω) ≤ C
∑
j
‖f˜j‖2L2(Ω).
Let ηj = u˜j −Πβ0()j u˜β0(),. Then we have
c1
∑
k
‖ηk‖2V˜k ≤
∑
k,j
a˜jk(u˜k −Πβ0()k u˜β0(),, ηj)
≤ |
∑
k,j
a˜jk(u˜k, ηj)− a˜β0(),jk (Πβ0()k u˜β0(),, ηj)|+ |
∑
k,j
a˜jk(Π
β0()
k u˜
β0(),, ηj)− a˜β0(),jk (Πβ0()k u˜β0(),, ηj)|
= |
∑
j
(f˜j − f˜β0(),j , ηj)|+ |
∑
k,j
a˜jk(Π
β0()
k u˜
β0(),, ηj)− a˜β0(),jk (Πβ0()k u˜β0(),, ηj)|
and(∑
k
‖ηk‖2V˜k
) 1
2 ≤ |
∑
j(f˜j − f˜β0(),j , ηj)|+ |
∑
k,j a˜jk(Π
β0()
k u˜
β0(),, ηj)− a˜β0(),jk (Πβ0()k u˜β0(),, ηj)|(∑
k ‖ηk‖2V˜k
) 1
2
(∑
j ‖f˜j‖2L2(Ω)
) 1
2
→ 0.
This completes the proof. 
3.2. Two examples. In this section, we present two examples. By the decaying property of the function
φh,j , we have κj,k(x, z) = 0 if x 6= z.
Case 1: We take κ(, x) = κ(
x

), ψh,1 (x, y) =
1
|K(x)| 12 IK(x)(y) and κ˜
 = 1. Then we have
u˜
1
2 ,
1 → u∗0
where
∫
Ω
κ∗∇u∗0 · ∇vdx =
∫
Ω
fv and we deduce from Theorem 1 that
a˜
1
2 ,
jk (u, v)→
∫
Ω
κ∗∇u · ∇vdx, as → 0.
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Case 2: We take κ(, x) = κ0(x) + κ1−1IΓ() where Γ() = {x ∈ Ω | d(x,Γ) < } and Γ is a fracture in
the domain Ω, and
ψh,1 (x, y) =
1
|K(x)\F ()| 12 IK(x)\F ()(y), ψ
h,
2 (x, y) =
1
|K(x) ∩ F ()| 12 IK(x)∩F ()(y).
If u → u0 in H1(Ω) and u|Γ → u0Γ in H1(Γ), we again deduce from Theorem 1 that
a˜,11 (u, v)→
∫
Ω
κ0∇u · ∇vdx+ h−1
∫
Γ
Quv +O(h),
a˜,12 (u, v)→ −h−1
∫
Γ
Quv +O(h),
a˜,21 (u, v)→ −h−1
∫
Γ
Quv +O(h),
a˜,22 (u, v)→
∫
Γ
κ1∇Γu · ∇Γv + h−1
∫
Γ
Quv +O(h).
Hence we obtain the following upscale system∫
Ω
κ∗0∇u1 · ∇v + h−1
∫
Γ
Q(u1 − u2)v +O(h) =
∫
Ω
f˜1v, ∀v ∈ H1(Ω),∫
Γ
κ∗0∇Γu2 · ∇Γv + h−1
∫
Γ
Q(u2 − u1)v +O(h) =
∫
Γ
f˜2v, ∀v ∈ H1(Γ).
We remark that the operator Q is defined in the limit above.
3.3. RVE approximation. In this section, we will discuss using a RVE concept to approximate the
bilinear operator a˜h,jk . Since a˜
h,
jk (u, v) :=
∫
Ω
∫
Ω
v(y)κ˜(y)κ˜h,jk (x, y)κ˜
(x)u(x), we can approximate a˜h,jk by
using a suitable quadrature rule for the integral. For each coarse grid element K ∈ TH , we consider there
is a set of RVEs, KREV,k. We will approximate a˜
h,
jk by a˜
RV E
jk such that
(3.5) a˜RV Ejk =
∑
k
ωRV E,k
∫
KREV,k
∫
KREV,k
v(y)κ˜(y)κ˜h,jk (x, y)κ˜
(x)u(x).
4. Numerical Results
In this section, we will consider a numerical example to demonstrate the performance of the method.
The computational domain Ω is defined as Ω = [0, 1]2. The medium parameter κ is defined as
κ =

3
10
if x ∈ Γ1\Γ2
1

if x ∈ Γ2 ∪ Γ3
7
10
if x ∈ Γ4
1 if x ∈ Ω\(Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4)
where
Γ1 = {x|
∣∣∣x1 − 1
2
∣∣∣ < , 1
4
< x2 <
7
8
},
Γ2 = {x|
∣∣∣x1 + x2 − 1√
2
∣∣∣ < , −1
4
< x1 − x2 <
3
4
},
Γ3 = {x|
∣∣∣2x1 − 3x2 + 0.2√
13
∣∣∣ < , 7
8
<
3x1 + 2x2√
13
<
9
8
},
Γ4 = {x|
√
2
∣∣∣(x1 − 1
2
)2 + (x2 −
1
2
)2 − 1
8
∣∣∣ < , x1 < 1
2
, x2 <
3
4
}.
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The choice of the RVE location is illustrated in Figure 4.1. The source term f is defined as
f(x) = e−40((x1−
9
10 )
2+(x2− 110 )2).
In Figure 4.2, we present the computational results. In the first figure (left plot in Figure 4.2), we present
the reference solution. In the second figure (middle plot in Figure 4.2), we present the matrix part of
the upscaled solution. In the third figure (right plot in Figure 4.2), we present the channel part of the
upscaled solution. From these results, we observe that our proposed upscaling method is able to produce
accurate upscaled solutions.
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Figure 4.1. The computational domain Ω, the medium parameter κ and the RVE points.
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Figure 4.2. Computational results for the first example. Left: reference solution, Mid-
dle: upscaled solution (matrix), Right: upscaled solution (channel).
In the next example, we will consider a time dependent case. We assume u1 and u2 satisfy the following
equations ((
Πhi (ui)(·, t)
)
t
,Πhi (vi)
)
+
∑
j
a˜ij(uj , vi) =
∫
Ω
fvi, ∀vi ∈ Vi, ∀t ∈ (0, T ].(4.1)
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The computational domain Ω is defined as Ω = [0, 1]2. The medium parameter κ is defined as
κ =

10 if
∣∣∣ sin(pi((1− x2)x2 + x1)

)
sin
(pi(x2 + x21)

)∣∣∣ < 0.2,

10000
otherwise.
The source term f is chosen to be the same as the previous example. In Figure 4.3, we illustrate the
medium parameter κ and the RVE points. In the top figure, we present the computational domain, coarse
grid and the RVE points. In the bottom left figure, we present the medium parameter κ around the
point (0.0717, 0.717). In the bottom middle and bottom right figures, we present the medium parameter
κ around the points (0.5262, 0.5262) and (0.9808, 0.717) respectively.
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Figure 4.3. The RVE points and the medium parameter κ for the second example.
Top: RVE points in the domain. Bottom Left: κ around (0.0717, 0.717). Bottom
Middle: κ around (0.5262, 0.5262). Bottom Left: κ around (0.9808, 0.717).
In Figure 4.4, we present the computational results for the second example. In the three figures on the
top, we present the matrix part of the upscaled solutions at the times T = 0.005, T = 0.01 and T = 0.02
respectively. In the three figures at the bottom, we present the channel part of the upscaled solutions at
the times T = 0.005, T = 0.01 and T = 0.02 respectively.
4.1. Nonlinear example with machine learning. In this section, we present numerical results for
the proposed method. Our examples use some of the tools developed in [31, 40]. The goal of this example
is to use machine learning to compute macroscale parameters based on RVE simulations. The method is
similar to our previous approach [31, 40]; however, the calculations are performed in RVEs.
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Figure 4.4. Computational results for the second example. Top Left: upscaled solution
at T = 0.005 (matrix), Top Middle: upscaled solution at T = 0.01 (matrix), Top Right:
upscaled solution at T = 0.02 (matrix), Bottom Left: upscaled solution at T = 0.005
(channel), Bottom Middle: upscaled solution at T = 0.01 (channel), Bottom Right:
upscaled solution at T = 0.02 (channel).
We consider nonlinear flow problem (unsaturated flow problem) in fractured media Ω = [0, 1] × [0, 1]
with no flux boundary conditions. We set source terms qf = 105 in the fracture continuum in [0.95, 1.0]×
[0.95, 1.0] . We use 10× 10 coarse grid. For the nonlinear coefficient, we use kα(x, u) = kr(u)kαs (x) with
kr(u) = exp(−a|u|), a = 0.1 (α = m, f). We set cm = 1, cf = 1, kfs = 103, km = 1 and Tmax = 0.025
with 50 time steps. The numerical calculations of the effective properties has been implemented with
the open-source finite element software PETSc and FEniCS [32, 33, 2]. Machine Learning algorithm is
implemented using Keras library.
Figure 4.5. Local domains to generate datasets. Left: NN1 (Tmm on edge (red color))
and NN4 (T ff on point (green color)). Left: NN2 (Tmm on edge (red color)) and NN5
(T ff on point (green color)). Left: NN3 (Tmf on fracture interface (red color)).
Each sample Xl contains information about coarse grid solution in oversampled local domain
Xl = (X
um
l+ , X
uf
l+ ),
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MSE RMSE (%) MAE (%)
NN1 0.0358 1.8929 1.5824
NN2 0.0895 2.9930 2.4455
NN3 0.0006 0.2544 0.2309
NN4 0.0163 1.2801 1.2313
NN5 0.0114 1.0686 0.9461
Table 1. Learning performance of machine learning algorithm
Figure 4.6. Learning performance of machine learning algorithm. Loss functions. Left:
NN1 (Tmm) and NN4 (T ff . Left: NN2 (Tmm) and NN5 (T ff ). Left: NN3 (Tmf ).
Figure 4.7. Solution on final time tm, m = 50. Left: um. Right: uf
and output
Test 1 :Yl = (T
αβ,NL
l ), α, β = m, f.
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For the training of the neural networks, we use a dataset generated via solution of the local problems in
oversamples local domains (see Figure 4.5). We train four neural networks for each type of transmissibility:
NN1 for horizontal coarse edges for matrix-matrix flow, NN2 for vertical coarse edges s for matrix-matrix
flow, NN3 for matrix - fracture flow and NN4 and NN5 for fracture - fracture flow (Figure 4.5). For
calculations, we use 500 epochs with a batch size Nb = 100 and Adam optimizer with learning rate
 = 0.001. For accelerating of the training process of the multi-input CNN, we use GPU (GeForce GTX
1060). We use 3× 3 convolutions with RELU activation. For each input data, we have 3 layers of CNN
with two final fully connected layer. Convolution layer contains 4, 8 and 16 feature maps . We use
dropout with rate 10 % in each layer in order to prevent over-fitting. Finally, we combine CNN output
and perform three additional fully connected layers with size 200, 50 and 1(one final output). Presented
algorithm is used to learn dependence between multi-input data and upscaled nonlinear transmissibilities.
For error calculation on the dataset, we used mean square errors, relative mean absolute and relative
root mean square errors
MSE =
∑
i
|Yi − Y˜i|2, RMSE =
√∑
i |Yi − Y˜i|2∑
i |Yi|2
, MAE =
∑
i |Yi − Y˜i|∑
i |Yi|
,
where Yi and Y˜i denotes reference and predicted values for sample Xi Learning performance for neural
networks are presented in Table 1. Loss function (MSE) is presented in Figure 4.6. We observe a good
convergence with small error for each neural network. In Figure 4.7, we depict solution of the problem,
um and uf .
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