Abstract-This paper presents a millisecond-level look-ahead control algorithm for energy storage with constant space complexity and worst-case linear run-time complexity. The algorithm connects the optimal control with the Lagrangian multiplier associated with the state-of-charge constraint. It is compared to solving look-ahead control using a state-of-the-art convex optimization solver. Simulation results show that both methods obtain the same control result, while the proposed algorithm runs up to 100,000 times faster and solves most problems within one millisecond. The theoretical results from developing this algorithm also provide key insights into designing optimal energy storage control schemes at the centralized system level as well as under distributed settings.
I. INTRODUCTION
Energy storage devices such as batteries are key resources in future energy systems due to their flexibility and fast response speed, and their convenient installations as either large-scale bulk units or as distributed resources [1] , [2] . Energy storage is a nonlinear control system as both the actuator (active power set-point) and the state (state-of-charge) are tightly constrained, and the state-of-charge evolution is different for charge and discharge operations due to efficiency losses. Hence, most real-time energy storage operations are optimized using predictive control and convex optimization, with applications such as economic dispatch [3] , frequency control [4] , voltage control [5] , renewable integration [6] , energy arbitrage [7] , peak shaving [8] , electric vehicle charging [9] , or a combination of several aforementioned applications [10] . These predictive control strategies solve a multi-period optimization problem over a look-ahead horizon at each control step, obtaining the control and state profile over the entire horizon but only applies the first control result, the problem is then updated with a new horizon and state information for the next control step.
The challenge of using look-ahead control in practice is trading off optimality with computational tractability, as a longer look-ahead horizon incorporates more future information and thus improves solution optimality, but increases the computational challenge significantly. For example, realtime economic dispatches in power systems are typically solved over a single period or with a look-ahead horizon less than one hour [11] . However, power system operations have strong daily patterns due to load and weather variations, such as charging storage from solar power during the day and B. Xu, A. Botterud, and F. O'Sullivan are with Massachusetts Institute of Technology, MA, USA. M. Korpås is with Norwegian University of Science and Technology, Trondheim, Norway. Contact: {xubolun, audunb,frankie}@mit.edu, magnus.korpas@ntnu.no. discharge during the night. Thus, being able to incorporate a look-ahead horizon over one day or even longer is crucial for the future power system, but solving such problems over the scale of a realistic power system is extremely computationally challenging [12] . In addition, future uncertainties in power systems are often modeled with scenarios [13] , and modeling uncertainties from multiple sources can easily lead to hundreds of scenarios that makes it almost impossible to solve look-ahead economic dispatch with conventional optimization solvers. While methods such as stochastic dual dynamic programming [14] reduce the solution complexity by introducing inter-temporal and scenario decomposition, the computation is still difficult and requires significant memory usage. On the other hand, the optimal control problem must be solved within a reasonable timescale to fully utilize the fast response speed of energy storage devices. For example, a battery ramps from zero to full discharge power within milliseconds [15] thus, a scheme that takes minutes or even seconds or even minutes to update the control decision is not appropriate for controlling batteries.
We propose a novel approach that directly speeds up the solution speed of look-ahead energy storage control without losing solution optimality. The key technical lead in our approach is to establish the connection between the optimal control with the Lagrangian multiplier associated with the state-of-charge evolution constraint, and this Lagrangian indicates the value of stored energy over the future horizon. We then show that the value of the Lagrangian multiplier can be determined using binary search instead of solving the full control and state profile, thus, our approach finds the optimal control result much faster than using conventional convex optimization solvers. The technical contributions of this paper and the main advantages of the proposed algorithm is summarized as follows:
1) The algorithm has a generalized objective including time-varying operating cost functions and a terminalstate cost function, which applies to most energy storage applications.
2) The algorithm is analytically derived based on the Karush-Kuhn-Tucker (KKT) conditions and its optimality is proven mathematically .
3) The algorithm has constant space complexity and worst-case linear run-time complexity with respect to the look-ahead horizon, offering tractable computation in complex energy storage applications such as lookahead economic dispatch. 4) The algorithm solves all test cases within milliseconds while a state-of-the-art convex optimization solver requires seconds or even minutes to solve. The rest of this paper is organized as follows: Section II formulates the problem; Section III presents main analytical results and the algorithm; Section IV demonstrates numerical results; and Section V concludes the paper.
II. FORMULATION AND PRELIMINARIES

A. Problem Formulation
We consider a time period t ∈ T = {1, . . . , T } where t = 1 is the current control step and t = 2 to T is the lookahead horizon. The optimal control profile p * t is a minimizer to the following multi-period optimization problem
s.t.
where 1) O t (·)|R → R is a scalar time-varying convex objective function. Its derivative is denoted as o t =Ȯ t . 2) C T (·)|R → R is the terminal cost function of the end state of charge e T . C T is also convex and its derivative is denoted as c T =Ċ T . Note that C T can also be used to model the operation beyond T via dynamic programming [16] . 3) p t is the control decision variable and it is the energy dispatched from the storage during the time period t. 4) p + t is the positive (discharge) component of p t . 5) p − t is the negative (charge) component of p t . 6) e t is the state of charge (SoC) at the end of time period t, subjects to an initial value of e 0 . 7) η ∈ (0, 1] is the storage charge and discharge efficiency. 8) P ∈ R + is the maximum energy that can be charged or discharged into the storage during a single period. 9) E ∈ R + is the maximum energy that can be stored in the storage. 10) p * t is a set of minimizers to the optimization problem. 11) θ t is the Lagrangian multiplier associated with the SoC dynamic, its physical meaning is the marginal value of SoC at the end of time t over the future operation 
B. Karush-Kuhn-Tucker conditions
The results in this paper are primarily based on the use of the Karush-Kuhn-Tucker (KKT) conditions [17] , which are listed below for (1):
and the complimentary slackness conditions associated with the inequality dual variables:
and µ
Note that we replaced the use of p + t and p − t with p t since ∂p
, x} is the positive value function.
III. MAIN RESULTS
We start by stating Proposition 1 that the optimal policy p * 1 can be calculated in closed-form using the Lagrangian θ 0 . We then present Theorem 3 on identifying the equality relationship between θ 0 and any real number x ∈ R using numerical simulation, and develop a binary search algorithm that finds θ 0 and, thus, finds p *
.
A. Optimal Control Policy
We define the policy π that calculates a storage control decision p π t (x) for time t from an input x ∈ R as
where [x] y z = max{min{x, y}, z} saturates x between y and z (z ≤ y), and ϕ t (x) : R → R is the inverse function of o t (derivative of O t ) as
Note that ϕ t is an alternative definition of the inverse function to o t while compatible with a piecewise linear O t .
The following proposition states that we can obtain the optimal control p * t by using the Lagrangian multiplier θ t−1 as input to policy π: Proposition 1. (Optimal policy) Policy π is a minimizer to problem (1) when using the Lagrangian θ t−1 as the input, i.e., p * t = p π t (θ t−1 ) . Proof. We start by rewriting the KKT condition associated with p 
All trials use the same Ot and storage setting, the power limit is between -1 to 1 and the SoC limit is between 0 to 4, which are plotted with red dashes in the figures. As shown in (a) and (b), σt(x) reached the upper SoC bound at t = 15, indicating x ≥ θ 0 and the rest of the simulation is plotted in dots indicating it is not required. In (c) and (d), σt(y) reached the end t = 20 without hitting either bound, thus the equality relationship between y and θ 0 can be concluded using c T (σ T (y)). In (e) and (f), σt(z) hit the lower SoC limit at t = 9 indicating z ≤ θ 0 , and the remaining simulation is again plotted with dots.
where we substitute the complementary slackness condition into (2a) that replaces µ . It is now trivial to see that we can calculate p * t as ϕ t (−θ t−1 /η) and limiting the result between 0 and P , hence
We repeat the similar process for p − t with (2b), and use p t = p The following corollary supplements that with θ 0 we can obtain p * 1 as well as a series of consecutive optimal control decisions by recording the accumulated sum of the control results σ t defined as
with the initial value σ 0 (x) = e 0 , where [x] + = max{0, x} is the positive value function, and [x] − = min{0, x} is the negative value function. σ t (x) emulates the SoC evolution but using the control result p π t (x) which may not be optimal. Another difference is that σ t (x) is not limited between [0, E], instead, whether any σ t (x) falls above E or below 0 is an indicator on the optimality of p π t (x), as defined by the following corollary:
Corollary 2 means that we can maintain optimal control by using θ 0 as the input to (4) for control steps beyond t = 1 if all previous σ t (θ 0 ) are within the SoC constraint. Corollary 2 is based on Proposition 1 and the KKT condition associated with e t in (2c) that the θ t value will not change if both ν t and ν t are zeros, indicating 0 ≤ e * t ≤ E and σ t (x) = e * t . This corollary is thus proved.
B. Main Theorem on Finding Lagrangian
Theorem 3. (Positioning Lagrangian) Given x ∈ R, its equality relationship with respect to θ 0 can be determined as 1) If a) σ t (x) reaches upper bound first, i.e., ∃τ ∈ T s.t. σ τ (x) > E and 0 ≤ σ γ (x) ≤ E ∀γ ∈ [1, τ ); or b) σ t (x) reached neither bound and x > −c T (σ T (x)); then x ≥ θ 0 ; 2) If a) σ t (x) reaches lower bound first, i.e., ∃τ ∈ T s.t. σ τ (x) < 0 and 0 ≤ σ γ (x) ≤ E ∀γ ∈ [1, τ ); or b) σ t (x) reached neither bound and x < −c T (σ T (x)); then x ≤ θ 0 ; 3) If σ t (x) reached neither bound and x = −c T (σ T (x)), then x = θ 0 .
Proof. We start by showing that when moving to the next control step, the value of the Lagrangian θ t only changes after e * t is reaching the upper or lower SoC bound, or more specifically:
Hence, it is trivial to see
We will do the proof separately for three possible cases of e * t : 1) e * t never reaches upper or lower bound with all ν t and ν t equal to zero; 2) e * t reached upper bound first; 3) e * t reached lower bound first. These three cases are illustrated in Fig. 1 .
This cover the cases when e * t never reached the upper or lower bound, which from (9) we know θ 0 = θ 1 = . . . = θ T , hence p * t = p π t (θ 0 ) and e * t = σ t (θ 0 ) for all t ∈ [1, T ], and in particular for t = T we have
according to (2d) and the aforementioned result. Since O t and c T are convex, o t , c T , and ϕ t (inverse of o t ) are monotonic increasing functions, it follows
meaning if x ≥ −c T (σ T (x)) then x ≥ θ 0 , thus we proved condition 1-b in the Theorem. Similarly we can prove condition 2-b starting with x ≤ θ 0 . Also it is trivial to see that if any σ t (x) goes above E then in this case we know σ t (x) > σ t (θ 0 ) hence x > θ 0 , and vice versa for σ t (x) goes below 0, hence we proved condition 1-a and 2-a. It is also trivial to see that if x = c T (σ T (x)), then the KKT condition is satisfied and x = θ 0 , which proves condition 3. Thus all conditions in this theorem are proved for this this case.
2) ∃τ ∈ [1, T ] s.t. ν τ > 0 and 0 < e * t < E ∀ t ∈ [1, τ ): This covers the cases when e * t reached the upper bound first. An example of this case in shown in Fig. 2 . Now from (11) we can conclude if ∃τ ∈ [1, T ] s.t. ν τ > 0 and 0 < e * t < E ∀ t ∈ [1, τ ), then the same condition must be satisfied for all x ≥ θ 0 , hence condition 1-a is proved. And from (9) we know after reaching the upper bound, all the following θ values will be greater than θ 0 until e * t reaches the lower bound or till the end of the operation T (i.e., e * t never reaches the lower bound). Without loss of generality, let γ be the time that e * t first reaches the lower bound or the end of the operation period, i.e., e * t > 0 ∀ t ∈ [1, γ), it follows
which means σ t (x) either will go below 0 (condition 2-a) or σ T (x) ≤ e * T which leads to x ≤ c T (σ T (x)) (condition 2-b) according to (11) , hence we proved this theorem for this case.
3) ∃τ ∈ [1, T ] s.t. ν τ > 0 and 0 < e * t < E ∀ t ∈ [1, τ ): This covers the case when e * t reaches the lower bound first. This is a mirror proof to the previous case while inverting the upper and lower bound logic, hence this proof is omitted.
C. Lagrangian Search Algorithm
We design a binary search algorithm that finds θ 0 according to Theorem 3, thus we find p * 1 = p π 1 (θ 0 ) (Proposition 1) as well as some consecutive optimal control actions (Corollary 2) without needing to explicitly solve Problem (1). The algorithm require a preset search accuracy ǫ and is described as follows: 1) Initialize a search range L and R with which we are confident that L ≤ θ 0 ≤ R; 2) Set x to (L + R)/2. If R − L < ǫ, return x and finish; 3) Run the following iterative simulation a) Set 1 → t and e 0 → σ 0 (x); b) Calculate p π t (x) using Eq. (4); c) Calculate σ t (x) using Eq. (8)
Step 2); f) If t < T , set t + 1 → t and go to Step b);
An example of a confident search range is that we can assume stored energy always has a positive value and choose L = 0 and R = max{o t (p)/η|t ∈ T , p ∈ [−P, P ]}.
This algorithm achieves the following complexity results: 1) Constant space complexity: The algorithm achieves O(1) space complexity with respect to the search range and the look-ahead duration T , because the equality relationship between x and θ 0 can be identified using only the current simulation result σ t (x) so that previous simulation results are not required to be stored. 2) Worst-case linear run-time complexity: The algorithm achieves a worst-case O(n) complexity with respect to the look-ahead horizon T since the worst-case scenario is to simulate all operations steps from t = 1 to T during each search, but may terminate before reaching T as stated in step 3-d and 3-e. It also achieves O(log n) time complexity with respect to the search range for using a binary search algorithm.
IV. NUMERICAL SIMULATION
We use randomly generated data sets to compare the proposed algorithm to solving Problem 1 with different objectives using Gurobi [18] (model generated using CVX [19] ). All simulations are performed in Matlab [20] on a 2.3 GHz machine with 16GB memory.The storage parameter is set as P = 1 p.u., E = 4 p.u., e 0 = 2 p.u., η = 0.92, and the terminal cost function is set to C T (e T ) = (E − e T ) 2 /2. The accuracy of the search algorithm is set to ǫ = 10 −3 .
A. Quadratic objective example
We consider the following quadratic objective function
which is a common setting for optimal frequency control [4] , where α t and β are randomly generated between [0, 10]. α t is the system sensitivity for each time period and β t is the bias we wish to minimize. Trial results are included in Table I in which trials 1-5 are performed with T = 10, trials 6-10 have 1,000 time steps T = 1, 000, and trials 11-15 have 10,000 time steps T = 10, 000. In each simulation the value of the dual variable θ 0 , the first optimal control p * 1 , and the computation time is reported based on the Gurobi solver and the proposed method, respectively. The result in these tables clearly shows that the proposed method obtains the same result as Gurobi while being hundreds times faster.
B. Piece-wise linear objectives
In this section the proposed algorithm is compared with Gurobi using piecewise linear objectives function inspired by the supply curves in power system economic dispatches [21] . The derivative of the objective function o t is written as
where j ∈ [1, J] is the piecewise segment index, J is the number of segments, c j is the marginal cost (derivative) of the system when p is between quantities q j−1 and q j , and the objective is convex if c i ≤ c j and q i ≤ q j for all i < j, i, j ∈ [1, J]. Some examples of the generated cost curve is plotted in Fig. 3 . Similar to the quadratic results, we test the proposed algorithm and Gurobi using different settings and the results are demonstrated in Table II , where trials 1-5 have 10 time steps and 100 cost segments T = 10, J = 100, trials 6-10 have 10 time steps and 1,000 cost segments T = 10, J = 1000, trials 11-15 have 100 time steps and 1,000 cost segments T = 100, J = 1000. The result shows the proposed algorithm obtains the same result in all trials to Gurobi, while being hundreds or even thousands of time faster. In particular, in trials 11-15 Gurobi needs around 18 seconds to complete the computation, while the proposed algorithm finishes below 1ms.
In Fig. 4 , we further test the computation speed of both methods in solving look-ahead economic dispatches over the size of realistic power systems with 5000 cost segments per five minute dispatch interval. The result shows that the computation time of Gurobi increases significantly with respect to the look-ahead horizon, and in particular at the 6 hour look-ahead, the problem takes more than 5 minutes to solve which is not feasible since the economic dispatch must be calculated within 5 minutes. In contrast, with our proposed algorithm, the average solution speed is below 0.5 milliseconds for look-ahead horizons up to 8 hours, providing a speed-up up to 100,000 times.
V. CONCLUSION
This paper proposed a novel algorithm for solving lookahead control for energy storage. The numerical results illustrate that the algorithm provides computation speed in milliseconds for controlling a single energy storage device over an extended planning period. In future research, we plan on expanding this method to controlling multiple energy storage devices subject to network constraints. Moreover, using the generalized terminal state function we plan on incorporating this algorithm into scenario-based stochastic programming or dynamic programming. In addition, our results connects the optimal control with the Lagrangian multiplier associated with the state-of-charge constraint, which we will further explore to provide key insights into designing future electricity pricing and distributed control schemes.
