Abstract-In this paper, we focus on an advanced space-time system using a rate 2 quasi-orthogonal space-time block code which enables us to achieve very good performance for an overall throughput of up to 4.3 bits/s/Hz. This is done through the use of a bit-mapped coded modulation structure using short low density parity check component codes. At the receiver, parallel interference cancellation (PIC) and belief propagation (BP) decoding are employed. Iterative decoding is performed between the PIC and BP decoding stages. Given a fixed total number of decoding iterations, we investigate the frequency of PIC updates required to achieve good performance.
I. INTRODUCTION Alamouti introduced a simple space-time block code (STBC) for two transmit antennas in [1] . This was generalized to an abitrary number of transmit antennas in [2] . All these STBCs are orthogonal STBCs (OSTBCs) and have rates of one or less. They may be maximum-likelihood (ML) decoded using simple linear processing.
One goal of space time coding is to increase channel capacity. Therefore, space-time schemes which provide rates greater than one have also been designed, including quasiorthogonal STBCs (QOSTBCs) [3] , [4] , [5] , the double spacetime transmit diversity (DSTTD) scheme [6] and the Bell Labs Layered Space-Time (BLAST) Architecture [7] . The DSTTD scheme is essentially a QOSTBC which combines the Alamouti OSTBC [1] with BLAST [7] . All these schemes employ either joint detection [3] or ordered successive interference cancellation (SIC) [4] , [5] , [6] , [7] and have detection complexities that increase exponentially with the number of interferers.
In this paper, we design a MIMO system which achieves high throughput with good performance using a low complexity detection scheme. To increase throughput, we use the QOSTBC (DSTTD scheme) of [6] which has rate 2. Good performance is achieved using bit-mapped coded modulation (BMCM) employing low density parity-check (LDPC) codes as component codes. Unlike bit-interleaved coded modulation (BICM) [8] , BMCM does not require interleaving and hence has shorter delays. We employ iterative parallel interference cancellation (PIC) [9] , [10] at the receiver to minimize the effects of interference during symbol estimation. The PIC scheme has lower detection complexity than joint detection or ordered SIC, especially with an increasing number of interferers. The LDPC component codes may be decoded using the belief propagation (BP) algorithm, which is considered to have low decoding complexity. The BMCM structure allows the BP decoding of each component code to be performed in parallel, which further reduces delays.
The proposed receiver structure uses two types of iterative processes. In the first iterative process, symbol estimates are demodulated and passed to parallel BP decoders. The decoded bits are re-modulated and the resulting symbols are used to update the PIC process in the following iteration. The idea of iterating between a PIC detector and parallel forward error-correction decoders was considered in [10] for a diagonal-BLAST system. The second iterative process is performed internally by the BP decoders. We investigate the ratio of PIC updates to BP iterations required to produce good performance, for a fixed maximum number of BP iterations, across all PIC updates.
In Section II, we describe the proposed BMCM-STBC system structure and the channel model used. Section III describes the iterative detection and decoding processes. Simulation results are presented in Section IV and conclusions are drawn in Section V.
II. PROPOSED SYSTEM
We consider a MIMO channel with nT transmit and nR receive antennas. We assume a quasi-static flat Rayleigh fading channel model. The encoding process is described next, followed by a description of the channel model.
A. Encoding
The proposed encoder structure is shown in Fig. 1 . We consider a 2M-ary quadrature amplitude modulation (QAM) constellation. The input data stream is demultiplexed into M data substreams {Bm}jm . The mth data substream has length Km. Each substream is encoded using an LDPC code to 
Therefore, the QOSTBC of (2) 
B. Channel Model
We consider a quasi-static Rayleigh flat fading channel model. Let aoq(t) denote the complex fading coefficient affecting the symbol xp(t) at time t for the subchannel between the pth transmit antenna and the qth receive antenna for p= 1, 2, ..., nT and q = 1, 2, ..., nR. We assume independent subchannels. Due to the quasi-static assumption, we let the fading coefficients remain fixed during each STBC block (of L time slots) and vary independently from one block to the next. We model the fading coefficients as zero-mean complex Gaussian random variables with variance 1/2 per dimension.
We assume that we have ideal channel state information (CSI) at the receiver.
We fix the total transmitted energy across all nT transmit antennas to be 1, for each time slot. In the case of nT = 4, the symbol transmitted from each antenna contains ' = 1/4 unit of energy. The signal at each receive antenna is a noisy superposition of the transmitted signals after undergoing quasistatic flat Rayleigh fading, and is given by nT rq (t) = c aqXp (t) + wq (t), p1 where Wq (t) is the additive white Gaussian noise (AWGN) at the qth receive antenna at time t for q = 1,2,..., nR.
The AWGN is modeled by an independent complex Gaussian random variable with zero mean and a one-dimensional noise variance defined as
MRstbcRldpClOo SNR (6) where Es is the average energy of a constellation point and SNR is the signal-to-noise ratio per receive antenna and is given in decibels (dB). The overall throughput for a system using a 2M-ary constellation is defined as Throughput = MR,tb,Rldp, bits/s/Hz,
where R,tb, is the rate of the STBC defined in (3) and Rldp, is the overall rate of the LDPC codes defined in (1).
III. DETECTION AND DECODING
At the receiver, linear processing [1] , [2] is first applied to the received signals to produce an estimate of the transmitted symbols. The Rate 1 QOSTBC takes symbols SI, S2, S3, S4 and transmits them using nT = 4 antennas and L = 4 time slots. Assuming nR = 1, linear processing at the receiver produces the estimates [3] Si =(a°ll2 +a 10E22 + 12 + 42)Sl (9) In both cases, the interference is due to the non-orthogonality of the space-time code structure. These symbol estimates are used by either the joint detection (JD) scheme of [3] or the proposed PIC scheme to produce better estimates. The two schemes are explained in sections Ill-A and III-B, respectively.
A. Joint Detection
The receiver structure for the JD scheme of [3] is shown in Fig. 2 . From (8) , it is clear that the Rate 1 QOSTBC produces estimates that depend on the transmitted symbol plus one interferer and some noise terms. The JD scheme considers all possible pairs of constellation points between the transmitted symbol and the interferer, and selects the best pair based on Euclidean distance. The improved symbol estimates are then demodulated into soft bit estimates for the M BP decoders. The complexity of JD increases as (2M)I+1, where I is the number of interferers. For a BMCM system using 16-QAM and the Rate 1 QOSTBC, we need to search through 162 = 256 possible pairs of constellation points. From (9), the Rate 2 QOSTBC produces JD estimates that depend on the transmitted symbol, two interferers and some noise terms. Therefore, the Rate 2 QOSTBC requires a search through 
B. Parallel Interference Cancellation
The exponentially increasing complexity of the JD process as I increases motivated us to find a simpler detection scheme. We employ PIC, which is widely used in multiuser detection and is considered to have lower complexity and shorter delay than ordered SIC. In [10] , information is iteratively shared between the PIC block and nT convolutional decoders, via interleaving/de-interleaving. Here, information is iteratively exchanged between the PIC block and the M LDPC decoders, via mapping/demapping. The receiver structure for our proposed iterative PIC scheme is shown in Fig. 3 . Fig. 3 . Receiver structure using parallel interference cancellation.
In the first iteration, no PIC is performed after the linear processing. Instead the symbol estimates from the linear processing block are demodulated and the estimated bits are passed to the parallel LDPC decoders. The improved bit estimates from the LDPC decoders are then re-modulated to give improved estimates of the transmitted symbols, which are then used together with the CSI to cancel the interference according to (8) or (9) . This generates improved symbol estimates which are demodulated and the corresponding bits passed to the parallel LDPC decoders. This iterative process is repeated until there is negligible further improvement in performance.
The LDPC decoders use the BP decoding algorithm, which requires internal iterations. This is different from the iterations between the PIC block and the LDPC decoders described previously. We use the terms BP iterations and PIC updates, respectively, to distinguish between the two iterative processes.
Unlike the SIC schemes of BLAST, no ordering is needed and the interference cancellation is done in parallel, which reduces processing complexity and delay. The complexity of each PIC update increases linearly with the number of interferers I since a subtraction operation is needed for each interferer. For example, (8) shows that the Rate 1 QOSTBC requires four subtraction operations to cancel out the interference for each PIC iteration. Therefore, if 5 PIC iterations were used, the relative complexity is (I = 1)(4)(5iter) = 20 operations. In the Rate 2 QOSTBC case, the relative complexity of PIC increases to (I = 2)(4)(5) = 40 operations. It is difficult to make a direct complexity comparison between the PIC scheme and the JD scheme, since the former does not require a search through combinations of constellation points. QOSTBC using JD [3] . In addition, we consider the coded BER performance for the Rate 1 QOSTBC using JD and PIC, and the Rate 2 QOSTBCs using PIC. The modulation schemes and LDPC codes are chosen to result in the same approximate throughput of 2 bits/s/Hz in all cases. The uncoded Rate 1/2 OSTBC has the worst performance in the group because it pays a big penalty for the low STBC rate, which resulted from the use of 16-QAM and no LDPC codes. It attains a BER of 10-4 at 13.2dB. The Rate 1 QOSTBC using JD reaches the same BER at 9.7dB, a gain of 3.5dB over the OSTBC. This is because the Rate 1 QOSTBC has a higher rate and is able to use a smaller constellation (QPSK), which has a larger minimum Euclidean distance between constellation points.
IV. SIMULATION RESULTS
We now compare the performance in Fig. 5 of the JD and PIC schemes when used with the Rate 1 QOSTBC, 16-QAM and the BMCM-LDPC coded scheme. When JD is used, the 'The BP algorithm uses a stopping criterion which will terminate BP decoding before 20 iterations if a codeword is found. symbol estimates from the JD block are demapped to bits and the bit estimates are passed to the parallel BP decoders. A maximum of 200 BP iterations are used to decode each LDPC code. Due to the high complexity of the JD detection scheme, no soft information is passed back to the JD block from the BP decoders. When PIC is used, the symbol estimates on the first iteration are passed straight to the BP decoders after linear processing. On subsequent iterations, soft information from the BP decoders is passed to the PIC block. The coded JD scheme achieves a BER of 10-4 at 6.4dB, a gain of 3.3dB over the uncoded scheme using JD. The coded PIC scheme achieves the same BER at 4.7dB, a further gain of 1.7dB over the coded JD scheme.
When the Rate 2 QOSTBC is used in conjunction with the same LDPC component codes and PIC, QPSK produces the required throughput. As shown in Fig. 5 Comparing Fig. 6 and Fig. 7 , the curves with the best performance reach a BER of 10-4 at 5.01dB and 4.76dB, f o r Nina3= 100 (BP=5(19)) and Nina3= 400 (BP=40 (9) able to achieve a throughput of 4.3 bits/s/Hz using 16-QAM and still maintain very good BER and FER performance.
