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-such as simulation studies on wireless networks. deployment and administration of wireless infrastructures. protocol design for intelligent and robust wireless infrastructures. and user access and uaffic characterization. Currently. most of the simulation studies on wireless networks and protocols consider simplistic communication and association patterns for the wireless users. There is a need for more realistic models of the user communication and association patterns to drive simulations on wireless networks. The wireless clients associated with an access point (AP) share the buffer. cache. and bandwidth at that AP. Insights from trafic characteristics at each AP and the wireless users transitions from one AP to another can assist in deploying the content disuihution network capacity planning and wireless network deployment, and development of admission control and reservation allocation mechanisms. This is important not only for preventing and resolving user congestion. hut also for the provision of quality of service guarantees for' the support of real-time streaming.
voice over 1P. location-dependent. augmented-reality. and other applications with strict response delay requirements.
Mohile users experience frequent loss of connectivity and high end-to-end delays when they access the wireless Internet.
In an earlier work [I] . we investigated a peer-to-peer approach that introduced a new paradigm of information sharing and cooperative caching among mobile devices not necessarily connected to the Internet. This paradigm exploits the spolia1 lucoliF of qirerirs and infoniiariun of mobile users. An environment is characterized by spatial locality of queries and information when users in close geographic proximity are likely to query for the same data. In such environment. we considered the role of stationary caches in wireless LANs and also thin cooperative caches of mobile devices (i.e._ peers). When a wireless device is unable to access the data via the Internet. it can acquire the data from these caches. We showed via simulation that in settings with high spatial locality of information and frequent disconnections from the Internet. these peer-to-peer systems can enhance the information access by reducing the average delay to receive the data.
We want to explore characteristics of the 'wireless infrastructure that provide opportunities for caching. prefetching_ coverage planning of wireless infrastructure. and resource reservation. The web provides a ready testhed to study the prevalence of information locality and access. Since wireless aqsociation and user mobility are two new characteristics of the environment. we would like also to investigate their impact on the information access. The main goal is to provide more robust and intelligent wireless infrastructures by understanding the wireless web access and user association patterns.
The UNC wireless infrastructure provides coverage for nearly every building in the 729-acre campus and includes a diverse academic environment of university departments. programs. administrative. activities. and residential buildings. In these buildings. there are 26.000 students, 3.000 faculty &7803-8355-9/C4~20.00 Q Z W IEEE. members. and 9.000 staffkdministrative personnel. Of the 26.000 students. 61% are undergraduates. and more than 75% of these own a wireless laptop.
Teniporal and spatial locality of information. The temporal locality identifies the frequency and temporal aspects of repeated requests for some information. The spatial locality focuses on the AP and building in which a repeated request OCCUIS and indicates if the repeated request originated from a nearby client. a client within the same Af? or a client in the same building.
Caching paradigms: itser cache, cache attached to an AP or a bttililing, and peer-to-peer caching. The user cache is considered to be the web browser cache. The cache attached to an AP or a building will serve the wireless clients associated to that AP or to APs of that building. respectively. In the peerto-peer caching clients in wireless range act as cooperative thin caches for each other.
User associatim and mohility patterns. We distinguish wireless clients based on their inter-building mobility. their visits to APs. their continuous walks in the wireless infrastructure. and their wireless information access during these periods.
We ditfer from previous studies on the wireless infrasuucture ([Z] . [31. and [41) by focusing on the wireless information locality. To our knowledge. this is the first empirical study on the locality of the web access via a large IIEE 802.11 infrastructure. Unlike previous measurement studies of IEEE 802.11 infrastructures. we explore the impact of the locality of the web access and feasibility o l three main caching paradigms. Reference [5] focuses on a different setting. namely that of a single web server with clients that browse using a cell-phone or PDA. They identify the session duration. load. content type. and access patterns of their wireless users. They found that caching the results of popular queries would he very eflective in reducing the wireless Web server load. This research also extends the studies by Kotz and Essien [?I. focusing more closely on the association and mobility patterns of individual clients rather than on the entire population of mobile clients and in a finer time granularity. Unlike the Dartmouth wireless infrastructure [?] . the UNC wireless clients maintain one single IP address throughout their roaming in the wireless intiasmcture and keep the same ID (based on its MAC address) throughout the entire trace. This allows us to correlate the wireless users with their web access and association patterns and carry out user-hehavior analysis more
The three key issues that drive this study are: accurately.
A. Sirriirtiap of main c.ontrihictions
Several studies on web caching over the wired network (such as [61) report that the distribution of web requests from a fixed group of users follows a Zipf-like distribution. Overall. the URL and web-server popularity distribution in our traces are modeled well as a Zipf-like function (with a z i p f equal to 0.85 and 1. respectively) [71. In a previous study. 25% to 40% of documents draw 70% of web access [6] . However.
our traces indicate that only 13% of unique URLS draws this percentage of web accesses. Moreover. 71% of requests are for documents that have been requested in the past. We define the ideal hit ratio as this percentage of repeated requests that can be achieved assuming an infinite cache and that all documents are cacheable. Our ideal hit ratio is higher than the 45%-59% reported by [SI in the wired infrastructure of a university campus for a similar user population size. The overall ideal hit ratio is the percentage of the total repeated requests that have occurred throughout the HTTP tracing period. The overall ideal hit ratios of the user cache. cache attached to an AP. and peer-to-peer caching (where peers are aSSockdted with the Same AP) paradigms are 516, 55%. and 23%. respectively.
As in several wired traces studies. the single-client locality is the primary factor in our wireless traces. We show that there is opportunity for improving the wireless access by more actively caching data in the user cache. The high temporal locality of data can enable prefetching systems and replacement algorithms that maximize the data availability over short time periods and minimize the extended storage of data when it has not been recently requested. Similarly. the probability that a client will revisit an AP can provide some guidelines for the expiration of ob,jects related to that client in the AP cache. More specifically. each AP ohserves a number of revisits from wireless clients that had associated with it during the last hour. We computed the fraction of visits that are revisits for each AP and client and observed that some APs and clients have a high revisit probability. There are APs with a 95% percentage of revisits out of all visits to that AP. However. the revisit probability varies drastically among both APs and clients.
We model the associations as a Markov chain using as state information the most recent AP visio. We are able to predict with high probability (86%) the next AP with which a wireless client will associate. This type of predictions can benefit several protocols and algorithms that aim to improve the performance of the wireless infrastructures by load balancing. admission control. and resource reservation at APs. Section 11 of this paper describes previous related research:
Section 111 explains our techniques for acquiring the data for this study; Section IV focuses on the locality of the web URLS via the wireless infrasuucture and presents diiferent caching paradigms and their performance. Section V provides insight about the associations and movement of users on the campus and discusses their access pattern. In Section VI. we summarize our main results and discuss future work.
RELATED WORK
Collaborative caching among conventional clients in the wired network has been analyzed in several studies (such as [9] . [IO] ). Duska et al. [IO] found the benefit of such caching to be limited by the diversity of clients' requests and the non-cacheability of many objects. We examine the collaborative caching among wireless clients by focusing on clients associated with the same AP as well as other caching paradigms. We compare our results on caching with other 07803-8355-9/04/S20.M) 82004 IEEE. measurement studies on the wired network [81. [h] in Sections IV and LA.
There have been some recent studies of client mobility and access patterns ,111. DATA ACQKiISlTlOU Two sets of data were used in this study: traces of wireless .'clients' web requests and logs of.IEEE 802.1 I-MAC events ,generated by wireless APs in the campus. These sets were correlated using their timestamp information and thereby al-.. . lowing us to determine the A P from which each web request was made.
The campus is populated by people who have devices that ,communicate with the campus wireless network; each. such device is called a client. Each-client has a unique MAC address. and is assigned a (positive) unique client ID number -based on its MAC address (see Section Ill-D for details on ,the techniques used to ensure privacy).
The campus has many APs, each of which is a nonmoving bridge between -the conventional campus network and the wireless network. Since each AP has a unique 1P address. we ~~ use an AP's IP address to determine its-(positive) unique AP ID number. Each AP has.a coverafe area determined by radio propagation properties around the AI? A client communicates .via the network by associating itself with an AP: we say synonymously that such a client visits the AP. For a more 'detailed description on how a client associates with an AP. 
C. H l T P traces
lhe bulk of the campus wireless network has a single aggegation point that connects to a gateway router. This router provides connectivity between the wireless network and the wired links. including all of the campus computing infrastructure and the Internet. We connected to a monitor port on the gateway router to monitor all of the traffic that passed hetween the wireless network and conventional wired networks. This tap link was connected to a FreeBSD monitoiing system. We used the tracing tool tcpdump to collect all TCP packets that have payloads that begin with the ASCII string "GET' followed by a space. The full frame w& collected HTTP request. We did not restrict our collection to the standard HTTP port. allowing us to record HTTP requests sent to servers on non-standard ports, which include m m y common peer-to-peer file-sharing applications. -The packet trace was then processed to exwact the H m P GET requests contained therein. From e x h packet. we kept these items: the time of the packet's receipt (with one-second resolution). the hostiiariie sprciJied in the request's Hosr header. the Request-URI. and the hardnare MACaddress of the wireless IEEE 502.1 1 client.
If all of these items were not available in a packet, we did not include that recorded packet in our recorded requests.
Using these criteria. 8,358,045 requests for 2.437,736 unique URLs were traced and included in the analysis. By recording the traffic before it had passed through an IP router, we were able to capture the original MAC header as generated by the IEEE 502.1 1 clients for transmission to the gateway router.
D. Privacy assiirances
To avoid disclosure of the identity of individual users and of the sites that a user is visiting, we store and use SHAI hashes of the client's MAC address. the request hostname_ and the requested path. The MAC address uniquely identifies an IEEE 802.1 I network device; we assume it to be coupled to a specific computer. Two requests are considered to he from the same client if they were generated by clients that have [he same hashed MAC address. and two requests are considered to be for the same URL if they have the same hashed hostname and request path. 
E. Access point logs

I ) S y l u g m w m :
There are seven types of events that trigger an AP to transmit a syslog message. These messages and their corresponding events are interpreted as follows: Authenticated: A card must authenticate itself before using the network. Since a card still has to associate with an AP before sending and receiving data. we ignore any authenticated messages. Associated: After it authenticates itself. a card associates with an AP. Any data transmitted to and from the network is transmitted via the AP.
Reassociated:
A card may reassociate itself with a new AP (usually due to higher signal strength) or the current AP. After a reassociation with an AP. any data uansmitted to and from the network is transmitted via that AP.
Roamed: After a reassociation occurs. the old AP and sometimes the AP with which the card has just reassociated send a roamed message. Since we still receive the reassociated message. we can ignore this messaee as well.
Reset: When a card's connection is reset. a reset message is sent. In our trace. cards with a reset message are only involved in reset messages. We believe this to be an artifact of us not having logs from all of the APs. and therefore ignore any reset messages. Dksasociated: When a card wishes to disconnect from the AP. it disassociates itself. Deauthenticated: When a card is no longer part o i the network a deauthenticated message is sent. It is not unusual to see repeated deauthenticated messages for the same card. with no other type of events for that card in between. We ignore any disassociated and deauthenticated messages for a card if the previous message for that card was a disassociated or deauthenticated message. A disconnection message describes either a disassociated or deauthenticated message.
2 ) Vlsifs and sessions: Using the events as described abave, we define visits and sessions as well as some oftheir properties such as duration. We assume that each event occurs at the time of the timestamp in the corresponding syslog entry.
The exception is that if a client is deauthenticated due to an inactivity period of 30 minutes (or more). we consider the disconnection to have occurred 30 minutes before the timestamp that appears in the corresponding deauthenticated syslog entry. The inactivity period of 30 minutes is a default value for the clients in most of the APs in our infrasuucture. Events: We only consider the associated. reassociated. deauthenticated. and disassociated events as mentioned above.
State:
A state represents the AP with which a client is currently associated with. When a client is connected to the network. its state is the numeric ID of the AP it is currently associated with (via an association or a reassociation). When the client is disconnected from the network its state is defined to be "0". Since we do not h o w where the clients are before the trace begins. each client is considered to be in state 0 at the beginning of the trace.
State history:
The state history of a client is the ordered sequence of its stales. Reconnection threshold: Sometimes a client will disassociate or deauthenticate for a single second and then associate or reassociate. We found that a user was disconnected for 71.988 times for m e second or less and 104.763 times for 30 seconds or less (and reconnected after that). Whenever a client is disconnected for one second or less. we do not consider the client to have disconnected from or left the network. hut instead consider this to be part of the reconnection procedure. We use the one second threshold. because it accounted for a large percentage of the times that such short disconnection periods occurred. We believe this to more accurately represent the user's intentions.
These rules leave us with 2.474.394 useful syslog events for 6.186 clients and allow us to define the following terms: Visit: A client begins a visit to an AP when a (re)association message is received from that A P for that client and ends when any message from any A P is received for that Same client. The difference in the timestamp of these two messages defines the duration of the visit. Session: A session is a sequence of visits to APs. A session begins when a currently disconnected client receives a (re)association message and ends when the next disconnection message is received. The difference in the timestamps between the disconnection message and the first (re)association message defines the duration of the session. A session can he mobile. roaming. or visit.
Inter-AP transition: If a client is currently associated to an AP. an inter-AP transition is defined as a (re)association to a fliferenr AP. The two APs may nor be in the same building. Inter-huilding transition: If a client is currently associated to an AP at a certain building. an inter-building transition is defined as a (re)association to an AP located in a different building.
Roaming session:
A roaming session is a sequence of consecutive visits (with no disconnections) that includes two or more distinct APs. A roaming session begins when a currently disconnected client receives a (re)association message and ends when the next disconnection message is received. The difference in the timestamps between the disconnection message and the first connection message defines the duration of the roaming session.
Mohile session:
A mobile session is a special type of roaming session that comprises of a sequence of consecutive visits (with no disconnections) to two or more different buildings.
A mobile session begins when a currently disconnected client receives a (re)association message and ends when the next disconnection message is received. The difference in the timestamps hetween the disconnection message and the first (re)association message defines the duration of the mobile session. 0-7803-8355-9/W/SZO.W QZ004 IEEE. Roaming client: A client with a roaming session is called a roaming client. Mohile client: A client with a mobile session is called a mobile client. Drup-in client: A drop-in client is a card that visits two or more buildings in the period of time in question. Drop-in clients may have disconnections in between the visits to these huildings.
E HlTP requests rIiorlel
We use a post-processing phase that conceptually examines every request in the HTTP trace and identifies the AP via which it was made using the syslog trace. We correlate the HTTP requests in the HTTP trace with the messagcs of the syslog trace as follows: Let us assume that in the HTTP trace an HTTP request appears as (U: f.: c). where U is the request URL. t is the time of the packet's receipt at the miller. and c t h e wireless : client id. For each HTTP request, we parse the syslog entries to find the last association or reassociation-message 'for the client with a timestamp earlier than the HTTP request time. If we find such a message, we assume that this is the AP p from which the client requested this data and generate a request of the form (U. t: c : p ) . For the next sections. we assume that we have a stream of these requests in increasing order using their timestamp. The URL identifies the request obiect.
IV. LOCALITY OF WEB OBJECTS
Web requests may exhibit different locality characteristics. We classify them into sariie-client. surne-.4P. AP-coresident 'i'lienf. smiie-bii;ldin& ~ and cotiipits-wide repeated requests.
This classification of the locality is hyhrid; in that it exhihits both temporal and spatial characteristics. In the following sections. we discuss them and present the locality of our client requests. set of huildinss set of distinct disnts that h a w rcqucstzd URL 'U szt of huildinos from which d i m 1 i requested 'CL state of client i at time t (AP id or '"0)
A. Same-client repeated requests
A same-client repeated request occurs when a single client requests an object that it has requested in the past. The cause could be any of these: Sitbsequenr reqiiesf. A user intentionally requests an object that it has requested in the past. hut could not be'satisfied by the browser cache. Such a request would represent genuine ongoing interest hy some user. Clierit wlour1.s. A user reloads a page. This may occur when the page has not bcen transmitted properly.
Airtorimtic reloads. Many popular pages (such as headlinenews and weather sites) cause the browser to re-load the page periodically. While the page is displayed. the hrowser will periodically re-request it. Some of these requests could also be considered indicative of continued interest by the user. Packer retrunsrnissions. If the first packet containing the request does not reach its destination. TCP specifies that the client retransmit the packet. We record both requests as distinct requests. However. we expect that such retransmissions are rare [7].
This study is subject to the effects of browser caching; if the requested object is in the browser's cache, no HTTP request will he generated. Some, hut not all, browsers iollow HTTPs specification for determining the freshness of a cached ohject. Also. we speculate that a percentage of the repeated requests are conditional HTTP GET requests. This measure does not account for the location of the client and therefore reveals temporal but not spatial locality. We compute the temporal locality of these requests as follows: For each request in the trace (such as r(v: t : c : p ) for a URL U. made at time t hy client c via A P p): we check hackwards in time for previous reierences to the Same URL 11. made by the same client c. If such request r'(ii.>t', c,p') is found. we record the time that has elapsed since this request occurred. t-t'. The set of sameclient repeated requests for a time interval io is SC.'(w). where
B. Sfline-AP repeated requestJ
Same-AP repeated requests are the repeated requests Tor an nhject thrnugh the same AP. This measufe does nat account for the Same-client repeated requests; i.e.. the repetition can occur due to a single client requesting the same ohject multiple times from that AP.
We compute the same-AP repeated requests as follows: For each request in the trace. r ( u~~~t ,~p ) .
we check backwards in time for previous references to the same ohject U accessed through the same A P p . If such request r'( U, t'; c': p ) is found. we record the time.that has elapsed since that request occurred, tt'. The set of same-AP repeated requests within a time interval w. S A ( w ) , is given by
C. AP-coresiilent-client repeuled reqirests
At the heart of measuring spatial locality effects among mobile web users is this: How often are users interested in the same data near one another'? We answer this question hy examining ohject and client-AP as well as object and client-building correlations. These spatial locality properties of wireless web access can impact caching. An AP-coresident client repeated request occurs when a client requests an object that has been requested at some time 0-7803-8355-9/C!4BZO.~ 02004 IEEE. in the past by another client who is associated with the same AP at the time that this new request is made. Note that this other client that requested the oiject in the past may have requested the object while at a different location. This indicates that two different clients have requested the same object and were near one another at the time of the second request.
For each request in the trace r . (~.~c . t : p ) .
we check hackwards in time for previous references to the same object LL made by a different client c' that is currently at the same AP 1'. If such request r'(u,: l'> c'.p') is found. we record the time that has elapsed since this request occurred. tt'. We compute the set of such requests AC'(u) that occur within the time interval 'IO as in that minute of the first hour. For example. within the first minute the tiaction of repeated requests are at least 0.19 for same-client (i.e.. fsc(1 min)) and same-AP (i.e.. fs.q(l min)) and 0.01 for AP-coresident client (i.e.. f.qc(l min)). In the second minute. an a&iitional 0,044 fraction of requests are same-client (i.e.. fsc(2 min)-fsc(I mio)) and same AP (i.e., fs..,(2 min)-fs..i( I min)) repeated requests. and the fraction of arldifionul repeated requests is 0.006 for AP-coresident client repeated requests (i.e.. f.qc(2 min)-.f.qc(l min)). The plot shows that there is periodicity in the same-client and same-AP repeated requests after 5. 10. 15. and 30 minutes. In AP-coresident client repeated requests. however. there is no such correlation in the web access patterns of clients. We found that the fraction of repeated requests for the same-client and same-AP are similar and higher than the AP-coresident's.
As many as 37% of all requests would he unnecessary if every object on the web had a cache lifetime of at least an hour. This indicaks the impact of the client's web browser cache. assuming that all browsers observe the HTTP standard for caching. The repeated requests follow a power law with exponent coefficients of -1.31. -1.27, and -0.54 for sameclient. same-AP. and APcoresident client. respectively. The coefficient of determination ( R 2 ) is at least 0.94 for all of them.. These coefficients indicate that the temporal locality is more apparent in the same-client but not in the AP-coresident client caches.
We also computed the same-client repeated requests considering only the clients with high and low number of interbuilding transitions. Of the top five percent (309 clients). 240 request at least one web object and reach 52% same-client repeated requests with a mean and median of 40% and 41%.
respecLively. We also selected the 309 wireless clients that stayed within one building during the entire trace period and had the highest number of associations. Only 45 of these clients requested at least one web object. and these reach 55% repeated requests with a 42% mean and 40% median. Fig. 2 shows the fraction of repeated requests for an interval 'tu equal to the entire trace. For example. within a day the percenmge of repeated requests is 44% for same-client. 48% for same-AP repeated requests. and only 14% for AP-coresident client repeated requests. In the second day. there is an additional fraction 0.02 of same-client. same AP. and AP-coresident client repeated requests.
We consider an ideal cache hierarchy that consists of the client cache. caches at the APs, and caches of the co-resident peers. Fig. 3 focuses on the impact of each caching paradigm when there is a miss in the other caches of the cache hierarchy.
For example. it shows the impact of the caches at APs for requests that cannot be served by the client cache ("Same-AP n7Same-client repeated requests"). Similarly. it demonstrates the impact of the peer cache for requests that cannot be served by the client cache or the cache of the local AP ("AP-coresident-clientn(~Same-AP~~Same-~lient) repeated requests"). Although ihe client cache dominates the repeated requests in the first day. the AP-cache reaches a similar hit ratio afterwards.
Our results are conservative. because they include compulsory (cold start) misses. We reduce this effect by taking measurement traces over 26 days. On the other hand. we assume an infinite cache and that shared documents are cacheahle.
Therefore. the following hit ratios are ideal hit ratios. A cache at each AP would achieve an ided hit ratio of 55% for the whole trace. whereas a cache that serves the entire campus would achieve an ideal hit ratio of 71%. There are APs with higher ideal hit ratios: for example. an AP in an auditorium had an ideal hit ratio of 73% that corresponds to the 40.064 requesU made by six distinct clicnts.
We observe that 8 % oi all requests 'are for ohjects that have been requested hy a nrarhy client within the last hour. Furthermore. this proportion 1 :iric's widely: at some locations on the campus. 15% .of all rcqucsis wcre for .such objects.
Also. a lower number or HTI'P requests and fraction of repeated requests are made on weekends than nn weekdays [71. and several repeated requests exhibit 24-hour periodicity.
Assuming that web ohjects remain in a client's web browser cache for the entire trace period (26 days). the AP-coresident client cache would attain an ideal hit ratio of 23%. which is less than the ideal hit ratio Tor same-client and same-AP caches within two minutes.
D. Suriie-biiilding and caiipvs-wide repealid. reqiiests
Same-building repeated requests are all the requests for which at sometime in the past there was mother request for the same URL by a client from ~m AP in the same building as the one of the first request. We find that the perccntage 'of these repeated requests (i.e.. hit ratio) varies from 75% to 15%.
We investigated ho$ the number of HTTP requests and client ,population of a building 'may affect this hit ratio. For each building. the total number of unique clients that have sent at least one request from an AP in:that building represents the client popitlalion at the building and the total numher of requests sent from an AP in that huilding the reqriesr rleiiiaiid.
The client population varies from 1,172 to 1 unique clients and the request demand ranges from 1.929.399 to 5 requesu. We sorted the~huildings in decreasing order with respect to their client population and request demand. In both cases.
there is a trend of declining hit ratio. However. the hit ratios across the buildings exhihit high variance and we cannot draw any strong conclusions. It is pan of future work to investigate possible correlations of the hit ratio with building type (such ;IS educational. administrative, residential), session type, and information access pattern.
We notice higher hit ratios than the ones reponed in similar studies over the wired infrasuucture. For example. for user populations of 200-1000. Reference [8] reports hit ratios between 45% and 52%. whereas our results are in the range of 52% to 65% (for similar user populalion). This range corresponds to the six most populated buildings (with 191 to 1.172 clients). For the campus-wide repeated requests we count all the requests for which at sometime in the past there was another request for the same URL in our HTTP traces.
Unlike these studies in which 25% to 40% of documents draw 70% of web access [6], our traces indicate that a 13% of unique URLs draws this number of web accesses. The UW study [SI reports a 59% ideal hit ratio for a similar user population size in the wired infrastructure in a university campus.
E. Distinct-client lolation-deppendent URLS
The same-AP repeated .requests and AP-coresident-client repeated requests give an indication of the spatial locality of a URL but do not capture entirely the dependency of repeated requests with a certain location. To better describe the dependency of a URL access to a location. we defined the distinct-client location-dependent property (DCLD) as follows: A URL exhibits DCLD in a building if a significant number of its repeated requests made by rliferent wireless clients or in iliferent buildings (or both) are made from that building.
Let us define the popitlorip a of a URL (1 to be
Ci,Ecu /BPI> where C" is the set of distinct clients that have requested URL LI and B: the set ofbuildings from which client i has requested U. A URL U exhibits DCLD if there exists a building h E R. such that:
where n is its popularity. Tdcld a certain threshold. 8 the set of all buildings. and I n ( 4 A) a binary function that indicates whether b E A. The higher the threshold is. the higher degree of spatial locality dependency a URL exhibits. This definition disregards repeated requests from the some client made from the smiw building hecause we want to emphasize the sharing across different clients in a building. However.
we do consider the requests issued by the same client across different buildings. since this indicates the client's continuous interest in the information.
Let us define the following terms: N " " ( n ) is the number of unique URLS with popularity gi-earei-or eqiial to n. I\~;;;(cY) is the number of unique URLS that exhibit spatial locality dependency conditioned that their popularity is gr-eater or eqiial to n. N'"q(a) is the number of repeated requests in 0-7803-8355-9/04620.00 QZ004 IEEE. Fi.. 4 . Fraction uf DCLD URLS and their respective requests. mssc m a s u r~m d l s comesplod to oir sntirc HTTP trace of more than 7.6 million rzquests for over 2.800 clients.
~
which we only count once the requests for the same UKL by the same client and building, and conditioned to have popularity greater or eqrial to a. Similarly. we define the Ni::,(a) for requests for UKLs with DcLD.
We selected the DCLD threshold Tdc,d to be .SO. We computed the percentage of URLS A ' ;~~ that exhibit DCLD with a popularity a in the range of 2 to 100. In our HTTP trace. 2.365.197 unique URLS occur for a total of 7.654.523
requests'. Out of the 7.654.523 there are iVTe*(l) equal to 3.98 1.182 requests. Fig. 4 shows the fraction of DCLD UKLS as a function of the LIKL popularity a. It also displays the percentage of requests for these UKLs. There are 290.130 unique URLs for which at least two clients or the same client from two different buildings tried to access them. Of these 290.130 URLS. 19% of them exhibit DCLD. As a increases. the fraction of DCLD UKLs decreases logarithmically. Furthermore. DCLD URLS with high I) truly exhibit spatial locality.
v. C L l E S T ASSOCIATION PATTERNS
Although there are 6.186 active clients (i.e.. clients with at least one associationj in OUI trace. we found that only 1,146 are active in an average day. Similarly. only I85 APs were active in an average day. Overall. APS in student residence buildings received more (re)associations than APs in academic and office buildings. In terms of busiest time of day. APs in academic and office buildings received more (re)associations during the day. with the peak around lpm. whereas APs in student residence huildings received more (re)associations at night. These results are in agreement with those in [?I. We investigated the association patterns by examining the number and type of clients. transitions. and sessions.
A. Client classgcufion
We are interested in comparing the number of clients that there are each day. as well as finding out if they are roaming. mobile. or drop-in clients. We found that on an average day, there are 421 roaming. 231 drop-in, and 113 mobile clients. The number of daily roaming clients is about twice as much as those reported in [2] . hut the number of daily clients that visit two or more buildings is about the same. We think that this could be due to the fact that the number of APs in our trace is about half the number of APs in [21. even though our user population is more than three and a half times larger, Our campus is larger than Danmouth's. and therefore it is more likely that in Dartmouth two APs in two different buildings share a coverage area. This would explain the larger percentage of drop-in cards seen in [?I.
A client's number of inter-building transitions is an indicator of its mobility. We obtain a relative measurement of its mobility by comparing this number to the total number of visits and inter-AP transitions. We found the average oT all clients tn he 363 visits, 164 inter-AP transitions. and 32 interbuilding transitions. The median of all clients is 40 visits. 6 inter-AP transitions. and 0 inter-building transitions in the entire trace. If the average client visits an AP. this AP will be a different AP from the one it is currently connected to 48.36 of the time. and it will be in a different building 13% of the time. If the visit is to a different AP, then the likelihood that this A P is in a different building is 20.2%.
To model the mobility pattern of a wireless client. we would like to compute the chWdcteriStkS of its movement while connected. For that we define the AP path to be the sequence of continriotis inter-AP transitions. For example. if a wireless client that was originally disconnected. connects to APs 1. 2. 1. 1; and 10. before disconnecting. its path is "1 2 1 lo". The length of this AP path is three. The hftilcling path is similarly defined. Fig. 5 shows the mean and median for the maximum and mean AP and building path length of all users.
E. Session clrrration
We found that only 16.2% of our sessions lasted less than one minute (as opposed to 2 7 6 reponed in 121). We believe that since all of the incoming undergraduate students are required to buy a wireless laptop. there are more wireless clients that remain stationary in users' dorm. These stationary clients increase the number of long sessions. which could explain why our numbers are lower than those in [2] .
C. Nert-state prediction
We measured the overhead for associating with an AP and found that the delay from the time the first association request was captured until the association is success%lly completed has a 95% confidence interval for the mean of (136 ms. 157 msj. Such overhead in addition to end-to-end delays can be prohibitive lor several real-time multimedia applications. The prediction ofthe next association can be used to mask this delay by buffering and prefetching data. APs can use it to predict their traffic and coordinate with their neighbor APs for load balancing and better utilization of their buffer and wireless bandwidth. In addition. the association protocol could be enhanced by advising the client to avoid hot spots.
We use a client's state history to develop a model that predicts the rith state of the client. given its most recent state history. Our prediction model is based on a Markov chain and uses the current state to predict the next. For each client, we consuuct the first-order Markov chain based on the client's state history. Each state of the Markov chain corresponds to a state as defined in Section 111. We denote as S the set of all the states. Note that S includes the "0" state. The transition probability bom state j to state k is the relative frequency of the sequence of states .sjsk in the client's state history ( s 3 : ...si. E S j . This corresponds to the j : k entry of the uansitional probahility matrix P('). We extend our prediction model by using the previous as well as the current state to predict the next. In this prediction model. we compute the relative frequencies of s j s 3 s h (si. s j l s k E S). This corresponds to the i : j : k entry in the three-dimensional matrix p w , 2
We describe three prediction algorithms depending on the amount of history considered in building our two prediction models:
One-state histnry: This model is the one-state history as discussed above. The first I? -1 states are used to build P('), Given that the current slate is s j . we predict the next state to be the state .SB = [ i :~~r i i i i .~i :~~{ P ( ' ) ( j~l )~V . s~ E S}. The error in making this single prediction of the next state n is One-state window: If the ( n -1)th state occurs at time t. this model uses the sequence of states that occur between t -.24 hours and t to build its probability matrix. It then predicts the 11th state in the same way the one-state history model predicts the next state.
Max of one-state window and history: This model compares
the probabilities with which the one-state history model and .the one-state window model predict the next state to be..It then selects the state that has the highest probability and predicts that state to be the next state with the same probability as that of the model chosen. . Fig. 6 . Nzxf-slate prediction. Correct prediction psrccda%c after each entry. Inilially, there wcrs over 7.900 clients. For the prediction of the h i entry only 31 cliznis panicipatrd.
discussed above. The first n -1 states are used to build P ( 2 ) . Let the ( n -2)th state be si and the ( n -1)th state be s j . We predict the next state to be the state sk = argrno.?.,,{~(')(i!~:1):~~~ E s}. The error in the single prediction of the next state n is E, = 1 -P(*)(i: j , k ) . Two-state window: 11 the ( 7 1 -1)th state occurs at time t. this model uses the sequence of states that occur between t -24 hours and t. It then predicts 17th state in the same way the two-state history model predicts the next state. Max of two-state window and history: This model compares the probabilities with which the two-state history model and the two-state window model predict the next state. It then chooses the stale that has the highest probability and predicts that state to be the next state with the same probability as that of the model chosen. We allow our models to "warm up" before making a prediction. Let Sfmi,rr,,y be the collection of states used in the warm-up process. and S,,,~,,, be the collection of states for which the models make a prediction. After obtaining all s E St,,i,,iny. each model predicts what the next state will be and then reads in the actual next state from Sp,,,,i,t. The prediction is then marked as correct or incorrect. and E, is computed. The model is then updated. and a new prediction is made. This cycle continues until there are no more states in S p r e d i c t to be read in.
To obtain an overall idea of how well the model is performing after a given number of predictions. we compute the correct prediction percentage and the prediction error 2 thus hr. For each model. the correct prediction percentage is the percentage of times that the next state was predicted correctly. The predfction error after predicting ?I states is defined as the mean of the error of all predictions made.
Only 3.984 (or 64% of) the 6.186 active clients have more than 25 syslog entries; the following results are for these clients only. A good rule of thumb is that if there are more than 30 samples. the central limit theorem can be applied. We found that there are only 31 clients with at least 8.012 states. The training set of each client consists of i u first 25 syslog entries.
The mean correct prediction percentages for predicting state 8,012 were 81.36%. 82.16%. and 8435% for the one-state the prediction of the last sntrj only I mohilc client pmicipted history. one-state window. and max of one-state window and history models. respectively. For the two-state history. twostate window, and m a of both two-state window and history model. the mean correct prediction percentages were 53.65%. 53.19%. and 55.59% respectively. Fig. 6 illustrates the percentage of correct predictions after each entry. The one-state history and the one-state window history model have similar correct prediction percentages. and that the two-stilte models perform slightly better than thc' 'ir oncshte counterparts. The one-state history. one-state window. and max of one-state history and window had a prediction error of 0.26. 0.23. and 0.211 respectively. and their twostate counterparts had a prediction error of 0.23. 0.22. and 0.20. respectively. The standard deviations for the correct prediction percentages are all less than 19% for the onestate models and less than IS% for the two-state models. The standard deviations for the prediction error %e all less than 0.23 for the one-state models and less than 0.21 for the twostate models. Note that by maintaining information ahout the last 2.000 entries the max of two-state history and window achieves a correct prediction percentage of at least X2.1770.
This suggests that i i storage space is a concern. the model can he implemented in a slightly difl'erent manner that uses only a certain number of entries such that it is space efficient and still has a high correct prediction percentage.
We found that the top five percent of clients in terms of total nurnher of inter-building transitions who also have 8.012 events have a correct prediction percentage o i 79% for predicting state S.012. Fig. 7 illustrates the correct prediction percentage after 80.000 entries instead of 8.000 entries and Fig. 9 shows the error in making each of those predictions. and thereby creates a state history based on both movement and time. Some clients are disconnected for long intervals of time. and during this time polling introduces long sequences of 0. This in turn tends to overestimate the performance of the predictor. since it will have an extremely high correct prediction percentage during periods of disconnection. We therefore decided to use this movement and time model hut only predict the next state if the client's current state is a connected state. The mean correct prediction percentage using the m a of two-state window and history model was 87% at the last entry for which there were more than 30 clients.
D. Revisits
How likely is it for a client to visit an AP that it has visited within a certain time interval'? We may be able to improve the caching at an AP if we use information about the frequency that clients revisit that AP after visiting a different AP. This can provide some guidelines for how long a user's information (e.g.. protile. cache) should be stored in an AP. For a given client. we use its state history with a timestamp that indicates when the client visited each state. For a time interval 1.V. we define its revisit probability at each state si as the fraction of times this client is visiting si within a time period IY since its last visit to .sir and also has at least one visit to an! orher noneero state si between the two visits to 0-7803-8355-9/04620.00 82004 IEEE. Fif. I I. K<.ririt pr<+d4ity for each client si. For a given AP. we c~~mputc ihc li.:iclion of all visits made by all users that were revisits.
We found that the mean revisit proimbility for an one-hour interval II' is 20% for clients and 405% for APs. However. the revisit probability varies drastically among APs and clients, varying between 0% and 95% among APs and 0% and 99% among clients. Fig. 10 shows for each AP the probability that a visit at that AP was a revisit and Fig. I 1 shows the probability that a visit was a revisit for each client. In both figures the id of the APs and the clients were sorted in increasing order of revisit probability to improve readability. The median revisit prohability was 405% and 6% for APs and clients. respectively.
Therefore. a cache with a lifetime of one hour at each AP would be beneficial.
E. Rrcpresrs thri-ing ti-rmsiriun periods
In this section. we identify the wireless information access that occurs during a transition from one AP to another. We define the fraiisifion period as the time interval that starts five seconds before a (re)association to a AP and ends five seconds after that (re)association occurs. For example. if the client is associated with the AP, and there is a (re)association with the AF'j (where i # j ) at time t . the transition interval is [f.-5, t + 5 ] . A transition is an inter-building transition when the two APs are in different buildings. Tables 111 and IV show the access pattern during such transitions. 
VI. CONCLL~SIONS AND FUTURE WORK
To support wireless mobile users. it is crucial to provide robust and intelligent wireless infrastructures. We conducted a one-month measurement study of locality phenomena among mobile wireless users and their association patterns on a major university campus using the wireless infrastructure.
We found that each client frequently requests objects that it has requested within the past hour. and occasionally requests objects that had been requested by other nearby users within the past hour. The overall ideal hit ratios of the user cache. cache attached to an AP. and peer-to-peer caching (where peers are coresident within an AP) paradigms are 51%. 5 5 6 . and 23%. respectively. A cache at each AP would achieve an ideal hit ratio of 55% for the whole trace. whereas a cache that serves the entire campus would achieve an ideal hit ratio of 71%. There are APs with higher ideal hit ratios: for example. one AP in an auditorium had an ideal hit ratio of 7 3 6 that corresponds to 40.064 requests (which is the total number of requests made by six distinct users). Same-AP caching is beneficial for these APs.
Unlike previous studies on the wired network in which 25% to 40% of documents draw 70% of web access [61_ oUr uaces indicate that 13% of unique URLS draws this number of web accesses. We plan to extend this study by comparing trafiic characteristics (applications and content type) of the wired vs. the wireless infrasuuctures at UNC for the same period.
We also consider applying clustering techniques to detect user traffic and association patterns.
The web is not primarily a location-dependent or collaborative application and as such we observed a low percentye of URLS with the DCLD property. URLS accessed by high mobile users exhibit a DCLD percentage that is more than three and a half times that of the ERLs accessed by low mobile users when the popularity ct is greater or equal to 25. The peerto-peer caching systems that initially motivated this study. such as 7 u s [I] . require the objects to be cacheable. Stale ob.jects should not be distributed. but many popular objects on the web are not cacheable by the HTrP standard [IO] . It appears that content providers use cacheahility to force reloads of their pages for reasons orher than document freshness (such as distributing new advertisements). This use of the cacheahility mechanisms is acceptable in fully connected environments but is a limiting factor for weakly connected systems. We intend to measure cacheability of objects in wireless tratfc and address this issue; ideally. an object should be cached only for its wire useful lifetime. while content providers receive the feedback they need.
We are interested in learning how different traffic types correlate with buildings. user devices. and their locality properties. especially in the arena of location-dependent and collaborative applications for mobile users. For that. we are implementing several collaborative and location dependent systems, including a note-shang system for use in presentations and also a location-sensing interactive map tool. We plan to perform measurements of the locality effects in academic and corporate settings with these applications deployed.
Prediction algorithms for the traffic demand and visits per AP and client would assist the development of intelligent and robust wireless infrasnuctures. The Markov chain based predictions of the next state can achieve an 86% correct prediction percentage. We plan to expand the next-association .prediction hy incorporating additional information such as weekday. duration at an AP. different time-scale associations patterns of each user. and campus networking and physical topology.
We found that the median number of revisits within one hour for all APs is 40%. The prediction of the client revisits to an A P within an interval of time and next association can be used to mask the end-to-end delay and associauon overhead. This can he done by buffering. prefetching. and maintaining data related to client interests. profile, or web access. APs can use similar techniques to predict heir traffic. not only the number of associations but also data transferred. They can use their predictions to coordinate with neighboring APs for load balancing and better utilization of their buifer and wireless bandwidth. In addition. the association protocol could be enhanced by advising the client to avoid hot spots and suggesting alternative APs.
We found the average of all clients to be about 363 visits. 164 inter-AP transitions. and 32 inter-huilding transitions during nus trace period. If the average client visits an AP. this A P will he a different AP from the one it is currently connected to 48.3% o i the time. and it will be in a different building 13% of the time. If the visit is to a different AP. then the likelihood that this AP is in a different building is 20.2%.
We plan to extend this study by incorporating building location information to characterize different mobility patterns.
There are many challenges on how to provide efficient caching and prefetching mechanisms and content networks that enhance the information access of mobile users. To our knowledge. this is the first empirical study that analyzes locality properties of the wireless web access. We believe that locality can have a dominant impact on the mobile information access and this study set? the directions for exploring further such issues.
