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Abstract
It is shown that for an operator A on a Hilbert space every solution X of the equation
AX  XAX is an idempotent precisely when every restriction of A to an invariant sub-
space has a dense range. Ó 1999 Elsevier Science Inc. All rights reserved.
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This note concerns solutions of the equation
AX  XAX ; 1
where A and X are bounded linear operators on a complex Hilbert space H.
Our interest in this equation was stimulated by the old observation of
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Aronszajn and Smith [1] that the existence of a solution X 6 0; 1 implies A has
a nontrivial invariant subspace. (For if nontrivial X satisfies Eq. (1), then the
range of AX is in the nullspace of 1ÿ X . This nullspace is a proper invariant
subspace of A if AX 6 0, and A itself has a nontrivial nullspace if AX  0.) Of
course in the case where X is an idempotent X 2  X , the equation is the well-
known expression of the fact that the range of X is invariant under A. Observe
that if a particular idempotent satisfies Eq. (1), then so does every other
idempotent with the same range. Thus A has an invariant subspace if and only
if Eq. (1) has infinitely many solutions.
These considerations suggested the problem of determining when every
solution of Eq. (1) is an idempotent. The main result of the present note states
that this is the case if and only if every restriction of A to an invariant subspace
has a dense range. Several related results are also discussed.
We begin by observing that if X is a solution to (1), then all the generalized
eigenvectors of X corresponding to the eigenvalue 1 are mapped by A to
eigenvectors.
Theorem 1. If AX  XAX , then A maps the null space of X ÿ 1n into the null
space of X ÿ 1 for every positive integer n. Consequently, the null space of
X ÿ 1n is A-invariant for every n.
Proof. Assume X satisfies Eq. (1), fix n, and suppose f is in the null space of
X ÿ 1n. Then, using the binomial theorem, we can write f  XpX f for some
polynomial p. Thus
X ÿ 1Af  X ÿ 1AXpX f  0;
and hence Af is in the null space of X ÿ 1. 
Recall that a part of an operator is a restriction of the operator to an in-
variant subspace. An operator is a quasiaffinity if and only if it is injective and
has a dense range. We will say that an operator is a copart of an operator A if
and only if it is the compression of A to the orthogonal complement of an
invariant subspace of A.
Theorem 2. The following are equivalent:
(a) every part of an operator has a dense range;
(b) every part of the operator is a quasiaffinity;
(c) every copart of the operator is a quasiaffinity.
Proof. Clearly, (b) implies (a). If every part of an operator has a dense range,
then since the null space of the operator is invariant, it must be trivial, and thus
(a) implies (b).
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Suppose every part of an operator A is a quasianity, and let T be a copart
of A obtained by compressing A to the orthogonal complement of an invariant
subspace N of A. Since A itself has a dense range, it follows easily that T also
does. The only way T could fail to be a quasianity would be by having
nontrivial null space. In this case the direct sum of N and the null space of T
would be invariant under A. Furthermore, the restriction of A to this direct sum
would have a range in N, and so could not have a dense range, contrary to the
assumption that every part is a quasianity. Thus T has zero null space and is
consequently a quasianity.
Conversely, if every copart of A is a quasianity, then the above argument
can be applied to A, since taking adjoints converts parts to coparts and vice
versa, and the adjoint of a quasianity is a quasianity. 
Theorem 3. Every solution of the equation AX  XAX is an idempotent if and
only if every part of A has a dense range.
Proof. Suppose every part of A has a dense range and X is a solution of
AX  XAX . The equation implies that if M is the closure of the range of X ,
then M is invariant under A. It also implies that AM is included in the null
space of 1ÿ X . Since every part of A has a dense range, AM is dense in M, and
therefore M is included in the null space of 1ÿ X . This is equivalent to
1ÿ X X  0, i.e. X is idempotent.
Conversely, suppose A has an invariant subspace M such that AM is not
dense in M. Define X to be 1 on AM, 2 on M	 AM and 0 on M?. Then the
range of AX is in AM, which is annihilated by 1ÿ X . Hence X is not idem-
potent but satisfies XAX  AX . 
Corollary 4. Every solution of AX  XAX is an idempotent if and only if every
solution of XA  XAX is an idempotent.
Proof. The corollary follows from Theorems 2 and 3. 
Corollary 5. If A is invertible and 0 is in the unbounded component of the
resolvent set of A, then every solution of AX  XAX is an idempotent.
Proof. If 0 is in the unbounded component of the resolvent set of A, then
Runge’s theorem and the Riesz functional calculus imply that Aÿ1 is a limit of
polynomials in A. Consequently, every part of A is invertible, and hence the
theorem implies the result. 
Recall that an operator is reductive if all of its invariant subspaces are
reducing.
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Corollary 6. If A is unitary, then every solution of AX  XAX is an idempotent if
and only if A is reductive.
Proof. If A is a reductive unitary operator, then all its parts are unitary and
hence they are invertible. If A is not reductive, then it has a bilateral shift as a
direct summand ([2], Lemma 3). In this case the unilateral shift is a part which is
not a quasianity. Consequently the corollary follows from the theorem. 
It may be observed that the equivalence with reductivity for unitary A in
Corollary 6 does not carry over to normal operators in general. The operator
2 W , where W is the bilateral shift operator, is normal, and all its parts are
invertible, but it is not reductive. Is there a simple characterization of the
normal operators having only quasianities for parts?
The following simple example indicates how dierent the situation is when
the operator does not satisfy the condition of Theorem 3.
Example 7. If













We close with an observation and a question. If 1 is in the weakly closed
algebra generated by the polynomials in A with vanishing constant term, then
every part of A is a quasianity. Is the converse true?
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