Despite considerable research into the mechanisms that lead to the persistence of parasites, the huge diversity of macroparasite transmission strategies observed both within and among species has yet to be explained. This may be because questions of parasite persistence are typically addressed at the population level, even though observed transmission rates are determined by infection events at the level of the individual parasite. To help overcome this disparity, a simple model is developed to explore the optimal infection strategy for a macroparasite under a range of selection pressures. The model calculates the fitness of the parasite by considering explicitly the probability of the individual infective stages surviving and infecting. The optimal strategy is highly sensitive to the rate of host availability and, considering the parasite's fitness, it is often preferable to have sub-maximal infectivity to maximise survival during periods of host absence. An important finding is that when parasites are faced with unpredictable conditions such as the time of host availability, the optimum strategy may be to produce offspring that differ in their infection strategies. By spreading the risk in this way, known as bet hedging, parasites can increase the chances that at least some of their offspring will infect successfully. This potential for variation in infection strategies has not been considered explicitly before and may have wide reaching implications for current epidemiology theory.
Many organisms inhabit unpredictable environments where there is a very great risk of failure. In order to survive under these conditions it is essential to develop reproductive strategies that are robust under a wide range of environmental possibilities. One potential strategy for the survival of a particular genotype is to code for variation amongst closely related individuals, thereby spreading the risk so that individual failures are not decisively harmful. This phenomenon, known as bet hedging, has been suggested to occur for a number of taxa living in unpredictable environments (Cohen 1966 , Bulmer 1984 , Hairston and Munns 1984 , Lloyd 1984 , Lima and Bednekoff 1999 . However, it has not previously been considered for parasites, despite the probability that an individual parasite finding a suitable host is likely to be highly unpredictable.
Questions concerning parasite transmission and persistence have fascinated ecologists for years, the implications having clear consequences for both medical epidemiology and applied agriculture. Such questions have traditionally been addressed at the population level (e.g., through the use of stability analyses of mathematical models) and have led to the definition of the basic reproductive ratio of the parasite, R 0 . This is one of the most important concepts in epidemiology and is defined for macroparasites as the number of new female parasites produced by a single female during her lifetime in the absence of density-dependent constraints (Anderson and May 1991) . Clearly, a parasite can only persist if R 0 \ 1 and, crucially, this is often more likely if there are non-linearities as a result of heterogeneities in the transmission process (Woolhouse et al. 1998 ).
The effects of heterogeneities are often considered to be due either to the host, such as density-dependent limitation or variations in susceptibility (Bowers et al. 1993 , White et al. 1996 or at an environmental level, such as spatial effects (Comins et al. 1992 , Lynch et al. 1998 . However, the role of the individual parasite in the infection process is often ignored. In reality, transmission rates observed at the population level are determined by a combination of transmission events at the level of the individual parasite (i.e., the individual probabilities of survival, host location and subsequent infection). There is, therefore, a duality in the definition of R 0 ; not only does it define the criteria for persistence of a parasite population, it is also a measure of the potential fitness of an individual parasite. Hence, to truly understand the dynamics of host-parasite systems, it is essential to consider the processes influencing individual parasite transmission success and heterogeneities in the probability of infection.
A number of macroparasites infect via free-living stages that actively seek out a new host. However, the probability of a susceptible host being present within the parasite's microenvironment (the area in which a parasite can detect and contact a potential host) for sufficient time to be infected is likely to low and highly variable. Furthermore, a parasite's infective stages do not normally feed during their quest for a host; they usually have to rely on finite energy reserves obtained at an earlier stage, either supplied by the mother (e.g., Ascaris lumbricoides) or obtained during earlier larval stages (e.g., Trichostrongylus tenuis) (Rogers and Sommerville 1963) . When this energy reserve falls below a critical threshold, the parasite dies. There is, therefore, likely to be strong selective pressure for a parasite to evolve an efficient strategy that leads to a high probability of infection even in highly stochastic environments.
This paper aims to explain some of the diversity in macroparasite infection strategies observed in nature by considering the selective pressures acting at the level of the individual parasite. Similar approaches have previously been applied to questions of optimal parasite virulence (reviewed by Frank 1996) and host manipulation strategies of parasites (Poulin 1994 , Brown 1999 . We firstly derive a simple mathematical definition of R 0 that explicitly takes into account the individual probabilities of parasite survival and infection. We then use this model to determine the optimal strategy that leads to the greatest probability of successful infection when the rate of host availability is unpredictable. In particular, we address the questions: (1) what is a macroparasite's optimal strategy to maximise the probability of infecting? (2) how does this optimal strategy vary to infect different hosts in different environments? (3) how can the parasite maximize the probability of infection in stochastic environments?
Modelling approach
Our primary focus is to consider a macroparasite with a free-living infective stage that can behave in some way to increase the probability of infecting a potential host. We are particularly concerned with the 'infectivity' of the parasite, which we define as an individual's activity and subsequent ability to infect a host within the parasite's microenvironment. Hence, a parasite with higher infectivity is more likely to locate and infect a host than a parasite with lower infectivity. We discuss the precise interpretation of this later. The parasite has a finite energy reserve (e.g., in the form of lipid) that is used up over time and, crucially, we assume that there is a trade-off so that the more infective an individual is, through increased searching or time spent in exposed environments, the faster its energy is depleted.
The parasite needs to infect a host in order to reproduce. For simplicity, it is assumed that there are no constraints acting on the parasite once it has established so that all infecting parasites reproduce equally, regardless of infection strategy. Hence, the process of locating and infecting the host does not affect subsequent reproduction and there are no density-dependent constraints or acquired immunity acting within the host (the reproductive potential of a single parasite is independent of the presence of other parasites within that host). Finally, it is assumed that the infection strategy is heritable and selection acts to favour those strategies that result in the highest growth rate (R 0 ).
What is the optimal infectivity in predictable environments?
To begin, we assume a parasite's infectivity can be measured on a continuum, scaled to range from 0 to 1 (relative infectivity, RI). Hence, as RI increases, the probability of infecting a given host (p inf ) increases. For this paper, we will use the following relationship between RI and p inf :
where b is a measure of the benefit, in terms of increased probability of infecting, of being of higher infectivity. A large value of b means that only parasites with the highest relative infectivities can infect whereas a small value means that there is little benefit to being highly infective and there is very little difference in the probability of infecting, regardless of relative infectivity (Fig. 1) . The parasite's microenvironment can now be strictly defined as the maximum area in which a parasite with an RI of 1 can detect, locate and infect a potential host. As such, a parasite with a lower RI score will have a lower probability of infecting a host arriving into this microenvironment within the same time period. OIKOS 96:1 (2002) As mentioned previously, there is a cost to being highly infective; the more active the parasite is, the quicker it will use up its energy reserve. To incorporate this we assume that survival declines exponentially over time and use a monotonically decreasing function between RI and the probability of surviving (p alive ) to time t:
where c represents the cost of being of higher infectivity and m is the natural background level of mortality for an uninfectious parasite (Fig. 1) .
So, given the arrival of a suitable host into the parasite's microenvironment at time t, the overall probability of the parasite infecting (p success ) is the probability of the parasite surviving until that time (p alive ), multiplied by the probability of infecting the host (p inf ). Hence, p success represents the trade-off such that the first term represents the cost of being highly infectious and the second term represents the benefits. At this stage we ignore any possible trade-offs between infectivity and fecundity and assume all successfully infecting parasites produce L offspring, regardless of infection strategy. Hence, the number of parasites in the next generation (P T + 1 ) is the number in the preceding generation (P T ) multiplied by the probability of infecting (p success ) multiplied by the number of offspring produced per successful infection (L):
Dividing both sides by P T gives the basic reproductive ratio of the parasite (R 0 ): Fig. 2 . Relationship between the growth rate of a parasite (R 0 ) and its relative infectivity (RI), as calculated from eq. 3. Also shown are the corresponding values for p inf and p alive . The cost of being infective (c) =5, the benefit of being infective (b)= 2, the background level of mortality (m)=0.01 per unit time and time, t =50.
With all things being equal, the strategy with the greatest R 0 will dominate and we use this as our measure of fitness. We can now address the question: what is the optimal relative infectivity (RI opt ) to maximise R 0 ? For a given set of parameter values, we can determine how R 0 changes with increasing RI (Fig. 2) . The relationship is non-linear, suggesting that the optimal RI may lie somewhere below the maximum (RI opt B 1), the precise value depending on the combination of parameters. By differentiating eq. 3 with respect to RI and setting equal to zero, the maximum point of the curve can be found; this is the optimal relative infectivity (RI opt ): Fig. 1 . Relationship between the relative infectivity of a parasite (RI) and the probability of infecting a potential host within its microenvironment (p inf ) as calculated from eq. 1 for different values of b, the benefit of being highly infective and the probability of surviving (p alive ) until time t= 50, as calculated from eq. 2 for different values of the cost of being infective, c. The background mortality rate (m) was kept at a constant value of 0.01 per time unit. Furthermore, as mentioned previously, when b is large, slight differences in relative infectivity lead to large changes in infection success (Fig. 1) . Hence, the optimal relative infectivity becomes very sensitive to subtle changes in the cost of infection (Fig. 4) . However, when b is small, there is very little difference in infection success over a wide range of relative infectivities and the optimal relative infectivity is relatively insensitive to changes in c. For instance, a number of nematode species such as Ascaris lumbricoides and Hetarakis gallinarum infect as eggs, which encyst on vegetation awaiting ingestion by the host. It is likely that in these exposed habitats, the risk of desiccation is high. In these conditions, there is little benefit to being actively infective and so the parasites sacrifice the potential for rapid infection and remain protected from the environment before infecting passively. Therefore, parasites that infect via an egg stage occupy the far left hand side of Fig. 4 (where there is no benefit to being highly infective) and remain at low infectivity (as passive egg stages), insensitive to the harshness of the environment.
What is the optimal infectivity in uncertain environments?
To summarise the above findings, if contact rates with hosts are low, the optimal strategy for a parasite should be to have sub-maximal infectivity (RI opt B 1). However, this assumes that the availability of hosts is constant and completely predictable. If the hosts are always available at a set interval apart, for example in territorial or group animals that patrol set routes in a predictable manner, then the most successful genotype will be one whereby all individuals are of the same optimal infectivity as calculated from eq. 4. Therefore, the optimal infectivity, as defined by eq. 4 represents the reaction norm, in a completely predictable environment (Houston and McNamara 1992) .
However, as the predictability in host availability decreases, the optimal strategy may cease to be a pure one and a mixed, bet-hedging strategy may become preferable. In this case, some offspring of a cohort should be of high infectivity to be sure of infecting hosts that arrive early, and some should have lower infectivity to increase survival throughout periods of host absence.
To explore this hypothesis, we followed an approach which was first adopted by Bellows (1986) to model the development of successive insect stages. He showed how the distribution in developmental periods (measured in days) could easily be modelled given a known normal distribution of development rates (measured in days
). In our case, we wish to model the distribution of relative infectivities (proportional to t − 1 ) given a known distribution in the time of host availability (t). For simplicity we assume that the parasites are
Note that the number of offspring produced by each infection does not affect the optimal strategy (L does not appear in eq. 4). The time t can be interpreted as the period between the arrival of hosts into the parasite's microenvironment such that 1/t is the rate of host availability. At low values of t, hosts are frequently available for infection. Hence, there is a low probability of dying before the next host is available, so it is preferable for a parasite to have a high RI and infect as soon as possible (Fig. 3) . However, if there are prolonged periods of host absence (large t), it is preferable to be of lower infectivity, thereby increasing the probability of surviving. At least then, although it has a lower probability of infecting, it will do better than if it were dead. There is a threshold time between available hosts (t T ), above which it becomes optimal to have a relative infectivity less than 1 (Fig. 3) . This can be found be setting eq. 4 equal to 1 and solving for t:
If the time between hosts becoming available is greater than t T then the optimal strategy is to have maximal infectivity (RI opt =1). Clearly, as the benefit of being highly infective (b) increases, so the parasite should be more tolerant of periods of host absence and should maintain a high infectivity (Fig. 4) . Indeed, if there are zero costs to being infective (c=0), the optimal relative infectivity is always the maximum value of 1. Increasing the cost of being infective means that the parasites should be very sensitive to periods of host absence and so they should quickly reduce their infectivity to below the maximum, even if the benefits of infectivity are relatively high.
perfectly adapted to their environment and that there are no constraints limiting the diversity of possible infection strategies. Hence, the distribution of optimal relative infectivities is a direct consequence of the distribution of host arrival times. As with Bellows, we chose a normal distribution to represent the distribution in host encounter rates so that we could alter the variance independently from the mean. Hence, the probability density function of host arrival times is f 1 (t)= 1
where k is a constant which ensures eq. 6 integrates to unity, t( is the mean time to host arrival and s E is the standard deviation such that as s E increases, so the time of host arrival becomes increasingly unpredictable. Eq. 6 is the distribution of host arrival times (t), but we require the corresponding distribution of optimal relative infectivities, f 2 (RI) which is the density function of the random variable RI =b/ctm from eq. 4. Following the method of Bellows, this distribution is given by
; .
So, given the mean and standard deviation for the distribution in host arrival times, we can calculate the corresponding distribution in relative infectivities.
For the parameter values used in this analysis the pure-strategy RI opt , as calculated from eq. 4 with a mean value of t=100 was 0.2. This value corresponds to a completely predictable environment with variance equal to 0. Clearly, as the variability of the environment increased, so the distribution of optimal relative infectivities as given by eq. 7 increased (Fig. 5) . Interestingly, the distributions became increasingly skewed so that, under the highest degrees of environmental variance (Fig. 5D) , the majority of the parasite population had low relative infectivities, grouped around the pure-strategy RI opt (0.2), but some individuals were highly infectious. As the predictability of the environment increases, as measured by the inverse of the environmental variation (1/s E ), there is a corresponding decrease in the variance of the distribution of RIs and hence an increase in the ''pureness'' of the optimal strategy. Therefore, in highly unpredictable environments the optimum strategy is to have offspring with mixed strategies to maximise the probability of infection.
Examples
To summarise, the above models make the following predictions:
1. To maximise R 0 , macroparasites may not always be of maximal infectivity. This is especially true if there are large costs associated with being highly infective (e.g., rapid rates of energy depletion, or increased risks of mortality through occupying exposed habitats). 2. Infectivity may be expected to change in response to, or in anticipation of changes in the rate of host availability (e.g., changing seasonally to increase infectivity to coincide with peak periods of susceptible hosts). 3. In unpredictable environments, the optimal strategy for a parasite may be a mixed one such that there is variation in infectivities between closely related individuals, spreading the risk to ensuring that at least some are able to infect. As environmental stochasticity increases, the variation in infectivity should increase and the resulting distribution may be skewed such that the majority of individuals are of low infectivity and the remainder are of high infectivity.
In this section we consider some examples from the literature of how observed parasite infection strategies relate to these predictions.
1) Argulus foliaceus (Crustacea: Branchiura) on fish
Argulus foliaceus is a common ectoparasite frequently found on various species of freshwater fishes (Shafir and As 1986, Pasternak et al. 2000) . In a recent study, data were collected concerning the seasonal abundance, reproduction, development and hatching rates of this parasite in two different habitats: freshwater lakes in Fig. 5 . Frequency distributions of the optimal relative infectivities as calculated from eq. 7, given normal distributions in the time of host availability from eq. 6 with mean t =100 d and standard deviations (A) s E = 1, (B) s E = 10, (C) s E =20, and (D) s E =30. The arrows denote the optimal relative infectivity, as calculated from eq. 4, with t= 100. In all cases, the cost of being infective (c)= 10, the benefit of being infective (b)= 5 and the background level of mortality (m)= 0.01 per time unit.
which host abundance was low and a commercial fish farm in which hosts were highly abundant (Pasternak et al. 2000) . This study provides one of the clearest examples of adaptive bet hedging by a parasite, even showing that the degree of bet hedging is dependent on the rate of host availability. In their study, Pasternak et al. (2000) found that parasites collected from the lakes exhibited extreme variations in development rate, egg laying and hatching. Their data showed that hatching time was highly variable under identical conditions, ranging from 25 d up to 240 d, even within the same egg batch. They also found that females tended to lay their eggs over a wide period of time, often retaining many fully mature eggs at each oviposition event (see also Shafir and As 1986) . However, parasites collected from the fish farm exhibited very close synchronisation of egg laying and hatching. As stated by the authors, ''high variability in hatching time and extended periods of recruitment may be helpful for the parasites when hosts are scarce and their availability unpredictable''.
In both habitats, the first parasite generation of the year was closely synchronised, presumably due to environmental cues such as temperature triggering emergence (as the authors suggested, this is the only predictable event in the parasite's life). However, while the fish farm showed similar degrees of synchronisation for the second generation, no discrete second generation could be found at the lakes. Therefore, under conditions of high host availability at the fish farm, the optimal strategy for the parasites is to all be of similar, high infectivity to target the abundant hosts as soon as possible (similar to our Fig. 5A ). Conversely, under conditions of low host availability (the lakes), the parasites have modified their strategy to one of considerable bet hedging, spreading the risk to increase the probability of at least some infection occurring (similar to our Fig. 5D ).
The previous example was one of the few in the literature to clearly demonstrate parasite bet hedging, showing how the degree of variation in infectivity changes in response to the predictability of the rate of host availability. However, to illustrate other systems where the present work may help to clarify our thinking about parasite infection strategies, we present two more examples where high degrees of variation in infectivity have been observed and suggest this may be adaptive to maximise the probability of infection in an unpredictable world. Clearly, further experiments are required to determine whether these examples truly demonstrate parasite bet hedging in nature.
2) Entomopathogenic nematodes
Entomopathogenic nematodes (Nematoda: Rhabditida) are lethal, obligate parasites of a wide range of insect hosts. The nematodes inhabit soil, infecting hosts by means of free-living infective juvenile stages, which penetrate the host and once inside the haemocoele, feed, mature, mate and produce progeny. The nematodes pass through three or four generations inside a single host until, approximately 2 weeks later, resources become limited and the host lyses, releasing tens of thousands of new infective juveniles into the environment (Kaya and Gaugler 1993, Smart 1995) .
A number of studies have suggested at the presence of an infectious ''sub-population'', whereby only 20 or 30% of the available free-living larvae infect at any one time (Fan and Hominick 1991, Bohan and Hominick 1996) . Furthermore, this sub-population appears to be robust under a range of temperatures and nematode and host densities. In a recent study, a one-on-one design was used, such that single hosts (third instar larvae of the greater waxmoth, Galleria mellonella) were challenged with a single Steinernema feltiae infective juvenile in Eppendorf tubes filled with moist sand (Fairbairn et al. 2000) . Galleria larvae were used as these are known to be highly susceptible to nematodes and provide only a weak level of resistance to infection. Eppendorf tubes were chosen, as they were small enough to ensure maximum contact between host and nematode. Hence, conditions were close to optimal for infection so that if a nematode was capable of infecting, it could do so without having to locate the host, overcome great levels of resistance or compete with other nematodes. Every 12 h, 50 tubes were sampled and the number of infections within that time period was noted.
Around 30% of the nematodes were instantly infectious (Fig. 6) . However, as the experiment progressed, more and more nematodes infected, with the cumulative number of infections describing a normal distribution over time (Fig. 6) . Since all experimental arenas were identical, this suggests that nematodes that infected towards the end of the experiment were of a lower infectivity than those that had infected at the beginning, implying considerable variation in infectivities between the nematodes. So, why do not all the nematodes infect the highly susceptible hosts immediately under optimal conditions? It is possible that this variation in infectivity between closely related nematodes in constant conditions represents a bet-hedging strategy, selected to maximise the probability of at least some infecting in a highly stochastic environment.
3) Trematode caercarial emergence patterns
Trematodes have more complex life cycles than the nematodes considered above, often utilising at least 1 intermediate host (typically molluscan) before infecting the definitive vertebrate host. For instance, schistosomes causing human schistosomiasis undergo asexual reproduction in an aquatic snail, before releasing thousands of free-living larvae (cercariae) which actively locate and penetrate a vertebrate host. These cercariae are short lived (often less than 48 h) and remain active for even less time (typically less than 24 h) (Anderson and Whitfield 1975) . Much work has been carried out concerning cercarial emergence patterns, showing that they peak at specific times of the day, coinciding with times of activity of the definitive host (Theron 1984 , Combes et al. 1994 . The high mortality rates coupled with the discrete periods of host activity mean that the cercariae remain within the snail for the majority of the time before emerging and undergoing the risky process of host location. Interestingly, studies have shown that, although all the cercariae inside a single snail are genetically identical due to the asexual reproduction and that they all experience identical conditions inside the same host individual, there are often large degrees of variation in emergence times from a single host (Theron 1984 , Combes et al. 1994 . For instance, Fig. 7 (adapted from Combes et al. 1994) shows that the variation in emergence times can often be over half a day, nearly the same duration as the biological life span of an individual cercaria. While some degree of variability between individuals is inevitable, such extreme variation among genetically identical individuals emerging from a single host could be an adaptive strategy adopted by the parasite's genotype to spread the risk and ensure as many individuals infect as possible.
Discussion
This paper presents a simple optimisation model, designed to explore the possibility that parasites with free-living infective stages may operate some sort of 'bet hedging' strategy to maximise the probability of infecting in unpredictable environments. Similar models have previously been applied to a number of areas to ecology where an organism is faced with making decisions to reduce risks of failure in uncertain environments (e.g., seed dormancy, insect diapause and predator-avoidance). However, to date, no explicit theoretical consideration has been made of bet hedging in terms of a parasite's infection strategy. This is surprising, since the low and stochastic probability of a susceptible host entering into a parasite's microenvironment would seem to make parasite infection strategies one of the more obvious areas where bet hedging could occur.
In an environment where hosts are rare, the optimal strategy is for a parasite to have sub-maximal infectivity. This is particularly true if there is a high cost to being infective such as may be the case for parasites that actively seek out their host (e.g., trematode cercariae) or those that need to occupy exposed habitats with a high risk of desiccation for transmission to occur (e.g., trichostrongylid nematodes on blades of grass). In these cases, the parasites should be very sensitive to periods of host absence and should reduce their infectivity until the hosts become available. It appears that this is what schistosome cercariae do, emerging at specific times to coincide with peak periods of host activity. At this stage we assumed no a priori trade-off between infectivity and subsequent fecundity and so the predicted optimal strategy is independent of the number of offspring produced (L). Therefore, a parasite can maximise its long-term growth rate by producing large numbers of offspring (for instance, by asexual reproduction in an intermediate host as occurs for schistosomes) and still play the optimal infection strategy, as calculated by eq. 4. However, it is possible that increased fecundity may trade off with infectivity or survival. Clearly, incorporating such a trade-off would affect the predictions of the model and this issue will be the subject of future work. An important prediction of the model is that as environmental stochasticity increases, the optimal strategy quickly changes from pure to a mixed one, whereby some individuals should be highly infectious, to enable rapid infection of early hosts, and some should be of low infectivity to ensure survival over periods of host absence. In other words, the successful genotype does not code for a particular infectivity, but for a distribution of infection rates amongst a cohort of offspring. Argulus foliaceus was shown to play such a bet hedging strategy, apparently modifying its strategy according to host abundance, increasing the degree of bet hedging as host availability decreased (Pasternak et al. 2000) . The mechanisms controlling this response are not known at present but may prove to be an interesting area of future research.
With the entomopathogenic nematodes, the observation that some individuals were immediately infectious and some were of much lower infectivity (Fairbairn et al. 2000) agrees with the prediction that they have undergone strong selective pressures for variation in infectivity within highly unpredictable environments (see, e.g., Fig. 5D ). These nematodes typically infect soil dwelling insects such as beetle or fly larvae, which tend to be highly aggregated in their distribution in the soil (Tinbergen 1981 , Dall et al. 1997 . Therefore, the probability of a nematode encountering such a host is likely to be highly variable and it is under just these conditions that the model predicts a bet hedging strategy should evolve.
It should be noted that the entomopathogenic nematodes were in identical experimental arenas, so we are not dealing with phenotypic plasticity, where the same genotype produces different phenotypes in different environments (Cooper and Kaplan 1982, Houston and McNamara 1992) . More likely is the possibility that the potential for random variability is a form of ''adaptive coin-flipping'' which can be genetically controlled, in a similar manner to the hardwiring of a random number generator in a computer (Cooper and Kaplan 1982) . Here the coin (or multi-dimensional dice, depending on the number of alternative outcomes) and the probabilities of obtaining each outcome are genetically coded for, but the resulting outcomes are chosen at random from that framework. For a discussion of potential mechanisms that could produce this phenomenon, see Cooper and Kaplan (1982) and Simons and Johnston (1997) .
There may be a number of implications of this model for current epidemiology theory. As mentioned previously, non-linearities in the transmission process are essential for stability and persistence of the host-parasite system and this model suggests that these non-linearities could be provided purely by the parasite alone, irrespective of differing host susceptibilities or spatial heterogeneities. Furthermore, it is possible that the typically observed aggregated distributions of parasites per host may be generated, at least in part, by variations in individual infectivity as a result of bet hedging in unpredictable environments. For instance, even if hosts are equally susceptible, if the encounter rate with parasites is a random (Poisson) process and the parasite is bet hedging (for example, as in Fig. 5D ) then the resulting distribution of parasites per host will reflect this overdispersed distribution of infectivities. Finally, in some situations, bet hedging may lead to increased genetic diversity in the host population by selecting for variation in resistance.
Although this work was carried out specifically for macroparasites, the theory may be applicable to microparasites. For instance, rabbit haemorrhagic disease (RHD) is a highly pathogenic viral disease, killing rabbits within 48 hours of infection (Mitro and Krauss 1993) . The virus is then released into the environment from the cadaver to infect new hosts, although it rapidly attenuates in exposed habitats. However, there is believed to be a non-pathogenic strain that is almost identical to the pathogenic strain, but does not result in rapid host death and may be transmitted by the prolonged shedding of virus particles throughout the host's life, rather than as a mass release at the time of death (Capucci et al. 1997 , Chasey et al. 1997 , White et al. 2001 . Is it possible that these two almost identical strains (one highly infectious and quickly attenuating, the other benign and able to survive for longer periods of time) represent two extremes of a single strategy? Further work is needed to determine how closely related the two strains are and how the two strategies fare under different environmental conditions and host densities.
One of the first areas where the question of bet hedging was addressed through a theoretical approach was that of seed dormancy (Cohen 1966 , 1971 , Bulmer 1984 , Ellner 1987 , Venable and Brown 1988 . The work of Cohen (1966) showed that the best way to survive and reproduce in a risky environment is to spread the risk so that failure to reproduce was not ''decisively harmful''. Subsequently, models have been developed in areas as diverse as the timing of diapause (Hairston and Munns 1984) , plant growth strategies (Cohen 1971 , Lloyd 1984 and foraging under predation risk (Real and Caraco 1986, Lima and Bednekoff 1999) . In all these models, as with ours, the same key features re-emerge: the ability to survive periods of poor environmental conditions without great loss and the necessity of being able to take great advantage, in reproductive terms, when conditions are good. As the probability for success increases, so the ability to take advantage of the good conditions (to infect, in the case of parasites) becomes increasingly important and the ability to survive for a long time becomes less important (Cohen 1966) .
It is not possible at this stage to parameterise the model. Indeed, one of the main criticisms levelled at optimality models in general is the difficulty associated with validating them (see Maynard-Smith (1978) for a review of optimisation theory). To do so in our case would require independent estimates of host availability and experimental assessments of the relationship between relative infectivity, mortality rates and the probability of infection. However, our model is intended to be explanatory rather than predictive (as discussed by Kozlowski (1999) ), suggesting a potential mechanism to explain an observed phenomenon. The consideration of individual behaviour and the causative evolutionary forces are important steps in understanding any biological system. For instance, it has previously been stated that ''the common strategy of bet-hedging where a parasitoid splits her complement of eggs among more than one host patch to minimize risk is a strategy unavailable to entomopathogenic nematodes'' (Gaugler et al. 1997) . However, it is hoped that this work has shown that such a strategy is possible, when considered on a temporal, rather than spatial, scale.
Through the understanding of this variation we can determine how such differences affect the dynamics of the system over ecological and evolutionary time scales. The next step, therefore, is to incorporate these individual behaviours into more explicit population dynamic models to explore the evolution and wide-reaching implications of the diverse macroparasite transmission strategies observed in nature.
