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a b s t r a c t
The correct numericalmodelling of free-surface hydrodynamics often requires the solution
of diagonally nonlinear systems. In doing this, one may substantially enhance the model
accuracywhile fulfilling relevant physical constraints. This is the casewhen a suitable semi-
implicit discretization is used, e.g., to solve the one-dimensional or the multi-dimensional
shallow water equations; to model axially symmetric flows in compliant arterial systems;
to solve the Boussinesq equation in confined–unconfined aquifers; or to solve the mixed
form of the Richards equation. In this paper two nested iterative methods for solving a
mildly nonlinear system of the form V(η)+ Tη = b are proposed and analysed. It is shown
that the inner and the outer iterates are monotone, and converge to the exact solution for a
wide class ofmildly nonlinear systems of applied interest. A simple, and yet non-trivial test
problem derived from the mathematical modelling of flows in porous media is formulated
and solved with the proposed methods.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
The problem to be solved is that of finding a solution to the following mildly nonlinear system:
V(η)+ Tη = b (1)
in which:
• η ∈ RN is unknown.
• V is a vectorial function V(η) = (Vi(ηi))Ni=1, where the Vi(ηi) are defined for all ηi ∈ R and can be expressed as
Vi(ηi) =
 ηi
−∞
ai(z)dz. (2)
For all i = 1, 2, . . . ,N , the following assumptions are made on the function ai(η):
A1: ai(η) is defined for all η ∈ R, and is a non-negative function with bounded variations;
A2: there exist ℓi, ui ∈ R such that ai(η) is non-decreasing in (−∞, ℓi], and non-increasing in [ui,+∞).
• T ∈ RN×N is a symmetric and (at least) positive semidefinite matrix satisfying one of the following properties [1]:
T1: T is a Stieltjes matrix, i.e., a symmetricM-matrix, or
T2: T is irreducible, null(T ) ≡ span(v), with v > 0 (componentwise), and T + D is a Stieltjes matrix for all diagonal
matrices D 	 O, with O denoting the null matrix.
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• b ∈ RN is a known vector. When T is T2, the following compatibility assumption is required on b:
0 < v⊤b < v⊤VMax, (3)
where the entries of VMax ∈ RN are given by VMaxi =
 +∞
−∞ ai(z)dz.
As an example, a particular form for system (1) is obtained when V(η) = max(0, η). In this case, for all i = 1, 2, . . . ,N ,
Vi(ηi) can be expressed in the form (2) with ai(η) being a step function given by
ai(η) =

1 if η ≥ 0
0 otherwise. (4)
Furthermore, assumptions A1 and A2 are satisfied by taking any ℓi ∈ R and ui ≥ 0 for all i = 1, 2, . . . ,N . The resulting
system, called a piecewise linear system, can be solved exactly within a finite number of Newton-type iterations (see Ref. [2]
for details).
When V(η) = max[0,min(1, η)], one gets another example of a piecewise linear system. Here Vi(ηi) can be expressed in
the form (2) with ai(η) given by
ai(η) =

1 if 0 ≤ η ≤ 1
0 otherwise. (5)
Furthermore, assumptions A1 and A2 are satisfied on taking ℓi ≤ 1 and ui ≥ 0 for all i = 1, 2, . . . ,N . The resulting system
can be solved exactly within a finite number of iterations by nested Newton-type algorithms recently proposed in Ref. [3].
In general, a direct application of Newton-type methods to system (1) may fail to converge unless the initial guess is
sufficiently ‘close’ to the unknown solution [4]. Specific nonlinear extensions of the formulation (4) yield mildly nonlinear
systems that can be solved by a Newton-type algorithm with global convergence properties. This method has been used to
obtain a high-resolution wetting and drying model for free-surface hydrodynamics [5–7]. Additionally, specific nonlinear
extensions of the formulation (5) have been investigated in Ref. [8] with a view to providing a converging iterative algorithm
for solving Richards’ equation in mixed form.
In this paper the nested Newton-type algorithms introduced in Refs. [2,3] for piecewise linear systems are further
generalized to solve a wider class of mildly nonlinear systems that are, or can be formulated, as (1), and which arise from
several non-trivial problems of applied interest. Sufficient conditions for global convergence, and a quadratic convergence
rate are investigated. System (1) is first analysed in Section 2. Then, a nested Newton-type algorithm is derived in Section 3.
Section 4 provides a convergence analysis. A dual algorithm is outlined in Section 5. Finally, in Section 6, the proposed
algorithms are applied to solve the Boussinesq equation in confined–unconfined aquifers.
2. System analysis
Having assumed that the ai(η) are non-negative functions of bounded variations, they are almost everywhere
differentiable, admit only discontinuities of the first kind, and can be expressed as the difference of two non-negative, bounded,
and non-decreasing functions (the Jordan decomposition [9]), say pi(η) and qi(η), such that ai(η) = pi(η) − qi(η) ≥ 0 with
0 = qi(ℓi) ≤ qi(η) ≤ pi(η) ≤ pi(ui) ∀η ∈ R. Furthermore, V(η) can also be written as
V(η) = V1(η)− V2(η), (6)
where each component of V1(η) and V2(η) is defined by
V1,i(ηi) =
 ηi
−∞
pi(z)dz and V2,i(ηi) =
 ηi
−∞
qi(z)dz. (7)
Let ℓ = (ℓi)Ni=1, u = (ui)Ni=1, and let P(η) and Q (η) denote diagonal matrices whose diagonal entries are pi(ηi) and qi(ηi),
respectively. From the above settings one has
∀η ∈ RN : 0 ≤ V(η) ≤ VMax, O = Q (ℓ) ≤ Q (η) ≤ P(η) ≤ P(u) (8)
∀η ≤ ℓ : Q (η) = O, V2(η) = 0 (9)
∀η ≥ u : P(η) = P(u), V1(η) = V1(u)+ P(u)(η− u). (10)
Lemma 1. Let ai(η) satisfy the assumptions A1 and A2, and let pi(η) and qi(η) be the Jordan decomposition of ai(η), i =
1, 2, . . . ,N. Then, ∀x, y ∈ RN one has
P(x)(x− y)− [V1(x)− V1(y)] ≥ 0 (11)
Q (x)(x− y)− [V2(x)− V2(y)] ≥ 0. (12)
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Proof. Inequalities (11) and (12) are easily proved, componentwise, by considering separately the cases xi < yi and
xi > yi. 
As an example, when ai(η) are given by (4), one has pi ≡ ai and qi ≡ 0. Consequently, V1,i(ηi) = Vi(ηi) = max(0, ηi),
V2,i ≡ 0, VMaxi = ∞, and pi(ui) = 1, for all i = 1, 2, . . . ,N . Accordingly, the second inequality of (3) is always satisfied for
all b ∈ RN .
As a second example, when the ai(η) are given by (5), one has
pi(η) =

1 if η ≥ 0
0 otherwise qi(η) =

1 if η > 1
0 otherwise.
Consequently, V1,i(ηi) = max(0, ηi), V2,i(ηi) = max(0, ηi−1), and so Vi(ηi) = V1,i(ηi)−V2,i(ηi) = max[0,min(1, ηi)], and
VMaxi = pi(ui) = 1, for all i = 1, 2, . . . ,N .
Regarding matrix T , this is typically sparse and very large. Moreover, within the prescribed assumptions, one can easily
verify the following results (see, e.g., [2]):
– if T is T1, then T + D is Stieltjes and (T + D)−1 ≥ O for all diagonal matrices D ≥ O;
– if T is T2, then v⊤T = 0⊤; moreover, T + D is Stieltjes and (T + D)−1 ≥ O for all diagonal matrices D 	 O.
Regarding the compatibility assumption (3), note that (8) implies 0 ≤ v⊤V(η) ≤ v⊤VMax. Furthermore, if T is T2 and η
is a solution of system (1), then v⊤V(η) = v⊤b. Consequently, 0 ≤ v⊤b ≤ v⊤VMax is a requirement for system (1) to have a
solution. Specifically, if η ∈ RN is a solution of (1) and:
– v⊤b = 0, then v⊤V(η) = 0 implying V(η) = 0. Accordingly, η is also a solution of the linear and singular system Tη = b.
In this case η can be determined from η = x− λvwhere x is a solution of Tx = b and λ is a scalar sufficiently large that
V(x− λv) = 0.
– v⊤b = v⊤VMax, then v⊤V(η) = v⊤VMax implying V(η) = VMax. Accordingly, η is also a solution of the linear and singular
system Tη = b− VMax. In this case η can be determined from η = x+ λvwhere x is a solution of Tx = b− VMax and λ
is a scalar sufficiently large that V(x+ λv) = VMax.
The existence of a solution for system (1) in the remaining non-trivial cases where either T is T1, or T is T2 and the
compatibility assumption (3) is satisfied, will be established constructively in the following sections. Additionally, it can
be shown that if T is T1, then system (1) has a unique solution for all b ∈ RN , whereas if T is T2 and the compatibility
assumption (3) is satisfied, then a solution of system (1) exists, but may not be unique (see, e.g., [3]).
3. Nested iterations
Note first that because of (6), system (1) can also be written as
V1(η)− V2(η)+ Tη = b. (13)
A nested Newton-type method for solving (13) is derived by linearizing separately, and in order, V2(η) and V1(η).
Specifically, a sequence of outer iterates {ηn} is obtained from (13) by linearizing V2(η) as follows:
V1(ηn)− [V2(ηn−1)+ Q (ηn−1)(ηn − ηn−1)] + Tηn = b.
Thus, on choosing η0 ≤ ℓ, the outer iterates ηn are determined from
V1(ηn)+

T − Q n−1 ηn = dn−1, n = 1, 2, . . . , (14)
where dn−1 = b + Vn−12 − Q n−1ηn−1, with Vn−12 = V2(ηn−1) and Q n−1 = Q (ηn−1). The resulting nth (outer) residual is
derived from (13) and is given by
rn = V1(ηn)− V2(ηn)+ Tηn − b. (15)
Next, in order to determine ηn for all n = 1, 2, . . . , a sequence of inner iterates {ηn,m} is obtained from (14) by linearizing
V1(η) as follows:
[V1(ηn,m−1)+ P(ηn,m−1)(ηn,m − ηn,m−1)] +

T − Q n−1 ηn,m = dn−1.
Thus, on choosing ηn,0 ≥ u, the inner iterates ηn,m are determined from the linear system
T + Pn,m−1 − Q n−1 ηn,m = f n,m−1, m = 1, 2, . . . , (16)
where f n,m−1 = Pn,m−1ηn,m−1 − Vn,m−11 + dn−1, with Pn,m−1 = P(ηn,m−1) and Vn,m−11 = V1(ηn,m−1). The resulting (n,m)th
inner residual is derived from (14) and is given by
rn,m = V1(ηn,m)+

T − Q n−1 ηn,m − dn−1. (17)
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Lemma 2. The inner and the outer residuals, rn,m and rn, are given by
rn,m = Pn,m−1(ηn,m−1 − ηn,m)− [V1(ηn,m−1)− V1(ηn,m)] ≥ 0 (18)
rn = −{Q n−1(ηn−1 − ηn)− [V2(ηn−1)− V2(ηn)]} ≤ 0 (19)
and are componentwise non-negative and non-positive, respectively.
Proof. From (17) and (16), one has the equality in (18). Likewise, from (15) and (14) the equality in (19) is derived. The
inequalities in both (18) and (19) result from Lemma 1. 
The inner and outer iterations are terminated when ∥rn,m−1∥ < ϵ, and ∥rn∥ < ϵ, respectively, with ϵ being a sufficiently
small prefixed tolerance.
The nested iterative scheme (14) and (16) is summarized into Algorithm 1. This algorithm is a nonlinear extension of the
nested Newton-type method presented in Ref. [3].
Algorithm 1
Input V1,V2, P,Q , ℓ, u, T , b, and ϵ
Set η0 ≤ ℓ
Do n = 1, 2, . . .
Set ηn,0 ≥ u
Dom = 1, 2, . . .
Solve

T + Pn,m−1 − Q n−1 ηn,m = f n,m−1
If ∥rn,m∥ < ϵ, then set ηn = ηn,m and exit
End Do
If ∥rn∥ < ϵ, then set η = ηn and exit
End Do
Output η
4. Convergence
In order to show that Algorithm 1 is well defined and, in exact arithmetic, converges to an exact solution of system (1)
as ϵ → 0, some preliminary results are outlined first.
Lemma 3. For any n,m ≥ 1, let ηn,m and ηn,m+1 be two subsequent inner iterates obtained from (16). If T + Pn,m − Q n−1 is
Stieltjes, then
ηn,m+1 ≤ ηn,m. (20)
Proof. Consider two subsequent inner iterates from (16):
T + Pn,m − Q n−1 ηn,m+1 − Pn,mηn,m + Vn,m1 = dn−1
T + Pn,m−1 − Q n−1 ηn,m − Pn,m−1ηn,m−1 + Vn,m−11 = dn−1.
By equating the left-hand sides, after using Lemma 2, one obtains
T + Pn,m − Q n−1 ηn,m+1 − ηn,m = −rn,m ≤ 0.
Thus, since T + Pn,m − Q n−1 is Stieltjes, one has T + Pn,m − Q n−1−1 ≥ O and, consequently, ηn,m ≥ ηn,m+1. 
Lemma 4. For any n,m ≥ 1, let ηn be the nth outer iterate obtained from (14), and let ηn+1,m be the subsequent mth inner
iterate satisfying (16). If T + Pn+1,m−1 − Q n is Stieltjes, then
ηn+1,m ≥ ηn. (21)
Proof. From (16) one has that ηn+1,m is a solution of
T + Pn+1,m−1 − Q n ηn+1,m − Pn+1,m−1ηn+1,m−1 + Vn+1,m−11 = dn, (22)
whereas ηn is a solution of (14). By subtracting (14) from (22), after using Lemmas 1 and 2, one has
T + Pn+1,m−1 − Q n ηn+1,m − ηn = Pn+1,m−1(ηn+1,m−1 − ηn)− (Vn+1,m−11 − Vn1)− rn ≥ 0.
Thus, since T + Pn+1,m−1 − Q n is Stieltjes, one has T + Pn+1,m−1 − Q n−1 ≥ O and, consequently, ηn+1,m ≥ ηn. 
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Lemma 5. If matrix T is T2, the vector function V(η) and the vector b satisfy the hypothesis (3), and if ηn is the nth outer iterate
obtained from (14), then
v⊤rn = v⊤V(ηn)− v⊤b ≤ 0. (23)
Proof. Inequality (23) is an immediate consequence of property T2 and Lemma 2. 
The following results show that Algorithm 1 is well defined, monotone, and converging, in both cases where T is either
T1, or T2. The two cases are analysed separately.
Theorem 1. Let T be T1. If both assumptions A1 and A2 are satisfied, then for all n and m, matrix T + Pn,m−1−Q n−1 is Stieltjes,
Algorithm 1 is well defined, and the inner and the outer iterates are monotone. Specifically, for all n = 1, 2, . . . , one has
ηn,m+1 ≤ ηn,m, m = 1, 2, . . . (24)
ηn ≤ ηn+1,m, m = 1, 2, . . . (25)
ηn ≤ ηn+1. (26)
Moreover, the outer iterates ηn converge to the exact solution of system (1).
Proof. Assumptions A1 and A2 are required to formulate Algorithm 1. One proceeds by double induction.
n = 1: In this case one has Q 0 = Q (η0 ≤ ℓ) = O and P1,m−1 ≥ O. Thus, matrices T + P1,m−1 − Q 0 are Stieltjes for allm =
1, 2, . . .. Consequently, Lemma 3 implies inequality (24). Hence, the sequence {η1,m} is monotonically decreasing.
Accordingly, the sequence {V1(η1,m)} is non-negative and monotonically decreasing. To prove boundedness of the
first inner iterates recall that T−1 ≥ O and let ηb = T−1[b− V1(η1,1)], so from (16) one has
η1,m − ηb = T−1[V1(η1,1)− V1(η1,m)+ r1,m] ≥ 0.
Hence, the monotonically decreasing sequence {η1,m} is bounded from below by ηb, and is therefore converging to,
say, η¯1. Consequently, {P1,m} and {V1(η1,m)} converge to P(η¯1) and V1(η¯1), respectively. Thus, (18) yields that {r1,m}
converges to 0, implying that η1 = η¯1 is an exact solution of (14).
n > 1: One assumes that the (k − 1)th outer cycle has been successfully completed and so ηn−1 is a solution of (14), and
Q n−1 ≤ Pn−1.
m = 1: Since T is T1, and because Pn,0 = P(u) ≥ Q n−1, one has that T + Pn,0 − Q n−1 is Stieltjes. Hence ηn,1 can be
uniquely determined from (16).
m > 1: One assumes that T+Pn,m−2−Q n−1 is Stieltjes, so ηn,m−1 can be uniquely determined from (16) and, because
of Lemma4, it satisfiesηn,m−1 ≥ ηn−1. Consequently, Pn,m−1 ≥ Pn−1 ≥ Q n−1 implying that T+Pn,m−1−Q n−1
is Stieltjes, and ηn,m can be uniquely determined from (16).
This shows that T + Pn,m−1 − Q n−1 are Stieltjes for all m = 1, 2, . . . . Hence, Lemma 3 implies inequality (24), and
Lemma 4 yields inequality (25). This latter inequality shows that the monotonically decreasing sequence {ηn,m} is
bounded from below by ηn−1, and therefore is converging to, say, η¯n. Consequently, {Pn,m} and {V1(ηn,m)} converge
to P(η¯n) and V1(η¯n), respectively. Thus, from (18), rn,m converges to 0, implying that ηn = η¯n is an exact solution of
(14). Finally, inequality (26) is an immediate consequence of (25).
To prove convergence of the outer iterates, one also needs to show that the monotonically increasing sequence {ηn} is
bounded from above. With this purpose, let ηt = T−1b, and recall that T−1 ≥ O, V(ηn) ≥ 0 and rn ≤ 0. Hence from (14)
one has
ηt − ηn = T−1[V(ηn)− rn] ≥ 0.
Thus, themonotonically increasing sequence {ηn} is bounded from above by ηt . Therefore it converges to, say, η¯. Accordingly,
{Q n} and {V2(ηn)} converge to Q (η¯) and V2(η¯), respectively. Thus, from (19), {rn} converges to 0, implying that η = η¯ is an
exact solution of system (1). 
It is interesting to note that Theorem 1 remains true if the initial guess for the inner cycle is relaxed to ηn,0 ≥ ηn−1. Thus,
for example, by taking ηn,0 = ηn−1 a faster convergence of each inner cycle may be achieved.
Theorem 2. Let T be an irreducible matrix satisfying T2 and assume that b fulfils the compatibility inequalities (3). If
both A1 and A2 are satisfied, then for all n and m, matrix T + Pn,m−1 − Q n−1 is Stieltjes, and Algorithm 1 is well defined and
monotone. Specifically, inequalities (24)–(26) are satisfied for all n = 1, 2, . . . , and the outer iterates ηn converge to an exact
solution of system (1).
Proof. Assumptions A1 and A2 are required to formulate Algorithm 1. Moreover, P(u) ≥ O and P(u) ≠ O. In fact, P(u) = O
yields VMax = 0which contradicts the compatibility assumption (3). The proof now proceeds by double induction.
n = 1: When n = 1 one has Q n−1 = Q 0 = Q (η0 ≤ ℓ) = O.
m = 1: Since P1,0 = P(η1,0 ≥ u) = P(u) 	 O, one has that T + P1,0 − Q 0 is Stieltjes. Thus, the first inner iterate is
well defined.
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m > 1: One assumes that T + P1,m−1−Q 0 is Stieltjes, so η1,m can be uniquely determined from (16). Consequently,
P1,m ≥ Q 0 = O and P1,m ≠ O. Consider, in fact, the inner residual which, for n = 1, is given by
r1,m = V1(η1,m)+ Tη1,m − b ≥ 0.
Now, if P1,m = O, one has V1(η1,m) = 0 and hypothesis T2 implies v⊤r1,m = −v⊤b ≥ 0 which contradicts
the compatibility assumption (3). This implies P1,m ≠ O; thus T + P1,m − Q 0 is Stieltjes. Hence, the inner
iterates (16) are well defined for allm. Additionally, Lemma 3 implies inequality (24).
To prove boundedness of the first inner iterates, note that inequality (24) implies that the sequence
{P(η1,m)} ismonotonically decreasing and bounded frombelow byO, hence converging to, say, P¯1. Similarly,
the sequence {V1(η1,m)} is monotonically decreasing and bounded from below by 0, hence converging to,
say, V¯11. Furthermore, hypothesis T2 and Lemma 2 imply that the sequence {v⊤r1,m} is non-negative and
monotonically decreasing, and hence bounded. Thus, {r1,m} converges to, say, r¯1 ≥ 0. Accordingly, the
sequence {Tη1,m} is itself bounded and converges to b+ r¯1 − V¯11.
Now, since T is irreducible, the monotonically decreasing sequence {η1,m} is either bounded, or
componentwise unbounded. Unbounded growth of {η1,m} to −∞, however, implies V¯11 = 0 and,
accordingly, hypothesis T2 yields v⊤r¯1 = −v⊤b ≥ 0 which contradicts the compatibility assumption (3).
Hence the sequence {η1,m} must be bounded and therefore converging to, say, η¯1 ∈ RN . Thus, (18) yields
that {r1,m} converges to r¯1 = 0, implying that η1 = η¯1 is an exact solution of (14).
n > 1: One assumes that the (n−1)st outer cycle has been successfully completed and soηn−1 is a solution of (14).Moreover,
Q n−1 ≤ P(u) and Q n−1 ≠ P(u). In fact, Q n−1 = P(u) yields V(ηn−1) = VMax. Consequently Lemma 5 implies
v⊤rn−1 = v⊤VMax − v⊤b ≤ 0 which contradicts the compatibility assumption (3).
m = 1: Pn,0 = P(ηn,0 ≥ u) = P(u) 	 Q n−1 implies that T + Pn,0 − Q n−1 is Stieltjes. Consequently, the first inner
iterate is well defined.
m > 1: One assumes that T + Pn,m−1 − Q n−1 is Stieltjes, so ηn,m can be uniquely determined from (16) and,
because of Lemma 4, it satisfies ηn,m ≥ ηn−1. Accordingly, Pn,m ≥ Q n−1. Now, if Pn,m ≠ Q n−1, then
T + Pn,m − Q n−1 is Stieltjes and ηn,m+1 can be uniquely determined from (16). Alternatively, Pn,m = Q n−1
and the corresponding inner residual can be written as
rn,m = V1(ηn,m)+ (T − Q n−1)ηn,m − b− Vn−12 + Q n−1ηn−1
= V(ηn−1)+ Tηn,m − b− Pn,m ηn,m − ηn−1− (Vn,m1 − Vn−11 ) .
Thus, Lemmas 1 and 5 yield v⊤rn,m ≤ 0, but since rn,m ≥ 0, one gets rn,m = 0, implying that ηn,m is an
exact solution of (14). Hence T + Pn,m−1−Q n−1 are Stieltjes, and the inner iterates (16) are well defined for
all m, or until convergence is achieved. Furthermore, Lemma 3 implies inequality (24) and Lemma 4 yields
inequality (25). This latter inequality shows that the monotonically decreasing sequence {ηn,m} is bounded
from below by ηn−1, and therefore is converging to, say, η¯n. Consequently, {Pn,m} and {V1(ηn,m)} converge
to P(η¯n) and V1(η¯n), respectively. Thus, from (18), {rn,m} converges to 0, implying that ηn = η¯n is an exact
solution of (14). Finally, inequality (26) is an immediate consequence of (25).
To prove convergence of the outer iterations, one also needs to show the boundedness of the monotonically increasing
sequence {ηn}. To this end, consider that the outer residual satisfies
rn = V(ηn)+ Tηn − b ≤ 0.
Thus, assumption T2 implies v⊤V(ηn) ≤ v⊤b. Hence the non-negative and non-decreasing sequence {V(ηn)} is bounded
and converging to, say, V¯. Additionally, v⊤rn = v⊤V(ηn) − v⊤b is non-positive and monotonically increasing, and hence
bounded. This implies that the sequence {rn} converges to, say, r¯. Consequently, the sequence {Tηn} is itself bounded, and
converges to b+ r¯− V¯.
Now, since T is irreducible, themonotonically increasing sequence {ηn} is either bounded, or componentwise unbounded.
Unbounded growth of {ηn} to +∞ componentwise, however, yields V¯ = VMax and, accordingly, hypothesis T2 implies
v⊤r¯ = v⊤[VMax − b] ≤ 0 which contradicts the compatibility assumption (3). Hence, the sequence {ηn}must be bounded,
therefore converging to, say, η¯ ∈ RN . Consequently, {Q n} and {V2(ηn)} converge to Q¯ and V2(η¯), respectively. Thus, (19)
yields that {rn} converges to 0, implying that η = η¯ is the exact solution of system (1). 
Note that if P(ηn−1) ≠ Q (ηn−1), then the initial guess for the inner cycle can be relaxed to ηn,0 ≥ ηn−1. In this case, in
fact, Theorem 2 remains true and faster convergence of the nth inner cycle may be achieved by taking, e.g., ηn,0 = ηn−1.
Remark 1. If η1 ≤ ℓ, one has V2(η1) = 0 and, consequently, η = η1 is a solution of system (13). In this case convergence of
Algorithm 1 is achieved in just one outer iteration.
Remark 2. If ηn,1 ≥ u for some n ≥ 1, one has V1(ηn,1) = V1(u) + P(u)(ηn,1 − u) and, consequently, ηn,1 is a solution of
system (14). Thus ηn = ηn,1 and convergence of the inner iterations is achieved in one step.
Remark 3. Of course, if u ≤ η1,1 ≤ ℓ, then the previous two remarks can be combined to conclude that η = η1,1 is a solution
of system (1) which is obtained with Algorithm 1 in just one inner, and one outer iteration.
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In many problems of applied interest, matrix T is sparse and very large. Moreover, since T is symmetric and (at least)
positive semidefinite, one has that T + Pn,m−1 − Q n−1 are positive definite for all n and m. Hence, in practice, each linear
system in the inner iterates (16) can be efficiently solved by a preconditioned conjugate gradient method (see, e.g., [10]).
5. A dual algorithm
System (1) can also be solved by means of a dual algorithm. With this purpose, recall that (1) can also be written as
V1(η)− V2(η)+ Tη = b. (27)
A dual algorithm for solving system (27) is derived by linearizing separately, and in a reverted order, V1(η) and V2(η).
Specifically, a sequence of outer iterates {η˜n} is obtained from (27) by linearizing V1(η) as follows:
[V1(η˜n−1)+ P(η˜n−1)(η˜n − η˜n−1)] − V2(η˜n)+ T η˜n = b.
Thus, on choosing η˜0 ≥ u, the outer iterates η˜n are determined from
T + P˜n−1

η˜n − V2(η˜n) = d˜n−1, n = 1, 2, . . . , (28)
where d˜n−1 = b− V˜n−11 + P˜n−1η˜n−1, with V˜n−11 = V1(η˜n−1) and P˜n−1 = P(η˜n−1). The resulting nth (outer) residual is
r˜n = V1(η˜n)− V2(η˜n)+ T η˜n − b. (29)
Next, in order to determine η˜n for all n = 1, 2, . . . , a sequence of inner iterates {η˜n,m} is obtained from system (28) by
linearizing V2(η˜) as follows:
T + P˜n−1

η˜n,m − [V2(η˜n,m−1)+ Q (η˜n,m−1)(η˜n,m − η˜n,m−1)] = d˜n−1.
Thus, on choosing η˜n,0 ≤ ℓ, the inner iterates η˜n,m are determined from the linear system
T + P˜n−1 − Q˜ n,m−1

η˜n,m = f˜ n,m−1, m = 1, 2, . . . , (30)
where f˜ n,m−1 = V˜n,m−12 − Q˜ n,m−1η˜n,m−1 + d˜n−1, with Q˜ n,m−1 = Q (η˜n,m−1) and V˜n,m−12 = V2(η˜n,m−1). The resulting (n,m)th
inner residual is
r˜n,m = −V2(η˜n,m)+

T + P˜n−1

η˜n,m − d˜n−1. (31)
The inner and outer iterations are terminated when ∥r˜n,m−1∥ < ϵ, and ∥r˜n∥ < ϵ, respectively.
The nested iterative scheme (28) and (30) is summarized into Algorithm 2. This algorithm is a nonlinear extension of the
dual method presented in Ref. [3].
Algorithm 2
Input V1, V2, P , Q , ℓ, u, T , b, and ϵ
Set η˜0 ≥ u
Do n = 1, 2, . . .
Set η˜n,0 ≤ ℓ
Dom = 1, 2, . . .
Solve

T + P˜n−1 − Q˜ n,m−1

η˜n,m = f˜ n,m−1
If ∥r˜n,m∥ < ϵ, then set η˜n = η˜n,m and exit
End Do
If ∥r˜n∥ < ϵ, then set η = η˜n and exit
End Do
Output η
Convergence of Algorithm 2 can be established using arguments similar to those given for Algorithm 1. For completeness,
the main results are listed next.
Theorem 3. Let T be T1. If both assumptions A1 and A2 are satisfied, then for all n and m, matrix T + P˜n−1− Q˜ n,m−1 is Stieltjes,
Algorithm 2 is well defined, and the inner and the outer iterates are monotone. Specifically, for all n = 1, 2, . . . , one has
η˜n,m+1 ≥ η˜n,m, m = 1, 2, . . . (32)
η˜n ≥ η˜n+1,m, m = 1, 2, . . . (33)
η˜n ≥ η˜n+1. (34)
Moreover, the outer iterates η˜n converge to the exact solution of system (1).
3944 V. Casulli, P. Zanolli / Journal of Computational and Applied Mathematics 236 (2012) 3937–3947
Theorem 4. Let T be an irreducible matrix satisfying T2 and assume that b fulfils the compatibility inequalities (3). If
both A1 and A2 are satisfied, then for all n and m, matrix T + P˜n−1 − Q˜ n,m−1 is Stieltjes, and Algorithm 2 is well defined and
monotone. Specifically, for all n = 1, 2, . . . , inequalities (32)–(34) are satisfied and the outer iterates η˜n converge to an exact
solution of system (1).
The proofs of Theorems 3 and 4 are omitted because they follow in a completely analogous fashion to those of Theorems 1
and 2, respectively.
When either T is T1, or T is T2 and P(η˜n−1) ≠ Q (η˜n−1), then the initial guess for the inner cycle can be relaxed to
η˜n,0 ≥ η˜n−1. In this case faster convergence of the nth inner cycle may be achieved by taking η˜n,0 = η˜n−1.
Recall that in practical applications, matrix T is often sparse and very large. However, since T is symmetric and (at least)
positive semidefinite, matrices T+ P˜n−1− Q˜ n,m−1 are positive definite for all n andm. Hence, each linear system in the inner
iterates (30) can be efficiently solved by a preconditioned conjugate gradient method (see, e.g., [11]).
Remark 4. If η˜1 ≥ u, one has V1(η˜1) = V1(u)+ P(u)(η˜1− u) and, consequently, η = η˜1 is a solution of system (27). In this
case convergence of Algorithm 1 is achieved in just one outer iteration.
Remark 5. If η˜n,1 ≤ ℓ for some n ≥ 1, one has V2(η˜n,1) = 0 and, consequently, η˜n,1 is a solution of system (28). Thus
η˜n = η˜n,1 and convergence of the inner iterations is achieved in one step.
Remark 6. Of course, if u ≤ η˜1,1 ≤ ℓ, the previous two remarks can be combined to conclude that η = η˜1,1 is a solution of
system (1) which is obtained with Algorithm 2 in just one inner, and one outer iteration.
6. Confined–unconfined flows in porous media
Consider the mathematical modelling of a two-dimensional water flow within a horizontal aquifer Ω ⊂ R2. Let the
aquifer be delimited below by an impervious bottom, and above by a ceiling, described by the surfaces z = −h(x, y) and
z = c(x, y), respectively [3].
Let a(x, y, z) and κ(x, y, z) denote the local aquifer porosity and hydraulic conductivity, respectively. Assume that a and κ
are prescribed for all (x, y) ∈ Ω and for all z ∈ [−h(x, y), c(x, y)]. For notational convenience, the porosity and the hydraulic
conductivity are prolonged as a(x, y, z) = κ(x, y, z) = 0 for all z ∉ [−h(x, y), c(x, y)].
The governing differential equation that applies to both pressurized and phreatic flows is taken to be [12]
∂
∂t
 η
−h
a dz

= ∂
∂x

K
∂η
∂x

+ ∂
∂y

K
∂η
∂y

+ φ, (35)
where: t is the time; φ(x, y, t) is a source or sink;K(x, y, η) =  η−h κ(x, y, z)dz; and η(x, y, t) is the unknown representing
the piezometric head.
When and where η(x, y, t) ≥ c(x, y) the aquifer is confined, and the flow is said to be pressurized. If −h(x, y) <
η(x, y, t) < c(x, y), the surface z = η(x, y, t) also represents the phreatic surface. Finally, if at any time η(x, y, t) ≤ −h(x, y)
then (x, y) is a dry point. Accordingly, the time dependent domain for Eq. (35) is
Ω(t) = {(x, y) ∈ Ω : h(x, y)+ η(x, y, t) > 0} .
To solve Eq. (35) numerically, Ω is covered by a uniform Cartesian grid with size ∆x and ∆y. Let Ωi,j = [xi− 12 , xi+ 12 ] ×[yj− 12 , yj+ 12 ] ∩ Ω be a typical control volume and let ∆t be the time step. Then, at each time level tk = k∆t , a consistent
finite volume discretization of Eq. (35) is taken to be
Vi,j(ηk+1i,j ) = Vi,j(ηki,j)+∆t
Dki+ 12 ,j ηk+1i+1,j − ηk+1i,j −Dki− 12 ,j ηk+1i,j − ηk+1i−1,j
∆x
+
Dk
i,j+ 12

ηk+1i,j+1 − ηk+1i,j
−Dk
i,j− 12

ηk+1i,j − ηk+1i,j−1

∆y
+ φki,j
 , (36)
where
Vi,j(ηki,j) =
 ηki,j
−∞
ai,j(z)dz, with ai,j(z) =

Ωi,j
a(x, y, z) dx dy (37)
and, additionally,
Dk
i± 12 ,j
=
 y
j+ 12
y
j− 12
K

xi± 12 , y, η
k
i± 12 ,j

dy, Dk
i,j± 12
=
 x
i+ 12
x
i− 12
K

x, yj± 12 , η
k
i,j± 12

dx
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Fig. 1. Pressurized–phreatic region at t0 = 0 (left), at one day (middle), and at two days (right).
with the piezometric heads ηk
i± 12 ,j
and ηk
i,j± 12
between control volumes being defined as averages from the nearest grid
values; and, finally,
φki,j =

Ωi,j
φ(x, y, tk) dx dy.
Those control volumes whereDk
i± 12 ,j
= 0 andDk
i,j± 12
= 0 do not contribute to the system that is being formulated. The
set of Eqs. (36), where at least one ofDk
i± 12 ,j
andDk
i,j± 12
is strictly positive, can be assembled into a mildly nonlinear system
with unknowns ηk+1i,j . This system (which has to be solved at every time step) can be recognized as being in the form (1). The
resulting matrix T is sparse, symmetric, and at least positive semidefinite.
Without loss of generality, it will also be assumed that matrix T is irreducible. This may not be the case when, at any
time, two or more subdomains are not connected. In such a circumstance the above method applies separately to each such
subdomain where the corresponding matrix T is irreducible.
For testing purposes, given two positive constants h0 = 10 m, and L = 1000 m, letΩ = {(x, y) : x2 + y2 < L2}, and let
the aquifer’s bottom and ceiling be described by a paraboloid of revolution given by
c(x, y) = h(x, y) = h0

1− x
2 + y2
L2

.
It is also assumed that the aquifer has a constant porosity a(x, y, z) = 0.3 and hydraulic conductivity κ(x, y, z) = 1 m/s.
Thus, on setting
p(x, y, z) =

0.3 if z ≥ −h(x, y)
0 otherwise q(x, y, z) =

0.3 if z > c(x, y)
0 otherwise
one has ai,j(z) = pi,j(z)− qi,j(z), with pi,j and qi,j being the Jordan decomposition of ai,j. Specifically,
pi,j(z) =

Ωi,j
p(x, y, z) dx dy and qi,j(z) =

Ωi,j
q(x, y, z) dx dy.
Finally, in order to specify the initial guess for the outer and for the inner iterations, ℓi,j and ui,j are taken to be
ℓi,j = min
Ωi,j
c(x, y) and ui,j = −min
Ωi,j
h(x, y).
As the initial condition, on specifying η(x, y, 0) = h0, at the initial time t0 = 0 the aquifer is assumed to be everywhere
pressurized. The flow is then driven by a sink, located at the centre of the aquifer that pumps water out at a constant rate
q = 10 m3/s.
Then, a numerical simulation is carried out for 10 days by using a rather coarse grid with∆x = ∆y = 100 m, and a very
large time step∆t = 1 day. In this test problem, sinceDk
i± 12 ,j
= 0 andDk
i,j± 12
= 0 along the outer edges of the computational
grid, matrix T is T2 at all times.
The resulting flow is partially phreatic and partially pressurized until time t5. The phreatic region is represented by an
expanding inner circle in Fig. 1, whereas the pressurized region is represented by the outer gridded ring. From time t6, as
pumping continues, the phreatic region shrinks, leaving space to an outer dry ring of increasing size (see Fig. 2). As shown in
Figs. 1 and 2, despite the use of a relatively coarse mesh, the pressurized, the phreatic and the dry regions are well resolved.
This is achieved by the present nonlinear formulation (37) that allows an extremely accurate representation of the flow
region.
The total water volume at each time level tk is given by V k =i,j Vi,j(ηki,j), and is decreasing at constant rate q = 10m3/s.
For the present setting, since the initial water volume is V 0 = 9, 424, 778 m3, one has V k = V 0 − k∆tq. Thus, any attempt
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Fig. 2. Wet–dry region at six days (left), at nine days (middle), and at ten days (right).
Table 1
Algorithm 1—problem size, inner, and outer iterations with ϵ = 10−10 .
Simulation time 1 d 2 d 3 d 4 d 5 d 6 d 7 d 8 d 9 d 10 d
Active control volumes 344 344 344 344 344 332 316 268 216 164
Total inner iterations 5 5 4 4 3 3 4 5 5 5
Outer iterations 5 5 4 4 3 1 1 1 1 1
Table 2
Algorithm 2—problem size, inner, and outer iterations with ϵ = 10−10 .
Simulation time 1 d 2 d 3 d 4 d 5 d 6 d 7 d 8 d 9 d 10 d
Active control volumes 344 344 344 344 344 332 316 268 216 164
Total inner iterations 5 5 4 4 3 3 4 5 5 5
Outer iterations 1 1 1 1 1 3 4 5 5 5
to extend the simulation beyond t10 would produce a physically unrealistic negative volume V 11 = −79, 222 m3. On the
other hand, when k = 10 the compatibility assumption (3) is no longer satisfied and neither Algorithm 1 nor Algorithm 2
will converge. Indeed, when k = 10 system (36) does not even have a solution. This demonstrates that the finite volume
formulation (36) does not allow for artificial and unphysical overdrainage.
Table 1 shows, for each time level, the size of the resulting system being solved with Algorithm 1, the required number
of outer iterations and the total number of inner iterations. The system size remains unchanged during the first five time
levels because the aquifer wet domain remains the same. Then, during the subsequent five time levels the system size
decreases because dry control volumes do not contribute to the system size. Moreover, it is to be noted that the number
of both inner and outer iterations turns out to be remarkably small. Specifically, during the first five time levels each outer
iteration requires only one inner iteration for convergence. Then, starting from time level t6, convergence is achieved with
within one outer iteration.
Table 2 shows the system size, the number of outer iterations and the number of total inner iterations required by
Algorithm2. Of course, themildly nonlinear systembeing solved at each time step is the same as the one solved by Algorithm
1. Accordingly, the resulting pressurized, phreatic, and dry regions are shown in Figs. 1 and 2. Also, the system size indicated
in the first row of Table 2 is identical to the one given in Table 1. The main difference is given by the number of iterations
required for convergence. Specifically, the dual algorithm converges in only one outer iteration during the first five time
levels. Then, starting from time level t6, each outer iteration requires only one inner iteration.
7. Conclusions
The iterative solutions of large and sparse mildly nonlinear systems have been considered. After appropriate splitting
of the diagonal nonlinear terms, the nonlinear contributions are linearized in sequence to derive a nested iterative method
which is shown to be well defined and converging. The splitting is based on a simple Jordan decomposition of functions
with bounded variations. A dual algorithm with analogous properties is obtained by reversing the linearization order. Both
methodsmay simplify to the classical Newtonmethodwith quadratic convergence rate in several cases of practical interest.
Unlikemost Newton-typemethods, whose convergence is often problematic, the proposed algorithmswill always converge
when the initial guess is chosen as suggested. These methods apply to a wide class of mildly nonlinear systems that arise
from the numerical modelling of free-surface hydrodynamics. As an example, the above algorithms have been applied to
simulate porous flows in a confined–unconfined aquifer.
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