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Abstract
We demonstrate a passage from the “quasi-Plu¨cker coordinates” of Gelfand and
Retakh, to the quantum Plu¨cker coordinates built from q-generic matrices. In the
process, we rediscover the defining relations of the quantum Grassmannian of Taft
and Towber and provide that algebra with more concrete geometric origins.
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Introduction
Since the problem of constructing quantum flag and Grassmann spaces was
first posed in Manin’s Montre´al lectures [17], numerous approaches to the
problem have appeared. In this paper, we focus on the efforts of Lakshmibai-
Reshetikhin [14] and Taft-Towber [22] to build the quantized homogeneous
coordinate ring Gq(d, n) of the Grassmannian of d-dimensional subspaces in
Kn. The difficulty lies in attaching good geometric data to any algebraic struc-
ture proposed.
In this paper we provide further geometric motivation for their definition(s)
via the Gelfand-Retakh theory of quasideterminants [4]. In 1997, I. Gelfand
and V. Retakh introduced coordinates for Grassmannians over division rings
in the hope that specializations could provide a universal approach to several
1 Present address: LaCIM, Universite´ du Que´bec a` Montre´al, Case Postale 8888,
succursale Centre-ville, Montre´al (Que´bec) H3C 3P8, Canada.
lauve@lacim.uqam.ca
Preprint submitted to Elsevier Science 16 November 2005
well-known results in noncommutative geometry. This paper realizes that goal
for the quantum Grassmannian of Taft and Towber. We interpret our results
as evidence that the definitions of quasi-Plu¨cker coordinates are the right
ones to provide a noncommutative coordinate geometry—and by extention
the “correct” noncommutative algebra—for many noncommutative settings
of interest, not just the quantum setting.
This paper begins with a review of the classic Grassmannian and its coordi-
nate algebra. We focus our attention on its description in terms of Plu¨cker
coordinates {pI}, and Plu¨cker relations. For example, one has the celebrated
identity for minors of a 4× 2 matrix A:
p12p34 − p13p24 + p23p14 = 0,
where pij represents the determinant of the submatrix of A formed by taking
rows i and j and columns 1 and 2.
The intermediate sections introduce quantum and totally noncommutative
versions of this story, the latter relying on quasi-Plu¨cker coordinates. These
are certain ratios of quasideterminants which specialize to ratios of minors in
the commutative and quantum settings.
In the final section, we show that the important relations holding among
the Plu¨cker coordinates in the classic and quantum setting are consequences
of assorted quasideterminantal identities. For example, if we begin with a
“generic” 4 × 2 matrix A and are told that its entries commute with one
another, then the identity (P1,{2,3},{4}) defined in Section 3 reduces to
1 = p12p
−1
32 p34p
−1
14 + p13p
−1
23 p24p
−1
14 .
Remark.The reader may wish to take a moment to show that the two equations
displayed above are equivalent (assuming all symbols pij are invertible, and
pji = −pij), as it will make some calculations in the sequel more transparent.
In [14] and [15] Lakshmibai and Reshetikhin recall the classic realization of
G(d, n) as a subalgebra (generated by d-minors) of the coordinate algebra for
SLn. With the quantized OSLn and the quantum determinant provided in [20]
on hand, the construction of this algebra is straightforward; cf. [16], [3],[12] for
modern explorations of its structure. Geometric data appears in the form of
representations: they produce its simple modules from the representation the-
ory of Uq(sln) and use them (along with a modification of Hodge’s “standard
monomial theory” [10]) to provide a basis for Gq(d, n).
Taft and Towber [22] take a more constructive approach. Beginning with a
presentation of G(d, n) by generators and relations, the task was simply to
“quantize” this presentation to produce the coordinate ring of a quantum
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Grassmannian. The geometric data here is also indirect: following the sugges-
tion of Faddeev, Reshetikhin, and Takhtajan in [20] they verify their algebra is
a comodule algebra over the Hopf algebra OSLq(n) just as G(d, n) is over OSLn .
They go on to prove that this algebra is the same as the quantum coordinate
ring of Lakshmibai and Reshetikhin, strong evidence that indeed this is the
“correct” quantum G(d, n).
The aim of this paper is to give more evidence by realizing the generators
and relations of Taft and Towber through more geometric considerations. To
this end we use quasideterminants. Other means of attaching geometric data
may be found in [19], where Ohn follows the Artin-Tate-van den Bergh ap-
proach to noncommutative projective geometry, and in [21], where Sˇkoda uses
quasideterminant-theory to provide localizations of the quantum algebras in
question.
We fix some notation for the remainder of the paper:
Fix once and for all, positive integers d and n satisfying d < n.
By [n] we mean the set {1, 2, . . . n}. By [n]d we mean the set of all d-tuples
chosen from [n]; while ([n]d ) denotes the set of all subsets of [n] of size d.
For two integers n,m and two subsets I ⊆ [n] and J ⊆ [m] we define two
common matrices associated to an n ×m matrix A: by AI,J we mean the
matrix obtained by deleting rows I and columns J from A; by AI,J we mean
the matrix obtained by keeping only rows I and columns J of A. It will be
necessary to simplify the above notation in certain cases: when I = {i} and
J = {j}, write Aij in place of AI,J ; when |I| = d and J = [d], write AI in
place of AI,[d].
Given two sets I, J ⊆ [n] with |I| = d, |J | = e, write I|J for the tuple
(i1, . . . , id, j1, . . . , je).
For σ ∈ Sm, let ℓ(σ) = ℓ(σ1, σ2, · · · , σm) denote the length of the per-
mutation, i.e. the minimal number of adjacent swaps necessary to move
(σ1, σ2, · · · , σm) into (1, 2, . . . , m). Extend ℓ(·) to elements of [n]m in the
obvious way; we will make frequent use of ℓ(I \ Λ|Λ).
By Kq we mean an infinite commutative field K of charasteristic 0 with a
distinquished element q 6= 0 and q not a root of unity.
1 Review of Classical Setting
1.1 Determinants
In this section we work over R (cf. [24] for a treatment over any commutative
ring of characteristic p not dividing d!). The determinant of a square matrix A
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will be a main organizing tool in what follows. In addition to the well-known
alternating property, the determinant has another property the reader should
be familiar with:
Proposition 1 (Laplace’s Expansion) Let A = (aij)1≤i,j≤m. Suppose that
p, p′ are fixed positive integers with p+ p′ = m, and that J = (j1, . . . , jm) is a
fixed derangement of the columns of A. Then∣∣∣A∣∣∣ = (−1)ℓ(J)∑(−1)−ℓ(i1···ipi′1···i′p′)∣∣∣A{i1,...,ip},{j1,...,jp}∣∣∣ · ∣∣∣A{i′1,...,i′p′},{jp+1,...,jm}∣∣∣
where the sum is over all partitions of [m] into two increasing sets i1 < · · · < ip
and i′1 < · · · < i
′
p′.
Typically we take (j1, . . . , jm) = (1, . . . , m), so what’s written above is the
expansion of the determinant down the first p columns of A.
1.2 Grassmannian
First we recall the embedding of the Grassmannian Gr(d, n) into P(
n
d)−1, whose
coordinates we will index by the d-subsets of [n]. Following [22], we carry out
the construction in V = (Rn)∗, not in Rn.
Given a basis B = {f1, . . . fn} for V = R
n, we will represent a vector v ∈ V ∗
as a n-tuple (v1, . . . , vn)
T where 〈v, fi〉 = vi. Any d-plane Γ ∈ Gr(d, n) can be
represented by any d linearly independent vectors within Γ. We may arrange
them as columns in an n× d matrix via the coordinatization above. It is clear
that any two such matrices A,B represent the same Γ if and only if there is
an element g ∈ GLd(R) satisfying A = B · g.
One next forms the map η : Gr(d, n) → P(R(
n
d)) as follows. For each Γ, take
any matrix representation A and map it to the
(
n
d
)
-tuple of its maximal minors.
If A and B as above represent the same Γ, their images will differ only by the
scalar det g. Moreover, a matrix A represents an element of Gr(d, n) if and only
if at least one maximal minor is nonzero. One concludes that η is well-defined
and injective. (This is the Plu¨cker embedding, and we call the coordinates of
p =
(
p{1,...,d} : · · · : p{n−d+1,...,n}
)
∈ P(
n
d)−1 the Plu¨cker coordinates.)
Proposition 2 A point p ∈ P(
n
d)−1 belongs to the image of η if and only if
for all 1 ≤ r ≤ d and all choices I ∈
(
[n]
d+r
)
, J ∈
(
[n]
d−r
)
, its coordinates satisfy
0 =
∑
Λ⊆I
|Λ|=r
(−1)ℓ(I\Λ|Λ)pi1···ˆiλ1 ···ˆiλr ···id+r
piλ1 ···iλr j1···jd−r . (1)
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These relations take on many equivalent forms, but as written, they shall be
called the Young symmetry relations (YI,J)(r). The reader may find a proof in
[11], one component of which is the “Basis Theorem” below. Another compo-
nent is revealed upon inspection of the following determinant:∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ai1,1 · · · ai1,d ai1,1 · · · ai1,d
...
...
...
...
aid+r ,1 · · · aid+r,d aid+r ,d · · · aid+r ,d
0 · · · 0 aj1,1 · · · aj1,d
...
...
...
...
0 · · · 0 ajd−r,1 · · · ajd−r ,d
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Remark. (a) Use a Laplace expansion down the first d columns to see that this
determinant takes the form of (1). (b) Subtract the top-left block from the
top-right block and discover a hollow matrix, i.e., this determinant is zero.
1.3 Coordinate Algebra
There is one technical detail left unsaid after (1). In the case I ∩ J 6= ∅, the
expressions piλ1 ···iλr j1···jd−r , will not all correspond to subsets of [n]. Moreover,
order is important. We need p{i,j,...} = −p{j,i,...}, etc. We extend the coordi-
nate functions {fI} on the Plu¨cker coordinates to
{
fI | I ∈ [n]
d
}
and add the
alternating relations (AI) :
fI =
 sgn(σ)fJ if σ(I) = J0 if two indices are identical.
We are now ready to make the
Definition 3 The homogeneous coordinate ring of G(d, n) is the quotient al-
gebra R [fI | I ∈ [n]d] /(AI ;YI,J).
The following theorem suggests we needn’t quotient out by a larger ideal.
Theorem 4 (Basis Theorem [11]) If F is any homogeneous polynomial in
fI (modulo (AI)) such that F (p) = 0 for all p = p(Γ) ∈ Gr(d, n), then F is
algebraically dependent on the Young symmetry relations; i.e.,
F (p) =
∑
I,|I|=d+1
J,|J|=d−1
HI,J(p) · YI,J(p) ,
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where YI,J is the homogeneous expression appearing on the right-hand side in
(YI,J)(1) and HI,J is a homogeneous polynomial in the coordinate functions fI .
Note that, interpreting fI as det(AI), we have that any homogeneous polyno-
mial F of degree m in the fI satisfies F (A ·g) = F (A)(det q)
m as we expect. In
the coming sections, we will mimic the constructions above as best as possible.
2 Quantum Setting
2.1 Quantum Determinants
Before we introduce the q-deformed version of the picture above, we recall
several facts about quantum matrices and quantum determinants. The reader
may find verification of all unproven statements within this section in [20],
[22], or [23].
Definition 5 An n × m matrix X = (xij) is called q-generic if its entries
satisfy all possible relations of the four types below:
xkjxki= qxkixkj (i < j) (2)
xjkxik= qxikxjk (i < j) (3)
xjkxil= xilxjk (i < j; k < l) (4)
xjlxik= xikxjl +
(
q − q−1
)
xilxjk (i < j; k < l). (5)
Remark. Any submatrix of a q-generic matrix is again q-generic.
We let Mn×m(q) denote the set of all such X . It is a subset of the set of all
n×m matrices with entries in R—the often unenunciated ring of study.
Recall that in commutative linear algebra, one can build the inverse of a matrix
A using the determinant:(
A−1
)
ij
= (detA)−1(−1)j−i detAji. (6)
The quantum determinant of a matrix X = (xij) is defined so as to produce
the inverse of a q-generic matrix in the same fashion.
Definition 6 For any square matrix A = (aij) of size n, the quantum deter-
minant detq A = |A|q is defined by
|A|q =
∑
σ∈Sn
(−q)−ℓ(σ)a1σ1a2σ2 · · · anσn.
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Notation. For a subset I of size m, we will frequently use [I] to represent
detq
(
AI,{1,...,m}
)
in order to simplify notation.
Proposition 7 (Properties of quantum matrices) Let X = (xij) and
Y = (ykl) be q-generic, with X square and XY defined.
(1) The element detq X is central in the algebra
Kq 〈xij〉 / (q-generic relations).
(2) If X, Y additionally satisfy xijykl = yklxij ∀i, j, k, l then XY is still q-
generic; moreover, if Y is square, detq(XY ) = detq X detq Y .
(3) The matrix S(X) := ((−q)j−i detqX
ji) satisfies S(X) ·X = X · S(X) =
(detq X)In, the identity matrix.
Warning. If X ∈ Mn×n(q) then X
−1 6∈ Mn×n(q); rather it is a member of
Mn×n(q
−1).
Remark. Item 1 suggests that (detq AI)(detq AJ) = (detq AJ)(detq AI) when-
ever J ⊆ I. This will be quite useful in the sequel.
For all 1 ≤ m ≤ n, define GLq(m) to be GLm(R) ∩Mm×m(q)—the q-generic
matrices which are invertible over R. There is not a true group or semigroup
structure on this set, e.g. if X is 2 × 2 q-generic, then X2 is not. However,
Proposition 7 suggests that a trace of the desired structure remains: X · Y ∈
GLq(m) when the coordinates of X commute with those of Y .
There are two more properties of detq which we will need. The first is the
“q-alternating” property of Taft and Towber [22].
Theorem 8 Suppose X is an n×n q-generic matrix, and A is built by choos-
ing rows i1, . . . , in (not necessarily distinct) from X. Then
detqA =
 (−q)
−ℓ(i1···in) detqX if all rows are distinct
0 otherwise
. (7)
The second property is that often two quantum minors “q-commute:”
Definition 9 Two quantum minors [I] and [J ] of a q-generic matrix X are
said to q-commute if there is an integer b so that [J ][I] = qb[I][J ].
For example, we have this
Proposition 10 Suppose i, j ∈ [n] and M ⊂ [n], with |M | < n and i < j.
Then the quantum minors [i ∪M ] and [j ∪M ] satisfy
[j ∪M ][i ∪M ] = q[i ∪M ][j ∪M ]. (8)
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LeClerc and Zelevensky actually prove a much stronger result in [16]—giving
necessary and sufficient conditions on subsets I, J in order that [I] and [J ]
q-commute. However, their proof involves machinery from [22] which we wish
to avoid. We present a simple proof of this weak-q-commuting property in
Section 4.
2.2 Quantum Space
We are now ready to q-deform the picture in Section 1.2. We move from a
vector space over R to n-dimensional “quantum space” Vq over the field Kq.
We begin by considering a vector space Dn with basis B = {f1, . . . , fn},
where D is some (unspecified) division algebra over Kq. We take V as the left
D-vector space V = (Dn)∗ = HomD(D
n, D); again we build coordinates for
vectors v ∈ V from their behavior on B.
We will call a point in V q-generic if its coordinates satisfy vjvi = qvivj (∀j >
i). These are the points we wish to study; we call this set Vq. Warning: this is
not a vector space over Kq (or D) as it is not closed under addition. However,
the Kq-action inherited from D (it being a Kq-algebra) is well-defined. For if
α ∈ Kq, and v = (v1, . . . , vn)
T ∈ Vq, then α · v ∈ Vq as well (e.g. (αv2)(αv1) =
αv2v1α = αqv1v2α = q(αv1)(αv2)).
We will call a d-dimensional subspace W of V q-generic if there is a linearly
independent set {v1, . . . , vd} ∈ Vq ∩W so that A =
[
v1| · · · |vd
]
∈ Mn×d(q). As
in the commutative case, A will represent a point in Grq(d, n).
2.3 Quantum Grassmannian
Finally, we define Grq(d, n) as a quotient of Mn×d(q). We take A ∼ B if
there is a finite sequence of matrices {Xi}1≤i≤t chosen from GLq(d)∪GLq−1(d)
satisfying: (i) (A · X1 · · ·Xi−1) · Xi is q-generic for all 1 ≤ i ≤ t; (ii) B =
AX1 · · ·Xt; (iii) detq BI = (detq AI) · (detq(X1 · · ·Xt)) for all I ∈ ([n]d ).
Definition 11 We have defined Grq(d, n) above in terms of matrices. We
would like to have a coordinates version as in the commutative case. We iden-
tify a point Γq in the quantum Grassmannian Grq(d, n) with the set of maximal
quantum minors of A(Γq)—its quantum Plu¨cker coordinates.
Remark. Condition (iii) above is fairly restrictive, but it allows us to safely
identify two sets of coordinates up to a scalar. We will see shortly that even
this is not restrictive enough to completely mimic the classical setting.
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From Section 2.1 it is clear that a coordinate [I] of Γq is q-alternating in I. The
coordinates also satisfy a quantized version of the Young symmetry relations 2 .
2.4 Quantized Coordinate Algebra
Following the classical picture outlined above, we make the
Definition 12 Put Gq(d, n) = Kq
〈
fI | I ∈ [n]
d
〉
/ (AI ; YI,J) where (AI), and
(YI,J) are now appropriate quantized versions of those from Section 1.2:
the alternating relations (AI)
fI =
 (−q)
−ℓ(I)fσ(I) if σ orders the entries of I
0 if two indices are identical.
the Young symmetry relations (YI,J)
0 =
∑
Λ⊆I
|Λ|=r
(−q)−ℓ(I\Λ|Λ)fI\ΛfΛ|J (9)
for all 1 ≤ r ≤ d, I ∈
(
[n]
d+r
)
, and J ∈
(
[n]
d−r
)
.
In [22] Taft and Towber give this same definition for the homogeneous coor-
dinate ring of the quantum Grassmannian. They go on to prove a quantized
version of the basis theorem:
the subalgebra inside Kq 〈xij | q-relations〉 generated by
{[I]}|I|=d is isomorphic to Gq(d, n).
So not only are the fI well-defined functions on the points Γq ∈ Grq(d, n),
it would seem Gq(d, n) is the biggest quotient algebra of Kq 〈fI〉 with this
property.
Remark. Note that when we interpret fI as detq(AI) we have fI(A · g) =
fI(A) detq(g) whenever A · g ∼ A. Suppose we additionally know that the
entries of g commute with those of A, then if F is any homogeneous polynomial
in Gq(d, n) or degree m we have F (A · g) = F (A) · (detq(g))
m. This seems to
be as close to the classical case as we can come. . . and not even this is true
2 For completeness, it should be noted that the proof of this fact which appears
in [22] uses a q-Laplace expansion in much the same spirit as the classic Laplace
expansion was used in the discussion following equation (1).
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if we do not add this assumption about g. However, we may make a more
satisfactory comparison to the classical case when we consider “homogeneous
degree zero” rational functions in the {fI} (cf. Proposition 32).
The algebra Gq(d, n) has been well studied since its introduction (cf.
[3,9,12,22]). In this paper we concentrate on Grq(d, n) itself.
2.5 Young Symmetry Relations, Simplified
In the classical construction of G(d, n) it is known that all relations of the
type in (1) with r > 1 are direct consequences of those with r = 1 (cf. [11]
and [24]). The proofs published there rely heavily on the commutativity of the
Plu¨cker coordinates {pI}. What follows is a proof of the same fact for quantum
Plu¨cker coordinates. In addition to giving a new proof for the classical case
(set q = 1), it represents the key lemma for what follows in Section 4.
Notation. Given an ordered set L of size n and its r-th element lr, let L(r) de-
note L\{lr}. In the event that lr 6∈ L we interpret L(r) as simply a reminder of
this fact (i.e. L(r) = L). For two subsets A = {a1, . . . , as} and B = {b1, . . . , bt}
of {1, . . . , n}, let [A|B] denote detq T{a1,...,as,b1,...,bt},{1,...,s+t} for some q-generic
matrix T .
Proposition 13 Let I, J be ordered subsets of [n] with respective sizes d + r
and d− r (1 ≤ r ≤ d ≤ n). Then (YI,J)(r) can be written in terms of relations
of type (YL,M)(r−1). Specifically,
d+r∑
s=1
(−q)2(r−1)−ℓ(I(s)|is)
∑
Λ(s)⊂I(s)
|Λ(s)|=r−1
(−q)−ℓ(I(s)\Λ(s)|Λ(s))
[
I(s) \ Λ(s)
] [
Λ(s)|is|J
]
=
(
r−1∑
t=0
(−q)2t
) ∑
Λ⊂I
|Λ|=r
(−q)−ℓ(I\Λ|Λ) [I \ Λ] [Λ|J ] .
PROOF. We simply take an arbitrary Λ and compare the coefficients on the
left- and right-hand sides of the monomial [I \ Λ] [Λ|J ].
left-hand side:∑
is∈Λ
(−q)2(r−1)−ℓ(I(s) |is)(−q)−ℓ(I(s)\Λ(s)|Λ(s)) [I \ Λ]
[
Λ(s)|is|J
]
=
∑
is∈Λ
(−q)2(r−1)−ℓ(I(s)|is)−ℓ(I(s)\Λ(s)|Λ(s))−ℓ(Λ(s)|is)
 [I \ Λ][Λ|J ]
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right-hand side: (
r−1∑
t=0
(−q)2t−ℓ(I\Λ|Λ)
)
[I \ Λ][Λ|J ].
Multiplying both sides by (−q)+ℓ(I\Λ|Λ) and using ℓ(I \Λ|Λ) = ℓ(I \Λ|Λ(s)) +
ℓ(I(s)|is)− ℓ(Λ(s)|is), we are left with showing
r−1∑
s=0
(−q)2(r−1)−2ℓ(Λ(s) |is) =
r−1∑
t=0
(−q)2t.
But (r − 1)− ℓ(Λ(s)|is) is exactly s. ✷
Repeated application of this reduction proves the following important modi-
fication to the quantized basis theorem.
Corollary 14 Equation (9) in the definition of the Gq(d, n) can be replaced
with an abbreviated version—taking only r = 1.
Remark. (a) Note that this proof fails to work if q2 is an r-th root of unity. In
the case q = 1 it additionally fails if the characteristic of the field is r. Thus
there is no improvement to the situation addressed in [24] in the commutative
case. (b) The lemma was proven for (|J |, |I|) = (d − r, d + r), but a gener-
alization to the setting (|J |, |I|) = (s − r, t + r) with 0 ≤ r ≤ s ≤ t ≤ d is
immediate. This extended identity will be utilized in a later paper when we
address noncommutative flags.
3 Generic Setting
3.1 Quasideterminants
Gelfand and Retakh suggest that the quasideterminant should be a main
organizing tool in noncommutative mathematics; and indeed it has already
provided explicit formulas to a variety of noncommutative problems (finding
Casimir elements [8], [18] and factoring noncommutative polynomials [2],[7]
are two notable examples). The results of this paper provide further support
for this suggestion.
The computations in this subsection will be done in the free skew field K<( aij>)
(cf. [1]) built on the entries of a matrix A with distinct noncommuting inde-
terminants. As the definition will make clear, if we instead work with A over
an arbitrary noncommutative ring R some quasideterminants may not be de-
fined. A careful study of [1] reveals that quasideterminants are elements of
11
certain localizations of R. The reader will find a more thorough treatment of
the quasideterminant and its properties, including some of the proofs omitted
below, in [6] and [13].
Definition 15 (Quasideterminant, I) An n × n matrix A has in general
n2 quasideterminants, one for each position in A. The (ij)-quasideterminant
is defined as follows:
|A|ij = aij −
∑
r 6=i,s 6=j
ais
(
|Aij|rs
)−1
arj .
One may use this definition and (6) to easily conclude that in the commutative
case, the quasideterminant specializes to the ratio of two determinants:
|A|ij = (−1)
i+j(detA)/(detAij).
Notation. It will be convenient to denote the (ij)-quasideterminant in another
form: ∣∣∣∣∣∣∣∣∣∣∣
...
· · · aij · · ·
...
∣∣∣∣∣∣∣∣∣∣∣
ij
=
∣∣∣∣∣∣∣∣∣∣∣
...
· · · aij · · ·
...
∣∣∣∣∣∣∣∣∣∣∣
.
There is an alternate definition which we will also have occasion to use. Let ξ
be the i-th row of A with the j-th coordinate deleted; and let ζ be the j-th
column of A with the i-th coordinate deleted.
Definition 16 (Quasideterminant, II) For A, ξ, ζ as above, the (ij)-
quasideterminant is defined as follows:
|A|ij = aij − ξ(A
ij)−1ζ.
In attempting to make these two definitions agree, one stumbles upon the first
fundamental fact about quasideterminants,
(|A|ij)
−1 = (A−1)ji, (10)
when the right-hand side is defined and not equal to zero.
The quasideterminant is extremely well-behaved for being a non-commutative
determinant (or rather ratio of two). Consider its behavior under elementary
transformations of columns.
Proposition 17 Let A = (aij) be a square matrix.
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• (Column Permutations) Suppose τ ∈ Sn and Pτ is the associated (column)
permutation matrix. Then |APτ |i,τj = |A|i,j.
• (Rescaling Columns) Let B be the matrix obtained from A by multiplying
its rth column by ρ on the right. Then
|B|ij =
 |A|ij ρ if j = r|A|ij if j 6= r and ρ is invertible.
• (Adding to Columns) Let B be the matrix obtained from A by adding column
r (multiplied on the right by a scalar ρ) to column s. Then |B|ij = |A|ij if
j 6= r.
See [6] for more details (and for row versions of all the properties in this
subsection). With these properties, we may easily deduce the following
Proposition 18 If A is a square matrix and column s of A is a right-linear
combination of the other columns, then |A|rs = 0 (whenever it is defined).
Remark. A row version of this is true as well, and will be used below.
PROOF. Through a sequence of steps A = A(0), . . . , A(m) = B, column-
reduce A to a matrix B: cols(B) = 0; colj(B) = colj(A) (j 6= s). Then Propo-
sition 17 above indicates
|A|rs = |A(i)|rs (∀1 ≤ i ≤ m).
Finally, use the second definition of quasideterminant to conclude that |B|rs
is indeed zero. ✷
Proposition 19 (Column Homological Relations) Let A = (aij) be a
square matrix. Then
−|Akj|−1il · |A|ij = |A
ij|−1kl · |A|kj (∀l 6= j).
We will also find a use for the following identity of Krob and LeClerc, which
gives a one-column Laplace expansion of the quasideterminant.
Proposition 20 For A = (aij), the (ij)-quasideterminant has the following
expansion:
|A|rs = ars −
∑
i 6=r
|Ais|rl · |A
rs|−1il · ais (∀l 6= s). (11)
PROOF. From (10) and the previous proposition we have
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1=
n∑
i=1
|A|−1is · ais
|A|rs= ars +
∑
i 6=r
|A|rs · |A|
−1
is · ais
|A|rs= ars −
∑
i 6=r
|Ais|rl · |A
rs|−1il · ais. ✷
3.2 Noncommutative Plu¨cker Coordinates
We may use the quasideterminant to build noncommutative Plu¨cker coor-
dinates. One cannot simply replace the determinants appearing earlier with
quasideterminants, because the latter are not invariant (up to scalar) under
GLd action. In [4,5], Gelfand and Retakh give evidence that certain ratios of
quasideterminants are the proper substitute.
Definition 21 (Quasi-Plu¨cker Coordinates) Let A be a matrix of size n×
d (n ≥ d). Let M be a subset of [n] of cardinality d− 1, and suppose i, j ∈ [n]
with i 6∈ M . A (right-) quasi-Plu¨cker coordinate for A will be defined as
rMji (A) := |Aj∪M |js · |Ai∪M |
−1
is (for any 1 ≤ s ≤ d).
Proposition 22 (Compelling Properties) For A,M, i, and j, as above,
the quasi-Plu¨cker coordinates satisfy the following:
• rMji (A) does not depend on s
• rMji (A · g) = r
M
ji (A) for any g ∈ GLd
If we associate a point Γ in a noncommutative Grassmannian—i.e. a submod-
ule of VD = (D
n)∗ isomorphic to Dd for some division ring D—to an n × d
matrix A in a manner similar to what has come before, we might take the
quasi-Plu¨cker coordinates of Γ to be the n2
(
n−1
d−1
)
“minors” rMji .
Additional nice properties of the rMji are worth mentioning.
Proposition 23 For A, M , and i as above the following also hold:
• rMji (A) does not depend on the ordering of M
• rMji (A) =
 0 if j ∈M1 if j = i
• rMji r
M
il = r
M
jl (l 6∈M)
• rM∪lij r
M∪i
jl r
M∪j
li = −1 (j, l 6∈ M)
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3.3 Noncommutative Grassmannian
The fundamental identity holding among the coordinates appears below. It
was first observed in [5]. We call this identity the “quasi-Plu¨cker relations.” It
will allow us to describe Grassmannians and Grassmann algebras in a manner
similar to that used in Section 2.3.
Proposition 24 (Quasi-Plu¨cker Relations) Let A be an n×d matrix (n ≥
d). Then for all subsets {i},M = {m2, . . . , md}, L = {l1, . . . , ld} chosen from
{1, . . . , n} with i 6∈M , we have
(Pi,L,M) :
∑
j∈L
r
L\j
ij (A) · r
M
ji (A) = 1 . (12)
PROOF. Using the definition of the quasi-Plu¨cker coordinates, we show that
1 =
∑
j∈L
|Ai∪(L\j)|ir · |Aj∪(L\j)|
−1
jr · |Aj∪M |js · |Ai∪M |
−1
is (∀1 ≤ r, s ≤ d).
Let ξ = (ξ0, . . . , ξt)
T be the column vector defined as follows:
ξj =
 |Ai∪M |ir if j = 0|Alj∪M |ljr otherwise .
Let B be the matrix A{i∪L},{1,...,d} and form the augmented matrix C = [ξ|B].
Lemma 25 The matrix C is non-invertible, in particular |C|11 = 0.
Using the second definition of quasideterminants, we first notice that
ξ0=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ai1 · · · air · · · aid
am21 · · · am2r · · · am2d
...
...
...
amd1 · · · amdr · · · amdd
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= air −
∑
s 6=r
ais
d∑
t=2
∣∣∣(Ai∪M)ir∣∣∣−1
mts
· amts.
Computing all of its coordinates at once, we have
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ξ=colr(B)− col1(B) ·
d∑
t=2
∣∣∣(Ai∪M )ir∣∣∣−1
mt1
· amt1 − · · ·
− cold(B) ·
d∑
t=2
∣∣∣(Ai∪M)ir∣∣∣−1
mtd
· amtd
=
d∑
j=1
colj(B) · λj .
Hence the first column is a right-linear combination of the latter columns. In
particular, Proposition 18 implies that |C|11 = 0. ♦
We next employ (11) to |C|11 to get the final result:
0= ξ0 −
d∑
j=1
|Ai∪(L\j)|ir · |Aj∪(L\j)|
−1
jr · ξj (∀r)
1=
d∑
j=1
|Ai∪(L\j)|ir · |Aj∪(L\j)|
−1
jr · |Aj∪M |js · |Ai∪M |
−1
is (∀r, s)
1=
∑
j∈L
r
L\j
ij · r
M
ji . ✷
Remark. The proof appearing above is new and has an obvious generalization:
we only need 0 ≤ |M | ≤ |L| − 1 ≤ d to make the proof work. We will explore
this extended identity in a later paper when we address noncommutative flag
coordinates. We identify a point Γ in the Grassmannian with its collection of
quasi-Plu¨cker coordinates
{
rMji
}
.
3.4 Toward a Coordinate Algebra
One would like a definition of the following sort: the homogeneous coordinate
ring of the Grassmannian in the noncommutative setting is the algebra with
generators rMij and relations all those described above in Proposition 23 and
(12). However, as all of the symbols are invertible, it seems an algebra of
rational functions is more appropriate. In this setting, we have the following
theorem.
Theorem 26 Let A = (aij) be a n×d matrix with formal entries and let f(aij)
be a rational function over the free skew-field D generated by the aij. Suppose
f is invariant under all invertible transformations A 7→ A · g, (g ∈ GLd(D)).
Then f is a rational function of the quasi-Plu¨cker coordinates rMij (A).
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PROOF. Let B = A{1,...,d},{1,...,d} and consider the matrix C = A ·B
−1. Then
f(A) = f(C), and Gelfand and Retakh have shown that
(C)ij =
 δij j ≤ dr{1,...,ˆi,...,d}ij (A) j > d . ✷
Finally, we would like a version of the basis theorem to be true, e.g. if f is
a rational function in the coordinates rMij with f(A) = 0, then f = f(Pi,L,M)
is zero because it can be written in terms of the quasi-Plu¨cker relations. This
may be true, but any such theorem is still pending.
4 Quasi ❀ Quantum
In this final section, we return our focus to quantum things (similar results
being obtainable for the commutative case via further specialization q → 1).
4.1 Coordinates
Given a q-generic matrix X , we have seen that the (ij)-th entry of X−1 is
(detq X)
−1(−q)j−i detq(X
ji). We have also related the (ji)-th quasidetermi-
nant of X to the (ij)-th entry of X−1. A brief study of this relation yields the
following essential formula 3 , first introduced in [4]:
detqX = (−q)
ℓ(i1···in)−ℓ(j1···jn)
∣∣∣X∣∣∣
i1,j1
∣∣∣X i1j1 ∣∣∣
i2,j2
· · · |xinjn|in,jn; (13)
moreover, all of the terms on the right-hand side commute with each other
Proposition 7. We may extend (13) to give quantum determinant expansions
for certain matrices associated to X .
Proposition 27 Let A be a square matrix, with rows i1, · · · , im not necessar-
ily ordered (and not necessarily distinct) chosen from the rows of a q-generic
matrix X. Then
detqA =
∣∣∣A∣∣∣
i11
∣∣∣Ai11∣∣∣
i22
∣∣∣Ai1i2,12∣∣∣
i33
· · ·aimm. (14)
3 This formula is not unique to quantum determinants. Many of the famous non-
commutative determinants exhibit this property in some form or another (cf. [6]).
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PROOF. If detq A = 0, then the (is)-th row is the same as some row it
(s < t) by (7)). In this case,
∣∣∣A{i1···is−1},{i1···is−1}∣∣∣
is,is
= 0 by Proposition 18
(row version).
Otherwise, let σ(j) = ij for j = 1 . . . n and use equation (7) to rewrite (13) as
follows:
(−q)ℓ(σ)detqA=detqX
= (−q)ℓ(σ)
∣∣∣X∣∣∣
σ1,1
∣∣∣Xσ1,1∣∣∣
σ2,2
· · · |xσn,n|σn,n
= (−q)ℓ(σ)
∣∣∣σ−1X∣∣∣
11
∣∣∣(σ−1X)11∣∣∣
22
· · ·
∣∣∣(σ−1X)nn∣∣∣
nn
= (−q)ℓ(σ)
∣∣∣A∣∣∣
11
∣∣∣A11∣∣∣
22
· · · |ann|nn ,
where σ−1 acts on X by row permutations. ✷
Notation. For a subset I of size m, we will have occasion to use
∣∣∣∣i1 · · · is · · · im∣∣∣∣
for the (is1)-quasideterminant of the matrix AI,{1,...,m}. For example, if B is a
2× 2 matrix, with rows i and j taken from some larger matrix A, then:
|B|j1 =
∣∣∣∣∣∣∣∣
ai1 ai2
aj1 aj2
∣∣∣∣∣∣∣∣ =
∣∣∣∣i j ∣∣∣∣ .
Using this notation—together with the shorthand notation for detq(AI) de-
scribed above—the reader may check that the following identities hold:
•
∣∣∣∣ i1 · · · id∣∣∣∣ = [i1 · · · id] detq (A{i2,...,id},{2,...,d})−1
•
∣∣∣∣ im2 · · ·md∣∣∣∣ ∣∣∣∣ j m2 · · ·md∣∣∣∣−1 = [im2 · · ·md] [jm2 · · ·md]−1
PROOF, Proposition 10. Consider the following column homological rela-
tion for the q-generic matrix Ai∪j∪M :
−
∣∣∣Aj1∣∣∣−1
i2
·
∣∣∣A∣∣∣
i1
=
∣∣∣Ai1∣∣∣−1
j2
·
∣∣∣A∣∣∣
j1
−
∣∣∣Ai1∣∣∣
j2
·
∣∣∣Aj1∣∣∣−1
i2
=
∣∣∣A∣∣∣
j1
·
∣∣∣A∣∣∣−1
i1
.
We apply the simple identities above, the q-alternating property, and Propo-
sition 7(1) to finish the proof.
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Left-hand side:
−
∣∣∣Ai1∣∣∣
j2
·
∣∣∣Aj1∣∣∣−1
i2
=−
∣∣∣∣ jm2 · · ·md∣∣∣∣ ∣∣∣∣ im2 · · ·md∣∣∣∣−1
=−[jm2 · · ·md][im2 · · ·md]
−1,
using the identities above starting from column 2 of the original matrix A.
Right-hand side:
∣∣∣A∣∣∣
j1
·
∣∣∣A∣∣∣−1
i1
=
∣∣∣∣i j m2 · · ·md∣∣∣∣ ∣∣∣∣ i jm2 · · ·md∣∣∣∣−1
=
(
[jim2 · · ·md][im2 · · ·md]
−1
)
·
(
[ijm2 · · ·md][jm2 · · ·md]
−1
)−1
= [im2 · · ·md]
−1[jim2 · · ·md] [ijm2 · · ·md]
−1[jm2 · · ·md]
=−q±1 [im2 · · ·md]
−1[jm2 · · ·md],
where the power of −q depends on whether i < j or i > j. Note the heavy
reliance on the centrality of quantum determinants, Proposition 7(1). The
result now follows by clearing denominators. ✷
4.2 Grassmannians
In this section we prove the main result of this paper, the quantized coordinate
algebra Gq(d, n) of Taft and Towber results from specializing the geometry of
the generic Grassmannian.
Theorem 28 (Quasi- Specialization) Let A be an n× d q-generic matrix
representing a point Γq in the quantum Grassmannian Grq(d, n). Then all the
relations among the coordinates
{
[I] | I ∈ ([n]d )
}
of Γq are consequences of the
coordinate-relations for its quasi-Plu¨cker coordinates
{
rMji (A)
}
.
Alternatively, beginning with an n × d matrix A of indeterminants over the
free skew field built on the {aij}, all relations of the form (Y
∗
I,J) are direct
consequences of adding q-genericity to the quasi-Plu¨cker relations (Pi,L,M)
already holding for A.
PROOF. Along with q-genericity we add its easy consequences—the q-
alternating and (weak) q-commuting properties of equations (7) and (8).
We have as our target (YIJ)(r). By Corollary 14, we may assume r = 1; so let
I = {i1, . . . , id+1} and J = {j1, . . . , jd−1}. Starting from the relation (Pi1,I(1),J)
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we have:
1=
∑
j∈L
r
L\j
ij · r
M
ji
1=
∑
j∈L
∣∣∣ iL \ j∣∣∣∣∣∣ j L \ j∣∣∣−1 · ∣∣∣ jM ∣∣∣∣∣∣ iM ∣∣∣−1
1=
∑
2≤λ≤d+1
∣∣∣ i1 I(1) \ iλ∣∣∣∣∣∣iλI(1) \ iλ∣∣∣−1 · ∣∣∣iλJ ∣∣∣∣∣∣ i1 J ∣∣∣−1
1=
∑
2≤λ≤d+1
[
i1I(1) \ iλ
][
iλI(1) \ iλ
]−1
·
[
iλJ
][
i1J
]−1
[
i1J
]
=
∑
2≤λ≤d+1
q
[
iλI(1) \ iλ
]−1[
i1I(1) \ iλ
][
iλJ
]
[
i1J
]
=
∑
2≤λ≤d+1
q(−q)+ℓ(iλ|I(1)\iλ)
[
I(1)
]−1[
i1I(1) \ iλ
][
iλJ
]
[
I(1)
][
i1J
]
=
∑
2≤λ≤t+r
q(−q)+ℓ(iλ|I(1)\iλ)
[
i1I(1) \ iλ
][
iλJ
]
[
I(1)
][
i1J
]
=−
∑
2≤λ≤d+1
(−q)+ℓ(iλ|I\iλ)
[
I \ iλ
][
iλJ
]
0= (−q)−ℓ(I(1)|i1)
[
I(1)
][
i1J
]
+
∑
2≤λ≤d+1
(−q)+ℓ(iλ|I\iλ)(−q)−ℓ(I(1)|i1)
[
I \ iλ
][
iλJ
]
0= (−q)−ℓ(I(1)|i1)
[
I(1)
][
i1J
]
+
∑
2≤λ≤d+1
(−q)−ℓ(I(λ)|iλ)
[
I(λ)
][
iλJ
]
0=
∑
1≤λ≤d+1
(−q)−ℓ(I(λ)|iλ)
[
I(λ)
][
iλJ
]
.
This is exactly the targeted (YIJ). Now, we implicitly began with the assump-
tion i = i1 6∈ J , but any choice from I \ J could have been made for i. Finally,
if I \ J = ∅, then (9) reads 0 = 0 by the q-alternating property. ✷
4.3 Coordinate Algebras
We conclude this section with the introduction of a natural algebra of functions
on the quantum Grassmannian. This algebra is invariant under the relation
∼ introduced in Section 2.3. Moreover, its elements F are identically zero on
Grq(d, n) only if they are zero for quasi-Plu¨cker reasons.
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In [12] we learn that Gq(d, n) is a noetherian domain, and as such has a (right,
Ore) skew-field of fractions D. Namely, every element of D can be written as
GH−1 with G,H ∈ Gq(d, n). This field is too big to be an appropriate field of
fractions for Grq(d, n); we look for the ∼-invariant functions within D.
Proposition 29 Let R be a noetherian domain with right field of frac-
tions D. If R is graded, then the subset D0 = {gh
−1 ∈ R |
g, h are homogeneous of the same degree} is a well-defined subfield of D.
PROOF. Given ef−1 and gh−1 in D0, we may add and multiply these two
fractions together by the Ore conditions in D:
(+) : We know ∃u, v ∈ R with fu = hv. So we may write ef−1 + gh−1 =
(eu)(fu)−1 + (gv)(hv)−1 = (eu+ gv)(hv)−1.
(×) : we know ∃u′, v′ ∈ R with fu′ = gv′. So we may write ef−1gh−1 =
(eu′)(fu′)−1(gv′)(hv′)−1 = (eu′)(hv′)−1.
One question is whether u, v, u′, v′ may be chosen to be homogeneous elements
of R. This is straightforward to check:
Write u =
∑∞
i=s ui and v =
∑∞
j=t vj (finite sums) with us, vt 6= 0 (the pieces of
u and v of lowest degree). Now, fus is the lowest degree piece of fu because f
is homogeneous and R is a (graded) domain. Similarly, hvt is the lowest degree
piece of hv. Finally, fu = hv ⇒ fus = hvt again by the grading of R. Hence
we may assume u and v (and u′ and v′) are homogeneous elements of R.
Next, we must ask whether the resulting fractions in (+) and (×) above belong
to D0. Again, this is easy to check, and we do so only for (+):
In the case of (+) we have deg e + deg u = deg f + deg u = deg h + deg v =
deg g + deg v, so deg(eu+ gv) = deg(hv) as needed. ✷
For what remains, we will need a stronger version of the q-commuting property
than was proved above. Specifically, we need the following identity.
Proposition 30 Put f[−d] := f{n−d+1,...,n}. Then for all I ∈ ([n]d ), we have
f[−d]fI = q
|[−d]\I|fIf[−d].
One can find a proof of this well-known identity in [16], which, after the
specialization results of the previous section, we are now free to use.
Define D0 ⊂ D as in the proposition. This is the algebra of functions we seek.
We must show that: (i) D0 is ∼-invariant; (ii) it is neither too big nor too
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small inside D.
Invariance:
Write fˆI for fIf
−1
[−d] inside D. Note that fˆI is ∼-invariant. Finally, take
F = GH−1 ∈ D0 (with degG = degH = b), and write GH
−1 =
(Gf−b[−d])(Hf
−b
[−d])
−1 = ĜĤ−1 in D. Here we have written Ĝ for the rearrange-
ment of Gf−b[−d] putting one factor of f
−1
[−d] to the right of each symbol fI ap-
pearing in G. Then GH−1(Ag) = ĜĤ−1(Ag) = ĜĤ−1(A) = GH−1(A) as
needed.
Correct Size:
We look at the fields of fractions on the affine pieces of our projective space
Grq(d, n). D0 should contain them all, and be no bigger than necessary. Con-
sider the “affine patch” of points X[−d] =
{
{|AI |q} : |A{n−d+1,...,n}|q 6= 0
}
in-
side Grq(d, n); f
−1
[−d] is a well-defined function here. Moreover, by property (iii)
of ∼ we have fIf
−1
[−d](Ag) = fIf
−1
[−d](A) when Ag ∼ A. So we may consider the
subalgebra A of D generated by fIf
−1
[−d] as a piece of the field of ∼-invariant
functions we’re looking for. By the previous proposition, we may write ev-
ery element of A as Gf−degG[−d] in D, where G is a homogeneous polynomial in
Gq(d, n). Finally, A is noetherian (cf. [12], Theorem 1.4), so we may consider its
right field of fractions ffA ⊆ D. Observe that D0 ⊆ ffA: given GH
−1 ∈ D0,
we have
GH−1 =
(
Gf b[−d]
)
·
(
Hf b[−d]
)−1
∈ ffA .
On the other hand, note that all rings corresponding to all affine patches are
subalgebras of D0, and thus so are their fields of fractions—to whatever extent
they exist. So we arrive at the natural
Definition 31 The field of functions on Grq(d, n) is the subfield D0 of D
generated by all elements G · H−1 with G,H ∈ Gq(d, n) homogeneous of the
same degree.
Proposition 32 If F ∈ D0, then F is a rational function in {(fI)(fJ)
−1 :
|I ∩ J | = d− 1}.
Remark. “∼” is too strict a relation to allow Gaussian elimination. . . a proce-
dure necessary in the proof of Proposition 26, so we cannot simply pass from
quasi- to quantum- in that proposition.
PROOF, Sketch. The proof comes from the special form F takes. Let’s
consider the commutative case for a moment. Start from F = G/H with G
and H homogeneous of the same degree, b say. Here one may divide the top
and bottom by f b[−d] and “interpolate” between the coordinate functions fI
occuring in G and H to get this same result in a more elementary fashion.
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Example 33
f{346} + f{123}
f{135}
=
f{346}f
−1
{456} + f{123}f
−1
{456}
f{135}f
−1
{456}
=
(f{346}f
−1
{456}) + (f{123}f
−1
{126})(f{126}f
−1
{156})(f{156}f
−1
{456})
(f{135}f
−1
{345})(f{345}f
−1
{456})
.
In the quantum setting, the same argument works as f[−d] q-commutes with
every other coordinate function. ✷
We have given some motivation for the further study of D0. We conclude
this section by showing that, like Grq(d, n), it’s behavior is governed by its
quasi-counterpart.
Theorem 34 If F ∈ D0 is identically zero on Grq(d, n), then F is zero as a
consequence of quasi-Plu¨cker coordinate considerations.
PROOF. Let YI,J denote the right-hand side of (9) and Pi1,I(1),J denote the
left-hand side of (12)—so YI,J = 0 in Gq(d, n), and 1−Pi1,I(1),J = 0 in D0. For
F ∈ D0, write F = GH
−1 as above, with G(Γq) = 0, H(Γq) 6= 0. Then G—by
the quantized basis theorem—is in the ideal generated by relations of type
(Y∗I,J)(1). Write G as such, then consider G¯ ∈ D0 built from G by factoring
each expression w(Y ∗I,J)w
′ occuring as wf{i1···id}(1−Pi,I(1),J)f{id+1···id+rj1···jd−r}w
′
in the manner carried out in the proof of Theorem 28. ✷
5 Future Steps
As mentioned earlier, we anticipate following this paper with another address-
ing more general quantum flags. Already from the results of this paper, one
may confidently go on to create Grassmannians in other noncommutative set-
tings where amenable determinants exist (e.g. superalgebras).
Beyond “specializations” such as those above, it would be interesting to study
the ring of quasi-Plu¨cker coordinates itself. Recall the classical result: the
homogeneous coordinate ring for the flag variety is a model for the irreducible
polynomial representations of GLn. One challenge would be to use the quasi-
Plu¨cker coordinates to construct a noncommutative representation theory.
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