We report a new phenomenon, which illustrates that the role of binocular disparity in 3D shape perception critically depends on whether the parts are interpreted as belonging to a single object. The nature of this phenomenon was studied in four experiments. In the first two experiments the subjects were shown a sequence of stereoscopic images of a cube, in which binocular disparity indicated that the individual parts move towards or away from one eye. However, when the parts of the cube were perceived as elements of a single object, they appeared to move in a rigid fashion and the direction of motion was orthogonal to that predicted by the binocular disparities. The third experiment generalized these results to more complex polyhedra. The last experiment showed that constraints related to motion, such as rigidity, are important, but not critical for this phenomenon to occur. All these results imply that the interpretation as to what corresponds to a single object affects the importance (weight) of binocular disparity and may even eliminate its contribution altogether; the percept of a 3D shape is dominated by a priori constraints, and depth cues play a secondary role.
Introduction
Movement of an object in depth gives rise to different patterns of motion on the retinas of the two eyes. For example, when a small object moves towards, and along the line of sight of the left eye, the objectÕs image on the right retina moves rightwards, whereas the image on the left retina is stationary (both images change their size, as well). Conversely, when a point on the left retina is stationary and the corresponding point on the right retina moves rightwards, the observer perceives a point in a three-dimensional (3D) space moving towards the left eye. When the parameters of the retinal motion change, the perceived direction of the 3D motion changes as well, and the changes of the percept can be predicted from the changes of binocular disparity (more exactly, relative binocular disparity). A substantial amount of research was devoted to studying stereo-motion perception and identifying the physiological channels involved (Regan, 2000) . Specifically, neurons sensitive to binocular disparity and stereo-motion disparity have been found in the parietal cortex of the brain (Howard, 2002; Howard & Rogers, 1995) . This cortex is a part of the visual pathway that processes 3D spatial relations of a stimulus, including depth and motion, as well as luminance (Mishkin, Ungerleider, & Macko, 1983) . There is also a second pathway, involving temporal cortex, which processes an objectÕs shape, identity, color, and binocular disparity (Howard, 2002; Howard & Rogers, 1995) . Thus, binocular disparity is processed in two physiologically different systems.
The role of binocular disparities in perception of 3D relations has been studied extensively, especially after the invention of a random-dot stereogram (RDS) (Howard & Rogers, 1995; Julesz, 1971) . A RDS is a pair of images, which contain little or no 3D structure when seen individually (see Fig. 1d ). Nevertheless, when viewed as a stereo pair, the images induce a clear depth percept. In the case of stereograms in Fig. 1d , a cube is perceived. As a result, an objectÕs shape and identity must come after the binocular disparities are analyzed. Clearly, RDS is an ideal stimulus to isolate the operation of the disparity-based mechanism.
It is known, however, that the depth percept is affected not only by the stimulus on the retina, but also by a priori rules of perceptual organization (Koffka, 1935) and familiarity (Gregory, 1970) . The fact that such rules operate is best illustrated by providing an observer with one 2D image of a 3D scene and verifying that the observerÕs percept is also 3D. Clearly, a single 2D image could have been produced by any of infinitely many 3D scenes. The fact that the percept is usually unique and consistent across viewers implies that the visual system imposes a priori constraints (rules of organization, familiarity) on the family of the possible 3D interpretations (Pizlo, 2001; Poggio, Torre, & Koch, 1985) . A simple example is shown in Fig. 1a . When the reader looks at the line drawing, she perceives a cube. But this image could be produced by a non-rectangular polyhedron, as well as by an object whose edges are not straight and faces not planar. The fact that this image leads to the percept of a cube implies that the visual system imposes constraints, which bias the percept towards ''regular'' 3D interpretations.
What then is the effect of binocular disparities vs. rules of perceptual organization on the 3D percept? On one hand, it was argued that a priori constraints are involved in visual perception only in the case of impoverished viewing conditions (Gibson, 1950) . When the observer views the scene with two eyes, the 3D scene can be (at least in principle) computed directly from the visual data, and in such a case the rules of perceptual organization are not needed. If this claim were true, then using RDS might indeed be the best way to study binocular depth and shape perception unconfounded by other factors, such as monocular cues to depth and shape, and the rules of perceptual organization. But some students of binocular vision pointed out that using RDS as stimuli may fail to reveal how the binocular system actually works, precisely because it does not stimulate monocular mechanisms (Regan, 2000; Richards, 1977) . In other words, whereas a single picture of a 3D scene can be considered an impoverished stimulus as compared to a 3D scene because it provides less sensory data, RDS can also be considered impoverished because RDSs are much less structured than images of actual 3D scenes.
One way to evaluate the contribution of the monocular mechanisms (including the contribution of the rules of perceptual organization) vs. that of binocular disparity is to make them work against each other. This kind of conflict is illustrated by a new phenomenon, reported here. This phenomenon involves binocularly viewed, moving stimuli and it can be seen at http://viper. psych.purdue.edu/pizlo_cubes. Viewing the demo requires free-fusing by crossing the eyes. Fig. 1a-d show a single pair of stereoscopic images (view the stimuli by crossing the eyes) for each experimental condition; the differences among the four conditions were related to the features that were shown: visible edges of a cube (Fig. 1a) , outline of the cube and a dot at the Y junction (b), incomplete edges of the cube (c), and random dots placed on the three visible faces of the cube (d). The image on the right corresponded to a stationary cube, whereas the image on the left corresponded to a cube rotating (oscillating) around a vertical axis. The amplitude of the oscillation was limited so that the observer could fuse the images at all times. When the observer looks at the moving images (these are the images projected to the right eye), the percept corresponds to a rigid cube oscillating around a vertical axis, in all four conditions. Now, what is the percept when these moving images are fused with the stationary image projected to the left eye? If the percept were determined exclusively by binocular disparities changing in time, the subject would have perceived a non-rigid cube whose vertices moved along the lines emanating from the left eye (recall that the image in the left eye is stationary). However, this is not what actually happens. Other factors such as rigidity and regularity (simplicity) constraints come into play, as well.
The fact that the information provided by different depth cues such as motion and binocular disparity can be combined (fused) in the human visual system, and furthermore that the percept can be affected by constraints (priors) has been known for some time. For example, an interaction between the kinetic depth effect (KDE) and binocular disparity was studied in psychophysical experiments by Johnston, Cumming, and Landy (1994) and Domini, Caudek, and Skirko (2003) , and in simulation experiments by Fine and Jacobs (1999) . Johnston et al. (1994) showed that integration of information from motion and disparity led to accurate judgments of shapes of elliptical cylinders and that the importance of each cue was related to its reliability. They accounted for these results by using a modified weak fusion model in which outputs of separate depth cue channels are linearly combined after missing parameters in some of them are estimated. Domini et al. (2003) demonstrated that integration of motion and disparity cues over time was effective when the new visual cue was unreliable. Such integration was absent when the new visual cue was reliable. This result is consistent with the temporal stability factor used by Pizlo (2001) in his regularization model (his Eq. (14)). Pizlo introduced this factor to account for the fact that despite large discrimination thresholds in binocular judgments of distances reported by McKee, Levi, and Bowne (1990) , the percept of a distance in each trial was subjectively stable. The simulation study by Fine and Jacobs (1999) tested three types of models of cue combination: weak fusion, modified weak fusion and strong fusion with special emphasis on combination of noisy data. They concluded that a modified weak fusion model leads to equally good (or even better) reconstructions as a strong fusion model. Furthermore, they conjectured that the visual system is likely to have separate representation for shape and depth and that shape can be accurately reconstructed even when depth is not, a claim consistent with psychophysical results and a theory of shape constancy formulated by Pizlo (1994) .
Another group of studies addressed the combination of texture and disparity (Hillis, Watt, Landy, & Banks, 2004; Knill & Saunders, 2003) , symmetry and binocular disparity (Saunders & Knill, 2001; van Ee, van Dam, & Erkelens, 2002) , and shading and binocular disparity (Bülthoff & Mallot, 1988; Doorschot, Kappers, & Koenderink, 2001 ). The two papers on combination of symmetry and disparity are especially relevant for our study. Saunders and Knill (2001) used perspective images of symmetric planar patterns. They showed that the judgments of slant and tilt of the patterns viewed binocularly are systematically affected by an assumption that the patterns are symmetric. This fact implies that the human visual system uses a symmetry constraint in producing a 3D percept and that this constraint is combined with a binocular disparity cue. Constraints can be used in computations implicitly or explicitly (Pizlo, 2001) . When a constraint is treated as an assumption, it is an implicit constraint because the degree to which this constraint is satisfied is not evaluated. An implicit constraint is used to derive the relation between the 3D scene and the 2D retina and thus is used to derive a likelihood function. A classical example of an implicit constraint is the rigidity assumption in the structurefrom-motion theorem formulated by Ullman (1979) . Once rigidity is assumed, the object can be reconstructed if the visual data is consistent with such an assumption. But note that the reconstructed object will always be rigid because it was assumed to be rigid. Later, Ullman used rigidity as an explicit constraint (Ullman, 1984) . Specifically, the cost function in UllmanÕs algorithm had two terms: one evaluated how closely the reconstructed object matches the data (likelihood function in Bayesian formulation) and another term evaluated how well the rigidity constraint is satisfied (prior distribution in Bayesian formulation). In this new algorithm, where rigidity was treated as an explicit constraint, the reconstructed object did not have to be rigid. van Ee et al. (2002) studied a conflict between binocular disparity and perspective cues. The perspective cue was provided by showing trapezoidal images of rectangles. It follows that the perspective cue in this case is a special case of symmetry assumption: a rectangle has two axes of symmetry, whereas a trapezoid has one or none. When the slant indicated by disparity was very different from the slant indicated by perspective, the percept was bi-stable. Again, this result shows that the rectangularity (or more generally, symmetry) constraint can effectively compete with binocular disparity cue.
In our study, the stimulus involves integration of binocular disparity and motion cues on one side, and rigidity and symmetry constraints on the other. One of the main differences between this and the prior studies is that our stimulus is a simulated solid object, as opposed to a planar or curved surface. There is no reason to expect that the role of constraints will be equally strong (or weak) in the case of 3D objects as in the case of 2D figures. In Section 2 we analyzed the role of depth cues and priors by measuring the magnitude of the perceived movement in depth and the magnitude of the left-right oscillations of a 3D stimulus. The former movement reflects the operation of depth cues and the latter that of constraints. In Section 3 we tested whether binocular rivalry can account for some of the results found in the first experiment. Section 4 generalized the results from the first experiment to polyhedra that are more complex than a cube. The final experiment tested the phenomenon in the absence of motion.
Experiment 1:
The role of depth cues vs. the role of priors 2.1. Method
Subjects
The three authors and one naïve subject (RV) were tested. ZP and GF were experienced as subjects in psychophysical experiments. All three authors received substantial amounts of practice before collecting the data.
Stimuli
The simulated object was a cube whose side was 1 cm long. The simulated viewing distance was 50 cm. The stereoscopic images were computed and drawn using OpenGL software and using the inter-pupillary distance measured for each subject. Hidden edges of the cube were removed. The initial orientation of the cube was obtained by rotating the cube from its original orientation (where the cubeÕs sides were aligned with the XYZ axes) by 30°around X-axis and 30°around Y-axis (in a control experiment we also tried other initial orientations and found that the results were the same). The image on the right (i.e., the image viewed by the left eye) was stationary. The image on the left was changing: it was an image of a cube oscillating around the vertical axis with a peak-peak amplitude of 16°. The rotation of the visible Y junction, relative to the initial orientation, was from left to right. At the initial orientation of the cube, the disparity of the Y junction relative to the center of the cube was about 7 0 . At the rightmost orientation of the cube, the disparity of the Y junction was reversed (i.e., equal to about À7 0 ), as compared to the disparity at the initial orientation.
In the condition illustrated in Fig. 1a , only visible edges of the cube were shown. In the condition illustrated in Fig. 1b , the edges of the Y junction were not shown; only a dot at the corner of the junction was shown. In condition 1c, parts of the edges of the Y junction were erased. The proportion of the erased edge ranged from zero to one, with a step of 0.1. This produced 11 versions of stimuli. Finally, in condition 1d, no edges were shown. Instead, 300 randomly placed dots on the visible surfaces of the cube were shown.
Procedure
The stereoscopic images were shown on a computer monitor and viewed by means of an ElliotÕs stereoscope (Brewster, 1856 (Brewster, /1971 Howard, 2002) . ElliotÕs stereoscope is produced by placing an aperture between the observer and the images. The viewing is analogous to free-fusing with crossed eyes, except that each eye receives only one, not two images. The room was dark and the stimuli were drawn in white on a dark background on a flat monitor, which was at the distance of 100 cm from the subject. The distance between the subject and the aperture was 50 cm.
Each trial started with 2 s presentation of the stereoscopic images without any motion. This period was sufficient to fuse the stimuli. Then, the stimulus on the left started moving and after a total of 7 s (2 s stationary + 5 s moving), the stereo-pair disappeared. The presentation of the moving stimuli was limited because some subjects reported that the percept changed during longer viewings, which made reporting ambiguous. After the stimuli disappeared, the subject made two judgments (in random order) using probe stimuli. The probe for the judgment of the amplitude of motion in depth was a set of three dots on a horizontal plane. The two outer dots were stationary and the middle one moved in depth. The subject was asked to adjust the amplitude of the probe motion to that of the remembered amplitude of the motion in depth performed by the vertex at the Y junction of the cube. The simulated distance between the two outer dots was 1 cm. The probe for the judgment of the amplitude of the left-right oscillation was a set of 10 dots randomly placed on the ''visible'' half of a simulated sphere. The diameter of the sphere was equal to the diameter of a sphere circumscribed on the cube. The dots moved in a rigid fashion around a vertical axis-i.e., both images were actual perspective images of the dots in 3D space. The subject was asked to adjust the amplitude of the left-right oscillation of the sphere to that of the remembered amplitude of oscillations performed by the cube.
Each condition (except 1c) involved 20 trials. In condition 1c there were total of 44 trials: 11 sizes of the gap times four replications. The order of conditions was randomized and it was different for each subject.
Results

Phenomenology
In the case of the stimulus shown in Fig. 1b (outline and a dot) the observer perceives a slightly rotating outline and a dot moving towards and away relative to the left eye (a small number of informal observers fail to perceive this movement in depth-this may correspond to stereo-motion blindness-see Regan, 2000) . Apparently, the rigidity constraint cannot compete with the information provided by changing binocular disparities. However, in the case of the stimulus shown in Fig. 1a the percept is quite different. Specifically, stimulus 1a leads to the percept of a cube performing sideways (left-right) oscillations with only a small amount of non-rigidity. This percept is quite reliable across observers: all four subjects, as well as a number of informal observers reported it. Clearly, this percept is inconsistent with the existing models of stereo-motion perception. Recall that the only difference between the stimuli in 1a and 1b is the presence of the three edges forming the Y junction in 1a. All elements of the stimulus in 1a ''belong'' perceptually to a single object (cube), while in the case of 1b the dot and the contour are two separate features. Apparently, interpretation as to what belongs to a single object affects the importance of binocular disparity in processing 3D spatial relations, and in the extreme case, binocular disparity may be ignored altogether, with the percept being determined by the priors: symmetry and rigidity. This phenomenon is not restricted to very regular objects like a cube (see Section 4, below).
It is important to point out that the percept in the case of 1a does not represent the operation of binocular rivalry, where the image from one eye is completely suppressed (Howard & Rogers, 1995) . This can be inferred from the perceived amplitude of the left-right oscillations. The amplitude of oscillations when the images are fused is smaller than that when the observer looks at the rotating stimulus only. It seems that the binocular percept is the result of averaging of the two monocular percepts.
When the observer fixates at the corner of the Y junction in stimulus 1a, this corner does appear to perform some motion in depth, in addition to the left-right oscillations. However, when the fixation point is moved away from this corner, the motion in depth disappears. The reader can verify this by placing the fixation point halfway between the stimuli 1a and stimuli 1b in the on-line demo. The stimulus 1a performs only left-right oscillations, while the dot in the stimulus 1b performs movement in depth. The contrast between these two cases is obvious.
Consider now the remaining two stimuli: a cube with parts of the edges in the Y junction removed (1c) and RDS (1d). The individual parts of stimulus 1c may or may not appear as forming one object. Therefore, the percept in this case may resemble that in 1a or 1b, depending on the observer (even for a single observer, the percept may change in time). In the case of RDS, the dots in a single stationary image are not perceived as forming a 3D object. However, when the dots move, they all are perceived as forming a 3D object (a cube) because they move together (are grouped) in a rigid fashion in 3D. Furthermore, the surfaces represented by the moving dots satisfy some regularity constraints. Specifically, the three surfaces are planar. The operation of these monocular constraints (rigidity of motion, symmetry of a cube and planarity) does favor the interpretation that all dots belong to a single object. When the dots representing a rotating cube are fused with corresponding dots in the stationary image, for the majority of observers the percept in 1d is very similar to that in 1a, while for the rest (including the first author) it is similar to that in 1b (some observers are able to change the percept between these two interpretations). Again, moving the fixation point away from the corner at the Y junction, biases the percept towards a rigid cube performing left-right oscillations. It is important to emphasize that moving the fixation point away from the Y junction does not eliminate binocular disparity as a depth cue. This can be verified by viewing the outline and a dot stimulus.
Psychophysics
The phenomenological observations described above have been verified in psychophysical experiments. Fig. 2 shows the results of judgments about the amplitude of motion in depth (ordinate) and about the amplitude of left-right oscillations (abscissa) in the case of stimuli 1a and b (superimposed are results of Experiment 3-triangular symbols). The judgments were normalized to the amplitude of image motion in the right eye. In other words, if the changes of binocular disparity were interpreted as corresponding to motion in depth only, then an accurate judgment of the amplitude of motion in depth would have been 1.0. Similarly, if the changes of binocular disparity were interpreted as corresponding to left-right oscillations only, then an accurate judgment of the amplitude of left-right oscillations would have been 1.0. These graphs show that the percepts in cases 1a and 1b are different. Specifically, in the case of a cube (1a), the amplitude of perceived left-right oscillations is higher than that in the case of an outline and a dot (1b). The converse is true in the case of amplitude of motion in depth. The differences in the judged amplitudes of motion were smaller for the naïve subject as compared to the authors, but these differences were statistically significant for all four subjects (p < 0.05). Fig. 3 shows results for the case of an incomplete cube (stimulus 1c). Each data point is an average from four trials with the same stimulus. There were 11 versions of this stimulus; they differed with respect to the size of the gap in the edges of the Y junction (see Section 2.1). The smallest gap produced a stimulus equivalent to 1a and the largest gap produced a stimulus equivalent to 1b. It was expected that the larger the gap, the weaker the cues favoring the interpretation of the parts as forming one object. If the interpretation of parts as belonging to a single object is a critical element determining the importance of binocular disparity in producing the 3D percept relative to the importance of constraints, we should observe a systematic effect of the size of the gap on the perceived amplitude of motion in depth and of the left-right oscillations. This was indeed the case for all four subjects. Specifically, the smaller the gap, the larger the left-right oscillations and the smaller the motion in depth. The negative correlation coefficient between the amplitudes of the two motions is statistically significant for all four subjects. Note that for gap sizes between 0 and 0.5, the effect of gap size was rather weak. This may be related to a filling-in mechanism that appears to be quite effective with smaller gap sizes. As a result, the two curves representing depth and the leftright oscillations intersect for gap size greater than 0.5. Interestingly, the gap size for which the intersection is observed is very similar for all four subjects (between 0.7 and 0.75).
1
The three authors were also tested with a RDS (see Fig. 4 ). In the case of two subjects this stimulus produced mostly left-right oscillations (as in the case of stimulus in 1a). In the case of the third subject (ZP), this stimulus produced mostly motion of the dots in depth (as in the case of stimulus in 1b). This subject reported that occasionally he perceived left-right oscillations in the case of RDS and the oscillations were easily seen when the fixation point was away from the Y junction.
Two of the authors (YL and ZP) re-ran the experiments with the stationary images projected to the right, rather than the left eye, to verify whether there are any differences related to which eye receives the moving, as opposed to stationary stimuli. The results from these additional experiments were very similar to those from the main experiment and the differences were statistically not significant. This suggests that factors such as eye dominance play a small, if any, role in this case.
The same two subjects (and several informal observers) viewed the four stimuli from Experiment 1 using a Virtual Reality system with the stimulus size being in the range between 1°and 10°. These observations suggest that the stimulus size has little or no effect on the percept.
Experiment 2: Binocular rivalry vs. binocular averaging
Method
Based on our phenomenological observations, we stated that in the case of stimulus 1a the amplitude of leftright oscillations when the images are fused is smaller than that when the observer looks at the rotating stimulus only. We conjectured that the binocular percept is the result of averaging of the two monocular percepts. To shed more light on the nature of this averaging, all four subjects were tested in the next experiment, which involved five sessions, 20 trials each. In all sessions the stimulus shown in Fig. 1a was used and the subject reported the peak-peak amplitude of perceived left-right rotation using the same probe as in the previous experiment. In the first condition (binocular), images in both eyes were consistent in that they were stereoscopic images produced by a rigid oscillating cube. In the two monocular conditions (2 and 3), only one eye received a stimulus and it was a sequence of images produced by an oscillating cube. The other eye received no stimulus (blank screen). The remaining two conditions (4 and 5) were equivalent to the condition 1a from the main experiment: one eye received the stationary stimulus and the other eye received images produced by an oscillating rigid cube. (1) images in both eyes were consistent in that they were true stereoscopic images produced by a rigid oscillating cube; (2,3) only one eye received a stimulus and it was a sequence of images produced by an oscillating cube; (4,5) one eye received the stationary stimulus and the other eye received images produced by an oscillating rigid cube. When one image is moving and the other is stationary (the last two conditions), the amplitude of perceived left-right rotation is about 30% smaller than in the other three conditions when both images move or one image is moving and the other image is blank. standard errors of the mean. There were no statistically significant differences between conditions 4 and 5, nor among conditions 1-3. There was, however, a statistically significant difference between the results in conditions 1-3 vs. the results in conditions 4 and 5. Specifically, the perceived amplitude of left-right oscillations in conditions 4 and 5 was smaller by about 1/3 than that in conditions 1-3. This result suggests that the input from the eye where the stimulus is moving is weighted more as compared to the input from the eye where the stimulus is stationary. Alternatively, the weights might be equal and the fact that the perceived amplitude of oscillations in conditions 4 and 5 is smaller by 1/3 (rather than by 1/2) than that in conditions 1-3 might be related to a non-linearity of the relation between perceived amplitude of oscillations and the physical amplitude (a negatively accelerating function, such as a logarithmic one, could account for the observed results). We will return to this issue in Section 5.
Results
Experiment 3: Generalization to more complex polyhedra
Method
To verify whether the main effect reported in Section 2 is restricted to a very regular object such as a cube (in a cube all angles are right angles, the object has multiple planes of mirror symmetry and multiple rotation symmetries, the object is compact), we performed the next experiment with randomly generated polyhedra.
2 We used polyhedra from Pizlo and StevensonÕs (1999) study of shape constancy. Examples of the stimuli can be seen at http://viper.psych.purdue.edu/shapedemo (choose the ''polyhedron'' condition). We used three polyhedra. One of them is shown in Fig. 6 . Each polyhedron had 16 vertices and one plane of symmetry. Hidden edges were removed. Each polyhedron was shown 10 times in a random order for a total of 30 trials in a session. The subject was asked to make the depth and left-right rotation judgments of the Y junction of the smaller box of the polyhedron. The 3D position of the vertex of this junction was identical to the position of the Y junction of the cube in Section 2. As a result, the 3D motion of this vertex was identical to that in Section 2. All other details of this experiment were identical to those in Section 2. The three authors were tested.
Results
Results of the three subjects are shown in Fig. 2 (triangles) . There was no systematic difference in judgments for the three polyhedra, so the same symbol (a triangle) was used to represent judgments from all 30 trials. For subjects ZP and GF, results are very similar to those from a cube condition in Section 2. The third subject (YL) perceived less depth motion in the case of the polyhedra than in the case of a cube. These results suggest that the role of binocular disparity is not greater in the case of the polyhedra than in the case of a cube. Or, conversely, that a priori constraints are equally effective in the case of a cube, which is a very regular object, as in the case of more complex polyhedra.
Next, we tested the conflict of binocular disparity and monocular priors for stationary stimuli. It is quite possible that the phenomenon described above critically depends on the operation of constraints related to motion: rigidity and temporal stability. Both of them contribute to shape constancy. In order to determine the role of constraints unrelated to motion, we asked subjects to judge the 3D orientation of stationary cube stimuli.
Experiment 4:
The operation of constraints in the absence of motion 5.1. Method
Stimuli
On each trial, the subject was shown two pairs of stationary stereoscopic images of a cube (see Fig. 7a ). The images shown on the top produced binocular disparities consistent with a cube. These images corresponded to the cube at the beginning of the motion sequence in Section 2. The right image in the pair shown in the bottom is identical to the right image shown on the top. The left image in the bottom corresponds to a cube that was rotated by 16°, as compared to the cube that produced the left image on the top. Thus, the pair of images in the bottom is identical to the images corresponding to the other extreme position in the motion sequence in Section 2. Binocular disparities produced by the images in the bottom are consistent with three faces of a cube forming a concave trihedral angle. If binocular disparity were a critical factor determining the percept, the subject would see a normal cube viewed from the ''outside'' on the top and the ''inside'' of a cube in the bottom. However, subjects often report seeing two normal cubes (although the 2 Experiments 3 and 4 were suggested by an anonymous reviewer. impression of depth is stronger for the stimulus on the top). Apparently, the perceptual bias towards ''convexity'' of a surface is strong enough to overcome binocular disparity (see Mammasian & Landy, 1998 , for a psychophysical test of convexity bias using monocular viewing). Once the subject perceives two normal cubes, he should be able to judge their relative 3D orientation. This judgment is analogous to the judgment of the amplitude of the left-right oscillation in Section 2. The subject YL reported that he perceived the bottom cube as ''concave'' when he fixated the Y junction. However, when he slightly shifted his fixation point away from the vertex of this junction, the percept changed to ''convex''. It is not likely that shifting the fixation point away from this vertex eliminates binocular disparity as a depth cue. This can be verified by fusing the stereoscopic images in Fig. 7b . These images are identical to those in Fig. 7a , except that the edges forming the Y junction have been removed. The dot is perceived as being further away from the observer in the bottom stimulus and closer to the observer in the top stimulus, for a wide range of fixation positions. Note that only the stimuli in Fig. 7a were used in this experiment.
Procedure
Each subject ran four sessions in a random order, 20 trials per session. In two sessions (called monocular) only one eye received the stimuli. The other eye received no stimulus. When the right eye received the stimulus, the images on the left of Fig. 7a were used. When the left eye received the stimulus, the mirror images of those for the right eye were used. In one binocular session, the two pairs of stereoscopic images shown in Fig. 7a were used (here the right eye received two different images). In the second binocular session, a mirror image of Fig.  7a was used. On each trial, the stimuli were shown for 7 s. Then a probe was shown and the subject was asked to adjust an angle that was equal to the relative 3D orientation of the two cubes. The probe was the same as that in Experiments 1 and 2, namely, a rotating sphere represented by 10 dots randomly placed on the surface of the sphere.
Results
Averaged settings of the three subjects (the authors) in the four sessions are shown in Fig. 8a . The error bars are the standard errors of the means. Because of the large individual variability, we also show the average results across the three subjects (Fig. 8b) . The results shown in Fig. 8a are different than those in Fig. 5 in two ways: the settings are higher and more variable in this experiment. Both these differences are likely to be related to the fact that in Experiment 2 subjects matched the magnitude of a rotating cube to the magnitude of a rotating sphere, whereas in this experiment they matched an angle between the 3D orientations of stationary cubes to the peak-peak amplitude of rotation of a sphere. Two of the subjects (ZP and GF) ran the four sessions twice, in order to evaluate variability across replications for the same subject. The magnitude of differences between the two replications for a given subject was very similar to that among the three subjects. It seems that human judgments of 3D orientations of objects are inherently unreliable. In the past, the percept of 3D orientation was tested only for planar patches and figures. These prior experiments showed that judgments about 3D orientation are unreliable and they often show systematic errors. Our stimuli, cubes, were represented by three faces. It is possible that the percept of the 3D orientation of a cube was different depending on which face the subject concentrated his attention. If different faces were attended on different trials and in different sessions, one should expect increased variability of judgments.
Despite the large variability, the averaged results shown in Fig. 8b are similar to those in Fig. 5 . Specifically, binocular judgments of the relative orientation are about 1/3 smaller than monocular judgments. We proposed two possible explanations for the results of Experiment 2. One was that the input to the binocular system from the eye that receives a moving stimulus is weighted more. This explanation is not consistent with results of the present experiment because images in both eyes were stationary. Therefore it is more likely that the inputs from the two eyes are equal and the 1/3 factor is related to the non-linearity of the perceived 3D angle as a function of this angle.
To summarize results of this experiment, the fact that the binocular percept of the stimuli in Fig. 7a corresponds to a cube and that this percept is an average of monocular percepts, suggests that motion-related constraints, such as rigidity and temporal stability, are not critical for the new perceptual phenomenon described in this paper. We want to emphasize, however, that the percept produced by moving stimuli (like in Sections 2-4), is more stable than the percept produced by stationary stimuli.
General discussion
Our new phenomenon demonstrates that the binocular percept of a 3D shape is based not only on binocular disparities, but also on perceptual grouping processes, which determine what belongs to a single object, as well as on a priori constraints, which produce a 3D percept form a single 2D image. In fact, in the case of 3D shapes, binocular disparity seems to be a quite weak depth cue, which is very likely to be dominated by one or more monocular constraints. This is different from the case of binocular perception of simpler features like surfaces or planar faces, where binocular disparity is always a significant factor. Furthermore, the perceived direction of motion of an objectÕs parts is very different from that predicted by disparity-based models. Specifically, in these models, stereo-motion is determined by the changes of binocular disparity, but the perceived motion in the case of our phenomenon is in the direction orthogonal to that predicted by the changes of binocular disparity. This effect is very reliable across observers and can be produced for any viewing distance. As pointed out above, the operation of a priori constraints in this case contributes to shape constancy mechanisms.
Analogous results on the role of monocular cues to depth, of the rules of perceptual organization, as well as of familiarity in binocular depth and shape perception have been reported in a number of previous studies (Dosher, Sperling, & Wurst, 1986; Gregory, 1970; Hill & Bruce, 1993; Papathomas, 2002; Yellott & Kaiwi, 1979) . We believe that the phenomena reported in those studies represent the operation of the same perceptual mechanisms as that reported here. Specifically, even though binocular disparity does not strongly affect the percept, the percept is truly binocular. Results of Experiments 2 and 4 suggest that this binocular percept may be based on averaging spatial positions of the corresponding points and features, rather than on computing differences (disparities) between these positions. The conjecture that the visual system computes such averages is not new-it is a commonly accepted explanation of perceived binocular direction, also known as allelotropia (Rose & Blake, 1988) . Rose and Blake suggested that allelotropia operates at the level of objects as a whole, rather than at a level of individual retinal points. This suggestion is consistent with our explanation of the phenomenon presented in this paper. Here we propose that the perceived 3D shape of an object is obtained by applying monocular cues to depth, as well as a priori constraints, to an averaged image. The weights with which the individual images enter the computation of averaged spatial positions seem to be equal.
The perceptual grouping processes, which affect the percept in our experiments, are traditionally referred to as figure-ground segregation (Koffka, 1935) . Although results of our experiments do not allow making strong claims about the architecture of the underlying perceptual processes, it seems reasonable to propose a two-stage model. The first stage solves the figureground segregation problem and the second stage produces a 3D perceptual representation. The parts of the 3D scene, which are interpreted as forming a single object, are analyzed by using primarily monocular cues to depth (such as KDE) and a priori constraints (such as rigidity, compactness, planarity, temporal stability), with only a small contribution of binocular disparity. The parts of the 3D scene, which are interpreted as forming different objects, are analyzed by using primarily binocular disparity, with only a small contribution of monocular cues to depth and a priori constraints. It seems reasonable to propose that the first mechanism is related to the occipito-temporal pathway, which is involved in an objectÕs identity and shape perception, whereas the second mechanism is related to the occipito-parietal pathway, which is involved in processing spatial relations. Obviously, one part of the image may be analyzed primarily by one system, whereas another part by the second system. This can be illustrated by viewing the stimuli 1a and 1b in our on-line demo and fixating halfway between the top and bottom stereoscopic pairs of images. Even though both images on the left can be interpreted as one rigidly rotating object (pair of cubes), the fused percept is a rigid cube in the top and a non-rigid in the bottom. In everyday life, visual scene is quite complex and it consists of a number of unrelated objects. We conjecture that spatial relations within objects involve a different mechanism than spatial relations among the objects. This conjecture implies that the binocular space may not involve one underlying geometrical model, like that envisioned by Luneburg (1947) . Instead, it may be a result of a piecewise analysis. Such an analysis would seem to provide an adequate explanation of the phenomenon reported by Yellott and Kaiwi (1979) where the 3D spatial relations across depth discontinuities were determined by binocular disparity, whereas 3D spatial relations within smooth surfaces were determined by a priori constraints (familiarity of faces).
Finally, results of our experiments suggest that the a priori constraints are involved in the human visual system as explicit rather than implicit constraints. Specifically, an application of constraints such as rigidity or symmetry does not imply that the object will be perceived as being perfectly rigid or perfectly symmetric. Instead, the percept is only approximately rigid and approximately symmetric. Implicit constraints, as used by modelers of vision, are merely a special case of explicit constraints: if the variance of a prior is substantially smaller than the variance of a likelihood function, an explicit prior may be indistinguishable from an implicit prior.
