Abstract A home network provides users with a variety of information services. The kind and quality of the services can be substantially enhanced by utilizing a variety of data from sensors. However, home networks currently limit their potential by focusing on providing multimedia services rather than services utilizing sensor data. Outdoor electronics are frequently made in a form that emphasizes only certain limited functions in contrast to home appliances. Thus, sensors with one or two functions rather than many can be used in outdoor systems and their use will be more economical than using sensor nodes indoors with more complex home appliances. In this study, we chose to work with motion sensors as they have many potential uses, and we selected a parking lot control system with to use the motion sensors. This parking lot control system was implemented and applied as part of a home network. For this purpose, we defined and implemented a protocol to manage the network in a ubiquitous sensor network environment for the wireless home network in this study. Although a network management system in a Ubiquitous Sensor Network (USN) related to this study is being advanced for other projects, the protocol interface and message system have not yet been clearly defined for use in a general purpose network or in an extension into heterogeneous kinds of networks, communication support, etc. Therefore, USN network management should be conducted for management of faults, composition, power, and applications. To verify the performance of the protocol interface designed in this study, we designed and implemented the necessary units (sensor nodes, sensor gateway, and server) for each network section and, with them, proved the validity of this study 요 약 홈 네트워크는 사용자에게 많은 정보서비스를 제공하여 준다. 특히, 다양한 센서 데이터를 활용함으로써 그
Introduction
The current ubiquitous sensor network is a wireless network where sensor nodes are of compact size, low cost, and low power. These nodes are randomly arranged in a wide area to gather environment-related information.
Though the form of a USN (Ubiquitous Sensor Network)
is the same as the form of an ad hoc existing wireless network, it has technically different characteristics from a wireless ad hoc network in terms of network scale, energy efficiency, limited node resources, etc. While a wireless ad hoc network is built for the purpose of providing communication services between mobile nodes even without the presence of a communications infra-structure, the USN is built for gathering environment-related information. Thus, the factors that are important to it are the subjects of sensing and the mobility of the collection points (the sink nodes), rather than the mobility of the nodes, because such factors require frequent flooding or rerouting to gather sensing information, which results in the consumption of significant amounts of energy from the USN.
It is very important to take these characteristics into account in designing the network protocol of a USN.
However, most existing studies have proposed to gather a range of home sensing information without allowing for sensing or for the mobility of the sinks [1, 2] . The network layer of the USN requires a network protocol that considers the subjects of the sensing and the mobility of the sinks while minimizing energy consumption. A USN having this feature would be suited specifically to obtaining and utilizing information around the home.
Sensors around the home can obtain information on various environmental changes, and this information can be distributed and shared by utilizing a wireless sensor network composed of small-sized sensor nodes where sensing, data processing, and communication are enabled. Data, measured from the sensor nodes, is transferred to a server with the function of gathering, processing, and delivering all the data to the user. This process is designed with a consideration of sensor nodes with an energy limit.
In this study, we implemented a sensor network for ubiquitous use based on image processing in order to minimize energy consumption. This network allowed for the characteristics of an existing network protocol.
In Section 2, we discuss related work. In Section 3, we describe our system model, and in Section 4, we describe the implementation of this proposed home network system. Finally, in Section 5, we offer our conclusions. The research described in [1] and [3] provide an access control method, and the research in [3] proposes a framework based on an OSGi (Open Service Gateway initiative) service platform. OSGi provides an open service platform for a home network [4] . It defines a lightweight framework used for delivering and executing a service-oriented application. Other researchers [2] have proposed a SSL (Secure Socket Layer) Component for an enterprise environment. Although the efforts described in [3] and in [1] provide compatibility and economical efficiency to users and managers, there are some limitations to this work related to information security.
Related works

System model
Existing home network systems are intended mostly to gather and manage home information, but a true home network will be able to gather and manage all environment-related information from both the home and outdoors. Home information generally involves little movement of information and focuses more on data service as compared with outdoor information, which tends to involve more movement of information. Because of this movement and because outdoor information includes a greater range of information types, outdoor information requires a more efficient way to gather data.
With this in mind, we designed our network as shown in Either periodically or on an administrator's command, the sensor nodes transfer to the server the information that is necessary for understanding the network topology. The information, which is assembled into a database, has the following content:
• An H/W-related table is defined to manage H/W information and the state of the sensor nodes in the server.
• Information about sensor network topology is saved and managed in the server.
• The sensor network supporting the mobility of sensor nodes and sink nodes manages the changes in the network topology with movement of the nodes.
• The sensor nodes save information about composition management and, upon request from the server, these nodes deliver this information to the server via the gateway.
• The sensor node and gateway save their IDs. The server synthetically saves and manages the IDs of the sensor nodes and the gateway. These IDs are provided in an administrator-friendly form (alias).
For this, the network management system provides a mapping function between an ID and alias.
The server manages the location information of the sensor nodes. Such location information can be entered by the administrator or automatically reported to the server by the location-sensing function. The location information is saved and managed with a connection to the ID of the sensor node of the server.
With this method, the embedded server, generally maintained by the home network management server, manages the entire external sensor network. The home network management server operates using the following modules:
Localization module
Information about the distances between node pairs is needed to determine the location of each sensor node. The RF signal strength at each sensor node is used to provide this distance information.
• A location-sensing message is delivered to the surrounding gateway nodes in the sink nodes.
• The cluster head delivers a signal to the individual sensor nodes associated with a gateway node by means of flooding.
• All the sensor nodes in a cluster broadcast messages to the surrounding nodes by means of flooding.
Simultaneously, each of the nodes saves the outgoing node ID/incoming node ID and the received signal strength indicator (RSSI) with the message it received.
• As soon as the flooding is complete, the RSSI values of all of the nodes are saved. The nodes then send the saved RSSI information to the cluster head by means of a response message.
Time synchronization module
The time synchronization module has the function of synchronizing the time between the sink nodes and the sensor nodes that compose the sensor network.
Message switching is provided to send time synchronization commands from sensor nodes at an upper level to those at a lower level, and time stamp message switching is provided between the sensor nodes at an upper level and those at a lower level. The differences between the clocks are calculated according to the time stamp information. The sensor nodes at the lower levels use the calculated clock differences to synchronize their clocks with those at the upper level.
Network management module
A list of neighbor sensor nodes is obtained by the sensor gateway. The list of sensor nodes specifies the type of the node (parent, child, and neighbor nodes), its relationship with other nodes within each network, and the address of each node and RSSI information. When obtaining the list information, the maximum desired number of sensor nodes is specified.
Information about the sensor units mounted on each sensor node is imported. A function for importing the condition of the sensing node and sensing information from the network administrator is provided. Information about the sensor unit mounted on the sensor node is required to be set. 
Fault management module
THE Implementation of the proposed system
A model of the system as it was implemented is shown as Fig. 3 . We considered having no internal home system but only an outdoor system as, in general, there are many cases of such outdoor systems. For this study we selected a parking lot control system, which is currently used quite often, and we implemented it as an outdoor system of home network systems. This ubiquitous network is very useful in providing a more flexible wireless home network service to utilize the surrounding information. As ubiquitous computing environments are being introduced, the systems require technology that is capable of supporting active services by sensing and utilizing situation information rather than simply supporting services in response to a user's demand.
[ Then the nodes periodically check these three factors and report the sensed information to sink nodes at the preset times. The gateway that receives the information from the sink nodes regularly connects to a fixed server and transmits the data. If an emergency is sensed, steps that have been previously defined to cope with the emergency automatically take place. The sensor nodes should be designed taking into account these kinds of conditions. In this study, however, the motion sensor was selected from This car was controlled primarily through image processing with a Web camera in an embedded server.
We performed micro-adjustments using a sensor.
The system is an automated parking system designed to take the burden of parking off the driver by automatically controlling the vehicle. To do this, images are taken through the webcam to provide information about the vehicle's location within the parking lot, and, based on that data, an appropriate parking location is found, and the vehicle is controlled using infrared rays.
The main system activation methods are as follows.
(1) At this point, take images of the vehicle within the parking lot to detect its location and direction. 
Image Processing
The specification of the sensor node is shown in the table 1, the implemented sensor nodes are shown in Fig. 5. [ Fig. 5 
The image-processing system is and composed of two parts, a real-time image-tracking system and a sensing system that uses motion sensors. -With the obtained images, the location and direction of the vehicle inside the parking lot are detected using OpenCV library.
-Based on the detected information, the direction that the vehicle is moving is determined and transmitted to the board using socket communication.
The Vehicle Control
The hardware block diagram for the actual system as used is shown in Figure 5 . The vehicle control is done according to following procedure:
-A vehicle motion signal is received from the PC via socket communication.
-The received data is transmitted to the IrDA.
-PC/104 interface -Amplification circuit using transistor -IrDA running application being run in the board
The Operation of the Implemented System
In Fig. 8 , it represents the configuration of the module to represent the sensor data received from a gateway to the Web. This system operates three applications running at the same time, provides a single service finally. Each operating application is as follows.
(1) Sensing Application Communications between a home network management server and an embedded server are carried out with these primitive messages. Each message is properly used according to the job to be performed. The procedure that is followed in performing the job is shown in Figure 11 . This is the protocol of the operation of the implemented system. This is the operation to control a car through IrDA in the embedded server with a Web camera.
Then, most of the control of the car is exerted through image processing. A very small part, if any, is adjusted via the sensor nodes in the parking lot.
For sensor nodes arranged for implementing the system, the entire sensor network is set with the sensor gateway node as the coordinator. Logical 16-bit address information is assigned to each sensor node. Therefore, the action of the embedded system carrying sensor gateway nodes shall be done preferentially.
The sensor network topology which was formed automatically could be identified through the LED actuating signal of each arranged sensor node by turning on the power of all the sensor nodes arranged after all ready actions of the sensor gateway are finished. Once the network is formed centered on sensor gateway nodes, the data are transferred to the sensor gateway nodes by turning on the RF mounted on each node every 2 seconds along the route of the network topology, which is essentially in a tree form.
The simulation of the Implemented System
In order to evaluate the performance of our algorithm, we simulated a routing scheme of the implemented system. We used NS2 and simulation programs written in the Visual-C++ programming language to evaluate the performance of our scheme. We randomly generated networks with a diameter of 100m X 100m, each having approximately 5 to 300 nodes. We repeated the simulations for the same network, with one base station in the center, 10 times. In the case of our algorithm, the round time increased as the number of wireless embedded nodes (WENs) increased from 1 to 10. Our aim was to reduce the round times and shorten the hop counts in order to provide for a more efficient use of energy.
We simulated the BCDGP with wireless sensor nodes of 0dB and WEN of 4 dB. And the radio ranges of wireless sensor are 10m, WENs' radio ranges are 40m. 
Conclusion
Home networks provides users with a variety of information services. By adding various types of sensor data to the home network, it is possible to provide more and better services. However, existing home networks limit the available range of services by concentrating primarily on multimedia options. There has been excellent progress toward controlling home appliances through communication across home networks, but there has so far been little research and development aimed at controlling outdoor appliances.
The functions of outdoor appliances are generally different in various ways from home appliances, and sensors with one or two functions, rather than many functions, can be used to compose an outdoor system.
Because they have a limited number of functions, these sensors are generally less expensive than the sensors used indoors. In this study, we choose to focus on motion sensors, as this type of sensor has many current uses. We chose to use the motion sensors in a parking lot control system, which was applied and implemented in a home network.
To carry this out, we defined a protocol to manage the network as part of a ubiquitous sensor network, and we implemented it for the wireless home network in this study. Although a network management system in a USN related to this study has researched for the purpose of other independent projects, the protocol interface and message system have not clearly been defined yet such as making the interface. Therefore USN network management development needs to be developed further in terms of the management of faults, composition, power, and applications.
Based on the required management items, we defined a PI (Protocol Interface) for efficient and systematic communication between networks, and the subsequent message was described.
To verify the performance of the protocol interface we designed, we designed and implemented the necessary units (sensor nodes, sensor gateway, and server) and used them to test the proposed system. This system photographs contexts within a certain space rather than the vehicle itself, it detects changes within the received images that are used as an intruder-monitoring system, it photographs road conditions in front of the vehicle, and it controls the vehicle accordingly. Thus the system is capable of being expanded into an automated navigational system or telematics network. It also could be expanded into an automated navigational system that controls vehicles using GPS and navigation modules besides the image-analyzing method.
However, research on ubiquitous network systems today is around systems with a single function and not around different devices or multiple functions. Thus, we focused our attention on a more efficient and highly applicable system based on a single function.
