Abstract. For m-by-n partial totally positive matrices with exactly one unspeci ed entry, the set of positions for that entry that guarantee completability to a totally positive matrix are characterized. They are the positions i; j, i + j 4 and the positions i; j, i + j m + n , 2. In each case, the set of completing entries is an open and in nite in case i = j = 1 o r i = m, j = n interval. In the process some new structural results about totally positive matrices are developed. In addition, the pairs of positions that guarantee completability in partial totally positive matrices with two unspeci ed entries are characterized in low dimensions.
1.
Introduction. An m-by-n matrix A is called totally positive, TP, totally nonnegative, TN, if every minor of A is positive nonnegative. A partial matrix is a rectangular array in which some entries are speci ed, while the remaining, unspeci ed, entries are free to be chosen from an indicated set e.g., the real eld. A completion of a partial matrix is a choice of allowed values for the unspeci ed entries, resulting in a conventional matrix, and a matrix completion problem asks which partial matrices have a completion with a particular desired property. The TP, TN matrices arise in a variety o f w ays in geometry, combinatorics, algebra, di erential equations, function theory, etc., and have attracted considerable attention recently 1, 7 , 9 , 1 7 . There is also now considerable literature on a variety of matrix completion problems 3, 4, 5, 6, 8, 12, 13, 14, 15 . Since total positivity and total nonnegativity are inherited by arbitrary submatrices, in order for a partial matrix to have a TP TN completion, it must be partially TP TN, i.e., every fully speci ed submatrix must be TP TN. Study of the TN completion problem was begun in 14 , where the square, combinatorially symmetric patterns for which every partially TN matrix has a TN completion were characterized under a regularity condition that has been removed in 6 .
Here, we begin the study of the TP completion problem, in the rectangular case without any combinatorial symmetry assumption. It should be noted that there are important di erences between the TP and TN completion problems. In the former, there are stronger requirements on the data, but also much stronger requirements on the completion. In practice, this di erence is considerable, and for example, results analogous to those in 14 are not yet clear in the TP case. Here in the TP case we again focus on patterns, and ask for which patterns does every partial TP matrix have a TP completion. In general, this appears to be a substantial and subtle problem. We give a complete answer for m-by-n patterns with just one unspeci ed entry, and even here the answer is rather surprising and nontrivial. If minfm; ng 4 In order to prove these results several classical and some new e.g., about TP linear systems facts about TP matrices are used. Patterns with two unspeci ed entries are also considered. An inventory of completable pairs when m; n 4, and some general observations are given. However, the general question of two unspeci ed entries is shown to be subtle: examples are given to show that the answer does not depend just on the relative" positions of the two e n tries.
The submatrix of an m-by-n matrix A lying in rows and columns , M = f1; 2 : : : ; m g, N = f1; 2 : : : ; n g, is denoted by A ; . Similarly, A ; denotes the submatrix obtained from A by deleting the rows indexed by and columns indexed by . When m = n, the principal submatrix A ; is abbreviated to A , and the complementary principal submatrix is denoted by A . As usual, for N we let c denote the complement o f relative t o N. An m-by-n matrix is TN k resp. TP k for 1 k minm; n, if all minors of size at most k are nonnegative resp. positive.
It is well known that if A = a ij i s a n m-by-n TP k TN k matrix, then the m-by-n matrix de ned byÃ = a m,i+1;n,j+1 is also a TP k TN k matrix. We m a y refer to the matrixÃ = a m,i+1;n,j+1 as being obtained from A by reversing the indices of A.
We n o w present some identities, discovered by Sylvester see 10 , for completeness and clarity of composition. Let A be an n-by-n matrix, N, and suppose j j = k. De ne the n , k-by-n , k matrix B = b ij , with i; j 2 c , by setting b ij = detA f ig; f jg , for every i; j 2 c . Then Sylvester's identity states that for each ; c , with j j = j j = l, detB ; = detA l,1 detA ; : The next lemma which m a y be of independent i n terest proves to be very useful for certain completion problems for TP matrices, and is no doubt useful for other issues with TP matrices. Lemma 1.2. Let A = a 1 ; a 2 ; a n be an n , 1-by-n TP matrix. Then, for k = 1 ; 2; ; n ; 2. Main Results. In this section we consider the TP completion problem for m-by-n patterns with just one unspeci ed entry. We begin with a preliminary lemma which is used throughout the remainder of the paper. Lemma Applying Sylvester's identity 2 for determinants, we obtain det A 0 and we can continue to apply this identity to obtain: det A k x B 0; k = 2 ; ; n , 2:
We can then increase x B so as to make det B n,1 x 0 and obtain a TP completion of A.
Case 3 s; t = 1 ; 3: Notice that it su ces to show that there is x 0 such that each o f A k x; k = 3 ; ; n ; B k x; k = 2 ; ; n , 1; and G k x = A f1; ; k g; f3; ; k + 2 g , k = 1 ; ; n , 2; exists an x 0 such that B n,1 x 2 T P n,2 is singular. Therefore, since B k x, k = 2 ; ; n , 2, and G k x, k = 1 ; ; n , 2, are submatrices of B n,1 x we h a ve det B k x 0, k = 2 ; ; n , 2; and det G k x 0, k = 1 ; ; n , 2: Let F = A f2; ; n , 1g; f2; ; n g = f 1 ; f 2 ; ; f n, A k x, k = 2 ; ; n ; B k x, k = 2 ; ; n , 1; C k x, k = 2 ; ; n , 1; and D k x, k = 2 ; ; n , 1;
has positive determinant since the determinants of each of these submatrices comprise all of the contiguous minors involving x. By Theorem 4.7, there exists an x B 0 resp. x C 0 such that B n,1 x B resp. C n,1 x C is singular and lies in T P n,2 .
Without loss of generality assume x B = minfx B ; x C g. Thus, det B k x B 0, k = 2 ; ; n , 2; and det C n,1 x B 0. Since It then follows from Sylvester's identity 2 that det Ax B = det A n x B 0 and since, for k = n , 1; ; 3,
we can repetitively apply Sylvester's identity 2 to obtain det A k x B 0, k = 2 ; ; n , 1.
To show that det D n,1 x B 0, proceed as follows. Let H = A f1; ; n , 1g; f3; ; n g = Proof. Consider a vector x = x 1 ; ; x n T 2 R n and the augmented matrix
Ajx . The idea of the proof is to choose the x i 's sequentially so that Ajx f1; ; i g; f1; ; n + 1 g is TP. Choose x 1 0 arbitrarily. Choose x 2 0 large enough so that Ajx f1; 2g; f1; ; n + 1 g i s T P . This is possible since x 2 enters positively into each minor that contains x 2 . Continue this argument inductively. The latter part follows by analogous arguments. Proof. As before the idea is to choose the x i 's sequentially. First choose x 1 0 arbitrarily. Choose x 2 0 large enough so that all fully speci ed minors that involve x 2 are positive. Observe that such a n x 2 exists by Lemma 2. Theorem 2.5. Let A be a n m-by-n partial TP matrix with 3 m n and with x, the only unspeci ed entry, lying in the s; t position. If s+t 4 This result simply follows from Theorem 2.5.
Theorem 2.8. Let A be a 3-by-n partial TP matrix with exactly one unspeci ed entry, n 3. Then A is completable to a TP matrix.
Proof. By Fekete's criterion see Theorem 1.1 it su ces to prove the theorem for n = 5: To see this, suppose the unspeci ed entry in A is in column k. If a value for the unspeci ed entry can be chosen so that A f1; 2; 3g; fk , 2; k , 1; k g , A f1; 2; 3g; fk , 1; k ; k + 1 g , and A f1; 2; 3g; fk;k+ 1 ; k + 2 g if k = 1 ; 2; n , 1, or n, then consider only the submatrices above that apply are all TP, then it follows that every contiguous minor of A is positive. Thus, by F ekete's criterion, A is TP. Observe that in this case it was enough to complete the submatrix of A, namely A f1; 2; 3g; fk , 2; k , 1; k ; k + 1 ; k + 2 g , consisting of at most 5 columns. Hence, we can assume n = 5. So suppose A is a 3-by-5 partial TP matrix with exactly one unspeci ed entry x. By Theorem 2.5 and Lemma 2.7, we need only consider the case in which x lies in the 2,3 position. In this case there is x m 0 such that Ax m f1; 2; 3g; f2; 3; 4g is singular and TP 2 by decreasing its 2,2 entry which i s the 2,3 entry of A, see Theorem 4.3. Let F = A f1; 3g; f2; 3; 4g = f 1 ; f 2 ; f 3 .
Then f 2 = y 1 f 1 + y 3 f 3 where sgny 1 = sgny 3 is positive by Lemma 1.2. Thus, Ax m f1; 2; 3g; f2; 3; 4g = g 1 ; g 2 ; g 3 in which g 2 = y 1 g 1 + y 3 g 3 and so det Ax m f1; 2; 3g = det g 0 ; g 1 ; g 2 = det g 0 ; g 1 ; y 1 g 1 + y 3 g 3 = y 3 det g 0 ; g 1 ; g 3 0:
Similarly, det Ax m f3; 4; 5g = det g 2 ; g 3 ; g 4 = y 1 det g 1 ; g 3 ; g 4 0:
Since these two 3-by-3 minors and all 2-by-2 minors are positive, we can increase x m and obtain a TP completion of A. In order for the determinant itself to be positive, we m ust have x ,1144=14. Since we m ust also have x 0, we see that A is not completable to a TP matrix. we obtain an m-by-n partial TP matrix A whose only unspeci ed entry lies in the s; t position. Since the original matrix is a partial submatrix of A that has no TP completion, A itself has no TP completion.
3. Further Discussion. For 3 m; n 4 we consider partial m-by-n TP matrices with exactly two unspeci ed entries. We note that completing a 2-by-n partial TP matrix with two unspeci ed entries follows easily from Theorem 2.6. In the case when minfm; ng = 3 all such completable patterns have been characterized in 3 . For example, all partial 3-by-3 TP matrices with exactly two unspeci ed entries are completable except for the following four patterns: Similarly, when m = 3 and n = 4, Table 1 contains the positions of the pairs of unspeci ed entries for which there is no completion in general. Observe that it is su cient to only consider the six entries 1,1 through 2,2 since the conclusions for the remaining six entries follows by reversal of indices; see also 3 . We begin the 4-by-4 case with some observations that aid in the classi cation of the completable and hence non-completable pairs of unspeci ed entries. Suppose A is a partial TP matrix with exactly two unspeci ed entries in positions p; q and s; t. The rst observation concerns the case when either p = s or q = t, i.e., the unspeci ed entries occur in the same row or the same column. In this case A is always completable to a TP matrix. The idea of the proof is as follows. By Theorem 2.11, we know that the only unspeci ed positions in a 4-by-4 partial TP matrix that do not guarantee a TP completion are 1,4, 2,3, 3,2, and 4,1. Since either p = s or q = t at least one of the positions p; q o r s; t is not among the list of four bad" positions listed above. Without loss of generality assume that p = s. Then delete the column that corresponds to the entry that is not in the above list, and complete the remaining 4-by-3 partial TP matrix to a TP matrix which follows from Theorem 2.8. Observe that now A is a partial TP matrix with only one unspeci ed entry.
Since this remaining unspeci ed entry is in a good" position, it follows that we can complete A to a TP matrix.
The next observation deals with the case when one of the unspeci ed entries is in the 1,1 or 4,4 position and the other unspeci ed entry is in a good" position, i.e., satis es one of the conditions in Theorem 2.11. Since the 1,1 or 4,4 entry enters positively into every minor that it is contained in, it follows that we can specify a large enough value for this entry so that A is a partial TP matrix with only one unspeci ed entry. Then A may be completed to TP matrix since the remaining unspeci ed entry is in a good" position. We note here that this observation can be extended in the general case as follows. If A is an m-by-n partial TP matrix with exactly two unspeci ed entries with one in the 1,1 or m; n position and the other in a good" position as de ned by Theorem 2.11, then A is completable to a TP matrix. The proof in this general case is identical to the proof in the 4-by-4 case. Using the above three observations the pairs of positions for the unspeci ed entries not ruled out are contained in Table 2 As before we only have to consider the six entries: 1,1, 1,2, 1,3, 1,4, 2,2, and 2,3, since the class TP is closed under transposition and reversal of indices. In fact the list in Table 2 can be even further re ned as some of the above cases follow from others by transposition and or reversal of indices; see Table 3 .
As we shall see all but one of the above namely, the pair f1,4, 3,2g pairs are not in general completable. We begin by rst ruling out the pairs that follow from the pairs of non-completable entries in the 3-by-3 and 3-by-4 cases. For example, suppose the unspeci ed entries are in the 1,2 and 2,1 positions. There exists a 3-by-3 TP matrix with unspeci ed entries in those positions that has no TP completion, e.g., 1 2,3  1,2 2,1, 2,3, 2,4, 3,1, 3,3, 3,4  1,3 2,2, 2,4, 3,1, 3,2,  1,4 2,2, 2,3, 3,2, 3,3 2,2 3,3 2,3 3,2, 3,4 Table 3 obtain a 4-by-4 partial TP matrix that has no TP completion. Similar arguments can be applied using both the 3-by-3 and 3-by-4 results to rule out the pairs: f1,2, 2,3g, f1,2, 3 Then A is a partial TP matrix. However, A has no TP completion since detA f1; 2g 0 , x 2:931, and detA f1; 3; 4g; f2; 3; 4g 0 , x 3. Then A is a partial TP matrix. However, A has no TP completion since detA f2; 3; 4g 0 , y 2:18, and detA f1; 2; 3g; f1; 3; 4g 0 , y 3. Then A is a partial TP matrix. However, A has no TP completion since detA f2; 3; 4g; f1; 2; 3g 0 , y 1:268, and detA f1; 2; 3g; f1; 2; 4g 0 , Then A is a partial TP matrix. However, A has no TP completion since detA f2; 3; 4g 0 , y 3, and detA f1; 2g; f2; 3g 0 , y 4=3. The only pair remaining is f1,4, 3,2g. As we shall see, this pair is actually a completable pair. However, the argument presented below is a little long and requires a lemma which provides a necessary and su cient condition for the completability of the 1,4 entry in a 4-by-4 matrix which w e n o w state and prove. Proof. Observe that detAx = detA0 , xdetA f2; 3; 4g; f1; 2; 3g . Thus it is clear that A has no TP completion if detA0 0. To verify that A can be completed to a TP matrix in the case when detA0 0 it is enough to show that there exists an x 0 such that detAx 0, detAx f1; 2; 3g; f2; 3; 4g 0, and detAx f1; 2g; f3; 4g 0, by F ekete's criterion. Note that such a n x 0 exists if ,detA0 f1; 2; 3g; f2; 3; 4g detA f2; 3g min a 13 This completes the proof.
We are now i n a position to prove that the pair f1,4, 3,2g is a completable pair. by c hoosing a value for the bottom rightmost unspeci ed entry large enough so that the fully speci ed submatrix below and to the right i s T P , and continue this process by m o ving to the left until the entire row has been completed. Repeat this process by moving one row up and continue. Observe that at each stage in this process there is always a choice for the unspeci ed entry since it occurs in the 1,1" position of the submatrix that is to be completed. Finally, in 16 i t i s s h o wn that one can always insert a row or a column into a TP matrix and remain TP.
Appendix: Single Entry Perturbations of Totally Positive matrices.
It is not di cult to prove that if we increase the 1,1 or the m; n e n try of an m-by-n totally nonnegative positive matrix, then the resulting matrix is totally nonnegative positive. We wish to investigate further which entries of a totally nonnegative positive matrix may be perturbed i.e., increased or decreased so that the result is a totally nonnegative positive matrix. These issues have already been addressed for other positivity classes of matrices, for example, if A is an n-by-n positive semide nite, M-, P-, or inverse M-matrix, then A + D D a nonnegative diagonal matrix is a positive semide nite, M-, P-, or inverse M-matrix, respectively; see 10, 1 1 . Recall that E ij denotes the n-by-n i; j th standard basis matrix, i.e., the matrix whose i; j th entry is 1 and whose remaining entries are zero. Suppose A is an n-by-n matrix. Then detA , tE 11 = detA , tdetAf1g. Therefore, if detAf1g 6 = 0, then detA , tE 11 = 0, when t = detA=detAf1g. Consider the following lemma. Lemma 4.1. Let A be a n n-by-n totally nonnegative matrix with detAf1g 6 = 0 . Then A , xE 11 is totally nonnegative for all x 2 0; detA=detAf1g .
Proof. Firstly, observe that for every value x 2 0; detA=detAf1g , detA , xE 11 To show that A,xE 11 is totally nonnegative it is enough to verify that u 11 ,x=l 11 0.
Since if this was the case it follows that U 0 is totally nonnegative and as L is totally nonnegative b y assumption, we h a ve that their product, A , xE 11 is totally nonnegative. Since l 11 0 and detAf1g 0, it follows that L and U 22 are nonsingular.
Hence 0 detA , xE 11 = u 11 , x=l 11 detU 22 detL, from which it follows that u 11 , x=l 11 0.
Note that a similar result holds for decreasing the n; n e n try. We can extend the previous result for the class TP as follows. An obvious next question is what other entries can be increased decreased to the point of singularity so that the matrix is TP n,1 . As it turns out decreasing the 2,2 entry of a TP matrix results in a TP n,1 matrix. If A is an n-by-n totally positive matrix and i 2 f 1; 2; n ,1; n g, then A , tE ii is TP n,1 for all t 2 0; detA=detAfig .
Corollary 4.5. Let n 4. If A is an n-by-n totally positive matrix and 1 i n, then A , tE ii is TP n,1 for all t 2 0; detA=detAfig .
According to the next example we cannot decrease any other interior main diagonal entry in general of a TP matrix and stay T P n,1 . 4 .
Note that this example can be embedded into a larger example by bordering the matrix above so as to preserve the property of being TP using Lemma 2.3, for example.
Up to this point w e h a ve only considered decreasing a single diagonal entry, and obvious next step is to consider increasing or decreasing o -diagonal entries in a TP matrix. We begin our study of perturbing o -diagonal entries by considering the 1,2 entry. Theorem 4.7. Let A be an n-by-n totally positive matrix. Then A + tE 12 is TP n,1 for all t 2 0; detA=detAf1g; f2g .
