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–Dutch summary–
De afgelopen jaren hebben we een snelle groei gezien van het aantal ‘slimme’
draadloze toestellen, inclusief smartphones en tablets, wifinetwerken en al-
ledaagse objecten die verbonden zijn met het internet. Dit heeft ervoor
gezorgd dat de vraag naar radiospectrum drastisch is toegenomen, gedre-
ven door de groeiende hoeveelheid aan data die verstuurd wordt over het
internet door deze toestellen. In Europa alleen al heeft de Europese Com-
missie in 2017 geschat dat de totale waarde aan diensten die afhankelijk zijn
van het radiospectrum, jaarlijks minstens 200 miljard euro bedraagt. Het
is dus cruciaal dat nieuwe technologiee¨n gericht zijn op het verhogen van
de efficie¨ntie waarmee het radiospectrum wordt gebruikt. Daarom zullen
onderzoekers het medium tussen de zendantenne en de ontvangstantenne zo
goed mogelijk proberen te modelleren. Dit medium wordt het radiokanaal
genoemd, en het is verantwoordelijk voor alle veranderingen van de karak-
teristieken van het draadloos signaal terwijl het zich voortplant van de zen-
der naar de ontvanger. Als gevolg van verschillende interacties met fysieke
objecten in een omgeving, zal een veelvoud aan signalen bij de ontvanger
aankomen, afhankelijk van verschillende propagatiemachanismen zoals re-
flectie, diffractie en verstrooiing. Dit verschijnsel wordt multipad-propagatie
genoemd, en het zal ervoor zorgen dat verschillende propagatiepaden ver-
schillende karakteristieken zullen hebben. Het doel van kanaalmodellering is
dus om een wiskundige voorstelling te maken van de effecten van het com-
municatiekanaal waardoor de draadloze signalen zich voortplanten. Door
gebruik te maken van een nauwkeurig kanaalmodel, kunnen we een realisti-
sche beoordeling maken van de algemene performantie bij het ontwerpen van
applicaties en communicatiesystemen, en kunnen we het draadloze kanaal
optimaal benutten om zo de datasnelheden te optimaliseren.
Multiple-Input Multiple-Output (MIMO) communicatiesystemen zijn be-
langrijk om de beperkte beschikbaarheid van het radiospectrum te compen-
seren. Ze zijn een veelbelovende technologie gebleken om de capaciteit van
het radiokanaal te vermenigvuldigen. MIMO-systemen gebruiken meerdere
antennes aan de zend- en ontvangststations, en maken gebruik van de ei-
genschappen van de multipad-propagatie in een omgeving. Een waarneming
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van het MIMO-radiokanaal kan worden gemodelleerd als de superpositie van
een deterministisch deel (de Speculaire Multipad Componenten (SMC)), een
stochastisch deel (de Diffuse Multipad Componenten (DMC)), en additieve
meetruis. De SMC bestaat uit een aantal vlakke golven met duidelijk ge-
definieerde parameters in de dimensies waarin het radiokanaal wordt uit-
gedrukt. Ze kunnen worden beschreven aan de hand van de hoek waar-
onder ze worden uitgezonden door de zender (Angle of Departure (AoD)),
de hoek waaronder ze invallen op de ontvanger (Angle of Arrival (AoA)),
en de tijdvertraging die ze ondervinden in het radiokanaal (Time-delay of
Arrival (ToA)), die proportioneel is met hun afgelegde padlengte van de
zender naar de ontvanger. De DMC is afkomstig van gedistribueerde diffuse
verstrooiing van de elektromagnetische golven op elektrisch kleine en ruwe
oppervlakken. Omdat hun bijdrage aan het radiokanaal vaak niet coherent
is, wat betekent dat hun fase geen deterministische grootheid is, kunnen ze
alleen op een stochastische manier worden beschreven. Dit betekent dat ze
een soort willekeur bevatten, waardoor we ze typisch modelleren met be-
hulp van de covariantiematrix van de residuele signaal-componenten. Deze
kunnen we verkrijgen na de verwijdering van de SMC uit het draadloze ka-
naal. De DMC worden typisch gemodelleerd zowel in het frequentiedomein,
als in het angulair domein. De toevoeging van DMC in kanaalmodellen
ontbreekt echter vaak nog in de academische literatuur op dit moment, hoe-
wel er al is aangetoond dat hun bijdrage aan de totale capaciteit van het
MIMO-radiokanaal zeer aanzienlijk kan zijn.
In dit werk zullen we ons richten op stochastische empirische kanaalmo-
dellen, wat betekent dat we kanaalmodellen zullen afleiden die bestaan uit de
coherente bijdragen van de SMC, met de toevoeging van de niet-coherente
bijdragen van de DMC, door middel van experimentele resultaten op ba-
sis van meetcampagnes in het draadloze kanaal in een specifieke omgeving.
We zullen dit doen met een focus op Ultra-Wideband (UWB) communica-
tiesystemen, die gekenmerkt worden door hun vermogen om pulsen te ver-
zenden met een zeer lage vermogensdichtheid in een grote frequentieband,
(3.1 GHz tot 10.6 GHz). Daardoor kunnen deze systemen het radiospectrum
delen met andere applicaties, en samen met de combinatie met een MIMO-
antenneconfiguratie vergroot de capaciteit van deze communicatiesystemen
enorm. Hoofdstuk 1 legt deze concepten gedetailleerder uit.
Daarom zullen we het belang van rekening houden met DMC in conven-
tionele kanaalmodellen onderzoeken in Hoofdstuk 2. Dit hoofdstuk bevat
een analyse van de bijdragen van DMC in een kantooromgeving, een la-
boratoriumomgeving en een grote industrie¨le hal. Zowel hun frequentie-
als polarisatie-afhankelijkheden zullen geanalyseerd worden, en de geldig-
heid van de DMC-veronderstelling voor hogere frequentiebanden zal gecon-
troleerd worden. Vervolgens beschrijft Hoofdstuk 3 het ontwerp van een
nieuw ontwikkeld algoritme voor het schatten van multipad parameters,
dat de frequentie-gewijze analyse van propagatiepaden doorheen de UWB-
frequentieband mogelijk maakt. Daarna zal dit algoritme gebruikt worden
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in Hoofdstuk 4, waar het wordt toegepast in een nieuwe techniek om draad-
loze apparaten te lokaliseren, gebruikmakend van een triangulatiemethode
met behulp van de geometrische eigenschappen van de propagatiepaden zo-
als de eerder genoemde AoD, AoA en ToA. Aangezien deze hoofdstukken
de analyse behandelde van DMC in het frequentiedomein, gaan we een stap
verder in Hoofdstuk 5, waar we de DMC in het angulair domein analy-
seren. Om dit mogelijk te maken wordt de meest aannemelijke schatter
(methode van de grootste aannemelijkheid) van de DMC-parameters uitge-
breid van de conventionele unimodale DMC-veronderstelling naar multimo-
dale DMC-veronderstelling. Dit stelt ons in staat om diffuse verstrooiing
vanuit meerdere hoeken in een omgeving te karakteriseren. De geldigheid
van onze aanpak wordt geverifieerd door middel van synthetische gegene-
reerde radiokanalen, en wordt gee¨valueerd op basis van metingen in een hal.
Hoofdstuk 6 analyseert het onderzoek van de delay-Dopplerkarakteristieken
van het radiokanaal in een universiteitszaal. Deze omgeving wordt onder-
zocht tijdens verschillende korte- en lange pauzes tussen lessen, zodat de
Dopplerkarakteristieken kunnen worden geanalyseerd als functie van de be-
zettingsdichtheid van de hal (i.e., als functie van het aantal mensen dat er
aanwezig is). Besluit en toekomstig werk worden ten slotte beschreven in
Hoofdstuk 7.

English summary
In recent years, we have seen a rapid increase in the number of ‘smart’
wireless devices, including smartphones and tablets, Wi-Fi networks and
everyday objects connected to the internet. This has caused the demand
for radio spectrum to increase dramatically, driven by the growing quanti-
ties of data transmitted over the internet by these devices. In Europe alone,
the European Commission estimated in 2017 that the total value of services
that depend on radio spectrum is at least 200 billion euros annually. There-
fore, it is crucial that new technologies should aim to increase the efficiency
with which the radio spectrum is being used. As such, researchers aim to
model the medium between the transmitting antenna and the receiving an-
tenna as best as possible. This medium is called the radio channel, and it
is responsible for all the changes of the characteristics of a wireless signal
as it propagates from the transmitter to the receiver. Due to several in-
teractions with physical objects in the environment, a multitude of signals
will arrive at the receiver, subject to different propagation mechanisms such
as reflection, diffraction, and scattering. This phenomenon is called multi-
path propagation, and the result thereof is that different propagation paths
will have different characteristics. The aim of channel modeling is thus to
make a mathematical representation of the effects of the communication
channel through which the wireless signals are propagating. By using an
accurate channel model, we can provide a realistic assessment of the overall
performance in the design of applications and communication systems, and
optimize link performances and data rates.
To overcome the limited availability of the radio frequency spectrum,
Multiple-Input Multiple-Output (MIMO) systems have emerged as the most
promising technology to multiply the capacity of a radio link. MIMO sys-
tems use multiple antennas at the transmitting and receiving stations, ex-
ploiting the multipath propagation in an environment. An observation of
the MIMO radio channel can be modeled as the superposition of a determi-
nistic part (the Specular Multipath Components (SMC)), a stochastic part
(Dense Multipath Components (DMC)), and additive measurement noise.
The SMC consists of a number of plane waves with well defined parameters
in the dimensions in which the radio channel is expressed. They can be
described by their Angle of Departure (AoD) from which they are emitted
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by the transmitter, the Angle of Arrival (AoA) from which they are incident
at the receiver, and the Time-delay of Arrival (ToA) they have encountered,
proportional to their traveled path length from transmitter to receiver. The
DMC originates from distributed diffuse scattering of the electromagnetic
waves on electrically small and rough surfaces. As their contribution to
the radio channel is often non-coherent, meaning that their phase is not a
deterministic quantity, they can only be described in a stochastic manner.
This means that they contain some kind of randomness, such that we typi-
cally model them by means of the covariance matrix of the residual signal
components, which is the remainder of the radio channel after removal of
the SMC. The DMC are typically modeled both in the frequency domain,
and the angular domain. The inclusion of DMC in channel models is often
lacking in literature nowadays, although it has already been shown that
their contribution to the total capacity of the MIMO radio channel can be
quite significant.
In this work, we will focus on stochastic empirical channel models, me-
aning that we will derive channel models consisting of the coherent contri-
butions of the SMC, with the inclusion of the non-coherent contributions
of the DMC, through experimental results based on channel sounding mea-
surement campaigns in specific environments. We will do this with a focus
on Ultra-Wideband (UWB) communication systems, characterized by their
ability to transmit pulses with a very low power density in a large frequency
band, ranging from 3.1 GHz to 10.6 GHz. As such, this allows these systems
to share the radio spectrum with other applications, after which their com-
bination with a MIMO antenna configuration vastly increases the capacity
of these communication systems. Chapter 1 explains these concepts in more
detail.
Therefore, we will examine the importance of accounting for DMC in
conventional channel models in Chapter 2, which covers an analysis of the
DMC contributions in an office environment, a laboratory environment, and
a large industrial hall. In this chapter, we will analyze both their frequency-
and polarization-dependencies, and we will check the validity of the DMC
assumption for higher frequency bands. Afterwards, Chapter 3 presents
the design of a newly developed multipath estimation algorithm, allowing
for the frequency-wise analysis of propagation paths throughout the UWB
frequency band. Subsequently, this algorithm is used in Chapter 4, where
it is applied in a novel localization framework, employing a triangulation
method using the geometrical properties of the propagation paths such as
the aforementioned AoD, AoA and ToA. Whereas these chapters all focused
on the analysis of DMC in the frequency domain, we will go a step further in
Chapter 5, where we analyze the DMC in the angular domain. To facilitate
this, the maximum likelihood estimation of the DMC parameters is extended
from the conventional unimodal DMC assumption to a multimodal DMC
assumption. As such, we are able to characterize diffuse scattering from
multiple angles in an environment. The validity of our approach is tested
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by means of the generation of synthetic radio channels, and is evaluated in
an indoor hall environment. Next, Chapter 6 concerns an analysis of the
delay-Doppler characteristics of the radio channel in a university hall. This
environment is analyzed during several short and long breaks in-between
classes, so that the Doppler characteristics could be analyzed in the time-
delay domain as a function of the occupational density of the hall (i.e., as a
function of the amount of people present in it). Finally, Chapter 7 concludes
this book with a summary of the accomplished work, and proposes some
opportunities for future research.

Chapter 1
Introduction
1.1 Context
Communication using the radio spectrum is essential for many of the appli-
cations on which people depend in their daily lives. These include mobile
telephony, audio and television broadcasting, and wireless internet access.
The use of radio spectrum is also critical in (civil) aviation and transport,
as well as many other services such as defense, public protection, space ser-
vices, and disaster relief. The European Commission estimated in 2017 that
the total value of services that depend on radio spectrum is at least ¿200
billion annually in Europe [1]. In the United States of America (USA),
there have been a total of 87 spectrum auctions since 1994 to sell the rights
(licenses) to transmit wireless signals over specific bands of the electromag-
netic spectrum, which have raised over $60 billion for the USA treasury
department.
Recently, the demand for radio spectrum has increased dramatically, dri-
ven by the growing quantities of data transmitted over the internet, the gro-
wth in machine-to-machine communication as the Internet of Things (IoT)
develops, and the rapidly increasing number of ‘smart’ wireless devices, in-
cluding smartphones and tablets, Wi-Fi networks and everyday objects con-
nected to the internet. The term ‘smart’ refers to mobile connections that
have advanced multimedia and/or computing capabilities, with a minimum
of 3G connectivity.
Figure 1.1 shows that Cisco estimated in their annual Visual Networking
Index (VNI) report from 2017 that global mobile data traffic will increase
sevenfold between 2016 and 2021, growing at a Compound Annual Growth
Rate (CAGR) of 47 percent during this time [2]. Whilst the global monthly
internet traffic passed 1 exabyte (1.000.000 terabytes) for the first time in
2004, Cisco estimated that the global internet traffic will reach 49 exabytes
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Figure 1.1: Global mobile traffic growth by device types. (source: Cisco VNI Global
Mobile Data Traffic Forecast (2016 to 2021) [2])
per month by the end of 2021. They also predicted that mobile video will
increase 9-fold during this period. By the year 2021, more than three-fourths
of the world’s mobile data traffic will be video, accounting for 78 percent of
the total mobile data traffic by the end of this forecast period.
All of the aforementioned applications which are important for society
depend on specific allocations of the radio spectrum that is used to commu-
nicate information. The radio spectrum, shown in Figure 1.2, refers to a spe-
cific range of frequencies of electromagnetic energy under the form of waves,
ranging from about 3 kHz (e.g., navigation systems) to over 300 GHz (e.g.,
microwave remote sensing or millimeter wave scanner) [3]. Electromagnetic
waves are oscillating electric and magnetic fields which radiate energy away
from an antenna. More specifically, radio waves are non-ionizing radiation,
meaning that they do not have enough energy to separate electrons from
atoms or molecules, break chemical bonds, or cause any chemical reactions
or DNA damage. However, they are able to penetrate the surface of mate-
rials or biological tissues (e.g., human skin), where they can deposit their
energy.
The practical purpose of radio waves is to modulate them, and to en-
code them with information. After doing so, they are transmitted and then
received at another location, where the information can be decoded. Not all
radio frequencies are equal; some have characteristics in terms of better pro-
pagation range, building penetration, resistance to atmospheric conditions
(e.g., rain, snow), digital bit capacity, power efficiency or antenna size that
make them more suitable for certain applications. Radio waves at the same
frequency can interfere with each other, and stronger signals can drown out
the weaker ones. Therefore, it is crucial that the radio spectrum needs to
be managed by governmental instances, and new technologies should aim
to increase the efficiency with which the radio spectrum is being used.
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Figure 1.2: The electromagnetic spectrum. The narrow range of visible light is
shown enlarged at the right. (source: Encyclopedia Britannica [3])
To overcome the limited availability of the radio frequency spectrum,
Multiple-Input Multiple-Output (MIMO) systems have emerged as the most
promising technology to multiply the capacity of a radio link. MIMO sys-
tems use multiple antennas at the transmitting and receiving stations, ex-
ploiting the multipath propagation in an environment. The first idea of
MIMO was proposed by Arogyaswami Paulraj and Thomas Kailath in 1993,
who described it as “broadcasting at high data rates by splitting a high-
rate signal into several low-rate signals to be transmitted from spatially
separated transmitters and recovered by the receive antenna array based
on differences in directions-of-arrival” [4]. MIMO communication systems
has revolutionized high speed wireless communication, and is nowadays em-
ployed in communication standards such as IEEE 802.11n (Wi-Fi), IEEE
802.11ac (Wi-Fi), Evolved High Speed Packet Access (HSPA+, branded as
3G), Worldwide Interoperability for Microwave Access (WiMAX, branded
as 4G), and Long Term Evolution (LTE 4G) [5]. MIMO systems combine
the sampled signals in the spatial domain at both ends of a communication
system, employing a so-called ‘spatial multiplexing’ technique, in which the
signal is transmitted over several different propagation paths. As such, mul-
tiple parallel data streams can be obtained at the receiver, which increase
the total data rate when they are combined. In addition, ‘diversity’ can
be applied to improve the quality of the communication link. This can be
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achieved when the transmitter offers the receiver several observations of the
same transmitted signal, where each individual propagation path will have
experienced different levels of fading and interference. As such, those who
have experienced a deeper fade can be compensated for by those having a
higher Signal-to-Noise Ratio (SNR), resulting in a robuster communication
link between transmitter and receiver.
1.2 Modeling of wireless channels
1.2.1 Wave propagation
To increase the efficiency of the radio spectrum at hand, researchers aim
to model the medium between the transmitting antenna and the receiving
antenna as best as possible. This medium is called the radio channel, and
it is responsible for all the changes of the characteristics of a wireless signal
as it travels from the transmitter to the receiver. Figure 1.3 depicts the
various propagation phenomena that a wireless signal can encounter:
transmitting antenna
receiving antenna
diffuse
scattering
object
multipath component
reflection
transmission
reflection
diffraction
line of sight
(no interaction)
Figure 1.3: Multipath propagation.
From Figure 1.3, we can see that when a transmitter emits a wireless
signal, a multitude of signals will arrive at the receiver due to several in-
teractions with physical objects in the environment, under the form of a
collection of plane waves with infinite wavefronts. This collection of plane
waves are also called propagation paths or multipath components, as each
wave propagates (travels) along a certain distinct route from transmitter to
receiver, which can be interpreted as the wave following a certain path.
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The different propagation mechanisms are summarized as follows [6]:
 no interaction: in the case of a Line of Sight (LoS) scenario between
transmitter and receiver, there is no obstruction between both. In
this case, there is a direct path from transmitter to receiver so that
the wave propagates in a straight line, free from any interaction with
the environment.
 reflection: for a perfectly smooth specular surface (from the Latin
word speculum, meaning mirror), the incident wave will be reflected
symmetrically on it; the angle of incidence is equal to the angle of
reflection. Typical reflecting surfaces are e.g., walls, floors, ceilings,
people, vehicles and the ground.
 diffuse scattering: when an incident wave encounters an object with
rough surfaces, the wave will be reflected in a wide angle in many
different directions. Rough surfaces contain irregularities comparable
in size to the wavelength of the electromagnetic wave which is incident
on it. In this case, the resulting scattered wave is most often non-
coherent, meaning that its phase is not a deterministic quantity and
is thus only known in a stochastic manner [7].
 transmission: when an incident wave encounters a material, in addi-
tion to a reflection on its surface, there will also be a refracted wave
going into the material. In Figure 1.3, the incident wave changes its
transmission medium from free space to e.g., a plasterboard wall. This
phenomenon is due to the conservation of energy and the conservation
of momentum.
 (edge) diffraction: when an incident encounters the edges of an obsta-
cle, the wave bends around these edges into the geometrical shadowing
region. This effect is due to the interference of waves in accordance
with the Huygens–Fresnel principle [8]. Typical diffracting surfaces
are e.g., building edges, a vehicle, or a turn in a hallway.
From Figure 1.3, we can see that different propagation paths will have
different characteristics. Their most important properties are listed as fol-
lows [9]:
 Time-delay of Arrival (ToA): due to the various multipath components
in the radio channel following different propagation paths, each mul-
tipath component arrives at the receiver with a different time-delay.
This ToA is proportional to the traveled path length, and to the speed
with which the wave propagates through the radio medium (usually
free space).
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 Angle of Departure (AoD) and Angle of Arrival (AoA): each multipath
component in the channel departs from the transmitter in a direction
referred to as the AoD, and arrives at the receiver in a direction re-
ferred to as the AoA. Both the AoD and AoA can be interpreted as a
distribution of the energy of the multipath components in a directional
plane, specified by their elevation and azimuth angles in a spherical
coordinate system.
 Complex amplitude: the magnitude and phase of the electric field of
each multipath component can be represented in a polar coordinate
system, forming the complex amplitude. It is often a representation
of the signal attenuation as the wave propagates through the radio
channel.
All of the characteristics of a wireless signal listed above are dependent
on the propagation environment, the positions of the transmitter, the recei-
ver, and any objects in between them. If we can accurately model the radio
channel in between the transmitter and receiver, we can obtain the recei-
ved signal from the transmitted signal. The aim of channel models is thus
to make a mathematical representation of the effects of a communication
channel through which the wireless signals are propagating.
By using the right channel model in the design of applications and com-
munication systems, it is possible to optimize link performances and data
rates, to perform system architecture trade-offs, and to provide a realistic
assessment of the overall system performance. Many factors are conside-
red in building a channel model, such as carrier frequency, bandwidth, the
locations of transmitter and receiver, Doppler frequency, the propagation
medium (air, water), RF polarization, weather conditions, and noise types.
Selecting an appropriate channel model is a trade-off between computatio-
nal efficiency (which parameters to take into account) and the ability of the
model to make a reliable representation of the environment in which the
intended communication system is deployed.
1.2.2 Types of channel models
The focus of this work will be on physical channel models, which describe
the radio channel through the use of the physical (geometrical) parameters
of the multipath components such as the AoD, AoA, and ToA, and con-
sider certain antenna array configurations and antenna-spacings. Physical
models provide the benefit of describing the wireless propagation through
certain physical insights. For example, by looking at the representation of
an environment in which a communication system will be deployed, and
Introduction 7
assuming certain positions for the transmitter and receiver, one can easily
predict the direct path between them, and make an educated guess concer-
ning the dominating (strongest) reflecting paths by focusing on the larger
objects in this environment (e.g., the walls). Next to that, physical chan-
nel models offer the benefit of easily accommodating for different antenna
patterns and/or antenna array configurations, be it in two or three dimen-
sions [9]. In contrast, the non-physical models describe the radio channel
via statistical characteristics obtained from measurement data.
There are many ways in which we can classify these physical channel
models, which will also determine how they are going to be constructed. On
the one hand, it is possible to focus on the behavior of the radio channel in
the frequency domain, being it frequency-flat or frequency-selective. In the
former, the frequency response of the radio channel can be considered flat,
such that it is sufficient to describe the radio channel at its center frequency
at which the intended communication system operates. All the frequency
components of a wireless signal experience the same magnitude of fading
(variation of its signal strength). In the latter, the frequency response of
the radio channel varies sufficiently enough throughout the frequency band
at which it operates, so that different frequency components of a wireless
signal will experience uncorrelated fading.
On the other hand, it is possible to focus on the behavior of the radio
channel in the time domain, being it time-invariant (stationary) or time-
variant (non-stationary). In the former, the radio channel can be considered
static over time, such that there is no time-dependency of the radio channel
to be modeled. In the latter, the channel varies over time due to the mobility
of the transmitter, receiver or the objects in the environment.
In addition, it is also possible to further classify channel models based on
whether or not they are obtained from measurement data. In this case, we
can divide them between purely theoretical models or measurement-based
(empirical) models. Finally, there are deterministic models and stochastic
models, which we will go deeper into in the following paragraphs.
1.2.2.1 Deterministic models
Deterministic models will determine the physical propagation parameters in
a deterministic way, in which no randomness is involved in the final results.
They are used for site-specific channel modeling, and consist of a model for
the environment and a model for the wave propagation. The model for the
environment describes the position, geometry, and the material and surface
properties of all relevant objects in a certain environment. Outdoor mo-
dels will include roads, houses, vehicles, trees etc., whilst indoor models will
include floors, ceilings, walls, cabinets, tables, etc. The wave propagation
8 Introduction
model is based on the well-known Maxwell equations [10], which are used to
calculate the properties of the electromagnetic fields emitted by the trans-
mitter. The environment model then determines how the waves will behave,
and how their electromagnetic properties will change from transmitter to re-
ceiver. Often, it is very time-consuming in realistic applications to calculate
an exact analytic solution to these Maxwell equations. Numerical approxi-
mation techniques such as e.g., the Finite Difference Time Domain (FDTD)
method [11] can reduce the computation time, but these techniques struggle
with obstacles which are larger than some wavelengths in the intended fre-
quency range to examine. Geometric-optical (GO) models [12–15] can even
further improve the required computation time by working only with the
boundary behavior of electromagnetic fields for high frequencies [16], but
losing accuracy for lower frequencies. These models are used in ray-tracing
simulators [17–20], which will launch the transmitted signal into an envi-
ronment and weigh it by the radiation pattern of the transmitting antenna.
Next, the signal is attenuated by the free-space path loss, and possible ad-
ditional losses due to interactions with the environment. Subsequently, it
is phase-shifted according to the traveled path length, and weigh it by the
radiation pattern of the receiving antenna. If needed, a possible mismatch
between the transmitted- and received polarization can be accounted for.
1.2.2.2 Stochastic models
A stochastic models represents the state of the radio channel in a situation
where uncertainty is present. In other words, this model represents the radio
channel containing some kind of randomness. As mentioned before, diffuse
scattering is most often non-coherent, such that its phase is not a determi-
nistic quantity, and therefore only known stochastically [7]. As such, only
their average power can be modeled across the dimensions of the radio chan-
nel. Unlike the deterministic models, the properties of the stochastic models
will vary for each simulation run, but will converge to those of the deter-
ministic models when averaged over a sufficient number of simulation runs.
These stochastic models do not contain a detailed description of a particu-
lar radio-environment, but are often categorized based on their propagation
scenario (e.g., outdoor street, indoor hall, indoor office, railway, industrial
environment, etc). As such, realizations of the radio channel are determined
as the outcome of a multidimensional random process that characterizes all
the aspect of physical plane-wave propagation. During the design of wi-
reless communication systems, it is often too computationally complex to
perform system level simulations with deterministic models. Therefore, it
is convenient to evaluate their performance using stochastic models with a
lower computational complexity.
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The stochastic generation of multipath components can be done through
the use of scattering (i.e., interacting) objects during the synthesis of a phy-
sical model using a simplified representation of the environment. More
specifically, these interacting objects are placed in a 2D/3D coordinating
system, and abstracted in the form of multipath clusters such as in the
COST 273 model [21]. Subsequently, by assigning visibility regions [22] to
each of these clusters, a simplified ray-tracing method can be obtained. The
stochastic nature of this approach lies in the randomness by which the visi-
bility regions and the intra-cluster structures are selected. Typical models
based on this approach are e.g., the 3GPP Spatial Channel Model [23], the
model developed in the Wireless world INitiative NEw Radio (WINNER)
project [24], and the reference model for evaluation of IMT-Advanced radio
interface technologies [25].
A subsection of these stochastic models are the Geometry Based Stochas-
tic Channel Models (GBSCMs), which use a simplified ray-based approach
to describe the radio channel [26]. Instead of modeling the environment
exactly, the scatterers whose scattering properties are often taken as com-
plex Gaussian values, are only specified by a spatial distribution [9]. A well
known example of a GBSCM is the one-ring model [27], which represents
Rayleigh-fading radio channels where the single bounce scatterers located
around the transmitter represent the majority of those in the environment.
This is especially true when the receiver is not obstructed by local scatte-
ring. An extension to the one-ring model was the two-ring model, in which
both the transmitter and receiver are assumed to be surrounded by local
scatterers. The main drawback of the two-ring model is that the amplitudes
of the propagation paths are no longer complex Gaussian variables, as all
paths are scattered twice [9].
In this work, we will focus on stochastic empirical models, meaning that
we will derive the stochastic models (more precisely, the parameters of the
multipath components) through experimental results based on a channel
sounding measurement campaign in a certain environment. This measure-
ment procedure excites the wireless channel at the transmitter through a
signal generator, and is captured by the receiver through the use of special
measurement equipment such as a Spectrum Analyzer (SA), a Vector Net-
work Analyzer (VNA), or a dedicated channel sounder. Subsequently, the
measurement data is processed to retrieve the parameters of the multipath
components by using multipath estimation frameworks such as ESPRIT [28]
(Estimation of Signal Parameters via Rotational Invariance Techniques),
SAGE [29] (Space Alternating Generalized Expectation maximization) or
RiMAX [30] (Richter’s maximum likelihood estimation). The results of
these measurement campaigns can then again be used as input parameters
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for simulation purposes by ray-tracing simulators. Examples of stochastic
empirical models include e.g., the Saleh-Valenzuela model [31], which ex-
perimentally found and popularized the idea that multipath components
arrive in groups in the time-delay domain. Stated otherwise, it was found
that scatterers can be modeled as clusters which reflect the incoming waves
whilst simultaneously spreading them in the time-delay domain. This idea
was also implemented in the channel models COST 259 [22], COST 273 [21],
and COST 2100 [32]. In [33, 34], it was further observed that clustering also
takes place in the angular domain.
1.3 Channel models in this work
Multidimensional frequency domain channel sounding is a prerequisite to
describe the geometric properties of the electromagnetic waves of the MIMO
radio channel in terms of their characteristics in both the angular- and time-
delay domain. This can be done with (virtual) MIMO antenna array sy-
stems, consisting of NT and NR antennas at transmitter (T) and receiver
(R), sampled at NF frequency points [35]. In addition to modeling the time-
and frequency domain in traditional communication systems relying on a
single antenna at transmitter and receiver, the spatial domain needs to be
modeled as an extra dimension when dealing with MIMO communication
systems. This leads to so-called double-directional radio channels, in which
the term ‘double’ means that the spatial description of the radio channel
concerns the antennas at both transmitter and receiver, whilst the term ‘di-
rectional’ implies the modeling of the angular distribution of the RF energy.
In particular, the double-directional modeling of MIMO radio channels has
attracted a lot of interest, because it gives a better physical insight into the
wave propagation mechanisms in real environments, and allows to model
the angular distribution of the power in the radio channel.
An observation of the frequency response of a MIMO radio channel h can
be modeled as the superposition of a deterministic part s (Specular Multi-
path Components (SMC)), and a stochastic part d (Dense Multipath Com-
ponents (DMC)), together with additive measurement noise n(σ2). This
can be written as follows:
h = s(θs) + d(θd) + n(σ
2),
h ∈ CNTNRNF×1. (1.1)
The deterministic part s(θs) of this channel model acts as the first order
statistics of the radio channel, so that it can be interpreted as the mean
of h, while the stochastic part d(θd) + n(σ
2) describes the second order
statistics by means of the covariance matrix R(θd, σ
2). As such, h can be
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seen as a random variable distributed according to a complex multivariate
Gaussian distribution [36]:
h ∼ Nc(s(θs),R(θd, σ2)). (1.2)
1.3.1 Specular Multipath Components
The SMC represent the deterministic part of the radio channel, consisting
of a number of plane waves with well defined parameters in the frequency,
spatial, and time-delay domain. The SMC propagation parameter vector
of the pth path θs,p in the azimuthal plane consists of the AoD ϕT,p, the
AoA ϕR,p, the ToA τs,p, and the complex amplitude γs,p of that path for a
certain polarization. Figure 1.4 shows an example of the SMC for a direct
path and a reflection, with indication of their corresponding geometrical
propagation parameters AoD, AoA, and ToA.
transmitting antenna
receiving antenna
object
multipath
component
reflection
line of sight
(no interaction)
ϕT,1 
ϕT,2 
ϕR,1 
ϕR,2 
τs,1 
τs,2 
Figure 1.4: Example of the SMC for a direct path and a reflection, with indication
of their corresponding AoD ϕT , AoA ϕR, and ToA τs.
In the signal model adopted in this work, the SMC of the pth path
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s(θs,p) ∈ CNTNRNF×1 is defined as follows:
θs,p = [ϕT,p, ϕR,p, τs,p, γs,p], (1.3)
s(θs,p) = BT (ϕT,p)⊗BR(ϕR,p)⊗BF (τs,p) γs,p. (1.4)
In Eq. (1.4), BT (ϕT,p) is the transmit array response in the direction ϕT,p,
and BR(ϕR,p) is the receive array response in the direction ϕR,p. These
antenna array responses account for both the phase shift of the different
elements of the array, and the antenna pattern effects for each antenna of
the array. Furthermore, BF (τs,p) is the frequency transfer function of the
impulse response δ(τ − τs,p). The ⊗ symbol represents the Kronecker pro-
duct. The reason that we are able to apply the Kronecker product between
the antenna array responses of the transmitter and receiver in 1.4 relies on
the assumption that the correlation coefficients between the different Tx
(respectively Rx) antennas is in magnitude independent from the different
Rx (respectively Tx) antennas. This is valid only when the plane wave as-
sumption holds at the receiving antenna array. Furthermore, this product
is Kronecker multiplicative with BF since we only consider narrowband sig-
nals. For these signals, their fractional bandwidth (i.e., the ratio between
the absolute bandwidth and the center frequency) is small enough, so that
small variations of the frequency f will result in small variations of the wa-
velength λ (remember that both are related through the speed of light c,
such that c = λ f). As such, we can consider BF (modeled in the frequency
domain) as uncorrelated with the antenna array responses (modeled in the
spatial domain). Note that this assumption of narrowband signals does not
imply that we have a frequency-flat channel. The radio channel itself can
(and often is) frequency-selective at the measured frequencies in this work.
1.3.2 Dense Multipath Components
After removal of the ESPRIT-, SAGE- or RiMAX estimated SMC from the
measured radio channel, the remainder is denoted as the Residual Signal
Components (RSC). We know that a large portion of this remaining energy
can be attributed to the so-called Dense Multipath Components (DMC),
which originates from distributed diffuse scattering of the electromagnetic
waves on electrically small and rough surfaces [37]. The DMC represent the
stochastic part of the radio channel, which are continuous in the frequency,
spatial, and time-delay domains. The DMC and noise is modeled by means
of the covariance matrix of the RSC part of the radio channel R(θd, σ
2),
based on the DMC propagation parameters θd,F in the frequency domain,
the DMC propagation parameters θd,A in the angular domain, and the noise
variance σ2, defined as follows:
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θd,F = [α1, τd, τr], (1.5)
θd,A = [µT , µR, κT , κR, ζd]. (1.6)
In Section 1.3.2.1 and 1.3.2.2, we will explain these parameter sets and their
corresponding physical interpretations.
1.3.2.1 DMC in frequency domain
In [30, 38], the DMC in the frequency domain is modeled based on the
observed shape of the Power Delay Profile (PDP), which describes how
the power of a signal is distributed over the time-delay domain (denoted
with τ). Furthermore, this only holds for the Uncorrelated Scattering (US)
assumption, which states that the second order statistical description of
the radio channel is independent of the absolute frequency (only on their
difference), which implies that channel contributions at different time-delays
are uncorrelated. As such, the DMC and noise can be modeled based on the
observation that its power fF (τ) has a base delay τd related to the distance
between the transmitter and receiver, with an exponential decay over time-
delay, corrupted by independent and identically distributed (i.i.d.) complex
Gaussian noise n(σ2) with power α0 = σ
2. This model for the PDP of the
DMC and noise in the time-delay domain can be regarded as the most likely
fit of the measured RSC in the time-delay domain, as depicted in Figure 1.5.
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Figure 1.5: Example of the PDP of the measured RSC, together with the modeled
DMC and noise in the time-delay domain.
The PDP of the DMC and noise fF (τ) is modeled mathematically in
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the time-delay domain as follows:
fF (τ) =
{
α1 e
−
(
τ−τd
τr
)
+ α0, if τ > τd
α0, otherwise.
(1.7)
The model in Eq. (1.7) is constructed in the time-delay domain, since it is
more intuitive to comprehend its shape in this domain. At the base delay
τd, also called the onset-time of the model, the first multipath component
(e.g., the direct path in a LoS scenario) will cause a power peak α1 in the
PDP. Subsequently, due to the roughness of the surfaces of the interacting
objects in an environment, several diffuse multipath components will arrive
at the receiver after being scattered at different angles, each having their
own time-delay with which they are incident on the receiver. Since these
ToAs are linked with the length of the propagation paths they followed
between transmitter and receiver, longer paths are attenuated more due
to the fact that the emitted energy at the transmitter is distributed in a
spherical way in the environment. The slope with which the PDP of the
DMC decreases is regulated by the reverberation time τr. At a certain
point in time-delay, the power of the incident multipath components will
be negligible with the noise power α0. It should be noted that a part of
the DMC process is correlated with the SMC, since the DMC onset-time τd
can not be smaller than the time-delay when the first physical propagation
path of the SMC arrives at the receiver.
The covariance matrix RF (θd,F ) is then constructed by converting the
model in Eq. (1.7) (minus the noise power α0) from the time-delay domain
to the frequency domain. To do so, κ(θd,F ) ∈ CNF×1 is first introduced,
which denotes a band-limited sampled version of the Fourier-transform of
Eq. (1.7) (minus the noise power α0). κ(θd,F ) can then be defined for a
bandwidth Bmeas and NF frequency samples as follows:
κ(θd,F ) =
α1
NF
[
1
βd
,
e−j2piτd
βd +
j2pi
NF
· · · e
−j2pi(NF−1)τd
βd +
j2pi(NF−1)
NF
]
. (1.8)
In Eq. (1.8), βd =
Bd
Bmeas
=
1
τr Bmeas
is the normalized coherence band-
width, with the measurement bandwidth given by Bmeas = NF ∆f , and ∆f
denoting the frequency-spacing between two measured frequency samples.
Then, the frequency domain correlation matrix RF (θd,F ) ∈ CNF×NF of the
DMC can be calculated by applying the Toeplitz-operator [30] as follows:
RF (θd,F ) = toep
(
κ(θd,F ),κ
H(θd,F )
)
. (1.9)
The model in Eq. (1.9) can be used to generate stochastic contributions of
the DMC in the time-delay domain, to realize an observation of the radio
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channel. The Toeplitz-operator itself is given as follows:
toep
(
κ,κH
)
=

κ1 κ
H
2 · · · κHNF−1 κHNF
κ2 κ1
. . . κHNF−2 κ
H
NF−1
...
. . .
. . .
. . .
...
κNF−1 κNF−2
. . . κ1 κ
H
2
κNF κNF−1
. . . κ2 κ1

, κ1
!
=κH1 (1.10)
1.3.2.2 DMC in angular domain
In [39–41], the DMC in the angular domain is modeled based on the observed
shape of its Power Angular Profile (PAP), which describes how the power of
a signal is distributed over the angular domain (denoted with ϕ). As such,
the DMC can be modeled based on the observation that its power (e.g.,
at transmitter) fT (ϕ) follows a unimodal von Mises distribution. The von
Mises distribution has two parameters controlling its shape, which can be
used to better characterize the diffuse power in the angular RSC spectrum.
It has a parameter µ controlling the center location of the distribution, and
a parameter κ controlling its angular spread. Moreover, ζd denotes the
angular power of the DMC between Tx and Rx for a certain polarization.
Figure 1.6 shows the unimodal von Mises distribution for a center value of
µ = 50◦ and different values of the angular spread κ.
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Figure 1.6: An example of the unimodal von Mises distribution.
Figure 1.6 shows that when the value for κ increases, the angular spread
of the distribution decreases, and the distribution gets narrower. For larger
values of κ, the von Mises distribution approaches the normal distribution.
For a κ value of 0, the von Mises distribution approaches the uniform dis-
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tribution, meaning that the diffuse power is equal throughout the angular
RSC spectrum, regardless of at which angle we observe this diffuse power.
This model for the PAP of the DMC can be regarded as the most likely fit
of the measured RSC in the angular domain, as depicted in Figure 1.7.
-200 -150 -100 -50 0 50 100 150 200
Angle of Departure (°)
19
21
23
25
27
29
31
Po
w
er
 A
ng
ul
ar
 P
ro
fil
e 
(dB
) Measured RSC
Modeled DMC
µT
κT
(a) PAP at transmitter
-200 -150 -100 -50 0 50 100 150 200
Angle of Arrival (°)
14
17
20
23
26
29
32
Po
w
er
 A
ng
ul
ar
 P
ro
fil
e 
(dB
) Measured RSC
Modeled DMC
κR
µR
(b) PAP at receiver
Figure 1.7: Example of the PAP of the measured RSC, together with the modeled
DMC in the angular domain (µT = −120◦, κT = 2, µR = 50◦, κR =
10).
Figure 1.7(a) shows the measured RSC at the transmitter, from which
we can clearly see that its spectrum is circular. Indeed, part of the gene-
rated cluster at the center location of µT = −120◦ is still visible between
+150◦ and +180◦. The parameter κT = 2 at transmitter corresponds with
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an angular spread of 48.61◦, and is clearly much wider than the generated
cluster at the receiver, depicted in Figure 1.7(b). In this figure, the genera-
ted cluster at the receiver is defined by a center location of µR = 50
◦, and
a parameter κR = 10 corresponding with an angular spread of 18.61
◦.
The von Mises distribution is defined mathematically (e.g., at transmit-
ter) as follows:
fT (ϕ) =
1
2piI0(κT )
e(κT cos(ϕ−µT )), (1.11)
with I0(κT ) being the modified Bessel function of the first kind and zeroth
order. The choice for the von Mises distribution originates from the fact
that it is the maximum entropy distribution for circular data, meaning that
we a-priori make no assumption about how the angular RSC power is distri-
buted, except that it will be circularly. Indeed, we know that if there is some
diffuse power in the angular RSC spectrum at the transmitter at two angles
of 2◦ and 358◦, the mean angle of the diffuse power will not be 180◦, but
0◦ (since the spectrum is circularly). This results in the fact that we need
some sort of special statistical methods (and distributions) to analyze cir-
cular data, and more specifically, that we should take the least-informative
distribution belonging to this class of circular data. Least-informative im-
plies that we make the least amount of assumptions concerning the shape
of the distribution.
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In Chapter 5, we will go deeper into how we can construct the angular
domain correlation matrix RA(θd,A) ∈ CNTNR×NTNR of the DMC. Given
that we have obtained our angular domain correlation matrix RA(θd,A),
the total covariance matrix R(θd, σ
2) can be constructed as follows:
R(θd, σ
2) = RA(θd,A)⊗RF (θd,F ) + σ2IN , (1.12)
in which IN denotes an identity matrix of size N . The fact that we model
the total covariance matrix R(θd, σ
2) as the Kronecker product between
the covariance matrix in the angular domain RA(θd,A) and the covariance
matrix in the frequency domain RF (θd,F ) is only valid for narrowband
signals, which have a small enough fractional bandwidth.
1.4 RiMAX algorithm
1.4.1 Overview
A realization of the radio channel h can be considered as a random variable
distributed according to a complex multivariate Gaussian distribution h ∼
Nc(s(θs),R(θd, σ2)) as follows:
p(h) =
1
piN det(R(θd, σ2))
e−(h−s(θs))
HR(θd,σ
2)-1(h−s(θs)), (1.13)
with N = NTNRNF being the total amount of samples. An estimate of
the most likely SMC, DMC and noise parameters can be found by maximi-
zing the likelihood function of Eq. (1.13). Since this is not a trivial task,
estimation frameworks such as the RiMAX algorithm will estimate θˆs and
θˆdan (grouping the stochastic DMC and noise)) of the deterministic and
stochastic arrays, such that they maximize the likelihood of observing the
measured frequency response h of the radio channel. The objective is thus
to find the parameters θˆs and θˆdan that maximize the correlation with the
measurement data. [35] and [30] proposes a ML estimator for the parame-
ters θs and θdan, exploiting the fact that the SMC and DAN (DMC and
noise) of the channel model are asymptotically independent. Therefore,
one can decouple the estimation problem into two separate estimation pro-
blems. The resulting RiMAX algorithm is iterative and alternates between
the maximization of the likelihood function with respect to the parameters
θs and θdan. It has an approximately linear computational complexity in
the number of propagation paths P , and in the number of data samples
N [30].
The parameter estimation for the SMC is initialized by a successive inter-
ference cancellation type of grid search, where the detection of propagation
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paths is based on the work in [42]. Taking the logarithm of Eq. (1.13) and
maximizing it with respect to the deterministic and stochastic parts of the
radio channel gives the following ML criterion:[
θˆs
θˆd
]
= arg max
θs,θdan
(
− ln(det(R(θdan)))−(h−s(θs))HR−1(θdan)(h−s(θs))
)
.
(1.14)
The parameter estimates θˆs and θˆdan of the deterministic and stochastic
arrays are defined as the maximizing arguments of the non-linear objective
function in Eq. (1.14). The estimation algorithm determines these para-
meters such that they maximize the likelihood of observing the measured
frequency response h of the radio channel. Since the number of parameters
that are non-linear in this equation is quite large, the solution to this equa-
tion is far from trivial, since it is not feasible to perform a multidimensional
search for the joint maximization of this log-likelihood function. By splitting
the problem into several smaller sub-problems after choosing the appropri-
ate parameter subsets, it becomes feasible to solve this joint maximization
problem. We then have to maximize the objective function by alternating
between the optimization procedures with respect to these subsets. It is
evident that we choose θs and θdan for both these parameter subsets. This
approach exploits the fact that the parameters of the two components of
the channel model are asymptotically independent, so that one can decouple
the full estimation problem into two separate estimation problems. If we
assume the covariance matrix R(θdan) of the stochastic process is known
(thus the parameters θd and σ
2 are known), the maximization problem of
Eq. (1.14) reduces to:
θˆs = arg min
θs
(
(h− s(θs))HR−1(θdan)(h− s(θs))
)
, (1.15)
in which the term (h − s)HR−1(h − s) in Eq. (1.15) is the so-called Ma-
halanobis norm [43]. This maximum likelihood function can be regarded
as a non-linear weighted least squares problem, since it is non-linear in the
structural parameters θs. More specifically, it is an optimally weighted
least squares problem, since there is no arbitrary weighting matrix used,
but instead we apply the inverse noise covariance matrix R−1(θdan) as the
weighting matrix. Since the Mahalanobis norm is a non-convex function of
the structural parameters s, multiple solutions to this problem exist, and
no closed form solution is available. Therefore, an iterative procedure has
to be followed to find the ML parameter sets θˆs and θˆdan (denoted with a
hat-operator) of the ‘true’ values of θs and θdan, such that they maximize
the likelihood of observing the measured frequency response h of the radio
channel given these parameters.
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When the parameter set θˆs is estimated, the DMC and noise xdan can
then be calculated as follows:
xdan = h− s(θˆs), (1.16)
after which the parameter set θˆdan can be estimated as follows:
θˆdan = arg max
θdan
(
− ln(det(R(θdan)))− xHdanR−1(θdan)xdan
)
. (1.17)
The RiMAX algorithm [30] will then use this estimated parameter set θˆdan
for the DMC and noise for further optimization of Eq. (1.15), and so forth.
Moreover, the DMC propagation parameters θd,F in the time-delay dom-
ain, and θd,A in the angular domain, are estimated separately to reduce the
computational complexity of performing a multidimensional search for the
joint maximization of this log-likelihood function. As such, we will try to
maximize this objective function by alternating between the optimization
procedures with respect to the parameter subsets θd,F and θd,A. Figure 1.8
presents a flowchart of the RiMAX algorithm.
Figure 1.8 shows that initially, the measured data h is used for the ex-
traction of propagation paths. In the initialization procedure, the DMC
is estimated in both the time-delay- and the angular domain, whilst the
SAGE algorithm [29] is used to estimate a new propagation path p from
the measured data. This results in the acquisition of the raw parameter es-
timates θˆ
(1)
d,F , θˆ
(1)
d,A, and θˆ
(1)
s,p. Afterwards, these are optimized sequentially
in the time-delay domain to obtain the parameter estimates θˆ
(itr)
d,F , θˆ
(itr)
d,A ,
and θˆ
(itr)
s,p . A convergence criterion then decides whether to continue with
the optimization or not. Afterwards, a path selection criterion is used to
decide on the reliability of this estimated path. If this path is reliable, the
signal sp corresponding with the estimated propagation path parameters
θˆs,p is reconstructed in the frequency domain. Subsequently, all the estima-
ted propagation paths are removed from the measured data, and the search
for new paths begins in this residual channel. If the channel is depleted
from more propagation paths, the algorithm is stopped, and the estimation
results θˆd,F , θˆd,A, and θˆs are stored for further analysis.
1.4.2 Initialization
1.4.2.1 SMC
If the stochastic part of the MIMO channel snapshot is a zero-mean circular
Gaussian i.i.d. process with a covariance matrix R(θdan) = σ
2IN , then the
minimization problem in Eq. (1.15) is reduced to a classical non-linear least
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Measured data: h Residual data: h−
p∑
p′=1
sp′
More paths
to extract?
Estimation result:
{θˆd,F , θˆd,A, θˆs}
Initialization
• SMC: estimate new path p with SAGE
• DMC in time-delay domain
• DMC in angular domain
Optimize DMC in time-delay domain
(Levenberg-Marquardt algorithm)
Optimize DMC in angular domain
(Newton-Raphson algorithm)
Optimize SMC
(Levenberg-Marquardt algorithm)
Optimization
Convergence?
Path p
reliable?
Signal reconstruction of path p:
sp = s(θˆs,p)
p← 0
no
yes
{θˆ(1)d,F , θˆ
(1)
d,A, θˆ
(1)
s,p}
{θˆ(itr)d,F }
{θˆ(itr)d,A }
{θˆ(itr)s,p }
yes
no; drop path
yes
no
itr ← itr+1
p ← p+1
Figure 1.8: Flowchart of the RiMAX algorithm to obtain an estimated result of
both the SMC parameters and the DMC parameters in the time-delay-
and angular domain.
squares problem [44]. It then becomes a matter of searching for the value
θˆs that minimizes the error h− s(θs). This can also be seen as minimizing
the Euclidean norm (the so-called Frobenius norm):
θˆs = arg min
θs
‖h− s(θs)‖2F . (1.18)
The parameter set θˆs can then be used as an initial solution for the SMC.
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1.4.2.2 DMC in frequency domain
An initial solution for the DMC in the time-delay domain θˆ
(1)
d,F can be
obtained by computing an estimate for the PDP yˆ by performing a Fourier
transform on the measured data h. To this end, we introduce the Discrete
Fourier Transform (DFT) matrix F as follows:
F =
1√
NF

ω0 ω0 ω0 · · · ω0
ω0 ω1 ω2 · · · ωNF−1
ω0 ω2 ω4 · · · ω2(NF−1)
ω0 ω3 ω6 · · · ω3(NF−1)
...
...
...
. . .
...
ω0 ωNF−1 ω2(NF−1) · · · ω(NF−1)2

, ω = e
(
−j2pi
NF
)
(1.19)
Furthermore, we will reshape and transpose the measured data h into a
matrix HF as follows:
HF = mat{h, NTNR, NF }T , (1.20)
HF ∈ CNF×NTNR . (1.21)
in which mat{a,m, n} reshapes a vector a into an m × n matrix A. As
such, we can compute an estimate for the PDP yˆ from as follows:
yˆ = diag{FHRˆ(θd, σ2)F } (1.22)
= diag{FH E{HFHHF }F }, (1.23)
in which diag{A} selects the diagonal elements of matrixA. From Eq. (1.22),
we can compute an estimate of the noise variance α0 as follows:
αˆ0 = min{yˆ}. (1.24)
Subsequently, the peak value α1 of the DMC in the time-delay domain can
be estimated as:
αˆ1 = max{yˆ} − αˆ0. (1.25)
Furthermore, it can be shown that the first element of κ(θd,F ) + α0 in
Eq. 1.8 corresponds with the mean value of the diagonal elements in the
covariance matrix Rˆ(θd, σ
2), such that the following applies:
αˆ1
NF βˆd
+ αˆ0 =
tr(E{HFHHF }
NF
, (1.26)
such that an estimate for the normalized coherence bandwidth βˆd is equal
to the following:
βˆd =
αˆ1
tr(E{HFHHF })− αˆ0
, (1.27)
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Finally, an estimate of the base delay τˆd can be obtained from the index of
the largest element in yˆ.
1.4.2.3 DMC in angular domain
Since Chapter 5 in its entirety concerns the angular modeling of the DMC,
we will leave the discussion of its initialization for now, as we will come back
on this topic later in Section 5.4.1.
1.4.3 Optimization
For the optimization of θd,F in the time-delay domain, the angular domain
of the RSC spectrum is first shrunken by the estimation result of RA(θ
(itr)
d,A )
of the previous iteration, calculated as follows:
DF = mat{d,NF , NTNR}LA (1.28)
R˜F =
1
NTNR
DFD
H
F , (1.29)
in which LA is the matrix satisfying LAL
H
A = RA(θ
(itr)
d,A )
−1. A similar pro-
cedure can be followed for the optimization of θd,A in the angular domain.
The time-delay and angular domain log-likelihood functions can then be
written as follows:
LF (h|θd,F ) = − ln(det(RF (θd,F )))− tr(RF (θd,F )−1 R˜F ) + C ′ (1.30)
LA(h|θd,A) = − ln(det(RA(θd,A)))− tr(RA(θd,A)−1 R˜A) + C ′′, (1.31)
in which C ′ and C ′′ are constants.
1.4.3.1 DMC in frequency domain
To optimize the frequency domain DMC parameters, we will make use of
the well-known Levenberg-Marquardt algorithm for the optimization of the
DMC propagation parameter θd,F [30]. The Levenberg-Marquardt curve-
fitting method can be seen as a combination of the gradient descent method
and the Gauss-Newton method. With a gradient descent method, the sum
of the squared errors (between the data and a model) is reduced by updating
the parameters in the steepest-descent direction. With the Gauss-Newton
method, the sum of the squared errors is reduced by assuming the least
squares function is locally quadratic, and finding the minimum of the qua-
dratic. Levenberg-Marquardt then acts more like a gradient-descent method
when the parameters are far from their optimal value, and acts more like
the Gauss-Newton method when the parameters are close to their optimal
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value. The descriptions of Gauss-Newton, Levenberg-Marquardt, and gra-
dient descent methods can readily be found in literature.
To apply the Levenberg-Marquardt algorithm, firstly, the JacobianDF (θ
(itr)
d,F )
of the frequency domain log-likelihood function LF (h|θd,F ) needs to be cal-
culated as follows:
DF (θ
(itr)
d,F ) = diag
{
ΓC
{
κ(θ
(itr)
d,F )
}}−1
(1.32)[
ΓC
{
∂κ(θd,F )
∂θd,F,1
}
, · · · ,ΓC
{
∂κ(θd,F )
∂θd,F,4
}]
,
in which ΓC {·} is operator enhancing the calculation of the partial derivati-
ves, as defined in [30]. The propagation parameter θ
(itr)
d,F is then updated by
the incremental step ∆θ
(itr)
d,F to minimize the residual error 
(itr) as follows:
(itr) = diag
{
ΓC
{
κ(θ
(itr)
d,F )
}}−1
ΓC {dF } − 1 (1.33)
∆θ
(itr)
d,F =
(
DTFDF + λF I ·DTFDF
)−1
DTF 
(itr) (1.34)
θ
(itr+1)
d,F = θ
(itr)
d,F + ∆θ
(itr)
d,F , (1.35)
in which λF is the step length, initialized at 1. If the resulting updated pa-
rameter θ
(itr+1)
d,F causes an increase in the log-likelihood function Eq. (1.30),
convergence is achieved, λF is divided by 2, and we will start the optimiza-
tion of the angular DMC propagation parameter. If not, λF is multiplied by
4, and the algorithm keeps searching for a new updated parameter θ
(itr+1)
d,F
until convergence is achieved. It should be noted that the division by 2 and
multiplication by 4 were arbitrary choices, and other values could result in
a faster convergence of the algorithm.
The optimization of the SMC is performed in a similar manner.
1.4.3.2 DMC in angular domain
After the optimization of the time-delay DMC propagation parameter θd,F ,
the angular domain DMC propagation parameter θd,A will be optimized
by making use of the Newton-Raphson algorithm [45], since this proved to
speed up the optimization. Firstly, the score function qA(h|θd,A) and the
Fisher information matrix JA(θd,A) of the angular domain log-likelihood
function LA(h|θd,A) need to be calculated as follows:
qA(h|θd,A) = tr
(
RA(θ
(itr)
d,A )
−1
[
∂RA(θ
(itr)
d,A )
∂θd,A
]
RA(θ
(itr)
d,A )
−1R˜A − I
)
(1.36)
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JA(θd,A)ij = tr
(
RA(θ
(itr)
d,A )
−1 ∂RA(θ
(itr)
d,A )
∂θd,A,j
RA(θ
(itr)
d,A )
−1 ∂RA(θ
(itr)
d,A )
∂θd,A,i
)
.
(1.37)
The propagation parameter θ
(itr)
d,A is then updated by the incremental step
∆θ
(itr)
d,A as follows:
∆θ
(itr)
d,A = −JA
(
θ
(itr)
d,A
)−1
qA
(
h|θ(itr)d,A
)
(1.38)
θ
(itr+1)
d,A = θ
(itr)
d,A + λA ∆θ
(itr)
d,A , (1.39)
in which λA is the step length, initialized at 1. If the resulting updated pa-
rameter θ
(itr+1)
d,A causes an increase in the log-likelihood function Eq. (1.31),
convergence is achieved, and we will start the next iteration with the op-
timization of the time-delay DMC propagation parameter. If not, λA is
divided by 4, and the algorithm keeps searching for a new updated parame-
ter θ
(itr+1)
d,A until convergence is achieved.
1.4.4 Convergence criterion
The convergence criterion that is used in this work relies on the comparison
of the log-likelihood functions of each individual optimization procedure be-
tween the new iteration and the previous iteration. If the relative change
between the log-likelihood function of both iterations was less than or equal
to 1−6, convergence is considered as achieved. E.g., for the frequency dom-
ain, the criterion that must be met to is the following:
L(itr+1)F (h|θ(itr+1)d,F )− L(itr)F (h|θ(itr)d,F )
L(itr)F (h|θ(itr)d,F )
≤ 1−6 (1.40)
1.4.5 Reliability of propagation paths
1.4.5.1 Model order selection
The total number of propagation paths P that is to be extracted from
the measurement data is an issue that should be treated with care. This
number will naturally influence the ratio between the total power of the
SMC part of the radio channel, and the power attributable to the DMC part
of the radio channel. Algorithms like the Akaike information criterion [46]
or the minimum description length [47] can be used to tackle this problem.
However, in this work we will use the approach outlined in [30] and [48] that
is based on the estimated power of the extracted SMC. Because the RiMAX
algorithm provides an estimate of the Fisher Information Matrix (FIM) as
a by-product, the diagonal elements of the inverse of the FIM are estimates
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of the variance of the channel parameters in Eq. (3.1). For each estimated
propagation path, it is possible to associate an SNR with it: a path p with
an estimate θˆs,p for its complex amplitude, has an accompanying SNR ρˆp
equal to the following:
ρˆp =
|θˆs,p|2
var{|θˆs,p|}
. (1.41)
In Eq. (1.41), var (·) denotes the variance of θˆs,p. It can be proved that
the |θˆs,p| estimator follows a half-normal distribution (i.e., the distribution
of the absolute value of a normally distributed random variable with zero
mean) with variance var (|θˆs,p|) [30]. The SNR ρˆp in Eq. (1.41) then follows a
chi-squared distribution with two degrees of freedom (χ22). The propagation
path p is considered to be unreliable and removed from further analysis if its
estimated SNR is smaller than the 90th percentile of χ22, equal to 6.63 dB.
The model order selection based on Eq. (1.41) is more suited for this
topic than a selection based on information criteria such as the Akaike one.
The latter approach calculates an optimal value for the size of the signal
subspace as a whole without deciding on the reliability of individual pro-
pagation paths. In contrast, the path SNR method checks each individual
path for its reliability. This approach is more in agreement with the phi-
losophy of DMC, stating that they can also comprise specular paths which
cannot be resolved reliably due to the limited apertures of the measurement
equipment or the limited capabilities of the multipath estimation algorithm.
1.4.5.2 Stop criterion for path detection
The RiMAX is an iterative algorithm, implying that it tries to estimate
a fixed number of new propagation paths from the measured (or residual)
channel response in each iteration, such that their mutual dependency can
be taken into account. The number of new propagation paths to estimate
in each iteration is arbitrarily chosen as 5, as originally proposed in [30]. In
Figure 1.8, the algorithm is shown for the extraction of 1 propagation path
per iteration for simplification, but the extension to a predefined number of
paths is straightforward. Moreover, this number can be chosen differently
depending on the propagation environment. For example, indoor scenarios
usually result in stronger multipath behavior than outdoor scenarios. If
at least one of the 5 paths in an iteration succeeds the SNR threshold
of 6.63 dB, the algorithm keeps searching for new paths. Otherwise, the
channel is considered to be depleted of reliable propagation paths, and the
algorithm is stopped. Subsequently, the resulting SMC and DMC parameter
sets are stored, after which they can be used for further analysis.
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1.5 Importance of this research
It was shown previously that the contribution of the DMC to the capacity
of the channel in MIMO systems is quite significant, and sometimes lar-
ger than those of the SMC [48, 49]. In [48], a measurement campaign was
performed in a large industrial hall in the 3 GHz band, of which the fre-
quency domain DMC parameters were estimated for LoS, Obstructed-LoS
(OLoS) and Non-LoS (NLoS) scenarios. It was found that the fractional
DMC power (i.e., relative to the total power) varies between 23%–38% in
LoS, 27%–70% in OLoS, and 57%–64% in NLoS scenarios. Hence, it beco-
mes evident that these DMC will contribute significantly to the total power
in the channel at lower frequencies. Similar results were reported in [49]
for outdoor environments at 5.2 GHz, which found the contribution of the
DMC power ranging from 10% of the total channel power, even up to 90%.
In [50], the work in [48] was further extended by measuring the polarization
properties of the DMC in the same environment. Together with [50–52],
it was shown that the DMC parameters have a certain polarization depen-
dency. Currently, only a few more studies have been conducted regarding
the influence of DMC [38, 50, 53–55]. It was shown in [56], [57] and [58] that
the DMC increases the level of the reconstructed eigenvalues, resulting in
a better approximation of the measured eigenvalue structure of the MIMO
channel. This indicates that an accurate modeling of the DMC parameters
is necessary to prevent the underestimation of the MIMO transmission per-
formance [49, 59]. The aim of this work is thus to gain more knowledge
concerning an accurate and realistic modeling of DMC. Since most of the
aforementioned studies were conducted in the time-delay domain, we will
also pay special attention to the modeling of DMC in the angular domain.
Presently, only [45, 54, 55, 60] have studied the effect of DMC on the angular
properties of the radio channel.
Naturally, the introduction of DMC in the physical model of the ra-
dio channel means that common radio channel parameters have to be re-
evaluated for dense multipath as well [50]. This includes parameters such
as mean delay, delay-spread, Ricean K-factor, shadowing, fading, cross po-
larization ratios, etc. Recent studies such as [50] found that the SMC and
DMC power show, on average, a strong correlation of about 0.90 and 0.95
for LoS and OLoS scenarios, respectively. This implies that the DMC can
alternatively be interpreted as the non-coherent superposition of paths with
weaker SNR, which still follow the specular power decay as a function of
distance [54, 55]. The same study found that for OLoS scenarios, the cross-
polar normalized DMC power even exceeds 60% on average, indicating that
these channels could be modeled relatively accurately by only considering
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their DMC characteristics. Hence, simple DMC models can be used to
design more advanced channel models, as e.g. proposed in [61], where a
distance-dependent model for the Power Delay Profile (PDP) of in-room
radio channels was developed. The PDP in this model assumes an early
primary component and a DMC reverberant component responsible for the
shaping of the tail in the PDP.
The physical reality of DMC raises the question of how well estimation
algorithms which historically did not include DMC in their signal model,
such as ESPRIT or SAGE, can estimate the SMC part of the channel.
This was investigated in [62] and [63], in which the authors compared both
ESPRIT and SAGE to the performance of the DMC-inclusive RiMAX al-
gorithm. The results of this study demonstrated that SMC estimation in
the presence of DMC is prone to large errors if the signal model is not
accordingly modified to cope with DMC contributions, as is the case with
ESPRIT or SAGE. This was also shown theoretically in [64]. Therefore,
determining the DMC by simply subtracting the specular part (estimated
by ESPRIT or SAGE) from the total channel response is flawed and must
be avoided. For a reliable estimation of the SMC and/or DMC parameters,
the use of DMC-inclusive algorithms such as RiMAX is highly recommen-
ded. Moreover, since the resolution and accuracy of classical signal pro-
cessing algorithms is limited by the available measurement aperture in the
space-frequency-time domain, parametric super-resolution algorithms such
as ESPRIT, SAGE and RiMAX are more suitable to enhance the time-
delay resolution. This is done by fitting an appropriate data model to the
measured data, allowing the algorithm to overcome the Fourier limitation
of the delay resolution (such that e.g., time-delays can be determined more
precisely than just a determination of in which time-delay bin they lie).
1.6 Main research contributions and outline
The main goal of this work is the modeling of wireless channels for Ultra-
Wideband (UWB) communication. As mentioned before, the contribution
of DMC to the total capacity of the MIMO radio channel can be quite sig-
nificant. Therefore, we will examine the importance of accounting for DMC
in conventional channel models in Chapter 2, which covers an analysis of the
DMC contributions in an office environment, a laboratory environment, and
a large industrial hall. Afterwards, Chapter 3 presents the design of a newly
developed multipath estimation algorithm, allowing for the frequency-wise
analysis of the multipath components throughout the UWB frequency band.
Subsequently, this algorithm is used in Chapter 4, where it is applied in a
novel localization framework, employing a triangulation method using the
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geometrical properties of the multipath components such as AoD, AoA, and
ToA. Whereas these chapters all focused on the analysis of DMC in the fre-
quency domain, Chapter 5 analyzes the PAP of the DMC in an indoor hall
environment. Based on the results of this analysis, we present an extension
of the maximum likelihood (ML) estimation of the angular DMC parameters
in the RiMAX framework, so that the PAP of the DMC can be modeled with
a multimodal von Mises distribution. Next, Chapter 6 concerns an analysis
of the delay-Doppler characteristics of the radio channel in a university hall.
The latter environment was analyzed during several short and long breaks
in-between classes, so that the Doppler characteristics could be analyzed as
a function of its occupational density (i.e., as a function of the amount of
people present in the hall). Finally, Chapter 7 concludes this book with a
summary of the accomplished work, and proposes some opportunities for
future research.
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Chapter 2
Analysis of Specular- and
Dense Multipath Component
characteristics
2.1 Introduction
In this chapter, we investigate the overall characteristics of the SMC and
DMC, which have been introduced in Chapter 1.
The remainder of this chapter is divided into three categories, based
on three separate indoor measurement campaigns, structured as follows.
Section 2.2 investigates the frequency dependency of the DMC characte-
ristics. Next, Section 2.3 concerns a discussion about the polarization de-
pendency of the SMC and DMC. Subsequently, the validity of the DMC
assumption is evaluated in Section 2.4. Finally, Section 2.5 summarizes this
chapter with some conclusions and ideas for future work. Afterwards, Chap-
ter 3 presents an extension of a multipath estimation framework discussed
in this chapter, enabling the frequency-dependent analysis of the SMC and
DMC whilst taking into account the tracking of the SMC.
2.2 Frequency dependency of DMC
2.2.1 Introduction
An analysis of the frequency dependency of the DMC reverberation time is
performed, based on a wideband channel sounding measurement campaign
ranging between the UWB frequencies of 2 GHz and 10 GHz. UWB is a pro-
mising new technology within Wireless Personal Area Networks (WPANs)
and Wireless Sensor Networks (WSNs), which due to its large bandwidth
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allows for data rates over 2 Gbit/s over a short distance [1]. UWB systems
are characterized by their ability to transmit small pulses with a very low
power density (limited to -41.3 dBm/MHz) in a large frequency band, ran-
ging from 3.1 GHz to 10.6 GHz [2]. This enables communication systems to
harmlessly operate in frequency bands currently occupied by other applica-
tions, since its low power density allows for the sharing of radio spectrum
with other applications. UWB is currently standardized in WPAN IEEE
802.15.4a [3], in which the combination of UWB technology with a MIMO
antenna configuration vastly increases the capacity of these communication
systems [4], allowing for its high data rates. Next to that, UWB facilitates
the accurate localization of target nodes in WSNs [5–11].
The concept of a reverberation time is known from the theory of Room
Electromagnetics (RE) [12], which is related to the science of room acoustics.
The RE theory states that there is an exponential decay for the electromag-
netic field in a room, under the assumption that the intensity of this field is
direction-independent, and its energy density is constant across the entire
room. As such, this corresponds with the necessary condition of a rich scat-
tering environment, often valid for smaller rooms. The reverberation time
is the time for the electromagnetic waves to uniformly distribute themselves
across a room. If the DMC part of the radio channel is sufficiently strong,
this theory allows for the relatively accurate modeling of radio channels by
only considering their DMC characteristics. Hence, simple DMC models can
be used to design more advanced radio channel models. E.g., [13] proposes
a distance-dependent model to predict the PDP of in-room radio channels,
assuming an early primary component (often the result of the direct path
between transmitter and receiver), and a DMC reverberant component, re-
sponsible for shaping in the exponentially decaying tail in the PDP (see
Figure 1.5).
A custom made algorithm was created to estimate the reverberation time
from the various measured PDPs. In the RE theory, this reverberation time
is assumed to be nearly constant across the entire room, depending only
on the volume of the room, the surface area and an effective absorption
coefficient. This approach easily allows to characterize radio channels on a
room-to-room basis.
2.2.2 Measurements
2.2.2.1 Measurement environment
The indoor measurements were carried out in a laboratory of the Technical
University of Cartagena, in Spain. In Figure 2.1, the measured scenario is
depicted, as well as the various positions over which the measurements were
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performed. The laboratory size is approximately 4.5 m×7 m×3 m, and is
furnished with several closets, shelves, desktops and chairs. Moreover, the
laboratory is equipped with numerous computers and electronic devices.
The walls are typical interior walls, made of plasterboard. Both the floor
and ceiling were made out of concrete.
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for 2.5 and 60 GHz in-building propagation path loss and multipath delay spread is presented in [15]. 100 
MHz wideband measurements conducted at the frequencies 58 GHz and 2.25 GHz in an indoor 
environment are presented in [16]. A wider 1 GHz measurement study is presented in [17] at 5 GHz and 
60 GHz. In all these publications, the importance of correctly modelling the microwave and millimeter 
frequency bands is highlighted.  
However, despite these researches, there is not much information about experiments dealing with very 
high bandwidths (> 1 GHz). In this sense, this paper analyses, in an indoor environment, propagation 
issues at 2–10 GHz and 57–66 GHz in order to find out the precise differences between them. We used a 
Vector Network Analyser, and the measurements were carried out under the same conditions and 
equipment. We thus compared both propagation channels within several GHz in terms of wideband path 
loss, delay spread, coherence bandwidth, Ricean K-parameter, and spatial correlation.  
This paper is organized as follows: Section II describes the environment and the channel sounder. 
Section III focusses on results, while Section IV gives the conclusions of the paper. 
 
II. Indoor Wideband Channel Measurements 
A. Scenario 
The measurements were carried out in a laboratory l cated on the first floor of the research building of 
the Technical University of Cartagena, in Spain. In Fig. 1, the measured scenario is depicted, as well as 
the measured positions. The laboratory size is approximately 4.5×7×3 meters and it is furnished with 
several closets, shelves, desktops, and chairs. Moreover, the laboratory is equipped with several 
computers and electronic devices. The walls and floor are typical interior walls made of plasterboard, and 
the floor and ceiling are made of concrete. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Measured Scenario 
 
B. Channel Sounder 
A Rhode ZVA67 Vector Network Analyzer (VNA) was chosen as the channel sounder for the two 
frequency bands. It has a dynamic range of 110 dB at 60 GHz using an Intermediate Frequency of 10 Hz.  
 For the mm-W frequency band measurements, the measured frequency range was 57–66 GHz, 
using 2048 frequency points, 10 Hz being the intermediate frequency. The receiving antenna (Rx) is 
connected to the receiving port of the VNA using an 0.8 m coaxial cable, while the signal of the 
transmitting port of the VNA is twice amplified before being connected to the transmitter antenna (Tx). 
The total cable length is 5.5 m (0.5 m + 2 m + 3 m) (see Fig. 2).  
For the UWB frequency band, the measured frequency range was 2–10 GHz, also using 2048 
frequency points with an intermediate frequency of 100 Hz. In this case, we kept the same cable as for the 
Rx, and connected directly the Tx with a 5.5 m coaxial cable. At this frequency, the attenuation of the 
cable is smaller (2 dB/m) compared to the mm-W frequency (6 dB/m), so we did not use amplifiers. 
In both cases, we used omnidirectional antennas with similar radiation patterns. At mm-W, we used 
two 4.5 dBi omnidirectional antennas - Q-par QOM55-65 VRA, while for 2–10 GHz we used two 
omnidirectional electrometrics EM6116, with a measured gain of 2 dBi [18]. The polarization of the 
antennas was always vertical. 
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Figure 2.1: Measurement scenario [14].
2.2.2.2 Channel sounding procedure
Wideband chann l sounding measur men s were carried out in the UWB
frequenc band, where a Vector Network Analyzer (VNA) of type Rohde &
Schwarz (R&S) ZVA67 was used to measure the complex radio channel gain
between each pair of transmitting- and receiving antennas, over a frequency
range from 2 GHz to 10 GHz. This complex gain corresponds with the
S21-scattering parameter, which is the ratio of the output reflected power
wave divided by the input incident power wave. In this frequency band,
Nf = 2048 uniformly spaced frequency points were measured (sampled).
In this measurement campaign, two omni-directional antennas were used of
type Electrometrics EM6116 [15], with a measured gain of 0.1 dBi, 3.4 dBi,
a d 3.7 dBi at 2 GHz, GHz, and 10 GHz, respectively. Both at the
tr nsmit- and receive-side of the measurement system, a virtual Uniform
Linear Array (ULA) was created by an automated positioning system on
which the antennas were mounted. In total, three different transmitter (Tx)
to receiver (Rx) links were measured (Tx-Rx links), as shown in Figure 2.1.
Further details about the measurement scenario can be found in [14].
Three blocks of transmitting positions were measured under LoS pro-
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pagation conditions, as shown at the top of Figure 2.1. These are referred
to as Tx1, Tx2, and Tx3. The transmitting antenna was measured at 95
distinctive positions in the ULA at Tx, of which its position moved along
95 cm over a track controlled by the automated positioning system. As
such, the spacing between adjacent measurement positions was 1 cm (corre-
sponding with a spacing of 13 λ at 10.6 GHz). The receiving antennas were
measured at 8 distinctive positions in the ULA at Rx, with the same mu-
tual antenna spacing in between them. All measurements were conducted
outside of regular working hours, since frequency-swept measurements with
virtual arrays always require the radio channel to be static, without any
form of movement.
2.2.3 Evaluation
2.2.3.1 Power Delay Profiles
For each combination of Tx- and Rx antennas in the virtual arrays at trans-
mitter and receiver, respectively, the VNA measured the complex gain bet-
ween both antennas to obtain one PDP per Tx-Rx measurement. Since our
measurement scenario consists of 95 Tx- and 8 Rx positions per measured
block, this allows us to obtain a total of 760 PDPs, which we can subse-
quently average to obtain an Averaged PDP (APDP). We first calculate the
Channel Impulse Response (CIR) hm(n) for the mth Tx-Rx antenna pair
as follows:
hm(n) =
1√
Nf
Nf∑
k=1
wkH
m
k exp
(
j2pink−1Nf
)
, (2.1)
in which Hmk is the channel frequency response in the k
th frequency bin for
the mth antenna pair, and is first multiplied with the kth bin of the win-
dow function w. In this work, we will apply four different window functions,
namely the Rectangular, Hann, 4-term Blackman-Harris and Hamming win-
dow. The discrete variable n denotes the nth delay bin in the time-delay
domain. Note that Eq. (2.1) corresponds to an Inverse Fast Fourier Trans-
form (IFFT) operation on the original signal. The PDP Pm(n) can then be
calculated from hm(n) as follows:
Pm(n) = |hm(n)|2. (2.2)
Each of the NTNR separate PDPs for every combination of Tx- and
Rx antennas in a single measurement block are subsequently averaged to
obtain an APDP. This allows us to remove the effect of small scale fading,
which is caused by destructive interference between two or more versions
of the original transmitted signal being slightly out of phase, caused by
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their difference in propagation time-delay. The APDP PMeas for the total
channel between transmitter and receiver at each measurement block can
then be written as follows:
PMeas(n) =
1
NTNR
NTNR∑
m=1
Pm(n). (2.3)
As such, we can calculate the path loss Lmeas, representing the reduction
in power density (i.e., the attenuation) of an electromagnetic wave as it
propagates from transmitter to receiver, as follows:
Lmeas = −10 log10
 Nf∑
n=1
PMeas(n)
GTR
 , (2.4)
in which GTR denotes the combined gain of the transmit- and receive an-
tenna.
In a typical indoor environment, propagation phenomena such as re-
flections and scattering between the transmitter and receiver give rise to a
tail in the APDP. We know from Chapter 1 that these give rise to a slope
in the (A)PDP with an exponential decay, regulated by the reverberation
time τr in Eq. (1.7). This corresponds with a linear decay in a dB scale. To
analyze the frequency-dependent behavior of the the reverberation times in
the measured APDPs, we divided the total frequency band ranging between
2 GHz and 10 GHz into 16 sub-bands of 500 MHz. This reduces the total
number of frequency points from Nf = 2048 to Nf,sub =
2048
16 = 128 in each
sub-band. Consequently, the time-delay resolution reduces from 0.125 ns
over the total band to 2 ns in each sub-band. In each sub-band, we calcu-
lated the APDP according to Eq. (2.3). Figure 2.2 shows these APDPs at
2.25 GHz, 3.75 GHz, 5.25 GHz, 6.75 GHz, 8.25 GHz and 9.75 GHz for the
three different Tx-Rx links in a logarithmic (decibel (dB)) scale.
Figure 2.2 shows that the experimentally determined APDP at different
UWB frequencies does not have a perfect linear tail (in a dB scale), because
of the fact that the SMC- and the DMC parts of the radio channel were
not split up, and due to the finite accuracy of the measuring equipment.
Moreover, we can see that there are more SMC in the APDP at lower UWB
frequencies, whereas the linear tail in the APDP is much smoother at higher
UWB frequencies.
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Figure 2.2: APDP at different UWB frequencies, calculated with a Hann window
function over 500 MHz sub-bands.
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Figure 2.3 shows the path loss according to Eq. (2.4), calculated over
all the time-delay bins in the APDP (solid line), and calculated over all the
time-delay bins in the APDP after removal of the direct path (dotted line).
This direct path between transmitter and receiver is assumed to be located
at the peak value in the APDP, after which a margin of 2 delay bins was
taken into account left and right of this peak value for its removal.
2 3 4 5 6 7 8 9 10
Frequency (GHz)
35
40
45
50
55
60
65
70
Pa
th
 lo
ss
 (d
B)
Tx-Rx link #1
Tx-Rx link #1 (w/o direct path)
Tx-Rx link #2
Tx-Rx link #2 (w/o direct path)
Tx-Rx link #3
Tx-Rx link #3 (w/o direct path)
Figure 2.3: Path loss at different Tx-Rx links as a function of UWB frequency.
Figure 2.3 shows an increase in the path loss as a function of UWB
frequency, where there is no noticeable difference in the slope of the path
loss as a function of UWB frequency after the removal of the direct path.
Table 2.1 lists the path loss values at 4 particular UWB frequencies, na-
mely at 3 GHz, 5 GHz, 7 GHz and 9 GHz. Due to the fact that we have
divided the total frequency band ranging between 2 GHz and 10 GHz in
sub-bands of 500 MHz, there are 16 center frequencies which can be ob-
served. As such, the values listed in Table 2.1 are the average values of
the path loss calculated at 4 center frequencies in these sub-bands, namely
between 2.25 GHz and 3.75 GHz, 4.25 GHz and 5.75 GHz, 6.25 GHz and
7.75 GHz, and 8.25 GHz and 9.75 GHz, respectively.
Lmeas at 3 GHz at 5 GHz at 7 GHz at 9 GHz
Tx-Rx #1 43.23 dB 48.00 dB 52.71 dB 56.98 dB
Tx-Rx #2 45.90 dB 48.82 dB 58.68 dB 62.25 dB
Tx-Rx #3 45.65 dB 50.10 dB 57.98 dB 59.20 dB
Table 2.1: Path loss as a function of UWB frequency.
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Table 2.1 shows that the path loss increases from about 45 dB for the
lower UWB frequencies at 3 GHz to about 60 dB for the higher UWB
frequencies at 9 GHz.
2.2.3.2 Reverberation times
To facilitate the estimation of the reverberation time τr from the measured
APDP, we created a custom algorithm to estimate the slope of the APDP
in a certain time-delay range, over which its decay can be approximated by
linear regression (assuming that we present the APDP in a dB scale). This
range spans from the mean power delay bin of the APDP to the first delay
bin of which the power level in the APDP was 3 dB above its noise floor
(assumed as the minimum value of the APDP). As such, the reverberation
time τr can be calculated from this linear regressed slope as follows:
τr = − 10 log10(e)
slope(PMeas)
, (2.5)
in which e is Euler’s number (≈ 2.718), which counteracts the fact that the
slope of the APDP was determined in a dB scale. The resulting reverbera-
tion time as a function of UWB frequency is shown in Figure 2.4, in which
the effect of the various applied window functions is also indicated.
Figure 2.4 shows that the estimated reverberation time is dependent on
the applied window function. This effect is more profound at lower UWB
frequencies, whereas at higher UWB frequencies above 8 GHz, the results
tend to converge. Each window function has its own characteristics, and
specifically shapes the shape of the APDP.
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Figure 2.4: Reverberation times, calculated with different window functions over
500 MHz sub-bands.
48 Chapter 2
Figure 2.5 shows the resulting reverberation times for different Tx-Rx
links, calculated with the Hann window function, which was chosen for its
good frequency resolution and reduced spectral leakage.
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Figure 2.5: Reverberation times for different Tx-Rx links.
Figure 2.5 shows that the estimated reverberation times are comparable
over the UWB frequencies for the different Tx-Rx links. A Kruskal-Wallis
test confirms that the estimated reverberation times come from the same
distribution (p-value = 0.96, accepting the null hypothesis). This confirms
the RE theory for this measurement scenario, as the reverberation times are
nearly constant across the entire room at the different UWB frequencies.
Table 2.2 lists the reverberation times τr at the aforementioned 4 UWB
frequencies, namely at 3 GHz, 5 GHz, 7 GHz and 9 GHz.
τr at 3 GHz τr at 5 GHz τr at 7 GHz τr at 9 GHz
Tx-Rx #1 20.54 ns 19.11 ns 14.96 ns 12.22 ns
Tx-Rx #2 20.71 ns 19.32 ns 16.18 ns 12.06 ns
Tx-Rx #3 20.51 ns 19.49 ns 16.29 ns 12.36 ns
Table 2.2: Reverberation times as a function of UWB frequency.
Figures 2.4 and 2.5, together with Table 2.2, show that the reverbera-
tion time is dependent on the frequency at which we observe it. This was
confirmed by performing simple linear regression between the reverberation
times and the UWB frequencies, of which the sample correlation coefficient
was -0.96 for Tx-Rx link #1, -0.95 for Tx-Rx link #2, and -0.90 for Tx-
Rx link #3. All p-values associated with these correlation coefficients were
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 1× 10−6. Looking at Figure 2.2, this can be explained by the differences
in slopes of the APDP at different UWB frequencies. This is in agreement
with the RE theory, stating that reverberation times decrease with (UWB)
frequency, as the energy density in a room is inversely proportional to the
frequency of the electromagnetic waves. The values for the reverberation
time in this section are in good agreement with the values reported in [16],
which found the reverberation time to vary between 23.8 ns and 28.2 ns
at 2.3 GHz. Reverberation times between 16.7 ns and 18.4 ns were repor-
ted in [13] at 5.2 GHz. The differences with the values in this section can
be explained by the rather small dimensions of the laboratory room in our
measurement scenario.
2.2.4 Conclusions
This section presented an estimation of the reverberation time known from
the RE theory for UWB indoor communication, based on a wideband chan-
nel sounding measurement campaign with virtual arrays, ranging from 2 GHz
to 10 GHz. We found that the reverberation time depends on the applied
window function to shape the frequency-response measurements, and that
it is dependent on the observed frequency at which we evaluate it. The
reverberation times were found to decrease throughout the UWB frequency
band, ranging from 21 ns at the lower UWB frequencies around 3 GHz,
down to 12 ns at the higher UWB frequencies around 9 GHz.
2.3 Polarization dependency of SMC and DMC
2.3.1 Introduction
A polarimetric analysis of the DMC characteristics of the radio channel is
presented, based on a large measurement campaign in an industrial ware-
house. European channel modeling actions such as COST 2100 [17] and
COST IC1004 [18] have promoted the inclusion of DMC characteristics in
radio channel models, after following the observation that SMC alone is of-
ten insufficient to account for all multipath energy in a radio channel. Stu-
dies such as e.g., [19, 20] both analyzed SMC and DMC characteristics in an
industrial hall, and found them to have a certain polarization dependency.
In this section, polarimetric characteristics such as cross-polarization discri-
minations and DMC power ratios are analyzed as a function of transmitter-
receiver distance, based on a measurement campaign in a flower auction
warehouse, containing over 1507 distinctive measured receiver positions. As
such, the properties and distributions of these parameters can be analyzed
statistically.
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Over the recent years, innovations in wireless communication techno-
logies have increasingly gained popularity for industrial applications. The
term “Industry 4.0” summarizes the current trend of automation and data
exchange in manufacturing technologies, and contains a set of design prin-
ciples to achieve these goals such as interoperability, information transpa-
rency, technical assistance and decentralized decisions. Technologies such
as IEEE 802.11 (Wi-Fi), LoRa [21], and ZigBee [22] can offer intelligent wi-
reless solutions for communication, tracking, and localization in industrial
warehouses. These environments benefit immensely from the recent impro-
vements in automation, production and logistics, allowing for reduction in
manual labor for operators, and better and faster execution of industrial
processes.
The wireless communication network plays an important role in this pro-
cess. If such a network has dynamic information about the location of pro-
ducts and their storage places, it can optimally utilize resources such as time
and manpower, pushing the efficiency of these warehouses even further. To
stay competitive, industrial warehouses are constantly seeking sustainable,
low cost, energy efficient, and heterogeneously connected wireless solutions,
which the current technologies are unable to offer. For instance, a simple
Wi-Fi network relying on the IEEE 802.11 standard ensures a reliable com-
munication in indoor environments, but is unable to provide localization or
tracking of products. The aforementioned studies found the industrial envi-
ronment, typically containing a great deal of metallic equipment, to behave
very differently from many other indoor environments. This necessitates the
need to adopt a different approach to channel modeling in large industrial
environments.
2.3.2 Measurements
2.3.2.1 Measurement environment
The indoor propagation measurements were carried out in a flower auction
warehouse, namely Royal FloraHolland in the Netherlands. Figure 2.6
shows the measurement area, which has a width of 50 m and a length
of 50 m. The ground floor was made out of concrete, whilst the ceiling was
made out of a metallic structure with corrugated triangles in shape, of which
its height varied between 8 m and 10 m. On the sides of the measurement
area, there were three passages at a height of 5.6 m connecting different
sections of the warehouse (such as distribution zones, buffer zones for the
flowers, etc). The walls along the corridors were made out of concrete or
glass. In addition, several metallic tracks were laid out on the ground floor
for trolleys to be moved on, carrying the flowers. Other identifiable objects
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in this environment were pillars and metal handrails. All measurements
were carried out after the auction hours when the measurement environ-
ment was empty, and no trolleys or people were present. In total, seven
long trajectories were measured (denoted as track A, B . . . G), as indicated
in Figure 2.6. We measured a total number of 1507 different Tx-Rx posi-
tions along these tracks, of which the distances between Tx (fixed) and Rx
(moved along these tracks) varied between 10 m and 47 m.
(a) View of transmitter and tracks A and B
(b) View from transmitter to tracks A, B, C, D, E, F and G,
indicated by dotted lines
Figure 2.6: Measurement environment in the Royal FloraHolland flower auction
warehouse.
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2.3.2.2 Channel sounding procedure
Multidimensional frequency domain channel sounding measurements were
performed using a dedicated MIMO channel sounder MIMOSA, jointly de-
veloped by IEMN/TELICE, University of Lille 1 (France) and INTEC-
WAVES, Ghent University / imec (Belgium) [23]. MIMOSA enables real-
time parallel channel sounding, where the data from each transmitting an-
tenna is modulated simultaneously onto the carriers employing Interleaved
Frequency Division Multiple Access (IFDMA). This enables us to measure
the radio channel with an acquisition time of 350 µs. Whilst we employed
a channel sounding procedure using a VNA and virtual antenna arrays in
the previous section, the MIMOSA channel sounder allows for much faster
acquisition times. Without it, we could have never managed to measure the
large quantity of Tx-Rx positions that we did in this measurement cam-
paign. Using the MIMOSA channel sounder, we sampled the radio channel
transfer function in the frequency-, space- and polarization domains at a
center frequency of 1.35 GHz, with a total number of 819 sub-carriers, occu-
pying an 80 MHz bandwidth. A Uniform Circular Array (UCA) was used
both at the transmitter (Tx) and the receiver (Rx), schematically shown in
Figure 2.7.
Figure 2.7: Example of a UCA with N antennas and a given radius r.
Figure 2.7 shows that the UCA antenna array configuration consists of
placing N antennas on the circumference of a circle with radius r, with an
equal angular spacing between each antenna in the UCA circle and a chosen
reference-axis. As such, this configuration has a uniform angular resolution
capability, since the effective aperture does not change with azimuth angle.
The UCA in this section consists of N = 8 dual-polarized patch an-
tennas, mounted in a 45◦-slanted orientation with respect to the x-axis.
This allows us to measure both the diagonal (+45◦) and anti-diagonal (-
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45◦) radio channels, from which we can calculate the horizontally- (H) and
vertically (V) polarized radio channels between Tx and Rx by applying a
Jones transformation. Such a transformation allows us to recalculate the
polarization orientations into any reference system (in this case, from ±45◦
polarizations to H- and V polarizations). By doing so, we can measure the
16× 16 full polarimetric (HH, HV, VH and VV) radio channel between Tx
and Rx. The patch antennas were designed with CST Microwave Studio
software, of which their length and width of the ground plane was 103 mm,
and the dimension of the metallic patch was around 1.4 times smaller. To
obtain an 80 MHz band at 1.35 GHz, a 4-layer stacked configuration was
chosen with a thickness per layer of 2.5 mm, having a permittivity of 1.96.
Thin adhesive layers were placed between these layers. This leads to a to-
tal thickness of 10.4 mm. The polarization purity was larger than 25 dB
across the whole frequency band. As can be seen from Figure 2.6(a), the
Tx antenna array was placed on the first floor, mounted at a height of 6 m,
whilst the Rx antenna array was placed on the ground floor, mounted at a
height of 2 m. The transmit power was set to 14 dBm.
2.3.3 Channel model
2.3.3.1 Polarimetric SMC and DMC model
We know from Chapter 1 that the radio channel can be seen as a combina-
tion of SMC, DMC and noise. In this section, we will adjust the channel
model in Section 1.3, to enable an analysis of its polarization-dependency.
As such, the polarimetric measured radio channel can be expressed with
the complex gain vectors hXY ∈ CNTNRNf×1, in which the subscripts X
and Y denote the polarization of Tx and Rx, respectively. Both X and Y
are either H- or V-polarized. The complex gain hXY can be denoted as
a summation over the SMC sXY , the DMC dXY , and the noise nXY as
follows:
hXY = sXY (θs,XY ) + dXY (θd,XY ) + nXY
(
σ2XY
)
. (2.6)
In this section, we will assume that the covariance matrix of the RSC part of
the radio channel R(θd, σ
2) is equal to RF (θd,F ) +σ
2IN , i.e., uncorrelated
in the spatial domains at both Tx and Rx. This implies that the DMC have
a uniform power in the spatial domain (also called the angular domain),
such that RA(θd,A) can be represented with an identity matrix. It should
be noted that works such as [24] or [25] propose to model the DMC in the
spatial domain as clusters around the SMC. In Chapter 5, we will investigate
the topic of angular DMC modeling. Under this assumption,
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2.3.3.2 RiMAX multipath estimator
We used the RiMAX multipath estimation framework [26] outlined in Section 1.4
to obtain the ML estimates of θˆs,XY , θˆd,XY , and σˆ
2
XY from the multidi-
mensional channel sounding measurements. In the implementation of the
RiMAX framework, we accounted for the Effective Aperture Distribution
Function (EADF) framework detailed in [27], which compensates for the
influence of the Tx and Rx radiation patterns during the estimation of the
multipath parameters.
2.3.4 Results
2.3.4.1 Estimated SMC and DMC power spectra
Figure 2.8 shows an example of a measured APDP, together with the RiMAX-
estimated SMC and the DMC power spectrum.
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Figure 2.8: APDP of the different polarizations for the measured channel (black),
as well as the estimated SMC (pink) and the DMC power spectra (red,
fitted according to Eq. (1.7) in green) for track D, measurement posi-
tion 1 (most right position of track D in Figure 2.6(b)). The corre-
sponding Tx-Rx distance was 26.4 m.
Figure 2.8 shows that all significant propagation paths (the SMC) are
very well detected from the measured APDP by the RiMAX algorithm.
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We can also observe that the remaining DMC spectrum has an exponential
power decay over time-delay, as was assumed in Eq. (1.7). In Figure 2.8,
the exponential decay was depicted in a dB scale, such that it corresponds
with a linear decay. We also analyzed how much power in the measured
radio channel was attributable to which polarization, of which the results
are listed in Table 2.3.
HH HV VH VV
PXY∑
X,Y∈{H,V }
PXY
µ 17% 11% 12% 61%
σ 3% 3% 3% 6%
Table 2.3: Relative power of each polarization sub-channel (HH, HV, VH and VV)
present in the measured power. µ represents the mean values, σ repre-
sents the standard deviation. Results obtained from 1507 Tx-Rx mea-
surements.
Table 2.3 shows that the VV-polarization accounts for up to 60 % of
the measured power, and that both co-polarizations (HH and VV) repre-
sent 80 % of the measured power, whilst the cross-polarizations (HV and
VH) only represent 20 % of the measured power. No significant impact of
the Tx-Rx distance on the relative polarimetric power was found. This was
proven by performing simple linear regression between the relative power of
each polarization sub-channel and the Tx-Rx distances, of which the sam-
ple correlation coefficients ranged between -0.14 and -0.05 for the different
polarizations.
2.3.4.2 Cross-polarization discrimination
In this section, we analyze among others the Cross-Polar Discrimination
(XPD). The XPD is a qualitative metric to characterize the amount of de-
polarization that has occurred in the radio channel between Tx and Rx.
More precisely, it defines the proportion of the transmitted power of a po-
larization (H or V) that is maintained in that polarization at the receiver
end. Due to propagation mechanisms such as reflection and diffraction in
the radio channel, ellipticity will occur to the polarization of the trans-
mitted signal, resulting in so-called de-polarization. At the receiver, the
incident signal will be a combination of the transmitted polarized waves
(e.g., H), and de-polarized waves (in this case, V), resulting in a mixture of
both H- and V-polarized waves. The XPD is the ratio between the power
maintained in the transmitted polarization (total co-polarized received po-
wer) to the power leaked into the other polarization (total cross-polarized
received power). Eq. (2.7) and Eq. (2.8) denote the XPD for the H- and
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V-polarizations, respectively:
XPDH |dB = 10 log10

∑
τ
PHH(τ)∑
τ
PHV (τ)
 , (2.7)
XPDV |dB = 10 log10

∑
τ
PV V (τ)∑
τ
PV H(τ)
 . (2.8)
The characterization of the amount of de-polarization is a very important
metric to take into account in the design of wireless communication systems,
since de-polarization can significantly degrade its performance, resulting in
lower data rates and wasted radio spectrum. Higher XPD values denote
less de-polarization, indicating that a large portion of the transmitted po-
larization is maintained in that polarization at the receiver, which is thus
evidently preferred in communication systems. Figure 2.9 shows the Cu-
mulative Distribution Function (CDF) of the XPD values for the H- and
V-polarization of the measured radio channel, as well as of the SMC and
the DMC power spectra. No significant impact of the Tx-Rx distance on
the XPD values was found. This was proven by performing simple linear
regression between the XPD values and the Tx-Rx distances, of which the
sample correlation coefficients ranged between -0.14 and -0.01 for the diffe-
rent polarizations.
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Figure 2.9: CDF of the XPD values (in dB) of the measured channel, as well as
of the SMC and the DMC power spectra of the radio channel. Full
lines indicate measured values, dotted lines represent their fit with a
normal distribution.
Figure 2.9 shows that we can model the XPD values (in dB) of the mea-
sured channel and the SMC and the DMC parts of the radio channel fairly
well with a normal distribution (such that their non-logarithmized values are
log-normally distributed). Table 2.4 lists the main results of this analysis,
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in which p10, p50 and p90 denote the 10-th percentile, the 50-th percentile
(median), and the 90-th percentile of the XPD values, respectively.
Measured SMC DMC
H V H V H V
XPD (dB)
p10 -0.41 5.55 -1.27 4.98 -0.61 5.03
p50 2.08 7.72 3.01 8.57 0.40 5.97
p90 4.03 9.45 6.50 11.65 1.55 6.95
Table 2.4: XPD values of the measured channel, as well as of the SMC and the
DMC power spectra of the radio channel. H denotes the XPDH value,
whilst V denotes the XPDV value. Results obtained from 1507 Tx-Rx
measurements.
Figure 2.9 and Table 2.4 show that the V-polarized transmitted waves
maintain about 5 dB to 6 dB more of their power when incident at the
receiver, compared to the H-polarized transmitted waves. This means that
the radio channel will depolarize the H-polarized waves more than the V-
polarized waves. Furthermore, the XPDH values of the DMC part of the
radio channel are close to zero, indicating that diffuse reflections will cause
the H-polarized transmitted waves to get de-polarized nearly entirely.
2.3.4.3 DMC power ratio
One of the aspects that we wanted to quantify in this section was the relative
power attributable to the DMC part of the measured radio channel in the
industrial warehouse. We can write this DMC power ratio as follows for
each combination of polarizations XY :
pDMC,XY =
∑
τ
PDMC,XY (τ)∑
τ
P(SMC+DMC),XY (τ)
. (2.9)
We found a weak correlation between DMC power ratio and Tx-Rx distance,
was proven by performing simple linear regression, of which the sample
correlation coefficient was about 0.15 for the cross-polarizations, and 0.20
for the co-polarizations. Similar conclusions were found in [20], which also
reports a strong dependence of the DMC power ratio with polarization, but
not with Tx-Rx distance. Figure 2.10 shows the CDF of the DMC power
ratio for each combination of polarizations XY :
A Wilcoxon rank-sum test confirmed that there is a group effect on
both the cross-polarized DMC power ratios at the 5 % significance level,
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Figure 2.10: CDF of the DMC power ratio for HH, HV, VH and VV polarizations.
Full lines indicate measured values, dotted lines represent their fit
with an inverse Gaussian distribution.
and also on both the co-polarized DMC power ratios (p-values of 0.95 and
0.19, respectively). However, a Kruskal-Wallis test confirmed that cross-
and co-polarized DMC power ratios come from a different distribution (p-
value  0.01), which is also apparent from Figure 2.10. This observation
was also reported in [20].
Table 2.5 summarizes the results of this analysis, in which p10, p50 and
p90 denote the 10-th percentile, the 50-th percentile (median), and the 90-th
percentile of the DMC power ratios, respectively.
HH HV VH VV
PDMC
P(SMC+DMC)
p10 18% 30% 29% 19%
p50 33% 47% 48% 32%
p90 65% 78% 80% 59%
Table 2.5: DMC power ratio of the full polarimetric channel (HH, HV, VH and
VV). Results obtained from 1507 Tx-Rx measurements.
Table 2.5 shows that there is about 10 % to 20 % more power in the
DMC part of the cross-polarizations than in those of the co-polarizations.
This can be explained by the fact that the power in the cross-polarizations
is dominated by scattered paths, which suffer heavily from de-polarization.
Meanwhile, the power in the co-polarizations is mainly dominated by the
direct path between Tx and Rx, which does not undergo de-polarization
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since Tx and Rx are in line-of-sight.
The DMC power ratios ranged between about 15 % and 80 %, which is
higher than the reported values of 23 % to 38 % in [19] at 3 GHz in an indus-
trial environment. This can be explained by the fact that there is inherently
more diffuse scattering at 1.35 GHz than for higher frequencies [28], since
the surfaces on which the propagation paths reflect are electrically smaller,
and are thus perceived as more rough, resulting in more diffuse scattering.
2.3.4.4 DMC reverberation time
Figure 2.11 shows the DMC reverberation time as a function of Tx-Rx
distance for each combination of polarizations XY . In Eq. (1.7), τr,XY
regulates the slope of the exponential decay in the PDP of the DMC, which
corresponds with a linear decay in a dB scale.
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Figure 2.11: DMC reverberation time as a function of Tx-Rx distance for HH,
HV, VH and VV polarizations.
Figure 2.11 shows a dependency between the reverberation times and
Tx-Rx distances, of which the values for the reverberation time ranged from
80 ns for Tx-Rx distances around 10 m, up to 130 ns for Tx-Rx distances
up to 45 m. This dependency was supported by performing simple linear
regression, of which the sample correlation coefficients were 0.41 for HH,
0.32 for HV, 0.44 for VH (p-values less than 1 × 10−35). However, for the
VV-polarization, this coefficient was only 0.05 with a p-value of 0.06. This
implies that only the VV-polarization is subject to the theory of RE. A
Wilcoxon rank-sum test confirmed that there is a group effect on both the
cross-polarized DMC reverberation times at the 5 % significance level, but
rejects this group effect on both the co-polarized DMC reverberation times
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(p-values of 0.45 and 0.0006, respectively).
2.3.5 Conclusions
A polarimetric analysis of the SMC and DMC in a large industrial warehouse
is presented, based on a MIMO channel sounding measurement campaign
at 1.35 GHz with 1507 distinct positions of the receiver. Based on the
results of the cross-polar discrimination values, and looking at the relative
power ratio of the DMC, we highlight the fact that DMC has a significant
effect on the total power in the radio channel in industrial warehouses,
representing up to 80 % of the measured power at the observed frequency.
We also found a clear distinction between H- and V-polarized waves on the
DMC characteristics, both on their tendency to de-polarize, as well as their
influence on the total power in the radio channel.
2.4 Validity and frequency range of the DMC
2.4.1 Introduction
A wideband analysis of the SMC and DMC characteristics at 94 GHz is
presented. Due to the high frequency at which the measurement campaign
was performed, which causes most interactions of the electromagnetic waves
with the environment to predominantly reflect specularly, we adopted a
visual detection approach to estimate the SMC and DMC part of the radio
channel. This approach is based on the method described in [29], but used in
this section for the processing of wideband measurement data in the 94 GHz
band. By estimating the diffuse spectrum from the measurement data, we
are able to present the behavior of the reverberation time at 94 GHz. Since
the RE theory has never been evaluated for this frequency band before, we
will analyze whether it is valid in the considered environment.
Over recent years, the W-band of the electromagnetic spectrum, ranging
from 75 GHz to 110 GHz, has received considerable attention with the conti-
nuously expanding demand for higher data rates. The increasing amount of
mobile devices in this modern age necessitates the optimal use of the vacant
parts in the available spectrum, especially those which employ a wide fre-
quency range. Since the lower frequency bands below 6 GHz are becoming
heavily-utilized, new and unused frequency bands are being investigated.
The W-band offers a license-free part of the spectrum to overcome these
issues, and is primarily used for satellite communications, millimeter-wave
radar, and tracking applications for body-centric and short-range distances.
In 2003, the Federal Communications Commission (FCC) ruled that the
frequency spectrum from 92 GHz to 95 GHz in the W-band was to be made
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available for high-density fixed wireless services, boosting scientific research
around this topic. A beneficial aspect about this high frequency, which
makes it interesting for millimeter-wave body-centric systems, is the ability
of the electromagnetic waves to penetrate optically opaque materials, such
as dust, fog and clothing, and reflect off skin [30]. This makes millimeter-
wave imaging systems at this frequency ideal for security scanners, collision
avoidance systems [31], and localization frameworks.
Presently, only very few studies aim to investigate the indoor propaga-
tion characteristics of this frequency band, of which the first narrow- and
wideband results can be found in [32] and [33], respectively. In [34], wide-
band measurement results are presented over the entire W-band, but are
limited to a distance of less than 0.5 m. Therefore, this section aims to
overcome these gaps in the literature by presenting wideband propagation
characteristics of the 94 GHz band in an indoor environment, with distances
between transmitter and receiver up to 6 m.
2.4.2 Measurements
2.4.2.1 Measurement environment
The channel sounding measurements were carried out in a laboratory of the
Technical University of Cartagena, Spain. In Figure 2.12, the measurement
scenario is depicted, in which one fixed position represents the receiver (mar-
ked as ULA1x5), whilst the transmitter occupied 15 uniformly distributed
positions across this room, marked 1 to 15.
Figures 2.12(b) and 2.12(c) show the laboratory in two panoramic pho-
tos, each showing one side of the room. The size of the laboratory is approx-
imately 8 m×4.8 m×3.5 m (see Figure 2.12(a)), and is furnished with several
cupboards, chairs, and tables on which numerous computers and electronic
devices stand. The walls are typical interior walls made of plasterboard,
whilst the floor and ceiling are made of concrete.
2.4.2.2 Channel sounding procedure
A VNA of type R&S ZVA67 (same as in Section 2.2) was used to measure
the complex gain in the indoor millimeter-wave (mmW) radio channel ran-
ging from 92.5 GHz to 95.5 GHz, representing the so called 94 GHz band.
Since the absolute bandwidth exceeds 500 MHz, this is considered to be a
wideband scenario according to the FCC [2]. Both at the Tx and the Rx,
vertically polarized omni-directional antennas were used, manufactured by
Mi-Wave (WR-10). They operate at a center frequency of 94 GHz with
a 3 GHz bandwidth, and a typical nominal Voltage Standing Wave Ratio
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(a) Schematic representation
(b) Photo 1: center of the room, looking towards the left in Figure 2.12(a)
(c) Photo 2: center of the room, looking towards the right in Figure 2.12(a)
Figure 2.12: Measurement scenario and -environment.
(VSWR) of 1.5:1. They feature 2 dB gain and 30◦ beamwidth in the eleva-
tion plane, having omni-directionality in the horizontal plane. The antenna
pattern measured from 0◦ to 350◦ with a step of 10◦ resulted in a difference
of at minimum -1.2 dBc and maximum +1.6 dBc (decibels relative to the
carrier (dBc) is used to express the relative level of noise or sideband power
compared with the carrier power). The Tx was mounted at a height of
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0.89 m, whilst the Rx was mounted at a height of 0.78 m. The configura-
tion of the VNA is summarized in Table 2.6. The near field (Fraunhofer)
distance for the considered scenario (specific antenna and frequency band
considered) was found to be 3.98 mm.
Parameter Value
Frequency band 92.5 GHz - 95.5 GHz
Bandwidth 3 GHz
Intermediate frequency 10 Hz
Number of frequency points 1024
Frequency separation 2.932 MHz
Table 2.6: Settings of the VNA channel sounding procedure.
At both ends of the measurement system, a virtual antenna array was
created by an automated positioning system on which the antennas were
mounted. The resulting virtual MIMO measurement system consisted of a
URA at Tx and a ULA at Rx. For the URA at Tx, the antenna was moved
over a 6× 6 uniform rectangular grid with 1.4 mm spacing (corresponding
with 0.44 λ at 94 GHz) along the x- and y-axis. For the ULA at Rx,
5 elements were equally spaced with 1 mm spacing (corresponding with
0.31 λ at 94 GHz) along the y-axis. The VNA then measured the complex
gain between each combination of Tx- and Rx antennas in the virtual array,
thus measuring the VV-polarized radio channel. By sampling the 94 GHz
band over Nf = 1024 uniformly spaced frequency points between 92.5 GHz
and 95.5 GHz, we were able to obtain a maximum measurable time-delay
τmax of 341 ns with a time-delay bin width ∆τ of 0.33 ns.
In our measurement setup, we obtained a dynamic range (i.e., the dif-
ference between the maximum- and minimum signal strength) of 45 dB for
the closest measurement positions at 1.5 m, and 35 dB for the ones further
away at 5.5 m. All frequency-swept measurements with virtual arrays were
carried out in static radio channel conditions.
2.4.3 Evaluation
2.4.3.1 Frequency stationarity
Prior to the processing of the measurement data in the 3 GHz band at
94 GHz, we will first check the US assumption which is often assumed for
the modeling of wireless channels. To evaluate the US assumption in the
aforementioned 3 GHz band at 94 GHz, we will apply the procedure explai-
64 Chapter 2
ned in [35]. Here, a test is presented that defines a frequency stationarity
region (or stationarity bandwidth) in which the US assumption holds. This
test is based on the definition of a Minimum Stationarity Region (MSR),
which is a PSD in the frequency domain in which the US property locally
holds. Subsequently, the test measures how many neighboring MSRs can
be formed, of which their adjacent overlap in the frequency domain exceeds
a certain threshold. The total number of neighboring MSRs which exceed
this threshold thus form a frequency stationarity region, corresponding with
a certain number of frequency samples (and thus a certain bandwidth).
We analyzed the stationarity bandwidths for the different measurement
positions (sorted by Tx-Rx distance) as a function of the applied threshold
values, for a MSR of 375 MHz (corresponding with 128 frequency samples)
in which the US property locally holds. Choosing a smaller value for the
MSR would deteriorate its resolution. The results of this analysis can be
found in Figure 2.13.
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Figure 2.13: Stationarity bandwidth as a function of Tx-Rx distance.
Figure 2.13 shows that with a strong threshold value of 0.95 [35], cer-
tain measurement positions only have a stationarity bandwidth of about
500 MHz to 750 MHz, whilst for other measurement positions, the US as-
sumption holds for the entire 3 GHz band. Taking these results into account,
we choose to analyze the 3 GHz band as a whole ([92.50 GHz−95.50 GHz]),
and compare it to the analysis of dividing this band into 4 sub-bands of
750 MHz. In each sub-band, we have 256 frequency samples, reducing the
time-delay bin width from ∆τ |total = 0.33 ns to ∆τ |sub = 1.33 ns, whilst
the maximum time-delay τ |max stays 341 ns. We will use the following
abbreviations to refer to each frequency band:
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total band: 92.50 GHz−95.50 GHz
sub-band A: 92.50 GHz−93.25 GHz
sub-band B: 93.25 GHz−94.00 GHz
sub-band C: 94.00 GHz−94.75 GHz
sub-band D: 94.75 GHz−95.50 GHz
2.4.3.2 Power Delay Profiles
The APDPs in this section were obtained in the same manner as described
in Section 2.2.3.1. Since we want to analyze that part of the radio channel
which is unaffected by noise, we will limit our search for propagation paths to
that part of the APDP above a certain noise threshold Pth. First, we have to
find a value for the noise floor Pnoise itself, which we calculated as being the
median value of the APDP PMeas between the time-delays τn0 = 200 ns and
τmax = 341 ns, which (after visual inspection) corresponded to those time-
delays when all multipath components had been significantly attenuated,
so that only the sum of all noise sources remains. After that, an additional
margin of 3 dB was taken into account, to stay clear of the noisy part of
the APDP. As such, we can write the following for the noise threshold Pth
(expressed in dB):
Pth|dB = Pnoise|dB + 3 dB. (2.10)
As we will later show in Figure 2.14, this methodology leads to the extraction
of propagation paths in the relevant part of the APDP.
2.4.3.3 Propagation path detection
In this section, a propagation path is defined as a distinguishable peak at
a certain time-delay bin in the APDP, assuming to be originating from a
strong path between transmitter and receiver. It should be noted that more
than one propagation path could physically arrive in a certain time-delay
bin. However, since the number of detected paths is not of importance for
this section, but rather the power they represent, it makes no difference if
this power originates from a single path or from multiple paths.
The method described here is a customized version of the one in [29],
in which the search for propagation paths was done by finding the local
maxima in the APDP. More particularly, a propagation path can be detected
by comparing the power of the APDP PMeas in each time-delay bin n with
a threshold function T (n), which can be defined mathematically as follows:
T (n) =

∆
n+ ∆−12∑
n−∆−12
PMeas(n). (2.11)
66 Chapter 2
The function T (n) calculates the local average value of the APDP in a region
of ∆ time-delay bins around each time-delay bin n, and adds an offset value
 of 3 dB to only detect those paths significantly above the local average
in the APDP, and to disregard noise or strong diffuse multipath. As such,
the propagation paths are then located in those bins n of the APDP which
have a power greater than the threshold value T (n). A path l can thus
be defined by a value for the time-delay τl and its corresponding power Pl
in the APDP. Furthermore, τl is the time-delay of the n
th
l time-delay bin,
which can be calculated as follows:
τl = nl ∆τ. (2.12)
The path detection algorithm can thus be described as follows:
Input : PMeas, ∆set = {17, 9, 5, 3}, pathstotal ← {∅}
Output: PSMC , PDMC
1 PDMC ← PMeas foreach ∆i ∈ ∆set do
2 repeat
3 paths← {∅} for n← 1 + ∆i−12 to Nf − ∆i−12 do
4 calculate T (n) with PDMC(n) from Eq. (2.11) if PDMC(n) >
T (n) then
5 τl ← n×∆τ ; // path delay
6 Pl ← PDMC(n) ; // path power
7 paths← paths + {τl, Pl}
8 pathstotal ← pathstotal + paths for n← 1 to Nf do
9 calculate PSMC(n) with paths from Eq. (2.13) PDMC(n) ←
PDMC(n)− PSMC(n)
10 foreach path l ∈ paths do
11 Pcomp(nl)← ∆ T (nl)−Pl PDMC(nl)← PDMC(nl) +Pcomp(nl)
12 until paths is empty ;
13 for n← 1 to Nf do
14 calculate PSMC(n) with pathstotal from Eq. (2.13)
15 return PSMC , PDMC
Algorithm 1: Detection of propagation paths
When a number of paths L has been detected (= size(paths)), we can
construct an APDP originating from these L paths in the nth time-delay
bin as follows [29]:
PSMC(n) =
L∑
l=1
Pl
{
sinc
(
τn − τl
∆τ
)}2
, (2.13)
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in which Pl and τl are the power and time-delay of a detected path l, re-
spectively. Furthermore, τn is the time-delay of the n
th time-delay bin,
which is equal to n×∆τ .
Line 11 in Algorithm 1 calculates the average power around each time-
delay bin nl in the APDP based on the threshold function T (n), from which
we subtract the power of the detected peak Pl. This ‘compensated’ power
Pcomp(nl) is then added to PDMC(nl) in line 11 to compensate for the
removal of the detected peak Pl, and to get a PDP with a comparable
power in nl to its adjacent delay bins, in which no specular paths were
detected.
As we can see from Algorithm 1, we will iterate over ∆ values of 17, 9, 5,
and 3 time-delay bins over which the threshold function T (n) is calculated,
corresponding with a spatial length of 1.6, 0.8, 0.4, and 0.2 m, respectively.
This was done to ensure the detection of several closely spaced SMC, of
which their power could become merged throughout the time-delay domain,
complicating their detection. The fact that we repeat the search for new
paths for the same value of ∆ was done to possibly detect new paths that
were previously obscured by adjacent (stronger) paths.
It is straightforward to extend this algorithm for the detection of SMC
in each sub-band. We will take into account that SMC should be found in
the same time-delay bin over different sub-bands. However, the position of a
peak in the APDP could be detected in an adjacent time-delay bin between
e.g., the first and fourth sub-band, originating from spectral leakage. To
overcome this issue, we took a margin of one time-delay bin into account
when comparing the bins of the detected paths throughout the different
sub-bands.
2.4.3.4 Diffuse spectrum modeling
The model for the diffuse spectrum and noise PDMC(τ) in Eq. (2.14) is
based on the observation that the APDP has a base time-delay τd rela-
ted to the distance between the transmitter and receiver, together with an
exponential decay over time-delay caused by multiple reflections and scatte-
ring, indicated by a time constant τr, the reverberation time. Note that we
compute a separate diffuse spectrum in each sub-band, after which we will
compare the parameters describing them. Further discussion of this model
can be found in [26] and [36].
PDMC(τ) =
{
α1 e
(
− τ−τdτr
)
+ α0, if τ > τd
α0, otherwise.
(2.14)
In Eq. (2.14), α1, τd, τr and α0 are four parameters which fully describe
the diffuse spectrum. The value for τd corresponds to the onset time (the
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base delay) of the diffuse spectrum PDMC , and was taken as the time-delay
bin corresponding with the strongest power in PDMC , whilst the value for
the Gaussian white noise α0 was taken as the noise level of this spectrum,
computed as the median value of PDMC between the aforementioned time-
delays τn0 = 200 ns and τmax = 341 ns. The values for α1 and τr were
found after performing a linear regression of PDMC |dB between τd and the
time-delay when this diffuse power first dropped below the noise threshold
Pnoise|dB [37].
2.4.4 Results
2.4.4.1 Power Delay Profiles
Figure 2.14 presents an example of the measured APDP at 94 GHz for the
processing of the 3 GHz bandwidth, and the remaining diffuse spectrum
after removal of all detected SMC. It concerns an analysis of the 1st measu-
rement position (denoted as Tx-Rx link #1). In Figure 2.14, the exponential
DMC model fit according to Eq. (2.14) is shown in green.
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Figure 2.14: Measured APDP for Tx-Rx link #1 for the total frequency band
(92.50 GHz−95.50 GHz), with the remaining diffuse spectrum af-
ter removal of all SMC (red), and the exponential fit of the diffuse
spectrum (green).
Figure 2.14 shows that all relevant SMC are reasonably well detected
from the measured APDP by our path detection method. This figure also
shows that the remaining diffuse spectrum has an exponential power decay
over time-delay, as proposed in Eq. (2.14), which corresponds to a linear
power decay in a dB scale, as depicted in Figure 2.14.
Figure 2.15 presents an example of the APDP at the same measurement
position, but processed in sub-bands of 750 MHz.
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(a) sub-band A: 92.50 GHz−93.25 GHz
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(b) sub-band B: 93.25 GHz−94.00 GHz
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(c) sub-band C: 94.00 GHz−94.75 GHz
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(d) sub-band D: 94.75 GHz−95.50 GHz
Figure 2.15: Measured APDP at 94 GHz in different 750 MHz frequency sub-
bands, with the remaining diffuse spectrum after removal of all spe-
cular components, and the exponential fit of the diffuse spectrum for
Tx-Rx link #1.
Figure 2.15 shows that the reduced bandwidth in the sub-bands causes a
local spreading of the sampled frequency components. However, the overall
shape of the diffuse spectrum in the sub-bands is very comparable to the
one obtained after processing the 3 GHz band as a whole.
2.4.4.2 Specular power ratios
By comparing the power of the measured APDP PMeas with the power
attributable to specular propagation paths PSMC , we can analyze how much
power in the channel originates from these specular propagation paths, and
how much can be attributed to diffuse powers. Therefore, we define pr as
the power ratio of the power in PSMC and the measured power PMeas as
follows:
pr =
Nf∑
n=1
PSMC(n)
Nf∑
n=1
PMeas(n)
. (2.15)
Figure 2.16 shows the power ratio pr of the power PSMC originating from the
reconstruction of the detected propagation paths, and the total measured
70 Chapter 2
power PMeas in the channel, both for the total measured 3 GHz band, as in
the different sub-bands.
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Figure 2.16: Ratio pr of the power of the propagation paths PSMC and the mea-
sured power PMeas.
Figure 2.16 shows that the detected path powers are similar for the total
band and the various sub-bands. The small differences can be attributed
to the difficult detection of paths throughout the sub-bands, as the reduced
bandwidth (and hence larger time-delay bin width) causes adjacent distinct
paths to possibly become merged in a single time-delay bin. However, the
detection of these time-delay bins will also result in the detection of their
merged powers. This effect explains the minor differences between the re-
sults for the total band and the sub-bands. It should be noted that Tx-Rx
#14, corresponding with a Tx-Rx distance of 2.33 m, results in a low spe-
cular power ratio pr, equal to 0.29. No clear reasoning could be formulated
as to why this position caused these high diffuse powers.
Figure 2.16 shows that the SMC powers dominate the diffuse powers
for small Tx-Rx distances, representing 95% to 98% of the measured power.
This effect becomes less noticeable at larger Tx-Rx distances over 5 m, where
the SMC (and especially the direct path between Tx and Rx) becomes less
pronounced compared to the diffuse powers, and the power ratio pr reduces
from 95% to around 80%. The power of the direct path compared to the
total measured power varies between 80% for the lower Tx-Rx distances
to about 60% for the higher Tx-Rx distances. We thus found that the
power of the SMC at 94 GHz dominates those of the diffuse components,
as they represent up to 80% and more of the total power in the channel.
Therefore, it is inadvisable to model indoor radio channels at this frequency
solely based on the statistics of their diffuse components, which was an idea
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suggested in the RE theory [12], postulated at lower frequencies than in this
measurement campaign.
2.4.4.3 Path loss
We can approximate the path loss in the channel Lmeas as follows:
Lmeas = −10 log10
(
1
pr
L∑
l=1
Pl
GTR
)
, (2.16)
in which the factor 1pr takes the proportion of power attributable to DMC
into account [38]. In addition, GTR denotes the combined gain of the Tx and
Rx antenna in our measurement scenario. It should be noted that the path
loss according to this metric is influenced by the amount of SMC estimated
from the measurement data. However, we noticed that the predominantly
strongest SMC account for most of the path loss in the channel. Figure 2.17
shows the resulting path loss according to Eq. (2.16).
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Figure 2.17: Measured path loss for different frequency bands. The black line re-
presents the total 3 GHz band, the colored lines represent the path loss
in each of the four sub-bands ranging from 92.50 GHz to 95.50 GHz.
From this measured path loss Lmeas, we constructed a path loss model
Lf as follows:
Lf |dB = Lf,0|dB + 10nf log10
(
d
d0
)
+X, (2.17)
in which the intercept point Lf,0 is the path loss at an arbitrary reference
distance d0 (which was 1 m in this work), and for the frequency band deno-
ted by f . Moreover, the variable nf denotes the path loss exponent in this
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frequency band, and X represents the fading in general. In case of small-
scale fading (fast fading), this quantity will follow a Gaussian distribution.
In case of large-scale fading (slow fading), this quantity will follow a Ray-
leigh or a Ricean distribution. All variables for this one-slope model were
obtained by linear regression, and are summarized in Table 2.7 together
with an F-test to evaluate the proposed model. The F-test is used to test if
a group of variables are jointly significant. In this work, it is used to decide
whether the parameters Lf,0 and nf have added value in the proposed mo-
del. The F-statistic value itself is the ratio between the explained variance
and the unexplained variance, after applying the proposed model to the
data. The higher this value, the better the proposed model represents the
data which it tries to fit. The p-value is then needed to decide on the joint
significance of all variables in this model. E.g., it could very well be that a
certain model explains a lot of the variance of the data that it tries to fit,
but one or more parameters in the model might be unnecessary. A p-value
< 0.05 indicates that the null hypothesis can be rejected, meaning that (in
this case) the proposed one-slope model is a better fit than an intercept-only
model, and that the coefficient nf , regulating the influence of the Tx-Rx
distance on the path loss, is a meaningful addition to the proposed model.
frequency band Lf,0 (dB) nf F-statistic p-value
total band 84.27 1.40 17.96 0.0009679
sub-band A 81.07 1.75 63.10 0.0000024
sub-band B 83.34 1.51 20.03 0.0006243
sub-band C 85.09 1.38 11.87 0.0043423
sub-band D 88.30 0.88 9.60 0.0084633
Table 2.7: Overview of the one-slope path loss parameters.
Table 2.7 shows that both the parameters Lf,0 and nf are a meaningful
addition to the proposed model, such that it is more meaningful to model
the path loss with a one-slope model than with an intercept-only model.
Moreover, the values of nf are all lower than 2, indicating a waveguide effect
of the electromagnetic waves at the observed frequency in the measured
environment.
2.4.4.4 Diffuse spectrum
The reverberation time was estimated from the APDP by performing a
regression analysis on the exponential power decay of the diffuse spectrum.
This regression was performed in a dB scale, such that we can perform a
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linear regression (of the linear power decay). The regression was carried
out between the mean power delay bin (the delay bin corresponding with
the mean power value), and the noise time-delay bin [37]. By taking the
mean power time-delay bin, we can reduce the influence of the strong direct
path. These are typically present earlier on in the time-delay domain in
the APDP, and might still be noticeable in the part that is regarded as the
diffuse spectrum. Figure 2.18 shows the reverberation time as a function
of Tx-Rx distance, both for the measured 3 GHz band, as in the different
sub-bands.
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Figure 2.18: Reverberation time for the total 3 GHz bandwidth (black line), as in
the different sub-bands (colored lines).
Figure 2.18 shows that the reverberation time is heavily dependent on
the distance between Tx and Rx. Decreasing reverberation times indicate
that the electromagnetic waves spread themselves faster through a room
for increasing Tx-Rx distances, thus increasing the power of the diffuse
spectrum. This was validated by calculating the correlation coefficient bet-
ween the Tx-Rx distances and the corresponding reverberation times, which
was -0.88 for the total 3 GHz frequency band with a corresponding p-value
of 1.2 × 10−5. Therefore, this section thus suggests that the RE theory is
not applicable at 94 GHz for this scenario. The necessary condition of a
rich scattering environment giving rise to a uniform distribution of power
throughout a room, was clearly not met in our scenario. This is in perfect
agreement with our results in Section 2.4.4.2. This is an important and inte-
resting observation, as in contrast, scientific papers in lower frequency bands
such as [36] or [37] found this theory to still be valid in the FCC-defined
UWB band, and might be the limit for the validity of this theory.
When performing a linear regression on the reverberation times as a
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function of transmitter-receiver distance d [m], we obtained that we can
model it for the entire band by the function τr = a + b × d, for which the
following values were obtained: τr = 15.38 − 1.33 × d [ns], with an F-test
statistic of 34.78 and a p-value of 5.3×10−5. Performing the linear regression
on the reverberation times again in the various sub-bands by shifting the
measured results using the intercept point a = 15.38 ns of this model, we
obtained the following frequency dependencies bf :
bf =

−1.40 nsm , sub-band A
−1.46 nsm , sub-band B
−1.51 nsm , sub-band C
−1.48 nsm , sub-band D.
(2.18)
The corresponding F-test statistics with these linear regressions were all
higher than 100 with p-values lower than 0.01, so we can state that the
reverberation time decreases with transmitter-receiver distance d, and with
increasing frequency.
2.4.4.5 RMS delay spread
To investigate how the detected propagation paths are spread out in time-
delay, we look at the behavior of the Root-Mean-Square (RMS) delay spread
τRMS, which is a metric to define the multipath dispersion of a radio channel.
This metric can be mathematically defined as follows:
τRMS =
√√√√√√√√
Nf∑
n=1
P (n) τ2n
Nf∑
n=1
P (n)
−

Nf∑
n=1
P (n) τn
Nf∑
n=1
P (n)

2
(2.19)
Figure 2.19 shows the RMS delay spread for the total measured channel, the
SMC part of the radio channel, and the diffuse DMC spectrum. Indicated
in this figure are the RMS delay spreads both for the measured 3 GHz
bandwidth, and in the different sub-bands.
Figure 2.19 shows that the RMS delay spread of both the measured
channel and the SMC seems to be nearly constant with Tx-Rx distance,
indicating that the detectable propagation paths do not become more spread
out with Tx-Rx distance. This was supported by performing simple linear
regression between the RMS delay spreads of these channels and the Tx-
Rx distances, of which the sample correlation coefficients were 0.03 with a
p-value of 0.90 for the measured channel, and -0.11 with a p-value of 0.69
for the SMC. As we could see from Figure 2.16, the power of the direct
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Figure 2.19: RMS delay spread of the measured channel, the SMC part of the
radio channel, and the diffuse spectrum (DMC). Indicated are both
the values for the total 3 GHz bandwidth, and the different sub-bands.
compared to the total measured power varies between 80% for the lower
Tx-Rx distances to about 60% for the higher Tx-Rx distances (with the
exception of Tx-Rx #14). This explains that the RMS delay spread will be
relatively constant as a function of Tx-Rx distance, since the direct path
is part of the SMC, and its dominant power will prevent other (reflected)
paths from weighing in more on the RMS delay spread. For Tx-Rx #14, the
relatively strong reflected paths form a more dispersive channel, resulting
in a higher RMS delay spread. The fact that the measured channel shows
the same behavior as the SMC can be supported by our previous claim that
the measured (thus SMC+DMC) channel is dominated by the contribution
of the SMC. No clear differences were found between the total 3 GHz band,
and the (median) results in the different sub-bands.
The RMS delay spread of the diffuse part of the channel is higher than
for the measured or the SMC part of the channel. The diffuse powers are
more spread out in time-delay for shorter distances, and are less spread out
with increasing distance. This was supported by calculating the correlation
coefficient between the RMS delay spread of the diffuse part of the channel
and the Tx-Rx distance, which was -0.85 with a p-value of 0.0001. This
can most likely be explained by taking the measurement environment into
account. When the Tx-Rx distance is low, the reflections arrive with relati-
vely more power, making them easier to detect as specular paths, explaining
why there is less DMC. When the Tx-Rx distance is high, and the Tx is
closer to the walls, this results in reflections at the receiver being closer to
each other in the time-delay domain. This makes them more difficult to
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detect, resulting in more DMC power. However, since these contributions
lie very close to each other, this results in less RMS delay spread.
2.4.4.6 Summary of measurement results
Table 2.8 summarizes our measurement results, conform with the parame-
ters outlined in [29]. The results in this section can thus be used to generate
channel models at 94 GHz in small indoor environments. It should be noted
that the parameter Pd|dB in this section corresponds to (α1 +α0)|dB in [29],
and that the parameter βd in [29] corresponds with the reverberation time
τr in this section. The parameters P0 and β0 correspond with the initial
path loss and a power decay factor, respectively, and σs is the standard
deviation of the small scale fading. All these parameters are ML estimates
of the log-likelihood function (12) in [29].
2.4.5 Conclusions
A method is presented which enables the estimation of both the SMC and
DMC from MIMO measurement data based on a visual path detection
technique. This method was applied in an indoor environment at 94 GHz
by performing a frequency-domain channel sounding procedure with vir-
tual arrays with a 3 GHz bandwidth. The path loss, RMS delay spreads
and SMC power ratios for both the total band and different sub-bands,
were analyzed as a function of Tx-Rx distance. Based on the diffuse DMC
spectrum, the behavior of the reverberation time was found to be heavily
dependent on the Tx-Rx distance, indicating that the necessary condition
of a rich scattering environment was not met. Therefore, this disproves the
RE theory at 94 GHz for this environment. This was also shown by inves-
tigating the SMC power ratios, which represented up to 80% and more of
the total power in the channel.
2.5 Overall conclusions
In this chapter, it was shown in Section 2.2 that the DMC characteristics
have a certain frequency-dependent behavior. A measurement campaign
ranging between 2 GHz and 10 GHz showed that the reverberation time
depends on the frequency at which we observe it, and the applied window
function. Next to that, Section 2.3 introduced the RiMAX algorithm, which
was used to estimate the polarimetric properties of the SMC and DMC
in an industrial environment based on a channel sounding measurement
campaign at 1.35 GHz. This section revealed that the contribution of DMC
to the measured power in the MIMO radio channel is quite significant at the
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observed frequency, representing up to 80% of the measured power. Next
to that, it highlighted the difference between H- and V-polarized waves
on the DMC characteristics. Finally, Section 2.4 presented a measurement
campaign at 94 GHz, which found that the reverberation time was heavily
dependent on transmitter-receiver distance at this frequency. As such, we
were able to show that the RE theory has its inherent limitations, and one
should be careful to check whether it is applicable. Moreover, the high
measured values of the SMC power ratios urges the need to apply caution
regarding the DMC assumption in stochastic channel models.
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P d (dB) βd (ns) P 0 (dB) β0 (ns) σs (dB)
Tx-Rx #15
(1.47 m)
-116.71 12.60 12.60 8.46 6.12
Tx-Rx #11
(1.96 m)
-114.33 14.46 14.46 10.41 5.02
Tx-Rx #12
(2.26 m)
-113.69 12.45 12.45 24.08 5.76
Tx-Rx #14
(2.33 m)
-113.16 12.05 12.05 9.00 3.23
Tx-Rx #13
(2.87 m)
-113.99 11.67 11.67 9.22 4.87
Tx-Rx #10
(2.90 m)
-113.81 10.23 10.23 14.13 4.96
Tx-Rx #8
(3.14 m)
-114.50 12.67 12.67 7.98 3.95
Tx-Rx #9
(3.59 m)
-115.47 11.34 11.34 13.89 4.33
Tx-Rx #7
(3.68 m)
-112.82 10.52 10.52 10.71 4.46
Tx-Rx #4
(3.92 m)
-115.64 9.32 9.32 12.47 5.35
Tx-Rx #5
(4.10 m)
-114.72 7.96 7.96 13.84 3.32
Tx-Rx #6
(4.39 m)
-116.47 9.24 9.24 7.15 3.87
Tx-Rx #3
(4.92 m)
-117.50 8.74 8.74 10.98 4.39
Tx-Rx #2
(5.15 m)
-115.78 9.34 9.34 20.21 3.77
Tx-Rx #1
(5.49 m)
-112.82 8.57 8.57 8.75 2.83
Table 2.8: Overview of the measurement results for the 92.50 GHz−95.50 band.
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Chapter 3
Extension of RiMAX for the
modeling of UWB radio
channels
3.1 Introduction
In the previous chapters, it was shown that the DMC have a certain frequency-
dependent behavior, such that we need to be careful about how we will
analyze its characteristics. Our study in the indoor environment ranging
between 2 GHz and 10 GHz revealed that the reverberation time depends
on the frequency at which we observe it, and the applied window function
to reduce the spectral leakage. Subsequently, our study in the industrial
environment at 1.35 GHz revealed that the contribution of DMC to the
total capacity of the MIMO radio channel is quite significant, as it can re-
present up to 80% of the measured power. This study also highlighted the
difference between H- and V-polarized waves on the DMC characteristics.
In addition, our study at 94 GHz indicated that the behavior of the rever-
beration time was found to be heavily dependent on transmitter-receiver
distance at higher frequencies, and that caution needs to be applied to the
frequency range in which we assume the validity of the DMC assumptions
in stochastic channel models.
In this chapter, we will present an extension of the high-resolution
RiMAX multipath estimation algorithm [1]. We will extend its narrow-
band channel model for the modeling of UWB radio channels, facilitating
the analysis of frequency-dependent SMC and DMC propagation parame-
ters throughout the UWB frequency band.
Since RiMAX is a narrowband algorithm, it does not account for the
frequency-dependency of the radio channel. As such, the impact of certain
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materials in the environment in which these systems operate can no longer
be considered constant with respect to frequency, preventing an accurate es-
timation of multipath parameters for UWB communication. To track both
the SMC and DMC over frequency, an extension to the RiMAX algorithm
is developed that can easily process UWB measurement data, and is named
UWB-RiMAX. The advantage of our approach is that geometrical propa-
gation parameters do not appear or disappear from one sub-band onto the
next. The UWB-RiMAX algorithm makes it possible to re-evaluate com-
mon radio channel parameters for DMC in the wideband scenario, and to
extend deterministic channel models comprised solely of SMC contributi-
ons towards more hybrid models including the stochastic contributions from
distributed diffuse scattering.
The structure of this chapter is as follows. Section 3.2 describes the
related work to our approach, whilst Section 3.3 explains the applied data
model. Section 3.4 covers the extension of the RiMAX multipath estimation
algorithm, and Section 3.5 describes the applied evaluation metrics. Next,
Sections 3.6 and 3.7 highlight both the simulation- and measurement results
of our proposed UWB-RiMAX algorithm. Finally, Section 3.8 summarizes
this chapter with some conclusions and ideas for future work.
3.2 Related work
In the last couple of years, the physical view of how the radio channel is
composed has undergone certain changes. The radio channel used to be
considered as a collection of SMC that have deterministic discrete locations
in the different radio channel dimensions (such as the spatial-, frequency-, or
time domain). These SMC are the propagation paths which are considered
to have a significant influence in the total received power, and are comprised
of the strongest specular reflections. As shown in the previous chapters, a
part of the radio channel is also stochastic, originating mainly from distribu-
ted diffuse scattering on electrically small objects. These contributions are
inherently more present at sub-20 GHz frequencies [2–5], and are collected
under the umbrella of DMC. The ideology behind them is to include all
radio channel energy that cannot be associated with the SMC, disregarding
whether they originate from reflections, diffractions, or other propagation
phenomena. This implies that certain (specular) multipath components,
from a physical point of view, can be regarded as being part of the DMC
process, due to the fact that they can not be reliably detected. This could
be e.g., due to the limited accuracy of the radio channel model used, a too
low SNR, or because they are close to other multipath components in the
time-delay or angular domains [6, 7].
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Several ray-tracing studies [8] and measurements [9, 10] have already
shown that SMC alone is not sufficient to describe the complicated inte-
ractions to which electromagnetic waves are exposed to in a real environ-
ment. This is especially true for high resolution parameter estimation in
the field of channel sounding, where the number of resolvable SMC is limi-
ted by the overall characteristics of the measurement system, the obtained
SNR, and the design of the multipath estimation algorithm [11]. This led
to the innovative introduction of DMC in the RiMAX multipath estimation
algorithm, to account for parts of the radio channel that cannot be resolved
as SMC. However, in contrast to standardized UWB channel models such
as [12], the inclusion of the DMC contributions in it are missing, which this
chapter aims to overcome.
In [13, 14], the UWB-SAGE algorithm was proposed, which is an exten-
sion to the SAGE estimation algorithm for UWB channel modeling. The
UWB-SAGE algorithm estimates a certain number of individual propaga-
tion paths from the measured data, and estimates the AoD, ToA and the
variation of the amplitude and phase for each path. UWB-SAGE is based
on the assumption that the UWB channel can be expressed as the super-
position of a certain number of sub-bands, in which the scattering loss and
the antenna directivity is sufficiently constant. However, this algorithm dis-
regards the influence of DMC on the channel transfer function. As such,
it is not an appropriate algorithm for channel parameter estimation in the
presence of strong DMC contributions. In this chapter, the ideology of the
UWB-SAGE algorithm will be incorporated in the DMC-inclusive RiMAX
algorithm.
The novelty of our approach is that the newly developed UWB-RiMAX
algorithm allows for the global (i.e., frequency-wise) estimation of multi-
path parameters throughout the UWB frequency band, whilst retaining the
assumption of DMC contributions to the radio channel. In contrast with
executing the RiMAX algorithm in multiple UWB sub-bands, the advan-
tage of our algorithm is that the AoD, AoA and ToA are kept constant
over the entire UWB bandwidth in the initialization procedure, ensuring
that geometrical propagation parameters do not appear or disappear from
one sub-band onto the next. This makes it possible to estimate the most
likely radio channel parameters for the SMC and DMC components in the
wideband scenario. Prior to the processing of our measurement data, we
will also investigate the US assumption, which is often assumed for the mo-
deling of wireless channels. The results of this analysis will indicate the
stationary that can be assumed in the modeling of radio channels in the
frequency domain.
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3.3 Channel model
3.3.1 Specular- and Dense Multipath Components
In Chapters 1, we have already discussed the conventional channel model
used in this work, comprised of the SMC, DMC, and noise contributions.
In this chapter, we will assume that the DMC is spatially white at the
transmit and receive side of the measurement system, meaning that they
have constant angular power densities. As such, we will model the DMC
propagation parameters θd only in the frequency domain, such that θd =
θd,F in this chapter. Under this assumption, the covariance matrix of the
RSC part of the radio channel R(θd, σ
2) is equal to RF (θd,F ) + σ
2IN . It
should be noted that recent works will assume the DMC to be spatially
correlated with the SMC. For example, [15] and [16] report a correlation
between the location of SMC and DMC in the angular domain. In [17],
the DMC in the angular domain is modeled as local clusters around the
SMC. In [18], [11] and [19], it is proposed to model the RSC in the angular
domain by using a unimodal von Mises distribution. In Chapter 5, we will
investigate the topic of angular DMC modeling, after which we will build
upon this idea of using a von Mises distribution to model the RSC in the
angular domain.
Based on the capability of the RiMAX algorithm to extract both pa-
rameter sets from the measurement data, the following structures for the
deterministic and stochastic arrays can be adopted:
θs =

ϕT
T
ϕR
T
τs
T
γs
T

T ← SMC angle of departure
← SMC angle of arrival
← SMC time-delay of arrival
← SMC complex amplitude.
(3.1)
In Eq. (3.1), ϕT , ϕR, τs and γs are P ×B matrices, where P is the num-
ber of SMCs extracted from the measurement data, and B is the number
of sub-bands in which the total UWB bandwidth is partitioned (in ana-
logy with the UWB-SAGE algorithm). In Section 3.4.2, we will explain
the frequency-dependency of the geometrical parameters of the propagation
paths. Each row in the aforementioned matrices contains the corresponding
specular parameter for each of the p ∈ P propagation paths (P = |P| in
total), and describes its frequency-dependent behavior in each of the b ∈ B
sub-bands (B = |B| in total). We note that the angular modeling is limi-
ted to that of the azimuthal plane. The extension of the data model to
the elevation domain is straightforward, where the AoD and AoA of the
SMC will have an extra elevation component, together with their azimuthal
component. We also consider a single snapshot of the radio channel, such
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that the covariance matrix R(θd) is not averaged over multiple snapshots.
Whilst the estimation results would be more reliable when using multiple
observations of the radio channel in a certain environment, we would then
have to impose a parametric model to handle the time-dependency of the
SMC, or assume them to be i.i.d. across the snapshots in time.
θd =

α1
τd
τr
α0

← DMC peak power
← DMC onset time
← DMC reverberation time
← noise power.
(3.2)
In Eq. (3.2), θd is a 4×B matrix containing the DMC parameters ([α1,βd, τd])
and the noise parameters (α0) for each sub-band b ∈ B. A discussion of
this model was given in Chapter 1.
The original data model of the RiMAX estimation algorithm follows the
assumption of narrowband signals (i.e., having a small enough fractional
bandwidth), hence stating that the SMC and DMC are Kronecker-separable
in the spatial- and frequency domains to keep the algorithm computatio-
nally viable [1]. Prior to the processing of the measurement data, we will
check if the US assumption holds (described in Section 3.7.1.3), which is
necessary to apply the Kronecker model. For a large MIMO configuration
in a given communication system, the dimensions of the covariance matrix
R(θd, σ
2) become too large to allow for a reliable estimation (with a size of
[NTNRNf × NTNRNf ]). This becomes a processing burden to accurately
model the interaction between transmitter and receiver, so that both ends of
a communication system need to be decoupled by applying the well-known
Kronecker model. We refer to [20] for a discussion of its applicability and
limitations.
In the Kronecker model, the covariance matrices at transmitter and re-
ceiver are assumed independent and separable, allowing the full covariance
matrix of the channel to be expressed as the Kronecker-product of several
smaller matrices. Thus, the covariance matrix R(θd) is assumed to have
the following structure [1]:
R(θd) = RT ⊗RR ⊗Rf + σ2IN , (3.3)
in which RT ∈ CNT×NT and RR ∈ CNR×NR are the covariance matrices at
the transmitter and receiver respectively, describing the spatial distribution
of the DMC at both ends, whereas Rf ∈ CNf×Nf is the covariance matrix
in the frequency domain. The term σ2IN denotes the amount of complex
additive white Gaussian measurement noise, which contributes to the sto-
chastic part of the data model, but is strictly speaking not associated with
the diffuse scattering. The matrix IN denotes an identity matrix of size N .
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3.3.2 Modeling propagation paths
In this extension of the RiMAX algorithm, we will assume that the trans-
mitter and receiver are equipped with a UCA. The extension to other array
configurations is straightforward, since only the steering matrices in the
following subsection have to be adjusted. It should be noted that other
configurations for the antenna array can be used in this algorithm as well,
without much modification to the hereinafter explained matrices. The bro-
adband MIMO radio channel model can be expressed in matrix notation to
map the time-delay and angular parameters of each propagation path to its
complex notation in the frequency domain. Therefore, we define the matrix
Bf (τ s) ∈ CNf×P , which maps the time-delays τ s of each propagation path
p ∈ P to its related complex exponential e−j2pi·m∆f ·τs,p notation as follows:
Bf (τ s) =

e
−j2pi∆f
(
−Nf−12
)
τs,1 · · · e−j2pi∆f
(
−Nf−12
)
τs,P
...
. . .
...
e
−j2pi∆f
(
+
Nf−1
2
)
τs,1 · · · e−j2pi∆f
(
+
Nf−1
2
)
τs,P
 , (3.4)
in which ∆f is the frequency sampling interval, defined as
Bmeas
Nf−1 . Simi-
larly, we can define the mapping of both the AoD ϕT and the AoA ϕR
to the transmitting- and receiving array responses BbT (ϕT ) ∈ CNT×P and
BbR(ϕR) ∈ CNR×P in each sub-band b ∈ B as follows:
BbT (ϕT ) =

e
−j 2piλb r cos(ϕT,1−ρ1) · · · e−j 2piλb r cos(ϕT,P−ρ1)
...
. . .
...
e
−j 2piλb r cos(ϕT,1−ρNT ) · · · e−j 2piλb r cos(ϕT,P−ρNT )
 , (3.5)
and
BbR(ϕR) =

e
−j 2piλb r cos(ϕR,1−ρ1) · · · e−j 2piλb r cos(ϕR,P−ρ1)
...
. . .
...
e
−j 2piλb r cos(ϕR,1−ρNR ) · · · e−j 2piλb r cos(ϕR,P−ρNR )
 , (3.6)
with r being the radius of the UCA, λb the wavelength in each sub-band b ∈
B, and the vector function ρ(NT/R) = (0 : 1 : NT/R − 1) 2piNT/R mapping the
angle between each antenna in the UCA and a chosen reference-axis. Both
matrices BT (ϕT ) and BR(ϕR) describe the complex frequency-dependent
far-field beam pattern at each antenna array port at the transmitting- and
receiving array, respectively. Instead of modeling them mathematically,
they can also be measured in an anechoic chamber.
Let us now consider a measurement snapshot of the multidimensional
UWB-MIMO channel h, which is defined as the instantaneous frequency
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domain transfer function of the UWB radio channel between each and every
antenna in the MIMO configuration, and is modeled as a superposition of
P discrete paths s, together with a contribution of DMC and noise, written
as follows:
h =
P∑
p=1
sp(θs,p) + d(θd). (3.7)
The model for a single propagation path p in sub-band b is given by:
sbp(θ
b
s,p) = vec(B
b
T (ϕT,p)⊗BbR(ϕR,p)⊗Bf (τs,p))γbs,p, (3.8)
where the operator ⊗ denotes the Kronecker product, and the variable γbs,p
denotes the complex gain of path p in sub-band b. The superposition of P
paths in sub-band b can then be written as follows:
sb(θbs) =
P∑
p=1
sbp(θ
b
s,p) (3.9)
=
(
BbT (ϕT )⊗BbR(ϕR)⊗Bf (τ s)
)
γbs (3.10)
= Bb(ϕT ,ϕR, τA)γ
b
s ∈ CNTNRNf×1, (3.11)
in which Bb(ϕT ,ϕR, τA) represents the phase delays which each of the
propagation paths will experience, evaluated at each of the MIMO antennas.
We call this matrix the steering vector, which is here defined in both the
spatial- and frequency-domains, in sub-band b.
3.4 Extension to UWB-RiMAX algorithm
3.4.1 Global overview of the algorithm
In a wideband scenario, the reflection coefficients of certain materials in
the environment (e.g., furniture, cabinets, etc) can no longer be considered
constant with respect to frequency. In addition, the antenna array responses
of transmitter and receiver will no longer be frequency-independent, and can
vary significantly throughout the UWB frequency band. To overcome this
issue, the total UWB band is split up into B sub-bands to assure frequency
stationarity in each sub-band. This is in agreement with the multiband
radio UWB principle [21], where each sub-bands is processed separately
by the receiver, to avoid problems with the restrictions on the analog RF
circuit designs. Although the geometrical propagation parameters (AoD,
AoA and ToA) are frequency-independent, the complex amplitude of each
path will vary throughout the UWB frequency band. Hence, we can adopt
the narrowband assumption in each sub-band, making it sufficient in terms
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of measurement accuracy to describe the directional characteristics of the
antenna arrays at the center frequencies of each sub-band.
To properly estimate the SMC and DMC propagation parameters over
the UWB frequency band, an extension to the RiMAX algorithm is deve-
loped that can process UWB measurement data, and will be referred to as
UWB-RiMAX from now on. The global outline for this algorithm is broadly
described in Figure 3.1. In the next following subsections, we will go deeper
into certain aspects of the algorithm.
Measured data: h Residual data: h−
p∑
p′=1
sp′
More paths
to extract?
Estimation result:
[θˆs, θˆd]
Initialization: find [ϕT , ϕR, τs]p over all sub-bands jointly
Estimate and optimize θˆd
per sub-band separately
Estimate and optimize θˆs,p
per sub-band separately
Path p
reliable?
Convergence?
Signal reconstruction of path p
over all sub-bands B: sp =
B∑
b=1
s(θˆ
b
s,p)
p← 0
no
yes
p← p+ 1
yes no; drop path
no yes
Figure 3.1: Flowchart of the UWB-RiMAX multipath estimation algorithm. In
the first iteration, the input data is the measured channel h. The
one-time switch at the top ensures that subsequent iterations of the
algorithm make use of the residual channel as its input data.
3.4.2 Initialization: modeling frequency-dependency
In this subsection, we will discuss how the frequency-dependency of the SMC
is modeled in the initialization procedure. As outlined in Figure 3.1, the
geometrical parameters ϕT , ϕR and τs are kept constant over frequency,
ensuring that these could not appear or disappear from one sub-band onto
the next. In a latter part of the algorithm (estimation and optimization of
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the SMC (see Figure 3.1), these geometrical parameters will be optimized in
each sub-band separately, to not over-constrain the optimization procedure
of the complex amplitudes γs. This also facilitates the optimization, as there
is no strong dependency to be modeled between the sub-bands. Doing so,
the geometrical parameters can thus vary slightly over frequency after the
optimization procedure is carried out, but jointly estimating them in the
initialization procedure ensures that they start their optimization from the
same set of values, and not diverge much.
3.4.2.1 Global estimation of SMC parameters
Using the general structure of the data model as given by Eq. (3.8), which
describes the contribution of the SMC to the radio channel in a certain
sub-band b ∈ B, we can substitute this term in Eq. (3.9) as follows:[
θˆ
b
s
θˆ
b
d
]
= arg min
θbs,θ
b
d
(
(hb −Bb(ϕT ,ϕR, τ s)γbs)H
R−1(θbd)(h
b −Bb(ϕT ,ϕR, τ s)γb)
)
,
(3.12)
in which hb denotes the frequency response of the MIMO radio channel
h in sub-band b, corresponding to the following range of samples in h:[
(b− 1) Nf−1B + 1 : b Nf−1B + 1
]
. Since the complex amplitudes γbs are li-
near in Eq. (3.12), this minimization problem can be solved directly for γˆs
b
given a parameter set Bˆ
b
= Bb(ϕT ,ϕR, τ s). For any Bˆ
b
, and Rb = R(θbd),
the Best Linear Unbiased Estimate (BLUE) is given as follows:
γˆs
b =
(
(Bb)H(Rb)−1Bb
)−1(Bb)H(Rb)−1h. (3.13)
It can be shown [1] that inserting Eq. (3.13) into Eq. (3.12) yields the
following expression for the ML criterion in sub-band b:
C(ϕT ,ϕR, τ s,h
b) = |(Bbp)Hhb|2, (3.14)
in which Bbp can be written as follows:
Bbp = vec(B
b
T (ϕT,p)♦BbR(ϕR,p)♦Bf (τs,p)). (3.15)
For the UWB-RiMAX approach, this extends to:
C(ϕT ,ϕR, τ s, {hb}Bb=1) =
B∑
b=1
C(ϕT ,ϕR, τ s,h
b) (3.16)
=
B∑
b=1
|(Bbp)Hhb|2. (3.17)
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This ML criterion estimates the parameters of the electromagnetic waves
which extract the largest power from the measured channel h. As such, this
approach can allow for a path occurring at a low frequency, and contributing
significantly to h, but not doing so at a high frequency. In our approach,
this gives rise to that path having a significant power at the low frequency,
but a negligible power at a high frequency. Thus, we can rewrite Eq. (3.16)
as the following three-dimensional simultaneous search:
(ϕˆT , ϕˆR, τˆ s) = arg max
[ϕT ,ϕR,τs]
|C(ϕT ,ϕR, τ s, {hb}Bb=1)| (3.18)
The contribution of the SMC can be expressed by the superposition of se-
veral propagation paths. As such, it becomes apparent to maximize the
correlation function sequentially with respect to the parameters θs,p. This
implies that we can minimize the objective function in Eq. (1.15) sequenti-
ally with respect to the different parameter subsets. This sequential opti-
mization for all the geometrical propagation parameters can be written as
follows:
τˆs,p = arg max
τs
|C(ϕT,p, ϕR,p, τs, {hb}Bb=1)|, (3.19)
ϕˆT ,p = arg max
ϕT
|C(ϕT,p, ϕR,p, τˆs,p, {hb}Bb=1)|, (3.20)
ϕˆR,p = arg max
ϕR
|C(ϕˆT ,p, ϕR,p, τˆs,p, {hb}Bb=1)|. (3.21)
The corresponding complex amplitude of each path can then be determined
by inserting the ML parameter estimates [ϕˆT ,p, ϕˆR,p, τˆs,p] into Eq. (3.13).
Each propagation path can then be described as follows:
sˆbp(θˆ
b
s,p) = vec
(
BbT (ϕˆT ,p)♦BbR(ϕˆR,p)♦Bf (τˆs,p)
)
γˆs
b
p. (3.22)
The initialization procedure as described above, i.e., finding the global ML
estimates for the AoD, AoA and ToA of a propagation path p throughout
the UWB frequency band, will subsequently be used for the estimation and
optimization of the DMC- and SMC parameter sets (see Figure 3.1).
3.4.3 Optimization of DMC and SMC
3.4.3.1 Estimation and optimization of DMC
After the initialization procedure (see Figure 3.1), the UWB-RiMAX algo-
rithm will estimate and optimize the DMC and noise parameter estimates in
each sub-band b ∈ B separately by using a Gauss-Newton (GN) algorithm.
The GN algorithm relies on the calculation of the correlation matrix of the
residual signal (h − s(θs)), which is used to maximize the log-likelihood
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function with respect to the DMC parameters (see Eq. (1.14)). It uses the
Jacobian of this log-likelihood function to update the DMC parameter set
in a next iteration, until convergence of the result is achieved. Since no
adjustments were made to the estimation and optimization algorithm of
the DMC parameters, we refer to Section 1.4.3.1 for its full mathematical
description.
3.4.3.2 Estimation and optimization of SMC
Set globally estimated
θbs,p = [ϕT , ϕR, τs, γ
b]
as initial values in sub-band b
Use the optimized LM values
θˆ
b
s,p = [ϕˆ
b
T , ϕˆ
b
R, τˆ
b
s , γˆ
b]
as initial values in sub-band b
Find parameters
[ϕˆbT , ϕˆ
b
R, τˆ
b
s , γˆ
b]
using LM algorithm
Convergence
achieved?
yes no; adjust LM parameters
b← b+ 1
Figure 3.2: Flowchart of the estimation and optimization of the SMC. The first
iteration of a sub-band b will use the globally estimated SMC from the
initialization procedure as described in Section 3.4.2.1 as initial values
for the search of its optimal values. The switch ensures that subsequent
iterations will use the previously optimized (but not converged) values
for a better optimization. When convergence is achieved, the following
sub-band b + 1 will again use the globally estimated SMC as initial
values for the optimization.
The optimization of the SMC is performed as presented in Figure 3.2.
As we can see from this figure, the globally estimated geometrical parame-
ters [ϕT , ϕR, τs] throughout the UWB frequency band of each propagation
path p, together with its frequency-dependent amplitude γbs per sub-band
b ∈ B, are used as initial values for the search of their optimal values
[ϕˆbT , ϕˆ
b
R, τˆ
b
s , γˆs
b] in sub-band b. By using the globally estimated geometri-
cal parameters as initial values for the Levenberg-Marquardt (LM) algo-
rithm [1], we can ensure that the optimal values in each sub-band lie close
to these globally estimated values. By also making these geometrical pa-
rameters frequency-dependent per sub-band, we allow for more freedom in
the estimation of the optimal value γbs for the frequency-dependent complex
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amplitudes. In the algorithm for the optimization of the SMC, the switch
ensures that subsequent iterations will use the previously optimized (but
not yet converged) SMC values for a better optimization. When eventually
convergence is achieved, the next sub-band that is to be optimized will again
use the globally estimated SMC as initial values for their optimization in
sub-band b+ 1.
3.4.4 Stop criterion for path detection
The (UWB-)RiMAX is an iterative algorithm, implying that it tries to es-
timate a fixed number of new propagation paths from the measured (or
residual) channel response in each iteration (see Figure 1.8), such that their
mutual dependency can be taken into account. The number of new propa-
gation paths to estimate in each iteration is arbitrarily chosen as 5, as origi-
nally proposed in [1]. If at least one of the 5 paths in an iteration succeeds
the SNR threshold of 6.63 dB in all sub-bands, the algorithm keeps sear-
ching for new paths. Otherwise, the channel is considered to be depleted
of reliable propagation paths, and the algorithm is stopped. Subsequently,
the resulting SMC and DMC parameter sets are stored, after which they
can be used for further analysis.
3.5 Evaluation
3.5.1 Synthetic radio channel modeling
To evaluate the UWB-RiMAX multipath estimation algorithm as described
in the previous sections, we have generated 200 synthetic channels with
controlled parameters for the SMC and DMC parameters. In the following
subsections, we will first discuss how these parameters were modeled in
our evaluation procedure. Subsequently, we will describe how the estimated
SMC and DMC parameters are compared with their synthetically generated
counterparts, to evaluate the performance of our algorithm.
3.5.1.1 Contribution of SMC
The generation of the SMC is performed by a ray-tracer in a virtual indoor
environment of 15m×10m×3m, where for each of the 200 channel realizati-
ons in total, random positions were chosen for the transmitter and receiver,
with the restriction that they are at least 3 m separated from each other.
The height of both transmitter and receiver is fixed at 1.5 m. Further details
about the ray-tracer are explained in [22]. For each channel realization, the
ray-tracer launched several rays from the randomly positioned transmitter
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into the environment, each of which could undergo up to 7 reflections, until
a total number of 40 paths were obtained at the receiver.
Both the transmitter and receiver consisted of a planar horizontal UCA
withNT = NR = 8 antennas, with an inter-element spacing of 0.45 times the
wavelength at the highest measured UWB frequency (10.6 GHz), resulting
in a radius r of the UCA equal to the following:
r =
0.45× λ10.6GHz
2 sin(pi/NT/R)
= 1.66 cm
(3.23)
The radio channel is then sampled at Nf = 4501 uniformly spaced frequency
points ranging from 3.1 GHz up to 10.6 GHz, resulting in a maximum
measurable time-delay τmax of 600 ns. An arbitrary sub-bandwidth Bsub of
250 MHz is assumed in the evaluation setup of the UWB-RiMAX algorithm,
resulting in a total of B = 30 sub-bands throughout the UWB frequency
band, in which the time-delay bin width ∆τ is 4 ns.
3.5.1.2 Contribution of DMC and noise
To generate a realization of the DMC and noise process d(θd) contributing
to the radio channel, we first have to generate a circular Gaussian process
with zero mean and a covariance matrix R(θd) as follows:
d(θd) ∼ Nc(0,R(θd)) ∈ CNf×1. (3.24)
To do so, we will generate a multivariate i.i.d. circular Gaussian process z
as follows:
z ∼ Nc(0, I) ∈ CNf×1, (3.25)
and use a transformation matrix L(θd) satisfying:
R(θd) = L(θd) ·LH(θd), (3.26)
so that we can finally compute d(θd) as follows:
d(θd) = L(θd) · z. (3.27)
The transformation matrix L(θd) can be calculated by using the Cholesky
decomposition or the Singular Value Decomposition (SVD) of the covariance
matrix R(θd). Based on Eq. (1.9), we can construct this matrix by con-
trolling the 4 parameters in θd. The choice for α0 is chosen as the average
noise-level of the SMC contribution to the channel, taking into account an
SNR of 20 dB after calculating the average signal power of the SMC. Mat-
hematically, this means that α0|dB = PSMC |dB − SNR|dB. The value for
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α1 is chosen as the peak value of the SMC contributions, minus 3 dB. The
coherence bandwidth Bd is approximated as the inverse of the RMS delay
spread τRMS of the propagation paths as follows:
Bd ≈ 1
τRMS
, (3.28)
so that βd =
Bd
Bsub
, and τRMS can be calculated from the SMC power as
follows:
τRMS =
√√√√√√√√
Nf∑
n=1
PSMC(n) τ2n
Nf∑
n=1
PSMC(n)
−

Nf∑
n=1
PSMC(n) τn
Nf∑
n=1
PSMC(n)

2
, (3.29)
in which τn is the time-delay of the n
th delay-bin, which is equal to n ×
∆τ , and PSMC(n) is the PDP of the SMC, which can be calculated by
performing an IFFT operation on the signal s(θs). This DMC model is
then superimposed onto the SMC contribution to the channel, which is
generated with the help of the ray-tracer as described in Section 3.5.1.
3.5.2 Pairing of estimated multipath parameters
To evaluate how well the synthetically generated SMC can be estimated by
the algorithm, we will apply the Multipath Component Distance (MCD) [23,
24]. The MCD defines the ‘closeness’ between two parameter sets in mul-
tipath parameter space (combining both the time-delay- and the angular
domain). It was previously shown that this metric outperforms the Euc-
lidean distance, and is a suitable choice to combine parameters that have
different units (i.e., time-delays and angular values). The pairing of each
UWB-RiMAX estimated SMC with its synthetically generated counterpart
is done by searching for the smallest MCD between each (output) estimated
SMC and the (input) synthetically generated SMC. The MCD between two
distinct angles ϕi and ϕj , i.e., the angular distance between both, can be
calculated as follows:
MCDϕi,j =
1
2
∣∣∣∣(cos(ϕi)sin(ϕi)
)
−
(
cos(ϕj)
sin(ϕj)
)∣∣∣∣ (3.30)
For two distinctive time-delay parameters τi and τj , the MCD metric in the
time-delay domain can be written as follows:
MCDτi,j = ζ ·
|τi − τj |
∆τmax
· τstd
∆τmax
(3.31)
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with τstd being the standard deviation of all estimated time-delays τs, and
∆τmax = maxi,j{|τi − τj |}. The parameter ζ is a scaling factor to give the
time-delay more weight in the overall MCD metric, when necessary. In this
work, it is arbitrarily chosen as 1, as originally proposed in [24]. It should be
noted that higher values can be chosen to give more weight to the time-delay
for the pairing of input and output SMC, as was done in [25]. The distance
of the MCD in the time-delay domain is scaled with the normalized delay
spread τstd∆τmax . The resulting MCD metric between two multipath parameter
sets [ϕT,i, ϕR,i, τs,i] and [ϕT,j , ϕR,j , τs,j ] can then be calculated as follows:
MCDi,j =
√
MCD2ϕTi,j
+ MCD2ϕRi,j
+ MCD2τsi,j
. (3.32)
As such, MCDi,j can be interpreted as the radius of a circle in the normalized
multipath parameter space.
It should be noted that in this work, we assume that there is no one-to-
one matching of the (output) estimated SMC to the (input) synthetically
generated SMC. The fact that we allow multiple output SMCs to be matched
to the same input SMC is to overcome the case when, e.g., the RSC after
the subtraction of previously detected paths at a certain time-delay instance
still contains a sufficient amount of power. Newly detected paths will then
have the same time-delay value and angular parameters, so that we allow
them to be matched to the same input SMC.
3.6 Simulation results
Figure 3.3 shows the APDP (averaged over the NT = NR = 8 MIMO
antennas) for a randomly generated synthetic radio channel as described
in the previous section, as well as the UWB-RiMAX estimated SMC, the
residual DMC and noise, and its exponential fit from Eq. (1.7). Looking
at this figure, we can state that the SMC components are well estimated
from the radio channel, and that the exponential decay of the DMC and
noise (linear decay in a dB scale) of the radio channel is clearly visible and
perfectly estimated from the simulations.
3.6.1 Estimation of propagation paths
3.6.1.1 MCD metric
Figure 3.4 shows the CDF of the resulting MCDs between the 90%, 95%
and 99% strongest input propagation paths, and their closest output path
in multipath parameter space to the inputs. The term ‘closest’ is used to
define the output path resulting in the lowest MCD with the input path.
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Figure 3.3: APDP of the synthetic radio channel, together with the UWB-RiMAX
estimated SMC, the DMC and noise.
Table 3.1 lists the 5th, 50th (median) and 95th percentiles of the MCD
metric as a function of the percentage of strongest input paths.
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Figure 3.4: CDF of the MCD metrics between the input- and output strongest
90%, 95% and 99% propagation paths.
Figure 3.4 and Table 3.1 show that when taking the 90% or 95% strongest
input paths, at least 95% of those are closely matched with the output paths
when applying a 0.11 threshold for the MCD metric. When taking the 99%
strongest input paths, at least 95% of those are closely matched with the
output paths when applying a 0.14 threshold for the MCD metric. Since
the MCD is a bounded metric between 0 and 1, we can safely state that
99% of the strongest input paths are very-well estimated by our algorithm.
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Number of strongest
input paths
MCD metric [/] - percentiles
5th 50th 95th
90 % 0.0227 0.0443 0.1066
95 % 0.0228 0.0477 0.1136
99 % 0.0235 0.0554 0.1404
Table 3.1: Percentiles of the MCD metric as a function of the number of strongest
input propagation paths
3.6.1.2 Angular differences
Figure 3.5 shows the CDF of the angular differences (AoD and AoA) bet-
ween the 90%, 95% and 99% strongest input paths, and their closest output
path. Table 3.2 lists the 5th, 50th (median) and 95th percentiles of the
angular differences as a function of the percentage of strongest input paths.
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(a) CDF of AoD differences
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Figure 3.5: CDF of the angular differences between the input- and output strongest
90%, 95% and 99% propagation paths.
Figure 3.5 and Table 3.2 show that when taking the 99% strongest in-
put paths, 90% of them have an AoD error somewhere between −29.24◦
and +44.12◦, and an AoA error somewhere between −27.65◦ and +26.76◦.
Table 3.2 also shows that the median error (50th percentile) is smaller or
equal to 1◦, regardless of whether it is the AoD or AoA. The table also shows
that when we observe more input paths, the range between the 5th and 95th
percentile increases (in which 90% of the estimated values lie). E.g., when
considering the 90% strongest input paths, the difference between the 5th
and 95th percentile AoA error is 46.65◦, where it is 47.88◦ when conside-
ring the 95% strongest input paths, and 54.41◦ when considering the 99%
strongest input paths.
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Number of strongest
input paths
Angular difference [◦] - percentiles
5th 50th 95th
90 %
AoD -30.47 0.96 35.64
AoA -22.17 0.27 24.48
95 %
AoD -29.08 0.98 37.52
AoA -22.75 0.27 25.13
99 %
AoD -29.24 1.01 44.12
AoA -27.65 0.27 26.76
Table 3.2: Percentiles of the angular differences (AoD and AoA) as a function of
the number of strongest input propagation paths
3.6.1.3 ToA differences
Figure 3.6 shows the CDF of the ToA differences between the 90%, 95%
and 99% strongest input paths, and their closest output path. Table 3.3
lists the 5th, 50th (median) and 95th percentiles of the ToA differences as
a function of the percentage of strongest input paths.
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Figure 3.6: CDF of the ToA differences between the input- and output strongest
90%, 95% and 99% propagation paths.
Figure 3.6 and Table 3.3 show that when taking the 99% strongest input
paths, 90% of them have a ToA error somewhere between −1.12ns and
+6.69ns. Table 3.3 also shows that the median error (50th percentile) is
around 0.02ns, regardless of whether we take the 90%, 95% or 99% strongest
Extension of RiMAX for the modeling of UWB radio channels 101
Number of strongest
input paths
ToA difference [ns] - percentiles
5th 50th 95th
90 % -0.81 0.02 7.51
95 % -0.81 0.02 7.49
99 % -1.12 0.01 6.69
Table 3.3: Percentiles of the ToA differences as a function of the number of stron-
gest input propagation paths
input paths.
3.6.2 Estimation of reverberation times
By estimating the diffuse spectrum from the measurement data, we are
able to present the behavior of the reverberation time, known from the RE
theory [26] (as explained in Chapter 2). This reverberation time corresponds
with the inverse of the coherence bandwidth Bd, which is shown in Figure 3.7
as a function of the UWB frequencies. This data is represented by means
of box plots per frequency band, which indicate the first-, second- (median)
and third quartiles of these differences, and the 1.5 interquartile range from
both the lower- and upper quartiles.
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Figure 3.7: Box plot of the differences between the input- and output reverberation
time.
Figure 3.7 shows that a median error of less than 4 ns can be obtained
for the lower frequencies in the UWB band. For the higher frequencies in
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the UWB band, a median error of less than 2 ns can be obtained. Overall,
more than 75% of our simulation results show an absolute difference between
true- and estimated reverberation times of less than 4.6 ns in the worst case
scenario, which are more than acceptable results given the relatively low
SNR of 20 dB in our evaluation.
3.6.3 Estimation of signal powers
Figure 3.8 shows the box plots of the difference between the input- and
output powers for the total channel, as well as for the contributions of both
the SMC and DMC power to the channel.
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Figure 3.8: Box plot of the differences between the input- and output powers for
the total channel, as well as the contributions of both the SMC and
DMC power.
Figure 3.8 shows that the total power in the channel is very well esti-
mated by the UWB-RiMAX algorithm, both at the lower and higher UWB
frequencies. We can also observe that the median differences between the
true- and estimated SMC powers range between -0.3 dB at the lower UWB
frequencies and 1.5 dB at the higher UWB frequencies. These are more
than acceptable errors in the estimation of the SMC signal power, if we
take into account that the error is still less than 1 dB up to 9 GHz. Next
to that, we can observe that the median absolute differences between the
true- and estimated DMC powers are -0.2 dB at the lower UWB frequen-
cies, and increase up to -1 dB at the higher UWB frequencies. The fact that
the power of both SMC and DMC is estimated slightly worse at the higher
UWB frequencies might be resolved by softening the stop criterion at these
frequencies, as it is currently influenced by the SNR of each path, which is
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lower at the higher UWB frequencies.
Overall, we can state that the values for the MCD metric show that our
proposed algorithm is able to correctly estimate the most significant input
propagation paths. Next to that, by analyzing the differences between the
input- and output SMC, DMC and total powers, we can state that our
proposed algorithm results in a good agreement between the generated input
values and the estimated output values.
3.7 Measurement results
3.7.1 Measurement scenario
3.7.1.1 Measurement environment
To test our proposed UWB-RiMAX algorithm, we have performed indoor
measurements in a laboratory of Ghent University in Belgium. The me-
asurement environment is depicted in Figure 3.9, of which its schematic
representation is shown in Figure 3.9(a) with an indication of what we call
the long- and small side of the laboratory. The long side is approximately
16 m long and 5 m wide (see Figure 3.9(b)), and the small side adjacent
to it is approximately 8.5 m long and 5 m wide (see Figure 3.9(c)). In this
environment, most of the equipment consisted of metallic cabinets, tables,
computers and various other hardware. As we can see from the pictures
below, can be considered as a very cluttered one.
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(b) Photograph: long side
(c) Photograph: small side
Figure 3.9: Measurement environment.
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In this laboratory environment, the indoor radio channel is measured
between 15 spatially distinct receiver positions with respect to one single
transmitter (see Figure 3.9(a) for an outline of their positions). The exact
positions of the receivers with respect to the transmitter were measured by
means of a digital laser distance meter, which had an accuracy of 2 mm. In
total, 8 of the 15 positions were considered LoS scenarios, where there is a
direct (free space) path from the transmitter to the receiver. Next to that,
4 of the 15 positions were considered OLoS scenarios, where the free space
path from transmitter to the receiver can only be reached via a reflection
and/or a diffraction. Lastly, 3 of the 15 positions were considered NLoS
scenarios, where the path from the transmitter to the receiver needs to un-
dergo a transmission through a certain medium (in this case, a plasterboard
wall).
3.7.1.2 Channel sounding procedure
Channel sounding measurements were carried out at each of the 15 positions
with a Vector Network Analyzer (VNA) of type Rohde & Schwarz ZNB8,
which probed the radio channel ranging from 3.1 GHz up to 10.6 GHz. A
planar horizontal virtual 8-element UCA was created at the transmitting-
and receiving side of the measurement system by an automatic positioning
system (see Figure 3.10). As such, we can simulate an NT × NR = 8 × 8
MIMO array configuration. The choice to work with virtual arrays was
made so that the antennas do not suffer from mutual coupling, which would
otherwise distort the radio channel measurements. The inter-element spa-
cing between two adjacent antennas on the virtual UCA was 0.45λ10.6 GHz =
1.27 cm. Both antennas were omni-directional UWB antennas in the hori-
zontal plane of type Electro-Metrics EM-6865 [27], placed 1.5 m above the
ground.
In the UWB frequency band ranging from 3.1 GHz to 10.6 GHz, the
VNA sampled the complex gain between each pair of transmitting and re-
ceiving antennas over Nf = 7501 uniformly spaced frequency point, with
a resolution bandwidth of 10 kHz. This resulted in a maximum measura-
ble time-delay τmax of 1000 ns. The cables connecting both transmitter
and receiving antennas were included in the calibration of the VNA to ex-
clude their influence from the measurement data. All measurements were
conducted outside of regular working hours, since frequency-swept measu-
rements with virtual arrays always require the radio channel to be static,
without any form of movement. It should be noted that a real antenna array
and more advanced channel sounder equipment (e.g., RUSK sounder [28]
or the the MIMOSA sounder [29]) can measure this channel in less than a
millisecond. By doing so, the channel can be considered static during this
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Figure 3.10: Automated positioning system and UWB antenna, forming a planar
horizontal virtual UCA.
period of time, and the requirement that the channel should not contain
any movement can be omitted. As such, these channel sounders can also
measure the time domain, so that their Doppler spectra can be examined.
3.7.1.3 Frequency stationarity
Prior to the processing of the measurement data in the UWB band, we will
first check the US assumption as described in Section 2.4.3.1. We have ana-
lyzed the stationarity bandwidths for the different measurement positions
for MSR values of 50 MHz (corresponding with 50 frequency samples), and
100 MHz (corresponding with 100 frequency samples) with a threshold va-
lue of 0.9 to decide if neighboring MSRs can be considered stationary in the
frequency domain. Choosing a smaller value for the MSR would deteriorate
its resolution. The results of this analysis can be found in Figure 3.11.
Figure 3.11 shows that is it reasonable to assume a sub-bandwidth of
250 MHz in the setup of the UWB-RiMAX algorithm, in which we can thus
state that the US assumption holds. This analysis proves that it is even
reasonable to assume sub-bandwidths of 300 MHz.
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Figure 3.11: Analysis of the stationarity bandwidth of the measurement data for
different values of the MSR.
3.7.2 Results of SMC and DMC
Figure 3.12 shows the 10 strongest estimated geometrical propagation paths
in the environment. Their length is an indication of their relative power.
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Figure 3.12: Estimated geometrical propagation paths in the environment.
Figure 3.12 shows that our algorithm is able to estimate the correct
geometrical propagation paths in the environment. For receiver positions
11 and 12, it looks like the algorithm estimated the wrong angles, but it
should be noted that there was a metallic cabinet in the long side of the
environment on which the paths apparently scattered from transmitter to
receiver.
Figure 3.13 shows the mean values of the measured, SMC, DMC and
SMC+DMC (total reconstructed) powers in the radio channel as a function
of UWB frequencies. The power of the SMC part of the radio channel in
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each sub-band P bSMC can be calculated from Eq. (3.9), whilst the power
of the DMC part of the radio channel in each sub-band P bDMC can be
calculated from Eq. (3.27). The total reconstructed power in each sub-
band P bTot can then be calculated by summing over both. Figure 3.13(a)
presents the results of the LoS scenarios, Figure 3.13(b) presents the results
of the OLoS scenarios, and Figure 3.13(c) presents the results of the NLoS
scenarios.
Figure 3.13 shows that the estimated total (SMC+DMC) reconstructed
powers match very well with the measured power in the channel across the
UWB frequency band. Figure 3.13(a) shows that the SMC power domi-
nates the DMC power in a LoS scenario, especially for the higher UWB
frequencies. This can be explained by the fact for higher frequencies, the
wavelength of the transmitted ray is small, meaning that an incident ray on
a surface will encounter little effect from the roughness of the material, and
will reflect on it specularly. In an OLoS scenario, Figure 3.13(b) shows that
both the SMC and DMC power result in comparable power levels. This
can be explained by the fact that the inherent necessity of a reflection from
transmitter to receiver will automatically generate more DMC in the chan-
nel, originating from the roughness of the surface on which the reflection of
the path occurs. The more reflections a propagation path undergoes, the
higher the chance that the incident wave at the receiver will have encoun-
tered diffuse scattering along the way. In an NLoS scenario, Figure 3.13(c)
shows that the DMC power dominates the SMC power, especially for the
lower UWB frequencies. This can be explained by the fact for lower fre-
quencies, the wavelength of the transmitted ray is large, meaning that an
incident ray on a surface with irregularities comparable in size to its wave-
length will cause this ray to be scattered at many angles rather than just at
one angle (as is the case with a specular reflection). This diffuse scattering
typically occurs at lower frequencies, which explains why the contribution
of the DMC is significantly higher than those of the SMC.
3.7.3 DMC power ratio
The DMC power ratio pbr can be quantified as the relative power attributable
to the DMC part of the measured radio channel, and can be written as
follows in each sub-band b:
pbr =
Nf∑
n=1
P bDMC(n)
Nf∑
n=1
P bMeas(n)
. (3.33)
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Figure 3.13: Mean values of the measured powers in the radio channel as a
function of UWB frequencies.
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Figure 3.14: Relative DMC power ratio pr as a function of UWB frequencies for
LoS, OLoS and NLoS scenarios.
Figure 3.14 shows that the relative power attributable to the DMC part
of the measured radio channel is higher for NLoS scenarios than for OLoS
and LoS scenarios. In a LoS scenario, the presence of a strong direct path
(LoS component) will dominate in power over the reflected paths, such that
the relative DMC power ratio is lower than for OLoS or NLoS scenarios.
The DMC power represents up to 50 % of the total measured power for the
lower UWB frequencies, down to 30 % for the higher UWB frequencies. As
in the previous section, we know that this is due to the fact that on incident
ray on an electrically small surface will encounter more effect from the
roughness of its material, causing it to reflect on it diffusely. In contrast,
in an OLoS scenario, the path between transmitter and receiver has to
undergo one or more reflections, giving rise to more diffuse scattering along
the way. This effect can be especially seen around 3 GHz to 4 GHz. Finally,
in an NLoS scenario, the DMC power represents up to 60 % of the total
measured power for the lower UWB-frequencies (3.1 GHz to 7 GHz), whilst
it still represents up to 50 % of the total measured power for the higher
UWB-frequencies (7 GHz to 10.6 GHz). The necessity of a transmission
from Tx to Rx in these NLoS scenarios between different media gives rise to
more diffuse behavior of the waves, caused by the inherent roughness of the
surfaces which the wave has to pass through. Overall, we can see that the
DMC power ratio is lower for these higher frequencies, due to the fact that
the encountered surfaces from Tx to Rx are electrically larger, resulting in
more specular reflections.
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3.8 Conclusions
In this chapter, we have presented an extension of the RiMAX multipath
estimation algorithm, facilitating the analysis of frequency-dependent pro-
pagation parameters for UWB channel modeling. The newly proposed al-
gorithm is capable of tracking both the SMC and DMC parameters over
different UWB sub-bands, by estimating the most likely geometrical pro-
pagation parameters of the SMC occurring throughout these bands. To
facilitate this, a new ML criterion was proposed, allowing for the estima-
tion of those propagation paths representing a significant amount of power
in the measured radio channel over all sub-bands. The model for the DMC
and noise was based on the observation that its power in the time-delay
domain follows an exponential decay, and is related to the distance between
transmitter and receiver. This algorithm was tested by generating synthe-
tic radio channels in an indoor environment, with contributions to these
channel consisting of SMC generated with a ray-tracer, and an associated
DMC model. The geometrical parameters were estimated from these synt-
hetic models, and matched with the generated parameter values with the
help of the MCD metric. This metric was also used to define the closeness
between the generated- and estimated parameters in multipath parameter
space. Next to that, the powers of the reconstructed SMC, DMC, and total
channel were compared with their generated values.
Our simulation results show that the newly designed UWB-RiMAX al-
gorithm can match up to 99% of the SMC parameters according to the
MCD metric, and that the DMC reverberation time known from the RE
theory can be estimated on average with an error margin of less than 2 ns
throughout the UWB frequency band.
Our measurement results indicate the strong presence of DMC in an
indoor environment, in which the DMC power represents up to 50 % of the
total measured power for the lower UWB frequencies, caused by the fact
that the encountered surfaces from transmitter to receiver are electrically
smaller, resulting in more diffuse reflections. This DMC power ratio reduces
to around 30 % for the higher UWB frequencies, since these surfaces will
react more as specular reflectors.
In Chapter 4, the obtained results from this measurement campaign will
be used to developed a novel localization scheme, allowing for the estima-
tion of the location of an unknown receiver node with the help of a single
transmitter node. The idea of this localization technique is to combine the
information of the known position of the transmitter with the UWB-RiMAX
estimated geometrical propagation parameters of the SMC (i.e., the AoD,
AoA and ToA of each propagation path).
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Chapter 4
Localization techniques utilizing
the estimation of geometrical
propagation parameters
4.1 Introduction
In Chapter 3, we presented an extension of the high-resolution RiMAX mul-
tipath estimation algorithm, which is capable of estimating the frequency-
dependent SMC and DMC propagation parameters throughout the UWB
frequency band. In this chapter, we will utilize the estimated geometrical
propagation parameters of the SMC (i.e., the AoD, AoA and ToA) to de-
velop a novel localization technique. The main idea of the newly proposed
method is to combine the known location information of a single transmitter
node, together with the estimated propagation paths of the electromagnetic
waves, such that the unknown location of a receiver node can be estima-
ted. The only further assumption that we make, is that the environment in
which this localization system is deployed is a-priori known. In addition to
the geometrical propagation parameters of the SMC, we will also take the
estimated power of each propagation path into account. This allows us to
formulate a decision criterion concerning which paths (and thus eventually
which estimated receiver locations) were more stronger than others, and can
thus be considered as more reliable.
The measurement campaign discussed in Chapter 3 will serve as a test
environment to evaluate our proposed method, as multiple propagation sce-
narios can be derived from this environment. We can derive a number
of LoS, OLoS and NLoS scenarios from this environment, such that our
localization technique can be evaluated under different propagation circum-
stances.
116 Chapter 4
The structure of this chapter is as follows. Section 4.2 summarizes the
related work on this topic, whilst Section 4.3 describes the measurement
environment. Next, Section 4.4 discusses our proposed method for localiza-
tion, followed by an analysis of its results in Section 4.5. Finally, Section 4.6
summarizes this chapter with some conclusions and ideas for future work.
4.2 Related work
In recent years, there has been a growing interest in the application of
WSNs, estimated to grow at an CAGR of 14.95% between 2017 and 2020 [1],
and being worth 93.86 billion US dollar by the year 2023 [2]. Location in-
formation of sensor nodes in WSNs is crucial for many applications, e.g.,
target localization and tracking of objects, and guidance of mobile nodes
(e.g., people or objects) in warehouses, hospitals, shopping malls, museums,
etc. One of several possible methods to obtain this location information is
to equip each mobile node with a Global Positioning System (GPS) receiver,
which is a rather expensive and an energy-consuming approach. Moreover,
GPS mainly focuses its efforts on outdoor environments, making it unsuita-
ble to deploy in typical indoor environments. As such, other methods need
to be applied for the purpose of target localization, which are preferably
cheaper on the one hand, and can be used easily in indoor environments on
the other hand.
In most WSNs, only a limited number of all sensor nodes know their
exact location. We call these nodes the beacon nodes, as they provide a re-
ference point for all the other nodes in a WSN. The other (usually mobile)
nodes can estimate their location with respect to these beacon nodes, and
are called the target nodes. Many alternative approaches to GPS can be
adopted to estimate the location of these target nodes. Most of them are
either based on a triangulation approach using the AoA information [3, 4],
a trilateration approach using the ToA information [5, 6] or techniques utili-
zing the measured Received Single Strength Indication (RSSI) of the target
nodes [7]. RSSI-based methods compare the on-site measured RSSI values
to the ones stored in a fingerprinting database. As such, these methods pre-
dict the receiver location as that location of which its a-priori stored RSSI
value matches the on-site measured RSSI of the receiver (or approximates
this value). This is a rather cumbersome and often very inaccurate appro-
ach, which thus requires carrying out a-priori measurements or simulations
in the environment, and is very geometry- and site-dependent. Next to these
methods, cooperative localization schemes exist as well. E.g., [8] proposes a
localization technique to estimate the AoA by comparing the measured RSSI
values of multiple beacon signals received at two perpendicularly-oriented
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antennas at the target node. Their experiments demonstrate an average
accuracy of 1.24 m, but only consider simplified LoS scenarios without the
presence of scattering objects. Evidently, these objects are plentiful in a ty-
pical indoor environment, consisting of a floor, a ceiling, and several walls,
shelves, desks, etc. Moreover, all of the aforementioned methods mainly
focus their efforts on LoS scenarios, in which there is a direct path between
the transmitter (the beacon node), and the receiver (the target node). In
addition, they disregard the influence of common propagation phenomena
such as reflections and diffractions, which typically occur in indoor environ-
ments.
Therefore, we propose a measurement-based ray tracing method to tackle
the problem of target localization for LoS, OLoS, and NLoS scenarios, ex-
ploiting the geometrical properties of propagation paths estimated throug-
hout the UWB frequency band. UWB is a popular technology used in
WSNs, which due to its large bandwidth allows for a very high temporal
resolution. This makes UWB suitable to achieve a high ranging accuracy,
and thus allows for the precise localization of a target node in WSNs. In
current literature, localization based on UWB focuses its efforts on the tri-
lateration of the unknown location of a target node using three or more
beacon nodes [9–12]. Moreover, in contrast to our proposed localization
technique, these methods only work for LoS scenarios.
The main advantage of our technique is that it identifies the location of
a target node using only one single beacon node, making our solution inhe-
rently different from existing ones, which need a minimum of three nodes or
more. Next to that, our technique can handle LoS, OLoS and NLoS scena-
rios exceptionally well, due to the fact that we combine the information of
the AoA at the target node with the information of the AoD at the beacon
node. This allows us to easily differentiate between the direct- and scatte-
red propagation paths, and employ different strategies for the localization
of the target node accordingly. As such, we can cover the entire indoor en-
vironment with fewer beacon nodes in contrast to the more contemporary
methods dividing the environment into a combination of LoS scenarios, and
thus needing more beacon nodes doing so. Localization techniques using a
single beacon node have previously been proposed in [13, 14], but they focus
on cooperative localization schemes where the information of multiple users
(target nodes) is combined to obtain an estimate about each of their own
locations. In contrast, our work requires only a single beacon- and target
node to localize the latter one.
The methodology of our localization technique utilizes both the mean-
and the variance estimates of the extracted UWB-RiMAX geometrical mul-
tipath parameters to generate a distribution from which we can sample se-
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veral input parameter sets. We also consider the existence of multiple possi-
ble estimated target locations, in comparison with the aforementioned works
which estimate only one single target location per measurement [3–6, 8–12].
This is a rather different, but at the same time a very robust approach with
respect to localization. Because the RiMAX [15] multipath estimation fra-
mework allows us to extract several propagation paths per measurement, we
end up with a mixture of direct paths between transmitter and receiver, and
multiple scattered paths. As such, this makes it possible to cluster all these
locations (originating from the direct- and scattered paths), as was done
before in [16]. In contrast to their work, we consider the existence of mul-
tiple clusters, such that we can improve the robustness of our localization
technique to outliers.
Our technique can easily be extended to also estimate the orientation of
the target with the help of an extra beacon node, as proposed in [3]. One of
the drawbacks of our approach is that synchronization between the mobile
node and the beacon node is required. However, this can be resolved by
applying two-way ranging to compensate for the phase differences between
the oscillators of both target- and beacon nodes.
4.3 Measurements
4.3.1 Measurement environment
The indoor measurements were conducted in a laboratory of Ghent Univer-
sity in Belgium, as was described in Section 3.7.1.1. As we can see from
Figures 3.9(b) and 3.9(c), this environment can be considered as a very
cluttered one. We believe that more realistic environments, which are li-
kely to be less cluttered than the one we measured in, will further enhance
the accuracy of the localization technique we will explain in the following
sections.
In this laboratory environment, the indoor radio channel of 15 spatially
distinct receiver positions (target nodes) was measured with respect to one
single transmitter (beacon node). We refer to Figure 3.9(a) for an outline
of their positions. In total, 8 of the 15 positions were considered LoS sce-
narios, where there is a direct (free space) path from the transmitter to the
receiver. Next to that, 4 of the 15 positions were considered OLoS scenarios,
where the free space path from transmitter to the receiver has to undergo a
reflection and/or a diffraction. Lastly, 3 of the 15 positions were considered
NLoS scenarios, where the (partly free space) path from the transmitter to
the receiver needs to undergo a transmission through a certain medium (in
this case, a plasterboard wall). The exact positions of the receiver nodes
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with respect to the transmitter were measured by means of a digital laser
distance meter, which had an accuracy of 2 mm.
4.3.2 Channel sounding procedure
The channel sounding procedure was the same as the one described in 3.7.1.2,
with the exception that we have analyzed different antenna array configura-
tions in this chapter. More precisely, we have constructed planar horizontal
virtual 4-element, 6-element, and 8-element UCAs at the transmitting- and
receiving side of the measurement system by the automatic positioning sy-
stem shown in Figure 3.10. As such, we can simulate NT × NR = 4 × 4,
6× 6 and 8× 8 MIMO array configurations. The inter-element spacing for
these arrays was 0.45 times the wavelength at the highest measured UWB
frequency (10.6 GHz), resulting in a spacing of 1.27 cm between two adja-
cent antennas on the UCA circle. The corresponding radiuses were 0.90 cm,
1.27 cm, and 1.66 cm for the 4-element, 6-element, and 8-element UCAs,
respectively. It should be noted that the 4-element UCA configuration at
e.g., the transmitter, can be seen as having a [NT,x×NT,y = 2×2] Uniform
Rectangular Array (URA) geometry.
4.4 Methodology
The flowchart in Figure 4.1 summarizes the processing steps in our evalu-
ation scheme, and describes how we convert the measurement data into an
estimate of the target node location.
Channel sounding
UWB-RiMAX:
[ϕT ,ϕR, τ s,γs]
Sampling of input
parameter sets
Location estimation
(ray-tracing)
Clustering of
estimated locations
Identification of
target node
1 2 3
456
Figure 4.1: Flowchart of the evaluation process.
Figure 4.1 shows that we will first start by performing a channel soun-
ding measurement (block 1), and subsequently apply the UWB-RiMAX
algorithm (block 2). Both of these steps were already explained in detail
in Chapter 3. The novelty and added value of this chapter (and in general,
over existing localization techniques), can mainly be found in blocks 3, 5
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and 6 in Figure 4.1. In the following sections, these will be described in
detail.
The reason why we apply a DMC-inclusive multipath estimation al-
gorithm such as (UWB-)RiMAX, is to work solely with the geometrical
propagation parameters of the SMC, which is the basis for our proposed
localization technique. Hence, we need the distinction between the deter-
ministic contributions of the SMC, and the stochastic contributions of the
DMC. The UWB-RiMAX algorithm keeps searching for new propagation
paths in each iteration until the stopping criterion from Eq. (1.41) is met.
By doing so, we will eventually have a total of P propagation paths which
we can use for the localization.
One important aspect to note is that the (UWB-)RiMAX algorithm
was implemented in such a way that it is optimized to execute in real-
time. E.g., in [17] RiMAX was used to measure mobile radio channels. The
computation time needed to perform our localization algorithm is only a
fraction of the time needed to execute the RiMAX algorithm.
4.4.1 Variance-based localization (Figure 4.1, block 3)
After the estimation of the SMC parameters by the UWB-RiMAX algo-
rithm, we will take the median of each geometrical parameter (ϕT , ϕR,
and τs) over all sub-bands B to keep the localization technique computati-
onally viable. This ensures that we get the most-likely propagation paths
in the environment over all sub-bands. This can be defined mathematically
as follows:
ϕ˜T = atan2(median{sinϕT },median{cosϕT }) (4.1)
ϕ˜R = atan2(median{sinϕR},median{cosϕR}) (4.2)
τ˜s = median{τs} (4.3)
In Eq. (4.1) and Eq. (4.2), the atan2 operator was used to ensure that we
get the circular median of the AoD and AoA parameters. We have chosen
to perform this operation first, since executing the localization algorithm in
each sub-band would otherwise slow it down by a total of B times.
A significant feature of the RiMAX algorithm is that it provides an
estimate of the FIM after it has been executed. For the asymptotically un-
coupled parameter sets θs and θd, the diagonal elements of the inverse of the
FIM are the estimated variances of the propagation parameters in Eq. (3.1)
and Eq. (3.2), respectively. In our localization technique, we will combine
both the estimated mean values of the geometrical parameters with their
corresponding estimated variances, prior to the estimation of the location
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of the receiver. More specifically, we start by selecting a number of propa-
gation paths per measurement position, accounting for a certain percentage
of the total power in the channel. It can be expected that in LoS scenarios,
only a few paths will account for most of the total power, but more paths
are needed in OLoS or NLoS scenarios to account for the same percentage
of the total power. This inherently adapts our technique to account for
the difference between LoS, OLoS or NLoS scenarios. This was done by
summing the powers γs of each propagation path over all sub-bands B, and
afterwards sorting them in descending order. After this, we will associate
a normal distribution with each propagation path parameter (AoD, AoA
and ToA), based on its estimated mean value and its corresponding esti-
mated variance. We will then sample different sets of input values for our
ray tracing algorithm from these distributions, with a weighting based on
the estimated power of each propagation path. As such, we can obtain a
set of so-called ‘virtual paths’, which is arbitrarily chosen as 10 times the
original number of paths accounting for a certain percentage of the total
power in the channel. By doing so, stronger paths will thus be sampled
more often than weaker paths, although the latter ones might still provide
useful information to our localization technique.
The UWB-RiMAX algorithm is constrained so that it estimates a maxi-
mum of 50 propagation paths. However, we have found that due to the im-
plemented stopping criterion, the algorithm stops searching for new paths
before this maximum number is reached. Table 4.1 lists the number of
strongest propagation paths accounting for a certain percentage of the total
measured power in the channel:
Table 4.1 shows that working with 90 % of the total power in the channel
measured with an 8× 8 antenna-array corresponds with 9 paths on average
in a LoS scenario, 14 paths in an OLoS scenario and 21 paths in an NLoS
scenario. We can also observe that a larger antenna-array configuration is
able to estimate more paths (i.e., distinguish between more paths) from the
measurement data for the same percentage of total power in the channel.
Our localization technique will thus sample a total of 90 virtual paths on
average in a LoS scenario, 140 virtual paths in an OLoS scenario and 210
virtual paths in an NLoS scenario. Since the UWB-RiMAX algorithm esti-
mates 5 new propagation paths per iteration with a maximum of 50 paths,
it estimates more than 99 % of the total power in the channel within 10
iterations.
We also found that the measured path loss varied between −26.2 dB and
−19.4 dB for the LoS scenarios, between −30.2 dB and −28.4 dB for the
OLoS scenarios, and between −38.5 dB and −35.2 dB for the NLoS scena-
rios. In future work, this information could be used to distinguish between
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Nr. of paths accounting for
x % of the measured power
LoS
scenario
OLoS
scenario
NLoS
scenario
4× 4 array
90 % 7 6 10
95 % 9 8 14
99 % 15 13 21
6× 6 array
90 % 8 12 23
95 % 11 20 30
99 % 17 31 40
8× 8 array
90 % 9 14 21
95 % 13 22 28
99 % 20 35 40
Table 4.1: Number of propagation paths accounting for a certain percentage of the
measured power.
estimating the receiver in the same room, or in an adjacent room. This
distinction can also be performed by looking at the number of estimated
propagation paths accounting for a certain percentage of the power. E.g.,
on average, the OLoS scenario gives rise to more than one and a half of the
number of paths in a LoS scenario, whilst the NLoS scenario gives rise to
more than double the number of paths in a LoS scenario.
4.4.2 Measurement-based ray tracing (Figure 4.1, block
4)
In this section, we will explain how the known location of the beacon node
transmitter [Tx,Ty], together with the geometrical propagation parameters
ϕT , ϕR, and τs of our virtual parameter set can be used to estimate the
unknown location of a target node receiver [Rx,Ry]. The ray tracing proce-
dure we will use for this purpose is comparable to the one described in [18].
In their work, a measurement-based ray tracer for multi-link double di-
rectional propagation parameters was developed to identify the scattering
points of the propagation paths, by tracing these estimated rays from a
known transmitter location to a known receiver location. In contrast to
their work, we will use this procedure to estimate the unknown receiver lo-
cation by using an a-priori known map of the environment, in combination
with tracing the virtually constructed rays (propagation paths) originating
from a known transmitter location.
In our work, we thus assume that we have access to a map of the envi-
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ronment of the surrounding area near the transmitter. This can be a very
simple map describing only the walls (possibly supplemented with the ma-
terials they were made of), but it can be extended with information about
where certain larger objects are located (e.g., metallic cabinets). The in-
formation contained in this map will be used to construct the trajectory of
the propagation paths from the position of the transmitter into the envi-
ronment. Since we have estimates of the angular information of each path
(i.e., the AoD and AoA) and its associated path length (based on the ToA
information, since both are related by the speed of light), we can estimate
how each path physically propagated from the transmitter to where the
time-delay along its trajectory equaled the estimated ToA. This final posi-
tion is then regarded as an estimated location of the receiver. Algorithm 2
describes this measurement-based ray tracing algorithm.
Input : [Tx,Ty], ϕT , ϕR, τs, map of environment
Output: Receiver location [Rx,Ry]
16 ray ← [Tx,Ty], ϕT , length = 0 launch ray from [Tx,Ty] in ϕT direction
while ∃ rays with length < τs do // tracing
17 for ray ∈ rays do
18 calculate first impinging surface length← length + length to surface
if length < τs then
19 newray ← reflecting ray on surface newray ← transmitted ray
through surface
20 else
21 finalRay ← extend length ray to τs
22 rays ← newrays
23 diff ← 5◦ for ray ∈ finalRays do // matching
24 if |ray.ϕR − ϕR| < diff then
25 diff ← |ray.ϕR − ϕR| [Rx,Ry] ← ray.endpoint
Algorithm 2: Measurement-based ray tracing algorithm.
In Algorithm 2, the first phase performs the actual ray tracing. That
is, launching a ray, calculating where it is incident on a surface, and perfor-
ming a reflecting- and a transmission operation. The second phase performs
the ray matching, in which the ray with the tracked AoA at the final lo-
cation which best matches the UWB-RiMAX estimated AoA is considered
the most-likely propagation path associated with the input set of geometri-
cal propagation parameters. In our collection of virtual paths, not all will
satisfy this ray matching selection criterion of having a sufficiently small
difference between the ray traced AoA and the estimated AoA. Our algo-
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rithm will then keep sampling new input parameter sets until we achieve the
predefined number of virtual paths for each measurement positions (which
can vary over a LoS, OLoS or NLoS scenario). It should be noted that we
consider up to 3 reflections and/or transmissions of the rays in the environ-
ment, to keep the algorithm computationally viable, and to not accumulate
errors accompanied with the limited accuracy with which the map of the
environment was implemented.
The accuracy with which this map was implemented will have an in-
fluence on the estimation accuracy of the target node for OLoS and NLoS
scenarios where the signal impinges at the receiver following a reflection,
diffraction and/or a transmission in the environment. For LoS scenarios,
the direct path will have a greater influence in the location estimation algo-
rithm than the reflected paths, such that this scenario suffers less from the
accuracy with which the map of the environment was implemented. Even
so, we believe that if an error of 10 cm was made when entering the dimen-
sions of the environment, this would at most result in an additional error
of 20 cm (2× 10 cm) for the location estimate of the target node.
4.4.3 Clustering of estimated locations (Figure 4.1, block
5)
The UWB-RiMAX algorithm and the variance-based localization approach
gives rise to a multitude of (virtual) propagation paths in our parameter
set, which in their turn give rise to multiple estimated target locations.
Subsequently clustering these estimated locations is in line with the cur-
rent literature which found that propagation paths arrive at the receiver in
clusters (e.g., COST 259 [19] and COST 273 model [20]). This approach
is rather unconventional with respect to contemporary localization techni-
ques, but it proves to be a very robust method when we look at the final
localization of the target node.
Since our UWB-RiMAX multipath estimation framework allows us to
extract several propagation paths per measurement position, which are then
used to sample new virtual paths from, we can end up with a mixture of
direct- and scattered paths between transmitter and receiver. Some of these
paths can be false due to errors in the estimation framework, and some of the
ray traced estimated locations can be incorrect due to the finite resolution
of our ray tracing algorithm (and more specifically, the accuracy with which
the environment was modeled). This leads to the existence of multiple target
location estimates, which can be a mixture of valid and invalid estimates.
Therefore, we aim to cluster these estimated target locations. In contrast to
the work in [16], we consider the existence of multiple clusters, to improve
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the robustness of our localization scheme to outliers. By doing so, we try
to group the valid estimates for the target node location, and disregard the
erroneous ones. Afterwards, we need to make a final estimate for the target
node location, by formulating a suitable selection criterion amongst these
clusters.
We first define a clustering-metric to find the optimal number of clusters,
in which to partition the total set of estimated receiver locations. The Kim-
Parks (KP) clustering index [21] was used for this purpose (as was done
before in [22]), which employs two partition functions showing opposite
properties around the optimal cluster number. We can define the under-
partition function vu(k,V; Z) of the KP index as follows:
vu(k,V; Z) =
1
k
k∑
i=1
∑
z∈Zi
‖vi − z‖
mi
, 2 ≤ k ≤ kmax. (4.4)
In this function, Z = [zT1 , z
T
2 , . . . z
T
M ]
T is a matrix of M receiver estimates,
where zm is a 1 × 2 vector representing a set of (x,y)-coordinates for the
estimated location of the mth receiver index. V = [vT1 ,v
T
2 , . . .v
T
k ]
T is a
k × 2 matrix of k estimated clusters, where vi is a two element vector
representing a set of (x,y)-coordinates for the estimated location of the ith
cluster. Next to that, Zi is the set of estimated receiver locations belonging
to the ith cluster, and mi = |Zi| is the number of locations in the ith cluster.
This under-partition measure function vu(k,V; Z) also represents the mean
intra-cluster distance, averaged over all possible clusters k. In our work, we
used kmax = 7, which proved to be a feasible maximum number of possible
clusters.
The over-partition function vo(k,V) of the KP index can be defined as
follows:
vo(k,V) =
k
dmin
=
k
min
i 6=j
‖vi − vj‖ , 2 ≤ k ≤ kmax, (4.5)
in which the denominator dmin is the minimum distance between cluster
centers, effectively measuring their inter-cluster separation.
The KP index can then be formulated as the summation of the nor-
malized versions of these under- and over-partition functions, after which
the optimal cluster number kopt corresponds with the smallest value of this
index for 2 ≤ k ≤ kmax.
4.4.4 Identification of target node location (Figure 4.1,
block 6)
After clustering the total set of estimated receiver locations, we have to
decide which cluster is most likely to contain the true location of the target
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node. Therefore, we first prune the clusters by deleting those which have
less than a third of the elements in the largest cluster (i.e., the cluster
with the most estimated locations in it). Next to that, we also prune the
estimated receiver locations in each cluster i by removing those locations
z ∈ Zi which lie further away than an arbitrarily chosen 1.5 times the Intra-
Cluster Distance ICDi (see Eq. (4.6)) from their cluster centroid position vi,
to improve the robustness of our approach.
ICDi(kopt,V; Z) =
∑
z∈Zi
‖vi − z‖
li
, 1 ≤ i ≤ kopt (4.6)
In Eq. (4.6), ICDi represents the average distance in the cluster i between
the estimated receiver locations in that cluster, and the cluster centroid
position vi. Clusters with lower ICD thus represent groups of estimated
receiver positions of which their locations lie close to each other. Pruning
those receiver locations further away than 1.5 times the ICD results in denser
and more compact clusters, where their centroid positions are influenced less
by their location outliers.
Ultimately, we still have to select the cluster that is most likely to contain
the true location of the target node. Therefore, we have established a new
decision criterion as follows, taking into account the number of locations li
(= (virtual) propagation paths) in each cluster i, the number of reflections
and/or transmissions rz each virtual propagation path z ∈ Zi underwent
(thus 0, 1, 2 or 3 at most), and their distance to the cluster centroid position
vi:
Ci(kopt,V; Z) =
∑
z∈Zi (2
rz · ‖vi − z‖)∑
z∈Zi 2
rz
·
(
1− li
M
)
(4.7)
Adding the parameter rz adds more weight in Eq. (4.7) to those clusters
having propagation paths with multiple reflections and/or transmissions.
This allows us to prioritize those clusters with fewer interactions with the
environment (thus less accumulated errors in the estimation of the receiver
location), as we can see that the above criterion becomes lower for clusters
with low ICD, a low number of reflections and/or transmissions per path,
and many paths li in that cluster. The optimal cluster iopt is then the one
with the lowest criterion Ci with at least two paths in it (otherwise ‖vi − z‖
would be zero, and thus the criterion itself would be zero). Subsequently,
the target node location is simply the centroid position vi of this cluster.
In our evaluation of the localization results, we will compare two clo-
sely related algorithms. The first one is ‘method 1’ [23], which follows the
procedure described above, but only uses the estimated mean parameters
of the propagation paths for the ray tracing localization. More specifically,
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the flowchart for this method can be obtained by omitting block 3 from
Figure 4.1 (described in Section 4.4.1). The second one is ‘method 2’ [24],
which is the full procedure as described above, and thus extends the number
of input propagation paths for the ray tracing localization by sampling new
virtual paths, utilizing the estimated means and -variances of the extracted
propagation paths.
4.5 Results
4.5.1 Location estimation
Figure 4.2 shows an example of the measurement-based ray tracing, clus-
tering and target node localization for the 4th measurement position (see
Figure 3.9(a)). Figures 4.2(a) and 4.2(b) show the results using method
1 (ray tracing with estimated paths), Figures 4.2(c) and 4.2(d) depict the
results using method 2 (ray tracing with virtual paths based on sampling).
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Figure 4.2: Measurement-based ray tracing, clustering and localization of the 4th
measurement position. Possible receiver positions are indicated with
an asterisk, colors indicate their respective clusters, of which the cen-
ters are indicated with a black cross. Propagation paths were drawn
in blue for the optimal cluster.
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From Figure 4.2, we can see that the cluster pruning operation removes
smaller clusters, of which if they were to be chosen as the optimal clus-
ter, they would result in an inaccurate location estimation of the target
receiver node. After this pruning, the remaining location estimations are
clustered again, as we can clearly see in the transition from Figure 4.2(c) to
Figure 4.2(d). Looking at this transition, we can also see the robustness of
the algorithm, as more and more inaccurate clusters and receiver locations
are removed from our dataset.
Figure 4.3 presents a map of the measurement environment with the
location of the transmitter, as well as the true- and estimated receiver loca-
tions. From this figure, we can state that there were no major errors in the
localization of the receivers, especially for larger antenna array sizes. Next
to that, the most inaccurate estimates occurred for the NLoS scenario. As
expected, it is very difficult to achieve a good accuracy in an NLoS scenario
due to the electromagnetic waves having to propagate through a certain
medium in a realistic environment (in this case, through a plasterboard
wall).
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(a) Localization using a 4 × 4 array
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(b) Localization using a 6 × 6 array
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(c) Localization using a 8 × 8 array
Figure 4.3: Location estimation of the measurement campaign. The true receiver
positions are indicated with a green dot, their estimated positions are
indicated with a blue asterisk, and both are connected to each other
by means of a red line, which thus represents the estimation error for
each position.
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4.5.2 Overview of localization results
Tables 4.2 and 4.3 lists an overview of the localization results for each recei-
ver index. It presents the localization accuracy (in meters) for LoS scenarios
(Table 4.2), and the OLoS and NLoS scenarios (Table 4.3) for the different
receiver indices, as a function of antenna array size at transmitter and recei-
ver, and the applied localization technique. In this table, ‘mean’ represents
the average value over all receiver indices. Next to that, method 1 only uses
the estimated propagation paths for the ray tracing procedure, whilst met-
hod 2 will first generate new virtual paths by sampling input parameters
from a normal distribution utilizing the estimated means and the estimated
variances of the propagation paths.
LoS accuracy (m)
Receiver index 1 2 3 8 9 13 14 15 mean
4×4
array
method 1 0.49 0.19 0.42 0.21 0.22 0.41 0.41 2.08 0.55
method 2 0.26 0.14 0.89 1.08 0.22 0.52 1.05 0.13 0.54
6×6
array
method 1 0.41 0.04 0.56 0.18 0.26 0.67 0.48 0.58 0.40
method 2 0.21 0.32 0.87 0.17 0.22 0.31 0.20 0.19 0.31
8×8
array
method 1 0.57 0.07 0.02 0.25 0.17 0.61 0.34 0.41 0.30
method 2 0.25 0.24 0.38 0.22 0.22 0.40 0.24 0.15 0.26
Table 4.2: Overview of the localization accuracy (in meters) for LoS scenarios.
OLoS accuracy (m) NLoS accuracy (m)
Receiver index 4 5 6 7 mean 10 11 12 mean
4×4
array
method 1 0.27 0.27 N/A 0.54 0.36 0.84 N/A 1.20 1.02
method 2 0.55 0.25 N/A 0.53 0.44 1.01 3.80 0.88 1.90
6×6
array
method 1 0.19 0.37 1.01 0.28 0.46 0.74 1.29 0.39 0.81
method 2 0.19 0.27 1.26 0.21 0.48 0.73 1.54 0.86 1.04
8×8
array
method 1 0.58 0.50 0.63 0.25 0.49 0.79 N/A 0.67 0.73
method 2 0.17 0.32 0.43 0.19 0.28 0.86 1.07 0.77 0.90
Table 4.3: Overview of the localization accuracy (in meters) for OLoS and NLoS
scenarios.
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Tables 4.2 and 4.3 show that our newly proposed localization algorithm
(method 2) outperforms method 1 most of the time. For example, when we
look at the results of the 8 × 8 array, we can see that our new technique
results in a better average localization of the target receiver nodes for LoS,
OLoS, and NLoS scenarios compared to method 1 (given that method 1 fails
to estimate the 11th receiver index). Next to that, method 1 was unable
to estimate receiver index 11 with a 4 × 4- or an 6 × 6 array. This implies
that incorporating the variance of the estimated geometrical propagation
paths in our localization algorithm contributes significantly to the accuracy,
compared to only using the estimated mean values of these paths. We can
also see that increasing the antenna array size results in a better localization
of the target receiver nodes. Looking at the LoS scenario for method 2,
the average accuracy is 0.54 m with a 4 × 4 array, 0.31 m with a 6 × 6
array, and 0.26 m with a 8 × 8 array. This is mainly due to the fact that
the physical propagation paths in the environment can be estimated more
accurately when increasing the size of the antenna array (resulting in more
observations of the radio channel). In an OLoS scenario for method 2, the
average accuracy is 0.44 m with a 4×4 array, 0.48 m with a 6×6 array, and
0.28 m with a 8 × 8 array. In an NLoS scenario for method 2, the average
accuracy is 1.90 m with a 4× 4 array, 1.04 m with a 6× 6 array, and 0.90 m
with a 8×8 array. Overall, we can state that our new localization algorithm
can estimate the location of a target receiver node with an average accuracy
of 0.26 m in a LoS scenario, 0.28 m in an OLoS scenario, and 0.90 m in an
NLoS scenario. This is an improvement of 4 cm in LoS scenarios, and 21 cm
in OLoS scenarios. On average, it performs 17 cm worse in NLoS scenarios,
but it should be noted that method 1 could not estimate one of the NLoS
receiver indices.
We now analyze the 8 × 8 antenna array configuration more closely,
which is supposed to have the best resolution with respect to the estimation
accuracy of the propagation paths. When increasing the size of the antenna
array configuration, the total number of observations of the radio channel
also increases. The measurements with a NT ×NR = 8 × 8 antenna array
have 4 times as many as observations as the 4×4 antenna array. Increasing
the number of observations causes the estimated variance on the extracted
propagation path parameters to decrease. We hypothesize that this is the
reason why the 4×4 antenna array sometimes yields better results, since its
larger variance can allow for a broader sampling, which causes large sparse
clusters of estimated receiver positions. This is in contrast to the small
dense clusters generated by the 8× 8 antenna array.
We found that with the method 1 of only using the estimated mean
values of the propagation paths for the localization, an average of 2.5 paths
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were found in the optimal cluster in a LoS scenario, 2.5 paths in an OLoS
scenario, and 2 paths in an NLoS scenario. This corresponds with a usage of
47 % in LoS, 59 % in OLoS and 67 % in NLoS of the total number of paths
satisfying the ray matching criterion. By applying our new localization
algorithm with the addition of incorporating the estimated variance of the
propagation paths, the absolute number of paths in the optimal cluster
obviously increased, since we have sampled virtual paths from the original
data set of propagation paths. We found that the relative number of paths
in the optimal cluster was now 9 % in LoS, 6 % in OLoS and 14 % in
NLoS of the total number of paths satisfying the ray matching criterion.
An interesting conclusion is that looking at these relative numbers of paths
used, these percentages have dropped significantly compared to method
1. This indicates that, relatively speaking, more paths were deleted after
pruning, and more distinctive clusters of estimated receiver locations could
be formed. As an apparent result when looking at the localization accuracy,
our proposed method 2 was able to choose the most likely receiver location
from several more possible clusters compared to method 1.
Moreover, we can state that in a LoS scenario, the average accuracy
of method 1 and method 2 are comparable, regardless of antenna array
size. The largest improvements that are made by adding the variance of
the propagation paths in our localization technique, is that it allows for a
robuster estimation of the receiver indices. For the 8× 8 antenna array, the
average accuracy improves from 0.49 cm in an OLoS scenario with method
1 to 0.28 m with method 2. Moreover, we can see that more receiver indices
can be estimated by using method 2 over method 1.
4.6 Conclusions
In this chapter, we have presented a novel localization technique based on
UWB channel sounding, exploiting the geometrical properties of the pro-
pagation paths between transmitter and receiver, and their corresponding
variances. An extension to the high-resolution RiMAX algorithm was deve-
loped in Chapter 3, making it possible to estimate geometrical parameters
such as AoD, AoA and ToA from UWB measurement data. Our proposed
localization technique incorporates these parameters in a framework, which
traces the physical propagation paths in an environment between trans-
mitter and receiver. After subsequently clustering the estimated receiver
locations, we proposed a selection criterion to decide on the final receiver
location based on the number of reflections, the amount of estimated recei-
ver locations in that cluster, and the power of each propagation path. Our
method was then tested in an indoor laboratory environment, of which the
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channel sounding measurement campaign was described in 3. This environ-
ment could be split up in several LoS, OLoS and NLoS scenarios, allowing us
to evaluate our localization technique under different propagation circum-
stances. Our measurements reveal that our technique achieves an average
accuracy of 0.26 m in LoS-, 0.28 m in OLoS-, and 0.90 m in NLoS scenarios.
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Chapter 5
Modeling the angular RSC
spectrum using multiple
clusters
5.1 Introduction
In the previous chapters, it was shown that in certain frequency bands, the
modeling of the SMC alone is not sufficient to reconstruct the measured
radio channel. After analyzing the RSC, which can be obtained after remo-
val of the SAGE-estimated SMC from the measured radio channel data, we
know that a large portion of this remaining energy can be attributed to the
so-called DMC. These DMC originate from distributed diffuse scattering of
the electromagnetic waves on electrically small and rough surfaces [1], and
are commonly modeled only in the time-delay domain. In this chapter, we
will extend our previous work by looking into the modeling of the DMC in
the angular domain. We will analyze the PAP of the RSC, which describes
how the power of the RSC is distributed in the angular domain. We have
found that the PAP of the RSC should be modeled by taking into account
multiple angular clusters at different angles, to better characterize the dif-
fuse scattering between transmitter and receiver, originating from multiple
reflections in an environment. This allows us to model the DMC not only
in the time-delay domain, but in the angular domain as well.
We will start by modeling the angular DMC using the (unimodal) von
Mises distribution, which is a continuous probability distribution on a ci-
rcle, and extend it with multiple modes. This results in the creation of a
so-called multimodal distribution, meaning that it is a combination of se-
veral unimodal distributions, each with their own characteristic. As such,
we can characterize the specific location, angular spread, and power of each
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angular cluster in the PAP of the RSC. We will modify the maximum like-
lihood (ML) criterion in the RiMAX algorithm which is used to optimize
the angular DMC, and extend it from a unimodal- to a multimodal angular
assumption.
The work in this chapter sheds more light on the DMC characteristics in
the X band (8 GHz to 12 GHz) through a MIMO channel sounding measure-
ment campaign at a center frequency of 11 GHz in an indoor environment [2]
for different polarization combinations between Tx and Rx (HH, HV, VH
and VV). In these environments, radio waves typically scatter from vari-
ous objects, and diffuse scattering plays an even more important role in
the MIMO transmission capacity. As was shown in [3] and [4], the DMC
increases the level of the reconstructed eigenvalues of the RSC, resulting
in a better approximation of the total measured power in the radio chan-
nel. This indicates that an accurate modeling of the DMC parameters is
necessary to prevent the underestimation of the true MIMO transmission
performance [5, 6], and to improve the accuracy of the spectral efficiency of
the radio communication link. However, the contributions of DMC are not
taken into account in standard channel models such as the 3GPP Spatial
Channel Model (SCM) [7], the ITU-R M.2135 channel model [8], or the
WINNER II channel model [9]. The aim of this chapter is thus to gain
more knowledge concerning an accurate and realistic angular modeling of
DMC, and how this will effect the MIMO channel characteristics in lower
frequency bands. The novelty is that we consider the existence of multiple
clusters in the angular RSC spectrum of the radio channel, allowing us to
construct a DMC model that better characterizes multiple diffuse reflections
of the electromagnetic waves at various angles in the environment.
The structure of this chapter is as follows. Section 5.2 summarizes the
related work on this topic, whilst Section 5.3 describes the applied channel
model with the angular modeling of the diffuse scattering. Section 5.4 des-
cribes our methodology to apply this model to radio channel sounding data,
and Section 5.5 presents our simulation setup and the resulting evaluation.
Next, Section 5.6 presents the measurement campaign, and Section 5.7 des-
cribes the results of our approach. Finally, Section 5.8 summarizes this
chapter with some conclusions and ideas for future work.
5.2 Related work
Previous efforts to characterize the diffuse scattering mostly focused on
measuring the far-field diffuse scattering pattern of typical building walls,
and incorporating these results into diffuse scattering models for ray tra-
cing simulators [10, 11]. Later works such as [12–14] utilized these models
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to extract information about the Power Delay Profile (PDP), the angular
spread and the polarization characteristics of the diffuse scattering through
ray tracing simulations, but the correctness of these analyses all relied on
the accuracy with which the environment was modeled in these simulators.
In [15], the importance of correctly characterizing the DMC is emphasized
to construct simple but realistic radio channel models.
More recent works such as [16–18] estimated the contributions of diffuse
scattering directly from MIMO radio channel measurements by applying
the RiMAX multipath estimation framework to estimate both the SMC and
DMC from the measurement data. The SMC can be seen as the determi-
nistic part of the radio channel, comprised of a number of plane waves with
well defined propagation parameters in multipath space (space-, frequency-,
and time-delay domain). They concern the coherent waves in the channel,
which can either be direct waves from transmitter to receiver, or specular
reflections due to mirror-like interactions with the environment. The DMC
can be seen as the stochastic part of the radio channel, which is continuous
in the aforementioned dimensions. They originate mainly from diffuse scat-
tering on electrically small and rough surfaces, and also contain the unre-
solvable SMC contributions which can not be estimated accurately enough
with a multipath estimation framework. The contributions of DMC are
characterized by autocorrelations of the signal component, but the RiMAX
framework only discusses the frequency domain correlation modeling of the
DMC [16–19]. As such, the integration of the DMC modeling in the angular
domain into the RiMAX framework is often lacking in the literature.
In [20], a measurement campaign was performed in a large industrial
hall in the 3 GHz band, of which the frequency domain DMC parameters
were estimated for Line-of-Sight (LoS), Obstructed-LoS (OLoS) and Non-
LoS (NLoS) scenarios. It was found that the fractional DMC power (i.e.,
relative to the total power) varies between 23%–38% in LoS, 27%–70% in
OLoS, and 57%–64% in NLoS scenarios. Hence, it becomes evident that
these DMC will contribute significantly to the total power in the channel
at lower frequencies. In [21], this work was extended by measuring the
polarization properties of the DMC in the same environment. Together
with [22], which concerns an analysis of the DMC in the 4.5 GHz band, it was
shown that the DMC parameters have a certain polarization dependency.
Investigations into the behavior of the angular DMC parameters found
that correlations exist between the locations of the SMC and the dominating
powers in the RSC spectrum. Therefore, [23] and [24] propose to model
the DMC’s angular profile as clusters around the SMC. In [25, 26], a ML
method is utilized based on a unimodal von Mises distribution to model
the angular profile of the DMC. In [4], this distribution was also found to
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be a good fit to model the angular domain autocorrelation function of the
DMC in the 11 GHz band, by convolution of the angular DMC profile with
the antenna array response. This work builds on the previous research on
this topic [4, 27] by extending the conventional RiMAX framework from a
unimodal- to a multimodal joint estimation of DMC propagation parameters
in the frequency-, angular- and polarization domains.
5.3 Channel model
5.3.1 Unimodal assumption of DMC in angular domain
For the unimodal angular DMC assumption, the PAP is modeled by mul-
tiplying a unimodal von Mises distribution with an angle-independent po-
larization vector ζd = [ζd,vv, ζd,vh, ζd,hv, ζd,hh, ζα] [26], which denotes the
angular powers of the DMC between Tx and Rx for each polarization combi-
nation xy. As such, the angular and polarization domain covariance matrix
RA(θd,A) ∈ CNTNR×NTNR can then be written as follows:
RA(θd,A) = Rvv +Rvh +Rhv +Rhh + ζα I. (5.1)
In Eq. (5.1), the angular domain covariance matrix Rxy for a certain pola-
rization setting xy (e.g., Tx-V and Rx-H; denoted as VH) can be written
as:
Rxy = ζd,xy Cxy, (5.2)
in which Cxy is the combined Tx and Rx angular power spectrum, defined
as the Kronecker-product between two matrices Cx and Cy, representing
their separate angular power spectrum. We can thus write the following:
Cxy = Cx ⊗Cy (5.3)
Cx =
∫ pi
−pi
BT,x(ϕ) fT (ϕ) B
H
T,x(ϕ) dϕ (5.4)
Cy =
∫ pi
−pi
BR,y(ϕ) fR(ϕ) B
H
R,y(ϕ) dϕ. (5.5)
In Eq. (5.4) and (5.5), BT,x and BR,y are the antenna array responses
of the transmitter for the polarization setting x, and the receiver for the
polarization setting y, respectively. Finally, the full DMC correlation matrix
R can then calculated using Eq. (1.12) from Section 1.3.2. However, since
the aim of this work is to model the spatial (angular) properties of the DMC,
we will omit the frequency domain from the covariance matrix, as was done
before in [26]. As such, we will model RF (θd,F ) as an identity matrix.
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5.3.2 Extension to a multimodal angular DMC spectrum
In the multimodal assumption of the angular DMC power spectrum, mul-
tiple clusters exists in the PAP of Tx and Rx, each with their own von
Mises distribution defined by a center location µ and an angular spread κ.
Figure 5.1 shows an example of such a multimodal von Mises distribution.
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Figure 5.1: An example of a multimodal von Mises distribution.
As such, we can re-write Rxy as being the summation over several se-
parate covariance matrices, which can be written as follows:
Rxy =
CT∑
ct=1
CR∑
cr=1
ζct,crd,xy C
ct,cr
xy , (5.6)
with CT and CR the number of clusters in the PAP of the RSC at Tx and
Rx, respectively. It follows that Cct,crxy then becomes the Kronecker-product
between both Cctx and C
cr
y as follows:
Cct,crxy = C
ct
x ⊗Ccry (5.7)
Cctx =
∫ pi
−pi
BT,x(ϕ) f
ct
T (ϕ) B
H
T,x(ϕ) dϕ (5.8)
Ccry =
∫ pi
−pi
BR,y(ϕ) f
cr
R (ϕ) B
H
R,y(ϕ) dϕ, (5.9)
in which f ctT (ϕ) and f
cr
R (ϕ) are both unimodal von Mises distributions of the
ct-th cluster at Tx, and the cr-th cluster at Rx, respectively. As such, the
combined PAP at Tx and Rx will consist of a multitude of angular clusters,
so that the angular DMC parameters of multiple reflections at different
angles in the environment can be better characterized. As we will show in
Section 5.5 and Section 5.6, this results in a better reconstruction of the
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underlying shape of the RSC, and the eigenvalue structure of the MIMO
channel.
It should be noted that the total angular DMC parameter set K for
either a unimodal or a multimodal assumption is equal to the following:
K = [(CT + CR){µ, κ}, CTCR{ζvv, ζvh, ζhv, ζhh}, ζα] . (5.10)
For each cluster at Tx and at Rx, a center value µ and an angular spread κ
needs to be estimated. Next to that, each combination of clusters at Tx and
Rx (= CTCR in total) is defined by four parameters (= {ζvv, ζvh, ζhv, ζhh})
regulating their angular power. Finally, the angular noise power ζα needs
to be estimated. As such, the total number of parameters to be estimated
is equal to |K| = (CT + CR) 2 + CTCR 4 + 1. A single cluster at both Tx
and Rx (unimodal assumption) leads to the estimation of 9 angular DMC
parameters, whilst 2 clusters at both Tx and Rx already makes 25, and 3
clusters even makes 49. In theory, more angular DMC parameters should
lead to a better characterization of the RSC spectrum. However, finding
the optimum set of angular DMC parameters in a larger multidimensional
space will become a more difficult task. As such, we can expect a trade-off
between the number of angular DMC parameters, the complexity of the
algorithm, and the added value of taking more parameters into account.
5.4 Methodology
To obtain estimates of the SMC and DMC parameters in both the time-
delay- and angular domain, the RiMAX algorithm was used, which was
previously outlined in Section 1.4.
5.4.1 Initialization of DMC propagation parameters
To find a suitable final solution for both the time-delay and the angular-
polarization domain DMC parameters described above, we must first start
the iterative search from an initial solution. Since we have adopted the same
method of [16] for finding an initial solution for the time-delay domain DMC
parameters, we refer to this work for a detailed description, which was also
discussed in Section 1.4.2.2.
For the initialization of the angular-polarization DMC parameters, we
need to know how many clusters (i.e., distributions) to consider at Tx and
Rx, what their center values are, their angular spreads, and the polarimetric
power they represent in the RSC spectrum. The initialization of each of
these four characteristics will be discussed in the section below.
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In a first step towards the initialization of the angular-polarization dom-
ain DMC parameters, the estimated SMC values of the AoD and AoA per
propagation path are fed as input parameters to a k-means clustering algo-
rithm [28]. It should be noted that we perform this clustering separately
at the transmitter and receiver, so that we can obtain a different number
of clusters at the transmitter and receiver. To overcome the difficulty of
clustering circular data, we have first converted the angular AoD and AoA
parameters (in degrees) to a Cartesian coordinate system (assuming a ra-
dius of 1 m). The k-means algorithm (e.g., at transmitter) aims to partition
the I different AoD values of the SMC into a certain pre-defined number of
clusters k in which each angle belongs to the cluster with the nearest mean.
K-means clustering aims to partition these I AoD values into k(≤ I) sets,
so as to minimize the within-cluster sum of squares (WCSS) (i.e., the vari-
ance). This is the equivalent of minimizing the pairwise squared deviations
between the AoDs in the same cluster. Because the total variance is con-
stant, this is also equivalent to maximizing the squared deviations between
the AoDs in different clusters (between-cluster sum of squares, BCSS).
The result of this algorithm is in agreement with the definition of a
cluster in the COST 273 and COST 2100 channel models, namely that a
cluster is a set of propagation paths with similar characteristics [29, 30]. By
running the k-means algorithm for a varying number of clusters which are
to be formed (e.g., 2 to 5), the optimal number of clusters can be estimated
by using the KP clustering index [31] (as was done in Section 4.4.3). Note
that modeling a single cluster could be better in some scenarios (e.g., for
an open outdoor environment without much reflection). To detect such a
situation, we will check during the optimization procedure if the angular
spread of a certain cluster is still significantly large. If not, this cluster will
act as a uniform distribution in angular space, and it has no added value
to model the diffuse powers in the angular RSC spectrum. As such, we will
drop this cluster from further analysis in the algorithm.
In our approach, we will limit the maximum number of clusters to 3, so
that we do not overfit the angular RSC spectrum, and as such reduce the
computational complexity of finding an optimal set of values for them. As
such, we will take the center values of each k-means-classified cluster ct at
Tx (i.e., the clustered AoD values) as center values µT for each distribution
f ctT . Similarly, the center values of each k-means-classified cluster cr at Rx
(i.e., the clustered AoA values) will act as the center values µR for each
distribution f crR .
After doing so, we will use these initialized center values µ of the von
Mises distributions, and apply a beamforming based method with a coarse
grid search for the initialization of their respective κ values. First, we need
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to write the total angle-independent polarimetric power vector ζct,crd , repre-
senting the polarimetric power between the angular DMC clusters ct at Tx,
and cr at Rx, as follows:
ζct,crd = vec
{[
ζct,crd,vv , ζ
ct,cr
d,vh , ζ
ct,cr
d,hv , ζ
ct,cr
d,hh
]}
, (5.11)
in which vec{·} is an operator that reshapes a matrix into a row vector. We
can then construct a model from Eq. (5.1), relying on the linear dependences
of the covariance matrix RA as follows:
RA,v = vec{RA} (5.12)
RA,v =
CT∑
ct=1
CR∑
cr=1
ζct,crd C
ct,cr
d + ζαvec {I} (5.13)
Cct,crd =

vec{Cct,crvv }
vec{Cct,crvh }
vec{Cct,crhv }
vec{Cct,crhh }
 , (5.14)
which we can rewrite as follows:
RA,v = ζv Cv (5.15)
ζv = vec
{[
ζ1,1d , . . . , ζ
1,CR
d , . . . , ζ
CT ,1
d , . . . , ζ
CT ,CR
d , ζα
]}
(5.16)
Cv = vec
{[
C1,1d , . . . ,C
1,CR
d , . . . ,C
CT ,1
d , . . . ,C
CT ,CR
d , I
]}T
. (5.17)
Exploiting this linear model, we can apply a Least-Mean-Squares (LMS)
estimator [32, 33] that minimizes the mean square error between the sample
covariance matrix and the model covariance matrix:
ζˆv = min
ζv
∣∣∣∣∣∣R˜A,v − ζv Cv∣∣∣∣∣∣2 , (5.18)
from which we can calculate that the optimal value ζˆv according to the
LMS estimator becomes the following:
ζˆv = R˜A,v
((
C∗vC
T
v
)−1
C∗v
)T
, (5.19)
from which we can calculate the covariance matrix in the angular dom-
ain RA(θd,A), and insert it into the log-likelihood function of the angular-
polarization domain of the RiMAX algorithm (see Eq. (1.31)). The op-
timal (coarsely searched) κ values, resulting in the highest value of this
log-likelihood function among all initial values, will be used as initial star-
ting values in a next iteration of this beamforming search, around which we
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will choose finer κ values. After doing so, we can find a set of finely searched
κ values which best represent the angular-polarization profile of the RSC
spectrum. The angle-independent polarization matrix ζv, representing the
polarimetric power corresponding between the Tx and Rx angular DMC
clusters, can be calculated from Eq. (5.19).
After this initialization procedure, we refer to Section 1.4.3.1 and 1.4.3.2
for the optimization procedures of the DMC in both the frequency- and
angular domain.
5.5 Simulations
5.5.1 Simulation setup
Monte Carlo simulations were performed by sampling random values per
simulation run (1000 in total) for the angular DMC parameters within a
certain range, and running the initialization and optimization procedures
as summarized above. In this work, we have assumed a fixed value of two
clusters at both Tx and Rx, respectively.
The generated center values µ of our von Mises distributions were rand-
omly sampled from the interval [0◦ : 360◦], with the additional condition
that the center value of the second cluster needs to be at least 50◦ away
from the first cluster. This ensures that a proper matching can be performed
between the generated and the estimated clusters before calculating their
estimation errors, since their center values can be distinguished enough du-
ring the evaluation phase. The angular spread of each cluster, regulated by
the parameter κ, was randomly sampled from the interval [0.5 : 5]. This cor-
responds with a standard deviation of 96.45◦ and 27.21◦, respectively. The
angle-independent polarization matrix ζd was sampled randomly between
[0.2 : 1] for each cluster combination ct, cr, and for each polarization setting
xy, and the noise power ζα was sampled randomly between [0.05 : 0.15].
5.5.2 Unimodal modeling of a multimodal spectrum
The main purpose of this work is to be able to characterize multiple peaks in
the power level in the residual angular DMC spectrum at both Tx and Rx,
at those angles of departure and -arrival contributing to diffuse reflections of
the electromagnetic waves in the environment. Figure 5.2 shows a generated
multimodal spectrum containing two clusters (resulting in two peaks), which
we processed first by using the unimodal assumption, and then by using the
multimodal assumption.
From Figure 5.2, we can observe that if we would model an angular DMC
spectrum with multiple clusters by using a unimodal distribution, both the
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Figure 5.2: PAP of the DMC. The black line denotes the generated input DMC
spectrum, red is the estimated multimodal DMC spectrum, and green
is the estimated unimodal DMC spectrum.
center values and the angular spread of this distribution can be wrongfully
estimated. When looking at the two input clusters in Figure 5.2(a), the
multimodal distribution fits these nicely, whilst the unimodal distribution
estimates its center value somewhere between the two. When looking at
Figure 5.2(b), the unimodal distribution tends to estimates its center value
more towards the stronger cluster, whilst its estimates the angular spread
such that it tries to average out the entire DMC spectrum. However, if we
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model this spectrum using a multimodal assumption, both generated center
values are estimated correctly, and their angular spreads correspond very
well with the true generated values.
5.5.3 Simulation results
Figures 5.3, 5.4 and 5.5 show the estimation errors between the generated
and the estimated DMC parameters of the von Mises distributions as a
histogram, of both the strongest (red) and the weakest (blue) cluster. The
color purple indicates the overlap between both (red and blue) histograms.
(a) Transmitter (b) Receiver
Figure 5.3: Histogram of the estimation errors between the generated- and the
estimated center values µ of each cluster.
(a) Transmitter (b) Receiver
Figure 5.4: Histogram of the estimation errors between the generated- and the
estimated angular spreads κ (converted into ◦) of each cluster.
Table 5.1 lists the estimation errors between the generated- and the es-
timated von Mises distributions (i.e., clusters) at Tx and Rx. The µ error
denotes the difference between the generated and the estimated center va-
lues of both clusters. The κ error denotes the difference in angular spread
(converted into ◦), whilst the ζd error denotes the difference in relative po-
wer (summed over all polarizations) between each generated and estimated
cluster (expressed in %).
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(a) Transmitter (b) Receiver
Figure 5.5: Histogram of the estimation errors between the generated- and the
estimated relative powers (expressed in %) of each cluster.
µ error (◦) κ error (◦) ζd error (%)
#1 #2 #1 #2 #1 #2
Tx
mean 0.04 -0.13 -0.06 -0.05 -0.09 -0.08
stdvar 3.12 2.56 1.95 2.67 3.24 3.22
Rx
mean 0.14 0.08 -0.03 -0.05 -0.18 -0.10
stdvar 4.62 5.73 2.42 2.68 4.00 4.28
Table 5.1: Estimation errors between the generated- and the estimated von Mises
distributions (i.e., clusters) at Tx and Rx. Distribution #1 always
denotes the stronger cluster, whilst distribution #2 denotes the weaker
cluster. The abbreviation ‘stdvar’ refers to the standard deviation of
the obtained values.
From Figures 5.3, 5.4 and 5.5, and Table 5.1, we can conclude that our
algorithm is able to estimate the generated clusters with a mean error of
less than 1◦ for both the center values and the angular spreads of each
cluster. The mean error in relative power is limited to less than one tenth
of a percent. Our algorithm achieved convergence in less than 25 iterations,
with a mean number of 5.86 iterations.
5.6 Measurements
5.6.1 Measurement environment
Figure 5.6 shows the measurement environment of the indoor hall, with a
description of the floor plan in Figure 5.6(a), and a photograph of it from
the viewpoint of the receiver in Figure 5.6(b).
Figure 5.6(a) shows that there was no furniture in this environment, ex-
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Figure 5.6: Measurement environment [4].
cept for a few chairs and some tables. This size of the hall was approximately
30 m × 10 m × 3 m. In this environment, the receiver was set at a fixed po-
sition (bottom left in Figure 5.6(a)), whilst the transmitter occupied various
positions along the measurement course (starting from center right in Fi-
gure 5.6(a), going to center left). In total, 280 distinct transmitter-receiver
locations were measured along the 20 m course, resulting in a spacing bet-
ween the measurement points of about 7.17 cm. Snapshot 0 was located at
the utmost right of ‘Measurement Course 1’ in Figure 5.6(a), whilst snaps-
hot 279 was located at the utmost left in this course. The array directions
of transmitter are also shown, and the AoD and AoA were defined from
the front directions of the instruments in a counter-clockwise direction (see
Figure 5.6(a)).
In the data analysis, the SMC parameters were first estimated with the
SAGE algorithm [34]. The path discarding threshold ξ was 20 dB, such
that paths with a lower power than the highest path power by ξ were dis-
carded. In total, we allowed for the estimation of a maximum number of 90
propagation paths. Afterwards, the angular-polarization characteristics of
the DMC propagation parameters were estimated with the RiMAX-based
estimator that was explained in Section 5.4. In our analysis, we will com-
pare the characteristics of assuming a uniform-, unimodal- and multimodal
angular DMC assumption.
5.6.2 Channel sounding campaign
MIMO channel measurements were conducted in the 11 GHz band in an
indoor hall environment to identify the angular-polarization characteristics
of the DMC in the X band. The specifications of the MIMO channel sounder
are summarized in [2], and its main settings are listed in Table 5.2. The
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antennas were dual-polarized patch antennas, so that the 12-element circular
array at transmitter and receiver gives rise to a 24-by-24 MIMO channel
matrix (12 H-polarized channels and 12 V-polarized channels). Photographs
of the 11 GHz channel sounder are shown in Figure 5.7.
(a) Transmitter unit (b) Receiver unit (c) Antenna array
Figure 5.7: Photographs of the 11 GHz channel sounder [2, 4].
Center frequency 11 GHz
Bandwidth 400 MHz
Transmit power (per antenna) 10 mW
Transmit signal Multitone signal
Number of sub-carriers 2048
Tx/Rx antenna array
12-element circular array
(12 V-pol. and 12 H-pol.)
Tx/Rx antenna height 1.7 m
Table 5.2: Channel sounder parameters.
5.7 Results
5.7.1 Measured angular spectra
Figures 5.8(a) and 5.8(b) show the measured RSC power spectrum and its
estimated PAPs for snapshot 100 at Tx and Rx, respectively. At both the
transmitter and the receiver, our methodology resulted in the estimation
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Maximum number of paths 80
SAGE: maximum iteration number 20
RiMAX: maximum iteration number 100
Path discarding threshold ξ 20 dB
Table 5.3: Data processing parameters.
of two clusters. In these figures, the black line represents the RSC power
spectrum in the angular domain, summed over all time-delay bins.
To obtain this angular spectrum, e.g. at Tx, we first perform the follo-
wing beamforming operation [35]:
ST (ϕT ) =
1
NR
NR∑
nR=1
BT (ϕT )
H√
BT (ϕT )HBT (ϕT )
Y nR , (5.20)
in which Y nR ∈ CNT×NF denotes the impulse response of all Tx channels
and the nthR Rx channel, and BT (ϕT ) denotes the antenna array responses
of the transmitter for the angle ϕT . Equivalently, the angular spectrum of
the RSC at Rx is calculated as follows:
SR(ϕR) =
1
NT
NT∑
nT=1
BR(ϕR)
H√
BR(ϕR)HBR(ϕR)
Y nT , (5.21)
in which Y nT ∈ CNR×NF denotes the impulse response of all Rx channels
and the nthT Tx channel, andBR(ϕR) denotes the antenna array responses of
the receiver for the angle ϕR. Afterwards, an IFFT operation is performed
to get the time-delay domain representation of these angular spectra, after
which we sum them over all time-delay bins.
In Figure 5.8, the red line corresponds with the PAPs of the multimodal
DMC assumption, whilst the green line is the PAP of the unimodal DMC
assumption, and the blue line represents a uniform angular distribution of
power. Figure 5.8(a) is the RSC power spectrum at the transmitter, and
figure 5.8(b) is the RSC power spectrum at the receiver.
Figure 5.8(a) and 5.8(b) show that the multimodal angular DMC as-
sumption is a better representation of the RSC spectrum than the unimodal-
or the uniform angular DMC assumption. Figure 5.8(b) clearly shows that
the center locations of the multimodal distribution are estimated better
with the multimodal assumption over the unimodal one, and lie closer to
the peak values in the angular RSC spectrum. However, there is still room
for improvement regarding the extent to which the angular RSC spectrum
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Figure 5.8: PAPs of the measured RSC spectrum and the reconstructed DMC
spectra assuming a uniform-, unimodal- and multimodal assumption.
can be reconstructed, which is largely influenced by the amount of variation
in this spectrum.
5.7.2 Mean-Square-Errors of the RSC characterization
Figure 5.9 presents the Mean-Square-Error (MSE) between the RSC and
its reconstructed spectrum using the uniform-, unimodal- and multimodal
angular DMC assumptions for the 280 distinct Tx-Rx positions, shown as
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a function of their traveled length along the measurement route (0 m to
20 m).
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Figure 5.9: MSE of the angular RSC spectrum with its reconstructed spectrum
using a uniform- (blue), unimodal- (green), or multimodal (red) an-
gular DMC assumption.
Figure 5.9 visually shows that the MSE between the RSC and the dif-
ferent angular DMC assumption significantly lowers when going from a
uniform- to a unimodal- to a multimodal angular DMC assumption. Ta-
ble 5.4 lists the MSE between the RSC and these three angular DMC as-
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sumptions using either the 100% highest angular bin values, or the 95%
highest angular bin values.
uniform unimodal multimodal
Tx
100% highest 7.65 dB 5.20 dB 3.57 dB
95% highest 6.06 dB 3.98 dB 2.65 dB
Rx
100% highest 7.49 dB 5.49 dB 3.38 dB
95% highest 5.55 dB 4.17 dB 2.49 dB
Table 5.4: MSEs between the RSC and the uniform-, unimodal- and multimodal
angular DMC assumptions for the 100% and the 95% angular bins
containing the most power.
Table 5.4 shows that the MSE between the RSC and the reconstructed
spectrum assuming a uniform angular distribution is about 7.65 dB at the
transmitter, and 7.49 dB at the receiver. When applying a unimodal angu-
lar DMC distribution, this error reduces to 5.20 dB at the transmitter, and
5.49 dB at the receiver. Moreover, when we apply a multimodal angular
DMC distribution, this error reduces even further to 3.57 dB at the trans-
mitter, and 3.38 dB at the receiver. Looking at this MSE, the multimodal
angular DMC distribution outperforms the uniform assumption by up to
4.08 dB at the transmitter, and 4.11 dB at the receiver. In comparison with
the unimodal assumption, the improvement is 1.63 dB at the transmitter,
and 2.11 dB at the receiver. If we limit ourselves to the 95% highest angu-
lar bin values of the RSC, the error between the RSC and the multimodal
DMC assumption can be as low as 2.65 dB at the transmitter, and 2.49 dB
at the receiver. From these figures and this table, we can conclude that the
multimodal angular DMC distribution fits the RSC spectrum better than
when we apply a uniform- or a unimodal angular DMC assumption.
5.7.3 Number of angular DMC clusters and their po-
wers
Table 5.5 lists how many clusters are estimated (i.e., how many modes exist
in the multimodal von-Mises distribution) when evaluating the multimodal
DMC assumption.
From Table 5.5, we can conclude that in the angular RSC spectrum at
the transmitter, a total of 2 clusters are modeled in the multimodal DMC
assumption in around 50% of all cases (out of all measured snapshots). In
the angular RSC spectrum at the receiver, a total of 2 clusters are modeled in
around 62% of all cases. A total of 3 clusters are modeled at the transmitter
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Number of
angular DMC clusters
Occurrence
at transmitter
Occurrence
at receiver
1 cluster 1.07% 0.71%
2 clusters 49.64% 61.79%
3 clusters 49.29% 37.50%
Table 5.5: Percentage of all measurement snapshots resulting in a certain number
of angular DMC clusters (1, 2 or 3) at transmitter and receiver by
assuming the multimodal angular DMC assumption.
in around 49% of all cases, whilst this is only 38% at the receiver. From this,
we can conclude that the angular RSC spectrum at transmitter contains,
on average, more clusters in this specific scenario. This means that the
diffuse power is modeled at larger number of locations in the angular RSC
spectrum at the transmitter than at the receiver.
Table 5.6 lists the relative power of each cluster of the k-means clustered
SMC, and the angular DMC clusters of each von-Mises distribution, for
when 2 or 3 clusters are estimated.
Number of
angular DMC clusters
Power at transmitter Power at receiver
SMC DMC SMC DMC
2 clusters
1st cluster 93% 56% 86% 56%
2nd cluster 7% 44% 14% 44%
3 clusters
1st cluster 87% 48% 80% 49%
2nd cluster 10% 34% 14% 34%
3rd cluster 3% 18% 6% 17%
Table 5.6: Relative powers of the k-means SMC clusters and the angular DMC
clusters of each von-Mises distribution.
From Table 5.6, we can conclude that the power of the SMC is often
concentrated in the strongest cluster, which contains a larger percentage of
the total power on average, often with values around 80% or more. Looking
at the relative percentage of the power in each angular DMC cluster, we
can state that these clusters are power-wise less concentrated than their
SMC counterparts. This means that the diffuse power in the angular RSC
spectrum is distributed more equally over different clusters, especially over
the two strongest clusters.
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5.7.4 Center values µ of the von Mises distributions
Figure 5.10 shows the center values µ of the unimodal- and multimodal
angular DMC distributions at the transmitter for the 280 distinct Tx-Rx
positions, shown as a function of their traveled length along the measure-
ment route (0 m to 20 m). and Figure 5.11 shows these center values of
the unimodal- and multimodal angular DMC distributions at the receiver.
In these figures, the direct path is shown in black, and the angles of the
dominant reflections (on all four walls) are shown in red, blue, green and
magenta. ‘Reflected path 1’ refers to a specular reflection of a path on a
wall, resulting in the shortest path length between transmitter and receiver.
‘Reflected path 4’ refers to a specular reflection of a path on a wall, resulting
in the longest path length between transmitter and receiver.
Figures 5.10(b) and 5.11(b) show that the center values of the multimo-
dal DMC clusters follows those of the specularly reflected paths in the envi-
ronment quite well. The black dots denote the strongest clusters, whilst the
red- and blue dots denote the weaker clusters. We can state that the stron-
ger cluster characterize the direct path between transmitter and receiver
better, and the weaker clusters characterize a reflection (more specifically,
the 3rd and 4th strongest) in the environment. Visually, Figure 5.11(b)
shows the multimodal assumption at the receiver is a better fit for the di-
rect path than the unimodal assumption (which is shown in Figure 5.11(a)),
since it follows the direct path between transmitter and receiver better.
Table 5.7 lists the average differences between the center values of the
unimodal- and multimodal von Mises distributions with the angle of the
closest (in angular space) physical path in the environment. Before per-
forming this analysis, all 5 possible paths between transmitter and receiver
were calculated, together with their corresponding AoD and AoA values.
These 5 paths are the direct path and the four perfectly specular reflections
in the environment (on the top wall, the bottom wall, the left wall and the
right wall). The closest path was then the path corresponding with the
smallest difference between each of these 5 paths and the center values of
the unimodal- and multimodal von Mises distributions. The unimodal von
Mises distribution results in only one such difference, whilst the multimodal
von Mises distribution results in up to 3 such differences.
From Table 5.7, we can conclude that the angular differences between
the center values of the von Mises distributions with the closest physical
path in the environment increases from a difference of about 6.40◦ at trans-
mitter and 8.21◦ at receiver when applying a unimodal DMC assumption
(which only characterizes the direct path), to about 8.91◦ at transmitter and
10.55◦ at receiver when applying a multimodal DMC assumption (which
characterizes the direct path better for Tx-Rx travel lengths up to 13 m,
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Figure 5.10: Center values of the von Mises distributions at transmitter
and also characterizes a reflection in the environment). Moreover, we can
observe that the weaker clusters of the multimodal von Mises distribution
characterizes reflected paths in the environment, with a difference of about
10.64◦ at transmitter, and 8.89◦ at receiver for the 2nd strongest cluster,
and 18.75◦ at transmitter, and 12.47◦ at receiver for the weakest cluster.
These differences indicate a strong correlation between the center values
of the multimodal von Mises distributions with the expected propagation
phenomena (direct path and reflections) in the environment.
Table 5.8 lists the average differences between the center values µT and
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Figure 5.11: Center values of the von Mises distributions at receiver
µR of the unimodal- and multimodal von Mises distributions with the center
values of the clustered SMC in the environment, in angular space. The
SMC were clustered using the k-means algorithm, using the same number of
clusters as there are in the multimodal von Mises distribution at transmitter
and receiver.
Figure 5.12 shows the map of the environment with the center values
of the multimodal von Mises distributions at transmitter and receiver. The
green lines denote the center values of the multimodal distributions at the
transmitter, whilst the magenta lines denote the center values of the multi-
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µT -AoD differences µR-AoA differences
DMC
unimodal
6.40◦ 8.21◦
DMC
multimodal
1st cluster 8.91◦ 10.55◦
2nd cluster 10.64◦ 8.89◦
3rd cluster 18.75◦ 12.47◦
Table 5.7: Differences of the center values µT and µR of the unimodal- and multi-
modal von Mises distributions with the AoD and the AoA of the closest
physical path in the environment.
µT -AoD differences µR-AoA differences
DMC
unimodal
11.89◦ 27.83◦
DMC
multimodal
1st cluster 17.40◦ 13.49◦
2nd cluster 23.66◦ 13.15◦
3rd cluster 17.08◦ 15.50◦
Table 5.8: Differences of the center values µT and µR of the unimodal- and multi-
modal von Mises distributions with the AoD and the AoA center values
of the clustered SMC in the environment.
modal distributions at the receiver.
Figure 5.12 shows that especially at the receiver, the center values of
the multimodal von Mises distributions characterize both the direct path
between transmitter and receiver, and the reflection on the left wall. This le-
ads us to believe that in this measurement environment, the multimodal von
Mises distributions characterizes the diffuse scattering which is linked with
a physical reflection in the environment. This observation is in agreement
with the findings in [23] and [24], who both model the DMC as clusters
around the most dominant SMC in the environment.
5.7.5 Angular spreads κ of the von Mises distributions
Figure 5.13(a) shows the angular spreads κ (converted to ◦) of the SMC
clusters, and the unimodal- and multimodal von Mises distributions at the
transmitter, and Figure 5.13(b) shows these at the receiver. The sizes of
the dots represents the relative power of the SMC- or the multimodal clus-
ters. Obviously, there is only one dot for the unimodal distribution, which
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Figure 5.12: Map of the environment with the center values of the multimodal von
Mises distributions at transmitter and receiver.
contains only a single cluster.
Figure 5.13(a) shows that the angular spread of the stronger cluster
of the multimodal von Mises distribution at the transmitter and receiver
(larger dots) is lower than the angular spread of the single cluster of the
unimodal von Mises distribution. This finding is in agreement with our
previous work on synthetic radio channels, where we found that a multi-
modal DMC assumption models the angular spreads of an RSC spectrum
better than a unimodal assumption [36]. Moreover, Figure 5.13(a) shows
that roughly 95% of all multimodal von Mises distribution result in a lo-
wer angular spread than the unimodal von Mises distribution, of which the
stronger cluster follows the angular spread of the SMC.
Table 5.9 lists the average angular spreads of the SMC, and of the
unimodal- and multimodal von Mises distributions in the environment.
Table 5.9 shows that the angular spread of the SMC is lower than those
of the unimodal- and multimodal von Mises distributions, both at the trans-
mitter and receiver. The average value of the angular spread of the SMC at
the transmitter is 11.65◦ for the stronger cluster, and increases up to 16.60◦
for the weaker cluster. At the receiver, the angular spread is 15.78◦ for the
stronger cluster, and 15.11◦ for the weaker cluster. The angular spreads
of the unimodal von Mises distributions are 77.59◦ at the transmitter and
83.73◦ at the receiver, which are higher values than the ones reported for the
SMC. Finally, for the multimodal von Mises distributions, we can observe
that the angular spreads of the stronger cluster lie somewhere between those
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(a) Transmitter
(b) Receiver
Figure 5.13: Angular spreads of the SMC clusters, and the unimodal- and multi-
modal von Mises distributions. The sizes of the dots represents the
relative powers of the different clusters.
of the angular spreads of the SMC, and those of the unimodal von Mises
distributions. The average value of the angular spread of the multimodal
von Mises distribution at the transmitter is 36.65◦ for the stronger cluster
(87% of all measured postions), and increases up to 46.96◦ for the weaker
cluster (3% of all measured postions). At the receiver, the angular spread
is 40.90◦ for the stronger cluster (49% of all measured postions), and 39.68◦
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Angular spread
at transmitter
Angular spread
at receiver
SMC
1st cluster 11.65◦ 15.78◦
2nd cluster 16.66◦ 18.64◦
3rd cluster 16.60◦ 15.11◦
DMC
unimodal
77.59◦ 83.73◦
DMC
multimodal
1st cluster 36.65◦ 40.90◦
2nd cluster 69.13◦ 48.41◦
3rd cluster 46.96◦ 39.68◦
Table 5.9: Average values of the angular spreads of the SMC, and of the unimodal-
and multimodal von Mises distributions (κT and κR) in the environ-
ment.
for the weaker cluster (17% of all measured postions).
We can conclude that the stronger cluster is more compact than the other
clusters, both for the SMC and the multimodal von Mises distributions. By
analyzing the center values of the SMC and of the multimodal von Mises
distributions, we know that this stronger cluster characterizes the direct
path between transmitter and receiver. As such, it can be expected that
this power is more concentrated in angular space. In contrast, we know that
the weaker cluster of the SMC and of the multimodal von Mises distributions
characterizes a reflection in the environment. The increase in angular spread
for this weaker cluster implies that the diffuse scattering occurs at a wider
range of angles in the environment.
5.7.6 Spatial powers of RSC and reconstructed spectra
In Figure 5.14, the powers for each transmitter-receiver combination (Tx-
Rx sub-channel) are given, summed over all time-delay bins. Figure 5.14(a)
shows the spatial powers of the RSC, after removal of all SMC from the
measured channel. The first half (1 to 12) of the Tx-Rx sub-channels are
the V-polarizations, the latter half (13 to 24) are the H-polarizations. Fi-
gure 5.14(b) shows the reconstructed spectra when applying a uniform an-
gular DMC assumption, whilst Figure 5.14(c) shows the reconstruction with
a unimodal DMC assumption, and Figure 5.14(d) shows the reconstruction
with a multimodal DMC assumption.
The shadowed regions in Figure 5.14(a) (the dark blue Tx-Rx combi-
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(d) DMC multimodal
Figure 5.14: The spatial powers (expressed in dB) of the MIMO radio channel at
snapshot 0 in the hall. The first half (1 to 12) of the Tx-Rx sub-
channels are the V-polarizations, the latter half (13 to 24) are the
H-polarizations.
nations; the lowest powers) occur mostly for the cross-polarized channels
(VH and HV). In comparison, the radiated regions in this figure (the dark
yellow Tx-Rx combinations; the highest powers) represent the co-polarized
channels (VV and HH). Figure 5.14(b) shows the reconstructed DMC spa-
tial spectra when applying a uniform angular DMC assumption. From this
figure, we can state that it is impossible to characterize either the shadowed
or the radiated regions from the RSC with a decent accuracy. The uniform
DMC assumption averages the entire spectrum, so that we can not model
the higher and lower powers from the RSC. The variations in spatial po-
wer that do occur are attributable to the variations of the antenna array
responses at the transmitter and the receiver.
Figure 5.14(c) and Figure 5.14(d) shows the reconstructed DMC spatial
spectra when applying a unimodal- and a multimodal DMC assumption,
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respectively. Both figures show that we are able to distinguish better be-
tween the shadowed or the radiated regions from the RSC, of which the
multimodal DMC assumption is able to characterize the highs and lows of
the RSC spatial spectrum a bit better. Although the difference between the
unimodal- and multimodal angular DMC assumption in this measurement
scenario is not very pronounced, it should be noted that the assumption
of multiple angular clusters results in a better characterization of the RSC
spectrum.
For clarification purposes, Figure 5.15 shows the dynamic range of the
spatial RSC spectrum, shown as a function of their traveled length along
the measurement route (0 m to 20 m). The black line denotes the difference
between the maximum- and the minimum value of the Tx-Rx sub-channels,
whilst the red line denotes the difference between the 90th- and 10th per-
centiles of these powers (in which we can find 80% of all the powers of
the Tx-Rx sub-channels). In addition, the blue line denotes the standard
deviation of the powers of the Tx-Rx sub-channels.
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Figure 5.15: Dynamic range and standard deviation of the spatial RSC spectrum.
Figure 5.15 shows that regardless of the Tx-Rx travel length (and thus
Tx-Rx distance), the dynamic range of the spatial RSC spectrum lies bet-
ween 15 dB and 25 dB. It should be noted that this is a combination of the
separate RSC spectra at transmitter and receiver. The difference between
the 90th- and 10th percentiles in Figure 5.15 shows that the dynamic range
is about 10 dB to 11 dB. In addition, the standard deviation is roughly
4 dB.
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5.7.7 Reconstruction of eigenvalues
To evaluate the accuracy of the reconstruction of the measured eigenvalues
with the multimodal approach, we will first look into how many eigenvalues
are to be considered relevant to do so. We define the kth relative eigenvalue
as follows:
λk,rel =
λk
NTNR∑
n=1
λn
, (5.22)
in which the relative eigenvalues are normalized with respect to the sum
of all eigenvalues of the covariance matrix R(θd) of the measured channel.
This means that each relative eigenvalue can be interpreted as a fraction of
the total measured power in the radio channel. Whilst most studies such
as [3, 37] and [4] will only look at the four strongest eigenvalues, we have
first calculated the number of eigenvalues that are required to reconstruct
90%, 95% and 99% of the power in the covariance matrix of the measured
channel. The results of this can be found in Table 5.10.
Power to reconstruct in R(θd)
90% 95% 99%
Required nr.
of eigenvalues
mean 2.66 3.47 6.38
stdvar 0.98 1.40 2.06
Table 5.10: Required number of eigenvalues to reconstruct 90%, 95% and 99%
of the power in the covariance matrix R(θd) of the measured radio
channel.
Table 5.10 shows that we can reconstruct 90% of the power in the cova-
riance matrix of the measured channel with a mean number of 2.66 eigen-
values, 95% can be reconstructed with a mean number of 3.47 eigenvalues,
and 99% can be reconstructed with a mean number of 6.38 eigenvalues.
Note that our measurement scenario results in a total of 24 eigenvalues. If
we would only consider the 4 strongest eigenvalues, we could still underes-
timate the MIMO transmission performance by up to 10%. On average, we
can state that we can reconstruct 99% of the power with the strongest 7
eigenvalues.
Table 5.11 lists the differences between the power of the eigenvalues of
the total measured covariance matrix, with the eigenvalues of the total co-
variance matrix reconstructed based on either the SMC, the SMC and a
unimodal DMC assumption, or the SMC and a multimodal DMC assump-
tion, and this for the strongest seven eigenvalues.
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Eigenvalue SMC
SMC+DMC
(uniform)
SMC+DMC
(unimodal)
SMC+DMC
(multimodal)
1 st -1.42 dB -0.95 dB -0.80 dB -0.71 dB
2 nd -2.08 dB -1.50 dB -1.34 dB -1.22 dB
3 rd -3.59 dB -1.30 dB -1.29 dB -1.05 dB
4 th -4.38 dB -1.54 dB -1.26 dB -0.93 dB
5 th -5.27 dB -0.79 dB -0.57 dB -0.37 dB
6 th -5.55 dB -0.70 dB -0.92 dB -0.31 dB
7 th -7.30 dB -1.06 dB -0.91 dB -0.37 dB
Table 5.11: Differences between the power of the eigenvalues of the total measu-
red covariance matrix, and the eigenvalues of the total reconstructed
covariance matrix, either from the SMC, SMC+DMC (uniform),
SMC+DMC (unimodal) or SMC+DMC (multimodal).
From Table 5.11, we can state that we are able to reconstruct the me-
asured channel better with a multimodal assumption than with a uniform-
or a unimodal assumption, since all eigenvalues lie consistently closer to
the measured ones. Although the improvement of our approach over the
uniform- and the unimodal assumption are less than 1 dB by considering
the eigenvalues, it results in a more accurate reconstruction of the angular
RSC spectrum. Figure 5.16 shows the CDFs for the four strongest eigenva-
lues (we have limited this figure to the strongest four, for visual purposes).
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Figure 5.16: Eigenvalues CDFs of space MIMO matrices of the total channel.
Figure 5.16 shows a modest improvement for the reconstruction of the
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eigenvalues when applying a multimodal angular DMC assumption over
a unimodal- or a uniform angular DMC assumption. However, from Fi-
gure 5.9, we know that the uniform- or the unimodal angular DMC as-
sumption will add extra power to the reconstructed channel, which helps
the reconstruction of the eigenvalues, but at the cost of ignoring the under-
lying structure of the angular RSC spectrum.
5.8 Conclusions
In this chapter, we have performed a channel sounding measurement cam-
paign at 11 GHz in an indoor environment. We have analyzed the PAP of
the RSC, which can be obtained after removal of the SMC from the me-
asured radio channel, by estimating them with the SAGE algorithm. We
found that the RSC in the angular domain should be modeled by taking
into account multiple angular clusters, to better characterize the diffuse
scattering between transmitter and receiver, originating from multiple re-
flections which occur in a typical indoor environment. The RSC is assumed
to largely consist of contributions by DMC, originating from distributed dif-
fuse scattering of the electromagnetic waves on rough surfaces. Therefore,
we proposed to extend the ML estimation of the DMC parameters in the
RiMAX algorithm from a unimodal- to a multimodal assumption in the an-
gular domain. By doing so, we are able to model the angular spectrum of the
RSC by a multimodal von Mises distribution (a combination of several von
Mises distributions), to account for multiple clusters in this spectrum. This
allows us to better characterize the diffuse scattering between transmitter
and receiver, originating from multiple reflections in an environment.
We have validated our proposed method with synthetic radio channel
data based on Monte Carlo simulations, and have shown the importance
of applying a multimodal DMC assumption over a unimodal one. These
Monte Carlo simulations showed that our algorithm is able to estimate
the generated angular clusters with an accuracy of less than 1◦ for both
the center values and the angular spreads of each cluster. It was shown
that modeling the angular RSC spectrum by applying a unimodal DMC
assumption can sometimes be erroneous, resulting in the fact that both the
center values and the angular spreads of this spectrum can be wrongfully
estimated.
Subsequently, we have applied our proposed method to the measured
data, which indicate that our approach leads to a better characterization of
the underlying structure of the angular spectrum of the RSC. By applying
our proposed method to reconstruct this spectrum, we are able to reduce
the MSE at the transmitter from about 7.65 dB with a uniform assumption
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to 5.20 dB with a unimodal assumption, down to 3.57 dB with a multi-
modal assumption. At the receiver, the MSE of our method with the RSC
reduces from 7.49 dB with a uniform assumption to 5.49 dB with a uni-
modal assumption, down to 3.38 dB with a multimodal assumption. From
this analysis, we can conclude that the multimodal angular DMC assump-
tion fits the RSC spectrum better than when we would apply a uniform-
or a unimodal assumption. We have also found a correlation between the
location of the angular DMC clusters with the physical propagation paths
in the environment. Moreover, we have found that the multimodal DMC
assumption results in more compact angular DMC clusters with a lower an-
gular spread than when we would apply a unimodal DMC assumption. We
have also shown that our approach is able to distinguish better between the
shadowed and the radiated regions in the RSC, of which the multimodal
DMC assumption characterizes the highs and lows of the RSC spectrum
better than the unimodal DMC assumption.
We have also shown that our approach leads to a consistently better
reconstruction of the eigenvalues of the measured channel for this measure-
ment scenario, and thus of the total power in the channel. Since this is of
importance to accurately characterize the true MIMO transmission perfor-
mance, and to assess the channel capacity of wireless communication sys-
tems, this highlights the necessity of taking into account a multimodal DMC
assumption over a unimodal one. Although the obtained improvements of
our multimodal DMC assumption are modest when considering the recon-
struction of the eigenvalues, we know that the improvements of assuming of
uniform- or a unimodal DMC assumption are flawed when looking at their
reconstructed angular DMC spectra. By analyzing these spectra, we know
that they either average the entire spectrum with a uniform assumption, or
result in faulty estimates of their center locations and angular spreads with
a unimodal assumption.
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Chapter 6
Analysis of Doppler
characteristics
6.1 Introduction
Indoor radio channels are commonly characterized by multipath propaga-
tion phenomena such as reflection, diffraction, and scattering. As such, the
channel transfer function includes contributions of several attenuated and
delayed versions of the original transmitted signal. Over time, movement of
the transmitter, receiver and/or obstacles encountered in the radio channel
will give rise to phase changes of the propagation paths. In addition to the
small- and large-scale fading, these phase shifts are the main cause of the
time-variability in the channel transfer function. These forms of movement
encountered in the radio channel will also broaden the frequency spectrum
of the received signal, resulting in a frequency shift between the transmitted
and received signal. In a typical wireless communication system, the signal
to be transmitted is up-converted to a certain carrier frequency, prior to the
signal being transmitted. The receiver is then expected to tune to the same
carrier frequency for down-converting the signal to baseband, prior to the
demodulation of the received signal. The occurrence of an offset frequency
shift between the transmitted and received signal, a so-called Doppler fre-
quency shift, is thus an additional difficulty for the design of the receiver
module in a wireless communication system. This was not yet analyzed
in the previous chapters. An accurate estimation of the Doppler shifts in
the radio channel is thus of high importance to take into account when
modeling wireless radio channels. The Doppler-variant specular part of the
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radio channel can be written as follows:
s(τ, ν) =
I∑
i=1
δ(ϕT − ϕT,i)δ(ϕR − ϕR,i)δ(τ − τs,i)δ(ν − νs,i)γs,i, (6.1)
in which νs,i is the Doppler frequency shift. As such, we can write the
following for the MIMO definition of the Doppler-variant specular part of
the radio channel:
s(τ, ν) =
I∑
i=1
BT (ϕT,i)⊗BR(ϕR,i)⊗BF (τs,i) e(j2piνs,iτ)γs,i, (6.2)
in which e(j2piνs,iτ) accounts for a Doppler shift when the propagation path i
undergoes an interaction with a moving scatterer. Note that this is defined
on a per-path basis, as different scatterers (and thus path delays) can have
different movement speeds.
The distribution of these Doppler shifts, i.e., the outcome of how often
each Doppler shifts occurred in the radio channel, provides more insight
to the extent that we have to take Doppler shifts into account for the mo-
deling of wireless radio channels. To this end, the RMS Doppler spread is
introduced, which is the weighted (with power) standard deviation of the
distribution of the power in the Doppler frequency spectrum. Hence, it
relates to the different Doppler frequency shifts that are observed in the
radio channel, which in turn relate to the speeds of the moving objects in
the radio channel. Higher RMS Doppler spreads can thus be seen as more
randomness in the radio channel, caused by movements of the transmitter,
receiver and/or scattering objects in between them. Next to that, the max-
imum Doppler shift is considered to be the highest Doppler frequency shift
resulting from realistic scattering phenomena in the radio channel.
The objective of this work is the analysis of delay-Doppler characteris-
tics of a dynamic indoor environment at 3.6 GHz in a crowded university
hall, and this during several short and long breaks in-between classes with
varying occupational densities (i.e., amount of people). In addition, we
will also investigate the impact of different polarizations on these Doppler
characteristics, as well as assess the influence of the various measurement
positions in our indoor scenario.
The structure of this chapter is as follows. Section 6.2 describes the re-
lated work on this topic, whilst Section 6.3 describes the measurement sce-
nario. Next, Section 6.4 describes the applied evaluation metrics, followed
by Section 6.5 which discusses the measurement results. Finally, Section 6.6
summarizes this chapter with some conclusions and ideas for future work.
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6.2 Related work
Doppler spreading is inherently proportional to the carrier (or sub-carrier)
frequency of a communication system, as the time-selective fading is also
frequency-dependent. Narrowband systems relying on frequency multiplex-
ing will suffer less from this effect, as the fading can be assumed uniform
over all sub-carriers. However, in e.g., Orthogonal Frequency Division Mul-
tiplexing (OFDM) or UWB communication systems (Chapters 3 and 4),
the different sub-carriers on which the information is modulated are more
widely spaced in the frequency domain. This will lead to varying fading sta-
tistics at the different sub-carrier frequencies, and can cause Inter-Carrier
Interference (ICI) while receiving a modulated symbol. As reported in [1],
the minimum required sub-carrier spacing ∆fmin of a communication sy-
stem is chosen in function of the desired Signal-to-Interference Ratio (SIR)
on any of the sub-carriers. However, [1] shows that ∆fmin is subject to
the shape of the observed Doppler spectrum. If a measured Doppler shift
between transmitter and receiver is larger than ∆fmin2 , aliasing will occur,
causing different incident signals to become indistinguishable from each ot-
her. This will in turn have an impact on the useful spectrum occupancy rate
η of such a system, as broader Doppler spectra will result in the need for a
larger frequency spacing of the different sub-carriers. The useful spectrum
occupancy rate for modulations schemes based on a guard interval is defined
as follows [1]:
η =
Tmax
Tmax + Tc
(6.3)
=
1
1 + ∆fmin Tc
, (6.4)
in which Tc is the guard time, which should at least equal the delay spread
encountered in the radio channel, and Tmax is the symbol duration. It
is thus highly important to correctly characterize the Doppler spectrum
and its characteristics, so that the sub-carrier spacing ∆fmin can be chosen
minimally, which in turn optimizes the useful spectrum occupancy rate of
the system. It should be noted that in channel models such as, e.g., COST
IRACON 2100 [2], the impact of the Doppler effect of user motion on the
channel capacity is omitted, as this model only takes receiver motion into
account. Apart from that, an accurate analysis of Doppler characteristics is
important for determining the maximum possible signaling rate for coherent
demodulation of the received envelope [3], as the receiver needs to tune to
a certain carrier frequency which is subjective to Doppler frequency shifts.
Parameters associated with temporal fading, such as the symbol rate or the
fading margin, always need to be optimized under realistic radio channel
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propagation conditions to optimize transmission at the physical layer.
Over the course of three consecutive days, the indoor radio channel was
probed in real-time with an Elektrobit channel sounder [4] to capture Dop-
pler frequency shifts caused by moving scatterers in the time-delay domain.
On each day, both the transmit and receive antennas occupied different
positions across the indoor environment. The novelty is that we will inves-
tigate whether different measurement positions, as well as varying distances
between both antennas, have an impact on the characteristics of the delay-
Doppler spectrum. A second and important novelty is the full polarimetric
analysis of these Doppler characteristics, which is only possible when having
control of the polarizations of transmit and receive antennas, and this with
a measurement system which is fast enough to capture the movement of the
scatterers in the channel. Although temporal variations of the indoor radio
channel are previously described in [5–10], investigation of the impact of
polarization on these variations is still omitted in these works.
Both the transmit and receive antennas occupy stationary locations
across the hall, to assign the time-variant behavior of the radio channel
to the movement of people. In [3], an indoor measurement campaign at
910 MHz reported maximum (realistic) Doppler shifts of about 6 Hz, with
a corresponding RMS Doppler spread of 0.9 Hz. In [8], real-time measure-
ments in the hallway of an office building were performed in the 4 GHz to
5 GHz band, where the RMS Doppler spread ranged from 0.6 Hz to 3.3 Hz.
Interestingly enough, there was no significant impact on their results when
the authors varied the amount of people in the hallway. An analysis of hu-
man body motions for Body Area Networks (BANs) was performed in [11],
where the authors found maximum Doppler shifts varying from 0.6 Hz to
12 Hz, and the RMS Doppler spread ranging between 0.6 Hz and 4 Hz.
These measurements were performed in the Medical Implant Communica-
tion Service (MICS) band, the Industrial, Scientific and Medical- (ISM),
and the UWB band.
6.3 Measurements
6.3.1 Measurement environment
The indoor measurements were carried out during normal school hours
(10h00-18h30) in a crowded university hall of the Universite´ Catholique de
Louvain (UCL) in Louvain-la-Neuve, Belgium. Figure 6.1 shows a schematic
representation of the measurement environment, as well as the fixed posi-
tions of the transmit- and receive antennas in the measurement campaign.
Their indices represent the respective days at which the measurements were
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conducted on. The university hall is approximately 22 m×17 m×3 m, and
occupied at most by 200 people (depending on the courses that were given
at the time of measuring). The hall is furnished with several desks, chairs,
and radiators. All walls are made of reinforced concrete, covered by a layer
of bricks. There are two main exits to the hall, which are both indicated
on the left and right of Figure 6.1. Several smaller hallways lead to various
sizes of auditoriums, indicated in blue and yellow, of which there are nine
located on the ground floor, and twelve more on the first floor.
Figure 6.1: Schematic representation of the measurement environment with the
positions of the transmit and receive antennas marked as dots. Their
indices correspond with the days of measuring; Tx1-Rx1 is 15.26m,
Tx2-Rx2 is 19.75m and Tx3-Rx3 is 18.16m.
A photograph of the empty measurement environment is shown in Fi-
gure 6.2, seen from the position of the transmitter for the Tx1-Rx1 link.
Figure 6.2 shows that the inside of the hall is largely an open space
supported by a firm concrete structure. In our analysis, we will examine
how the maximum Doppler shift and the RMS Doppler spread in the channel
are distributed in the time-delay domain as a function of the occupational
density of the hall, the polarization of transmitter and receiver, and the
measurement position. During each of the three measurement days, four
blocks of two hour-long courses were given in the auditoriums adjacent to the
hall, all separated by a mandatory ‘long’ break. Some time before and after
these courses, we can thus expect an increase of the amount of movement in
the hall, as a result of students switching courses, arriving or leaving in the
hall, etc. During each course, a ‘short’ break of about 10 minutes was given
optionally by the lecturers. However, these breaks are non-mandatory, and
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Figure 6.2: Photograph of the measurement environment for the first day of mea-
suring, seen from the position of the transmitter; corresponding with
the Tx1-Rx1 link.
occur approximately half-way during a class. Furthermore, because these
breaks vary in duration, we can expect fewer students per measurement
cycle in the hall during these type of breaks.
6.3.2 Channel sounding procedure
Indoor broadband measurements were carried out with the joint UCL and
Universite´ libre de Bruxelles (ULB) Elektrobit channel sounder at a carrier
frequency of 3.6 GHz, using the switched-array principle [4]. At the trans-
mitter (Tx) side of the measurement system, a horn antenna was used,
which had both horizontal and vertical polarizations. Two custom-made
patch antennas were used at the receiver (Rx) side of the measurement
system, which were both 45◦ slanted with respect to polarization. These
antennas were subsequently connected to the 8-port switches of the Tx- and
Rx-side of the channel sounder by using short low-loss RF cables with an
equal length. Both antennas were located 1.3 meter above ground level. Fi-
gure 6.3 shows the transmitter and receiver components of the measurement
system, together with the storage unit.
The channel sounder employs a long pseudo-noise sequence to estimate
the CIR between all possible configurations of transmit and receive an-
tennas. In our scenario, this enables us to estimate the full polarimetric
channel. The settings of the channel sounder are listed in Table 6.1.
At each of the 315 time-delay samples per polarization (one measure-
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(a) Transmitter (horn) (b) Receiver (patch) and storage
Figure 6.3: Photograph of the UCL/ULB Elektrobit channel sounder.
Parameter Value
Center frequency 3.6 GHz
Bandwidth 200 MHz
Chip frequency 100 Mchip/s
Chip sampling rate 5 samples/chip
Code length 63 chips
Channel sample rate 125 Hz
Frame length 3780 samples
Samples per channel 315
Time-delay resolution 2 ns
Maximum time-delay 630 ns
Table 6.1: Settings of the UCL/ULB Elektrobit channel sounder.
ment cycle), the channel sounder measures the complex gain (i.e., the S21-
scattering parameter) between all possible configurations of transmitting
and receiving antennas. As mentioned earlier, we can excite the H- and
V-polarizations separately with the horn antenna at the Tx-side. In addi-
tion, we can also recalculate the H- and V-contributions from the complex
gains measured at the 45◦ slanted patch antennas at the Rx-side. This 2×2
MIMO scenario lets us thus estimate the CIR of the full polarimetric ind-
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oor radio channel (i.e., between the VV-, HH-, HV- and VH-polarizations
at Tx- and Rx-side of the measurement system). Since this channel soun-
der can measure 125 observations of the radio channel per second (i.e., the
channel sample rate), each observation of the radio channel takes 8 ms, and
contains the measurement of the four polarizations. As such, the maximum
measurable Doppler frequency shift is equal to 125 Hz (=1/(8 ms)). Mat-
hematically, a Doppler frequency shift ν in a system with fixed Tx- and Rx
antennas is related to the speed of a moving targets vmoving at a certain
transmitting frequency fT in the channel as follows:
ν = 2 vmoving
fT
c
. (6.5)
Note that as a reflector (e.g., a person) in the radio channel moves, both the
propagation path to and from this reflector is affected such that the max-
imum encountered Doppler shift is twice as high as in the moving receiver
scenario [3, 12], hence the multiplication by a factor of 2 in Eq. (6.5). As
such, our maximum measurable Doppler shift of νmax = 125 Hz at a trans-
mitting frequency fT = 3.6 GHz corresponds with a maximum measurable
speed of 5.21 m/s, which is the equivalent of 18.75 km/h. Assuming that
no students and/or professors will sprint from one auditorium to another,
this maximum measurable speed is more than sufficient.
6.4 Evaluation
To calculate a delay-Doppler spectrum from which we can make an esti-
mate for both the maximum Doppler shift and the RMS Doppler spread
in the channel, a certain number of measurement cycles (each consisting of
315 time-delay samples) has to be combined. If we were to combine too
few a number of cycles (to obtain a large maximum measurable Doppler
frequency shift), this would result in a poor Doppler spectral resolution.
However, when combining too many cycles, the channel can no longer be
assumed stationary. The choice for this parameter is based on an analysis
of the stationarity time in the channel. Therefore, the correlation distance
metric was introduced in [13] to characterize the stationarity between two
time instances, measuring the overlap in signal space between two correla-
tion matrices Rx and Ry, effectively measuring their orthogonality. This
metric distance equals 0 when the correlation matrices are equal up to a
scaling factor, and equals 1 when they differ to a maximum extent (and can
thus be seen as orthogonal). The correlation distance metric can be refor-
mulated and applied to PSDs, directly related to the correlation function by
means of the Fourier transform [14]. The distance is renamed as the colli-
nearity, which is a strictly bounded metric % ∈ [0, 1] that compares the CIR
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at different time instances. In accordance with [15], we have defined the
stationarity time Tstat per time-instance kt (center of a block of M = 101
cycles, i.e., 0.8 s of measurement data) as the time range where the colline-
arity % exceeds a certain threshold αth. This is mathematically represented
as follows:
Tstat[kt] = (M −∆t)ts + ∆tts
b
S−M
∆t
c−kt∑
∆kt=1−kt
α[kt, kt + ∆kt]
 , (6.6)
where M is the number of cycles per block, ∆t the number of overlapping
cycles between two adjacent blocks, ts the sampling rate, and S the total
amount of cycles. In this equation, α[kt, kt + ∆kt] is an indicator function
defined as:
α[kt, kt + ∆kt] =
{
1 : if %[kt, kt + ∆kt] > αth
0 : otherwise, stop calculation
(6.7)
and %[kt, kt + ∆kt] is the collinearity in the time domain, defined as:
%[kt, kt + ∆kt] =
H(kt) ·H(kt + ∆kt)
‖H(kt)‖2‖H(kt + ∆kt)‖2 (6.8)
with H(kt) being the local scattering function for the time-instance kt, and
‖·‖2 the Euclidian norm.
As reported in [14] and [15], a value of αth equal to 0.9 provides adequate
results, since lower values would overestimate Tstat, due to considering regi-
ons with only noise. The resulting stationarity time was found to be 14 s for
the long breaks, which is the most decisive type of breaks for determining
the stationarity time, due to the large amount of people and their varying
speeds. To take some margin into account, we have chosen to combine a
total of 4 s of data from which we can calculate a delay-Doppler spectrum.
This is the equivalent of 501 consecutive measurement cycles, allowing us
to obtain a Doppler spectral resolution of 0.5 Hz (= 125 Hz−(125 Hz)501−1 ). To
analyze the next combination of cycles, an overlap of 50% was taken, which
is the equivalent of 2 s of data.
The spectrum combining both time-delay (ranging from 0 to 630 ns) and
Doppler frequency shifts (ranging from -125 Hz to 125 Hz) was then calcu-
lated by making use of the DFT operation computed with a Fast Fourier
Transform (FFT) algorithm, without the use of any windowing function.
The resulting Doppler spectrum for a block of 501 cycles (i.e., 4 s of data)
is illustrated in Figure 6.4.
Figure 6.4 shows the broadening of a normalized delay-Doppler spectrum
at the various discrete ToAs of the electromagnetic waves. To determine
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Figure 6.4: Example of a normalized delay-Doppler spectrum during a long break
in-between courses at the Tx3-Rx3 link for the VV-polarization.
the actual maximum (realistic) Doppler shift and the RMS Doppler spread,
one must then consider the range of Doppler frequency shifts over which the
power spectrum is non zero. When performing realistic measurements, such
a spectrum will never actually be truly zero due to measurement uncertain-
ties, noise generated by the channel sounder, etc. As such, an alternative
approach must be used. In our analysis, the maximum Doppler shift νmax
is the frequency shift for when the power first drops below a certain thres-
hold. This threshold was chosen to be the average noise Doppler power in
the spectrum, plus an additional 6 dB to stay clear from this noisy part
of the spectrum. Because the resolution of the Doppler frequency shifts in
our obtained spectra is 0.5 Hz, we have applied linear interpolation between
two adjacent Doppler frequency shifts to obtain a more precise value for the
maximum Doppler shift, thus for when the Doppler power first drops below
this cut-off threshold.
In the literature, many values and thresholds have been used to obtain a
value for the maximum Doppler shift and the RMS Doppler spread. E.g., [8]
used a standard value of −25 dB. In [11], this was −10 dB, whereas in [16]
a value of −20 dB was used, and in [17], this was even −40 dB. In [18],
the RMS Doppler spread is evaluated at −10 dB, −15 dB and −20 dB.
These different values makes the comparison of Doppler characteristics quite
complicated. However, most of these thresholds were chosen to mitigate the
effect of noise in the spectrum, and hence provide a common reference base.
In our analysis, 501 consecutive cycles of 315 time-delay samples were
combined to calculate a delay-Doppler spectrum from which we can estimate
the maximum Doppler shift and the RMS Doppler spread per delay bin. As
indicated previously, the maximum Doppler shift describes the width of the
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Doppler spectrum by making use of a certain threshold, and provides insight
into the extent of the frequency offset between the transmitted and the
received modulated signal. However, as explained in [3], instead of selecting
a threshold for determining the maximum Doppler shift, it is often more
interesting to investigate the behavior of the RMS Doppler spread νRMS.
This metric provides insight into the distribution of power, rather than just
the width of the power spectrum. It also avoids the ambiguities introduced
by using different thresholds [3, 19], and can be described mathematically
as follows:
νRMS =
√√√√√
∑
ν
D(ν) ν2∑
ν
D(ν)
−

∑
ν
D(ν) ν∑
ν
D(ν)
2 (6.9)
where ν denotes a Doppler frequency shift, and D(ν) denotes its correspon-
ding Doppler power.
6.5 Results
In this section, both the maximum Doppler shift and the RMS Doppler
spread will be evaluated in the time-delay domain as a function of the
occupational density in the university hall (i.e., the amount of people). In
addition, we will also look at the impact of various polarizations (VV, HH,
HV, and VH) on these characteristics, as well as the influence of the diffe-
rent measurement positions in our indoor scenario. Table 6.2 summarizes
these results. In our analysis, e.g., ‘HV’ corresponds to the transmitted
H-polarization, and the received (45◦-projected) V-polarization.
6.5.1 Influence of occupational density
In this first part of our analysis, we will focus on the effects of different
occupational densities in the hall. As previously mentioned and as shown
in Figure 6.5, there are two types of breaks in a typical day: short (low
occupation) and long (high occupation). During both types of breaks, we
observed that the hall is comprised of a combination of people moving, and
those standing still making conversation. Most of the time, both behaviors
tend to appear in group (i.e., clusters of people).
Figure 6.6 shows the median value for the maximum delay-Doppler shift
estimate for both the long and short breaks in-between courses (i.e., high-
versus low occupational density). They concern an analysis of the VV-
polarization for the Tx1-Rx1 link, and reveal significant differences between
both types of breaks.
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(a) Short break
(b) Long break
Figure 6.5: Occupation of the measurement environment.
Maximum Doppler shifts of 36.2 Hz and 39.9 Hz were measured at the
first arriving multipath component for the long and short breaks, respecti-
vely. This indicates that people move faster during the short breaks, rat-
her than during the long ones, which seems reasonable. At a frequency of
3.6 GHz, both our measured maximum Doppler shifts of 36.2 Hz and 39.9 Hz
thus correspond with a velocity v of 5.4 km/h and 6.0 km/h respectively
(see Eq. (6.5)), which are plausible values for people moving around a hall.
Looking at the second arriving multipath component, we can still observe
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Figure 6.6: Median value for the maximum delay-Doppler shift estimate for both
the long and short breaks in-between courses. Configuration: Tx1-Rx1
link, and VV-polarization.
maximum Doppler shifts of 7.7 Hz and 11.7 Hz for the long and short bre-
aks, corresponding with a velocity v of 1.2 km/h and 1.8 km/h respectively.
Whilst these are relatively low values, they are still significantly higher than
the maximum Doppler shifts measured at e.g., a delay of 400 ns (resembling
a propagation path with no movement).
It should be noted that later arriving multipath components correspond
to longer propagation paths from transmitter to receiver, e.g., reflections
from walls, and therefore quite a lot of ‘movement’ can be encountered on
their way. However, it was observed that a lot of people were standing still
towards the side of the hall making conversation, in contrast to the center
of the hall where the majority of the people were moving from one side
to another. This is perfectly in line with our observation of increasingly
lower values for the maximum Doppler shift at later arriving multipath
components.
6.5.2 Influence of polarization
Figure 6.7 shows the maximum delay-Doppler shift estimate for the full
polarimetric radio channel, averaged over all the long breaks in the Tx1-
Rx1 link.
When studying the first arriving multipath component at 50 ns, we
measured maximum Doppler shift for both VV- and HH-polarizations of
approximately 36 Hz, corresponding with a velocity v of about 5.4 km/h.
The Doppler values for these two co-polarizations (VV and HH) differ quite
strongly with those of both cross-polarizations (HV and VH), which were
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Figure 6.7: Median of all estimated maximum Doppler shifts for the full polari-
metric radio channel. Configuration: Tx1-Rx1 link, long break.
only about 20 Hz, or 3 km/h (see also Table 6.2). We can thus state
that there is a significant difference between the Doppler characteristics of
co- and cross-polarizations in this specific link. However, looking at the
second arriving multipath component at 70 ns, the cross-polarized waves
still result in maximum Doppler shifts that are comparable with those of
the first arriving components (15 Hz), whereas the co-polarizations only
reaches values of 8 Hz.
6.5.3 Influence of measurement positions
Measurements were conducted on three consecutive days with varying po-
sitions for the Tx- and Rx-antennas. These are indicated in Figure 6.1,
where the indices of Tx and Rx correspond with the respective days the
measurements were conducted on. This enables us to investigate whether
different measurement positions (as well as distances) have an impact on
our analysis. Figure 6.8 presents the median of all maximum Doppler shifts
for the VV-polarization during the short breaks over the three positions.
For comparison, each Tx-Rx link is shifted in the time-delay domain so
their peak-values align at 50 ns; the delay of the first arriving multipath
component of the Tx1-Rx1 link.
Figure 6.8 shows some varying results over the three positions, which can
be explained by the fact that the radio channel tends to behave differently
given the position of the antennas in the environment. Different multipath
phenomena such as reflection, diffraction, and scattering will occur, having
its impact on the properties of the observed propagation paths. Looking
at Figure 6.8, there is a clear effect of multipath in the Tx1-Rx1 and Tx3-
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Figure 6.8: Median of all estimated maximum Doppler shifts for the three me-
asurement positions. Each graph is shifted in the delay domain for
comparison so their peak values align at 50 ns. Configuration: VV-
polarization, short break.
Rx3 link, where the maximum Doppler shift is still reasonably high for
the second arriving component with corresponding values of 11.7 Hz and
13.5 Hz. The lower spread in the Tx2-Rx2 link can be explained by the fact
that both transmitter and receiver are located relatively far from the exits
of the hall, and thus fewer movement happens near both antennas compared
to the Tx1-Rx1 and Tx3-Rx3 link. A change in position of transmitter and
receiver implies that the measurement was performed on a different day.
Taking into account the number of courses, their turnout, and the location
of the auditoriums in which they were given alters each day, these factors
can also explain the change in maximum Doppler shift.
6.5.4 Summary of the measurement results
Table 6.2 lists an analysis of the maximum Doppler shifts νmax and the
RMS Doppler spreads νRMS for the entire polarimetric indoor radio chan-
nel. Four polarizations in our scenario (i.e., VV, HH, HV and VH) are
compared against each other throughout the various short and long breaks
in our campaign. Next to that, the influence of three different measurement
positions is examined. The values in the table represent the maximum value
in the time-delay domain of the median estimated maximum Doppler shift
response per configuration (e.g., VV, Tx1-Rx1, median{short breaks}).
From this table, we can conclude that there is a significant difference
between short and long breaks in-between courses. Looking at the short
breaks for the Tx1-Rx1 link, their maximum Doppler shifts will always
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Tx1-Rx1
(15.3m)
Tx2-Rx2
(19.8m)
Tx3-Rx3
(18.2m)
short long short long short long
VV
νmax (Hz) 39.92 36.18 26.70 31.94 35.93 39.17
νRMS (Hz) 10.35 23.73 10.12 12.23 8.47 13.35
HH
νmax (Hz) 40.79 36.80 26.32 33.31 36.43 39.8
νRMS (Hz) 10.79 22.77 10.09 12.56 8.46 13.17
HV
νmax (Hz) 27.94 20.46 19.84 28.82 32.68 37.92
νRMS (Hz) 8.53 13.52 8.41 11.74 8.23 13.94
VH
νmax (Hz) 28.19 18.96 18.71 27.94 29.94 37.67
νRMS (Hz) 8.56 12.31 8.45 12.13 7.50 14.21
Table 6.2: Comparison of maximum Doppler shifts νmax and RMS Doppler spre-
ads νRMS for the full polarimetric indoor radio channel, throughout the
various short and long breaks in our campaign, as well as over the
different measurement positions.
result in significantly higher values than the long breaks, thus representing
faster movement in the radio channel. For the Tx2-Rx2 and Tx3-Rx3 link,
this is not the case anymore. More noticeable, the maximum Doppler shift
of the short breaks is significantly lower in these scenarios. Looking at the
behavior of the RMS Doppler spread, we can state that the Doppler power
during the short breaks is strongly concentrated towards the center of the
spectrum. This suggests less frequent and less randomness in the movement
of people during short breaks than during long ones. This can be explained
by the observation that during the long breaks, there are a lot of people
present in the channel due to the fact that they all have to switch courses,
and thus have to cross the hall. More people also means that there are a
lot of various walking speeds and orientations towards the antennas, and
thus a higher RMS Doppler spread. We emphasize again that short breaks
are only given optionally by the lecturer, and their exact time tends to vary
among the lecturers, this again explains why fewer people (and thus less
different speeds) are present in the university hall.
When comparing polarizations, we can easily observe that the co-polarizations
(VV and HH) tend to result in broader Doppler characteristics than the
cross-polarizations (HV and VH). Looking at the behavior over the diffe-
rent measurement positions, we can state that the Doppler characteristics
are very dependent on the position in the hall. For example, the maximum
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Doppler shifts and RMS Doppler spreads are consistently lower for the Tx2-
Rx2 link than for the Tx1-Rx1 and Tx3-Rx3 link. This can be explained by
the fact that the movement of people in the environment happens mostly
in the vicinity of the antennas for the latter two links, as they are closer to
the exits of the university hall.
6.5.5 Modeling the delay-Doppler spectrum
In this section, we compare three possible functions to model the delay-
Doppler spectrum with respect to Doppler frequency shift [11, 16]. Thee
functions are based on a Cauchy distribution, a Laplace distribution and
a Gaussian distribution (i.e., the normal distribution). All these functions
have four tunable parameters, making them easy to compare to each other.
In [11], similar models are taken into account, but their analysis is somew-
hat biased due to the fact that they compare different functions with a
varying number of tunable parameters. More in particular, the authors use
a Laplace distribution with three tunable parameters, whilst their Gaussian
model has sixteen, and their polynomial model only has four. Since the lat-
ter model is not an appropriate one to fit the shape of a Doppler spectrum,
this function has been omitted from our analysis.
 Cauchy distribution:
D(ν) =
a
pib
(
1 + ν−cb
)2 + d, (6.10)
 Laplace distribution:
D(ν) =
a
2b
e(−
|ν−c|
b ) + d, (6.11)
 Gaussian distribution:
D(ν) =
a√
2pib2
e
(
−(ν−c)2
2b2
)
+ d, (6.12)
with a, b, c and d representing the parameters of each model. An example
of these three fitting models is shown in Figure 6.9.
To find the best fitting distribution for the Doppler spectrum, the Root-
Mean-Square Error (RMSE) between the measured data and these three
functions is calculated. The RMSE is the square root of the variance, and
can be calculated as follows:
RMSE =
√
MSE(θˆ)
=
√
E((θˆ − θ)2).
(6.13)
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Figure 6.9: Example of the fitting of the Cauchy, Laplace and Gaussian distribu-
tion to the Doppler spectrum with respect to Doppler frequency shift.
In Eq. (6.13), the parameter θˆ is the optimal estimator for a given distribu-
tion, i.e., Cauchy, Laplace or Gaussian. The best model in our analysis is
the one that results in the lowest RMSE, i.e., the lowest standard deviation.
Table 6.3 shows a comparison between the Cauchy and the Laplace
distribution for the full polarimetric indoor radio channel, and indicates
percentage-wise which one of both will act as the best possible fit. To avoid
computational complexity, both these functions were used to model the
Doppler spectrum of only the three most dominant multipath components,
extracted through visual inspection in the time-delay domain. Values for
the Gaussian model were left aside for reasons of simplicity, because this
function only acts as the best possible fit in less than 10% of the cases.
Table 6.3 shows us that the Cauchy distribution is the best possible fit
in most cases for all Tx-Rx links. Looking at the difference between short
and long breaks in our campaign, we can carefully argue that the Cauchy
distribution becomes steadily less important to model the latter type of
breaks, albeit being still much better than the Laplace distribution.
Table 6.4 subsequently shows an analysis of the parameters a, b, c and
d of the Cauchy distribution (see Eq. (6.10)). Indicated are the median
and standard deviation of each parameter for the Tx1-Rx1 link in a dB-
scale, computed over all short and long breaks in our scenario for the full
polarimetric indoor radio channel.
Looking at the results of the shape-dependent parameter b of this model
in Table 6.4, we can see that both the median and standard deviation are
consequently lower for the short breaks, than for the longer breaks. This
agrees perfectly well with our previous observation of lower RMS Doppler
spreads for these respective types of breaks, indicating that the Doppler
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Tx1-Rx1
(15.3m)
Tx2-Rx2
(19.8m)
Tx3-Rx3
(18.2m)
short long short long short long
VV
Cauchy 83.39 66.99 80.50 68.44 79.89 72.72
Laplace 12.12 23.99 13.39 16.95 16.00 18.65
HH
Cauchy 82.00 66.91 83.14 70.85 82.75 74.83
Laplace 13.22 23.87 11.56 17.00 13.38 16.06
HV
Cauchy 87.40 65.88 80.66 72.10 83.88 76.11
Laplace 10.98 25.88 12.93 15.39 12.60 16.86
VH
Cauchy 86.04 67.84 79.13 70.01 87.19 78.06
Laplace 10.99 23.73 13.74 16.81 10.30 15.74
Table 6.3: Doppler spectra: comparison of the Cauchy and Laplace fitting distri-
butions with percentage-wise indication of best possible model.
Cauchy a Cauchy b Cauchy c Cauchy d
median stdvar median stdvar median stdvar median stdvar
VV
short 44.08 20.04 0.38 0.18 -0.01 0.05 -57.99 7.22
long 49.43 52.45 0.43 0.50 -0.36 0.21 -48.27 5.81
HH
short 46.25 25.26 0.38 0.18 -0.01 0.06 -56.47 6.42
long 40.67 65.77 0.39 0.62 -0.39 0.21 -47.67 5.98
HV
short 54.47 85.86 0.45 0.80 -0.01 0.07 -45.19 5.25
long 54.54 111.31 0.47 1.21 -0.44 0.22 -38.42 5.69
VH
short 58.74 50.51 0.46 0.43 -0.01 0.06 -45.64 5.59
long 52.62 116.44 0.47 1.17 -0.39 0.26 -37.66 6.00
Table 6.4: Parameter analysis of the Cauchy distribution fitting model for the full
polarimetric indoor radio channel, throughout short and long breaks.
Indicated are the median and standard deviation of each parameter for
the Tx1-Rx1 link.
power is strongly concentrated towards the center of the spectrum.
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6.6 Conclusions
In this chapter, we have performed a channel sounding measurement cam-
paign at 3.6 GHz in a crowded university hall. We have analyzed delay-
Doppler characteristics in the presence of moving people for short-range
communication channel modeling. Such an analysis is of the utmost im-
portance in the design of communication systems, such that the sub-carrier
spacing can be chosen minimally, to optimize the useful spectrum occu-
pancy rate. Doppler characteristics such as the maximum Doppler shift
and the RMS Doppler spread were evaluated in the time-delay domain as
a function of the occupational density of the hall, as well as the polariza-
tions and positions of both transmit and receive antennas. The results of
our measurements indicate the importance of analyzing the RMS Doppler
spread between low- and high occupation in-between courses. We also de-
monstrate that there is a significant difference between the Doppler charac-
teristics of the transmitted co- and cross-polarizations. We have measured
maximum Doppler shifts for the direct path of 36 Hz (5.4 km/h) for the co-
polarizations, whilst those of the cross-polarizations only measured 20 Hz
(3 km/h). The co-polarizations also resulted in broader Doppler spectra
than the cross-polarizations, highlighting the difference between both with
respect to Doppler characteristics.
Our measurements at three different positions in the hall reveal the im-
portance of multipath phenomena, and show that the delay-Doppler charac-
teristics depend on the position of the antennas in the environment. Next
to that, we have also analyzed three different functions to best model the
Doppler frequency spectrum. It was found that the Cauchy distribution was
the best possible fit. An analysis of the shape dependency of this model pro-
vided comparable results to those of the RMS Doppler spread, indicating
two very distinctive types of breaks.
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Chapter 7
Conclusions and future work
This final chapter presents the overall conclusions based on the accomplis-
hed work in this dissertation, and proposes some opportunities for future
research.
7.1 Conclusions
In this dissertation, we focused on the modeling of wireless radio channels,
with an emphasis on UWB communication. Since it was shown that the
contribution of DMC to the total capacity of the MIMO radio channel can
be quite significant, we paid special attention to the modeling of DMC in
stochastic empirical models. As such, we will give a brief overview of the
results outlined in each chapter as follows:
Chapter 2 presented an analysis of the DMC contributions in an office
environment, a laboratory environment, and a large industrial hall. In this
chapter, it was first shown that the DMC characteristics have a certain
frequency-dependent behavior. This was investigated by an analysis of the
DMC reverberation time based on a measurement campaign ranging bet-
ween 2 GHz and 10 GHz in an office environment. Second, the RiMAX
algorithm was applied to estimate the polarimetric properties of the SMC
and DMC in an industrial environment based on a channel sounding me-
asurement campaign at 1.35 GHz. This study revealed that the power
attributable to the DMC part of the radio channel represented up to 80% of
the measured power. Hence, it was validated that the contribution of DMC
to the total capacity of the MIMO radio channel is quite significant at the
observed frequency. Next to that, this study highlighted the difference be-
tween H- and V-polarizations on the XPD values of the SMC and DMC.
Third, it was shown that the assumption of accounting for DMC in channel
models has its inherent limitations. Based on a measurement campaign at
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94 GHz, it was found that the power attributable to the SMC part of the
radio channel outweighs that of the DMC part, such that caution needs to
be applied whether to take DMC into account at this frequency. Moreover,
the DMC reverberation time was heavily dependent on transmitter-receiver
distance at this frequency, such that the RE theory does not apply for this
frequency.
Chapter 3 presented an extension of the RiMAX multipath estimation
algorithm, facilitating the analysis of SMC and DMC frequency-dependent
propagation parameters for UWB channel modeling. This newly propo-
sed algorithm is capable of tracking both the SMC and DMC parameters
over different UWB sub-bands, by estimating the most likely geometrical
propagation parameters of the SMC occurring throughout these sub-bands,
whilst representing a significant amount of power over all sub-bands. This
algorithm was tested by generating synthetic radio channels in an indoor
environment, with contributions of both SMC generated with a ray-tracer,
and DMC according to experimentally validated models. By means of eva-
luation, the estimated geometrical parameters were matched with their ge-
nerated parameters with the help of the MCD metric, which defines the
closeness between these two parameter sets in multipath parameter space.
Next to that, the powers of the reconstructed SMC, DMC, and the total
channel were compared with their generated values. Our simulation results
showed that the newly designed UWB-RiMAX algorithm could match up
to 99% of the SMC parameters according to the MCD metric, and that the
DMC reverberation time can be estimated on average with an error margin
of less than 2 ns throughout the UWB frequency band. When applying this
algorithm to the channel sounding measurement data in an indoor labora-
tory environment, we found that the DMC power represented up to 50 % of
the total measured power for the lower UWB frequencies, and reduced to
around 30 % for the higher UWB frequencies. This decrease could be ex-
plained by the fact that the surfaces in the environment become electrically
larger for higher frequencies, resulting in less diffuse reflections.
Chapter 4 applied the proposed UWB-RiMAX algorithm in a newly de-
signed localization framework, employing a triangulation method using the
geometrical properties of the estimated SMC such as their AoD, AoA, and
ToA, together with their corresponding variances. As such, the unknown
location of a receiver could be estimated by relying on the known position of
a single transmitter, a map of the environment, and the aforementioned set
of SMC parameters corresponding with each propagation path. Our pro-
posed localization technique incorporates these parameters in a framework,
which traces the physical propagation paths in an environment between
transmitter and receiver. Since multiple propagation paths give rise to mul-
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tiple estimated receiver locations, we propose a clustering approach and a
subsequent optimal cluster selection criterion to estimate the most likely
receiver location. Our approach is adaptive with the propagation scenario,
being it LoS, OLoS or NLoS, in that it uses a variable number of input
propagation paths based on their relative power with respect to the total
measured power. Based on a channel sounding measurement campaign in
an indoor laboratory environment, we could observe that fewer paths were
needed on average in a LoS scenario to estimate the receiver location, whe-
reas OLoS and NLoS scenarios would need more to do so. This could be
explained by the lack of a direct path in OLoS and NLoS scenarios, such
that typically more reflected, diffracted and transmitted propagation paths
were needed to account for a certain percentage of the total measured po-
wer. Our measurements revealed that our proposed localization technique
achieved an accuracy of 0.26 m in LoS-, 0.28 m in OLoS-, and 0.90 m in
NLoS scenarios, on average.
Chapter 5 discussed the results of a channel sounding measurement cam-
paign at 11 GHz in an indoor hall environment. When analyzing the re-
maining RSC in the radio channel in the angular domain, we found that it
should be modeled by taking into account multiple angular clusters, to bet-
ter characterize the diffuse scattering originating from multiple reflections
in this environment. The RSC is assumed to largely consist of contributions
by DMC, such that we proposed to extend the ML estimation of the DMC
parameters in the RiMAX algorithm from a unimodal- to a multimodal as-
sumption in the angular domain. As such, we proposed to extend the unimo-
dal angular DMC assumption to a multimodal angular DMC assumption,
to account for multiple clusters in angular RSC spectrum. We validated our
proposed method with synthetic radio channel data based on Monte Carlo
simulations, and showed the importance of applying a multimodal DMC
assumption over a unimodal one. These Monte Carlo simulations showed
that our algorithm was able to estimate the generated angular clusters with
an accuracy of less than 1◦ for both the center values and the angular spre-
ads of each cluster. It was shown that modeling the angular RSC spectrum
by applying a unimodal DMC assumption can be erroneous, indicated by
the fact that both the center values and the angular spreads of each ge-
nerated cluster in the angular RSC spectrum can be wrongfully estimated.
After having shown that our technique works with synthetic radio channels,
we applied it to the aforementioned measured data. Our approach led to
a better characterization of the underlying structure of the angular RSC
spectrum. By applying our proposed method to reconstruct this spectrum,
we were able to reduce the MSE at the transmitter from about 7.65 dB
with a uniform assumption to 5.20 dB with a unimodal assumption, down
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to 3.57 dB with a multimodal assumption. At the receiver, the MSE of our
method with the RSC reduced from 7.49 dB with a uniform assumption to
5.49 dB with a unimodal assumption, down to 3.38 dB with a multimodal
assumption. We also found a correlation between the location of the angu-
lar DMC clusters with the physical propagation paths in the environment.
Moreover, we found that the multimodal DMC assumption results in more
compact angular DMC clusters with a lower angular spread than when we
would apply a unimodal DMC assumption. We also showed that our ap-
proach is able to distinguish better between the shadowed and the radiated
regions in the RSC, of which the multimodal DMC assumption characte-
rizes the highs and lows of the RSC spectrum better than the unimodal
DMC assumption. Although the obtained improvements of our multimodal
DMC assumption were modest when considering the reconstruction of the
eigenvalues of the measured channel, we know that the improvements of
assuming of uniform- or a unimodal DMC assumption were flawed when
looking at their reconstructed angular DMC spectra. By analyzing these
spectra, we know that they either average the entire spectrum with a uni-
form assumption, or result in faulty estimates of their center locations and
angular spreads with a unimodal assumption.
Chapter 6 concerned an analysis of the delay-Doppler characteristics
of the radio channel at 3.6 GHz in a crowded university hall. Doppler
characteristics such as the maximum Doppler shift and the RMS Doppler
spread were evaluated in the presence of moving people in the time-delay
domain as a function of the occupational density of the hall, as well as
the polarizations and positions of both transmit and receive antennas. The
results of our measurements indicate the importance of analyzing the RMS
Doppler spread between low- and high occupation in-between courses. We
also demonstrate that there is a significant difference between the Doppler
characteristics of the transmitted co- and cross-polarizations. We measured
maximum Doppler shifts for the direct path of 36 Hz (5.4 km/h) for the co-
polarizations, whilst those of the cross-polarizations only measured 20 Hz
(3 km/h). The co-polarizations also resulted in broader Doppler spectra
than the cross-polarizations, highlighting the difference between both with
respect to Doppler characteristics. Our measurements at three different
positions in the hall reveal the importance of multipath phenomena, and
show that the delay-Doppler characteristics depend on the position of the
antennas in the environment. Next to that, we also analyzed three different
functions to best model the Doppler frequency spectrum. It was found that
the Cauchy distribution was the best possible fit. An analysis of the shape
dependency of this model provided comparable results to those of the RMS
Doppler spread, indicating two very distinctive types of breaks.
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7.2 Future work
Since there is always room for improvement, we propose to continue the
work in this dissertation by performing more measurement campaigns in
LoS, OLoS and NLoS scenarios. Future research will consist of using the
MIMOSA channel sounder for these measurement campaigns, which allows
us to measure the multidimensional radio channel in the spatial-, frequency-
and time-domains in real-time. This will allow us to take several snapshots
of the radio channel in quasi-static conditions, such that we can average
the covariance matrix of the DMC over multiple snapshots, reducing the
amount of noise. The fast acquisition time of the MIMOSA channel will
also allow us to measure, and hence model time-dependency of the SMC
over several snapshots.
Moreover, the modeling of DMC in the angular domain is still a topic
where much improvement can be made. Our approach can be extended by
accounting for a hybrid DMC model, allowing the pairing of DMC clusters
in the time-delay domain with those in the angular domain. Also, more
environments should be investigated, both indoor and outdoor. We believe
outdoor environments will be the most interesting, as we can expect them to
have larger values for the dynamic range of the RSC. As such, our approach
will make a larger difference in these environments, as this will probably
benefit the optimization of the angular DMC parameters of the multimodal
distributions.
Next to that, the further enhancement of our proposed localization
technique with the SMC and DMC estimation from these measurement
campaigns will be a part of future work. Since it was shown that our
technique already performs quite well in LoS scenarios, our focus will be
shifted more towards a model to better differentiate between the three dif-
ferent propagation scenarios, and apply more focused localization strategies
in each scenario. Measurement campaigns in less cluttered environments
are very relevant, since we believe that the chosen environment possibly
complicated a more accurate localization, and hence deteriorated the true
performance of our proposed technique. As such, we can further enhance
the accuracy of our approach in office spaces or indoor hallways. The maps
of these environments can be constructed by means of point clouds, pro-
duced by 3D scanners. Moreover, in situations and/or environments where
the DMC is responsible for a significant contribution of the total measured
power, possibly even more than the SMC, we could devise a localization
approach which relies on the obtained multimodal DMC clusters in the an-
gular RSC spectrum. More specifically, we could focus our localization in
those directions where the center values of the angular DMC clusters are
200 Conclusions and future work
located. We could also supplement the estimated powers of the SMC used
in our localization framework with those of the DMC, hopefully leading to
an improvement in the resulting localization accuracy. In addition, we can
perform the measurement-based ray tracing separately at transmitter and
receiver, and try to find the intersecting points between the rays launched
by the transmitter, and those by the receiver. Doing so, the rays can be
matched at the intersecting points, where the physical scattering happens.
This approach could further enhance the localization accuracy, as the AoA
information would be better utilized in comparison with our current appro-
ach.
Future work on the topic of Doppler characteristics includes an enhance-
ment of the COST IRACON 2100 channel model with the effect of Doppler
characteristics for user motion, since this model currently only takes re-
ceiver motion into account. Vehicular scenarios in the context of smart
highways are also research tracks where Doppler characteristics will be very
important.
