We realize the aperiodic Witt and Virasoro algebras as well as other quasicrystal Lie algebras as factoralgebras of some subalgebras of the higher rank Virasoro algebras. This realization allows us to generalize the notion of quasicrystal Lie algebras. In the case when the constructed algebra admits a conjugation, we compute the Kac determinant for the Shapovalov form on the corresponding Verma modules. In the case of the aperiodic Virasoro algebra this proves the conjecture of R.Twarock.
Introduction
This paper has grown up from my attempt to understand the recently introduced notion of quasicrystal Lie algebras and the aperiodic Witt and Virasoro algebras, [PPT, T1] . These algebras form a new family of infinite-dimensional Lie algebras, whose generators are indexed by points of an aperiodic set (which is in fact a one-dimensional cut-andproject quasicrystal, an object, intensively studied by many authors, see e.g. [Ka, K, R] and references therein).
Quasicrystal Lie algebras and their representations were studied in [PT, PPT, T1] and in [T2, T3] some applications of these algebras to construction of some integrable models in quantum mechanics were given. However, there are many important questions about the quasicrystal Lie algebras, which are still open. For example, in [T1] the author constructs a triangular decomposition for the aperiodic Virasoro algebra, hence constructing Verma modules, and conjectures a formula for the Kac determinant of the Shapovalov form on these modules. This formula in important both for description of simple highest weight modules and for picking up those of them which can be unitarizable, which is the question of primary interest in physical applications.
It was clear from the very first definition of quasicrystal Lie algebras, that this notion should be closely connected with the notion of the higher rank Virasoro algebras, defined in [PZ] . The major difference between these algebras is that the indexing set for quasicrystal Lie algebras is a discreet subset of R while for the higher rank Virasoro algebras the corresponding set is everywhere dense. In the present paper we establish this connection by realizing quasicrystal Lie algebras as factoralgebras of some subalgebras of the higher rank Virasoro algebras. This realization allows us to generalize quasicrystal algebras in several directions, preserving the property to have a discreet indexing set. Moreover, the notion and construction of triangular decomposition for these algebras appears naturally in this framework. Further, we discuss the existence of conjugation on constructed algebras, which pairs the components of the positive and negative part. In the case, when such pairing exists, the definition of the Shapovalov form on Verma modules (see [S, MP] ) is straightforward and we compute the Kac determinant (see [S, KK, MP, KR] ) of this form. In the case of the aperiodic Virasoro algebras this proves [T1, Conjecture V.7] .
The paper is organized as follows: in Section 2 and Section 3 we remind the definitions of quasicrystal Lie algebras and higher rank Virasoro algebras. We give a realization of quasicrystal Lie algebras as factoralgebras of certain subalgebras of the higher rank Virasoro algebras in Section 4 and use it to construct parabolic and triangular decompositions of our algebras in Section 5. In Section 6 we study the Verma modules and, in particular, calculate the determinant of the Shapovalov form on them. We finish with discussing several generalizations of our construction in Section 7 and Section 8.
Quasicrystal Lie algebras

Denote by (·)
# the unique non-trivial automorphism of the field Q( √ 5) and let F be a field of characteristic 0, containing √ 5. Let Ω be a non-empty, connected and bounded real set, whose set of inner points does not contain 0. Set τ = 1 2
(1 + √ 5). Then the quasicrystal Σ(Ω), associated with Ω, is the set of all x ∈ Z[τ ], such that x # ∈ Ω. The quasicrystal Lie algebra L(Ω), associated with Ω, is defined as follows (see [PPT] ): it is generated over F by L x , x ∈ Σ(Ω), with the Lie bracket defined via
To define the aperiodic Witt and Virasoro algebras as it is done in [T1] , we introduce the map ϕ :
By [T1, Theorem III.4] , the algebra AW ([0, 1], F) admits the unique central extension AV ([0, 1], F), called the aperiodic Virasoro algebra, which is generated over F by L x , x ∈ Σ([0, 1]), and c, with the Lie bracket defined via
otherwise.
The higher rank Virasoro algebras
Let P denote the free abelian group Z k of finite rank k and ψ : P → (F, +) be a group monomorphism. The rank k Virasoro algebra V (ψ, F), associated with ψ, is generated over F by elements e x , x ∈ P , and central c, with the Lie bracket defined via
The rank k Witt algebra W (ψ, F) is the quotient of V (ψ, F) modulo the central ideal Fc.
We will need the notion of a triangular decomposition for V (ψ, F) and W (ψ, F), introduced and studied in [M] . The standard triangular decomposition of G = W (ψ, F) (or G = V (ψ, F)) is associated with a linear order, <, on the abelian group P , satisfying the Archimed law: for any 0 < a < b ∈ T there is k ∈ N such that b < ka. After fixing such < we define G + (resp. G − ) as generated by e x , x > 0 (resp. x < 0), and G 0 as the span of e 0 (and c in case of V (ψ, F)). We get G = G − ⊕ G 0 ⊕ G + . The disadvantage of this construction is that the Verma modules U (G) ⊗ U ( 0 ⊕ + ) F λ: 0 →¡ , associated with this decomposition, have infinite-dimensional weight spaces. The reason why this is the case is explained by the fact that any injective additive real one-dimensional injective projection of the set, indexing G − , is not discreet. The linear orders on P , satisfying the Archimed law will be called admissible. For an admissible order, <, on P , we denote by P + the set {x ∈ P : 0 < x} and by P − the set {x ∈ P : x < 0}. We also set P 0 + = P + ∪ {0} and
The notions of the rank k Virasoro and Witt algebras possess an immediate generalization if one forgets about the requirement on ψ to be a monomorphism. From now on we will not require this, but however, will assume that ψ is non-zero. We will then understand the notions of the rank k Virasoro and Witt algebras in this more general sense.
Realization of quasicrystal Lie algebras
In this section we realize the quasicrystal Lie algebras as quotients of the positive part of a higher rank Virasoro algebra. Since the quasicrystal Lie algebras are defined in terms of the rank two integer lattice Z[τ ], we naturally reduce our consideration to the case of rank two Virasoro algebras. So, we assume that P Z 2 . If < is an admissible order on P and I is a non-negative ideal of P , i.e. I ⊂ P 0 + and x ∈ I, x < y, implies y ∈ I, then we denote by L(G, <, I) the Lie subalgebra of G, generated by all e x , x ∈ I. Our main statement about the realization of quasicrystal algebras is the following. Theorem 1. Let L be a quasicrystal Lie algebra. Then there exist a rank two Witt algebra, G = W (ψ, F), an admissible order, <, on P , and two non-negative ideals I ⊃ J of G, such that L is isomorphic to the quotient algebra L(G, <, I)/L(G, <, J).
Proof. Let ψ : P → F be the monomorphism sending a fixed basis, {a, b}, of P to {1, τ }. For a, b ∈ P we define a < b provided 0 < (ψ(b) − ψ(a)) # and claim that this is an admissible order on P . Indeed, < is obviously antisymmetric, antireflexiv and transitive. So, it is a partial order. But from the definition it also follows immediately, that < is linear. Further, for any a < b in P and c ∈ P we have (ψ(a + c)
# < 0 and hence a + c < b + c, thus < is compatible with the addition in P . Finally, if 0 < a < b then 0 < (ψ(a)) # and hence there always exists
# < 0, which shows that the order is admissible.
Consider the rank 2 Witt algebra G = W (ψ, F). Without loss of generality we can assume that Ω ⊂ R¢ 0 , as in other case we can work with the order, opposite to <. As Ω is a connected bounded subset of R, it has one of the following four forms: [a, b] , (a, b] , [a, b), (a, b) for some non-negative real a, b. We define I and J as follows: I is generated by all e x such that ψ(x) # > a (resp. ψ(x) # a) if a ∈ Ω (resp. a ∈ Ω); and J is generated by all e x such that ψ(x)
. From the definition it follows immediately that both I and J are non-negative ideals of P with respect to <. Hence, the algebras L(G, <, I) and L(G, <, J) are well-defined subalgebras of G and
Now we show that L(G, <, J) is actually a ideal of L(G, <, I). Indeed, if x ∈ I and y ∈ J we get that x + y ∈ J as J is an ideal of P and x ∈ P 0 + . Hence [e x , e y ] ∈ L(G, <, J) for any e x ∈ L(G, <, I) and e y ∈ L(G, <, J).
Finally, we consider the map f :
From the definition of the Lie brackets in L(Ω) (Section 2) and in G (Section 3) we immediately get that f is a Lie algebra homomorphisms. Moreover, it is also clear that its kernel coincides with L(G, <, J). This completes the proof.
Theorem 1 motivates the following definition: let G = W (P, ψ) be a higher rank Witt algebra (it is important here that k > 1, i.e. that G is not the classical Witt algebra), < be an admissible order on P , and I ⊃ J be two non-negative ideals of P with respect to the order <. Then we define the Lie algebra A(P, ψ, <, I, J) of quasicrystal type as the quotient algebra L(G, <, I)/L(G, <, J). In particular, all quasicrystal Lie algebras are Lie algebra of quasicrystal type. Now we can formulate some basic properties of Lie algebras of quasicrystal type and we see that these algebras share a lot of properties of classical quasicrystal Lie algebras. We start with the following easy observation. Lemma 1. Let < be an admissible order on Z k . Then there exists a homomorphism,
Using the description of admissible orders on an abelian group from [Z] , we find a hyperplane, H, of R k , such that P + coincides with the set of points from Z k , which are settled on the same side with respect to H. Then σ can be taken, e.g. the projection on H ⊥ with respect to H (here R k is considered as an Euclidean space in a natural way).
For given G = W (P, ψ) and < we fix some σ, existing by Lemma 1. We define a = inf x∈I (σ(x)) and b = inf x∈J (σ(x)) and will use this notation in the following statement. Proposition 1. Let A(P, ψ, <, I, J) be a Lie algebra of quasicrystal type. 5. If J = ∅ then any finite set of elements in A(P, ψ, <, I, J) generates a finitedimensional Lie subalgebra of A(P, ψ, <, I, J). In particular, A(P, ψ, <, I, J) has finite-dimensional subalgebras of arbitrary non-negative dimension.
Proof. All statements are easy corollaries from the additivity of indices of generating elements under the Lie bracket. Indeed, with this remark the first statement reduces to the fact that x a and y a implies x + y 2a b; the second one reduces to the fact that for any x a and y > b − a holds x + y > b; and the third one reduces to the fact that for ka > b we have kx > b for any x a. If a = 0, the algebra A(P, ψ, <, I, J) is nilpotent by statement three and hence not perfect. It is also clear that it is impossible to get 0 as a result of the Lie operation. But if a = 0 and 0 ∈ I, then L(G, <, I) = G + , σ(P + ) is dense in R + and hence for any x > 0 there are y, z ∈ P + such that y + z = x. This implies that A(P, ψ, <, I, J) is perfect in this case and hence the property four. The first part of the last statement is equivalent to the trivial statement that a finite subset of R + generates an additive semigroup, whose intersection with any bounded set is finite. To prove the second part it is sufficient to consider the span of e ix , i = 1, . . . , n, such that nx < b and (n + 1)x > b. This completes the proof.
For example, to realize the aperiodic Witt algebra AW ([0, 1]), defined in [T1] , as a Lie algebra of quasicrystal type, one should take P = Z 2 , ψ being the projection on the second coordinate; < defined by x < y if and only if the inner product of y − x with (1, 1 2
(1 − √ 5)) is greater than zero; I = P 0 + ; J = {x ∈ P : (1, 0) < x}.
Standard and non-standard triangular decompositions
The realization of Lie algebras of quasicrystal type, obtained in the previous section allows us to adopt the technique from [M] to construct various triangular and parabolic decompositions of these algebras. The general procedure will look as follows. Let A = A(P, ψ, <, I, J) be a Lie algebra of quasicrystal type. Abusing notation we will denote by e x , x ∈ I \ J, the generators of A. Choose any linear pre-order, , on the abelian group P , which is different from < and its opposite. Define A ± as the Lie subalgebras of A, generated by all e x , 0 ≺ ±x, and set A 0 to be the Lie subalgebra of A, generated by all e x , 0 x and x 0. We get the following obvious fact.
Proof. Clearly, A = A − +A 0 +A + . The fact that this is actually a direct sum decomposition follows easily from the the property x y implies x + z y + z.
It is natural to call the decomposition A = A − ⊕ A 0 ⊕ A + parabolic decomposition of A, associated with . Given a parabolic decomposition and a simple A 0 -module, V , one can extend V to an A 0 ⊕ A + -module with the trivial action of A + and construct the associated generalized Verma module M (V ) as follows:
If A 0 happens to be rather special, it is natural to rename the corresponding parabolic decomposition into triangular decomposition. However this is a subtle question and the hierarchy I give here represent only my point of view and is inspired by the corresponding notions for the higher rank Virasoro algebra ( [M] ).
We will say that the decomposition A = A − ⊕ A 0 ⊕ A + is a standard triangular decomposition provided A 0 = Fe x for some x ∈ P , which is not maximal in I \ J. We call A = A − ⊕A 0 ⊕A + the non-standard triangular decomposition provided A 0 is a commutative Lie algebra and the parabolic decomposition fails to be a standard triangular. In the case of triangular decomposition generalized Verma modules become classical Verma modules as in this case dim(V ) = 1.
The first case is natural and corresponds to triangular decompositions of the higher rank Virasoro algebras, [M] . Actually, here one has to be careful because, depending on whether ≺ satisfies the Archimed law or not, one can further distinguish two cases of standard triangular decomposition. We will not do this, as we will not study the difference between the corresponding situations. But the second case has a striking difference from the first one and comes from the definition of triangular decomposition for the aperiodic Virasoro algebra in [T1] . This means that the triangular decomposition for the aperiodic Virasoro algebra, constructed in [T1] is an example of a non-standard triangular decomposition. We now will study analogous situations in more detail.
We retain the notation for σ, a, b from the previous section and further assume that a = 0 and that that there is an element, e u ∈ A, such that σ(u) = b and ψ(u) = 0. Since < is an admissible order, such element is unique and we retain the notation e u for it.
Lemma 3. Under the above assumptions we consider the vectorspace A = A ⊕ Fc. Then the formula [e x + ac, e y + bc] = [e x , e y ] + ψ(x) 3 − ψ(x) 12 δ x,u−y c defines on A the structure of a Lie algebra, which is a central extension of A. Furthermore, if e 0 ∈ A, the algebra A is the unique non-trivial central extension of A.
Proof. Proof repeats one of [T1, Theorem III.4 ] word by word.
The algebra A, constructed in Lemma 3 is a natural generalization of the aperiodic Virasoro algebra from [T1] . In particular, the aperiodic Virasoro algebra coincides with A for A constructed in the end of the previous section. However, if e.g. the rank of P is bigger than two, we get an example of A , which differs from the aperiodic Virasoro algebra. We will call algebras A the Virasoro-like algebras of quasicrystal type.
Assigning the element c index u we easily transfer the notions of parabolic and both standard and non-standard triangular decompositions on algebra A . If P has rank two, then, up to taking the opposite order, the non-standard triangular decomposition of A, such that A 0 contains e u , is unique, and in the case of the aperiodic Virasoro algebra this coincides with the triangular decomposition, constructed in [T1, Section V] . For the rank two case once can easily construct example of A such that with respect to the unique natural non-standard triangular decomposition, mentioned above, dim(A 0 ) is an arbitrary positive integer. Hence even in rank two case one gets a lot of examples of A , different from the aperiodic Virasoro algebras. All these algebras will have discrete aperiodic root systems, and, if considered as graded by the action of e 0 , all roots will be multiple with multiplicity dim(A 0 )−2. In the case of the aperiodic Virasoro algebra we have dim(A 0 ) = 3 and hence all roots (with non-zero action of e 0 ) are multiplicity free. We will discuss this situation in more details in the next section, when we will define the Shapovalov Form on the Verma modules and compute its determinant.
Shapovalov form and Kac determinant
In this section we present several results on the structure of Verma modules over Lie and Virasoro-like algebras of quasicrystal type. As in the case of the Witt and the Virasoro algebras, the representation theory the last one is more complicated, which, in particular, gives a bigger variety of simple highest weight modules. Our main tool in the case of the Virasoro-like algebras of quasicrystal type and the corresponding Lie algebras of quasicrystal type will be the Shapovalov form on Verma modules, first defined in [S] for simple finite-dimensional Lie algebras. However, we start with more elementary general case of Lie algebras of quasicrystal type, which happens to be really trivial. Before starting we just note that in this section we always assume that F is an algebraically closed field of characteristic zero.
We recall that, given a triangular decomposition, Proof. This is a direct corollary of A 0 = Fe x and e x ∈ [A, A]. Proof. Let v be the canonical generator of the Verma module in question. The reducibility follows from the fact that x is not maximal in I \ J, and hence there are infinitely many elements y ∈ P − satisfying e x ∈ [e y , A], which implies that U (A)e y v is a proper submodule of the Verma module.
The second statement follows considering the set of elements e y , y ∈ P − , satisfying e x ∈ [e y , A], which is obviously infinite.
So, we can now move on to the case of non-standard triangular decomposition. First we reduce our consideration to the natural case of weight modules with finite-dimensional weight spaces, which corresponds to the situation, when the root system of A is discrete. This is only possible in the case when P Z 2 . Here our main tool will be the Shapovalov form and to be able to work with it we will also need the following assumptions from the previous section: e 0 ∈ A; and there is e u ∈ A, such that σ(u) = b and ψ(u) = 0. As it was mentioned above, this situation covers, for example, the case of the aperiodic Witt algebra. Since in the case of the algebra A the arguments will be absolutely the same, we consider both cases simultaneously with all the notation for the algebra A . The case of A is then easily obtained by factoring c = 0 out.
We define the conjugation on P via ω(x) = u − x and it follows immediately from our assumptions that e x ∈ A implies e ω(x) ∈ A . However, is easily to see that ω does not extend to an (anti)involution on A . We note that σ(ω(x)) = b − σ(x).
We recall that the algebra A is graded by the adjoint action of e 0 (or, more general, A 0 ) and for C α = 0 the dimension of A α is either 0 or dim(A 0 ) − 2 (dim(A 0 ) − 1 in the case of algebra A). We denote by ∆ the set of all (non-zero) roots of A with respect to this action and by ∆ ± the sets of all positive and negative roots corresponding to our triangular decomposition. Obviously, ω extends to a linear bijection A α → A −α for any α ∈ ∆ ∪ {0}.
As A 0 is commutative, simple A 0 -modules are one-dimensional and have the form V λ , λ ∈ (A 0 ) * , where the action is defined via g(v) = λ(g)v for v ∈ V λ and g ∈ A 0 . Let v λ denote a canonical generator of M (V λ ). Let ∆ (resp. ∆ ± ) denote the semigroup, generated by ∆ (resp. ∆ ± ). Then the module M (V λ ) is a weight module with respect to A 0 with the support
The ∆ ± -gradation of A ± extends to the ∆ ± -gradation of U (A ± ) and, in the aniinvolutive way, ω extends to a linear componentwise isomorphism from U (A + ) to U (A − ) and back, which matches
The following properties of F λ = ⊕ ν∈∆ F λ,ν are standard and the reader can consult [KK, MP] for the arguments. Hence in order to study the reducibility of M (V λ ) it is sufficient to compute the determinant of F λ,ν for all λ and ν. To be able to do this we consider the following monomial generators of U (A − ) −ν : G = G(ν) = {g(x 1 , . . . , x k ) = e x 1 . . . e x k : x i ∈ ∆ − ; i x i = −ν;σ(x i ) σ(x i+1 )}. We define the linear order on this set of generators as the lexicographical order with respect to the values of σ(x i ). The key property of this construction is the following.
Proof. Let i be minimal such that σ(x i ) < σ(y i ). Then σ(ω(x i )) > b − σ(y i ) and hence e ω(x i ) commutes with e y i and thus with all e y j , j i, since for such j we have σ(y j ) σ(y i ) form the definition of G. For j < i we have x j = u j and thus [e ω(x j ) , e y j ] ∈ A 0 . We can write e ω(x i ) (ω(e x 1 . . . e x i−1 )e y 1 . . . e y i−1 )e y i . . . e ym v λ = = ε(ω(e x 1 . . . e x i−1 )e y 1 . . . e y i−1 )e ω(x i ) e y i . . . e ym v λ + other terms for some ε ∈ F, where in other terms some e ω(x j ) , j < i, occurs already after the corresponding e y j . As e ω(x i ) commutes with all e y j , j i, we get that the first summand equals zero. Now consider one of the other terms and let e ω(x j ) be the factor occurring most to the right in the monomial. This means, in particular, that for s < j this monomial contains [e ω(xs) , e ys ], which are the elements of A 0 and thus, up to a scalar factor, can be moved to the left. In particular, σ(ω(x s )) is the biggest value among all others occurring in this monomial. If the element e y , standing next to e ω(x j ) satisfies y = x j , this means that e ω(x j ) commutes with e y and hence the monomial contributes 0 to the global sum. Otherwise the number of factors, standing to the right from e ω(x j ) , which equal x j , is less than the same number before the last commutation. Hence induction in this number reduces the problem to the case y = x j thus proving that all monomials occurring in other terms contribute 0 to the global sum.
From this it follows directly that F λ,ν (g(x 1 , . . . , x k )v λ , g(y 1 , . . . , y m )v λ ) = 0, which completes the proof.
From Lemma 5 we immediately get the following statement, which, in particular, proves [T1, Conjecture V.7] .
Corollary 1. The determinant of F λ,ν coincides with the product of diagonal elements
Now we can formulate the computation results for the determinant of the Shapovalov form and the corresponding corollaries for the structure of M (V λ ). Denote by P the set of all non-zero x ∈ P such that e x ∈ A is non-zero. Then the decomposition ∆ = ∆ − ∪ ∆ + induces a decomposition P = P − ∪ P + . For ν ∈ ∆ + and x ∈ P − we denote by p ν (x) the number of occurrences of e x as factors in the canonical decomposition of all monomials in G(ν).
Theorem 2. Up to a non-zero constant the determinant of F λ,ν equals
.
Proof. According to Lemma 4, the necessary determinant is the product of
c, as ψ(u) = 0. Moreover, [e u−x , e u ] is in fact central in A . Hence, we can move the non-zero factor 2ψ(x) out and get that, up to a non-zero constant factor, we have
The general formula is now obtained by multiplying these expressions for all g(x 1 , . . . , x k ) ∈ G(ν).
This theorem immediately implies the following structure result for M (V λ ).
Proof. Follows from Theorem 2 and the fact that ψ(x) = α provided x ∈ A α .
In particular, we see that the reducibility of M (V λ ) depends only on λ(e u ) and λ(c) and does not depend on the values of λ on other generators of A 0 .
Let F = C. Call an A -module, M , ω-unitarizable provided there exists an inner product, (·, ·), on M such that (e x v, w) = (v, e ω(x) w) (resp. (cv, w) = (v, cw)) for all v, w ∈ M . For the unique simple quotient of the Verma module M (V λ ) this is equivalent to the fact that the Shapovalov form on M (V λ ) is non-negative (of course, the Shapovalov form, being symmetric, can not be considered as an inner product, however, one can consider it on the real part and extend to the complexification in the Hermitian way). Here our determinant formula immediately implies the following unitarizability result.
Corollary 3. Assume that ψ(P ) ⊂ R and ψ(x) −1 for all x ∈ P − , λ(e u ) 0, λ(c) 0. Then the unique simple quotient of M (V λ ) is ω-unitarizable.
Proof. Under these conditions all factors of the diagonal elements of the matrix of the Shapovalov form are non-negative and hence all leading minors are non-negative as well. This implies the statement.
Using these results we also get some information about highest weight modules, associated with standard triangular decompositions.
Corollary 4. The dimensions of the weight spaces of infinite-dimensional highest weight modules over Lie algebras of quasicrystal type, associated with standard triangular decompositions, are not uniformly bounded.
Proof. Let A 0 = Fe x be the zero component of the given standard triangular decomposition. Then we can factor our an ideal of A such that the factoralgebra is still of quasicrystal type, but the element x became maximal in the corresponding I \ J, and hence the induced triangular decomposition became non-standard. Now we have λ(e x ) = 0 and hence the corresponding Verma module over this algebra is simple and the dimensions of its weight spaces are obviously unbounded. Buy this module naturally embeds (as a vector subspace) into the simple highest weight module, which we started with.
Further generalizations of quasicrystal Lie algebras
Geometrical realization of the algebra A, obtained in Section 4, motivates the following generalization of the class of Lie algebras of quasicrystal type.
We consider arbitrary rank n Witt algebra G = G(P, ψ) with P Z n being realized in R n in a natural way. Let Ω be a convex subset of R n , containing at least one non-zero point of P , and satisfying the following 0-star condition: v ∈ Ω implies λv ∈ Ω for all λ > 1. In this case we will call Ω a 0-star sets. Denote by L(Ω) the vectorsubspace in G, spanned by e x , x ∈ Ω.
Lemma 6. L(Ω) is a Lie subalgebra of G.
Proof. If x, y ∈ P ∩ Ω then x + y = 2( y belongs to Ω because of the convexity and thus x + y ∈ Ω by the 0-star condition.
Lemma 7. Let Ω be a 0-star set, v ∈ Ω and λ > 0. Then, if the set Ω λ,v = λv + Ω contains at least one non-zero point of P , it is a 0-star set. Moreover, Ω λ,v ⊂ Ω.
Proof. Clearly, Ω λ,v is convex. Further, if w ∈ Ω and γ > 1, then γ(w + λv) = γ(λ + 1)(
v) belongs to Ω by the same arguments as in Lemma 6. This completes the proof.
Proof. If w ∈ Ω and w = w + v ∈ Ω λ,v for some w ∈ Ω, then w + w = w + w + v ∈ Ω λ,v . This implies the statement.
Hence, for arbitrary G, Ω and v as above we can form the algebra A(P, ψ, Ω, λ, v) = L(Ω)/L(Ω λ,v ), which we will call a Lie algebra of convex quasicrystal type. To obtain the usual Lie algebra of quasicrystal type, one should take Ω to be a half-space (open or closed), which does not contain 0 as an inner point. The basic properties of Lie algebras of convex quasicrystal type are similar to those of Lie algebra of quasicrystal type, however, their formulation is much more complicated because it usually depends on the structure of Ω. Here we list only some most straightforward ones.
Proposition 4. Let A = A(P, ψ, Ω, λ, v) be a Lie algebra of convex quasicrystal type and a denote the infinum of distances from points in Ω ∩ P to 0. Assume that dim(A) > 1 and that for any x ∈ Ω some neighborhood (in R n ) of 2x belongs to Ω. Then 1. if a > 0 then any element of A is nilpotent.
2. Any finite set of elements from A generates a finite-dimensional Lie subalgebra of A.
Proof. If x ∈ S = Ω \ Ω λ,v then there alway exists y, such that |x − y| |v| and such that y ∈ Ω. Let w ∈ Ω. If some ball of radius r over 2w belongs to Ω, then, for λ > 1 the point 2λw belongs to Ω together with the ball of radius λr around it. Making λr > |v| we get that 2λw ∈ Ω λ,v . This implies the first statement. If the set {w 1 , . . . , w k } ⊂ Ω is finite, then we find some r such that 2w i belongs to Ω together with its neighbor ball of radius r. Then the same is true for all linear combinations of these elements with non-negative integer coefficients. By the same arguments as in the previous paragraph, there is N ∈ N such that any linear combination of {N w 1 , . . . , N w k } with non-negative integer coefficients belongs to Ω λ,v . This implies the second statement.
Let us study an example of such algebra, which, as we will show, has some interesting properties. Take P = Z 2 , ψ the projection on the second component, Ω = {w ∈ R 2 : (w, (1, 1)) 0 and (w, (1, −1)) 0}, v = (n + , 0), n ∈ N, ∈ (0, 1). The corresponding algebra A = A(P, ψ, Ω, λ, v) is graded with respect to the e 0 action with graded components corresponding to all integers and having dimension n. In particular, one can define and study triangular (parabolic) decompositions of this algebra and corresponding (generalized) Verma modules. The set P = P ∩ (Ω \ Ω λ,v ) coincides with {(a, b) : 0 a − |b| n}. Define the conjugation ω on this set via ω(a, b) = (2|b| + n − a, −b). Then we have the natural notions of Verma modules and the Shapovalov form on them. In our situation we have ∆ + = N.
Lemma 9. The Verma module M (V λ ) is always reducible. However, the unique simple quotient of M (V λ ) is infinite dimensional if and only if at least one of the numbers λ(e (2,0) ),. . . , λ(e (n,0) ) is non-zero. Otherwise it is one-dimensional.
Proof. We note that the intersection of [A, A] with A 0 coincides with the linear spanÃ 0 of elements {e (2,0) , . . . , e (n,0) }. Hence, if the restriction of λ onÃ 0 is zero, the Shapovalov form in identically zero on all M (V λ ) λ−k , k ∈ N. Otherwise, assume that λ(e (i,o) ) = 0 and take e x ∈ A 1 and e y ∈ A −1 such that [e x , e y ] = e (i,0) . We get F λ,k (e k ω(y) , e k x ) = 0 and the statement is proved.
From Lemma 9 it follows that there exist a large family of infinite-dimensional highest weight modules over A with respect to this triangular decomposition. The study of the properties of these modules, e.g. their characters, multiplicities and unitarizability seems to be an interesting problem.
8 Application to the q-analogue of the Virasoro algebras All constructions described above work perfectly also in the case of different quantum analogues of the Virasoro algebra (and, actually, in the case of arbitrary Z n -graded Lie algebra, in particular, everything works smoothly for generalized Witt algebras in the sense of Kaplansky, see [Ree] ). As we saw that the most interesting case is that of rank 2, we would like to finish this paper with outlining some results related to the q-analogue of the Virasoro algebra, define in [KPS] . Let F = C and q be a non-zero non root of unity. We set P = Z 2 and will write an element, x ∈ P , as x = (x 1 , x 2 ). Then the algebra V q is generated by e x , x ∈ P \ {(0, 0)}, with the Lie brackets defined via [e x , e y ] = (q x 2 y 1 − q x 1 y 2 )e x+y . For <, I and J as in Section 4 we define the algebra A(V q , <, I, J) in the same way as it was done for A(P, <, I, J) but using the algebra V q instead of the rank two Virasoro algebra. We extend algebra A(P, <, I, J) by a derivation, d, satisfying [d, e x ] = x 1 e x , and will denote the extended algebra also by A(P, <, I, J). The element d will always belong to A 0 in any parabolic decompositions and the notions of standard triangular and triangular decompositions are transfered modulo d. We will also assume that I = P + and that I \ J has the maximal element u.
Theorem 3.
1. Any parabolic decomposition of A(V q , , I, J) is in fact a triangular decomposition.
2. All Verma modules over A(V q , , I, J) associated with a triangular decomposition satisfying e u ∈ A 0 are reducible.
3. The unique simple quotient of a Verma module, M (V λ ), is one-dimensional if and only if λ(e x ) = 0 for all e x ∈ A 0 . Otherwise it is infinite-dimensional.
4. The Verma module M (V λ ), associated with a triangular decomposition, satisfying e u ∈ A 0 , is simple if and only if λ(e u ) = 0.
5. If q is real and the dimension of the unique simple quotient of M (V λ ) is greater that one, this module is not ω-unitarizable and the dimensions of its weight spaces are not bounded.
Proof. The first statement follows from the fact that [e x , e y ] = 0 in V q , provided x = λy. The second and the third ones are analogous to Proposition 3. For the fourth statement we can use arguments of Lemma 5 and derive that the determinant of the Shapovalov form on M (V λ ) µ is the product of factors of the form q −x 2 x 1 (q u 2 x 1 − q u 1 x 2 )λ(e u ). Since x ∈ P − and u can not be proportional, we derive that this factor is non-zero if and only if λ(e u ) = 0, which implies the fourth statement. The first part of the last statement follows from the observation that for any real q we can always find x ∈ P , arbitrary small with respect to <, such that q u 2 x 1 − q u 1 x 2 is positive (resp. negative) and the second part is analogous to Corollary 4.
