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a b s t r a c t
In this paper,we propose amodified SQPmethod,which uses neither a penalty function nor
a filter, for the nonlinear programming problems. The proposed mechanism for accepting
the trial step is carried out by a nonmonotone technique. Under some conditions, we
establish the global convergence of the algorithm. Some numerical results are presented
to show the effectiveness of the proposed algorithm.
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1. Introduction
In this paper, we consider the following nonlinear programming problem
min f (x)
s.t. ci(x) ≤ 0, i ∈ I = {1, 2, . . . ,m} (1)
where x ∈ Rn, f : Rn → R and ci(i ∈ I) : Rn → R are all continuously differentiable. For convenience, we denote
g(x) = ∇f (x), C(x) = (c1(x), c2(x), . . . , cm(x))T and A(x) = (∇c1(x),∇c2(x), . . . ,∇cm(x)). For a given xk, we write
f (xk),C(xk), g(xk) and A(xk) as fk, Ck, gk and Ak respectively.
Nonlinear programming problem (1), arising often in engineering, economy andmany fields in the society. Over the past
decades,manynumericalmethods have beenproposed to solve this problem,which include interior pointmethods, gradient
projection methods, trust region techniques and sequential quadratic programming (SQP) methods. This paper will focus
on the SQP method. It is well known that the traditional SQP method generates a sequence {xk} converging to the desired
solution by solving the quadratic programming problem
min g(x)Td+ 1
2
dTHd
s.t. C(x)+ A(x)Td ≤ 0,
(2)
where H ∈ Rn×n is an approximate Hessian of the Lagrangian function of the objective function, which is usually obtained
by quasi-Newton techniques.
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For the current iteration point xk, let dk be the solution of (2), the SQP method generates the next iteration point by
xk+1 = xk + λkdk, (3)
where λk > 0 is a step length obtained by some line search techniques. By using the penalty function as a merit function,
the globally convergent results of SQP method have been established, see, for example [1–5].
For the penalty function, as pointed out by Fletcher and Leyffer [6], the biggest drawback is that the penalty parameter
estimates could be problematic to obtain. To overcome this drawback, Fletcher and Leyffer proposed filter methods in
2002 [6] where no penalty parameter estimates are required. Due to its promising numerical results, the filter method
has been combined with many other numerical methods, such as SLP (sequential linear programming) approaches [7], SQP
methods [8,9], bundle nonsmooth approaches [10], pattern search methods [11], and so on. More recently, the method has
also been extended to nonlinear complementarity problem [12].
In fact, filter method exhibits a certain degree of nonmonotonicity. The idea of nonmonotone technique can be traced
back to Grippo et al. in 1986 [13], thanks to its excellent numerical exhibition, many nonmonotone techniques have been
developed in recent years, for example, nonmonotone line search approaches [13–20], and nonmonotone trust region
methods [21–26].
As for the SQP method, one of the drawback is that it may fail if the quadratic subproblem (2) becomes infeasible. This
drawback has been overcome by many researchers, see Burke and Han [27], Liu and Yuan [28], Zhang and Zhang [29],
Zhou [30], Zhang and Zhang [31].
Motivated by the ideas of filter method and nonmonotone technique, in this paper, we proposed a modified SQPmethod
for solving problem (1). We will use [31] as our main reference on SQP method for problem (1), but compared with [31] as
well as other SQP-based method, we use neither a penalty function nor a filter, the proposed mechanism for accepting the
trial step is carried out by a nonmonotone technique. Under certain conditions, the global convergence of the algorithm is
established.
The paper is organized as follows. The algorithm is presented in Section 2. In Section 3, some global convergence results
are proved. Some numerical examples are given in the last section.
2. A modified SQP method with nonmonotone technique
To describe our algorithm model, we first give the modified quadratic subproblem of SQP method. For the current
iteration point xk ∈ Rn, we define a linear programming subproblem LP(xk) as follows:
LP(xk) : min
(dT ,z)∈Rm
z
s.t. Ck + ATkd ≤ ze,
z ≥ 0,
(4)
where e = (1, 1, . . . , 1)T ∈ Rm. Let (dˆTk , zk)T be a solution of (4), we replace the quadratic subproblem (2) by the following
convex programming problem
QP(xk,Hk) : min gTk d+
1
2
dTHkd
s.t. Ck + ATkd ≤ zke.
(5)
Clearly, the convex programming QP(xk,Hk) is feasible since dˆk is an obvious feasible solution. Furthermore, if Hk is positive
definite, the solution is unique. Let dk be the solution of QP(xk,Hk), then dk can be used as the search direction at the current
point xk.
Similar to the idea of filter method, solving problem (1) equivalents tominimize the objective function f (x) and to satisfy
the constraints. To test whether constraints are satisfied or not, we denote the violation function h as follows:
h(x) = ‖C(x)+‖,
where ci(x)+ = max{ci(x), 0}, i ∈ I, ‖ · ‖ denotes the Euclidean norm on Rm. It is easy to see that h(x) = 0 if and only if x is
a feasible point (h(x) > 0 if and only if x is infeasible).
Since it is difficult to know whether every point is better than the former one, we adopt nonmonotone technique to
control h(x) decreased nonmonotonically and to minimize function f (x).
The algorithm is described as follows.
Algorithm A. Step 0: Choose x0 ∈ Rn, a symmetric and positive definite matrix H0 ∈ Rn×n, µ ∈ (0, 12 ), β ∈ ( 12 , 1), γ ∈
(0, 1), positive integerM > 0, set k = 0,m(k) = 0;
Step 1: Solve LP(xk) to obtain dˆk, zk. If dˆk = 0 and zk 6= 0, stop;
Step 2: Solve QP(xk,Hk) to get dk. If dk = 0, stop;
Step 3: If gTk dk ≤ − 12dTkHkdk, go to step 4, otherwise set λk = 1, go to step 5;
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Step 4: Choose λk which is the largest one in the sequence {1, γ , γ 2, . . .} satisfying
f (xk + λdk) ≤ max
0≤j≤m(k)
[f (xk−j)] − λµdTkHkdk.
Step 5: Set xk+1 = xk + λkdk. Let h¯ = max0≤j≤m(k) h(xk−j). If h(xk+1) ≤ βh¯, then set m(k + 1) = min{m(k) + 1,M},
update Hk to Hk+1, k = k+ 1 and go to step 1. Otherwise, let k = k+ 1, call Restoration Algorithm (Algorithm B) to obtain
xrk, let xk = xrk,m(k) = m(i) and go to step 1.
Remark 1. In step 4 of Algorithm A, the nonmonotone parameterm(k) satisfies
m(0) = 0, 0 ≤ m(k) ≤ min{m(k− 1)+ 1,M}, for k ≥ 1
and
f (xk + λkdk) ≤ max
0≤j≤m(k)
[f (xk−j)] − λkµdTkHkdk.
For the convenience, we denote
f (xl(k)) = max
0≤j≤m(k)
[f (xk−j)],
where k−m(k) ≤ l(k) ≤ k.
In a restoration algorithm, we aim to decrease the value of h(x), more precisely, we will use a trust region type method
to obtain C(xrk)
+ = 0 by the help of the nonmonotone technique. Let
M ik(d) = h(xik)− h(xik + d),
Ψ ik(d) = h(xik)− ‖(C(xik)+ A(xik)Td)+‖
and r ik = M
i
k(d)
Ψ ik(d)
.
Similar to the restoration phase given by Long et al. [12], we describe the Restoration Algorithm as follows:
Algorithm B. Step 0: x0k = xk,∆0 > 0, i = 0, η ∈ (0, 1),m(i) = 0;
Step 1: If h(xik) ≤ βh¯, then xrk = xik, stop;
Step 2: Compute
max Ψ ik(d)
s.t. ‖d‖ ≤ ∆i (6)
to get dik. Calculate r
i
k;
Step 3: If r ik ≤ η, then let xi+1k = xik,∆i+1 = ∆i/2, i = i+ 1,m(i) = min{m(i− 1)+ 1,M} and go to step 2;
Step 4: If r ik > η, then let x
i+1
k = xik + dik,∆i+1 = 2∆i, i = i+ 1,m(i) = min{m(i− 1)+ 1,M} and go to step 1.
3. The convergence properties
To prove the global convergence of Algorithm A, we make the following assumptions:
Assumptions:
A1 The objective function f and the constraint functions cj (j ∈ I) are twice continuously differentiable on Rn.
A2 The iterate {xk} remains in compacted subset S ⊂ Rn.
A3 There exist two constants 0 < a ≤ b such that a‖d‖2 ≤ dTHkd ≤ b‖d‖2, for all iteration k and d ∈ Rn.
A4 The solution of problem (6) satisfies
Ψ ik(d) = h(xik)− ‖(C(xik)+ A(xik)Td)+‖ ≥ β2∆imin{h(xik),∆i}
where β2 > 0 is a constant.
Remark 2. Assumptions A1, A2 are the standard assumptions. A3 plays an important role in obtaining the convergence
results. A4 is the sufficient reduction condition which guarantees the global convergence in a trust region method. Under
the assumptions, f is bounded below and the gradient function g(x) is uniformly continuous in S.
Since we have no constraint qualifications on the constraint functions, the cluster point of the sequence generated by
Algorithm A can be either of the two different types of stationary points. The following definition about stationary point can
be found in [28].
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Definition. A vector x ∈ Rn is called
(1) a strong stationary point of problem (1) if x is feasible and there exists a vector ρ = (ρ1, ρ2, . . . , ρm)T ∈ Rm such that
g(x)+ A(x)ρ = 0,
ρi ≥ 0, ρici(x) = 0, i ∈ I. (7)
(2) an infeasible stationary point of problem (1) if x is infeasible and
min
d∈Rn
max
i∈I
{ci(x)+∇ci(x)Td, 0} = φ(x),
where φ(x) = maxi∈I{ci(x), 0}.
Clearly, a strong stationary point defined above is precisely a KKT point of problem (1). The following lemma describe
the properties of infeasible strong stationary point, see [28].
Lemma 1. If x ∈ Rn is an infeasible stationary point, there exists ρ0 ≥ 0 and
ρ ∈ Rm such that the following first-order necessary condition
ρ0g(x)+
m∑
i=1
ρi∇ci(x) = 0,
ρi ≥ 0, i ∈ I (8)
holds.
Lemma 2. If Algorithm A terminates at xk, then xk is either an infeasible stationary point or a strong stationary point.
Proof. See Lemma 3.2 in [31]. 
Lemma 3. In step 4, the line search procedure is well defined.
Proof. By step 3, we have
gTk dk ≤ −
1
2
dTkHkdk. (9)
Now we will prove that there exists a λ ∈ (0, 1) such that
f (xk + λdk) ≤ f (xl(k))− λµdTkHkdk. (10)
Assume by contradiction that for all λ ∈ (0, 1), it holds
f (xk + λdk)− f (xl(k)) > −λµdTkHkdk ≥
1
2
λµgTk dk. (11)
By the definition of f (xl(k)), we have
f (xl(k)) = max
0≤j≤m(k)
[f (xk−j)] ≥ f (xk), (12)
which together with (11) deduces
f (xk + λdk)− f (xk) > f (xk + λdk)− f (xl(k)) ≥ 12λµg
T
k dk. (13)
Divided by λ on the both sides of (13), one has
f (xk + λdk)− f (xk)
λ
>
1
2
µgTk dk, (14)
let λ → 0, we obtain gTk dk > 12µgTk dk, which implies that gTk dk > 0, this contradicts (10) by the fact that µ ∈ (0, 12 ), the
contradiction deduces our desired result. 
Lemma 4. Under Assumption A4, the Restoration Algorithm terminates finitely.
Proof. Similar to the proof of Lemma 4.1 in [12] and Lemma 1 in [32], we suppose by contradiction that the restoration
algorithm cannot be terminated in finite times, then it holds h(xik) > βh¯ for i sufficiently large. By the construction of the
Algorithm B, we have
∞ >
∞∑
i=1
(h(xi−1k )− h(xik)) ≥
∞∑
i=1
ηΨ i−1k (d
i−1
k ),
for r ik > η.
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Then by Assumption A4, we deduce
∞ >
∑
k∈K
ηβ2∆
imin{h(xik),∆i},
where K = {i : r ik > η}. It follows
lim
i→∞∆
i = 0 for all i ∈ {r ik > η}. (15)
But by Algorithm B, if r ik > η, we have ∆
i+1 > ∆i, which contradicts (15). The contradiction shows that the lemma is
true. 
Lemma 5. Let {xk} be an infinite sequence generated by Algorithm A, then h(xk)→ 0 (k→∞).
Proof. Sincem(k+ 1) ≤ m(k)+ 1, we have
h(xl(k+1)) = max
0≤j≤m(k+1)
[h(xk+1−j)]
≤ max
0≤j≤m(k)+1
[h(xk+1−j)]
= max{h(xl(k)), h(xk+1)}
= h(xl(k)). (16)
This implies that {h(xl(k))} converges. Then by h(xk+1) ≤ βmax0≤j≤m(k)[h(xk−j)], we have
h(xl(k)) ≤ βh(xl(l(k)−1)). (17)
Since β ∈ (0, 1), we deduce that h(xl(k))→ 0 (k→∞).
Therefore
h(xk+1) ≤ βh(xl(k))→ 0
holds by Algorithm A, so we have limk→∞ h(xk) = 0. 
Theorem 1. Suppose {xk} is an infinite sequence generated by Algorithm A, dk is the solution of QP(xk,Hk). If the multiplier
according to the subproblem (5) is uniform bounded, then limk→∞ ‖dk‖ = 0.
Proof. By Assumption A2, there exists a point x∗ such that xk → x∗ for k ∈ K , where K is an infinite index set. By AlgorithmA
and Lemma 5, we consider the following two possible cases.
Case I: K0 = {k ∈ K |gTk dk ≤ − 12dTkHkdk} is an infinite index set.
In this case, we have
f (xk + λkdk) ≤ f (xl(k))− λkµdTkHkdk. (18)
Sincem(k+ 1) ≤ m(k)+ 1, we obtain
f (xl(k+1)) = max
0≤j≤m(k+1)
[f (xk+1−j)]
≤ max
0≤j≤m(k)+1
[f (xk+1−j)]
= max{f (xl(k)), f (xk+1)}
= f (xl(k)). (19)
Hence for k > M , it holds
f (xl(k)) ≤ f (xl(l(k)−1))− λl(k)−1µdTl(k)−1Hl(k)−1dl(k)−1. (20)
Since f is bounded below, {f (xl(k))} converges. Therefore
lim
k→∞ λl(k)−1d
T
l(k)−1Hl(k)−1dl(k)−1 = 0.
By Lemma 3, there exists λ¯ > 0 such that λl(k)−1 ≥ λ¯. Then by Assumption A3, we obtain
lim
k→∞ ‖dl(k)−1‖ = 0. (21)
From the uniform continuity of f (x), this implies that
lim
k→∞ f (xl(k)−1) = limk→∞ f (xl(k)). (22)
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Let
lˆ(k) = l(k+M + 2),
we can prove by induction that for any given j ≥ 1,
lim
k→∞ ‖dlˆ(k)−j‖ = 0 (23)
and
lim
k→∞ f (xlˆ(k)−j) = limk→∞ f (xl(k)). (24)
If j = 1, since {lˆ(k)} ⊂ {l(k)}, (23) and (24) follow from (21) and (22).
Assume that (23) and (24) hold for a given j > 1, for j+ 1, since
f (xlˆ(k)−j) ≤ f (xl(lˆ(k)−j−1))− λlˆ(k)−j−1µdTlˆ(k)−j−1Hlˆ(k)−j−1dlˆ(k)−j−1.
Using the same arguments above, we obtain
lim
k→∞ ‖dlˆ(k)−j−1‖ = 0, (25)
and
lim
k→∞ f (xlˆ(k)−j−1) = limk→∞ f (xl(k)). (26)
Therefore (23) and (24) hold for any given j ≥ 1.
Now for any k, xk+1 = xlˆ(k) −
∑lˆ(k)−k−1
j=1 λlˆ(k)−jdlˆ(k)−j, note that lˆ(k)− k− 1 ≤ M + 1 and by (23), we get
lim
k→∞ ‖xk+1 − xlˆ(k)‖ = 0.
Since {f (xl(k))} admits a limit, by the uniform continuity of f on S, it holds
lim
k→∞ f (xk) = limk→∞ f (xl(k)).
Then by the relation (18), we have
lim
k→∞ λkµd
T
kHkdk = 0. (27)
Using the same arguments for deriving (21), we obtain that
lim
k→∞ ‖dk‖ = 0. (28)
Case II: K0 is a finite index set, which implies K1 = {k ∈ K |gTk dk > − 12dTkHkdk} is an infinite index set.
If (28) does not hold, then there exist a positive number  and an infinite index set K2, such that ‖dk‖ >  for k ∈ K2 ⊂ K1.
Since dk is the solution of QP(xk,Hk), by KKT condition of (5), we have
gk + Hkdk + Akρk = 0, ρTk (Ck + ATkdk − zke) = 0, (29)
where ρk ∈ Rm is the multipliers. Then we can assume that there exists M¯ > 0 such that ‖ρk‖ ≤ M¯ .
By Lemma 5, we know h(xk)→ 0, hence there exists k0 > 0, such that for ∀k > k0, k ∈ K2, it holds
h(xk) ≤ a
2
2M¯
≤ a‖dk‖
2
2M¯
≤ d
T
kHkdk
2M¯
. (30)
Consequently, we deduce
gTk dk = −dTkHkdk − dTkAkρk
= −dTkHkdk + ρTk Ck − zkρTk e
≤ M¯h(xk)− dTkHkdk
≤ −1
2
dTkHkdk (31)
which contradicts the definition of K1. The proof is complete. 
Theorem 2. Suppose {xk} is an infinite sequence generated by Algorithm A and the assumptions in Theorem 1 hold. Then every
cluster point of {xk} is a strong stationary point (KKT point) of problem (1).
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Table 1
VMCWD Algorithm in [19] Algorithm in [31] Our algorithm
Problem n m NI–NF–NG NI–NF–NG NF–NG NI–NF–NG
HS7 2 2 12–14–14 9–18–10 – 8–6–4
HS14 2 3 5–6–6 4–5–5 – 8–8–1
HS22 2 2 5–7–7 23–46–24 7–6 6–6–1
HS38 4 8 81–104–104 38–64–39 – 40–52–40
HS43 4 3 12–15–15 12–23–13 55–26 14–14–2
HS52 5 6 5–9–9 16–21–17 – 8–13–17
HS63 3 7 8–9–9 7–8–8 – 8–7–3
HS76 4 7 5–6–6 6–7–7 7–7 8–7–7
HS86 5 15 4–6–6 4–7–5 7–5 6–6–5
HS113 10 8 12–17–17 14–20–15 19–14 16–16–11
Proof. Since {xk} lies in a compacted set, there exists x∗ ∈ Rn, such that xk → x∗, k ∈ K . By Lemma 5 we have
h(xk)→ 0, k ∈ K , which means that x∗ is a feasible point, and therefore zk → 0. From Theorem 1, we have ‖dk‖ → 0, by
Lemma 5 and Theorem 1, we get d∗ = 0 is the solution of subproblem QP(x∗,H∗). Then by the KKT condition, we obtain
g∗ + ρ∗A∗ = 0
ρ∗i ≥ 0, ρ∗c∗i = 0, i ∈ I. (32)
Therefore x∗ is a KKT point of problem (1). 
4. Some discussions and numerical experiments
In this section, we discuss further refinements of the algorithm proposed above to accommodate practical calculations,
and give some numerical experiments to show the success of proposed method. All examples are chosen from [33].
(1) Updating of Hk is done by
Hk+1 = Hk + y
T
kyk
yTk sk
− Hksks
T
kHk
sTkHksk
,
where yk = θkyˆk + (1− θk)Hksk
θk =

1, if sTk yˆk ≥ 0.2sTkHksk,
0.8sTkHksk
sTkHksk − sTk yˆk
, otherwise
(33)
and yˆk = gk+1 − gk + (Ak+1 − Ak)ρk, sk = xk+1 − xk, ρk is a multiplier associated with (5).
(2) The stop criteria is ‖dk‖ ≤ 10−6.
(3) If an equality constraint c(x) = 0 exists in the original problem, it is most easily handled as two corresponding
inequalities c(x) ≤ 0 and c(x) ≥ 0, and we can apply the above algorithm. For example, in Table 1, we also give the
numerical results of problem HS7, HS14, HS52, HS63 which have equality constraints.
(4) The algorithm parameters were set as follows: H0 = I ∈ Rn×n, β = 0.98, γ = 0.5, η = 0.25,M = 3. The program is
written in Matlab.
(5)The test problems are also solved by Powell’s subroutine VMCWD, which is a very successful algorithm for many
nonlinear programming problems. The error tolerance for VMCWD is 10−8.
The numerical results for the test problems are listed in Table 1.
In Table 1, the problems are numbered in the same way as in Hock and Schittkowski [33]. For example, ‘‘HS7’’ is the
problem 7 in Hock and Schittkowski [33]. NI, NF, NG represent the numbers of iterations, function and gradient calculations,
respectively. ‘‘-’’ refers that the result is not given in [31]. From the numerical results, we can see that our algorithmperforms
well compared with some existed SQP method. The numerical tests for large scale problem deserve further studying.
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