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Abstract
In this work we explain how the stochastic approximation of the average of a random variable is carried
out when the observations used in the updates consist in proportion of samples rather than complete
samples.
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Section 1 Basic Notation 1
1 Basic Notation
To perform the explanation we will use the formula of the conventional average using the ratio of cumu-
lative sums,
x¯N =
N∑
n=1
wnxn
N∑
n=1
wn
(1)
where 0≤ wn ≤ 1 indicates the proportion of the sample n.
For the cumulative sums we define the notation
[ f ] =
N∑
n=1
wn fn (2)
which leads to a formulation of equation (1) as,
x¯N =
[x]N
[1]N
. (3)
2 Stochastic Approximation of Average Values
The stochastic approximation formula for the average of a random variable using proportion of samples
is derived as follows. First, using equations (1) and (3), we write the recursive formula to calculate the
average xˆN ,
x¯n = x¯n−1
(
1−wn 1[1]n
)
+wn
1
[1]n
xn (4)
where [1]n is the accumulated proportions of samples at iteration n, n = 1, . . . ,N. For convenience, we
use the notation υn = [1]n to reference the total amount of proportions accumulated at iteration n.
Note that, υ plays the same role as the number of time steps t (or iterations n) normally used to indi-
cate the amount of experiences collected in cases where the samples are provided in their full proportion
w= 1, in which case υ and t (or n) would be equal.
Equation (4) has the form of the formula for stochastic approximations [2] with a learning coefficient
given by η = 1/υ ,
x¯n = x¯n−1 (1−wnη(υn))+wnη(υn)xn (5)
As usually occurs in applications with stochastic approximations, this learning coefficient η can be
regulated to permit to reach the correct solution for the average. For instance, we have already seen
the direct definition of the learning coefficient η(υ) = 1/υ , which is appropriate in cases where all the
experiences are equally important for the average. However, there are other cases where new incomes
should gain more importance over the old ones, like, for instance, in approximations of non-stationary
averages. In those cases the function η(υ) should be defined so as to track the changes in the statistics
in order to avoid a fast dropping to zero of the learning coefficient which may produce the average get
stuck before reaching the correct solution. This may be accomplished by establishing the condition
η(υ)> 1/υ which makes new incomes more relevant than old ones, with a forgetting effect determined
by the setting of η .
The definition of the learning coefficient η(υ) is not unrestricted if we want to guarantee convergence
to a solution. To this, and as stated by the stochastic approximation theory [2], the function η(υ) should
be defined in a way that it fulfils with the stochastic approximation requirements.
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3 Stochastic Approximations using Cumulative Sums
To illustrate the forgetting effect produced with the regulation of the learning coefficient η(υn) we derive
from equation (5) the following,
x¯n
η(υn) = x¯n−1
(
1
η(υn) −wn
)
+wnxn. (6)
Now, using the notation
{x}n = x¯nη(υn) , (7)
we get the following expression for equation (6),
{x}n = {x}n−1 (η(υn−1) (1/η(υn)−wn))+wnxn. (8)
Equation (8) is the recursive form of a discounted sum of the form,
{ f}n =
n∑
i=1
(
n∏
j=i+1
λ (υ j)
)
wi fi, (9)
with discount factor
λ (υ j) = η(υ j−1)(1/η(υ j)−wj) , (10)
and with generic expression
{ f}n = { f}n−1λ (υn)+wn fn. (11)
From (11) we obtain, for the case of f = 1, the sequent formula
{1}n = {1}n−1 (η(υn−1) (1/η(υn)−wn))+wn, (12)
from which we derive the following expression:
1
{1}n−1 ({1}n−wn) = η(υn−1) (1/η(υn)−wn) . (13)
Using (13) we can obtain a relation between the discounted sum {1}i and the learning coefficient η(υi)
from the solution to (13) given by
{1}i = 1η(υi) . (14)
Finally, replacing (14) in (7) and rearranging we obtain the general expression for the mean calculated
using the discounted sums (9),
x¯n =
{x}n
{1}n . (15)
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3.1 Some Special Cases
Case η(υn) = 1/υ
For the case of a η(υn) = 1/υn, the discount factor (10) results to be,
λ (υn) = 1υn−1 (υn−wn) ,
=
1
(υn−wn) (υn−wn) ,
= 1,
in which case the updating is carried out without forgetting past values, and equation (15) has the same
result as equation (3).
Case wn = 0
When the proportion of the incoming sample is zero, we would expect that no forgetting occurs, and the
cumulative sums used to calculate the average in (15) remain unchanged. This is what actually occurs
with our definition of the discounted sum, which can be seen by instantiating the discount factor for the
case of wn = 0,
λ (υn) = η(υn−1)(1/η(υn)−wn) ,
= η(υn−wn)(1/η(υn)−wn) ,
= η(υn)(1/η(υn)) ,
= 1,
which produces equation (11) to be,
{ f}n = { f}n−1. (16)
Case of a constant η
In the case of a constant learning coefficient η , the discount factor (10) takes the form,
λ (υn) = η (1/η−wn) ,
= 1−wnη , (17)
and the discounted sum (9) turns to be,
{ f}n =
n∑
i=1
(
n∏
j=i+1
(1−wjη)
)
wi fi, (18)
Comparison with the approach with forgetting factor λ (n)w
In our former proposal for stochastic approximation using cumulative sums [1] we used a forgetting
factor λ (n)w which depends on the number of iterations n (or time steps), rather than the accumulated
proportions υ , and which component λ (n) is related with an iteration dependent learning coefficient
η(n) in the following way,
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Figure 1: Comparison of the forgetting effects with a constant learning rate η produced using the old formula
(1−η)w (blue curve) versus the new formula (1−wη) (red curve).
λ (n) = η(n−1)(1/η(n)−1) . (19)
In order to compare the new approach (10) with the one in [1] we set the learning coefficient η to be
constant and equal in both cases, so as to eliminate the dependence on time. In this case, the discount
factor λ (n)w results to be (1−η)w, defining the following discounted sum,
{ f}n =
n∑
i=1
(
n∏
j=i+1
(1−η)wj
)
wi fi, (20)
Then, we generate randomly samples fi, i = 1, . . . ,n = 100, in the range [0,10], and assign to each
of them a proportion wi also generated randomly, but in the range [0,1]. Comparing the forgetting
effect produced with these samples in the discounted sum (18) with respect to the forgetting effect in the
discounted sum (20) we get the behaviours plotted in figure 1.
As we can observe from the figure both approaches have nearly equal forgetting effects.
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