This paper illustrates some computationally efficient estimation procedures for the estimation of vast dimensional realized covariance models. In particular, we derive a Composite Maximum Likelihood (CML) estimator for the parameters of a Conditionally Autoregressive Wishart (CAW) model incorporating scalar system matrices and covariance targeting. The finite sample statistical properties of this estimator are investigated by means of a Monte Carlo simulation study in which the data generating process is assumed to be given by a scalar CAW model. The performance of the CML estimator is satisfactory in all the settings considered although a relevant finding of our study is that the efficiency of the CML estimator is critically dependent on the implementation settings chosen by modeller and, more specifically, on the dimension of the marginal log-likelihoods used to build the composite likelihood functions.
Introduction
Many financial applications, such as portfolio optimization or risk management, require to work with large dimensional portfolios involving a number of assets in the order of one hundred or even more. In order to obtain parsimonious multivariate volatility models, whose estimation is feasible in large dimensions, it is necessary to impose drastic homogeneity restrictions on the dynamic laws determining the evolution of conditional variances and covariances. However, even for parsimonious models, for very large dimensions the computation of (quasi) maximum likelihood estimates can be computationally challenging and troublesome. Also it is important to note that, for moderately large values of the model's dimension n (as a rule of the thumb, say for 50 ≤ n ≤ 100), even if direct maximization of the likelihood or quasi likelihood function is feasible, the computational time required can be so high to prevent the use of resampling and simulation techniques and, in general, any application that implies the need to iteratively estimate the model for a large number of times. The application of bootstrap to realized covariance models has been recently investigated by [5] while the application of simulation based inference procedures is usually required for long-term prediction of risk measures such as Value at Risk and Expected Shortfall.
This has stimulated the research on the development of alternative algorithms for the generation of computationally efficient consistent estimators of the parameters of vast dimensional multivariate volatility models. These algorithms have been first developed for the estimation of Multivariate GARCH (MGARCH) models, see [2] for a review, but they can be modified or adapted, as shown in [3] , for their application to models for realized covariance matrices.
An obvious approach to deal with inference in vast dimensional systems is to split the multivariate estimation problem into a set of simpler low-dimensional problems. This is the spirit of the McGyver method proposed by [7] . The algorithm is illustrated for the case of Dynamic Conditional Correlation (DCC) models with correlation targeting ( [6] ) although it can be readily applied to any scalar MGARCH model such as a scalar BEKK model ( [8] ) 1 . The basic idea is that, if the process dynamics are characterized by scalar parameters, these can be consistently estimated by fitting the model even to an arbitrarily chosen bivariate subsystem. The estimation can then be repeated over all the possible n(n − 1)/2 different bivariate subsystems or a subset of them. The final estimate of model parameters is obtained by calculating the mean or median of the empirical distribution of the estimated coefficients. This estimate is expected to be more efficient than an estimate obtained by fitting the model to a single bivariate subsystem since it is implicitly pooling information from all the assets in the dataset. Evidence in this direction is provided by [7] . The procedure is in its nature heuristic but it is straightforward to show that it automatically returns a consistent estimator. However, [7] does not provide any analytical results on the asymptotic properties of the estimator, including its asymptotic distribution and efficiency. On the other hand, the finite sample statistical properties of the McGyver estimator are investigated by Monte Carlo simulation. One point which is left unexplored by [7] is related to the sensitivity of the properties of the estimation procedure to the size of the subsystems involved in its implementation.
An alternative approach to the estimation of vast dimensional conditional heteroskedastic models is based on Composite Likelihood theory (see [14] for a recent review). This approach replaces the full log-likelihood with an approximation based on the sum of lowdimensional log-likelihoods of a given dimension m << n. As for the McGyver method, the researcher can consider the full set of m-dimensional log-likelihoods or a subset of these. In [9] the CML approach is applied to the estimation of scalar DCC models with correlation targeting. From a computational point of view, the calculation of CML estimators is much faster than that of standard ML estimators. [9] also analyze different variants of the Composite Maximum Likelihood (CML) estimator and assess their finite sample properties by means of an extensive Monte Carlo study. Their findings show that, in large systems, the CML estimator can be much more efficient than the Maximum Likelihood (ML) estimator with correlation targeting. In particular, the simulation results reveal that this estimator tends to be affected by a systematic bias component whose size is increasing with n. In the paper this difference is ascribed to the high number of nuisance parameters involved in the optimization. Also, they show that the CML estimator favorably compares with the McGyver method being, by far, more efficient than the latter. In the light of these results, in this paper, our attention will be focused on CML estimation.
Both the CML and the McGyver method reformulate the estimation problem in terms of simpler lower dimensional problems but while, in the McGyver method, the final estimate is obtained as a function of the results of several low-dimensional optimizations, in CML estimation the optimization is performed just once leading to a substantial reduction of the computing time. Except for the recent contribution by [3] , to our knowledge, so far this inference procedure has not been applied to the estimation of models for realized covariances. In this paper we will illustrate an approach to the estimation of large dimensional realized covariance models based on the maximization of a CL function derived under the assumption of Wishart marginal log-likelihoods. By means of a Monte Carlo simulation study we will i) evaluate the efficiency of the estimator in finite samples ii) investigate the sensitivity of the estimator's performance, bias and efficiency, to the size of the marginal log-likelihoods used to build the CL function and to the number of low-dimensional subsystems used in the computation.
Among the several different models for realized covariance matrices that have been proposed in the past years, we will focus on the class of Conditional Autoregressive Wishart (CAW) models recently introduced by [10] . These models are based on the assumption that the conditional distribution of the realized covariance matrix is a Wishart distribution with time varying conditional expectation proportional to the scale matrix of the Wishart. In the basic version of the model the time varying conditional expectation of the realized covariance matrix is assumed to follow a BEKK ( [8] ) type specification. Unless further restrictions on the parameter space are imposed, this assumption still leaves the number of parameters linear in n 2 where n is the number of assets considered. In their paper, [10] present an application to a dataset including 5 stocks where the estimated model includes 116 parameters. It is easy to understand how fitting an unconstrained CAW model to a dataset whose dimension is even moderately large is not feasible. Hence, in this paper, we will consider a restricted version of the CAW model in which the parameter matrices of the dynamic equation for the conditional expectation of the realized covariance matrix are assumed to be scalar. A covariance targeting approach will be also used in order to avoid direct estimation of the matrix of intercepts of the BEKK recursion. The structure of the paper is as follows. In section 2 we will illustrate the CAW model and discuss its statistical properties. Maximum likelihood inference for the CAW model will be discussed in section 3 while, in section 4, we will present the CML estimator for the parameters of a restricted CAW model. Section 5 will report the results of a Monte Carlo simulation study and conclude.
The Conditional Autoregressive Wishart (CAW) model
The CAW model, recently proposed by [10] , is based on the assumption that the conditional distribution of realized covariance matrices, given past information, is Wishart. In the literature on realized covariance models the Wishart assumption is not new and has already been used in a number of papers, starting from [11] who were probably the first to use the idea of a Wishart process for realized covariance matrices with the WAR(p) (Wishart autoregressive) process, where p is a lag order parameter. They assume that the conditional distribution of realized covariance matrices follows a non-central Wishart distribution where the matrix of non-centrality parameters is modelled as a function of past lagged realized covariance matrices. Practical application of this model has been limited by the fact that it is too heavily parameterized since it uses a number of parameters equal to 3n 2 /2 + n/2 + 1 (for the one lag case). In order to obtain a more parsimonious model structure, [4] propose a block structured version of the WAR model which significantly reduces the number of parameters but still keeps it of the order of n 2 . A different approach is taken by [12] and [13] who propose to jointly model the returns vector and its realized covariance matrix. In both papers, just as in the CAW model, the realized covariance part of the model specifies the conditional distribution of the realized covariance as a Wishart, whose expected value is proportional to the scale matrix of the Wishart. In [12] , that scale matrix is modelled as a function of a few lags of itself while, in [13] , it is assumed to follow a BEKK process. The CAW model shares with [13] the assumption of conditional Wishart distribution and BEKK type dynamics for the realized covariance models.
More specifically, let C t , for t = 1, . . . , T , be a time series of positive definite symmetric (PDS) realized covariance matrices of dimension n. It is assumed that the conditional distribution of C t , given past information on the history of the process I t−1 , consisting of C τ for τ ≤ t − 1, and ∀t, is given by a n-dimensional central Wishart distribution
where ν (> n − 1) is the degrees of freedom parameter and S t /ν is a PDS scale matrix of order n. From the properties of the Wishart distribution (see [1] , among the others) it follows that
so that the i, j-th element of S t is defined as the conditional covariance between returns on assets i and j, cov(r i,t , r j,t |I t−1 ), for i, j = 1, . . . , n, r i,t denoting the logarithmic return on asset i between the ends of periods t − 1 and t. Equation (1) defines a generic conditional autoregressive Wishart (CAW) model as proposed by [10] . The specification of the dynamic updating equation for S t can be chosen within a wide range of options. Namely [10] use a BEKK-type formulation mutuated from the MGARCH literature. For a model of order (p, q), this corresponds to the following dynamic equation
where A i and B j are square matrices of order n and G is a lower triangular matrix such that GG is PDS. This choice also ensures that S t is PDS for all t if S 0 is itself PDS. In order to guarantee model identifiability, it is sufficient to assume that the main diagonal elements of G and the first diagonal element for each of the matrices A i , B j are positive. There are two main differences between the WAR model of [11] and the CAW model: i) it is assumed that the conditional distribution of C t is a central Wishart distribution rather than a non-central one ii) the CAW model analyzes the dynamic evolution of the scale matrix S t while the WAR model is focusing on the matrix of non-centrality parameters. In order to investigate the statistical properties of the CAW(p,q) model it is useful to consider two alternative observationally equivalent representations of the model. First, The CAW(p,q) model in (1-3) can be represented as a state-space model with observation equation given by
where S 1/2 t denotes the lower triangular matrix obtained from the Cholesky factorization of S t such that S 1/2 t (S 1/2 t ) = S t and U t is a measurement error distributed as a standardized Wishart distribution with identity scale matrix and degrees of freedom equal to ν. S t acts as a matrix-variate state variable with dynamic transition equation given by (3). This representation allows to interpret S t as the "true" latent integrated covariance for a wide class of multivariate continuous time stochastic volatility models, C t as a consistent estimator of S t and U t as the associated matrix of estimation errors. Second, a CAW(p,q) process admits the following VARMA representation
where g = vech(GG ) and c t = vech(C t ); v t is a martingale difference error term such that E(v t ) = 0 and
n * = n(n + 1)/2 (A i = 0 for i > p, B j = 0 for j > q). L n * and D n * are duplication and elimination matrices such that vec(X) = D n * vech(X) and vech(X) = L n * vec(X). This representation allows to derive conditions for the existence of the unconditional mean of the CAW(p,q) process. In particular, it can be shown thatc = E(c t ) will be finite if and only if all the eigenvalues of the matrix Ψ = A i + B j are less than 1 in modulus. In this case we will havec
For large n, the model formulation in (3) renders the estimation unfeasible due to the high number of parameters. As we are interested in applying the model to situations in which n is large (say n ≈ 50) we consider a modified version of equation (3) in which the parameter matrices A i and B j are replaced by scalars and covariance targeting is used to avoid simultaneous estimation of the matrix G
withC = E(C t ), α i = a 2 i and β j = b 2 j . The particular implementation of covariance targeting used in this formulation is justified by the fact that, applying equation (6) to model (7) returnsC
In practice, covariance targeting is implemented by consistently pre-estimating the unconditional expectation of C t by the sample averageĈ = T −1 T t=1 C t and substituting this estimator for the corresponding population moment in (7). The scalar model implies that the conditional variances and covariances all follow the same dynamic pattern which is indeed a restrictive assumption. However, this compromise is necessary in order to obtain a parsimonious model whose estimation is tractable in high dimensions. A generalization of this framework is discussed by [3] .
Quasi Maximum Likelihood estimation of CAW models
In their paper [10] perform the estimation of model parameters by the method of maximum likelihood. The conditional density of C t given past information is
It follows that, up to a constant, the log-likelihood contribution of observation t is given by
where
The last two terms on the right hand side of (8) are proportional to the value of the Wishart shape parameter ν. It immediately follows that the first order conditions for the estimation of a i and b j (i = 1, ..., p;j = 1, ..., q), the parameters of the dynamic updating equation for C t , do not depend on ν since the score for observation t with respect to θ c = (a 1 , ..., a p , b 1 , ..., b q ) is given by
This implies that the value of ν is not affecting the estimation of θ c that can be consistently estimated independently of the value of this parameter. We also note, similarly to [3] , that, under the assumption that the dynamic model for the conditional expectation of C t is correctly specified, the score in equation (9) is a martingale difference sequence even if the Wishart assumption is not satisfied. Analytically, the derivative vector in (9) is given by
Taking expectations of both sides of (10), conditional on past information I t−1 , gives
At the true parameter value θ c = θ c,0 , we have that E(C t |I t−1 ) = S t by application of equation (2) . By substituting this in (11) we obtain
Under the usual regularity conditions, this result allows to intepretθ c , the maximizer, with respect to θ c , of the log-likelihood obtained as the sum of (8), as a Quasi Maximum Likelihood (QML) estimator. Hence, even if the Wishart assumption on the conditional distribution of C t is not satisfied, the resulting estimator can still be proven to be consistent and asymptotically normal (see [3] for details).
Composite Likelihood estimation of CAW models
As already discussed in section 1, practical computation of the ML estimator for large dimensional models can be highly computational intensive and, for very large models, even unfeasible. The main reason for this is the necessity of iteratively inverting the high dimensional covariance matrix S t in the log-likelihood function at each observation and each iteration of the optimization procedure. Given the values of the time series (T) and cross-sectional (n) dimensions typically considered in multivariate volatility modelling, this operation can be very time consuming. CML estimation offers a practical solution to this problem since the log-likelihood function is approximated by the sum of many lowdimensional marginal log-likelihood functions. In order to face a similar issue arising in the estimation of DCC models, [9] propose to apply the CML method under the assumption of conditionally normal returns. Differently, in the setting which is being here considered, we derive a CL function for the realized covariance matrix under the assumption of a conditionally Wishart distribution. The derivation of the CL function relies on two results. Before proceeding with their illustration we first need to define the following notations. For any square matrix M t of order n, we denote by M AA,t a square matrix of order n A extracted from M t , which has its main diagonal elements on the main diagonal of M t . Namely, if A stands for a subset of n A different indices of 1, 2, . . . , n, M AA,t is the matrix that consists of the intersection of the rows and columns of M t corresponding to the selection of indices denoted by A. The two results can then be formulated as:
R1 : If C t ∼ W n (ν, S t /ν), for any selection of n A indices we have
Result 1 is a well known property of the Wishart distribution. By properties of the Wishart distribution, the marginal distribution of C AA,t is also Wishart, with the same degrees of freedom and with scale matrix obtained by deleting from S t the same rows and columns as in C t -see [1] , Theorem 7.3.4. Applying this result with n A = 1 corresponds to the result that the margin of a diagonal element of a Wishart matrix is a Gamma distribution. Result 2 is an obvious algebraic result. The CML estimator of the parameters α and β is then defined as the maximizer of the sum of a number of Wishart marginal log-likelihoods for sub-matrices C AA,t corresponding to different choices of indices A. The simplest choice is to select all the log-likelihoods corresponding to sub-matrices of order 2, i.e. to all the n(n − 1)/2 covariances or pairs of assets. Notice that with these bivariate Wishart log-likelihoods, only matrices of order 2 must be inverted, which can be efficiently programmed. We will denote any Wishart CL functions based on marginal log-likelihoods of dimension 2 as CL 2 . Formally, this leads to the following expression
( 1 2 ) with
where for any matrix
is the matrix of order 2 extracted at the intersection of rows h and k of M t . In principle, one can use less terms than the n(n − 1)/2 terms in (12) without affecting the consistency of the estimator. This can be particularly useful in particular in cases in which n is large. At the price of a slightly more complicated notation the expression in (13) can be easily generalized to the case in which marginal loglikelihoods of sub-matrices of higher dimension (m ≥ 2) are used. Under this regard it is important to note that the number of subsystems that can be created, differing for at least one asset, is rapidly increasing with m, making the estimation problem soon unfeasible. The problem is illustrated in Table 1 for different values of m and n. For n=50 assets we n \ m  2  3  4  5  10  45  120  210  252  25  300  2300  12650  53130  50  1225 19600 230300 2118760  75  2775 67525 1215450 17259390  100 4950 161700 3921225 75287520 Table 1 : Number of m -dimensional subsystems versus cross-sectional dimension n.
have 1225 bivariate subsystems but 19600 trivariate subsystems which are different for at least one asset. In the case of n=100 assets, these numbers increase up to 4950 for m=2 and to 161700 for m=3. These values further increase for m > 3. It follows that for m > 2 the Composite Likelihood function can be practically built only using a subsample of all the available marginal likelihoods. Reducing the number of subsystems upon which the composite likelihood is based is however expected to reduce efficiency as empirically shown by [9] . On the other hand increasing the value of m is expected to increase efficiency. For m = n, we recover the maximum likelihood estimator as a special case.
Monte Carlo simulation
In this section we present the results of a Monte Carlo simulation study aimed at evaluating and comparing the finite sample efficiencies of the CML estimator derived under different implementation settings. In particular we will focus on the analysis of CML estimators based on the use of bivariate (CL2) and trivariate marginals (CL3), respectively. The data generating process is assumed to be given by a CAW(1,1) process of dimension n = 50 with covariance targeting, as defined by equations (2) and (7) and replacingC by the sample averageĈ , and parameters given by α 1 ≡ α = 0.05, β 1 ≡ β = 0.90 and ν = n. We generate 500 time series of length T = 2000 and T = 3500 respectively. In both cases the first 500 data points are discarded in order to reduce the impact of initial conditions. In the bivariate case we compare the estimator based on all the potential bivariate subsystems with three alternatives in which the CL function is built from a subset of the universe of available bivariate systems. First, we consider a subset of dimension (n − 1) composed by the set of contiguous pairs {i, i + 1}, for i = 1, ..., n − 1. The rationale behind this choice is that in this way CML estimates are based on the minimal set guaranteeing that all assets are equally represented in the estimation process. Second, we consider two randomly selected subsets of dimension [M/3] and [M/2] respectively, where [.] denotes rounding to the closest integer and M is the overall number of available subsystems. In the trivariate case, considering the whole set of different trivariate systems is not computationally feasible. Hence, the maximum number of trivariate systems which has been considered has been set equal to N m = 5000. Again, as in the bivariate case, we analyze the sensitivity of the efficiency of the estimator with respect to the number of subsystems used for estimation by considering alternative estimators based on the set of (n − 2) contiguous triplets and on random sets of size [N m /3] and [N m /2], respectively. The results have been summarized in figures 1, for α, and 2, for β. Both CL2 and CL3 result to be approximately unbiased even for the shorter sample size. As far as efficiency of the estimators is concerned, in comparative terms, it is evident that CL3 is remarkably more efficient than CL2 while it appears that, within the range of values considered for the simulation, the number of lower dimensional subsystems used to compute the CL function is not dramatically affecting the efficiency of the CL estimators. In particular, the efficiency gap between CL estimators based on contiguous systems and more complex estimators considering all the systems (bivariate case) or a large random sample of these (trivariate case) appears not substantial. In absolute terms, the efficiency level of both estimators is reasonably high ( Table 2 ). The variation coefficient of CL estimators for parameter α is slightly lower than 4%, for CL2, and approximately equal to 2.5% for CL3 while, for parameter β, the recorded values are approximately equal to 0.5% for CL2 and to 0.3% for CL3.
In this paper only empirical (simulation based) results have been presented. From a theoretical point of view, an issue which has not been addressed is the derivation of the asymptotic distribution of the CL estimators and an estimator of their asymptotic standard errors. Given the complexity of the CAW model, this is not an easy task and we plan to investigate this issue in our future research. 
