We use the concept of conditional mutual information (MI) to approach problems involving the selection of variables in the area of medical diagnosis. Computing MI requires estimates of joint distributions over collections of variables. However, in general computing accurate joint distributions conditioned on a large set of variables is expensive in terms of data and computing power. Therefore, one must seek alternative ways to calculate the relevant quantities and still use all the available observations. We describe and compare a basic approach consisting of averaging MI estimates conditioned on individual observations and another approach where it is possible to condition on all observations at once by making some conditional independence assumptions. This yields a data-efficient variant of information maximization for test selection. We present experimental results on public heart disease data and data from a controlled study in the area of breast cancer diagnosis.
Information Maximization for Medical Test Selection
Consider a collection of patient records containing data generally indicative of various clinical aspects associated to the patient, e.g., patient demographics, reported symptoms, results from laboratory or other tests, and patient disease/condition. Let us define each single element (source) of patient data as a random variable V m , e.g., patient age (demographics), presence of headache (symptom), blood pressure (test result), or occurrence of diabetes (disease). In this paper, we consider the set of variables V = {V 1 , . . . , V M } and we assume each variable to be discrete with a finite domain. For a given patient, a few of these variables may have been observed while others may have not. In some cases, we know such values of the variables with some probability.
Let us now consider the time when a diagnosis needs to be made for a specific patient, for which some of these variables have been observed, denoted as background attributes Z i ∈ V , for i ∈ {1, ..., k}; e.g., demographic information and patient symptoms. The remaining M − k variables denoted X j have not been observed yet; e.g., the result of a lab test. Finally, for the patient, let Y denote a variable in which we are ultimately interested, but that we have not observed, such as the occurrence of cancer. This variable may not be observable directly or it may be observable at a high cost. Thus, we prefer to rely on other sources of information and try to infer the value of this variable.
Formally, we want to optimize X * = arg max
where the quantity I is the mutual information (MI) between our variable of interest Y and the (test) variables whose values we could potentially obtain X j , conditioned on the fact that we already know
Using the definition of MI [1] and the shorthand z = (z 1 , . . . , z k ) to denote the assignment of multiple variables, the function of interest is:
Assuming the variables follow a multinomial joint probability distribution that can be reliably estimated, this problem can be solved by testing each of the potential candidate variables individually to see which provides the most information.
In order to arrive at a diagnosis with high certainty, one observation may not be enough. In some cases, we may be allowed to observe more than one variable. Thus, this process can be repeated iteratively until a user-defined precision or confidence level is achieved. For example, this limit can be defined in terms of the amount of information that is left in the variable of interest (entropy). Once a variable X i has been tested and observed, it can be incorporated as part of the background knowledge and the maximization problem is updated: arg max
Ideally, the quantity to optimize is MI conditioned on all available data or observed variables. However, in practice this may be difficult because in general the conditional joint probabilities P (x j , y|z 1 , z 2 , . . . , z k ) cannot be properly estimated from limited data for large k. The data required to properly estimate the conditional joints may grow exponentially with k. In addition, the number of unobserved variables plays an important role in terms of computational complexity (which can also grow exponentially with the number of unobserved variables).
Combining All Available Background Information
Since with limited data our estimate of P (x j , y|z 1 , z 2 , . . . , z k ) will not be accurate, we seek a data-efficient method -one whose data requirements do not grow exponentially with k -to compute or approximate P and thus be able to use all available background information to decide what test should be chosen.
Information Averaging
A simple heuristic consists of averaging the information conditioned on each background variable Z i separately,
where α(z i ) is equal to the prior P (z i ) if z i is not observed and α(z i ) = 1(z i ) if observed. 1(z i ) is equal to one if z i is the observed value for Z i and zero otherwise. We will use this as our baseline method. 
One way to think about this heuristic is to consider k independent models involving Y, X j , Z i of the form P (y, x j , z i ) = P (z i |x j , y)P (x j , y). MI can be computed for each model separately given the observed data. Similar to model averaging, the MI of X j about Y can be found by averaging the individual information values, giving rise to the above equation.
Exploiting Conditional Independence Assumptions
We have so far assumed a very general model of the data, specifically a full multinomial distribution with a large number of degrees of freedom. However, if we relax this assumption, we can find a family of models for which the computation of the mutual information of interest is computationally and data efficient. These models make stronger conditional independence assumptions (simpler joint models), so that when the z i 's are observed, the computation of I(X j , Y |z) does not have large data requirements.
We consider the Bayes net in Table 1 , where the background information Z i depends on the test result X j and the actual disease status Y . This network should not be viewed as reflecting causality, but simply as a statistical model. We obtain a new probability distribution Q:
The above Bayes network defines another multinomial model with the particular advantage that for the MI computations above, it only requires computing joint distributions of at most three variables, even if we do not know what variables Z i will be observed beforehand. This is beneficial since we indeed do not know what variables will be observed for a particular case (patient).
For learning the model, we are interested in finding P (z i |x j , y)∀i ∈ {1, ..., k} and P (x j , y) since these distributions fully define the model. Using the maximum likelihood criterion we can see that:
and
count(Xj =any,Y =any) . Inference can be performed efficiently also [2] . In summary, we have found a method that allows us to use all the available background information for deciding what test to perform. For this we have relaxed the model assumptions and use a class of models whose data requirements are more practical. Inference and learning are computationally efficient in these models as well.
Validation and Results
First, we test our approaches on public heart disease data (HD) consisting of 920 patients and 14 attributes (two background attributes, 11 observable test attributes, and one binary class attribute).
1 On this dataset each patient is an instance. The variable of interest Y expresses if the patient has heart disease (411 patients) or not (509 patients). In a second step, we perform experiments on the breast cancer diagnosis data (BC) described in detail in the long version of this paper [2] (16 background attributes, 4 observable test attributes, and one binary class attribute). Here, we use lesions as instances. From 132 patients we analyze 216 biopsied lesions, 134 malignant and 82 benign. We use the biopsy result as the variable of interest Y . Note that the number of data points is small given the dimensionality of the data, which is quite common in controlled medical studies where the cost of data gathering is usually high.
We validate the two approaches considered above for each instance in a leave-one-out validation.
2 First, we determine for each instance which test X * maximizes the information given the patient specific attributes z. After observing the selected test X * = x j , we decide for the most likely diagnosis y * = arg max y∈Y P (y|x j , z). We say the instance is correctly assessed, if y * equals the actual state of disease of the instance, and incorrectly assessed, if the diagnosis was different. This accuracy measure could be easily improved by training a classifier on the features {X j , Z 1 , · · · Z k } and predicting Y for each test instance. The two approaches provide two different estimations of I(X, Y |z). Our validation criteria (correctness, certainty, and information gain) additionally require the computation of P (y|x j , z) and the conditional entropy H (Y |x j , z) . The discussion in Section 2 showed that it is not possible to compute this for large k. Therefore, we use the approximations shown in Table 1 . H P (H Q ) denotes the entropy of the probability distribution P (Q). To get a better grading of the results of our approaches, we compare it to two different ways of test selection. We evaluate: selecting a test proposed by information maximization, selecting one of the possible tests at random and selecting the best 3 test. Because of the different approximations (see Table 1 ), the performance of the random and best methods differs for each approach. Table 2 compares the ratio of instances that were assessed correctly: On both data sets it holds that if we select an examination at random, 1 http://archive.ics.uci.edu/ml/datasets/Heart+Disease 2 We only consider instances with complete information on the test attributes as test instances (278 for HD and 138 for BC) because it is not possible to evaluate the cases where the result value of the selected test is missing. 3 We determine the performances of all tests beforehand and select the test with the best performance (note that this is only possible in this controlled experiment). Table 2 ). The second approach performs more stable and mostly outperforms the first approach.
Correctness:

Certainty of Decision:
Results [2] show that on both data sets the certainty for the correctly classified lesions is higher (lower entropy) than for the incorrectly classified lesions. On the BC data, the difference is large for the joint model approach, but for model averaging these quantities are very similar. This indicates that the proposed joint model is better suited at modeling the information content in the test/decision variables.
Actual Information Gain:
We compare the entropy of P (Y |z) before performing a test with the entropy of P (Y |x j , z) after observing the test result X j = x j (see [2] ). Comparing both approaches to random, the joint model approach achieves a better result than the baseline approach for both data sets.
Conclusion
We have employed the concept of MI to address the problem of choosing tests efficiently 4 . We applied this to a problem in medical diagnosis. While MI is a well-understood concept, it is hard to calculate accurately for general probability models in practice due to small datasets and the underlying computational complexity. We have experimentally shown how certain model assumptions can help circumventing these problems. Making these assumptions, we obtain a comparatively data-efficient variant of test selection based on information maximization. Results indicate that the proposed joint model outperforms the information averaging approach by comparing the performance of each approach relative to a random and a best selection.
