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Abstract
While the use of deep neural networks has significantly boosted
speaker recognition performance, it is still challenging to sep-
arate speakers in poor acoustic environments. To improve ro-
bustness of speaker recognition system performance in noise,
a novel two-stage attention mechanism which can be used in
existing architectures such as Time Delay Neural Networks
(TDNNs) and Convolutional Neural Networks (CNNs) is pro-
posed. Noise is known to often mask important information in
both time and frequency domain. The proposed mechanism al-
lows the models to concentrate on reliable time/frequency com-
ponents of the signal. The proposed approach is evaluated us-
ing the Voxceleb1 dataset, which aims at assessment of speaker
recognition in real world situations. In addition three types
of noise at different signal-noise-ratios (SNRs) were added for
this work. The proposed mechanism is compared with three
strong baselines: X-vectors, Attentive X-vector, and Resnet-34.
Results on both identification and verification tasks show that
the two-stage attention mechanism consistently improves upon
these for all noise conditions.
Index Terms: Robust Speaker Recognition, Attention Mecha-
nism, Time-Delay Neural Network, Convolutional Neural Net-
work, Two-Stage Attention.
1. Introduction
The goal of speaker recognition is to recognize a speaker from
the characteristics of voices [1]. I-vector [2] based on GMM-
UBM was developed and widely used to extract acoustic fea-
tures for speaker recognition. Speech signals in real environ-
ment are often corrupted by different types of background noise
[3]. This might influence some key acoustic features of speakers
and thus make speaker recognition in noise conditions a chal-
lenging task.
In recent years, recognizing speaker identities from audio
signal using deep neural networks has been an active research
area and different speaker modelling approaches [1, 4, 5] were
proposed. Variani, et al. developed the d-vector which uses
multiple fully-connected neural network layers [5]. In [4], Sny-
der, et al. proposed X-vectors, which consists of a TDNN struc-
ture that can model relationships in wide temporal contexts and
computes speaker embeddings from variable length acoustic
segments.
To further tackle interferences caused by background noise,
an attention mechanism [6] was used to allocate weights on
different part of data and highlight the information which is
relevant to targets. For speaker recognition, there are some
previous studies that use attention models in time dimension
[7, 8, 9, 10]. Wang, et al. [9] used an attentive X-vector where
a self-attention layer was added before a statistics pooling layer
to weight each frame. Rahman, et al. [10] jointly used attention
model and K-max pooling to selects the most relevant features.
In addition to speaker recognition, the attention model has
also been widely used in natural language processing [11, 12,
13, 14], speech recognition [15, 16, 17, 18], and computer vi-
sion [19, 20, 21, 22, 23, 24]. To further improve the robustness
of the attention model, some previous studies used two attention
models within one framework. Luong, et al. [12] used global
attention and local attention, where global attention attends to
the whole input sentence and local attention only looks at a part
of the input sentence. Li, et al. [20] applied global and local at-
tention in image processing to further improve the performance.
Woo, et al. [21] used spatial attention and channel attention to
extract salient features from input data.
To mitigate the interferences caused by noise, this work
proposes a two-stage attention model. The two-stage atten-
tion simulates the procedure of designing a noise filter. To
better reduce the pass-band ripples and the transition band, a
good-quality filter is generally designed by cascading several
lower-order filters instead of directly building a high-order fil-
ters [25, 26]. Inspired by this case, the two attention mod-
ules in this work are used sequentially to process features in
time and frequency domain, which is like cascading two fil-
ters. This might be able to reduce some possible impacts caused
by over-fitting when training models on noise corrupted time-
frequency features. In the two-stage attention framework, the
first attention module works on elements of feature vectors and
is called as “frequency attention model”. The second one com-
putes weights on data frames and is called as “time attention
model”. For comparison, the case of running the two attention
models in parallel is also introduced in the following section.
The rest of the paper is organized as follow: Section 2
presents the model architectures of our approaches. Section 3
depicts the data we use, experimental setup, and the baselines
to be compared. We show the obtained results in Section 4, and
finally draw a conclusion in Section 5.
2. Model Architecture
Figure 1 shows the architectures of our approaches, implement-
ing the two attention models in cascade (a) and in parallel (b).
From the input to output, each sub-figure consists of a time
delay neural network (TDNN), a two-stage attention model, a
statistics pooling layer, and two fully connected layers. The de-
tails of the TDNN model could be found in [4].
The input data is X = {x1,x2, ...,xT } (X ∈ RT×L),
where T represents the sequence length, L represents the di-
mension of each feature vector, and xi denotes the ith acous-
tic feature vector extracted from the speech signal. The
TDNN operates as a frame-level feature extractor and H =
{h1,h2, ...,hT } (H ∈ RT×F ) denotes its output, where T is
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Figure 1: Architecture of the proposed models, (a): cascade of
the two stage attention model and (b): parallel of the two stage
attention model
its length (same as X), F is the frequency dimension, and hi
denotes the ith vector for each frame [3]. The two-stage atten-
tion module consists of a time attention model and a frequency
attention model, whose input is H and output is denoted by
H
′′
= {h′′1 ,h
′′
2 , ...,h
′′
T }, where H
′′
has the same dimension
asH .
2.1. Two-stage Attention Model
2.1.1. Cascade Attention Model
As shown in Figure 1 (a), the two-stage attention models are ap-
plied sequentially, where the frequency attention model is fol-
lowed by the time attention model.
The frequency attention model uses a self-attention struc-
ture to allocate weights for each element on the frequency di-
mension of H . In Eq 1, F ′freq is obtained by copying the fre-
quency attention weight vector Ffreq(H) ∈ R1×F along the
temporal dimension. Element-wise multiplication () of F ′freq
byH results in the output of frequency attentionH
′ ∈ RT×F :
H
′
= F ′freq H (1)
Figure 2 (a) shows the computation of Ffreq(H), which is
defined as:
Ffreq(H) = Sigmoid(sstat + smax)
sstat = Relu(hstatW
c
0 + b
c
0)W
c
1
smax = Relu(hmaxW
c
0 + b
c
0)W
c
1
(2)
The frequency attention model employs two different pooling
mechanisms, max-pooling and statistics-pooling. The output
of max-pooling hmax ∈ R1×F is used to compute smax ∈
R1×F after employing a linear mapping and an activation func-
tion (Relu [27]). The statistics-pooling outputs are havg ∈
R1×F and hstd ∈ R1×F . They are then summed together into
hstat ∈ R1×F The details on how to implement this type of
pooling is referred in [9].
Figure 2: Architecture of the two-stage attention model: the
frequency attention model (a) and the time attention model (b)
W c0 ∈ RF×K , bc0 ∈ R1×K and W c1 ∈ RK×F shown
in Eq 2 are the parameters of the frequency attention. The pa-
rameter K is used to control the number of parameters in the
frequency attention model, and it is set to 100 in this work. The
weights are finally obtained using a sigmoid function [27] on
the sum of smax and sstat.
The time attention model also uses a self-attention structure
whose input isH
′
and output isH
′′
:
H
′′
= F ′time H
′
, (3)
where F ′time is obtained by copying the time attention weight
vector Ftime(H
′
) ∈ RT×1 along frequency dimension.
Ftime(H
′
) is defined as:
Ftime(H
′
) = α, (4)
where α ∈ RT×1 is a normalized score vector α =
{α1, α2, ..., αT }, αt denotes the scalar weight for each frame
and is computed using a Softmax function [9, 7]:
αt =
exp(st)∑T
i=0 exp(st)
st = Relu(h
′
tW0 + b0)W1
(5)
W0 ∈ RF×F , b0 ∈ R1×F and W1 ∈ RF×1 are the parame-
ters used in time attention model.
2.1.2. Parallel Attention Model
As shown in figure 1 (b), when running the two stage attention
models in parallel, Ftime and Ffreq share the same input H .
Their outputs are merged by firstly broadcast into the same di-
mension and added together, and then multiplying H element
wisely ():
H
′′
= (γ · Ffreq(H) + (1− γ) · Ftime(H))H, (6)
where Ftime(H) and Ffreq(H) are computed using Eq 2 and
Eq 4, respectively. γ is a hyper-parameter of the parallel two-
stage attention model.
2.2. Two-stage attention in CNN architecture
In addition to the TDNN based model depicted in the last sub-
section, the two-stage attention module can be also applied in
CNN based architecture, such as Resnet-34 [28].
Suppose Hk ∈ RTk×Fk×Ck is the output feature map of
the kth residual block in a Resnet-34 model, where Tk, Fk, Ck
represents the time, frequency and feature dimension. Then,
Hk is reshaped into H
′
k ∈ RTk×FkCk , where the frequency
and feature dimension are combined [29]. Similar to that in
TDNN based two-stage attention model, frequency and time at-
tention are applied on H
′
k. Both the frequency and time atten-
tion in CNN architecture use Eq 2 to compute the corresponding
attention weights, as the time dimension in CNN architecture is
compressed and the use of Softmax function might lose infor-
mation [21].
Two-stage attention is applied at the end of each residual
block in the Resnet-34 architecture, instead of using it once in
TDNN based architecture.
3. Experiments
3.1. Data
In this work, the Voxceleb1 [30] dataset is employed as it is one
of the most widely used datasets for speaker identification and
verification. This dataset is extracted from Youtube videos, col-
lected ”in the wild”, and has an official train-test split for both
speaker identification and verification tasks. For the speaker
identification task, the training set and test set contains the same
number of speakers. For the speaker verification split, the test
set contain 37720 test pairs, 40 distinct speakers totally. In or-
der to test the robustness of the proposed model in different
noise conditions, the MUSAN dataset [31] is used to generate
noise corrupted signals by mixing with the utterances from Vox-
celeb1. The MUSAN dataset contains the recordings of three
noise types: general noise, music and speech.
In experiments, two kinds of features are extracted after
speech streams are segmented by a 25-ms sliding window with
a 10-ms hop. For the TDNN based models, 40-dimensional log-
Mel filter-bank vectors are used. For the CNN based modesl, af-
ter using a 512-point FFT on speech segments, 257-dimension
spectrograms, including a DC component, are used as input fea-
tures.
3.2. Experiment Setup
In this work, both speaker identification and speaker verifica-
tion tasks are conducted to test the proposed model in close-set
and open-set speaker recognition [30]. For both two tasks, the
training set is augmented by mixing Voxceleb1 data with noise
signals at a random SNR level (0, 5, 10, 15 and 20 dB). The test
utterances are mixed with a certain kind of noise with one of the
five SNR levels (0, 5, 10, 15 and 20 dB).
For the speaker identification task, the models are trained
using normal softmax function with cross-entropy loss.The top-
1 accuracy is used as the evaluation metric [32]. In the speaker
verification task, the models are trained using normal softmax
function with cross-entropy loss, and then fine-tuned using AM-
Softmax loss (m is set to 0.3, s is set to 35) [33]. Equal Error
Rate (EER) is used as the evaluation metric [34].
The experiments are conducted using TDNN or CNN based
models respectively. For the TDNN based models, X-vectors
[4] and attentive X-vectors [7, 8, 9, 10] are used as the baseline
methods. Three combinations of time and frequency attention
scenarios are tested: time attention first (T-F), frequency atten-
tion first (F-T) and parallel (Para). For the CNN based model,
Resnet-34 [28] is employed. Three different attention scenarios
(F-T, T-F and Para) are applied on Resnet-34 architecture. The
scenario that used a time attention (T) only is also tested.
3.3. Parameter Configuration
In this work, the Adam optimiser [35] is used in training. The
initial learning rate is 1e-4 with decay rate 0.95 for each epoch.
For the use of AM-Softmax loss in speaker verification task, the
initial learning rate is set to 5e-5.
4. Results
Table 1 and 2 show the speaker identification and verification
results obtained using the TDNN based models and CNN based
models. It is clear that the proposed two-stage attention model
performs better than the baseline methods (X-vector, Attentive
X-vector and Resnet-34) in almost all noise conditions at differ-
ent SNR levels.
When the noise type becomes more complex and the noise
level becomes larger, such as babble and music noise type at
0 and 5 dB, the gap between the proposed two-stage attention
model and the corresponding baselines becomes larger. In Bab-
ble noise type at 0 dB, the F-T scenario (frequency first two-
stage attention) in TDNN model reaches more than 3% rela-
tively improvement on speaker identification and verification
task. The same improvement also achieved by the F-T on CNN
model.
Compared with using time attention only (Attentive X-
vector and Resnet-34+time attention), the combination of time
and frequency attention obtained better results. It is clear that
the use of the two attention model is better than the use of a sin-
gle attention model running only on time dimension. Multiple
attention models enable the system to learn more information
relevant to target speakers than the baseline by highlighting the
important features in both time and frequency dimension.
Comparing with different combination strategy of two-
stage attention, frequency attention first (F-T) performs better
than other models in most noise conditions and levels. On
TDNN based models, F-T reaches 91.1% speaker identifica-
tion accuracy and 4.91% equal error rate on speaker verification
task on the original Voxceleb1 test set. In CNN architecture,
F-T reaches 92.0% accuracy in speaker identification task and
4.81% equal error rate in speaker verification task.
The reason why frequency attention first obtained better re-
sults than Parallel scenario might because that the use of the
cascade model is actually similar to the design of a digital filter
as mentioned in Section 1, by which it is probably able to pro-
vide some good constraints in information selection and model
optimisation [25, 26]. Compared to the cascade model, the two
attention models running in parallel might work a bit more in-
dependently, resulting in less constraints to the data to be pro-
cessed.
The reason why T-F scenario performs worse than F-T sce-
nario might because in noise conditions, the frequency dimen-
sion contains more information than time dimension, and T-F
scenario applied time attention first, which might allocate lower
weight to some frames that lose some important information.
To further test and compare the performance of parallel sce-
nario (Para), the weight value γ in para scenario is tuned from
0 to 1. The different γ value is tested on Babble noise type and
Noise Type SNR TDNN TDNN+ATT TF FT ParaTop1 (%) EER (%) Top1 (%) EER (%) Top1 (%) EER (%) Top1 (%) EER (%) Top1 (%) EER (%)
Noise
0 74.6 12.26 75.8 11.32 76.0 11.13 77.2 10.68 76.8 10.92
5 79.5 10.01 79.4 9.26 80.0 9.02 81.3 8.82 80.8 9.04
10 83.1 8.33 84.0 7.77 84.6 7.42 86.6 7.04 86.3 7.32
15 85.0 7.25 86.3 6.76 86.9 6.55 88.3 6.25 87.8 6.40
20 87.9 6.91 87.8 6.02 88.2 5.99 89.6 5.84 89.8 5.88
Music
0 68.2 14.15 70.1 12.92 71.2 12.69 73.4 12.48 72.6 12.64
5 72.0 11.03 73.5 10.04 74.0 9.89 75.9 9.34 75.1 9.52
10 79.4 9.35 81.0 8.64 82.1 8.28 84.0 8.17 82.8 8.35
15 84.2 8.41 86.6 8.08 86.8 7.70 87.1 7.33 86.8 7.29
20 86.1 6.79 88.0 6.25 88.5 6.17 89.3 6.04 89.0 6.01
Babble
0 64.1 30.02 65.2 27.77 67.1 27.27 68.9 26.53 67.6 26.94
5 70.5 16.46 71.4 15.32 73.0 15.05 75.0 14.22 73.8 14.83
10 77.4 13.26 77.0 12.53 78.5 12.44 79.8 12.13 78.8 12.30
15 83.5 9.10 84.5 8.31 86.0 8.06 87.1 7.99 86.9 8.11
20 86.6 7.95 86.9 7.22 87.9 7.04 88.6 6.74 88.2 6.91
Original 88.2 5.47 89.2 5.06 89.9 5.01 91.1 4.91 90.7 4.99
Table 1: Speaker identification and verification results for different noise types (Noise, Music and Babble) at different SNR (0-20 dB),
and the original Voxceleb1 test set. Five different models are tested: X-vector, Attentive X-vector, two-stage attention with time attention
first, frequency attention first and parallel. γ is set to 0.5 in parallel scenario.
Noise Type SNR Resnet34 T TF FT ParaTop1 (%) EER (%) Top1 (%) EER (%) Top1 (%) EER (%) Top1 (%) EER (%) Top1 (%) EER (%)
Noise
0 77.3 10.03 77.7 9.94 78.0 9.81 79.4 9.58 78.8 9.72
5 81.5 8.10 82.0 8.03 82.8 7.97 84.6 7.68 83.2 7.81
10 82.4 6.92 82.9 6.76 83.1 6.65 86.5 6.26 84.9 6.57
15 84.4 6.45 85.1 6.37 85.9 6.33 87.2 5.99 86.3 6.13
20 87.2 5.72 87.9 5.60 88.6 5.58 89.8 5.43 89.2 5.41
Music
0 72.5 12.16 73.0 12.04 73.4 11.89 75.6 11.68 74.4 11.79
5 76.9 9.28 77.4 9.09 77.4 9.01 78.4 8.69 77.8 8.85
10 83.8 8.25 84.6 8.17 85.1 8.11 86.8 7.93 86.5 8.03
15 86.1 7.34 87.0 7.19 87.6 7.12 88.3 7.01 88.5 7.09
20 87.4 6.39 88.2 6.28 88.7 6.20 89.7 5.92 89.2 6.07
Babble
0 69.3 28.95 69.7 28.60 70.2 28.17 72.5 27.79 71.7 28.02
5 76.2 17.36 76.9 17.04 77.1 16.93 78.3 16.17 77.7 16.59
10 81.4 12.04 81.5 11.78 81.9 11.59 83.2 10.82 82.4 11.35
15 84.0 8.96 84.3 8.88 84.4 8.86 86.0 8.79 85.1 8.83
20 87.8 7.05 88.2 7.01 88.0 6.98 88.7 6.72 88.5 6.93
Original 90.0 5.35 90.3 5.04 90.6 4.98 92.0 4.81 91.2 4.90
Table 2: Speaker identification and verification results for different noise types (Noise, Music and Babble) at different SNR (0-20 dB),
and the original Voxceleb1 test set. Five different models are tested: Resnet-34, Resnet-34 with time attention, two-stage attention with
time attention first, frequency attention first and parallel. γ is set to 0.5 in parallel scenario.
TDNN+Para CNN+Para
γ Top1 (%) EER (%) Top1 (%) EER (%)
0.0 65.2 27.77 69.7 28.60
0.2 66.0 27.28 70.4 28.34
0.4 67.1 27.01 70.8 28.13
0.6 67.9 26.59 71.3 27.88
0.8 67.5 26.89 72.2 27.73
1.0 66.9 27.04 71.4 28.02
Table 3: Speaker identification and verification results on
TDNN+Para and CNN+Para with different γ value, the noise
type is Babble and SNR level is 0 dB.
SNR value is equals to 0 dB. Table 3 shows the speaker iden-
tification accuracies on Para scenario with different γ value in
TDNN and CNN based models. Results show that with the in-
crease of γ, the accuracies become higher and the equal error
rate lower down. For TDNN model, it reaches a peak when γ
is equals to 0.6, and when γ =0.8, CNN model reaches its peak.
This results shows that the frequency attention in both TDNN
and CNN architectures contributes more to the recognition re-
sults, it also shows a possible reason why the results of time at-
tention first (T-F) is worse than that of frequency attention first
(F-T).
5. Conclusion and Future Work
In this paper a two-stage attention model was proposed to recog-
nize speakers in noise environment. The proposed model con-
tains a frequency attention model and a time attention model.
The two attention model can be either applied sequentially or in
parallel, and the combination can be used in the current widely
used speaker recognition models. The speaker identification
and verification results in different noise conditions and lev-
els on Voxceleb1 dataset show strong robustness against the ef-
fect caused by noise. In future work, the developed approaches
will be tested on more datasets, such as Voxceleb2 for speak
recognition. Moreover, some complex network architectures
and noise types will be investigated.
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