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A new coding scheme is presented. In this scheme a given t-error-detecting 
code is used for transmiss ion over a noisy channel. When t or less errors are 
detected, a single request is made via a feedback channel  for t ransmiss ion of 
additional redundancy to enable the decoder to correct t or less errors. It is 
shown to be superior to forward error correction in rate and probabil ity of  
error. For low channel errors the result ing rate is higher than that of retrans- 
mission with no significant difference in the probabil ity of error. 
I .  INTRODUCTION 
Two basic schemes which can be used for error control are forward-error 
correction and retransmission (Peterson, 1961). In forward-error correction, 
sufficient redundancy is sent with the information to allow the decoder to 
correct certain error patterns. In retransmission, an error detecting code 
is used to request, via a feedback channel, retransmission of an erroneous 
block (Benice and Frey, 1964; Park, 1969). It  has been shown that for low- 
error probabilities, the rate for retransmission is higher than that of forward- 
error correction (Benice and Frey, 1964). We consider a combined strategy. 
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Foundat ion grants GK-2990 and GK-10025. Th is  paper is part of a dissertation 
submit ted to the Depar tment  of Electrical Engineering, Univers i ty of Iowa, Iowa 
City, in partial fulf i l lment of the requirements of the Ph.D.  degree. 
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II.  NEW CODING SCHEME 
Let (n, k) be a code 9f block length n, k information symbols per block 
and r = n -  k redundant symbols per block, which can correct t or less 
errors. Suppose that it is possible to puncture this code, that is, remove some 
of the redundant symbols, and obtain an (n,, k) code, with r 8 ~ ns - -  k 
redundant symbols, which can only detect or less errors, as shown in Fig. 1, 
where r '  = r - -  r s is the number of redundant symbols which are removed. 
These r '  symbols are initially stored at the transmitter. The (n  s , k )  code is 
then used for transmission over a noisy channel, and when t or less errors are 
detected, a single request is made, via a noiseless feedback channel, for 
transmission of the remaining redundant symbols. 
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FIG. 1. Puncturing acode. 
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FIG. 2. Typical .received sequence. 
The feedback channel need not be delayless as in some feedback com- 
munication schemes (Berlekamp, 1968). A typical received sequence is 
shown in Fig. 2, where (ki, r~i ) is the i-th block received and rl' is the set of 
remaining redundant symbols, had (kl, rsl) block been in error, and z is the 
delay in the two channels. This delay will determine the number of storage 
elements at the decoder, 
THEOREM 1. 
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The expected value of the rate R for the proposed scheme it 
~(R) = k/(n~ + P#) ,  (1) 
where PD is the probability of detecting an error. 
Pro@ Let 
M = the number of words to be transmitted, 
n = the length of the full code, 
then 
E(number of blocks of length n) = MP9,  
E(number of blocks of length ns) = M(1 --  P9), 
E(total number of symbols transmitted) = MnP9 -t- Mns(1 -- PD), 
number of information symbols = Mk. 
Hence 
E(R) = Mk/[MnPD + Mn~(1 -- PD)] = k/[nPo + n~(1 --  PD)]. 
Substituting ns -]- r' for n, we get 
E(R) = a/(n~ + Py) .  Q.E.D. 
Consider the Binary Symmetric Channel. Assume that bounded distance 
decoding is used, that is, only e or less errors are corrected. We then have the 
following theorem: 
THEOREM 2. The probability of correctly decoding a block of k bits for the 
proposed scheme is higher than that of forward-error correction by exacly APe, 
where 
i=e+l 
Proof. Let 
P~I = probability of correctly decoding k bits for the proposed scheme, 
P~2 = probability of correctly decoding k bits for forward error correction. 
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Then 
i=0 
• _ e - - i  y t  . . 
+ °~"~-~ ~v ~-~ [,~' +~'~< ...+ (~ ~' ~)~ v'-~+q + .- 
2 
i=O 
Ap e = q,~ + nspq~_,q  / + nspq,_ l ( r ,pq~,_ l  ) + n~(n~ - -  1)p,q,_~(q~,) + ... 
2 
- -  [q° + "Pq°-" ~ n(n 2 -- 1) p~q._~ + ...] 
= qn, _ q,  @ n~pqn~+r'-I __ npqn-1 
+ [ , /+  n~Jn~ .-- k)] p~¢~+~,_,, n(n -- 1) p,¢_,  + ... 
2 2 " 
Combining terms, we get 
AP,  = q"" - -  q" - -  r 'pq "-a r '(r '  - -  1) p2q,-~ + ... 
2 
APe = qn"[1 - -  q~' - -  r 'pq ~'-1 + ""] 
i=O 
, f "  
/=e+l  
Q.E.D. 
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The above result can be seen by observing that whenever the n~ bits are 
received error-free, certain uncorrectablc error patterns are avoided, as shown 
in Fig. 3. 
O0 . . . .  O0  I I0  I0  - - - I I  
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FIG. 3. Avoided error patterns. 
EXAMPLE 1. Let us look at the shortened Hamming (6, 3) single-error- 
correcting binary code, whose parity check matrix H is 
H= 1101 . 
0100 
From the top row we note that the first check bit forms a check on all the 
information positions. Thus, if we were to send the 3 information symbols and 
the first check bit, the decoder can detect all single errors. When a single 
error occurs the remaining two parity bits can be requested and, if received 
error-free, the single error can be corrected. The expected value of the rate 
for this code is 
E(R) = 3/(4 + 2PD), 
where 
i.e., 
Thus 
Also 
P ,  = P[1 error] q- P[3 errors], 
PD = 4pq 3 + 4P~q. 
E(R) = 3/4(1 + 2pq ~ + 2p3q). 
APe ~(  2~ i6 i  
: i=2 i ) p q -- = p2qa. 
I I I .  PUNCTURING 
All the Hamming single-error-correcting codes can first be shortened and 
then punctured to yield a single-error-detecting code. The parity check 
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matrix for binary codes, with n = 2 m -- 1, consists of all possible nonzero 
H= 
m-tuples. 
"i 1 "" 1 1 0 0 ... 
1 0 1 ... ! 0 1 0 . . . .  
. , .  
, . .  
. . .  
0 1 "" 1 0 0 0 ... 1 
l< m > 
. 
0 
m. 
For convenience we assume that the last m positions are the redundant 
positions. If  we drop all the columns in the information positions, which 
begin with zero, the first check bit will form a parity check on the remaining 
information positions and we thus obtain a single-error-detecting code with 
one parity bit whose parity check matrix H '  is 
H'=[1  1 1 1 ... 1;  
,C ~8 - ->  
where ns = 2 m-1. Initially, only one parity check is sent, and when a parity 
failure is detected, the remaining (m - -1 )  checks are sent and then correction 
is carried out. 
Other codes that can be punctured include the maximal shift register codes 
(Solomon and Stiffler, 1965), uniform convolutionai codes (Robinson, 1969), 
Reed-Solomon codes (Reed and Solomon, 1960), and a class of extended 
BCH codes (Davida, 1970). The Golay (23, 12) code is next shown to be 
puncturable. This, however, does not appear to be a general result. Consider 
thepar i tycheekmatr ixH:  
"11010001 
111 
101  
110  
111  
H= 111 
101 
100  
100  
110  
101  
1 
110110000000000"  
01000111001000000000 
10100011100100000000 
11010001100010000000 
01101000100001000000 
10110100000000100000 
11011010000000010000 
11101101000000001000 
01110110100000000100 
00111011000000000010 
00011101100000000001 
23 
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Dropping column 7, we 
H '  is 
get the shortened (22, 11) whose parity check matrix 
-110100!  110110000000000 
111010011100100000000~ 
1011010011 '10010000000 
110110000110001000000 
111011100010000100000 
H'= 111101010100000010000 . 
101110101000000001000 
100111110100000000100 
100011011010000000010 
110001101100000000001 
101000110110000000000 
Rows 1, 2, 3, 5 and 8 Of H' ~om the extended Hamming (16, 11) binary code 
which can detect 3 or less errors. The parity check matrix H ~ %r the (16, 11) 
code is [i0000000i] 11010 111 010  
H"= 01101001110010 . 
11011100010001 
00111110100000 
Thus, we can initially store 6 parity che& bits and transmit with a rate of 
11/16 instead of 11/22. When 3 or less errors are daeaed we can request he 
remaining symbols and proceed to correction. 
IV. ALTERNATE SCHEMES 
The above scheme naturally leads one to consider the following variations, 
of which B is much easier to implement since it avoids the necessity of 
puncturing codes, which may not be readily accomplished: 
A. Let an (n, h) code which can correct or fewer errors be punctured to 
an (n~, h) code which can correct e errors and detect t errors (e < t). The 
expected value of the rate for this scheme will be higher than the above 
mentioned one in cases where e or less errors are quite likely resulting in a 
high request rate for additional information. The remaining redundancy will 
be requested only when the number of errors exceeds e. 
643/eI/2-3 
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E(R) = k/(ns q- r'PD). (3) 
Let (n 1 , k) be a code which can correct e errors and detect t errors, 
and (n2, k) be a different code which can correct t errors. Initially, the 
(nl, k) code is used. When more than e errors occur, the redundant symbols, 
computed according to the (ne, k) code, are requested and the redundant 
symbols at the (n I , k) code are discarded. For this case, 
E(R) = k/In 1 + eD(n2 -- k)]. (4) 
EXAMPLE 2. Consider the (5, 4) single-error-detecting binary code with 
one parity bit whose parity check matrix H~ is 
H 1 -  [1 1 1 1 1], 
and the Hamming (7, 4) single-error-correcting binary code whose parity 
check matrix H e is 
H~= 0110~ . 
10100 
Initially, the (5, 4) code is used, and when a single error is detected, a 
request is made to send the parity symbols for the (7, 4) code and the parity 
bit from the (5, 4) code is discarded. Then 
E(R) = 4/(5 q- 3PD), 
Pg= (~) Pq4 + (53) P3q2 + (55) p5 
: 5pq~ + lOpZq~ + pS; 
therefore 
E(R) = 4/(5 + 15pq 4 + 30pSq z + 3p5). 
Using two codes, one for detection and the other for correction is more 
readily accomplished since the two codes are not necessarily related. This 
leaves one with greater flexibility in choosing the two codes. 
V. COMPARISON WITH RETRANSMISSION 
Let us consider the simple retransmission scheme where an (n, k) code is 
used for error detection over a noisy channel. When an error is detected, 
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a request is made via a noiseless feedback channel for the repetition of that 
erroneous block. We will consider here the scheme where the number of 
repetitions is unlimited. Consider the Binary Symmetric Channel. 
THEOREM 3. The expected value of the rate for the simple retransmission 
scheme is 
E(R) ~- (1 --  eD)h/(n~ + 1), 
where PI) is the probability ofdetecting an error. 
Proof. Let 
M ~ the number of words transmitted; 
then 
E(number of blocks repeated once) = MPD, 
E(number of blocks repeated twice) ~ MPD 2, 
E(number of blocks repeated N times) = MPD N, 
E(total number of bits transmitted) = M(ns @ 1) @ M(n~ q- 1) PD 
+ M(n~ + 1) PD ~ "- 
1 
= M(n~ + l) I - -PD 
1 
= M(n~ q- 1) 1 - -  PD 
M 
• E (R)  = M(n~ + 1) [1 / (1  - -  PD) ]  = k(1 - -  P~)/(n~ + 1). 
THEOREM 4. 
P~oof. 
Q.E.D. 
The probability of error for the simple retransmission scheme is 
P~ = (1 --  PD -- q~)[1/(1 --  PD)]" 
P, ~ P(undetected error) + PD[P(undetected error)] 
q- (PD)n[p(undetected error)] q- ---, 
V~ = (I - -  PD - -  q~)(1 + PD q- PD 2 -k "") 
1 
= - P o - ¢o  ( 1 - P o ) Q.E.D. 
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The expected values of the rate for the shortened and punctured Hamming 
codes for both the proposed scheme and retransmission are shown in Figs. 4-6 
for values of n s of 4, 128, and 512. The word error probabilities are shown at 
selected points. The corresponding word error probabilities are shown 
in Figs. 7-9. In the case of the proposed scheme, when an error is detected, 
the remaining r '  parity bits are requested (only once), whereas in retrans- 
mission the whole code-word is repeated. There is no significant difference 
in the probability of error between the two schemes. Significant difference 
does exist in the rate, where the proposed scheme.is uperior. 
When two codes are used, that is, one for detection and the other for 
correction, retransmission has a lower probability or error, as shown in 
Figs. 10-12. But this is achieved at a significant reduction in the rate, as in 
Figs. 13-15, where again the word error probabilities are shown at selected 
points. 
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FIG. 4. Comparison of the proposed scheme (single-error correction) with 
retransmlssion (single-error detection). The word-error probabilities are shown at 
selected points. 
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FIG. 5. Comparison of the proposed scheme (single-error correction) with 
retransmission (single-error detection). The word-error probabilities are shown at 
selected points. 
VI .  CONCLUSIONS 
As expected, the above scheme performs better than forward-error 
correction. It was seen that the probability of error for the proposed scheme 
is slightly higher than the simple retransmission, but that it has significantly 
higher rate. Since the number of requests for additional redundant bits is 
limited to one, the overflow problem has been considerably reduced. 
It is expected that for equal rate or equal probability of error the proposed 
scheme will perform better than the retransmission scheme in the probability 
of error and the rate, respectively. 
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Fie. 8. Error probability for the proposed scheme (single-error correction) and 
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FIG. 9. Error probability for the proposed scheme (single-error correction) and 
retransmission (single-error detection). 
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FIG. 13. Comparison of the proposed scheme (3-error correction) with retrans- 
mission (3-error detection). The word-error probabilities are shown at selected points, 
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FIG. 14. Comparison of the proposed scheme (3-error correction) with retrans- 
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FIG. 15. Comparison of the proposed scheme (3-error correction) with retrans- 
mission (3-error detection). The word-error probabilities are shown at selected points. 
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