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Abstract
The classical incomplete Gauss sum
m−1∑
j=0
exp(2ijp/N) (1m<N;p> 1)
is studied for largeN.An expansion is derived for this sumwhen p is an integer that holds uniformly for 1m<M0,
M0 = (N/p)1/(p−1) corresponding to the dominant, primary spiral when the terms are considered as unit vectors
in the complex plane. This result is specialised to the quadratic incomplete Gauss sum (p= 2) for which the spirals
consist of regular traces dependent on the residue ofN (mod 4). This expansion complements earlier work by Lehmer
(Mathematika 23 (1976) 125) and extends the more recent results of Evans et al. (J. Math. Anal. Appl. 281 (2003)
454). The above expansion in the primary spiral is also discussed in the case p> 1. Numerical results are given to
demonstrate the accuracy of the various approximations.
© 2004 Elsevier B.V. All rights reserved.
Keywords: Incomplete Gauss sum; Exponential sums; Asymptotics; Curlicues
1. Introduction
The sum
GN(m;p)=
m−1∑
j=0
exp(2ijp/N), 1m<N, (1.1)
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Fig. 1. The traces of the terms in GN(m) when (a) N = 1000, (b) N = 1001, (c) N = 1002 and (d) N = 1003.
where N is a positive integer and p> 1, is called an incomplete Gauss sum of order p. When p = 2, we
have the quadratic incomplete Gauss sum which we denote byGN(m). The complete Gauss sumGN(N)
has the well-known expression [2, p. 195]
GN(N)= (12N i)1/2(1+ e−iN/2),
which yields the values according to the residue of N (mod4) given by (1 + i)N1/2 (N ≡ 0 (mod4)),
N1/2 (N ≡ 1 (mod4)), 0 (N ≡ 2 (mod4)) and iN1/2 (N ≡ 3 (mod4)). If m>N with m= qN +m0, q
a positive integer and 0m0<N , then
GN(m)= qGN(N)+GN(m0)
and it is sufﬁcient to consider only the case 1m<N .
When the terms of the sum (1.1) in the case p=2 are regarded as unit vectors in the complex plane, the
trace of the terms for mN is found to consist of two symmetrical spirals (or curlicues). The nature of
these spirals depends on the value ofN (mod4) and typical examples are shown in Fig. 1. The total length
of each segmented curve is N. As m increases from 1 to N, the trace advances by (2N)1/2 along the ray
inclined at /4whenN ≡ 0 (mod4), and along the real and imaginary axes byN1/2 whenN ≡ 1 (mod4)
and N ≡ 3 (mod4), respectively. In the case N ≡ 2 (mod4), the curve is doubly traversed. For m>N ,
these spiral patterns are repeated in blocks each time m is increased by N. When p> 1 (p = 2), the trace
of the terms ofGN(m;p) becomes less regular, and consists basically of a single dominant (or primary)
spiral followed by a sequence of secondary spirals; see Fig. 2.
From the easily established identity [7]
GN(m)+GN(N −m+ 1)= 1+GN(N),
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Fig. 2. The trace of the terms of GN(m;p) (m3000) when (a) p = 3, N = 1.2 × 106 and (b) p = 4, N = 1.2 × 109. The
primary spiral is the ﬁrst, largest spiral.
it is clear that it sufﬁces to consider the range 1m(N + 1)/2. The values of GN(m) at the midpoint
of its graph1 (at the end of the ﬁrst spiral) are then given by [7]
GN(
1
2N)= (12 + 12 i)N1/2 N ≡ 0 (mod4),
GN(
1
2N + 12 )= 12 + 12N1/2 N ≡ 1 (mod4),
GN(
1
2N)= 1 N ≡ 2 (mod4),
GN(
1
2N + 12 )= 12 + 12 iN1/2 N ≡ 3 (mod4). (1.2)
Roughly speaking, in the casep=2 the ranges 1mN/4 andN/4mN/2 correspond to thewinding
up and subsequent unwinding of the ﬁrst spiral, respectively, with the precise location of the endpoint of
the spiral depending on N (mod 4). The range N/2mN then corresponds to a (suitably orientated)
repetition of the ﬁrst spiral; see Fig. 1. We remark that when N ≡ 0 (mod4) there is an additional
symmetry in the spiral about j =N/4, since
GN
(1
2N
)= N/4−1∑
j=0
e2ij
2/N + eiN/8 +
N/4−1∑
j=1
e2i(N/2−j)2/N
= 2
N/4−1∑
j=0
e2ij
2/N + eiN/8 − 1. (1.3)
The central term eiN/8 of the ﬁrst spiral (j=N/4) produces a shift in the trace in a direction determined by
1
4N (mod 4) parallel to one of the axes and the line segments corresponding to j andN/2−j (0jN/4−
1) are then parallel. When N ≡ 2 (mod4), this shift term is not present and the symmetry in the trace
about the mid-point of the ﬁrst spiral is evident, since the unwinding process results in the ﬁrst half of the
spiral being traversed in the opposite sense. We also note from (1.3) that the quarter Gauss sum, which
1When N ≡ 2(mod 4) the value of GN( 12N + 1) is zero.
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represents the value of the sum at the centre of the ﬁrst spiral, is given by
GN(
1
4N)= 12GN(12N)+ 12 − 12eiN/8 (N ≡ 0 (mod4)),
a result given in [5].
Estimates for the growth ofGN(m) were given in [7] for the intervalsm(N/2)1/2, corresponding to
the ﬁrst bend of the ﬁrst spiral (where the line segments have rotated through an angle of approximately
), and (N/2)1/2mN/2, corresponding to the tightly spiralled head of the curlicue (or ‘condensation
point’). By a combination of theEuler–Maclaurin summation formula and geometrical arguments, Lehmer
showed that
|GN(m)− 12N1/2F(m/(12N)1/2)|<c (1m(N/2)1/2), (1.4)
where the constant c= 10180 when N > 100 and the functionF(x) denotes the Fresnel integral deﬁned in
[1, Section 7.3]
F(x)=
∫ x√2
0
eit
2/2 dt. (1.5)
In addition, the head of the spiral is contained within the disc of radius R centred at the point z0 in the
complex plane, where
R = (N/2)
1/2
2
+ c, z0 = 12N1/2(F(1)− 2−1/2/) ((N/2)1/2mN/2).
Both of these results are in the nature of gross estimates of the growth of the principal spiral. More
precise estimates for large m and N, such that m<M0, M0 = (N/p)1/(p−1), were given in [12] in the
quadratic case (p = 2) and in [5] for p> 1 in the form
GN(m;p)=
(
N
2
)1/p

(
p + 1
p
)
exp
(
i
2p
)
+ 1
2
− 1
2
ei(1+ cot )+ o(1), (1.6)
where
= 2mp/N, = p/(2m).
The method adopted by these authors relied on an application of the Poisson summation formula. The
above aproximation in the case p = 2 was extended in [5] to yield an asymptotic expansion for GN(m),
again valid for large m and N such that m<N/2. Further interesting results on the location of the
secondary spirals when p> 1 (p = 2) were obtained in [5] by means of van der Corput’s method
combined with the method of stationary phase. Estimates on the growth of the more general exponential
series Sm(x;p)=∑m−1j=0 exp(ixjp), x > 0, have been given recently in [8] (when p = 12 ), and in [4,6]
when p = 2.
Our aim in this paper is to derive an expansion for GN(m;p) valid for large N when p> 1 and
1m<M0. This result extends that obtained in [5] in two respects: (a) the expansion holds throughout
the principal spiral of the trace ofGN(m;p) and (b) it holds for values of p> 1. The form of the resulting
expansion in the case p=2 is also quite different from that given in [5] since it must capture the growth of
the sum for lowm values. Ourmethod is distinct from that of previous authors and relies on an interchange
of a double sum associated with the exponential series Sm(x;p)when x → 0+ combined with properties
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of the Bernoulli and Riemann zeta functions. Numerical results are given to demonstrate the accuracy of
the various approximations obtained.
2. A general exponential sum
We develop the theory for the more general exponential sum deﬁned by
Sm(x;p)=
m−1∑
j=0
exp(ixjp) (x > 0, p > 0), (2.1)
which reduces to the incomplete Gauss sum of order p in (1.1) when x = 2/N . In this section we shall
restrict p to a positive integer and consider the limit x → 0+. In the case 0<p< 1, the trace of the unit
vectors in the complex plane consists of a single expanding spiral, while when p = 1 we have the trivial
sum
Sm(x; 1)= e
imx − 1
eix − 1 (x /≡ 0 (mod2)). (2.2)
Whenp = 2, the regularity in the traces inFig. 1 disappears and, for sufﬁciently small x, we have a primary,
dominant spiral followed by a series of smaller secondary spirals2 each containing a progressively
increasing number of vertices (1<p< 2) or a decreasing number of vertices (p> 2); see Fig. 2. For
sufﬁciently large m when p> 2, the secondary spiral pattern eventually breaks up to produce a chaotic-
like structure.
Upon expansion of each exponential series in (2.1) and inversion of the order of summation we ﬁnd
that3
Sm(x;p)=
∞∑
k=0
(ix)k
k!
m−1∑
j=0
jkp =
∞∑
k=0
(ix)k
k!(kp + 1){Bkp+1(m)− Bkp+1}, (2.3)
where we have employed the standard result [14, p. 23] expressing the inner sum in terms of the Bernoulli
function Bkp+1(m) and Bkp+1 ≡ Bkp+1(1). For nonnegative integer n we have
Bn(m)=
n∑
s=0
Bs
(
n
s
)
mn−s, (2.4)
where Bn denote the Bernoulli numbers of which the ﬁrst few are
B0 = 1, B1 =−12 , B2 = 16 , B4 =− 130 , B6 = 142 , . . . , B2s+1 = 0 (s1).
Then, upon substitution of (2.4) into (2.3), we obtain
Sm(x;p)=
∞∑
k=0
(i)k
k!
kp∑
s=0
Bs
s!
(kp)!
(kp + 1− s)!m
1−s, = xmp. (2.5)
2 It has been established in [3] for general values of p> 1 that the number of vertices in the kth spiral is O(k), where
= (2− p)/(p − 1).
3 In the sum over j we put 00 = 1.
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The double sum in (2.5) is convergent for all  because the inner sum in (2.3) is bounded bymkp+1. This
convergence is nonabsolute, however, since the inner sum in (2.5) with Bs replaced by |Bs | possesses a
growth that causes the outer sum over k to diverge.
Inversion of the double sum in (2.5) leads to the result
∞∑
s=0
Bs
s! m
1−s
∞∑
k=s/p
(i)k
k!
(kp)!
(kp + 1− s)!
=m
∞∑
k=0
(i)k
k!
1
kp + 1 +
1
2
− 1
2
ei +
∞∑
s=1
B2s
(2s)!m
1−2s
∞∑
k=k0
(i)k
k!
(kp)!
(kp + 1− 2s)! , (2.6)
where k0 = 2s/p. The ﬁrst sum on the right-hand side of (2.6) can be evaluated as a conﬂuent hyper-
geometric function in the form
1
p
∞∑
k=0
(i)k
k!
1
k + 1/p =
∞∑
k=0
(i)k
k!
(1/p)k
(1+ 1/p)k = 1F1(1/p; 1+ 1/p; i), (2.7)
where (a)k = (a + k)/(a) is the usual Pochhammer symbol. If we deﬁne the coefﬁcient functions
Fs(;p) by
Fs(;p)=
∞∑
k=k0
(i)k
k!
(kp)!
(kp + 1− 2s)! (s1), (2.8)
the result of inversion of (2.5) is then expressible in the form
m1F1(1/p; 1+ 1/p; i)+
1
2
− 1
2
ei +
∞∑
s=1
B2s
(2s)!
Fs(;p)
m2s−1
. (2.9)
The coefﬁcient functions Fs(;p) can be expressed alternatively in terms of repeated derivatives of
ei. When p is even, the lower limit in the sum in (2.8) can be replaced by k=0, since it is readily veriﬁed
that the terms corresponding to 0kk0 − 1, s1 all vanish. Then we ﬁnd
Fs(;p)=
∞∑
k=0
(i)k
k! kp(kp − 1) · · · (kp − 2s + 2)=
2s−2∏
r=0
(p− r) ei,  ≡ d/d. (2.10)
Consequently, when p is even, we have
Fs(;p)= eiFˆs(;p), Fˆs(;p)= (ip)2s−1 + fs(;p) (s1; p even), (2.11)
where the fs(;p) are polynomials in  of degree 2s − 2. The ﬁrst few values of fs(;p) are given by
f1(;p)= 0,
f2(;p)= ip(p − 1)(p − 2)+ 3(p − 1)(ip)2,
f3(;p)= ip(p − 1)(p − 2)(p − 3)(p − 4)+ (ip)2(−50+ 105p − 70p2 + 15p3)
+ (ip)3(35− 60p + 25p2)+ 10(p − 1)(ip)4,
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f4(;p)= ip(p − 1)(p − 2)(p − 3)(p − 4)(p − 5)(p − 6)
+ (ip)2(−1764+ 4872p − 5145p2 + 2625p3 − 651p4 + 63p5)
+ (ip)3(1624− 4410p + 4375p2 − 1890p3 + 301p4)
+ (ip)4(−735+ 1750p − 1365p2 + 350p3)+ (ip)5(175− 315p + 140p2)
+ 21(p − 1)(ip)6, . . . .
When p is odd, a similar extension of the lower limit of the sum in (2.8) can be made provided we
subtract off the single nonzero term, when k0 is even, corresponding to k=k0−1 and s= 12 (k0−1)p+ 12 .
Accordingly, when p is odd, we ﬁnd
Fs(;p)= ei Fˆs(;p)− (s, sn) (i)
n
n! (np)! (s1;p odd), (2.12)
where sn = (np + 1)/2 (n = 1, 3, 5, . . .) and (i, j) is the Kronecker delta function. From (2.11) and
(2.12), the sum on the right-hand side of (2.9) can then be written for positive integer p as
∞∑
s=1
B2s
(2s)!
Fs(;p)
m2s−1
= ei
∞∑
s=1
B2s
(2s)!
Fˆs(;p)
m2s−1
+ (x;p),
where we have deﬁned the sum4
(x;p)=−
∞∑
k=1,3
Bkp+1
kp + 1
(ix)k
k! =
∞∑
k=1,3
(ix)k
k! 	(−kp) (2.13)
with 	 denoting the Riemann zeta function.
The result of the inversion of the double sum in (2.5) then leads to the expression
Sm(x;p) ∼ m1F1(1/p; 1+ 1/p; i)+
1
2
− 1
2
ei + ei
∞∑
s=1
B2s
(2s)!
Fˆs(;p)
m2s−1
+ (x;p). (2.14)
We remark that the∼ sign has been used in (2.14) rather than equality; this is because the sum on the right-
hand side involving the coefﬁcient functions Fˆs(;p) and the sum (x;p) are divergent when p> 1 and
are found to possess an asymptotic character for small x. The divergence of (x;p) when p> 1 readily
follows from the large-k behaviour [15, p. 269] 	(−kp) ∼ −1 sin 12kp(kp + 1)/(2)kp. In the next
section we establish the nature of the divergence of the sum over s in (2.14) only in the case of principal
interest p = 2.
Expression (2.14) can be further reduced upon use of the result5
∞∑
s=1
B2s
(2s)!
(
ip
m
)2s−1
= 1
e2i − 1 −
1
2i
+ 1
2
, = p
2m
, (2.15)
4We observe that (x;p) ≡ 0 when p is even on account of the trivial zeros of 	(s) at s =−2,−4, . . . .
5 This follows from the generating function X/(eX − 1)=∑∞s=0 BsXs/s! which holds for |X|< 2.
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valid when < 1. Then we obtain our ﬁnal expansion of Sm(x;p) for x → 0+ and positive integer p in
the form
Sm(x;p) ∼ m1F1(1/p; 1+ 1/p; i)+
1
2
+ ei
{
1
e2i − 1 −
1
2i
}
+ ei
∞∑
s=2
B2s
(2s)!
fs(;p)
m2s−1
+ (x;p), (2.16)
provided
= p
2m
< 1, (2.17)
where (x;p) is deﬁned in (2.13). The expansion of the Gauss sum GN(m;p) for large N in (1.1) then
follows from (2.16) by putting x = 2/N , whereupon the condition < 1 can be written in the equivalent
form
1m<M0, M0 = (N/p)1/(p−1). (2.18)
It is important to stress that the truncation index m in (2.16) is not necessarily large. Since fs(;p) are
polynomials in  of degree 2s − 2 and B2s/(2s)! ∼ 2(−)s−1/(2)2s for s?1, we see that late terms in
the sum over s in (2.16) are associated with the asymptotic scale {2s−1}.
The geometrical signiﬁcance of the conditions (2.17) and (2.18) can be understood by consideration
of the angular separation 
j between consecutive segments of the trace of the terms of Sm(x;p) in
the complex plane given by 
j = 
j+1 − 
j , where 
j = xjp. For large m, we have approximately

m  xpmp−1 = p/m. The ﬁnal segment of the primary spiral then corresponds to m satisfying

m2
m+1; see [3]. As a consequence, conditions (2.17) and (2.18) are equivalent to restricting
the summation index m to values that lie in the primary spiral.
We now examine the leading form of GN(m;p) obtained from (2.16) when x = 2/N for large val-
ues of m in the primary spiral corresponding to ?1. From the asymptotic expansion of the conﬂuent
hypergeometric function in [1, Eq. (13.5.1)], we ﬁnd
m1F1(1/p; 1+ 1/p; i)=
(
N
2
)1/p

(
p + 1
p
)
exp
(
i
2p
)
{1+ O(−1)} + e
i
2i
{1+ O(−1)}.
This then yields the leading form in (2.16) (with x = 2/N ) for large m, N such that m<M0 given by
GN(m;p) ∼ G, G ≡
(
N
2
)1/p

(
p + 1
p
)
exp
(
i
2p
)
+ 1
2
+ e
i
e2i − 1 , (2.19)
which agrees with (1.6) obtained in [5], since (e2i − 1)−1 =−12 (1+ i cot ).
We conclude this section by remarking that when p= 1, fs(; 1) ≡ 0 (s1) and the expression (2.16)
becomes an equality, since (x; 1) is a convergent sum (when x < 2) with the value
(x; 1)=−
∞∑
k=1,3
(ix)k
(k + 1)! Bk+1 =
1
ix
− 1
2
− 1
eix − 1 (x < 2)
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obtainable from (2.13) and (2.15). Since 1F1(1; 2; i)= (ei−1)/(i) and =xm, then (2.16) correctly
reduces to the trivial sum Sm(x; 1) in (2.2) when x < 2.
3. The quadratic incomplete Gauss sum GN(m)
We now specialise the results obtained in Section 2 to the case of the quadratic incomplete Gauss sum
GN(m) deﬁned in (1.1) by putting p= 2 and x= 2/N , where N is a large integer. Then, upon noting that
(x; 2) ≡ 0, we ﬁnd from (2.5) and (2.16) that
GN(m)=
∞∑
k=0
(i)k
k!
2k∑
s=0
Bs
s!
(2k)!
(2k + 1− s)! m
1−s
∼m1F1
(1
2 ; 32 ; i
)+ 1
2
+ ei
{
1
e2i − 1 −
1
2i
}
+ ei
∞∑
s=1
B2s
(2s)!
fs(; 2)
m2s−1
(3.1)
for large N and 1m<N/2, where (with p = 2)
= xm2 = 2m2/N, = /m= 2m/N. (3.2)
The hypergeometric function appearing in this formula can be expressed in terms of the Fresnel function
F(x) deﬁned in (1.5), since [1, Eq. (7.3.25)]
m1F1
(1
2 ; 32 ; i
)=m√ 
2
F(
√
/)= 1
2
N1/2F
(
m/
(1
2N
)1/2) ;
compare the bound in (1.4). In the case p = 2, the coefﬁcient functions fs(;p) simplify a little, since
the coefﬁcients associated with (ip)r vanish for 1rs − 1, and we have
f1(; 2)= 0, f2(; 2)= 3(2i)2,
f3(; 2)= 10(2i)4 + 15(2i)3,
f4(; 2)= 21(2i)6 + 105(2i)5 + 105(2i)4, . . . .
3.1. Discussion of the coefﬁcients Fs(; 2)
To investigate the divergence of the sum over s on the right-hand side of (3.1)—or, equivalently, the
sum in (2.14) when p= 2—we reconsider the coefﬁcient functions Fs(; 2) in greater detail. From (2.8),
we have
Fs(; 2)=
∞∑
k=s
(i)k
k!
(2k)!
(2k + 1− 2s)! = (i)
s
∞∑
r=0
(i)r
(r + s)!
(2s + 2r)!
(2r + 1)!
= 22s−1(i)s
∞∑
r=0
(i)r
r!
(r + s + 12 )
(r + 32 )
= 22s(i)s (s +
1
2 )√
 1
F1
(
s + 1
2
; 3
2
; i
)
.
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Kummer’s transformation [1, Eq. (13.1.27)] can now be used to extract the factor ei to ﬁnally yield
Fˆs(; 2)= 22s(i)s (s +
1
2 )√
 1
F1
(
1− s; 3
2
;−i
)
= i(−)s−1(i)s−1/2H2s−1(
√−i), (3.3)
where we have employed the representation of the Hermite polynomials Hn() in terms of the conﬂuent
hypergeometric function [1, Eq. (22.5.57)]
1F1
(
−n; 3
2
; 2
)
= n!
(2n+ 1)!
(−)n
2
H2n+1().
The growth of Fˆs(; 2) for large s can be found by employing the result [9, p. 255]
|Hn()| ∼ n!
(12n)!
exp{(2n)1/2 |Im()|}
valid for n→∞ and ﬁxed (complex) . Then, from (3.3), we ﬁnd that
|Fˆs(; 2)| ∼ 2
2s−1
√

s−1/2(s) exp{√(2s − 1)} (s →∞).
Since B2s/(2s)! ∼ 2(−)s−1/(2)2s for large s, the estimate for the growth of the late terms (s?1) in the
sum on the right-hand side of (2.14) when p = 2 is given by
1/2
∣∣∣∣∣B2sFˆs(; 2)(2s)!m2s
∣∣∣∣∣ ∼
(
2
N
)s
(s) exp
{
2m
N
√(
s − 1
2
)
N
}
,
where we have used the values in (3.2).
This growth displays a factorial/power dependence characteristic of a (divergent) asymptotic series for
largeN; the presence of the exponential factor results in a growth of the terms that is somewhat faster than
a simple factorial. Thus the terms in the sum initially decrease for large N, reaching a minimum value,
before ﬁnally diverging. The ratio of consecutive terms is given by
 
(
2s
N
)
exp{(m/N)(N/s)1/2},
so that the optimal truncation point s0 then occurs when   1. This yields the value s0=(N/2)h, where
h ≡ h(2m/N) and satisﬁes 0.5828 . . . h1 for 02m/N1. The modulus of the minimum term at
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Fig. 3. The behaviour of the terms (on a log10 scale) in the sum in (3.1) for different m when (a) N = 40, (b) N = 200 and (c)
N = 2000.
optimal truncation is then easily seen to be given approximately by
m−1
√
2
h
exp
{
−1
2
N(h− log h)
}
em
√
2h. (3.4)
3.2. Numerical results
We present in Fig. 3 some examples of the typical behaviour of the terms in the sum on the right-hand
side of (3.1) for different values ofm andN. For moderately large values ofN, the optimal truncation point
s0 is plainly visible; however, whenN = 2000 andm/N>1, the optimal point is given approximately by
s0  2/N = 1000 and is too large to be visible. The estimate (3.4) indicates the enormous accuracy
that could be achieved for this range of m values if summation is carried out down to the optimal point.
As m approaches limit (2.18) (when p = 2), the rate of decay of the terms steadily decreases—and the
correspondingminimum value (3.4) steadily increases—until the sum loses its asymptotic character when
m  N/2.
We now display the results of calculations carried out using expansion (3.1). First, if we retain only
the ﬁrst term (s = 2) in the sum we obtain the simple approximate formula
GN(m)
.= m1F1
(1
2 ; 32 ; i
)+ 1
2
+ ei
{
1
e2i − 1 −
1
2i
}
+ 
2m
15N2
ei, (3.5)
where  and  are speciﬁed in (3.2). According to (2.17), this approximation is valid for large N in the
primary spiral corresponding to 1m<N/2. In Fig. 4we show graphically the results for different ranges
of values of the truncation index m. We also present for each range of m the corresponding plot of the
unit vectors in the complex plane making up the sum in (1.1) with p= 2. On the scale of the ﬁgures, the
graph of the exact behaviour of GN(m) is indistinguishable from the approximate value (3.5); it is only
when exiting the primary spiral (that is, when m → N/2) that the approximate value begins to diverge
signiﬁcantly from the exact behaviour; see Fig. 4(d). Table 1 shows the exact values ofGN(m) compared
with the approximation (3.5) for different values of m and N = 2000 + r , r = 0, 1, 2, 3. It is seen in
each case that as m approaches the value N/2 the quality of the approximation steadily deteriorates. To
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Fig. 4. Comparison of the absolute values ofGN(m) against m whenN = 2000 obtained from (1.1) and the approximation (3.5)
(upper plot) and the corresponding trace of the unit vectors in the complex plane (lower plot). (a) 1m150, (b) 250m300,
(c) 500m560 and (d) 850m1000. The upper plots have been shown joined for clarity.
indicate the precision that can be achieved from the expansion (3.1), we truncate the inﬁnite sum over
s after s∗ terms. The absolute errors in the computation of GN(m) for different values of m and s∗ are
presented in Table 2.
The expansion for GN(m) for large m, N such that m<N/2 derived in [5] takes the form (when
expressed in our notation)
GN(m) ∼ G+ e
i
2i
∞∑
s=0
(2iN)−s
s! F
(2s)(), (3.6)
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Table 1
Values of GN(m) compared with the approximation (3.5) for different m when N = 2000+ r , r = 0, 1, 2, 3
m N = 2000 N = 2001
GN(m) Approximate GN(m) Approximate
50 14.80265+ 10.48788i 14.80265+ 10.48788i 14.80426+ 10.47823i 14.80426+ 10.47823i
100 11.15512+ 9.64270i 11.15512+ 9.64270i 11.13380+ 9.65311i 11.13380+ 9.65311i
250 12.18033+ 10.67877i 12.18033+ 10.67876i 12.13197+ 10.63495i 12.13197+ 10.63494i
400 11.18006+ 11.01788i 11.18001+ 11.01788i 11.15809+ 11.14979i 11.15804+ 11.14980i
500 11.18034+ 11.18034i 11.18022+ 11.18034i 11.22101+ 11.37402i 11.22090+ 11.37407i
700 11.18121+ 11.54361i 11.18038+ 11.54361i 11.57668+ 11.79071i 11.57609+ 11.79129i
800 11.18347+ 11.86849i 11.18042+ 11.86853i 11.99599+ 11.97059i 11.99440+ 11.97316i
900 11.20556+ 12.71798i 11.18045+ 12.71918i 13.00551+ 12.08807i 12.99933+ 12.11208i
m N = 2002 N = 2003
GN(m) Approximate GN(m) Approximate
50 14.80582+ 10.46860i 14.80582+ 10.46860i 14.80734+ 10.45897i 14.80733+ 10.45897i
100 11.11262+ 9.66389i 11.11262+ 9.66389i 11.09157+ 9.67503i 11.09157+ 9.67503i
250 12.07934+ 10.59637i 12.07934+ 10.59636i 12.02298+ 10.56341i 12.02298+ 10.56340i
400 11.16888+ 11.28371i 11.16884+ 11.28373i 11.21186+ 11.41147i 11.21182+ 11.41150i
500 11.33154+ 11.53865i 11.33146+ 11.53874i 11.49548+ 11.64987i 11.49543+ 11.64998i
700 12.03088+ 11.69671i 12.03086+ 11.69753i 12.29104+ 11.31719i 12.29159+ 11.31780i
800 12.51657+ 11.34576i 12.51788+ 11.34846i 12.27008+ 10.57627i 12.27304+ 10.57662i
900 12.93777+ 10.19669i 12.95858+ 10.20952i 11.12076+ 9.70495i 11.13895+ 9.68913i
Table 2
Absolute values of the error in the computation of GN(m) for different m and truncation index s∗ in expansion (3.1) when
N = 2000
s∗ m= 100 m= 250 m= 500 m= 800
5 2.853× 10−12 1.166× 10−8 8.328× 10−6 2.050× 10−3
10 1.046× 10−21 4.178× 10−14 2.895× 10−8 6.063× 10−4
15 2.719× 10−31 8.612× 10−20 6.110× 10−11 1.283× 10−4
20 2.548× 10−40 1.346× 10−25 1.036× 10−13 2.287× 10−5
30 1.064× 10−57 1.493× 10−37 2.109× 10−19 5.508× 10−7
40 3.356× 10−74 2.592× 10−49 3.203× 10−25 1.072× 10−8
50 5.525× 10−90 7.719× 10−61 3.717× 10−31 1.823× 10−10
where G is the leading approximation deﬁned in (2.19) and F()=  cot . The explicit representation
of the ﬁrst three terms in the sum over s is, therefore,
ei
2i
cot 
{
1− 
2i
N
(1+ cot2 )− 
3
N2
(2+ 5 cot2 + 3 cot4 )+ · · ·
}
.
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Table 3
Absolute values of the error in the computation ofGN(m;p) for different truncation index s∗ in expansion (2.16) (with x=2/N )
when p = 3 and p = 4
s∗ p = 3, N = 1.2× 106 p = 4, N = 1.2× 109
m= 250 m= 500 m= 250 m= 500
5 2.006× 10−10 2.159× 10−4 5.061× 10−15 3.482× 10−6
10 6.411× 10−18 6.571× 10−6 3.942× 10−27 1.999× 10−9
15 9.648× 10−26 1.260× 10−7 2.107× 10−38 6.730× 10−13
20 9.812× 10−34 1.949× 10−9 3.549× 10−49 1.732× 10−16
The values of m correspond to the primary spiral and satisfy (2.18).
The corresponding sum over s resulting from (3.1) is given by
2mei
15N2
{
1+ 80
2
63
(
m2
N2
− 3i
8N
)
+ 16
4
15
(
m4
M4
− 5im
2
4N3
− 5
162N2
)
+ · · ·
}
.
It is seen that these two expansions have a completely different structure: this results from the fact that
(3.1) holds for 1m<N/2, whereas (3.6) is valid only for largem<N/2. It is also clear why (3.6) cannot
hold throughout the primary spiral. For large N and ﬁxed, ﬁnite m we have  → 0, so that F() and its
derivatives then become large with the consequent loss of the asymptotic character of the expansion.
To conclude this section, we consider the sum GN(m;p) for integer p = 2. In Table 3, the results
of calculations are presented using (2.16) when x = 2/N for p = 3 and p = 4 for different values of m
in the primary spiral given by condition (2.18). In the case p = 3, the sum (x; 3) has been computed
from (2.13) by optimally truncating the expansion and verifying that its value was commensurate with
the overall accuracy of the computations.
4. Discussion and consideration of the case p> 1
An approximation for the value of the quadratic incomplete Gauss sum, deﬁned in (1.1) with p=2, has
been obtained in (3.5) valid for large N and values of the truncation indexm satisfying 1m<N/2. This
range ofm corresponds to the trace of the terms in the complex plane situated in the entire primary spiral.
The estimation of the sum for values of N/2mN is then straightforward, since the trace consists of
a suitably orientated (according to the value of N(mod4)) repetition of the primary spiral; see Fig. 1.
Approximation (3.5) corresponds to the ﬁrst few terms of an expansion of an asymptotic character given
in (3.1), for which truncation at the optimal point is capable of yielding enormous accuracy. However,
as m→ N/2—that is as we begin to exit the primary spiral—both the quality of the approximation and
the asymptotic nature of the expansion steadily deteriorate. The manner of expansion in the quadratic
case has been shown to extend to GN(m;p) for positive integer values of p in (2.16) (when x = 2/N ),
which is similarly valid for values of m in the primary spiral represented by condition (2.18). For integer
p (= 2), the trace loses its regular structure so that estimation of the value of the sum outside the primary
spiral is no longer possible by this procedure.
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Wenowconsider the possibility of extending the expansion in (2.16) to nonintegerp> 1.One approach,
which is detailed in [11], consists of using the expansion
Sm(x;p) ∼ 12 + T0 +
∞∑
j=1
Tjm
−j + (x;p) (p > 1) (4.1)
valid for large m and small x such that  = xmp = o(m) [10]. From (2.17), this last condition is seen
to correspond to large m in the primary spiral. The quantity (x;p) is deﬁned in (2.13) (with both sums
taken over k1 when p is noninteger) and the coefﬁcients Tj (j1) are expressed as moments of the
coefﬁcient T0, where T0 is given by the absolutely convergent sum
T0 =
∞∑
n=1
e−n/m exp{ie−pn/m} =
∞∑
r=0
(i)r
r!
1
e − 1 ,  ≡ (r)=
1+ pr
m
. (4.2)
In [11], the coefﬁcients Tj (0j5) have been evaluated in inverse powers of m. Substitution of these
expansions in (4.1) produces expansion (2.16) up to and including the terms corresponding to s = 3 in
the inﬁnite sum. This last result would suggest that the expansion for large N ofGN(m;p) obtained from
(2.16) also holds for noninteger p> 1 and large m satisfying m<M0.
An alternative approach for GN(m;p), which is valid for large N throughout the primary spiral
1m<M0, makes use of the Laplace integral representation for the Bernoulli function in the form
B(x)− x = (1+ )2i
∫ (0+)
−∞
ext t−−1f (t) dt, f (t)= t
et − 1 − 1,
valid for arbitrary order  when Re(x)> 0 [13]. It is assumed in this integral that only the zero of et − 1
at t = 0 is enclosed by the loop contour and that t is real for real values of  and t > 0. Substitution of
this result in (2.3) then yields
Sm(x;p)=m1F1(1/p; 1+ 1/p; i)+ S′, (4.3)
where we have used (2.7) and
S′ =
∞∑
k=0
(ix)k
k!
{
(kp + 1)
2i
∫ (0+)
−∞
emt t−kp−2f (t) dt − Bkp+1
kp + 1
}
.
As has been noted in Section 2, the expansion on the right-hand side of (2.3) is absolutely convergent
since the inner sum is bounded by mkp+1. However, from the behaviour B(x)/ ∼ −2 cos (2x −
1
2)()/(2)
 [13, p. 570] for large  and ﬁxed x, the growth of both the terms in braces in (2.3) is
controlled by the factor (kp + 1). Consequently, when the terms are summed separately, both sums
converge when 0<p< 1 but diverge when p> 1. In this latter case, the sums involving Bkp+1(m) and
Bkp+1 taken separately are asymptotic for x → 0. Then, since B1 = −12 , we have upon summing the
terms in braces separately
S′ ∼ 1
2
+ (x;p)+
∞∑
k=0
(ix)k
k!
(kp + 1)
2i
∫ (0+)
−∞
emt t−kp−2f (t) dt, (4.4)
476 R.B. Paris / Journal of Computational and Applied Mathematics 180 (2005) 461–477
Table 4
Absolute values of the error in the computation ofGN(m;p) for different truncation index s∗ in expansion (2.16) (with x=2/N )
for noninteger values of p.
s∗ p = 1.9, N = 103 s∗ p = 2.2, N = 104
m= 250 m= 500 m= 250 m= 500
5 2.624× 10−8 9.391× 10−6 5 2.205× 10−10 5.446× 10−7
10 2.230× 10−13 3.989× 10−8 10 1.315× 10−17 1.300× 10−10
15 1.169× 10−18 1.031× 10−10 15 4.302× 10−25 1.839× 10−14
20 4.591× 10−24 2.144× 10−13 20 9.333× 10−33 2.066× 10−18
s∗ p = 1.5, N = 102 s∗ p = 0.8, N = 103
m= 1000 m= 2000 m= 1000 m= 5000
5 1.169× 10−6 3.251× 10−5 2 1.292× 10−19 9.081× 10−21
10 2.422× 10−9 1.943× 10−6 4 4.264× 10−32 1.037× 10−35
15 3.031× 10−12 7.512× 10−8 6 2.380× 10−43 4.729× 10−51
20 3.051× 10−15 2.378× 10−9 8 5.327× 10−54 2.182× 10−65
The values of m when p> 1 correspond to the primary spiral and satisfy (2.18).
where (x;p) is as in (4.1). If we now make use of the expansion
t
et − 1 = 1−
1
2
t +
∞∑
s=1
B2s
(2s)! t
2s (|t |< 2),
and integrate termwise followed by inversion of the order of summation, then the sum on the right-hand
side of (4.4) can be expressed formally as
− 12ei +
∞∑
s=1
B2s
(2s)!m
1−2s
∞∑
k=0
(i)k
k!
(kp + 1)
2i
∫ (0+)
−∞
e −kp+2s−2 d
=−12ei + ei
∞∑
s=1
B2s
(2s)!
Fˆs(;p)
m2s−1
, (4.5)
where we have made the change of variable  = mt and the loop integrals have been evaluated as
1/(kp − 2s + 2) by Hankel’s loop integral [15, p. 245]. The functions Fˆs(;p) for noninteger p are
deﬁned as in (2.10). Use of (2.11) and (2.15) then shows that (4.3)–(4.5) can be combined to yield the
expansion given in (2.16), subject to condition (2.17). When x = 2/N , this shows that the expansion for
the incomplete Gauss sumGN(m;p) for large N is given by (2.16) for noninteger p> 1, throughout the
primary spiral corresponding to 1m<M0.
We present in Table 4 the results of numerical computations forGN(m;p) for noninteger p> 1 carried
out using the expansion in (2.16) (with x = 2/N ) valid for large N and 1m<M0. The results are given
for different truncation index s∗ of the inﬁnite sum over s. We remark that nothing in the above analysis
prevents us from assuming 0<p< 1, where the sums in braces in (2.3) are convergent and the trace in
the complex plane for large N consists of a single expanding spiral. This observation would appear to be
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conﬁrmed by the numerical results reported in the last entry in Table 4. We do not explore this fact any
further here.
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