Introduction
Iron is one of the most studied elements within the field of astronomy due to its important presence in stellar spectra. With a very complex spectrum, neutral iron presents thousands of transitions across a very wide spectral range, from the ultraviolet to the infrared. A very comprehensive study of its spectrum was undertaken by Nave et al. (1994) , which provides an extremely useful guide for the identification of Fe I spectral lines in astronomical spectra. However, of the 6758 lines included in the National Institute of Standards and Technology (NIST) atomic database in the spectral interval ranging from 200 to 1050 nm, only a small percentage possess accurate values of transition probabilities.
Atomic oscillator strengths (transition probabilities, log(gf )) are essential to model stellar line intensities and calculate not only chemical abundances, but also other stellar parameters. In particular, the iron spectrum is of the utmost importance to obtain stellar metallicities, as this property is directly linked to the iron abundance. However, the quantity and quality of the existing data lies far from the current needs of the astronomical community, remaining the Achilles' heel of the field of Galactic archaeology (Bigot and Thévenin 2006) . Several attempts have been made to assemble comprehensive line lists with reliable atomic data (Heiter et al. 2015b ) which can be used as a standard input for the different LTE and non-LTE models used to determine chemical abundances.
Several studies regarding the measurement of oscillator strengths of neutral iron have been conducted over the last fifty years. A very detailed review of the situation was carried out ten years ago by Fuhr and Wiese (2006) , where they present the most comprehensive compilation of Fe I transition probabilities to date which states clearly the need for new studies that complete and improve the quality of thousands of spectral lines in the database of Fe I log(gf ) values. Amongst all the works whose values are included in Fuhr and Wiese These are the experiments conducted by Blackwell et al. (1979a Blackwell et al. ( , 1979b Blackwell et al. ( , 1980 Blackwell et al. ( , 1982a Blackwell et al. ( , 1982b Blackwell et al. ( and 1986 and O'Brian et al. (1991) .
Very accurate absorption oscillator strengths were obtained by Blackwell et al. from a very stable light source in an absorption experiment, with estimated uncertainties lower than ±4% on an absolute scale. Their values are generally considered as the most reliable ones by Fuhr and Wiese (2006) , who rated them as 'A' in their compilation. The comprehensive work from O'Brian et al. (1991) provides accurate transition probabilities for 1814 spectral lines of neutral iron obtained in an emission experiment by using two different methods. One method combines radiative lifetimes of 186 energy levels with measurements of branching fractions yielding 1174 absolute transition probabilities. The other method used by O'Brian et al interpolated the populations of energy levels using those with known lifetimes in an inductively coupled plasma source, producing 640 extra transition probabilities with uncertainties that they estimated to be lower than ±10%.
Within the spectral range included in our new study, the majority of the log(gf )-values available for comparison belong to O'Brian et al. (1991) .
Our new work is the third in a series of articles published as a result of the collaboration between the Fourier Transform Spectroscopy laboratory at Imperial College London (IC) and the University of Wisconsin-Madison (UW). It completes the previous works on log(gf ) for Fe I lines of interest in the Gaia-ESO survey ) and oscillator strengths for transitions coming from high-lying even-parity Fe I levels . In this paper we focus on the log(gf ) values for transitions coming from high-lying odd-parity upper energy levels, four of which contain spectral lines of particular interest for the Gaia-ESO survey. We provide new radiative lifetimes for 60 high-lying odd-parity levels obtained at the UW, 39 of which are measured for the first time. Fe I emission spectra were recorded with the Fourier transform spectrometers at IC and at the National Institute of and for a particular upper energy level the lifetime τ u is:
As long as the sum of the A ul includes all branches to the lower energy levels, we can combine expressions 2 and 3 to obtain the transition probability of a given transition as:
As can be seen, this method of measuring A ul has the advantage that no assumption needs to be made regarding the thermodynamic equilibrium of the plasma used as a light source.
Branching fraction measurements
Two different sets of spectra were used to obtain the log(gf ) values included in this work. Spectrum A was measured on the 2 m FT spectrometer at the National Institute of Standards and Technology (NIST) and it covers the spectral range between 8000 and 26000 cm −1 . An iron cathode mounted in a water cooled hollow cathode lamp (HCL) was used to generate the plasma used as light source. The HCL was run in Ne at a pressure of 2.1 mbar and a current 2 A. A detailed description of this measurement can be found in Ruffoni et al. (2014) and Den Hartog et al. (2014) . The response function of the spectrometer, shown in Fig.1 for Spectrum A, was obtained by using a calibrated Standard tungsten (W) halogen lamp in the spectral range between 250 and 2400 nm. In order to verify that this spectrometer response was stable over time, spectra of this tungsten lamp (whose radiance is known to ±1.1%) were measured before and after acquiring iron spectra with the HCL.
Spectra B, C, D and G were measured on the IC VUV Fourier Transform Spectrometer (FTS) covering the spectral range between 20000 and 62000 cm −1 . The resolution, detector and filter used to record each spectrum , as well as the experimental conditions are included in Table 1 . The Fe I emission spectra were produced in a water cooled HCL filled with Ne at a pressure ranging from 1.3 to 1.4 mbar and with a 99.8% pure iron cathode operated as the source. Currents of 700 or 1000 mA (see Table 1 ) were selected depending on the signal-to-noise ratio of the spectral lines of interest. These conditions were optimized to obtain the highest signal-to-noise ratio for the weaker lines, whilst avoiding self-absorption effects for the stronger lines.
Two Standard intensity calibrated lamps were used to obtain the response function of the IC VUV spectrometer for these four spectra: a deuterium lamp (D 2 ) in the spectral interval ranging from 200 to 350 nm and a tungsten lamp (W) for longwards of 300 nm.
Spectra from these two lamps were measured before and after each of the runs recorded with the HCL lamp and using the same measurement conditions. The uncertainties of the relative spectral radiance of the W lamp, calibrated by the UK National Physical Laboratory (NPL) were lower than ±1.4% between 410 and 800 nm, increasing to ±2.8%
at 300 nm. The deuterium lamp, calibrated by the Physikalisch-Technische Bundesanstalt (PTB) in Germany, has a relative spectral radiance with an uncertainty of ±7% between 170 and 410 nm. The response functions of the different spectra, shown in Fig.1 , were obtained by combining the response functions found using both lamps, W and D 2 .
The Fe spectra were fitted by using Voigt profiles with the XGREMLIN package (Nave et al. 1997) . Once fitted and intensity calibrated, the spectra were used to obtain the branching fractions of all the transitions coming from the upper energy levels of interest by using the FAST software package (Ruffoni et al. 2013a) . The calculated branching fractions of Kurucz (2007) were used to define the transitions to be included, and to estimate the completeness of the set of transitions from each upper level considered, as described in Table 1 ). Pickering et al. (2001a) and Pickering et al. (2001b) . Final results for new log(gf )s were also obtained using the FAST software to combine the branching fractions with the new experimental upper energy lifetime values described in Section 2.2.
All the fitted spectral lines were checked for possible self-absorption by carefully examining the residuals from the line fits. Possible cases of blended lines were also analysed by checking the Fe I linelist of Nave et al. (1994) and Fe II linelist of Nave & Johansson (2013) , as well as the theoretical log(gf )s of Kurucz (2007) .
For most of the cases, more than one spectrum from Table 1 was necessary to encompass all the transitions coming from a given upper energy level. In these situations, all the lines were put on a common relative intensity scale by calculating the ratio in the intensity of several lines from that particular upper energy level which were measured in the overlapping region of the pairs of spectra. A detailed description of this method can be found in Pickering et al. (2001a) and Pickering et al. (2001b) .
We have paid special attention to the calculation of the experimental uncertainties introduced in our BF measurements by taking into account all the different sources of error, such as the uncertainty in the signal-to-noise ratio of the observed Fe I spectral line and the standard calibration lamp spectra, as well as the spectral radiance uncertainty of these standard light sources. A detailed description can be found in Ruffoni et al. (2013a) and Ruffoni (2013b) , but the general expression is included here for completeness. The experimental uncertainty of a given BF can be defined as:
where I ul is the calibrated relative intensity of the emission line associated with the electronic transition from level u to level l, and ∆I ul is the uncertainty in intensity of this line due to its measured signal-to-noise ratio and the uncertainty in the intensity of the standard lamp. From Equation 4, it then follows that the uncertainty in A ul is:
where ∆τ ul is the uncertainty in our measured upper level lifetime. Finally, the uncertainty in log(gf ) of a given line can be calculated as:
Radiative lifetime measurements
Radiative lifetimes provide the absolute scale for the branching fractions. They are measured using time-resolved laser-induced fluorescence (TRLIF) on a slow beam of iron atoms. This beam is produced from a hollow cathode discharge sputter source. A pulsed electrical discharge is operated in ∼ 50 Pa argon gas at 30 Hz repetition rate. The pulses have ∼10 A peak current and 10 µs duration during which the energetic argon ions sputter atoms from the pure iron foil lining the stainless steel hollow cathode. The discharge is maintained between pulses with a 30 mA DC current. The cathode is closed on the downstream end except for a 1 mm flared hole, through which the gas phase iron is differentially pumped into the low pressure (∼10 −2 Pa) scattering chamber. The beam is weakly-collimated and slow (the neutrals have speeds of ∼ 5×10 4 cm.s −1 and the ions are somewhat faster), and contains both neutral and singly-ionized iron in their ground and low metastable levels.
The atomic/ionic beam is intersected at 90
• angles by a beam from a nitrogen laser-pumped dye laser. This intersection takes place 1 cm below the bottom of the cathode. The transition must also originate in the ground or low-lying metastable levels which are populated in the atomic beam. We find that neutral iron metastable levels up to 25 000 cm −1 have sufficient population for use as lower levels for laser excitation. Care must be taken to correctly identify the transition in the experiment, particularly when working in such dense spectra as Fe I, II. We do not rely on an absolute measurement of the laser wavelength. Rather, the wavelength is course-tuned to within 0.1 nm of the transition by adjusting the grating of the dye laser while monitoring the wavelength with a 0.5 m focal length monochromator. An LIF spectrum is then recorded while the laser wavelength is slowly changed over a range of 0.5 -1 nm. This fine control of the laser is accomplished by pressurizing an aluminum box which houses the laser grating up to 1300 kPa of nitrogen and then slowly bleeding the nitrogen away, changing the index of refraction. This low-tech method yields extremely linear and reproducible control of the laser wavelength. The separation between lines on the LIF spectrum can be measured accurately to ±0.002 nm.
This spectrum is then pattern-matched to the NIST line list to correctly identify the transition of interest.
Once the laser wavelength is tuned to the transition, fluorescence is collected at right angles to both laser and atomic beams through a pair of fused-silica lenses. These lenses comprise an f/1 optical system. Allowance is made for the insertion of optical filters between the two lenses where the fluorescence is roughly collimated. These filters can be broadband colored-glass filters or narrowband multi-layer dielectric interference filters. Their function is to block scattered laser light, light from the discharge and cascade radiation. Although cascade from higher levels is not a problem due to the selective nature of the excitation, In addition to cascade radiation, there are several other effects which must be understood and controlled to ensure a clean lifetime measurement. The dynamic range of the experiment extends from ∼ 2 ns to several microseconds. The bandwidth of the PMT, digitizer and associated electronics begins to affect the fidelity of the lifetime measurements below ∼ 4 ns and limits the minimum lifetime to ∼ 2 ns. We assign a minimum uncertainty of 0.2 ns, such that the fractional uncertainty rises from 5% at 4 ns up to 10% at 2 ns lifetime. The other end of the dynamic range is limited by the flight-out-of-view effect, where the motion of the atoms has taken those radiating later in the decay outside the view of the PMT. This has the effect of artificially shortening the measured lifetime. This effect can be mitigated somewhat by inserting a cylindrical lens in the optical train which serves to defocus the optics in the direction of motion, making them much less sensitive to that motion. This step is taken for neutral lifetimes > 300 ns and ion lifetimes > 100 ns (ions move somewhat faster than the neutrals). It also has the unfortunate effect of diminishing the signal levels by a factor of five or so. Zeeman quantum beats arise when the atomic dipoles excited by the polarized laser have time to precess in the earths magnetic field before they radiate. To avoid this effect, the region where the laser and atomic beams interact is placed at the center of a set of Helmholtz coils which are used to zero the field to within ±2 µT. This tolerance is adequate to avoid Zeeman quantum beats for shorter lifetimes, but for longer lifetimes (>300 ns) some effect can still be observed. In these cases a high magnetic field (3 mT) is produced with a second set of coils which causes rapid precession and the Zeeman beats are washed out on the longer digitizer time windows employed. A further systematic effect arises from after-pulsing in the PMT. Generally, the characteristics of the 1P28A PMT, i.e. fast rise-time and high sensitivity in the UV and visible, are favorable for lifetime measurements. However, the PMT does produce a weak (0.1%) after-pulse as a result of the prompt electron cascade ionizing residual gas in the tube. This weak and relatively slow signal is picked up on the photocathode and results in a systematic, reproducible lengthening of lifetimes around 100 ns. This effect of a few percent is corrected for in the final lifetimes.
We periodically measure a set of benchmark lifetimes which helps us ensure that the experiment is running reproducibly and accurately. These benchmarks are lifetimes which are well known from other sources. (1991) lifetimes to ensure that, even after 25 years, the experiment is giving consistent results.
Happily, we see very good agreement with this older work. For eight lifetimes in common, the mean and rms differences between the current study and O'Brian et al. (1991) are -1.5% and 3.1%, respectively, using the current study as reference (in the sense (theirs − ours)/ours). The level of agreement with Engelke et al. (1993) is also very good with mean and rms differences of -1.1% and 5.4%, respectively. Our study overlaps with that of Marek et al. (1979) for only two lifetimes which agree within 0.5% for the longer lifetime around 64 ns and within 4.5% for a shorter lifetime around 9 ns. Our study overlaps with that of Langhans et al. (1995) for only two very short lifetimes less than 3 ns. We agree perfectly in one case and differ by only 0.1 ns for the other. The excellent level of agreement with these four earlier studies is typical of modern TRLIF measurements.
Measurements of branching fractions were attempted for all the transitions coming from the upper energy levels included in Table 2 and completed for 15 of them. These upper energy levels are listed in Table 3 together with their configuration, the lifetime of the level used for the determination of the log(gf )s and the completeness of each set of transitions. The remaining energy levels were excluded from our study due to the impossibility of putting the different lines onto a common intensity scale or to the presence of blended or very low signal-to-noise ratio lines. Table 4 (1994) . In addition, the log(gf )s measured in this experiment are compared when possible with the value recommended by Fuhr and Wiese (2006) , included in the last column along with the reference from the work from which the oscillator strength was taken. The letters L and P are used to indicate the method used in the O'Brian work to obtain these values and stand for 'lifetime' and 'population method', respectively. the remaining 12 being determined by using the population method. Fig. 3 shows the comparison with log(gf ) values from Blackwell et al. (1979 Blackwell et al. ( , 1982a Blackwell et al. ( , 1982b , May et al. (1974) , Bard & Kock (1994) and Banfield & Huber (1973) . It is possible to see how log(gf )s from Blackwell et al. agree within 1σ with our new values, which is reassuring as their experiments are considered to be the most precise by Fuhr and Wiese (2006) , with uncertainties lower than 2%. Relative log(gf )s from Blackwell et al. are claimed to be better than 2%. The comparison with log(gf )s from May et al. (1974) , obtained from emission measurements from a wall-stabilized arc, shows a wider scatter, which is not strange given the large uncertainties assigned by Fuhr and Wiese (2006) . The only log(gf )
value from Bard & Kock (1994) available for comparison shows a good agreement within 1σ, whereas the log(gf ) from Banfield & Huber (1973) differs significantly from our value, although the difference lies within 2σ.
Solar spectral synthesis
A subset of the new gf -values measured in this work were used to determine iron line abundances from the solar spectrum obtained with the Kitt Peak Fourier Transform
Spectrometer by Kurucz et al. (1984) . The high-quality observations and the well-known atmospheric parameters available for the Sun make it an ideal test case to evaluate the impact of new atomic data on stellar spectral synthesis. We selected 17 lines from Table 4 which show low contamination from blends at the spectral resolution of the solar flux atlas, and which are located in regions of good continuum placement. The observed spectrum has a minimum wavelength of 300 nm, and it is very crowded at wavelengths below ∼400 nm, which excludes about two thirds of the lines published in this work. Among the remaining lines, about half were too blended to attempt any abundance derivation. The selected lines are listed in Table 5 together with the required input atomic data in columns 1 to 4 (central wavelength, lower level energy E low , gf -value, and van der Waals parameter). The latter is used to account for line broadening due to collisions with neutral hydrogen and was extracted from the VALD database (Kupka et al. 1999 , Heiter et al. 2008 . The meaning of the values for the van der Waals broadening parameter given in Table 5 ( The dashed horizontal line indicates uncertainties of ±25%, coded as 'C' by Fuhr and Wiese (2006) . Agreement within the combined experimental uncertainty is indicated by < 1σ. (1979, 1982a, 1982b) , May et al. (1974) , Bard & Kock (1994) and Banfield & Huber (1973) .
Close agreement with Blackwell et al. is used as an indication of the quality of our new data.
from Kurucz (2014) . These were used only when ABO data were unavailable. See Gray (2005) for more details.
The spectral synthesis was done with the one-dimensional, plane-parallel radiative transfer code SME (Valenti & Piskunov 1996 , Piskunov & Valenti 2017 assuming local thermodynamic equilibrium (LTE) and using a model atmosphere interpolated in the MARCS grid included in the SME distribution (Gustafsson et al. 2008 ). We adopted an effective temperature of 5772 K and a logarithmic surface gravity (cm s −2 ) of 4.44 (Heiter et al. 2015a , Pršat et al. 2016 ), a microturbulence of 1.0 km s
and a projected rotational velocity of v rot sin(i) = 1.6 km s −1 (Valenti & Piskunov 1996) .
The instrumental profile was assumed to be Gaussian, with a width corresponding to the spectral resolution of the observations (R=200 000). Each line profile was fitted individually using χ 2 -minimization between observed and synthetic spectra while varying the iron abundance and the macroturbulence broadening, parameterised by a velocity v macro in the radial-tangential model (Gray 2005) . In addition, a small radial velocity correction was applied to each line, allowing for variations in the wavelength scale of the observations. For each line we determined the region of the line profile which seemed to be free from blends in the observed spectrum, and only spectrum points within that region were used to calculate the χ 2 .
The results are given in Table 5 , where we list the best-fit iron abundance log(ε) for each line (column 10) on the standard astronomical scale 1 . We also list the v macro values derived for each line (column 9), as well as a measure for the goodness of fit (RMS deviation, column 11), ranging from 0.4 to 1.9 percent. (2015) (mean of MARCS LTE abundances in their Table 1 ).
The line-to-line abundance scatter might be influenced by non-LTE effects, which are however expected to be small in solar-like atmospheres. We repeated the abundance determination for the same set of lines using the best previously published experimental or theoretical log(gf ) values (see Table 5 for values and references, in columns 6 to 8, and for results in columns 12 and 13). The regions of the line -22 -profiles used for the fit were the same as above, and the macroturbulence values were those derived in the analysis with the new log(gf ) values 4 The results for both the previously published data and the new data are illustrated in Fig. 4 . The differences in derived abundances are consistent with the differences in log(gf ), and are larger than 0.05 dex for six lines 5 . The mean abundance and standard deviation for previous data including the same 16 lines as above are log(ε) pub = 7.52 ±0.13 dex, which is close to log(ε) new , although slightly offset towards higher abundances and with a somewhat larger scatter. In summary, the small scatter in the line abundances derived with the new data, and the satisfactory agreement with recently published values for the solar iron abundance validates the general accuracy of the new measurements.
Conclusions
We report radiative lifetimes for 60 odd-parity energy levels ranging from 27 166 to Table 5) and do not capture the uncertainties associated with the solar atmospheric modeling and spectral synthesis.
for around 72 of the transitions, making our new log(gf ) values good candidates for use in the analysis of stellar spectra and the determination of chemical abundances. Our log(gf ) results are in good agreement with those of Blackwell et al. (1979 Blackwell et al. ( , 1982a Blackwell et al. ( , 1982b a Several spectra were coadded to improve de signal-to-noise ratio of the spectral lines. c Completeness of the set of transitions from each upper energy level estimated as described in Pickering et al. (2001a) and Pickering et al. (2001b) by using the calculated branching fractions of Kurucz (2007) . b The measured branching fraction, BF, is expressed per-unit and its relative uncertainty, δBF/BF, as a percentage.
c The measured transition probability, A ul , in 10 6 s −1 . In brackets, its uncertainty expressed in percentage.
d The log(gf ) values measured in this work together with their uncertainty in dex. 
