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Clathrate hydrates of natural gases show promise for energy in regions traditionally poor of 
fossil fuels, suggest the possibility of mitigating the atmospheric impact of hydrocarbon 
consumption via CO2 sequestration, could advance high-tech applications to address global 
challenges, including the water-energy nexus, and can lead to significant economic loss and 
potential safety hazards when they form in oil and gas pipelines. This focused review is 
motivated by several recent contributions, which demonstrate how atomistic and coarse-
grained simulations have become a useful tool. The examples provided suggest the time is 
right to take advantage of the enhanced understanding provided by simulations, to couple 
them with experiments that could help design new chemicals for managing hydrate formation 
in pipelines, for designing chemical processes and additives to advance high-tech applications 
such as water desalination and natural gas storage, and perhaps also for the production of 
methane from geological hydrate deposits with simultaneous carbon dioxide sequestration. 
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Clathrate hydrates of natural gases form because of a balance between guest-host (e.g., 
methane-water) dispersive interactions and hydrogen bonds among water molecules [1]. 
Several clathrate structures are known, their relative stability depending on the guest and on 
pressure-temperature conditions [2]. The most common crystalline hydrate structures are sI, 
sII, and sH, with sI and sII the structures most often formed by natural gases. Geological 
deposits of natural gas hydrates [3] could contain more hydrocarbons than humankind has 
used so far; geological hydrates deposits could also be used to sequester carbon dioxide [4]. 
Clathrate hydrates could be designed to store natural gas at near-ambient conditions [5]. For 
the latter application, Kumar et al. [5] quantified the properties of mixed methane-
tetrahydrofuran hydrates, which show thermodynamic and kinetic advantages towards the 
development of natural gas storage technologies at near atmospheric pressures. They also 
reported in-situ Raman spectroscopy and powder X-ray diffraction data, useful for better 
understanding hydrates at the molecular level. 
On the other hand, the energy sector invests heavily to prevent the agglomeration of hydrates 
in oil-and-gas pipelines [6]. The related technologies are traditionally developed via an arsenal 
of experimental techniques [7,8]. We believe that computational tools can positively impact 
this field, and some evidence in support of this hypothesis is reviewed herein. 
In what follows, after a summary on the most common strategies to manage hydrates, we 
review recent simulations implemented to better manage hydrates and suggest some 
research topics that we believe are timely. For background on molecular simulations, we refer 
to textbooks [9]. The rationale is that once the interactions between molecules are known, 
structure, thermodynamic and possibly kinetic properties of reactive solid/fluid mixtures can 
be predicted, e.g., by integrating the equations of motion for the molecules as the system 
evolves within selected constraints. Uncertainties in force fields, algorithms sometimes 
inadequate to sample, e.g., rare events, and limited computational power are typical 
obstacles, but progress is promising [10,11].   
 
Managing Hydrates: Thermodynamic vs. Low Dosage Inhibitors 
When natural gas and water molecules are both present at high pressure and low 
temperature, hydrates might form. The formation of hydrate plugs involves several 
processes, including hydrate nucleation, growth and agglomeration [12]. Large hydrate plugs 
could block pipelines and subsea flowlines, causing safety, environmental and economic 
threats [6]. To mitigate these risks, hydrates are prevented or managed commercially 
primarily via three approaches: 
1. Engineering design: it is possible to prevent the produced fluid from entering the 
hydrate-stability region during flow, via modelling the transport of multi-phase 
systems [13] and determining required insulation thickness, pipeline size and possible 
subsea pumping needs. Because the composition and rate of the produced 
hydrocarbons can change as wells age (i.e., lower flow overcoming the added specific 
heat of higher water content, with the higher water content raising the risk of plug 
formation), the fluid could still enter the hydrate stability region and form blockages 
during flow late in field life [14]. Also, due to inevitable temporary shut-ins (e.g., for 
compliance), the system will enter the hydrate zone during transients throughout the 
life of the development. One engineering method to combat these transient 
excursions into the hydrate stability zone is the use of direct electrical heating of the 
pipeline [15], applied before initiation of flow. 
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2. Thermodynamic hydrate inhibitors (THIs): THIs (e.g., methanol) shift the hydrate 
stability conditions to higher pressures and lower temperatures [16,17]. Combining 
THIs with pipeline design, it is possible to ensure that the system does not enter the 
hydrate stability region during planned temporary transients by treating for example 
uninsulated wellheads and jumpers before shut-in and restarting the system before 
the insulated flowline reaches the hydrate stability zone. Equations of state are 
developed to predict the hydrate stability region for complex systems [18]. Sa et al. 
[16] reviewed salient data and identified reliable datasets via a thermodynamic 
consistency analysis. However, it should be noted that THIs are only effective at high 
weight fraction with respect to the water content (20-50%) [19]. 
3. Low dosage hydrate inhibitors (LDHIs): LDHIs are effective at 0.5-3.0 wt% of the water 
content, but some LDHIs show low biodegradability [19], and their mode of action is 
not fully understood. There are two main LDHIs classes: kinetic hydrate inhibitors 
(KHIs) and anti-agglomerants (AAs). Kelland provided a historical perspective on LDHIs 
[19], including early simulations [20]. While KHIs are generally polymers, AAs tend to 
be surfactants [21]. KHIs should delay hydrates’ nucleation and slow their growth 
while AAs are expected to prevent their agglomeration. In some cases, AAs facilitate 
hydrate formation, and in all cases an effective and properly-dosed AA will yield a 
hydrate slurry that can be transported. Oil properties (composition, density, viscosity, 
emulsion tendency) and the amount of gas present (quantified by ‘gas-in-oil’ ratio) 
affect LDHIs’ performance [22]; increasing salt concentration usually enhances AAs 
performance [23]. Small changes in LDHIs’ molecular structure alter dramatically their 
performance [21]. It is customary to conduct systematic experiments to identify 
optimal LDHIs dosage and composition, and research is ongoing to identify LDHIs that 
are effective, environmentally benign and affordable [19]. Most research in this area 
to date has been experimental, with simulations a recent addition to the body of 
research, as discussed below. The simulations mechanistic component will couple well 
with the established “pass/fail” criteria of experiments to accelerate research. 
 
Recent Simulations 
Recent successes suggest that molecular simulations could help understanding the 
mechanisms, eventually leading to improved hydrate management. We structure this 
discussion around a few relevant topics: 
 
Nucleation. Brute-force molecular dynamics (MD) simulations can yield nucleation [24].  In 
brute-force MD simulations, a system is prepared in the fluid phase, and the equations of 
motion are integrated. The fluid molecules yield solid structures after a ‘critical nucleus’ is 
formed. Multiple groups have studied hydrate formation with varying molecular models, 
ensembles and thermodynamic conditions [25]. The results from brute force simulations 
suggest hydrate formation occurs via a cooperative adsorption and growth mechanism 
between guest and host, and (despite some variability in resulting crystallinity) that the 
resulting post-critical solid structure at high driving force is generally amorphous while the 
resulting solid structure at lower driving forces is more crystalline, suggesting multiple driving-
force-dependent pathways [26-31]. Alternative methods to the brute force technique include 
the Forward Flux method [32], and metadynamics with restrained MD [33], employed by 
Lauricella et al., who suggested the main “pre-simulation” theories for the hydrate nucleation 
mechanism may all occur. Zhang et al. [34] noted that the inception time for the formation of 
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sI hydrates is strongly correlated with the self-diffusion coefficient of the guest molecules. In 
these simulation methods, specialised algorithms are implemented to ‘guide’ the system 
trajectories towards hydrate formation, rather than spending extensive simulation times 
sampling fluid structures. It should be noted that impurities could provide nucleating agents 
[35,36]. 
Understanding nucleation could lead to new KHIs. Poon et al. [37] e.g., suggested design 
principles starting from the classic nucleation theory. Recent nucleation studies couple order 
parameters, defined using short-ranged correlations among molecules, with enhanced 
sampling techniques, e.g., metadynamics, to observe the rare events leading to nucleation. 
Gobbo et al. recently proposed a systematic approach to develop order parameters that 
quantify the difference between distributed properties (e.g., long-ranged correlations) of a 
system and those of a crystalline structure [38]. This approach promises to be applicable to 
complex systems such as those in which hydrates form in pipelines. 
 
Growth and Dissociation. Michalis et al. [39] simulated the growth of CO2 and CH4 hydrates 
as a function of temperature and pressure, achieving excellent agreement with experiments. 
In these simulations, a hydrate nucleus is surrounded by water and exposed to hydrocarbons. 
As the MD simulations progress, the hydrate grows. This approach could be used to quantify 
how chemical additives/guests, e.g., tetrahydrofuran [5], affect hydrate growth rate and 
stability. Bui et al. [40], e.g., simulated hydrate growth in the presence of AAs (see Figure 1). 
Those simulations combined brute force MD with metadynamics. The results suggest that AAs 
could control methane transport across the hydrocarbon-water interface, as well as act as 
templating agents, structuring water molecules to enhance hydrate growth rate. The barrier 
to methane transport was observed when the AAs, in combination with hydrocarbon chains 
from the hydrocarbon phase, formed an ordered interfacial film, within which the density of 
methane was nearly zero. More on this is discussed in the section ‘’AAs at Water-Hydrocarbon 
Interfaces”. The AAs simulated are shown in panel (B) of Figure 1. These AAs have 3 
hydrophobic tails: two R1s are equal and generally long, while R2 tends to be short. In Bui et 
al.’s simulations, R2 was found to preferentially reside near the aqueous phase, while R1s 
extended towards the hydrocarbons. In some cases, R2 seemed to favour hydrate growth by 
templating water molecules in cage-like structures that were quickly occupied by methane. 
Investigating hydrate dissociation can also help us understand and design systems involving 
thermodynamic cycles such as refrigeration, and potentially the production of hydrocarbons 
from or sequestering of CO2 in biogenic and thermogenic hydrate deposits. In general, these 
simulations start from a hydrate seed in equilibrium with a hydrocarbon phase, and the 
simulation conditions (e.g., the temperature) are changed (e.g., increased) outside the region 
of hydrate stability. As the simulations progress, the hydrate seeds dissociate. Ghaani and 
English recently quantified the effect of electromagnetic fields on the dissociation rate of 
propane hydrates [41]. The results, summarised in Figure 2, could identify processes and 
chemicals that promote fast dissociation of hydrate plugs (although heat-transfer limitations 
may prevail in practice). Explicitly, in the absence of the electric field, the melting temperature 
of the propane hydrate considered by Ghaani and English is estimated in 266 ± 3 K; the 
observed melting temperature negligibly changed for the fields less than 0.07 V/nm; 
however, increasing the applied static electric field to 0.7 V/nm caused the hydrates to melt 
at 250K (top panel of Figure 2). The sequence of simulation snapshots shown on the bottom 
panel of Figure 2 suggests that when the temperature is 563 K and the applied static electric 
field is 0.007 V/nm, the hydrate cages become highly distorted before they dissociate, and 
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that the propane molecules originally trapped as a guest within these cages form nano-
bubbles dispersed within the system.  
 
Figure 1. Atomistic simulations of hydrate growth in the presence of AAs. In panel (A) the 
simulated system is shown, where are highlighted the crystal hydrate seed, the film of liquid 
water, the anti-agglomerants adsorbed at the water-hydrocarbon interface, and the 
hydrocarbon phase, composed of dodecane and methane. In panel (B) the schematic 
representation of the anti-agglomerants considered by Bui et al. [40] is provided. In panel 
(C) a schematic is provided for the growth of the hydrate in the presence of AAs: the 
simulations start with the system shown on the left and are concluded when all the free 
water has been converted in hydrate (right). In panel (D) the results are shown in terms of 
the amount of water that is within the hydrates as opposed to liquid. As the simulations 
progress, liquid water becomes hydrate. The results in black are obtained without AAs, 
while the other three lines are obtained in the presence of three different AAs. Notably, for 
the results in red, the respective AAs were able to prevent methane transport across the 
hydrocarbon-water interface, which delayed hydrate growth at the conditions tested. In 
panel (E) results are shown for the free energy landscape monitored during hydrate growth 
in the presence of AAs. CV1 and CV2 are two ‘collective variables’ (i.e., one represents the 
position of a surfactant tail, and the other its coordination number with surrounding 
methane molecules), useful to monitor the properties of the system. The results show that 
one the AAs tail highlighted as R2 in panel (B) actively promotes hydrate growth. Adapted 





Figure 2. Representative results for simulation studies on hydrate dissociation. The 
simulations are conducted for the sII propane hydrate, whose equilibrium melting point was 
estimated to be 266 ± 3 K. In the top row panels of this figure, the number of hydrate-like 
propane molecules is plotted as a function of simulation time. The simulations are 
conducted at various temperatures, which are reported in the legends in K units. When 
there is no external electric field applied (left) the results show that the hydrate dissociates 
at a faster rate as the temperature increases above 270K. In the top middle and right panels, 
the results show that as a static external electric field is applied at increasing voltages (from 
0.07 to 0.7 V/nm), the melting temperature decreases and the dissociation rate increases. In 
the bottom panels the simulation snapshots illustrate the mechanism of hydrate 
dissociation. These simulations were conducted 563K and an applied 0.007 V/nm static 
electric field. The insets indicate the length of the simulations. The red molecules represent 
propane, initially within the hydrate crystal. The dotted lines identify the hydrogen bonds 
between water molecules, indicated as black spheres placed in correspondence of their 
oxygen atoms. The sequence of snapshots shows that hydrates cages deform and distort 
before dissociation. Once free from the hydrate, propane molecules yield nano-bubbles. 





KHIs and AAs at Water-Hydrate Interfaces. Because the LDHIs’ effectiveness frequently 
decreases as the water content increases, Anderson et al. [42] calculated the adsorption free 
energy for monomers representing widely-adopted KHIs at the hydrate-water interface. 
These calculations are typically conducted via quantifying the ‘potential of mean forces’: the 
average force between the hydrate surface and the monomers is integrated as a function of 
the distance. Anderson et al. reported a positive correlation between adsorption energy and 
experimental performance. In other words, the monomers of those KHIs that were known to 
be effective in practical applications were found to be strongly attracted to the hydrate 
surface (more negative potential of mean forces compared to values far from the surface).  
Building from that work, several AAs were simulated at the hydrate-water interface [43,44]. 
Conducted for one surfactant at the interface, these atomistic studies revealed preferential 
adsorption sites, adsorption mechanisms on the hydrate surfaces, and AAs conformational 
properties. For example, Mehrabian et al. [44] quantified the free energy of adsorption for n-
dodecyl-tri(n-butyl)-ammonium chloride at the sII hydrate – water interface at 277K and 100 
bar and provided molecular explanations for the experimental observation that increasing 
salt content enhances AAs performance (see Figure 3)  [23]. As the NaCl concentration 
increased from 0 to 3.5 and 10 wt% the free energy of adsorption decreased by 1.9 and 4.3 
kcal/mol, respectively. Mehrabian et al. [45] further quantified the effect of tail length on 
adsorption, systematically varying the alkyl tail length from 8 to 16 carbons. They reported 
more effective adsorption when the tail has 12 carbon atoms, in qualitative agreement with 
experimental data for AAs performance [21]. In a different contribution, Jimenez Angeles and 
Firoozabadi [43] simulated one hydrocarbon chain, one non-ionic and one ionic surfactant, 
showing a positive correlation between hydration water structure and adsorption energy. 
Because salts affect the hydration structure on hydrophobic tails, they control the adsorption 
of non-ionic surfactants on hydrate-water interfaces. 
 
These simulations suggest that the stronger the AAs adsorption at the water-hydrate 
interface, the better their performance. Should this correlation hold quantitatively, simple 
simulations could identify promising AAs. Perhaps, however, other interfaces and cooperative 
phenomena (e.g., self-assembly) are also important for determining the performance of AAs. 













Figure 3. Representative simulation results for AAs at the water – sII hydrate interface. 
These simulations are conducted for a single n-dodecyl-tri(n-butyl-ammonium) chloride AA, 
which adsorbs at the solid liquid interface. In panel (A) a representation for the simulated 
system is provided. Water molecules are shown in grey; within the hydrate structure, 
methane in shown in yellow and propane in red; within the aqueous phase green and yellow 
spheres represent sodium and chloride ions, respectively. In panel (B) the molecular 
structure of the AA simulated is shown. In this AA three short alkyl chains construct the 
head (the tripod), and one long straight hydrocarbon chain is the tail. AAs simulated at the 
sII hydrate – water interfaces. In panel (C) the three possible adsorbed configurations are 
shown. From top to bottom, these are: only the tail is adsorbed, only the head is adsorbed, 
and both tail and head are adsorbed, forming a molecular bridge. In panel (D) the results for 
the radial distribution function between chloride ions and AAs head groups are reproduced. 
The results obtained in bulk water are compared to those obtained when the AA is adsorbed 
at the hydrate-water interface. The results show that the first peak in the radial distribution 
function becomes pronounced upon adsorption. This figure is adapted with permission from 
Ref. [44]. Copyright 2018 American Chemical Society. 
 
 
AAs at Water-Hydrocarbon Interfaces. Dieker et al. [46] introduced the micromechanical force 
apparatus to measure interactions between hydrate particles and water droplets in oils. 
These experiments may reproduce low-to-medium water content conditions, at which AAs 
should adsorb at the hydrate/water – hydrocarbon interface. Bui et al. [47] conducted 
atomistic equilibrium MD simulations for AAs on these interfaces. The AAs contained multiple 
hydrophobic tails and an extensive hydrophilic head with one quaternary ammonium ion (see 
panel (B) in Figure 1). For these AAs, small tail length variations yield large changes in 
performance. For example, when the linear chain identified as R2 in Figure 1 contains 4 carbon 
atoms, the experimental performance is reported as ‘good’ when R1 is a linear chain of 12 
carbon atoms, but ‘poor’ when R1 contains 8 carbons [40]. The molecular mechanisms 
responsible for these changes in experimental performance are not fully understood, but 
simulations could help. Because atomistic MD can only sample hundreds of nanoseconds, 
much shorter than the microseconds required by surfactants to exchange between micelles, 
Bui et al. [47] prepared interfaces at different AAs coverage. The AAs effective in preventing 
hydrate plugs formation experimentally, yielded ordered films at sufficiently high surface 
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density. The hydrocarbon molecules were essential for this phenomenon. When the AAs R1 
tails length (12 carbon atoms) was comparable to that of the oil (n-dodecane), dodecane 
molecules intercalated the interfacial film, yielding compact and ordered structures. Because 
the density of methane within such interfacial films was negligible, Bui et al. [47] suggested 
that the AAs they considered could prevent hydrate plug formation, in part, causing an 
interfacial barrier that prevent both water and methane from reaching the hydrate particle. 
Sicard et al. [48] quantified the strong free energy barrier encountered by methane when it 
travels across such interfaces. For these calculations, enhanced sampling techniques including 
metadynamics, umbrella sampling, and adiabatic biased MD were implemented. The results 
were interpreted within the framework of the transition state theory. 
 
Simulation results for AAs at interfaces strongly suggest that the mechanisms of action of 
different AAs could vary widely. Perhaps the system compositions (i.e., water chemistry, oil 
composition, temperature, pressure) and impurities could determine the mechanism that is 
dominant in a specific situation. Thus, careful studies are required for diverse AAs families, 
when possible coupling macroscopic experiments (e.g., rocking cell) with microscopic ones 
using the micromechanical force apparatus and perhaps via tip-enhanced Raman 
spectroscopy. Such a synergistic combination of simulations and experiments at multiple 
length scales could provide sufficient validation and help the community design new LDHIs. 
Similar approaches have been very effective for designing promising new drugs. 
 
Agglomeration and Ripening. Inspired by micromechanical force experiments [46], Phan et al. 
[49] simulated how water droplets coalesce on hydrates in the presence of AAs. In these MD 
simulations one water nano-droplet and one hydrate particle are prepared within a 
hydrocarbon phase. Within the framework of ‘steered MD’, the nano-droplet is gently pushed 
towards the hydrate particle, and the force applied is recorded as a function of the distance. 
Two are the main limitations: the droplets/hydrate particles are much smaller than 
experimental ones, and the water droplet is dragged at unrealistically-high velocities. Despite 
these limitations, the results [49] demonstrated that when not enough AAs are present, 
coalescence is spontaneous and irreversible once water molecules form a bridge across the 
interfacial AAs, and that, for AAs with quaternary ammonium ions, a tripod of 4 carbons 
promotes adsorption on the hydrate, while increasing the tail length does not necessarily 
enhance performance. 
One mechanism that could affect hydrate plug formation, but is difficult to probe, is Ostwald 
ripening. Khedr and Striolo [50] using coarse-grained simulations, successfully reproduced 
literature data for benzene droplets dispersed in water. In coarse-grained simulations one 
does not describe each atom in a system, but rather describes several molecules as a single 
‘bead’. This allows for significant savings in computing time, at the cost of not including 
atomic-level details in the results. Using the algorithm proposed by Khedr and Striolo, one 
could design AAs that can decrease Ostwald ripening rate by decreasing the interfacial tension 
between water and oil, and by causing an additional rate-limiting step in the process of water 
diffusion from a water droplet to a growing hydrate, a possibility suggested by the results 
reported by Bui et al. [47]. Could experiments and simulations probe these mechanisms, 
perhaps via multi-scale approaches?   
 
The Whole Picture. The paragraphs above consider individual mechanisms by which LDHIs 
affect hydrates. To assemble the whole picture, one could implement stochastic models, e.g., 
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kinetic Monte Carlo (kMC), which has been recently implemented to quantify nanoparticle 
formation [51] and fluid transport across pore networks [52]. Describing stochastically the 
formation of hydrate plugs requires, e.g., free energy barriers concerning nucleation, growth, 
dissociation and agglomeration of hydrates at different conditions. One kMC advantage 
consists in its relatively low computational cost, but the accuracy of the results depends 
strongly on the accuracy of the input parameters that describe the probabilities of the various 
events, which are likely to change with system composition and thermodynamic conditions. 
 
Alternatively, one could simulate large systems using coarse-grained models. These 
approaches strongly depend on the accuracy of the force fields and on the size of the systems 
being simulated, with larger systems expected to provide more reliable results because they 
can account for multiple phenomena occurring simultaneously; benchmarking against both 
experiments and atomistic simulations is necessary before simulating complex systems using 
coarse-grained approaches. Naullage et al. [53], e.g., recently probed how surfactants could 
act as AAs using a coarse-grained simulation. The results reinforce the atomistic simulations 
conclusions, while providing additional insights. They found that dodecanol adsorbs on the 
interface between sI and sII hydrates and the hydrocarbon n-pentane. At 275K and 100 bar, 
the enthalpic contribution to the free energy of adsorption for dodecanol is -12.9 kcal/mol, 
while the entropic contribution is +4.4 kcal/mol (unfavourable). Dodecanol was highly mobile 
at the hydrate-oil interface, despite the strong adsorption. Surface diffusion is governed by 
hopping events, which slow down the diffusion compared to that observed at oil-water 
interfaces. The atomistic simulations by Phan et al. [49] also suggested that the surface 
diffusion of AAs at hydrate-oil interfaces strongly depends on the features of the surfactant 
headgroup. Also consistent with atomistic simulations [47], Nullage et al. [53] showed that 
dodecane and dodecanol co-adsorb at the hydrate-dodecane interface. For example, at 41% 
of the full dodecanol monolayer, dodecane intercalation causes the interfacial dodecanol-
dodecane film to yield an interfacial layer with density ~ 95% that of the crystal. These results 
are consistent with the simulations of Bui et al. [47], with experimental surface tension data 
in the presence of cetyltrimetylammonium bromide [54], and other experiments [55]. Also in 
agreement with atomistic simulations [47], ordered films were not obtained when the 
surfactant tail was too short (i.e., hexanol) even in the presence of hexane. In agreement with 
experiments [56], the simulations showed that surfactants adsorption changes the nature of 
the hydrate interface (Figure 4). By quantifying the simulated contact angles, Naullage et al. 
[53] estimated the surface free energy of the clathrate-dodecane interface as 76.92 mJ m-2. 
The snapshots of Figure 4 show the contact angle for water reduces from 180 in dodecane 
to 882 in vacuum: dispersive interactions between water and hydrocarbons stabilize the 
water droplet. Naullage et al. [53] also quantified the free energy landscape encountered by 
a water droplet as it transports across the interfacial surfactant film. The surfactants only 
provide a kinetic barrier, and as soon as a channel forms across the surfactant film, 
coalescence is irreversible. The results, consistent with the simulations by Phan et al. [49] as 
well as with experiments [19], suggest that increasing the adhesion between surfactants and 
clathrate could enhance AAs performance. 
Coarse-grained simulations promise to address simultaneously a number of phenomena that 
occur within the pipeline. Because many commercial AAs are quaternary ammonium 
surfactants [19,21], these simulations should be repeated when models consistent with 
coarse-grained water are developed for ionic surfactants. Perhaps coarse-grained force fields 
developed to study lipid bilayers could be helpful. One future challenge will be coupling the 
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level of details accessible via equilibrium simulations with fluid dynamics multi-phase studies. 
Perhaps, using kMC, it will be possible to extract effective parameters from the simulations 




Figure 4. Simulation snapshots representing the interfacial properties of the sI hydrate filled 
with methane (green crystal). The blue-red molecules represent the dodecanol surfactants, 
with the red spheres representing the hydrophilic head groups and the blue ones the 
hydrophobic components of the tail groups. Green spheres represent water molecules 
within a mono-atomic coarse-grained model, and grey molecules represent hydrocarbons. 
The simulations were conducted at 277 K and 100 bar, at varying surface coverage of 
surfactant, from zero (panel A) to 4.43 nm-2 (panel B) to 5.22 nm-2 (panels C and D). In panel 
(A) the results show that water wets the hydrate-oil interface, while in panel (B) it is evident 
that the interface has become hydrophobic because of the presence of the mixed interfacial 
film composed of surfactants and intercalated oil molecules. In panels (C) and (D) the 
wetting properties for water and dodecane are quantified at the hydrate covered by 







The long-term ambition of computational chemistry is to design – in silico – new compounds 
effective for practical applications. Achieving this ambition requires coupling state-of-the-art 
simulations with advanced experiments, to ensure that the force fields and the algorithms 
are reliable, and to ensure that the interpretation of the experimental results is realistic. At 
the moment, such synergism is hampered by the lack of extensive experimental data that 
directly probe the interfaces of interest at the molecular resolution, for example via advanced 
techniques such as tip-enhanced Raman spectroscopy and NMR [57], by the limited time and 
length scales accessible via simulations, and by the approximations built in the development 
of atomistic and coarse-grained simulation force fields. Micromechanical force 
measurements yield meso-scale information, including, e.g., the contact angle between water 
and hydrate in the presence of AAs. This information is a valuable stepping stone connecting 
molecular-scale data and macroscopic observations, which include rocking cell experiments 
and flow loops tests. Macroscopic experiments are needed before new LDHIs are introduced 
in the field, but they only provide qualitative comparison for simulations. When a full multi-
scale simulation approach is developed, inclusive of atomistic and coarse grained details, 
stochastic kMC modelling of hydrate agglomeration and growth, as well as multi-phase fluid 
dynamics calculation of fluid transport in flow loops, a true synergism will be achieved 
between modelling and experiments at all relevant length and time scales, which is ultimately 
required to manage the risk of hydrate formation in pipelines, and may facilitate the ability 
to control hydrates to meet other important challenges. 
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