This paper describes a method for post-processing classified images to enable generalisation to be performed whilst maintaining or improving the accuracy of region boundaries. This is achieved by performing region growing, and incorporates both spatial context and spectral information. In contrast, few classifiers use any spatial context, and many post-processing techniques, such as iterative majority filtering, discard all spectral information. If class models are available these can also be included in the region growing process, otherwise, the algorithm operates in a data-driven mode, and locally estimates models for each region.
INTRODUCTION
The most common classification methods applied to remotely sensed images operate on a per pixel basis. Since no spatial information is incorporated these approaches often produce many noisy, isolated, small regions due to local variations in the measured spectral values. For a range of applications this is undesirable for the end-users of these thematic maps. Generally it is preferable to "generalise" the map so that the overall information is retained but unnecessary or spurious detail is removed. Not only is this detail visually unpleasing, but it is unsuitable for input to Geographic Information Systems. Poor segmentation may also prove problematic for further processing of the map (e.g. automatic detection of roads, airports, etc.) since many regions in the image will not correspond to significant objects in the scene. These limitations have been tackled in several ways:
. Pre-processing of the image prior to per-pixel classification. This usually takes the form of smoothing.'
. Post-processing of the classification map. There are a variety of methods to remove small regions. These include iterative majority filtering based methods"17'2° erosion followed by dilation,4 region merging,3'9 and mixed class texture labelling.3 Alternatively, rather than consider only the class labels, relaxation techniques can be applied to update class probabilities.1"8 A disadvantage of such techniques is that in addition to small regions they also tend to remove more significant long, thin regions. Furthermore, while incorporating spatial information, most of these methods ignore spectral information, and consequently the region boundaries can be substantially distorted from the true image boundaries.
• Segmentation of the image followed by region based classification.7 A problem with such techniques is the validity of the segmentation. Since segmentation is a difficult task the algorithms tend to be very dependent on user supplied parameters, and are prone to errors. To overcome the problems of the above techniques we describe an algorithm that starts with an initial segmentation of the image which is iteratively modified to produce a better partitioning of the image. In comparison to the some of the above approaches it operates on regions which have a closer relationship with the objects in the image rather than arbitrarily sized and shaped windows. In addition, it uses both the class labels and the image intensities, and therefore more of the available information is used in the relabelling processes than those methods than discount the image intensities and use only the labels.
REGION GROWING
The algorithm starts with an initial partitioning of the image which could have been produced by any segmentation method. For instance, the image could be segmented into homogeneous regions using region growing or split-and-merge type algorithms. Examples of our method applied to this type of input are given elsewhere.'2 Alternatively, the image can be classified (using a per pixel classifier) and maximally connected regions with identical classification extracted by running a connected component labelling algorithm. This is the approach described in this paper.
Given the partitioning of the image into roughly homogeneous regions the algorithm operates by modifying the pre-existing region boundaries. But, in contrast to majority filtering type approaches, class relabelling at a pixel is performed with reference to the adjacent image regions rather than a fixed size square window centred on the pixel.
Each point along the boundary of each region can be thought of as exerting an outwards force. In other words, every region is trying to grow outwards. Apart from points on the image border, which are naturally unable to extend beyond the image, every region boundary pixel is adjacent to another region boundary pixel, both of which are trying to grow into each other. The one exerting the greatest force wins, and that pixel is removed from the weaker region and assigned to the stronger region. This process occurs in parallel at every pixel in the image that is on the boundary of a region (excepting the image borders), and is iterated until the regions' forces reach an equilibrium and no more changes (re-assignments) occur.
The force FA exerted at the pixel P by region A is inversely proportional to its deviation from the expected value, and is given by:
where EA(P) is the expected value at the pixel P given the region model A, and 1(P) is the image value at P. The force FB exerted at the pixel P by region B is calculated likewise. The deviation between the measured and expected value is calculated as the Euclidean distance between the two values, and so can be applied to any dimension of data (e.g. multi-spectral images).
Since a binary decision for the labelling is made, only the relative strengths of the forces need to be compared and their absolute values are not considered. This qualitative approach eliminates the need for error tolerances (on homogeneity for instance) that most other region growing techniques use. Additionally it makes the decision rule invariant under uniform scalings and offsets of the image values. In fact, we do not need to explicitly calculate the force, but use the deviations instead. Thus, the decision rule to label pixel P currently in region A and adjacent to region B becomes:
A otherwise where L(P) denotes the label of pixel P at iteration i. In other words, if the deviation at pixel P from the expected value given region B's model is less than the deviation from the expected value given region A's model then the pixel is relabelled as part of region B, otherwise it remains part of region A. Thus, if the two forces are equal no action is taken.
Topology and Region Deletion
The algorithm primarily moves region borders and does not explicitly consider region topologies. However, because pixel relabelling is performed locally this can have the effect of producing topological changes such as the splitting, merging, and annihilation of regions. The ability to alter the topology of the initial estimate depending on the image values can be extremely beneficial if the topologies of the objects in the image are not known in advance.8'16 For more details concerning the topological behaviour and convergence properties of the algorithm see Rosin. '2 On the other hand, in some situations topological changes are undesirable. In such cases the original region topology is preserved by a two pass process. First relabelling is performed as before, allowing arbitrary changes in topology. Then the second pass "repairs" the image topology. Each region has a unique label determined by the initial connected component analysis. At every iteration of the region growing process another connected component analysis is performed. A mapping is made between the labels ofeach region before and after relabelling. This allows split regions to be easily identified by checking for a pre-growing label that maps onto more than one post-growing label. The image topology is restored by reducing each set ofsubparts produced from one originating region to a single region. This is done by keeping the largest subpart and deleting all other subparts. Here we assume that the largest subpart is likely to be the most significant. Other possible criteria for deletion could involve the homogeneity or shape of the region. Deleting a region is implemented by relabelling its pixels with a null region label. During further iterations of region growing such deleted regions are assigned zero outwards forces, and are therefore always relabelled by adjacent regions. The number of iterations required to fill the deleted region will depend on its width.
Regions can also be eliminated for reasons other than preserving topology. For instance, to reduce the effects of the characteristic speckle produced by feature space clustering methods small regions can be deleted. This is related to the region merging method3'9 except that a deleted region is not necessarily uniformly relabelled. Different parts may be relabelled by the various labels of the adjoining regions.
Region Models
The expected value at a pixel depends on the region model being used. There are two main approaches to estimating the parameters of the region models: data-driven or model-driven. In the former case no prior information is provided and the parameters of each region model are estimated from the intensity values in the initial region before the boundary modification stage. Alternatively, class models can be derived from the training data. Then each region will be assigned the model for the corresponding class that it (exclusively) contained before the boundary modification stage. In both cases we assume a constant intensity per band within each region/class (although more complex models such as the inclined plane can be incorporated in the algorithm'2).
The two approaches have their advantages and disadvantages. The data-driven approach is more adaptive to the local image intensities. Thus, if the statistics of the spectral values of a landcover class vary within the image (e.g. due to variations in the underlying ground slope, elevation, orientation, etc) then each region can estimate the local statistics more precisely than a global class statistic. On the other hand, working in a purely data-driven mode means that some of the valuable information available in the training data is lost. For instance, the training data will consist of well chosen examples of each class which may provide a better estimate of the class statistics. In particular, the data-driven estimates calculated for small regions will tend to be unreliable.
. 1 Data-Driven Model Estimation
The model intensity for each region is estimated for each band by the median of the intensity values within the region. The median is a robust estimator which is necessary since the initial segmentation may be inaccurate. If a simple average was used instead then the estimated parameters would be biased by the intensities of neighbouring objects in the image that the region incorrectly overlapped.
Model-Driven Model Estimation
Since the model-driven approach estimates the class model parameters from the training data it should not have to cope with the potentially large amounts of incorrect class labelling presented to the data-driven approach by a poor initial segmentation. Therefore, we assume that the covariances between each of the bands can be determined reliably, and these are used to augment the class models. However, even if the training data is not too noisy, because we use a simple class model it is important to robustly estimate its parameters since the training data might not follow a nice uni-modal Gaussian distribution. This is particularly important in our example which uses a neural net for classification since no a priori assumptions were made about the class distributions when selecting the training data. The use of medians instead of means should make the estimators more robust. However, they can still be calculated efficiently and easily, in comparison to more complex techniques from robust statistics such as the minimum volume ellipsoid or the minimum covariance determinant estimators. 13 When performing region growing the estimated class covariances can be incorporated into the calculation of the region forces. Rather than using the Euclidean distance between the pixel under consideration and the region model as before, the squared Mahalanobis distance is used instead
where x is the vector containing the multi-channel spectral values of the pixel, c is the class of the region, and p and >2, are the average and covariance of the class calculated as described in section 2.2.2. . Perform iterative majority filtering (for example) to remove noise, and then apply the region modification method to correct the region distortion caused by the filtering.
THE ALGORITHM
. Delete small regions (i.e. label as unclassified) and then apply the region modification. A deleted region exerts no force and so the gaps will filled by the most suitable neighbouring regions.
Experiments show that both approaches produce similar results. It is therefore preferable to perform IMF first since this requires less computational resources. Since the region growing method must represent each region explicitly (in contrast to IMF) many small regions leads to large memory requirements. If only large regions are to be kept then both approaches can be combined: first applying IMF to remove the fine detail, and then further deleting regions below a size threshold prior to region growing.
There are several possible parameters to the algorithm which can be set to suit the application. For instance, rather than performing the region growing until convergence it is possible to stop at any time. Setting the maximum number of iterations to be performed enables an upper limit on the movement of region boundaries to be enforced. Other parameters are the minimum region size, whether to preserve the initial topology or not, and the data-driven versus model-driven approach.
EXAMPLES
The following examples are demonstrated on portions from a Landsat-TM image taken near Lisbon in Portugal.
The first example demonstrates how the the classified image can be cleaned up without distorting the region boundaries. Figure la shows band 5 of the image with the classification (based on six bands) into sixteen classes produced by a multi-layer perceptron neural network. 5 The noisy appearance of the classification is evident. Performing one iteration of majority filtering (using a 3 x 3 window) removes many of the smallest regions ( figure ic). However, many noisy patches still remain. Most of these can be removed by further filtering, but this is at the cost of substantially distorting the remaining regions. Figure id shows the results of performing IMF until no further changes occur (12 iterations). The results of applying the data-driven region growing using the IMF filtered output as the initial segmentation of the image is shown in figure le. After 33 iterations the algorithm converges, and no further changes are made. The distorted regions have been grown back to match the underlying intensities of the image. This can be seen more clearly by overlaying the classification boundaries for each of the three filtered results on top of the intensity image. Even after a single iteration of majority filtering (figure if) many boundaries are slightly misplaced (e.g. the dark fields in the top left hand corner). This is further aggravated by the full IMF in which regions are often shrunken and rounded, displacing boundaries. The region growing boundaries shown in figure ih can be seen to closely track the boundaries of objects in the scene.
Although the IMF produces a relatively small number of regions as input to the region growing, these regions may then split during the growing process. Therefore the final number of regions is not constrained. Thus, in figure ie there are various small regions that have "broken-off" from larger ones. These can be eliminated in a variety of ways. For instance, one iteration of majority filtering might be sufficient. Alternatively, figure ii shows the results of region growing with the topology preserving option. This has prevented small spurious regions being formed, and the final number of regions is the same as its input (the IMF filtered result).
As an alternative to initially applying IMF, figure ij shows the results of region growing directly from the raw classification in figure ib and initially deleting all regions less than 22 pixels in size. This size threshold was chosen experimentally to produce the same number of final regions as the previous region growing example in figure ie.
The results of these three different options (figures ie,i, and j) show similar boundaries, although due to the different region deleting processes there are differences in the final set of regions. For instance, the grey region inside the white triangular region in the bottom left hand corner in figure ie remains in figure ii, but has been deleted in figure lj.
Although the spurious small regions split off in the previous example may be undesirable, in other cases this process may be useful. This is demonstrated in another example of data-driven region growing shown in figure 2 . The first principle component of the image is shown in figure 2a , and its classification in figure 2b. It can be seen that the separating patch between the two light fields in the top of the image is fragmented, causing the fields to be incorrectly joined to form a single region. When IMF is applied the join is only strengthed since the fields are so close. (figure 2c). When region growing is applied the fields are better delineated, and are also separated into individual regions (figure 2d). Unfortunately, in the process substantial portions of the image have changed classification. This generally arises because a small region fits the intensity data of most of an adjoining region better than that region itself. This can be seen most clearly by the large black central region (that also extends to both sides of the image). After region growing the smaller light gray coloured regions have "overgrown" the central part of the black region which is forced out into the thin strips corresponding to the borders between the fields. The black region fits the data poorly since the IMF processing has connected various disparate regions to form one large region with substantial variation in intensity. However, this misclassification can be remedied by a further post-processing step in which each region is reclassified according to its median intensity (for each band). As shown in figure 2e this results in the correct classes while maintaining accurate region boundaries. Figure 2f shows the results of applying model-driven region growing rather than the data-driven approach but the third method gave worse results. It can be seen that this time the fields have not been split. The reason is because the light gray coloured region just below the fields has not grown into the field region since its associated class has a higher uncertainty (as estimated by the covariance matrix) than the field region's class. This is known because the fields are still split if the Euclidean distance (from the class averages) is used instead of the Mahalanobis distance. The final example, taken from the same Landsat image, uses the CORINE landcover map as ground truth. In the area we considered 11 different landcover classes were present (according to the CORINE map). This landcover map covers a large contiguous area, and is useful for assessing the quality of spatial filtering. However, since very broad classes were designed (which are suitable for human photointerpreters) there is much spectral confusion between the classes which causes problems for automatic classifiers. figure 3b . Due to the minimum parcel size of 25 Ha used in the CORINE project the regions have been considerably generalised. In contrast, the per pixel classification is much noisier, and there is substantial class confusion (figure 3c). IMF reduces the fine noise, but there are still many regions below the 25 Ha limit. Applying the data-driven region growing with a minimum region size of 277 pixels (corresponding to the 25 Ha limit) results in the more generalised image in figure 3d. If IMF with a large enough mask size had been used instead to eliminate all the small and medium sized regions the remaining regions would have been extremely distorted. The regions in figure 3d still track the image features very accurately. It was experimentally determined that the optimal region size threshold for this image was slightly larger than 277 (i.e. 400), and these results are shown in figure 3e. The model-driven approach produced similar results (figure 3f). It can be seen from table 1 that the region growing process improved the accuracy relative to the CORINE ground truth over the initial per pixel classification. However, it should be SPIE Vol. 2315/221 Surprisingly, the data-driven approach gave better accuracies than the model-driven approach. Moreover, it can be seen that the standard estimators for class averages and variances fared better than the median based ones. Possibly this arises because primarily unimodal class models were assumed, whereas the CORJNE classes do not form well defined unimodal (Gaussian) distributions.
[PROCESSING METHOD ACCURACY (%) We have described a model for region growing based on the similarity between the expected values within the region and the pixel values. In data-driven mode this is a Euclidean distance, while the model-driven mode incorporates covariances between bands, and uses the Mahalanobis distance. It is also possible to add various other terms into the force exerted by each region. Examples include the expected size and shape of a region, and the amount of movement expected/allowed from its original estimated location. Currently each pixel is examined individually during the growing process. To incorporate shape information a larger window would have to be examined to be able to calculate a shape measure (e.g. curvature). The above examples all determine a region's forces independently from the other regions in the image. Alternatively, global statistics could be incorporated. For instance, following Wilkinson,20 growing could be performed with the aim of removing small regions while maintaining the class statistics (i.e. the proportions of classes in the raw classified image). This would be done in model-driven mode by modifying the force of each class at every iteration to the advantage of the underrepresented classes (which have been reduced on previous iterations) to encourage them to expand. There is a similarity between our region growing approach and (closed) active contours11 since both perform boundary modification driven by various forces. The main difference is that the forces of the active contours are usually restricted to the image gradient at the contour and the shape of the contour without considering the intensity values within the contour.
The method described in this paper is constrained by the initial segmentation ofthe image. Ifthis segmentation is reasonably good then the region growing can be applied without requiring any parameters. However, in the case of poor initialisations (e.g. a noisy classification without any post-processing) the segmentation needs to be improved by eliminating some of the spurious regions. This is done by deleting small regions, and requires a user-set parameter. If additional terms were included in the growing forces as described in the previous paragraph then these also have to be integrated, requiring weights to specify the importance of each in a similar manner to the energy term used by snakes.
Future work will attempt to overcome the restriction of assuming roughly unimodal models. This can be done by performing cluster analysis on the training data and assigning a subclass model to each cluster. The force exerted by a region at each pixel will then be calculated as the maximum force exerted by all of its subclass models.
