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Abstract
In this thesis, we develop aspects of a framework for the multi-scale modelling of charge transport in
several organic semiconductors relevant for technological application. In the first chapter, we build
a coarse-grained model for fullerene multi-adducts which clearly distinguishes between the influence
of energetic and structural disorder. The model reveals that charge transport in fullerene multi-
adducts is limited by energetic disorder due to different isomers. Solar cells containing single isomers
of higher fullerene adducts are expected to achieve higher power conversion efficiencies. Secondly,
we create a multi-scale model to investigate the effect of beta-phase conformers on hole transport
in poly(9,9)dicotylfluorene. A combination of quantum-chemical calculations and charge transport
simulation confirms that beta-phase conformers act as traps and, when torsional disorder of the
polymer backbone is included, can explain the experimentally observed mobility reduction due to
beta-phase. In the third project, grain boundaries in tri-isopropylsilylethynyl (TIPS) pentacene are
characterised. On the basis of two-grain structures with varied mutual orientation generated with
atomistic molecular dynamics, we compute energy landscapes and electronic coupling elements. We
find that the effect of the grain boundary is relatively weak for long interfaces, but that small con-
tact areas between grains may impede charge transport more strongly due to highly non-uniform
energy barrier heights. The final chapter focuses on one-dimensional organic magnetoresistors with
alternating acceptor, spacer and donor units. Combining quantum-chemical calculations and kinetic
Monte-Carlo simulations allow us to define design rules for high magnetoresistance, among which
minimising the offset between HOMO and LUMO energy levels is the most challenging one. Within
the range of researched materials, polymers built from dicyanoqyinonediimine (DCNQI) acceptors,
fluorene spacers and 3-ethylendioxythiophene (3-EDOT) donors are most promising for magentore-
sistance application.
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Chapter 1.
Introduction
The global economy has been growing on average by 3% per annum for the last 30 years implying
a rising demand for energy [5, 6]. At the same time, carbon emissions must be reduced to restrict
global warming to 2 degrees Celsius. Experts around the planet consider this as the maximum global
warming to avoid severe socio-economic problems such as shortages in food and water supply, and
substantial cuts in our standard of living [1, 7, 8]. Several pathways towards a low-carbon economy
have been proposed by public and private entities suggesting carbon reductions of around 5% per
year starting now [1, 9]. As pointed out by energy systems models such as the Global Calculator,
emission reductions can be achieved by combining a) renewable energy supply and b) energy efficient
energy usage [10]. A promising technology improving conventional silicon technology in those criteria
is organic electronics.
1.1. Mitigation Potential of Organic Electronics
For a thorough evaluation of the mitigation potential of low-carbon technologies, the complete lifecy-
cle has to be considered including resource extraction, manufacturing, installation, maintenance and
recycling [11]. Table 1.1 provides an overview on the lifecycle carbon-equivalent emissions (CO2eq)
per kWh of several electricity generating technologies. Compared to other renewable sources of
energy, solar photovoltaic (PV) has high emissions per unit of generated electricity. The Intergov-
ernmental Panel on Climate Change (IPCC) considered for their calculations silicon PV which is the
1
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globally leading solar technology in terms of installed capacity. The production of silicon based PV,
however, devours vast quantities of energy to purify the raw material. To obtain electronic grade
silicon, the raw material has to be heated several times over 1,000 ◦C [12, 13]. Although this energy-
intensive methodology has been refined over several decades, no large improvements can be expected.
Technology Min Median Max
Coal 740 820 910
Solar PV - utility scale 18 48 180
Solar PV - rooftop 26 41 60
Geothermal 6 38 79
Concentrated solar power 9 27 63
Hydropower 1 24 2200
Wind offshore 8 12 35
Nuclear 4 12 110
Wind onshore 7 11 56
Table 1.1.: Lifecycle CO2 equivalent of commercially available technologies in gCO2eq/kWh [1].
The carbon equivalent emissions of coal combustion are provided as a benchmark.
A promising alternative to silicon based PV is organic photovoltaics (OPV) consisting of nanomet-
ric layers of organic molecules. In the research laboratory, power conversion efficiencies of organic
solar cells exceed 12%, approaching the performance of its silicon competitors [14]. In terms of
embodied energy, organic electronic devices are superior to silicon technology in several aspects: i)
synthesising molecules is more energy-efficient than the purification process of silicon, ii) no high-
temperature treatment is needed, iii) layers are nanometric and require only little material and iv)
fast and efficient fabrication techniques such as roll-to-roll printing are available [15, 16]. Due to
those differences, OPV has much shorter carbon payback times (CPT) than silicon PV. The CPT is
defined as the time which is needed to compensate for the carbon emissions caused during produc-
tion, installation and maintenance. By assuming modest power-conversion-efficiencies of 2% and the
energy-efficient production process presented in reference [17], Emmott and co-workers calculated
carbon payback times of less than a year for organic solar cells [18] (see Figure 1.1). An analoguous
evaluation of crystalline silicon PV revealed CPTs that were around 8 times higher than for OPV.
Those findings are in line with previous results by Yue et al. [19] investigating rooftop applications.
2
1.1. Mitigation Potential of Organic Electronics
Figure 1.1.: Cumulative carbon emissions assuming the installed photovoltaic (PV) capacity
in the United Kingdom to grow to 20GW over the next 10 years starting in 2013. The two
scenarios considered are based on organic (OPV) and mono-crystalline silicon (c-Si) PV. The
scenario relying on silicon PV has around 8 times higher carbon payback times than the one
deploying organic solar cells [20].
Having discussed the potential of organic electronics regarding climate-friendly energy generation,
we discuss organic light-emitting-diodes (LEDs) as a representative example for energy usage. Light-
ing is a major electricity consumer; in 2009, one-fifth of the US electricity production was used for
illumination [21]. Replacing all conventional light sources such as tungsten and halogen lamps by
LEDs would save as much electricity as 230 medium-sized, 500MW coal power plants produce [22].
The great advantage of organic LEDs is that they can be fabricated on nearly any type of substrate
including ceramics, glasses, metals and fabrics [23]. Even at lower luminous flux and hence reduced
dissipation of heat the same light intensity can be obtained by increasing the emission area [23].
Another appliation of organic LEDs is screens. Conventional liquid-crystal displays (LCD) filter
back-light that is always emitted at the same intensity during operation. In contrast, organic LEDs
in displays are only switched on when needed, consequently saving energy compared to LCDs which
is particularly important for mobile applications [24].
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1.2. Special Mechanical and Optical Features of Organic Electronic
Devices
Apart from their mitigation potential, organic electronic devices possess particular mechanical and
optical properities. Organic semiconductors are printable on various substrates including plastic since
molecular layers are ductile allowing for flexible or bendable devices. Flexibility is an interesting fea-
ture enabling new products and applications such as device integration into textiles. Furthermore,
it allows for fast and efficient fabrication by e.g. roll-to-roll printing. As polymers can be tailored to
particular needs, molecular design can be used to fabricate devices of different colour. Additionally,
transparent electrodes would result in semi-transparent devices. Colour and semi-transparency might
be important features for novel facade concepts. Figure 1.2 summarises the previously introduced
mechanical and optical properties of organic devices.
Figure 1.2.: Bendable, artificial-leaf organic solar cell available in various colours [25], roll-to-
roll fabrication of organic devices [26], building integration of organic solar cells [27] and flexible
light emitting diodes for display application [28].
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Organic semiconductors are mainly built of carbon bonds. Hybridisation minimises the system en-
ergy and hence strengthens the bond. Depending on the order of the bond between carbon atoms,
different types of hybridisations can be observed. The carbon atoms in ethylene (see Fig. 1.3) for
instance are sp2-hybridised. At each carbon atom, two 2p-orbitals and the 2s-orbital form together
three sp2-orbitals. One connects the carbon atoms, whereas the remaining two sp2-orbitals are
bonded to hydrogen atoms. The second bond between the carbon atoms is formed by overlapping
2p-orbitals. Therefore, ethylene has a double bond between its carbon atoms.
Figure 1.3.: Orbital structure and energy levels of ethylene. Highest occupied molecular orbitals
(HOMO) and lowest unoccupied molecular orbital (LUMO) are indicated. Bonding states are
filled with electrons and the anti-bonding states are empty and labeled with a *.
When the ethylene molecule is composed, the atomic orbitals split up into two anti-bonding (la-
beled with a *) and two bonding states (see Fig. 1.3). When a photon is absorbed, an electron is
excited from an occupied to an unoccupied molecular orbital. The resulting electron-hole-pair is
an exciton as it is strongly bound by electromagnetic interaction. The high exciton binding energy
of several tenths of an eV arises from the low dielectric constant of organic semiconductor films of
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around 3 [29]. The energy difference between the highest occupied molecular orbital (HOMO) and
the lowest unoccupied molecular orbital (LUMO) is called the band-gap and is for molecules much
larger than ethylene about 1.5 to 3 eV allowing for absorption of sunlight [29]. Moreover, all organic
semiconductors are conjugated, meaning that double and single bonds alternate. This alternation
leads to delocalised charge carriers due to the overlap of associate pi-orbitals, and hence high charge
carrier mobilities of up to several cm2/Vs can be achieved [30].
Organic Solar Cells The simplest organic solar cell architecture is a Homojunction where a
molecular semiconductor is covered by electrodes on both sides. The difference in work functions of
the two electrodes provide an built-in electric field driving free charge carriers to the contacts. As
excitons are strongly bound, they have a short diffusion length of only 1-10 nm before recombination
[29]. Therefore, only very few of the excitons dissociate (split up into free charge carriers) making
homojunctions very inefficient.
Figure 1.4.: Schematic of a bulk heterojunction organic solar cell. 1) The absorption of a photon
generates an exciton dissociating at the donor-acceptor interface. Free charge carriers perculate to
the electrodes. 2) Recombination of exciton. 3) Geminate recombination when electron-hole pair
is in charge transfer state. 4) Non-geminate recombination when free charge carriers recombine.
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A much better device concept is Bulk Heterojunctions [31] (see Figure 1.4). Here, the photo-
active layer comprises a blend of acceptor and donor molecules. When a photon is absorbed the
exciton travels to a donor-acceptor interface driven by diffusion (see process 1). The difference be-
tween corresponding energy levels of acceptor and donor molecules (at least 0.3 eV) dissociates the
exciton into free charge carriers. Between the bound excitonic state and the state of free charge
carriers, the electron-hole pair passes by an intermediate state called charge transfer (CT) state [32].
After dissociation, charge carriers percolate to respective electrodes due to the differences in work
functions of the electrode material.
Figure 1.4 illustrates possible recombination pathways for charge carriers. If the microscopic
structure of the bulk heterojunction is not fine enough, excitons might recombine before reaching a
donor-acceptor interface (process 2). At an interface the electron-hole pair might recombine while
passing the CT state which is called geminate recombination (process 3). Moreover, already free
charge carriers might recombine with their counterparts while traveling to the electrodes. In this
case, the mechanism is called non-geminate recombination (process 4). In summary, the bulk het-
erojunction has mainly two goals: enhancing the exciton dissociation by smaller travel distances
to donor-acceptor interface and decreasing the probability of non-geminate recombination by well
defined pathways to the electrodes due to its heterostructure.
Organic Field-Effect Transistors Identical to inorganic transistors, organic field-effect transistors
(OFET) have the three electrodes source, drain and gate. A dielectric isolates the gate-electrode
from the rest of the device. The voltage between gate and source VGS controls the current between
source and drain ISD. ISD flows in a two-dimensional plane parallel to the gate-electrode, which is
called the channel. The higher VGS , the higher is the charge carrier concentration in the channel
defining the conductivity of the semiconductor. At VGS = 0 the channel is completely depleted and
the current is zero [33]. Section 2.7.2 describes how field-effect transistors can be used to measure
charge carrier mobilities.
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Organic Magnetoresistors Electrons possess an internal angular momentum similar to a ball
rotating around its own axis which is called spin. The electron spin is an observable with the
eigenstates up and down and eigenvalues ~/2 and −~/2. Electrons are therefore called spin 1/2
particles. The discussion is identical for holes which are positively charged quasi-particles with spin
1/2. Organic magnetoresistors exhibit different resistances when exposed to an external magnetic
field. Molecular orbitals contain a maximum of two electrons with opposite spin due to the Pauli
exclusion principle. If an orbital with spin up would like to move in an orbital that is already
occupied with another electron with spin up, the motion would be spin-forbidden and the electron is
blocked in its orbital. Within molecules, local magnetic moments from the nuclei mix the spin states
of electrons (up and down). Therefore, even spin-forbidden processes are possible as spins could flip
(e.g. from up to down). Applying an external magnetic field can reduce spin mixing substantially.
Thus, the external magnetic field tunes the resistance of the system (for a more detailed description
see section 2.5).
1.4. Challenges in Organic Electronics
Challenges in organic electronics can be classified into three areas addressing 1) the efficiency, 2)
the stability and 3) the cost of organic electronic devices. While device stability and cost reduction
become more relevant when approaching industrial production, research focuses currently on effi-
ciency enhancement. Efficiency enhancement is also the area of this work. Since organic chemistry
provides an almost infinite number of molecular structures, we need to define design rules which
require a fundamental understanding of the science within organic devices. However, before starting
with science we have to define what efficiency means in different contexts.
In organic solar cells, efficient devices require excellent light-harvesting of the solar spectrum, ef-
ficient excition dissociation and recombination-free charge transport to the electrodes. Efficiency
in the context of organic field-effect transistors is defined by fast switching speed (between on and
off ) at low volages and high signal-to-noise-ratios. In organic magnetoresistors, electron spin has to
be preserved and the effect of external magnetic fields on spin-transport has to be as large as possible.
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Organic solar cells, field-effect transistor and magneto-resistors have in common that transport
phenomena play a crucial role for device efficiency. The power conversion efficiency of solar cells
and the switching speed of field-effect transistors are directly related to a transport parameter called
mobility, quantifying how mobile or agile charge carriers are within organic thin films. On the other
hand, magnetoresistance is dependent on the spin-transport characteristics of molecular systems.
Questions to answer are: What are the limitations to charge transport? What are the spin-transport
parameters that limit magnetoresistances? Can we fundamentally understand those limitations?
Can we use this understanding to suggest improvements?
1.5. Factors Limiting Charge Transport and Magnetoresistance
Usually, molecules are weakly coupled (in the order of 10meV) and charge transport has to be de-
scribed by a hopping mechanism (for further detail see section 2.4) [34]. Factors that impede this
hopping mechanism can be categorised into those that 1) introduce energetic disorder ∆E, 2) worsen
electronic coupling J between hopping sites or 3) increase the energy to reorganise the molecules and
their surrounding during charge transport λ.
The reorganisation energy λ has two contributions. An internal one, depending on the energy cost
to reorganise the two molecules participating in the charge transfer, which tends to decrease with
system size in oligomers [35–38]. Moreover, full delocalisation of orbitals and macrocyclic rigidity
seem to play an important role in decreasing internal reorganisation energies (e.g. rubrene) [39–41].
The second contribution to the reorganisation energy depends on the polarisability of the environ-
ment [42–44]. The environment might be a solvent or other organic semiconductors in systems such
as organic solar cells and transistors. Estimating the external contribution to the reorganisation
energy remains challenging [45, 46].
Electronic coupling J is affected by disorder in molecular structure and packing [46–48]. In terms
of molecular structure, the orbital overlap between conjugated units in polymers is highest for ap-
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proximately planar systems (e.g. poly(3-hexylthiopehene)) [47]. Molecular packing influences inter-
molecular coupling. Single crystalline, small molecular systems such as rubrene and pentacene ex-
hibit excellent charge transport characteristics [3, 49]. At room temperature, molecules move and
the square of the electonic coupling elements becomes normally distributed [46]. At small distances
(< 10Å), transfer integrals J can vary substantially by small variations of the mutual orientation
due to the details of the orbital structure [50]. At larger distances, electronic couplings depend ex-
ponentially on the distance [38, 51].
Assuming that the molecular assembly is exactly known, eneretic disorder ∆E may be calculated
from electrostatic and inductive interactions between multipole moments [46]. Factors introducing
energetic disorder may be defects in molecular structures and regio-regularity [48, 52, 53]. Moreover,
impurities, poly-dispersity and molecular weight of materials can impose energetic disorder [54–56].
Also, varying molecule-specific energy levels might play a role [2]. Obviously, it is most likely that
several if not all those factors might influence the energy landscape in organic devices.
On the other hand, magnetoresistance requires long spin relaxation times which depend in molec-
ular systems on spin-orbit coupling and hyperfine interactions [57–59]. For molecules consisting of
light atoms (such as hydrogen and carbon), those interactions are small implying long spin lifetimes
[60–62]. In some cases metal atoms are used to generate free spin carriers which might impede
spin coherence. Furthermore, the dimensionality of the system might be important. Constraining
spin-transport on one-dimension might incease magnetic-field imposed spin-blockades increasing the
magnetoresistance [63, 64]. Additionally, the control of the speed of spin-transport is crucial. For
large magnetoresistances, spin-transport must be in the slow-hopping regime which mainly depends
on the electronic properties such as the electronic coupling in and between molecules [65, 66].
1.6. Outline of this Thesis
As already mentioned in the previous section, charge transport and magnetoresistances may be in-
fluenced by a range of different factors. Here, we try to define and understand the limiting factors for
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four sets of materials and suggest improvements. For each material system, we develop the simplest
possible model in order to focus on the most important parameters. In the first result chapter, we
distinguish between the impact of energetic and packing disorder on charge transport in fullerene
multi-adducts and conclude which of them limits charge transport. In the second chapter, we aim
to understand if the energetic trap state introduced by the beta-phase conformer in polyfluorene is
sufficient to explain experimentally observed modulations in charge transport. In the third result
chapter, we investigate grain boundaries in small molecular films of tri-isopropylsilylethynyl (TIPS)
pentacene. We quantify distortions of the energy landscape and electronic coupling at grain bound-
aries and study their effect on charge transport. In the fourth chapter, a range of one-dimensional
organic molecules are characterised on their potential for magnetoresistors. Before discussing the
results, we provide a background chapter regarding the theory and methods employed in this thesis.
Figure 1.5 is an illustrated table of contents of the result chapters.
Figure 1.5.: Illustrated overview of projects discussed in this thesis. a) View from the inside
of a C60-cage of a fullerene multi-addcut, b) flat, beta-phase element of PFO, c) view along
grain-boundary in TIPS-P and d) donor-spacer-acceptor polymers for spin-transport.
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Chapter 2.
Theory and Methods
This chapter introduces theories and methods for an accurate modelling of transport phenomena in
organic thin films. Transport calculation requires an understanding of all scales of the studied system.
First, molecular properties such as the electronic structure and charge distribution are calculated with
quantum chemistry. Those molecular properties can then be used to simulate larger structures con-
taining multiple molecules with molecular dynamics. Having defined a packing structure (also called
morphology), transfer rates between molecules can be quantified with Marcus theory. To calculate
Marcus hopping rates, we have to compute reorganisation energies, transfer integrals and site ener-
gies. Depending on the studied system, the particle-spin has to be considered. With the morphology
and the transfer rates at hand, charge carrier mobilities can be modelled using kinetic Monte-Carlo
simulations or the Master equation.
2.1. Modelling Transport Phenomena in Organic Electronics
The goal of modelling charge transport in organic thin films is to relate microscopic molecular prop-
erties and morphologies to a macroscopic transport parameter called Mobility µ (or alternatively,
diffusion coefficient D). The mobility quantifies how easy it is for charge or spin carriers to move
through a certain material and can be compared to experimental measurements. The mobility µ is de-
fined by the average drift speed of charge or spin carriers 〈v〉 at an applied electric field F, µ = 〈v〉/F .
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Figure 2.1.: Steps for multiscale modelling of transport phenomena. 1) Calculation of the
structural and electronic properties of isolated molecules with quantum-chemical methods, 2)
simulating accurate molecular assemblies with molecular-dynamics, 3) computation of Marcus
rates between molecules (see also Figure 2.2) and 4) determination of polaron mobilties with
kinetic Monte-Carlo (or the Master equation).
Figure 2.1 illustrates the different steps of a charge transport simulation in organic thin films.
In section 2.2, we discuss how electronic and optic properties such as the orbital structure, charge
distribution, absorption and energy eigenvalues can be calculated with Hartree-Fock and Density
Functional Theory. Accordingly, we introduce molecular dynamics (section 2.3), a methodology to
generate accurate molecular assemblies that are sufficiently large for charge transport simulations.
Subsequently, Marcus hopping rates for polaron transport are derived from quantum-mechanical prin-
ciples (section 2.4). A polaron is a quasi-particle coupling charges with lattice vibrations (phonons).
Methods are provided to quantify charge transfer parameters (reorganisation energies λ, transfer
integals Jij and site energies E) (see also Figure 2.2). In some cases, the polaron spin has to be
considered. Spin-modified transfer rates are discussed in section 2.5. Thereafter, polaron mobilities
within a given assembly can be calculated with kinetic Monte-Carlo or the Master equation (see
section 2.6). A selection of experimental methods to measure polaron mobilities is introduced (see
section 2.7) allowing a verification of the simulated data. Moreover, the Gaussian Disorder Model
(GDM) is presented since this empirical model is often used to relate experimental data with trans-
port parameters such as energetic disorder (see section 2.8).
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Figure 2.2.: Charge transfer parameters: reorganisation energy λ, transfer integrals Jij and
difference in site energy ∆E.
2.2. Calculating Molecular Properties with Quantum Chemistry
This section contains a short summary of relevant quantum-chemical methods. The presented meth-
ods are used to optimise molecular geometries, calculate the electronic structure of molecules and
related parameters and to quantify excitation energies. Results are used to design molecular-specific
force fields for molecular dynamics (section 2.3) and to calculate transport parameters such as reor-
ganisation energies, transfer integrals and site energies (section 2.4). A core assumption of quantum
chemistry is the Born-Oppenheimer approximation which assumes that the motion of the nuclei is
much slower than the motion of electrons. Therefore, the electron Hamiltonian H can be written as
H = −1
2
∑
i
∇2i −
∑
i,A
ZA
|ri −RA| +
∑
A>B
ZAZB
|RA −RB| +
∑
i>j
1
|ri − rj | (2.1)
where the nuclei A, B with atomic charges ZA, ZB are at RA, RB and the electrons i, j are at
ri, rj . The corresponding Schrödinger equation is very expensive to solve because of the last term
of the Hamiltonian H referring to the two-electron interaction. The Hartree-Fock formalism and the
Density Functional Theory are two methodologies which circumvent this problem by approximating
the Hamiltonian H.
2.2.1. Hartree-Fock Formalism
In order to fulfill the Pauli principle, the electron wave function must be antisymmetric. One wave
function satisfying this constraint for N electrons is
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χS(x1, x2, ..., xN ) =
1√
N !
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ϑi(x1) ϑj(x1) · · · ϑk(x1)
ϑi(x2) ϑj(x2) · · · ϑk(x2)
...
...
...
ϑi(xN ) ϑj(xN ) · · · ϑk(xN )
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.2)
which is the Slater Determinant. The columns account for the spin orbital ϑα and the rows
are labeled by electrons (xβ). There are N electrons populating the same number of spin orbitals.
1/
√
N ! is a pre-factor normalizing the wave function. By minimising the expectation value of the
energy 〈χS |H |χS〉, the optimal spin orbitals are defined. Applying the variational principle, this
leads to the Hartree-Fock Equation [67]
f(1) |ϑa〉 = a |ϑa〉 (2.3)
where f(1) is the one-electron Fock Operator (the ’1’ relates to one-electron). ϑa are one-electron
orbitals and a is the corresponding energy eigenvalue. The Fock operator consists of two terms: (1)
the core-Hamiltonian operator h(1) which is the one-electron version of Hamiltonian H of equation
2.1 without the two-electron interaction term and (2) the Hartree-Fock Potential vHF (1).
f(1) = h(1) + vHF (1) (2.4)
The complex two-electron term in the original Hamiltonian H is replaced by a rather simple, one-
electron potential. The Hartree-Fock potential vHF (1) comprises the Coulomb operator J and the
exchange operator K.
vHF (1) =
∑
j
Jj(1)−Kj(1). (2.5)
The coulomb operator Jj is an average local potential at x1 created by an electron in spin orbital
ϑj . In contrast, the exchange operator Kj is nonlocal and arises from the antisymmetry of the wave
function χS . In other words, Kj(x1) operating on the spin orbital ϑa(x1) is not only dependent on
16
2.2. Calculating Molecular Properties with Quantum Chemistry
the value of ϑa in x1 but on ϑa over the entire space [67]. A linear expansion of the unknown basis
|ϑa〉 =
∑K
j=1 cja |ξj〉 in equation 2.3 leads to the Roothaan Equation.
∑
j
Fijcja = a
∑
j
Sijcja (2.6)
Fij = 〈ξi| f(1) |ξj〉 is the Fock Matrix and Sij = 〈ξi|ξj〉 is the Overlap Matrix. Equation 2.6
has only nontrivial solutions if
|F− aS| = 0 (2.7)
is fulfilled. The Fock matrix f(1), the coefficients cja and the energy eigenvalues a are all inter-
dependent. Therefore, the wave functions χS are calculated via a Self Consistent Field (SCF)
method. At first, a basis set |ξj〉 is defined and the pre-factors cja are estimated which allows the
calculation of a preliminary Fock matrix Fij . Next, a cycle is entered: the energy eigenvalues a are
calculated utilising relation 2.7 followed by the calculation of the wave function χS with equation
2.6. This is repeated until the calculation converges.
The Hartree-Fock approximation is a powerful formalism to estimate wave functions and eigenen-
ergies of complex structures such as molecules. Its greatest weakness is the replacement of the
two-electron Hamiltonian by a term referring to the average position of the other electrons. An
approach treating the two-electron Hamiltonian more rigorously is the Density Functional Theory.
2.2.2. Density Functional Theory
The basis of Density Functional Theory (DFT) are the two Hohenberg-Kohn Theorems. The
first one postulates that there is a unique mapping of the ground-state electron density of an N -
electrons system and an external potential acting on it. This implies that the system energy E is
directly dependent on the electron density ρ. [68]
E(ρ) = Tkin(ρ) + Vee(ρ) +
∫
dr vext(r)ρ(r) (2.8)
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Tkin is the kinetic energy of the electrons and Vee the two-electron interaction term. The last
term refers to the external potential which is expressed by a local potential vext(r). The second
Hohenberg-Kohn Theorem states that any approximative electron density ρ′ relates to a equal or
higher energy than the exact electron density ρ (E(ρ′) ≥ E(ρ)) [69]. Thus, minimising the system
energy E with respect to the wave function or the electron density ρ is equivalent. Accounting for
charge conservation results in the Lagrange expression [69]
δ
δρ(r)
E(ρ)− µ(∫ dr ρ(r)−N)
 = 0 (2.9)
where N is the number of considered electrons and µ the chemical potential (definition of µ clearer
in relation 2.11). In order to solve 2.9, Kohn and Sham rewrote the density in terms of a fictitious,
non-interacting set of one-electron orbitals ρ(r) =
∑N
i | 〈θi(r)|θi(r)〉 |2. They rearranged equation
2.8 as
Tkin(ρ) + Vee(ρ) = T
s
kin(ρ) + J(ρ) + Exc(ρ) (2.10)
with T skin(ρ) being the kinetic energy of non-interacting orbitals, J(ρ) referring to the classical
coulomb energy and Exc(ρ) representing the Exchange Correlation Energy [69]. Exc is unknown,
however, likely to be small as it is the difference between the kinetic energies Tkin(ρ) and T skin(ρ)
and the non-classical part of the coulomb energy. Subsequently, equation 2.9 simplifies to
µ =
δE(ρ)
δρ(r)
= vKS(r) +
δT skin
δρ(r)
(2.11)
where vKS(r) is the Kohn-Sham Effective Potential
vKS(r) = vext(r) +
δJ(ρ)
δρ(r)
+
δExc(ρ)
δρ(r)
. (2.12)
As equation 2.11 is identical to a system of non-interacting electrons in a potential vKS the
Schrödinger equation can be converted into [70]
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(
−1
2
∇2 + vKS(r)
)
|θa(r)〉 = a |θa(r)〉 (2.13)
which is known as the Kohn-Sham Equation. The electron density ρ and the Kohn-Sham
effective potential vKS depend mutually on each other. Thus, the Kohn-Sham Equation must be
solved self-consistently similar to the Hartree-Fock equation. Besides, the Kohn-Sham Equation is
superiour to the Hartree-Fock formalism in several respects: firstly, it includes the two-electron term
of the original Hamiltonian H. Secondly, it is only dependent on a local potential vKS(r).
Population Analysis is concerned with the charge distribution in molecules and aims to assign
partial charges to atoms. As partial charges are not observable, many possible approaches have
been suggested. The most common one might be Mullikan Charges [71]. Mullikan distinguishes
between orbitals that are associated with one or several atoms. Those orbitals that are shared
contribute equally to each atom involved, independently from the shape of the orbital. The great
advantage of this approach is its simplicity which leads to high computational efficiency. On the
downside, Mullikan population analysis neglects electronegativities and is very basis-set-dependent.
This can cause occupation numbers higher than one which is unphysical. In general, smaller basis
sets lead to less delocalisation of charge carriers and more meaningful results.
Kohn-Sham Orbitals As pointed out previously, the electron density ρ =
∑
i | 〈θi|θi〉 |2 can be
calculated using Kohn-Sham orbitals. The electron density and not the Kohn-Sham orbtials is
fundamental and allows the calculation of observables. Therefore, Kohn-Sham orbitals are often
considered as auxiliary constructs and their own physical significance is questioned. Before density
functional theory was established, extended Hückel orbtials (see Appendix A) had been used to
rationalise chemical phenomena. In the 1990th, Baerends and co-workers began to support the
explanatory power of Kohn-Sham orbitals stating that they would be very suitable for qualitative
interpretations in chemistry. If the Kohn-Sham potential vKS includes a realistic description of the
exchange correlation energy Exc, Kohn-Sham orbitals consider all non-classical effects and reproduce
the ground-state density exactly [72]. Additionally, Strowasser and Hoffmann could identify that
the order, shape and symmetry of Kohn-Sham orbitals compare well with orbitals from Hartee-
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Fock and one-electron extended Hückel calculations [73]. While Kohn-Sham orbitals might be a
good qualitative approximation to the many-body wave function, the true molecular orbitals remain
unknown.
2.2.3. Time-Dependent Density Functional Theory
Like the Hohenberg-Kohn Theorems in DFT, the Runge-Gross Theorem is the basis for Time
Dependent Density Functional Theory (TDDFT) [74]. The Runge-Gross theorem states that an
electron system can be equivalently described by a time-dependent density ρ(t) in time-dependent
external potential. There is only one time-dependent density corresponding to a time dependent
external potential and vise versa. An analogous consideration as in ground-state DFT results in the
Time Dependent Kohn-Sham Equation [75].
(
−1
2
∇2 + vKS(r, t)
)
|θa(r, t)〉 = i ∂
∂t
|θa(r, t)〉 (2.14)
with
vKS(r, t) = vext(r, t) + vJ(r, t) + vxc(r, t) (2.15)
vKS is the time-dependent Kohn-Sham effective potential, vext is the time-dependent external field
and vJ the time-dependent coulomb interaction. As in ground-state DFT, the exchange correlation
potential vxc is unknown. In the time-dependent framework, the energy minimisation principle of
equation 2.9 is not valid and vxc cannot be directly related to an exchange correlation energy Exc.
Therefore, Runge and Gross proposed in their original publication [74] an alternative calculation
based on the Dirac Action which, however, did not satisfy the causality condition as the Dirac for-
malism is symmetric in time. Van Leeuwen found an appropriate description deploying the Keldysh
formalism to define a novel exchange action potential Axc [76]
vxc(r, t) =
δAxc
δρ(r, τ)
∣∣∣∣∣
ρ(r,t)
(2.16)
with τ being the Keldysh pseudo time [75]. The functionals for Axc being especially developed for
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TDDFT are still very basic. TheAdiabatic Approximations allows the application of ground-state
exchange functionals in the context of time-dependent calculations (see section A). When v¯xc[ρ] is an
approximation to the DFT functional, the adiabatic time dependent exchange correlation potential
can be written as [75]
vadiabaticxc (r, t) = v¯xc(ρ(r))
∣∣∣
ρ=ρ(r,t)
. (2.17)
At each time step t, the adiabatic functional vadiabaticxc is calculated using the density ρ(r, t). As
this approach involves a discretisation of the time, it is only valid if the functional does not vary
drastically over time. When the external, time-dependent perturbation potential is considered to be
small δvext(r, t), system properties are still close to its ground-state [75] and the Linear Response
Theory can be employed. Small changes in the external potential imply small changes in the density
ρ(r, t) = ρ(r) + δρ(r, t), with δρ(r, t) being
δρ(r, ω) =
∫
dr′ ζ(r, r′, ω) δvext(r′, ω). (2.18)
ζ refers to the linear density-density response function. Calculating ζ in perturbation theory is
very expensive due to the interaction between electrons. In the Kohn-Sham formalism electrons are
non-interacting and equation 2.18 simplifies to
δρ(r, ω) =
∫
dr′ ζKS(r, r′, ω) δvKS(r′, ω) (2.19)
with the density-density response function [75]
ζKS(r, r′, ω) = lim
η→0+
∞∑
ab
(fb − fa)θa(r)θ
∗
a(r′)θb(r′)θ∗b (r)
ω − (a − b) + iη (2.20)
of non-interacting electrons where fm is the occupation of the m-th Kohn-Sham orbital in the
ground state. δvKS is the linear perturbation of the Kohn-Sham potential vKS (see equation 2.15).
Injecting equation 2.15 into 2.19 leads to
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δρ(r, ω) =
∫
d3r′ζKS(r, r′, ω)vext(r′, ω)
+
∫
d3x
∫
d3r′ζKS(r,x, ω)
[
1
|x− r′| + fxc(x, r
′, ω)
]
δρ(r′, ω)
(2.21)
where unknown variables are summarised in the Exchange Correlation Kernel fxc(r, t, r′, t′) =
δvxc(r, t)/δρ(r′, t′), a parameter combining all non-trivial many-body effects. By combining equations
2.18 and 2.21 we obtain
ζ(r, r′, ω) = ζKS(r, r′, ω)
+
∫
d3x
∫
d3x′ζ(r,x, ω)
[
1
|x− x′| + fxc(x,x
′, ω)
]
ζKS(x′, r′, ω).
(2.22)
which allows a self-consistent solution of the density-density response function ζ describing the
interacting system from its Kohn-Sham equivalent ζKS provided that the exchange correlation kernel
fxc is known. In practice, the exchange correlation contribution is defined by the chosen functional
(see Appendix A).
Excitation Energies One of the most important application of TDDFT is the calculation of ex-
citation energies. Calculations can be based either on propagating the time-dependent Kohn Sham
equations or linear response theory. For the latter equation 2.20 is deployed since the excitation
energies correspond to poles of the response function ζKS . In this section we focus on the propaga-
tional approach.
The starting point is a ground-state Kohn Sham wave function θa(r) that is time propagated by a
small electric field v(r, t) = −k0rδ(t) where δ is the Delta function. The function of the electric field
is to excite the electrons and has to be small to maintain the system response linear and dipolar.
After a small time steps ∆t the wave function is given by
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θ(r,∆t) = exp
(
i
∫ ∆t
0
dt
[
HKS − k0rδ(t)
])
θ(r, 0) (2.23)
Assuming infinitesimally small time steps withdraws the contribution of HKS and the exponential
simplifies to exp(ik0r). Going to finite times by repeated propagation leads to a dynamic polarization
[75]
αj(ω) = −1
k
∫
d3r rj ρ˜(r, ω) (2.24)
where ρ˜(r, ω) is the Fourier transform of the charge density difference between the inital charge
density and final one after propagation. Accordingly, the photo-absorption σ(ω) is directly propor-
tional to the imaginary part of the dynamic polarisation.
There are several sources of erros when calculating excitation energies. Using pure density func-
tionals underestimates the attractive force between the excited electron and the remaining hole during
the transistion from ground to excited state. Hartree Fock functionals account for the self-interaction,
however overestimate excitation energies due to missing dynamic correlation. Empirically, hybrid
functionals provide the best description by balancing both types of errors [77] (see Appendix A).
2.3. Generating Molecular Assemblies with Molecular Dynamics
The application of quantum-chemistry is computationally expensive and hence restricted to compa-
rably small systems of tens and hundreds of atoms. Moreover, quantum-chemical methods are static
and are unable to provide information on the dynamics of molecular structures. A method allowing
for both large molecular assemblies of relevant size for charge transport (> 105 atoms) and time
resolution of molecular structures is molecular dynamics.
A molecular dynamics model consists of several elements: 1) a force field based on physico-chemical
knowledge describing the forces between atoms. A force field defines an empirical potential function
V(r) accounting for all possible interactions and should be differentiable to calculate the associate
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force F = −∇V (r). Forces on atoms depend on their atomic number and their chemical environment.
2) The degrees of freedom linking the elementary atoms to a topology, e.g. which atoms are bonded
in the molecule. 3) Boundary conditions defining for example the external wall, the temperature, the
pressure and other external forces. 4) A method to generate an initial configuration of molecules.
Figure 2.3.: Molecular dynamics and coarse-graining. On the left side the molecular structure
of a fullerene derivative is shown. In coarse-graining the molecular structure can be simplified
in four elements: the blue pearl represents the C60 cage and the three white pearls refer to the
side-chains. On the right side an equilibrated structure from coarse-grained molecular dynamics
is illustrated.
Generally, the full atomistic structure of molecules is considered in molecular dynamics simulations.
Due to computational constraints it is not always possible to generate sufficiently large structures for
charge transport simulations [78, 79]. Too small molecular assemblies, however, would be unable to
provide a statistical representation of highly dissolved materials and hence are likely to exaggerate
local properties of the morphology. In Coarse-Grained Molecular Dynamics, molecular struc-
tures are simplified resulting in fewer interacting segments per molecule. Figure 2.3 illustrates the
example of a fullerene derivative where the molecule is separated in four units: one represents the C60
cage (blue pearl) while the other three refer to side-chains (white pearls). Accordingly, a force field
for the coarse-grained model has to be established. One approach is to match the radial distribution
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functions of molecular assemblies generated with atomistic and coarse-grained molecular dynamics
[80]. For this comparison, much smaller systems than for charge transport are sufficient.
Force Field Among all elements of molecular dynamics, the force field is the most complicated
one to define as it has to be specific to the atom type and the chemical surrounding. We can
distinguish between bonding and non-bonding interactions. There are four bonding interactions
affecting chemically bound atoms:
• Vb = Kb(r− r0)2 refers to the energy dependence due to the bond type. Different bond types
(e.g. single and double bonds) have specific bond strength Kb and equilibrium positions r0.
• Vθ = Kθ(θ− θ0)2 is the energy due to forces between adjacent bonds attached to the the same
atom. θ0 corresponds to the energetically optimised configuration and is Kθ is a force constant.
• Vφ = Kφ(1+cos(nφ−δ)) is the energy term related to the dihedral angle φ. n is the periodicity
factor determining the number of equilibrium dihedral configurations. δ is a phase shift and
Kφ is a force constant.
• Vψ = Kψ(ψ − ψ0)2 refers to the energy dependence on improper angles ψ. An improper angle
is defined between four atoms that are not consecutively bound. ψ0 is the equilibrium angle
and Kψ corresponds to a force constant.
In contrast, non-bonding interactions are independent from chemical bonds between atoms. As
those interactions affect all possible pairs of atoms and decay with distance, it is common to introduce
cutoffs to gain computational efficiency. The two non-bonding interactions are:
• VLJ = 4LJ((σ/r)12− (σ/r)6) refers to the Lennard-Jones potential describing how two neutral
atoms interact with Van der Waals forces. LJ refers to energy needed to free both particles
and σ is the finite distance at which VLJ vanishes.
• Ve = qiqj/4pi0rij is the Coulomb potential accounting for electrostatic interactions of two
atoms with charge qi,j at distance rij . 0 and  are the vacuum and relative permittivities
respectively.
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Figure 2.4.: Illustration of bonding interactions. a) Vb: bond type and length, b) Vθ: angle
between adjacent bonds c) Vφ: dihedral, d) Vψ: improper angle.
2.4. Charge Transfer Rates Calculated with Non-Adiabatic Marcus
Theory
When charge carriers (electrons or holes) travel in polarisable media such as organic semiconductors,
the surrounding atoms will move away from their equilibrium position to screen the charge carrier.
This displacement of surrounding atoms is known as the phonon cloud. A phonon is a quasi-particle
referring to a vibrational state. In organic semiconductors, charge carriers can be considered as
travelling with their phonon clouds. Therefore, the Polaron is introduced which is a quasi-particle
coupling both elements.
Conjugated elements of neighbouring molecules are generally weakly coupled. Therefore, trans-
port is slow and comparable to oxidisation or reduction reactions in chemistry rather than band
transport in inorganic semiconductors. Consequently, polaron transport has to be described with a
Hopping mechanism. In the following section Marcus hopping rates are derived from basic quantum-
mechanical principles. Subsequently, methods to calculate transfer integrals, reorganisation energies
and hopping site energies are introduced which serve as input parameters for Marcus hopping rates.
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2.4.1. Marcus Theory
Non-adiabatic Marcus theory was developed to account for a more precise description of oxidation
reactions where charge carriers are exchanged [81]. The formalism was modified for charge transport
in organic semiconductors by Holstein [82]. A quantum-mechanical derivation is provided in the
following. The transition rate νif between an initial and a set of final states is given by the Golden
Rule
νif =
2pi
~
∣∣∣〈ψi|H |ψf 〉∣∣∣2 δ(Ei − Ef ) (2.25)
where ψi and ψf are the initial and final states, H the Hamiltonian coupling the two states, and E
their energies. Assuming that the charge transition is much faster than the motion of the nuclei, the
Born-Oppenheimer Approximation can be applied where the electronic state χ and the state of the
nuclei φ are decoupled. Utilising the Franck-Condon approximation the coupling term in equation
2.25 can be rewritten as
〈χiφi|H |χfφf 〉 = 〈χi|Helec |χf 〉 〈φi|φf 〉 = Jif 〈φi|φf 〉 (2.26)
where Jif refers to the transfer integral between the electronic states χi and χf . Helec is the
previous Hamiltonian excluding the kinetic term of the nuclei because nuclear coupling was neglected
as a result of the Franck-Condon principle. The rate equation considers only two individual states
i and f . For a charge transfer process all possible initial and final vibrational states have to be
considered given the occupation probability of the initial vibrational state. Consequently, the transfer
rate is
νif =
2pi
~
|Jif |2
∑
n,m
| 〈φn|φm〉 |2exp
(
−En
kBT
)
Z δ(En − Em) (2.27)
where n is the initial vibrational state and m the final vibrational state. The Franck-Condon
approximation implies that the transfer integral Jif is only weakly dependent on the vibrational
states and is therefore set constant in equation 2.27. Z is the partition function and the factor
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Z−1exp
(
−En
kBT
)
is the probability to find the charge carrier initially in the n-th vibrational state.
Assuming that force constants of the vibrational modes are identical and taking the high temperature
limit of expression 2.27 the known form of the semi-classical, non-adiabatic Marcus rate can be
obtained [82].
νif =
2pi
~
|Jif |2 1√
4piλkBT
exp
(
− (∆E + λ)
2
4λkBT
)
(2.28)
∆E is the energy difference between the initial and final state and λ is known as the reorganisa-
tion energy (see also section 2.4.3). The Marcus rate is non-adiabatic since the orbital coupling is
assumed as small (Jif  λ) which localises the charge carriers and semi-classical because of the high
temperature limit.
Figure 2.5.: Non-adiabatic (blue) and adiabatic (red) potential surface of the initial states ψi
and final state ψf . The activation energy Ea is the height of the energy barrier that has to be
passed to hop from the initial to the final state. ∆E is the energy difference between the initial
and final molecule in equilibrated configuration. The larger the transfer integral Jif the more
delocalised are the charge carriers since the activation energy for a hop is decreased.
The factor 0.25λ−1(∆E + λ)2 can be interpreted as an activation energy Ea. The charge transfer
event happens at the crossing point of ψi and ψf in Figure 2.5, and the rate of charge transfer
results from the thermodynamic probability of being activated to this point times the rate of charge
transfer at the crossing point. A great success of Marcus theory was the prediction of a Marcus
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Inverted Region. Against intuition, in this region a higher driving force (electric field) results in
lower transfer rates (where ∆E + λ < 0). The existence of the Marcus inverted region was verified
experimentally by Closs and co-workers [83].
2.4.2. Charge Transfer Integrals Jif
Charge transfer integrals quantify the coupling between electronic states. Several approaches have
been proposed. In this section the projective method and the molecular overlap approach are de-
scribed, which are designed for the calculation of inter-molecular transfer integrals. In contrast, the
bandwidth approach estimates electronic couplings within polymers.
Projective Method In the previous section, the transfer integral was defined as Jif = 〈χi|Helec |χf 〉.
To calculate the integral, the Fock-matrix formalism is utilised, replacing the electronic states χ by
Slater determinants ensuring asymmetric wavefunctions χS and applying the frozen orbital approxi-
mation. The frozen orbital approximation guarantees that there is coupling only between two orbitals
as other electrons are supposed to be unaffected by the charge transfer process. Accordingly, the
transfer integral is
Jif = 〈χSi | F |χSf 〉 (2.29)
with F being the Fock matrix (see section 2.2.1, with F being the sum over all one electron Fock
matrices f(1)). We use the projective method introduced by Bredas and coworkers [39] to solve
equation 2.29 and follow the derivation in reference [3]. At first, the electronic structure of the
individual molecules and the pair are deduced from self-consistent field calculations (see section 2.2).
Subsequently, a basis set of the individual molecular orbitals Cind is defined
Cind =
 φinm 0
0 φfn′m′
 (2.30)
where φi,f contain all atomic orbitals n, n′ of molecular orbital m, m′. Applying the spectral
theorem, the orbitals of the pair can be projected onto the local molecular orbitals Cloc
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Cindpair = (Cind)
TCpair (2.31)
where Cind and Cpair are orthogonal. Consequently, the Fock matrix F can be expressed in the
localised basis
F ind = (Cindpair)T pairCindpair (2.32)
where pair are the energy eigenvalues of the pair. The transformation in equation 2.32 diagonalises
pair so that the transfer integrals Jif can be simply read from the off-diagonal elements of F ind.
F indmm′ for instance is the transfer integral between the m-th molecular orbital of the molecule where
the charge carrier is initially located to the m′-th molecular orbital of the molecule where the charge
carrier is located after the charge transfer.
Molecular Orbital Overlap A less expensive approach to calculate transfer intregrals uses the semi-
empirical ZINDO formalism (see Appendix A) allowing a direct determination of the Fock matrix
of molecular pairs. In the convention of equation 2.30 we are interested in the transfer integrals
between the atomic orbitals φinm and φ
f
n′m′ of the individual molecules i and f. In the Fock matrix
this corresponds to the off-diagonal blocks. In the INDO approximation the Fock matrix is given by
[84]
Fµν = Sµν βa + βb
2
+ ρµν
γab
2
(2.33)
where S refers to the overlap matrix of atomic orbitals, βa represents the ionisation potential of
atom a, ρµν is the density matrix with µ and ν being the atomic orbitals and γ is the Mataga-
Nashimoto potential. The main approximation of Molecular Orbital Overlap is that the density
matrix ρµν is assumed to be block diagonal and hence that the second term in equation 2.33 is zero.
Accordingly, we prove that this is correct if each pair of orbitals (φ1 and φ2) can be expressed as
a combination of orbitals of the individual molecules (φa and φb) following reference [3]. Assuming
that the orbitals φ1 and φ2 are occupied twice, then their contribution to the density matrix is
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δρ = 2(φT1 φ1 + φ
T
2 φ2) (2.34)
If both orbitals φ1,2 can be written as bonding and anti-bonding combinations of φa,b we find
δρ = 2
(
(φa + φb)
T (φa + φb) + (φa − φb)T (φa − φb)
)
(2.35)
which simplifies to
δρ = 2(2φTa φa + 2φ
T
b φb). (2.36)
Since the orbitals φa,b are localised on individual molecules, the contribution of δρ to the density
matrix is block diagonal. Assuming that all contributions δρ to the density matrix are from doubly
occupied molecular orbitals, the entire density matrix is block diagonal. Thus, the Fock Matrix F
in equation 2.33 is defined by calculating the overlap matrix S and the ionisation potentials βa,b.
Molecular Orbital Overlap is faster than the projective method since only one self-consistent field
calculation on the independent molecule and the relative location of the two molecules are sufficient to
calculate all needed parameters. Although being the fastest approach to calculate transfer integrals,
the Molecular Orbital Overlap is limited to the semi-empirical functional ZINDO which does not
include a description of heavier atoms such as silicon.
Bandwidth Approach A simplistic method that allows to assess intra-molecular transport is the
bandwidth approach [85, 86]. Therein, polymers are considered as one-dimensional systems with
periodically located hopping sites. Hopping sites are connected to neighbours with constant coupling
elements J . Then the Schrödinger Equation results in
Eφj = E0φj − Jφj+1 − Jφj−1 (2.37)
where φj refers to orbitals at site j. Coupling terms are substracted from the energy eigenvalue
of the hopping site E0 accounting for the stabilising effect due to electron delocalisation along the
polymer backbone. Inserting Bloch wave functions φj = exp(ikj) in equation 2.37 leads to the simple
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relation
E = E0 − 2γcos(k) (2.38)
Thus, the coupling J can be calculated as one fourth of the bandwidthW . Being based on periodic
systems, the bandwidth approach is restricted to polymers and single-crystalline molecular systems.
2.4.3. Reorganisation Energies λ
The reorganisation energy can separated into two contributing components. The inner-sphere reor-
ganization energy λin represents the energetic relaxation cost regarding the electronic structure of
the acceptor and donor molecules. The outer-sphere reorganization energy λout estimates the energy
needed to reorient the surrounding medium.
λ = λin + λout (2.39)
To calculate the inner-sphere reorganisation energy λin, it is assumed that the reaction coordinate
is not changing during the charge transfer process (Franck-Condon Principle). Thus, the molecule
where the charge carrier is initially (finally) located stays in its charged (uncharged) minimum energy
geometry. Thereafter, the molecular structures relax into equilibrated geometries for their new
state of charge (in equation 2.40 and Figure 2.6 indicated with eq). Accordingly, the inner-sphere
reorganization energy can be written as [39]
λin = Ei(q)− Ei(qeq) + Ef (Q)− Ef (Qeq) (2.40)
The second term in equation 2.39 is the outer-sphere reorganisation energy λout which is of par-
ticular importance for polarisable media. In his theory, Marcus assumed polaron transport which is
activated by fluctuations of the longitudinal polarisation of the nuclear solvent [81]. When charge
transport is much slower than the polarisation but much faster than the motion of the nuclei, the
external reorganisation energy can be expressed as [43]
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(a) (b)
Figure 2.6.: Calculation of the inner-sphere reorganisation energy λin. In the context of the
Franck-Condon principle, transitions are considered faster than the motion of the nuclei. There-
fore, the transition is represented as a vertical arrow. (a) In the donor, the system falls from the
charged ψcharged in the neutral state ψcharged. Thereafter, the system relaxes in the equilibrated
configuration defining the inner-sphere reorganisation energy of the donor as Ei(q)−Ei(qeq). (b)
Analogous considerations lead to an inner-sphere reorganisation energy of Ef (Q)−Ef (Qeq) for
the acceptor molecule.
λout =
cp
8pi
∫
dk
(2pi)3
|EL(k)|2 (2.41)
where cp is the Pekar factor corresponding to the longitudinal polarisation of the nuclei. The
Pekar factor is defined by cp = 1/opt − 1/s where opt and s refer to optical and static dielectric
permittivities. The integral calculates the longitudinal electrostatic energy EL of the electric field
E along the wave vector k outside the charge transfer complex (acceptor and donor molecule). The
hypothesis of spherically symmetric charge distributions with radii of Ri and Rf on the molecules
leads to [43]
EL(~k) =
4piie
k
[j0(kRi)− j0(kRf )eikR] (2.42)
when a charge e is transfered. j0 are Bessel functions of 0-th order and R the distance between
the spheres representing the donor and acceptor molecules (i and f). Calculating the integral in
equation 2.41 leads to the classic Marcus expression of the outer-sphere reorganisation energy [34]
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λout =
cpe
2
4pi0
(
1
2Ri
+
1
2Rf
− 1
R
)
(2.43)
As the charge distribution is rarely spherical, relation 2.40 must be applied carefully. The classic
Marcus expression successfully predicts decreasing external reorganisation energies for larger sepa-
ration distances between the molecules. Since the external reorganisation energy is complicated to
calculate for non-spherical systems [42], it is often only estimated for charge transport calculations
[51, 87].
2.4.4. Energy Difference ∆E
In the Marcus theory, the energy difference is defined as ∆E = 〈χf |Helec |χf 〉 − 〈χi|Helec |χi〉 which
considers the energies between the initial and final electron configuration in the potential of the full
system. Due to computational efficiency, several approximations are usually applied. Firstly, other
molecules than the two molecules participating in the charge transport are neglected. Secondly,
electrons that are not transferred are not affected by the charge transport (frozen orbital approxi-
mation). Then the only contributions to the energy difference ∆E are the energy difference between
the frontier orbitals molecules χi,f of the two molecules and the share of externally applied electric
fields F .
∆E = Ef − Ei − rqF (2.44)
where Ei,f are the energies of the frontier orbitals and r refers to the hopping distance in the field
direction. A more exact description would be achieved by accounting for electrostatic and inductive
interactions.
Electrostatic Energy An elegant way to accommodate electrostatic interactions in the energy
difference ∆E is to approximate the molecular electrostatic potential by multiple multipole moments
Qn located at each molecular site (e.g. the mass center). The expression for the electrostatic
interaction energy Ees between two molecules is then
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Ees =
∑
a
∑
b6=a
T ablk Q
a
lQ
b
k (2.45)
where T abnm are the symmetrical interaction tensors which depend reciprocally on the distance
between multipole moments. a (b) refers to all multipole moments of the first (second) molecule. The
Distributed Multipole Analysis is a methodology that allows the comparably simple calculation
of multipole moments [88]. The total electron density can be expressed as
ρ(r) =
∑
α,β
ραβ φ
a
α(r)φ
b
β(r) (2.46)
where φaα = Rα(r−a)exp[−ξα(r−a)] are Gaussians that are centered on atoms or bonds at a and
Rα are the regular spherical harmonics. The product of the two Gaussians φaα(r) and φbβ(r) is again
a Gaussian centered at p = (ξαsα + ξβsβ)/ξαξβ . The multipole moment resulting from the density
matrix ρ(r) is then
Ql(p) = −
∫
dr Rl(r− p) ραβ φaαφbβ (2.47)
Accordingly, multipole moments Ql are translated to closest polar sites (atoms or bonds) [88]. It
is important to mention that the translation to the closest polar site is an arbitrary choice, however,
proves to be a powerful method to ensure good convergence of the electrostatic potential. The
electrostatic contribution to the energy difference for a charge placed at molecule a is given by
∆Eaes =
∑
a6=b
(
Qal (n)−Qal (c)
)
T ablk Q
b
k(n) (2.48)
where n and c refer to the neutral and charged configurations of the molecule. The sum includes
all multipole moments exept those located at atom a.
Induction Energy Quantum-mechanically, the induction energy is the second order correction
to the electrostatic intermolecular interaction. The corresponding perturbation is Qal Φ
a
l where Φ
a
l
is the field at site a. The corrections to the multipole moments is then ∆Qal = −αaa
′
ll′ Φ
a
l which
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are proportional to the site polarisability αaa′ll′ . Injecting multipole corrections into equation 2.45
represents the external (ext) contribution to the energy due to induction.
Eext =
1
2
∑
a
∑
b 6=a
T ablk (Q
a
l + ∆Q
a
l )(Q
b
k + ∆Q
b
k) (2.49)
External means in this context, the interaction of ∆Qal with other multipole moments and their
correction. The internal (int) energy contribution describes the interaction of the multipole moments
at the same site
Eint =
1
2
∑
a6=a′
ηaa
′
ll′ ∆Q
a
l ∆Q
a′
l′ (2.50)
Variation of the total energy δ(Eext + Eint) defines a self-consistent set of equations that can be
solved iteratively with
∆Qal = −
∑
a6=b
αaa
′
ll′ T
a′b
l′k (Q
b
k + ∆Q
b
k) (2.51)
Accordingly, Stone showed that the energy correction due to induction Ein can be simplified to
[89]
Ein =
1
2
∑
a
∑
b>a
T ablk ∆Q
a
lQ
b
k + T
ab
lk ∆Q
b
lQ
a
k (2.52)
which contains only interactions between permanent and induced multipole moments. Interac-
tion energies between induced multipole moments are cancelled by induction work. In summary,
equations 2.45, 2.51 and 2.52 allow us to compute self-consistently all electrostatic and inductive
contributions to the site energy.
A quantum-mechanical evaluation of the polarisabilities αaa′ll′ is complicated but several empirical
alternatives have been suggested. The Thole Model, for instance, describes polarisabilities in an
extended point dipole model with smeared out charges [90]. This is necessary to avoid unphysical
divergence at small dipole separations. Compared to previous models, the Thole Model has only a
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few free parameters which might be its greatest advantage. The first one is a scaling factor shaping
the smearing of the charges and the second one are atom-specific polarisabilites that are independent
from the chemical environment. Van Duijnen et al. advised later to reparametrise those atom-specific
polarisations if the atoms are ionised or part of a conjugated system [91].
2.5. Spin Transport
So far, charge transfer rates have been independent from the polaron spin. In this chapter we
introduce a formalism that allows us to describe spin-dependent hopping. Magnetic moments of
atoms and external magnetic fields (combined in B) couple to the spins of polarons s which is
specified in the following Hamiltonian
H = gµBB s/~ (2.53)
where g refers to the g-factor and µB is the Bohr magneton. This coupling leads to spin precession
around the orientation of the magnetic field. The time evolution of polarons with moving spins can
be characterised by the Stochastic Liouville Equation. In particular, slow polaron hopping will be
relevant to this thesis as magnetoresistance is strongest in this limit.
Magnetoresistance Let us consider two molecular sites that are occupied with one spin-polaron
each. Nuclei in the molecule have a certain magnetic moment coupling to the spin and leading to spin
precession. Given that the effective local magnetic moment at each molecular site is uncorrelated,
polaron spins precess around different axes (see Figure 2.7a). Even if both spins point up initially
and a hop was spin-forbidden due to the Pauli exclusion principle, spin precession would entail spin-
mixing and enable the hop to happen. The situation changes when a large external magnetic field
is applied. In this case, both polaron spins rotate around the same axis and hopping is only allowed
between states whose occupying electrons have opposite spin eigenvalues (see Figure 2.7b). Thus,
applying large magnetic fields closes transport pathways (spin blockade) and consequently increases
the resistance. This effect is called magnetoresistanceMR and is defined as
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MR(B) = R(B)−R(0)
R(0)
(2.54)
where R(B) is the resistance for an applied magnetic field B. Magnetoresistance can be measured
by e.g. four-point-probe or conducting-probe atom force microscopy. The latter allows magnetore-
sistance measurements locally on films and is thereofore particularly suited to probe spin transport
on one-dimenstional polymer systems [92] which are discussed in chapter 6.
Figure 2.7.: Principle of magnetoresistance in organic semiconductors. Let us consider two
sites S1 and S2 occupied with one spin-polaron each being in positive eigenstates (spin up). A hop
of the spin-polaron 1 on S2 is only possible if both spin-polarons are eventually in opposite spin-
eigenstates (spin up and spin down) of S2 due to the Pauli exclusion principle. Without external
magnetic field, the spins precess around the local magnetic fields from the nuclear magnetic
moments of S1 and S2. Since the nuclear magnetic moments of S1 and S2 are uncorrelated,
spins precess in different direction leading to spin mixing which enables spin-polaron hopping
(left). With a large external magnetic field both spins precess around approximately identical
axes (right) and hence spin-polaron hopping is forbidden. This effect is called spin blocking and
impedes spin transport. As spin blocking is triggered by external magnetic fields the mechanism
is named magnetoresistance.
Hyperfine Field Molecules consist mainly of light atoms such as carbon and hydrogen. Spin-
orbit coupling scales with the number of protons in the nuclei and is therefore weak for organic
semiconductors. Generally, the leading interaction is hyperfine interaction between nuclear magnetic
moments and polaron spin. Considering all magnetic moments separatly is expensive. Schulten
and Wolynes proposed an alternative, by approximating nuclear magnetic moments to be randomly
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oriented and stationary during the polaron occupency [93]. The result is the so called hyperfine field
that is given by
Bhf =
√
1
3
∑
j
γ2jmj(mj + 1) (2.55)
with mj being the magnetic moment of nucleus j. The hyperfine field Bhf is treated as a classical
magnetic field. Hyperfine fields are found to be around 1 mT. Introducing an external magnetic field
Bext leads to an effective magnetic field of B = Bext + Bhf .
Spin Precession A spin being exposed to magnetic field precesses around the orientation of the
magnetic field which is proved in the following. The coupling between the magnetic field B and the
spin s is described by the Hamiltonian in equation 2.53. In the Heisenberg representation the spin
evolution is described as
i~
dSi(t)
dt
=
[
si(t),H(t)
]
= −igµB ijk sj(t)Bk(t) (2.56)
where the angular momentum commutation relation [si, sj ] = i~ijksk was used. The right side of
the equation 2.56 is equivalent to a torque by a magnetic field B on a spin s.
Singlets, Triplets and Bipolarons Let us now consider a system with two spin particles of spin
1/2. Choosing an arbitary quantisation direction, there are four possible configurations |↑↑〉, |↑↓〉,
|↓↑〉 and |↓↓〉 with |s1s2〉 and ↑= 1/2 and ↓= -1/2. Using the Clebsch-Gordan terminology
|sm〉 =
∑
m1+m2=m
|m1m2〉 〈m1m2|sm〉 (2.57)
the single particle spins s1 and s2 can be related to the total spin of the system s and the azimuthal
quantum number m. The three states |1, 1〉 = |↑↑〉, |1, 0〉 = (|↑↓〉+ |↓↑〉)/√2 and |1,−1〉 = |↓↓〉 with
spin s = 1 are called triplet states while the one state |0, 0〉 = (|↑↓〉 − |↓↑〉)/√2 with spin s = 0 is
called singlet.
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A bipolaron is a quasi-particle that consists of two equally charged polarons located at the same
site. Due to the Pauli exclusion principle only two polarons in the singlet |0, 0〉 or triplet |1, 0〉 are
quantum-mechanically permitted in the same orbital. Therefore, polarons have to be in one of those
spin states before bipolaron formation.
Stochastic Liouville Equation Considering a model system of two sites i and j which are occupied
with one spin particle each, the corresponding Hamiltonian isHi,j = gµBBi s1/~+gµBBj s2/~ where
s1,2 are the spins of the particles 1 and 2. Each of the spin particles has a corresponding density
operator ρ1,2. The time development of those density operators is given by the stochastic Liouville
equation [94]
∂ρi,j
∂t
=
i
~
[
Hi,j , ρi,j
]
− 1
2
{
Λi,j , ρi,j
}
+ Γi,j (2.58)
with the square brakets being the commutator and curly brakets being the anticommutator. Neg-
electing the last two terms leads to the von Neumann equation which describes the coherent evolution
of the density operators within the two-site system. Λi,j is the dissipative term reducing the of spin
density ρi,j of the system. Haberkorn demonstrated that the anticommutator in equation 2.58 retains
the hermiticity of the density operator [95]. The last term Γi,j refers to source terms accounting for
processes increasing the spin density ρi,j .
An example for a spin-independent contribution to Λi,j would be hopping from site i to an external
site k. In this case the the dissipation term would be Λi = νik[1 − Tr(ρk)] where νik is the Marcus
hopping rate (see 2.28) and 1− Tr(ρk) being the likelihood that site k is empty. In the limit of low
charge carrier densities Tr(ρk) vanishes and the described hopping process would be simply repre-
sented by the Marcus hopping rate. A spin-dependent process would be bipolaron formation. If the
bipolaron is formed as a singlet state on site j, the density reducing contribution Λi,j = ν˜ij |0, 0〉 〈0, 0|
where ν˜ij is the bipolaron formation rate on site j for a singlet state. The triplet state |1, 0〉 has
usually a higher energy than the singlet state and thus a lower formation rate.
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Slow Hopping As in the previous section, a model system with two sites i and j is considered.
In constrast, only one site i is populated with one polaron. Initially, the polaron is prepared in one
of the energy eigenstates of Hi and hence ρi is diagonal. Introducing off-diagonal elements would
not change the result of the calculation. If the spin particle hops to site j, the time evolution of the
density matrix on site i is given by
∂ 〈α| ρi |β〉
∂t
=
i
~
(
Eα − Eβ
)
〈α| ρi |β〉 − 〈α| ρi |β〉 νij (2.59)
where νij is the Marcus hopping rate and |α〉 and |β〉 being eigenvectors of Hi. Since the polaron
density operator is diagonal, Eα and Eβ are identical. The solution of equation 2.59 is therefore
ρi(t) = ρi(0) exp(−νijt). The stochastic Liouville eqation for the density matrix on site j is
∂ 〈γ| ρj |δ〉
∂t
= − i
~
(
Eγ − Eδ
)
〈γ| ρj |δ〉+ 〈γ| ρi |δ〉 νije−νijt (2.60)
where |γ〉 and |δ〉 are eigenvectors of Hj . In order to find 〈γ| ρj |δ〉 we integrate equation 2.60
and consider a time after the hop t  1/νij . With a simple exponential ansatz this leads to the
expression 〈γ| ρj |δ〉 = 〈γ| ρi |δ〉 exp(iωt) with ω = Eγ−Eδ/~. In the limit of slow hopping ω  1/νij
all contributions with γ 6= δ average out to be zero. Therefore, the density operator of site j is given
by
〈γ| ρj |γ〉 = 〈γ| ρi |γ〉 (2.61)
This is an important result which implies that after the hop the polaron is again in a local eigen-
state. Therefore, spin transport can be generally described as hopping between the energy eigenstates
of the initial and final site of the hopping process.
Spin-Dependent Hopping Rates While for fast hopping, the hyperfine field is irrelevant, in the
slow hopping regime its influence is strong. Spins precess with the hyperfine frequency ωhf =
gµBBhf/~ around the orientation of the local magnetic field. For hyperfine fields of 1 mT and a
gyromagnetic factor of 2 for electrons, the hyperfine frequency is around 107 Hz. In the slow hopping
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limit ωhf  1/νij and the average orientation of the spin is defined by the local orientation of the
magnetic field. Combined with the result of the previous section, we obtain for the spin dependent
hopping rate [96]
νspinij (α, γ) = νij
∣∣〈α|γ〉∣∣2 (2.62)
where the projection α on γ solely depends on the mutual angle ϕ between the hyperfine fields on
i and j. If both α and γ are oriented against or with the direction of their local magnetic fields Bi
and Bj , the projection 〈α|γ〉 equals sin2(ϕ/2). In contrast, if they point in opposite directions the
projection becomes cos2(ϕ/2).
Figure 2.8.: Spin-dependent hopping rates between two neighbouring sites S1 and S2 occupied
with one spin-polaron each. On the left, the two possible initial configurations are illustrated
(a negative spin-eigenvalue on S1 is treated analogously). Let us consider the case where the
spin-polaron on S1 hops to S2 (final configuration in the middle of the figure). It can be proved
that spin-polarons are before and after the hop in spin-eigenstates specific to each site. Then, the
transition rates are porportional to the Marcus hopping rates νij and dependent on the relative
position of the local magnetic fields B on sites S1 and S2 (on the right side of the figure) which
can be represented by the mutual angle ϕ due to the spin precession around those magnetic fields
BS1 and BS2 (see Figure 2.7).
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The same formalism can be used to describe the singlet and triplet formation. For example, this
would be the case if there are initally two polarons |α〉 and |γ〉 occupying neighbouring sites and
one would join the other. Being localised on one site, the interaction of the polarons are comparably
strong and they would form a singlet or triplet state. The associate projector would be 〈αγ|0, 0〉 for
the creation of a singlet state. Note that the singlet |0, 0〉 and the triplet |1, 0〉 are unaffected by
magnetic fields as they do not exhibit magnetic moments.
2.6. Modelling Mobilities
Calculating polaron mobilities requires simulating charge or spin transport on an appropriate mod-
elling system. Depending on the studied system, either kinetic Monte-Carlo or the Master equation is
applied. While kinetic Monte-Carlo treats time physically and is used to simulate transient phenom-
ena (see section 2.7.1), the Master equation is an approach to calculate mobilities in the steady state.
The starting point of every polaron transport simulation is a sufficiently large molecular assembly
that adequately represents the molecules in the packing structure. At room temperature, plausible
morphologies can be simulated with atomistic molecular dynamics (see section 2.3). Due to computa-
tional efficiency it is sometimes necessary to simplify molecular structures and to use coarse-grained
molecular dynamics. For small molecular crystals it is often sufficient to assume perfect crystal
structures from X-ray scattering experiments.
Having defined a sample morphology, specific hopping rates can be calculated for each pair of
molecules. As shown in section 2.4, Marcus theory relate microscopic electronic molecular properties
to hopping rates. For spin-dependent transport hopping rates have to be adjusted as demonstrated
in section 2.5. With a morphology and the hopping rates at hand, kinetic Monte-Carlo simulations or
Master equation calculations can be employed to quantify polaron mobilities which will be introduced
in the following (see also Figure 2.1).
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2.6.1. Master Equation
The master equation describes charge transport in terms of charge carrier densities p. The change
in occupation probability dpi/dt depends on all possibilities to access or leave the hopping site i. In
the limit of low charge densities, the Master equation is given by
dpi
dt
=
∑
j
(νijpj − νjipi) (2.63)
In section 2.1, the mobility was defined as the average velocity 〈v〉 of charge carriers divided by
the applied electric field F . The average velocity can be expressed by
〈v〉 =
∑
i
pivi =
∑
i
pi
〈r〉i
τi
(2.64)
where 〈r〉i =
∑
j νji~rji
~F
F /
∑
j νji is the average displacement in the field direction and τi =
1/
∑
j νji the dwell time of charge carriers at site i [97]. Inserting all in µ = 〈v〉/F leads to the
relation
µ =
1
F
∑
i,j
piνji~rji
~F
F
(2.65)
For crystals, the occupation probability pi in equation 2.65 is supposed to be constant for crystals
with one molecule per unit cell or calculated for unit cells with several molecules. As the rela-
tive orientation of molecules is arbitrary in amorphous solids, the occupation probability cannot be
quantified. As a result, the master equation approach is mainly applied for organic crystals.
2.6.2. Kinetic Monte-Carlo
Unlike the master equation approach, KMC treats time physically and can therefore model dynamic
systems such as a time-of-flight experiment (see section 2.7.1). Figure 2.9 is a flow chart of the KMC
methodology. At the beginning of a KMC simulation, charge carriers (hoppers) are generated which
means that the occupation probability pi of a hopping site is either 1 or 0. Each destination f is
thereby weighted by its corresponding hopping rate νif . Moreover, an escape time tesc is assigned
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to each charge carrier i. The average escape time from site i is 1/
∑
j νij . As the charge transfer is
an uncorrelated random process, the escape time must be drawn from a Poisson distribution [98].
Thus, the escape time is defined as
tiesc = tsim −
ln z∑
j νij
(2.66)
where tsim is the current simulation time, z a real random number in the interval (0, 1] and
∑
j νij
the sum of hopping rates between the initial hopping site and all destinations. Equation 2.66 remains
correct in respect to the average escape time 1/
∑
j νij as 〈−ln z〉 = 1 and therefore the average time
scale is unchanged.
Figure 2.9.: Flow chart of the Kinetic Monte-Carlo (KMC) algorithm for a time-of-flight (ToF)
experiment (see chapter 2.7.1). At first, charge carriers are generated in a small layer under the
surface of the bulk. Each charge carrier is assigned a destination and an escape time. The
destinations are weighted by their corresponding transfer rate and are chosen stochastically. The
escape time is drawn from a Poisson distribution since the charge transfer is an uncorrelated
random process. Next, the charge carrier with the smallest escape time is hopped and a new
destination and escape time is assigned if it has not reached the electrode and was collected.
The algorithm is repeated until all charge carriers are collected which defines the end of the ToF
experiment.
45
2. Theory and Methods
Thereafter, the simulation enters a cycle (in Figure 2.9 red circle): the charge carrier with the
lowest escape time is hopped, the simulation time tsim is set to the escape time of the hopped charge
carrier, the charge carrier is assigned a new destination and a new escape time, and the cycle begins
again. Depending on the simulated experiment, the cycle is left when all charge carrier are collected
(time-of-flight experiment, see section 2.7.1) or a steady state has been reached (field effect transistor,
see section 2.7.2). As KMC is a stochastic process, the simulation has to be repeated until the results
converge.
2.7. Charge Transport Measurements
In this section two experimental methods to measure polaron mobilities are introduced. The time-of
flight-experiment quantifies three-dimensional bulk mobilities, whereas organic field-effect transistors
estimate two-dimensional mobilities along a channel.
2.7.1. Time-of-Flight Experiment
In a time-of-flight experiment (see Figure 2.10a), a short light pulse excites excitons in a relatively
thick (>1µm) organic semiconductor. A strong electric field (about 10−2 V/nm) dissociates the
excitons and drives the free charge carriers to corresponding electrodes [99]. The transient of the
current (see Figure 2.10b) is detected and the mobility can be calculated as
µ =
d2
tkinkV
(2.67)
where d is the thickness of the sample, V the applied bias voltage and tkink the kink-time of the
transient. Referring to equation µ = 〈v〉/F , d/tkink relates to the average velocity of the charge
carriers and V/d the applied electric field. The experiment requires a non-injecting semitransparent
front electrode and undoped material to avoid parasitic charge carriers, optically thick films ensuring
the light to be absorbed in the first part of the sample and mobilities usually smaller than tenths of
cm2/Vs [99]. The charge carrier density should be sufficiently low compared to the maximum charge
of the capacitor so that interactions between charge carriers can be neglected. The ToF experiment
46
2.7. Charge Transport Measurements
distinguishes hole and electron mobilities of the bulk without being affected by interface or surface
effects. Moreover, disorder in the bulk can be quantified by temperature-dependent measurements
(see chapter 2.8).
Figure 2.10.: (a) Experimental setup of the Time-of-Flight (ToF) measurement. The first part
of a relatively thick organic film (>1µm) is excited by a short light pulse. The strong electric
bias (about 10−3 V/nm) splits up the excitons and drives the charge carriers to the electrodes.
(b) ToF transient. The mobility µ is reciprocally proportional to the kink-time tkink. (c) and
(d) The ToF experiment can distinguish dispersive and non-dispersive transport. In both figures,
an electric field is applied in the r direction and t1<t2<t3<t4<tkink. The surface under the Ψ2-
curves is constant. Ψ2(r) refers to the probability to find a charge carrier at r. For non-dispersive
transport, the charge carriers travel as a group through the bulk and the photocurrent transient
has a clear kink. Dispersive transport is mainly found for poorly conducting material. Many
charge carriers are trapped. Therefore the overall shape of Ψ2 is spatially washed out and the
maximum population moves only slowly. In the ToF transient no clear kink is observable.
2.7.2. Field-Effect Transistors
Mobilities measured with a field-effect transistor (FET) reflect the two-dimensional transport prop-
erties along a channel. An organic FET consists of three contacts (drain D, source S and gate G), an
organic semiconductor between source and drain and a dielectric separating the gate and the organic
semiconductor. Setting the source voltage to ground the current between source and drain can be
expressed as [33]
47
2. Theory and Methods
IDS = ZµCi (VG − Vt − V (r)) d V (r)
d r
(2.68)
where µ is the mobility, Z the width of the channel between source and drain and Ci the insulator
capacitance. The factor Ci (VG−Vt−V (r)) refers to the mobile charges in the organic semiconductor.
The gate voltage VG must be corrected by a thermal voltage Vt because not all injected charge carriers
are directly free. Moreover, the difference between gate and source voltage leads to an additional
position-dependent voltage contribution V (r). The transistor equation can be obtained by integrating
from source to drain [100]
IDS =
Z
L
µCi
(
VG(VG − Vt)− 1
2
V 2DS
)
(2.69)
There are two main modes of operation of a FET, the Linear Region and the Saturation Re-
gion being separated by the condition VDS = VG − Vt (see Fig. 2.11). For VDS  VG − Vt the
drain-source current IDS has an approximately linear dependence on the drain-source voltage VDS .
Figure 2.11.: J-V characteristic of an OFET. The OFET has two main modes of operation:
the linear regime (VDS  VG−Vt) where the J-V curve is next to linear and the saturation regime
(VDS > VG − Vt) where all mobile charge carriers are extracted by the drain-source voltage VDS.
(adapted from [33])
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Given that the saturation current is approximately reached at VDS = VG − Vt (see Figure 2.11),
equation 2.69 can be rewritten for the saturation mobility µsat [100]
µsat =
2L
ZCi
IsatDS
(VG − Vt)2 (2.70)
In practice the gradient between the saturation current IsatDS and the voltage term VG−Vt is taken
to estimate µsat. µsat does not exactly reflect the two-dimensional mobility of the molecular film,
since surface effects between the dielectric and the organic semiconductor have proved to play an
important role [101].
2.8. Stylised Approaches - The Gaussian Disorder Model
In this section we discuss stylised models that quantify microscopic properties such as hopping
rates and energetic disorder without linking it to the underlying electronic structure of molecules.
Miller-Abrahams hopping rates are Boltzmann weighted with the site-energy difference and have
been very successful in inorganic semiconductors. Bässler used kinetic Monte-Carlo simulations with
Miller-Abrahams hopping rates and Gaussian distributed couplings and site energies to obtain an
ansatz-based, empirical formula for charge carrier mobilities which is known as the Gaussian Disorder
Model (GDM). The GDM is widely employed to analyse experimental transport data. In contrast to
the GDM, simulations in this work are based on Marcus hopping rates (see section 2.4). Therefore,
energetic disorder parameters have to be converted between GDM and simulations using Marcus
theory. A conversion method is provided at the end of this section.
2.8.1. Miller-Abrahams Hopping Rates
The Miller-Abrahams hopping is asymmetric and was originally developed for inorganic semiconduc-
tors [102]. The rate for a charge carrier to hop from site i to f is
νif = ν0 exp
(
−2γrif
)
exp
(
i−f
kBT
)
f > i
1 i ≤ f
(2.71)
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where ν0 is a rate prefactor, γ is a constant reciprocally dependent on the spacial extent of the
wavefunction, rif is the distance between the mass centers of the two molecules. kB is the Boltzmann
constant and T the temperature. i and f refer to the site energies of the molecules where the charge
carrier is located before and after the hop. There is no condition for charge carriers descending steps
which is reasonable for inorganic semiconductors since the excess energy can be dissipated. This
mechanism is obviously less valid for organic semiconductors where charge carriers and phonons are
coupled to polarons. Polaronic effects should also alter site energies which is not taken into account
by Miller and Abrahams.
2.8.2. Gaussian Disorder Model
The Gaussian Disorder Model (GDM) is an empirical relation for the charge carrier mobility µ
derived from KMC modelling, involving Miller-Abrahams hopping rates (see section 2.8.1). In the
GDM, hopping site energies are Gaussian-distributed with a variance of σ2. The simulation which
was used to fit the experimental data was carried out on a cubic lattice. Geometric disorder related
variations in the intermolecular coupling are considered by a Gaussian distribution of γ in the Miller-
Abrahams with variance Σ2. Fitting the model to experimental data with varied electric fields and
temperatures leads to [48]
µ(σ,Σ, E) = µ0 exp
(
−
(
2
3
σ
)2)
exp
(
C(σ2 − Σ2)√E
)
Σ ≥ 1.5
exp
(
C(σ2 − 2.25)√E
)
Σ < 1.5
(2.72)
where E is the applied electric bias and C, µ0 are fitting parameters. The GDM is unable to relate
its parameters predictively to quantum-chemical calculations which can be considered as one of the
biggest weaknesses of this method. Contrarily, GDM is very successful in describing
• a non-Arrhenius temperature-dependence without applied bias: ln µ
∣∣∣
E=0
∝ T−2
• a Poole-Frenkel like field behavior: ln µ ∝ √E
Despite all the hypotheses in the GDM, it is commonly used to interpret experimental results due
to its simplicity.
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2.8.3. Disorder Conversion
Experimental data is usually analysed with the Gaussian Disorder Model (GDM) which is based
on empirical Miller-Abrahams hopping rates. The result is a Gaussian-shaped density-of-states for
site energies. In contrast, we employ Marcus hopping rates in our transport simulations that are
calculated from electronic properties of molecules. Depending on the model, site energies may differ
from Gaussian distributions. An example for both cases is shown in Figure 2.12.
Figure 2.12.: Example energy distributions of density-of-states (DOS). (right) In experiments
data is generally analysed with the Gaussian Disorder Model (GDM) with a Gaussian DOS
which is defined by the standard deviation σGDM . (left) The energy distribution in Marcus based
simulations is adopted to the microscopic properties of the system leading to a specific DOS
(e.g. in this figure discrete energy levels). The shape of the DOS is summarised by the disorder
parameter σMarcus. The goal of this section is the conversion between the disorder parameters
σGDM and σMarcus.
The density-of-states can be usually represented by disorder parameters. In the GDM the dis-
order parameter is the standard deviation σGDM . For the simulation, we summarise the shape of
the density-of-states by σMarcus. The goal of this section is to make both disorder parameters com-
parable allowing for a comparison between simulation and experiment. The conversion technique
follows the experimental procedure. At first, temperature-dependent mobilities µ(T ) are calculated
by simulating a charge transport experiment (e.g. time-of-flight). The disorder parameter in the
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simulation σMarcus is fixed at an appropriate value. Thereafter, the data is analysed with the GDM
(see equation 2.73) to obtain the experimental disorder parameter σGDM . We have converted σMarcus
into σGDM . Accordingly, this process is repeated for a suitable range of σMarcus to define functional
relationship between σMarcus and σGDM (an example is provided in Figure 3.5).
µ(T )
∣∣∣
σMarcus
= µ0 exp
(
−
(
2
3
σGDM
kBT
)2)
(2.73)
As mentioned above, σGDM is calculated with equation 2.73 where kB is the Boltzmann constant,
T is the temperature and µ0 is a fitting parameter. Strictly speaking, equation 2.73 holds only in
the zero-field limit as σGDM is temperature-dependent. Bässler demonstrated that relation 2.73 is
still true if the non-Arrhenius temperature-dependence lnµ ∝ T−2 remains valid [48]. Note that
variations in the electronic coupling are neglected. The conversion technique between GDM and
Marcus-based disorder parameters has been developed during this work. It is crucial to chapters 3
and 4 on fullerene multi-adducts and β-phase polyfluorene.
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Chapter 3.
Electron Transport in Higher Fullerene
Adducts: the Role of Isomeric and
Packing Disorder
Fullerene derivatives are of interest for solar cells and other applications on account of their high
electron mobility and strong acceptor strength. In particular, multiple adducts of fullerenes are scien-
tifically interesting as they offer the possibility of modulating energy levels without changing chemical
structure, simply by varying the number and type of side-chains. We address the effect of fullerene
adduct type on electron mobility. Simulating electronic properties of experimentally relevant size of
molecular assemblies is difficult from an atomistic perspective because of computer time constraints.
In this work, we overcome those constraints by developing and applying a coarse-grained approach
to the film growth, which includes disorder due to multiple isomers. The method is capable of dis-
tinguishing clearly between the effects of disorder in molecular packing and disorder in the chemical
structure on charge transport. We show that the low electron mobilities observed for higher adducts
result primarily from energetic disorder due to multiple isomers, rather than from the influence of
side-chains on molecular packing. Our results are consistent with experimental time-of-flight and
field-effect transistor measurements. Consequently, we suggest that pure isomeric samples of higher
fullerene adducts should enable higher solar cell efficiencies.
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The results in this chapter were published in Materials Horizons (see reference [80]). The work
was carried out in collaboration with Dr. Jarvist Frost and includes experimental results of Dr.
Samuel Foster, Dr. John Labram and Dr. Arthur Losquin.
3.1. Charge Transport in Fullerene Multi-Adducts
Multiple adducts of fullerene derivatives such as [6,6]-phenyl-C-61-butyric acid methyl ester (PCBM)
and the indene-C60 mono-adduct (ICMA) are an important class of materials due to the poten-
tial to use them to manipulate open-circuit voltages in polymer solar cells. Since the invention of
the acceptor-donor heterojunction in the 1990th [31, 103], the Buckminster fullerene C60 and its
derivatives [6,6]-phenyl-C-61-butyric acid methyl ester (PCBM) and [6,6]-phenyl-C-71-butyric acid
methyl ester (PC71BM) are the most widely used acceptor materials in organic solar cells. These
fullerene derivatives have many advantageous properties including a high acceptor strength, multi-
valent LUMO and the ability to self-organise in partly crystalline structures. Combined with high
electron mobilities, these properties allow for good exciton dissociation and efficient charge collection
in solar cells [32, 104, 105].
Figure 3.1.: Molecular structure of PCBM and its higher adducts bis-PCBM and tris-PCBM
with two and three side chains.
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The LUMO energy of fullerene derivatives can be tuned by changing (i) the bonding between
fullerene and side-chain [106], (ii) the chemical composition and the structure of the side-chain [107]
or (iii) the number of side-chains. Examples for the latter are the bis-adduct of indene-C60 (ICBA)
[108] and the higher adducts of PCBM, bis-PCBM and tris-PCBM, with two and three phenyl butyric
acid methyl ester (PBM) side-chains [109, 110]. In several cases, bis-adducts successfully increased
power conversion efficiencies when blended with poly(3-hexylthiophen-2,5-diyl) (P3HT) by increas-
ing the cell voltage [111, 112]. However, in general multi-adducts fail to improve upon PCBM due
to poor current densities. Lenes and co-workers suggested that the origin of low current densities
is related to poor electron mobilities in the fullerene phase [110]. Observations of efficient charge
separation in blends of PCBM multi-adducts with polymers despite poor photocurrent support Lenes
proposition [105, 113].
In this chapter, we propose two mechanisms which may affect electron transport in multi-adducts.
Firstly, disorder in the packing structure of molecules leading to variation in electronic coupling be-
tween neighbouring molecules. Secondly, energetic disorder resulting from variations in the LUMO
energy of individual fullerenes. The goal of this chapter is to distinguish the relative influence of
these two mechanisms on charge transport in PCBM and the higher adducts bis- and tris-PCBM.
Ultimately, this will help to improve materials since the limiting factor for charge transport can be
specifically addressed using chemical synthesis or casting methods.
In a previous study, Frost et al. calculated LUMO energies for different PCBM multi-addcut
isomers varying by hundreds of meV [2]. Adding side-chains removes electrons from the pi-system
of the fullerene to form bonds which reduces the reduction potential. Bouwer and co-workers con-
nected the side-chains of bis-PCBM, enabling them to isolate single bis-isomers. Blended with a
polymer, they obtained higher short-circuit currents indicating the importance of decreasing ener-
getic disorder [114]. Wong et al. shared this observation when isolating single isomers of ICBA
[115]. Furthermore, it has been proposed that disorder in the molecular packing introduced by addi-
tional phenyl butyric acid methyl ester (PBM) side-chains in fullerene multi-adducts diminishes the
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number of potential pathways for electrons [116]. In the following section, we present experimental
field-effect transistor (FET) data quantifying mobility differences between multi-adducts. More-
over, temperature-dependent time-of-flight measurements are used to estimate energetic disorder in
PCBM. Subsequently, we simulate charge transport with a Monte-Carlo algorithm on coarse-grained
molecular assemblies modelled with molecular dynamics, aiming to distinguish the relative influence
of structural and energetic disorder. Marcus hopping rates are employed and electron transfer inte-
grals and inner-sphere reorganisation energies are calculated using quantum-chemical methods. We
vary the size of coarse-grained molecular assemblies and study the effect on charge transport prop-
erties. Finally, charge carriers are tracked during charge transport to illustrate the general transport
characteristics in thin films of PCBM multi-adducts.
3.2. Experimental Time-of-Flight and Field-Effect Transistor Results
The experimental results of this section were obtained by Dr. Samuel Foster, Dr. John Labram
and Dr. Arthur Losquin. Temperature-dependent time-of-flight measurement provide insights into
energetic disorder affecting charge transport. Optically thick films (>1µm) from PCBM and its
higher adducts are usually rough and mechanically unstable. Therefore, Dr. Samuel Foster and
Dr. Arthur Losquin followed previous work of Tuladhar et al. and dispersed the fullerenes in the
matrix polymer polystyrene (PS) (33wt% PCBM) [117]. We assume that the percolation network
created by the fullerene adducts is sufficient to reflect bulk characteristics. Measured time-of-flight
transients are very dispersive (see Figure 3.2a) and the integral method was employed to extract
electron mobilities (for a detailed explanation of the integral method see [118]). From the Gaussian
Disorder Model (GDM) we compute an energetic disorder of σ=77meV for PCBM [48] consistent
with literature [119]. For bis- and tris-PCBM the transients were too dispersive to obtain reliabe
mobilities.
Previously, FET measurements have been successfully applied to quantify mobilities of PCBM and
bis-PCBM at room temperature [120]. For FET structures, the measurements are carried out on
thin films allowing the study of pristine films without PS. More importantly, the quantification of the
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mobility does not rely on a transient feature but a steady current flow which is easier to achieve. Dr.
John Labram employed top-contact bottom-gate FETs at varied gate-voltages VG (see Figure 3.2b).
At room temperature and VG=30V, mono-PCBM shows a mobility of 5 · 10−2 cm2/Vs, bis-PCBM
a mobility of 3 · 10−3 cm2/Vs and tris-PCBM a mobility of 3 · 10−5 cm2/Vs. Temperature-dependent
measurements of the FET mobilities did not permit an evaluation of the energetic disorder with the
GDM.
Figure 3.2.: Experimental results of time-of-flight and field-effect transistor measurements.
a) Time-of-flight transients for films composed of PCBM:polystyrene (33wt% PCBM) blends at
various temperatures. Analysis with the Gaussian Disorder Model (GDM) reveals an energetic
disorder of 77meV. b) Field-effect electron mobilities of pristine films of PCBM, bis-PCBM and
tris-PCBM for several gate-voltages VG. For VG=30V we obtain the mobility values (numbers
over box) provided in the figure.
3.3. Modelling Molecular Assemblies with Coarse-Grained Molecular
Dynamics
Molecular dynamics simulations presented in this section were carried out by Dr. Jarvist Frost. Mor-
phologies for charge transport simulation have to be sufficiently large to avoid effects due to special
confinement or poor statistics. Modelling higher fullerene adducts with atomistic molecular dynam-
ics is particularly challenging as each isomer has to be described by a specific force field. Given that
there are 8 distinct bis and 45 tris isomers [2] this task is impractical. Therefore, we decided to build
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a simplified coarse-grained molecular dynamics force field replacing the C60 and PBM side-chains
with one pearl each. These system specifications enable us to represent all isomer configurations and
intermolecular interactions can be implicitely defined in the coarse-grained force field parameters.
For fullerene cages in the multi-adducts, we consider the Lennard-Jones parameters as defined in
the isotropic Girifalco potential that was originally developed for C60 [121]. Assuming that the PBM
side-chain pearl interacts similarly with its environment, we scale the Girifalco parameters with the
mass of the side-chain (721Da for C60 and 190Da for PBM). In the force field, the bond-length
between the fullerene cage and the side-chain, and the angle between isomer-specific bonds are fixed.
Van-der-Waals interactions are neglected. The two free parameters that are left to be fitted are i)
the Lennard-Jones force parameter referring to the interaction between side-chains σPBM and ii) the
bond length between the pearls substituting the side-chain and fullerene rC60−PBM .
Figure 3.3.: Molecular assemblies of fullerene multi-adducts generated with coarse-grained
molecular dynamics. a) Coarse-grained structure of PCBM containing 100,000 molecules.
Fullerenes and side-chains are replaced by pearls with adjusted Lennard-Jones parameters for
inter-molecular interactions. b) Radial distribution functions of atomistic PCBM structure and
molecular assemblies of fullerene multi-adduts. The highest peak at around 1 nm is used to fit
atomistic and coarse-grained molecular assemblies of PCBM.
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The remaining force field parameters are fitted by comparing radial distribution functions of atom-
istic and coarse-grained molecular dynamics simulations for PCBM (see Figure 3.3b). The radial
distribution function illustrates the frequency of occurrence for distances between molecular pairs.
Atomistic force field parameters for PCBM are taken from the OPLS-AA data base [122]. The
fullerene cage geometry is fixed and atomistic side-chain parameters are fitted to a PCBM struc-
ture optimised with hybrid density functional theory (B3LYP/6-31g*). From fitting cage-to-cage
distances, we obtain the Lennard-Jones parameter σPBM = 0.704 nm, and the distance between the
centers of the side-chain pearl and the fullerene cage rC60−PBM = 0.640 nm. An identical set of
parameters is assumed for coarse-grain molecular dynamics of bis- and tris-PCBM.
Single-isomeric (of PCBM, bis-E1-PCBM and tris-EEE-PCBM) and uniform isomer-mixes (of bis-
PCBM and tris-PCBM) molecular assemblies are generated. All structures are composed of 100,000
molecules and are initially randomly packed. Accordingly, molecular assemblies are equilibrated
for 1 ns with a barostat in an NPT ensemble at 1 atm and room temperature. We obtain densi-
ties of around 1.5 g/cm3 decreasing with the number of side-chains (PCBM: 0.094µm3, bis-PCBM:
0.118µm3 and tris-PCBM: 0.155µm3). For single isomeric-structures the density is slightly reduced
compared to uniform mixes of isomers (bis-E1-PCBM: 0.121µm3 and tris-EEE-PCBM: 0.180µm3).
In the radial distribution function, we observe for atomistic and coarse-grained structures a large
peak at around 1 nm refering to the distance to the next neighbour. The following peaks which re-
late to the second and third next neighbours are much smaller indicating that there is no long-range
structural correlation in the modelled structures. Coarse-grained molecular assemblies of fullerene
multi-adducts appear to be amorphous.
3.4. Calculation of Charge Transfer Parameters
Our charge transport simulations employ hopping rates calculated by Marcus theory. In the following
paragraphs we discuss the calculation of transfer integrals, reorganisation energies and site energies
defining Marcus rates (see equation 2.28).
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Charge Transfer Integrals To generate sufficiently large molecular assemblies for charge trans-
port simulations we sacrificed structural details using coarse-graining. To account for the minimalist
molecular structure consisting of few pearls each, we assume isotropic charge transfer integrals.
Distance-dependent charge transfer intergrals are calculated with the projective method [3]. For
each multi-adduct, a representative isomer is chosen (PCBM, bis-E1-PCBM and tris-EEE-PCBM).
Kohn-Sham orbitals are computed with ground-state density functional theory using the hybrid
functional B3LYP and a 6-31g* basis set. The mutual distance between molecules is defined as the
distance between the centres of the C60 cages.
Figure 3.4.: Distance-dependent transfer integrals. For each multi-adduct a representative
isomer is chosen (bis-E1-PCBM and tris-EEE-PCBM). The distance r is defined by the centres
of the fullerene cages. The dashed line follows the functional relationship f(r) which will be used
to calculate isotropic, distance-dependent transfer integrals between molecules.
We obtain similar transfer integrals for all considered fullerene adducts (see Figure 3.4). We
approximate the transfer integrals with the exponential expression f(r) = α exp(−r/β) where r
is the distance between fullerene cages, α is 15MeV and β is 0.5Å. The functional relationship is
in good accordance with previous calculations on C60 [51]. Gajados and co-workers reported that
the electronic coupling between two PCBM molecules depends on their mutual orientation at very
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small distances. [50]. For slightly larger distances, it is known that the influence of the specific
electronic structure weakens and electronic transfer integrals follow an exponential relationship [51].
Therefore, we believe that our isotropic expression for electronic coupling elements is an appropriate
assumption.
Reorganisation Energy Internal reorganisation energies are calculated with the four-point method
presented in reference [123]. We obtain a λin of 155meV for PCBM and several isomer-specific values
for the higher adducts (see Table 3.1), with averages of 229meV for bis-PCBM and 254meV for tris-
PCBM. The external contribution λout is difficult to estimate and is therefore commonly neglected
[46, 124, 125]. In order to evaluate the influence of varying reorganisation energies, Marcus hopping
rates are calculated for all combinations between isomers.
LUMO (eV) λin (meV)
PCBM -3.749 155
bis-C1 -3.678 294
bis-C2 -3.646 267
bis-C3 -3.645 165
bis-E -3.619 178
bis-T1 - 290
bis-T2 -3.712 161
bis-T3 -3.578 292
bis-T4 -3.543 183
tris-EEE -3.240 214
tris-EET11 -3.444 200
tris-EET12 -3.590 193
tris-ET3T2 -3.436 187
tris-ET4T2 -3.474 205
tris-ET4T3 -3.528 201
tris-T3T3T3 -3.260 312
tris-T4T3T3 -3.390 427
tris-T4T4T2 -3.590 297
tris-T4T4T4 -3.509 303
Table 3.1.: LUMO energies [2] and inner-sphere reorganisation energies λin of PCBM and
several of its multi-adducts.
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We consider two cases: i) a generic reorganisation energy of 200meV for all isomers and (ii)
the isomer-specific reorganisation energies of Table 3.1. Comparing transfer rates calculated for
both cases vary by less than a factor of 4 and usually much less. Rate variation due to isomer-
specific reorganisation energies are thus small compared to experimental mobility variations between
different multi-adducts. Consequently, identical reorganisation energies of 200meV are assumed for
all fullerene multi-adducts in the following simulations.
Energetic Disorder In a previous study [2], LUMO energies of fullerene multi-adducts were cal-
culated (see also Table 3.1). Following reference [2], LUMO levels of unitary isomeric mixes of
bis-PCBM and tris-PCBM are approximated by Gaussian distributions with standard deviations
σisom of 56meV and 121meV, respectively. Also discrete, isomer-specific energies are considered
for charge transport calculations in section 3.6. We refer to this component of energetic disorder
as Isomeric Disorder, in the following. PCBM has a σisom of 0meV since it does not possess
energetically distinct isomers.
Although PCBM is free of isomeric disorder, temperature-dependent time-of-flight measurements
reveal an energetic disorder of σGDM = 77meV determined with the GDM. The origin of this en-
ergetic disorder may be chemical impurities or inductive effects between neighbouring fullerenes
[48, 52, 55]. We refer to this type of energetic disorder as Intrinsic Disorder σintr. The GDM
analysis that is used to determine the energetic disorder of the experimental data is based on Miller-
Abrahams transfer rates. In contrast, our transport simulations use semi-empirical Marcus hopping
rates. Therefore, σGDM has to be converted into a disorder parameter that is compatible with the
Marcus formalism (see also section 2.8.3).
For this disorder conversion, we simulate temperature-dependent charge transport on coarse-
grained PCBM structures (for details on simulating charge transport see section 3.5). Site energies
are Gaussian distributed with a width of σ. Resulting mobilties are presented in Figure 3.5a and are
analysed with the GDM (see sections 2.8.2 and 2.8.3). Subsequently, the initial distribution of site
energies σ is plotted against the fitted GDM disorder parameter σGDM (see Figure 3.5b). We obtain
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an approximately linear relation between both disorder parameters. The experimentally determined
σGDM = 77meV converts into a σintr of 135meV. It is important to mention that the intrinsic disor-
der in bis- and tris-PBCM might differ from the one estimated for PCBM. In this study, we consider
identical intrinsic disorder for all fullerene multi-adducts assuming that the difference in isomeric
disorder dominates.
Figure 3.5.: Disorder conversion for PBCM. a) Simulated electron mobilities on coarse-grained
molecular assemblies of 100,000 molecules and λ = 0.2 eV. Temperature T and energetic disorder
σ are varied. Results are analysed with the Gaussian Disorder Model (GDM). b) Relation for
disorder conversion between width of Gaussian energetic disorder during simulations with Marcus
rates σ and disorder paramters extracted with the GDM σGDM .
3.5. Simulating Charge Transport
Charge transport is simulated with a kinetic Monte-Carlo algorithm and hopping rates from semi-
classical Marcus theory using the ToFeT software [124]. All presented charge carrier mobilities are
averages from charge transport calculations using 10 frozen representations taken from the trajecto-
ries of coarse-grained molecular dynamics simulations separated by 50 ps. If not stated differently,
molecular assemblies of bis- and tris-PCBM are composed of uniform isomeric mixes. We simulate
time-of-flight mobilities at an applied electric field of 0.01V/nm and use regenerative contacts. Mo-
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bilities are computed from collection times after the simulation converged. Simulations are run in
the limit of low charge carrier densities and Coulomb interactions are neglected.
In terms of energetic disorder, we consider three cases: i) all sites are at the same energy (σ =
0meV) to investigate the role of packing disorder alone, ii) isomeric disorder for bis- and tris-PCBM
(σ = σisom) and iii) a combination of isomeric and intrinsic disorder by convolving the Gaussian
distributions (σ2 = σ2isom + σ
2
intr). Note that the same intrinsic disorder σintr is assumed for all
higher fullerene adducts. Simulated electron mobilities for reorganisation energies of 200meV are
shown in Figure 3.6. Absolute mobility values depend on the reorganisation energy λ. Since λ is
unknown, we also inspect mobility ratios to reveal differences between fullerene multi-adducts.
Figure 3.6.: Electron mobilites resulting from charge transport simulations on large structures
composed of 100,000 molecules and λ = 0.2 eV. We consider three cases: i) packing only with-
out energetic disorder, ii) including isomeric disorder and iii) combining isomeric and intrinsic
disorder. Moreover, experimentally measured field-effect mobilities are provided.
Simulations on structures comprising no energetic disorder depend solely on packing disorder and
its effect on electronic coupling elements. Compared to measured mobilities, the relative differ-
ences between the fullerene multi-adducts are too small (µmono / µbis = 4 and µmono / µtris =
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10). As mentioned in section 3.3, structures composed of the single isomers bis-E1-PCBM and tris-
EEE-PCBM take up larger volumes compared to corresponding structures containing isomeric mixes,
resulting in lower transfer integrals and hence lower mobilities (µbis−E1 = 0.66 cm2/Vs and µtris−EEE
= 0.26 cm2/Vs). The results suggest that molecular packing is important, however, insufficient to
explain the experimental findings.
Transport calculations including isomeric disorder σisom increase relative mobility ratios between
fullerene multi-adducts similar to the experimental observation (µmono / µbis = 17 and µmono /
µtris = 3,600). Neglecting the two isomers with outlying energy levels (tris-EEE and tris-T3T3T3),
isomeric disorder reduces to 72meV for tris-PCBM. Considering this energetic disorder σisom, the mo-
bility ratio µmono / µtris would be 120 providing insight on how important those outlying isomers are.
Combining disorder from packing, isomers and intrinsic contributions, charge transport simulations
with λ = 200meV exhibit electron mobilities close to the FET measurements of section 3.2. We
obtain the following mobilities: µmono = (9.3 ± 0.2) · 10−3 cm2/Vs, µbis = (5.7 ± 0.1) · 10−4 cm2/Vs
and µtris = (8.8 ± 0.3) · 10−6 cm2/Vs. Corresponding relative mobility ratios are slightly smaller than
for isomeric disorder only calculations (µmono / µbis = 16 and µmono / µtris = 1,100) and remain
in good agreement with experimental ratios. We conclude that energetic disorder due to different
isomers limits charge transport in higher fullerene adducts since it predicts correctly the mobility
ratios between different fullerene multi-adducts.
3.6. Robustness of the Model
In this section, we investigate the sensitivity of charge transport results by testing our assump-
tions. First, we assume much higher reorganisation energies of 0.5 eV. Secondly, Gaussian site energy
distributions are replaced by discrete, isomer-specific energy levels.
Large Reorganisation Energies The reorganisation energy can be separated in an internal and
an external contribution (see also section 2.4.3). The discussion of the inner-sphere reorganisation
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energy λin has been adressed above. By assuming total reorganisation energies of λ of 0.5 eV for all
molecules, we consider a very large outer-sphere contribution λout. This value is much higher than
normally considered for small molecular systems such as fullerene multi-adducts [51, 126, 127], and
can therefore be regarded as an upper limit for total reorganisation energies λ.
Figure 3.7.: Electron mobilites resulting from charge transport simulations on large structures
composed of 100,000 molecules and λ = 0.5 eV. We consider three cases: i) packing only with-
out energetic disorder, ii) including isomeric disorder and iii) combining isomeric and intrinsic
disorder. Moreover, experimentally measured field-effect mobilities are provided.
Neglecting energetic disorder, we obtain the influence of packing disorder. Compared to reor-
ganisation energies of 0.2 eV, mobilities are reduced by more than an order of magnitude. Relative
mobility ratios between the multi-adduct species are with µmono / µbis = 4 and µmono / µtris =
10, identical to the case of λ = 0.2 eV and also substantially smaller than mobility ratios from ex-
perimental mobilities. Introducing isomeric disorder increases mobility ratios to µmono / µbis = 17
and µmono / µtris = 2,400 approaching experimental findings. Simulated mobility values are close to
measured FET mobilities (within a factor of 4).
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Adding intrinsic disorder reduces simulated mobilites further. Note that the disorder conversion
presented in section 3.4 has to be repeated for λ = 500meV, resulting in a σintr of 104meV. Mobility
ratios between different fullerene adducts are very similar (within 10%) to corresponding ratios at
λ = 0.2 eV (µmono / µbis = 17 and µmono / µtris = 1,200). In contrast, absolute mobility values
are about one order of magnitute smaller than experimental findings. The results underpin the
robustness of our model, as relative mobility ratios between fullerene multi-adducts are preserved
when increasing the reorganisation energy to 500meV. Including all types of disorder, simulated
mobilties with λ = 0.2 eV resulted in a better agreement with the experimental observation than
with λ = 0.5 eV. We therefore assume that a λ of 0.2 eV might be the better approximation.
Discrete Energy Levels In section 3.4, energetic disorder due to isomer-specific LUMO energies
was approximated with Gaussian distributions of widths 56meV and 121meV for bis-PCBM and
tris-PCBM, respectively. This approach eases the comparison between simulated and experimental
disorder parameters given that the GDM is based on Gaussian distributed site-energies. Here, we
present mobilties calculated from discrete, isomer-specific LUMO energies (see Table 3.1). We assume
a uniform mix of isomers as the actual distribution is unknown. This approach might overestimate
the number of low-lying energy states. Moreover, intermediate energy levels between site energies are
omitted increasing the step-size that charge carriers have to take. Hence, we expect lower mobilities
for discrete energy levels than for Gaussian distribution site energies.
Obviously, results do not change when considering packing disorder only. With isomeric disorder
from discrete energy values and a λ of 200meV, mobility ratios become µmono / µbis = 100 and
µmono / µtris = 19,000. Compared to Gaussian distributed site energies, the relative mobility ra-
tios increase by one order of magnitude. Combining isomeric and intrinsic disorder, we convolve
the delta-functions of the isomer-specific energies with the Gaussian distribution of width 135meV
refering to the intrinsic disorder. Simulating charge transport we obtain similar mobility ratios as
for calculations with exclusively isomeric disorder (µmono / µbis = 110 and µmono / µtris = 6,600).
Compared to experimental field-effect mobilities, simulated electron mobilities of bis-PCBM and
tris-PCBM are more than one order of magnitude too low.
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Figure 3.8.: Electron mobilites resulting from charge transport simulations on large structures
composed of 100,000 molecules and λ = 0.2 eV for all cases considered. For isomeric disor-
der discrete, isomer-specific energy levels are used. We consider three cases: i) packing
only without energetic disorder, ii) including isomeric disorder and iii) combining isomeric and
intrinsic disorder. Moreover, experimentally measured field-effect mobilities are provided.
Neither relative mobility ratios between fullerene multi-adducts nor absolute mobility values are
similar to the experimental observation. The key information missing is the actual distribution of
different isomers. As this distribution is unknown, we believe that it is more reliable to employ
Gaussian distributions of site energies.
3.7. Size Effects
In this section, we generate molecular assemblies of 1,000 molecules with coarse-grained molecular
dynamics. With this, we try to answer the question whether much smaller molecular systems are
sufficient to reproduce the results of the previous sections. For bis- and tris-PCBM we use a uni-
form mix of isomers. As previously, structures are equilibrated with an NPT ensemble at room
temperature and 1 atm for 1 ns. The side length of such systems is around 100 nm (see Figure 3.9).
Simulating charge transport on these small structures allows us to quantify size-dependent effects.
In contrast to the previous sections, all transport calculations are based on the equilibrated structure
and ten different configurations of site energies are considered.
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Figure 3.9.: Small coarse-grained structure of 1,000 PCBM molecules.
Figure 3.10.: Electron mobilites resulting from charge transport simulations on large structures
composed of 1,000 molecules and λ = 0.2 eV. We consider three cases: i) packing only with-
out energetic disorder, ii) including isomeric disorder and iii) combining isomeric and intrinsic
disorder. Moreover, experimentally measured field-effect mobilities are provided.
For a reorganisation energy λ of 0.2 eV, estimated mobility values of the large (100,000 molecules)
and small (1,000 molecules) structures agree within a factor of 3. Also, relative mobility ratios are
in very good aggreement (within a factor of 3). However, the great difference between large and
small molecular assemblies is the variation of resulting mobilities. While for large structures the
standard deviation of mobilities remain below 7%, mobilities from small structures vary by more
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than one order of magnitude. The lower the average mobility in Figure 3.10, the higher the standard
deviation. Small molecular systems containing 1,000 molecules appear to be sufficient to model the
general charge transport properties of fullerene molecules. Absolute mobilities and relative mobility
ratios agree well with the results obtained from large structures of 100,000 molecules. Despite being
successful in reproducing average mobility values, charge transport on small structures suffer from
large mobility variances. Therefore, it is important to repeat transport simulations sufficiently often
to obtain statistically reliable results.
3.8. Tracking Charge Carriers
For small molecular systems composed of 1,000 molecules charge carriers are tracked during a charge
transport simulation of 1 s. A site energy distribution considering isomeric and intrinsic disorder is
chosen that resulted in electron mobilities close to the values obtained for large structures of 100,000
molecules at λ = 0.2 eV. In Figure 3.11 fullerene adducts are represented by pearls that are placed
at the centre of C60 cages. The colour-intensity refers to the accummulated time that charge carriers
spend on a certain transport site.
Figure 3.11.: Mapping of charge transport characteristics of a) PCBM, b) bis-PCBM and c)
tris-PCBM structures containing 1,000 molecules. Isomeric and intrinsic energetic disorder is
considered. Pearls represent fullerene cages of the fullerene derivatives. Charge carriers travel
from left to right. Colour intensity refers to the cumulative electron occupation time on a given
transport site. Homogeneous colour distributions (PCBM) indicate good transport while high
contrast (tris-PCBM) suggests the presence of trap sites.
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For PCBM all pearls are equally coloured indicating that all sites participate in charge transport.
In contrast, some transport sites in the bis-PCBM structure are intense red suggesting that charge
carriers are trapped at those sites. Also, there are white sites that are hardly occupied by charge
carriers. In tris-PCBM the number of charge carrier traps increases (dark blue sites) because of high
energetic disorder. Additionally, there are more weakly coloured sites than for bis-PCBM which do
not participate in charge transport. Therefore, the higher the order of the fullerene multi-adduct,
the smaller the fraction of the disordered material being involved in transport. The smaller this
fraction, the more filamentary becomes the charge transport behaviour.
3.9. Conclusion and Future Work
In this chapter, we simulated charge transport on coarse-grained molecular assemblies of fullerene
multi-adducts. The simplification of molecular structures allowed for a consideration of all isomers
and reduces computational effort by several orders of magnitude compared to an atomistic approach.
Approximations of charge transfer parameters were carefully chosen and physically justified. The
model clearly distinguishes between the influence of structural and energetic disorder indicating that
isomer-specific energy levels limits charge transport in higher fullerene adducts. Simulated electron
mobilities values and ratios are in good agreement with measured field-effect mobilities. Results
suggest that isolating bis- or tris-isomers would lead to higher solar cell efficiencies.
Future work should include experimental effort in separating single isomers of fullerene multi-
adducts to verify the model. Moreover, the coarse-graining approach could be used and tested for
other fullerene multi-adducts such as ICBA. Assuming a similar outcome, this would strengthen
the conclusion of this study, suggesting that mixed-isomeric structure should be avoided to reduce
energetic disorder. Furthermore, the method to convert between different energetic disorder param-
eters can be applied for various molecular systems to compare experimental and modelled disorder
parameters.
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Chapter 4.
Polyfuorene and the Effect of the
Beta-Phase Conformer
Since its first synthesis in the early 1980s, poly(9,9-dioctylfluorene) (PFO) has been thoroughly stud-
ied due to its potential for applications such as blue light-emitting diodes. Earlier work in our group
revealed an additional interesting feature of PFO namely, the unusually high hole mobilities of up
to 10−2 meV for amorphous films. That earlier work also showed that introducing the beta-phase
conformer reduces the time-of-flight hole mobility by two orders of magnitude. In this chapter, the
electronic properties and the size of the beta-phase conformer are explored using quantum-chemical
methods. Charge transport is simulated with kinetic Monte-Carlo on stylised molecular assemblies.
Energetic disorder dependent hole mobilities are simulated and are compared to experimental find-
ings. Results suggest that the beta-phase conformer introduces discrete trap states impeding charge
transport sufficiently to reduce time-of-flight mobilities by two orders of magnitude.
Experimental work presented in this chapter was obtained by Dr. Samuel Foster and Dr. Mari-
ano Campoy-Quiles. Quantum-chemical calculations in sections 4.2 and 4.2 are based on previous
work by Dr. Jarvist Frost.
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4.1. The Beta-Phase Conformer as a Trap State
Depending on processing conditions, chains of poly(9,9-dioctylfluorene) (PFO) can be present in
different conformations, including two termed alpha- and beta-phase. First observed by Grell et
al. [128, 129], beta-phase increases the intra-chain ordering and extends the conjugation length
[130, 131]. X-ray measurements revealed the “planar zigzag“ nature of the beta-phase conformer
[130] (see Figure 4.1b and Figure 4.3a). In contrast, alpha-phase exhibits a torsion angle of about
135 degrees between fluorene units which is coherent with quantum-chemical calculations on PFO
dimers [132] (see also Figure 4.2b). Given that constrained beta-phase dimers have total energies
which are more than 100meV higher than the alpha-phase dimer configuration, beta-phase is less
favourable thermodynamically before considering effects of the molecular environment.
Figure 4.1.: a) Structure Polyfluorene (PF). The side-chains R can vary. b) Two possible
conformers of PF. The α-phase has angles of around 135 degrees between segments (see also
Fig. 4.2) balancing steric hindrance and conjugation. The β-phase has a “planar zigzag“ structure
with an angle of 180 degrees. β-phase is mainly observed for octyl (C8H17) side-chains.
Although the photophysics of PFO is very well studied [133–135], the effect of beta-phase on
the charge transport properties is still poorly understood. Lu et al. assigned doping character to
beta-phase which should improve the charge transfer characteristics (≈ 2% beta-phase) [136]. Prins
and co-workers calculated intra-molecular transfer integrals of beta-phase and alpha-phase dimers,
finding slightly higher values for beta phase [132].
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In order to elucidate the role of beta-phase on charge transport, Dr. Samuel Foster measured
time-of-flight mobilities. Three different types of PFO films can be distinguished for charge trans-
port purposes: i) glassy with negligible content of beta-phase, ii) glassy with beta-phase, iii) partly
crystalline films with unknown content of beta-phase. Evidence for beta-phase in those films is
provided by extinction coefficient measurements by Dr. Mariano Campoy-Quiles (see Figure 4.4a)
where beta-phase induces a conformer-specific feature in the spectrum. Time-of-flight mobilities of
cases i) and ii) differ by more than two orders of magnitude, which can be assigned to the influence
of the beta-phase conformer (see Figure 4.2a).
Figure 4.2.: a) Experimental time-of-flight mobilities for PFO films with and without β-phase.
β-phase was introduced by post-processing with toluene vapour. Isotropic, glassy films (α) have
mobilities exceeding 10−2 cm2/Vs while glassy films with β-phase (α + β) exhibit two orders of
magnitude lower mobilities. b) Prins et al. calculated system energies for PFO dimers varying
the torsion angle between the two segments. They find minima at about 45 and 135 degrees. Side-
chains were replaced by hydrogen. For long side-chains the 45 degree configuration is not possible
due to steric hindrance between side-chains of neighbouring segments. The β-phase conformer
has an energy cost of about 100meV and must therefore depend on other interactions (graph
adopted from Prins et al [132]).
β-phase PFO is a very rare example of a known conformational defect. The goal of this chapter
is to explore whether the knowledge of the conformer alone is enough to explain its effect on charge
transport. Here, we rationalise the experimental findings by quantum-chemical calculations. Sections
4.2 and 4.3 following previous work by Dr. Jarvist Frost. The calculations suggest trap depths for
beta-phase PFO and allow an estimation of its dimensions. Thereafter, we simulate hole transport
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with kinetic Monte-Carlo on stylised molecular packing structures. Calculations are energetic disor-
der dependent and are compared to experimental time-of-flight mobilities after converting disorder
parameters (see section 2.8.3).
4.2. Quantum Chemical Characterisation of Beta-Phase
As discussed previously, the beta-phase conformer has a “planar zigzag“ structure. In order to calcu-
late the electronic structure of PFO, we consider an octamer model system. This choice is suggested
by both theoretical and experimental studies. Wasserberg at co-workers compared time-resolved pho-
toluminescence spectra and excited-state absorption data of PFO with varied oligofluorenes [137]. In
addition, Jansson et al. calculated transition energies for oligofluorenes combining ground-state and
time-dependent density functional theory [138]. Both studies advocated that the optical properties
of octafluorenes compare very well with those of PFO.
(a) (b)
Figure 4.3.: In (a) fluorene octamers are illustrated. The numbers on top of the figure refer to
the number of constrained angles at 180 degrees which is the condition for beta-phase. Alpha-phase
(Beta-phase) segments are colored in blue (green). The molecular structures were consecutively
optimised by AM1 and B3LYP levels of theory. In the latter, a 6-31g* basis set was used. (b)
HOMO-levels of molecular structures shown in (a) taking the same hybrid functional B3LYP and
basis set 6-31g* as previously.
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Figure 4.3a pictures fluorene octamers with different structural constraints. The number on the
top end of each molecular structure indicates the number of constrained torsional angles between
consecutive fluorene segments. For beta-phase this torsional angle is 180 degrees. Alpha-phase (beta-
phase) segments are colored in blue (green). Figure 4.3a shows energetically relaxed structures which
we obtain in a two-step process. At first, the octamer is optimised with the semi-empircial functional
Austin Model 1. The resulting molecular geometry is subsequently refined by energetic optimisation
with the hybrid exchange correlation functional B3LYP. In the latter, a 6-31g* basis set is used.
HOMO levels of the relaxed molecular structures are calculated with the hybrid functional B3LYP
and a 6-31g* basis set being consistent with the previous geometry optimisation of the molecules.
The findings in Figure 4.3b indicate a clear dependency between the HOMO level and the size of
the beta-phase element. For a completely constrained beta-phase octafluorene, the HOMO level is
about 150meV higher than for the entirely relaxed fluorene octamer. Thus, beta-phase operates as
a trap for hole transport in PFO. The longer the beta-phase element, the deeper is the trap.
4.3. The Length of Beta-Phase
The previous section demonstrated that the trap depth of the beta-phase conformer strongly depends
on the length of the beta-phase element. A photoluminescence study of Chunwaschiriasiri et al. pro-
poses that the beta-phase conformer has a specific length [139]. This is a reasonable assumption
since beta-phase is a meta-stable conformer which might only stabilise at a certain length. In order
to verify this observation, our collaborator Dr. Mariano Campoy-Quiles measured extinction coef-
ficients using ellipsometry (see Figure 4.4a). The extinction coefficient for beta-phase PFO has an
additional, distinct peak at about 440 nm compared to PFO films without beta-phase. The precision
of this feature implies that the beta-phase conformer has a certain minimum length which is in line
with the findings of Chunwaschiriasiri and co-workers.
Time-dependent density functional theory (TDDFT) calculations reveal that beta-phase shifts the
absorption spectrum. The corresponding singlet-singlet transition between the ground state (HOMO)
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to the first excited state (LUMO) is presented in Figure 4.4b. For the TDDFT calculation, we employ
a 6-31g* basis set and the hypbrid functional B3LYP mixing Hartree Fock and density functional
theory (DFT). Excitation energies are underestimated by DFT because of insufficient electron-hole
interaction and are overestimated by Hartree Fock due to missing dynamic correlation. B3LYP is
known to balance both errors adequately for molecular organic semiconductors. As previously for the
HOMO level, the absorption is dependent on the length of the beta-phase conformer on the fluorene
octamer.
(a) (b)
Figure 4.4.: (a) Extinction coefficients of PFO films before and after exposing to toluene vapour.
Toluene exposure is known to introduce β-phase conformers. Films prepared by Dr. Samuel Fos-
ter. Extinction coefficients measured by variable angle spectroscopic ellipsometry by Dr. Mari-
ano Campoy-Quiles at ICMAB Barcelona. Beta-phase PFO has a second distinct peak at about
440 nm which cannot be found for relaxed PFO. The precise peak implies that the beta-phase
conformer has a specific minimum length. (b) Wavelength corresponding to the lowest energy
transition between the HOMO (singlet) and the LUMO (singlet) derived from TDDFT calcu-
lations. The fully-constrained beta-phase octamer (B) seems to correspond well to the peak at
440 nm. The converging transistion energy indicates that the beta-phase size is at least 8 seg-
ments. (A) corresponds to the unconstrained alpha-phase PFO.
The highest peak in Figure 4.4a is similar for the completely glassy and the beta-phase PFO and
seems to correspond to the alpha-phase PFO. This is coherent with previous observations stating
that the amount of beta-phase is less than 20% [140–142]. Therefore, the alpha-phase peak must
also exist in films that have been processed to contain beta-phase PFO. Interestingly, the fully-
constrained beta-phase octamer has a similar transition energy to the corresponding β-phase peak
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wavelength in the experimental extinction coefficient. Given that the transition energy in Figure
4.4b is converging for long beta-phase elements, the beta-phase has presumably a minimum size of
about 8 fluorene segments.
4.4. Torsional Disorder and its Effect on the Trap Depth
In section 4.1, we discussed the energy dependence of the fluorene-dimer on the torsion angle between
fluorene segements (see also Figure 4.2b). Although the intrinsic energy barrier for the beta-phase
conformer (torsion angle of 180◦) in a dimer is higher than 100meV when calculated with B3LYP/6-
31g*, it is experimentally observed. At a torsion angle of around 90◦ the conjugation between the
two segments is broken. The excess energy needed to get in this configuration is less than 50meV
which is only twice as much as the thermal energy at room temperature and therefore very likely
to happen. Thus, we expect to observe segments with varied conjugation length (e.g. Dimers,
Hexamers, Octamers) on each polymer chain.
(a) (b)
Figure 4.5.: (a) HOMO energy of oligofluorenes of six and eight segments (ocatmers and hex-
amers). As previously discussed on octamers, the HOMO energy depends on the size of the
beta-phase conformer which is represented by the number of constrained torsion angles at 180◦.
The HOMO energies are calculated with the B3LYP hybrid functional and a 6-31g* basis set. (b)
Wavelengths corresponding to the transition energies of fluorene octamers and hexamers depend-
ing on the size of the beta-phase conformer. The calculation is carried out with time-dependent
density functional theory (TDDFT).
79
4. Polyfuorene and the Effect of the Beta-Phase Conformer
Figure 4.5 summarises the results on fluorene hexamers. As previously, molecular geometries are
consecutively optimised with semi-empirical (AM1) and hypbrid (B3LYP) functionals. In the latter
we employ a 6-31g* basis set. The HOMO levels of the hexamer are more than 10meV deeper than
for octamers. The optical properties of the completely relaxed hexamer compare even better to the
observed absorption properties of PFO films (see Figure 4.4a) due to the reduced transition energy.
This supports the hypothesis of small fluorene derivatives in PFO films. Section 4.3 suggests that
beta-phase corresponds to relatively long planar segments of about 8 fluorene units. Therefore, a
combination of shorter fluorene derivates within PFO would effectively lead to a deeper beta-phase
trap which is demonstrated in Figure 4.6.
Figure 4.6.: In sections 4.3 and 4.2 we demonstrated that β-phase has a certain minimum
length which leads to a distinct energy level (green). a) Without torsional disorder, the HOMO
of the α-phase is 150meV deeper than the HOMO of the β-phase (see Figure 4.3b). The density-
of-states corresponding to the α-phase may be represented by a Gaussian distribution accounting
for all mechanisms affecting site energies (blue). b) In the case of torsional disorder, smaller
conjugated segments my appear with deeper HOMO energies. The associate density-of-states
for smaller conjugated segments are illustrated with small, black Gaussian distributions. We
simplify those Gaussians by an effective Gaussian distribution (blue). We estimate the mean to
be -200meV since the absolute number of fluorene oligomers is unknown.
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4.5. Modelling Charge Transport
In this section, we initially develop a framework for charge transport simulations. At first, two sce-
narios for the shape of the density-of-states are introduced which will influence Marcus transport
rates through the transport parameter ∆E (see equation 2.28). Thereafter, the generation of stylised
molecular assemblies of PFO is discussed. Time-of-flight experiments are modelled on films with and
without beta-phase to quantify the influence of beta-phase on charge transport. Moreover, disorder
parameters of the simulation are analysed with the Gaussian Disorder Model to allow a comparison
between the disorder-dependence of mobilities in simulation and experiment.
Time-of-flight experiments are simulated on three-dimensonal coarse-grained morphologies (see
section 4.5.2. At the beginning, a strong laser pulse generates 200 charge carriers in the first 10%
of the sample width. Note that each unit can host only one charge carrier at a time, accounting for
repulsive forces between charge carriers. The charge transfer integral Jif is set to be 20meV, being
in line with recent publications on orbital coupling in polymer systems [39, 143]. Given that |Jif |2
is a scaling factor for absolute mobilities, the results of the study remain valid even for different
transfer integrals. Electronic coupling within molecules is estimated to be 10 times higher than for
inter-molecular hopping.
Total reorganisation energies are difficult to estimate and we assume a generic λ of 500meV in
accordance with previous publications [87, 143, 144]. Lower reorganisation energies would lead to
higher absolute mobilities. An electric bias of 0.01V/nm is applied driving charge carriers to the
back electrode where they are collected. The electric field is similar to those applied for the experi-
mental time-of-flight data in section 4.5.5. Mobilities are calculated using kink-times extracted from
simulated photocurrent transients at a given external electric field. To ensure statistical robustness,
each simulation is repeated 30 times.
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4.5.1. Scenarios for Energy Distribution of Transport Sites in Polyfluorene
The previous sections imply that beta-phase operates as a trap state with a depth of 150meV or
more depending on considering torsional disorder. The comparision between experimental transition
energies and TDDFT calculations led to the conclusion that the size of the beta-phase is at least 8
fluorene segments. In this section, we establish two scenarios accounting for the cases of fully-relaxed
molecular structures and structures exhibiting torsional disorder. Those considerations result in case-
specific density-of-states that will be used in the charge transport simulations.
• Scenario 1 - Octamers (Figure 4.6a) This case relies on the results of sections 4.2 and 4.3.
Alpha-phase is represented by fully-relaxed octamer geometries while beta-phase is described
by the characteristics of a fully-constraint octamer. Comparing the associate HOMO levels in
Figure4.3b, we obtain a beta-phase related trap depth of around 150meV. Since the beta-phase
peak in the extinction coefficient measurements is very sharp, we concluded that beta-phase
has well defined HOMO and LUMO levels which might be due to a minimum length of the
beta-phase conformer (see Figure 4.4). Beta-phase is therefore described by a discrete peak in
the density-of-states (see Figure 4.6a). In contrast, the alpha-phase conformer is represented by
a Gaussian distribution accounting for all effects washing out the density-of-states. Examples
for those effects are configurational disorder [145], polydispersity [54] or impurities [55].
• Scenario 2 - Torsional Disorder (Figure 4.6b) This case includes the findings of section
4.4 where we found that torsional disorder caused by thermal vibrations may lead to broken
conjugation along the PFO backbone and hence conjugated segments of different lengths. The
smaller the conjugated segment, the deeper is the HOMO level. In Figure 4.6b the contributions
of octamers, heptamers, hexamers etc. to the alpha-phase density-of-states are illustrated.
Since we do not know the fraction of each conjugated segment length, we approximate the
ensemble of HOMO energies with a Gaussian distribution centered at an energy lower than
that of an octamer of α-phase. For the following transport calculations, we assume a beta-phase
trap depth of 200meV. The beta-phase conformer is identical to Scenario 1.
82
4.5. Modelling Charge Transport
4.5.2. Modelling Morphologies for Polyfluorene
In the introduction of this chapter, we mentioned that three different types of PFO films have to
be distinguished in terms of their charge transport characteristics: i) istropic glassy with negligible
content of beta-phase, ii) glassy with beta-phase, iii) partly crystalline films with negligible content
of beta-phase. In our charge transport simulations we study the first two cases (i and ii).
Figure 4.7.: Cross section of stylised molecular assemblies of PFO. In the actual charge trans-
port model three-dimensional cubic systems (50× 50× 150 units) are considered. This figure
illustrates the coarse-graining model on a simplified two-dimensional lattice. Molecules are rep-
resented by snakes with consecutive elements. Each unit is cubic and has a side length of 1 nm
which corresponds to approximately two fluorene segments. Blue units correpond to alpha-phase
and green units to the beta-phase.
Molecular assemblies of polyfluorene with relevant size for charge transport simulations are too
expensive to model with atomistic molecular dynamics. Moreover, it is unclear over how many
conjugated units charge carriers are delocalised on PFO backbones. Therefore, we chose to radi-
cally simplify the system following reference [87]. We consider a cubic lattice with the dimensions
50× 50× 150 where charge transport should be characterised along the z-axis. Each unit has the
length of 1 nm (about the length of a fluorene dimer) being consistent with previous studies on poly-
mer systems [87].
83
4. Polyfuorene and the Effect of the Beta-Phase Conformer
Polyfluorene polymers are represented by snakes whose lengths are Gaussian-distributed to account
for variations in molecular weight. Initially, snakes are randomly located in the lattice until a
certain density is reached. Thereafter, snakes interact repulsively in order to obtain an equilibrated
dispersive morphology modelling the isotropic, glassy films of the experiment. Accordingly, site
energies are randomly allocated from the density-of-states described in Figure 4.6 which includes
both α- and β-phase segments (This implies no difference in interchain interactions between like and
unlike phases). As discussed in section 4.3 beta-phase has a certain minimum length represented by
several consecutive beta-phase elements on the snake which can be specified in the model.
4.5.3. Sensitivity of Mobility on Morphological Parameters
In section 4.5.2 we introduced the general concept of the stylised model for PFO. Here, we aim to
quantify the sensitivity of modelled charge carrier mobilities on i) the density (which fraction of the
matrix is filled with molecules), ii) the snake length, iii) the length of the beta-phase segment and
iv) the concentration of beta-phase. Moreover, possible correlations between those parameters are
discussed. Time-of-flight simulations are carried out to calculate mobilities that are characteristic
for the bulk. Disorder in electronic coupling elements and the site energy are neglected. Alpha-phase
has therefore one conformer-specific site energy. The parameter space is based on reference [87].
Figure 4.8a illustrates time-of-flight transients of molecular assemblies with different densities. The
density is the fraction of molecular material in the cubic matrix and ranges for this study from 20%
to 60%. The incomplete filling represents the heterogeneity within organic thin films. The higher
the density the more transport pathways exist in the molecular assembly and hence the higher is
the mobility. At high densities (0.4 – 0.6) mobility increases approximately linearly with density. In
contrast, at low densities (0.2 and 0.3) mobilities decrease over-proportionally. This might be due to
charge carriers that moved into dead ends or blocking between charge carriers at a few connection
points between molecules that might become bottlenecks for charge transport. For the following
study, we consider well-connected networks with densities of 0.4.
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(a) (b)
Figure 4.8.: Charge carrier mobility dependence on (a) the density (volume fraction of molecular
material in the matrix) and on (b) the length of molecules (snake length). Calculations are done
without energetic disorder for the α-phase.
In Figure 4.8a, the snake length was fixed at a mean of 25 units with a standard deviation of 5
units. In Figure4.8b, the average snake length is varied from 15 to 35 units in steps of 10 units, at a
density of 0.4. As we can see in Figure 4.8b, the snake length plays a minor role regarding the charge
transport behaviour. This might be different for low densities (< 0.2) where molecules have only a
few connection points. Therefore, longer snakes would enable better charge transport over longer
distances and hence result in higher mobilities. For our study, the average snake length is fixed at
25 units with a standard deviation of 5 units.
Section 4.3 suggests that beta-phase has a certain minimum length. For a given beta-phase concen-
tration of 10% of all molecular sites and a beta-phase trap energy of 200meV, we vary the beta-phase
length from 1 to 8 units (see Figure 4.9a). All cases exhibit similar transients and we arbitrarily
choose a beta-phase length of 4 units for the following simulations. Note that we entirely focused on
testing the constraints of the stylised morphology and neglected any site-energy length dependences.
Changing the beta-phase concentration from 0% to 25%, we observe that the influence of beta-phase
on charge transport is saturating already at low concentrations of around 5%. Therefore, it is likely
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that all charge carriers are trapped at least once for concentrations larger than 5%. This is a rea-
sonable interpretation given that transfer integrals for intra-molecular hops are 10 times higher than
for inter-molecular hops, translating into on average 100 time higher hopping rates within polymer
chains. Due to this fast movement along polymer chains, charge carriers are likely to fall into beta-
phase traps. For this study, we choose a generic beta-phase density of 10% being consistent with
experimental observations [140, 141]. In summary, we will assume for the following study densities
of 0.4, snake lengths with a mean at 25 units and a standard deviation of 5 units, beta-phase length
of 4 units and a beta-phase concentration of 10
(a) (b)
Figure 4.9.: Charge carrier mobility dependence on (a) the β-phase length at a given β-phase
concentration of 10% and on (b) the β-phase concentration for a β-phase length of 4 units.
4.5.4. Conversion of Energetic Disorder Parameters
In the previous two sections we introduced a methodology to model molecular assemblies of poly-
mer structures and adopted the model to polyfluorene. In section 4.5.1 two different scenarios for
the density of states were discussed using the results of the quantum-chemical calculations. In this
section, we embed all those findings and model energetic disorder dependent mobilities. In order to
make experiment and simulation comparable, we convert disorder parameters following the method
introduced in section 2.8.3.
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Figure 4.10.: Correlation between disorder in hopping site energies σMarcus and the energetic
disorder derived from the Gaussian Disorder Model (GDM) for morphologies with and without
beta-phase conformer (beta-phase energy -150meV and -200meV below the mean of the site
energy distribution with standard deviation σMarcus).
One way of extracting energetic disorder are temperature dependent time-of-flight measurements
(see section 2.7.1) using the Gaussian Disorder Model (GDM). The method is thoroughly explained
in reference [48] and was successfully applied for polyfuorene in several cases [146, 147]. In the
GDM an empirical formula is fitted to temperature-dependent mobility data resulting in a disorder
parameter σGDM which is the standard deviation of a Gaussian density-of-states (see section 2.8.2).
Contrarily, the actual density-of-states might be different from a simple Gaussian distribution. In
section 4.5.1, we have seen that the actual density-of-states should rather be described by a Gaussian
(alpha-phase) and a distinct trap state (beta-phase). The standard deviation of the alpha-phase is
referred to as σMarcus. σMarcus is the disorder parameter that has to be converted into σGDM to
compare simulation and experiment.
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In order to determine the energetic disorder in the framework of GDM, we simulate tempera-
ture dependent time-of-flight experiments. The temperature T (240, 270, 300, 360K), the energetic
disorder in the Marcus theory σMarcus (5, 10, 20, 40, 80meV) and the beta-phase trap energy Eβ
(-150, -200meV) are varied. Structures with and without beta-phase are simulated. The energetic
disorder in the GDM σGDM is obtained by fitting equation 2.73 to the simulated mobilities µ(T ).
Note that simulated mobilities µ(T ) show the non-Arrhenius temperature-dependence ln µ ∝ T−2
for the considered range of parameters which is a prerequisite for the presented approach.
The relation between the disorder parameters σMarcus and σGDM is shown in Figure 4.10. If
present, the beta-phase conformer seems to dominate σGDM for both trap energies. For beta-phase
energies of -150meV and -200meV we obtain σGDM of 77meV and 84meV, independently from
σMarcus. For the non-beta-phase case σMarcus and σGDM correlate linearly.
4.5.5. Simulation versus Experiment
Fig. 4.11 summarises findings by presenting time-of-flight hole mobilities µ at room temperature
with energetic disorders σGDM estimated from the Gaussian Disorder Model. The experimental
data is taken from Kreouzis et al. [148] and unpublished data from Redecker, Yap and Foster and
co-workers. The two high mobility samples of Yap and Foster and co-workers consist of F8:F5
Polyfluorene films which are isotropic, glassy and beta-phase free. The last remaining sample of
Foster is F8:F6 polyfluorene, which is mainly amorphous with microscopic crystals. The highest
mobility sample of Kreouzis et al. was annealed and has a glassy morphology containing crystalline
structures as well as the Redecker’s F8:F8 polyfuorene device. The two low mobility samples of
Kreouzis and the remaining one of Yap et al. and co-workers are F8:F8 polyfluorene films containing
the beta-phase conformer.
Simulation and experiment show exactly the same relation between σGDM and the hole mobility
µ. The gradients of the experiment and the simulation differs by only 5%. Moreover, the model
successfully locates PFO without beta-phase at high mobilities and low energetic disorder, whereas
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beta-phase PFO exhibits much lower mobilities and higher energetic disorder. Including torsional dis-
order (Scenario 2) seems to be essential to explain the mobility ratio of about two orders of magnitude
between beta and non-beta PFO. Additionally, the matching between experimental and simulated
mobilities of beta-phase PFO is better than for fully relaxed structures (Scenario 1) (see Figure 4.11).
Figure 4.11.: Relation between hole mobility µ and energetic disorder σGDM . Apart from a
systematic error, the simulation predicts successfully the experimental mobilities from Kreouzis et
al. [148], Yap, Redecker and Foster. The difference between the experimental and the simulative
gradient is less than 5%. The offset is due to an systematic error which might be explained by
too low densities and/or charge transfer integrals in the simulation compared to the experiment.
Original collection of experimental data done by Dr. Samuel Foster.
The systematic error of about one order of magnitude between the simulation and the experiment
can be explained in several ways. Firstly, the density of 0.4 might be insufficient to model the well-
connected percolation network of PFO. Increasing the density to 0.8 would lead to an increase in
mobility by a factor of about 4. Secondly, the charge transfer integral Jif of 20meV could be an
underestimation for PFO. As the transfer rate in the Marcus formalism is proportional to J2if , any
changes of the orbital coupling will have a significant influence on the simulated mobility.
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4.6. Conclusion and Future Work
By calculating energy levels and absorption with hybrid density functional theory, we revealed that
beta-phase polyfluorene is a trap state possessing a minimum length. Using this knowledge, we devel-
oped a stylised model for polyfluorene investigating the influence of relevant structural parameters.
Several scenarios were considered during charge transport. Simulations including torsional disorder
in the backbone of polyfluorene could reproduce the experimentally observed mobility difference of
two orders of magnitude between films with and without beta-phase polyfluorene. Results suggest
that molecular conformers may lead to energetic disorder that reduces charge carrier mobilities sub-
stantially.
Future work should verify the trap depth of beta-phase polyfluorene. Approaches could be tight-
binding models allowing for a calculation of the density-of-states similar to reference [47] or time-
of-flight experiments at long enough time for trap charge carriers to be released. Furthermore,
simulations could be repeated on better morphologies from atomistic molecular dynamics to check the
trends that we observed when varying morphological parameters in our stylised molecular assembly
in section 4.5.3. This might also help to reveal the origin of the offset in simulated mobility values
compared to experimental time-of-flight mobilities (see section 4.5.5). Another outstanding question
is whether high enough beta-phase concentrations (> 50%) would be sufficient to create a percolation
network leading to higher hole mobilities.
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Chapter 5.
Microscopic Modelling of Grain
Boundaries in Tri-Isopropylsilylethynyl
Pentacene
We present a multi-scale model for grain boundaries quantifying physical characteristics such as
inter-granular energy barriers and electronic coupling elements on a molecular scale and simulate
their effect on charge transport. We choose thin films of tri-isopropylsilylethynyl pentacene (TIPS-P)
as a model system that is representative of technologically relevant crystalline organic semiconduc-
tors. We use atomistic molecular dynamics, with a force field specific for TIPS-P, to generate and
equilibrate polycrystalline thin films. The energy landscape is obtained by calculating contributions
from electrostatic interactions and induction. Subsequently, charge transport is simulated using a
kinetic Monte-Carlo algorithm. We study transport accross a boundary between two grains of varying
mutual orientation. The effects of energetic disorder and coupling disorder are distinguished from the
effect of the grain boundary. We find that the effect of the grain boundary on charge carrier mobilities
is relatively weak and not sensitive to the relative orientation. However, effects are more pronounced
for systems with limited inter-grain contact areas. Consequently, this study provides a new, micro-
scopic perspective on grain boundaries implying that grain interfaces must be small to impede charge
transport in TIPS-P significantly.
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Site energies were calculated by Carl Poelking from the Max Planck Institute for Polymer Research
in Mainz, Germany. Experimental work in section 5.2 was done by Jessica Wade.
5.1. Grain Boundaries in Thin Films of Small Molecules
Solution-processing of small-molecule crystalline semiconductor films generally leads to polycrys-
talline films containing crystallites with sizes of tens of nm to several m separated by grain bound-
aries and amorphous interphases [149–152]. The presence of grain boundaries reduces charge carrier
mobilities compared to single-crystal films deteriorating device characteristics such as the switching
speed of field-effect transistors (FET). Although much effort has been spent on increasing crystal
sizes [153–156], device reproducibility is poor since few grain boundaries can be sufficient to reduce
charge carrier mobilities severely (up to several orders of magnitude) [157, 158].
Here, we study grain boundaries at a molecular scale choosing thin films of tri-isopropylsilylethynyl
pentacene (TIPS-P) as our model system. TIPS-P is a relevant representative for small molecular
crystalline materials due to its excellent hole mobilities exceeding 4.6 cm2/Vs [156] and its ability to
form quasi two-dimensional crystals in the transport plane in FETs [159]. Depending on the process-
ing conditions, TIPS-P films can be composed of small spherical or needle shaped grains [160–163].
While in the latter needles can bridge the channel of a FET, small spherulites will result in grain
boundaries that charge carriers have to cross. This difference is also reflected by field-effect mobilities
that can be more than an order of magnitude higher for long, needle shaped grains [160].
At grain boundaries, Kelvin probe force microscopy on thin films of pentacene exhibits surface
potential wells suggesting trap states [164]. This observation is in agreement with conductive probe
atomic force microscopy on sexithiophene films revealing several orders of magnitude higher resis-
tances at grain interfaces [149]. Rivnay and co-workers suggested that the impact of grain boundaries
on charge transport is dependent on the crystal packing structure [158]. His qualitative picture im-
plied that herringbone packed materials (e.g. pentacene) suffer less from grain boundaries than
92
5.1. Grain Boundaries in Thin Films of Small Molecules
materials in brick-wall structures (e.g. TIPS-P). The larger the mutual angle between grains, the
more severe would be the effect of grain boundaries due to reduced electronic coupling of molecules
at the interface. This angular dependence is supported by a study of Lee et al. obtaining lower
mobilities for larger mutual angles between grains for 5,11-bis(triethylsilylethynyl)anthradithiophene
(TES-ADT) [165]. In both studies, the general picture is that grain boundaries in small molecular
systems are sharp and abrupt. In contrast, Wong and co-workers claim that boundaries between
TIPS-P grains consist of small crystals that are somehow connected to each other and grain inter-
faces are therefore expected to be small and surrounded by voids [166].
Kelvin probe measurements of the surface potential on polycrystalline silicon have lead to drift-
diffusion models with trap states at the grain interface [167, 168]. The method was later adopted
for other polycrystalline inorganic and organic semiconductors [169, 170]. The approach suggests
that in organic FETs high charge concentrations in the channel would lead to back-to-back Schottky
barriers forming around grain boundaries. Despite allowing for an effective-medium interpretation
of device characteristics, drift-diffusion-based models are restricted to one dimension and fitting to
macroscopic parameters (e.g. trap concentration, width of grain boundaries). Moreover, the forma-
tion of back-to-back Schottky barriers requires high doping concentrations at the grain boundary
which is questionable for organic semiconductors.
On the other hand, donor-acceptor interfaces have been studied on a molecular scale to under-
stand exciton dissociation in organic solar cells [171–173]. Cornil and co-workers could show that the
energy landscape at the interface between two different materials depends on the mutual orientation
of the molecules [171]. Site energies were calculated applying a cutoff length. For unequilibrated,
crystalline pentacene-C60 interfaces, they found either an energy barrier or a step function. Based
on molecular interfaces generated with atomistic molecular dynamics for a set of materials, Poelking
et al. suggested that long-range interactions are crucial to understand stabilisation of energy levels
at donor-acceptor interfaces [173].
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Here, we simulate the electronic and charge transport properties of multi-crystalline TIPS-P thin
films on the molecular scale using a multi-scale model. In section 5.2, we calculate angular-dependent
hole mobilities within ideal, crystalline TIPS-P grains which will serve as a reference for the study.
Subsequently, we develop a force field specific to TIPS-P to simulate the structure of grain boundaries
in multi-crystalline TIPS-P thin films (section 5.3). In section 5.4, we quantify site energies and
electronic coupling elements for equilibrated two-grain systems. We address the question whether
energy traps are generally formed at grain boundaries as suggested by several Kelvin probe and
conductive probe force microscopy studies [149, 164]. Following the research of Cornil and Poelking
on donor-acceptor interfaces, we explore the grain-orientation dependence of electronic properties
[171, 173]. In section 5.5, we simulate charge transport accross grain boundaries exploring if the
potential grain-orientation dependence of electronic properties translates into a grain-orientation
dependence of charge carrier mobilities as suggested by experimental studies of Rivnay and Lee
[158, 165]. In sections 5.6 and 5.7 we look at multi-grain systems and investigate which effect grain
boundaries composed of nano-crystals have on charge transport following the experimental study of
Wong et al. [166].
5.2. Mobility Anisotropy in TIPS-Pentacene Single-Crystals
In this section, we simulate angular-dependent charge carrier mobilities in TIPS-P crystals. The re-
sults are compared with the closely related 6,13-bis(triethylsilylethynyl) pentacene (TES-P). Angular
dependent-mobilities are compared with experimental mobilities from field-effect transistor (FET)
measurements on zone-cast films of TIPS-P and TES-P. Although very similar in their molecular
structure (see Figure 5.1a), the packing structures of TIPS-P and TES-P differ significantly: while
TIPS-P crystallises in a brick wall structure, TES-P is packed in slipped-stacks (see Figure 5.1b).
This leads to two-dimensional transport in TIPS-P whereas TES-P is restricted to one-dimension,
which was first experimentally observed by Ostroverkhova and co-workers [174]. The results of this
section were published in the Journal of Materials Chemistry C [163].
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Experimental Film preparation and mobility measurements were done by Jessica Wade at Impe-
rial College London. Bottom-gate bottom-contact organic FET substrates from IPMS Fraunhofer
were used consisting of an n-doped silicon wafer covered by a thermally grown SiO2 layer. After
cleaning with isopropyl alcohol (IPA) and oxygen plasma, gold contracts were treated with pentaflu-
orobenzene thiole in IPA to reduce contact resistances. Subsequently, the channel was treated with
trichloro(phenethyl)silane to increase wettability. Preheated solution (70 ◦C) was zone-casted on a
85 ◦C hot FET substrate moving at 1000µms−1. From previous work we know that the resulting films
are composed of TIPS-P needles so that the a unit cell vector is oriented parallel to the zone-casting
direction [175]. Mobilities were calculated with equation 2.70. Variation of the crystal orientation
on the substrate was achieved by rotating the substrate before zone casting. Resulting mobilities are
given in Figure 5.1c.
Simulation Experimental hole mobilities are compared with an ideal, single-crystalline system by
simulating angular-dependent hole mobilities with the Master equation (see equation 2.65). Crystal
and molecular structures of TIPS-P and TES-P have been published in references [4, 174]. In field-
effect transistors current flows along a nanometric channel parallel to the gate electrode. From Chen
and co-workers we know the alignment of solution processed crystalline TIPS-P on silicon, glass and
amorphous carbon to be such that its unit cell vectors a and b lie parallel to the substrate [159].
Therefore, we simulate charge transport along the two-dimensional model system span by the vectors
a and b for TIPS-P and TES-P (see also Figure 5.2).
We treat the system as a set of weakly coupled monomers. While Sakanoue and co-workers reported
a band-like temperature dependence of FET mobilities, Hall-effect measurements imply polaron lo-
calisation and hence hopping transport [176, 177]. Two approaches allow for a theoretical description
of this contradicting behaviour. Troisi suggested a semi-classical model where a classically vibrating
lattice localises charge carriers while preserving the band-like temperature dependence of mobilities
[178]. In contrast, the Levich-Jortner formalism treats lattice vibrations quantum-mechanically [126].
Being integral to temperature dependent studies, the effect of lattice vibrations is less important when
studying the orientation dependence of mobilities at constant temperatures [97]. Therefore, we con-
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Figure 5.1.: a) Molecular structures of TIPS-P and TES-P. b) TIPS-P packs in brick wall
structures while TES-P forms slipped-stack structures. c) Measured and simulated, angular-
dependent hole mobilities in thin films of TIPS-P and TES-P. For TES-P the highest mobilities
are obtained along the a vector. In contrast, TIPS-P exhibits the highest mobilities at higher
angles (dotted red line). The molecular structure of both molecules is illustrated on the top left
of each graph. [163]
sider non-adiabatic Marcus hopping rates in this chapter. Charge transfer integrals between TIPS-P
molecules are computed applying the projective method. Kohn-Sham orbitals are calculated using
ground-state density functional theory with the hybrid functional B3LYP and a 6-31g* basis set [3].
In terms of molecular displacement, all unit cell vectors (a, b and c) and their pairwise combina-
tions (e.g. a ± c) have been considered. Two large transfer integrals of 53.7meV and 64.8meV
are obtained for the a and a-b directions of TIPS-P, respectively. In contrast, TES-P exhibits only
one high electronic coupling element of 93.6meV for the a-direction. Inner-sphere reorganisation
energies λin are calculated with a four-point method [123]. Energy levels are computed with hybrid
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density functional theory (B3LYP/6-31g*). We obtain internal reorganisation energies of 138meV
and 142meV for TIPS-P and TES-P, respectively. Since both λin are very close and the outer-sphere
contribution is complicated to estimate, we assume total reorganisation energies λ of 0.5meV. Note
that the reorganisation energy is effectively a scaling factor when λ  |J |. Lower reorganisation
energies would lead to higher hole-mobilities, however, the angular distribution is preserved.
Figure 5.2.: Unit cell vectors a and b within the TIPS-P crystal structure of reference [4].
There are two high transfer integrals in the a and a-b direction.
Non-adiabatic Marcus rates are calculated for an electric field of 0.01V/nm (being close to the
experiment) in the direction of charge transport. Angular-dependent hole mobilities are quanti-
fied with the master equation. The results are provided in Figure 5.1c. The highest mobility for
single-crystalline TES-P can be found along the a-vector (µTES = 0.28 cm2/Vs) whereas TIPS-P
exhibits the best transport properties at an angle of 33◦ relative to the a-vector (µTIPS = 0.33
cm2/Vs). Experimental and simulated charge transport anisotropies agree well (within a factor of
2). Furthermore, the range of computed mobilities is much larger for TES-P than for TIPS-P, as
seen experimentally. This finding, combined with the range of angles for which the transfer integral
is large, supports that charge transport in TIPS-P is two-dimensonal whereas transport in TES-
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P is rather one-dimensional. The discrepency between the maximum values of the modelled and
experimental mobilities in TES-P might be due to crystal defects being particular disruptive for
one-dimensional charge transport.
5.3. Modelling Grain Boundaries with Atomistic Molecular Dynamics
In the previous section, we studied charge transport in single-crystals of TIPS-P. Studying grain
boundaries at the molecular scale requires an appropriate modelling system. Here, we generate two-
grain structures with varied mutual grain orientations. Accurate modelling of molecular assemblies
of relevant size for charge transport simulations is challenging due to computational constraints [80].
In this case, the challenge is simplified by the tendency of TIPS-P to organise with the (a, b) plane
parallel to the substrate (see section 5.2). While TIPS-P exhibits good two-dimensional transport
properties in this plane, coupling in the c-direction is weak [163] and hence charge transport is con-
strained to a quasi two-dimensional plane.
Figure 5.3.: Initial two-grain structure before molecular dynamics. ϑ (22.5% in this case)
refers to the mutual grain orientation and is defined by the angle between the a unit cell vectors
of the two grains. ϑ is varied between 0 ◦ and 90 ◦ in steps of 22.5 ◦. Stuctures contain around
2,600 molecules and are 40× 40 nm2 large.
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We prepare two perfectly ordered grains with a mutual orientation ϑ (the relative orientation of
corresponding a vectors). ϑ is varied between 0 (parallel grains) and 90 degrees (vertical grains)
in steps of 22.5 degrees. Each grain is built from approximately 1,300 TIPS-P molecules. Initially,
both grains are built using the crystal structure of reference [4] and are chosen to be separated by
around 1 nm. This distance is close enough for TIPS-P molecules of different grains to interact and
far enough to avoid constraining of molecular equilibration at the grain interface before molecular
dynamics simulations.
A Force Field Specific to TIPS-P A molecular-specific force field for TIPS-P is developed using
the OPLS-AA reference database [122]. The OPLS-AA force-field in equation 5.1 was adopted where
the first two terms represent non-bonding interactions (Lennard-Jones and Coulomb potentials) and
the last four terms relate to bonding interactions (bond, angle, improper dihedrals and dihedrals)
[122]. For TIPS-P we define seven different atom identities that refer to OPLS-AA atom types (see
Table 5.1).
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∑
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(5.1)
The classified atoms relate to the molecular structure in Figure 5.4. The pentacene segment con-
sists of aromatic carbon (CA) and hydrogen (HA), while most of the site-chains is composed by
alkane-type carbons (CT) and hydrogens (HC). Side-chains are connected to the pentacene segment
by a triple-bond formed by two alkyne-type carbons (CZ). The central unit of the side-chain is a sili-
con atom (SI). Although having an OPLS number, force field parameters for silicon are not included
in the OPLS-AA database. Where available, missing force constants for SI are taken from reference
[179]. Remaining angle- and dihedral-dependent forces are approximated by treating silicon as an
alkane-type carbon (CT) being another four-bonding atom (see Table B.2). Since the force constants
99
5. Microscopic Modelling of Grain Boundaries in Tri-Isopropylsilylethynyl Pentacene
for the SI-CA bond are provided in reference [179], the only missing bonding force parameters are
related to the CI-CZ bond which will be determined iteratively in this study.
atom ID opls number atom type in forcefield
Cxx opls_135 alkane CH3 CT
Cx opls_136 alkane CH2 CT
Hx or Hxx opls_140 alkane H HC
CAx opls_145 benzene C CA
HAx opls_146 benzene H HA
CTx opls_925 alkyne CZ
Six opls_966 silicon SI
Table 5.1.: Symbols used in Figure 5.4 according OPLS-AA number and atom type. x stands
for an arbitrary integer.
Apart from those bonding interactions, the non-bonding Coulomb and Lennard-Jones forces have
to be defined to complete the force field. A Mulliken population analysis is conducted to compute
atomic charges. The molecular geometry is optimised and atomic charges are calculated with hybrid
density functional theory employing the hybrid functional B3LYP and a 6-311g** basis set. The
results are given in Table B.1. For all carbon and hydrogen atoms, masses and Lennard-Jones pa-
rameters are taken from the OPLS-AA force-field. For silicon we use the Lennard-Jones parameters
provided in reference [180] (SI: ij = 0.398 kJ/mol and σij = 0.4435 nm).
In the following, we estimate the only missing force constants b0 and Kb of the SI-CZ bond. The
quantum-chemically optimised TIPS-P geometry (B3LYP/6-311g**) serves as a reference. Subse-
quently, we iteratively vary the equilibrium bond length and the force constant of the SI-CZ bond
in the force-field until the all bond lengths of the molecular mechanics calculations agree with the
reference from density functional theory (difference in length smaller than 0.001Å). Molecular me-
chanics simulations were run on a single TIPS-P molecule for 100 ps in an NVT ensemble. We obtain
a bond length b0 of 0.186 and a force-constant Kb of 9 · 105 kJ/mol/nm2. Thereafter, the force field
was tested on a 3× 3 TIPS-P supercell. We found that the supercell and the molecular geometries
to be stable.
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Figure 5.4.: Molecular structure of TIPS-P with symbols for each atom used for molecular
dynamics simulations. Atoms are classified in types provided in Table 5.1.
Molecular Dynamics Simulations of Two-Grain Systems The initial two-grain structures with
grains separated by about 1 nm are relaxed in an NPT ensemble. Pressure is applied with an
anisotropic barostat (Beredsen) parallel to the two-dimensional system. During equilibraton, the
system is within periodic boundary conditions. The box size vertical to the 2D system is 5 nm and
out of plane interactions are therefore negligible. Molecular dynamics simulations are run at room
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temperature (300K) for 10 ns. Analysing the total energy and the temperature, we find that the
two-grain systems equilibrate within less than 5 ps. During equilibration, the temperature increases
by about 9K and energies decease by approximately 106 kJ/mol.
(a) (b)
Figure 5.5.: Section of molecular assembly with a mutual angle ϑ of 45 ◦ a) before and b) after
10 ns of molecular dynamics simulation. The density close to the grain boundary appears to be
reduced.
Final molecular assemblies are quadratic with side lengths of about 40 nm and contain around
2,600 molecules. Figure 5.5 illustrates a structure with a mutual angle ϑ of 45 degrees before and
after equilibration. Grains maintain their general structure during molecular dynamic simulation
and the grain orientation is still visible in the final structures. Exclusively at the interface be-
tween grains, molecules displace and can adopt completely different orientations. Parallel grains (ϑ
equals 0 degrees) crystallise and hence no grain boundary is observable. In terms of charge transport
calculations, for each angle ϑ snapshots of the system geometry are extracted after 6, 7, 8, 9 and 10 ns.
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5.4. Calculating Transfer Integrals and Site Energies
Charge transfer integrals J are computed with the Molecular Orbital Overlap (MOO) method [3]
(see also section 2.4.2). MOO allows fast evaluations of electronic coupling elements compared to
other approaches such as the projective method [39] since orbitals are calculated with the semi-
empirical differential overlap functional ZINDO and computation of molecular pairs can be omitted.
The increased computation speed is of great advantage for systems with several thousand molecules
as in this study. ZINDO does not support comparably heavy atoms such as silicon. Therefore, we
drop parts of the side-chain structure of TIPS-P for transfer integral calculations by replacing the
tri-alkyl silane group with hydrogen (see Figure 5.6). We believe that this is a good approximation
for transfer integral calculations given that the highest occupied Kohn-Sham orbital of TIPS-P is
located on the pentacene unit (see Figure 5.6c).
Figure 5.6.: a) Full molecular structure of TIPS-P and b) simplified structure for transfer in-
tegral calculations with MOO. c) HOMO of TIPS-P calculated with the hybrid functional B3LYP
and the basis set 6-311g**.
Table 5.2 illustrates that transfer integrals from the projective method (full TIPS-P geometry)
which was used in section 5.2 and MOO (reduced geometry with hydrogen instead of silicon) are
similar and the two-dimensional transport behaviour is preserved. The high transfer integrals (>
10meV) differ by less than 40%. Considering the ideal, single-crystalline structure of TIPS-P in
reference [4], the two dominating coupling elements remain in the a and a-b direction and value
85.7meV and 70.0meV (calculated with MOO).
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vector JPM JMOO
(meV) (meV)
a 53.7 85.7
b 0.21 0.71
c 1.17 2.13
a-b 64.8 70.0
Table 5.2.: Transfer integrals calculated with the molecular orbital overlap method (MOO) and
the projective method (PM) [3]. a, b and c are the unit cell vector of TIPS-P from reference [4]
Site energies E are computed considering electrostatics only or electrostatics and induction follow-
ing reference [78]. This part of the work was done by Carl Poelking from the Max Planck Institute
for Polymer Research in Mainz. Site energy calulations with the VOTCA software package require
mapping of the molecular structure on conjugated an rigid segments. Accordingly, site energies for
charge transport are defined as projected energies on conjugated segments [78]. We divide TIPS-P
into three units: two rigid tri-isopropylsilylethynyl (TIPS) side-chains and one conjugated elements
at the pentacene (separated at the CAh-CT1 and CA6-CT3 bonds; see Figure 5.4).
Electrostatics are calculated using a distributed multipole analysis, where multipole moments are
located on polar sites such as atoms and bonds [88]. For induction, the Thole model is employed
which is an extended point dipole model with smeared out charges correcting for unphysical diver-
gence at small dipole separations [90] (see also section 2.4.4). The established way of calculating
site energies from electrostatics and induction is by assuming a cutoff length, after which no in-
teractions between multipoles are considered, to reduce computational effort. Recently, Poelking
et al. demonstrated that long-range interactions are crucial for the stabilisation of energy levels in
thin-film organic electronic devices such as bulk heterojunction solar cells [173]. Here, we compute
site energies with (dcutoff = 3nm) and without cutoff.
Figure 5.7 summarises the findings for a two-grain system with a mutual angle of 67.5 degrees.
The graph projects site energies (calculated with cutoff) and transfer integrals to the axis vertical to
the grain boundary. The results for electrostatic only and electrostatic and induction are very similar
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Figure 5.7.: Results of molecular dynamics simulation and computation of site energies and
transfer integrals for a mutual angle ϑ of 67 degrees. a) and b) projection of site energies
calculated with cutoff and c) transfer integrals on axis vertical to the grain boundary.
(Figures 5.7a and 5.7b). In both cases, grains are at the same average energy level and at the grain
boundary an energetic barrier for hole transport is built due to electrostatic interactions. Moreover,
the barrier height is at around 150-200meV very similar (estimated with a Gaussian fit - red line
in Figure 5.7). In contrast, site energies for hole transport are for calculations including induction
around 200meV lower. Furthermore energetic disorder is slightly reduced when considering induction.
Site energies calculated with and without cutoff are very similar - plotted together in Figure 5.7,
they could not be distinguished. Grains remain at the same energy level and absolute energies are
comparable. We conclude, that the energy barrier at grain boundaries is formed by short-range
interactions and no energy offset between grains is observed which might have happened due to
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long range interactions [173]. Therefore, computationally efficient cutoff calculations are sufficient
to describe the effect of grain boundaries on charge transport. In the following sections, site energies
from cutoff computation are presented, exclusively.
Figure 5.7c shows transfer integrals projected on the axis perpendicular to the grain boundary.
Each transfer integral is located in the middle of the mass centers of the two participating molecules.
Within grains we obtain two bands at around 10−2 meV and 10−5 meV. The first relates to the
two high transfer integrals in the directions of a and a-b while the second relates to the electronic
coupling in the b direction. The two high transfer integrals are slightly lower than in the ideal
crystal structure of TIPS-P due to geometrical disorder introduced by molecular dynamics. At the
grain boundary, the higher band drifts towards lower transfer integrals while the lower band vanishes.
Figure 5.8 illustrates energy landscapes calculated including electrostatics and induction. For each
mutual angles between grains ϑ an example structure was randomly picked from the 5 snapshots
available. For parallel grains (ϑ = 0 ◦) both grains crystallise and no energy barrier is formed. All
other cases exhibit a distortion of the energy landscape at the grain interface. Instead of a continuous
energy barrier, we obtain a non-uniform height profile. The larger the mutual angle ϑ the higher is
the peak barrier height at the grain boundary.
In Figure 5.9 transfer integrals for two-grain structures with different mutual crystal orientation
ϑ are compared. The horizontal axis refers to the mutual orientation ϕ of the two molecules be-
tween which the electronic coupling J is calculated. Within grains the mutual orienation between
molecules is approximately 0◦. Like in Figure 5.7, there are two groups of transfer integrals (in
Figure 5.9 the two accumulations of transfer integrals at 0◦). High electronic couplings are obtained
for molecules that are next neighbours in the a and a-b directions. Lower charge transfer integrals
refer to molecules deplaced by b.
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Figure 5.8.: Energy landscape calculated inculding electrostatics and induction for two grain
systems with varied mutual angle ϑ.
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Figure 5.9.: Transfer integrals calculated with Molecular Orbital Overlap (MOO) for two grain
systems with varied mutual angle ϑ. Transfer integrals referring to molecular pairs at the grain
interface have the same mutual orientation as the two grains.
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All transfer integrals in Figure 5.9 that are not around ϕ = 0 ◦ can be assigned to the grain bound-
ary. As already discussed in Figure 5.7, the two bands disappear and transfer integrals move to lower
values. The larger the angle between the orientations ϑ of the two-grain systems the lower are the
electronic coupling elements. For a ϑ of 90 ◦ transfer integrals are on average more than an order of
magnitude lower at the grain boundary than within grains.
The results of our microscopic calculations are in line with experimental findings. At grain bound-
aries we observe barriers for hole transport which would appear as potential wells in Kelvin probe
measurements. Note that for electron transport, charge carriers would face energy traps instead of an
energy barrier. Simulated and experimental potential well depths are both in the order of 100meV.
Moreover, we find that the inter-granular energy distortion is non-uniform. Similar to the picture
developed by Rivnay et al. [158], the electronic coupling decreases with increasing mutual angles
ϑ. In the following section, we quantify the influence of the calculated site energies and transfer
integrals on charge transport properties.
5.5. Simulating Charge Transport
Charge transport is simulated with kinetic Monte-Carlo and hopping rates from Marcus theory us-
ing the ToFeT software [51]. An electric field of 0.01V/nm is applied perpendicularly to the grain
boundary. The electric bias was chosen so that mobilities depend weakly on field variations. Hole-
mobilities are quantified by the average speed of charge carriers calculated from collection times.
Simulations are run in the limit of low carrier concentrations and with regenerative contacts of width
2 nm at each end.
In section 5.2, we calculated the inner-sphere reorganisation energy of TIPS-P to be 138meV [163].
The external contribution to the reorganisation energy is hard to estimate [45]. While temperature-
dependent mobility measurements advocated band-like transport in TIPS-P [176], Hall effect mea-
surements revealed charge carrier localisation and hopping [177]. Therefore, we assume relatively
small reorganisation energies of 200meV for TIPS-P. For consistency with the single crystal study,
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charge transport is also simulated for reorganisation energies of 0.5 eV. Charge transport is simulated
on i) the complete 400× 400Å2 structures and on ii) 40× 400Å2 stripes confining charge carriers on
small sections of the grain boundary.
Figure 5.10 summarises the results of charge transport simulations on the complete 400× 400Å2
molecular assemblies. Mobilities are calculated either by considering energetic disorder (µ) or by
using constant energies (µE=const) and hence no energetic disorder. This allows us to assess the
effect of the grain boundary on electronic coupling alone (excluding site energies). Furthermore,
mobilities of the ideal crystal structure of TIPS-P (µXtal) are calculated using the Master equation.
Since the considered molecular assemblies consist of two, equally large grains with a straight grain
boundary in between, µXtal is defined by the average of the individual, orienation-dependent charge
carrier mobilities in the direction of charge transport µXtal = (µXtal,grain1 + µXtal,grain2)/2. For
µXtal, energetic disorder and electronic coupling is neglected and the mobility depends solely on
the crystal orientation of the two grains [163]. As described above, we consider for each angle ϑ 5
different molecular assemblies (molecular dynamics snapshots) separated by 1 ns. Mobility ratios are
calculated individually for each structure and accordingly the average ratio is computed. In each
case, the larger mobility is divided by the smaller one (see Figures 5.10 and 5.11). Therefore, the
average mobility ratio refers to an average resistance of a series of grain boundaries.
Figure 5.10a refers to the influence of the energy surface on hole-mobilities which is approximately
constant for all mutual angles and all cases. For each angle ϑ, electrostatics only calculations exhibit
on average lower mobilities than simulations including induction. This might be due to reduced en-
ergetic disorder when considering induction (see section 5.4). Comparing mobilities at constant site
energies and in the ideal crystal structure allows an estimation of the effect of disorder in electronic
couplings (see Figure 5.10b). Similar to the energy surface, there is no obvious ϑ-dependence of the
effect that disorder in electronic couplings has on charge transport. In contrast, disorder in transfer
integrals seems to have a stronger effect on absolute mobilities than disorder in site energies. While
the average ratio µE=const/µ is around 4, µXtal/µE=const is approximately 50.
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Figure 5.10.: Results of charge transport simulations of large, 40 x 40 nm2 structures with one
grain boundary and varied mutual crystal orientations. µXtal refers to the mobility of the ideal
crystal structure, µE=const relates to the mobility of the equilibrated molecular dynamics structure
without energetic disorder and µ is the mobility of the equilibrated molecular dynamics structure
including energetic disorder. The mobility ratios quantify the effect of grain boundary on charge
transport and are averages over 5 structures per angle. a) Effect of the energy landscape, b) effect
of disorder in electronic coupling and c) total mobility reduction factor due to grain boundary.
The absolute mobility reduction compared to the ideal crystal structure without disorder in elec-
tronic coupling and site energies is plotted in Figure 5.10c. For 0 degrees, the average mobility
ratio µXtal/µ is slightly lower than for higher mutual angles ϑ. No clear trend towards higher ϑ is
observable. Thus, the large, 400× 400Å2 molecular assemblies appear to be unable to explain the
experimentally observed mobility reductions due to grain boundaries [160]. For all ϑ, mobility ratios
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are close to the case ϑ = 0◦. At ϑ = 0◦ the equilibrated molecular assembly does not exhibit a grain
boundary but crystallises completely. Therefore, all mobility ratios presented in Figure 5.10 are due
to energetic and coupling disorder within grains and not due to the grain boundary. In the previous
section we discussed that barrier height and transfer integrals are non-uniform at the grain interface.
We assume and show below that charge carriers are likely to find ’sweet spots’ on the grain boundary
where the energy barrier is low and electronic coupling is high.
The situation changes when confining charge transport on 40Å wide stripes perpendicular to the
grain interface (see Figure 5.11). For each of the 5 molecular assemblies per angle ϑ we consider
4 stripes (x = 120-160 nm, 160-200 nm, 200-240 nm, 240-280 nm, where x is the axis parallel to the
grain boundary). Since we assume that the origin of the energy barrier at the grain interface is due
to short range interactions, we consider in the following only site energies from cutoff calculations.
Compared to transport simulations on full, 400Å wide molecular structures, the variance of modelled
mobilities and their ratios is increased and calculated mobility ratios are larger (see Figure 5.11 and
Appendix C).
The influence of the energy surface is increasing towards larger mutual angles ϑ and reaches an
average mobility ratio of over 20 for 90 degrees. We assume that the inter-granular interface is too
small for charge carriers to always access a low-energy part of the energy barrier at the grain bound-
ary. As previously mentioned, calculations including induction result in higher mobilities compared
to electrostatic only simulations. µXtal/µE=const increases until 67.5 degrees and drops for 90 de-
grees. This behaviour might be explained in terms of high variances of modelled mobilities when
considering 40Å wide stripes (see Appendix C). Therefore, we assume that the effect of electronic
coupling might only increase slightly with ϑ. Finally, the ratio between simulated mobilities consid-
ering disorder in energy and electronic coupling, and perfect crystal structures increases with ϑ. For
90 degrees, the average mobility ratio µXtal/µ is more than 5 times higher than for 0 degrees.
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Figure 5.11.: Results of charge transport simulations of small, 4 x 40 nm2 structures with one
grain boundary and varied mutual crystal orientations. µXtal refers to the mobility of the ideal
crystal structure, µE=const relates to the mobility of the equilibrated molecular dynamics structure
without energetic disorder and µ is the mobility of the equilibrated molecular dynamics structure
including energetic disorder. The mobility ratios quantify the effect of grain boundary on charge
transport and are averages over 20 structures per angle. a) Affect of the energy landscape, b) effect
of disorder in electronic coupling and c) total mobility reduction factor due to grain boundary.
On the top and bottom graphs we obtain a clear trend towards large mutual angles.
For reorganisation energies of 0.5 eV mobility values drop by about two orders of magnitude. In
contrast, relative mobility ratios are very similar to charge transport simulations with λ = 200meV .
Only for calculations on 4 nm wide stripes and a mutual angle of 90 degrees, µXtal/µE=const was
reduced by a factor of two (9 instead of 21). This is due to the large variation of mobility values for
calculations on stripes which is similar to calculations with λ = 0.2 eV (see section C). However, the
observation that the mobility reduction increases towards larger angles remains. The independence
on λ of our results, supports the robustness of the model.
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In summary, if grain boundaries are large and without voids (40 nm wide), charge transport is
unaffected by grain boundaries. Contrarily, if grain boundaries become small (4 nm wide), mobility
decreases severely towards larger angles ϑ which is mainly caused by the energy barrier. In general,
stripes exhibit lower mobilities than full structures due to a reduced number of travel pathways for
charge carriers. Thus, in order to explain experimentally observed mobility reductions due to grain
boundaries, grain interfaces must be small. This might be the case if grain interfaces contain voids
or are built from small, inter-connected grains as proposed by Wong et al. [166] (see section 5.7).
5.6. Charge Transport in Multi-Grain Systems
In the previous sections, we focused on structures with two grains and one linear grain boundary.
Here, we model probabilistically grown, multi-grain structures. Charge transport parameters and
charge transport are simulated as described above. Furthermore, we track charge carriers and com-
pute their accumulated occupation-time per site allowing for a characterisation of the general charge
transport behaviour in multi-crystalline films of TIPS-P.
Molecular assemblies are initially prepared with an algorithm probabilistically simulating the
growth of grains. At first, the number of grains is chosen. Accordingly, seeds are randomly placed
on a two-dimensional surface. Seeds are molecules that are oriented with 0, 22.5, 45, 67.5 or 90
degrees in respect to the a-vector of the TIPS-P unit cell. Grains can grow in the a and b direction
of the TIPS-P crystal structure. The initial seeds are the first generation of molecules. For every
following generation, the probability to grow is reduced by a factor of 10 ensuring grains of similar
size. The code avoids overlapping of molecules when one grain reaches another one. The process of
placing molecules is repeated until a pre-defined number of molecules has been placed. Accordingly,
the molecular assemblies are equilibrated with atomistic molecular dynamics as described above. An
example structure is provided in Figure 5.12a.
The energy surface resulting from calculations including electrostatics and induction is depicted
in Figure 5.12b. Energy barriers between grains are particularly high for interfaces with large mu-
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tual angle. Moreover, we observe high potential energies for hole transport when three grains join
each other. This is not surprising as the multipole moments of the three grains are not aligned.
Additionally, voids distort the energy surface and significantly influence the site energies of adjacent
molecules. As mentioned previously, the energy barriers are non-uniform and allow charge carriers
to cross at reduced energy cost.
Figure 5.12.: Charge transport in multi-grain structures of TIPS-P. a) Equilibrated molecular
dynamics structure, b) energy surface calculated including contributions of electrostatics and
induction, c) and d) accumulated occupation times during 1 s of charge transport simulations.
The orientation of the electric field F indicates the direction of charge transport.
Figures 5.12c and 5.12d show accumulated occupation-times of charge carriers during 1 s of charge
transport across the simulated region in Figure 5.12a and b. The orientation of the applied electric
field F indicates the direction of charge transport. Dark blue areas relate to regions where no charge
transport happens. Yellow and red areas refer to molecules where charge carriers are blocked from
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travelling. Bright blue areas indicate a low charge density and mobile charge carriers. This is mainly
the case within grains. We observe that charge transport is impeded by large barriers, at regions
where three grains join each other and at voids.
5.7. Charge Transport in Grain Boundaries Built of Nano-Crystals
Wong et al. suggested in reference [166] that grain boundaries in TIPS-P are built from small crys-
tals that are connected to each other by narrow interfaces. In this section, we study the influence of
such a configuration on charge transport. As the interconnectivity between small grains in the grain
boundary is unknown, we consider 4 different cases: i) a one-dimensional chain with two connections
per grain, ii) a two-dimensional honeycomb structure with three connections per grain, iii) a two-
dimensional quadratic lattice with four connections per grain and iv) a two-dimensional hexagonal
structure with six connections per grain (see Figure 5.13a). The distance between next neighbours
is set to 1 and model structures are 20× 20 large.
Figure 5.13.: Grain boundaries as a network of nano-crystals. a) Model for nano-crystals
with different connectivity to neighbouring grains. Spheres represent grains and bonds refer to
connections between spheres. The number indicates how many next neighbours there are. b)
Mobility ratios between a perfectly connected grid µref and a network with variation in connec-
tivity µcase. Reduced connections due to grain boundaries are represented by individual (not the
average) mobility reductions factors from 4× 40 nm2 stipe structures. All angles are considered.
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Each grain is approximated as a hopping-site during charge transport. This assumes that charge
transport is limited by grain boundaries and not by the mobility anisotropy within TIPS-P grains
(see reference [163]). In our model we consider small interfaces between grains. This allows us to
use the results of the previous section for 40Å wide stripes (see Figure 5.11). For each angle ϑ
we computed 20 reduction factors µXtal/µ describing the mobility reduction imposed by the grain
boundary. Subsequently, those are randomly assigned to each grain boundary between nano-crystals
reducing the hopping rate from one grain to another by the drawn factor µXtal/µ.
In terms of charge transport, we consider two cases: a) all grains are well connected (µXtal/µ = 1)
as if there are no grain boundaries in between them and b) the reduction factor µXtal/µ is randomly
drawn from all mutual angles [0◦,90◦]; electrostatic only and electrostatic and induction are consid-
ered. All reduction factors are corrected by the mobility ratio µXtal/µ of the complete, 400× 400Å2
structures with parallel grains since this is the case where both grains crystalised, charge transport
is unconfined, and only disorder within the grain defines charge transport characteristics.
The results of kinetic Monte-Carlo simulations are provided in Figure 5.13b. Mobilities are calcu-
lated from average velocities utilising regenerative contacts. The reference mobility µref refers to the
case of perfectly connected grains while the mobility µcase relates to the case of reduced connectivity
between grains due to small, 4 nm wide grain boundaries (see cases a) and b) from above). The higher
the number of connections between grains the lower is the effect of grain boundaries reaching from a
mobility ratio µref/µcase of around 8 to 4 for two and six connections respectively. More connections
allow charge carriers to avoid grain boundaries with a strong blocking effect. In summary, we find
that grain boundaries consisting of nanocrystalline networks impede charge transport significantly
supporting the theory of Wong and co-workers [166].
5.8. Conclusion and Future Work
A microscopic model of grain boundaries in thin films of the small-molecular tri-isopropylsilylethynyl
pentacene (TIPS-P) was developed. Two-grain structures with varied mutual angles were equilibrated
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with atomistic molecular dynamics employing a molecule-specific force field. Electronic coupling ele-
ments and site energies including contributions from electrostatics and induction were computed. We
found non-uniform energy barriers for hole transport in TIPS-P which is in line with experimental
studies suggesting potential wells at grain boundaries. As the angle ϑ between the grain orientations
becomes larger, the peak height of the energy barrier increases and the electronic coupling reduces.
For large grain interfaces (40 nm width), grain boundaries had a negligible effect on charge transport.
In contrast, specially confined transport on 4 nm wide stripes exhibited substantially reduced mobil-
ities. As ϑ becomes larger, the mobility decreases. Moreover, multi-grain systems were studied on
an atomistic and coarse-grained level. Our findings suggest that grain interfaces must be sufficiently
small (< 4 nm) to cause large changes in charge carrier mobilities.
Future work should include a verification of the multi-scale model by measuring angular-dependent
mobilities on two-grain systems similar to reference [165]. Thereafter, similar studies on different
packing structures and electron conductors such as pentacene would be interesting to study in order
to understand how generalisable the findings of this chapter on TIPS-P are. Alternatively, a coarse-
graining model of small molecular systems might be sufficient to test the generalisability of this
chapter.
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Chapter 6.
Spin Transport in One-Dimensional
Systems with Alternating Donor, Spacer
and Acceptor Units
Electrons possess an intrinsic magnetic moment called spin. Spintronic devices aim to use this prop-
erty to store and process information. Contrary to inorganic materials, spin carriers in organic
semiconductors are localised, and hence transport has to be described by a hopping mechanism. In
this chapter we investigate the magnetoresistance of polymers with alternating donor, spacer and
acceptor units. This structure is selected to allow for unpaired spin carrier to form and to control
transfer rates between molecular segments. In organic semiconductors, the magnetoresistance relies
on the spin blockade of spin-polarised electrons due to the Pauli exclusion. The spin blockade is
magnetic field dependent and is enhanced by the one-dimensionality of polymers. A range of molec-
ular acceptor, spacer and donor units is studied. Their molecular geometry and electronic structure
are calculated with hybrid density functional theory. Of the reseached materials, the most promising
candidate structure in terms of magnetoresistance combines dicyanoquinonediimine (DCNQI) accep-
tors, fluorene spacers and 3-ethylendioxythiophene (3-EDOT) donor units. For this polymer, spin
transport parameters and spin-dependent hopping rates are computed. Finally, we suggest further
improvements of the chemical structure.
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The concept and chemical structures studied in this chapter were suggested by Prof. Peter Bobbert
and Dr. Stefan Mesker from TU/e.
6.1. Conditions for High Magnetoresistances in Organic Electronics
In the last two decades, much effort has been spent on increasing the magnetic field effects in organic
materials at room temperature [57, 92, 181–184]. Employing organic materials instead of inorganic
ones has several advantages: Organic semiconductors are built from light atoms such as carbon
and hydrogen implying small spin-orbit coupling and hence long spin relaxation times. Moreover,
organic chemistry is very versatile and molecular structures are easily customisable. Initially, three-
dimensional organic magnetoresistors [181–184] and spin-light emitting diodes [185–187] were studied
exhibiting magnetic field effects in the order of 10% at room temperature. In this chapter, we will
focus on organic magnetoresistors. Proposed molecular concepts include metal-centred molecules
[188, 189] and doped polymer structures [64, 92].
Magnetoresistance (for definition see equation 2.54) occurs in a range of different materials in-
cluding ferromagnetic and non-ferromagnetic metals, and inorganic semiconductors. For this set of
materials, spin carriers are delocalised and travel by band transport. Here, magnetoresistance relies
on scattering due to the Lorentz force or a combination of magnetisation and spin-orbit interactions
(e.g for anisotropic magnetoresistance). A combination of magnetisation and spin-orbit interactions
is used in giant magnetoresistors [190, 191] which is the underlying principle of magnetic hard disk
drives. In contrast, spin carriers are localised in organic semiconductors forming spin polarons.
Therefore, spin transport and magnetoresistance in organic semiconductors are based on different
fundamental principles.
Recently, Nguyen et al. reported on isotope-dependent magnetic field effects supporting the impor-
tance of hyperfine fields on spin transport phenomena in organic semiconductors [57]. The hyperfine
field is created by the nuclear magnetic moments within molecules - exchanging for instance 12C
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by 13C alters the hyperfine field. Thus, a theoretical description of spin transport must involve the
interactions between spin particles or bipolarons and the hyperfine field. Bobbert and co-workers
suggested a formalism based on the stochastic Liouville equation, decoupling the spin-contribution
from the semi-classical Marcus rates [63, 65, 94] (for details see equation 2.62 and section 2.5).
The origin of magnetoresistance in organic semiconductors is the spin blockade. To understand
this effect we consider two neighbouring sites that are occupied with one spin-polarised polaron
each. Hopping from one site to another will only be allowed if both polarons are of opposite spin.
In molecules polaron spins precess around local hyperfine fields mixing different spin states, making
hopping possible even when the polarons are initially in the same spin state (see section 2.5). This
spin mixing is suppressed by applying a strong external magnetic field which forces the two spins to
be parallel. Charge transfer between the two sites would then be blocked. Therefore, we talk about
a magnetic field induced spin blockade.
Figure 6.1.: Working principle of spin transport in donor-spacer-acceptor polymers. Spin
polorised electrons travel from the HOMO of the donor unit to the LUMO of the acceptor unit
(coloured in gray). In the suggested structure there are as many spin carriers as transport sites
(adapted from Prof. Peter Bobbert).
One way to increase magnetoresistance is to confine spin transport to one dimension. In this case,
spin carriers cannot bypass blocking areas. An example for a one-dimensional system is a polymer
that is isolated from their environment. Mahato and co-workers reported on very large magnetore-
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sistances of over 2000% at room temperature and small magnetic fields of a few millitesla [92]. In
a theoretical study, Kersten et al. proposed that polymer chains with dopants would increase the
number of free charge carriers, and thus enhance magnetoresistivity [64]. One way to achieve doping
within the polymer is to include strong acceptor units within the structure that cause spontaneous
intra-molecular charge transfer in the ground state. Following Kersten’s suggestion, we study in
this chapter polymers with alternating donor and acceptor units in which intra-chain charge transfer
would lead to a high density of unpaired charges in the ground state. In those systems, charge and
hence spin transport would occur from the HOMO of the donor unit to the LUMO of the acceptor
unit and vice versa (see Figure 6.1). Spacer units are included between the donor and acceptor
groups to help localise the charges.
The rate of spin transport, and therefore the size of the spin blockade effect, is controlled by the
strength of electronic coupling and the spin precession rate. If transport sites were strongly coupled
spin polarons would not have enough time to precess around the hyperfine field. In this case, an
externally applied magnetic field would not affect spin transport. Contrarily, in a weakly coupled
system, spin mixing occurs due to spin precession. Here, an external magnetic field would suppress
spin mixing and consequently increases the spin blockade effect. Thus, high magnetoresistances
require the system to be in the limit of slow transport (νspinij  ωhf ), where νspinij is the spin-
dependent Marcus hopping rate and ωhf refers to the hyperfine frequency of the spin-precession
[66, 192]. In our work, spin transport parameters and Marcus hopping rates are calculated to verify
this condition.
6.2. Suggested Donor-Spacer-Acceptor Polymers
Dr. Stefan Meskers at TU/e in the Netherlands proposed some candidate donor and acceptor struc-
tures for our polymer system. The goal was to align the LUMO level of the acceptor unit with the
HOMO level of the donor unit. Too large HOMO-LUMO offsets ∆ = ELUMO,A − EHOMO,D would
lead to trapping of spin-polarised electrons which might dominate spin-transport. Therefore, the
effect of magnetic field induced spin blockades might be removed. Moreover, the reduction poten-
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tial (LUMO) of acceptor units should be close to +0.5V relative to the saturated calomel electrode
(SCE). Below this voltage neutral acceptors would reduce oxygen and produce water. Candidate
acceptor structures are benzobisthiadiazole (BBT), dicyanoquinonediimine (DCNQI), thiadiazoloth-
ienopyrazine (TTP) and tetracyanoquinonediimine (TCNAQ) which are illustrated in Figure 6.2.
We calculated the HOMO energy with ground state DFT using the hybrid functional B3LYP and a
6-311g** basis set. The LUMO energy is computed with time-dependent density functional theory
(B3LYP/6-311g**) quantifying the first excitation energy.
Figure 6.2.: Optimised geometries of candidate acceptor units. HOMO energies are calculated
with ground state density functional theory (DFT) while LUMO levels are obtained by computing
the first exctitation energy with time-dependent DFT added to the HOMO energy. The hybrid
functional B3LYP and the basis set 6-311g** were used.
Similar to acceptors, donor units should have oxidation potentials (HOMO) close to +0.5V relative
to the SCE. Above 0.5V positively charged donors would oxidise water and produce oxygen. Candi-
date donor structures are dithienopyrazine (DTP), poly(pyrrole) (PP) and 3-ethylendioxythiophene
(3-EDOT) which are provided in Figure 6.3. Given that the HOMO of the donor unit accommodates
spin carriers during transport (see Figure 6.1), only the HOMO energy is calculated.
Spacer units should reduce electronic coupling sufficiently, to localise the HOMO on the donor unit
and the LUMO on the acceptor unit. Furthermore, transfer integrals between HOMO and LUMO
should be sufficiently low ensuring that hopping rates are much lower than the hyperfine precession
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Figure 6.3.: Optimised geometries of candidate donor units. HOMO energies are calculated
with ground state density functional theory (DFT) using the hybrid functional B3LYP and the
basis set 6-311g**.
frequency which is the condition for slow spin-polarised transport. The conjugated units fluorene (F),
phenylene (P) and acetylene (A) were chosen as candidate spacer units (see Figure 6.4). Conjugated
systems help to stabilise molecular structures geometrically. Ideally, the HOMO of the donor and
the LUMO of the acceptor should lead to near degenerated but differently localised states in the new
system (see Figure 6.1) but energy levels will be distorted by quantum mechanical state mixing.
Figure 6.4.: Optimised geometries of candidate spacer units employing ground state density
functional theory (DFT) using the hybrid functional B3LYP and the basis set 6-311g**.
6.3. Computation of Energy Levels and Kohn-Sham Orbitals
As mentioned in the previous section, we aim to find a molecule with a small HOMO-LUMO offset
∆ and localised frontier orbitals on acceptor (LUMO) and donor (HOMO) units. Delocalised charge
carriers along the backbone would diminish magnetoresistance (see section 2.5). First, we calculate
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Kohn-Sham orbitals which provide a qualitative interpretation of the location of charge carriers. As
discussed in section 2.2, ground state charge densities can be directly calculated from Kohn-Sham
orbitals [72]. Therefore, the shape of the HOMO should be reliable. Although Strowasser et al.
demonstrated that orbitals computed with ground state density functional theory, Hartree Fock and
Hückel are very similar [73], we assume that the form of the LUMO is less precise than the HOMO.
Firstly, we optimise molecular geometries with the semi-empirical Austin Model 1 (AM1) and
ground-state density functional theory (DFT). Due to computer time constraints, acceptor-spacer-
donor (A-S-D) sections are considered representing the polymer. The DFT calculations use the
Becke, three-parameter, Lee-Yang-Parr hybrid functional (B3LYP) and a 6-311g** split valence ba-
sis set. After the optimisation we extract the highest occupied and lowest unoccupied Kohn-Sham
orbitals representing the HOMO and the Kohn-Sham (HOMO+1) LUMO respectively. It is known
that functionals with a high fraction of pure density functional theory (for B3LYP 80%) suffer from
excess delocalisation [193, 194]. In contrast, semi-empirical approaches tend to over-localise orbitals
(see also Appendix A). Illustrated orbitals in this section should therefore be carefully interpreted
and are likely to be slightly more localised in real systems.
Another result of hybrid DFT calculations is the HOMO and LUMO energies. The HOMO energy
is obtained by the energy of the highest occupied Kohn-Sham orbital. The LUMO is calculated by
adding the energy of the first optical excitation (computed with time-dependent DFT and B3LYP/6-
311g**) to the HOMO energy. Previously, it was demonstrated that this approach lead to better
values than the direct quantification from ground state DFT [195].
Defining the Model System The goal of this paragraph is to define the correct model system to
calculate HOMO and LUMO energies. To answer this question, we choose the acceptor DCNQI,
the fluorene spacer and the donor 3-EDOT as representative molecular units (in the next section
we will find that this is the most promising compound). We calculate the LUMO energy of DC-
NQI and the HOMO energy of 3-EDOT. Computations are done for isolated units and with one
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or two spacer groups attached. In general LUMO energies of DCNQI are lower than the HOMO
energies of 3-EDOT (see Table 6.1). Attaching spacer units raises both of the relevant energy levels.
Connecting DCNQI, fluorene and 3-EDOT in a molecule leads to completely different results. As
we will see in the next chapter the HOMO is located on the 3-EDOT donor unit while the LUMO
is confined on the DCNQI spacer as expected (see Figure 6.6). However, the energy levels have
changed places such that the HOMO energy is at -4.839 eV and therefore 565meV lower than the
LUMO energy. This is due to quantum mechanical state mixing in the connected system. Thus
isolated units are an insufficient modelling system for the calculation of energy levels. In the follow-
ing we consider acceptor-spacer-donor (A-S-D) structures for our calculations. Potential size-effects
considering larger molecular segments are discussed later in this section.
HOMO of 3-EDOT LUMO of DCNQI
(eV) (eV)
Unit -4.639 -5.344
Unit with 1 Fluorene attached -4.554 -4.888
Unit with 2 Fluorenes attached -4.499 -4.692
DCNQI-F-3EDOT (A-S-D) -4.839 -4.274
Table 6.1.: Influence of spacer group on HOMO and LUMO energies. As a reference the HOMO
and LUMO energies of DCNQI-F-3EDOT are provided.
Screening of Compounds Figures 6.5, D.1 and D.2 allow for a comparison between HOMO and
LUMO levels of different acceptor-spacer-donor structures (A-S-D). In the case of the acceptor being
BBT (Figure D.1), the LUMO is localised on the BBT unit for all studied molecular combinations.
3-EDOT and fluorene is the only donor-spacer combination that localises the HOMO mainly on
the 3-EDOT unit. Phenylene and acetylene spacers fail to separate acceptor and donor sufficiently
resulting in a completely delocalised HOMO. BBT-F-3-EDOT seems to be the best combination in
terms of orbital localisation, however, the HOMO-LUMO level splitting ∆ of over 1 eV is too large
for polaron transport.
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Figure 6.5.: Optimised geometries of donor-spacer-acceptor structures containing fluorene spac-
ers and 3-EDOT donor units. Considered acceptors are DCNQI, TCNAQ, BBT and TTP.
LUMO (top) and HOMO (bottom) are calculated with ground state density functional theory
(DFT) with the hybrid functional B3LYP and a 6-311g** basis set. HOMO energies are calcu-
lated with ground state DFT and LUMO levels with time-dependent DFT.
In terms of LUMO energy, BBT is the weakest acceptor of all considered units. In the following
we analyse structures including the strongest acceptor DCNQI with a LUMO energy of -5.34 eV (see
Figure D.2). Similar to molecules including BTT, phenylene and acetylene spacer units are unable
to localise the HOMO. As previously, the most promising donor unit is 3-EDOT regarding HOMO
localisation. Also, for DCNQI-F-3-EDOT, the HOMO-LUMO level splitting ∆ is reduced compared
to its BBT analogue. (Note that the LUMO values in Figure D.1 and D.2 are results from ground
state DFT. The correct LUMO values are shown in Figure 6.5).
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Studying molecular combinations with BBT and DCNQI acceptors, we observed that the combi-
nation of a fluorene spacer and a 3-EDOT donor is the best combination for both orbital localisation
and HOMO-LUMO splitting. In Figure 6.5, this donor-spacer group is combined with the four ac-
ceptors that we study. Moreover, the HOMO and LUMO energies and the associated difference ∆
is provided. For all cases the LUMO is well localised on the acceptor unit. The HOMO is mainly
located on the donor unit, however extends into the fluorene spacer. The lower the LUMO level of the
acceptor unit the larger is ∆. DCNQI-F-3-EDOT is with a ∆ of around 0.56 eV the most promising
candidate for high magnetoresistances. Therefore, this structural combination will be thoroughly
studied in the following.
Figure 6.6.: HOMO (top) and LUMO (bottom) of DCNQI-F-3-EDOT. This stuctural com-
bination is the best candidate for large magnetoresistances in terms of HOMO/LUMO splitting
and orbital localisation.
System Size-Dependence of Energy Levels In the previous part of this section we considered
acceptor-spacer-donor segments as a representative system for the polymer. As polymers are much
longer we investigate in this subsection whether there is a size effect influencing energy level cal-
culations. Table 6.2 presents the HOMO energy and the HOMO/LUMO level splitting ∆ for a
DCNQI-F-3-EDOT monomer, dimer and trimer. Note that spacer units are added at both ends
of the molecule. The longer the molecule the higher is the HOMO level. The effect is, at around
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40meV, comparably small. Interestingly, ∆ is significantly decreased with the length of the molecule.
By only adding two spacer groups at the ends of DCNQI-F-3-EDOT the splitting reduces by about
40meV. ∆ is reduced by a further 80meV and seems to stabilise at 445meV since the HOMO/LUMO
splittings of the dimer and trimer are identical. It is important to mention that HOMO and LUMO
are located on the donor and acceptor units that are furthest away from each other (see Figure D.3).
The calculated HOMO/LUMO splitting might therefore not be relevant for spin transport between
neighbouring sites. In summary, calculations on oligomers suggest that ∆ might be lower than es-
timated with DCNQI-F-3-EDOT structures, however, the location of HOMO and LUMO levels on
oligomers does not allow a clear conclusion on which ∆ to consider for spin transport.
HOMO ∆(HOMO/LUMO)
(eV) (meV)
Monomer -4.481 524
(S-A-S-D-S)
Dimer -4.452 445
(S-A-S-D-S-A-S-D-S)
Trimer -4.444 445
(S-A-S-D-S-A-S-D-S-A-S-D-S)
Table 6.2.: Influence of system size on HOMO and LUMO energies. ’S’ stands for the fluorene
spacer, ’A’ refers to the DCNQI acceptor and ’D’ relates to the 3-EDOT donor.
Energy Levels and Polarisable Environments Polarisable media surrounding molecules are likely
to affect their energy levels [196, 197]. HOMO and LUMO are calculated with ground state and
time-dependent DFT respectively (B3LYP/6-311g**). Polarisable media are implemented using the
polarised continuum model (PCM) which was successfully applied for organic molecules such as C60
[198, 199]. We consider water, ethanol, benzene and vacuum as a reference due to their wide range
of permittivities  (see Table 6.3). The higher  the deeper is the HOMO energy. Excitation energies
calculated with time-dependent DFT remain unchanged. In the limitations of our model, polarisa-
tion does not seem to affect the HOMO-LUMO splitting in the studied type of donor-spacer-acceptor
molecules.
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HOMO ∆(HOMO/LUMO)
(eV) (meV)
Vacuum (reference) -4.839 565
Water ( = 78.36) -4.935 565
Ehanol ( = 24.85) -4.924 565
Benzene ( = 2.27) -4.853 565
Table 6.3.: Influence of polarisable media on HOMO and LUMO level of donor-spacer-acceptor
structure with 3-EDOT donor, fluorene spacer and DCNQI acceptor.
6.4. Population Analysis
Isolated donor, acceptor and spacer units are neutral. Combining these units in a molecule rear-
ranges charges. Table 6.4 describes the results of a Mulliken population analysis on DCNQI-F-3-
EDOT monomer structures and on an infinitly long polymer chain (see Figure 6.8) [71]. Partial
atomic charges are calculated with the hybrid functional B3LYP and a 6-31g* basis set on optimised
molecular geometries. Results for the monomer and the polymer are qualitatively very similar. We
find that approximately one quarter of an electronic charge has been transferred to the acceptor and
that the fluorene spacer, and not the EDOT, is positively charged. The missing negative charge
is mainly relocated on the acceptor unit. The spacer unit is therefore not only a unit separating
the donor from the acceptor but participates in the charge distribution. Interestingly, the charge
of the donor unit changes from positive to negative when going from monomer to polymer structures.
Monomer Polymer
A-S-D (-S-A-S-D-)n
q(DCNQI) -0.253 e -0.369 e
q(F) 0.229 e 0.224 e
q(3-EDOT) 0.024 e -0.079 e
Table 6.4.: Charge transfer in the ground state. ’S’ stands for the fluorene spacer, ’A’ refers to
the DCNQI acceptor and ’D’ relates to the 3-EDOT donor.
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6.5. Charge Transfer Rates
In section 2.5, it is discussed that transfer rates of spin-polarised polarons can be separated into two
contributing factors: 1) the Marcus rate for polaron hopping and 2) a spin-dependent factor. Here,
we calculate Marcus rates between the HOMO and LUMO of DCNQI-F-3-EDOT. Comparing those
to the hyperfine frequency ωhf of around 108 Hz will tell us whether spin transport would occur in
the slow transport regime, which is crucial for high magnetoresistances (see section 2.5).
Calculating transfer integrals between HOMO and LUMO and within polymer backbones is chal-
lenging (see also section 2.4.2). Usually, the bandwidth approach is used to compute transfer integrals
between conjugated segments within polymer chains. In contrast, the projective method is employed
to quantify electronic coupling between separate molecules. In this section, we adapt and compare
both methods.
Projective Method Estimating transfer integrals with the projective method requires two sepa-
rate, unbonded molecules. Since within polymers all segments are bonded, we employ a trick to
circumvent this restriction. First, we geometrically optimise an extract of the polymer formed by
two DCNQI-F-3-EDOT units that are connected by a fluorene spacer (see Figure 6.7, right). Subse-
quently, we remove the central fluorene spacer and attach hydrogen atoms to dangling bonds. From
the off-diagonal elements of the individual Fock matrix F ind in equation 2.32 we can directly read
the electronic coupling elements between HOMO and LUMO of neighbouring DCNQI-F-3-EDOT
segments. Structural optimisation and calculation of the electronic structure are done with hybrid
DFT (B3LYP/6-311g**). For the optimised geometry we obtain a transfer integral of 4meV.
In the optimised stucture shown in Figure 6.7 on the right, the molecular planes defined by the
conjugated units of DCNQI and 3-EDOT have a mutual dihedral angle of 30◦. Since molecules are
not stiff but vibrate at room temperature, the angle between the acceptor and donor units is not
fixed. In Figure 6.7 we show how the transfer integral between HOMO and LUMO depends on
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Figure 6.7.: Angular-dependent electronic coupling between HOMO and LUMO calculated with
the projective method. In the optimised molecular structure, DCNQI and 3-EDOT exhibit an
mutual angle of 30 ◦ and a HOMO-LUMO coupling of around 4meV.
the mutual angle between the DCNQI and 3-EDOT units done by rotating one of the optimised
fragments by x◦ around their dihedral angle. Around the equilibrium configuration transfer integrals
are relatively stable at approximatelly 4meV, however, it can be much lower (e.g. at 240 ◦).
In the context of intra-molecular coupling, the projective method relies on several approximations.
Firstly, it is assumed that the HOMO and LUMO are confined on the donor and the acceptor unit
respectively. However, the HOMO calculated with hybrid DFT extends on the fluorene spacer unit
(see section 6.3). Secondly, the population analysis in section 6.4 revealed that positive charges
are located on the fluorene spacer which influences the shape of the HOMO. Removing the spacer
neglects this effect. Despite those limitations, the projective method provides valuable insights since
the formalism allows a direct estimation of HOMO-LUMO couplings. Moreover, the transfer integral
of 4meV can be considered as relatively reliable as it is stable around the equilibrium configuration.
Bandwidth Approach An ideal, perfectly streched-out polymer is a periodic, one-dimensional
crystal. This property can be used to calculate charge transfer integrals utilising the bandwidth
of the molecule (see section 2.4.2). A fluorene-DCNQI-fluorene-3-EDOT dimer is prepared in one-
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dimensional periodic boundary conditions (see Figure 6.8). The direction of periodicity is represented
by a red line. Identical to previous geometrical optimisations, the periodic molecular structure is first
equilibrated with the semi-empirical Austin Model 1 and accordingly reoptimised with the hybrid
functional B3LYP using a 6-311g** basis set.
Figure 6.8.: A fluorene-DCNQI-fluorene-3-EDOT dimer within one-dimensional periodic
boundary condidtions represented by the red line.
HOMO and LUMO energies are calculated for various wavevectors k [200]. The results are illus-
trated in Figure 6.9. Although the energy levels do not converge at large k values, the overall change
provides insight on the order of magnitude of transfer integrals. For HOMO and LUMO energies,
the estimated bandwidth W is around 6meV. Following the formalism in section 2.4.2, the associ-
ated electronic couplings between HOMO or LUMO is 1.5meV. Note that this electronic coupling
element does not refer to the HOMO-LUMO coupling. However, it relates to the general charge
transfer behaviour along the polymer backbone of this type of donor-spacer-acceptor structures.
Transfer integrals computed using the projective method and the bandwidth approach agree rea-
sonably well. While the projective method calculates the HOMO-LUMO coupling, it compromises
the accuracy of the molecular geometry. The bandwidth approach considers the full polymer geom-
etry, however, is resticted to HOMO-HOMO and LUMO-LUMO couplings. In summary, we believe
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that the true transfer integral between HOMO and LUMO of DCNQI-F-3-EDOT lies at around
4meV or slightly below.
(a) (b)
Figure 6.9.: Bandwidth calculations for infinitely long polymer changes from DCNQI, fluorene
and 3-EDOT (see Figure 6.8). The wavevector k is provided in repeat units of 3-EDOT-F-
DCNQI-F (equivalent to a). a) Wavevector k dependent HOMO energies and b) wavevector k
dependent LUMO energies.
Charge Transfer Rates Based on the transfer integral calculations of the previous paragraph,
charge hopping rates are computed using Marcus theory. An electronic coupling of around 4meV
was obtained with the projective method but also smaller transfer integrals of 1 and 2meV are con-
sidered. HOMO-LUMO splittings of 565meV are assumed as calculated for the A-S-D structure
and transfer rates are calculated for hopping on and off the HOMO. As discussed in section 2.4.3,
reorganisation energies λ are difficult to quantify. Therefore, we choose two cases: i) 200meV being
typical for crystalline, small molecular semiconductors or for polymers if the outer-sphere contri-
bution to the reorganisation energy was neglected [80] and ii) 500meV which is typically used for
disordered organic semiconductors [87, 143]. The results of the Marcus rate calculations are shown
in Table 6.5.
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Due to the large ∆ of more than 500meV, charge transfer rates are highly asymmetrical. Con-
sequently, Marcus rates from LUMO to HOMO are larger than the hyperfine frequency of around
108 Hz (typical value for organic semiconductors [64, 66]). In contrast, transfer rates from HOMO
to LUMO are much lower than the hyperfine frequency. Since the latter is transport limiting and
fulfils the requirements for slow spin-polarised transport, DCNQI-F-3-EDOT is likely to exhibit large
magnetoresistances.
Transfer Integral Direction Marcus Rates νij
λ = 0.2 eV λ = 0.5 eV
1meV LUMO → HOMO 7.1 · 107 s−1 2.2 · 1010 s−1
HOMO → LUMO 2.8 · 10−2 s−1 8.6 · 100 s−1
2meV LUMO → HOMO 2.8 · 108 s−1 7.1 · 1010 s−1
HOMO → LUMO 1.1 · 10−1 s−1 3.5 · 101 s−1
4meV LUMO → HOMO 1.1 · 109 s−1 3.5 · 1011 s−1
HOMO → LUMO 4.5 · 10−1 s−1 1.4 · 102 s−1
Table 6.5.: Marcus rates for transfer integrals of 1, 2 and 4meV and reorganisation energies
λ of 0.2 and 0.5meV. Transfer rates from LUMO to HOMO and from HOMO to LUMO are
distinguished.
6.6. Modelling Spin Transport with Kinetic Monte-Carlo
In the previous section, we calculated Marcus hopping rates for polymers containing DCNQI, fluorene
and 3-EDOT. Based on those results we build a Monte-Carlo model for spin-polarised transport on
donor-spacer-acceptor structures. The model consists of an infinitely long polymer chain (periodic
boundary conditions) with alternating acceptor and donor units (see Figure 6.10). Spin-polarised
electrons travel from the HOMO of the donor to the LUMO of the acceptor and vice versa. As
previously, the HOMO/LUMO offset is labelled ∆. There are as many spin carriers as sites (donor
and acceptor units) due to the specific structure of the molecule. Orbitals can be singly and doubly
occupied. In the latter, spin carriers must have opposite spin. We assume reorganisation energies of
0.5 eV and an electric bias of 0.01V/nm is applied along the polymer chain. Mobilities are calculated
from the average displacement of spin carriers.
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Figure 6.10.: Schematic of the simulation space for a Monte-Carlo model for spin transport
along donor-spacer-acceptor polymers. The model consists of alternating acceptor and donor
units. Energy levels refer to the LUMO of the acceptor and the HOMO of the donor (see also
Figure 6.1). There are as many spin-carriers as sites. An electric field is applied along the
polymer backbone and mobilities are calculated from the average velocity of spin carriers.
Spin flips may occur if two spin-polarised electrons would be located on the same site after a hop.
A parameter ξ is introduced referring to the probability that a spin flip occurs. If ξ equals 0.1, 10%
of the spin forbidden hops (parallel spins) will happen while 10% of the spin allowed ones (opposite
spin) will be blocked. In both cases of this example the hopping polaron flips its spin. In Figure
6.10, a difficult hop would be executed with a probability of ξ and an easy hop with 1 − ξ. This
formalism is in accordance with the theory of spin transport introduced in chapter 2.5. In terms of
magnetoresistance, an external magnetic field Bext reduces ξ.
Figure 6.11 summarises the results of the Monte-Carlo simulations. Firstly, we neglect the pos-
sibility of spin flips. Computed mobilities decrease fast with increasing HOMO/LUMO offset ∆
(see Figure 6.11a). Charge transport vanishes completely for ∆ larger than 150meV. The reason
for this might be the high spin-carrier concentration. For large ∆, all spin-carriers are trapped in
the HOMO. Even if they escape they cannot move forward as the following trap is already filled.
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For our molecule we calculated a significantly greater ∆ of 565meV. Therefore, we either have to
reduce the spin-carrier concentration in the molecule or find other organic units that allow for lower
HOMO/LUMO offsets.
(a) (b)
Figure 6.11.: Mobility dependence on HOMO/LUMO offset ∆ and spin flipping probability ξ.
In a) the possibility of spin flipping is neglected (ξ = 0) and in b) a HOMO/LUMO splitting ∆
of 100meV is assumed.
Secondly, we simulate spin transport with a ∆ of 100meV and varying spin flipping probabilities ξ
(see Figure 6.11b). A ξ of 50% stands for the case of randomly oriented hyperfine fields on the donor
and acceptor units without an external magnetic field Bext. In contrast, a ξ approaching 0% refers to
the case of a very strong external field. Mobility increases linearly with ξ and hence decreases linearly
with external magnetic field Bext. For a HOMO/LUMO offset of 100meV magnetoresistances of up
to 66% can be achieved. As a result, the proposed donor-spacer-acceptor structure is very promising,
however, ∆ has to be decreased to less than 150meV.
6.7. Suggested Improvements through Chemical Modification
This section presents preliminary results and suggests future work to reduce the HOMO/LUMO
splitting to less than 150meV. We revisit the chemical structure of the acceptor, donor and spacer
units and study new structures and modifications proposed by Dr. Stefan Meskers of TU/e.
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Alternatives to and Variations of DCNQI A promising variation of DCNQI is its di-fluorinated
version (DCNQI 2F). Fluorination is known to alter electronic and optical properties of polymers
[201]. Combined with 3-EDOT and fluorene, the HOMO/LUMO splitting ∆ is reduced by 58meV.
Even better results are obtain when exchanging DCNQI by tetracyanoquinodimethane (TCNQ) and
its di-fluorinated version (TCNQ 2F) [202]. Here, ∆ decreases to 487meV and 419meV respectively.
All discussed acceptors have in common that their HOMO and LUMO levels are lower than for
DCNQI (see Figure 6.12). Considering calculated energy levels of BBT, TTP and TCNAQ (see
Figure 6.12) it seems to be favourable to reduce the HOMO and LUMO of the isolated acceptor unit
in order to reduce ∆.
Figure 6.12.: Molecular structures of the di-fluorinated version of DCNQI (DCNQI 2F), TCNQ
and the di-fluorinated version of TCNQ (TCNQ 2F).
HOMO ∆(HOMO/LUMO)
(eV) (meV)
DCNQI (reference) -4.839 565
DCNQI 2F -4.882 507
TCNQ -4.882 487
TCNQ 2F -4.944 419
Table 6.6.: Influence of fluorination on HOMO and LUMO energies. Moreover, TCNQ is
suggested as an alternative acceptor unit to DCQNI. All calculations are based on donor-spacer-
acceptor structures with 3-EDOT donor units and fluorene spacers.
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Increasing the Chain Length of EDOT In section 6.3, 3-EDOT proved be the best of the studied
donor units. Here, we increase the chain length of EDOT which is likely to change the HOMO level
located on the donor. Going from three to four and five EDOT segments increases the HOMO level
from -4.839 eV to -4.491 eV. The HOMO/LUMO offset ∆ is reduced by more than 100meV from
565meV to 439meV. Longer EDOT segments might reduce ∆ even further.
HOMO ∆(HOMO/LUMO)
(eV) (meV)
3-EDOT (reference) -4.839 565
4-EDOT -4.634 488
5-EDOT -4.491 439
Table 6.7.: Influence of length of EDOT segment on HOMO and LUMO level. All calculations
are based on donor-spacer-acceptor structures with DCNQI acceptor units and fluorene spacers.
Saturated Spacers As mentioned in the introduction to this chapter, conjugated spacers were
considered since they stabilise the backbone of polymers. Despite being completely flexible, satu-
rated spacers CxH2x are studied. HOMO and LUMO energies of donor-spacer-acceptor structures
are calculated. As previously, the donor unit is 3-EDOT and the acceptor unit is DCNQI. No trend
towards longer saturated spacers is observable (see Table 6.8). As in the case of C3H6, some struc-
tures bend completely so that acceptor and donor units face each other.
HOMO ∆(HOMO/LUMO)
(eV) (meV)
Fluorene (reference) -4.839 565
C1H2 -4.862 218
C2H4 -4.848 28
C3H6 -4.778 422
C4H8 -4.839 205
Table 6.8.: HOMO energy and HOMO/LUMO splitting ∆ of donor-spacer-acceptor structures
with DCNQI acceptor unit, 3-EDOT donor unit and saturated spacers CxH2x with varied length.
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Although resulting in unpredictable molecular structures, saturated spacers are able to reduce the
HOMO/LUMO splitting ∆ in some cases significantly. For C1H2 and C4H8 ∆, is around 200meV. In
the case of C2H4 ∆ is only 28meV. Those results are very promising, however, molecular structures
have to be stabilised by some kind of matrix structure or side chains to remove the large variations
in ∆. Moreover, spacer units must be long enough to decrease electronic couplings between donor
and acceptor sufficiently.
6.8. Conclusion and Future Work
A range of one-dimensional organic magnetoresistors built from alternating donor, spacer and accep-
tor units were quantum-chemically characterised. Between the studied systems we found DCNQI-F-
3-EDOT to be the most promising combination in terms of HOMO-LUMO level offset and orbital
localisation. The model system was carefully chosen and size effects were considered. Calculation of
Marcus hopping rates revealed that for this molecule, spin transport was in the limit of slow hop-
ping being crucial for high magnetoresistances. Kinetic Monte-Carlo simulations indicated that the
offset between site energies has to be further reduced (to around 150meV) to enable charge or spin
transport along the polymer backbone. Alternative acceptors, saturated spacers and longer EDOT
donor units might be possibilities to achieve this goal.
Further research should therefore focus on reducing the HOMO-LUMO offset by modifying chemi-
cal units. Moreover, the Monte-Carlo model can be refined including the relative size of the externally
applied magnetic field and the molecule-specific hyperfine field. Having found a sufficiently promis-
ing molecular structure, the model can be verified by synthesising and measuring the molecular
magnetoresistor.
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Chapter 7.
Conclusion
In this thesis, a range of organic electronic systems was studied concerning their structural and
electronic properties using multi-scale modelling. For each material system, we carefully developed
minimalist models considering exclusively the most important modelling parameters that reflect the
material properties. In particular, we adapted and improved modelling approaches to distinguish
clearly between different parameters affecting charge or spin transport. Ultimately, this enabled us
to define the limiting factor for transport for the selected material system.
The first result chapter addressed fullerene multi-adducts. Previously, it was suggested that the
poor electron mobilities of higher fullerene adducts result from reduced electronic coupling elements
due to bulky side chains. In contrast, we showed that energetic disorder due to different isomers limits
charge transport. Hence, we propose that solar cells built from a single isomer of bis- or tris-PCBM
will improve power conversion efficiencies. In the second chapter we investigated the beta-phase con-
former of poly(9,9)dioctylfluorene (PFO). We found that accounting for the molecular geometry of
the beta-phase conformer alone was sufficient to quantitatively predict mobility differences between
films with and without beta-phase. This study advocates the potential importance of conformation
on charge transport. The third chapter presents, to our knowledge, the first microscopic model for
grain boundaries in thin films of TIPS-P. Along the grain boundary, a non-uniform energy barrier is
formed. Only small grain interfaces (around 40 nm) appear to impede charge transport. For these
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small interfaces we obtained mobilities dependent on the mutual orientation between neighbouring
grains. Energetic disorder caused by electrostatic and inductive interactions at the interface appeared
to be the main limitation to charge transport. Therefore, film processing must aim to avoid grain
boundaries or produce long grain interfaces to achieve high charge carrier mobilities. The final project
explored donor-spacer-acceptor structures for magnetoresistors. As opposed to previous work, we
screened a range of different chemical units and intended to predict the best candidate structure.
While alternating donor and acceptor units support the generation of free spin carriers, they also
trigger an energy offset that has to be overcome during spin transport. This energy offset defined by
the difference between HOMO and LUMO energies appears to be too large for the researched set of
materials and no spin current can flow.
Future research should invest effort to separate single isomers of bis- and tris-PCBM to test the
result of the theoretical model experimentally. Moreover, it would be interesting to verify the multi-
scale model with another fullerene type such as the indene-C60 derivatives ICMA and ICBA. In terms
of PFO, future work should determine the true trap depth of the beta-phase conformer. Possible
approaches include tight-binding calculations and time-of-flight measurements at long enough times
so that charge carriers can de-trap. Regarding grain boundaries, it would be particularly valuable to
measure hole mobilities of two-grain systems of TIPS-P with varied mutual angle. Results can then
be compared to the multi-scale model. Furthermore, an identical study could be carried out based on
another small molecule with a different packing structure than TIPS-P, such as pentacene. Future
studies on spin transport on donor-spacer-acceptor molecules should aim to reduce the HOMO-
LUMO energy offset researching different chemical units. Additionally, the kinetic Monte-Carlo
model could be refined by e.g. implementing a molecule-specific hyperfine field.
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Appendix A.
Functionals and Basis Sets
Density Functionals In the sections 2.2.2 and 2.2.3 on ground state and time-dependent DFT,
we saw that there are two terms summarising unknown many body effects: the exchange correlation
energy Exc and the exchange correlation kernel fxc. In the linear response theory of TDDFT, the
kernel depends directly on the exchange correlation energy: fxc = δ2Exc(ρ, ρ′)/δρ δρ′. Therefore, we
can consider the exchange correllation energy Exc to be the only unknown in Kohn-Sham equations.
There is a multitude of functionals for Exc available in the literature. The right choice depends on
the nature of the studied system. The Local Density Approximation (LDA) is the most basic
functional and was developed for uniform electron gases by Kohn and Sham [70].
ELDAxc =
∫
dr ρ(r) f(ρ(r)) (A.1)
f(ρ(r)) represents the average particle energy of an electron gas with uniform spin densities ρ(r).
For the application on molecular systems ELDAxc is inappropriate since the electron density is highly
non-uniform. The LSD model was extended by considering density gradients ∇ρ(r) which results in
the Generalized Gradient Approximation (GAA) [203].
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EGGAxc =
∫
dr ρ(r) g(ρ(r),∇ρ(r)) (A.2)
g(ρ(r),∇ρ(r)) refers to the average particle energy of an electron gas. In contrast to the LDA it
allows variations in spin densities ρ(r).
Semi-Empirical Functionals Semi-empirical functionals (SEFs) are based on the Hartree-Fock
formalism. SEFs converge faster than classical Hartree-Fock calculations as they apply approxima-
tions to the original electron Hamiltonian H (see equation 2.1) and utilize parameters derived from
experimental data. The first SEF was created by Hückel and considered only pi-electrons [204, 205].
The Hückel model was improved by Pariser, Parr and Pople (PPP) providing a better estimation of
excited states of pi-electron systems [206, 207].
Moreover, there are several SEFs like the extended Hückel model which accurately describe valence
electrons [208]. Pople modified the extended Hückel model in order to match ab initio calculations
and obtained the functionals CNDO/2 and INDO which are still the basis of the most of recent SEFs
[209, 210]. As the functionals contain several approximations and empirical parameters, they are
tailored for a certain application. In organic electronics, ZINDO is widely used for the calculation
of excited states and the estimation of absorption spectra [84]. The Austin Model 1 (AM1) is
of particular importance for the optimization of geometries and calculation of dipole moments and
polarization [211].
Hybrid Functionals Hybrid functionals combine Hartree-Fock and Density Functional Theory
in order to improve the accuracy of the calculation. Hybrid functionals are in general far more
expensive than semi-empirical functionals or pure density functionals and need longer to converge.
The most important hybrid functional for the application in organic electronics is the Becke, three
parameter, Lee-Yang-Parr (B3LYP) exchange correlation functional [212].
EB3LY Pxc = E
LDA
xc + 0.20(E
HF
xc − ELDAx ) + 0.72(EGGAx − ELDAx ) + 0.81(EGGAc − ELDAVWN ) (A.3)
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where EHFxc is the expectation value of the Hartree-Fock exchange operator 〈χS | K |χS〉 (see section
2.2.1), ELDAx refers to the LDA functional of equation A.1 and ELDAVWN is the VWN functional.
EGGAx and EGGAc are the Becke 88 correlation functional and Lee-Yang-Parr exchange functional.
The prefactors are empirical values derived from fitting ab initio calculations. Due to its predictive
capabilities, B3LYP has become the standard exchange correlation functional for most calculations
on organic systems and is cited in more than 100,000 publications.
Basis Sets For the Hartree-Fock formalism and the Kohn-Sham equation, basis sets are needed
representing the spin orbitals ϑa or the fictitious, one electron orbitals θa. There are two main
categories of basis sets: plane wave basis sets which are used for periodic crystal structures and
Gaussian Type Basis Sets (GTBS) that are more appropriate for highly non-periodic molecular
structures. Following the concept of linear combination of atomic orbitals (LCAO), the GTBS are
located on atoms. The approximation by Gaussian orbitals has been proved to be correct by Boys
et al. [213]. Adding stars * to the basis set indicates that polarization has been taken into account.
One star * means that the d-shell is polarizable, two stars ** imply that also the p-shell and therefore
lighter atoms are polarizable.
The 6-31G* basis set was introduced by Pople [214] and comprises 6 Gaussian primitives corre-
sponding to the radial orbitals of the core shell. The two numbers after the dash indicate that the
valence electrons are represented by two basis sets, one comprising 3 primitive Gaussians and the
other one of 1 primitive Gaussians, respectively. Consequently, the basis set 6-31G* is categorized
as a split-valence double-zeta orbital where zeta refers to the multiple of basis functions which are
utilized to represent the valence band. As previously discussed, the star * indicates that the d-shell
of the atoms are polarizable.
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Appendix B.
Additional Force-Field Parameters for TIPS-P
This appendix is complementary to section 5.3. It contains results of a Mulliken population analysis
on TIPS-P (Figure B.1). The molecular geometry of TIPS-P is optimised and partial charges are
calculated using the hybrid functional B3LYP and a 6-31g* basis set. A comparably small basis set
is employed to limit the delocalisation of Kohn-Sham orbitals. This accounts for the property of the
Mullikan algorithm to distribute charges equally between all atoms when covered by an orbital (see
also 2.2.2).
Force field parameters of bonding interactions related to silicon are presented in (Figure B.2). If
not available from reference [179], angular and dihedral forces are taken from the OPLS-AA data
base [122] for alkanic carbon being another four-bonding atom. Guilbert et al. provided the force
field parameters for the SI-CT bond [179] (for definition of atom types see section 5.3). The last
missing force field parameter refers to the SI-CZ bond which is estimated iteratively. Further details
on the force field of TIPS-P are provided in section 5.3.
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Appendix C.
Mobility Variations in Thin Films of TIPS-P with
One Grain Boundary
In section 5.5, charge transport is simulated for large, quadratic structures (40× 40 nm2) and stripes
perpendicular to the grain boundary (4× 40 nm2). For large structures, we considered 5 molecular
assemblies per angle while we simulated charge transport on 20 stripes per angle. Mobilities result-
ing from kinetic Monte-Carlo vary. This section aims to quantify this variation. The used metric
is mobility ratios of the ideal crystal µXtal, the molecular dynamics molecular assemblies without
energetic disorder µE=const or the molecular dynamics molecular structures with energetic disorder
µ (with different cases for site energies).
For the large, 40× 40 nm2 structures the standard deviations of the mobility ratios are relatively
small compared to the average value (see Figure C.1). In contrast, the values of the standard devi-
ations of the mobility ratios for stripes are similar to their average values (see Figure C.2). In the
case of µE=const/µ standard deviations increase towards large mutual angles. This can be explained
by the non-uniform barrier height between grains combined with the increase peak barrier heights
for larger mutual angles.
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Thus, the average mobility ratio values for large structures are very reliable. Large interfaces
between TIPS-P grains never seem to impede charge transport (see also Figure 5.10). For small
inter-granular interfaces charge carrier mobilities are on average more reduced than for large mutual
angles (see Figure 5.11). Due to the large standard deviation, charge transport across small grain
boundaries might be very different. A simple model, how this variance will affect charge transport
in nano-crystalline grain interfaces in TIPS-P is provided in section 5.7.
Figure C.1.: Standard deviations of mobility ratios for large, 40× 40 nm2 structures. µXtal
refers to the mobility of ideal crystal structure [4], µE=const relates to the mobility of the molecular
dynamics molecular assembly without energetic disorder and µ is the mobilty of the molecular
dynamics molecular assembly including energetic disorder considering different cases.
152
Figure C.2.: Standard deviations of mobility ratios for 4× 40 nm2 stripes. µXtal refers to the
mobility of ideal crystal structure [4], µE=const relates to the mobility of the molecular dynamics
molecular assembly without energetic disorder and µ is the mobilty of the molecular dynamics
molecular assembly including energetic disorder considering different cases.
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Appendix D.
Orbital Localisation in Donor-Spacer-Acceptor
Molecules
This appendix is complementary to section 6.3. Kohn-Sham orbitals are calculated with hybrid
density functional theory (DFT) employing B3LYP as a functional and a 6-311g** basis set. The goal
is to find a combination of acceptor, spacer and donor units that localises the HOMO on the donor
and the LUMO (HOMO+1) on the acceptor. Moreover, the HOMO-LUMO level splitting ∆ should
be as small as possible to insure trap-free spin transport along the polymer chain. HOMO and LUMO
energies presented in Figures D.1 and D.2 are calculated with ground state DFT. Therefore, LUMO
energy levels have to be interpreted cautiously. In Figure D.3, we discuss the orbital localisation in
DCNQI-fluorene-3-EDOT trimers.
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Figure D.3.: Kohn-Sham orbitals of a DCNQI-fluorene-3-EDOT trimer computed with ground-
state density functional theory.
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