Bayesian estimation has played a pivotal role in the understanding of individual differences. However, for many models in psychology, Bayesian estimation of model parameters can be difficult. One reason for this difficulty is that conventional sampling algorithms, such as Markov chain Monte Carlo (MCMC), can be inefficient and impractical when little is known about the target distribution -particularly the target distribution's covariance structure. In this article, we highlight some reasons for this inefficiency and advocate the use of a population MCMC algorithm, called Differential Evolution Markov chain Monte Carlo (DE-MCMC) as a means of efficient proposal generation. We demonstrate in a simulation study that the performance of the DE-MCMC algorithm is unaffected by the correlation of the target distribution, whereas conventional MCMC performs substantially worse as the correlation increases. We then show that the DE-MCMC algorithm can be used to efficiently fit a hierarchical version of the Linear Ballistic Accumulator model to response time data, which has proven to be a difficult task when using conventional MCMC.
1. Introduction such as rejection sampling, when the prior distribution differs substantially 71 from the posterior distribution.
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MCMC sampling is a random walk process that can be used to estimate Iteration−4 −2 0 2 4 0 200 400 600 800 1000 θ−4 −2 0 2 4 0 200 400 600 800 1000 θ
166
Depending on how highly correlated the parameters in our model are,
167
ignoring their correlation can lead to very poor sampling behavior. For ex-168 ample, suppose our target distribution contains two parameters that are mod-169 erately correlated. If we do not know how correlated these parameters are,
170
we might naïvely choose a multivariate normal proposal distribution such
where N p (a, b) represents the multivariate normal distribution of dimension 173 p with mean vector a and covariance matrix b. These assumptions ignore 174 the true parameter correlations, and can result in substantial rejection rates.
175
This is shown in Figure 2 , which gives an example of using an independent parameters are uncorrelated will result in many samples being drawn that are 180 not in the target density, a situation which is illustrated by the proportion 181 of white area inside the circle. Proposals that are generated in this area will 182 almost certainly be rejected.
183
A second option is to specify a transition kernel that includes the corre-184 lation between the parameters, for example a correlated multivariate normal 185 distribution, which adds a parameter ρ to the previous example:
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.
While specifying the joint transition kernel in this way can improve the per-
187
formance of the sampler, it can be very difficult to select the right value for 188 the tuning parameter ρ.
189
The two examples above illustrate that the selection of the transition 190 kernel can be both important and difficult, even in a very simple problem.
191
In general, the construction of good transition kernels requires several runs of and computational instability.
219
We present an algorithm that can remedy the sampling problems outlined of random noise is added to the proposal (to avoid degeneracy problems).
250
Algebraically, this process can be summarized as:
As with conventional MCMC, the new proposal is accepted over the ex-
252
isting state with the Metropolis-Hastings probability given in Equation 1.
253
The DE-MCMC algorithm has just one tuning parameter, which is much shows that the probability of transitioning from the current 268 state θ k to the proposal θ * is given by
where MCU p (a, b) is a p-variate continuous uniform distribution centered at given by
Here, q(θ * |θ k ) = q(θ k |θ * ) so the stationary distribution of this chain will be Metropolis-Hastings probability 2 reduces to
Simulation Study

277
In this section, we compare the sampling efficiency of DE-MCMC against 278 conventional MCMC in a simple simulation. Suppose the target distribution 279 is a bivariate normal distribution with density function 
Sample θ m and θ n without replacement from the set {θ}\{θ k,i−1 }.
6:
Sample from a symmetric distribution with small variance.
7:
Propose θ * = θ k,i−1 + γ(θ m − θ n ) + .
8:
Sample α ∼ CU [0, 1].
9:
if α < π(θ * )/π(θ k,i−1 ) then
10:
Store θ k,i ← θ * .
11:
else 12:
Store θ k,i ← θ k,i−1 .
13:
end if
14:
end for 15: end for formed by constructing a kernel density estimate of the distribution of all of the values obtained from the sampling process (see Silverman, 1986 ).
297
For simplicity, we set µ = 0 0 and σ 11 = σ 22 = 1. In our simulation, 298 we will vary the correlation parameter ρ across the interval (0, 0.99). We only 299 explore half of the support of ρ because the sampling behavior will be similar 300 regardless of the sign of the correlation parameter. ρ with an average rejection rate of 42%.
336
The right panel of Figure 4 shows the mean Kullback-Leibler distance 
Visual Assessment of Samples
343
We discussed earlier that one could assess the mixing properties of the 344 chains by visually examining the trace plots. Figure 5 shows the trace plots too slow whenever they exceeded a RT of 400 and 750 ms, respectively, for 427 the young subjects and 470 and 820 ms for the elderly subjects, respectively.
428
In the accuracy condition, subjects were told when their responses were in- To satisfy scaling conditions of the model, it is common to set the variance
472
of the sampled drift rates to one, so s = 1, but other constraints are possible.
473
In a Bayesian framework, the data are expressed as a function of the 474 model parameters, which is known as the likelihood function. To derive the 475 likelihood function, we begin by identifying the probability density function 476 (PDF). To simultaneously explain both RT and choice, we require the "defec-
477
tive" distribution for the cth accumulator, which is the probability of the cth 478 accumulator reaching the threshold and the other accumulators not reaching 479 the threshold. The density function for this distribution is given by
where v = {v 1 , ..., v C }, f (c, t) and F (c, t) are the PDF and cumulative density 
and b (3) are used for the accuracy, neutral and speed conditions, respectively.
490
In addition, we include an index k to reflect the condition number k = 491 {1, 2, 3}, so that RE i,j,k and RT i,j,k denote the ith response from the jth 492 subject in the kth condition. We can also index the drift rates to reflect each 493 response alternative so that v = {v (1) , v (2) }, where v (1) is the drift rate for the accumulator corresponding to the incorrect response choice and v (2) is the 495 drift rate for the accumulator corresponding to the correct response choice.
496
To extend the LBA model to a hierarchical version, we represent each of the j = {1, 2, ..., S} subjects using separate parameter vectors
j , τ j ).
We make the assumption that the data were independent and identically dis- 
and
respectively, and the likelihood function for the entire data set would be
To fit the model in a Bayesian framework, we must now specify prior 503 distributions for each of the lower-level parameters. Each of these lower-level 504 parameters are restricted to be positive, so we specified truncated normal 505 distributions for each parameter, given by subject; however, we found the constraints applied above to be sufficient. To 515 identify the model, we fixed s j = 1 ∀ j ∈ {1, 2, ..., S}.
516
We specified mildly informative priors for each of the hyper mean param- 
∼ Γ(1, 1), and τ σ ∼ Γ(1, 1).
Results
521
We fit the model to data from both the younger and the older subjects 522 separately by implementing a "blocked" version of the DE-MCMC algorithm. Update (A µ , A σ ) conditioned on A j obtained on the (i − 1)th iteration.
7:
Update (v 
obtained on the (i − 1)th iteration.
9:
Update (τ µ , τ σ ) conditioned on τ j obtained on the (i − 1)th iteration.
10:
Update parameters (b
j , τ j ) with crossover step by conditioning on the hyperparameters obtained on the ith iteration.
12:
end for 13: end for severely from high rejection rates, and as a result, the quality of the estimated 648 posteriors will be poor.
649
The success of the DE-MCMC sampler on such a difficult problem as (1) an explicit example, the proposal generation process in the current-to-best 872 algorithm follows:
where θ k is the chain for which the proposal is being generated, θ b is the can lead to better performance (Vrugt et al., 2009 Chain 3 and Chain 3 moves to Chain 1.
940
More formally, to perform the migration step, we must first determine 941 the number of chains that will be involved in the swapping by sampling a 942 number η uniformly from the set K = {1, 2, . . . , K}. Then, to determine 943 which of the chains to use, we sample η numbers without replacement from 944 K, forming the group set G = {G 1 , G 2 , . . . , G η }. Finally, we swap the states α = min 1, π(θ * Gη ) π(θ G 1 ) .
When the migration step is carried out in this way, outlier chains will quickly 957 be pulled into higher-density regions of the posterior, and will not be replaced 958 by other chains (as in the deterministic rule). In our own studies, we have 
