ABSTRACT The spectral unmixing technique is an effective method of solving the mixed pixel problem in the hyperspectral remote sensed imagery. During the process, endmember extraction algorithm (EEA) is significant for the creation of material abundance maps. However, the traditional EEAs are not very reliable due to the low resolution of sensor and the complex diversity of land cover feature distribution. In addition, the mutually independent assumption of the endmember corresponding abundance will be affected accordingly. In order to overcome the above limitations, a novel endmember extraction method using sparse component analysis for hyperspectral remote sensing imagery (EESCA) has been presented in this paper. EESCA assumes that each pixel in the image scene is a sparse linear mixture of all endmembers. First, the hyperline clustering algorithm is incorporated to consider the subspace clustering of all pixels after the initialization of endmember mixing matrix. It enlarges differences among ground objects and helps finding endmembers with smaller spectrum divergences. After that, the K-SVD is proposed to search the real endmembers for sparse representations with coefficients summarized in the mixing matrix. The method transfers the pure endmember extraction problem into an optimization problem by minimizing the residual errors. The four state-of-the art methods are implemented to make comparisons with the performance of EESCA. The robustness of the proposed algorithm is verified through both simulated images and real satellite images. Experimental results show that the EESCA outperforms other methods in spectral angle distance and root-mean-square error, and especially could identify accurate endmembers for ground objects with smaller spectrum divergences.
I. INTRODUCTION
Hyperspectral image (HSI) has been applied to various fields, including space object detection and planet exploration in space, as well as environmental monitoring and military surveillance on the earth [1] . However, because of limited spatial resolutions of imaging spectrometer and homogenous mixture of distinct materials, the observed spectral reflectance at each pixel is physically a spectral mixture of several pure materials (i.e., endmembers). This feature significantly degrades the performance of spectral analysis algorithms and, consequently, affects related applications [2] . Therefore, spectral unmixing (SU) is urgent to recover spectral signatures of endmembers present in the image scene, and meanwhile to quantify the fractions or proportions of each endmember at each mixed pixel. In the application area, the linear spectral unmixing model (LMM) is the most widely used, because it has a simple structure and the effects of multiple scattering in the real world can be treated as negligible [3] . LMM is applied to estimate the component abundance fractions within mixed pixels with the two constraints: abundance nonnegative constraint (ANC) and abundance sum-to-one constraint (ASC) [4] . During the process, endmember extraction is a preliminary but key work for operating SU on HSI data. Proper endmembers bring accurate abundance estimation at each pixel and guarantee good behaviors of spectral unmixing and vice versa [5] .
Many extraction algorithms for image-endmembers have been presented in current literatures and they can be grouped into two aspects: (1) pure-pixel and (2) nonpure-pixel. The pure-pixel method regards that at least one endmember exists in the image scene. That is, the image-endmembers can be directly estimated from the image scene based on geometrical algorithm. The simple procedures are proved more popularity in spectral unmixing than other methods. Under the geometrical assumption, the HSI data is regarded as a simplex, and the vertices are corresponding to the endmembers [6] . All of the endmembers can be extracted when the enclosing simplex is get to a minimum volume, including the iterated constrained endmembers (ICE) [7] and minimum-volume enclosing simplex (MVES) [8] , etc. Besides, other EEA methods attempt to find a maximum-volume simplex whose vertices are drawn from HSI cloud. They are defined to exhaustively search a collection of pixel vectors instead of finding the minimum volume data. The typical methods are N-FINDER [9] , pixel purity index (PPI) [10] , vertex component analysis (VCA) [11] , automatic target generation process (ATGP) [12] , [13] , etc. Under the circumstances, the spectrum of endmembers usually agrees with those of image pixels because of their low computational complexity and specific physical meaning [14] . However, the assumption of the pure pixels is hard to guaranteed, especially for the highly mixed area of HSI. As a result, the extracted pure pixels are not reliable due to low spatial resolution and complex ground covers.
In order to overcome such above situation, many nonpurepixel extraction algorithms for image-endmembers have been presented in current literatures, which can provide a natural framework for representing variability in endmembers. In the nonpure-pixel framework, SU is formulated as a statistical inference problem. For example, independent component analysis (ICA) is proposed under the assumption that sources are independent [15] , [16] . Moreover, to make ANC be satisfied to endmember extraction and the cost function convex, nonnegative matrix factorization (NMF) is developed [17] . NMF is different from ICA, it utilizes a multiplicative method to resolve the data into two nonnegative matrices under the nonnegative constraint. There are many NMF-basic methods proposed with other constraints, such as minimum volume constrained nonnegative matrix factorization (MVCNMF) [18] and abundance separation and smoothness constrained nonnegative matrix factorization (ASSNMF) [19] , etc. The separability condition purifies the blind estimation of regular NMF and guarantees the existence of pure pixels in the image scene. Recently, sparse component analysis (SCA) has been introduced into the blind SU algorithms, and the promising performance of sparsity has been demonstrated [20] , [21] . The SCA is robust to noise and can obtain a unique solution by a proper permutation and scaling of the mixing matrix. It provides a convenient way to divide a matrix, which perhaps contains some information of interest, into simpler and meaningful pieces. Considering the complexity and homogeneity of the ground object distribution, the number of distinct materials in a scene will be much larger than in a single pixel. Consequently, the endmembers will be sparsely distributed in the original data. Endmember extracting then amounts to finding the optimal subset of signatures in a (potentially very large) spectral library that can best model each mixed pixel in the scene [22] .
In this manuscript, we propose a novel endmember extraction method based on sparse component analysis (EESCA). The endmember matrix has been approached by assuming that the observed image signatures can be expressed in the form of linear combinations of a number of pure spectral signatures. The sparsity is incorporated into the endmember update and sparse coding processes as the assumption and the constraint, respectively. There are three main steps during the process. First, the initial endmember signatures are adopted by traditional VCA algorithm. Second, the hyperline clustering algorithm is utilized to update the endmember signatures. It provides a convenient way to divide a matrix, which perhaps contains some information of interest, into simpler and meaningful pieces. Third, an alternating iteration operation K-SVD is sequentially utilized, which can make full use of the relevant information of the mixing matrix and source signals. Therefore, the performance is further improved by introducing the significant iterative operation, of which is used to obtain the optimal endmember set.
The rest of this paper is organized as follow. In Section 2, the original SCA theory and the mixing matrix identification process are presented. Section 3 describes the proposed EESCA algorithm in detail, including the initialization, updating and optimization of the endmember signature. In Section 4, the experimental results using both simulated and real hyperspectral remote sensing images are presented and analyzed. Finally, the conclusions are summarized in Section 5.
II. RELEVANT BACKGROUND A. THE LINEAR MIXTURE MODEL FOR HSI DATA
The linear mixture model (LMM) has been widely used in the past few decades to solve hyperspectral unmixing problems [4] . LMM assumes that the observed spectra are the linear combination of endmembers weighted by their corresponding abundances, and distinct endmembers are independent from each other. Mathematically, the model is given by:
where X is the observed data, A is the endmember matrix and S is the abundance matrix, which satisfies VOLUME 6, 2018
two physical constraints, referred to as the abundance nonnegative constraints, and the abundance sum-to-one constraint. The E indicates the additive noise.
B. THE SPARSE COMPONENT ANALYSIS OF LINEAR SPECTRAL UNMIXING
Having all the spectrum vectors and using matrix notations, the linear spectral mixing model can be reformulated as the nonnegative matrix factorization program. It casts the spectral unmixing as a blind source separation (BSS) problem and simultaneously estimates proper endmembers and their fraction abundances. Under this theory, the BSS unmixing problem can be solved under the sparsity prior [23] , [24] . The observed data, mixing matrix, and source signal are regarded as the mixed pixels, endmembers and abundances. It can be expressed as:
where
L×T denote the hyperspectral observation matrix, where L and T represent the number of bands and the number of pixels, respectively. A = [a 1 , a 2 , . . . , a P ] ∈ R L×P denote the endmember matrix, where P represents the number of endmembers and a i represents an endmember signature with L bands.
P×T denote the source matrix. And E = [e(1), e(2), . . . , e(T)] ∈ R L×T denote the noise matrix. The sparsity of the source signals implies that the source matrix consists of many zeroes or extremely small values, and only a few significant values. Therefore it is easy to meet in real-world applications. The pixel in HSI is sparsely represented by a linear combination of a few training samples from a structured dictionary [25] .
III. THE ENDMEMBER EXTRACTION METHOD BASED ON SPARSE COMPONENT ANALYSIS
For a given basis endmember matrix under a sparsity measure, such as the l1-norm, the unique result of the sparse solution is obtained by solving some optimization problems. However, there is always a recoverability problem that the number of nonzero entries of the sparse solution cannot be generally reduced whether the endmember matrix is estimated correctly to recover the true sources [26] . In order to improve the quality of endmember signatures, we should take these two aspects into account and construct the endmember optimization model systematically in this section. First, the endmember matrix is updated by a cluster analysis method according to the features of the observed signals [19] . These cluster analysis methods can mostly be summarized as three steps: the staring endmember matrix initialization, the cluster centers and clustering criterion determination, and the columns of the endmember matrix update. Second, it should be emphasized that the cluster-based method estimated the endmember matrix A without considering the effect of the source matrix S. Therefore, compared to other applications of SCA, we need to consider the relevant information of the special properties of the source matrix. An alternating iteration operation is proposed in this stage, which can optimize the endmember matrix further. After above analysis, the methodology of the proposed EESCA is proposed as follow.
A. INITIALIZATION OF THE MIXING MATRIX BY VCA
In the absence of pure pixels, the initial stage can simply be random, and based on the properties of the observed data in the specific application. In this paper, the endmember signatures are initialized by VCA algorithm, which can be found in [11] . This method iteratively projected data onto a direction orthogonal to the subspace spanned. The new endmember signature corresponds to the extreme of the projection. These distinctive pixels are considered as the approximate initial spectra of the endmembers.
B. UPDATE THE ENDMEMBER MATRIX BY THE HYPERLINE CLUSTERING ALGORITHM
Notice that when the sources s(1) . . . s(T) in Eq. (2) are sparse enough to approximately satisfy disjoint orthogonality condition, then there will be at most only one significantly nonzero source. In this case, updating the endmember matrix can be cast as a hyperline clustering problem [27] , [28] . In the high-dimensional space, the hyperspectral data will distribute near the directions of the hyperlines in the scatter plot. Here, each hyperline direction corresponds to a typical endmember spectrum. The hyperline update algorithm clusters all the pixels into different classes, each of which belongs to a hyperline. When the samples of hyperspectral data are correctly partitioned, the mixing matrix can be accurately estimated by proper projections [29] . The sparse components of s(t) satisfy disjoint orthogonality condition, i.e., s i (t)s j (t) ≈ 0(i, j ∈ {1, 2, . . . , P}). Under this strict assumption, the clustering problem can be converted into solving the following optimization problem
where hyperline l k is assumed to be normalized, l k 2 2 = 1; the Euclid distance between sample x(t) and hyperline l k is defined by
where < · > refers the operation of inner product. Besides, the indicator function in Eq. (2) depicts whether sample x(t) belongs to the cluster set k with the following form:
There are two steps of the hyperlines clustering: for the first step, the sub-matrices of the initial endmember matrix can be selected as the cluster centers [30] . All the samples are then assigned into different cluster sets. Each column is updated according to the cluster centers. The K-means clustering combined with singular eigenvalue decomposition (SVD) is offered to update the cluster centroid and coefficients; for the second step, an eigenvalue gap-based detection [31] is presented to determine the exact number of hyperlines due to the unknown number of sources a priori, which has been proved by a rigorous mathematical derivation.
C. OPTIMIZATION OF THE ENDMEMBER SIGNATURE USING K-SVD
K-SVD can lead to the best representation for each member in corresponding signal set under strict sparsity constraints [32] . This step is based on a sparsity model where a spectral pixel is approximately represented by the samples among the entire endmember matrix A. The sparse vector representing the samples and their associated weights for the spectral pixel can be recovered by solving an optimization problem constrained by the sparsity level and reconstruction accuracy. Physically, the abundance matrix S is the weights of the spectral signature in every pixel. Therefore, the K-SVD scheme is implemented to speed up the convergence of unmixing objective function and meanwhile to avoid selecting too-close pixels as endmembers. The updating and optimization of endmember matrix are iteratively implemented and the final endmembers are inferred from coefficient matrix. The K-SVD objective function is shown as follow:
If T 0 is small enough, their solution is a good approximation to the ideal one that is numerically infeasible to compute. The sparse coding stage is considered in the first step, where A is assumed to be fixed and adopted by hyperline estimation, and considered the above optimization problem as a search for sparse representations with coefficients summarized in the matrix. After the sparse coding task, the second step is performed to find a better endmember matrix. This process updates one column at a time, fixing all columns in A except one, a p and new values for its coefficients that best reduce the MSE (Mean Squared Error). Let us consider only one column in endmember matrix a p and the coefficients that corresponded to it, the pth row in S, denoted as s p T . The penalty term can be rewritten as follow:
The multiplication AS decomposed to the sum of P rank-1 matrices. Among those, P − 1 terms are assumed fixed, and one (the pth) remains in question. The matrix E p stands for the error for all pixels when the pth samples removed. And then use SVD to find alternative a p and s p T . The SVD finds the closest rank-1 matrix (in Frobenius norm) that approximate E p , and this will effectively minimize the error as defined in (7) . Thus, the solution problem of the endmember matrix is transformed into iteratively optimizing the problems with respect to A and S.
D. THE SUMMARY OF EESCA FOR ENDMEMBER EXTRACTION
The procedure of EESCA is illustrated in Tab.1. There are two convergence conditions in proposed algorithm. The first one is to update the endmember signatures by hyperline estimation, and the second one is to optimize the endmember signature by K-SVD algorithm. Since the convergence is often obtained within 10 iterations, this measure was rarely required to terminate the iterations in our experiments. Before reaching the maximum number of iterations, the algorithm will achieve convergence if the endmember signatures are all fixed.
IV. EXPERIMENTS AND ANALYSIS
In this section, we will implement several groups of experiments on both synthetic and real hyperspectral data to testify the performance of the proposed EESCA. The results obtained by the proposed method were compared to four traditional EEA algorithms VCA, ATGP, MVCNMF and ASSNMF. Since the NMF-based methods are sensitive to the initialization, in fairness, the two comparison methods including MVCNMF and ASSNMF were set to be the same as EESCA. The extracted endmembers are assessed using two popular measures, spectral angle distance (SAD) and rootmean-square-error (RMSE).
where a P is the reference endmember signature, andâ P is the estimated endmember signature. L is the bands number.
A. EXPERIMENTS ON SIMULATED DATA
The method of generation of the simulated scene was proposed by Hendrix [26] . The selected spectra are showed in Fig.1 . There are 9 spectra, Kaolinite KGa-1, Dumortierite, Nontronite, Alunite, Sphene, Pyrobelite, Halloysite, Muscovite, and Kaolinite CM9, which are randomly selected from the U.S. Geological Survey (USGS) mineral spectra library. The simulated data were generated by multiplication of the endmember matrix and the corresponding abundance matrix, and follow a linear distribution. The simulated image size is 100 × 100 with 211 bands, and it simulates the mixed data situation which often occurs in real-world applications.
1) THE COMPARISON OF DIFFERENT EEA METHODS
This experiment aimed at evaluating the performance of the different EEAs with the original parameter settings. First, the two traditional EEA algorithms, VCA and ATGP, were implemented respectively. After that, MVCNMF, ASSNMF and EESCA model were all constructed based on the initial endmember set using VCA. In the experiments, the quantitative metrics were acquired by averaging 10 tests. Tab.2 and Tab.3 present the performance of the different 5 methods in the endmember estimation, and the SAD and RMSE values are utilized as the performance indicators, respectively. The best experimental results are highlighted in bold in the two Tables. As can be seen in Tab.2, EESCA almost get the best results for every spectra and more than a half endmembers can get the best results. The most improvement of SAD is Sphere by EESCA, and its SAD value is 0.00503, a decrease of 0.06271 than the worst one by ATGP. For the Kaolinite Ga-1, Dumortierite and Kaolinite CM9, the EESCA results are not the best but close to the best. The estimation of Muscovite is not very well, but the result is still acceptable. In summary, the average SAD value of EESCA can reach the lowest error, 0.00997, which proved that it outperforms the other four methods. This is also confirmed by the accuracy measures in Tab.3. ATGP still provides the worst result for all of the spectra. VCA is better than ATGP. ASSNMF is similar with MVCNMF. For Kaolinite KGa-1, Dumortierite and Muscovite, they can get the lowest RMSE, but they are still not as good as EESCA. The average RMSE value of EESCA is 0.000671, better than ATGP about 0.001677. Therefore, the statistical data in the two tables prove that the proposed algorithm outperform the other EEA methods. Figure 2 plots the comparison between the EESCA endmembers and the reference endmembers from the USGS library for the six classes. It can be seen that almost all of the spectra of the endmembers can be accurately estimated by the proposed method, and there is only a slight deviation in the details compared with the reference spectra in Fig.2 (a) and (f) . In addition, no jagged spectra appear in the estimations when the observed data are seriously polluted by noise, which proves the EESCA is effective.
2) THE ANALYSIS OF NOISE POLLUTION
In order to imitate the practical state and evaluate the proposed EESCA algorithm's robustness to noise, the simulated data were polluted by zero-mean white Gaussian noise, to arrive at a specified signal-to-noise ratio (SNR), which was defined as
where X and e denote the observation and noise matrix of a pixel, respectively, and E[.] represents the expection operator. Different levels of noise were added to the simulated data, and the SNR was varied from 15 dB to 40 dB in step of 5 dB. Fig.3 (a) and (b) show SAD and RMSE results of the data with the zero-mean white Gaussian noise, respectively. Experimental results on the synthetic data show that all the 5 methods have increasing performances with descending SNR levels from 15db to 40db. It can be seen that the curves of two metrics have the same tendency. In the case of high SNR, satisfactory results can be obtained by all of the EEA methods. With the decrease in the SNR, ATGP cannot find the endmembers at such a low purity. When the SNR is lower than 25, VCA and the two NMF-based methods cannot reach the global optimum by iteration. In contrast, the performance of EESCA is still acceptable. Therefore, compared to the other algorithms, EESCA has obvious advantages and less effect when the additive noises exist.
B. EXPERIMENTS ON REAL HYPERSPECTRAL DATA 1) HYDICE URBAN IMAGE
The first real data set is urban data captured by the Hyperspectral Digital Imagery Collection Experiment (HYDICE) sensor in October 1995, as shown in Fig. 4 (a) . The area of the image is Copperas Cove near Fort Hood, TX, U.S., and the size of image is 307×307. There are 210 bands in the data, and the spectral and spatial resolutions are 10nm and 2m, respectively. The low SNR bands and water-vapor absorption bands are removed (include103-106,138-148, and 207-210).
From the visual analysis, the most distinguished objects is the big parking lot which is in front of the shopping mall, there are several roads around the mall. According to the variant ground surface, the reference endmember signatures-Tree, Grass, Roof, Shadow, Concrete road and Asphalt road, can be manually extracted from the spectral library available online at http://www.tec.army.mil/Hypercube.The reference endmember signatures are shown in Fig.4 (b) . In this experiment, five different methods used the same initial parameters as in the simulated experiment and obtained the endmember signature results. Tab.4 and Tab.5 show the quantitative assessment of these methods, and the performance indicators are still the SAD and RMSE. The best experimental results are highlighted in bold in the two Tables. In Tab.4, ATGP is the worst one comparing with the other methods as its average SAD is 0.48911, but it can get the most accurate SAD value for Tree. MVCNMF is better than ATGP compared with the reference. The average SAD value of VCA is lower than that of MVCNMF, with a decrease of 0.10152. ASSNMF has a great improvement and is close to the proposed EESCA. For example, ASSNMF has the best result for Grass and Asphalt road. The proposed EESCA provides the best result, and its average SAD value is 0.20128, a decrease of 0.28863 than the worst ATGP. It is worth noting that EESCA outperforms the other methods for most classes. This is also confirmed by the accuracy measures in Tab. 5. Like the Tab.4, ATGP is still the worst one as its average RMSE value is 0.04945. VCA and MFCNMF perform very closely. ASSNMF is much better than the former ones. The proposed EESCA provides the best result, and its average RMSE value is 0.01577, a decrease of 0.03368 than the worst ATGP. The two metrics, SAD and RMSE, both illustrated that EESCA can extract the ideal endmember signatures which is closest to the reference.
Furthermore, the reference endmember signatures and the endmembers estimated by EESCA are shown in Fig.5 . The proposed algorithm is implemented several times for fair performance assessment. Under the same setting of parameter thresholds and the normalization level, there are very small variations among these results. All of the estimated endmember by EESCA are effective, but discrepancies are obvious in their performance. The most accurate matched curves are belonging to Tree and Roof in Fig.5 (a) and (c). Their curves are very close to the reference, because they are distinctive by themselves compared to others. Furthermore, there are little mismatch in the curves of Concrete road and Asphalt road in Fig.5 (e) and (f). The two estimated endmember signatures are similar and have small difference with the references. It is worth noting that there are obvious gap between the curves of the Grass and Shadow in Fig.5 (b) and (d). Because these classes are always mixed with the other classes in this area, it is difficult to discriminate their positions.
2) ROSIS PAVIA IMAGE
The second image data was acquired by the Reflective Optics System Imaging Spectrometer (ROSIS) sensor at Pavia area, north Italy. The data set was provided by the Data Fusion Technical Committee (DFTC). The size of the whole data set is 1400×512 pixels, and the experimental area is a subset with 200×200 pixels, as shown in Fig.6 (a) . There are 103 spectral bands which covering the wavelength range from 0.43 to 0.86 µm. The spectral range is 430 to 850 nm. The image can be easily recognized by four representative classes-Water, Tree, Roof, Shadow, Road and Grass. Corresponding to those 6 kinds of materials, we also select 10 nearly pure pixels for each class. Then, the average of the pixels in each class is taken as the reference. The reference signatures are shown in Fig.6 (b) .
Performance is quantified with SAD and RMSE values for the five methods as shown in Tab. 6 and Tab.7. The bold values show the best results for the ROSIS Pavia data set. In Tab. 6, ATGP still provides the worst result with average SAD value 0.30730. MVCNMF is better than ATGP. The SAD of ASSNMF is lower than that of MVCNMF, with a decrease of 0.01113. The VCA performs better than ATGP, MVCNMF, and ASSNMF, but it is implemented without the optimization process and the errors are remained. The proposed EESCA offers best SAD values for all of the classes, except for Water. It outperforms all of the aforementioned algorithms, yielding the highest accuracy of average SAD value 0.06825. The RMSE accuracies of these methods in Tab. 7 are consistent with the SAD assessment. The RMSE values confirm that EESCA obtains the better results than the others, whereas the proposed method shows more superiorities and stabilities. In Tab. 7, all of the classes get the lowest average RMSE value. It conforms that the proposed algorithm can get closest signatures of the real ROSIS data.
The reference signatures and the estimated endmembers signatures for the six classes are showed in Fig.7 , respectively. Same with the HYDICE hyperspectral data, the proposed algorithm is still implemented several times to get stable estimated endmember signatures results. It is found that the curves of water, tree and grass are very close to the real endmember spectral curves in Fig.7 (a) , (b) and (f). Moreover, there are little mismatch in the curves of Roof, Shadow and Road in Fig.7 (c), (d) and (e). It seems this situation keeps the consistent with the former statistical data. Comparing the Fig.6 with the Fig.7 , the EESCA performance of ROSIS Pavia image is better than the HYDICE urban data, since the SNR of the latter one is lower.
C. ANALYSIS AND DISCUSSION
The above experiments testify the performance of EESCA in extracting endmembers on both simulated and real hyperspectral images and the results are compared against four popular methods, VCA, ATGP, MVCNMF and ASSNMF.
Experimental results on synthetic data show that the EESCA perform best of all five methods on HSI data with different SNR levels. The method ATGP estimated the worse endmembers than other methods in noisy synthetic data and real HSI data. The reason for that is the ATGP are sensitive to noise in the HSI data. The VCA behaves better than ATGP in endmember extraction, but it is implemented without the optimization process and the errors are remained. With the changing SNR levels on synthetic data, the MVCNMF and ASSNMF endmembers have smaller spectrum divergences from the reference endmembers than the former two methods and ASSNMF performs even better.
Moreover, experimental results on Cuprite and Urban datasets also tell that the EESCA endmembers performs better than other methods except of a few classes of materials. The worse ATGP in endmember extraction further support its sensitivity to image noise of HSI data. VCA is popular and acceptable but it is clearly inferior to the NMF-based method. The MVCNMF could enlarge the differences of similar materials and groups them into different parameter subspaces to help finding endmembers with smaller spectrum divergences. However, its result is not stable. The reason for some bad performance of MVCNMF we guess is that the nonlinear mixing assumption in MVCNMF is not suitable for the real HSI data we implemented. The ASSNMF surpasses other three methods (VCA, ATGP and MVCNMF) and its behaviors are comparable to or better than EESCA in only a few classes. More importantly, compared with other methods, the EESCA exhibits better performance in estimating endmembers with smaller or even subtle spectrum differences than other methods. Therefore, it is a good alternative for endmember extraction on hyperspectral images.
V. CONCLUSION AND FUTURE WORK
In this paper, to make full use of sparse properties of abundance, a novel endmember extraction algorithm based on SCA, namely EESCA, is proposed for HSI. The proposed method is based on initial endmember set by VCA algorithm and two significant iterative schemes are followed. One is used to update the endmember matrix, and the other is used to optimize the endmember signature in order to improve the accuracy. To better illustrate the effectiveness of EESCA, four state-of-art endmember estimation methods-VCA, ATGP, MVCNMF, and ASSNMF were used to confirm the advantages of the proposed method. It was proved that EESCA was more capable of handling mixed data and robust to the noise, and achieved the best endmember estimation results, with both simulated data sets and real hyperspectral images.
Our EESCA still have some drawbacks and needs further investigation in the future work. We did not consider spatial information in modelling the program of EESCA. The norm constraints in nearest neighbor structures of all pixels will be integrated in the EESCA to continually promote its performance in endmember extraction. Moreover, the EESCA did not touch upon the size estimation problem of the desired endmember set. Some recently proposed schemes such as the VOLUME 6, 2018 statistics of the indegree distribution (IDD) and the collaborative sparsity will be adopted to optimize the procedure of endmember extraction [33] , [34] . 
