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ABSTRACT
MODULAR VECTOR INVARIANTS
Ug˘ur Madran
Ph.D. in Mathematics
Supervisor: Prof. Dr. Alexander Klyachko
August, 2006
Vector invariants of finite groups (see the introduction for definitions) pro-
vides, in general, counterexamples for many properties of the invariant theory
when the characteristic of the ground field divides the group order. Noether
number is such property.
In this thesis, we improve a lower bound for Noether number given by Richman
in 1996: namely, we give a lower bound depending on the Jordan canonical form
of an element of order equal to characteristic of the field. This method yields an
effective bound by means of simple arithmetic arguments.
The results are valid for any faithful representation of the group, including
reducible and irreducible ones. Also they are extended to any algebraic field
extensions provided the characteristic of the field divides the group order.
Keywords: Modular invariants, polynomial invariants, vector invariants, Noether
number, beta number.
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O¨ZET
MODU¨LER VEKTO¨R DEG˘I˙S¸MEZLERI˙
Ug˘ur Madran
Matematik, Doktora
Tez Yo¨neticisi: Prof. Dr. Alexander Klyachko
Ag˘ustos, 2006
Sonlu grupların vekto¨r deg˘is¸mezleri, genellikle, deg˘is¸mezlik teorisinin birc¸ok
o¨zellig˘inin kullanılan cismin karakteristig˘inin grubun eleman sayısını bo¨ldu¨g˘u¨
durumlarda gec¸erli olmadıg˘ını go¨stermek ic¸in kullanılır. Noether sayısı da bu
o¨zelliklerden biridir.
Bu tezde, 1996 yılında Richman tarafından Noether sayısı ic¸in verilen alt
sınırı iyiles¸tirdik: kısaca, uzunlug˘u kullanılan cismin karakteristig˘ine es¸it olan bir
elemanın Jordan standart formuna bag˘lı olarak alt sınır verdik. Bu metot, basit
aritmetiksel argu¨manlarla etkili bir sınır getirmis¸tir.
Sonuc¸lar indirgenebilir ve indirgenemez durumları da kapsayarak grubun her
tam go¨sterimi ic¸in gec¸erlidir. Aynı zamanda, sonuc¸lar, daha genis¸ alanlara da
uygulanacak s¸ekilde gelis¸tirilmis¸tir.
Anahtar so¨zcu¨kler : Modu¨ler deg˘is¸mezler, polinomal deg˘is¸mezler, vekto¨r
deg˘is¸mezleri, Noether sayısı, beta sayısı.
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Introduction
Invariant theory become popular again in last decades. Motivations vary but can
be grouped as follows: geometric, computational, and algebraic. Topological and
(co)homological aspects of the theory may be considered under algebraic invariant
theory.
We refer the reader to [1], [9], [15], [29], [32], [43], [51] for an introduction
to different branches of invariant theory and problems there. Also, surveys [22],
[28], [42], [44], [49], and [52] invite anyone interested in the topic.
Invariant theory finds many applications in the modern language. The fol-
lowing topics are listed in [15, Chapter 5]: Cohomology of finite groups, Galois
groups, generic polynomials, graph theory, combinatorics, coding theory, com-
puter vision, and many others. The very recent book [27] also emphasizes the
importance of invariant theory of finite groups over fields of prime characteristic.
The present thesis is devoted to finding a lower bound on Noether number,
improving the one given by Richman in [36]. The main result of Chapter 3
where very special case of the problem is discussed, has been accepted [25] for
publication.
1
CHAPTER 1. INTRODUCTION 2
1.1 Polynomial Invariants
Let G be a finite group acting faithfully via ρ on an F vector space V, i.e., if
dimF V = n then by choosing a basis for V we may consider G as a subgroup of
general linear group GL(n,F) by ρ : G ↪→ GL(n,F) (if the representation of G is
not faithful, then we may replace G by its quotient H such that H ∼ ρ(G)). By
choosing a basis {x1, x2, . . . , xn} for the dual space V ∗, we may and will regard
the ring of regular functions on V, F[V ], as the ring F[x1, . . . , xn]. There is an
induced action of G on F[V ] which can be given explicitly by
(g · f)(v) = f(g−1 · v) (1.1)
for any g ∈ G, f ∈ F[V ], and v ∈ V. (Actually, the equation should be written as
(ρ(g) · f)(v) = f(ρ(g−1) · v), but we identify G with its image ρ(G) and abuse the
notation for simplicity.)
The ring of invariants is defined as
F[V ]G := {f ∈ F[V ] | g · f = f for all g ∈ G} (1.2)
and any polynomial f ∈ F[V ]G is called an invariant polynomial.
Due to a theorem of Noether [31], F[V ]G is finitely generated as an F-algebra.
Moreover, if the order of the group is not divisible by charF, then F[V ]G can be
generated by invariant polynomials of degree at most |G|. This case, where |G| is
invertible in F, is referred to as the non-modular case. However, there is no such
upper bound depending only on the size of the group in the modular case, i.e.,
where char F = p divides |G|.
The Noether number is defined as the maximal degree of a generator and de-
noted by β(ρ(G)) or simply by β(G). (More formal notation should be β(F[V ]ρ(G))
but for the simplicity of notations we prefer the preceding whenever the represen-
tation is clear from the context.) Note that, F[V ]G can be generated by invariant
polynomials of degree at most β(G), and in the non-modular case β(G) ≤ |G|
which is known as Noether bound.
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1.2 Vector Invariants
For a positive integer m ∈ N, the group G acts diagonally via ρ on ⊕mV =
V ⊕ · · · ⊕ V as follows: ρ(g) · (v1, . . . , vm) = (ρ(g) · v1, . . . , ρ(g) · vm) for each
(v1, . . . , vm) ∈ ⊕mV. Also, there is an induced action of G on F[⊕mV ].
The polynomials f ∈ F[⊕mV ]G are called vector invariants. Note that,
β(F[⊕mV ]G) ≤ |G| in the non-modular case, no matter how large m is. However,
this is not true when |G| = 0 in F.
In the modular case, Richman proved in [36] that there is a constant α > 0
depending only on |G| and the characteristic p > 0 of the ground field such that
β(F[⊕mV ]G) ≥ α ·m (1.3)
for any finite group and for sufficiently large m. In particular, he also showed that
if dimV = n then
β(F[⊕mV ]G) ≥ max{2, m
n− 1 ,
m
|G| − 1 ,
p
p− 1 ·
m
n
}. (1.4)
when F = Fp is the prime field, with the refinement that
β(F[⊕mV ]G) ≥ (m− n+ 2)(p− 1) (1.5)
when G contains a pseudoreflection of order p (a pseudoreflection is an invertible
linear map g such that rank(g − I) = 1).
For permutation groups, the given lower bounds are sharpened by Kemper
and Stepanov independently to
β(G) ≥ m(p− 1). (1.6)
Campbell and Hughes describe a generating set for the vector invariants of 2-
dimensional representation of the cyclic group of order p over Fp in [7], proving
a conjecture of Richman.
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1.2.1 Notations
In order to make this more transparent, we will use the following notations for
the rest of this thesis. Let V = Fn and consider the m-fold direct sum, ⊕mi=1V .
By choosing a basis {xi,1, . . . , xi,n} for V ∗, the dual space of the i-th copy of V in
⊕mV, for each 1 ≤ i ≤ m, we may give the action of G on F[⊕mV ] = F[xi,j | 1 ≤
i ≤ m, 1 ≤ j ≤ n] explicitly as
g · xi,1
g · xi,2
...
g · xi,n
 =

α1,1(g) α1,2(g) . . . α1,n(g)
α2,1(g) α2,2(g) . . . α2,n(g)
...
...
...
αn,1(g) αn,2(g) . . . αn,n(g)


xi,1
xi,2
...
xi,n

for all 1 ≤ i ≤ m and g ∈ G where ρ(g) = [αi,j(g)] ∈ GL(n,F).
Also note that the action of G preserves the degrees of polynomials. Hence
we may without loss of generality consider only homogeneous polynomials. So,
any polynomial appearing in this thesis is homogeneous unless stated otherwise.
1.3 Statement of Results
Theorem 1.1 Let ρ : G ↪→ GL(n,F) be a faithful representation, where F is a
field with p elements, p prime. If there exists g ∈ G of order p such that ρ(g)’s
Jordan blocks have sizes at most 2 and ρ(g) has r nontrivial Jordan blocks, then
β(F[⊕mV ]G) ≥ m− n+ 2r
r
(p− 1) (1.7)
where V = Fn and m > n.
Later we will be show that m−n+2r
r
(p − 1) ≥ 2(p − 1)m
n
, so, we obtain a
refinement of (1.4). This gives us the following corollary:
Corollary 1.2 Let SL(n,F) denote the special linear group. Then
β(F [⊕mV ]SL(n,F)) ≥ (m− n+ 2)(p− 1). (1.8)
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This result is given by Richman in [34] for arbitrary finite fields. Actually,
SL(n,F) contains a pseudoreflection of order p (which will imply that r = 1)
and hence gives the result. Same result also holds for GL(n,F), UT (n,F), O(n,F)
using the same argument.
Theorem 1.3 Let G be a group acting on an n-dimensional vector space V over
a prime field F with p elements. Suppose p divides the group order |G|, and let g
be an element G of order p. Then,
β(F[⊕mV ]G) > m− s+ r
n− s (1.9)
for m > n where r is the number of nontrivial Jordan blocks of g and s is the
total number of Jordan blocks of g.
Also here we have m−s+r
n−s ≥ pp−1 mn and hence the theorem provides an imme-
diate but slight improvement of (1.4). Although it does not seem to be a better
result, it will serve us a step in the next result. Moreover, giving a bound in
terms of numbers of Jordan blocks will help understanding the invariant ring in
the modular case.
Theorem 1.4 Let G be a group acting on an n-dimensional vector space V over
a field F which is an algebraic extension of its prime field of characteristic p > 0.
Suppose p divides the group order |G|. Then,
β(F[⊕mV ]G) > m
′′ − s+ r
n− s ≥
p
q − 1
m′
n
(1.10)
for sufficiently large m, where q,m′,m′′, r, and s depends on the representation of
G.
The precise definitions of q,m′,m′′, will be given before we prove this theorem.
As in the previous theorem, here r and s denote again the number of Jordan
blocks.
Note that we do not need any further assumptions on the group G or the
representation ρ, e.g., we do not require any symmetry, or G to be cyclic, or any
other property which may provide extra theoretical arguments. Moreover, it is
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known that invariant ring in the modular case may fail to be Cohen-Macaulay
which makes computations rather difficult.
The dissertation is organized as follows. In Chapter 2, we will introduce the
tools needed. In Chapter 3 we will prove the first theorem. In Chapter 4 we
will extend the methods and prove the second theorem. In Chapter 5, we extend
the results further and consider not only prime fields but also their arbitrary
(and possibly infinite) algebraic extensions. We provide some examples in the
Appendix (Chapter 6) which illustrates failure of Noether bound in the modular
case.
Chapter 2
Cyclic Subgroups and Jordan
Blocks
2.1 Jordan Blocks
Choose and fix an element g ∈ G of order p and let T be its image under given
representation ρ. Without loss of generality, we may suppose that T is in its
Jordan canonical form, i.e.,
T =

J1
J2
. . .
Js

where Ji’s are elementary Jordan matrices of order ni × ni
Ji =

1 1 0 . . . 0
0 1 1 . . . 0
...
. . . . . .
0 0 . . . 1 1
0 0 . . . 0 1

such that p ≥ n1 ≥ n2 ≥ · · · ≥ nr > nr+1 = · · · = ns = 1. (If n1 > p then the
order of T will be greater than p.)
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2.1.1 Restrictions on Number of Jordan Blocks
It should be wise to mention the restrictions on r and s here and let us state the
obvious ones first:
r ≤ s & r ≥ 1. (2.1)
Note that since ni ≥ 2 for each 1 ≤ i ≤ r we have
2r + (s− r) ≤ n ⇒ r + s ≤ n. (2.2)
Moreover, the condition ni ≤ p imply that
pr + (s− r) ≥ n ⇒ (p− 1)r + s ≥ n. (2.3)
We will use these restrictions when giving the bound independent of the decom-
position, hence by taking the worse case. The possible values of r and s can be
pictured as:
- s
6
r
 
 
 
 
 
 
 
  
r
n
2
XXXXXXXXXXXXXXXXX
rn
p−1
n
2
1
@
@
@
@
@
@
@
@@
nn-1
s
2.2 Cyclic Subgroup and an Auxiliary Invariant
Throughout this section, let F be the prime field with p elements and define H
to be the subgroup of G generated by T (here we consider H as a subgroup of
G by identifying G with ρ(G)). Hence 〈T〉 = H ≤ G ≤ GL(n,F). This inclusion
implies that
F[⊕mV ]GL(n,F) ⊂ F[⊕mV ]G ⊂ F[⊕mV ]H .
For m ≥ n, define the following auxiliary polynomial:
f0 =
∑
(α1,...,αn)∈Fn
(α1x1,1 + · · ·+ αnx1,n)p−1 · · · (α1xm,1 + · · ·+ αnxm,n)p−1 (2.4)
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where the sum is over all possible n-tuples (α1, . . . , αn). The polynomial f0 is
invariant under the action of GL(n,F) by [36, p. 30] and hence
f0 ∈ F[⊕mV ]GL(n,F) ⊂ F[⊕mV ]G ⊂ F[⊕mV ]H . (2.5)
(Note here that, F should be a finite field in order to make the sum meaningful.
Also, the restriction m ≥ n ensures here that f0 6= 0, which we will discuss later.)
Our aim is first to describe some properties of generators of F[⊕mV ]H and
then to conclude about their degrees by writing f0 in terms of these generators.
The main result depends on the maximum number of (indecomposable) invariant
factors that appear in any summand of a decomposition.
Proposition 2.1 Let
f0 =
∑
αa1,...,a`h
a1
1 · · ·ha`` ; α ∈ F, ai ∈ N0, hi ∈ F[⊕mV ]H (2.6)
be a decomposition of f0 where hi are among the generators of the invariant ring
F[⊕mV ]H . Suppose that for any such decomposition, we have a1 + · · · + a` ≤ N
whenever αa1,...,a` 6= 0. Then
β(H) ≥ m(p− 1)
N
(2.7)
and moreover,
β(G) ≥ m(p− 1)
N
. (2.8)
Proof. Since the invariant polynomials hi are among the generators of F[⊕mV ]H
we have deg hi ≤ β(H). Therefore, m(p−1) = deg f0 ≤ N ·β(H) which completes
the first part of the proof.
For the second part, assume to the contrary that f0 can be written as a
polynomial in the elements of F[⊕mV ]G having degrees smaller than the above
bound. Since H ≤ G we obtain a contradiction to the first part.
Remark. This proposition is also an illustration of Theorem 1.1 and here we
consider a more simple situation where the analysis of the invariants appearing
in the decomposition (2.6) is missing.
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2.3 Monomial Order
Definition. Let I = {1, 2, . . . ,m} and J = {1, 2, . . . , n} be index sets. For a
given nonzero monomial u =
∏
x
ei,j
i,j and a nonempty index set S ⊂ I × J =
{(1, 1), . . . , (m,n)}, define S-degree of u as∑
(i,j)∈S
ei,j
and denote it by degS u. Note that degS u ≤ deg u. For simplicity, we also write
degS u to denote the degI×S u for S ⊂ J .
For 1 ≤ j ≤ s, set
νj =
∑
k≤j
nk
with the convention ν0 = 0. For the simplicity of the notations and calculations,
we introduce the following index sets:
J0 = {νr + 1, νr + 2, . . . , n}
J1 = {1, n1 + 1 = ν1 + 1, ν2 + 1, . . . , νr−1 + 1}
J2 = {n1 = ν1, ν2, . . . , νr}
Note that the first set, J0, lists invariant variables which may split off, i.e.,
F[xi,j | i ∈ I, j ∈ J ]H = F[xi,j | i ∈ I, j 6∈ J0]H ⊗ F[xi,j | i ∈ I, j ∈ J0].
and, in particular, we have
f0 = f1u1 + f2u2 + · · ·+ f`u` (2.9)
where fk ∈ F[xi,j | i ∈ I, j 6∈ J0]H and uk =
∏
i∈I,j∈J0 x
ei,j
i,j for all 1 ≤ k ≤ `. Also,
the index set J2 consists of the indices of invariant variables (which can not split
off).
Lemma 2.2 For each uk appearing in the above decomposition (2.9), we have
deg uk ≥ (p− 1)(s− r).
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Proof. Let v be an arbitrary monomial appearing in f0. Then, by expanding (2.4)
we obtain the coefficient of v∑
α1∈F
∑
α2∈F
· · ·
∑
αn∈F
α
deg{1} v
1 α
deg{2} v
2 · · ·α
deg{n} v
n .
Since it is not zero, deg{j} v is a nonzero multiple of (p−1) for all j. In particular,
deg{j} v ≥ p−1 and hence, degJ0 v ≥ (p−1)(s−r) (recall that J0 has n−2r = s−r
elements).
Suppose without loss of generality that all uk appearing in (2.9) are distinct.
For each uk, there exists at least one monomial vk appearing in the polynomial f0
which is divisible by uk, otherwise fk is zero and uk does not actually appear in
that decomposition. Writing vk = wkuk, where the monomial wk appears in fk,
we note that degJ0 vk = degJ0 wk + degJ0 uk. Since fk ∈ F[xi,j | i ∈ I, j 6∈ J0]H ,
we get degJ0 wk = 0, and hence
deg uk ≥ degJ0 uk = degJ0 vk ≥ (p− 1)(s− r),
establishing the result.
Finally, we will introduce a monomial order. We say that a variable xi,j ≺ xk,l
if (i, j) > (k, l) lexicographically, and we will extend the ordering ≺ to monomials
by considering the graded lexicographical order induced by ≺ . More precisely,
the ordering is induced by:
x1,1 Â x1,2 Â · · · Â x1,n Â x2,1 Â x2,2 Â · · · Â xm,n.
The leading monomial of a polynomial f will be denoted by LM(f). The term
ordering defined above is compatible with the action of g in the sense that
LM(f) º LM(g(f)). We direct the reader to [12] for a detailed discussion of
monomial orders.
Chapter 3
Jordan Blocks of Maximum Size
2
In this chapter, we will consider a special case where the Jordan blocks have sizes
at most 2. We have two important reasons to consider this case.
First, the generators of the invariant ring is known under the action of such
an element (not the generators of the invariant ring of the whole group). This
knowledge enables us to give sharp bounds.
Second, we are able to pass from a result for cyclic groups to a result for an
arbitrary group. This is quite important since only little is known in modular
invariant theory, and the known results mainly consider either the cyclic group
Z/p or permutation groups.
We also restrict the ground field to be prime field since explicit generators of
the invariant ring is known only in this case. Since Jordan blocks have sizes at
most 2, we have the following decomposition for T: Let r be the number of 2× 2
blocks, and s be the number of all blocks, so s− r is the number of trivial blocks.
12
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Then, we can write
g =

J1
. . .
Js

where Ji’s are elementary Jordan matrices of order 2× 2 or 1× 1
Ji =
[
1 1
0 1
]
or Ji = [1] .
We can further assume, by reordering if necessary, that
n1 = n2 = · · · = nr = 2 and nr+1 = · · · = ns = 1
where Ji is an ni × ni matrix.
Lemma 3.1 Let f0 be the invariant given in equation (2.4). Then
LM(f0) = x
p−1
1,1 · · ·xp−1m−n+1,1 · · ·xp−1m−n+j,j · · ·xp−1m,n.
Proof. First, we claim that the monomial
u = xp−11,1 · · ·xp−1m−n+1,1 · · ·xp−1m−n+j,j · · ·xp−1m,n
appears in the expansion of f0. Note that the coefficient of u in f0 is∑
(α1,...,αn)∈Fn
αp−11 · · ·αp−11︸ ︷︷ ︸
m−n+1 times
αp−12 · · ·αp−1n
which is equal to (−1)m 6= 0 by well-known identity given in the proof of Lemma
3.3. Hence the claim is true.
Next, we will show that any monomial v for which v Â u holds does not
appear in the expansion of f0. If deg{i}×J v 6= p − 1 for some 1 ≤ i ≤ m then v
clearly does not appear in f0 by (2.4). So, we can assume that deg{i}×J v = p− 1
for all i. Note that, as v Â u and deg{(i,1)} u = p− 1 for all 1 ≤ i ≤ m−n+1, we
have the same for v, i.e., xp−11,1 · · ·xp−1m−n+1,1 divides v. Moreover, there exists j ≥ 1
such that xp−11,1 · · ·xp−1m−n+1,1 · · ·xp−1m−n+j,j|v but xp−1m−n+j+1,j+1 - v and xm−n+j+1,k|v
for some k < j + 1. But then, deg{j+1,...,n} v < (p− 1)(n− j) which implies that
there exists j +1 ≤ ` ≤ n for which deg{`} v < (p− 1) holds. Hence, by the same
argument used in the first paragraph of the proof of Lemma 2.2, the coefficient
of v in the expansion of f0 cannot be nonzero, and the lemma follows.
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Remark. As we will use the following in the proof of the main result, we note
them here for the convenience of the reader:
degJ0 LM(f0) = (s− r)(p− 1),
degJ1 LM(f0) = (m− n+ r)(p− 1),
degJ2 LM(f0) = r(p− 1).
3.1 Main Result
To prove Theorem 1.1 we need the following result from [7].
Theorem 3.2 (Conjecture of Richman) With the notations of the previous
section, there are 4 classes of generators for the invariant ring F[⊕mV ]H namely,
1. xi,j′ ; i ∈ I and j′ ∈ J0 ∪ J2
2. N(xi,j) =
∏
α∈F
gα(xi,j) = x
p
i,j − xi,jxp−1i,j+1; i ∈ I and j ∈ J1
3. u(i,j)(k,l) = xi,jxk,l+1 − xi,j+1xk,l; (i, j) <lex (k, l), i, k ∈ I, j, l ∈ J1
4. Tr(z) =
∑
α∈F
gα(z) such that z divides
∏
i∈I, j∈J1
xp−1i,j
where (i, j) <lex (k, l) means either i < k or i = k and j < l.
Proof. The action of g is given explicitly by
g(xi,j) =
{
xi,j + xi,j+1 if j ∈ J1 = {1, 3, . . . , 2r − 1},
xi,j if j ∈ J2 = {2, 4, . . . , 2r}
and as noted earlier, F[xi,j]H = F[xi,j | j 6∈ J0]H ⊗ F[xi,j | j ∈ J0]. The result then
follows from [7].
We need the following technical lemma:
Lemma 3.3 Let z =
∏
i∈I,j∈J1
x
ei,j
i,j such that ei,j ≤ p − 1 for all i, j. If Tr(z) 6= 0
then degJ2 u ≥ p− 1 for any monomial u appearing in Tr(z).
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Proof. When we expand the Tr(z), we get the following formula:
Tr(z) =
∑
α∈F
gα(z) =
∑
α∈F
∏
i∈I,j∈J1
(
xi,j + α xi,j+1
)ei,j
.
Since ∑
α∈F
αd =
{
0, if p− 1 - d
−1, if p− 1| d,
the J2-degree of a monomial is a nonzero multiple of p− 1, and in particular, at
least p− 1.
Remark. Theorem 1.1 can be proved using a weaker lemma, where we only
require that degJ2 LM(Tr(z)) ≥ p− 1. In this case, however, we need to redefine
the monomial order in a more complicated way which makes it difficult to follow
each step in the proof of main theorem.
Proof of Theorem 1.1. Let
f0 =
∑
αa1,...,akh
a1
1 h
a2
2 · · ·hakk , (3.1)
where the hi ∈ F[⊕mV ]H belong to one of the four classes described in Theorem
3.2. Comparing the degrees of both sides with respect to {xi,1, . . . , xi,n}, we
conclude that none of the hi’s on the right hand side belongs to the class N(xi,j)
as the degree of N(xi,j) is p in this set of variables, whereas the degree of f0 in
the same variables {xi,1, . . . xi,n} is at most p− 1.
Next, observe that there must exist hi’s belonging to the class Tr(z).
Otherwise, f0 ∈ F[xi,j′ , u(i,j)(k,l)] and hence the J1-degree of LM(f0) is at most
the J2-degree of LM(f0). This contradicts the fact that
degJ1 LM(f0) = (m− n+ r)(p− 1) > degJ2 LM(f0) = r(p− 1)
as m > n.
There exists an exponent sequence a = (a1, . . . , ak) with αa 6= 0 such that the
monomial LM(f0) appears in the expansion of h
a1
1 · · ·hakk . Let τa be the number
of hi’s, counted with multiplicities, which belong to the class u(i,j)(k,l), i.e., those
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belonging to the third class as stated in Theorem 3.2, and νa be the number of
those belonging to the first class. Hence, a1 + · · · + ak − τa − νa of them belong
to the fourth class.
Note that for any monomial w appearing in the expansion of ha11 · · ·hakk we
have degJ0∪J2 w ≥ (a1 + · · ·+ ak − τa− νa)(p− 1) + τa+ νa by using Lemma 3.3.
Since LM(f0) appears also as a monomial in that expansion, we find
(a1 + · · ·+ ak − τa − νa)(p− 1) + τa + νa ≤ degJ0∪J2 LM(f0) = s(p− 1).
Hence, we can approximate the number of factors in the given summand,
a1 + · · ·+ ak − τa − νa ≤ s(p− 1)− τa − νa
p− 1 .
Since among hi’s, there are τa invariants of degree 2 and νa invariants of degree
1, the product of the remaining hi’s has degree m(p− 1)− 2τa− νa. Thus, among
those hi’s belonging to the class Tr(z), there exists a generator of degree at least
m(p− 1)− 2τa − νa
(s(p− 1)− τa − νa)/(p− 1) = (p− 1)
m(p− 1)− 2τa − νa
s(p− 1)− τa − νa . (3.2)
Since, xi,j does not appear in any other class except the first one, for j ∈ J0,
we have νa ≥ degJ0 u for any monomial u appearing in ha11 · · ·hakk , and hence by
Lemma 2.2,
νa ≥ (p− 1)(s− r). (3.3)
In particular,
m(p− 1)− νa
s(p− 1)− νa > 2, (3.4)
since m > n = s+ r.
Now, we consider the fraction in (3.2) as a function of τa. By differentiating
it (with respect to τa) and by inequality (3.4), we see that it is an increasing
function of τa, and hence takes its minimum when τa = 0. Thus, from equation
(3.2) we get the inequality
(p− 1)m(p− 1)− 2τa − νa
s(p− 1)− τa − νa ≥ (p− 1)
m(p− 1)− νa
s(p− 1)− νa . (3.5)
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Similarly, by considering the last fraction as a function of νa, we see that it is also
an increasing function and thus takes its minimum value when νa is minimum.
The minimum of νa is (p− 1)(s− r) by (3.3). Thus we obtain
(p− 1)m(p− 1)− νa
s(p− 1)− νa ≥ (p− 1)
(p− 1)(m− (s− r))
(p− 1)(s− (s− r)) = (p− 1)
m− s+ r
r
. (3.6)
Finally, using the relation n = r + s, we get the bound
β(H) ≥ (p− 1)m− n+ 2r
r
and by the argument used in the proof of Proposition 2.1, we can conclude that
the same bound holds for G, i.e.,
β(G) ≥ (p− 1)m− n+ 2r
r
≥ 2(p− 1)m
n
where the last inequality is due to r ≤ n/2.
3.2 Remarks and Sharpness
The result and the proof of Theorem 1.1 can be read in two different directions.
First, the maximum of degrees of generators depends on the Jordan block de-
composition. Even if the representation ρ(G) is irreducible, it is possible to get a
reducible representation ρ(H), and actually, this is always the case when n > p.
Thus, considering the Jordan decomposition of an element of order p is a reason-
able step.
Second, we made use of the generators of 2-dimensional vector invariants.
Hence, finding generators of higher dimensional vector invariants would sharpen
lower bounds in the general setting. Unfortunately, the generators are not known
except for the 2-dimensional and the p-dimensional vector invariants, and a few
other special cases.
The bound given in Theorem 1.1 is sharp in the sense that it is attained, as
Theorem 3.2 shows, for
r = 1⇒ β(G) = (p− 1)(m− n+ 2).
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Moreover, it extends the bound of Richman, given here by (1.4), since the maxi-
mum of the numbers on the right hand side of (1.4) is, in general, at most
p
p− 1
m
n
≤ 2(p− 1)m
n
.
Chapter 4
Arbitrary Jordan blocks
In this chapter, we will consider a more general case but we still restrict the
ground field to be prime.
Recall that f0 is a universal invariant and H is a cyclic subgroup generated
by T which is given in Jordan canonical form
T =

J1
J2
. . .
Js

where Ji’s are elementary Jordan matrices of order ni × ni
Ji =

1 1 0 . . . 0
0 1 1 . . . 0
...
. . . . . .
0 0 . . . 1 1
0 0 . . . 0 1

such that p ≥ n1 ≥ n2 ≥ · · · ≥ nr > nr+1 = · · · = ns = 1.
19
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4.1 Observation
Recall that J0 = {νr+1, νr+2, . . . , n = νs}, J1 = {1, ν1+1, ν2+1, . . . , νr−1+1},
J2 = {ν1, ν2, . . . , νr} and νj =
∑
k≤j nk. Note that I × (J0∪J2) lists all invariant
variables.
Proposition 4.1 Let f ∈ F[x1,1, . . . , xm,n]H . If the degree of f with respect to
each vector (xi,1, . . . , xi,n) is at most p − 1, and f 6∈ F[xi,j | i ∈ I, j ∈ J0 ∪ J2]
then there exists (i0, j0) such that xi0,j0 divides LM(f) and j0 ∈ J2.
Proof. Suppose for contradiction that none of the xi,j for 1 ≤ i ≤ n, and j ∈ J2
divide LM(f). Let xi1,j1 be the smallest variable dividing LM(f) with respect to
monomial order given. Consider the monomial
w =
LM(f)
xi1,j1
· xi1,j1+1. (4.1)
Note that T(xi1,j1) = xi1,j1 + xi1,j1+1 as j1 6∈ J2 and also note that there does
not exist any monomial u satisfying LM(f) Â u Â w (since we consider graded
lexicographical order, deg u is equal to deg LM(f) = degw).
We will show that the coefficient of w in the polynomial f −T(f) is not zero,
and get a contradiction to the fact that f is invariant and f − T(f) = 0. But
this is straightforward since the coefficient of w in the expansion of f − T(f) is
− deg(i1,j1) LM(f) by construction and as stated in the hypothesis that this degree
is at most p− 1, i.e., is nonzero. This completes the proof.
The proof does not depend on the ground field. We will use this result also
in the next chapter.
4.2 On Auxiliary Invariant
Recall by Lemma 3.1 that LM(f0) = x
p−1
1,1 · · ·xp−1m−n+1,1 · · ·xp−1m−n+j,j · · ·xp−1m,n. We
will make use of the following result in the next section.
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Lemma 4.2 If ν1 ≥ 3, then we have among all monomials greater than LM(f0)
which have the same degree with respect to each block of variables
max {degJ2 u | u Â LM(f), deg u = deg f0, degblock u = degblock f0}
= (νr − r)(p− 1)− 1 (4.2)
where degblock stands for deg{i}×{νj+1,νj+2,...,νj+1} for each 1 ≤ i ≤ n and 0 ≤ j ≤
s− 1.
Proof. Note that, as degI×J1 LM(f0) = (m − n + r)(p − 1) and degblock u =
degblock f0, we should have degI×J1 u ≥ (m−n+ r)(p− 1) for any u Â f0. Hence,
degJ2 u ≤ m(p−1)−(m−n+r)(p−1)−(s−r)(p−1) with an equality only when
there are no other variables except those xi,j such that i ∈ I and j ∈ J0∪J1∪J2.
But this is not possible when ν ≥ 3.
Consider the monomial
u = xp−11,1 · · ·xp−1m−n+1,1xp−1m−n+ν1+1,ν1+1 · · ·xp−1m−n+νr−1+1,νr−1+1
xm−n+2,1x
p−2
m−n+2,ν1x
p−1
m−n+3,ν1 · · ·xp−1m−n+j,νk · · ·xp−1m,n (4.3)
which we obtain from LM(f0) first by multiplying with xm−n+2,1x−1m−n+2,2 (note
that xm−n+2,2 divides LM(f0)) and then pushing all variables which do not belong
to class J0 ∪ J1 ∪ J2 to variables of class J2 contained in the same block.
Notice that degJ2 u = m(p − 1) − (m − n + r)(p − 1) − (s − r)(p − 1) − 1 =
(n− s)(p− 1)− 1 = (νr − r)(p− 1)− 1 that finishes the proof.
We are now ready to prove the second result.
4.3 The Proof of Theorem 1.3
Let
f0 =
∑
αa1,...,a`h
a1
1 · · ·ha`` ; α ∈ F, ai ∈ N0, hi ∈ F[⊕mV ]H
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be a decomposition of f0 where hi are among the generators of the invariant ring
F[⊕mV ]H . Note that as LM(f0) appear with a nonzero coefficient on the left hand
side of the equation, it should also appear on the right hand side. Hence, there
exist an exponent sequence a1, . . . , a` such that αa1,...,a` is not zero and LM(f0)
appears as a monomial in the expansion of ha11 · · ·ha`` .
Moreover, as LM(ha11 · · ·ha`` ) º LM(f0) we can apply previous lemma to get a
bound on a1+ · · ·+a`. By Lemma 4.2, degJ2 LM(ha11 · · ·ha`` ) ≤ (νr−r)(p−1)−1.
Now the observation gives the required bound: By Proposition 4.1, degJ2 hi ≥
1 for all 1 ≤ i ≤ `, and thus we should have a1 + · · ·+ a` ≤ (νr − r)(p− 1)− 1.
We will combine this bound with the result of Proposition 2.1 to finish the
proof. Note that we get the bound
β(G) ≥ (m− (s− r))(p− 1)
(νr − r)(p− 1)− 1 by splitting off s− r variables (4.4)
≥ (m− s+ r)(p− 1)
(νr − r)(p− 1)− 1
=
(m− s+ r)(p− 1)
(n− s)(p− 1)− 1 as νr − r = νs − s = n− s
>
(m− s+ r)(p− 1)
(n− s)(p− 1)
=
m− s+ r
n− s (4.5)
Remark. Note that the bound given above extends Richman’s bound as
β(G) >
m− s+ r
n− s
≥ m
n− r since m > n and s− r ≥ 0.
For small n where n ≤ p, we may have only one nontrivial Jordan block and no
trivial Jordan block, i.e., r = s = 1. Thus, the above bound gives
β(G) >
m
n− r =
m
n− 1 .
In general, we have more than 1 block and we obtain the following bound
β(G) >
m
n− r ≥
m
n− n
p
=
m
n(1− 1
p
)
=
p
p− 1
m
n
,
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where we used the fact that when s = r we have r ≥ n/p. One extreme case
might be the case where r = 1 and s = n− p+ 1. In that case, we get the bound
β(G) >
m− s+ r
n− s =
m− n+ p
p− 1 .
Recall the previous result of Richman given in equation (1.4), we obtain here
better and more dynamic results in general.
Chapter 5
Larger Fields
In this chapter, we will extend our last result to arbitrary fields. We will use the
techniques of the previous chapter but first we need to modify some results.
5.1 Reduction to a Finite Field
It is important to get things on finite fields because of the construction of universal
invariant f0 which is the sum of polynomials where the sum runs over all vectors
in Fn, and for infinite fields, this sum is meaningless.
Before giving the reduction, let us mention another problem.
Example 5.1. Let Fp be the prime field with p elements and let t be a transcen-
dental element. Define F = Fp(t) a field over which we will define 2–dimensional
representation.
Let G = Cp × Cp = 〈S〉 × 〈T〉 the representation of the noncyclic group of
order p2, where
S =
[
1 1
0 1
]
, T =
[
1 t
0 1
]
.
It is not possible to change the basis elements of F2 which may provide the
24
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representation given above be written without a transcendental element.
Hence, we restrict ourselves to consider only representations defined over al-
gebraic extensions of the prime fields.
Lemma 5.1 Any modular algebraic representation of a finite group can be realized
over a finite field.
Proof. Let ρ : G ↪→ GL(n,F) be a representation where F is an algebraic exten-
sion of Fp. Since the representation is algebraic, matrix entries αi,j(g) ∈ F are
algebraic over Fp and hence by adding all these elements, αi,j(g) for i ∈ I, j ∈ J ,
and g ∈ G, to prime field, we get a finite field Fq such that ρ can be defined.
Definition. From now on, let q be a power of p where the representation over
Fn can be realized over Fnq .
5.2 Modified Auxiliary
For m ≥ n · q−1
p−1 define the following auxiliary polynomial:
f0 =
∑
α1,...,αn∈Fq
(α1x1,1 + · · ·+ αnx1,n)p−1 · · · (α1xm′,1 + · · ·+ αnxm′,n)p−1
where m ≥ m′ = q−1
p−1 [
m
(q−1)/(p−1) ] ≥ n q−1p−1 and [`] denotes the greatest integer not
exceeding `.
We have:
Lemma 5.2
0 6= f0 ∈ F[xi,j| 1 ≤ i, j ≤ n]GL(n,Fq).
Proof. The invariance of f0 is straightforward and to show that f0 is nonzero, we
evaluate the coefficient of a special monomial which is going to be the leading
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coefficient of f0 when we make use of the graded lexicographical order. For the
moment, introduce the following projection for simplicity of calculations:
pi(xi,j) =

1, if (j − 1) q−1
p−1 + 1 ≤ i ≤ j q−1p−1 ,
1, if i ≥ n q−1
p−1 and j = n,
0, otherwise.
When applied to f0 we get
pi(f0) =
∑
α1,...,αn∈Fq
αp−11 · · ·αp−11︸ ︷︷ ︸
(q−1)/(p−1)
· · ·αp−1n · · ·αp−1n︸ ︷︷ ︸
(q−1)/(p−1)
α
(p−1)(m′−n q−1
p−1 )
n
=
∑
α1,...,αn∈Fq
αq−11 · · ·αq−1n αm
′′(q−1)−n(q−1)
n
= (−1)n
where m′′ = [ m
(q−1)/(p−1) ] ≥ n and the sums are over all possible n-tuples
(α1, . . . , αn) ∈ Fnq , and in the last line we used a well-known identity, extended
version of the one used in the proof of Lemma 3.3.
5.3 General Degree Bound
The observation given in Proposition 4.1 is also valid over Fq. But we need to
modify Lemma 4.2 as follows.
Lemma 5.3
LM(f0) = x
p−1
1,1 · · ·xp−1∗,1︸ ︷︷ ︸
(m′′−n+1) q−1
p−1
xp−1∗,2 · · ·xp−1∗,2︸ ︷︷ ︸
(q−1)/(p−1)
· · ·xp−1∗,n · · ·xp−1m′,n︸ ︷︷ ︸
(q−1)/(p−1)
where the first indices (some marked as ∗) are in increasing order from 1, . . . ,m′.
Proof. It follows from direct computations.
Lemma 5.4 If ν1 ≥ 3, then we have among all monomials greater than LM(f0)
which have the same degree with respect to each block of variables
max {degJ2 u | u Â LM(f), deg u = deg f0, degblock u = degblock f0}
= (νr − r)(q − 1)− 1 (5.1)
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where degblock stands for deg{i}×{νj+1,νj+2,...,νj+1} for each 1 ≤ i ≤ n and 0 ≤ j ≤
s− 1.
Proof. Note that, as degI×J1 LM(f0) = (m
′ − n + r)(q − 1) and degblock u =
degblock f0, we should have degI×J1 u ≥ (m′−n+ r)(q−1) for any u Â f0. Hence,
degJ2 u ≤ m′(q−1)−(m′−n+r)(q−1)−(s−r)(q−1) with an equality only when
there are no other variables except those xi,j such that i ∈ I and j ∈ J0∪J1∪J2.
But this is not possible when ν ≥ 3.
Consider the monomial
u =
( (m′′−n+1) q−1p−1∏
i=1
xp−1i,1
)( (m′′−n+r) q−1p−1∏
i=(m′′−n+1) q−1
p−1+1
xp−1i,νk+1
)
x(m′′−n+r) q−1
p−1+1,1
xp−2
(m′′−n+r) q−1
p−1+1,ν1
( m′∏
(m′′−n+r) q−1
p−1+2
xp−1i,νki
)
(5.2)
which we get from LM(f0) by multiplying with x(m′′−n+r) q−1
p−1+1,1
x−1
(m′′−n+r) q−1
p−1+1,2
(note that x(m′′−n+r) q−1
p−1+1,2
divides LM(f0)) and then pushing all variables which
do not belong to class J0 ∪J1 ∪J2 to variables of class J2 contained in the same
block.
Notice that degJ2 u = m
′(q − 1)− (m′ − n+ r)(q − 1)− (s− r)(q − 1)− 1 =
(n− s)(q − 1)− 1 = (νr − r)(q − 1)− 1. This finishes the proof.
Proof of Theorem 1.4. We will repeat the proof of Theorem 1.3 on page 21 with
adapting new notations.
Let
f0 =
∑
αa1,...,a`h
a1
1 · · ·ha`` ; α ∈ F, ai ∈ N0, hi ∈ F[⊕mV ]H
be a decomposition of f0 where hi are among the generators of the invariant ring
F[⊕mV ]H . Note that as LM(f0) appear with a nonzero coefficient on the left hand
side of the equation, it should also appear on the right hand side. Hence, there
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exist an exponent sequence a1, . . . , a` such that αa1,...,a` is not zero and LM(f0)
appears as a monomial in the expansion of ha11 · · ·ha`` .
Moreover, as LM(ha11 · · ·ha`` ) º LM(f0) we can apply previous lemma to get a
bound on a1+ · · ·+a`. By Lemma 5.4, degJ2 LM(ha11 · · ·ha`` ) ≤ (νr−r)(q−1)−1.
Now the observation gives the required bound: By Proposition 4.1, degJ2 hi ≥
1 for all 1 ≤ i ≤ `, and thus we should have a1 + · · ·+ a` ≤ (νr − r)(q − 1)− 1.
Recall that deg f0 = m
′′(q − 1). We will combine the above bound with the
result of Proposition 2.1 to conclude. Hence we get the bound
β(G) ≥ (m
′′ − (s− r))(q − 1)
(νr − r)(q − 1)− 1 by splitting off s− r variables (5.3)
=
(m′′ − s+ r)(q − 1)
(n− s)(q − 1)− 1 as νr − r = νs − s = n− s
>
(m′′ − s+ r)(q − 1)
(n− s)(q − 1)
=
m′′ − s+ r
n− s , (5.4)
establishing the result.
Remark. Recall that m′′ = [ m
(q−1)/(p−1) ] and m
′ = m′′ q−1
p−1 and hence bound given
above can be written as
β(G) >
m′′ − s+ r
n− s
≥ m
′′
n− r =
p− 1
q − 1
m′
n− r
≥ p− 1
q − 1
p
p− 1
m′
n
since s = r implies r ≥ n/p
=
p
q − 1
m′
n
(5.5)
establishing the last part of the statement. In this result, we keep the notation
m′ in these results because of simplicity. If we further estimate m′ with the worse
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case m′ > m− q−1
p−1 , we get
β(G) >
p
q − 1
m′
n
>
p
q − 1
m− (q − 1)/(p− 1)
n
≥ p
q − 1
m
n
− p
p− 1
1
n
. (5.6)
Note that the last summand is always less than 1, which gives the most general
result
β(G) >
p
q − 1
m
n
− 1.
Chapter 6
Appendix: Examples
We will give explicit examples to illustrate that Noether bound does not hold in
the modular case.
6.1 Some Examples
Example 6.1. Let us consider 3–fold 2–dimensional representation of C2 over Q
and F2. The nonidentity element of C2 acts on the variables x1, x2, x3, y1, y2, y3
by interchanging xi and yi’s simultaneously.
The invariants are well known: li := xi + yi, qi := xiyi and the ones ob-
tained from polarizations of qi,’s namely ui,j := xiyj + yixj. These invari-
ants suffice to generate all invariants on 0 characteristic, i.e., Q[x1, . . . , y3]C2 =
Q[l1, l2, l3, q1, q2, q3, u1,2, u1,3, u2,3] and hence the invariant f := x1x2x3+y1y2y3 can
be written as a polynomial in terms of these generators. Explicitly, the expression
can be given as
f = l1l2l3 − 1
2
(u1,2l3 + u1,3l2 + u2,3l1)
Note that this last expression is not valid in F2 because of the quotient. Actually
f 6∈ F2[l1, l2, l3, q1, q2, q3, u1,2, u1,3, u2,3]. The degree of f is 3 and it is an indecom-
posable invariant, which shows that Noether bound fails in modular case.
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When we check the Jordan form of the nonidentity element, we can express it
over prime characteristic in two different ways, depending on the characteristic.
If the characteristic is different than 2, it is
J =
[
−1 0
0 1
]
,
and if characteristic is 2, it is
J =
[
1 1
0 1
]
.
There is one more thing special about the above example: the given repre-
sentation is a permutation representation. Even Noether bound fails, there are
still many connections between modular and nonmodular invariants, e.g., their
Hilbert series are equal. In the next example, we will illustrate a completely
different type of example.
Example 6.2. We will consider C3 on 3V2 over F3 and list all invariants up to
degree 6 and show by means of simple arguments that β(C3) ≥ 6. Let T be a
generator which is given in Jordan form, i.e.,
T =
[
1 1
0 1
]
,
and the action is T(xi) = xi + yi, and T(yi) = yi for 1 ≤ i ≤ 3.
There are 3 obvious invariants of degree 1, and none else: y1, y2, y3.
In degree 2, there are 9 invariants, 3 are new, 6 are coming from those of first
degree: ui,j := xiyj − xjyi for 1 ≤ i < j ≤ 3 are three new ones.
In degree 3, we have again 3 new invariants: Ni := x
3
i − xiy2i for each i = 1, 2, 3.
Also, here comes an interesting relation which breaks Cohen-Macaulayness of the
invariant ring: (x1y2 − y1x2)y3 − (x1y3 − y1x3)y2 = (x3y2 − y3x2)y1.
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In degree 4, there is not any new (indecomposable) invariant.
In degree 5, we have again 3 new invariants:
p1 := x
2
1x2y2y3−x21y22x3+x1y1y22y3−x1y1x2y2x3+x1y1x22y3−y21x22x3+y21x2y2y3−
y21y
2
2x3 and similiarly p2, p3. Note that it is rather easy to show that pi are in-
decomposable. LM(p1) = x
2
1x2y2y3 and the ratio of 1st and 2nd components is
higher than the previous ones, except the Ni’s but they cannot appear in a de-
composition of p1 as their degree with respect to vectors are all 3, whereas p1 has
degree at most 2. We choose to consider the ratio of degrees of vector components
because T respects it.
Finally, in degree 6, we have only one new invariant, namely: x21x
2
2y
2
3 +
x21x2y2x3y3+x
2
1y
2
2y
2
3+x1y1x2y2y
2
3+y
2
1x
2
2y
2
3+x1y1y
2
2x3y3+y
2
1x2y2x3y3+x1y1x
2
2x3y3+
y21y
2
2x
2
3+x
2
1y
2
2x
2
3+x1y1x2y2x
2
3+y
2
1x
2
2x
2
3+y
2
1y
2
2y
2
3. The indecomposability of this new
invariant can be shown similarly as the indecomposability of the ones of degree
5 above.
It is guaranteed by Theorem 3.2 that these 13 invariants generate the whole
invariant ring.
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