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1.1 Bref rappel historique
Le dictionnaire Robert donne la de´finition ci-dessous pour un syste`me critique :
Critique, adj. (informatique).
1. Qui implique des suites de grande importance, dans un
sens favorable ou de´favorable.
2. Qui comporte un danger, des risques.
On comprend de`s lors que, dans les domaines ou` les risques sont tre`s importants (d’un point de vue
humain ou financier), l’industrie ait pendant longtemps he´site´ a` confier les taˆches les plus critiques
a` un ordinateur. Ce n’est que dans les anne´es 80 que l’industrie ae´ronautique a de´cide´ de confier
a` un calculateur le programme de vol des avions. A` l’e´poque, le peu de confiance que l’on avait
dans le comportement d’un programme informatique faisait craindre le pire pour ces nouvelles
ge´ne´rations d’avions (on parlait meˆme de “De´sastre assiste´ par ordinateur”) [Mel94]. Depuis, le
nombre d’accidents ae´ronautiques graves n’a cesse´ de diminuer et la confiance en l’informatique
embarque´e s’est accrue au point qu’on a lui quasiment confie´ toutes les taˆches critiques. Cependant,
cette assistance (pour ne pas dire prise de controˆle) informatique apporte de nouveaux dangers qu’il
est primordial de bien comprendre pour pouvoir les maˆıtriser. Dans cette section, nous proposons
un rapide tour d’horizon de ces nouveaux dangers en utilisant trois exemples ce´le`bres de bugs
informatiques.
1.1.1 E´chec du missile Patriot
Au cours de la premie`re guerre du Golfe, les militaires ame´ricains utilisent de nombreux missiles
Patriot pour prote´ger les points strate´giques des missiles Scud irakiens. Le missile Patriot est un
missile sol-air comple`tement automatique qui cherche et intercepte les engins ennemis dans une
certaine zone de l’espace. Dans la nuit du 25 fe´vrier 1991, un des missiles Patriot lance´ depuis
Dhahran (Arabie Saoudite) a e´choue´ dans l’interception d’un missile Scud, provoquant la mort de
28 soldats ame´ricains. L’enqueˆte officielle mene´e par l’arme´e ame´ricaine [GAO92] est arrive´e aux
conclusions suivantes.
Pour intercepter une missile Scud, la batterie de tir des Patriot fonctionne comme suit. Le
radar repe`re dans une large zone de l’espace les objets volants. En utilisant une base de donne´es
des proprie´te´s des missiles Scud, l’ordinateur de bord de´tecte si un des objets est potentiellement
un missile irakien. Si tel est le cas, il calcule dans quelle zone de l’espace le missile devrait se
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trouver ensuite et se concentre alors sur cette zone : si le radar y retrouve un objet avec les
bonnes proprie´te´s, alors il conclut qu’il s’agissait bien d’un missile Scud et il utilise le meˆme
algorithme pour pre´dire sa trajectoire et l’intercepter. Pour pre´dire la trajectoire du missile, le
syste`me utilise deux valeurs : la vitesse du missile mesure´e par le radar et le temps de la de´tection
par le radar. La vitesse est exprime´e par un nombre flottant code´ sur 24 bits (la pre´cision maximale
de l’ordinateur de controˆle des Patriot). Le temps est encode´ par un entier exprimant le nombre
de dixie`mes de secondes e´coule´es depuis le dernier rede´marrage du syste`me. Cet entier est ensuite
convertit en une valeur flottante sur 24 bits pour calculer la trajectoire du missile. Lors d’une
utilisation tre`s prolonge´e du syste`me Patriot, l’entier repre´sentant le temps devient tre`s important
et la conversion en une valeur flottante cause une perte de pre´cision qui influe directement sur la
pre´cision de l’estimation de trajectoire. Ainsi, apre`s une utilisation de la batterie durant 20 heures,
l’erreur sur la mesure du temps est de 0.0687 secondes (soit moins de 10−4%) ce qui cause une
erreur de 137 me`tres sur la pre´diction de la trajectoire du Scud. Le 25 fe´vrier 1991, la batterie de
missiles Patriot fonctionnait depuis 100 heures, l’erreur dans la pre´diction de la trajectoire e´tait
de 687 me`tres et le missile n’a pas e´te´ intercepte´. La perte de pre´cision lors de la conversion d’un
entier vers un nombre flottant code´ sur 24 bits est donc la seule cause de l’e´chec du missile Patriot.
1.1.2 Explosion d’Ariane 5
Le 04 juin 1996, le nouveau lanceur Ariane 5 est utilise´ pour la premie`re fois. Le lancement se
de´roule comme pre´vu pendant 36 secondes, la fuse´e s’e´levant selon son itine´raire de vol. Peu apre`s
la 37e`me seconde, le lanceur de´vie soudainement de son chemin, puis explose, causant l’e´chec de
la mission et une perte se`che de 700 millions d’euros pour Ariane Espace. Le groupe d’enqueˆte
inde´pendant [Boa96] mis en place apre`s cet incident est arrive´ aux conclusions suivantes.
La fuse´e Ariane 5 contient deux syste`mes de re´fe´rence inertiel (SRI) : un actif et un de secours.
Chaque SRI posse`de un ordinateur qui calcule la vitesse et l’angle d’inclinaison a` partir de valeurs
transmises par des capteurs gyroscopiques et des acce´le´rome`tres. Les valeurs calcule´es par le SRI
sont transmises a` l’ordinateur central qui commande le vol, et notamment l’inclinaison de la
fuse´e via des actionneurs hydrauliques. Les programmes embarque´s dans les deux SRI de la fuse´e
Ariane 5 sont les meˆmes que ceux embarque´s dans Ariane 4. Lors du premier vol d’Ariane 5, les
deux SRI se sont de´clare´s en e´chec a` cause d’une exception de´clenche´e lors de la conversion d’un
nombre a` virgule flottante en un entier non signe´. Rappelons qu’un nombre a` virgule flottante
(ou nombre flottant) est utilise´ pour repre´senter, sur un nombre fini de bits, un nombre re´el. La
norme IEEE754 [P7585] de´finit le format de repre´sentation de ces nombres comme une mantisse
m suivi d’un exposant e de telle sorte que le nombre correspondant est m× 2e, le nombre de bits
utilise´s pour la mantisse et l’exposant e´tant variable en fonction de l’architecture utilise´e et de la
pre´cision voulue. Dans le cas d’Ariane 5, la conversion n’e´tait pas prote´ge´e et le nombre flottant
e´tait supe´rieur au plus grand entier repre´sentable en machine. Elle a donc produit un nombre non
significatif qui a e´te´ interpre´te´ par l’ordinateur de vol comme l’altitude de la fuse´e. L’ordinateur a
donc re´agi en ordonnant aux moteurs de redresser la fuse´e, ce qui a cause´ sa de´viation et ensuite
son explosion. Le plus inte´ressant dans ce bug est que l’erreur de conversion a eu lieu car les
valeurs fournies par les capteurs e´taient plus e´leve´es que pre´vues. Le nombre de bits ne´cessaires
pour la repre´sentation des nombres entiers e´taient en effet calibre´ pour la fuse´e Ariane 4 et les
valeurs mesure´es par les capteurs d’Ariane 5 e´taient plus e´leve´es car la vitesse horizontale e´tait
supe´rieure.
Remarquons que dans ce cas le bug a e´te´ de´tecte´ a posteriori par une analyse manuelle du
code ainsi que par une analyse automatique via le logiciel ASTREE de´veloppe´ a` l’E´cole Normale
Supe´rieure.
1.1.3 Blocage du USS Yorktown
Le navire USS Yorktown est un croiseur lance-missiles de l’arme´e ame´ricaine, lance´ en 1984. Il
est e´quipe´ d’un syste`me de controˆle et maintenance automatique qui ge`re notamment la propulsion
des moteurs. En Septembre 1997, le syste`me informatique s’est bloque´ entraˆınant l’immobilisation
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du navire pendant plusieurs heures. L’enqueˆte mene´e a posteriori a re´ve´le´ que la cause de l’incident
e´tait une mauvaise utilisation d’un programme de gestion a` distance de base de donne´es. En effet,
l’ope´rateur charge´ de rentrer les donne´es collecte´es dans la base a accidentellement tape´ le chiffre
0. Cela a entraˆıne´ une division par 0 dans le programme, et en conse´quence un crash du syste`me
d’ope´ration sous-jacent. Les programmes de gestion de la propulsion se sont donc trouve´s bloque´s
jusqu’a` la re´paration du syste`me.
La division par 0 est un exemple classique d’erreur a` l’exe´cution (Running Time Error, ou
RTE) qui bloque comple`tement le programme en levant une exception. Dans le cas des deux
bugs pre´ce´dents, l’erreur n’avait pas entraˆıne´ de blocage du syste`me mais seulement une mauvaise
exe´cution due a` une impre´cision dans les calculs. Le cas des RTE bloquantes comme la division par
0 ou les erreurs de segmentation (qui apparaissent quand on essaie d’acce´der a` une zone me´moire
indisponible) est donc tre`s proble´matique et prouver leur absence est un enjeu capital, d’autant
plus que c’est souvent en exploitant ce genre de bugs que des failles de se´curite´ sont trouve´es.
1.1.4 Point commun entre ces trois bugs
Dans tous ces exemples, c’est un bug dans le programme embarque´ qui a eu des conse´quences
tre`s importantes sur le syste`me dans son ensemble. Cependant, si ces conse´quences ont e´te´ si
grandes, c’est pre´cise´ment parce que ces programmes sont des programmes embarque´s qui inter-
agissent avec un environnement exte´rieur, et dans chaque cas, c’est ce lien qui a e´te´ de´faillant.
Dans le cas du missile Patriot, l’erreur de calcul du programme est tre`s localise´e, elle est
pourtant la cause d’une grande perte humaine. En effet, les de´cisions prises par le lanceur du
missile Patriot e´taient fonde´es sur les re´sultats du programme qui contenait donc des erreurs. Ces
erreurs ont donc amene´ le lanceur a` prendre une mauvaise de´cision, c’est-a`-dire qu’il a mal controˆle´
les actionneurs permettant de viser et lancer le missile qui a donc manque´ sa cible. De meˆme, dans
le cas de l’USS Yorktown, la division par 0 e´tait tre`s localise´e. Cependant, en entraˆınant le crash
du syste`me sous-jacent, elle a empeˆche´ le programme de navigation de fonctionner et a donc
fait s’immobiliser le navire. Encore une fois, les actionneurs qui dirigent la propulsion n’ont pas
pu eˆtre active´s a` cause d’une erreur a priori be´nigne dans un programme embarque´. Le cas de
l’Ariane 5 diffe`re le´ge`rement, mais re´ve`le une autre caracte´ristique des programmes embarque´s. Le
bug vient en effet d’une mauvaise ade´quation entre un capteur et le logiciel embarque´ qui re´cupe`re
l’information fournie par ce capteur. Le logiciel attendait des valeurs dans un plage de valeurs
de´finie statiquement, alors que ce capteur renvoyait des valeurs bien plus grandes, tout simplement
parce que la fuse´e allait plus vite qu’initialement pre´vu par le programme. Cette incompre´hension
entre le programme et le monde physique exte´rieur est la seule cause de l’explosion d’Ariane 5.
On voit donc que dans tous ces cas, une erreur du programme a eu une conse´quence tre`s forte
(financie`re pour Ariane 5 et le USS Yorktown, humaine pour le missile Patriot) a` cause de l’inter-
action entre ce programme et les capteurs et/ou actionneurs qui lui permettent de communiquer
avec le monde exte´rieur. Il est donc primordial, avant d’utiliser des programmes dans des syste`mes
embarque´s, de s’assurer de leur bon fonctionnement.
1.2 Conception et ve´rification des programmes embarque´s cri-
tiques
Pour mener a` bien la ve´rification des programmes embarque´s, il est ne´cessaire de bien
comprendre leur mode de conception. Dans cette section, nous nous inte´ressons au cycle de
de´veloppement dit “en V” des programmes critiques ainsi qu’aux techniques mises en place au
cours de ce de´veloppement pour s’assurer de leur bon fonctionnement.
1.2.1 Cycle de de´veloppement des logiciels embarque´s
Le mode`le le plus classique (mais e´galement le plus re´ve´lateur) de de´veloppement d’un logiciel
est le cycle en V [FM92, Mei98, Sto96]. Il est pre´sente´ graphiquement sur la figure 1.1. Le cycle
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en V comporte deux phases, chacune de´compose´e en plusieurs taˆches qui se font face.
La phase de conception compose la partie gauche du V, et doit eˆtre lue de haut en bas (voir
figure 1.1). Elle repre´sente la de´finition, de´composition et conception du syste`me au cours de trois
taˆches successives. La premie`re est la taˆche de spe´cification du syste`me global, soit dans un langage
de haut niveau (Matlab/Simulink ou Lustre/SCADE sont les langages les plus utilise´es) soit par
une spe´cification moins formelle avec des langages de description comme UML. Cette spe´cification
sert a` e´tudier le syste`me dans son ensemble a` des fins de simulation, et elle comprend ge´ne´ralement
une description fonctionnelle du programme ainsi que de l’environnement physique dans lequel le
programme doit eˆtre exe´cute´. La seconde taˆche est la taˆche de conception ou` le syste`me est de´coupe´
en sous-syste`mes inde´pendants dont les interactions sont spe´cifie´es. A ce stade on utilise encore un
langage de spe´cification de haut niveau et les tests d’inte´gration sont mis en place. Enfin, la taˆche
de de´veloppement consiste en le codage des diffe´rents composants pre´ce´demment de´finis dans un
langage de bas niveau (les langages les plus utilise´s sont le C ou ADA). Chaque composant est
code´ inde´pendamment des autres, souvent par des e´quipes diffe´rentes ne communiquant pas entre
elles. On peut noter qu’a` ce niveau, les spe´cifications des sous-syste`mes physiques ne sont pas
prises en compte et que seules les parties discre`tes du syste`me global sont encode´es.
La phase d’inte´gration et ve´rification compose la partie droite du V, et doit eˆtre lue de bas en
haut (voir la figure 1.1). Elle repre´sente la reconstruction du syste`me global a` partir des composants
pre´ce´demment de´veloppe´s ainsi que sa validation en regard des spe´cifications e´nonce´es durant la
phase de spe´cification. La phase d’inte´gration est elle aussi divise´e en trois taˆches. La premie`re
intervient au moment du de´veloppement des composants et consiste en la ve´rification de chaque
composant individuellement. Cette ve´rification est effectue´e sur des programmes e´crits dans un
langage de bas niveau et les techniques de test unitaire permettent de valider le comportement
de chaque fonction. Les me´thodes formelles d’analyse statique sont paralle`lement de plus en plus
utilise´es pour cela. Ensuite, les composants sont assemble´s les uns aux autres durant la taˆche de
construction du syste`me, et des tests d’inte´gration sont mene´s. Il s’agit notamment de tester les
communications entre les composants du syste`me. Enfin, la taˆche de validation du syste`me ge`re les
tests fonctionnels pour valider le syste`me vis-a`-vis des exigences de haut niveau fournies soit par
le client soit par des contraintes de performance. A` ce stade, il s’agit essentiellement de mener des






























Fig. 1.1 – Cycle de de´veloppement en V.
On voit donc qu’aux diffe´rents stades du de´veloppement du logiciel des techniques tre`s diffe´rentes
sont utilise´es pour s’assurer de son bon fonctionnement : le test pour les phases de spe´cification
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et de conception, l’analyse statique (en plus du test) pour la phase de de´veloppement. Examinons
rapidement les diffe´rences entre ces deux approches.
1.2.2 Test : validation dynamique
Le test apparaˆıt partout dans le cycle de de´veloppement des logiciels critiques embarque´s. Au
niveau de la spe´cification, des tests de validation sont mis en place pour ve´rifier, par exemple, le
comportement du syste`me en re´ponse a` une variation de l’environnement (“est-ce que la voiture
freine lorsque le conducteur appuie sur la pe´dale de frein ?”). Ce genre de test est souvent tre`s
couˆteux car il est joue´ sur l’ensemble du syste`me dans des conditions le plus proche possible des
conditions d’utilisation re´elles. Par exemple, pour tester le fonctionnement de la phase d’approche
du Ve´hicule Automatique de Transfert europe´en (en anglais Automated Transfer Vehicle ou ATV)
vers la station spatiale internationale, EADS/ST a utilise´ une piscine de 600 me`tres de long
pour simuler, avec un prototype de l’ATV, les conditions d’apesanteur. Clairement, des me´thodes
permettant de s’affranchir de certains de ces tests en apportant des preuves de bon fonctionnement
seraient tre`s utiles.
Au niveau le plus bas du cycle en V, des tests unitaires sont mene´s pour valider chaque
composant individuellement. On distingue ge´ne´ralement trois techniques pour le test unitaire. Le
test ale´atoire consiste a` donner, au hasard, des valeurs aux entre´es du programme (on parle de jeu
de test) ; en exe´cutant de nombreux tirages, on peut ainsi atteindre une confiance relativement
e´leve´e dans la fonction. Cependant, si certaines zones sensibles ne sont atteintes qu’avec une
probabilite´ faible par rapport aux valeurs d’entre´e, ce genre de test aura du mal a` les de´tecter.
Le test fonctionnel ge´ne`re les jeux de test en fonction des spe´cifications de la fonction sous test ;
des valeurs seront choisies pour chaque re´gion du domaine d’entre´e ou` le programme doit avoir un
comportement particulier. Enfin, le test structurel permet de de´terminer les valeurs d’entre´e par
une analyse du code source de la fonction ; on s’assure alors que tous les diffe´rents comportements
possibles (ou au moins un pourcentage e´leve´ d’entre eux) ont e´te´ exe´cute´s. Dans la suite, nous
de´taillerons les techniques de tests structurels uniquement, car ce sont les plus e´tudie´es et les plus
utilise´es en pratique pour les logiciels critiques.
But du test structurel. Le but d’un jeu de test est de fournir des donne´es d’entre´e pour la fonction
qui permettent de ve´rifier chaque comportement re´el de cette fonction. Pour le test structurel, la
notion de comportement est lie´e au code source de la fonction sous test. On distingue la` encore deux
types de test : le test oriente´ flot de controˆle et le test oriente´ flot de donne´es. Le test oriente´ flot de
donne´es cherche a` couvrir toutes les relations entre la de´finition d’une variable et son utilisation.
Au contraire, le test oriente´ flot de controˆle s’inte´resse plus a` la structure du programme : on
dispose alors de plusieurs crite`res de couverture. Le crite`re instructions cherche a` faire exe´cuter
toutes les instructions simples du programme, le crite`re tous-les-branchements cherche a` exe´cuter
chaque instruction conditionnelle du programme avec une condition vraie et une condition fausse,
et le crite`re tous-les-chemins cherche a` exe´cuter tous les chemins du graphe de flot de controˆle
du programme. La figure 1.2 repre´sente les exe´cutions d’un programme dont les valeurs d’entre´es
sont comprises entre 0 et 10 pour un jeu de test de 4 valeurs. Ce jeu de test semble montrer que
le programme n’entre jamais dans les zone interdites, pre´sente´es en rouge sur la figure. Les points
sont les valeurs prises par la variable x aux diffe´rentes lignes du programme. En pratique, le crite`re
tous-les-chemins reste le meilleur crite`re pour trouver des bugs, mais il est couˆteux car le calcul
des donne´es ne´cessaires pour exe´cuter un chemin donne´ est une ope´ration difficile, et le nombre
de chemin croˆıt exponentiellement avec le nombre d’instructions conditionnelles pre´sentes, ce que
le rend difficilement applicable dans le cas de tre`s gros codes embarque´s.
Insuffisance du test. Meˆme avec le meilleur crite`re de couverture possible, le test d’un pro-
gramme ne permet malheureusement pas de s’assurer de l’absence de bugs1. Dans l’absolu, seul
1“Program testing can be used to show the presence of bugs, but never to show their absence !”, citation de
Dijkstra extraite de “Notes On Structured Programming”
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Fig. 1.2 – Exemple d’exe´cution d’un jeu de test comportant quatre valeurs.
un test exhaustif du programme avec chaque valeur possible pour les variables d’entre´es permet-
trait de prouver sa correction (le test exhaustif peut ainsi eˆtre vu comme une technique, certes
rudimentaire, de preuve de programmes). Pour des programmes de taille industrielle, ceci n’est
pas envisageable : pour un programme de 1.000.000 de lignes de code contenant 50.000 variables
flottantes code´es sur 64 bits (soit la taille des programmes embarque´s dans les derniers avions
d’Airbus [DS07]), le nombre d’e´tats possibles pour l’ensemble du programme est d’environ 1027,
et il est donc impossible de tous les tester. Concre`tement, il restera toujours des cas particuliers
que les diffe´rents jeux de tests n’auront pas pris en compte et qui peuvent se re´ve´ler dangereux. De
plus, les techniques de test sont difficilement automatisables : si le test structurel s’inte´resse aux
exe´cutions re´elles du programme, il est ne´cessaire d’avoir des spe´cifications permettant de juger
la validite´ des sorties obtenues pour chaque jeu de test. L’automatisation de cette taˆche requiert
l’utilisation d’un oracle, ce qui pose entre autre le proble`me de la confiance porte´e dans cet oracle.
Nous laisserons le mot final a` l’e´quipe d’enqueˆte charge´e de de´terminer les causes de l’explosion
d’Ariane 5, et qui en conclusion de son rapport ([Boa96], page 12) affirme ceci :
“The extensive reviews and tests carried out during the Ariane 5 development programme did not
include adequate analysis and testing of the inertial reference system or of the complete flight
control system, which could have detected the potential failure.”
1.2.3 Analyse statique : ve´rification statique
Contrairement au test, l’analyse statique veut eˆtre exhaustive : le but est de trouver statique-
ment (c’est-a`-dire sans l’exe´cuter) des proprie´te´s qui soient vraies pour toutes les exe´cutions du
programme. Ces proprie´te´s peuvent eˆtre de diffe´rentes natures. Les plus simples sont suˆrement
les proprie´te´s de suˆrete´ (safety), ou` l’on cherche des invariants sur les valeurs des variables du
programme, c’est-a`-dire une plage de valeurs X♯ telle qu’au cours de toutes les exe´cutions du pro-
gramme, la variable x reste dans X♯. La forme choisie pour repre´senter X♯ (intervalles, octogones
[Min01], polye`dres, [CH78]. . .) influe grandement sur la pre´cision de cette analyse. Un tel invariant
permet par exemple de montrer qu’il n’y a pas de RTE due a` une division par ze´ro : si 0 6∈ X♯, alors
la variable x ne pourra pas causer de division par ze´ro. Un autre type de proprie´te´s est l’absence
de RTE due a` un buffer overflow. Cela intervient, par exemple, lorsque l’on essaie de copier une
chaˆıne de caracte`res de longueur n dans une chaˆıne de longueurm < n. Pour ce genre de proprie´te´s,
l’utilisation des alge`bres max − plus s’est re´ve´le´e tre`s utile [AGG08]. Citons enfin les proprie´te´s
nume´riques des programmes : une mesure utile de la qualite´ de l’imple´mentation d’un algorithme
est souvent l’erreur de calcul du programme due a` l’utilisation des nombres flottants [PGM03]. En
effet, comme nous l’avons vu dans l’exemple du missile Patriot, les nombres flottants sont cense´s
eˆtre une repre´sentation des nombres re´els mais sur un nombre fini de bits. Cela introduit naturel-
lement un biais, et les calculs effectue´s dans l’arithme´tique des nombres flottants [P7585] diffe`rent,
parfois grandement, des calculs effectue´s dans l’arithme´tique re´elle. Mesurer cette erreur peut per-
mettre de corriger certaines erreurs de conception et/ou d’imple´mentation d’un algorithme. Les
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proprie´te´s de suˆrete´ permettent donc de prouver qu’aucun mauvais comportement ne va arriver
lors de l’exe´cution du programme.
Des proprie´te´s d’un autre type peuvent aussi eˆtre inte´ressantes a` prouver. Ainsi, la terminaison
du programme est souvent une question importante [CPR06a], de meˆme que la de´tection de code
mort (c’est-a`-dire une portion du programme qui ne sera jamais exe´cute´e). Dans le cadre des
programmes re´actifs, on cherche e´galement a` avoir des garanties quant a` la re´ponse du programme
a` un signal quelconque. De telles proprie´te´s sont souvent classe´es dans la cate´gorie des proprie´te´s
de vivacite´ (liveness) [CPR06b], et sont conside´re´es comme plus difficiles a` prouver : il s’agit dans
ce cas de prouver que le programme aura un bon comportement.
Clairement, l’ensemble des exe´cutions d’un programme est, sinon infini, de tre`s grande taille,
et les proprie´te´s exactes mentionne´es ci-dessus sont incalculables (elles ne´cessiteraient pour la
plupart le calcul d’un point-fixe par une ite´ration infinie). Pour corser le tout, tous ces proble`mes
(a` savoir quelle est l’erreur maximale de calcul, y a-t-il une division par ze´ro,. . .) sont inde´cidables
dans le cas ge´ne´ral. Cela revient a` dire que l’on ne peut pas trouver d’algorithme capable de
re´pondre correctement pour tout programme P a` la question suivante : y-a-t-il une exe´cution de
P qui me`ne a` une division par ze´ro ? Pour contourner ce proble`me, la the´orie de l’interpre´tation
abstraite [CC77, CC92a] propose de construire une me´thode qui, a` la meˆme question, re´pondra
OUI, NON ou PEUT-ETRE. Si la me´thode re´pond OUI, alors il y aura effectivement une division
par ze´ro lors d’une des exe´cutions du programme. Si la me´thode re´pond NON, alors le programme
est suˆr (au moins du point de vue des divisions par ze´ro). Enfin, si la me´thode re´pond PEUT-
ETRE, c’est que nous n’avons pas e´te´ en mesure de prouver l’un ou l’autre des deux cas. C’est
ce qu’on appelle une fausse alarme : il est possible qu’une des exe´cutions du programme produise
une division par ze´ro, mais nous n’avons pas e´te´ capable de l’affirmer ou de l’infirmer. Nous ne
calculerons donc plus la proprie´te´ exacte mais une abstraction de cette proprie´te´, en imposant une
contrainte de suˆrete´ : la proprie´te´ abstraite calcule´e ne doit oublier aucune exe´cution concre`te.
Ainsi, si la re´ponse de la me´thode est NON pour le programme P , alors on doit pouvoir affirmer
qu’aucune exe´cution de P ne provoque de division par ze´ro. Pour calculer ces proprie´te´s abstraites,
nous utiliserons des domaines abstraits, c’est-a`-dire des domaines permettant de repre´senter de
manie`re finie un ensemble infini de valeurs (et donc un ensemble infini d’exe´cutions du programme),
et nous interpre´terons le programme sur ce domaine abstrait. Ainsi, chaque ope´rateur syntaxique
du langage conside´re´ sera traduit en un e´quivalent abstrait ope´rant sur une valeur abstraite.
Nous pourrons donc calculer un ensemble potentiellement infini de comportements possibles. La
contrainte de suˆrete´ se traduit au niveau des ope´rateurs de la manie`re suivante : si op est un
ope´rateur unaire du langage, X un ensemble de valeurs et X♯ une valeur abstraite contenant au
moins toutX, et si op♯ est l’ope´rateur abstrait correspondant, alors il faut que op♯(X♯) contienne au
moins {op(x) : x ∈ X}. Enfin, pour re´pondre au proble`me de l’incalculabilite´ des invariants, nous
utiliserons des techniques d’acce´le´ration de la convergence qui permettent de rendre le calcul des
ite´rations de point fixe ultimement stationnaire. Nous de´taillerons ces techniques dans le chapitre
2.
Si l’on reprend l’exemple de la figure 1.2, l’interpre´tation abstraite consiste a` calculer a` chaque
ligne du code une surapproximation de l’ensemble des valeurs prises par x en cette ligne lors
de toutes les exe´cutions du programme. Cela correspond aux rectangles bleus sur la figure 1.3.
On voit bien que ces rectangles contiennent l’ensemble des valeurs calcule´es par le test, ce qui
est impose´ par les contraintes de suˆrete´, et meˆme plus. Ainsi, au point de controˆle 5, la valeur
abstraite calcule´e (rectangle bleu) intersecte la zone dangereuse (rectangle rouge), alors qu’aucune
des exe´cutions du programme n’entre dans la zone dangereuse. Nous avons donc affaire a` une
fausse alarme : la perte de pre´cision due a` l’utilisation d’un domaine abstrait nous empeˆche de
conclure quant a` la suˆrete´ du programme. L’utilisation d’un domaine abstrait plus pre´cis pourrait
lever cette fausse alarme.
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Fig. 1.4 – Mode de fonctionnement d’un syste`me hybride discret/continu.
1.3 Pour aller plus loin
1.3.1 Du mode`le hybride au mode`le discret
Si l’on regarde de plus pre`s le cycle en V pour le de´veloppement de programmes embarque´s
(figure 1.1), on remarque une diffe´rence fondamentale entre la spe´cification du syste`me et le
de´veloppement des composants : le syste`me que l’on spe´cifie a` haut niveau est un syste`me pro-
fonde´ment hybride, alors que le de´veloppement ne prend en compte que ses sous parties discre`tes.
Le terme de syste`mes hybrides [Ant00, SS00] est ici employe´ pour de´signer des syste`mes comportant
des e´le´ments discrets (c’est-a`-dire dont l’e´volution suit un temps discret) et des e´le´ments continus
(c’est-a`-dire dont l’e´volution suit le temps continu classique). L’immense majorite´ des programmes
embarque´s sont de tels syste`mes : ils rec¸oivent en entre´e des valeurs continues, fournies par des
capteurs et agissent sur l’environnement physique qui les entoure au moyen d’actionneurs (figure
1.4). Ge´ne´ralement, la spe´cification de ce syste`me, par exemple en Simulink, comprend les sous
parties discre`tes et continues. On dispose donc de beaucoup d’informations sur le syste`me continu,
informations que l’on n’utilise ge´ne´ralement pas lors de la ve´rification des parties discre`tes. En
effet, la technique classique permettant d’analyser ces programmes embarque´s est d’abstraire le
monde continu (c’est-a`-dire les entre´es du programme) par un intervalle, par exemple la plage de
valeurs que le capteur peut fournir.
Cette surapproximation de l’environnement continu par un intervalle constant dans le temps est
une source importante d’impre´cision des analyses actuelles de programmes embarque´s [GMP06].
Conside´rons par exemple un programme qui inte`gre, en utilisant la me´thode des rectangles, des
valeurs provenant d’un capteur. Supposons e´galement que ce capteur mesure une variable continue
dont l’e´volution suit la fonction f(t), qui ve´rifie : ∀t ∈ R+, f(t) ∈ [0, 2]. Clairement, l’analyse
statique utilisera comme abstraction des entre´es l’intervalle [0, 2]. De fait, la meilleur abstraction
possible pour la variable d’inte´gration est [0, 2 · n · h], ou` n est le nombre d’ite´rations dans le
calcul d’inte´gration et h le pas d’inte´gration. Cette valeur est une surapproximation assez grossie`re
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ite´rations. Limiter cette surapproximation est un des enjeux de cette the`se. Par ailleurs, certaines
proprie´te´s de suˆrete´ inte´ressantes pour les programmes embarque´s ne sont calculables que si on
prend en conside´ration l’environnement. Prenons l’exemple de la batterie antimissile Patriot. La
non-interception du missile Scud est due a` une perte de pre´cision lors de la conversion d’un entier
vers un nombre flottant code´ sur 24 bits [GAO92]. Une analyse statique du programme avec un outil
comme Fluctuat [GMP02] permet de de´celer cette perte de pre´cision, et fournit comme re´sultat
une surapproximation de l’erreur commise. Cependant, cette information ne permet pas de de´cider
de la suˆrete´ du syste`me antimissile Patriot sans connaˆıtre des informations supple´mentaires comme
la vitesse de croisie`re des missiles Scud ou l’intervalle de temps entre deux prises de de´cision du
missile Patriot. Ainsi, la proprie´te´ la plus inte´ressante (la batterie Patriot va-t-elle intercepter les
missiles Scud) ne peut-eˆtre prouve´e sans une connaissance (et donc une analyse) du syste`me dans
son ensemble. Inversement, on peut tre`s bien imaginer un syste`me pour lequel l’erreur nume´rique
commise par le programme est tre`s importante mais qui reste suˆr car il prend malgre´ tout les
bonnes de´cisions (c’est-a`-dire les meˆmes que celles prises par un syste`me parfait qui ne ferait
aucune erreur de calcul).
Nous voyons donc qu’une analyse du syste`me hybride dans son ensemble permet a` la fois
d’ame´liorer la pre´cision de l’analyse de la partie discre`te mais aussi d’e´tendre l’ensemble des
proprie´te´s que l’on peut de´montrer. C’est cette observation qui a motive´ le travail de cette the`se.
1.3.2 Analyse du syste`me hybride
Pour e´tendre les capacite´s d’analyse sur des programmes embarque´s, il faut donc e´tudier le
syste`me hybride dans lequel ils sont plonge´s. Nous voulons appliquer aux syste`mes hybrides les
techniques de validation (c’est-a`-dire l’analyse statique par interpre´tation abstraite) qui ont fait
leur preuve pour la validation des programmes discrets. Comme le montre la figure 1.1, il existe
deux moyens de faire cela : soit en faisant remonter la ve´rification plus haut dans le cycle de
de´veloppement en essayant de valider des mode`les de haut niveau, soit en faisant descendre le
caracte`re hybride au niveau du code pour ajouter de l’information aux analyses existantes.
Les automates hybrides [Hen96] et les autres mode`les hybrides de haut niveau (tels que le
φ-calcul ou Hybrid-CC) correspondent a` la premie`re approche. Les automates hybrides sont une
extension naturelle des automates temporise´s [AD94] dans laquelle on autorise les variables a`
avoir des variations temporelles de´finies par des e´quations diffe´rentielles quelconques. Un auto-
mate hybride comprend donc plusieurs e´tats, chaque e´tat e´tant associe´ a` une e´quation de flot qui
de´crit l’e´volution des variables continues dans cet e´tat. Une transition dans l’automate repre´sente
l’effet d’un actionneur sur le syste`me et entraˆıne donc un changement dans sa dynamique. Nous
de´taillerons le formalisme des automates hybrides et les techniques permettant leur ve´rification
(notamment par model checking) dans la section 4.2.
Cette approche qui consiste a` remonter les techniques de ve´rification au plus haut du cycle de
de´veloppement est clairement ne´cessaire, elle n’est cependant pas suffisante. En effet, une garantie
sur le mode`le n’est que difficilement traduisible en une garantie sur le code source, tout comme
une garantie sur le code n’est pas une garantie sur le binaire. Ainsi, il est important d’appliquer
les techniques de ve´rification a` tous les niveaux du cycle de de´veloppement. De plus, un certain
nombre de proprie´te´s ne peuvent eˆtre de´montre´es que sur le code source, et pas sur le mode`le
de haut niveau (la stabilite´ nume´rique ou l’absence de RTE par exemple). Il nous semble donc
important de continuer la ve´rification au niveau du programme embarque´, mais en ajoutant des
informations concernant l’environnement physique dans lequel le programme est exe´cute´ pour
ame´liorer la pre´cision des invariants et le type de proprie´te´s que l’on peut calculer. Cette the`se
pre´sente une me´thodologie pour cela.
1.3.3 Autre type de proprie´te´s hybrides
Remarquons pour finir que prendre en compte l’environnement continu n’est pas la seule possi-
bilite´ d’extension de l’analyse des programmes embarque´s. De nombreux travaux visent en effet a`
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ajouter a` la ve´rification des programmes de l’information concernant l’architecture mate´rielle sur
laquelle le programme est exe´cute´. Cela revient a` conside´rer un autre type de mode`les hybrides, le
terme hybride de´signant de´sormais des syste`mes ayant une partie logicielle et une partie mate´rielle.
Comme pour les syste`mes hybrides discret/continu, cet ajout d’une partie mate´rielle vise d’une
part a` ame´liorer les proprie´te´s calcule´es par les techniques classiques d’analyse statique [NGC08]
et d’autre part a` prouver des proprie´te´s nouvelles. Ainsi, l’analyse du pire temps d’exe´cution d’un
programme [FHL+01, HF05] ne peut eˆtre effectue´e de manie`re suffisamment pre´cise que si l’on
prend en compte l’environnement mate´riel associe´ au logiciel. De meˆme, les analyses de pre´cision
nume´rique supposent que les ope´rations sont conformes a` la norme IEE754, ce qui est une hy-
pothe`se sur le mate´riel sur lequel le programme s’exe´cutera.
1.4 Contributions
Les contributions de cette the`se sont de trois ordres.
Un mode`le et une se´mantique de´notationnelle pour le code hybride Nous pre´sentons un mode`le
de syste`mes hybrides [BM08b] qui e´tend les langages de programmation impe´ratifs classiques dans
le but d’inte´grer a` la phase de de´veloppement du cycle en V des aspects hybrides.
Ce mode`le a e´te´ de´veloppe´ avec les objectifs suivants : il doit eˆtre le moins intrusif et le
plus proche possible du code pour pouvoir eˆtre utilise´ efficacement sur des programmes embarque´s
existants, et il doit eˆtre conc¸u pour empeˆcher les phe´nome`nes hybrides physiquement impossibles de
se re´aliser. Ce double objectif a e´te´ atteint. Dans le mode`le que nous proposons, un syste`me hybride
est un programme qui compose le sous-syste`me discret, couple´ a` un sous-syste`me continu mode´lise´
par un ensemble fini d’e´quations diffe´rentielles. Le programme est e´crit dans une extension d’un
langage impe´ratif (comme le C) ; l’extension consiste en trois nouveaux mots cle´s qui permettent
de mode´liser l’action des capteurs, des actionneurs ainsi que l’avancement du temps. Le fait que
le temps soit entie`rement dirige´ par la partie discre`te du syste`me hybride est suˆrement l’aspect
qui diffe´rencie le plus ce mode`le des automates hybrides. C’est e´galement pour cela que notre
mode`le interdit des comportements physiquement impossible comme l’effet Ze´non, qui consiste
a` effectuer en un temps fini une infinite´ d’actions discre`tes. Ce phe´nome`ne est largement e´tudie´
pour les mode`les hybrides classiques [ZJLS01] et nous montrons ici qu’il est facile de ve´rifier qu’un
syste`me hybride e´crit dans notre mode`le ne pre´sente pas de comportements Ze´non. Le sous-syste`me
continu est mode´lise´ par un ensemble d’e´quations diffe´rentielles qui repre´sente les diffe´rents modes
continus correspondant aux diffe´rentes actions possibles du syste`me discret (comme ouvrir/fermer
une vanne, allumer/e´teindre le chauffage, etc.).
Nous proposons une se´mantique de´notationnelle pour ce mode`le. Cette se´mantique doit cal-
culer l’e´volution du syste`me hybride, c’est-a`-dire a` la fois l’e´volution discre`te (i.e. le re´sultat du
programme) et l’e´volution continue (i.e. les solutions des e´quations diffe´rentielles). Pour construire
cette se´mantique, nous sommes partis du constat qu’une e´quation diffe´rentielle et un programme
de´crivent de manie`re similaire un syste`me dynamique : tous deux de´finissent l’e´volution du syste`me
en liant l’e´tat suivant du syste`me a` son e´tat courant, que ce soit dans le cas discret pour un
programme ou dans le continu pour une e´quation diffe´rentielle. Notre se´mantique est construite
en trois e´tapes. Dans un premier temps, nous supposons que l’e´volution discre`te est parfaite-
ment connue, et nous calculons l’e´volution continue. Pour cela, nous exprimons la solution d’une
e´quation diffe´rentielle comme le point fixe (au sens de Tarski) d’un ope´rateur monotone de´fini sur
le treillis des fonctions continues a` valeur dans les intervalles. Nous montrons que ce point fixe,
calculable par les ite´re´es de Kleene, est la solution de l’e´quation diffe´rentielle. Dans un second
temps, nous supposons a` l’inverse que l’e´volution continue du syste`me est connue, c’est-a`-dire que
l’on connaˆıt les solutions des e´quations diffe´rentielles. Nous calculons alors la se´mantique discre`te
de manie`re classique en de´finissant des de´notations aux mots-cle´s supple´mentaire introduits par
notre mode`le. Enfin, nous de´finissons la se´mantique du mode`le hybride comme une combinaison
des deux se´mantiques pre´ce´dentes qui calcule en meˆme temps les e´volutions continues et discre`tes.
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Une analyse statique par interpre´tation abstraite du syste`me hybride Nous posons ensuite les
bases d’une analyse globale du syste`me hybride. En supposant que l’on sait calculer une abstraction
des solutions d’une e´quation diffe´rentielle, nous montrons comment une pre´-analyse du programme
embarque´, inde´pendemment de son environnement, permet de construire une abstraction des effets
de la partie discre`te sur l’environnement continu. Nous construisons pour cela un octree abstrait,
c’est-a`-dire un arbre re´gulier permettant de de´tecter facilement les zones de l’espace continu dans
lesquelles le programme va modifier la dynamique. Cette analyse fait le lien entre les techniques
d’analyse par intervalle pour construire des ensembles atteignables non convexes et une analyse
d’accessibilite´ dans les programmes impe´ratifs base´e sur une interpre´tation abstraite classique. Des
premiers re´sultats expe´rimentaux montrent l’inte´reˆt d’une telle approche qui, par une se´paration
entre l’analyse de la partie discre`te et de la partie continue, simplifie grandement l’analyse du
syste`me hybride.
Un outil d’inte´gration garantie par la me´thode de Runge-Kutta Nous pre´sentons enfin une
nouvelle technique d’inte´gration garantie d’e´quations diffe´rentielles ordinaires [BM06a, BM07a].
L’inte´gration garantie consiste a` calculer des bornes encadrant la solution d’un e´quation
diffe´rentielle. Les me´thodes classiques pour cela sont construites a` partir d’un de´veloppement
en se´rie de Taylor de la fonction a` inte´grer et une arithme´tique d’intervalle. La plupart de ces
me´thodes souffrent du wrapping effect, c’est-a`-dire un grossissement des bornes des intervalles. De
plus, e´tant tre`s e´loigne´es des me´thodes nume´riques classiques, elles ne be´ne´ficient pas de l’expertise
que posse`dent les nume´riciens sur la re´solution approche´e d’e´quations diffe´rentielles. Nous avons
de´veloppe´ une me´thode qui essaie de contourner le proble`me du wrapping effect en se´parant valeurs
flottantes et intervalles, comme cela a e´te´ fait pour l’analyse statique de programmes nume´riques
[Mar05], et qui repose sur une me´thode nume´rique classique pour pouvoir be´ne´ficier de l’expe´rience
des nume´riciens. Notre me´thode repose sur l’algorithme nume´rique classique de Runge-Kutta RK4
et nous montrons qu’il est possible de calculer de manie`re garantie des bornes sur l’erreur globale
commise par l’inte´gration nume´rique.
Cette erreur est exprime´e comme la somme de trois termes. Tout d’abord, l’erreur nume´rique
due a` l’imple´mentation de RK4 sur un ordinateur qui ne dispose que d’une pre´cision finie pour
les calculs est prise en compte en utilisant le domaine de l’erreur globale qui a e´te´ initiale-
ment de´veloppe´ pour la validation de programmes nume´riques [Mar05]. Ensuite, l’erreur due a`
la me´thode elle-meˆme est exprime´e. Cette erreur apparaˆıt car la me´thode RK4 n’est que d’ordre
5, et nous utilisons le de´veloppement en se´rie de Taylor avec reste de Lagrange pour la calculer.
Nous reprenons et e´tendons ici les travaux de Bieberbach [Bie51]. Enfin, nous calculons la propa-
gation de l’erreur d’un pas de calcul a` l’autre. Cette erreur est exprime´e graˆce au the´ore`me des
valeurs interme´diaires, nous utilisons ici les travaux de Carr [Car58].
Cette me´thode a e´te´ imple´mente´e dans une librairie d’inte´gration garantie, GRKLib. Cette li-
brairie C++ permet de calculer des encadrements garanties des solutions d’e´quations diffe´rentielles
repre´sente´es sous la forme d’une fonction C++. Nous pre´senterons des comparaisons entre cette
librairie et les outils existants, notamment VNODE [NJ99].
1.5 Plan de la the`se
Cette the`se comprend 3 parties distinctes.
Dans un premier temps nous ferons un e´tat de l’art de´taille´ de plusieurs domaines.
Les chapitres 2 et 3 concernent les techniques d’analyse de la partie discre`te et continue d’un
syste`me hybride. Au chapitre 2, nous formalisons le concept d’interpre´tation abstraite et donnons
quelques exemples de domaines abstraits utilise´s pour la ve´rification de programmes. Au cha-
pitre 3, nous expliquons les concepts de l’inte´gration garantie d’e´quations diffe´rentielles ordinaires
et de´crivons les techniques classiques par me´thode de Taylor.
Au chapitre 4, nous formalisons le concept d’automates hybrides et introduisons le vocabulaire
relatif aux syste`mes hybrides. Nous nous inte´ressons e´galement aux techniques de ve´rification
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relatives aux automates hybrides ainsi qu’aux autres mode`les de syste`mes hybrides.
Dans un deuxie`me temps, nous de´crivons notre nouveau mode`le pour les syste`mes hybrides.
Cette partie est constitue´e du seul chapitre 5 qui pre´sente ce mode`le et donne sa se´mantique
de´notationnelle. Nous ferons notamment quelques rappels sur les concepts de base de la the´orie
des domaines de Scott.
La troisie`me partie pre´sente une technique d’analyse par interpre´tation abstraite de ces syste`mes
hybrides.
Au chapitre 6, nous montrerons que l’inte´gration garantie peut s’inte´grer dans la the´orie de
l’interpre´tation abstraite. Nous de´finirons notamment le domaine des fonctions en escalier a` va-
leur dans les intervalles. De plus, nous pre´senterons l’algorithme et la libraire GRKLib. Nous
montrerons comment il est possible d’encadrer l’erreur globale due a` l’utilisation d’une me´thode
nume´rique d’inte´gration quelconque, puis nous appliquerons cela a` la me´thode de Runge-Kutta
RK4. Enfin, au chapitre 7, nous de´crirons comment on peut analyser le syste`me hybride dans son
ensemble en se´parant les analyses de la partie discre`te et de la partie continue.
Nous terminerons sur le chapitre 8 qui re´sume les travaux de cette the`se et ouvre sur de nom-
breuses perspectives.
Le chapitre 5 a fait l’objet de l’article [BM08b], le chapitre 6 a fait l’objet des article [BM06b],
[BM07a] et [BM08a]. Par ailleurs, ce travail de the`se a e´te´ pre´sente´ sous forme d’un poster a` la
confe´rence Hybrid Systems : Computation and Control [BM07b].
1.6 Exemple : les deux re´servoirs.
La litte´rature sur les syste`mes hybrides fournit d’innombrables exemples de syste`mes plus ou
moins complexes. Le plus connu est suˆrement le syste`me des deux re´servoirs, qui sert ge´ne´ralement
de re´fe´rence pour les outils de ve´rification de syste`mes hybrides [KSF+99]. Nous utiliserons dans
cette the`se ce syste`me pour illustrer les concepts relatifs aux proble`mes hybrides.
Le syste`me se pre´sente sous la forme de deux re´servoirs (figure 1.6) ; le re´servoir supe´rieur sera
appele´ re´servoir 1, le second sera le re´servoir 2. Les deux re´servoirs sont relie´s entre eux par un
tuyau horizontal, situe´ au fond du re´servoir 1 et a` une hauteur H par rapport au bas du re´servoir
2. Le re´servoir 2 posse`de e´galement un tuyau d’e´vacuation situe´ a` la hauteur 0. Nous noterons
h1 (resp. h2) la hauteur de liquide dans le re´servoir 1 (resp. dans le re´servoir 2). Le re´servoir 1
est rempli par un de´bit constant i, si bien que l’e´volution des hauteurs h1 et h2 est donne´e par





h1 si h2 ≤ H
i− k1
√







h2 si h2 ≤ H
k1
√
h1 − h2 +H − k2
√
h2 si h2 > H
(1.1)
Nous introduisons un comportement hybride a` ce syste`me de la manie`re suivante : nous suppo-
serons que chaque tuyau horizontal posse`de une vanne (v1 pour le tuyau reliant le re´servoir 1 au
re´servoir 2, v2 pour le tuyau d’e´vacuation) qui peut eˆtre ouverte ou ferme´e par un controˆleur. Sur
la figure 1.6, la vanne v1 est ferme´e et la vanne v2 est ouvert. Nous supposerons de plus que chaque
re´servoir posse`de deux limites (l1 et L1 pour le re´servoir 1, l2 et L2 pour le re´servoir 2) au dela`
desquelles le syste`me est en e´tat critique (cela peut signifier que le re´servoir de´borde, ou qu’il est
trop vide). Il faut donc qu’a` tout instant, hi ve´rifie li ≤ hi ≤ Li pour i = 1, 2. Le controˆleur sert
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a` faire respecter cette proprie´te´ en ouvrant et/ou fermant les vannes quand cela est ne´cessaire. Le
controˆleur posse`de donc quatre e´tats discrets, suivant que v1 et v2 sont ouvertes ou ferme´es, et
passera de l’un a` l’autre pour controˆler les niveaux d’eau. Ces quatre e´tats discrets correspondent
a` quatre e´volutions continues de´crites par les e´quations (1.2) a` (1.5) de la figure 1.5. Nous ferons
enfin une supposition supple´mentaire, assez classique pour un syste`me hybride, qui est que les
actions de´cide´es par le controˆleur mettent deux secondes a` se re´aliser. Ainsi, entre le moment ou`
le controˆleur de´cide de fermer la vanne v1 et le moment ou` celle-ci est effectivement fermer, il se
sera e´coule´ deux secondes. Ainsi, le controˆleur devra anticiper l’e´volution du niveau d’eau pour
s’assurer que l’invariant li ≤ hi ≤ Li est ve´rifie´ avec cette contrainte de de´lai supple´mentaire.






h1 si h2 ≤ H
i− k1
√







h2 si h2 ≤ H
k1
√
h1 − h2 +H − k2
√
h2 si h2 > H
(1.2)






h1 si h2 ≤ H
i− k1
√





h1 si h2 ≤ H
k1
√
h1 − h2 +H si h2 > H
(1.3)



















Fig. 1.6 – Syste`me des deux re´servoirs.
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1.7 Notations
Valeurs. L’ensemble des nombres re´els sera note´ R, les re´els positifs R+ = {x ∈ R : x ≥ 0} et
les re´els ne´gatifs R−. Les nombres naturels seront note´s N et les nombres flottants F. Les nombres
flottants seront e´crits en gras : x ∈ F.
Intervalles. Soit un domaine de valeurs D muni d’un ordre total ≤D. Pour a, b ∈ D, on notera
[a, b] = {x ∈ D : a ≤D x ≤D b} l’intervalle contenant tout les e´le´ments de D compris entre a et b.
Clairement, si b < a, on a [a, b] = ∅. Nous noterons ID l’ensemble des intervalles de D :
ID = {[a, b] : a ∈ D, b ∈ D}
En particulier, nous disposerons des intervalles re´els IR et flottants IF. Les e´le´ments de ID seront
note´s entre crochets : [x] ∈ ID. Pour un e´le´ment [x] ∈ ID, nous noterons x et x ses bornes infe´rieures
et supe´rieures, respectivement. Ainsi, [x] = [x, x]. Nous utiliserons souvent l’arithme´tique d’inter-
valles de´finie dans [Moo66, Moo79] et nous utiliserons, par abus de notations, les meˆmes symboles
(+,×,. . .) pour l’arithme´tique re´elle, flottante et d’intervalle.
Vecteurs et matrices. Pour un domaine de valeurs D, nous noterons Dn l’ensemble des vecteurs
de dimension n dont les e´le´ments sont des e´le´ments de D :
Dn =
{(
x1, . . . , xn
)
: ∀i ∈ J1, nK, xi ∈ D}
Un e´le´ment de Dn sera note´ ~x ; ainsi, les vecteurs d’intervalles re´els seront note´s ~[x] ∈ In
R
et les
vecteurs de nombres flottants seront note´s ~x ∈ Fn. Enfin, l’ensemble des matrices de dimension
n ×m (n lignes, m colonnes) sera note´ D(n,m) et ses e´le´ments seront e´crits avec une majuscule :
A ∈ F(n,m).
Fonctions. Nous noterons C0(D) l’ensemble des fonctions continues de R dans un espace me´trique
D. Pour de´finir une fonction, nous utiliserons parfois la notation λx.g(x) : lorsque l’on e´crit f =




La premie`re partie de cette the`se vise a` pre´senter l’e´tat de l’art quant a` l’ana-
lyse et la ve´rification des syste`mes hybrides. Dans un premier temps, nous
e´tudierons les techniques classiques utilise´es pour l’analyse des sous-parties
discre`tes et continues de ces syste`mes. Nous insisterons ainsi sur les techniques
d’analyse statique par interpre´tation abstraite (chapitre 2) pour la partie
discre`te, et sur les techniques d’inte´gration garantie d’e´quations diffe´rentielles
(chapitre 3) pour la partie continue. Ensuite, nous pre´senterons les mode`les
classiques permettant de repre´senter les syste`mes hybrides dans leur ensemble
(chapitre 4). Nous insisterons particulie`rement sur les automates hybrides (sec-
tion 4.2) et e´voquerons les techniques de ve´rification sur ces mode`les. Cela
nous me`nera aux proble`mes d’accessibilite´ et d’inde´cidabilite´ (section 4.4). Des
mode`les plus re´cents construits comme une extension des calculs de processus
seront e´galement pre´sente´s (section 4.3).

CHAPITRE 2
Analyse de la partie discre`te : interpre´tation abstraite
Comme nous l’avons mentionne´ en introduction, nous nous inte´ressons a` des syste`mes hybrides
dont la partie discre`te est un programme et dont la partie continue est l’environnement physique
avec lequel le programme interagit. Si le test est la technique la plus utilise´e pour ve´rifier le com-
portement d’un programme, l’analyse statique des programmes vise a` combler les lacunes du test
en apportant des preuves du bon (ou mauvais) comportement de ces programmes quelles que soient
les valeurs prises par les variables d’entre´e, et cela sans exe´cuter le programme. Les me´thodes les
plus basiques ont recourt a` une analyse purement syntaxique des programmes en cherchant des
motifs qui sont connus pour eˆtre potentiellement dangereux. Ces techniques, connues sous le nom
de lint [Joh77], sont d’avantage destine´es a` trouver des bugs qu’a` prouver leur absence. Pour obte-
nir un telle preuve, il est ne´cessaire d’e´tudier non seulement la syntaxe d’un programme mais aussi,
et surtout, sa se´mantique. La se´mantique d’un programme est une description formelle de sa signi-
fication, c’est-a`-dire de son comportement attendu. On se doute donc bien que les outils d’analyse
reposant sur une vision se´mantique du programme sont potentiellement bien plus puissants que
ceux qui ont une vision purement syntaxique. Ce chapitre de´crit une de ces techniques d’analyse
statique, l’interpre´tation abstraite [CC77, CC92a]. Nous commenc¸ons par rappeler quelques bases
concernant la the´orie des domaines (section 2.1), puis nous de´finissons formellement la se´mantique
d’un langage de programmation a` travers l’exemple d’un langage impe´ratif jouet (section 2.2).
Enfin, nous de´crivons la the´orie de l’interpre´tation abstraite (section 2.3) qui permet de calculer
une surapproximation de l’ensemble des comportements d’un programme pour un ensemble de
valeurs d’entre´e.
2.1 Rappels sur la the´orie des domaines
Les notions d’ensembles ordonne´s, de fonctions continues et de point fixe sont au cœur de la
the´orie de la se´mantique des langages de programmation et de l’interpre´tation abstraite. Nous
rappelons ici les de´finitions et re´sultats de base permettant de comprendre la suite de ce chapitre.
Nous commenc¸ons par la notion d’ordre partiel, de borne infe´rieure et supe´rieure, puis nous intro-
duisons le concept d’ordre partiel complet et de treillis. Nous terminerons enfin par la de´finition
d’une fonction continue et nous donnerons les the´ore`mes d’existence et de calcul de point fixe.
Pour chaque de´finition, nous apporterons un exemple explicatif.
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2.1.1 Ordre partiel
De´finition 2.1 (Ordre partiel) Un ordre partiel est un ensemble P muni d’une relation binaire
⊑ qui est :
1. re´flexive, ∀x ∈ P, x ⊑ x ;
2. transitive, ∀x, y, z ∈ P, x ⊑ y ∧ y ⊑ z ⇒ x ⊑ z ;
3. antisyme´trique, ∀x, y ∈ P, x ⊑ y ∧ y ⊑ x⇒ x = y.
Nous noterons l’ordre partiel (P,⊑).
Exemple 2.1 Dans tout ce chapitre, nous utiliserons l’ensemble ordonne´ Sign de´fini ainsi :
Sign =
{⊥,⊤,+,−, 0, +˙, −˙,∅} ; .
Cet ensemble contient donc 7 e´le´ments qui ont les significations suivantes :
1. ⊥ repre´sente le plus petit e´le´ment ;
2. ⊤ repre´sente le plus grand e´le´ment ;
3. 0 repre´sente le nombre 0 ;
4. − repre´sente tous les nombres strictement ne´gatifs ;
5. + repre´sente tous les nombres strictement positifs ;
6. −˙ repre´sente tous les nombres ne´gatifs ou nul ;
7. +˙ repre´sente tous les nombres positifs ou nul ;
8. ∅ repre´sente tous les nombres non nuls.
La relation d’ordre ⊑ sur Sign est de´finie par :
⊥ ⊑ − ⊥ ⊑ 0 ⊥ ⊑ + − ⊑ −˙ − ⊑ ∅ + ⊑ +˙ + ⊑ ∅
0 ⊑ −˙ 0 ⊑ +˙ −˙ ⊑ ⊤ +˙ ⊑ ⊤ ∅ ⊑ ⊤
Graphiquement, nous repre´senterons cet ordre partiel par un diagramme de Hasse (figure 2.1),
dans lequel chaque e´le´ment de Sign est repre´sente´ par un nœud rouge et l’ordre est donne´ par des





Fig. 2.1 – Diagramme de Hasse repre´sentant l’ordre partiel de l’exemple 2.1.
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De´finition 2.2 (Borne supe´rieure) Soit (P,⊑) un ordre partiel, et Q ⊆ P . Un e´le´ment p ∈ P
est un majorant de Q si et seulement si
∀x ∈ Q, x ⊑ p . (2.1)
On dira que p est la borne supe´rieure de Q si c’est le plus petit des majorants, c’est-a`-dire que p
est un majorant de Q et
∀y ∈ P, (∀x ∈ Q, x ⊑ y)⇒ p ⊑ y . (2.2)
Nous noterons p =
⊔
Q. Si l’ensemble Q posse`de deux e´le´ments q1, q2, nous utiliserons la notation
infixe : p = q1 ⊔ q2.
Exemple 2.2 Soit S =
{−,+} et S′ = {−˙, +˙, 0}. Alors, on a ⊔S = ∅ et ⊔S′ = ⊤.
De´finition 2.3 (Borne infe´rieure) Soit (P,⊑) un ordre partiel, et Q ⊆ P . Un e´le´ment p ∈ P
est un minorant de Q si et seulement si
∀x ∈ Q, p ⊑ x . (2.3)
On dira que p est la borne infe´rieure de Q si c’est le plus grand des minorants, c’est-a`-dire que p
est un minorant de Q et
∀y ∈ P, (∀x ∈ Q, y ⊑ x)⇒ y ⊑ p . (2.4)
Nous noterons p =
d
Q. Si l’ensemble Q posse`de deux e´le´ments q1, q2, nous utiliserons la notation
infixe : p = q1 ⊓ q2.
Exemple 2.3 Soit S =
{−,+} et S′ = {−˙, +˙}. Alors, on a dS = ⊥ et dS′ = 0.
2.1.2 Ordre partiel complet, treillis
De´finition 2.4 (Chaˆıne croissante) Soit (P,⊑) un ordre partiel. Une chaˆıne croissante est un
sous-ensemble Q de P avec un plus petit e´le´ment et telle que :
∀x, y ∈ Q, x ⊑ y ∨ y ⊑ x (2.5)
Autrement dit, une chaˆıne croissante est un sous-ensemble de P tel que les e´le´ments de Q sont
deux-a`-deux comparables et tel que Q posse`de une borne infe´rieure.
Exemple 2.4 L’ensemble S = {⊥,−,∅,⊤} est une chaˆıne croissante de Sign dont ⊥ est le plus
petit e´le´ment. S′ = S ∪ {0} n’est pas une chaˆıne croissante car 0 et − ne sont pas comparables.
De´finition 2.5 (Ordre partiel complet) Un ordre partiel (P,⊑) est dit complet (complete
partial order, ou CPO) si et seulement si toute chaˆıne croissante non vide Q admet une borne
supe´rieure.
Un CPO pointe´ (pointed CPO) est une CPO (P,⊑) muni d’un plus petit e´le´ment ⊥ ve´rifiant
∀p ∈ P, ⊥ ⊑ p. Dans la suite, le terme CPO de´signera un CPO pointe´.
Remarque Tout ordre partiel fini, ou de hauteur finie (c’est-a`-dire ne posse´dant pas de chaˆıne
croissante infinie), avec un plus petit e´le´ment est un CPO. En particulier, Sign est un CPO.
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De´finition 2.6 (Treillis) Un treillis est un ordre partiel (P,⊑) tel que toute partie finie Q ⊆ P
admet une borne supe´rieure et une borne infe´rieure.
Exemple 2.5 L’ordre partiel Sign est clairement un treillis. Cependant, si on rajoute la re`gle
0 ⊑ ∅ pour l’ordre ⊑, on a toujours un CPO mais le nouvel ordre partiel n’est pas un treillis :
si on prend S = {−, 0}, alors l’ensemble des majorants de S est {⊤, −˙,∅} qui ne posse`de pas de
plus petit e´le´ment.
De´finition 2.7 (Treillis complet) Un treillis complet est un ordre partiel (P,⊑) tel que tout
ensemble Q ⊆ P (fini ou infini) admet une borne supe´rieure.
Remarque (1) Si (P,⊑) est un treillis complet, alors tout ensemble Q ⊆ P admet e´galement




x ∈ P : ∀y ∈ Q, x ⊑ y}. De plus, un treillis complet
admet un plus petit e´le´ment ⊥ = ⊔ ∅ et un plus grand e´le´ment ⊤ = ⊔P .
Remarque (2) La notion de treillis complet est plus forte que la notion de CPO. Ainsi, tout
treillis complet est un CPO, mais l’inverse n’est pas vrai.
Remarque (3) Dans la suite, nous utiliserons souvent le terme de domaine pour e´voquer un
ensemble quelconque muni d’un ordre. Lorsque nous en aurons besoin, nous pre´ciserons si le
domaine posse`de une structure du CPO ou de treillis.
2.1.3 Fonctions monotones et the´ore`mes de point fixe
De´finition 2.8 (Fonction monotone) Soit (P,⊑P ) et (Q,⊑Q) deux CPO. On dit qu’une fonc-
tion f : P → Q est monotone si et seulement si :
∀x, y ∈ P, x ⊑P y ⇒ f(x) ⊑Q f(y) . (2.6)
Exemple 2.6 On de´finit la fonction valeur absolue abs : Sign→ Sign par :
∀x ∈ Sign, abs(x) =

⊥ si x = ⊥
⊤ si x = ⊤
0 si x = 0
+ si x ∈ {∅,−,+}
+˙ sinon
.
La fonction abs est monotone.
De´finition 2.9 (Fonction continue) Soit (P,⊑P ) et (Q,⊑Q) deux CPO. Une fonction f : P → Q
est dite continue si et seulement si elle est monotone et si pour toute chaˆıne croissante X de P ,
on a : ⊔
Q






Une fonction continue est donc une fonction croissante qui pre´serve les bornes supe´rieures des
chaˆınes croissantes.
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De´finition 2.10 (Point fixe) Soit (P,⊑) un ordre partiel, et f : P → P une fonction sur P . On
dit que x est un point fixe de f si et seulement si f(x) = x. On dira que x est le plus petit point
fixe (s’il existe) de f si et seulement si x est un point fixe de f et si ∀y ∈ P, f(y) = y ⇒ x ⊑ y.
Le plus petit point fixe de f , quand il existe, sera note´ lfp(f). De meˆme, le plus grand point fixe
de f sera note´ gfp(f).
The´ore`me 2.1 (Point fixe de fonctions continues sur un CPO) Soit (P,⊑) un CPO, et
soit ⊥ son plus petit e´le´ment. Soit f : P → P une fonction continue sur P . Alors, f posse`de
un plus petit point fixe lfp(f) donne´ par :
lfp(f) =
⊔{
f i(⊥) : i ∈ N} . (2.8)
Remarque Pour toute fonction f : P → P , pour tout i ∈ N et tout e´le´ment x ∈ P , on de´finit le
i-e`me ite´re´ de f sur x, note´ f i(x), par : f0(x) = x et ∀i ≥ 1, f i(x) = f(f i−1(x)).
The´ore`me 2.2 (The´ore`me du point fixe de Tarsky, [Tar55]) Soit P un treillis complet et
f : P → P une fonction monotone. Alors, f admet un plus petit et un plus grand point fixe. Le
plus petit point fixe sera note´ lfp(f) et le plus grand gfp(f).
The´ore`me 2.3 (The´ore`me du point fixe de Kleene [Bir67]) Soit f : P → P une fonction
continue sur un treillis complet P dont le plus petit (respectivement plus grand) e´le´ment est ⊥
(respectivement ⊤). On a alors :
lfp(f) =
⊔{
f i(⊥) : i ∈ N} gfp(f) = l{f i(⊤) : i ∈ N} . (2.9)
2.2 Se´mantique concre`te d’un programme
La se´mantique d’un programme est la description mathe´matique de l’ensemble des comporte-
ments possibles de ce programme. Elle permet de pre´dire comment le programme va s’exe´cuter
en machine, en supposant que le compilateur respecte cette se´mantique. Il existe plusieurs
mode`les mathe´matiques permettant de de´crire le comportement d’un programme. La se´mantique
ope´rationnelle de´crit directement l’exe´cution du programme via un syste`me de transitions : on
voit alors le programme comme une machine abstraite qui modifie les valeurs des variables du
programme. La se´mantique axiomatique de´crit chaque instruction du programme comme un trans-
formateur de proprie´te´s logiques : un programme fera le lien entre deux proprie´te´s logiques p et q
de telle manie`re que si p est vraie avant l’exe´cution du programme, alors q est vraie apre`s celle-ci.
Les proprie´te´s portent ge´ne´ralement sur les valeurs des variables du programme. La se´mantique
de´notationnelle traduit un programme en une fonction continue entre les e´tats du programme :
cette fonction sera de´finie comme la composition des fonctions e´le´mentaires associe´es a` chaque ins-
truction du programme. Toutes ces se´mantiques sont e´quivalentes, nous choisissons de pre´senter
en de´tails la se´mantique de´notationnelle, qui est souvent la se´mantique utilise´e pour de´finir une
analyse statique par interpre´tation abstraite. Pour une description approfondie et une comparaison
des diffe´rentes se´mantiques, on pourra se re´fe´rer a` [Win93].
Nous commencerons donc par de´finir la syntaxe d’un langage impe´ratif simple, note´ SIMPLE,
inspire´ du langage IMP introduit dans [Win93], puis nous explicitons le domaine des e´tats du pro-
gramme et enfin nous de´crivons la construction de la se´mantique de´notationnelle des programmes
e´crits dans le langage SIMPLE.
2.2.1 Syntaxe du langage SIMPLE
Le langage SIMPLE que nous conside´rons est un langage impe´ratif simple, ne comportant
qu’un seul type de valeurs (les entiers) et sans pointeur. Nous supposerons disposer d’un ensemble
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infini V ar de noms de variables possibles. La syntaxe comple`te du langage est donne´e par la
figure 2.2 : on dispose d’expressions arithme´tiques Exp et d’instructions Stmt. Une expression
est soit un entier naturel n ∈ N, soit une variable X ∈ V ar, soit la combinaison via un ope´rateur
binaire ¯ ∈ {+,−,×, /,=,≤} de deux expressions. Si ¯ ∈ {=,≤}, le re´sultat de l’ope´ration sera
1 si le test est vrai, 0 sinon (voir en section 2.2.3). Les instructions sont les briques de base d’un
programme. Le langage propose l’affectation X := e d’une expression e ∈ Exp a` une variable
X ∈ V ar, la composition de deux instructions s1; s2, le branchement conditionnel (if) et un
ope´rateur de boucle (while).
n ∈ N X ∈ V ar
Exp : e ::= n | X | e+ e | e− e | e× e | e/e | e = e | e ≤ e
Stmt : s ::= X := e | s; s | if e then c else c | while e do c
Fig. 2.2 – Syntaxe du langage SIMPLE.
2.2.2 E´tats d’un programme
Pour les langages impe´ratifs comme SIMPLE, l’instruction fondamentale est l’affectation qui
modifie la valeur d’une variable. Les autres instructions servent essentiellement a` organiser ces
affectations pour qu’elles soient exe´cute´es dans le bon ordre. La se´mantique d’un programme est
donc fonde´e sur une notion d’e´tat qui associe a` chaque variable du programme une valeur. Dans
notre cas, cette valeur sera un entier naturel. Cependant, il est possible que lors de l’exe´cution d’un
programme, certaines variables ne soient pas de´finies, c’est-a`-dire qu’elles n’aient pas de valeur.
Pour prendre en compte ce cas, nous associerons a` chaque variable une valeur du domaine Z⊥, le
CPO plat des entiers naturels.
De´finition 2.11 (CPO plat des entiers naturels) Soit Z⊥ = Z ∪ {⊥} l’ensemble des entiers
muni d’un e´le´ment spe´cial ⊥. Soit ⊑ la relation d’ordre donne´e par ∀n ∈ Z, ⊥ ⊑ n. Le domaine
plat des entiers naturels est l’ordre partiel (Z⊥,⊑), de´crit graphiquement par le diagramme de
Hasse ci-dessous :
· · · -2 -1 0 1 2 · · ·
⊥
Le domaine Z⊥ est un CPO, mais ce n’est pas un treillis car il ne posse`de pas de borne supe´rieure.
De´finition 2.12 (E´tats) Un e´tat d’un programme est une fonction de l’ensemble des variables
V ar vers les e´le´ments de Z⊥. Nous noterons Σ l’ensemble des e´tats :
Σ =
{
σ : V ar → Z⊥
}
.
Remarque (1) Un e´tat σ ∈ Σ est donc une fonction totale σ des variables dans Z⊥, ce qui peut
eˆtre vue comme une fonction partielle de V ar dans Z, dont le domaine est l’ensemble des variables
telles que σ(x) 6= ⊥.
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Remarque (2) On munit Σ d’une structure d’ordre complet en e´tendant point-a`-point l’ordre ⊑
sur Z⊥ aux fonctions V ar → Z⊥. La relation d’ordre ainsi obtenu est lie´e a` la quantite´ d’informa-
tion porte´e par un e´tat ; on aura notamment : σ ⊑ σ′ si et seulement si
∀X ∈ V ar, σ(X) 6= ⊥ ⇒ σ′(X) = σ(X) .
Pour un e´tat σ ∈ Σ et une variable X ∈ V ar, nous noterons σ(X) ∈ Z⊥ la valeur de X dans
l’e´tat σ. E´tant donne´ un e´tat σ ∈ Σ, une variable X ∈ V ar et un e´le´ment n ∈ Z⊥, nous noterons
σ
[
X 7→ n] l’e´tat σ′ ve´rifiant
∀Y ∈ V ar, σ′(Y ) =
{
σ(Y ) si Y 6= X
n sinon
.
Exemple 2.7 Prenons pour exemple V ar = {x, y, z}. Soit σ l’environnement associant a` x la





. On a alors σ(y) = −3 et







La se´mantique de´notationnelle voit un programme comme une fonction partielle entre e´tats.
L’inte´reˆt de cette vision est de pouvoir comparer facilement des programmes e´crits e´ventuellement
dans des langages diffe´rents : deux programmes seront e´quivalent si et seulement si ils de´finissent
la meˆme fonction. Un deuxie`me inte´reˆt de cette approche est que la se´mantique de´notationnelle est
compositionnelle par nature : la se´mantique d’un programme se calcule comme une composition,
au sens mathe´matique du terme, de la se´mantique de ses instructions. Nous de´finissons donc dans
la suite la se´mantique de chacune des constructions du langage.
Remarque Nous pre´sentons les fonctions et fonctions partielles comme des ensembles de couples
(x, y), c’est-a`-dire comme des relation binaires. Ainsi, si on note f =
{
(x1, y1), (x2, y2)
}
, cela
voudra dire que f est une fonction partielle dont le domaine est {x1, x2} et telle que f(x1) = y1
et f(x2) = y2.
Pour les expressions La se´mantique d’une expression e ∈ Exp est une fonction, note´eEJeK, entre
les e´tats et les valeurs : EJeK : Σ → Z⊥. Cette fonction est donne´e par les re`gles de la figure 2.3.
La fonction associe´e a` une constante n ∈ Z est la fonction constante qui vaut n pour tout e´tat
σ ∈ Σ (re`gle (2.10)). La fonction associe´e a` une variable X ∈ V ar est la fonction qui a` tout e´tat
σ ∈ Σ associe la valeur de X dans l’e´tat σ (re`gle (2.11)). La fonction associe´e a` une construction
arithme´tique e0 ¯ e1, avec ¯ ∈ {+,−,×, /} est la fonction qui, pour un e´tat σ, e´value e0 et e1
dans cet e´tat puis calcule le re´sultat de l’ope´ration ¯ (re`gle (2.12)). Pour ces dernie`res re`gles, les
ope´rateurs ¯⊥, pour ¯ ∈ {+,−,×, /} sont des extensions simples des ope´rateurs arithme´tiques
sur les entiers au domaine Z⊥, c’est-a`-dire que l’on a en plus ⊥ ¯⊥ n = n ¯⊥ ⊥ = ⊥ pour tout
n ∈ Z et ¯ ∈ {+,−,×, /}. On aura e´galement n/0 = ⊥ pour tout n ∈ Z. La fonction associe´e a` un
test e0 ¦ e1 pour ¦ ∈ {=,≤} est la fonction qui e´value e0 puis e1, et renvoie 1 si le test est ve´rifie´,
et 0 sinon (re`gle (2.13)). On de´finit en effet, pour ¦ ∈ {=,≤}, la fonction ¦⊥ : Z⊥ × Z⊥ → Z⊥
par : ∀x ∈ Z⊥, ⊥ ¦⊥ x = x ¦⊥ x = ⊥ et ∀n1, n2 ∈ Z, n1 ¦⊥ n2 =
{
1 si n1 ¦ n2
0 sinon
.
Pour les instructions Enfin, la se´mantique d’une instruction s ∈ Stmt est une fonction partielle
entre les e´tats du programme : JsK : Σ→ Σ. Les re`gles de la figure 2.4 expliquent la construction
de cette fonction. Pour l’instruction d’assignation X := e, la fonction associe´e est la fonction qui
substitue dans l’e´tat d’entre´e la variable X par la valeur associe´e a` l’expression e (re`gle (2.14)).
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La se´mantique de l’ope´rateur de composition s0; s1 est la fonction qui e´value d’abord la fonction
associe´e a` s0 puis transmet le re´sultat a` la fonction associe´e a` s1. Il s’agit donc de la composition
des deux fonctions (re`gle (2.15)). La se´mantique du branchement conditionnel (re`gle (2.16)) est la
fonction qui, e´tant donne´ un e´tat, e´value la condition dans cet e´tat puis, en fonction du re´sultat,
e´value la branche else (si le re´sultat vaut 0) ou then (dans tous les autres cas). Remarquons que
si l’e´valuation de l’expression renvoie ⊥, alors le re´sultat de la de´notation associe´ au branchement
conditionnel renvoie ⊥Σ, le plus petit e´le´ment du CPO Σ (c’est-a`-dire la fonction associant ⊥
a` chaque variable). La se´mantique d’une boucle while est exprime´e comme le point fixe d’une
fonction Γ de´finie sur le domaine des fonctions continues entre e´tats. En effet, une instruction
while e do p fonctionne ainsi : on e´value d’abord l’expression e, et si le re´sultat est 0, on termine.
Sinon, on e´value le corps de la boucle p puis on re´pe`te l’ope´ration. La se´mantique de la boucle doit
donc eˆtre de´finie en fonction d’elle meˆme, d’ou` l’introduction de l’ope´rateur de point fixe dans la
re`gle (2.17).
Remarque (1) Les fonctions de´finissant la se´mantique des instructions sont des fonctions par-
tielles entre e´tats. Nous pouvons facilement e´tendre une fonction partielle f en une fonction totale
entre e´tats en posant f(σ) = ⊥Σ si σ 6∈ dom(f), ou` dom(f) est le domaine de f et ⊥Σ est le
plus petit e´le´ment de Σ ve´rifiant donc ∀X ∈ V ar ⊥Σ(X) = ⊥. Les fonctions de la se´mantique
des instructions sont alors des fonctions totale continues du CPO (Σ,⊆) (de´finition 2.12) dans
lui-meˆme.
Remarque (2) La se´mantique de la boucle while implique un calcul de plus petit point fixe
d’une fonction de´finie sur le domaine des fonctions continues de (Σ,⊆) dans lui meˆme. Comme
(Σ,⊆) est un CPO, le domaine des fonctions continues l’est e´galement et donc, d’apre`s le
the´ore`me 2.1, le plus petit point fixe existe, et on peut le calculer par une ite´ration a` la Kleene.
Exemple 2.8 Conside´rons le programme P ::= i := 0;while i ≤ 10 do ( X := X+1; i := i+1).
Les e´tats du programmes sont des fonctions de {X, i} vers N2 et la se´mantique du programme est
donne´e par l’e´quation (2.19). Cette e´quation signifie que l’e´tat a` la fin du programme est l’e´tat
initial dans lequel la variable i prend la valeur 10 (i vaudra toujours 10 apre`s l’exe´cution de P ) et




σ 7→ σ[X 7→ σ(X) + 10][i 7→ 10] (2.19)
2.2.4 Se´mantique collectrice
La se´mantique de´notationnelle d’un programme est donc une fonction associant a` un e´tat (ty-
piquement la valeur des variables d’entre´e du programme) un autre e´tat (typiquement la valeur des
variables apre`s l’exe´cution du programme). Cependant, lorsque l’on veut analyser un programme,
on cherche a` e´tudier son comportement quelles que soient les valeurs des entre´es (ou du moins
pour toutes les valeurs dans une certaine re´gion). Il est donc ne´cessaire de de´finir une se´mantique
dite collectrice qui associe a` un ensemble d’e´tats (typiquement l’ensemble des entre´es possibles
du programme) un ensemble d’e´tats repre´sentant tous les re´sultats possibles du programme sur
¯ ∈ {+,−,×, /} ¦ ∈ {=,≤}
EJnK = {(σ, n) : σ ∈ Σ} (2.10)
EJXK = {(σ, σ(X)) : σ ∈ Σ} (2.11)
EJe0 ¯ e1K = {(σ, n0 ¯⊥ n1) : (σ, n0) ∈ EJe0K ∧ (σ, n1) ∈ EJe1K}(2.12)
EJe0 ¦ e1K = {(σ, n0 ¦⊥ n1) : (σ, n0) ∈ EJe0K ∧ (σ, n1) ∈ EJe1K} (2.13)
Fig. 2.3 – De´notations pour les expressions arithme´tiques.
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JX := eK =
˘`
σ, σ[X 7→ n]´ : σ ∈ Σ ∧ (σ, n) ∈ EJeK¯ (2.14)
Js0; s1K = Js1K ◦ Js0K (2.15)
Jif e then s0 else s1K =
˘
(σ, σ′) : ∃n ∈ Z∗, (σ, n) ∈ EJeK ∧ (σ, σ′) ∈ Js0K
¯ ∪ (2.16)˘
(σ, σ′) : (σ, 0) ∈ EJeK ∧ (σ, σ′) ∈ Js1K
¯
Jwhile e do sK = lfp(Γ) avec (2.17)
Γ(ϕ) =
˘
(σ, σ′) : ∃n ∈ Z∗, (σ, n) ∈ EJeK ∧ (σ, σ′) ∈ ϕ ◦ JsK¯ ∪˘
(σ, σ) : (σ, 0) ∈ EJeK¯ (2.18)
Fig. 2.4 – De´notations pour les instructions.
toutes ces entre´es. Nous e´tendons donc la se´mantique de´notationnelle a` des ensembles d’e´tats de
manie`re tre`s classique. Un environnement ρ sera un ensemble d’e´tats, et on notera E l’ensemble
des environnements :
E = P(Σ) . (2.20)
La se´mantique de´notationnelle collectrice, donne´e par les re`gles de la figure 2.5, est une ex-
tension point-a`-point de la se´mantique concre`te aux ensembles d’e´tats. La se´mantique collectrice
d’une expression e ∈ Exp est une fonction ELeM : E → P(Z⊥) (re`gle (2.21)) et la se´mantique
collectrice d’une instruction s ∈ Stmt est une fonction LsM : E → E .
ρ ∈ E
∀e ∈ Exp, ELeM(ρ) = {n : ∃σ ∈ ρ, (σ, n) ∈ EJeK} (2.21)
∀s ∈ Stmt, LsM(ρ) = {σ′ : ∃σ ∈ ρ, (σ, σ′) ∈ JsK} (2.22)
Fig. 2.5 – Se´mantique de´notationnelle e´tendue aux ensembles d’e´tats.
2.3 Principe de l’interpre´tation abstraite
La se´mantique collectrice de´crit pre´cise´ment le comportement re´el d’un programme comme
une fonction entre les environnements d’entre´e et les environnements de sortie. Cette se´mantique
fournit toutes les informations disponibles sur le programme, elle pourrait donc servir, dans l’ab-
solu, a` prouver que le programme ve´rifie sa spe´cification. Cependant, le calcul automatique de
la se´mantique collectrice pose plusieurs proble`mes : d’une part on doit repre´senter un ensemble
potentiellement infini d’e´tats et d’autre part le calcul du point fixe qui intervient dans les re`gles
du calcul de la se´mantique du while ne´cessite une ite´ration potentiellement infinie de la se´quence
de Kleene (the´ore`me 2.3). Le but de l’interpre´tation abstraite [CC77, CC92a] est de contourner
ces deux proble`mes en calculant non pas la se´mantique concre`te mais une autre se´mantique, que
nous appellerons se´mantique abstraite, qui approxime la se´mantique concre`te et qui est suffisante
pour prouver que le programme re´pond a` sa spe´cification. Par exemple, si on veut montrer que le
re´sultat d’un programme est toujours positif, il n’est pas ne´cessaire de connaˆıtre exactement l’en-
semble des re´sultats possibles, il suffit de savoir que tous les re´sultats sont positifs : on peut oublier
une partie de l’information (la valeur exacte du re´sultat) et ne garder que celle dont on a besoin (le
signe). En pratique, la construction d’un analyseur statique par interpre´tation abstraite fonctionne
ainsi : apre`s avoir de´fini la se´mantique concre`te des programmes et les proprie´te´s que l’on veut
prouver, on choisit un domaine abstrait permettant de repre´senter en machine un ensemble infini
d’e´tats en ne gardant que les informations pertinentes vis-a`-vis de la proprie´te´ a` prouver. Ensuite,
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il faut e´tablir le lien entre le domaine abstrait et les environnements concrets de´finis par l’e´quation
(2.20). Enfin, il faut de´finir comment chaque construction du langage modifie les e´le´ments du
domaine abstrait. On de´finit donc une se´mantique de´notationnelle abstraite comme une fonction
continue entre e´le´ments du domaine abstrait, et on prouve la suˆrete´ de cette se´mantique abstraite
vis-a`-vis de la se´mantique concre`te. Dans la suite de la section nous expliquons en de´tails et avec
des exemples chacune de ces e´tapes.
2.3.1 Domaine abstrait
Un domaine abstrait est un ensemble de valeurs symbolique E♯ repre´sentables en machine, muni
d’une fonction de concre´tisation γ : E♯ → E qui associe a` chaque e´le´ment ρ♯ ∈ E♯ un ensemble,
potentiellement infini, de valeurs concre`tes.
Exemple 2.9 Le domaine des signes, Sign = {⊥,−,+, 0, −˙, +˙,∅,⊤}, est un domaine abstrait,
avec la fonction de concre´tisation γ : Sign→ P(Z) de´finie par :
γ(⊥) = ∅ γ(−) = {n ∈ Z : n < 0} γ(+) = {n ∈ Z : n > 0} γ(0) = {0}
γ(−˙) = {n ∈ Z : n ≤ 0} γ(+˙) = {n ∈ Z : n ≥ 0} γ(∅) = {n ∈ Z : n 6= 0} γ(⊤) = Z
Dans l’exemple pre´ce´dent, l’e´le´ment abstrait −˙ repre´sente l’ensemble des entiers relatifs ne´gatifs
ou nul, alors que − repre´sente l’ensemble des entiers relatifs strictement ne´gatifs. L’e´le´ment −
est donc plus pre´cis que −˙ en ce sens qu’il apporte plus d’information sur les valeurs concre`tes
qu’il repre´sente. Pour formaliser cette notion de pre´cision, on munit les domaines abstraits d’une
structure d’ordre partiel (E♯,⊆♯) : si ρ♯1, ρ♯2 ∈ E♯, ρ♯1 ⊆♯ ρ♯2 signifie que ρ♯1 est plus pre´cis que
ρ♯2. Cette notion de pre´cision sur les e´le´ments abstraits doit cependant eˆtre lie´e a` l’ordre sur les
e´le´ments concrets sous-jacents. En effet, le domaine concret E posse`de une structure d’ordre partiel
avec l’inclusion ⊆, il faut donc s’assurer que l’ordre sur les e´le´ments abstraits soit compatible avec
l’ordre sur les e´le´ments concrets. Il faut donc que la fonction de concre´tisation γ : (E♯,⊆♯)→ (E ,⊆)
soit croissante :
∀ρ♯1, ρ♯2 ∈ E♯, ρ♯1 ⊆♯ ρ♯2 ⇒ γ(ρ♯1) ⊆ γ(ρ♯2) .
Exemple 2.10 Le domaine abstrait Sign posse`de une structure d’ordre partiel avec l’ordre ⊑
donne´ en section 2.1.1. On a bien par exemple − ⊑ −˙.
Les re`gles de la se´mantique concre`te montrent que l’ope´ration la plus importante sur les envi-
ronnements concrets est l’union ∪. Nous devons donc munir le domaine abstrait d’un ope´rateur
d’union et d’un ope´rateur d’intersection abstraits ∪♯ et ∩♯, c’est-a`-dire que nous construisons un
treillis abstrait (E♯,⊆♯,⊥♯,⊤♯,∪♯,∩♯). Les ope´rations abstraites ∪♯ et ∩♯ doivent eˆtre des abstrac-
tions suˆres (et si possible efficaces) de ∪ et ∩, c’est-a`-dire que l’on doit avoir :
∀ρ♯1, ρ♯2 ∈ E♯, γ(ρ♯1) ∪ γ(ρ♯2) ⊆ γ(ρ♯1 ∪♯ ρ♯2) et γ(ρ♯1) ∩ γ(ρ♯2) ⊆ γ(ρ♯1 ∩♯ ρ♯2) (2.23)
Exemple 2.11 Pour le domaine des signes, on a par exemple − ⊔ + = ∅. Comme γ(−) = {n ∈
Z : n < 0} et γ(+) = {n ∈ Z : n > 0}, on a bien γ(−) ∪ γ(+) = Z\{0} = γ(∅).
Dans la mesure du possible, on essaiera e´galement d’avoir une fonction d’abstraction α : E →
E♯, croissante, qui associe a` chaque ensemble de valeurs concre`tes une valeur abstraite. Les fonctions
d’abstraction et de concre´tisation doivent eˆtre compatibles avec les ordres concrets et abstraits,
c’est-a`-dire que (α, γ) doit former une correspondance de Galois.
De´finition 2.13 (Correspondance de Galois) Soit (E,⊑E) et (F,⊑F ) deux ordres partiels.
Une correspondance de Galois entre E et F consiste en deux fonctions monotones α : E → F et
γ : F → E telles que :
∀x ∈ E,∀y ∈ F, α(x) ⊑F y ⇐⇒ x ⊑E γ(y) . (2.24)
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Exemple 2.12 La fonction α : P(Z)→ Sign de´finie par :
∀X ∈ P(Z), α(X) =

⊥ si X = ∅
− si ∀n ∈ X, n < 0
+ si ∀n ∈ X, n > 0
−˙ si ∀n ∈ X, n ≤ 0 et 0 ∈ X
+˙ si ∀n ∈ X, n ≥ 0 et 0 ∈ X
0 si X = {0}
∅ si 0 6∈ X
⊤ sinon
est une fonction d’abstraction et (α, γ) est une correspondance de Galois.
Une fonction d’abstraction telle que (α, γ) soit une correspondance de Galois n’existe pas
pour tous les domaines abstraits (par exemple pour les polye`dres). Quand elle existe, on dira
que α(ρ) est la meilleure abstraction de ρ ∈ E , et la meilleure abstraction de l’ope´rateur d’union
(respectivement d’intersection) sera alors de´finie par α ◦ ∪ ◦ γ (respectivement α ◦ ∩ ◦ γ). Ces
meilleures abstractions peuvent cependant eˆtre couˆteuses a` calculer, on ne les utilisera donc pas
toujours, meˆme lorsqu’elles existent.
Le choix d’un bon domaine abstrait est tre`s important lors de l’analyse d’un programme. Il
existe en effet de nombreux domaines qui apportent chacun plus ou moins d’information selon leur
niveau d’abstraction. Outre le domaine des signes de´ja` pre´sente´, citons le domaine des intervalles
E♯I = V ar → I♯, ou` I♯ est l’ensemble des intervalles de´fini par l’e´quation (2.25).
I♯ = {[a, b] : a, b ∈ Z ∪ {−∞} ∪ {+∞}} ∪ {⊥♯I} (2.25)
On muni aise´ment I♯ d’une structure de treillis et on e´tend cette structure a` E♯I point-a`-point. Le
proble`me du domaine des intervalles est qu’il oublie les relations entre les variables du programme.
Par exemple, la valeur concre`te ρ =
{{x 7→ i; y 7→ i} : i ∈ [−10, 10]} sera abstraite par ρ♯ =
{x 7→ [−10, 10] ; y 7→ [−10, 10]}. On a donc perdu une information essentielle : pour tout e´le´ment
σ ∈ ρ, on a σ(x) = σ(y) ; en effet, la concre´tisation de ρ♯ est {{x 7→ i; y 7→ j} : i, j ∈ [−10, 10]},
qui ne garantit plus cette proprie´te´.
Pour re´pondre a` ce proble`me, des domaines dits relationnels ont e´te´ de´finis. Ainsi, le domaine
des polye`dres [CH78] repre´sente les e´le´ments abstraits par un polye`dres convexe clos, c’est-a`-dire
un ensemble d’ine´galite´s line´aires de la forme
∑
i αiXi ≤ βi ou` Xi ∈ V ar, αi, βi ∈ N. On garde
donc en me´moire des relations line´aires entre les variables du programme, ce qui permet une
abstraction nettement plus pre´cise des ensembles de valeurs concre`tes. Cependant, la complexite´
algorithmique des calculs sur le domaine des polye`dres est souvent trop e´leve´e pour des programmes
de tre`s grande taille. Des domaines relationnels plus simples ont donc e´te´ introduits dans le but
de garder certaines relations entre les variables tout en ayant une repre´sentation et des calculs
efficaces. Citons par exemple le domaine des octogones [Min01] qui limite les ine´galite´s line´aires a`
des ine´galite´s de la forme ±Xi±Xj ≤ c avec Xi, Xj ∈ V ar et c ∈ N. On ne garde donc en me´moire
que certaines relations entre les variables. Le re´sultat est donc une repre´sentation moins pre´cise
des ensembles de valeurs concrets, mais les calculs sont nettement plus efficaces. Une comparaison
graphique de la repre´sentation d’un ensemble de valeurs concre`tes (points verts) par un intervalle
(en bleu), un octogone (en rouge) et un polye`dres (en gris) est donne´e a` la figure 2.6.
Les domaines que nous venons de mentionner sont utilise´s pour calculer l’ensemble de valeurs
prises par les variables d’un programme au cours de toutes ses exe´cutions. Comme nous l’avons
mentionne´ dans l’introduction, il est souvent e´galement inte´ressant de prouver d’autres proprie´te´s
sur les logiciels embarque´s, comme par exemple des proprie´te´s de pre´cision nume´riques [GMP02].
Pour cette proprie´te´, des domaines qui ne donnent que la plage de valeurs prises par les variables
ne sont pas suffisant, on a besoin d’information supple´mentaire quant a` l’erreur de calcul commise
a` cause de l’utilisation de nombres a` virgule flottante. Pour cela, le domaine de l’erreur globale,
qui repre´sente un nombre re´el comme un nombre flottant plus une erreur de calcul, ou le domaine
des se´ries d’erreurs [Gou01, Mar02, Mar06], qui de´compose l’erreur en fonction des instructions du
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Intervalles Octogones
Polyhe`dres Signes
Fig. 2.6 – Diffe´rentes abstractions d’un meˆme ensemble de points.
programme, ont e´te´ utilise´ avec succe`s. Un comparatif des domaines abstraits pour la ve´rification
des proprie´te´s nume´riques des programmes est disponible dans [Mar05].
2.3.2 Se´mantique abstraite
Pour calculer la se´mantique abstraite, nous de´finissons pour chaque instruction du langage
s ∈ Stmt une fonction abstraite LsM♯ agissant sur les environnements abstraits. Cette fonction
doit surapproximer la se´mantique concre`te LsM, c’est-a`-dire que nous devons de´finir LsM♯ de telle
sorte que :
∀ρ♯ ∈ E♯, γ(LsM♯(ρ♯)) ⊆ LsM(γ(ρ♯)) (2.26)
Autrement dit, le calcul de la se´mantique abstraite doit eˆtre moins pre´cis que celui de la se´mantique
concre`te : si on effectue d’abord la fonction abstraite puis la concre´tisation, on obtient un ensemble
plus grand que si on effectue d’abord la concre´tisation puis le calcul de la se´mantique concre`te (voir
figure 2.7, les rectangles bleus sont les e´le´ments concrets, les ensembles rouges leurs concre´tisations
et l’ensemble gris le re´sultat de la se´mantique concre`te).
La se´mantique abstraite associe´e a` une affectation X := e de´pend fortement du domaine
nume´rique choisit pour repre´senter les ensembles de valeurs. Par exemple, dans le domaine des
intervalles l’affectation Y := X+3 changera dans l’environnement abstrait la valeur de la variable
Y en le re´sultat de l’ope´ration X + 3 calcule´e par une arithme´tique d’intervalle. Dans le domaine
des octogones, la meˆme instruction revient a` ajouter les deux contraintes Y −X ≤ 3 et X − Y ≤
−3. Pour l’ope´rateur de composition, la re`gle se´mantique est la meˆme que pour le cas concret :
Ls1; s2M♯ = Ls1M♯ ◦ Ls2M♯.
On peut de´finir la se´mantique abstraite du branchement conditionnel if ainsi :
Lif e then s1 else s2M♯(ρ♯) = Ls1M♯(ρ) ∪♯ Ls2M♯(ρ) .
On calcule donc la se´mantique du if en calculant l’effet des deux branches then et else sur
l’e´tat abstrait puis en effectuant l’union des deux re´sultats. Cette de´finition ve´rifie les crite`res de
suˆrete´ (e´quation (2.26)) mais effectue une grande surapproximation : on oublie comple`tement l’effet
filtrant de l’expression e. Une meilleure solution consiste donc a` de´finir pour chaque expression
e ∈ Exp un ope´rateur abstrait LeM♯ : E♯ → E♯ qui surapproxime l’effet du test if e. Pour un
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Fig. 2.7 – Crite`re de suˆrete´ pour la se´mantique abstraite.
environnement abstrait ρ♯ ∈ E♯, LeM♯(ρ) est une surapproximation de l’ensemble des e´tats concrets
ve´rifiant e :
∀ρ♯ ∈ E♯, {σ ∈ γ(ρ♯) : EJeK(σ) 6= 0} ⊆ γ(LeM♯(ρ♯)) .
On de´finit e´galement pour tout e ∈ Exp un ope´rateur ¬LeM♯ : E♯ → E♯ ve´rifiant :
∀ρ♯ ∈ E♯, {σ ∈ γ(ρ♯) : EJeK(σ) = 0} ⊆ γ(¬LeM♯(ρ♯)) .
En utilisant LeM♯, on peut alors de´finir une se´mantique abstraite plus pre´cise pour le branchement
conditionnel :
Lif e then s0 else s1M♯(ρ♯) = Ls0M♯ ◦ LeM♯(ρ♯) ∪♯ Ls1M♯ ◦ ¬LeM♯(ρ♯)
La meˆme logique intervient pour la se´mantique abstraite de la boucle while :
Lwhile e do sM♯(ρ♯) = ¬LeM♯ (lfp(Γ♯)) avec
Γ♯(ρ′) = ρ♯ ∪♯ (LsM♯ ◦ LeM♯)(ρ′)
Exemple 2.13 Dans le domaine des intervalles, on a par exemple :
∀c ∈ Z, ∀x ∈ V ar,
{ Lx ≤ cM♯(ρ♯) = ρ♯[x 7→ ρ♯(x)∩]−∞, c] ]
¬Lx ≤ cM♯(ρ♯) = ρ♯[x 7→ ρ♯(x) ∩ [c+ 1,∞[ ]
Le calcul de la se´mantique abstraite ne´cessite donc le calcul du plus petit point fixe d’une fonction
Γ♯ entre environnements abstraits. Ce plus petit point fixe existe d’apre`s le the´ore`me 2.2 car le
domaine abstrait est un treillis complet et Γ♯ est une fonction continue. On peut donc calculer le
plus petit point fixe par une ite´ration de Kleene. Le crite`re de suˆrete´ de l’e´quation (2.26) s’e´tend par
composition et passage au point fixe, de sorte que pour tout programme P et tout environnement
abstrait ρ ∈ E♯, on a :
LP M(γ(ρ♯)) ⊆ γ(LP M♯(ρ♯)) . (2.27)
Exemple 2.14 Reprenons le programme P ::= i := 1;X := 0;while i ≤ 10 do( X := X+1; i :=
i+ 1
)
de l’exemple 2.8. La se´mantique abstraite de P en utilisant le domaine abstrait Sign est :
LP M♯ :
{ E♯ → E♯
ρ♯ 7→ {i 7→ +, X 7→ +˙}
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On montre donc que pour toute exe´cution du programme, le re´sultat (a` savoir les valeurs de X et
i) est positif. On montre meˆme que la valeur de i est strictement positive. En revanche, on ne peut
pas montrer que X est diffe´rent de 0, car la se´mantique de l’expression boole´enne i ≤ 10 dans le
domaine des signes est la fonction identite´. On ne peut donc pas, apre`s le calcul du point fixe de
la se´mantique du while, re´duire l’e´le´ment abstrait obtenu graˆce a` ¬Li ≤ 10M♯.
2.3.3 Acce´le´ration de la convergence
L’utilisation d’un domaine abstrait et de la se´mantique abstraite permettent de re´soudre le
premier proble`me du calcul de la se´mantique collectrice, a` savoir manipuler des ensembles poten-
tiellement infini de valeurs. Cependant, le deuxie`me proble`me (le calcul d’un point fixe par une
ite´ration de Kleene potentiellement infinie) n’est pas re´solu. En effet, si le domaine abstrait choisi
a une hauteur infinie, le calcul de la se´mantique de la boucle while peut demander une ite´ration
infinie. Meˆme si le treillis est de hauteur finie, le nombre d’ite´rations ne´cessaires pour atteindre le
point fixe peut eˆtre re´dhibitoire pour l’analyse de programmes de grande taille. La the´orie de l’in-
terpre´tation abstraite repose donc sur une deuxie`me technique, appele´e e´largissement (widening
en anglais) [CC77, CC92b], qui assure la terminaison du calcul de la se´mantique au prix d’une
approximation supple´mentaire.
L’intuition derrie`re le widening est la suivante : lorsqu’on calcule le point fixe de la fonction Γ♯
par une ite´ration de Kleene, on calcule une chaˆıne croissante d’e´le´ments ρ♯0 ⊆♯ ρ♯1 ⊆♯ . . . ⊆♯ ρ♯n ⊆♯
. . . de´finis par ρ♯0 = ⊥♯ et ρ♯n+1 = Γ♯(ρn). Cette suite converge vers le point fixe lfp(Γ♯). Plutoˆt
que de calculer lfp(Γ♯), la technique du widening propose de transformer cette chaˆıne croissante
en une suite stationnaire qui converge vers une surapproximation du point fixe, ce qui permet de
garantir la condition de suˆrete´ de l’e´quation (2.27) et la terminaison des calculs. Formellement, un
ope´rateur de widening ▽ sur un treillis E est un ope´rateur ▽ : E × E → E tel que :
1. ∀x, y ∈ E, x ⊑ x▽y
2. ∀x, y ∈ E, y ⊑ x▽y








n∈N de´finie par y0 = x0 et pour tout entier
n ∈ N, yn+1 = yn▽xn+1 n’est pas strictement croissante. Remarquons que cela impose
qu’elle soit ultimement stationnaire car elle est croissante d’apre`s les proprie´te´s 1 et 2 de
l’ope´rateur ▽.
Exemple 2.15 Sur le treillis des intervalles I♯, on peut de´finir un ope´rateur de widening ▽ par :
[a, b]▽ [a′, b′] = [c, d] avec c =




+∞ si b′ > b
b sinon
.
En pratique, on utilisera l’ope´rateur de widening pour calculer, au lieu de la suite (ρ♯n)n∈N des ite´re´s




n∈N de´finie par y0 = ρ
♯
0 et yn+1 = yn▽ρ
♯
n+1 si n ≥ n0 et yn+1 = yn sinon.
Le seuil n0 permet d’ame´liorer la pre´cision du calcul en ne de´clenchant le widening qu’apre`s un
certain nombre d’ite´rations. On arreˆte ensuite les ite´rations lorsque l’on trouve yl tel que yl = yl+1.
On sait alors que yl ⊇♯ lfp(Γ♯) et on choisit yl comme surapproximation du plus petit point fixe
de Γ♯. L’utilisation du widening assure donc la terminaison des calculs, mais ne garantit plus le
calcul du plus petit point fixe.
Pour ame´liorer ensuite la pre´cision du calcul, on pourra utiliser un ope´rateur de re´tre´cissement
(narrowing) qui permet de raffiner le re´sultat obtenu. Un ope´rateur de narrowing sur un treillis E
est une fonction ▽ : E × E → E telle que :
1. ∀x, y ∈ E, x ⊓ y ⊑ x △ y ;
2. ∀x, y ∈ E, x △ y ⊑ x ;








n∈N de´finie par y0 = x0 et pour
tout entier n ∈ N, yn+1 = yn △ xn+1 est ultimement stationnaire.
Le narrowing est donc une surapproximation de l’intersection permettant de re´duire la surap-
proximation due au widening. Nous ne de´taillerons pas plus la notion de narrowing car nous ne
l’utiliserons pas dans la suite. On pourra se re´fe´rer a` [CC92b] pour plus de de´tails.
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Exemple 2.16 Sur le treillis des intervalles I♯, on peut de´finir un ope´rateur de narrowing △ par :
[a, b] △ [a′, b′] = [c, d] avec c =
{








Il existe de nombreux outils d’analyse statique par interpre´tation abstraite, souvent sous la
forme de prototypes acade´miques. Peu ont cependant e´te´ utilise´s pour des projets industriels de
grande taille. Nous en de´crivons ici trois qui sont chacun spe´cialise´ dans un type de proprie´te´
a` prouver. Mentionnons e´galement d’autres outils : Polyspace est un outil commercial mainte-
nant inte´gre´ a` Matlab/Simulink qui prouve l’absence d’erreurs a` l’exe´cution ; CGS (C Global
Surveyor, [VB04]) est un prototype de´veloppe a` la NASA qui ve´rifie le meˆme type de proprie´te´s ;
TVLA [BLARS07] est un outil de´veloppe´ par l’universite´ de Tel-Aviv qui ve´rifie des proprie´te´s de
cohe´rence de la me´moire (essentiellement du tas).
ASTREE
Le logiciel ASTREE1 [BCC+03, CCF+05] (pour Analyseur statique de logiciels temps-re´el
embarque´s) est un analyseur statique, de´veloppe´ a` l’E´cole Normale Supe´rieure, qui prouve l’ab-
sence d’erreur a` l’exe´cution (RTE) pour des programmes embarque´s temps-re´el e´crits en C. AS-
TREE peut de´tecter des erreurs spe´cifiques au langage C (division par ze´ro, de´passement de capa-
cite´ pour un tableau), des erreurs lie´es a` la repre´sentation en machine des donne´es (de´passement
de la plus grande valeur repre´sentable par exemple) ou encore le non-respect de proprie´te´s de´finies
par l’utilisateur via des assertions. ASTREE ne vise pas a` eˆtre un analyseur ge´ne´rique mais se
spe´cialise au contraire pour une classe pre´cise de programmes pour lesquels une RTE est cri-
tique. De par cette spe´cialisation et graˆce a` un choix de domaines abstraits spe´cifiques a` l’analyse
des logiciels vise´s (par exemple [Fer04] pour les filtres intervenant dans les logiciels de controˆle-
commande), ASTREE atteint une tre`s grande pre´cision d’analyse, ce qui permet son application
pour des projets industriels de tre`s grande taille [DS07].
AbsInt
Le logiciel AbsInt2 [FHL+01] calcule une borne supe´rieure sur le pire temps d’exe´cution (worst
wase execution time, ou WCET) d’un programme temps-re´el. AbsInt utilise un programme com-
pile´, exe´cutable et reconstruit le graphe de flot de controˆle, e´ventuellement avec l’aide d’informa-
tions fournies par l’utilisateur relatives au nombres d’appels re´cursifs par exemple. L’outil effectue
alors plusieurs analyses successives pour estimer le WCET : une analyse de valeurs pour de´terminer
le nombre maximal de tours de boucles, puis une analyse de cache pour de´terminer quels acce`s
me´moires utilisent la me´moire cache uniquement, et enfin une analyse de pipeline pour estimer le
temps d’exe´cution de chaque instruction. Ces diffe´rentes analyses sont alors combine´es pour estimer
le WCET. Comme ASTREE, AbsInt a e´te´ utilise´ notamment par Airbus lors du de´veloppement
du programme de vol de l’A380.
Fluctuat
Le logiciel Fluctuat 3 [GMP02] mesure l’erreur due a` l’utilisation des nombres flottants au lieu
des nombres re´els lors de l’exe´cution d’un programme e´crit en C. L’erreur est meˆme de´compose´ en
une “se´rie d’erreurs” qui indique la contribution de chaque instruction du programme a` l’erreur
finale. On peut ainsi visualiser directement quelle instruction cause la plus grande erreur ce qui
permet un de´buggage pre´cis du programme en cas d’erreur finale trop importante. L’utilisation
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parame`tres concernant l’analyse permettent d’obtenir des re´sultats pre´cis pour une grande gamme
de codes nume´riques [GMP06].
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CHAPITRE 3
Analyse de la partie continue : inte´gration garantie
L’analyse de la partie continue des syste`mes hybrides rele`ve d’un domaine de compe´tences tre`s
diffe´rent de l’analyse statique des programmes discrets. En effet, l’e´volution continue du syste`me
est ge´ne´ralement de´crite par une (ou plusieurs) e´quation diffe´rentielle, et l’e´tude de ces objets
mathe´matiques est un domaine extreˆmement large. Comme la re´solution formelle d’une e´quation
diffe´rentielle est un proble`me tre`s difficile dans le cas ge´ne´ral, de nombreux travaux portent sur leur
re´solution nume´rique, c’est-a`-dire trouver une suite de valeurs qui approchent au mieux la solution.
De nombreuses me´thodes ont e´te´ propose´es pour cela (Euler, Runge-Kutta, Heun, etc.), chacune
ayant ses avantages. Cependant, lorsqu’on s’inte´resse a` la ve´rification de syste`mes critiques, une
approximation de la solution ne suffit pas, il est ne´cessaire d’avoir des garanties sur l’emplacement
de la solution. Ce chapitre montre les me´thodes classiques permettant cela. Nous commencerons
par rappeler les bases de la the´orie des e´quations diffe´rentielles (section 3.1), puis nous de´taillerons
la me´thode d’inte´gration garantie a` base de se´ries de Taylor (section 3.3). Enfin, nous pre´senterons
les outils existants re´pondant au proble`me de l’inte´gration garantie (section 3.4). Outre la section
3.1 qui se fonde sur les livres [Inc56, SB93], les travaux pre´sente´es dans ce chapitre proviennent
essentiellement de [NJC99, Ned06] et [Sta97].
3.1 Rappels sur les e´quations diffe´rentielles
Dans cette section, nous rappelons les de´finitions de base ainsi que les principaux the´ore`mes
de la the´orie des e´quations diffe´rentielles qui sont ne´cessaires a` la bonne compre´hension des tech-
niques d’inte´gration garantie. On pourra trouver plus de de´tails ainsi que les preuves des re´sultats
pre´sente´s ici dans de nombreux livres sur les e´quations diffe´rentielles, par exemple [Inc56, SB93].
Dans toute cette section, F : Rn → Rn de´signe une fonction continue.
De´finition 3.1 (E´quation diffe´rentielle) Une e´quation diffe´rentielle ordinaire (EDO) de di-
mension n est une relation entre une fonction y : D → Rn de´finie sur un ouvert D et sa de´rive´e
temporelle y˙ : D → Rn, donne´e par :
y˙(t) = F (y(t), t) . (3.1)
Par convention, nous noterons souvent l’EDO y˙ = F (y, t).
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On peut de meˆme de´finir les e´quations diffe´rentielles d’ordre p > 1 comme une relation entre y
et ses p premie`res de´rive´es temporelles. Cependant, on peut toujours se ramener au cas des EDO
d’ordre 1 en introduisant des dimensions supple´mentaires correspondant aux de´rive´es de y.
De´finition 3.2 (E´quation diffe´rentielle autonome) Une e´quation diffe´rentielle est dite auto-
nome si la fonction F ne de´pend pas du temps t, c’est-a`-dire que l’on a y˙ = F (y).
Remarquons que toute e´quation diffe´rentielle est e´quivalente a` une e´quation diffe´rentielle auto-
nome : il suffit d’introduire une nouvelle dimension correspondant au temps, et dont la de´rive´e est
constante e´gale a` 1. Dans la suite, nous ne conside´rerons donc plus que des e´quations diffe´rentielles
autonomes de dimension n, que nous nommerons e´quations diffe´rentielles de dimension n par abus
de langage.
De´finition 3.3 (Solution d’une e´quation diffe´rentielle) La solution d’une e´quation
diffe´rentielle y˙ = F (y) de dimension n sur un ouvert D ⊆ R est une fonction continuˆment de´rivable
Φ : D → Rn telle que
∀t ∈ D, Φ˙(t) = F (Φ(t)) . (3.2)
Exemple 3.1 L’e´quation diffe´rentielle d’ordre 2{
y˙1 = y2
y˙2 = −y1





∃α, β ∈ R :
{
φ1(t) = α sin(t) + β cos(t)
φ2(t) = α cos(t)− β sin(t) .
En ge´ne´ral, s’il existe une solution a` l’e´quation diffe´rentielle sur un domaine donne´, alors il
en existe une infinite´ qui sont obtenues par transformation a` partir de la premie`re solution. Par
contre, si une condition initiale est fixe´e, les solutions sont (dans les bons cas) uniques. Cela nous
ame`ne donc a` de´finir la notion de Proble`me de Cauchy (Initial Value Problem ou IVP en anglais).
De´finition 3.4 (Proble`me de Cauchy) E´tant donne´e une e´quation diffe´rentielle y˙ = F (y) et
une condition initiale y(0) = y0, le proble`me de Cauchy consiste a` trouver un ouvert D ⊆ R qui
contienne 0 et une solution Φ a` l’e´quation diffe´rentielle sur D telle que Φ(0) = y0
Remarquons que dans le cas des EDO autonomes, le choix de 0 comme temps initial n’a pas
d’importance : si Φ(t) est une solution au proble`me de Cauchy pour une condition initiale y(0) = y0,
alors Φ(t+ t0) est une solution au proble`me de Cauchy pour la condition initial y(t0) = y0. Nous
ne conside´rerons donc de`s maintenant que des proble`mes de Cauchy pour lesquels la condition
initiale est donne´e en 0.
Remarque Dans la suite, nous utiliserons indiffe´remment le terme proble`me de Cauchy ou IVP.
Exemple 3.2 L’unique solution au proble`me de Cauchy donne´ par l’e´quation diffe´rentielle de





φ1(t) = 3/2 sin(t) + 3/5 cos(t)
φ2(t) = 3/2 cos(t)− 3/5 sin(t) .
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Selon les proprie´te´s de la fonction F , un proble`me de Cauchy peut avoir une, plusieurs ou une
infinite´ de solutions, ou alors peut ne pas en avoir du tout. Lorsqu’un IVP posse`de une solution,
on cherche le plus souvent a` trouver la solution maximale, c’est-a`-dire celle qui est de´finie sur le
plus grand ouvert. Formellement, nous dirons qu’un solution Φ1 de´finie sur D1 est une extension
de Φ2 de´finie sur D2 si D2 ⊂ D1 et si il existe t ∈ D2 tel que Φ1(t) = Φ2(t) (les deux fonctions sont
alors e´gales sur tout l’ouvert D2). Une solution maximale est une solution qui ne peut pas eˆtre
e´tendue. De nombreux re´sultats existent sur l’existence et l’unicite´ de solutions maximales pour
diffe´rentes classes d’e´quations diffe´rentielles. Le plus utile et le plus connu concerne les e´quations
diffe´rentielles pour lesquelles la fonction F est (au moins localement) Lipschitz.
De´finition 3.5 (Fonction k-lipschitz) Une fonction Ψ : D → E de´finie sur un ouvert D muni
de la distance dD a` valeur dans le domaine E muni de la distance dE est dite k-lipschitz si et
seulement si :
∀x, y ∈ D, dE
(
Ψ(x),Ψ(y)
) ≤ k × dD(x, y) .
Autrement dit, une fonction est k-lipschitz si son taux d’accroissement est borne´. En particulier,
une fonction k-lipschitz avec k ≤ 1 est dite contractante. Pour les e´quations diffe´rentielles de´finies
par une fonction Lipschitz, on dispose du the´ore`me de Cauchy-Lipschitz qui assure l’existence et
l’unicite´ d’une solution maximale, et donc nous donnons ici (the´ore`me 3.1) une version simplifie´e.
The´ore`me 3.1 (Existence et unicite´ de la solution maximale.) Si la fonction F est k-
lipschitz autour de la condition initial y0, alors le proble`me de Cauchy y˙ = F (y), y(0) = y0
admet une unique solution maximale de´finie sur un voisinage de 0.
Ce the´ore`me permet donc de prouver l’existence d’une unique solution a` un proble`me de Cauchy.
Cependant, il ne donne aucune caracte´risation de cette solution ni aucun moyen de la calculer.
Le the´ore`me suivant, duˆ a` Picard, donne une caracte´risation de cette solution via un the´ore`me de
point fixe.




un compact de R contenant 0. On





















admet un point fixe. Ce point fixe est la solution au proble`me de Cauchy.
Le the´ore`me 3.2 donne donc une caracte´risation de la solution a` un proble`me de Cauchy comme
un point fixe, au sens de la the´orie des points fixes de Banach, d’un ope´rateur agissant sur les
fonctions continues. Dans le cas ou` la fonction F est globalement lipschitz sur Rn, on dispose
meˆme d’un the´ore`me plus fort qui donne un moyen de calculer la solution.
The´ore`me 3.3 (Convergence des ite´re´s de Picard.) Si F est globalement lipschitz sur Rn,








(fn) est uniforme´ment convergente





donc la solution au proble`me de Cauchy.
Le the´ore`me 3.3 donne donc, the´oriquement, un moyen de calculer la solution d’une e´quation





est en pratique impossible pour des fonctions F non triviales.
Nous e´nonc¸ons maintenant une des propositions fondamentales des solutions a` un proble`me
de Cauchy dont la fonction F est globalement Lipschitz. Cette proposition permet d’encadrer (de
manie`re tre`s large) la solution du proble`me de Cauchy sur tout son domaine de de´finition.
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Fig. 3.1 – Comparaison de l’inte´gration nume´rique et garantie.
Proposition 3.4 Soit y˙ = F (y), y(t0) = y0 un proble`me de Cauchy tel que F est α-Lipschitz.
Soit y∞ la solution unique au proble`me de Cauchy. On a alors :
∀t ≥ t0, |y(t)− y(t0)| ≤ F (y0) · eα(t−t0)(t− t0) . (3.4)
3.2 But de l’inte´gration garantie
A` partir de maintenant, le terme proble`me de Cauchy se re´fe´rera au proble`me de Cauchy
y˙ = F (y), y(0) = y0 ou` la fonction F est globalement Lipschitz sur R (ou du moins globalement
Lipschitz sur le codomaine de y). Nous noterons de´sormais y∞ la solution du proble`me de Cauchy.
Cette solution est ge´ne´ralement inconnue mais on sait en calculer des approximations graˆce a`
des sche´mas d’inte´gration nume´rique. Le but de l’inte´gration garantie est tout autre : il s’agit de
trouver des encadrements suˆrs de la solution, c’est-a`-dire des formes ge´ome´triques (en ge´ne´ral des
rectangles) dont on est suˆr qu’elles contiennent la vraie solution, au moins a` un certain nombre
de points dans le temps. La figure 3.1 montre le principe, pour une e´quation diffe´rentielle a` une
dimension. La courbe noire correspond a` la solution du proble`me de Cauchy, les points rouges
sont les approximations nume´riques fournies par un sche´ma classique (Euler par exemple), et les
encadrements marrons repre´sentent les formes ge´ome´triques recherche´es par l’inte´gration garantie.
En particulier, la recherche d’encadrements globaux (rectangles bleus en tirets sur la figure 3.1)
est inte´ressante pour l’analyse statique des syste`mes hybrides.





n∈N, ou` tn ∈ R+ et [yn] ∈ InF telle que
∀n ∈ N, y∞
(
tn
) ∈ [yn] .




0≤n≤N . Un deuxie`me
inte´reˆt de l’inte´gration garantie est de pouvoir ge´rer des proble`mes de Cauchy ou` la condition
initiale n’est pas pre´cise´ment connue mais seulement donne´e par un intervalle : y(0) ∈ [y0]. Dans
ce cas, on veut pouvoir donner des encadrements de l’ensemble des solutions a` un proble`me de
Cauchy donne´ par une condition initiale y(0) = y0, avec y0 ∈ [y0].
Proble`me 3.1 (Inte´gration garantie) E´tant donne´ une e´quation diffe´rentielle de dimension n





0≤n≤N telle que :
– t0 = 0, ti ≤ ti+1 et tN = T ;
– toute solution y∞ a` un proble`me de Cauchy y˙ = F (y), y(0) = y0 avec y0 ∈ [y0] ve´rifie
∀n ∈ J0, NK, y∞(tn) ∈ [yn] .
Le proble`me de l’inte´gration garantie globale s’exprime de la meˆme fac¸on, sauf que les enca-
drements doivent ve´rifier ∀t ∈ [tn, tn+1], y∞(t) ∈ [yn].
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Remarque (1) Le cas des e´quations diffe´rentielles a` parame`tres (y˙ = F (y, k)) ou` k n’est pas
connu exactement (k ∈ [k]) est inclus dans notre formalisme. Il suffit de conside´rer k comme
une variable continue constante (dont la de´rive´e est nulle) ayant comme valeur initiale l’intervalle
[k]. Cependant, des me´thodes plus avance´es pour ce type de proble`mes existent. Elles reposent
essentiellement sur l’utilisation des mode`les de Taylor [LS07]. Ces techniques de´passent le cadre
de cette the`se.
Remarque (2) A` partir de maintenant, nous ne conside´rerons que le cas d’e´quations
diffe´rentielles de dimension 1, les dimensions supe´rieures sont une extension triviale du cas de
dimension 1.
3.3 Me´thode des se´ries de Taylor
La premie`re solution apporte´e au proble`me 3.1 est une me´thode reposant sur les se´ries de Taylor
[NJC99, Lo¨88, Eij81] ; elle remonte aux de´buts de l’arithme´tique d’intervalle de Moore [Moo66]. Il
s’agit en fait de la premie`re application de l’arithme´tique d’intervalle. Cette me´thode est encore la
plus utilise´e aujourd’hui, elle est notamment au cœur de outils AWA [Lo¨88] et VNODE [NJ01a].
C’est une me´thode ite´rative explicite (elle calcule [yn+1] en fonction de [yn] uniquement) qui
posse`de deux e´tapes :
– une e´tape de pre´diction/validation qui calcule tn+1 et un encadrement grossier de y∞ sur
[tn, tn+1], validant ainsi l’existence de la solution sur [tn, tn+1] ;
– une e´tape de correction/raffinement qui diminue l’encadrement a priori pour donner une
garantie pre´cise sur y∞ au point tn+1.
3.3.1 Un me´thode en deux e´tapes
Le calcul de l’encadrement [yn+1] est obtenu a` partir de [yn] de la manie`re suivante. On
commence par de´composer une solution au proble`me de Cauchy en se´rie de Taylor jusqu’a` l’ordre
N (on utilise le the´ore`me de Taylor avec reste de Lagrange) :













Dans cette e´quation, hn+1 = tn+1 − tn repre´sente le pas d’inte´gration choisi. Nous allons utiliser
l’e´quation (3.5) pour obtenir un encadrement de y∞(tn+1). Commenc¸ons par les termes simples.
Par hypothe`se, on sait que y∞(tn) ∈ [yn], donc on a :













Par ailleurs, on sait que y˙ = F (y). Soit F [n] la suite de fonctions de´finies par F [1] = F et
F [i] = Fi
∂F [i−1]
∂y pour i ≥ 2. Alors, il est aise´ de de´montrer (par re´currence) que










En injectant ces e´galite´s dans l’e´quation (3.6) et en utilisant l’encadrement y∞(tn) ∈ [yn], on
obtient :












Dans l’e´quation (3.7), il reste un terme a` borner pour obtenir un encadrement de y(tn+1). Ce
terme ne´cessite de calculer un intervalle [y˜n] tel que ∀t ∈ [tn, tn+1] , y∞(t) ∈ [y˜n]. La premie`re
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e´tape de l’algorithme d’inte´gration garantie sera donc le calcul de cet encadrement. Si on inse`re








[N ]([y˜n]) . (3.8)
Cependant, en utilisant cette formule on voit que la largeur de l’intervalle [yn+1] est supe´rieur a`
la largeur de [yn], et donc cette formule donne une me´thode tre`s instable. La seconde e´tape de
l’algorithme d’inte´gration garantie sera donc de calculer un encadrement le plus fin possible pour
[yn+1].
3.3.2 Encadrement a priori
La premie`re e´tape doit donc calculer, e´tant donne´s [yn], tn et tn+1, un intervalle [y˜n] tel
que, si y(tn) ∈ [yn], alors ∀t ∈ [tn, tn+1] , y(t) ∈ [y˜n]. Si plusieurs me´thodes existent pour cela
(encadrement constant [Eij81, Lo¨88], polynomial [Lo¨95] ou d’ordre supe´rieur [Moo66]), toutes
reposent sur l’application de l’ope´rateur de Picard-Lindelo¨f sur le bon espace de fonctions puis
l’utilisation du the´ore`me de point fixe de Banach.
De´finition 3.6 (Ope´rateur de Picard-Lindelo¨f) Soit D ⊆ C0 un ensemble de fonctions conti-
nues de´finies sur un voisinage de tn. L’ope´rateur de Picard-Lindelo¨f transforme une fonction conti-
nue en une autre fonction continue donne´e par :
Ψ :
{ D → C0





D’apre`s le the´ore`me de Picard 3.2, le proble`me de Cauchy posse`de une unique solution si et
seulement si Ψ posse`de un point fixe. Nous allons utiliser le the´ore`me du point fixe de Banach
pour prouver son existence.
The´ore`me 3.5 (The´ore`me de Banach.) Soit Φ : Y → Y une fonction contractante de´finie sur
un espace me´trique Y . Alors, Φ posse`de un unique point fixe y∗ ∈ Y , c’est-a`-dire que Φ(y∗) = y∗.
Nous de´crivons maintenant la me´thode la plus simple, dite de l’encadrement constant. Cette
me´thode (comme toutes les autres) est une me´thode validante : elle peut re´ussir, auquel cas le
pas d’inte´gration de tn a` tn+1 est valide´, ou e´chouer, auquel cas le pas d’inte´gration est rejete´
et un nouveau pas doit eˆtre choisi. Un enjeu important des me´thodes d’inte´gration garantie est
de limiter le nombre de pas rejete´s, et les me´thodes d’ordre supe´rieur permettent justement cela
[Lo¨95, Moo66, NJP01]. La me´thode a` encadrement constant repose sur le the´ore`me suivant.
The´ore`me 3.6 Soit [R] ∈ IF tel que [yn] ⊆ [R]. Si [yn] + [0, hn]F
(
[R]
) ⊆ [R], alors il existe
une unique solution y au proble`me de Cauchy sur l’intervalle [tn, tn+1] et cette solution ve´rifie
∀t ∈ [tn, tn+1, , ] y∞(t) ∈ [R] .
Preuve Soit [R] un intervalle contenant [yn], et soit Y l’ensemble des fonctions continues de´finies
sur [tn, tn+1] a` valeur dans [R]. Soit f ∈ Y , on a alors :
















∈ [yn ]+ [0, hn] [R]
46
3.3. ME´THODE DES SE´RIES DE TAYLOR 47
D’apre`s les hypothe`ses du the´ore`me, on a donc ∀t ∈ [tn, tn+1] , (Ψf) (t) ∈ [R], donc Ψf ∈ Y . Ψ
est donc une fonction contractante (pour la norme exponentielle) de Y dans lui meˆme. D’apre`s le
the´ore`me de Banach, elle posse`de donc un point fixe y∞, qui, d’apre`s le the´ore`me de Picard 3.2,
est l’unique solution au proble`me de Cauchy sur [tn, tn+1]. ¤
Le the´ore`me 3.6 est a` la base de l’algorithme de calcul de l’encadrement a priori par la me´thode
constante (algorithme 1). Intuitivement, la me´thode fonctionne ainsi : on choisit arbitrairement un
premier encadrement que l’on utilise pour faire une extrapolation garantie a` partir de la me´thode




). Si cette extrapolation de´passe [R] (figure 3.2(a)), on
refuse le pas et la me´thode sera re´-applique´e avec un pas plus petit. Si au contraire l’extrapolation
reste dans [R] (figure 3.2(b)), on valide le pas et on choisit [R] pour [y˜n].
Entre´e : [yn] ; /* encadrement a` tn */
Entre´e : hn ; /* pas d’inte´gration choisi */
Re´sultat : [y˜n] tel que ∀t ∈ [tn, tn + hn] , y(t) ∈ [y˜n].
de´but
Trouve [y˜n] ⊃ [yn];
Calcule [y˜n]
′












Algorithme 1 : Validation d’un pas de calcul par Picard-Lindelo¨f.
[yn ]
(a) Pas non valide´.
[yn ]
(b) Pas valide´.
Fig. 3.2 – Utilisation de l’ope´rateur de Picard-Lindelo¨f.
3.3.3 Re´duction de l’encadrement
Apre`s la validation du pas d’inte´gration et le calcul de l’encadrement [yn], on peut utili-
ser l’e´quation (3.8) pour trouver un encadrement de y∞(tn+1). Cependant, cette formule est in-
trinse`quement mauvaise car elle ne peut que faire grossir la largeur des intervalles. En effet, [yn+1]
est de´fini comme la somme de [yn] et d’un autre intervalle. D’apre`s les re`gles du calcul par in-
tervalle, la largeur du re´sultat d’une somme est supe´rieure a` la largeur des deux ope´randes. La
largeur de [yn+1] est donc supe´rieure a` celle de [yn]. Pour empeˆcher cela, nous allons effectuer les
calculs d’intervalles en utilisant la forme centre´e [JKDW01]. Nous repre´sentons donc [yn] comme
un point ŷn, le milieu de [yn], et un petit intervalle [rn] centre´ en 0 tel que [yn] = ŷn + [rn]. On
utilise alors le the´ore`me 3.7 pour calculer de manie`re plus pre´cise les fonctions d’inclusions.
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The´ore`me 3.7 (Calcul d’une fonction d’inclusion par forme centre´e.) Soit [R] = R̂ +
[r] un intervalle donne´e sous forme centre´e et f une fonction continuˆment de´rivable sur R. On










On a alors :





Le the´ore`me 3.7 permet donc de calculer une fonction d’inclusion qui est souvent (mais pas tou-
jours) plus pre´cise que la fonction d’inclusion obtenue en remplac¸ant chaque ope´rateur par son
e´quivalent dans l’arithme´tique d’intervalle (voir [JKDW01] pour une comparaison pousse´e entre
ces deux modes de calcul). Si on injecte le the´ore`me 3.7 dans l’e´quation (3.8), on obtient :


















En utilisant l’e´quation (3.11), on peut montrer que, si le proble`me de Cauchy sous-jacent est
contractant, alors la me´thode est stable : la largeur de l’intervalle [yn+1] serait infe´rieure a` la
largeur de l’intervalle [yn] si on pouvait calculer de manie`re exacte chacun des termes intervenant
dans l’e´quation (3.11). En pratique, le calcul peut se re´ve´ler instable a` cause de l’effet enveloppant,
ou wrapping effect en anglais [JKDW01]. Le wrapping effect intervient dans tout calcul sur des
rectangles de dimension n ≥ 2. Soit R ∈ In
D
un rectangle de dimension n, et soit f une fonction
continue que l’on souhaite e´valuer sur R. On veut donc calculer R′ = {f(x) : x ∈ R}. Pour
calculer R′, on utilise l’arithme´tique d’intervalle et donc une fonction d’inclusion a` la place de f .
On obtiendra donc une surapproximation R˜ de R′ qui peut eˆtre tre`s large (voir la figure 3.3) : si
R′ a une forme tre`s e´loigne´e d’un rectangle, la surapproximation est force´ment tre`s forte ; dans le
cas de la figure 3.3, le rectangle rouge repre´sente la meilleure approximation possible R˜ de R′.
f[R]





Fig. 3.3 – Exemple de wrapping effect.
3.3.4 Limitation du wrapping effect
Le wrapping effect est certainement le principal facteur d’impre´cision des me´thodes





et [rn] si, par exemple, la matrice jacobienne est une matrice de
rotation, alors le wrapping effect sera important. Pour re´duire ce phe´nome`ne, plusieurs me´thodes
ont e´te´ propose´es par Moore [Moo66], Eijgenraam [Eij81], avec plus ou moins de succe`s [NJC99].
Nous de´crivons ici rapidement la me´thode de Lo¨hner dite de “factorisation QR” et l’illustrons par
des sche´mas explicatifs (emprunte´s a` [NJC99]).
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[i](ŷn) + sn+1 (3.14)








En utilisant ces notations et l’e´quation (3.11), on obtient (avec A0 = IN , la matrice identite´ de
dimension N) :






























On de´finit donc l’encadrement a` t1 comme l’intersection de deux intervalles qui sont obtenus d’une
part en e´valuant (3.11) directement (e´quation (3.16)), et d’autre part en effectuant avant le calcul
de [S0][r0] un changement de base via une matrice re´gulie`re A1 (e´quation (3.20)). Le choix de cette
matrice est primordial pour que le wrapping effect soit limite´, et nous le de´taillons dans la suite.
Expliquons d’abord comment, a` partir de A1, [y1] et [q1] =
(
A−11 ([S0]A0)[r0] + A
−1
1 ([z1] − z1
)
on obtient un encadrement [y2] de y(t2). Il suffit de re´pe´ter la meˆme ope´ration que pour [y1] :






























Encore une fois, il est important de bien choisir la matrice re´gulie`re A2. En re´pe´tant cette me´thode,
on obtient l’algorithme 2 qui calcule [yn+1], Sn+1 et [qn+1] a` partir de [yn], An et [qn].
Entre´e : [yn] ; /* encadrement a` tn */
Entre´e : hn ; /* pas d’inte´gration choisi */
Entre´e : ŷn, [y˜n], An, [qn]






















































Algorithme 2 : Re´duction de l’encadrement par la me´thode de Lo¨hner.
Comme nous l’avons de´ja` dit, c’est le choix de An+1 qui rend la me´thode inte´ressante pour la
diminution du wrapping effect. Dans la me´thode de factorisation QR de Lo¨hner, le choix s’effectue
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puis on effectue la de´composition QR
de Ân+1 : Ân+1 = Qn+1Rn+1 ou` Qn+1 est une matrice orthogonale et Rn+1 est une matrice
triangulaire supe´rieure. On pose alors An+1 = Qn+1. Intuitivement, cela revient a` changer le




[qn] de telle sorte qu’un des axes du
nouveau repe`re soit paralle`le a` une des areˆte du paralle´le´pipe`de de´finie par
{
Ân+1.q : q ∈ [qn]
}
.
Cela se traduit par un meilleur encadrement du re´sultat que dans le repe`re initial (figure 3.4,
ligne 1 et 2). Un choix encore meilleur consiste a` permuter dans un premier temps les colonnes de
Ân+1 de telle sorte que la premie`re colonne corresponde a` la plus grande arreˆte du paralle´le´pipe`de{
Ân+1.q : q ∈ [qn]
}
. Ainsi, dans le repe`re engendre´ par Qn+1, un des axes est paralle`le a` cette
areˆte, ce qui ame´liore encore le re´sultat (figure 3.4, troisie`me ligne). On pose alors An+1 = Qn+1,

























(Q−1A)x : x ∈ [R]¯
(Q−1A) [R]
Fig. 3.4 – Re´duction du wrapping effect par de´composition QR.
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Encadrement de h1 Temps CPU (s)
CI1 6.25144769981[78620,80300] 0.12
CI2 6.251[3591546711086,5362449647825] 0.14
Parame`tres intervalle [6.1890431083846806,6.2515002772193374] 0.3
Tab. 3.1 – Efficacite´ de VNODE sur le proble`me (3.22).
3.4 Outils
Nous pre´sentons ici rapidement les outils les plus connus pour la re´solution garantie d’e´quations
diffe´rentielles, en insistant sur leurs diffe´rences. Pour un comparatif plus de´taille´, avec notamment
des comparaisons d’efficacite´, on pourra se re´fe´rer a` [Ned06]. Nous montrons pour chaque outil
un programme qui permet la re´solution garantie de l’e´quation diffe´rentielle du syste`me des deux
re´servoirs introduit a` la section 1.6, dans le cas ou` les deux vannes sont ouvertes et le niveau d’eau
du deuxie`me re´servoir infe´rieur a` la hauteur H :{









Nous e´tudierons ce proble`me avec, dans un premier temps, des conditions initiales (CI1) donne´es
par un singleton : h1 = 10, h2 = 4 et les parame`tres k1 = 2, k2 = 3 et i =5. Ensuite, nous
calculerons un encadrement garanti pour des conditions initiales avec incertitude (CI2) : h1 ∈
[9.8, 10.2] et h2 ∈ [4, 4.01]. Enfin, nous utiliserons les conditions initiales ponctuelles et nous
imposerons une incertitude sur les parame`tres de l’EDO : k1 ∈ [2, 2.01] et k2 ∈ [3, 3.1]. A` chaque
fois le temps d’inte´gration sera de T = 20.
3.4.1 VNODE
VNODE1 [NJ01a, NJ99] est une bibliothe`que C++ d’inte´gration garantie de´veloppe´e par Ned
Nedialkov. Elle repose sur une me´thode de Hermite-Obreschkoff par intervalle et un de´veloppement
en se´ries de Taylor de la solution de l’e´quation diffe´rentielle. Elle utilise les techniques avance´es pour
calculer l’encadrement a priori et pour limiter le wrapping effect. Graˆce a` l’utilisation des templates
C++ [VJ02] elle est tre`s simple d’utilisation, notamment dans sa dernie`re version VNODELP. Le
calcul des de´rive´es successives de la solution est fait par diffe´rentiation automatique [Ral81, Gri00,
BHN02] graˆce a` la librairie FADBAD [BS96] et les calculs d’intervalle sont ge´re´s par la librairie
PROFIL/BIAS [Knu94]. Un programme permettant de re´soudre l’e´quation (3.22) est donne´ a` la
figure 3.5. Le tableau 3.1 donne les re´sultat obtenus par VNODE pour l’e´quation (3.22).
3.4.2 Cosy
COSY Infinity 2 [BM06a, BM98] est un syste`me de calcul scientifique initialement de´veloppe´
pour la physique des particules. Des composants de calcul garanti utilisant les mode`les de Taylor
[BH98] y ont e´te´ ajoute´s, et notamment un inte´grateur garanti nomme´ COSY-VI (COSY Veri-
fied Integrator). L’algorithme d’inte´gration de COSY-VI reprend les me´thodes que nous avons
mentionne´es, mais utilise une repre´sentation des donne´es sous forme de mode`les de Taylor a` la
place des intervalles. Les mode`les de Taylor permettent de repre´senter des ensembles de points de
manie`re plus pre´cise que les intervalles (et notamment des ensembles de points non convexes) et
souffrent ainsi moins du wrapping effect. Cette utilisation des mode`les de Taylor peut eˆtre vue
comme un de´veloppement en se´ries de Taylor de la solution en fonction du temps et des conditions
initiales. Le syste`me COSY-VI est e´crit en Fortran, avec une interface C++, mais reste d’usage
assez complexe. Tous les calculs d’intervalles sont fait par COSY Infinity, et leur correction vis-a`-
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/* condition initiale */










Fig. 3.5 – Programme VNODE pour re´soudre le proble`me (3.22).
Encadrement de h1 Temps CPU
CI1 6.2514476998179[3,6] 0.44
CI2 - -
Parame`tres intervalle - -
Tab. 3.2 – Efficacite´ de AWA sur le proble`me (3.22).
de COSY, outre son utilisation laborieuse, est sa lenteur : du fait de l’utilisation des mode`les de
Taylor, le processus d’inte´gration est nettement plus lent. En revanche, la stabilite´ de la solution
calcule´e est tre`s bonne, meˆme en pre´sence d’incertitudes e´leve´es sur les conditions initiales.
Remarque Pour des proble`mes de brevets et de conflits entre l’universite´ du Michigan et SUN
Microsystems, l’outil d’inte´gration garantie de COSY n’est plus disponible librement. Nous n’avons
donc pas pu le tester et les remarques pre´ce´dentes sur son utilisation viennent de discussion avec
des utlisateurs re´guliers de COSY. Pour ces raisons nous ne montrons donc pas les temps de calcul
de COSY sur le proble`me (3.22).
3.4.3 AWA
AWA3 [Lo¨88] est un des plus anciens inte´grateurs garantis. Son imple´mentation est tre`s proche
des techniques que nous avons de´taille´es ici. E´crit en Pascal, il est d’installation et d’utilisation
facile. Cependant, cela le rend e´galement tre`s difficilement inte´grable dans un projet plus vaste et le
temps de calcul est e´leve´ compare´ aux outils plus re´cents. Il n’est pas possible avec AWA de donner
une condition initiale intervalle ni des parame`tres intervalles dans les e´quations diffe´rentielles, nous
ne donnons donc les re´sultats de AWA que pour la condition initiale CI1. Le programme permettant





F2 = 3*sqrt(U1) - 2*sqrt(U2)
;;





Fig. 3.6 – Programme AWA pour re´soudre le proble`me (3.22).
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Les syste`mes hybrides sont des syste`mes qui pre´sentent des comportements discrets (change-
ment instantane´ et non continu d’e´tat) et des comportements continus (e´volution d’un e´tat vers un
autre en suivant un flot continu dans le temps). Ils sont donc a` l’intersection de deux communaute´s
qui ont chacune de´veloppe´ leur propre formalisme pour les e´tudier. Du point de vue de la the´orie
des syste`mes dynamiques et du controˆle, un syste`me hybride est avant tout un syste`me continu
e´tendu par des fonctions de reset. La mode´lisation des syste`mes hybrides se fait alors via des fonc-
tions affines par morceaux (piecewise affine systems, PWA), via des syste`mes mixant logique et
dynamique (mixed logic dynamical systems, MLD) ou encore via des e´quations diffe´rentielles dis-
continues. Heemels et al. formalisent ces mode`les et proposent une comparaison de leurs pouvoirs
expressifs ainsi que des techniques de ve´rification [HDB01]. D’un point de vue plus informatique,
un syste`me hybride est essentiellement un syste`me a` e´ve`nements discrets e´tendu par des e´quations
diffe´rentielles permettant de mode´liser les e´volutions des variables continues. Ainsi, la the´orie des
automates finis et des alge`bres de processus ont leur e´quivalent hybride. Nous nous plac¸ons dans
cette optique et pre´sentons ici les mode`les de syste`mes hybrides les plus “informatique”.
4.1 Exemple introductif
Avant de formaliser la the´orie des syste`mes hybrides, et celle des automates hybrides en parti-
culier, nous allons introduire les concepts hybrides par un exemple classique. Notre formalisation
est le´ge`rement diffe´rente de [Hen96] mais reste e´quivalente.
Description du syste`me. Le syste`me hybride tre`s simple que nous allons e´tudier est celui du
thermostat [Hen96], dont nous avons juste change´ les valeurs des parame`tres : un radiateur est
place´e dans une pie`ce, et est relie´ a` un thermostat qui est charge´ de maintenir la tempe´rature
de la pie`ce entre 19 et 26 degre´s. Pour cela, le thermostat mesure a` tout instant la tempe´rature,
et si elle passe au-dessus (respectivement au-dessous) de 19 (respectivement 26) degre´s, il allume
(respectivement e´teint) le radiateur. Clairement, quand le radiateur est allume´, la tempe´rature de
la pie`ce augmente, et quand il est e´teint, la tempe´rature diminue. Nous avons bien affaire a` un
syste`me hybride compose´ :
– d’une partie continue (tempe´rature x de la pie`ce) qui comporte deux modes : x˙ = 9− x/3 si
le radiateur est allume´, x˙ = −x/3 si le radiateur est e´teint ;
– et d’une partie discre`te, le thermostat qui posse`de un capteur mesurant x et un actionneur
pour allumer/e´teindre le radiateur.
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x ≤ 19switch on
x ≥ 26 switch off






Fig. 4.2 – E´volution de la tempe´rature x lors d’une exe´cution de l’automate du thermostat simple.
L’automate e´quivalent. Une fac¸on de repre´senter ce syste`me hybride est l’automate hybride de
la figure 4.1. Ce mode`le est un automate fini a` deux e´tats discrets (ON et OFF) auxquels on ajoute
des informations concernant la partie continue. Ces informations sont de trois natures :
– une e´quation de flot dans chaque e´tat. Il s’agit de l’e´quation diffe´rentielle associe´e a` chaque
e´tat discret (par exemple x˙ = 9−x/3 pour l’e´tat ON) qui de´crit comment la variable continue
x e´volue lorsque l’automate se situe dans cet e´tat discret ;
– un invariant dans chaque e´tat. Il s’agit de la contrainte (rouge sur la figure 4.1) associe´e
a` chaque e´tat discret. L’automate ne pourra rester dans un e´tat discret que tant que cet
invariant sera ve´rifie´ ;
– des conditions de transition. Il s’agit de la contrainte associe´e a` chaque transition (par
exemple x > 26 pour la transition switch off). La transition ne pourra eˆtre effectue´e que
si la contrainte est ve´rifie´e.
Exemple d’exe´cution. Voici, sche´matiquement, comment va s’exe´cuter ce mode`le. Nous suppo-
serons que l’automate commence dans l’e´tat ON et que la tempe´rature est de 18 (x = 18). Comme
l’automate est dans l’e´tat ON, que l’invariant de cet e´tat est ve´rifie´ (x ≤ 26) et que la condition
de changement d’e´tat (x ≥ 26) ne l’est pas, l’automate va rester dans l’e´tat ON. La variable x
est alors modifie´e selon l’e´quation diffe´rentielle x˙ = 9 − x/3 ; elle suit donc la courbe (1) de la
figure 4.2, jusqu’a` ce que x = 26. Lorsque x = 26, une transition continue n’est plus possible car
elle invaliderait l’invariant, et la condition de saut est valide´e, la transition switch off est donc
exe´cute´e. L’automate se trouve alors dans la situation suivante : x = 26 et l’e´tat est OFF. La
variable x est maintenant modifie´e par l’e´quation diffe´rentielle x˙ = −x/3 jusqu’a` ce que x = 19,
c’est-a`-dire qu’elle suit la courbe (2) de la figure 4.2. Lorsque x = 19, la transition switch on est
exe´cute´e et l’automate se retrouve dans l’e´tat ON, avec x = 19. Clairement, l’automate va alors
osciller entre les e´tats ON et OFF et la variable x va re´pe´ter le motif de la figure 4.2.
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4.2 Les automates hybrides
Nous de´finissons maintenant formellement la notion d’automate hybride, d’exe´cution d’un au-
tomate hybride et de trajectoire hybride.
4.2.1 Formalisme
Soit Y un ensemble fini de variables Y =
(
y1, . . . , yn
)
.
De´finition 4.1 (Pre´dicat atomique) Un pre´dicat atomique sur les variables Y est un pre´dicat
de la forme f
(
y1, . . . , yn
)¯ c, avec f ∈ Rn → R, c ∈ R et ¯ ∈ {<,≤,=,≥, >}.
Exemple 4.1 x+ y ≤ 2 et y = 3 sont deux pre´dicats atomiques sur Y = {x, y}.
De´finition 4.2 (Pre´dicat) Un pre´dicat sur les variables Y est une conjonction positive de




x+ y ≤ 2) ∧ (y = 3) est un pre´dicat sur Y = {x, y}.
De´finition 4.3 (Valuation) Une valuation σ des variables Y est une fonction σ : Y → Rn qui
associe a` chaque yi ∈ Y une valeur σ(yi) ∈ R. Nous noterons VY l’ensemble des valuations des
variables Y . De plus, pour une fonction ρ : [0, r] → VY , nous noterons ρy : [0, r] → R la fonction
de´finie par ∀t ∈ [0, r], ρy(t) = ρ(t)(y).
E´tant donne´s un pre´dicat φ ∈ Pred(Y ) et une valuation σ des variables Y , nous noterons [φ]
σ




. Pour un pre´dicat φ nous noterons
JφK l’ensemble des valuations qui ve´rifient φ :





De´finition 4.4 (Automate hybride) Un automate hybride est un 6-uplet
(




– X est un ensemble de variables continues X =
(
x1, . . . , xn
)
;
– S est un ensemble d’e´tats discrets S =
(
s1, . . . , sm
)
;
– F : S → Pred(X ∪ X˙) est une fonction associant a` chaque e´tat un pre´dicat portant sur les
variables de X ainsi que sur leurs de´rive´es X˙. Pour chaque e´tat s ∈ S, F (s) de´crit par une
relation entre X˙ et X l’e´volution des variables continues dans S ;
– L est un ensemble fini de labels ;
– I : S → Pred(X) est une fonction associant a` chaque e´tat un pre´dicat portant sur les
variables X. Pour chaque e´tat s ∈ S, I(s) est un invariant qui doit eˆtre ve´rifie´ par les
variables X a` chaque instant ou` le syste`me se trouve en l’e´tat s ;
– T ⊆ S×L×S×Pred(X)×Pred(X ∪X ′) de´crit les transitions discre`tes entre les e´tats. Un
e´le´ment (s, l, s′, φ, ψ) ∈ T repre´sente la transition de l’e´tat s a` l’e´tat s′, portant le label l, qui
ne sera exe´cute´e que si φ est ve´rifie´ et qui mettra a` jour les variables continues suivant ψ.
X ′ est l’ensemble
(




repre´sentant les variables X apre`s la transition. φ est appele´
pre´dicat de garde et ψ pre´dicat de reset.
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Un automate hybride ge´ne`re un syste`me de transitions que nous formaliserons dans la section
4.2.2. Intuitivement un e´tat du syste`me hybride comprend un e´tat discret et une valuation pour les
variables continues, et les transitions sont de deux ordres. D’une part, des transitions temporelles
(ou continues) font e´voluer les variables continues tout en restant dans un meˆme e´tat discret selon
les e´quations de flot de cet e´tat. D’autre part, les transitions discre`tes, de´crites par l’ensemble T ,
permettent au syste`me de changer d’e´tat discret : si (s, l, s′, φ, ψ) ∈ T , il y aura une transition de
l’e´tat s vers l’e´tat s′ si les variables continues satisfont φ, et la valeur de ces variables sera modifie´e
de telle sorte que ψ soit vraie. Par exemple, si φ = (x > 3) et ψ = (x′ ≥ x+ 1) et si la valuation
de x est 4, alors la transition sera active´e et la nouvelle valeur de x dans l’e´tat s′ sera supe´rieure
a` 5.
Par un le´ger abus de notation nous omettrons dans les pre´dicats de reset des transitions
discre`tes les pre´dicats atomiques de la forme x′i = xi qui ne modifient pas la valeur d’une va-
riable continue. Si aucune variable n’est modifie´e, le pre´dicat de reset sera true.
Exemple 4.3 (Thermostat) L’automate hybride repre´sentant le syste`me du thermostat simple
(figure 4.1) est encode´ par le 6-uplet
(
Xt, St, Ft, Lt, It, Tt
)
avec :
– Xt = {x} ;
– St = {ON,OFF} ;
– F (ON) =
(
x˙− 9 + x/3 = 0) et F (OFF ) = (x˙+ x/3 = 0) ;
– L =
{
switch on, switch off
}
;
– I(ON) = x ≤ 26 et I(OFF ) = x ≥ 19 ;
– Tt =
{(
ON, switch off,OFF, x ≥ 26, true), (OFF, switch on,ON, x ≥ 19, true)}.
Nous adopterons les conventions suivantes pour la repre´sentation graphique des automates
hybrides. Chaque e´tat discret s sera repre´sente´ par un cercle (ou un rectangle) comprenant son
nom en rouge, son e´quation de flot F (s) en noir et son invariant I(s) en bleu. Les transitions
discre`tes seront repre´sente´es par des fle`ches entre les e´tats. Une transition (s, l, s′, φ, ψ) ∈ T se
traduira par une fle`che entre l’e´tat s et l’e´tat s′, le label sera inscrit en bleu au milieu de la fle`che,
φ sera e´crit au de´but et ψ a` la fin de la fle`che. Si ψ = true, nous l’omettrons.
4.2.2 Exe´cution d’un automate
Il existe plusieurs fac¸ons de de´finir l’exe´cution d’un automate hybride. La plus simple est de
de´crire la se´mantique ope´rationnelle de l’automate comme un syste`me de transition [Hen96] entre
des e´tats hybrides. Nous en donnons ici une version le´ge`rement diffe´rente, compatible avec le
formalisme donne´ dans la section 4.2.1.
De´finition 4.5 (E´tat d’un automate hybride) Soit H =
(
X,S, F, L, I, T
)
un automate hy-
bride. Un e´tat de H est un couple (s, σ) tel que s ∈ S est un e´tat discret du syste`me et σ ∈ VX
est une valuation des variables X de l’automate.
Remarque Parmi tous les e´tats de l’automate, certains sont impossibles car ne ve´rifiant pas les
invariants associe´ aux e´tats discrets. Nous ne nous inte´resserons donc qu’aux e´tats dits acceptables
qui ve´rifient ces invariants.
De´finition 4.6 (E´tats acceptables) Soit H =
(
X,S, F, L, I, T
)
un automate hybride et (s, σ)
un e´tat de cet automate ; (s, σ) sera dit acceptable si et seulement si σ ∈ JI(s)K. Nous noterons
SH l’ensemble des e´tats acceptables de l’automate H.
Exemple 4.4 Pour l’automate Ht repre´sentant le thermostat (exemple 4.3), les e´tats
(ON, {x 7→ 21}) et (OFF, {x 7→ 21}) sont acceptables alors que l’e´tat (ON, {x 7→ 32}) ne l’est
pas.
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De´finition 4.7 (Syste`me de transitions hybrides) Soit H =
(
X,S, F, L, I, T
)
un automate
hybride. H engendre un syste`me de transitions e´tiquete´es LTSH =
(SH ,Λ, λ−−→ ) tel que :
– SH est l’ensemble des e´tats acceptables de l’automate H.
– Λ = R+ ∪ {l : ∃(s, l, s′, φ, ψ) ∈ T}.
–
λ−−→ est de´finie par :
1. ∀l ∈ L, on a une relation (s, σ) l−−→ (s′, σ′) si et seulement si (s, σ) ∈ SH et (s′, σ′) ∈ SH
et s’il existe (s, l, s′, φ, ψ) ∈ T telle que σ ∈ JφK et la valuation v ∈ VX∪X′ de´finie par
pour ∀x ∈ X, v(x) = σ(x), v(x′) = σ′(x) ve´rifie v ∈ JψK.
2. ∀t ∈ R+, on a une relation (s, σ) t−−→ (s, σ′) si et seulement si il existe une fonction
ρ : [0, t]→ VX telle que :
(a) ∀x ∈ X, ρx est continuˆment de´rivable ;
(b) ρ(0) = σ, ρ(t) = σ′ ;
(c) ∀τ ∈ [0, t], ρ(τ) ∈ I(s) et la valuation v ∈ VX,X˙ de´finie par ∀xi ∈ X, v(xi) =
ρxi(τ), v(x˙i) = ˙ρxi(τ) ve´rifie v ∈ JF (l)K.
E´tant donne´ un e´tat initial χ0 = (s0, σ0) ∈ SH , une exe´cution de l’automate hybride H
est une suite, finie ou non, de transitions χ0
λ0−−→ χ1 λ1−−→ . . . telle que ∀i ∈ N, χi ∈ SH et
(χi,
λi−−→, χi+1) ∈ LTSH .
Exemple 4.5 (Exe´cution du thermostat) L’exe´cution de l’automate hybride Ht repre´sentant
le syste`me du thermostat ge´ne`re l’exe´cution suivante pour un e´tat initial (ON, {x 7→ 18}) :
(ON, {x 7→ 18}) t0−−−−−−−→ (ON, {x 7→ 26})
switch off−−−−−−−→ (OFF, {x 7→ 26})
t1−−−−−−−→ (OFF, {x 7→ 19})
switch on−−−−−−−→ (ON, {x 7→ 19})
t2−−−−−−−→ (ON, {x 7→ 26})
switch off−−−−−−−→ . . .
L’exe´cution d’un automate a` partir d’un e´tat initial repre´sente donc tous les changements
d’e´tats (discrets ou continus) de cet automate au cours du temps. Cette suite de changements peut
eˆtre unique ou non, finie ou infinie. En effet, on voit bien que dans certains e´tats, l’exe´cution d’un
automate peut se bloquer car l’e´volution continue des variables de´finies par l’e´quation diffe´rentielle
me`ne les variables hors de l’invariant associe´ a` l’e´tat discret. A` l’inverse, comme les transitions
discre`tes sont suppose´es eˆtre imme´diates, on voit bien qu’il est possible dans certains cas d’en
effectuer une infinite´ en un temps fini. Ce phe´nome`ne, clairement physiquement impossible, est
connu sous le nom d’effet Ze´non [ZJLS01]. Dans la suite, nous de´finissons formellement les no-
tions d’exe´cutions infinies et Ze´non, puis nous donnerons (section 4.2.3) des caracte´risations des
automates acceptant de telles exe´cutions.
De´finition 4.8 (Dure´e d’une exe´cution) Soit H =
(
X,S, F, L, I, T
)
un automate hybride et
χ = χ0
λ0−−→ χ1 λ1−−→ . . . une exe´cution de H, avec λi ∈ L ∪ R+. La dure´e |χ| de l’exe´cution est
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Parmi toutes les exe´cutions possibles d’un automate, celle de dure´e maximale (si elle existe)
sera appele´e exe´cution maximale.
De´finition 4.9 (Exe´cution infinie) Soit H =
(
X,S, F, L, I, T
)
un automate hybride. Une
exe´cution χ0
λ0−−→ χ1 λ1−−→ . . . de H est dite infinie si la suite de transitions est infinie.
De´finition 4.10 (Exe´cution Ze´non) Soit H =
(
X,S, F, L, I, T
)
un automate hybride. Une
exe´cution χ = χ0
λ0−−→ χ1 λ1−−→ . . . de H est dite Ze´non si elle est infinie et |χ| <∞.
Une exe´cution Ze´non correspond donc a` un phe´nome`ne physiquement impossible mais permis par
le mode`le : une infinite´ de transitions sont exe´cute´es en un temps fini. Clairement, l’existence
d’exe´cutions Ze´non pour un automate donne´ pose des proble`mes quant a` la simulation et la
ve´rification de cet automate. En effet, il est impossible, en pre´sence d’exe´cution Ze´non, de connaˆıtre
le comportement de l’automate apre`s un temps fini alors que le comportement du syste`me est de´fini
apre`s ce de´lai. L’e´tude des comportements Ze´non est donc un enjeu important de la ve´rification
des automates hybrides. De nombreux travaux portent sur l’analyse de la pre´sence ou non de ces
comportements [HLMR05, ZJLS01], ainsi que sur la transformation de syste`mes pre´sentant des
comportements Ze´non en syste`me e´quivalent, non Ze´non [JELS99, JLSE99]
4.2.3 Cas particuliers
Nous de´finissons ici quelques cas particuliers d’automates hybrides qui seront important pour
les sections suivantes. Nous commenc¸ons par les automates de´terministes. Intuitivement, un au-
tomate est de´terministe si pour un e´tat initial donne´, il n’a qu’une e´volution possible. Dans notre
formalisme, cela se traduit par la de´finition 4.11.
De´finition 4.11 (Automate hybride de´terministe) Soit H =
(
X,S, F, L, I, T
)
un automate
hybride. H est dit de´terministe si :
1. ∀(s, l1, s1, φ1, ψ1), (s, l2, s2, φ2, ψ2) ∈ T avec s1 6= s2, Jφ1K ∩ Jφ2K = ∅, autrement dit deux
transitions discre`tes vers deux e´tats diffe´rents ne peuvent eˆtre active´es simultane´ment ;
2. ∀(s, l, s′, φ, ψ) ∈ T, ∀σ ∈ VX : σ ∈ JφK, {σ′ ∈ Vx′ : σ ∪ σ′ ∈ JψK} est un singleton, autre-
ment dit les pre´dicats de resets sont de´terministes ;
3. ∀(s, σ) ∈ SH , {σ′ ∈ Vx˙ : σ ∪ σ′ ∈ JF (s)K} est un singleton, autrement dit les pre´dicats de
flot sont de´terministes.
The´ore`me 4.1 ([LJS+03]) Un automate hybride est de´terministe si et seulement si pour tout
e´tat initial (s0, σ0) ∈ SH , il existe une unique exe´cution maximale.
Certaines exe´cutions d’un automate hybride peuvent eˆtre bloque´es si l’automate est dans un
e´tat discret s alors que les variables continues ne ve´rifient pas l’invariant I(s) et qu’aucune transi-
tion discre`te ne peut eˆtre active´e. Nous caracte´risons donc l’ensemble des automates non bloquants
(de´finition 4.12) diffe´remment de [LJS+03] : nous donnons une caracte´risation fonde´e sur les in-
variants de l’automate et prouvons ensuite (the´ore`me 4.2) le caracte`re non bloquant.
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De´finition 4.12 (Automate hybride non bloquant) Soit H =
(
X,S, F, L, I, T
)
un automate
hybride. H est dit non bloquant si et seulement si pour tout e´tat (s, σ) ∈ SH , on a :(
6 ∃t ∈ R+ : (s, σ) t−−→ (s, σ′)
)
⇒ ∃(s′, σ′) ∈ SH , ∃l ∈ L : (s, σ) l−−→ (s′, σ′) .
The´ore`me 4.2 ([LJS+03]) Si l’automate hybride H =
(
X,S, F, L, I, T
)
est non bloquant, alors
il posse`de une exe´cution infinie pour tout e´tat initial (s0, σ0) ∈ SH .
Une classe importante d’automates est la classe des automates line´aires. Un pre´dicat sera dit
line´aire s’il s’e´crit comme la combinaison de pre´dicats atomiques φ1, . . . , φn tels que chaque φi est
de la forme
∑n
i=1 λixi ¯ c ou` c, λi sont des entiers et ¯ ∈ {<,≤,=,≥, >}.
De´finition 4.13 (Automate hybride line´aire) Un automate hybride H =
(
X,S, F, L, I, T
)
est dit line´aire si et seulement si :
1. ∀s ∈ S : ∃ks1, . . . , ksn ∈ R, F (s) =
∧
xi∈X x˙i = k
s
i .
2. pour tout e´tat s ∈ S, I(s) est un pre´dicat line´aire sur les variables X.
3. pour toute transition (s, l, s′, φ, ψ) ∈ T , φ et ψ sont des pre´dicats line´aires sur X et X ∪X ′,
respectivement.
Nous de´finissons enfin les automates rectangulaires. Nous donnons encore une fois une ver-
sion le´ge`rement diffe´rente mais e´quivalente de [HKPV95]. Un pre´dicat sur les variables X =(
x1, . . . , xn
)
est dit rectangulaire s’il s’e´crit comme la conjonction de pre´dicats φ1, . . . , φn tels que
chaque pre´dicat φi est de la forme ci ≤ xi ∧ xi ≤ Ci. Nous dirons que le pre´dicat φi de´finit un
rectangle pour la variable xi.
De´finition 4.14 (Automate hybride rectangulaire) Un automate hybride H =(
X,S, F, L, I, T
)
est dit rectangulaire si et seulement si :
1. pour tout e´tat s ∈ S, I(s) est un pre´dicat rectangulaire sur les variables X.
2. pour toute transition (s, l, s′, φ, ψ) ∈ T , φ est un pre´dicat rectangulaire sur les variables X
et ψ est un pre´dicat rectangulaire sur les variables Y ′ pour Y ⊆ X.
3. il existe un pre´dicat rectangulaire flow sur les variables X˙ tel que pour tout e´tat s ∈ S,
F (s) = flow.
Dans un automate rectangulaire, les e´volutions continues de chaque e´tat sont donc toutes re´gies par
la meˆme ine´galite´ diffe´rentielle
∧n
i=1 ci ≤ x˙i ≤ Ci. De plus, pour chaque transition (s, l, s′, φ, ψ),
le pre´dicat de reset est de la forme
∧p
i=1 ci ≤ y˙i ≤ Ci pour un sous ensemble Y des variables
continues. Nous dirons que la transition re´initialise les variables de Y . Lorsque les pre´dicats de
flot sont diffe´rents pour les diffe´rents e´tats du syste`me (mais restent rectangulaire), nous dirons
que l’automate hybride est multirectangulaire.
De´finition 4.15 (Automate hybride multirectangulaire) Un automate hybride(
X,S, F, L, I, T
)
est dit multirectangulaire s’il ve´rifie les conditions 1 et 2 de la de´finition 4.14
et que, pour tout e´tat s ∈ S, F (s) est un pre´dicat rectangulaire sur les variables X˙.
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4.2.4 Exemple des deux re´servoirs
L’automate. Nous donnons ici l’automate hybride correspondant au syste`me des deux re´servoirs
(voir section 1.6). L’automate posse`de 6 e´tats (voir figure 4.1) correspondant aux situations sui-
vantes :
– les deux vannes sont ouvertes, et h2 < H (e´tat OPEN) ;
– les deux vannes sont ouvertes, et h2 ≥ H (e´tat OPENb) ;
– la vanne 1 est ferme´e (e´tat V1CLOSED) ;
– la vanne 2 est ferme´e, et h2 < H (e´tat V2CLOSED) ;
– la vanne 2 est ferme´e, et h2 ≥ H (e´tat V2CLOSEDb) ;
– les deux vannes sont ferme´es.
On peut noter qu’il n’est pas ne´cessaire de diffe´rencier, dans le cas ou` la vanne 1 est ferme´e, les cas
ou` h2 est infe´rieur ou supe´rieur a` H car les e´volutions continues sont les meˆmes. Les transitions
entre ces e´tats sont alors de 2 ordres. D’une part, des transitions sont commande´es par le controˆleur
lorsque les hauteurs d’eau atteignent les valeurs critiques (par exemple, la transition entre OPEN
et V1CLOSED). D’autre part, des transitions sont imputables a` la dynamique continue elle meˆme,
lorsque le niveau d’eau h2 franchit H (c’est le cas de la transition entre OPEN et OPENb).
Formellement, l’automate hybride est donne´ par le septupletHr =
(
Xr, Sr, Fr, Lr, Ir, Tr
)
avec :
– Xr = {h1, h2} ;
– Sr = {OPEN,OPENb, CLOSED, V1CLOSED, V2CLOSED, V2CLOSEDb} ;
– Fr :
8>>>><>>>>:
OPEN 7→ h˙1 = i− k1
√





OPENb 7→ h˙1 = i− k1
√
h1 − h2 +H ∧ h˙2 = k1
√
h1 − h2 +H − k2
√
h2
CLOSED 7→ h˙1 = 0 ∧ h˙2 = 0
V1CLOSED 7→ h˙1 = i ∧ h˙2 = −k2
√
h2
V2CLOSED 7→ h˙1 = i− k1
√
h1 ∧ h˙2 = k1
√
h1
V2CLOSEDb 7→ h˙1 = i− k1
√
h1 − h2 +H ∧ h˙2 = k1
√
h1 − h2 +H
– Lr = {open v1, close v1, open v2, close v2, h2 gt H, h2 lt H} ;
– Ir et Tr donne´s sur la figure 4.3
L’automate Hr n’est clairement pas line´aire, il n’est pas de´terministe (selon les valeurs de h1 et
h2, il est possible que les transitions close v1 et close v2 soient active´es par le meˆme e´tat : on ne
spe´cifie pas alors quelle vanne doit eˆtre ferme´e en premier) mais il est non-bloquant.
Exemple d’exe´cution. Nous choisissons les valeurs suivantes pour les constantes du syste`me :
k1 = 3, k2 = 6, i = 1.5, H = 6 l1 = 2.5, L1 = 8, l2 = 5 et L2 = 9. L’e´tat initial est(
OPEN, {h1 7→ 3, h2 7→ 7}
)
. Nous avons simule´, en utilisant Matlab/Simulink, l’exe´cution de cet
automate en choisissant un algorithme de Runge-Kutta d’ordre 5 pour l’inte´gration nume´rique
des e´quations diffe´rentielles (avec un pas constant de 10−2). Les planches Simulink repre´sentant
l’automate hybride sont donne´es en annexe A. Nous obtenons les courbes de la figure 4.4 pour les
valeurs de h1 et h2.
4.3 Autres mode`les de syste`mes hybrides
Paralle`lement aux automates hybrides, plusieurs extensions hybrides de syste`mes discrets ont
e´te´ propose´es. Nous pre´sentons dans cette partie plusieurs de ces mode`les. Dans un premier temps,
nous e´voquons les mode`les hybrides reposant sur une extension des calculs de processus classiques.
Nous pre´sentons ensuite l’extension du paradigme de programmation a` contraintes concurrentes
(Concurrent Constraint Programming [SRP91]) pour le calcul hybride.
4.3.1 Calcul de processus hybrides
De nombreux mode`les de calcul de processus hybrides ont e´te´ propose´s. Il existe des extensions
hybrides des Communicating Sequential Processes (CSP [Hoa78, Hoa85]) de Hoare (Timed-CSP
entre autres), des Algebra of Communicating Processes (ACP [BW90]) et du pi-calcul de Milner
[Mil99]. Nous pre´sentons ici deux de ces extensions en insistant sur les spe´cificite´s de chacune. Pour
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(OPEN)








l1 ≤ h1 ≤ L1
∧ l2 ≤ h2 ≤ L2
∧ h2 ≤ H
(OPENb)
h˙1 = i− k1
√
h1 − h2 +H
h˙2 = k1
√
h1 − h2 +H−k2
√
h2
l1 ≤ h1 ≤ L1
∧ l2 ≤ h2 ≤ L2
∧ h2 ≥ H
(V2 CLOSEDb)
h˙1 = i− k1
√
h1 − h2 +H
h˙2 = k1
√
h1 − h2 +H
l1 ≤ h1 ≤ L1
∧ h2 ≤ L2







∧ l2 ≤ h2 ≤ L2












l1 ≤ h1 ≤ L1
∧ h2 ≤ L2
∧ h2 ≤ H
h1 ≥ L1 ∧ h2 ≤ Hopen v1
































h1 ≤ l1 close v1














































































Fig. 4.3 – Automate hybride repre´sentant le syste`me des deux re´servoirs. Remarquons que nous
supposons les fermetures et ouvertures des vannes instantane´es.
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l1
L1




E´volution de h2 au cours du temps
Fig. 4.4 – Variation des hauteurs d’eau dans chacun des deux re´servoirs lors d’une simulation
d’une exe´cution de l’automate de la figure 4.3.
chaque calcul de processus, nous donnons un aperc¸u rapide de sa syntaxe et de sa se´mantique,
puis nous expliquons comment l’exemple des deux re´servoirs peut s’encoder dans ce formalisme.
φ-Calculus
Le φ-calcul [RS02, RS03] est une extension du pi-calcul de Milner pour mode´liser des syste`mes
hybrides concurrents et reconfigurables. L’ajout de phe´nome`nes hybrides se fait via un processus
qui repre´sente l’environnement et des actions qui permettent de le manipuler. Un syste`me hybride
est donc un couple (E,P ) tel que E repre´sente l’environnement et P est un processus du φ-calcul.
Un environnement E est un triplet (s;F ; I) tel que s repre´sente l’e´tat courant de l’environne-
ment (c’est une valuation des variables continues), F repre´sente les e´quations de flot (F associe a`
chaque variable continue une e´quation diffe´rentielle) et I repre´sente l’invariant (I est un pre´dicat
sur les variables continues). Ainsi, l’environnement (x = 0; x˙ = 1;x ≤ 3) est l’environnement qui
est initialement a` x = 0 et qui peut e´voluer selon l’e´quation diffe´rentielle x˙ = 1 tant que x ≤ 3,
c’est-a`-dire qu’il peut e´voluer pendant 3 secondes.
Un processus du φ-calcul est un processus du pi-calcul avec les actions supple´mentaires sui-
vantes :
– une action de changement d’e´tat continu de la forme c=˙d qui met a` jour instantane´ment les
variables continues ; par exemple, l’action x=˙3 donnera a` x la valeur 3.
– une action de changement d’e´quation diffe´rentielles de la forme F =˙G qui change instan-
tane´ment les e´quations de flot.
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– une action de changement d’invariants de la forme I=˙J qui change instantane´ment l’invariant
associe´ a` l’e´tat continu.
Une action e sur l’environnement est donc encode´e par e = Ψ → (c=˙d;F =˙G; I=˙J) et elle est
conside´re´e comme une action classique du pi-calcul pour ce qui concerne les re`gles de composition
(somme et paralle´lisme). Ψ est un pre´dicat tel que la transition sera active´e si et seulement
si Ψ est ve´rifie´. Les transitions sur l’environnement permettent aux processus discrets de cre´er
arbitrairement un nouvel environnement continu. En cela, le φ-calcul est bien une extension du
pi-calcul ou` de nouveaux processus discrets peuvent eˆtre cre´es dynamiquement.
Un syste`me hybride (E,P ) peut alors e´voluer de trois fac¸ons. Les actions purement discre`tes du
pi-calcul ne changent que le processus P . Les actions sur l’environnement peuvent eˆtre effectue´es
pour mettre a` jour E, et dans ce cas a` la fois P et E sont modifie´es. Ces deux types d’actions sont
suppose´es imme´diates. Le syste`me peut e´galement e´voluer selon des transitions de flot qui font
changer l’environnement continuˆment d’apre`s les e´quations diffe´rentielles choisies. Une transition
de flot ne peut s’effectuer que tant qu’aucune transition sur l’environnement n’est active´e. Ces
dernie`res repre´sentent en effet les changements de mode continu, et ont donc priorite´ sur les
transitions de flot qui de´crivent l’e´volution du syste`me dans un mode donne´.
S =





h˙1 : i− k1
√
h1 − h2 +H
h˙2 : k1
√











































´→ ˆ∅;F =˙„ h˙1 : i− k1√h1 − h2 +H
h˙2 : k1
√













→ ˆ∅;F =˙„ h˙1 : i− k1√h1 − h2 +H
h˙2 : k1
√







































Fig. 4.5 – Encodage d’une partie du proble`me des deux re´servoirs dans le φ-calcul. La traduction
de l’automate hybride de la figure 4.3 en φ-calcul est imme´diate.
Hybrid-χ
Le langage Hybrid-χ [vBMR+06] est un langage de processus pour mode´liser les syste`mes
hybrides qui veut unifier les approches “syste`mes dynamiques” et “informatique”. Le langage
inte`gre en effet les formalismes des deux communaute´s (e´quations diffe´rentielles discontinues, PWA
mais aussi actions discre`tes) et permet la mise en paralle`le intuitive de processus discrets et
continus. Les principales caracte´ristiques du langage sont :
– une caracte´risation claire des variables du syste`me en variables continues et discre`tes. Parmi
les variables continues, on distingue les variables alge´briques qui peuvent eˆtre modifie´es par
une fonction non continue, et les variables de flot dont l’e´volution est re´gie par une e´quation
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diffe´rentielle (e´ventuellement discontinue). Les variables discre`tes sont elles aussi se´pare´es en
variables discre`tes constantes et non-constantes.
– une composition paralle`le des processus avec une communication via des variables partage´es
ou par une synchronisation sur un canal.
Le comportement d’un processus χ (c’est-a`-dire un processus du langage Hybrid-χ) est de´fini par
un syste`me de transitions qui contient des transitions discre`tes, appele´es actions, et des transitions
continues appele´es de´lais. Les actions peuvent changer instantane´ment la valeurs des variables
discre`tes non-constantes (dites jumping variables) et des variables alge´briques. Les de´lais font
avancer le temps, et ainsi e´voluer les variables continues. Les relations entre ce langage et les autres
mode`les hybrides ont e´te´ tre`s e´tudie´es. Ainsi, il est possible d’encoder les automates hybrides en
χ et une partie bien identifie´e de χ est repre´sentable par des automates hybrides. De meˆme, il est
aise´ de traduire des syste`mes PWA en χ.
Nous pre´sentons la syntaxe du langage par l’exemple des deux re´servoirs (figure 4.6). Les deux
premie`res lignes correspondent aux de´clarations et initialisation des variables du syste`mes. Ici,
v1 et v2 repre´sentent l’e´tat des vannes 1 et 2 (v1 = 1 si et seulement si la vanne i est ouverte),
Qin repre´sente l’e´coulement de l’eau entre les deux re´servoirs et Qout l’e´coulement par le bas du
re´servoir 2. Notons la variable discre`te supple´mentaire h2 gt H qui vaudra 1 si et seulement si
h2 ≥ H. Le processus lui meˆme est la mise en paralle`le (via l’ope´rateur ||) d’un processus continu
E est d’un controˆleur discret P . Le processus E est un encodage tre`s classique des e´quations
diffe´rentielles du syste`me des deux re´servoirs (figure 1.5) en utilisant les parame`tres boole´ens
v1, v2 et h2 gt H pour choisir parmi les diffe´rents modes. Les processus P est encode´ comme
la re´pe´tition infinie (repre´sente´e par le symbole ∗ au de´but) d’un processus qui en fonction des
e´ve`nements possibles (h1 trop grand, h2 trop petit, h2 passe au dessus de H, etc.) agit sur les
parame`tres boole´ens pour choisir le bon mode continu.
S =
˙
disc v1, v2, H, h2 gt H, cont h1, h2, alg Qin, Qout,




h˙1 = Qin −Qout1 , h˙2 = Qout1 −Qout2 ,
Qin = i,
Qout1 = v1 ∗ k1 ∗
`
h2 lt H ×
p
h1 − (1− h2 lt H)×
p
H + h1 − h2)
´
,




P = ∗`h1 ≤ 2.5→ v1 := 0;h1 ≥ 8→ v1 := 1;
h2 ≥ H → h2 lt H := 0;h2 ≤ H → h2 lt H := 1;
h2 ≤ 5→ v2 := 0;h2 ≥ 9→ v2 := 1;
´
Fig. 4.6 – Encodage du proble`me des deux re´servoirs en Hybrid-χ.
4.3.2 Hybrid-CC
Hybrid-CC [GJSB95, GJS98, GSS95] est le premier formalisme permettant de mode´liser des
syste`mes pre´sentant un comportement continu et discret. Il s’agit d’une extension du langage
de programmation par contraintes concurrents CC pour les syste`mes hybrides. Un programme
CC consiste en un ensemble d’agents qui s’exe´cutent simultane´ment et interagissent via un en-
semble partage´ de contraintes appele´ store. Ce store contient a` chaque instant une conjonction de
contraintes que doivent ve´rifier les variables du syste`me. Les agents disposent de deux pre´dicats
pour interagir avec le store : tell qui permet d’ajouter de l’information au store, et ask qui in-
terroge le store sur la validite´ d’une formule. Notons que l’action ask est bloquante : si on ne
peut de´cider de la validite´ de la formule, le processus est gele´ jusqu’a` ce que de l’information soit
ajoute´e au store pour lever l’inde´cision. Ce me´canisme permet donc la synchronisation des agents
66
4.4. VE´RIFICATION DES SYSTE`MES HYBRIDES 67
paralle`les. L’expressivite´ des programmes CC est tre`s lie´e au syste`me de contraintes sous-jacent
qui de´finit l’ensemble des pre´dicats disponibles pour le store. Dans le cas de Hybrid-CC, ce syste`me
de contraintes est enrichi de contraintes continues de la forme X=0,hence dot(X)=1 qui signifie
que la variable X suit une e´volution continue donne´e par l’e´quation diffe´rentielle x˙ = 1, x(0) = 0.
L’ajout principal est donc le mot cle´ hence qui signifie que la contrainte suivante est vraie pour
tous les instants futurs.
Pour permettre de calculer et simuler les programmes e´crits en Hybrid-CC, plusieurs restric-
tions sur les contraintes hence et dot sont impose´es. La premie`re condition est une condition de
stabilite´ qui impose que pour toutes contraintes a et b, il existe un voisinage de 0 tel que a ⇒ b
ou a ⇒ ¬b a` chaque instant du voisinage. Ainsi, on ne pourra pas e´crire un agent du type T=0,
hence dot(T)=1, hence if rational(T) then A qui supposerait l’exe´cution de A a` chaque ins-
tant T tel que T est un nombre rationnel. La deuxie`me contrainte impose´e par le langage limite
l’expressivite´ des contraintes continues : seules les contraintes du type dot(X,m)=r sont accepte´es,
et elles signifient que la de´rive´e d’ordre m de X vaut r, ou` r est un nombre re´el. Cette contrainte
sur les e´volutions continues permet de de´cider de la validite´ des contraintes ou` X intervient car on
peut calculer exactement la fonction d’e´volution de X au cours du temps. Le langage Hybrid-CC
est donc la premie`re formalisation des phe´nome`nes hybrides, mais son utilite´ reste limite´e car il
n’accepte que des comportements continus triviaux. On ne pourra ainsi pas encoder le proble`me
des deux re´servoirs.
4.4 Ve´rification des syste`mes hybrides
Les outils de mode´lisation que nous venons de de´crire servent ge´ne´ralement a` formaliser des
syste`mes hybrides dans le but d’e´tudier leur comportement. Des techniques de ve´rification pour les
automates hybrides ont e´te´ de´veloppe´es tre`s toˆt [ACHH92, ACH+95] et pour la plupart des autres
mode`les, la ve´rification se fait via une traduction en automates hybrides et une utilisation des
outils existant. Nous nous contenterons donc d’e´tudier le proble`me de la ve´rification des automates
hybrides.
4.4.1 Proble`me de l’accessibilite´ pour les automates hybrides
La notion d’e´tat accessible est le concept central pour la ve´rification des automates hybrides.
Intuitivement, un e´tat σ sera accessible depuis un ensemble d’e´tats initiaux si et seulement si il
existe une exe´cution de l’automate partant d’un des e´tats initiaux et qui passe par σ.
De´finition 4.16 (Relation d’accessibilite´) Soit H =
(
X,S, F, L, I, T
)
un automate hybride,
et (σ, σ′) ∈ SH deux e´tats acceptables. L’e´tat σ′ est dit accessible depuis σ, note´ σ →∗ σ′, si et
seulement si il existe une suite finie de transitions λ1, . . . , λn telles que :
σ
λ1−−→ . . . λn−−→ σ′ .
Exemple 4.6 Dans le cas de l’automate hybride de la figure 4.3,
l’e´tat
(
V2CLOSED, {h1 7→ L1;h2 7→ H − 1}
)
est accessible depuis l’e´tat
(
(
V2CLOSEDb, {h1 7→ l1;h2 7→ H − 1}
)
par la suite de transitions suivantes, avec τ = L1−l1i :`
V2CLOSEDb, {h1 7→ l1;h2 7→ H − 1}
´ close v1−−−−−→ `CLOSED, {h1 7→ l1;h2 7→ H − 1} ´
τ−−−−−→ `CLOSED, {h1 7→ L1;h2 7→ H − 1} ´
open v1−−−−−→ `V2CLOSED, {h1 7→ L1;h2 7→ H − 1} ´
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De´finition 4.17 (Ensemble accessible) Soit H =
(
X,S, F, L, I, T
)
un automate hybride, et
I ⊆ SH un ensemble initial d’e´tats acceptables. L’ensemble des e´tats accessibles depuis I, note´
R
(I), est donne´ par :
R
(I) = {σ′ ∈ SH : ∃σ ∈ I, σ →∗ σ′} (4.3)
Le proble`me du calcul de l’ensemble accessible [HR98] occupe une place centrale dans la
ve´rification des proprie´te´s de suˆrete´ ou de vivacite´ des automates hybrides. En effet, pour prouver
la suˆrete´ d’un automate, on lui rajoute ge´ne´ralement des e´tats dits mauvais qui repre´sentent les
exe´cutions du syste`me qui ne doivent pas arriver. Il suffit alors de ve´rifier que l’ensemble accessible
de l’automate ne contient aucun de ces e´tats pour prouver la suˆrete´ du syste`me. De meˆme, les
proble`mes de vivacite´ peuvent s’exprimer comme un proble`me d’accessibilite´. Par exemple, pour
tester si le syste`me reste infiniment dans un ensemble d’e´tats donne´ I (autrement dit, I est-il
un invariant du syste`me ?), il suffit de calculer l’ensemble accessible depuis I et ve´rifier qu’il ne
posse`de aucun e´tat exte´rieur a` I. On voit donc que le proble`me 4.1 est le proble`me central pour
la ve´rification des automates hybrides. Nous e´tudions dans la suite les questions de de´cidabilite´
lie´es a` ce proble`me pour nous verrons (section 4.4.2) les techniques permettant de le re´soudre dans
certains cas.
Proble`me 4.1 (Accessibilite´ d’un e´tat) E´tant donne´s un automate hybride H, un ensemble
d’e´tats acceptables I ⊆ SH et un e´tat σ ∈ SH , a-t-on σ ∈ R
(I) ?
Re´sultats d’inde´cidabilite´ pour les diffe´rents types d’automates Le proble`me 4.1 est malheu-
reusement inde´cidable dans le cas ge´ne´ral. Comme le montrent les the´ore`mes 4.3 et 4.4, cela reste
vrai meˆme pour des dynamiques tre`s simples. Nous ne donnons ici que quelques re´sultats concer-
nant la de´cidabilite´ du proble`me 4.1, un panorama complet avec des preuves de´taille´s peut eˆtre lu
dans [HKPV95, Hen96, Mil00].
The´ore`me 4.3 (Inde´cidabilite´ pour les automates rectangulaires [HKPV95]) Le
proble`me 4.1 est inde´cidable pour les automates hybrides rectangulaires.
The´ore`me 4.4 (Inde´cidabilite´ pour les automates line´aires) Le proble`me 4.1 est
inde´cidable pour les automates hybrides line´aires.
On voit donc que pour des classes tre`s larges d’automates hybrides, le proble`me d’accessibilite´
est inde´cidable. Il existe quelques re´sultats de de´cidabilite´ qui concernent essentiellement les auto-
mates avec des dynamiques triviales (c’est-a`-dire tels que pour tout e´tat s, F (s) est une constante
positive) ou les automates initialise´s. Un automate hybride H =
(
X,S, F, L, I, T
)
est dit initialise´
si et seulement si pour toute transition (s, l, s′, φ, ψ) ∈ T et pour toute variable v ∈ V , soit le flot
associe´ a` v ne change pas apre`s la transition (F (s)(v) = F (s′)(v)), soit la valeur de v est modifie´e
par la transition. Dans le cas des automates rectangulaires, cela revient a` dire que ψ a un pre´dicat
de la forme a ≤ v′ ∧ v′ ≤ b pour a, b ∈ R.
The´ore`me 4.5 (De´cidabilite´ pour les automates rectangulaires initialise´s [HKPV95])
Le proble`me 4.1 est de´cidable pour les automates multirectangulaires initialise´s.
4.4.2 Analyse de l’accessibilite´
La validation de proprie´te´s de suˆrete´ pour un automate hybride se traduit naturellement en
un instance du proble`me 4.1. Par exemple, si l’on veut montrer que le syste`me hybride ne posse`de
pas de comportements dangereux, il suffit de de´finir dans l’automate hybride des e´tats correspon-
dant a` ces comportements dangereux et ve´rifier qu’ils n’appartiennent pas a` l’ensemble des e´tats
accessibles. Dans la suite, un ensemble d’e´tats sera appele´e une re´gion. Nous pre´sentons ici la
technique classique pour calculer la re´gion accessible depuis une re´gion initiale, puis nous verrons
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que cette re´gion est calculable dans le cas des automates hybrides line´aires, et nous expliquerons
les techniques utilise´es dans le cas des automates non-line´aires.
Soit R une re´gion d’un automate hybride H (c’est-a`-dire un ensemble d’e´tats). Nous noterons
Rր la re´gion accessible depuis R en laissant avancer le temps :
Rր =
{
σ ∈ SH : ∃σ′ ∈ R,∃t ∈ R+, σ′ t−→ σ
}
. (4.4)
Par ailleurs, nous noterons R
λ−→ la re´gion (potentiellement vide) accessible depuis R en effectuant




σ ∈ SH : ∃σ′ ∈ R, σ′ λ−→ σ
}
. (4.5)
En utilisant les de´finitions (4.4) et (4.5), on peut maintenant de´finir pour tout e´tat discret s de
l’automate la re´gion Reachs(R0), qui est l’ensemble des e´tats de la forme (s, v) accessible depuis
une re´gion initiale R0 :
Reachs(R0) =




 ր . (4.6)
L’e´quation (4.6) de´finit donc un syste`me d’e´quations re´cursives qui peut se comprendre ainsi. Les
e´tats (s, v) accessibles depuis R0 sont de trois ordres :
1. soit il s’agit des e´tats de´ja` pre´sents dans R0 : il s’agit de R0 ∩ JI(s)K ;
2. soit ce sont des e´tats obtenus par une transition discre`te (s′, λ, s, φ, ψ) depuis un e´tat (s′, v′)




3. soit ce sont des e´tats obtenus en laissant avancer le temps depuis un autre e´tat (s, v′) acces-
sible depuis R0. C’est ce qui explique la pre´sence de l’ope´rateur ր dans l’e´quation (4.6).
On de´finit donc l’ensemble des e´tats accessibles comme le plus petit point fixe du syste`me
d’e´quations re´cursives (4.6), on peut donc l’appeler la se´mantique collectrice de l’automate hy-
bride par analogie a` la se´mantique collectrice des langages introduite au chapitre 2. La difficulte´
dans l’analyse des automates hybrides consiste a` calculer ce point fixe. On peut comme au chapitre
2 le calculer par une ite´ration de Kleene, mais cela ne´cessite le calcul explicite de l’ope´rateur ր
qui est dans le cas ge´ne´ral non calculable et reste le point de´licat pour la ve´rification des auto-
mates hybrides [PC07]. Nous de´taillons dans la suite le cas des automates line´aires pour lequel des
techniques de calcul efficace existent [ACH+95, HPR94].
Remarque (1) Nous avons pre´sente´ ici l’analyse des automates en avant, c’est-a`-dire que l’on
calcule a` partir d’une re´gion initiale la re´gion accessible. Un autre possibilite´ consiste a` effectuer
une analyse en arrie`re qui calcule, a` partir de la re´gion interdite, l’ensemble des e´tats qui peuvent
mener a` cette re´gion. On ve´rifie alors que la re´gion initiale ne contient aucun de ces e´tats. Certains
outils d’analyse utilisent une combinaison de ces deux techniques pour ame´liorer le temps de calcul.
Remarque (2) Le calcul du plus petit point fixe du syste`me d’e´quations (4.6) est analogue au
calcul du plus petit point fixe ne´cessaire a` la de´finition de la se´mantique de´notationnelle des
langages de programmations (voir la section 2.2). En fait, on peut de´finir la se´mantique d’un
automate hybride comme e´tant la fonction associant a` un ensemble initial l’ensemble des e´tats
atteignables. Le paralle`le avec une se´mantique de´notationnelle des langages de programmation
est alors tre`s fort. Les techniques d’interpre´tation abstraite qui ont fait leurs preuves pour la
ve´rification des logiciels peuvent alors eˆtre applique´es a` la ve´rification des automates hybrides :
l’ensemble des e´tats initiaux est surapproxime´ (souvent par un polyhe`dre, [CH78]) et l’ope´rateur
ր est surapproxime´ en un ope´rateur abstrait. Ces techniques ne sont cependant efficaces que dans
le cas des automates hybrides line´aires, que nous de´taillons dans la suite. Comme nous le verrons,
un ope´rateur de widening est e´galement de´finissable pour les automates line´aires.
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Cas des automates line´aires
Soit H =
(
X,S, F, L, I, T
)
un automate line´aire. Les invariants associe´s a` chaque e´tat sont des
formes line´aires et pour chaque e´tat s ∈ S, on peut donc repre´senter R0 ∩ JI(s)K par un polye`dres
[CH78]. De plus, les pre´dicats de garde et de reset sont des formes line´aires, leur action sur un
polye`dres est donc line´aire et on peut alors calculer le re´sultat sous forme d’un polye`dres. On
peut donc calculer efficacement R
λ−→ pour toute re´gion polye´drique R et transition λ. Enfin, les
e´quations diffe´rentielles sont elles-meˆmes line´aires, on peut alors calculer un syste`me de ge´ne´rateurs
pour Rր a` partir du syste`me de ge´ne´rateurs pour R [HPR94]. En utilisant les polye`dres et les
ope´rateurs associe´s (notamment l’union), on peut donc calculer au moins une surapproximation
des ite´re´es de Kleene et donc une surapproximation des e´tats accessibles. Cependant, ce calcul
est potentiellement infini car l’ensemble des e´tats du syste`me est infini. Pour acce´le´rer le calcul,
on peut utiliser les techniques d’e´largissement de´crites au chapitre 2 [HPR94, HH95]. L’utilisation
du domaine des polye`dres fournit un ope´rateur d’e´largissement efficace et on peut donc calculer
en un temps fini une surapproximation de tous les e´tats accessibles. Si on peut montrer que cette
surapproximation ne contient aucun des e´tats dangereux, on sait a fortiori que ces e´tats ne sont
pas accessibles et donc que le syste`me est suˆr.
Les automates hybrides line´aires repre´sentent la plus grande classe d’automates pour lesquels
il existe un calcul efficace de l’ensemble des e´tats accessibles. Ils jouent donc un roˆle tre`s important
dans l’analyse des autres types de syste`mes hybrides.
Cas des automates non line´aires
Pour les automates non line´aires [HHWT98], les ope´rateurs de la formule (4.6) ne sont pas
calculables et on ne sait pas repre´senter efficacement les re´gions de l’automate. En particulier,
l’ope´rateur ր d’avancement du temps n’est pas calculable [PC07]. Plusieurs solutions ont alors
e´te´ propose´es pour calculer (ou au moins surapproximer) les e´tats accessibles. Dans [HHWT98],
Henzinger et al. proposent de surapproximer chaque contrainte non line´aire par une (ou plusieurs)
contrainte line´aire. Ainsi, on encadre l’e´volution continue par deux e´volutions line´aires que l’on sait
calculer. Un autre solution consiste a` remplacer l’e´volution continue non line´aire par un polynoˆme
pour lequel on sait calculer une erreur uniforme [PC07], c’est-a`-dire que l’on connaˆıt une distance
² entre ce polynoˆme et la solution de l’e´quation diffe´rentielle non line´aire. On dispose alors d’une
approximation des e´tats accessibles et on connaˆıt la distance entre cette approximation et les vrais
e´tats accessibles. Cette technique est toutefois difficile a` mettre en place si les re´gions ne sont pas
triviales (c’est-a`-dire contenant plus d’un e´tat). Enfin, une troisie`me technique consiste a` utiliser
les techniques d’inte´gration garantie pre´sente´es au chapitre 3 pour surapproximer les dynamiques
continues [HHMWT00]. On peut ainsi surapproximer l’ope´rateur ր en utilisant une arithme´tique
d’intervalle. Cette technique a e´te´ imple´mente´e dans l’outil HyperTech et semble la plus adapte´
dans le cas de dynamiques fortement non line´aires.
4.4.3 Outils
HyTech
HyTech1 [HHWT97] est le premier outil automatique utilise´ pour la ve´rification des syste`mes
hybrides. Il repose sur un calcul d’accessibilite´ pour des automates hybrides line´aires et permet
d’e´crire les crite`res de suˆrete´ dans un langage de programmation assez avance´. Par exemple, on
peut calculer le temps total passe´ dans l’e´tat ON de l’exemple 4.3 pendant une certaine dure´e
d’exe´cution. On peut ainsi prouver que le syste`me re´pond a` des spe´cifications d’assez haut niveau
(par exemple, le radiateur ne doit pas eˆtre allume´ plus de la moitie´ du temps). Le logiciel peut
e´galement ge´ne´rer des diagnostiques si il prouve que le syste`me n’est pas suˆr : il donne un exemple
d’exe´cution terminant dans un e´tat dangereux.
1http ://embedded.eecs.berkeley.edu/research/hytech/
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L’analyse d’accessibilite´ pour les automates line´aires imple´mente´e dans HyTech est tre`s proche
de celle de´crite a` la section 4.4.2, les re´gions accessibles e´tant de´crites par des ensembles de
polye`dres convexes. Comme le proble`me d’accessibilite´ est inde´cidable pour la classe des automates
hybrides line´aires (the´ore`me 4.4), la proce´dure peut clairement ne jamais terminer. Un des de´fauts
de HyTech est sa gestion des polye`dres : HyTech utilise des nombres entiers code´s sur un nombre
fini de bits (le type int de C) pour repre´senter les coefficients des polye`dres, ce qui conduit souvent
a` des proble`mes de de´passement de capacite´ pour des syste`mes complexes.
Le logiciel HyperTech est le successeur d’HyTech et inte`gre des me´thodes d’inte´grations
garanties.
PHAVer
PHAVer2 [Fre05] est un outil de ve´rification des automates hybrides plus re´cent, de´veloppe´
par Goran Frehse, et qui vise a` combler les lacunes de HyTech. Le proble`me des de´passements de
capacite´ est re´gle´ par l’utilisation de la Parma Polyhedra Library [BRZH02] qui permet un calcul
exact sur les polye`dres graˆce a` une arithme´tique des entiers multi-pre´cision. Le but de PHAVer est
e´galement de permettre l’analyse de syste`mes plus complexes que ceux pris en charge par HyTech.
Pour cela, PHAVer propose un algorithme d’abstraction automatique de dynamiques affines par
morceaux en des dynamiques line´aires. Un partitionnement automatique des e´tats continus permet
alors de conserver une pre´cision suffisante.
Les automates accepte´s par PHAVer sont donc des automates hybrides affines avec
entre´es/sorties (Hybrid I/O-Automata, [LSVW96]), ce qui permet une analyse modulaire des
syste`mes hybrides de grande taille. L’analyse d’accessibilite´ utilise´e dans PHAVer est une ana-
lyse classique e´tendue par un partitionnement automatique des e´tats continus qui permet une
parame´trisation par l’utilisateur de la pre´cision de l’analyse. Des approximations sont e´galement
effectue´es en cours d’analyse pour limiter l’empreinte me´moire des polye`dres calcule´s. PHAVer a
e´te´ utilise´ pour la ve´rification d’une version simple du syste`me des deux re´servoirs [MK06].
2http ://www-verimag.imag.fr/∼frehse/phaver web/
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Dans cette partie, nous pre´sentons un nouveau mode`le pour les syste`mes hy-
brides qui se situe a` un niveau plus bas que les automates hybrides (en bas du
cycle en V). Nous pre´sentons dans un premier temps ce mode`le (section 5.2)
qui ajoute a` un langage de programmation impe´ratif des constructeurs hy-
brides, puis nous de´finissons une se´mantique de´notationnelle pour ce mode`le.
Cette se´mantique est de´finie en trois e´tapes : nous de´finissons d’abord une
se´mantique pour la partie continue du syste`me (section 5.3), puis pour la par-




Un mode`le et une se´mantique pour les programmes hybrides.
Dans ce chapitre, nous introduisons un nouveau mode`le de syste`mes hybrides conc¸u pour la
ve´rification des logiciels critiques embarque´s. De la meˆme fac¸on que les automates hybrides sont
une extension des automates a` e´tats finis pour le calcul hybride, notre mode`le est une extension
des langages de programmation impe´ratifs qui introduit un comportement hybride en prenant en
compte l’environnement exte´rieur dans lequel le programme est exe´cute´. Dans un premier temps
(section 5.1), nous expliquons les raisons qui nous ont amene´s a` de´finir ce nouveau mode`le et les
caracte´ristiques des programmes critiques embarque´s qui ont influe´ dans nos choix. Ensuite, nous
pre´sentons ce mode`le en donnant sa syntaxe (section 5.2) puis sa se´mantique (sections 5.3 a` 5.5).
Nous terminons par la mode´lisation d’un syste`me de´rive´ du syste`me des deux re´servoirs et le calcul
de sa se´mantique (section 5.6).
5.1 Du programme discret au programme hybride
5.1.1 Caracte´ristiques hybrides des programmes embarque´s
Comme nous l’avons dit en introduction, les programmes critiques embarque´s interagissent
avec l’environnement physique dans lequel ils sont exe´cute´s. Leur exe´cution est purement discre`te,
alors que l’e´volution de l’environnement exte´rieur est continue : un programme embarque´ doit
donc eˆtre vu comme une composante d’un syste`me hybride. Cependant, certaines caracte´ristiques
intrinse`ques de ces programmes rendent les mode`les que nous avons pre´sente´s au chapitre 4 peu
adapte´s pour repre´senter et analyser ce type de syste`mes hybrides. Cette section vise a` expliquer
ce constat.
D’un point de vue tre`s ge´ne´ral, un syste`me hybride consiste en deux processus de natures
diffe´rentes s’exe´cutant en paralle`le : la partie discre`te et la partie continue. Ces deux processus
communiquent a` travers des interfaces : les capteurs pour la communication du processus continu
vers le processus discret, les actionneurs pour la communication en sens inverse (voir la figure 1.4).
Selon les mode`les utilise´s pour repre´senter chaque processus et le choix du type de communica-
tion pour mode´liser les capteurs et les actionneurs (communication synchrone ou asynchrone,
communication par envoi de messages ou via une me´moire partage´e), on obtient des mode`les hy-
brides ayant des comportements tre`s diffe´rents. La principale difficulte´ dans la mode´lisation d’un
syste`me hybride vient de la pre´sence d’actionneurs : ces derniers cre´ent une de´pendance cyclique
entre l’e´volution discre`te et l’e´volution continue ce qui rend la dynamique du syste`me hybride
complexe a` de´finir. Une contribution de cette the`se est de prendre en compte ces actionneurs et
donc la re´troaction entre le programme et son environnement. Remarquons que contrairement a`
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de nombreux mode`les hybrides, nous n’autoriserons pas un actionneur a` modifier directement la
valeur d’une variable continue ; il ne pourra que modifier sa dynamique. Ceci n’est pas le cas dans
la the´orie des automates hybrides par exemple, ou` un changement d’e´tat discret peut s’accompa-
gner d’un changement discontinu des valeurs des variables continues. Cette possibilite´ nous semble
trop peu re´aliste (un moteur ne peut pas changer instantane´ment la position de la voiture, mais
uniquement son acce´le´ration) et nous l’avons donc exclue de notre mode`le.
La mode´lisation de la partie continue d’un syste`me hybride est souvent donne´e par les lois de
la physique sous forme d’e´quations diffe´rentielles ou d’e´quations aux de´rive´es partielles. Ce cadre
tre`s ge´ne´ral permet d’appre´hender de nombreux comportements continus, mais sa trop grande
expressivite´ et les re´sultats d’inde´cidabilite´ qui en de´coulent (the´ore`mes 4.3 et 4.4) ont pousse´ la
plupart des outils de mode´lisation et d’analyse a` limiter le type d’e´quations diffe´rentielles permises
ou a` choisir d’autres mode´lisations comme les fonctions affines par morceaux (Piecewise Affine
Systems ou PWA). Les choix effectue´s pour mode´liser la partie continue ont en fait assez peu
d’incidence sur le comportement global du syste`me, ils ont plus une fonction limitative quand a`
l’expressivite´ du mode`le. Remarquons que quelle que soit la mode´lisation choisie, un mode`le pour
la partie continue est toujours compose´ d’un ensemble de mode`les simples repre´sentant chacun
un “mode continu”, ce qui permet a` la partie discre`te d’influer sur l’e´volution continue en en
choisissant un. C’est ge´ne´ralement ainsi que sont mode´lise´s les actionneurs. Dans l’exemple 4.3 du
thermostat, la partie continue posse`de deux modes : un correspondant a` l’e´tat ou` le radiateur est
allume´ et un correspondant a` l’e´tat ou` le radiateur est e´teint.
La the´orie des automates hybrides mode´lise la partie discre`te du syste`me hybride par un
automate fini et associe a` chaque e´tat de l’automate un mode continu. Le syste`me hybride
est donc construit comme le produit carte´sien d’un automate fini et de l’ensemble des modes
continus. Les actionneurs sont alors repre´sente´s par des changements d’e´tat discret : si on reprend
l’exemple du thermostat, la transition de ON a` OFF repre´sente l’action d’e´teindre le radiateur.
Les capteurs ne sont pas explicitement pre´sents dans le mode`le : la communication entre le
milieu continu et le partie discre`te repose sur une me´moire partage´e. En effet, le mode`le suppose
qu’a` tout instant, un e´tat discret connaˆıt l’ensemble du milieu exte´rieur, c’est-a`-dire la valeur
de chaque variable continue. On peut donc supposer que la partie continue et la partie discre`te
posse`de une zone de me´moire partage´e sur laquelle l’environnement continu e´crit et que les e´tats
discrets lisent. Cette zone me´moire repre´sente un capteur parfait (c’est-a`-dire n’introduisant pas
de bruit) fonctionnant en continu. Le paradigme de communication sous sous-jacent est une
communication synchrone e´ve´nementielle : lorsque l’automate entre dans un nouvel e´tat discret,
il se met en attente d’un e´ve`nement lui permettant d’en sortir (soit que le pre´dicat de garde d’une
transition est active´e, soit que l’invariant de l’e´tat est contredit). De manie`re tre`s sche´matique,
l’exe´cution d’un automate hybride fonctionne donc ainsi :
de´but
Initialise;
tant que vrai faire
Attendre l’e´ve`nement E;
si E est une transition alors
Exe´cute la transition;
sinon





L’exe´cution de l’automate est donc bloque´e dans un e´tat discret jusqu’a` ce qu’une des transitions
partant de cet e´tat soit active´e. C’est donc l’e´volution de l’environnement continu qui de´cide des
instants auxquels sont exe´cute´es les transitions discre`tes. Une des conse´quences majeures de ce
choix est le non-de´terminisme du mode`le : si deux transitions sont active´es au meˆme moment, il
n’est pas pre´cise´ laquelle doit eˆtre exe´cute´e.
Le fonctionnement d’un programme critique embarque´ est tre`s diffe´rent. Ces programmes
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sont dans la tre`s grande majorite´ des cas ge´ne´re´s automatiquement a` partir d’un langage de
spe´cification de haut niveau qui repose sur le mode`le synchrone (par exemple SCADE). La commu-
nication entre le programme et son environnement exte´rieur se fait alors via des variables volatiles
de manie`re pe´riodique. Le sche´ma d’exe´cution d’un programme critique embarque´ est de la forme :
de´but
Initialise;






Dans la boucle de re´troaction (Lire-Calculer-E´crire), la lecture correspond a` la communication
entre le milieu continu et le programme discret, alors que l’e´criture correspond a` l’action
des actionneurs. Cette boucle est cadence´e avec pre´cision, de sorte que les donne´es ne sont
lues que pe´riodiquement et non pas continuˆment. E´ventuellement, une analyse de pire temps
d’exe´cution (WCET, [FHL+01]) peut permettre d’estimer pre´cise´ment la dure´e d’une ite´ration de
la boucle. La communication entre le milieu continu et le programme s’apparente donc plus a` une
communication par passage de messages qu’a` une communication a` me´moire partage´e : a` certains
instants de´termine´s par le programme discret, le programme et l’environnement continu vont
se synchroniser pour e´changer des donne´es. Remarquons que la communication entre le milieu
continu et le programme discret s’effectue via un capteur qui introduit une discre´tisation des
valeurs : la valeur des variables continues re´elles est discre´tise´e en un nombre a` virgule flottante
qui sera traite´ par le programme. Notre mode´lisation des capteurs prendra en compte cette
double discre´tisation temporelle (les capteurs ne fournissent une valeur qu’a` certains instants
pre´de´termine´s) et spatiale (les valeurs fournies sont des approximations flottantes des valeurs
re´elles). Enfin, par rapport aux automates hybrides, l’exe´cution d’un programme embarque´ est
de´terministe (car e´crit dans un langage de´terministe) et l’exe´cution du syste`me est controˆle´e
d’avantage par la partie discre`te que par l’environnement continu.
On voit donc que les programmes embarque´s, s’il peuvent eˆtre encode´s dans le formalisme
des automates hybrides, reposent en fait sur un e´chantillonage pre´cis du temps et des valeurs
d’entre´e alors que les mode`les classiques de syste`mes hybrides conside`rent l’e´volution temporelle
de manie`re plus e´ve´nementielle. Cette deuxie`me vision, si elle permet une mode´lisation plus rapide
des syste`mes hybrides, rend e´galement leur validation plus complique´e : les changements d’e´tats
(c’est-a`-dire les changements de mode continu) sont de´termine´s par des crite`res purement spatiaux
(la valeur des variables continues), ce qui rend la de´tection des instants de changement d’e´tats dif-
ficile : il faut calculer l’intersection du re´sultat de l’ope´rateur d’avancement dans le temps ր avec
les pre´dicats de garde (voir section 4.4.2). Les outils d’analyse limitent donc la dynamique continue
pour pouvoir de´tecter ces changements d’e´tats. Dans les programmes embarque´s, les changements
d’e´tats se font a` travers l’e´criture dans une variable volatile, a` la fin du cycle Lire-Calculer-E´crire,
et donc a` des pe´riodes connues. La de´tection de changements d’e´tats est donc bien plus simple,
et l’on pourra s’autoriser des dynamiques non-line´aires lors de l’analyse (voir chapitre 7). Deux
autres conside´rations font que le mode`le des automates hybrides est moins adapte´ a` la mode´lisation
et l’analyse des programmes critiques embarque´s. D’une part, pour des raisons de suˆrete´, il sera
toujours ne´cessaire d’analyser le code source et non pas le mode`le qui l’a ge´ne´re´. On pourrait
naturellement reconstruire, a` partir du code et d’une description de l’environnement continu, un
automate e´quivalent, mais cette solution devient rapidement impossible pour des codes de grandes
tailles e´voluant dans des milieux physiques complexes (typiquement, les programmes utilise´s dans
l’industrie ae´ronautique font plusieurs centaines de milliers de lignes de code et l’environnement
exte´rieur est compose´, au moins, d’une dizaine de variables continues). Par ailleurs, dans le forma-
lisme des automates hybrides, les e´tats discrets et les modes continus sont tre`s lie´s (en fait, ce sont
les meˆmes) et il n’y a donc pas de se´paration re´elle entre le continu et le discret. Pour des projets
industriels, la mode´lisation de l’environnement physique et du programme discret demandent des
expertises tre`s diffe´rentes et sont souvent effectue´es par des e´quipes se´pare´es. Il nous semble donc
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pre´fe´rable de disposer d’un mode`le ou` la distinction entre le continu et le discret est nette, et tel
que la communication entre les deux mondes se fassent via des interfaces de´finies a` l’avance.
5.1.2 But du nouveau mode`le
Nous avons donc de´veloppe´ une extension des langages de programmation impe´ratifs qui prend
en compte les particularite´s hybrides des programmes embarque´s. Les caracte´ristiques principales
de ce mode`le sont :
1. la partie discre`te est la plus proche possible des langages de programmation existant ;
2. les actions des capteurs et actionneurs sont explicitement identifie´es ;
3. les parties discre`tes et continues peuvent eˆtre mode´lise´es se´pare´ment.
La premie`re condition est ne´cessaire pour que l’on puisse re´utiliser facilement les techniques d’ana-
lyse statique existantes et qui ont fait leurs preuves sur les codes embarque´s. La deuxie`me condition
tient au fait que dans les codes embarque´s actuels, on sait a` quels moments ont lieu l’acquisition
des donne´es exte´rieures et l’envoi de commandes vers les actionneurs. On veut donc pouvoir expri-
mer formellement ces informations. Enfin, la troisie`me condition est indispensable pour l’analyse
de codes de taille industrielle. Elle est e´galement utile pour pouvoir analyser le comportement
d’un meˆme programme dans deux environnements physiques diffe´rents a` moindre couˆt, ou pour
pouvoir comparer deux programmes cense´s controˆler la meˆme grandeur physique : il suffit dans
chacun de ces cas de changer une des parties du syste`me.
Remarque (Capteurs et actionneurs) Nous veillerons, en plus des trois conditions ci-dessus,
a` ce que les capteurs introduisent un e´chantillonage spatial, c’est-a`-dire une discre´tisation des
valeurs re´elles en des valeurs repre´sentables sur une machine, et a` ce que les actionneurs ne puissent
modifier que la dynamique des variables continues et non pas leurs valeurs.
Avant de de´crire en de´tail notre nouveau mode`le, faisons un petit tour d’horizon des mode`les
existant et expliquons pourquoi ils ne sont pas pleinement satisfaisant. Nous avons de´ja` vu que
les automates hybrides ainsi que tous les mode`les de´rive´es (alge`bres de processus hybrides entre
autres) reposent sur un mode`le d’exe´cution tre`s diffe´rent de celui des programmes embarque´s. De
plus, la se´paration entre les modes discrets et continus n’est pas claire, ce qui rend complique´e et
couˆteuse l’e´tude d’un meˆme syte`me dans plusieurs environnements continus diffe´rents. Nous ne
pouvons donc pas utiliser les automates hybrides pour l’analyse des programmes embarque´s. Le
logiciel le plus utilise´e pour de´crire et simuler un syste`me hybride est Simulink. En Simulink, il n’y
a pas de diffe´rence entre un syste`me discret et un syste`me continu, si bien qu’on peut de´crire toute
sorte de syste`mes. Cependant, il n’existe pas de se´mantique formelle de Simulink de sorte que le
comportement exact du syste`me n’est pas connu, et le me´lange entre les comportements discrets
et continus fait que ce mode`le ne peut eˆtre utilise´ pour la ve´rification de programmes industriels.
Le langage Modelica [OEM99] est un langage de haut niveau oriente´ objet permettant de
de´crire de gros syste`mes industriels complexes. C’est un e´quivalent textuel de Simulink, et on
peut graˆce a` Modelica mode´liser des syste`mes ayant des comportements discrets et continus. Les
syte`mes sont de´crits comme des ensembles d’e´quations, et le simulateur associe´ a pour but de
re´soudres ces e´quations. De nombreuses bibliothe`ques permettent d’inclure dans le syste`me des
e´le´ments me´chaniques, e´lectriques, thermiques, hydrauliques... Cette trop grande expressivite´ est
cependant un de´fault quand on s’inte´resse a` la ve´rification des programmes embarque´s : le langage
me´lange les syste`mes discrets et continus sans ve´ritable se´paration et comme pour Simulink, la
se´mantique globale du langage n’est pas clairement de´finie.
Le mode`le qui nous semble le plus proche d’un mode`le utilisable pour l’analyse de gros syste`mes
industriels est le langage synERGY [BPS06]. synERGY est un langage oriente´ objet inte´grant un
paradigme de programmation synchrone proche de Lustre. Il est pense´ pour de´crire efficacement
les programmes embarque´s et sa se´mantique est pre´cise´ment de´crite. Un compilateur de synERGIE
vers le langage C a e´te´ de´veloppe´ dans le but de produire un code embarque´ le plus efficace possible
tant du point de vue de l’espace me´moire occupe´ que de la rapidite´ d’exe´cution. Cependant,
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Fig. 5.1 – Fonction donnant h˙2 en fonction de h2 dans le cas ou` les deux vannes sont ouvertes
(e´quation (1.2)), avec H = 4, k1 = 2.6, k2 = 1.8 et h1 = 9.
synERGIE n’est pas a` proprement parler un langage hybride car il ne permet pas de de´crire
l’environnement continu avec lequel le programme interagit via des e´quations diffe´rentielles par
exemple. Il doit donc eˆtre e´tendu pour prendre en compte cet aspect, et nous avons choisi de fonder
notre nouveau mode`le sur un langage de bas niveau (par exemple, le code C produit par synERGIE)
plutoˆt que de rester au niveau de la spe´cification. Ce choix nous permet de rester proche des codes
existants et donc d’appliquer rapidement nos techniques a` des proble`mes industriels.
5.2 Description du mode`le
5.2.1 Mode´lisation de la partie continue
La partie continue des syste`mes hybrides que nous conside´rons est forme´e de variables e´voluant
continuˆment dans le temps et qui repre´sentent les grandeurs physiques dont le programme a besoin
(ou sur lesquelles il agit). La dynamique de ces variables peut eˆtre modifie´e de deux fac¸ons : soit par
un changement duˆ au programme via les actionneurs, soit par un changement duˆ a` la dynamique
elle-meˆme, par exemple lorsque l’eau passe au-dessus du premier tuyau horizontal dans le syste`me
des deux re´servoirs (voir section 1.6). Notre mode`le doit eˆtre assez expressif pour inte´grer ces deux
phe´nome`nes. Pour cela, nous prenons comme point de de´part les proble`mes de Cauchy comme
de´finis en section 3.1. L’expressivite´ du mode`le continu de´pend alors du type de fonctions F que
nous autorisons dans l’e´quation (3.1). Remarquons que le choix de fonder la mode´lisation du milieu
exte´rieur des programmes embarque´s sur des EDOs n’est pas anodin. On peut en effet effectuer
un paralle`le fort entre une e´quation diffe´rentielle et le code source d’un programme informatique.
Les deux sont des repre´sentations d’un syste`me dynamique : le code source est un mode`le pour le
programme exe´cutable obtenu apre`s compilation, et chaque instruction relie l’e´tat du programme
a` un instant t (c’est-a`-dire avant l’exe´cution de l’instruction) a` l’e´tat du programme a` l’instant t+1
(apre`s son exe´cution). Une e´quation diffe´rentielle est elle un mode`le pour une fonction continue :
la fonction F de´crit l’e´tat du syste`me a` l’instant t+ dt en fonction de l’e´tat du syste`me a` l’instant
t. Une EDO joue le meˆme roˆle qu’un programme mais pour des syste`mes dynamiques continus,
il est donc naturel de les utiliser comme base pour mode´liser le milieu continu des programmes
embarque´s.
Pour repre´senter les changements dus a` l’environnement lui-meˆme, nous supposerons que
la fonction F est continue et Lipschitz par morceaux. Cela permet de de´finir des dynamiques
diffe´rentes en diffe´rentes re´gions de l’espace. Rappelons en effet qu’une fonction g : R → Rn est
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Lipschitz par morceaux si et seulement s’il existe x0 < x1 < · · · < xn ∈ R ∪ {−∞,∞} tels que
la restriction de g a` [xi, xi+1] est Lipschitz pour tout i (cette de´finition s’e´tend naturellement aux
fonctions de´finies sur Rm ). Par exemple, la fonction donnant la dynamique de la hauteur d’eau
dans le deuxie`me re´servoir (voir la figure 1.6) est une fonction Lipschitz par morceaux (voir la fi-
gure 5.1). Dans ce cas, la fonction F est continue et globalement Lipschitz, de sorte que la solution
du proble`me de Cauchy sous-jacent existe et est unique. En particulier, le the´ore`me de conver-
gence des ite´re´es de Picard (the´ore`me 3.2) est valable. L’hypothe`se de n’avoir que des fonctions
Lipschitz est forte, mais elle a du sens si on se rappelle que les e´quations diffe´rentielles que l’on
va conside´rer sont des lois de la physique. Tous les phe´nome`nes de´crits seront donc tre`s re´guliers
et l’hypothe`se (tre`s classique lorsque l’on utilise des e´quations diffe´rentielles) d’une condition de
Lipschitz globale nous apparaˆıt comme raisonnable.
Pour prendre en compte les changements occasionne´s par le programme discret, nous introdui-
sons dans la fonction F un vecteur de parame`tres formels k repre´sentant l’effet de m actionneurs
sur le milieu continu. On aura donc F = F (y, k) ; chaque coordonne´e de k repre´sente l’e´tat d’un
des actionneurs, et pourra eˆtre modifie´e par le programme : k prendra ses valeurs dans Bm (c’est-
a`-dire l’ensemble des vecteurs de valeurs boole´ennes de dimension m), et si la i-ie`me coordonne´e
de k vaut 1, cela voudra dire que le i-ie`me actionneur est active´. On dispose ainsi de 2m modes
continus possibles, et pour toute valeur possible des parame`tres k ∈ Bm, nous noterons Fk la
fonction telle que ∀y ∈ Rn, Fk(y) = F (y, k).
De´finition 5.1 (Mode`le du milieu continu) Un mode`le κ pour le milieu continu est un
quadruple´ κ =
(
V ar,m, {Fk}k∈Bm , (y0, k0)
)
tel que :
1. V ar est un ensemble de noms pour les variables continues de´finies par les e´quations
diffe´rentielles ;
2. m ∈ N est le nombre d’actionneurs disponibles ;
3. y0 ∈ Rn est une condition initiale, avec n = |V ar| ;
4. k0 ∈ Bm est le mode continu initial ;
5. ∀k ∈ Bm, Fk : Rn → Rn est une fonction continue Lipschitz par morceaux, avec n = |V ar|.
Exemple 5.1 (Proble`me du thermostat) Le syste`me du thermostat (voir section 4.1) posse`de
un actionneur, et donc deux modes continus. La partie continue du syste`me est donne´e par κt =({x}, 1, {F0, F1}, (x0, k0)) avec :
F0(x) = −x/3 F1(x) = 9− x/3 . (5.1)
Les e´quations diffe´rentielles donnant l’e´volution continue seront donc x˙ = F0(x) et x˙ = F1(x) selon
le mode choisi.
Exemple 5.2 (Proble`me des deux re´servoirs) Le proble`me des deux re´servoirs posse`de
quatre modes continus correspondant aux cas ou` les vannes 1 et 2 sont ouvertes et/ou ferme´es.
Un mode`le continu pour ce syste`me sera donc κr =
({h1, h2}, 2, {F0,0, F1,0, F0,1, F1,1}, (y0, k0)) ou`
F0,0 repre´sente le cas ou` les deux vannes sont ouvertes (e´quation (1.2)), F1,0 le cas ou` la vanne 1
est ferme´e (e´quation (1.3)), F0,1 le cas ou` la vanne 2 est ferme´e (e´quation (1.4)) et F1,1 le cas ou`
les deux vannes sont ferme´es (e´quation (1.5)).
5.2.2 Mode´lisation de la partie discre`te
La partie discre`te de notre mode`le est un programme e´crit dans une extension du langage
SIMPLE de´crit a` la section 2.2.1. En plus des expressions arithme´tiques et des instructions
discre`tes classiques, nous introduisons un nouveau type de variables, les variables continues
(CV ar), et trois instructions hybrides (HStmt dans la figure 5.2). Ces trois instructions sont :
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– sens.y?X ou` y ∈ CV ar est une variable continue et X ∈ V ar est une variable discre`te.
Cette instruction sert a` mode´liser l’effet d’un capteur qui alloue a` la variable discre`te X la
valeur de la variable continue y a` l’instant ou` l’instruction est exe´cute´e.
– act.k!c ou` c ∈ {0, 1} et k ∈ N. Cette instruction repre´sente l’effet du k-ie`me actionneur sur
l’environnement physique : la dynamique du milieu continu va eˆtre modifie´e et sera re´gie,
apre`s l’exe´cution de l’instruction, par la fonction Fl, ou` l ∈ Bm est telle que la k-ie`me
coordonne´e de l vaut c.
– wait u ou` u ∈ R+. Cette instruction sera utilise´e pour symboliser la dure´e des autres
instructions discre`tes : on suppose en effet que chaque instruction est instantane´e et on
ajoute explicitement des instructions wait pour compenser le fait qu’elles ne l’e´taient pas.
Remarque Dans l’instruction de de´lai wait, nous supposons que le de´lai est un valeur constante
u ∈ R+. Nous n’autorisons pas a` ce que le de´lai soit une variable ou une expression arithme´tique
pour empeˆcher les effets Ze´non. En effet, en autorisant le de´lai a` eˆtre une expression arithme´tique,





1/(n ∗ n)); act.1!0; n := n+ 1; )
qui effectue une infinite´ d’actions en un temps fini. E´tant donne´ que l’instruction wait attend un
constante u ∈ R+ comme argument, et comme les programmes sont de tailles finies, il existe un
temps minimum τ > 0 telle que toutes les instructions wait augmentent le temps d’au moins τ
secondes. La seule possibilite´ d’avoir une exe´cution infinie qui ne dure qu’un temps fini est donc
d’avoir une exe´cution infinie n’exe´cutant qu’un nombre fini d’instructions wait.
Donc, la seule possibilite´ d’obtenir un effet Ze´non est d’avoir une boucle infinie telle qu’aucune
des ite´rations de la boucle ne contienne d’instructions wait. Le programme effectuerait alors une
infinite´ d’actions en un temps nul. Une condition ne´cessaire (mais pas suffisante) pour ne pas avoir
d’effets Ze´non est donc qu’il y ait une instructionwait dans le corps de chaque boucle infinie. Cette
condition n’est cependant pas suffisante (l’instruction peut ne pas eˆtre exe´cute´e), et une analyse
de vivacite´ permettrait de prouver l’absence d’effet Ze´non : il faut montrer que l’instruction wait
sera exe´cute´e une infinite´ de fois. Des outils comme Terminator [CPR06b, CGP+07] permettent
de le faire.
Nous nommerons cette extension de SIMPLE pour le calcul hybride H-SIMPLE. Cette
extension est tre`s proche du langage initial (sa syntaxe comple`te est donne´e a` la figure 5.2), de sorte
qu’il est facile de traduire un programme e´crit en SIMPLE en un programme deH-SIMPLE (en
particulier, tout programme de SIMPLE est un programme de H-SIMPLE). Les rajouts sont
lie´s aux caracte´ristiques hybrides de ces programmes (communication avec le milieu exte´rieur et
notion de temps d’exe´cution), et sont en fait souvent pre´sent, sous forme de commentaires, dans
les codes critiques ge´ne´re´s depuis un langage de spe´cification. Il n’est en effet pas rare de voir,
au de´but d’une boucle, un commentaire indiquant la fre´quence a` laquelle cette boucle s’exe´cute.
Dans ces cas, il est tre`s simple d’ajouter une instruction wait a` la fin de la boucle pour simuler
ce temps d’exe´cution.
Remarquons que les choix que nous avons effectue´s pour encoder les e´changes entre le pro-
gramme et l’environnement continu ne sont pas anodins. Nous voyons en effet le programme et
l’environnement comme deux processus dynamiques s’exe´cutant en paralle`le, les capteurs et les
actionneurs e´tant les canaux de communication entre les deux. Parmi l’ensemble des mode`les
de processus communiquant existant, celui qui se rapproche le plus du type de comminucation
conside´re´ ici est le langage CSP (Communicating Sequential Processes) de Hoare [Hoa85]. En
effet, les canaux de communication sont connus a` l’avance et fixes (le syste`me ne cre´e pas de
nouveaux actionneurs ou capteurs dynamiquement). Nous avons donc choisi des instructions qui
utilisent la meˆme syntaxe que les instructions CSP : le “ ?” mode´lise la re´ception de valeur, le “ !”
l’envoi de message.
De´finition 5.2 (Mode`le de la partie discre`te) Un mode`le ∆ pour la partie discre`te est un
triple´ (CV ar,m, P ) tel que :
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f ∈ F X ∈ V ar
AExp : a ::= f | X | a+ a | a− a | a× a | a/a
BExp : b ::= true | false | a = a | a ≤ a
Stmt : s ::= X := a | s; s | if b then s else s | while b do s | hs
u ∈ R+ X ∈ V ar y ∈ CV ar k ∈ N c ∈ {0, 1}
HStmt : hs ::= sens.y?X | act.k!c | wait u
Fig. 5.2 – Syntaxe du langage H-SIMPLE.
1. CV ar est un ensemble de variables continues ;
2. m ∈ N est le nombre d’actionneurs disponibles ;
3. P est un programme e´crit dans le langageH-SIMPLE n’utilisant que des variables continues
de CV ar pour les actions sens et que des entiers k ∈ [1,m] pour les actions act.
Exemple 5.3 (Proble`me des deux re´servoirs.) La partie discre`te du proble`me des deux
re´servoirs (c’est-a`-dire le controˆleur) s’encode tre`s simplement en H-SIMPLE (figure 5.3). Le
controˆleur mesure les hauteurs d’eau h1 et h2 (lignes 4 et 5), puis, si les niveaux critiques
ont e´te´ franchis, il actionne les vannes et de´clenche une alarme indiquant un proble`me critique
dans le syste`me. On a rajoute´ dans le programme de la figure 5.3 deux fonctions d’anticipation
(anticipate h1 et anticipate h2, lignes 14 et 15) qui permettent de pre´dire la hauteur d’eau
dans chacun des deux re´servoirs deux secondes dans le futur. On ne pre´cise pas l’imple´mentation
de cette fonction d’anticipation, on peut utiliser par exemple une extrapolation line´aire. En utili-
sant les valeurs calcule´es, on peut alors controˆler plus finement les niveaux d’eau en anticipant sur
le temps de fermeture des vannes. On va donc ouvrir (ou fermer) les vannes si la valeur pre´dite
de´passe les seuils critiques (lignes 16 a` 23). En fin de boucle, l’instruction wait permet de simuler
la dure´e d’exe´cution des instructions pre´ce´dentes (ici, 0.01 secondes).
5.2.3 Mode´lisation du syste`me hybride
Dans ce formalisme, un syste`me hybride sera donc un couple (∆, κ) tel que ∆ est un mode`le de
la partie discre`te et κ un mode`le de la partie continue. Nous imposerons ne´anmoins que les deux
mode`les partagent les meˆmes variables continues et les meˆmes actionneurs.
De´finition 5.3 (Mode`le du syste`me hybride) Un mode`le Ω pour le syste`me hybride est un





est un mode`le de la partie discre`te ;
– κ =
(
V ar,m′, {Fk}k∈Bm′ , (y0, k0)
)
est un mode`le de la partie continue ;
– CV ar ⊆ V ar et m ≤ m′.
La dernie`re condition permet de s’assurer que le programme et le milieu continu sont compatibles,
c’est-a`-dire que les variables sur lesquelles le programme peut agir (via une instruction sens ou
act) sont bien des variables controˆle´es par le milieu continu.
Remarquons que ce mode`le de syste`mes hybrides est conforme aux objectifs que nous nous
e´tions fixe´s :
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1 int main ( ) {
2 senso r x1 , x2 ; // cap teurs
3 while ( t rue ) {
4 sens . x1?h1 ;
5 sens . x2?h2 ;
6 i f ( h1>h1 max )
7 act . 1 ! 0 ; throw ( alarm ) ;
8 i f ( h2>h2 max )
9 act . 2 ! 0 ; throw ( alarm ) ;
10 i f ( h1<h1 min )
11 act . 1 ! 1 ; throw ( alarm ) ;
12 i f ( h2<h2 min )
13 act . 2 ! 1 ; throw ( alarm ) ;
14 h 1 i n 2 s e c s = an t i c i p a t e h1 (h1 , h2 ) ;
15 h 2 i n 2 s e c s = an t i c i p a t e h2 (h1 , h2 ) ;
16 i f ( h 1 i n 2 s e c s>h1 max )
17 act . 1 ! 0 ;
18 i f ( h 2 i n 2 s e c s>h2 max )
19 act . 2 ! 0 ;
20 i f ( h 1 i n 2 s e c s<h1 min )
21 act . 1 ! 1 ;
22 i f ( h 2 i n 2 s e c s<h2 min )
23 act . 2 ! 1 ;
24 wait ( 0 . 0 1 ) ; // d e l a i
25 }
26 }
Fig. 5.3 – Encodage du syste`me des deux re´servoirs en H-SIMPLE.
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1. une mode´lisation de la partie discre`te ne demande que quelques ajouts aux programmes
existants ;
2. les actions des capteurs et des actionneurs sont explicites, et la communication entre les
parties discre`tes et continues se fait par envoi de messages ;
3. les sous-syste`mes discrets et continus peuvent eˆtre mode´lise´s se´pare´ment, dans des forma-
lismes diffe´rents.
La figure 1.4 peut maintenant eˆtre e´tendue pour rendre compte de notre nouveau mode`le. La


















Fig. 5.4 – Fonctionnement d’un programme embarque´. La partie discre`te est un programme e´crit
en H-SIMPLE qui calcule, en fonction de son e´tat interne et des entre´es provenant des capteurs,
un re´sultat envoye´ aux actionneurs. Ce re´sultat, note´ cmd sur le sche´ma, e´quivaut a` choisir, parmi
tous les modes disponibles, celui correspondant a` l’actionneur a` activer. Le milieu continu peut
eˆtre vu comme une EDO a` commutateur repre´sente´e par le bloc en haut du sche´ma. L’entre´e de ce
bloc est une commande venant des actionneurs, et la sortie est la valeur courante y de la solution
de l’EDO. Cette valeur est transmise au capteur qui la transforme en le nombre flottant le plus
proche, c’est-a`-dire y.
5.2.4 Construction de la se´mantique du mode`le
Nous cherchons a` de´finir une se´mantique de´notationnelle des syste`mes hybrides de´crits dans
notre mode`le. La difficulte´ dans cette taˆche tient a` l’he´te´roge´ne´ite´ du syste`me et a` la se´paration
entre les parties discre`tes et continues. Le comportement de chacun des sous-syste`mes se calcule
en effet de manie`re tre`s diffe´rente. Pour le programme, on utilise ge´ne´ralement une se´mantique
de´notationnelle comme pre´sente´ en section 2.2. Cette se´mantique de´finit le comportement d’un
programme comme une fonction calcule´e a` l’aide d’un the´ore`me de point fixe a` la Kleene, c’est-a`-
dire un the´ore`me portant sur des fonctions monotones dans un CPO. Pour l’e´quation diffe´rentielle,
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sa se´mantique est sa solution (voir section 3.1), et on montre son existence via un the´ore`me de point
fixe a` la Banach (the´ore`me 3.2), c’est-a`-dire un the´ore`me portant sur des fonctions contractantes
dans un espace me´trique. Le but de la se´mantique que nous proposons est d’unifier ces deux
descriptions. Pour cela, nous choisissons de de´finir la se´mantique d’une e´quation diffe´rentielle de
la meˆme manie`re que l’on de´finit la se´mantique d’un programme, c’est-a`-dire a` travers un the´ore`me
de point-fixe portant sur une notion d’ordre et non pas de distance.
Notre construction de la se´mantique se fera en trois e´tapes. Dans un premier temps, nous
supposerons que le comportement de la partie discre`te est comple`tement connu, et nous de´finirons
la se´mantique de la partie continue (section 5.3). Cela revient a` de´finir la se´mantique d’un proble`me
de Cauchy, et nous devrons donc de´finir un CPO et une fonction sur ce CPO telle que la solution du
proble`me de Cauchy soit le point fixe de cette fonction. Dans un deuxie`me temps, nous de´finirons
la se´mantique des syste`mes hybrides en supposant que l’on dispose de fonctions a` la place des
e´quations diffe´rentielles (section 5.4). Cela revient a` dire que l’on suppose connue l’e´volution du
milieu continu et on calcule alors une se´mantique pour H-SIMPLE. Enfin, nous unifierons les
deux re´sultats obtenus pour de´finir la se´mantique du syste`me hybride comme une combinaison
des se´mantiques continues et discre`tes (section 5.5).
5.3 Se´mantique de´notationnelle de la partie continue
Pour simplifier la lecture de cette section, nous nous limitons au cas ou` la partie continue d’un
syste`me hybride est compose´e d’une seule variable continue. En particulier, les fonctions Fk de la
de´finition 5.1 sont des fonctions d’une seule variable re´elle. Cependant, tous les re´sultats que nous
pre´sentons s’e´tendent sans aucun proble`me au cas de n variables continues ; en particulier, pour
toutes les fonctions de´finies dans cette section (largeur, composition, primitive, voir section 5.3.2),
leurs extensions composante par composante aux dimensions supe´rieures posse`dent les meˆmes
proprie´te´s que dans le cas de la dimension 1.
Nous commenc¸ons donc par donner une se´mantique de´notationnelle a` la partie continue des
syste`mes hybrides en supposant connue la se´mantique de la partie discre`te. L’influence du pro-
gramme sur l’environnement continu se fait via des changements de dynamique au moyen des
actionneurs ; si on suppose connu le comportement du programme, cela revient a` dire que l’on
suppose connue la suite des actions effectue´es par le programme ainsi que les instants auxquels ces
actions ont eu lieu. On voit donc le programme comme une suite d’actions, autrement dit on voit
le programme comme une fonction s : R+ → Bm constante par morceaux dont les valeurs sont
les commandes envoye´es aux actionneurs. Remarquons que, puisque l’instruction wait attend un
argument u constant, il existe un temps minimum τ > 0 entre deux discontinuite´s dans la fonction
s. On ne peut donc pas avoir une fonction constante par morceaux avec des marches de plus en
plus petites. La se´mantique d’un mode`le continu κ =
(
CV ar,m, {Fk}k∈Bm , (y0, k0)
)
sous l’effet de
la fonction s, que nous noterons JκKs, est alors la solution de l’e´quation diffe´rentielle y˙ = F (y, t),
ou` F est la fonction de´finie par :
∀t ∈ R+, ∀y ∈ R, F (y, t) = Fs(t)(y) . (5.2)
Autrement dit, F est une fonction continue par morceaux qui co¨ıncide avec la fonction Fk aux
instants t ou` s(t) = k. Nous noterons JF, y0Kc la solution du proble`me de Cauchy y˙ = F (y), y(0) =
y0.
De´finition 5.4 (Se´mantique continue) Soit κ un mode`le de la partie continue, et s : R+ → Bm
une fonction constante par morceaux repre´sentant le programme discret. La se´mantique de κ par
rapport a` s est la solution du proble`me de Cauchy y˙ = F (y, t), y(0) = y0 ou` F est de´finie par
l’e´quation (5.2). On notera :
JκKs = JF, y0Kc avec ∀y ∈ R, ∀t ∈ R+, F (y, t) = Fs(t)(y) . (5.3)
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Remarque Dans l’e´quation diffe´rentielle de la de´finition 5.4, la fonction F n’est que continue par
morceaux, mais elle est globalement Lipschitz en y. En effet, chaque fonction Fk est globalement
Lipschitz, et donc la plus grande des constantes de Lipschitz des fonctions Fk est une constante
de Lipschitz pour F . De plus, pour tout t ∈ R+, la fonction λy.F (y, t) est continue et il existe
un temps minimum τ > 0 entre deux discontinuite´s de F . Dans ce cas, la solution de l’e´quation
diffe´rentielle existe et est unique et le the´ore`me de Picard (the´ore`me 3.2) est vrai. Nous noterons
C0m(R) l’ensemble des fonctions F (y, t) de´finies sur R × R+ a` valeurs dans R et telles que F est
continue par morceaux, globalement Lipschitz et continue en y, et telle qu’il existe un temps
minimum non nul entre deux points de discontinuite´. Remarquons que cela revient a` dire que
l’ensemble des points de discontinuite´ est de´nombrable.
Dans la suite, nous nous attachons a` de´finir JF, y0Kc, c’est-a`-dire que nous construisons la
solution du proble`me de Cauchy y˙ = F (y, t), y(0) = y0. D’apre`s le the´ore`me 3.2, cette solution
est obtenue comme le point fixe, au sens de la the´orie du point fixe de Banach, de l’ope´rateur de
Picard (e´quation (3.3)). Nous allons traduire ce the´ore`me de point fixe en un the´ore`me de point
fixe a` la Kleene, c’est-a`-dire un point fixe portant sur une notion d’ordre et non plus de distance.
Nous devons donc de´finir une structure d’ordre et un ope´rateur sur cette structure dont JF, y0Kc
soit le point fixe. Pour cela, nous de´finissons un domaine de fonctions a` information partielle,
c’est-a`-dire des fonctions dont la valeur en chaque point x ∈ R+ est un intervalle. Nous dirons
alors qu’une fonction f porte plus d’information qu’une fonction g si elle est incluse dans g en tout
point. Ainsi, les e´le´ments maximaux seront les fonctions a` valeur re´elle, c’est-a`-dire les fonctions
associant a` tout point x un singleton. La se´mantique continue JF, y0Kc va construire un e´le´ment
maximal (la solution y∞ de l’e´quation diffe´rentielle de la de´finition 5.4) comme la limite d’une
suite d’approximations, c’est-a`-dire comme la limite d’une suite de fonctions a` valeur intervalle.
Les sections suivantes formalisent cette intuition.
5.3.1 Treillis des fonctions continues intervalles
Rappelons que IR repre´sente l’ensemble des intervalles re´els ferme´s.
De´finition 5.5 (Fonctions intervalles) Nous noterons IF∞ l’ensemble des fonctions intervalles
de´finies sur R+ :
IF∞ = {f : R+ → IR} .
Une fonction f ∈ IF∞ associe donc a` chaque instant x ∈ R+un intervalle f(t) ∈ IR. Nous
repre´senterons graphiquement une telle fonction comme montre´ a` la figure 5.5. Cette figure montre
deux fonctions de IF∞ : la fonction rouge est la fonction constante f telle que ∀x ∈ R+, f(x) =
[0, 1] et la fonction bleue est la fonction g telle que ∀x ∈ R+, g(x) =
[





Fig. 5.5 – Repre´sentation graphique des fonctions de IF∞.
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On munit IF∞ d’un ordre partiel qui est une extension point a` point de l’ordre inverse sur les
intervalles. Rappelons que l’ordre inverse ⊒ sur les intervalles est donne´ par ∀x, y ∈ IR, x ⊒ y ⇔
y ⊆ x. Le domaine (IR,⊒ ) est un CPO.
De´finition 5.6 (Ordre partiel sur IF∞) Soient f, g ∈ IF∞ deux fonctions intervalles. On a
alors :
f ⊑∞ g ⇔ ∀x ∈ R+, f(x) ⊒ g(x)⇔ ∀x ∈ R+, g(x) ⊆ f(x) . (5.4)
L’ordre ⊑∞ signifie qu’en tout point x ∈ R+, la fonction g apporte plus d’information que f . La
notion d’information que nous utilisons ici est contre-intuitive (on dira qu’un intervalle contient
plus d’information s’il est plus petit), mais est cohe´rente avec l’ide´e que ces fonctions intervalles
sont des approximations de la solution de l’e´quation diffe´rentielle. Cette solution est en effet une
fonction re´elle, c’est-a`-dire une fonction intervalle de largeur nulle, et elle est cense´e repre´senter
l’e´le´ment d’information maximale. Il faut donc que cette fonction soit plus grande que toutes ses
approximations, ce qui impose d’utiliser l’ordre inverse sur les intervalles.
Exemple 5.4 Sur la figure 5.5, la fonction rouge (f) est plus grande que la fonction bleue (g).
De´finition 5.7 (Fonctions supe´rieures et infe´rieures) Soit f ∈ IF∞. On de´finit les fonctions
supe´rieures f : R+ → R et infe´rieure f : R+ → R comme les deux fonctions re´elles telles que :





Exemple 5.5 Pour la fonction g de la figure 5.5, on a :
∀x ∈ R+, g(x) = − 1
x+ 1




Nous allons naturellement nous limiter a` l’e´tude des fonctions de IF∞ qui posse`dent un cer-
tain degre´ de continuite´. Nous allons en effet de´finir la notion de primitive pour les fonctions
intervalles, ce qui suppose une certaine re´gularite´ des fonctions infe´rieures et supe´rieures. Nous
travaillerons donc uniquement sur les fonctions intervalles dont la fonction supe´rieure (respecti-
vement infe´rieure) est semi-continue supe´rieurement (respectivement infe´rieurement). Rappelons
qu’une fonction f : R+ → R est dite semi-continue supe´rieurement si et seulement si :
∀x0 ∈ R+, ∀² > 0, il existe un voisinage U de x0 tel que ∀x ∈ U, f(x) ≤ f(x0) + ² . (5.5)
La semi-continuite´ infe´rieure est e´quivalente sauf que l’on impose que ∀x ∈ U, f(x) ≥ f(x0) − ².
Pour une fonction f ∈ IF∞, lorsque les fonctions f et f sont semi-continues supe´rieurement et
infe´rieurement, respectivement, on dira que f est continue. En fait, dans ce cas, f peut-eˆtre vue
comme une fonction continue au sens de la topologie de Scott du domaine (R+,≤) (≤ est ici
l’ordre naturel sur les nombres re´els) vers (IR,⊒) [EL02]. Nous pre´sentons ici un cadre le´ge`rement
diffe´rent et plus simple que celui de´crit par Edalat et Lieutier dans [EL02] ou Edalat et Pattinson
dans [EP04], mais nous utiliserons certains de leurs re´sultats, et donnerons des preuves le´ge`rement
diffe´rentes de celles apporte´es par Edalat.
De´finition 5.8 (Fonctions intervalles continues) Soit f ∈ IF∞. On dira que f est continue
si et seulement si f est semi-continue infe´rieurement et f semi-continues supe´rieurement. Nous
noterons IF0∞ l’ensemble des fonctions intervalles continues :
IF0∞ =
{













Fig. 5.6 – Repre´sentation des fonctions fn de l’e´quation 5.6.









sont des CPOs et les fonctions continues sont des fonc-









des fonctions Scott-continues entre deux CPOs est un CPO [GHK+03]. ¤
Remarque (Condition de semi-continuite´) Remarquons que la condition de semi-continuite´
infe´rieure et supe´rieure pour les fonctions intervalles est ne´cessaire pour que IF0∞ soit un CPO.
En effet, si on impose des conditions plus fortes, par exemple, que pour tout f ∈ IF∞, f et f sont
































n∈N de´finie par ∀x ∈
R+, fn(x) = [0, fn(x)] ve´rifie ∀n ∈ N, fn ⊑∞ fn+1. Posons f = ⊔n∈Nfn. Clairement, f ve´rifie
∀x ∈ [0, 12 ], f(x) = 1 et ∀x ∈] 12 ,+∞[, f(x) = 12 . Donc, f n’est pas continue en 12 , par contre elle
est semi-continue supe´rieurement.
Remarque (Fonctions re´elles) Notons e´galement que l’ensemble C0(R+) des fonctions conti-
nues re´elles de´finies sur R+ est inclus dans IF0∞ via la fonction γ : C0(R+) → IF0∞ telle que
∀f ∈ C0(R+), γ(f) = λx.[f(x), f(x)]. La fonction γ est injective, et nous dirons, par abus de
notation, que f ∈ IF0∞ pour tout f ∈ C0(R+).
Rappelons que nous cherchons a` de´finir la solution de l’e´quation diffe´rentielle de la
de´finition 5.4. Cette solution est une fonction re´elle de´finie sur R+ que nous allons calculer comme
la limite d’une se´rie d’approximations. Chaque approximation sera une fonction intervalle conti-
nue, et nous allons ame´liorer cette approximation “de la gauche vers la droite” : on voit chaque
instant t ∈ R+ comme un point de controˆle pour la fonction, et, comme c’est le cas pour la
se´mantique des programmes, nous allons mettre a` jour les points de controˆle en commenc¸ant par
les plus proches du point initial (dans notre cas il s’agit de 0). Nous devons donc ajouter a` une
fonction f ∈ IF0∞ une information indiquant jusqu’a` quel instant cette approximation est valide,
c’est-a`-dire jusqu’a` quel instant nous l’avons de´ja` calcule´e. Nous allons donc conside´rer des couples
(f, t) tels que f ∈ IF0∞ et t ∈ R+, ou` R+ = R+ ∪ {+∞} est le treillis complet des re´els positifs.
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Intuitivement, un couple (f, t) repre´sente donc une approximation d’une fonction re´elle qui est
significative (ou repre´sentative) jusqu’au temps t. Nous dirons que t est le support de f .
De´finition 5.9 (Fonctions intervalles continues avec support) Nous noterons D0 le produit
carte´sien de IF0∞ et de R+, le treillis complet des nombres re´els positifs muni de l’e´le´ment +∞.
D0 = IF0∞ × R+ . (5.7)
De´finition 5.10 (Ordre partiel sur D0) On e´tend l’ordre ⊑∞ a` D0. Un couple (g, u) ∈ D0 est
plus grand que (f, t) ∈ D0 si et seulement si g est plus pre´cise que f et u est plus grand que t :
(f, t) ⊑0 (g, u)⇔ f ⊑∞ g et t ≤ u . (5.8)
L’ordre ⊑0 peut eˆtre vu comme une restriction de l’ordre ⊑∞ : on impose que le support de
g (c’est-a`-dire le domaine ou` g est significative) soit plus grand que celui de f . Nous e´tudions
maintenant les proprie´te´s du domaine D0 muni de l’ordre ⊑0.
Proposition 5.2
(D0,⊑0 ) est un CPO.
Preuve Le domaine
(IF0∞,⊑∞ ) est un CPO et (R+,≤ ) muni de l’ordre naturel sur les nombres
re´els aussi. Le domaine D0 est le produit carte´sien de deux CPOs, c’est donc un CPO. ¤
De´finition 5.11 (Plus petit majorant et plus grand minorant) Soit (f, t), (g, u) ∈ D0. On
de´finit le plus petit majorant et le plus grand minorant par :
(f, t) ⊔ (g, u) = (φ, v) tel que v = max(t, u) et φ = λx.f(x) ∩ g(x) . (5.9)
(f, t) ⊓ (g, u) = (φ, v) tel que v = min(t, u) et φ = λx.f(x) ∪ g(x) . (5.10)
Dans ces e´quations, ∪ et ∩ sont les ope´rateurs d’union et d’intersection sur IR.
Exemple 5.6 La figure 5.7 montre l’effet le l’ope´rateur ⊔ sur deux fonctions intervalles continues,
la figure 5.8 montre l’effet de ⊓. Sur ces deux figures, un e´le´ment (f, t) ∈ D0 est repre´sente´
graphiquement par une repre´sentation de la fonction f comme sur la figure 5.5 et t est repre´sente´
par la droite verticale en pointille´.
Nous ajoutons a` IF0∞ un plus petit e´le´ment ⊥∞ et un plus grand ⊤∞. Intuitivement, ⊥∞
correspond a` la fonction dont la valeur est ]−∞,+∞[. L’e´le´ment ⊤∞ est une valeur artificielle qui
est plus grande que toutes les fonctions continues re´elles. Notons en effet que pour deux fonctions
continues re´elles f, g que nous voyons comme des e´le´ments de IF0∞, on a f ⊑∞ g ⇔ f = g. Comme
nous le faisons dans le cas des treillis plats, nous ajoutons donc ⊤∞ tel que ∀f ∈ C0(R), f ⊑∞
⊤∞. Clairement, on a alors ∀f ∈ IF0∞, f ⊑∞ ⊤∞. Le plus grand e´le´ment de D0 est donc
⊤0 = (⊤∞,+∞), et le plus petit est ⊥0 = (⊥∞, 0).
Remarque Dans la de´finition du plus petit majorant de (f, t) et (g, u) (de´finition 5.11), on
suppose que ∀x ∈ R+, f(x) ∩ g(x) 6= ∅. Si ce n’est pas le cas, on posera f ⊔ g = ⊤0.
Proposition 5.3 (D0,⊑0,⊤0,⊥0,⊔,⊓) est un treillis complet.
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(f, t) ⊔ (g, u)




(f, t) ⊓ (g, u)
Fig. 5.8 – Intersection sur D0.
Preuve Comme (R+,≤) est un treillis complet, il suffit de montrer que (IF0∞,⊑∞) est un treillis
complet pour arriver au re´sultat. Soit donc S ⊆ IF0∞. Soient S et S les ensembles de fonctions
re´elles de´finis par S =
{
f : f ∈ S} et S = {f : f ∈ S}. L’ensemble S est un ensemble de fonction
semi-continues infe´rieurement, donc la fonction f de´finie par ∀x ∈ R+, f(x) = sup{f(x) : f ∈ S}
est semi-continue infe´rieurement. De meˆme, la fonction f(x) = inf{f(x) : f ∈ S} est semi-continue
supe´rieurement. On de´finit alors f ∈ IF0∞ par :
f =
 ⊤∞ si ∃x ∈ R+ : f(x) > f(x)
λx.[f(x), f(x)] sinon
.
On a bien f =
⊔
S et f ∈ IF0∞, ce qui prouve que IF0∞ est un treillis complet.
¤
5.3.2 Ope´rations sur D0
Le treillis D0 est un ensemble de fonctions qui servent a` approcher des fonctions re´elles de´finies
sur R+. Une fonction f ∈ IF0∞ est en effet un e´le´ment a` information partielle, et nous allons lui
ajouter de l’information en nous servant de l’e´quation diffe´rentielle de la de´finition 5.4 et d’un
ope´rateur de Picard modifie´. Pour cela, nous e´tendons les ope´rations classiques sur les fonctions
re´elles aux e´le´ments de D0. Nous commenc¸ons par les ope´rateurs arithme´tiques, qui sont des
extensions point a` point des ope´rateurs sur les intervalles. Pour tout ¯ ∈ {+,−,×, /}, on de´finit :
∀(f, t), (g, t) ∈ D0, (f, t)¯ (g, t) = (h, t) ∈ D0 tel que
∀x ∈ R+, h(x) = f(x)¯ g(x) = {y ¯ z : y ∈ f(x) et z ∈ g(x)} .
(5.11)
Nous de´finissons maintenant la composition d’une fonction y ∈ IF0∞ avec une fonction conti-
nue par morceaux F ∈ C0m(R). La difficulte´ vient des points de discontinuite´ de la fonction F
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ou` potentiellement les fonctions supe´rieures et infe´rieures peuvent perdre la proprie´te´ de semi-
continuite´. Pour cela, on de´finit pour tout x0 ∈ R+ la valeur de F ◦ y(x0) comme l’union des
limites a` gauche et a` droite de F ◦ y en x0. Rappelons que pour une fonction φ : R+ → D a` valeur







La limite a` droite limx′→x+ f(x′) est de´finie de manie`re e´quivalente, il suffit de changer le sens de
l’ine´galite´.
De´finition 5.12 (Composition de fonctions) Soit f ∈ IF0∞ et F ∈ C0m(R). On de´finit la
composition de f et F comme la fonction g = F ◦ f ∈ IF0∞ par :




{F (y, x′) : y ∈ f(x′)} ) ⊔ (( lim
x′→x+
{F (y, x′) : y ∈ f(x′)} ) .
Pour un e´le´ment (f, t) ∈ D0 et F ∈ C0(R), on de´finit la composition par F ◦ (f, t) = (F ◦ f, t).
Remarque Pour f ∈ IF0∞ et F ∈ C0m(R), F ◦ f ∈ IF0∞ : ∀x ∈ R+, f(x) est un intervalle,
donc par continuite´ de F en y, {F (y, x) : y ∈ f(x)} est un intervalle et les fonctions supe´rieures
et infe´rieures sont semi-continues supe´rieurement et infe´rieurement.
Exemple 5.7 Soit f ∈ IF0∞ de´finie par ∀x ∈ R+, f(x) = [0, x]. Soit F ∈ C0m(R) de´finie par :
∀y, x ∈ R× R+, F (y, x) =

5− 0.5y si x < 3
−0.5y sinon
Alors, F ◦ f ∈ IF0∞ est de´finie par :
















La figure 5.9 montre les fonctions f et F ◦ f .
De´finition 5.13 (Primitive) On de´finit pour tout f ∈ IF0∞ et tout a ≤ b ∈ R+ l’inte´grale de f























Remarque (1) Pour toute fonction f ∈ IF0∞, les fonction f et f sont semi-continues
infe´rieurement et supe´rieurement, elles sont donc mesurables et borne´es, et donc inte´grables.
Remarque (2) Pour tout f ∈ IF0∞, on a bien I(f) ∈ IF0∞ graˆce a` la continuite´ de l’ope´rateur∫
sur les fonctions re´elles.
Exemple 5.8 Soit g = F ◦ f ∈ IF0∞ la fonction de´finie a` l’exemple 5.7. Alors, I(g) ∈ IF0∞ est
de´finie par :

































Fig. 5.9 – Exemples de composition d’une fonction continue intervalle avec une fonction continue
par morceaux et de calcul de la primitive. La fonction bleue est la fonction supe´rieure, la fonction
rouge est la fonction infe´rieure.
De´finition 5.14 (Largeur) On de´finit maintenant la largeur d’un e´le´ment (f, t) ∈ D0 comme
la largeur maximale de f sur l’intervalle [0, t], c’est-a`-dire l’intervalle ou` f est significative. On
de´finit donc la fonction w : D0 → R+ par :
∀(f, t) ∈ D0, w(f, t) = sup
x∈[0,t]
w(f(x)) .
Rappelons que pour un intervalle y =
[
y, y
] ∈ IR, w(y) est la largeur de l’intervalle, c’est-a`-dire
w = |y − y|.
Exemple 5.9 Soit F et f les fonctions de´finies a` l’exemple 5.7. On a w(f, 3) = 3 et w(F ◦ f, 5) =
6.5.
Proposition 5.4 Pour toute fonction continue F ∈ C0m(R), la fonction λf.F ◦ f est monotone
et continue. De meˆme, pour tout t ∈ R+, la fonction λf.w(f, t) est une fonction monotone et
continue de (D0,⊑0) dans (R+,¹) avec x ¹ y ⇔ y ≤ x et la fonction I : D0 → D0 est monotone
et continue.
5.3.3 Calcul de la se´mantique
Nous allons maintenant de´finir la se´mantique d’une e´quation diffe´rentielle comme la limite
d’une suite de fonctions intervalles continues. Cette suite de fonctions d’approximation est
construite comme les ite´re´es d’un ope´rateur de Picard modifie´. Cet ope´rateur Γ travaillera sur
le domaine D0, et modifiera un couple (f, t) de deux fac¸ons : d’une part pour tout x ∈ [0, t],
la valeur est transforme´e en une valeur plus proche de y∞(x), et d’autre part la fonction f est
rede´finie pour x ≥ t. Pour la premie`re e´tape, on utilise l’ope´rateur de Picard (e´quation (3.3)), dont













Pour la seconde e´tape, nous e´tendons la fonction f de telle sorte que, si f(t) contient y∞(t),
alors f(x) contient y∞(x) pour tout x ≥ t. Pour cela, nous utilisons le fait que la fonction F de
l’e´quation (5.2) a une constante de Lipschitz α. Ainsi, on peut appliquer la proposition 3.4 qui
encadre la solution d’un proble`me de Cauchy sur tout son domaine de de´finition.
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De´finition 5.15 (Ope´rateur de Picard modifie´) Soit F ∈ C0m(R) une fonction globalement
α-Lipschitz en y. Pour tout y0 ∈ R, on de´finit la fonction ΓF,y0 : D0 → D0 par :






(f)(x) si x ≤ t
J + F (J) · [−eα(x−t), eα(x−t)] · (x− t),





La formule ci-dessus est valide pour f 6= ⊥ et t > 0. On de´finit donc les cas particuliers :
∀t ∈ R+, ΓF,y0(⊥, t) = λx.[y0, y0] + F (y0) · x · [−eαx, eαx] et ∀y ∈ D0, ΓF,y0(y, 0) = y .
Remarque L’ope´rateur de Picard rend donc une approximation meilleure (quand x ≤ t dans la
de´finition 5.15) et rajoute de l’information vers la droite : le support passe de t a` t+1. Autrement
dit, si on pose (g, t + 1) = ΓF,y0(f, t), la fonction g est non seulement plus pre´cise que f mais
e´galement significative sur un plus grand domaine. Le choix d’augmenter le support t de 1 est
arbitraire, on aurait pu choisir n’importe quel re´el strictement positif.
Exemple 5.10 La figure 5.10 montre l’effet de ΓF,y0 sur des fonctions intervalles. La ligne noire
repre´sente y∞. Sur la figure du haut, on voit comment l’information porte´e par la fonction bleue
est ame´liore´e (cas ou` x ≤ t dans la de´finition 5.15) ; la figure du bas montre comment on rajoute
de l’information en e´tendant la fonction rouge sur [t,+∞[ (cas ou` x ≥ t dans la de´finition 5.15).
Proposition 5.5 (Monotonie de ΓF,y0) L’ope´rateur ΓF,y0 : D0 → D0 est une fonction mono-
tone.
Preuve Soit (f, t) ∈ D0 et (f ′, t′) ∈ D0 tels que (f, t) ⊑0 (f ′, t′). On a donc :
t ≤ t′ et ∀x ∈ R+, f ′(x) ⊆ f(x) .
Posons (g, u) = ΓF,y0(f, t) et (g
′, u′) = ΓF,y0(f
′, t′). On veut montrer que (g, u) ⊑0 (g′, u′).
On a u = t+ 1 et u′ = t′ + 1, donc u ≤ u′. Montrons maintenant que ∀x ∈ R+, g′(x) ⊆ g(x).
Soit donc x ∈ R+. Supposons que x ∈ [0, t]. On a alors g(x) = y0+I
(
F ◦f)(x) et g′(x) = y0+I(F ◦
f ′
)




F ◦ f ′´(x) ⊆ I`F ◦ f´(x)
d’ou` g′(x) ⊆ g(x).
Supposons maintenant que x ∈ [t, u]. On a alors g(x) = J + F (J) · [−eα(x−t), eα(x,t)] · (x − t)
avec J = y0 +
∫ x
0
F (f(s), s)ds. On a e´galement g′(x) = y0 +
∫ t
0
F (f ′(s), s)ds +
∫ x
t




F (f ′(s), s)ds ⊆ J , il reste a` montrer queZ x
t
F (f ′(s), s)ds ⊆ F (J) · [−eα(x−t), eα(x−t)] · (x− t) .
Cet encadrement est vrai en utilisant la proprie´te´ 3.4 des e´quations diffe´rentielles.
Soit enfin t ≥ u. La preuve que g′(x) ⊆ g(x) repose e´galement sur la proprie´te´ 3.4. ¤





De plus, τ = +∞ et y = y∞, ou` y∞ est la solution de l’e´quation diffe´rentielle de la de´finition 5.4.
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Fig. 5.10 – Les deux e´tapes de la fonction ΓF,y0 .
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Preuve Nous prouvons dans un premier temps l’existence du plus petit point fixe. Nous avons vu
que ΓF,y0 est un ope´rateur monotone sur D0. Comme D0 est un CPO (proposition 5.2), d’apre`s
le the´ore`me de Kleene (the´ore`me 2.3) ΓF,y0 posse`de un plus petit point fixe qui se calcule comme
la limite des ite´re´es de ΓF,y0 en partant de ⊥0. Il nous reste alors a` prouver que la solution y∞ de
l’e´quation diffe´rentielle ve´rifie (y∞,+∞) =
⊔
n∈N Γ
n(⊥∞, 0). Pour cela, nous aurons besoin d’un
lemme supple´mentaire.
Lemme 5.7 Soit (f, t) ∈ D0, et soit (g, u) = ΓF,y0(f, t). On a alors :
∀x ∈ [0, t], y∞(x) ∈ f(x)⇒ ∀x ∈ R+, y∞(x) ∈ g(x)
Preuve Soit (f, t) ∈ D0 tel que ∀x ∈ [0, t] , y∞(x) ∈ f(x). On note (g, u) = Γ(f, t). Soit mainte-
nant x ∈ R+, montrons que y∞(x) ∈ g(x).
– si x ∈ [0, t], on a ∀s ∈ [0, x] , y∞(s) ∈ f(s), donc F
(
y∞(s)

























ds = y∞(x), et donc y∞(x) ∈ g(x).
– si x > t, on sait que y∞(t) ∈ f(t). On peut alors utiliser l’encadrement classique de la
solution d’une EDO y˙ = F (y), ou` F a une constante de Lipschitz k (proposition 3.4) :
∀t ≥ t0, ‖y(t)− y(t0)‖ ≤ ek.|t−t0|.F (y(t0)).(t− t0)




(f)(t) et x ≥ t, donc y∞(x) ∈ y∞(t) +
[−eα(x−t), eα(x−t)].F (y∞(t)).(x − t), soit : y∞(x) ∈ J + [−eα(x−t), eα(x−t)].F (J).(t − X),
c’est-a`-dire : y∞(x) ∈ g(x).
¤
Preuve (Preuve du the´ore`me 5.6) Posons pour tout n ∈ N (fn, tn) = ΓnF,y0(⊥, 0). D’apre`s
la de´finition de ΓF,y0 , on sait que t1 = 1 et f1 ve´rifie ∀x ∈ R+, y∞(x) ∈ f1(x). On montre
alors par re´currence sur n que ∀n ≥ 1, tn = n, et en utilisant le lemme 5.7 on montre que
∀x ∈ R+, y∞(x) ∈ fn(x). On en de´duit alors que ∀n ∈ N, (fn, tn) ⊑0 (y∞,+∞).
Soit maintenant (f, τ) =
⊔
n∈N(fn, tn). D’apre`s la de´finition du plus petit majorant, on a clairement
(f, τ) ⊑0 (y∞,+∞). Remarquons que ∀n ∈ N, τ ≥ tn, de sorte que τ = +∞. Montrons maintenant
que f = y∞.
D’apre`s le the´ore`me de Picard (the´ore`me 3.2) et la de´finition de ΓF,y0 (de´finition 5.15), on a pour
tout x ∈ R+, limn→∞ w(fn(x)) = 0. Comme pour tout x ∈ R+ et pour tout n ∈ N, f(x) ∈ fn(x),
on a clairement ∀x ∈ R+, w(f(x)) = 0. Donc, f est une fonction continue re´elle (c’est-a`-dire
f ∈ C0(R+)) ve´rifiant f ⊑∞ y∞. D’apre`s la de´finition de l’ordre ⊑∞ (de´finition 5.6), cela impose
que f = y∞. ¤
On peut maintenant donner la de´finition formelle de la se´mantique d’une e´quation diffe´rentielle.
De´finition 5.16 (Se´mantique d’une e´quation diffe´rentielle) E´tant donne´e une fonction





(⊥∞, 0). On pose alorsJF, y0Kc = y∞.
Exemple 5.11 La figure 5.11 pre´sente les premie`res ite´re´es du calcul de la se´mantique du mode`le
continue κ =
(
Y, 1, {F0, F1}, (y0, k0)
)
avec ∀y ∈ R, F0(y) = y et F1(y) = −y sous l’action de la
fonction s : R+ → B de´finie par ∀t ∈ R+, s(t) =
{
0 si t ≤ 1
1 sinon
.
La courbe noire repre´sente la se´mantique JκKs, c’est-a`-dire la solution de l’e´quation diffe´rentielle
donne´e a` la de´finition 5.4.
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Fig. 5.11 – Exemple d’ite´rations de ΓF,y0 .
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5.4 Se´mantique de´notationnelle de la partie discre`te
Nous donnons maintenant une se´mantique de´notationnelle pour les sous-parties discre`tes des
syste`mes hybrides, en supposant que l’on peut connaˆıtre exactement l’e´volution de la partie conti-




, compose´ d’un ensemble de variables
continues et d’un programme e´crit en H-SIMPLE. Pour simplifier la compre´hension de cette
section, nous ferons encore l’hypothe`se que CV ar ne posse`de qu’une seule variable continue. La
se´mantique de ∆ est la se´mantique du programme P soumis a` un environnement exte´rieur κ.
On va donc de´finir une se´mantique de´notationnelle parame´tre´e par l’environnement κ comme une
fonction JP Kκ entre e´tats e´tendus. Nous commenc¸ons donc par de´finir cette notion d’e´tat e´tendu,
puis donnons les de´notations de chaque instruction du langage H-SIMPLE.
5.4.1 E´tats e´tendus
Comme nous l’avons vu au chapitre 2, un e´tat discret du programme P est une fonction partielle
associant a` chaque variable discre`te v ∈ V ar un nombre a` virgule flottante f ∈ F. Cependant,
un programme e´crit en H-SIMPLE agit sur d’autres e´le´ments que les variables discre`tes. En
effet, P peut modifier le temps d’exe´cution via une instruction wait et l’environnement continu
via une instruction act. Nous devons donc e´tendre la notion d’e´tats pour prendre en compte a`
la fois l’environnement continu et le temps d’exe´cution. Nous supposons donc que l’on dispose
de trois variables t, act, y 6∈ V ar. La variable t repre´sente le temps d’exe´cution et sera donc un
nombre re´el positif. La variable y repre´sente l’environnement exte´rieur et sera donc associe´e a` une
fonction continue du temps. Enfin, la variable act repre´sente la suite des commandes envoye´es
par le programme aux actionneurs au cours de son exe´cution, sa valeur sera donc une fonction
constante par morceaux a` valeur dans Bm. Cette fonction est celle que nous supposions connue
pour de´finir la se´mantique de la partie continue (section 5.3).





fonction σ associant a` chaque variable discre`te un nombre a` virgule flottante, a` t un nombre re´el
positif, a` y une fonction continue a` valeurs re´elles et a` act une fonction constante par morceaux
a` valeurs dans Bm. Nous noterons Const(Bm) l’ensemble des fonctions constantes par morceaux a`
valeurs dans Bm. Nous noterons Σe l’ensemble des e´tats e´tendus :
Σe =
{(
V ar → V al)× ({t} → R+)× ({act} → Const(Bm))× ({y} → C0(R+))} . (5.12)
Pour tout e´tat σ ∈ Σe, nous noterons σ(X) ∈ F la valeur d’une variable discre`te X ∈ V ar, et pour
toute variable v ∈ {t, act, y}, nous noterons σ.v la valeur prise par v dans σ.
Remarque Avec les notations de la de´finition 5.17, la valeur instantane´e de l’environnement
continu est donne´e par σ.y(σ.t). Comme a` la section 2.2.2, nous noterons σ[V 7→ v] l’environnement
e´gal a` σ sauf pour la variable V ∈ V ar ∪ {t, act, y} qui prend la valeur v. Pour tout v ∈ Bm,
k ∈ [1,m] et c ∈ {0, 1}, nous noterons de meˆme v[k 7→ c] le vecteur de boole´ens e´gal a` v sauf pour
la k-ie`me coordonne´e qui vaut c.
5.4.2 De´notations des instructions discre`tes
Les de´notations associe´es aux instructions discre`tes (Stmt de la figure 5.2) sont exactement
les meˆmes que pour les instructions du langage SIMPLE de´finies a` la figure 2.4.
5.4.3 De´notations des instructions hybrides
Les de´notations des instructions hybrides de HStmt sont des fonctions modifiant un envi-
ronnement e´tendu : ∀hs ∈ HStmt, JhsK : Σe → Σe. Ces fonctions, donne´es par la figure 5.12,
fonctionnent ainsi :
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– pour tout X ∈ V ar et y ∈ CV ar, sens.y?X modifie la variable X et lui associe le nombre
flottant le plus proche de la valeur de la variable continue y a` l’instant ou l’action est exe´cute´e
(e´quation (5.13)). L’ope´rateur ↑∼ de l’e´quation (5.13) effectue l’ope´ration de transtypage.
– pour tout u ∈ R+, wait u modifie la valeur de la variable t et lui donne la valeur t + u
(e´quation (5.14)).
– pour tout k ∈ [0,m] et c ∈ {0, 1}, act.k!c modifie un environnement σ comme suit. On
rajoute a` la fonction σ.act une marche dont la valeur est la dernie`re valeur prise par σ.act
sauf que la k-ie`me coordonne´e est change´e en c (on obtient l’e´tat σi dans l’e´quation (5.15)).
Ensuite, on change la valeur de la fonction continue y en la solution de l’e´quation diffe´rentielle
donne´e par la nouvelle fonction σi.act, c’est-a`-dire en la se´mantique JκKσi.act.
Jsens.y ?XKκ =
˘









(σ, σ′) : σ′ = σ[t 7→ σ.t+ u]¯ (5.14)
Jact.k!cKκ =





σ.act(x) si x ≤ σ.t







Fig. 5.12 – De´notations pour les instructions hybrides.
Exemple 5.12 On reprend et modifie le programme de l’exemple 2.8 de la section 2.2.3. Soit
donc le programme H-IMP suivant :
P ::= i = 1;h = 0.01; res = 0;
while i ≤ 100 do
sens.y?X;
res = res+X × h;
i = i+ 1;
wait 0.01;
Le programme P calcule, par la me´thode des rectangles, l’inte´grale des donne´es qu’il rec¸oit via les
capteurs. Si on conside`re le mode`le continu κ =
(
y, 0, {λx.x}), la se´mantique de P sous l’environ-
nement κ est donne´ par : ∀σ ∈ Σe, JP Kκ(σ) = σ[i 7→ 100][t 7→ 1][X 7→∑100i=1 e0.01∗i ∗ 0.01].
5.5 Se´mantique de´notationnelle hybride
Dans la se´mantique discre`te de´finie a` la section 5.4, nous supposons qu’a` chaque instruction act,
on peut calculer la se´mantique de l’environnement continu, c’est-a`-dire la solution d’une e´quation
diffe´rentielle comme de´fini en section 5.3. Cependant, nous avons vu que ce calcul ne´cessite une
ite´ration infinie de l’ope´rateur de Picard modifie´ (de´finition 5.15). Nous allons donc essayer de
ne pas calculer ce point fixe a` chaque instruction act mais de calculer en paralle`le la se´mantique










V ar,m′, {Fk}k∈Bm , y0
)
. Pour construire sa se´mantique, nous allons calculer la se´mantique
du programme P ainsi que l’e´volution du milieu continu en paralle`le, en respectant les types de
communications entre les deux :
– des donne´es sont passe´es, via les capteurs, de κ a` ∆ (instructions sens). Cette communi-
cation est bloquante : il faut que le programme et l’environnement continu aient atteint le
meˆme temps d’exe´cution pour que l’e´change de donne´es s’exe´cute.
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– des ordres sont passe´s, via les actionneurs, de ∆ a` κ. En effet, le programme indique seule-
ment via les instructions act comment l’environnement continu e´voluera dans le futur en
choisissant une des fonctions Fk comme dynamique du syste`me. Cette communication n’est
donc pas bloquante : l’environnement continu ne doit pas force´ment avoir atteint le temps
d’exe´cution du programme lorsque l’instruction est exe´cute´e.
La se´mantique que nous construisons et notamment les de´notations des instructions sens et
act respectent ces principes. Nous de´finissons la se´mantique ainsi : nous introduisons d’abord
des environnements hybrides (section 5.5.1) qui comportent une approximation du re´sultat du
programme et une approximation de l’e´volution continue, puis nous de´finissons les de´notations de
chaque instruction comme des fonctions entre environnements hybrides (sections 5.5.2 et 5.5.3),
et enfin nous pre´sentons la se´mantique hybride (section 5.5.4).
5.5.1 Environnements hybrides
Un environnement hybride est un couple (σδ, σκ) tel que σδ est un environnement discret et σκ
un environnement continu. Les environnements discrets σδ repre´sentent l’e´volution du programme :
ils associent donc a` chaque variable discre`te un nombre a` valeur flottante, et comme pour la
se´mantique discre`te (section 5.4), ils posse`dent deux variables supple´mentaires : t qui repre´sente
le temps d’exe´cution et act qui repre´sente la valeur de la commande envoye´e aux actionneurs.
L’environnement σδ associe a` t un nombre re´el positif et a` act un vecteur de boole´ens b ∈ Bm. On
note Σ∆ l’ensemble des environnements discrets :
Σ∆ =
˘`
V ar → V al´× `{t} → R+´× `{act} → Bm¯ . (5.16)
Les environnements continus contiennent une approximation des variables continues (c’est-a`-dire
un e´le´ment de D0) ainsi que la fonction F qui de´finit la dynamique continue. Cette fonction
est une fonction continue par morceaux qui alterne entre toutes les fonctions Fk de κ, et sera




y ∈ D0´× `F ∈ C0m(R)´¯ . (5.17)





: σδ ∈ Σ∆, σκ ∈ Σκ
¯
(5.18)
Remarque (Notations) Pour tout σκ ∈ Σκ, σκ.y ∈ D0 est donc un couple (f, t) avec f ∈ IF0∞
et t ∈ R+. Par abus de notations on notera pour tout x ∈ R+ σκ.y(x) la valeur prise par f en x.
On de´finit enfin Πδ : (σδ, σκ) 7→ σδ et Πκ : (σδ, σκ) 7→ σκ les projections d’un environnement
hybride vers les environnements discrets et continus, respectivement.
5.5.2 De´notations hybrides des instructions discre`tes
Les de´notations des instructions discre`tes sont des extensions simples des de´notations donne´es
au chapitre 2 pour les environnements hybrides : on applique simplement la de´notation discre`te a`
la partie discre`te de l’environnement, la partie continue restant inchange´e. Les re`gles donnant ces
de´notations hybrides sont de´taille´es a` la figure 5.13.
5.5.3 De´notations hybrides des instructions hybrides
Les de´notations des instructions hybrides sont des fonctions entre environnements hybrides,
donne´es par les e´quations de la figure 5.14. Pour l’instruction wait, l’environnement continu reste
inchange´ et seul le temps d’exe´cution est modifie´ dans l’environnement discret (e´quation (5.25)).
L’instruction sens.y?X modifie un couple (σδ, σκ) ainsi : on commence par ame´liorer l’approxi-
mation continue en appliquant ΓF,y0 . On s’assure en particulier que la fonction intervalle y est
significative au temps σδ.t. On applique donc ΓF,y0 n = ⌈σδ.t⌉+1 fois ; on effectue ainsi un certain
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JX := a||κKH = ˘`(σδ , σκ), (σ′δ , σκ)´ : (σδ , σ′δ) ∈ JX := aK¯ (5.19)
Js0; s1||κKH = Js1||κKH ◦ Js0||κKH (5.20)




: σ ∈ ΣH et ∃f 6= 0, (Πδ(σ), f) ∈ JeK ∧
`
σ, σ′













: σ ∈ ΣH et ∃f 6= 0, (Πδ(σ), f) ∈ JeK ∧
`
σ, σ′




: σ ∈ ΣH et (Πδ(σ), 0) ∈ JsK
¯
Fig. 5.13 – De´notations hybrides pour les instructions Stmt.
nombre de pas dans le calcul de la se´mantique continue. Ensuite, on affecte a` X le milieu de
la valeur prise par σκ.y a` l’instant σδ.t, c’est-a`-dire l’approximation courante de la se´mantique
continue. Lors de cette affectation, on effectue une approximation de la valeur re´elle fournie par
la se´mantique continue en le nombre a` virgule flottante le plus proche (c’est le roˆle de la fonction
↑∼ dans l’e´quation (5.23)). La premie`re e´tape correspond au calcul de σ′κ dans l’e´quation (5.23),
la seconde au calcul de σ′δ. Dans l’e´quation (5.23), l’entier n est donne´ par n = ⌈σδ.t⌉+ 1.
Enfin, l’instruction act.k!c modifie un couple (σδ, σκ) ainsi : on modifie d’abord dans σδ la valeur
de act pour que la k-ie`me coordonne´e prenne la valeur c (σδ.act devient donc σδ.act[k 7→ c]), puis
on modifie dans σκ la fonction F pour qu’elle suive, a` partir de l’instant σδ.t, les valeurs fournie
par la fonction correspondant a` l’actionneur choisi. La premie`re e´tape correspond au calcul de σ′δ
dans l’e´quation (5.24), la seconde correspond au calcul de σ′κ.
Jsens.y?X||κKH =
(`




































F 7→ λx, y.
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Jwait u||κKH = ˘`(σδ , σκ), (σ′δ, σκ)´ : σ′δ = σδ [t 7→ t+ u]¯ (5.25)
Fig. 5.14 – De´notations pour les instructions hybrides HStmt.
5.5.4 Se´mantique hybride




. Si ∆ =(
CV ar,m, P
)
, on veut poser JΩKH = JP ||κKH. Cependant, avec cette formulation, on ne calcule
pas force´ment exactement la se´mantique continue. En effet, comme nous l’avons vu a` la section 5.3,
le calcul de la se´mantique continue ne´cessite une ite´ration infinie de l’ope´rateur de Picard modifie´.
Dans le calcul de JP ||κKH, on ne va pas force´ment effectuer un nombre infini d’e´tapes de calcul.
Par exemple, si le programme ne posse`de pas de boucles while, on ne calculera que t ite´rations
de l’ope´rateur de Picard, ou` t est le temps d’exe´cution du programme. On doit donc ajouter un
calcul de point fixe qui permet de calculer e´galement l’e´volution continue. La se´mantique JΩKH est
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donc une fonction entre environnements hybrides qui modifie un couple (σδ, σκ) ainsi : on calcule
d’abord (σ′δ, σ
′
κ) = JP ||κKH(σδ, σκ), puis deux cas se pre´sentent :
– si σ′κ = σκ, alors le programme P n’a pas d’effet sur l’environnement continu. Comme seules
les instructions sens modifient σκ, cela veut dire que soit il n’y a pas d’instruction sens
dans P , soit celles-ci ne modifient pas σκ. Cette dernie`re hypothe`se revient a` dire que σκ.y
est un point fixe de Γσκ.F,y0 , c’est-a`-dire que la solution de l’e´quation diffe´rentielle a e´te´
atteinte. On peut donc alors conside´rer que la se´mantique de P est la se´mantique re´elle du
programme dans son environnement continu, et on posera donc JΩKH(σδ, σκ) = (σ′δ, σ′κ).
– si σ′κ 6= σκ, l’environnement continu a e´te´ modifie´ par l’exe´cution du programme. Cela
revient a` dire que l’approximation de l’e´volution continue dans σ′κ est meilleure que celle
dans σκ car on a effectue´ plusieurs ite´rations de l’ope´rateur de Picard. Cependant, l’e´volution
continue n’est pas encore l’e´volution re´elle car nous n’avons toujours pas atteint la solution
de l’e´quation diffe´rentielle. Par contre, σ′κ est une meilleur approximation de cette solution,
et on va donc recalculer l’e´volution du programme en utilisant σ′κ comme point de de´part
pour la se´mantique continue. On calcule donc J∆||κKH(σδ, σ′κ).
De´finition 5.18 (Se´mantique hybride des syste`mes hybrides) Soit Ω =
(
∆, κ) un syste`me




. La se´mantique JΩKH de Ω est :
JΩKH = Fix(ΓH) avec (5.26)




















Rappelons que les fonctions Πδ et Πκ sont les projections des environnements hybrides vers les
environnements discrets et continus, respectivement.
Remarque (1) La se´mantique JΩKH est cohe´rente avec la se´mantique de´notationnelle classique
pre´sente´e au chapitre 2. En effet, si un programme P ne posse`de aucune instruction hybride, alors
JP ||κKH = JP K.
Remarque (2) L’environnement continu est finalement calcule´ comme le point fixe de l’ope´rateur
ΓF,y0 dont la fonction F est construite au fur et a` mesure du calcul de la se´mantique du programme.
Remarque (3) En comparaison avec la se´mantique discre`te de la section 5.4, la se´mantique
hybride fait ressortir les calculs de point fixe sous-jacents a` la fonction Jact.k!cKκ (e´quation (5.15))
qui ne´cessite le calcul d’une se´mantique continue et donc le calcul d’un point fixe. Nous avons
choisi de rendre visible ce calcul de point fixe pour des raisons de cohe´rence avec la se´mantique
de´notationnelle standard.
5.6 Exemple de calcul de la se´mantique
Nous illustrons le calcul de la se´mantique hybride sur un syste`me hybride a` une variable
continue de´rive´ du syste`me des deux re´servoirs. Ce syste`me est compose´ d’un seul re´servoir qui
a deux tuyaux, un au fond du re´servoir et un a` une hauteur de H. Le tuyau du bas posse`de
une vanne qui peut eˆtre ouverte ou ferme´e (voire figure 5.15). La hauteur d’eau dans le re´servoir
est alors donne´e par les e´quations diffe´rentielles de la figure 5.15, a` droite. La partie discre`te du
syste`me hybride est un controˆleur qui ouvre et ferme la vanne du tuyau infe´rieur en fonction de
la hauteur d’eau h. Nous ne nous inte´resserons qu’aux deux premie`res secondes de l’exe´cution du
controˆleur : on peut donc l’encoder en H-SIMPLE comme sur la figure 5.16. Nous supposerons
que les capteurs fournissent une valeur par seconde.
Nous montrons maintenant le calcul de la se´mantique de ce syste`me hybride en de´taillant les
premie`re ite´rations du calcul du point fixe. On commence donc le calcul de JP ||κKH en partant de
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h−H si h ≥
i− k2
√
h−H si h ≥ H





h si h ≤ H
i sinon
Fig. 5.15 – Syste`me simplifie´ avec un seul re´servoir.
1 int main ( ) {
2 senso r x ; // capteur
3 wait 1 ;
4 sens . x?h ;
5 i f (h>h max)
6 act . 1 ! 1 ;
7 i f (h<h1 min )
8 act . 1 ! 0 ;
9 wait ( 1 ) ; // d e l a i
10 sens . x?h ;
11 i f (h>h max)
12 act . 1 ! 1 ;
13 i f (h<h1 min )
14 act . 1 ! 0 ;
15 wait ( 1 ) ; // d e l a i
16 }
17 }
Fig. 5.16 – Controˆleur pour le syste`me hybride a` un re´servoir.
l’e´tat initial associant a` chaque variable discre`te ⊥, a` t la valeur 0, a` act la valeur initiale k0 = 1,
a` F la fonction Fk0 et a` y le plus petit e´le´ment ⊥0 ∈ D0. L’e´tat initial est donc (σκ, σδ) tel que
∀X ∈ V ar, σδ(X) = ⊥, σδ.time = 0, σδ.act = k0 et σκ.F = F1, σκ.y = ⊥0.
Premie`re ite´ration Lors de l’exe´cution du programme, deux instructions sens sont exe´cute´es,
une a` t = 1 et l’autre a` t = 2. D’apre`s la de´notation de cette instruction, la valeur de σκ.y est
donc, apre`s la premie`re exe´cution de sens, change´e en Γ
σκ.F,y0
(σκ.y) qui est la fonction (a) sur
la figure 5.17. Apre`s la seconde instruction sens, σκ.y est la fonction (b) de la figure 5.17. On a
donc (σ′δ, σ
′
κ) = JP ||κKH(σδ, σκ) avec :
– σ′δ.h = 2.61348 ;
– σ′δ.t = 3 ;
– σ′κ.F = F0 ;
– σ′κ.y donne´e par la figure 5.17(b).
Comme σ′κ 6= σκ, on recalcule JP ||κKH en partant cette fois-ci de l’environnement σ′κ.




κ est calcule´e par la premie`re
ite´ration, et σδ est l’e´tat initial discret. L’environnement continu sera successivement change´ en
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– σ′δ.h = 2.84716 ;
– σ′δ.t = 3 ;
– σ′′κ.F = F0 ;
– σ′′κ.y donne´e par la figure 5.17(d).
On voit donc que l’e´tat discret diffe`re de celui calcule´ apre`s la premie`re ite´ration, la valeur de σδ.h
se rapproche de la valeur de´finitive qui est y∞(2), ou` y∞ est la trajectoire re´elle de la dynamique
continue.




κ est calcule´e par la seconde
ite´ration. L’environnement continu sera, apre`s la premie`re instruction sens, la fonction de la
figure 5.17(e) et apre`s la seconde, σ′′κ.y vaudra la fonction de la figure 5.17(f). L’e´tat final est donc
(σ′δ, σ
′′′
κ ) avec :
– σ′δ.h = 2.85804 ;
– σ′δ.t = 3 ;
– σ′′′κ .F = F0 ;
– σ′′′κ .y donne´e par la figure 5.17(f).
On constate donc que la valeur de h s’approche de la vraie valeur. En deux ite´rations
supple´mentaires on obtient un point fixe, c’est-a`-dire que la valeur de h ne change plus d’une
ite´ration a` l’autre : la largeur de l’approximation continue est infe´rieure a` la distance entre deux
nombres flottants conse´cutifs. Si on suppose que la variable h max vaut 2.85, alors on voit qu’au
bout de 3 ite´rations seulement, la condition h > h max est ve´rifie´e et on voit donc que l’instruction
act.1!1 de la ligne 12 est active´e : notre se´mantique calcule donc bien le comportement attendu
du programme.
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Fig. 5.17 – E´volution de l’environnement continu lors du calcul de la se´mantique du syste`me




Dans cette partie, nous pre´sentons des techniques permettant une analyse sta-
tique par interpre´tation abstraite des syste`mes hybrides de´crits pre´ce´demment.
Dans un premier temps (chapitre 6), nous montrerons que les algorithmes
d’inte´gration garantie peuvent eˆtre vus comme des fonctions d’abstraction au
sens de l’interpre´tation abstraite. Nous introduirons notamment le concept
d’e´quation diffe´rentielle intervalle qui ge´ne´ralise les e´quations diffe´rentielles en
prenant en compte des incertitudes sur les conditions initiales. Nous de´crirons
e´galement une nouvelle me´thode d’inte´gration garantie, nomme´e GRKLib, qui
obtient des encadrements garantis de la solution d’une e´quation diffe´rentielle
en se basant sur un algorithme d’inte´gration nume´rique. Dans un deuxie`me
temps (chapitre 7), nous expliquerons comment on peut calculer une abstrac-
tion du syste`me hybride dans son ensemble en se´parant l’analyse de la partie
continue et l’analyse de la partie discre`te.

CHAPITRE 6
Abstraction de la partie continue
Dans ce chapitre, nous pre´sentons une abstraction de la partie continue des syste`mes hybrides
de´crits au chapitre 5. Notre but est d’utiliser les algorithmes d’inte´gration garantie pre´sente´s au
chapitre 3 comme une abstraction, au sens de l’interpre´tation abstraite, de la se´mantique de la
partie continue. Nous commenc¸ons donc par de´finir intuitivement les conditions que doit remplir
une abstraction de l’environnement continu pour rentrer dans le cadre de l’interpre´tation abstraite
(section 6.1), puis nous de´finissons formellement le domaine abstrait des fonctions en escalier a`
valeurs dans les intervalles (section 6.2) et nous donnons une repre´sentation efficace de celles-ci
sous forme d’une conjonction de contraintes. Les ope´rateurs abstraits d’union et d’intersection
seront de´finis sur ce domaine des contraintes. Enfin, nous montrons que les algorithmes de´crits au
chapitre 3 forment des abstractions valides (section 6.3). Par ailleurs, nous expliquerons en de´tail
un nouvel algorithme d’inte´gration garantie, nomme´ GRKLib, qui vise a` limiter le wrapping effect
inhe´rent aux me´thodes a` base d’arithme´tique d’intervalles (sections 6.4 a` 6.5).
6.1 But de l’abstraction de la partie continue
La partie continue de notre mode`le de syste`mes hybrides est de´crite par un ensemble d’e´quations
diffe´rentielles. La se´mantique continue est alors une fonction continue qui oscille entre les solutions
de ces e´quations diffe´rentielles selon les instants auxquels le programme agit sur les actionneurs.
Dans ce chapitre, nous ne nous inte´ressons qu’au cas ou` l’environnement continu est construit a` par-
tir d’une e´quation diffe´rentielle contenant e´ventuellement des parame`tres discrets constants dans
le temps qui permettent d’introduire e´ventuellement des incertitudes a` l’e´quation diffe´rentielle.
Nous verrons au chapitre suivant comment construire une abstraction comple`te de l’environne-
ment continu a` partir d’une abstraction du programme et d’une abstraction de chaque e´quation
diffe´rentielle. Nous nous inte´ressons donc a` une e´quation diffe´rentielle autonome, de degre´ 1 et de
dimension n quelconque, que nous noterons y˙ = F (y,~k) ou` ~k ∈ Rm est un ensemble de parame`tres
constants dans le temps. Nous noterons P :=
(
y˙ = F (y,~k), y(0) = y0
)
le proble`me de Cauchy
sous-jacent, avec y0 ∈ Rn. La se´mantique de P est clairement la solution de ce proble`me ; la ques-
tion de l’existence de la solution n’est pas discute´e ici, on pourra se re´fe´rer au chapitre 5 pour
une discussion de´taille´e sur ce proble`me. Nous supposerons en particulier que F est globalement









et y∞(0) = y0 . (6.1)
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6.1.1 Se´mantique collectrice d’une e´quation diffe´rentielle intervalle
Comme nous l’avons fait pour la se´mantique des programmes impe´ratifs, nous de´finissons
maintenant une se´mantique collectrice pour les e´quations diffe´rentielles. Cette se´mantique de´finit
l’ensemble des comportements possibles de´crits par une seule e´quation diffe´rentielle, tout comme
la se´mantique de´notationnelle collectrice de´finit l’ensemble des comportements possibles d’un pro-
gramme pour un ensemble de valeurs d’entre´e. Cependant, un proble`me de Cauchy de´finit, nous
l’avons vu, un seul comportement qui est sa solution maximale. Nous e´tendons donc le concept de
proble`me de Cauchy en autorisant les conditions initiales a` eˆtre donne´es sous forme d’intervalle
(ce qui de´finit un ensemble de valeurs initiales possibles) et l’e´quation diffe´rentielle a` avoir des pa-
rame`tres fournis sous forme d’intervalle e´galement (ce qui de´finit un ensemble de comportements
possibles). Nous introduisons donc le concept d’e´quation diffe´rentielle intervalle.
De´finition 6.1 (E´quation diffe´rentielle intervalle) Une e´quation diffe´rentielle intervalle (EDI)
de dimension n est une relation entre une fonction y : D → Rn de´finie sur un ouvert D et sa de´rive´e
temporelle y˙ : D → Rn, donne´e par :
y˙(t) = F (y(t), ~[k]) (6.2)
ou` ~[k] ∈ Im
R
est un vecteur d’intervalles de dimension m et F : Rn+m → Rn. Par convention, nous
noterons souvent l’EDI y˙ = F (y, ~[k]).
Exemple 6.1 L’e´quation y˙ = [−2,−1]× y de´finit une EDI de dimension 1.
Dans une EDI, nous autorisons donc les parame`tres de la fonction F a` eˆtre des intervalles, ce qui
nous permet d’obtenir des comportements diffe´rents. Nous e´tendons naturellement cette de´finition
aux Proble`mes de Cauchy intervalle.
De´finition 6.2 (Proble`me de Cauchy intervalle) E´tant donne´e une EDI y˙ = F (y, ~[k]) et une
condition initiale donne´e sous forme d’intervalle y(0) ∈ [y0], le proble`me de Cauchy intervalle (PCI)
consiste a` trouver un ouvert D ⊆ R qui contienne 0 et l’ensemble des solutions aux proble`mes de
Cauchy classiques donne´s par y˙ = F (y,~k), y(0) = y0 pour tout ~k ∈ ~[k] et y0 ∈ [y0]. Nous noterons
PCI l’ensemble de tous les proble`mes de Cauchy intervalle.
La se´mantique collectrice d’un PCI P ∈ PCI, P := (y˙ = F (y, ~[k], y(0) ∈ [y0] ), est donc un
ensemble de fonctions continues donne´ par :
LP M =
n
y ∈ C0`R+ → Rn´ : ∃k ∈ ~[k], y0 ∈ [y0] , y = Jy˙ = F (y, k), y(0) = y0Ko (6.3)
Exemple 6.2 Le PCI P :=
(
y˙ = [−2,−1]× y, y(0) ∈ [0.5, 3] ) de´finit l’ensemble des fonctions de
la forme y(t) = y0.e
−k.t avec y0 ∈ [0.5, 3] et k ∈ [−2,−1]. La figure 6.1 repre´sente graphiquement
cet ensemble.
6.1.2 Caracte´ristiques ne´cessaires pour le domaine abstrait
On voit donc que la se´mantique collectrice d’un proble`me de Cauchy intervalle est un ensemble,
potentiellement infini, de fonctions continues. Cet ensemble n’est ge´ne´ralement ni calculable ni
repre´sentable en machine. Il n’est pas calculable car, comme nous l’avons vu au chapitre 5, la
se´mantique concre`te d’une EDO ne´cessite le calcul d’un point fixe via une ite´ration infinie de
l’ope´rateur de Picard modifie´ qui n’est lui-meˆme pas calculable exactement en machine. Nous
verrons que les algorithmes d’inte´gration garantie fournissent une abstraction calculable de ce
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Fig. 6.1 – Solutions du PCI de l’exemple 6.2.
point fixe. Les e´le´ments du domaine concret ne sont pas non plus repre´sentables en machine, car
un ensemble de fonctions continues associe, a` chaque instant t ∈ R+, un ensemble potentiellement
infini de nombres re´els. Le domaine abstrait doit donc effectuer une partition (ou un recouvrement,
si une partition n’est pas possible) de l’ensemble des instants t ∈ R+ et, pour chaque e´le´ment de
cette partition, surapproximer par un objet repre´sentable en machine l’ensemble des valeurs prises
par chacune des fonctions. Nous de´finissons dans la suite le domaine des fonctions en escalier a`
valeurs dans le domaine des hyperrectangles, qui ve´rifie ces deux conditions, puis nous de´finissons
le domaine des contraintes qui permet une repre´sentation efficace des fonctions en escalier.
6.2 Domaines abstraits
Dans la suite, nous noterons PC0 = P (C0(R+ → Rn)) le domaine concret des ensembles de
fonctions continues de R+ vers Rn. Clairement, PC0 posse`de une structure de treillis complet avec
les ope´rateurs ensemblistes classiques ⊆, ∪ et ∩.
De´finition 6.3 (Treillis des intervalles et treillis des hyperrectangles) Le treillis complet
des intervalles ferme´s, non borne´s de R est note´ IR :
IR =
˘
[a, b] : a, b ∈ R, a ≤ b¯ ∪ ˘[a,∞[ : a ∈ R¯ ∪ ˘]−∞, a] : a ∈ R¯ ∪ {]−∞,∞[} (6.4)
L’e´le´ment maximal ] −∞,∞[ sera note´ ⊤IR, et nous ajouterons a` IR un e´le´ment minimal ⊥IR =
∅. Nous utiliserons l’ordre d’inclusion ⊑ ainsi que l’intersection ⊓ et l’union ⊔ usuelle sur ces
intervalles.
Nous noterons IRn le treillis complet des hyperrectangles de dimension n, c’est-a`-dire l’ensemble
des produits carte´siens de n intervalles non vides. Le plus petit e´le´ment de IRn sera note´ ⊥IRn .
La relation d’ordre ⊑n et l’union ⊔n sont des extensions coordonne´e-par-coordonne´e de l’ordre et
de l’union sur IR. L’intersection ⊓n est de´finie de telle sorte que, pour x, y ∈ IRn, si l’intersection
des intervalles de la i-ie`me coordonne´e (pour 0 ≤ i ≤ n) de x et de y est vide, alors x⊓n y = ⊥IRn .
Remarque Le treillis IRn est le produit carte´sien classique de IR avec lui-meˆme n fois, sauf que
nous identifions en ⊥IRn tous les vecteurs ayant une coordonne´e e´gale a` l’ensemble vide ⊥IR. Par
exemple, dans IR2, ⊥IR2 repre´sente tous les vecteurs de la forme ([x] , ∅) ou (∅, [x]) avec [x] ∈ IR.
On a alors notamment
(
[1, 2] , [1, 2]
) ⊓2 ( [0, 1.5] , [3, 4] ) = ⊥IR2 .
L’e´le´ment maximal de IRn est l’hyperrectangle dont toutes les coordonne´es sont e´gales au vecteur
]−∞,∞[, nous le noterons ⊤IRn . Pour tout x ∈ IRn, nous notons x ∈ Rn (respectivement x ∈ Rn)
le vecteur de nombres re´els obtenu en prenant pour chaque coordonne´e de x la borne infe´rieure
(respectivement supe´rieure) de l’intervalle associe´.
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6.2.1 Premie`re abstraction : fonctions en escalier a` valeurs dans IRn
Comme nous l’avons dit, nous utiliserons des fonctions en escalier a` valeur dans IRn pour
abstraire un ensemble de fonctions continues P ∈ PC0.
De´finition 6.4 (Domaine abstrait FSn) Le domaine abstrait est le domaine FSn des fonctions
en escalier a` support fini et a` valeur dans IRn :
FSn =
8<:y : R+ → IRn :
∃N ∈ N, ∃t0 = 0 < t1 < · · · < tN−1 < tN tels que
− ∀i ∈ [0, N − 1], y est constante sur [ti, ti+1[
− y est constante sur [tN ,∞[
9=; .
On munit aise´ment FSn d’une structure de treillis. L’ordre partiel ·⊑ est une extensions point-
a`-point de l’ordre ⊑n sur IRn : ∀f, g ∈ FSn, f ·⊑g ⇔ ∀t ∈ R+, f(t) ⊑n g(t). On ajoute alors a`
FSn un e´le´ment minimal note´ ⊥fsn ve´rifiant ∀f ∈ FSn, ⊥fsn ·⊑f . L’e´le´ment maximal de FSn
est clairement la fonction constante e´gale a` ⊤IRn , nous le noterons ⊤fsn.
On de´finit e´galement l’ope´rateur d’union ·⊔ entre deux fonctions en escalier f, g ∈ FSn par une
extension point-a`-point de l’ope´rateur d’union de´fini sur IRn. L’intersection ·⊓ de f, g ∈ FSn est
une extension point-a`-point de ⊓n sauf que s’il existe t0 ∈ R+ tel que f(t0)⊓n g(t0) = ⊥IRn , alors
f ·⊓g = ⊥fsn.
Remarque (1) Le treillis FSn est un extension classique du treillis IRn, sauf que nous identifions
en ⊥fsn toutes les fonctions prenant la valeur ⊥IRn pour un t0 ∈ R+. Cela explique que nous devons
de´finir l’intersection de fac¸on non standard.
Remarque (2) Le treillis FSn n’est pas un treillis complet. En effet, la famille de fonctions en
escalier (fn)n∈N de´finies par :
fn(t) =
(




si 0 ≤ t < 1 (6.5)
ne posse`de pas de plus grand minorant : pour tout t ∈ [0, 1], on a limn→∞ fn(t) = [0, t], de telle
sorte que si un plus grand minorant f existait, il devrait ve´rifier ∀t ∈ [0, 1] , f(t) = [0, t], f ne serait
donc pas une fonction en escalier finie. Une repre´sentation graphique de la famille de fonctions
(fn)n∈N est donne´e a` la figure 6.2. Le treillis FSn n’est pas non plus un CPO.
Concre´tisation des fonctions en escalier Nous e´tablissons maintenant le lien entre le treillis
concret PC0 et le treillis abstrait FSn via une fonction de concre´tisation γ. Intuitivement, une
fonction en escalier a` valeurs dans les intervalles repre´sente l’ensemble des fonctions continues qui
restent dans les bornes de´finies par la fonction en escalier. Cette intuition est formalise´e par la
de´finition 6.5.
De´finition 6.5 (Fonction de concre´tisation) La fonction de concre´tisation γ entre les fonctions
en escalier FSn et les ensembles de fonctions continues PC0 est de´finit par :
γ :
 FSn → PC0
f 7→ ˘y ∈ C0(R+ → Rn) : ∀t ∈ R+, y(t) ∈ f(t)¯ (6.6)
On de´finit de plus γ(⊥fsn) = ∅. Remarquons que, si une fonction f ∈ FSn a deux marches










1A =⇒ γ(f) = ∅ .
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Fig. 6.2 – Repre´sentation de la famille de fonctions de´finie par l’e´quation (6.5).
Fig. 6.3 – Exemple de fonction en escalier f telle que γ(f) = ∅ ;
Un exemple de fonction abstraite (la zone rouge clair de´limite´e par des marches fonce´es) est
donne´ sur la figure 6.4. Cette fonction abstraite de´finit un ensemble de fonctions concre`tes, dont
la fonction en traits pointille´s noirs. Notons que la se´mantique du PCI de l’exemple 6.2 (re´gion
bleue sur la figure) est incluse dans cette abstraction (re´gion rose).
Fonction d’abstraction et crite`re de suˆrete´. Clairement, il n’existe pas de meilleure abstraction
α : PC0 → FSn, c’est-a`-dire qu’on ne peut pas trouver de fonction α telle que (PC0,⊆ ) −−−→←−−−αγ(FSn,⊑ ) soit une correspondance de Galois (le proble`me est le meˆme que pour le domaine
des polye`dres [CH78]). Cependant, il n’est pas ne´cessaire d’avoir une correspondance de Galois
pour de´finir une interpre´tation abstraite correcte [CC92a]. Il suffit en effet que la fonction de
concre´tisation γ et la se´mantique abstraite L.M♯ ve´rifient que pour tout PCI P , LP M ⊆ γ(LP M♯). Nous
donnons ci-dessous un crite`re simple a` ve´rifier pour qu’une se´mantique abstraite soit conside´re´e
comme suˆre.
De´finition 6.6 (Crite`re de suˆrete´ pour la se´mantique abstraite) Une se´mantique abstraite
L.M♯ ve´rifie le crite`re de validite´ CS1 si et seulement si, pour tout PCI P , elle ve´rifie l’e´quation
(6.7), avec f = LP M♯ :
∀t ∈ R+, f(t) ≤ inf{y(t) : y ∈ LP M} et sup{y(t) : y ∈ LP M} ≤ f(t) . (6.7)
Remarque Dans la de´finition 6.6, f(t) et f(t) sont des vecteurs de nombres re´els, de meˆme que
y(t) pour y ∈ LP M. L’ordre sur les vecteurs ≤ s’entend alors coordonne´e-par-coordonne´e.
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Fig. 6.4 – Fonctions en escalier abstraites.
The´ore`me 6.1 Si L.M♯ ve´rifie le crite`re de la formule (6.7), alors pour tout proble`me de Cauchy
intervalle P , on a LP M ⊆ γ(LP M♯).
Preuve Supposons que L.M♯ ve´rifie l’e´quation (6.7). Soit P ∈ PCI un proble`me de Cauchy inter-
valle et P ′ = γ
(LP M♯). Nous voulons montrer que P ⊆ P ′. Soit y ∈ P , on sait d’apre`s l’e´quation
(6.7) que ∀t ∈ R+, y(t) ∈ LP M♯(t). D’apre`s la de´finition de la fonction de concre´tisation (e´quation
(6.6)), on a donc y ∈ γ(LP M♯), d’ou` P ⊆ P ′. ¤
6.2.2 Deuxie`me abstraction : repre´sentation de FSn par des contraintes
Une fonction abstraite f ∈ FSn repre´sente un ensemble infini de fonctions continues Y ∈ PC0.
Cependant, nous n’avons pas encore de´fini de repre´sentation efficace des fonctions en escalier ; en
particulier, les ope´rateurs d’union et d’intersection que nous avons de´fini ne sont pas calculables en
l’e´tat car ils ne´cessitent de calculer une infinite´ d’unions (ou d’intersections) d’intervalle. De plus,
la comparaison entre deux fonctions en escalier n’est pas simples : deux fonctions peuvent eˆtre
e´gales mais avoir des marches de longueurs diffe´rentes ; il est alors difficile de les comparer. Nous
pre´sentons donc maintenant une abstraction des fonctions en escalier sous forme d’une conjonction
de contraintes qui permet une repre´sentation et un calcul efficace sur les e´le´ments abstraits. Cette
abstraction (qui est en fait une bijection de Galois) consiste a` ne conserver que les instants ou` la
fonction change de valeur et permet une repre´sentation unique des e´le´ments de FSn.
Repre´sentation canonique des fonctions de FSn Nous introduisons un nouveau type de
contraintes, appele´es contraintes de changements d’e´tat, qui sont une extension des contraintes
de´finies par Bertrane [Ber05].
De´finition 6.7 (Domaine des contraintes de changement d’e´tat) Un pre´dicat de change-
ment d’e´tat de dimension n est un pre´dicat de la forme t : [x] avec t ∈ R+ et [x] ∈ IRn. Une
contrainte de changement d’e´tat est une conjonction positive de pre´dicats de changement d’e´tat.




ti : [xi] tel que N ∈ N, ∀i ∈ [0, N ] , ti ∈ R+, [xi] ∈ IRn
 ∪ {ff♯} (6.8)
ff♯ est l’e´le´ment minimal de FSn. Nous noterons tt♯ = 0 :]−∞,∞[ l’e´le´ment maximal.
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Intuitivement, une contrainte de changement d’e´tat repre´sente toutes les discontinuite´s d’une fonc-
tion en escalier. Ainsi, la contrainte 0 : [0, 1] ∧ 1 : [1, 1] repre´sente la fonction en escalier valant
[0, 1] pour tout t ∈ [0, 1[ et 1 pour tout t ≥ 1 (il s’agit de la fonction f1 de la figure 6.2). Cette
repre´sentation n’est pas unique, ce qui est proble´matique pour l’utilisation efficace de ce domaine.
En effet, on voit bien que les contraintes 0 : [0, 1] ∧ 1 : [1, 2] et 0 : [0, 1] ∧ 1 : [1, 2] ∧ 2 : [1, 2]
repre´sentent la meˆme fonction f = λt.if (t < 1) then [0, 1] else [1, 2]. Dans le deuxie`me cas, la
dernie`re contrainte n’apporte aucun information supple´mentaire, on peut l’e´liminer ; nous choisi-
rons donc la premie`re contrainte comme repre´sentant canonique de la fonction f . Par ailleurs, les
contraintes 0 : [0, 1]∧1 : [1, 2] et 1 : [1, 2]∧0 : [0, 1] repre´sentent toutes les deux la fonction f . Pour
des questions de performance de la comparaison, nous choisissons de garder la premie`re comme
repre´sentant ; nous de´cidons donc de toujours garder les contraintes trie´es par temps croissant.
Enfin, par soucis de cohe´rence, nous n’autorisons pas une conjonction de deux contraintes avec
le meˆme temps t : [x] ∧ t : [y] ; dans ce cas, nous ne garderons que le premier pre´dicat. Ces trois
re`gles permettent de de´finir une fonction de normalisation Norm sur FSn.
De´finition 6.8 (Normalisation des fonctions de FSn) La fonction Norm de normalisation
des fonctions de FSn est donne´e par l’algorithme suivant :
Entre´e : φ =
∧
i∈[0,N ]
ti : [xi] ∈ FSn
Re´sultat : φ sous forme normalise´e
de´but
Si φ = tt♯ ou φ = ff♯ renvoyer φ;
Tri les contraintes avec l’ordre ti : [xi] ≤ tj : [xj ]⇔ (ti ≤ tj) ∨ (i ≤ j);
ψ = t0 : [x0];
t = t0; [x] = [x0];
pour 1 ≤ i ≤ N − 1 faire
si t 6= ti et [x] 6= [xi] alors
ψ = ψ ∧ ti : [xi];





Nous noterons FSnn l’ensemble des contraintes normalise´es, FS
n
n = {f ∈ FSn : Norm(f) = f}.
Entre deux contraintes normalise´es f =
∧
0≤i≤N ti : [xi] ∈ FSnn et g =
∧
0≤i≤M ui : [yi] ∈ FSnn , on
peut de´finir une e´galite´ structurelle =s par :
f =s g ⇔

f = g = tt♯ ou
f = g = ff♯ ou
N =M ∧ ∀i ∈ [0, N ] , ti = ui ∧ [xi] = [yi]
.
Remarque La fonction de normalisation sert essentiellement a` re´organiser les pre´dicats de chan-
gement d’e´tat de telle sorte qu’ils soient trie´s par temps croissants. De plus, elle e´limine les pre´dicats
superflus. Notons que cette fonction n’introduit aucun nouveau pre´dicat, comme le montre la pro-
position 6.2
Proposition 6.2 Soit φ ∈ FSn, φ = ∧0≤i≤N ti : [xi]. Alors, il existe M ∈ [0, N ] et une fonction
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Preuve La preuve de cette proposition est simple mais fastidieuse : on doit faire une analyse
de´taille´e de l’algorithme de la de´finition 6.8 et on prouve que la forme normale de´crite par cette
proposition est un invariant de l’algorithme.
¤
Proposition 6.3 (Relation d’e´quivalence) La fonction de normalisation Norm induit une re-
lation d’e´quivalence sur FSn de´finie par f ≡ g ⇔ Norm(f) =s Norm(g).
Preuve D’apre`s la de´finition 6.8, l’e´galite´ structurelle =s est une relation d’e´quivalence (elle est
clairement re´flexive, transitive et syme´trique). On en conclut imme´diatement que ≡ est e´galement
une relation d’e´quivalence. ¤
Nous travaillerons de´sormais dans l’ensemble re´duit FSn/≡ et nous identifierons une contrainte
f ∈ FSn avec sa forme normalise´e Norm(f) ∈ FSnn . Par abus de notation, nous noterons toujours
FSn pour FSn/≡. Nous de´finissons maintenant un ordre partiel sur les contraintes normalise´es.
Remarque Par un le´ger abus de notation, pour toute contrainte f =
∧
0≤i≤N ti : [xi] ∈ FSn,
nous noterons tN+1 = +∞.
De´finition 6.9 (Ordre partiel sur FSn) Soit f =
∧
0≤i≤N ti : [xi] ∈ FSn et g =
∧
0≤i≤M ui :
[yi] ∈ FSn. On de´finit la relation d’ordre partiel f ⇒♯ g par :
f ⇒♯ g ⇐⇒ ∀(i, j) ∈ [0, N ]× [0,M ] , [ti, ti+1[∩[uj , uj+1[ 6= ∅ ⇒ [xi] ⊑n [yj ] . (6.9)
On aura de plus ∀φ ∈ FSn, ff♯ ⇒ φ.
Exemple 6.3 La figure 6.5 repre´sente deux cas de contraintes comparables et incomparables.
En dimension 1, une contrainte
∧
0≤i≤n ti : [xi] est repre´sente´e graphiquement par une suite de
rectangles se´pare´s par une ligne verticale pointille´e repre´sentant l’instant de changement d’e´tat.
Sur la figure de gauche, la contrainte rouge est plus petite que la contrainte bleue.
Proposition 6.4 ⇒♯ est un ordre partiel sur FSn.
Preuve Dans toute cette preuve, φ, ψ ∈ FSn seront deux contraintes avec φ 6= ff♯ et ψ 6= ff♯.
Nous poserons φ =
∧
0≤i≤N ti : [xi] et ψ =
∧
0≤i≤M ui : [yi].
Nous devons montrer que la relation ⇒♯ ve´rifie les conditions de la de´finition 2.1. Nous montrons
donc qu’elle est :
(i) re´flexive, c’est-a`-dire que φ ⇒♯ φ. Clairement, pour tout i, j ∈ [0, N ], [ti, ti+1[∩[tj , tj+1[6=
∅ ⇔ i = j, donc on a bien [xi] ⊑n [xj ], et donc φ⇒♯ φ.
(ii) transitive. On suppose que φ⇒♯ ψ, et soit ζ ∈ FSn telle que ψ ⇒♯ ζ. On veut montrer que
φ⇒♯ ζ. On pose ζ = ∧0≤i≤P vi : [zi]. Soit (i, k) ∈ [0, N ]×[0, P ] tels que [ti, ti+1]∩[vk, vk+1] 6=
∅, il existe donc t ∈ R+ tel que t ∈ [ti, ti+1]∩ [vk, vk+1]. Soit j ∈ [0, N ] tel que t ∈ [uj , uj+1].
Alors, [ti, ti+1] ∩ [uj , uj+1] 6= ∅ et [uj , uj+1] ∩ [vk, vk+1] 6= ∅, donc [xi] ⊑n [yj ] ⊑n [zk], d’ou`
[xi] ⊑n [zk], et donc φ⇒♯ ζ.
(iii) antisyme´trique : on suppose que φ ⇒♯ ψ et ψ ⇒♯ φ. On peut toujours supposer que
N ≥M . On montre alors que :
1. ∀i ≤ M, ti = ui ∧ [xi] = [yi]. Supposons que ∃i ∈ [0,M ] tel que ti 6= ui, et posons
i0 = min{i ∈ [0,M ] : ti 6= ui}, on sait que i0 > 0. On peut toujours supposer que
ti0 < ui0 . On est alors dans la situation suivante : ui0−1 = ti0−1 < ti0 < ui0 . On a
alors :
[ui0−1, ui0 [∩[ti0−1, ti0 [6= ∅ ⇒ yi0−1 ⊑n xi0−1 ∧ xi0−1 ⊑n yi0−1 ⇒ yi0−1 = xi0−1
[ui0−1, ui0 [∩[ti0 , ti0+1[6= ∅ ⇒ yi0 ⊑n xi0−1 ∧ xi0−1 ⊑n yi0 ⇒ yi0 = xi0−1
On a alors [yi0 ] = [yi0−1] ce qui est impossible car φ est normalise´e. On a donc ∀i ∈
[0,M ] , ti = ui et par antisyme´trie de la relation ⊑n, on en de´duit que [xi] = [yi].
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Fonctions comparables. Fonctions incomparables.
Fig. 6.5 – Ordre partiel dans le domaine des fonctions en escalier a` valeur intervalle.
2. N = M . Supposons que N > M , on sait que tM = uM et [yM ] = [xM ]. On a alors
[tM+1, tM+2[∩[xM ,∞[6= ∅ (si N =M +1, on pose tM+2 =∞), et donc [xM+1] ⊑n [yM ]
et [yM ] ⊑n [xM+1], d’ou` [xM+1] = [yM ] = [xM ], on a donc [xM+1] = [xM ], ce qui est
impossible car φ est normalise´e.
¤
Correspondance de Galois Nous relions maintenant le domaine des contraintes de changement
d’e´tat FSn au domaine des fonctions en escalier FSn via une correspondance de Galois. Pour
la fonction d’abstraction α′ (e´quation (6.10)), nous utilisons le fait que pour toute fonction en
escalier finie f ∈ FSn, il existe N ∈ N et un ensemble d’instants 0 = t0 < t1 < · · · < tN tels
que f est constante sur chaque intervalle [ti, ti+1[ et f est constante sur [tN ,∞[. La concre´tisation
d’une contrainte φ =
∧
0≤i≤N ti : [xi] est la fonction f ∈ FSn ve´rifiant ∀i ∈ [0, N − 1], ∀t ∈
[ti, ti+1[, f(t) = [xi] et ∀t ≥ tN , f(t) = [xN ] (fonction γ′ donne´e par l’e´quation (6.11)).














ti : [xi] 7→ λt. [xi0 ] tel que i0 = max
˘





Proposition 6.5 Les fonctions α′ : FSn → FSn et γ′ : FSn → FSn sont monotones.
Preuve Soit f, g ∈ FSn telles que f ·⊑g, montrons que α′(f) ⇒♯ α′(g). Soit φ = α′(f) et ψ =
α′(g), d’apre`s la proposition 6.2, on peut supposer que φ =
∧
0≤i≤N ti : f(ti) et ψ =
∧
0≤M ui :
g(ui). Soit donc i, j ∈ [0, N ]× [0,M ] tels que [ti, ti+1[∩[uj , uj+1[6= ∅, et soit t ∈ [ti, ti+1[∩[uj , uj+1[.
On sait que f(t) = f(ti) et g(t) = g(uj), et que f(t) ⊑n g(t) car f ⊑ g. Donc, f(ti) ⊑n g(uj), et
donc φ⇒♯ ψ. Donc, α′ est croissante.
Soit maintenant φ, ψ ∈ FSn telles que φ⇒♯ ψ, montrons que γ′(φ) ·⊑γ′(ψ). On pose φ = ∧0≤i≤N ti :
[xi] et ψ =
∧
0≤i≤M ui : [yi]. Soit f = γ
′(φ) et g = γ′(ψ), et soit t ∈ R+. Soit i ∈ [0, N ] tel que
t ∈ [ti, ti+1[ et j ∈ [0,M ] tel que t ∈ [uj , uj+1[. On a donc [ti, ti+1[∩[uj , uj+1[6= ∅, donc comme
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φ ⇒♯ ψ, [xi] ⊑n [yj ]. Or, f(t) = [xi] et g(t) = [yj ], donc f(t) ⊑n g(t), et donc f ·⊑g, donc γ′ est
croissante. ¤





c’est-a`-dire que (α′, γ′) forme une correspondance de Galois telle que ∀f ∈ FSn, γ′ ◦ α′(f) = f
et ∀φ ∈ FSn, α′ ◦ γ′(φ) = φ.
Preuve Montrons d’abord que (α′, γ′) est une correspondance de Galois. On sait que α′ et γ′
sont monotones (proposition 6.5), nous devons montrer qu’elles ve´rifient l’e´quation (2.24). Soit
donc f ∈ FSn et φ ∈ FSn, et soit ψ = α′(f) et g = γ′(φ). On pose φ = ∧0≤i≤N ti : [xi] et soit
u0, u1, . . . , uM ∈ R+ tels que α′(f) =
∧
0≤i≤M ui : f(ui).
Supposons que α′(f) ⇒♯ φ. Soit alors t ∈ R+, et soient i, j ∈ [0, N ] × [0,M ] tels que t ∈ [ti, ti+1[
et t ∈ [uj , uj+1[. On sait alors que g(t) = [xi] et f(t) = f(uj). Comme [ti, ti+1[∩[uj , uj+1[6= ∅, on
a f(uj) ⊑n [xi], et donc f(t) ⊑n g(t). Donc, on a f ⊑ g, soit f ⊑ γ′(φ).
Supposons maintenant que f ·⊑γ′(φ). Soit i, j ∈ [0, N ] × [0,M ] tels que [ti, ti+1[∩[uj , uj+1[6= ∅, et
soit t ∈ [ti, ti+1[∩[uj , uj+1[. On a alors f(t) = f(uj) et g(t) = [xi]. Comme f ·⊑g, on a f(t) ⊑n g(t),
et donc f(uj) ⊑n [xi]. On a donc ψ ⇒♯ φ, soit α′(f)⇒♯ φ.
On a donc montre´ que (α′, γ′) est une correspondance de Galois. Montrons maintenant l’aspect
bijectif. On veut montrer que γ′(α′(f)) = f . Soit t ∈ R+, et i ∈ [0,M ] tel que t ∈ [ui, ui+1[.
Comme α′(f) =
∧
0≤i≤M ui : f(ui), on sait que γ
′(α′(f)) = f(ui) = f(t). Donc, γ′(α′(f)) = f . De
meˆme, on montre que α′(γ′(φ)) = φ. Il suffit en fait de remarquer que γ′ est injectif, et d’utiliser
le fait que γ′ ◦ α′ est la fonction identite´. ¤
On a donc une bijection entre le domaine FSn des fonctions en escalier et le domaine FSn des
contraintes. Pour une contrainte φ ∈ FSn, on peut donc parler de la valeur que prend φ au temps
t, que nous noterons φ(t), comme e´tant la valeur prise par sa concre´tisation : φ(t) = γ′(φ)(t). La
bijection de Galois nous indique donc que :
∀φ, ψ ∈ FSn, φ⇒♯ ψ ⇔ γ′(φ) ⊑ γ′(ψ)⇔ ∀t ∈ R+, φ(t) ⊑n ψ(t) (6.12)
Ope´rateurs abstraits Nous de´finissons maintenant les e´quivalents abstraits ∨♯ et ∧♯ des
ope´rateurs d’union ·⊔ et d’intersection ·⊓ sur le domaine FSn.
De´finition 6.10 (Ope´rateur d’intersection pour le domaine FSn) L’ope´rateur abstrait
d’intersection sur FSn fonctionne comme de´crit dans l’algorithme suivant :
Entre´e : φ =
∧
i∈[0,N ] ti : [xi] ∈ FSn
Entre´e : ψ =
∧
i∈[0,M ] ui : [yi] ∈ FSn
Re´sultat : φ ∧♯ ψ
de´but
si φ = ff♯ ou ψ = ff♯ alors renvoyer ff♯ finsi
pour 0 ≤ i ≤ N faire
j = max {k : uk ≤ ti} ; [xi]′ = [xi] ⊓n [yj ];
si [xi]
′
= ∅ alors renvoyer ff♯ finsi
finpour
pour 0 ≤ i ≤M faire
j = max {k : tk ≤ ui} ; [yi]′ = [yi] ⊓n [xj ];
si [yi]
′




0≤i≤N ti : [xi]
′ ∧∧0≤i≤M ui : [yi]′ );
fin
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Intuitivement, l’intersection de φ ∈ FSn et ψ ∈ FSn fonctionne ainsi : on commence par re´duire
chaque intervalle intervenant dans chacune des deux contraintes, puis on normalise la conjonction
des deux contraintes ainsi obtenues.
Exemple 6.4 La figure 6.6 montre graphiquement l’intersection de deux contraintes : l’intersec-
tion des fonctions rouge et bleu (a` gauche) donne la fonction grise (a` droite).
Proposition 6.7 L’ope´rateur ∧♯ est la meilleure abstraction de ·⊓, c’est-a`-dire que pour toutes
contraintes φ, ψ ∈ FSn, on a
φ ∧♯ ψ = α′(γ′(φ) ·⊓γ′(ψ)) . (6.13)
Preuve Soit φ, ψ ∈ FSn, avec φ 6= ff♯ et ψ 6= ff♯. On pose φ = ∧0≤i≤N ti : [xi] et ψ =∧
0≤i≤M ui : [yi]. Soit f = γ
′(φ) et g = γ′(ψ), on montre que ∀t ∈ R+, γ′(φ∧♯ψ)(t) = f(t)⊓n g(t).
Soit t ∈ R+, et i0 = max{i ∈ [0, N ] : ti ≤ t} et j0 = max{i ∈ [0,M ] : ui ≤ t}. D’apre`s la
de´finition de la fonction de normalisation et de ∧♯, on a γ′(φ∧♯ ψ)(t) = [xi0 ]⊓n [yj0 ]. Par ailleurs,
f(t) = [xi0 ] et g(t) = [yj0 ]. On a donc γ
′(φ ∧♯ ψ) = f ·⊓g, d’ou` :
φ ∧♯ ψ = α′(f ·⊓g) = α′(γ′(φ) ·⊓γ′(ψ)) .
¤
∧♯
Fig. 6.6 – Ope´rateur d’intersection pour les contraintes de changement d’e´tat.
De´finition 6.11 (Ope´rateur d’union pour le domaine FSn) L’ope´rateur abstrait d’union
sur FSn fonctionne comme de´crit dans l’algorithme suivant :
Entre´e : φ =
∧
i∈[0,N ] ti : [xi] ∈ FSn
Entre´e : ψ =
∧
i∈[0,M ] ui : [yi] ∈ FSn
Entre´e : φ ∨♯ ψ
de´but
si φ = ff♯ alors renvoyer ψ finsi
si ψ = ff♯ alors renvoyer φ finsi
pour 0 ≤ i ≤ N faire
j = max {k : uk ≤ ti} ; [xi]′ = [xi] ⊔n [yj ];
finpour
pour 0 ≤ i ≤M faire




0≤i≤N ti : [xi]
′ ∧∧0≤i≤M ui : [yi]′ );
fin
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Intuitivement, pour effectuer l’union de deux contraintes φ et ψ, on effectue la meˆme ope´ration
que pour l’intersection sauf que l’on commence par faire l’union des intervalles de φ et ψ avant de
normaliser la conjonction des contraintes.
Exemple 6.5 La figure 6.7 montre l’effet de l’ope´rateur d’union entre contraintes : l’intersection
des fonctions rouge et bleu (a` gauche) donne la fonction grise (a` droite).
Proposition 6.8 L’ope´rateur ∨♯ est la meilleure abstraction de ·⊔, c’est-a`-dire que pour toutes
contraintes φ, ψ ∈ FSn, on a
φ ∨♯ ψ = α′(γ′(φ) ·⊔γ′(ψ)) . (6.14)
Preuve La preuve est similaire a` celle de la proposition 6.7. ¤
∨♯
Fig. 6.7 – Ope´rateur d’union pour les contraintes de changement d’e´tat.
The´ore`me 6.9
(
FSn,⇒♯,∧♯,∨♯, ff♯, tt♯) est un treillis.
Preuve Il faut montrer que ∨♯ calcule bien la borne supe´rieure et ∧♯ la borne infe´rieure. Soit
φ, ψ ∈ FSn. Si on montre que γ(φ∨♯ψ) = γ(φ) ·⊔γ(ψ), alors comme FSn et FSn sont relie´s par une
bijection de Galois, on pourra conclure que ∨♯ calcule la borne supe´rieure. De meˆme, si on montre
que γ(φ∧♯ ψ) = γ(φ) ·⊓γ(ψ), on pourra conclure que ∧ calcule la borne infe´rieure. Les propositions
6.7 et 6.8 permettent justement de conclure que ces conditions sont ve´rifie´es. ¤
Remarque Pour les meˆmes raisons que pour FSn, le treillis FSn n’est ni un treillis complet ni
un CPO.
Les e´le´ments de FSn sont facilement et efficacement repre´sentables en machine. De plus, les
fonctions de comparaison, union et intersection sont efficaces : la normalisation, qui est l’ope´ration
la plus couˆteuse, s’exe´cute en O(n · log(n)) car elle ne´cessite un tri des contraintes pre´sentes. On
utilisera donc ce domaine comme abstraction des ensembles de fonctions continues. Il faut donc
que l’on adapte le crite`re CS1 (de´finition 6.6) au domaine FSn pour s’assurer de la suˆrete´ des
se´mantiques abstraites.
De´finition 6.12 (Crite`re de suˆrete´ pour la se´mantique abstraite (2)) Une se´mantique
abstraite L.M♯ : PCI → FSn ve´rifie le crite`re de suˆrete´ CS2 si et seulement si, pour tout PCI P ,
elle ve´rifie la formule (6.15), avec φ = LP M♯ = ∧0≤i≤N ti : [xi] et tN+1 =∞.
∀i ∈ [0, N ], ∀t ∈ [ti, ti+1[, [xi] ≤ inf{y(t) : y ∈ LP M} et sup{y(t) : y ∈ LP M} ≤ [xi] . (6.15)
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The´ore`me 6.10 Si L.M♯ ve´rifie le crite`re CS2, alors pour tout PCI P , on a :
LP M ⊆ γ ◦ γ′(LP M♯)
Preuve On montre que si L.M♯ ve´rifie CS2, alors γ′ ◦ L.M♯ ve´rifie CS1. Ceci est e´vident d’apre`s la
de´finition de γ′ (de´finition 6.5). Le the´ore`me 6.1 s’applique donc sur γ′ ◦ L.M♯, ce qui prouve le
the´ore`me 6.10. ¤
6.3 Calcul de la se´mantique abstraite
Nous allons donc utiliser le domaine des contraintes FSn comme domaine abstrait, et nous
cherchons une se´mantique abstraite L.M♯ : PCI → FSn qui ve´rifie le crite`re CS2. Cette se´mantique
abstraite nous est fournie par les algorithmes d’inte´gration garantie de´crits au chapitre 3.
6.3.1 L’inte´gration garantie est une se´mantique abstraite valide
Pour construire la se´mantique abstraite, nous allons simplement utiliser les algorithmes
d’inte´gration garantie de la manie`re suivante : la premie`re phase de l’algorithme (encadrement
a priori, voir la section 3.3.2) nous donne, a` partir d’un PCI P :=
(
y˙ = F (y, [k] , y(0) ∈ [y0]
)
, un
pas d’inte´gration h et un encadrement [y] tels que ∀t ∈ [0, h] , ∀y ∈ LP M, y(t) ∈ [y] (on pourra
trouver les preuves dans [BM07a, NJC99]). De plus, la seconde phase de l’inte´gration garantie
(section 3.3.3) donne [yh] tel que ∀y ∈ LP M, y(h) ∈ [yh]. Le the´ore`me suivant est donc vrai :
The´ore`me 6.11 (Fonction d’inte´gration garantie) Il existe une fonction IG qui, e´tant donne´
un PCI P ∈ PCI, fournit h ∈ R+, [y] , [yh] ∈ IRn tels que :
1. ∀y ∈ LP M, ∀t ∈ [0, h] , y(t) ∈ [y] et
2. ∀y ∈ LP M, y(h) ∈ [yh].
Si la fonction renvoie h = 0, cela voudra dire que l’inte´gration garantie a e´choue´.
De´finition 6.13 (Se´mantique abstraite) La se´mantique abstraite d’un PCI P ∈ PCI est
de´finie comme le re´sultat de l’algorithme suivant :
Entre´e : P =
(
y˙ = F (y, [k]), y(0) ∈ [y0]
) ∈ PCI
Entre´e : N ∈ N∗ ; /* nombre de pas a` effectuer */
Sortie : LP M♯N
de´but
(h, [y] , [yh]) = IG(P );
si h = 0 alors renvoyer tt♯; finsi
res = 0 : [y] ; i = 1;
tant que i < N faire
P =
(
y˙ = F (y, [k]), y(0) ∈ [yh]
)
;
(h, [y] , [yh]) = IG(P );
si h = 0 alors renvoyer res ∧ t : ⊤nI ; finsi
res = res ∧ t : [y];
i = i+ 1; t = t+ h;
fintantque
renvoyer res ∧ t : ⊤nI ;
fin
Pour un PCI P ∈ PCI et un entier N ∈ N∗, on notera LP M♯N le re´sultat de l’algorithme.
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La se´mantique abstraite utilise donc un algorithme d’inte´gration garantie pour calculer une sur-
approximation des solutions du PCI par une fonction en escalier a` N marches. Le parame`tre N
permet de controˆler la pre´cision de l’abstraction : plus N est grand, plus l’abstraction est pre´cise.
La suˆrete´ de la se´mantique abstraite ainsi calcule´e est prouve´e par le the´ore`me suivant.
The´ore`me 6.12 (Suˆrete´ de la se´mantique abstraite.) Pour tout N ∈ N∗, la fonction L.M♯N
donne´ a` la de´finition 6.13 ve´rifie le crite`re CS2.
Preuve On prouve le the´ore`me par re´currence sur N . Si N = 1, la preuve est e´vidente d’apre`s le
the´ore`me 6.11. Soit maintenant N ≥ 1 tel que la fonction L.M♯N ve´rifie le crite`re CS2, nous devons
montrer que L.M♯N+1 le ve´rifie e´galement. Soit donc P ∈ PCI un proble`me de Cauchy intervalle
et soit φ = LP M♯N+1. D’apre`s la de´finition 6.13, φ est construite ainsi : on calcule ψ = LP M♯N , puis
on effectue un dernier pas d’inte´gration garanti pour la dernie`re contrainte. D’apre`s l’hypothe`se
de re´currence, ψ ve´rifie l’e´quation (6.15), et d’apre`s la construction de la dernie`re contrainte et
le the´ore`me 6.11, φ ve´rifie e´galement cette e´quation pour i = N + 1. Donc, φ ve´rifie l’e´quation
(6.15), donc L.M♯N+1 ve´rifie le crite`re CS2. ¤
6.3.2 Motivation pour une nouvelle me´thode d’inte´gration garantie
Les algorithmes classiques d’inte´gration garantie (AWA ou VNODE notamment) utilisent, pour
re´sumer, un de´veloppement en se´ries de Taylor de la solution de l’EDO a` inte´grer, qu’ils trans-
forment en me´thode de calcul garanti en utilisant une arithme´tique d’intervalles (voir chapitre 3).
La formule ainsi obtenue est ensuite re´e´crite pour obtenir une me´thode la plus stable possible.
Cette re´e´criture consiste notamment a` remplacer le calcul par intervalle classique en un calcul par
forme centre´e, ce qui revient a` calculer l’encadrement comme un point associe´ a` une erreur, soit
le diame`tre de l’intervalle. Les me´thodes les plus stables (comme COSY-VI) vont encore plus loin
en repre´sentant les termes intervalles par des formes de Taylor, ce qui re´duit le wrapping effect
mais augmente largement le temps de calcul. Les me´thodes classiques a` base d’intervalles, si elles
sont relativement efficaces, souffrent de plusieurs proble`mes. Tout d’abord, pour des proble`mes
non line´aires, les re´sultats tendent a` eˆtre fortement surapproxime´s a` cause du wrapping effect
qui rend les algorithmes instables. Pour les proble`mes les plus complexes, cette instabilite´ est
couple´e a` une baisse d’efficacite´. En effet, il devient alors important d’utiliser un ordre e´leve´ dans
le de´veloppement en se´rie de Taylor. Presque toutes les imple´mentations existantes utilisent des
algorithmes de diffe´rentiation automatique pour cela, ce qui revient a` recalculer a` chaque pas les
de´rive´es successives de la fonction a` inte´grer. Cette ope´ration peut eˆtre tre`s couˆteuse en temps.
Enfin, le principal reproche que l’on pourrait faire aux me´thodes classiques d’inte´gration garantie
est leur e´loignement des me´thodes d’inte´gration nume´rique. En effet, les nume´riciens ont de´veloppe´
de nombreuses me´thodes d’approximation des solutions des e´quations diffe´rentielles et posse`dent
souvent une grande expertise sur ces me´thodes. Par ailleurs, ces me´thodes sont tre`s souvent uti-
lise´es lors du test des syste`mes critiques embarque´s pour simuler l’environnement exte´rieur (c’est
notamment ce que nous avons fait pour la simulation du proble`me des deux re´servoirs en Simulink,
annexe A). Une me´thode d’inte´gration garantie qui serait construite sur une me´thode nume´rique
permettrait donc non seulement d’utiliser l’expertise acquise sur les me´thodes nume´riques pour
choisir finement le pas d’inte´gration et rendre la me´thode la plus stable possible, mais surtout
donnerait une information supple´mentaire qui est la distance entre la simulation nume´rique et la
vraie solution. Dans cette optique, on peut voir le programme de re´solution nume´rique comme
l’imple´mentation, suivant un algorithme particulier, du proble`me de la re´solution de l’e´quation
diffe´rentielle. Mesurer la qualite´ de cette imple´mentation revient a` mesurer la distance entre les
re´sultats fournis par l’inte´gration nume´rique et les re´sultat attendus, c’est-a`-dire la solution de
l’e´quation diffe´rentielle.
Nous avons de´veloppe´ une me´thode d’inte´gration garantie nomme´e GRKLib qui repose sur
ces ide´es, c’est-a`-dire qu’elle s’appuie sur une me´thode nume´rique classique (en l’occurrence une
me´thode de Runge-Kutta, mais les ide´es que nous pre´sentons peuvent s’appliquer dans un cadre
bien plus ge´ne´ral). Notre ambition en commenc¸ant ce travail sur un algorithme de Runge-Kutta
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garantie e´tait tre`s e´leve´e : nous pensions pouvoir limiter le wrapping effect en se´parant, de`s le de´but,
calcul flottant et calcul par intervalle. Cette technique a e´te´ applique´e avec succe`s pour l’analyse
des programmes nume´riques (domaine de l’erreur globale, [Mar05]) et nous pensons qu’elle peut
aider a` accroˆıtre la stabilite´ des me´thodes d’inte´gration garantie. De plus, nous avons choisi une
imple´mentation diffe´rente des techniques existantes qui n’est pas fonde´e sur la diffe´rentiation
automatique, ce qui permet d’avoir une imple´mentation efficace graˆce a` un temps de calcul par
pas d’inte´gration faible. Il faut toutefois signaler que les re´sultats obtenus n’ont pas e´te´ a` la
hauteur de nos espe´rances, les performances de GRKLib restent en effet en dec¸a` des performances
de VNODE, mais notre travail a permis de prouver la faisabilite´ et l’inte´reˆt de cette approche
qui consiste a` utiliser les techniques d’inte´gration nume´rique classique pour faire de l’inte´gration
garantie.
6.4 GRKLib en de´tail
Nous expliquons maintenant comment fonctionne la me´thode GRKLib. Nous nous inte´ressons
donc a` une EDI de dimension n, y˙ = F (y), avec une condition initiale donne´e sous la forme
y(0) ∈ y0 + [²0], ou` y0 ∈ Rn est un point et [²0] ∈ InR repre´sente l’erreur (ou incertitude) initiale.
Nous noterons y∞ une solution quelconque du proble`me de Cauchy y˙ = F (y), y(0) = y′0, avec
y′0 ∈ y0 + [²0].
6.4.1 Principe de l’algorithme de Runge-Kutta garanti
La me´thode GRKLib est construite a` partir d’un algorithme d’inte´gration nume´rique de Runge-
Kutta d’ordre 4, la me´thode RK4. Les algorithmes de Runge-Kutta sont des sche´mas d’inte´gration
implicites qui calculent une suite de points (yn)n∈N et une suite d’instants (tn)n∈N, tels que pour
tout n ∈ N, yn est une approximation de la valeur de la solution de l’EDO a` t = tn. Pour obtenir
yn+1, on commence par choisir un pas d’inte´gration hn, puis on calcule yn+1 en n’utilisant que yn
et des points interme´diaires. En cela, la me´thode RK4 peut eˆtre vue comme une extension de la





). La me´thode RK4 utilise quatre points interme´diaires, donne´s par la formule (6.16).
k1 = F (yn)
k2 = F (yn + hn/2 · k1)
k3 = F (yn + hn/2 · k2)
k4 = F (yn + hn · k3)
yn+1 = yn +
hn
6
(k1 + 2k2 + 2k3 + k4)
(6.16)
Il est bien connu [SB93] que cette me´thode est d’ordre 4, ce qui veut dire que la diffe´rence entre
la valeur exacte y∞(tn + hn) et yn+1 est cense´e eˆtre proportionnelle a` h5n. Si ceci est vrai pour le
premier pas d’inte´gration, nous verrons que l’erreur grandit a` mesure que l’on applique la formule
(6.16) pour obtenir plus de points d’approximation. Nous montrerons comment on peut mesurer
cet accroissement de l’erreur pour calculer des bornes garanties sur l’erreur entre yn et y∞(tn)
pour tout n ∈ N. Pour cela, nous de´finissons la fonction d’ite´ration Φ qui de´pend de y et h de telle
sorte que l’on ait yn+1 = Φ(yn, hn).
k1(y, h) = F (y)
k2(y, h) = F (y + h/2 · k1(y, h))
k3(y, h) = F (y + h/2 · k2(y, h))
k4(y, h) = F (y + h · k3(y, h))
Φ(y, h) = y + h
6
`




Nous de´finissons e´galement les deux fonctions ψn et φn a` chaque e´tape, qui nous serons utiles
pour calculer les termes d’erreur. La fonction ψn calcule, a` pas hn constant, la position de yn+1 en





y 7→ Φ(y, hn) φn :

R+ → Rn
t 7→ Φ`y(tn), t− tn´. (6.18)
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La me´thode GRKLib fonctionne alors ainsi : si on connaˆıt a` l’instant tn un point d’approximation
(un nombre a` virgule flottante) yn et l’erreur commise [²n] de telle sorte que y∞(tn) ∈ yn + [²n],
on choisit un pas d’inte´gration hn puis on calcule le prochain point d’approximation yn+1 =
Φ(yn, hn) et en meˆme temps une surapproximation [²n+1] de l’erreur y∞(tn+1)− yn+1.
6.4.2 Trois sources d’erreurs
L’erreur a` l’e´tape n + 1 est de´compose´e en trois termes repre´sente´s graphiquement par la
figure 6.8. Le point yn+1 est obtenu en appliquant la formule (6.16) en utilisant des nombres
a` virgule flottante. Notons yrn+1 la valeur re´elle obtenue en utilisant la meˆme formule mais avec
des nombres re´els. Les re`gles de calcul donne´es par la norme IEE754, et qui sont spe´cifiques a` la
repre´sentation finie des nombres flottants, cre´ent une le´ge`re diffe´rence entre yn+1 et y
r
n+1 que nous
appellerons “erreur de calcul”. Cette premie`re source d’erreur sera calcule´e en utilisant le domaine
de l’erreur globale (section 6.4.5). Par ailleurs, la fonction a` inte´grer va propager l’erreur associe´e
au pas pre´ce´dent. Soit y∗n+1 le point (re´el) que nous aurions obtenu en appliquant les formules
de RK4 (e´quation (6.16)) en prenant comme point initial y(tn) a` la place de yn, autrement dit




n+1 repre´sente la propagation de l’erreur initiale
²n lors du calcul de yn+1. Enfin, la me´thode de RK4 introduit elle meˆme une erreur car elle n’est
que d’ordre 4. Cette erreur est la distance entre y∞(tn+1), la valeur re´elle que l’on cherche, et
y∗n+1, la valeur re´elle que l’on obtiendrait en appliquant RK4 depuis y(tn). L’erreur globale ²n+1
est donc calcule´e comme la somme de trois termes : ²n+1 = en+1 + χn+1 + ηn+1 avec :
– ηn+1 est l’erreur “sur un pas” introduite par la me´thode RK4 :
ηn+1 = y∞(tn+1)− y∗n+1 ,
























Fig. 6.8 – Trois types d’erreurs : l’erreur sur un pas ηn+1, l’erreur de calcul en+1 et l’erreur
propage´e χn+1.
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6.4.3 Erreur sur un pas
L’erreur sur un pas apparaˆıt car la trajectoire de la solution de l’e´quation diffe´rentielle (courbe
pleine noire sur la figure 6.8) s’e´carte de la trajectoire donne´e par les formules de RK4 (courbe en
pointille´s rouges). On sait que y∗n+1 = φn(tn), donc ηn+1 = y∞(tn+1)−φ(tn+1) mesure la distance,
en tn+1 entre les fonctions y∞ et φ. Ces deux fonctions sont e´gales en t = tn et ve´rifient de plus
la proposition 6.13.
Proposition 6.13 Les quatre premie`res de´rive´es de y∞ et φn sont e´gales en t = tn :













Preuve La preuve de cette proposition est initialement apporte´e par [Bie51], nous en donnons
une quelque peu diffe´rente a` l’annexe B. ¤
En utilisant la proposition 6.13 et la de´composition en se´rie de Taylor de y∞ avec reste de Lagrange,
on obtient la proposition suivante.
Proposition 6.14 Il existe τ ∈ [tn, tn+1] tel que :




















































φn est une fonction d’une seule variable re´elle, t, donc sa de´rive´e cinquie`me e´galement. On peut
donc simplement construire une fonction d’inclusion pour d
5(φn)

















, il faut encadrer y∞(τ) puis utiliser une fonction d’inclusion pour
d4(F )
dt4 . Il nous
faut donc un encadrement de y∞(τ), ou` τ est inconnu dans [tn, tn+1]. Autrement dit, nous devons
calculer un encadrement a priori [y˜n] qui ve´rifie ∀t ∈ [tn, tn+1], y∞(t) ∈ [y˜n]. Pour cela, nous allons
utiliser une technique similaire a` la technique de l’encadrement constant pre´sente´ au chapitre 3,
et que nous rappelons brie`vement ici. Notons [yn] = yn + [²n]. La me´thode de l’encadrement









[yn]+[0, hn]·F ([R]). Le the´ore`me 3.6 nous assure que si [R] est un post point fixe de Ψ (c’est-a`-dire
que Ψ([R]) ⊆ [R]), alors y∞ ve´rifie ∀t ∈ [tn, tn+1], y∞(t) ∈ [R]. Remarquons que Ψ est une fonction
continue sur les treillis In
R
, donc elle posse`de un plus petit point fixe lfpΨ (et par conse´quent un
plus petit post point fixe). Le the´ore`me de Kleene 2.3 nous permet meˆme de le calculer en ite´rant
la fonction Ψ a` partir du plus petit e´le´ment. Cependant, il est clair que [yn] ⊆ lfpΨ, de sorte qu’on
peut commencer l’ite´ration a` [yn]. Ge´ne´ralement, les me´thodes d’inte´gration garantie arreˆtent
l’ite´ration au bout de la premie`re e´tape si le post point fixe n’est pas trouve´, et choisissent alors
un pas plus petit. Nous avons choisi de garder le meˆme pas mais de poursuivre l’ite´ration de
Kleene en effectuant a` chaque e´tape un e´largissement : si [R]
′
= Ψ([R]) Ã [R], on agrandit [R]′






+α×r( [R]′ )×[−1, 1] ou`m( [R]′ )






son rayon. On recommence ensuite l’ite´ration depuis [R]
′′
et on
s’arreˆte lorsque l’on trouve [R] tel que Ψ([R]) ⊆ [R]. L’expe´rience montre qu’en moyenne, il suffit
de 3 ite´rations pour obtenir un post point fixe.
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On utilise alors [y˜n] = Ψ([R]) comme encadrement a priori de y∞ sur l’intervalle [tn, tn+1], et















6.4.4 Propagation de l’erreur
Nous nous inte´ressons maintenant au deuxie`me terme d’erreur qui provient de ce que l’erreur
du pas pre´ce´dent ²n est transporte´e au pas n + 1 par le syste`me dynamique. En effet, lorsqu’on
calcule yrn+1, on applique en fait la me´thode RK4 pour approcher la solution de l’EDO passant
par yn en tn, alors que la vraie solution passe par y(tn) en tn. On a donc y
∗
n+1 = ψn(y(tn)) et
yrn+1 = ψn(yn). L’erreur χn+1 est donc la distance entre les valeurs prises par ψn : R
n → Rn en
deux points diffe´rents. Cette distance se mesure en utilisant la matrice jacobienne de ψn. Rappelons
que pour toute fonction f : Rn → Rn, f = (f1, . . . , fn) avec pour tout i ∈ [0, n] fi : Rn → R, la




















. . . ∂fd
∂xd
1CCCA . (6.21)
Nous noterons e´galement J(f, Y ) la matrice obtenue en appliquant chacune de ces de´rive´es par-
tielles au point Y ∈ Rn :

























Nous rappelons e´galement le the´ore`me des valeurs interme´diaires applique´ aux fonctions multi-
varie´es, qui sert a` mesurer la distance entre ψn(yn) et ψn(y∞(tn)).
The´ore`me 6.15 (The´ore`me des valeurs interme´diaires) Soit D ⊆ Rn un ouvert de Rn, et
soit f : D → Rn une fonction diffe´rentiable sur D. Alors, pour tout a ∈ D et u ∈ Rn tel que
[a, a+ u] ⊆ D, il existe θ ∈]0, 1[ tel que
f(a+ u)− f(a) = J(f, a+ θ · u) · u.
La fonction ψn est clairement diffe´rentiable sur Rn, donc en appliquant le the´ore`me 6.15, on sait
qu’il existe θ ∈]0, 1[ tel que, si on pose c = yn + θ · (y(tn)− yn), on a :
χn+1 = ψn(y(tn))− ψn(yn) = J
(
ψn, c
) · (y(tn)− yn) .
On peut maintenant utiliser cette formule pour calculer une surapproximation de χn+1. Soit [y
′
n]
qui contient yn et yn + [²n], par exemple [y
′
n] = [yn,yn] ⊔ (yn + [²n]). On sait alors que ∀θ ∈
]0, 1[, yn + θ · (y(tn)− yn) ∈ [y′n]. Par ailleurs, on a y(tn)− yn ∈ [²n]. On obtient donc la formule






˜ ´ · [²n] . (6.22)
La formule (6.22) donne une me´thode pour calculer χn+1, mais une e´valuation na¨ıve en utili-
sant une arithme´tique d’intervalle donne de mauvais re´sultats a` cause du wrapping effect. Dans
l’imple´mentation de GRKLib, nous utilisons la me´thode de de´composition QR de Lo¨hner (voir
chapitre 3) pour le limiter.
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6.4.5 Erreur de calcul flottant
L’ erreur de calcul flottant est lie´e au calcul sur ordinateur du point d’approximation yn+1.
Cette erreur correspond a` la diffe´rence entre les calcul effectue´s avec une pre´cision finie et qui me`ne
au point yn+1, et les calculs que l’on effectuerait avec une pre´cision infinie et qui me`neraient au
point yrn+1. Cette diffe´rence tient a` l’imple´mentation des calculs sur les nombres a` virgule flottante,
de´finis par la norme IEEE754. Cette erreur peut eˆtre re´duite en utilisant une arithme´tique dite
de “multi-pre´cision” comme la bibliothe`que MPFR [DHL+05], mais ne peut eˆtre e´limine´e et doit
donc eˆtre prise en compte. Il faut donc calculer, en meˆme temps que le nombre flottant yn+1,
un intervalle [en+1] tel que y
r
n+1 ∈ yn+1 + [en+1]. L’intervalle [en+1] doit donc surapproximer
toutes les erreurs de calcul qui apparaissent lors du calcul de yn+1. Pour cela, nous utilisons
l’arithme´tique de l’erreur globale, qui a e´te´ initialement introduite pour l’analyse statique de la
pre´cision nume´rique des programmes C [PGM03]. Nous en donnons ici une description assez rapide,
on pourra trouver plus de de´tails et une comparaison avec les autres domaines utilise´s pour la
validation de codes nume´riques dans [Mar05].
L’ide´e du domaine de l’erreur globale est d’attacher a` chaque nombre a` virgule flottante fa
un nombre re´el qui mesure la distance entre fa et le nombre re´el a que fa est cense´ repre´senter.
Ainsi, un nombre re´el a avec erreur globale peut s’e´crire comme :
a = fa ~²f + ea~²e, avec fa ∈ F et ea ∈ R . (6.23)
Dans l’e´quation (6.23), les termes ~²f et ~²e sont des variables formelles permettant de se´parer le
nombre flottant fa de l’erreur ea. Le terme ea est la distance entre fa et le re´el qu’il repre´sente,
on doit donc avoir ea ∈ R. Pour une imple´mentation, on choisira bien suˆr un intervalle [ea] pour
repre´senter ea. La repre´sentation de l’e´quation (6.23) signifie que a est un nombre flottant dont
la valeur est fa et qui repre´sente un nombre re´el xa tel que xa ∈ fa + [ea]. L’avantage principal
de cette repre´sentation est que l’encadrement final de xa (c’est-a`-dire fa + [ea]) ne contient pas
ne´cessairement le point flottant fa, alors que toutes les repre´sentations a` base d’intervalle (que
ce soit une repre´sentation minimum/maximum ou une repre´sentation milieu/rayon) donne des
encadrements qui contiennent a` la fois le nombre re´el et le nombre flottant. En se´parant le terme
flottant du terme d’erreur on peut donc obtenir un intervalle d’erreur [ea] dont la largeur est
souvent plus petite que la largeur de l’intervalle calcule´ par une arithme´tique d’intervalle classique.
De plus, il est possible d’utiliser des pre´cisions diffe´rentes pour le terme d’erreur et le terme flottant.
Si on veut suivre exactement les calculs effectue´s en machine, on utilisera la pre´cision de la machine
pour repre´senter fa, mais on peut utiliser plus de bits pour le calcul de [ea] pour avoir un re´sultat
encore plus pre´cis.
Les calculs dans l’arithme´tique de l’erreur globale se font comme suit. Un nombre re´el x sera
traduit en un nombre a a` erreur globale tel que fa est le nombre flottant le plus proche de x, note´
↑∼ (x), et l’erreur est la distance entre x et ↑∼ (x), note´e ↓∼ (x). On a donc :
a =↑∼ (x)~²f+ ↓∼ (x)~²e .
Dans notre imple´mentation, la valeur ↓∼ (x), qui est cense´e eˆtre un nombre re´el, sera encadre´e par
l’intervalle [−u, u] ou` u est la moitie´ de la valeur du dernier bit dans la repre´sentation de ↑∼ (x).
Les ope´rations e´le´mentaires sur les nombres a` erreur globale sont donne´es a` la figure 6.9. Ainsi,
l’addition de deux nombres a` erreur globale a et b donne un nombre a` erreur globale c = fc ~²f+ec~²e
tel que fc la somme de fa et fb et ec est la somme de ea, eb et l’erreur de repre´sentation du re´sultat
de fa + fb, soit ec = ea + eb+ ↓∼ (fa + fb). Pour la soustraction, les re`gles sont similaires. Pour
la multiplication, il y a un produit croise´ de telle sorte que le terme d’erreur de b est multiplie´ par
fa et inversement. Un terme d’erreur du second ordre ea · eb est e´galement introduit.
Ainsi, en utilisant l’arithme´tique de l’erreur globale pour calculer yn+1 a` partir de yn, on
obtient non seulement la valeur flottante yn+1 mais e´galement une surapproximation [en+1] de
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a = fa ~²f + ea~²e and b = fb ~²f + eb~²e
a+ b = ↑
∼
(fa + fb)~²f + (ea + eb+ ↓∼ (fa + fb))~²e
a− b = ↑
∼
(fa − fb)~²f + (ea − eb+ ↓∼ (fa − fb))~²e
a× b = ↑
∼
(fa × fb)~²f +
`
eafb + ebfa + eaeb+ ↓∼ (fa × fb)
´
~²e
Fig. 6.9 – Re`gles de l’arithme´tique de l’erreur globale.
Insistons encore sur l’inte´reˆt d’utiliser une arithme´tique d’erreur globale et non une
arithme´tique d’intervalle milieu/rayon par exemple. Pour cela, prenons l’exemple suivant 1 : on
suppose que l’on dispose de nombres a` virgule flottante avec une mantisse de 5 chiffres seulement.
Un programme part de y = 1, et soustrait 106 fois la valeur 10−6 a` y. Clairement, le re´sultat
attendu (c’est-a`-dire que l’on obtiendrait avec une arithme´tique re´elle) est 0. Un calcul en nombre
flottant donne un re´sultat de 1, car chaque ope´ration induit une e´limination catastrophique (avec
ce sche´mas de nombres flottants, on a 1−10−6 = 1). En utilisant une arithme´tique d’intervalles re-
posant sur une repre´sentation minimum/maximum, on obtient un intervalle d’une largeur de 1066.
Avec une repre´sentation milieu/rayon, on obtient pour le milieu 1 et pour le rayon 1.0001 ; l’en-
cadrement final est donc [−0.0001, 2.0001], soit un intervalle de largeur 2. Avec l’arithme´tique de
l’erreur globale, on obtient un nombre flottant de 1, le terme d’erreur est [−1.0001,−0.99977].
L’encadrement finale est donc de largeur 4 · 10−4. Cette diffe´rence s’explique par le fait que
l’arithme´tique de l’erreur globale est dirige´e : le terme d’erreur n’est pas un rayon indiquant
un cercle dans lequel se trouve le re´sultat re´el, mais plutoˆt un vecteur pointant vers le nombre
re´el.
6.4.6 Pour re´sumer
En utilisant les formules (6.20), (6.22) et (6.24), on peut donc encadrer l’erreur au pas tn+1 en
fonction de l’erreur au pas tn :
[yn+1] = yn+1 + [ǫn+1] (6.25)
















ψn, yn + [²n]
´ · [²n] + [en+1] .
Nous nous inte´ressons maintenant au proble`me du choix du pas d’inte´gration hn+1 qui est un
proble`me crucial pour la performance globale de l’inte´gration garantie.
6.4.7 Controˆle du pas d’inte´gration
L’e´quation (6.25) permet donc de calculer une borne sur l’erreur globale d’inte´gration. On
s’inte´resse maintenant au proble`me de rendre cette erreur la plus faible possible en choisissant un
pas d’inte´gration optimal. On va donc fixer une certaine tole´rance tol > 0 et essayer de maintenir ²n
infe´rieur a` tol. Malheureusement, controˆler efficacement l’erreur globale pour la rendre infe´rieure a`
tol est une taˆche tre`s complexe [Sha05]. En effet, dans l’absolu, il faudrait faire deux inte´grations :
une premie`re pour de´tecter les parties de l’espace ou` la fonction a` inte´grer est contractante et
les parties ou` elle est expansive, puis adapter le pas d’inte´gration en fonction de ces zones pour
limiter au maximum le wrapping effect. Cependant, meˆme ainsi, on ne pourra pas force´ment
atteindre le seuil tol. En effet, dans l’e´quation (6.25), les termes χn+1 et en+1 sont tre`s peu
de´pendant du pas d’inte´gration choisi et un controˆle du pas n’a donc que peu d’influences sur
eux. Le terme χn+1 de´pend en effet nettement plus de la fonction a` inte´grer et nous choisissons
1Un programme C++ qui montre ces re´sultats est donne´ a` l’adresse
http ://www.lix.polytechnique.fr/Labo/Olivier.Bouissou/progs/patriot.cc
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donc, dans un premier temps, de ne pas le prendre en compte pour controˆler le pas. Le terme
en+1 est essentiellement de´pendant de la pre´cision utilise´ pour effectuer les calculs ; une solution
pour le limiter est d’effectuer les calculs de yn+1 avec une librairie de nombres flottants multi-
pre´cision comme MPFR. Nous allons donc uniquement essayer de re´soudre le proble`me suivant :
e´tant donne´e une tole´rance relative tol de´finie par l’utilisateur, comment adapter la taille du pas
a` chaque e´tape pour que l’erreur de me´thode sur un pas ηn soit infe´rieure a` tol.
Le controˆle du pas d’inte´gration est un des facteurs cle´s dans la qualite´ d’un inte´grateur
nume´rique d’e´quations diffe´rentielles. En effet, les meilleures me´thodes nume´riques calculent en
paralle`le de la solution approche´e une estimation de l’erreur commise. Par exemple, la me´thode de
Runge-Kutta Cash-Karp effectue deux inte´grations : une d’ordre 4 et une d’ordre 5. La diffe´rence
entre les deux valeurs sert a` estimer l’erreur commise [Sha05]. Le pas d’inte´gration suivant est
alors choisi de telle sorte que l’erreur estime´e soit maintenue sous une tole´rance pre´alablement
fixe´e par l’utilisateur. Le calcul de ce pas utilise des techniques assez similaires a` celles que nous
pre´sentons par la suite (voir par exemple [Gus93]), a` la diffe´rence notable que nous disposons non
plus d’une estimation de l’erreur mais d’une surapproximation suˆre.
Notre technique de controˆle du pas est une adaptation des me´thodes de la the´orie du controˆle
[Gus91] pour le controˆle automatique de parame`tres physiques. L’ide´e principale est que l’on voit
l’erreur ηn+1 comme une variable physique de´pendant d’un parame`tre d’ajustement hn, le pas
d’inte´gration. La valeur optimale pour ηn+1 est tol, et le but de l’algorithme de modification du
pas est d’amener ηn+1 le plus pre`s possible de tol. On sait que la de´pendance entre ηn+1 et hn
est de la forme ηn+1 = |ϕn| · h5n ou` |ϕn| est un terme proportionnel a` la cinquie`me de´rive´e de la
fonction φn calcule´e sur l’encadrement a priori de y∞. Cela nous donne un premier algorithme de








En effet, en suivant cette formule, on obtient
ηn+2 = |ϕn+2| · h5n+1 ≈ |ϕn+1| · tol|ϕn+1| · h5n · h
5
n = tol .
Cependant, l’hypothe`se de base que ϕn+1 ≈ ϕn n’est vraie que pour des proble`mes triviaux, de
sorte que cette me´thode a tendance a` sur-compenser les variations de l’erreur. On a donc des fortes
variations de l’erreur ce qui conduit au final a` de nombreux pas rejete´s (quand on a ηn+1 > tol).
Pour contourner ce proble`me, on peut remplacer θ par θ · tol dans l’e´quation (6.26), avec θ ∈]0, 1[,
pour adoucir l’effet du controˆleur inte´gral. Une autre possibilite´ est de prendre en compte non pas
juste un pas mais l’e´volution de l’erreur sur les deux derniers pas pour estimer le pas suivant. Ainsi,
si on se rend compte que l’erreur a` tendance a` grossir, on va compenser le controˆleur inte´grale
en re´duisant plus fortement le pas. Au contraire, si on remarque que l’erreur tend a` diminuer, on
peut augmenter plus que pre´vu le pas. Pour cela, on va ajouter au controˆleur inte´grale un terme
proportionnel aux variations de l’erreur. Notons rn = |ϕn+1| · h5n. Le controˆleur proportionnel




















). Ide´alement, ki et kp doivent eˆtre choisis inde´pendemment pour chaque
e´quation diffe´rentielle ; en pratique, nous choisissons les valeurs k1 =
0.3
5 and kp =
0.2
5 qui
donnent de bons re´sultats.
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6.5 Comparaison entre GRKLib et les autres me´thodes
6.5.1 Comparaison expe´rimentale
Nous pre´sentons maintenant des re´sultats expe´rimentaux permettant d’estimer la qualite´ de
la me´thode GRKLib par rapport aux me´thodes existantes les plus reconnues, a` savoir VNODE et
AWA. Pour cela, nous choisissons 3 proble`mes de Cauchy et mesurons, pour chacune des me´thodes,
la variation de la pre´cision et du temps de calcul en fonction du temps final d’inte´gration. Nous
effectuons ces mesures avec GRKLib, puis, pour chacune des me´thodes VNODE et AWA, nous
effectuons deux se´ries de mesures : une avec un ordre de 20 (c’est-a`-dire que le de´veloppement
en se´ries de Taylor est pousse´ jusqu’a` l’ordre 20), et une avec un ordre de 5 (soit l’ordre de la
me´thode RK4). Nous pre´sentons ci-dessous les 3 proble`mes choisis (qui font partie des benchmarks
classiques pour la comparaison d’algorithme d’inte´gration garantie) et les re´sultats expe´rimentaux
obtenus, puis nous essaierons d’expliquer ces re´sultats.
Proble`me de contraction
Le premier proble`me que nous e´tudions est le proble`me de Cauchy suivant :
Y˙ =






C’est un proble`me dit de contraction car il peut s’e´crire y˙ = A.y ou` A est une matrice de contrac-
tion. Nous avons fait des comparaisons sur ce proble`me entre VNODE, AWA et GRKLib. Nous
avons e´galement e´tudie´ l’impact du parame`tre “tole´rance”, de´fini par l’utilisateur, sur la pre´cision
du re´sultat. Nous avons ainsi mesure´ la largeur de l’intervalle obtenu pour un temps d’inte´gration
T = 1000 et pour des tole´rances variant de 10−2 a` 10−13. Les re´sultats sont pre´sente´s a` la figure
6.10.
Proble`me de rotation
Le second proble`me est le proble`me de Cauchy suivant :
Y˙ =






C’est un proble`me dit de rotation car il peut s’e´crire comme Y˙ = A · y ou` A est une matrice de
rotation. Nous avons e´galement e´tudie´, pour ce proble`me, l’effet de la dimension du proble`me de
Cauchy sur les performances de l’inte´gration. Ainsi, nous avons augmente´ la matrice A de´crite
ci-dessus pour des dimensions allant de 3 a` 140 et mesure´ a` chaque fois le temps ne´cessaire pour
effectuer un pas de calcul. Les re´sultats sont pre´sente´s a` la figure 6.11.
Proble`me de Lorenz
Nous avons e´galement e´tudie´ le comportement de GRKLib sur un proble`me fortement non
line´aire, connu pour eˆtre tre`s instable. Il s’agit des e´quations de Lorenz qui de´crivent les
phe´nome`nes de convection dans un fluide ide´al en deux dimensions [Lor63].8<:
y˙1 = σ.(y2 − y1)
y˙2 = y1.(ρ− y3)− y2






Les parame`tres ρ, σ et β sont fixes et nous avons choisi les valeurs suivantes : ρ = 28, σ = 10 et
β = 8/3. Nous avons e´tudie´ l’impact de l’erreur initiale sur la stabilite´ de l’inte´gration garantie.
Ainsi, nous avons pris le meˆme proble`me mais en ajoutant une erreur initiale allant de 10−9 a` 10−4,
et nous avons mesure´ le temps final que l’on pouvait alors atteindre. Les re´sultats sont donne´s a`
la figure 6.12.
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Discussion
D’un point de vue efficacite´ des calculs, GRKLib se situe a` mi-chemin entre VNODE d’ordre
20 et VNODE d’ordre 5 (que nous noterons dans la suite VNODE(5)) : en moyenne, GRKLib est
5 fois plus rapide que VNODE(5) et 5 fois plus lent que VNODE. Dans tous les exemples, AWA
est plus lent que GRKLib, la diffe´rence e´tant grande si on limite AWA a` l’ordre 5. Cette diffe´rence
de rapidite´ s’explique essentiellement par le fait que GRKLib ne´cessite un nombre de pas bien
plus grand que VNODE pour obtenir une pre´cision similaire. En effet, l’ordre relativement faible
de GRKLib impose des pas petits si on veut une erreur locale faible. Ainsi, si le temps de calcul
par pas d’inte´gration est bien plus faible pour GRKLib que pour VNODE, ce dernier est plus
performant d’un point de vue global car il exe´cute beaucoup moins de pas : en moyenne sur les
tests effectue´s, VNODE effectue entre 12 et 13 fois moins de pas que GRKLib pour atteindre le
temps final. En comparaison a` VNODE(5), l’efficacite´ de GRKLib est meilleure graˆce a` un choix
d’imple´mentation diffe´rent : les de´rive´es ne´cessaires au calcul sont ge´ne´re´es par calcul formel, avant
la compilation, il n’est donc pas ne´cessaire de les recalculer a` chaque pas. Le temps de calcul par
pas est donc plus faible pour GRKLib que pour VNODE(5), et le nombre de pas effectue´s est en
moyenne 40 fois plus e´leve´ pour VNODE(5).2 Ceci explique la diffe´rence d’efficacite´ globale.
L’ordre faible de la me´thode GRKLib a e´galement un impact sur la pre´cision des calculs
effectue´s. On constate en effet dans les 3 cas que VNODE est plus pre´cis que GRKLib, dont l’erreur
est du meˆme ordre de grandeur que pour VNODE(5). Si on regarde les courbes correspondant a`
la pre´cision pour chaque exemple (courbes du milieu dans les figures 6.10 a` 6.12), on voit que la
diffe´rence entre VNODE et GRKLib est constante quelque soit la dure´e totale de l’inte´gration.
La stabilite´ des me´thodes VNODE, VNODE(5) et GRKLib est donc tout a` fait comparable. La
diffe´rence dans les re´sultats obtenus par GRKLib et VNODE s’explique en fait par le fait que,
puisque VNODE est d’ordre 20, il peut a` moindre couˆt choisir des pas d’inte´gration tel que l’erreur
introduite a` chaque pas est largement infe´rieure a` la tole´rance fixe´e par l’utilisateur. Ainsi, l’erreur
introduite par les premiers pas est tre`s faible. Au contraire, pour GRKLib ou VNODE(5), la
largeur des pas est choisie de telle sorte que l’erreur locale est proche de la tole´rance. Ainsi, de`s le
de´part l’erreur est plus e´leve´e que pour VNODE. Ensuite, l’erreur locale introduite a` chaque pas
est souvent ne´gligeable par rapport a` l’erreur propage´e, de telle sorte que c’est en fait la stabilite´
de la me´thode qui joue plus que son ordre. Remarquons cependant que, si on utilise GRKLib avec
un pas fixe pour l’e´quation (6.29), on peut obtenir des re´sultats aussi bon qu’avec VNODE, pour
un temps de calcul e´leve´ (voir figure 6.11, en bas).
Comme on peut s’y attendre, la pre´cision des re´sultats est largement de´pendante de la tole´rance
fixe´e (figure 6.10, en bas). Remarquons cependant qu’une fois passe´ un seuil (environ 10−11 pour
l’exemple de la figure 6.10), on ne peut plus augmenter la pre´cision ; pour une tole´rance tre`s faible,
la taille de chaque pas est si faible que les erreurs de calcul dues a` l’utilisation de nombres a` virgule
flottante deviennent pre´ponde´rantes sur l’erreur due a` la me´thode d’inte´gration.
Enfin, la qualite´ des re´sultats de´pend fortement de l’erreur initiale, surtout pour les proble`mes
les plus instables. Ainsi, pour le proble`me de Lorenz (figure 6.12, en bas), on voit bien que plus
l’erreur initiale est e´leve´e, plus vite la largeur de l’intervalle grossit, si bien que la me´thode (que
ce soit VNODE ou GRKLib) diverge rapidement.
Notre approche qui consiste a` transformer une me´thode nume´rique classique en une me´thode
garantie apporte plusieurs avantages inde´niable. Tout d’abord, la me´thode est tre`s ge´ne´rale et peut
eˆtre applique´e a` bien d’autres algorithmes nume´riques (que ce soit un algorithme d’inte´gration
d’e´quations diffe´rentielles ou pas). Ainsi, nous l’avons applique´ avec succe´s pour obtenir un algo-
rithme garanti de calcul d’inte´grale par la me´thode de Simpson. De plus, l’algorithme ainsi obtenu
calcule non seulement un encadrement du re´sultat re´el (dans notre cas, la solution de l’e´quation
diffe´rentielle), mais aussi la valeur flottante fournie par l’algorithme nume´rique sous-jacent. Cette
information supple´mentaire permet donc de mesurer la qualite´ de l’algorithme nume´rique ce
qui aide a` convaincre les nume´riciens de choisir une me´thode ou une autre. Enfin, les choix
d’imple´mentations que nous avons effectue´s apportent un plus par rapport aux me´thodes exis-
2La diffe´rence est surtout notable pour les proble`mes non-line´aires : sur le proble`me de Lorenz, GRKLib fait en
moyenne 100 fois moins de pas que VNODE(5).
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tantes. En effet, comme nous n’avons besoin que de la de´rive´e cinquie`me de ψ et de la de´rive´e
quatrie`me de f pour calculer le terme d’erreur (voir l’e´quation (6.20)), il est tre`s couˆtex d’utili-
ser la diffe´rentiation automatique pour les obtenir : on calculer pour rien les premie`res de´rive´es.
Nous avons donc choisi de ge´ne´rer, au moment de la compilation, du code C++ qui calcule di-
rectement les de´rive´es ne´cessaires, ce qui permet un gain important du temps de calcul par pas
d’inte´gration. En manipulant de manie`re formelle les de´rive´es ne´cessaires, on peut donc, par le jeu
des optimisations du compilateur, ame´liorer de manie`re conse´quente l’efficacite´ des calculs.
6.5.2 Comparaison formelle
Nous essayons ici d’effectuer une comparaison formelle entre l’algorithme d’inte´gration garantie
utilise´ par GRKLib et celui utilise´ par les techniques a` base de se´ries de Taylor de´crit au chapitre
3. Rappelons les formules permettant de calculer l’encadrement de la solution au temps tn+1 en
fonction de l’encadrement au temps tn pour les me´thodes a` base de se´rie de Taylor (e´quation





















= yn+1 + [²n+1] (6.32)
[²n+1] = J
(
ψn, yn + [²n]














Dans les formules (6.31) et (6.32), [yn+1]
st
repre´sente l’encadrement obtenu par la me´thode des
se´ries de Taylor et [yn+1]
g
par la me´thode GRKLib. Les formules donnant chacun de ces termes
sont tre`s semblables, meˆme si elles ont e´te´ obtenues par des raisonnements tre`s diffe´rents. Dans
chaque cas, l’encadrement a` tn+1 est obtenu comme la somme d’un nombre flottant (le point
d’approximation) et d’un terme d’erreur. Ce terme d’erreur est lui-meˆme calcule´ comme la somme
d’un terme repre´sentant l’erreur introduite par le pas [tn, tn+1] et d’un terme repre´sentant la
propagation de l’erreur pre´sente a` tn. Comparons deux-a`-deux chacun de ces termes.
Point d’approximation Pour la me´thode des se´rie de Taylor d’ordre N , le point d’approximation
a` t = tn+1, yn+1, est calcule´ par
yn+1





alors que pour GRKLib, on a
yn+1
g = yn +
hn
6
(k1 + 2k2 + 2k3 + k4) (6.34)
ou` les termes ki sont donne´s par l’e´quation (6.16). Le calcul de l’e´quation (6.34) ne´cessite 4
e´valuations de F , alors que le calcul de l’e´quation (6.33) demande l’e´valuation de F ainsi que de
ses N premie`res de´rive´es en ŷn. D’un point de vue efficacite´ des calculs, le calcul des de´rive´es
successives par diffe´rentiation automatique est clairement plus couˆteux que l’e´valuation de la
fonction F . Moore a montre´ que si la fonction F est forme´e de N ope´rations e´le´mentaires (addition,
soustraction, multiplication), alors on peut ge´ne´rer les K premiers coefficients de Taylor en un
temps N ∗K2 [Moo66]. On a donc un net avantage a` utiliser une me´thode nume´rique ne reposant
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pas sur le de´veloppement en se´rie de Taylor pour calculer le point d’approximation, d’autant plus
qu’on be´ne´ficie des optimisations du compilateur qui rendent l’e´valuation de F plus rapide, alors
que les coefficients de Taylor sont calcule´s par diffe´rentiation automatique a` l’exe´cution ce qui
limite les capacite´s d’optimisation de compilation.
Du point de vue de la qualite´ du point obtenu, les deux formules donnent des points tre`s
proches si on utilise N = 5 pour la me´thode par se´ries de Taylor.
Erreur sur un pas L’erreur introduite lors du pas [tn, tn+1] pour la me´thode des se´ries de Taylor

















Remarquons que φn s’exprime comme la somme de quatre e´valuations de F , de sorte que
d5(φn)
dt5
est proportionnel a` d
5F
dt5 . De meˆme, dans le terme η
st
n+1, F




donc que, si N = 5, les erreurs sur un pas sont tout a` fait comparable. La diffe´rence vient surtout
de la me´thode de calcul de y˜n. Pour GRKLib, nous avons conside´re´ que le terme ηn+1 n’e´tait pas le
plus important dans l’erreur globale, et donc on utilise un encadrement a priori assez large obtenu
par la me´thode dite de l’encadrement constant. Les outils a` base de se´ries de Taylor utilisent
maintenant des techniques dites d’ordre supe´rieur pour calculer cet encadrement, ce qui permet
d’avoir un pas plus e´leve´ et un encadrement plus fin.
D’un point de vue de l’efficacite´ des calculs, l’imple´mentation de GRKLib est plus performante
car la fonction d
5(φn)
dt5 est calcule´e lors de la compilation puis compile´e. On a donc la encore un net
avantage par rapport aux me´thodes utilisant la diffe´rentiation automatique.
Propagation de l’erreur Pour les me´thodes a` base de se´ries de Taylor, l’erreur au pas n est













alors que pour GRKLib, cette propagation s’exprime par :
χgn+1 = J
(
ψn, yn + [²n]
) · [²n] . (6.38)
La fonction ψn intervenant dans l’e´quation (6.38) peut s’exprimer en composant 4 fois F avec
elle meˆme (e´quation (6.18)). Les re`gles de calcul de la jacobienne montre alors que le terme χn+1
peut s’exprimer en fonction des termes J(F [i], yn + [²n]), ce qui montre que les deux termes χ
st
n+1
et χgn+1 sont tre`s proches. Le terme χ
st
n+1 est croissant avec l’ordre N car on ne fait qu’ajouter
des termes a` la somme dans l’e´quation (6.37). Le plus important dans le calcul de χn+1 est la
me´thode utilise´e pour re´duire le wrapping effect. Pour GRKLib comme pour les outils les plus
performants, on utilise la me´thode de factorisation QR de Lo¨hner (voir chapitre 3) qui donne de
tre`s bon re´sultats. Ceci explique les re´sultats expe´rimentaux qui montrent une stabilite´ e´quivalent
pour GRKLib et VNODE, que ce soit a` l’ordre 20 ou a` l’ordre 5.
Conclusion On voit donc que d’un point de vue the´orique, les me´thodes d’inte´gration garantie
a` base de se´ries de Taylor et la me´thode GRKLib sont tre`s proches ; les formules permettant de
calculer l’erreur globale sont tre`s comparables. Le gros avantage de GRKLib est l’utilisation de
l’arithme´tique de l’erreur globale a` la place d’une arithme´tique d’intervalle pour calculer yn+1.
Comme nous l’avons vu en section 6.4.5, le domaine de l’erreur globale est plus stable que les cal-
culs a` base d’intervalle, meˆme si on utilise les fonctions d’inclusion centre´es. Par ailleurs, GRKLib
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apporte plus d’informations que les me´thodes a` base de se´ries de Taylor : on ne donne pas unique-
ment un encadrement de la solution re´elle mais on indique e´galement la qualite´ de la re´solution
nume´rique par la me´thode de RK4. Remarquons que les techniques que nous avons pre´sente´ dans
ce chapitre pour transformer la me´thode RK4 nume´rique en une me´thode d’inte´gration garantie
peuvent facilement se ge´ne´raliser a` n’importe quelle me´thode nume´rique 3. Ainsi, nous voulons
inte´grer dans l’outil GRKLib d’autres me´thodes nume´riques (par exemple, les me´thodes d’Euler,
de Heun, des me´thodes de Runge-Kutta d’ordre supe´rieur, voir des me´thodes a` base de se´ries de
Taylor) pour avoir a` notre disposition un ensemble d’inte´grateurs garantis. On pourra alors choisir
le plus adapte´ au proble`me de Cauchy que l’on veut inte´grer.
Pour l’imple´mentation de GRKLib, nous avons choisi d’utiliser au maximum les templates C++
et la diffe´rentiation symbolique pour acce´le´rer le temps de calcul. Cela s’est re´ve´le´ concluant : graˆce
a` un pre´-traitement, on transfert une partie du temps de calcul de l’exe´cution a` la compilation,
et on obtient ainsi un temps d’exe´cution par pas d’inte´gration bien plus faible que pour VNODE
(d’ordre 5 ou 20). Si actuellement le calcul des de´rive´es ne se fait pas inte´gralement lors de la
compilation (il faut utiliser un programme externe), la prochaine version de GRKLib, e´crite en
Objective Caml et utilisant CAMLP4, sera plus automatique. Remarquons cependant qu’il reste
des proble`mes a` re´soudre pour rendre GRKLib vraiment compe´titive face a` VNODE. Tout d’abord,
notre me´thode de controˆle du pas nous semble trop peu pre´cise : la taille du pas d’inte´gration a
tendance a` fortement varier lors des calculs ce qui augmente la surapproximation de l’erreur. Un
controˆle du pas plus souple et plus subtil permettrait de stabiliser le pas a` une taille optimale.
Par ailleurs, la taille du pas est actuellement faible car la me´thode RK4 n’est que d’ordre 5.
L’inte´gration d’autres me´thodes nume´riques d’ordre plus e´leve´ a` GRKLib permettrait de choisir
dynamiquement a` la fois le pas et la me´thode d’inte´gration la plus adapte´e, pour avoir ainsi un
controˆle dynamique de l’ordre d’inte´gration.
3Nous avons par exemple utilise´ ces ide´es pour imple´menter une version garantie de la me´thode de calcul
d’inte´grale de Simpson.
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VNODE VNODE (ordre 5) AWA AWA (ordre 5) GRKLIB
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Fig. 6.10 – Re´sultats obtenus pour le proble`me de contraction.
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VNODE VNODE (ordre 5) AWA AWA (ordre 5) GRKLIB
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Largeur de l’intervalle a` T = 1000 en fonction du pas d’inte´gration








Fig. 6.11 – Re´sultats obtenus pour le proble`me de rotation.
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VNODE VNODE (ordre 5) AWA AWA (ordre 5) GRKLIB
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10−4.0 10−5.0 10−6.0 10−7.0 10−8.0 10−9.0
Fig. 6.12 – Re´sultats obtenus pour le proble`me de Lorenz.
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Dans ce chapitre nous montrons comment on peut utiliser les abstractions de´finies au chapitre
6 pour effectuer une analyse du syste`me hybride dans son ensemble. La principale difficulte´ pro-
vient de ce que nous ne connaissons pas les actions du programme sur l’environnement continu,
c’est-a`-dire que nous ne savons pas a` quels instants la dynamique continue est change´e par un
actionneur. Nous allons donc dans un premier temps analyser le programme seul pour construire
une abstraction de l’impact qu’a le programme sur son environnement, puis nous calculerons une
surapproximation des trajectoires continues en utilisant cette abstraction du programme et l’abs-
traction de´finie au chapitre 6. Cette technique ne sera cependant utilisable que pour une classe
bien de´finie de programmes. Nous commenc¸ons donc par pre´senter intuitivement notre technique
d’analyse du syste`me hybride et nous de´finissons les types de programmes pour lesquels cette tech-
nique s’applique (section 7.1), puis nous pre´sentons une abstraction des fonctions boole´ennes par
un graphe de de´cision (section 7.2). Ensuite, nous expliquons comment utiliser ces graphes pour
obtenir une repre´sentation abstraite de l’action du programme sur son environnement (section
7.3), et enfin nous expliquons comment utiliser ces techniques pour analyser le syste`me hybride
dans son inte´gralite´.
7.1 Principe de l’analyse du syste`me hybride
Comme nous l’avons vu, la principale difficulte´ dans la de´finition de la se´mantique du syste`me
hybride est la prise en compte des actionneurs qui modifient la dynamique continue. L’analyse
de la partie continue pre´sente´e au chapitre 6 oublie ces actionneurs et propose une abstraction
de l’e´volution continue entre deux instants auxquels les actionneurs ont e´te´ active´s. Pour obte-
nir une abstraction de l’e´volution du syste`me hybride, nous devons donc prendre en compte des
changements dans la dynamique continue. Les me´thodes d’analyse pour les mode`les classiques
de syste`mes hybrides (automates hybrides, calcul de processus hybride) font ge´ne´ralement des
hypothe`ses simplificatrices sur l’e´volution continue permettant de de´tecter facilement les change-
ments de mode. Nous avons choisi au contraire d’autoriser n’importe quelle e´volution continue
de´crite sous la forme d’une e´quation diffe´rentielle (potentiellement non line´aire). Pour prendre en
compte les actionneurs dans l’abstraction de l’e´volution du syste`me hybride, nous allons effec-
tuer une pre´-analyse du programme qui fournira des crite`res spatiaux permettant de de´tecter les
instants ou` la dynamique continue change.
L’ide´e de base sur laquelle se repose cette pre´-analyse est la suivante : pour construire une
abstraction de l’e´volution continue, il faut connaˆıtre la fonction F de la se´mantique continue (voir
chapitre 5, section 5.5), c’est-a`-dire qu’il faut avoir un partitionnement de R+ tel que, sur chaque
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partie, la fonction F est e´gale a` une des dynamiques du mode`le hybride. Dans certains cas, on
peut transformer ce partitionnement du temps en un partitionnement de l’espace, c’est-a`-dire
transformer les contraintes du type “a` partir de l’instant t = ti, la dynamique est dicte´e par la
fonction Fk” par une contrainte du type “si y ∈ Ri, alors c’est Fk qui donne la dynamique”. En
effet, les changements de dynamique sont duˆs a` l’exe´cution d’une instruction act. L’exe´cution ou
non de cette instruction de´pend essentiellement de l’ensemble des valeurs rec¸ues par les capteurs,
c’est-a`-dire de la suite des entre´es du programme. Si on suppose que l’exe´cution de cette instruction
de´pend uniquement de la dernie`re valeur rec¸ue, alors on pourra construire, a` partir du programme,
un ensemble de re´gions telles que, si le programme rec¸oit comme entre´e une valeur de cette re´gion,
alors l’actionneur sera active´. Plus pre´cise´ment, nous ferons l’hypothe`se que le programme P est
invariant dans le temps (voir de´finition 7.1).
De´finition 7.1 (Programme invariant dans le temps) Nous dirons qu’un programme P de
H-SIMPLE est invariant dans le temps si il ve´rifie l’hypothe`se suivante : si a` un instant t, la
dernie`re valeur fournie par un capteur est X et l’instruction act.m!k a e´te´ exe´cute´e, alors pour
tout instant t′ 6= t, si les capteurs fournissent de nouveau la valeur X, l’instruction act.m!k sera
encore exe´cute´e.
Cette de´finition suppose donc un de´terminisme temporel des actions du programme P sur l’envi-
ronnement : la prise de de´cision (l’instruction act.m!k est-elle exe´cute´e ?) ne doit de´pendre que
de la dernie`re valeur rec¸ue et pas de tout l’historique d’exe´cution du programme.
Remarque Cette hypothe`se nous empeˆche de conside´rer des programmes utilisant une corre´lation
entre les valeurs successives fournies par le capteur. Ainsi, on ne pourra pas traiter un programme
filtrant ses entre´es graˆce a` un filtre line´aire d’ordre n supe´rieur a` 2 car les de´cisions que prend
le programme de´pendent des n dernie`res entre´es. Cette hypothe`se limitatrice peut suˆrement eˆtre
leve´e, mais l’abstraction de l’effet du programme sur son environnement est alors nettement plus
complique´e a` calculer (voir le chapitre de conclusion pour quelques pistes dans cette direction).
Exemple 7.1 Le programme
P ::= while 1 do(sens.y?X; if y > 1 then act.0!0; else act.0!1; )
est invariant dans le temps. En revanche, le programme
P ′ ::= while 1 do(sens.y?X; z = z + y; if z > 1 then act.0!0; else act.0!1; )
ne l’est pas car l’exe´cution d’un actionneur de´pend de toutes les valeurs rec¸ues depuis le de´but du
programme.
Si on suppose que les programmes sont invariants dans le temps, on peut alors voir l’action d’un
programme sur son environnement continu comme un ensemble de fonctions de la forme “e´tant
donne´ une entre´e X, l’instruction act.m!k est-elle exe´cute´e ?” pour chaque instruction act.m!k
du programme. Autrement dit, l’effet du programme sur l’environnement peut eˆtre abstrait par
un ensemble fini de fonctions boole´ennes. Si on arrive a` construire chacune de ces fonctions, on
pourra alors construire une abstraction comple`te de l’e´volution continue : il suffit, a` chaque pas de
calcul, de tester chaque fonction boole´enne ; si une d’entre elles vaut 1 (ou vrai), alors on choisira
la dynamique impose´e par l’actionneur correspondant pour le pas de calcul suivant. Cependant, la
construction de ces fonctions n’est pas possible en ge´ne´ral : le proble`me de savoir si une instruction
d’un programme va eˆtre exe´cute´e est un proble`me inde´cidable, et nous allons donc construire une
abstraction, sous forme d’un arbre re´gulier, des fonctions boole´ennes.
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7.2 Abstraction des fonctions boole´ennes
Dans cette section, nous de´finissons une algorithme d’abstraction des fonctions re´elles a` valeur
dans B = {0, 1}. Cet algorithme utilise des techniques classiques d’analyse par intervalles pour
construire une repre´sentation abstraite des fonctions boole´ennes. Dans toute cette section, B⊥
repre´sentera le treillis complet des valeurs boole´ennes donne´ par la de´finition 7.2 ci-dessous.
De´finition 7.2 (Treillis complet des valeurs boole´ennes) Nous noterons B⊥ le treillis
complet des valeurs boole´ennes tel que B⊥ = {⊥, 0, 1,⊤} muni de l’ordre ⊑ repre´sente´ par le





7.2.1 Repre´sentation d’une fonction boole´enne
Nous allons abstraire une fonction boole´enne par sa repre´sentation spatiale, c’est-a`-dire un
recouvrement de son domaine de de´finition en un ensemble de rectangles tel que la fonction est
constante sur chaque rectangle. Cette repre´sentation est donne´e sous forme d’arbres re´guliers
appele´s octree.
De´finition 7.3 (Recouvrement d’un hyperrectangle) Soit n ∈ N et b ∈ In
R
un hyperrectangle
de dimension n. On dira qu’un ensemble I(b) =
{





de b si et seulement si b = ∪mi=1bi.
Nous allons utiliser des repre´sentations re´gulie`res des fonctions boole´ennes, c’est-a`-dire que le
recouvrement du domaine de de´finition sera obtenu en divisant les intervalles de de´finition dans
chaque direction en deux. Cette technique n’est pas force´ment optimale dans tous les cas, mais
elle est la plus ge´ne´rale et la plus simple a` mettre en place lorsque l’on conside`re des fonctions
boole´ennes incluant des calculs potentiellement non line´aires.
De´finition 7.4 (Recouvrement re´gulier d’un hyperrectangle) Soit b ∈ In
R
un rectangle
de dimension n. On notera Split(b) le recouvrement de b tel que |Split(b)| = 2n, et si b =(
b1, b2, . . . , bn
)
avec ∀i ∈ [1, n], bi ∈ IR, alors on a :
Split(b) =
˘
(b′1, . . . , b
′
n) : ∀i ∈ [1, n], b′i = [bi,mid(bi)] ou b′i = [mid(bi), bi]
¯
.
Rappelons que pour un intervalle x ∈ IR, x est la borne infe´rieure de x, x sa borne supe´rieure et
mid(x) = x−x2 est le milieu de x.
Exemple 7.2 En dimension 2, on a par exemple
Split
`
([0, 10], [−2, 0])´ = ˘`([0, 5], [−2,−1])´, `([0, 5], [−1, 0])´, `([5, 10], [−2,−1])´, `([5, 10], [−1, 0])´¯ .
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De´finition 7.5 (Octrees) Un octree de dimension n est un graphe dirige´, acyclique, ayant une
racine unique et deux types de noeuds :
– les noeuds non terminaux de la forme N(b), avec b ∈ In
R
;
– les noeud terminaux de la forme V (v) avec v ∈ {0, 1,⊤} ;
et tel que pour tout b ∈ In
R
, le noeud N(b) a soit un noeud fils de la forme V (v) soit 2n noeuds fils
non terminaux N1(b1), N2(b2), . . . , N2n(b2n) avec {bi : i ∈ [1, 2n]} = Split(b). Le noeud racine
d’un octree T doit eˆtre un noeud non terminal, et on dira que T est de domaine b ∈ In
R
si son
noeud racine est N(b). On notera b = dom(T ).
Remarque (1) Le terme octree est ge´ne´ralement utilise´ pour le cas de la dimension 3 uniquement ;
en dimension 2, on parle de quadtree Par abus de notation, nous utilisons le meˆme terme pour
toutes les dimensions.
Remarque (2) Une autre repre´sentation possible des fonctions boole´ennes consiste a` utiliser des
Diagrammes de De´cision Intervalles (Interval Decision Diagrams, ou IDD [Str99]) qui sont une
ge´ne´ralisation des Binary Decision Diagrams, ou BDD. Cette forme d’arbre permet ge´ne´ralement
une repre´sentation plus compacte des fonctions boole´ennes car elle autorise un partitionnement
non re´gulier du domaine de de´finition. Cependant, elle est moins pratique a` utiliser pour la
repre´sentation de fonctions fortement non line´aires, ce qui sera souvent le type de fonctions que
nous rencontrerons. En effet, les fonctions boole´ennes qui nous inte´ressent sont de´finies par la par-
tie de controˆle des programmes embarque´s qui contiennent souvent des calculs non line´aires (par
exemple pour des filtres) ainsi que des instructions de branchement conditionnel. L’algorithme
de construction de la repre´sentation que nous utiliserons (voir section 7.2.2) est un algorithme de
branch and bound, et nous devons donc pouvoir facilement calculer un partitionnement du domaine
de la fonction. La repre´sentation par octree nous semble donc plus adapte´e.
Exemple 7.3 La figure 7.1 repre´sente un octree de dimension 2 et de profondeur 3. Les noeuds
non terminaux sont repre´sente´s par des rectangles et les noeuds terminaux par des cercles.
[0, 10]× [0, 10]
[0, 5]× [0, 5]
1
[0, 5]× [5, 10]
0
[5, 10]× [0, 5]
[5, 7.5]× [0, 2.5]
⊤
[5, 7.5]× [2.5, 5]
0
[7.5, 10]× [0, 2.5]
1
[7.5, 10]× [2.5, 5]
⊤
[5, 10]× [5, 10]
0
Fig. 7.1 – Exemple d’un octree de dimension 2 et de profondeur 3.
Intuitivement, un octree T est la repre´sentation de toutes les fonctions boole´ennes f telles que,
si T posse`de un noeud N(b) avec un seul noeud fils V (v), avec b ∈ In
R
et v ∈ B⊥, alors f ve´rifie
f(x) ⊑ v pour tout x ∈ b. L’ordre ⊑ est ici l’ordre sur le treillis abstrait B⊥ : si v = {0, 1}, on
devra alors avoir f(x) = v, et si v = ⊤, alors la valeur de f(x) est inconnue. Nous de´finissons donc
formellement cette notion de repre´sentation d’une fonction par un octree.
140
7.2. ABSTRACTION DES FONCTIONS BOOLE´ENNES 141
De´finition 7.6 (Application d’un octree) Soit T un octree de dimension n et de domaine
D ∈ In
R
, et soit x ∈ D. On note alors T (x) la valeur associe´e a` x dans l’octree T , de´finie par :
T (x) = v tel que ∃ N(b′) ∈ T : x ∈ b′ et N(b′) a un seul fils V (v) .









Remarque La complexite´ du calcul de l’application d’un octree a` une valeur re´elle est faible :
le calcul peut clairement eˆtre effectue´ en un temps line´aire en la profondeur de l’octree, et donc
logarithmique en la taille du domaine d’entre´e.
De´finition 7.7 (Repre´sentation d’une fonction boole´enne) Soit D ∈ In
R
et f : D → B
une fonction boole´enne. On dira qu’un octree T de dimension n est une repre´sentation de f si et
seulement si ∀x ∈ D, f(x) ⊑ T (x).
Clairement, il n’existe pas une unique repre´sentation pour un fonction boole´enne f . En parti-
culier, si on note dom(f) ⊆ Rn le domaine de de´finition de f , alors l’octree N(dom(f)) :: V (⊤)
est toujours une repre´sentation de f . Pour distinguer deux repre´sentations diffe´rentes d’une meˆme
fonction f , nous introduisons une relation de pre´ordre sur l’ensemble des octrees qui est compatible
avec la notion naturelle de pre´cision de la repre´sentation : on dira qu’une repre´sentation est plus
pre´cise qu’une autre si elle renvoie moins souvent la valeur ⊤. Rappelons qu’un pre´ordre est un
ordre partiel ne disposant pas de la proprie´te´ d’antisyme´trie.
De´finition 7.8 (Pre´cision de la repre´sentation : pre´ordre sur les graphes) Soit T et T ′
deux octrees avec dom(T ) = dom(T ′) = D. On dira que T ′ est plus pre´cis que T si et seulement
si ∀x ∈ D, T (x′) ⊑ T (x). On notera alors T ′ ¹ T . La relation ¹ est un pre´ordre sur l’ensemble
des octrees de meˆme domaine.
Exemple 7.5 L’octree de la figure 7.1 est plus pre´cis que l’octree suivant :
[0, 10]× [0, 10]
[0, 5]× [0, 5]
1
[0, 5]× [5, 10]
⊤
[5, 10]× [0, 5]
⊤
[5, 10]× [5, 10]
0
Remarque Le pre´ordre ¹ n’est pas un ordre partiel car nous n’avons pas de´fini de forme normals
sur les octrees. On peut en effet construire deux octree T et T ′ tels que pour tout x, T (x) = T ′(x)
mais tels que T et T ′ ont des profondeurs diffe´rentes. On peut assez facilement de´finir une forme
normale sur les octrees (entre deux octrees T et T ′ ve´rifiant T ¹ T ′ et T ′ ¹ T , il suffit par exemple
de prendre celui de profondeur minimale), et on peut alors utiliser toujours la forme normale ; le
pre´ordre ¹ devient alors un ordre partiel. Nous ne de´taillerons pas le me´canisme de normalisation
des octree, mais dans notre imple´mentation, nous calculerons toujours les formes normales.
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7.2.2 Algorithme d’abstraction d’une fonction boole´enne
Nous montrons maintenant comment on peut construire un octree qui soit une repre´sentation
d’une fonction boole´enne φ : D → B, avec D ∈ In
R
. Pour cela, nous devons d’abord de´finir une
fonction d’inclusion, ou fonction abstraite, pour φ, c’est-a`-dire une fonction φ˜ : In
R
→ B⊥ qui soit
une abstraction suˆre de φ.
De´finition 7.9 (Fonction d’inclusion boole´enne) Soit φ : Rn → B une fonction boole´enne.
On dira qu’une fonction φ˜ : In
R




( {φ(x) : x ∈ b} ) ⊑ φ˜(b) (7.1)
ou` α : P(B) :→ B⊥ est l’abstraction classique des ensembles de valeurs boole´ennes vers le treillis
abstrait B⊥ et ⊑ est l’ordre partiel sur B⊥.
Exemple 7.6 Soit φ : R2 → B la fonction de´finie par ∀x, y ∈ R2, φ(x, y) =
{
1 si x = y
0 sinon
. La
fonction φ˜ : I2
R
→ B⊥ de´finie par φ˜([x] , [y]) =
{
0 si [x] ∩ [y] = ∅
⊤ sinon est une fonction d’inclusion
pour φ.
Nous n’expliquons pas comment obtenir cette fonction d’inclusion pour toute fonction φ : Rn → B.
Intuitivement, les calculs nume´riques effectue´s dans φ seront traduits en leurs e´quivalents sur le
domaine des intervalles, et les tests seront surapproxime´s. Par exemple, la fonction φ(x) = x ≤ 3
sera traduite en : φ˜([x]) =

1 si x ≤ 3
0 si x > 3
⊤ sinon
. Nous expliquerons a` la section 7.3 comment on peut
construire cette fonction d’inclusion pour le cas qui nous inte´resse, c’est-a`-dire lorsque la fonction
boole´enne est une fonction de la forme : “e´tant donne´e une entre´e X, la ligne n du programme
peut elle eˆtre exe´cute´e ?”. A` l’aide d’une fonction d’inclusion φ˜ pour une fonction φ : D → B avec
D ⊆ Rn, on peut construire un octree repre´sentant φ.
De´finition 7.10 (Calcul de la repre´sentation d’une fonction boole´enne) Soit n ∈ N et
D ∈ In
R
un domaine borne´. Soit une fonction φ : D → B et soit φ˜ : In
R
→ B⊥ une fonction
d’inclusion pour φ. Soit Nmax ∈ N une profondeur maximale. On de´finit alors Tφ l’octree de
profondeur maximale Nmax repre´sentant φ par : Tφ = ConstruireOctree(φ˜,D, 0, Nmax), ou`
ConstruireOctree est la fonction donne´e par l’algorithme 3.
Remarque La fonction ConstruireOctree est de´croissante en Nmax : plus Nmax est e´leve´, plus
l’octree construit est pre´cis.
Exemple 7.7 Soit D = [0, 10] × [0, 10] ⊆ R2 et φ : D → B la fonction de´finie par ∀x, y ∈




(x, y), (3.5, 6)
) ≤ 1) ∨ (d((x, y), (7, 1.2)) ≤ 1), ou` d est la fonction distance.
Autrement dit, φ teste si un point (x, y) est a` une distance infe´rieure a` 1 du point (3.5, 6) ou du
point (7, 1.2). L’algorithme de la de´finition 7.10 donne les octree de la figure 7.2 pour des pre´cisions
Nmax ∈ {1, 4, 6, 10}. Les parties vertes sont les zones ou` l’octree vaut 0, les zones jaunes celles ou`
l’octree vaut 1, et les zones rouges signifient que l’octree renvoie ⊤.
Proposition 7.1 Soit D ⊆ Rn et φ : D → B une fonction boole´enne. Si φ˜ est une fonction
d’inclusion pour φ, alors pour tout Nmax ∈ N, T =ConstruuireOctree(φ˜,D,1,Nmax) est une
repre´sentation de φ, c’est-a`-dire que pour tout x ∈ D, on a φ(x) ⊑ T (x).
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Nmax = 6 Nmax = 10
Nmax = 1 Nmax = 4
Fig. 7.2 – Re´sultats obtenus par l’algorithme ConstruireOctree pour la fonction de l’exemple
7.7.
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Entre´e : φ˜ : In
R
→ B⊥; /* Fonction a` abstraire */
Entre´e : D ⊆ In
R
; /* Domaine de de´finition */
Entre´e : N ∈ N ; /* Pre´cision actuelle */
Entre´e : Nmax ∈ N ; /* Pre´cision maximale */
Re´sultat : T de domaine D et de hauteur maximale Nmax −N telle que
∀x ∈ D, φ(x) ⊑ T (x)
de´but
x = φ˜(D);
si x = ⊤ ∧N < Nmax alors
list = Split(D);
res = N(D);
pour tout e´le´ment l ∈ list faire
aux = ConstruireOctree(φ˜, l, N + 1, Nmax);
res = N(D) :: aux;
finpour
sinon




Algorithme 3 : ConstruireOctree(φ˜,D,N ,Nmax) : fonction de construction d’un octree
repre´sentant une fonction φ.
7.3 Analyse d’accessibilite´ en utilisant des octree
Nous expliquons maintenant comment on peut utiliser l’algorithme de la section 7.2.2 pour une
analyse de l’accessibilite´ de certaines instructions dans des programmes impe´ratifs. Intuitivement,
nous allons utiliser l’algorithme 3 avec pour fonction φ˜ une abstraction de la fonction renvoyant
1 si l’instruction est exe´cute´e et 0 sinon. La construction de cette fonction d’inclusion boole´enne
est donc le point le plus important de notre analyse d’accessibilite´.
7.3.1 Analyse d’accessibilite´
La fonction de test d’accessibilite´ est de´finie ainsi : e´tant donne´ un programme P et une
instruction a` atteindre, on construit dans un premier temps le graphe de flot de controˆle du
programme puis on effectue une analyse statique par interpre´tation abstraite en avant des e´tats
accessibles. Autrement dit, on voit le programme comme un syste`me de transitions discret et on
calcule une surapproximation de l’ensemble des e´tats accessibles.
Nous expliquons par un exemple comment cette analyse fonctionne. Soit le programme donne´ a`
la figure 7.3, avec son graphe de flot de controˆle (a` droite sur la figure 7.3). Ce programme a donc
deux entre´es x et y que nous ne connaissons pas, avec x ∈ [0, 10] et y ∈ [0, 10]. La figure 7.4 montre
les e´tats accessibles que l’on peut calculer lorsque (x, y) =
(
[0, 10], [0, 10]
)
, (x, y) =
(





[3, 4], [4, 5]
)
. Nous avons a` chaque fois de´core´ le graphe de flot de controˆle : les couleurs des
e´tats indiquent s’ils sont accessibles ou non, et les annotations associe´es aux e´tats sont les valeurs
des variables en ce point de controˆle. Nous donnons e´galement les re´sultats des tests abstraits :
par exemple, pour le test d ≤ 3, Jd ≤ 3K repre´sente le re´sultat de ce test lorsque d est un intervalle,
et vaut donc 0 si le test est faux quelques soient les valeurs concre`tes de d, 1 si il est vrai et ⊤
sinon.
Nous ne de´taillons pas d’avantage le principe de l’analyse d’accessibilite´, pour plus de de´tails sur
ce sujet tre`s classique, on pourra lire [CC77, CC94].
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d=sq r t ( ( x−a )∗ ( x−a)+(y−b )∗ ( y−b ) ) ;
i f (d<=3)
i = 0 ;













Fig. 7.3 – Un programme et son graphe de flot de controˆle. L’e´tat rouge correspond au point de












x = [0, 10]
y = [0, 10]




Jd ≤ 3K = ⊤
i = [0, 1]












x = [0, 1]
y = [0, 1]
i = [1, 1]
d = [4, 5]
Jd ≤ 3K = 0
i = [1, 1]












x = [3, 4]
y = [4, 5]




Jd ≤ 3K = 1
i = [0, 0]
Ji = 0K = 1
Fig. 7.4 – Trois analyses d’accessibilite´ pour des valeurs d’entre´e diffe´rentes. Les e´tats rouges sont
les e´tats potentiellement accessibles, les e´tats verts les e´tats que l’on ne peut pas atteindre et les
e´tats jaunes sont les e´tats qui seront atteints quelques soient les valeurs d’entre´es dans l’intervalle
conside´re´.
145
146 CHAPITRE 7. ABSTRACTION GLOBALE
Remarque Les travaux portant sur la terminaison de programmes et les preuves de proprie´te´s de
suˆrete´ [CPR06a, CGP+07, Cou05] peuvent e´galement servir a` l’analyse d’accessibilite´. De meˆme,
l’analyse de code mort [CGK97], souvent tre`s utilise´ en compilation, permet de prouver que cer-
taines instructions du programme ne sont pas exe´cute´es. Cependant, toutes ces analyses four-
nissent une surapproximation de l’ensemble des instructions exe´cute´es. Pour que l’abstraction de
l’e´volution continue soit pre´cise, il faut que nous obtenions e´galement une sous-approximation des
instructions accessibles, c’est-a`-dire l’ensemble des instructions qui seront exe´cute´es pour toutes les
entre´es du domaine. Dans l’ide´al, la diffe´rence entre la surapproximation et la sous-approximation
doit eˆtre la plus faible possible. Nous avons donc pre´fe´re´ de´velopper un nouvel outil permettant
de calculer a` la fois la surapproximation et la sous-approximation de telle sorte que l’e´cart entre
les deux soit un des parame`tres de l’analyse.
7.3.2 Re´sultats expe´rimentaux
Nous avons de´veloppe´ un prototype d’analyseur qui calcule automatiquement un octree
repre´sentant la fonction d’accessibilite´ d’un programme e´crit dans un sous langage de C contenant
les ope´rations arithme´tiques, les appels de fonctions, les diffe´rents types de boucles et de branche-
ment conditionnels. Les tableaux et les pointeurs ne sont pour l’instant pas admis. Notre analyseur
repose sur le logiciel Newspeak [HL08]1 pour l’analyse syntaxique des fichiers sources. Les entre´es
continues sont repre´sente´es par les variables globales et une syntaxe particulie`re de commentaires
permet de de´finir le domaine initial. Par exemple, le programme de la figure 7.5 repre´sente un
programme avec deux variables continues (x et y), et les commentaires /* !npk x=[0,10]*/ et
/* !npk y=[0,10]*/ indiquent que x et y prennent leurs valeurs dans [0, 10]. Notre analyseur est
e´crit OCAML et par soucis de performance nous avons utilise´ un binding avec la libraire C++
Profil/BIAS pour le calcul par intervalle. L’analyseur peut produire un fichier XML repre´sentant
l’octree, l’afficher a` l’e´cran ou encore produire un fichier PGF permettant son inte´gration dans un
document LATEX(les diagrammes de la figure 7.2 ont e´te´ obtenus ainsi).
Les figures 7.5, 7.6 et 7.7 montrent trois utilisations de cet analyseur. A` chaque fois on donne le
code source, l’octree calcule´ ainsi que les options utilise´es (pre´cision, ligne a` atteindre) et le temps
de calcul. Les tests ont e´te´ effectue´s sur un Intel Core 2 Duo a` 1.66GHz avec 1Go de me´moire
RAM. Sur les figures nous ne montrons que les zones ou` l’instruction demande´e est atteinte (en
jaune) et celles ou` l’octree vaut ⊤ (en rouge).
L’exemple de la figure 7.5 est celui dont on s’est servi pour obtenir les sche´mas de la figure 7.2. Il
montre qu’il est possible d’obtenir facilement un recouvrement non convexe de l’espace. Les calculs
effectue´s dans cet exemple sont non line´aires mais stables dans l’arithme´tique des intervalles, de
sorte que l’on peut obtenir rapidement une bonne pre´cision : en utilisant une pre´cision de 11 au
lieu de 10, le temps de calcul passe a` 0.20 secondes et la largeur maximale des rectangles rouges
est de 10−2.
L’exemple de la figure 7.6 est une adaptation du proble`me des deux re´servoirs. On suppose que
le me´canisme d’anticipation est donne´ par une extrapolation d’Euler a` 0.5 secondes. On dispose
donc de deux fonctions F1 et F2 qui donneent respectivement la valeur de la de´rive´e de x et de
y. Ces fonctions repre´sentent le cas ou` les deux vannes sont ouvertes, et un vrai controˆleur devra
donc changer e´galement ces fonctions en fonction des actionneurs. L’octree repre´sente les zones
de l’espace ou` la vanne 1 sera ferme´e (la ligne 40 repre´sente l’effet du premier actionneur). On
voit donc que l’on peut obtenir des ensembles de points ayant des formes non convexes et assez
complexes, les branchements conditionnels dans les fonctions F1 et F2 causant des comportements
tre`s diffe´rents en fonction du lieu de x et y.
Enfin, l’exemple de la figure 7.7 montre que l’on peut e´galement obtenir des re´sultats pre´cis en
pre´sence de boucle dans le corps de la fonction upd. La fonction utilise´e ici est une approximation
de la fonction de´cidant si le point (x, y) appartient a` l’ensemble de Mandelbrot. On voit donc
apparaˆıtre une structure de fractale. Encore une fois, on peut obtenir une pre´cision tre`s grande
mais le couˆt est tre`s e´leve´ a` cause de l’instabilite´ nume´rique de la fonction upd.
1http ://www.penjili.org/newspeak.html
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1 double x , y ;
2 /∗ ! npk x = [0 , 10 ] ∗/
3 /∗ ! npk y = [0 , 10 ] ∗/
4
5
6 double d i s t (double x , double y ,
7 double a , double b)
8 {
9 double r e s ;
10 r e s = (x−a )∗ ( x−a )
11 +(y−b )∗ ( y−b ) ;




16 void main ( ) {
17 double res , r e s2 ;
18 int v ;
19
20 r e s = d i s t (x , y , 3 . 5 , 6 ) ;
21 r e s2 = d i s t (x , y , 7 , 1 . 2 ) ;











– Ligne : 23
– Precision : 10
– Temps de calcul : 0.14s
Fig. 7.5 – Exemple des deux cercles.
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1 double x , y ;
2 /∗ ! npk x = [0 , 10 ] ∗/
3 /∗ ! npk y = [0 , 10 ] ∗/
4
5 double H=6;
6 double k1=3,k2=6, i =1.5 ;
7
8 double F1(double x , double y ) {
9 double sq1 ;
10 i f (y>H)
11 sq1 = sq r t (x−y+H) ;
12 else
13 sq1 = sq r t ( x ) ;
14 return i−k1∗ sq1 ;
15 }
16
17 double F2(double x , double y ) {
18 double sq1 , sq2 ;
19 i f (y>H) {
20 sq1 = sq r t (x−y+H) ;
21 sq2 = sq r t ( y ) ;
22 }
23 else {
24 sq1 = sq r t ( x ) ;
25 sq2 = sq r t ( y ) ;
26 }
27 return ( k1∗ sq1 − k2∗ sq2 ) ;
28 }
29
30 void main ( ) {
31 double h1 2 , h2 2 ;
32 int v1 , v2 ;
33
34 h1 2 = x+0.5∗F1(x , y ) ;
35 h2 2 = y+0.5∗F2(x , y ) ;
36
37 i f ( h1 2 > 8)
38 v1 = 1 ;
39 i f ( h1 2 < 2 . 5 )
40 v1 = 0 ;
41 i f ( h2 2 > 9)
42 v2 = 1 ;
43 i f ( h2 2 < 2)








– Ligne : 40
– Precision : 10
– Temps de calcul : 0.24s
Fig. 7.6 – Exemple des deux re´servoirs.
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1 /∗ ! npk x = [−2 ,4] ∗/
2 /∗ ! npk y = [−2 ,4] ∗/
3 double x , y ;
4
5
6 int upd (double x , double y )
7 {
8 double a , b , xt , yt , d ;
9 int i = 0 ;
10 a = 0 . 3 2 ; b = 0 . 4 3 ; d = 0 ;
11 while (d<10) {
12 xt = x∗x−y∗y+a ;
13 yt = 2∗x∗y + b ;
14 x = xt ;
15 y = yt ;
16 d=x∗x+y∗y ;
17 i f ( i>=10)
18 d = 30 ;
19 i++;
20 }
21 return i ;
22 }
23
24 void main ( ) {
25 int v = 0 , i = 0 ;
26 i = upd (x , y ) ;
27 i f ( i>=11)








– Ligne : 28
– Precision : 9
– Temps de calcul : 7.60s
Fig. 7.7 – Exemple de fractales.
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7.4 Application a` l’analyse des syste`mes hybrides
Nous donnons ici un exemple d’application de l’analyse d’accessibilite´ et de l’inte´gration ga-
rantie pour valider le comportement d’un syste`me hybride. L’ide´e principale est la suivante : une
fois que l’on a construit, pour chaque actionneur, l’octree correspondant aux zones dans lesquels
il sera active´, on peut calculer une surapproximation du comportement continu du syste`me. Pour
cela, nous faisons une hypothe`se simplificatrice qui est que l’on connaˆıt le temps de discre´tisation
des capteurs, c’est-a`-dire que les capteurs transmettent une valeur au programme re´gulie`rement
toutes les u secondes. Rappelons qu’e´tant donne´e une fonction F : Rn → Rn, une condition initiale
[y0] ∈ InR et un temps final t, il existe une fonction GRKLIB(F, [y0] , t) donnant un encadrement
[y] ∈ In
R
tel que toutes les solutions des proble`mes de Cauchy de la forme y˙ = F (y), y(0) = y0
avec y0 ∈ [y0] ve´rifient y(t) ∈ [y] (on trouvera la de´finition de cette fonction au chapitre 6). Soit
donc κ un syste`me hybride posse´dant m actionneurs. On calcule par une analyse d’accessibilite´ 2m
octrees T1, T2, . . . , T2∗m repre´sentant des zones [b1] , . . . , [b2∗m] de Rn telles que, si les capteurs
donnent une valeur dans la zone bi, un actionneur sera active´. Par convention, nous dirons que la
zone [bi] avec i ∈ [1,m] correspond a` l’instruction act.i!1 alors que la zone [bi] pour i ∈ [m+1, 2m]
correspond a` l’instruction act.i!0. Autrement dit, on construit des octrees T1, . . . , T2m tels que,
pour tout i ∈ [1,m], si les capteurs donnent une valeur y telle que Ti(y) = 1, alors l’instruction
act.i!1 du programme sera exe´cute´e, alors que si Tm+i(y) = 1, c’est l’instruction act.i!0 qui sera
exe´cute´e. On calcule alors une surapproximation de l’e´volution continue graˆce a` l’algorithme 4.
Nous expliquons le fonctionnement de cet algorithme avant de donner un exemple d’utilisation. Les
entre´es de l’algorithme sont d’une part une description du milieu continu (c’est-a`-dire l’ensemble
des modes continus disponibles repre´sente´s par un ensemble de fonctions Fk pour tout k ∈ Bm),
un e´tat initial qui est un couple [y0] ∈ InR , l’e´tat initial continu, et b ∈ Bm, le mode continu initial.
La dernie`re entre´e de l’algorithme est l’ensemble des octrees T1, . . . , T2m surapproximant l’effet du
programme sur son environnement. L’algorithme construit alors un ensemble de couples ([yn] , bn)
pour tout n ∈ N tels que, a` l’instant n.u, les capteurs fournissent une valeur y ∈ [yn] et l’e´volution
continue est re´gie par Fbn . Pour cela, l’algorithme fonctionne ainsi : si on connaˆıt [yn] et bn pour
un entier n ∈ N donne´, on calcule [yn+1] graˆce a` la fonction GRKLIB, puis on teste la valeur de
Ti([yn+1]) pour chaque octree Ti ce qui permet de calculer bn+1. Rappelons que, si on dispose d’un
vecteur de boole´en b ∈ Bm, alors la notation b[k 7→ x] avec k ∈ [1,m] et x ∈ {0, 1} repre´sente le
vecteur b′ ∈ Bm tel que toutes les coordonne´es de b′ sont e´gales a` celles de b, sauf la k-ie`me qui
vaut x.
Remarque (1) Nous ne conside´rons pas pour l’instant les cas ou`, que ce soit a` cause d’une trop
grande surapproximation ou par la faute du syste`me lui meˆme, on obtient Ti([yn]) = ⊤ pour
un encadrement [yn] et un octree Ti. Cela revient a` dire qu’on ne peut pas de´cider quelle est
la dynamique a` utiliser pour calculer yn+1, et cela introduit donc une divergence dans la suite
des valeurs [yn]. Dans une premie`re approximation nous conside´rons que ces e´tats sont des e´tats
potentiellement dangereux car ils peuvent causer une instabilite´ du programme embarque´ en cas
de capteur peu fiable, et nous le`verons donc un alarme dans ces circonstances. Une e´tude plus
pousse´e de ces cas pathologiques pourrait apporter plus d’informations.
Remarque (2) L’algorithme fait la supposition que le programme controˆle efficacement l’environ-
nement continu, c’est-a`-dire que les valeurs fournies par les capteurs seront cycliques. Cependant,
la terminaison the´orique de cet algorithme n’est pas prouve´e the´oriquement et on peut juste suppo-
ser que ce sera le cas si le syste`me hybride est stable. Pour obtenir la terminaison de l’algorithme,
il faut effectuer des surapproximations supple´mentaires en effectuant l’union de certains encadre-
ment [yn] selon des heuristiques a` de´finir, et e´ventuellement de´finir des ope´rateurs d’extrapolation
pour acce´le´rer la convergence.
7.4.1 Exemple d’applications : le syste`me des deux re´servoirs
Nous donnons maintenant un exemple de calcul de l’e´volution continue par l’algorithme 4 pour
le syste`me des deux re´servoirs (voir chapitre 1). Comme pour l’exemple de la figure 7.6, nous
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; /* un mode`le du syste`me continu */
Entre´e : [y0] et b ∈ Bm; /* e´tat initial du syste`me */





n∈N avec [yn] ∈ InR et b ∈ Bm
de´but
[y] = GRKLIB([y0] , Fb, u);
res = {([y0] , b)};
tant que ([y] , b) 6∈ res faire
res = res ∪ ([y] , b);
pour 0 ≤ i ≤ 2m faire
si Ti([y]) = 1 alors
b[m 7→ 1];
finsi








Algorithme 4 : Calcul des valeurs fournies par les capteurs.
supposerons que le controˆleur repose sur un me´canisme d’anticipation de l’e´tat du syste`me 0.5
secondes apre`s l’instant pre´sent, et que cette anticipation est effectue´e par une me´thode d’Euler
simple. Dans le programme de la figure 7.6, l’anticipation n’est valable que pour le cas ou` les deux
vannes sont ouvertes. Lorsque le programme agit sur un actionneur (repre´sente´ par l’instruction
v1 = 0 par exemple), il faudra donc changer a` la fois la dynamique continue et les fonction F1
et F2 permettant d’anticiper sur les hauteurs d’eau. Nous disposons donc de quatre programmes
correspondant aux quatre valeurs possibles pour le couple (v1, v2) ∈ B2 dans le programme suivant
de la figure 7.8.
Pour chacun des modes disponibles, c’est-a`-dire pour chaque valeur possible du couple (v1, v2),
nous avons calcule´ les octrees correspondant aux diffe´rents actionneurs possibles. Cela donne les
re´sultats de la figure 7.9. Ensuite, nous avons applique´ l’algorithme 4 pour calculer l’ensemble des
valeurs prises par le milieu continu. Nous sommes partis de l’e´tat initial suivant : les deux vannes
sont ouvertes et [x0] = 7.38 + [−0.03, 0.03], [y0] = 6.67 + [−0.02, 0.02]. Apre`s 60 ite´rations, nous
avons obtenu un point fixe, c’est-a`-dire que l’e´volution continue est revenue dans un e´tat contenu
dans l’e´tat initial. La figure 7.10 montre la trajectoire des hauteurs d’eau au cours du temps. Le
code des couleurs est le suivant : le rouge repre´sente l’e´tat “les deux vannes sont ouvertes”, le bleu
repre´sente l’e´tat “les deux vannes sont ferme´es”, le vert repre´sente l’e´tat “la vanne 2 est ferme´e”
et le noir repre´sente l’e´tat “la vanne 1 est ferme´e”.
Remarque (1) Les re´sultat ont e´te´ obtenus de fac¸on semi-automatique : le calcul du point
d’approximation [yn+1] suivant et le calcul des valeurs Ti([yn+1]) sont automatise´s, mais le
choix de la dynamique pour le pas suivant reste manuel. Il s’agit uniquement ici d’un proble`me
d’imple´mentation et non d’un proble`me the´orique.
Remarque (2) Le choix de la condition initiale a e´te´ effectue´ ainsi : nous avions initialement
choisi une condition initiale exacte (7, 7.5). Apre`s une phase d’initialisation, le cycle de la figure
7.10 est apparu, mais sans que l’on obtienne de point fixe car les encadrements [yn] e´taient de
largeur tre`s faible (environ 10−10). Nous avons donc ajoute´ du bruit a` un des points de ce cycle et
recommence´ l’analyse a` partir de ce point, ce qui nous a permis d’obtenir un point fixe. D’autres
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1 double x , y ;
2 /∗ ! npk x = [0 , 10 ] ∗/
3 /∗ ! npk y = [0 , 10 ] ∗/
4
5 double H=6;
6 double k1=3,k2=6, i =1.5 ;
7
8 double F1(double x , double y ) {
9 double sq1 ;
10 i f (y>H)
11 sq1 = sq r t (x−y+H) ;
12 else
13 sq1 = sq r t ( x ) ;
14 return i−v1∗k1∗ sq1 ;
15 }
16
17 double F2(double x , double y ) {
18 double sq1 , sq2 ;
19 i f (y>H) {
20 sq1 = sq r t (x−y+H) ;
21 sq2 = sq r t ( y ) ;
22 }
23 else {
24 sq1 = sq r t ( x ) ;
25 sq2 = sq r t ( y ) ;
26 }
27 return ( v1∗k1∗ sq1 − v2∗k2∗ sq2 ) ;
28 }
29
30 void main ( ) {
31 double h1 2 , h2 2 ;
32 int v1 , v2 ;
33
34 h1 2 = x+0.5∗F1(x , y ) ;
35 h2 2 = y+0.5∗F2(x , y ) ;
36
37 i f ( h1 2 > 8)
38 v1 = 1 ;
39 i f ( h1 2 < 2 . 5 )
40 v1 = 0 ;
41 i f ( h2 2 > 9)
42 v2 = 1 ;
43 i f ( h2 2 < 2)
44 v2 = 0 ;
45 }
Fig. 7.8 – Programme de controˆle du syste`mes des deux re´servoirs.
e´tudes avec d’autres conditions initiales sont en cours. Il est cependant impossible de prendre des
conditions initiales tre`s larges car la stabilite´ de la me´thode d’inte´gration garantie de´pend tre`s
fortement de la taille de l’encadrement initial.
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Ouvre v2
Ferme v1
(v1, v2) = (1, 0)
Ouvre v2
Ouvre v1
(v1, v2) = (0, 0)
Ferme v2
Ferme v1
(v1, v2) = (1, 1)
Ferme v2
Ouvre v1
(v1, v2) = (0, 1)
Fig. 7.9 – Octrees obtenus pour chaque mode du controˆleur des deux re´servoirs.
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8.1 Re´sume´ du travail de the`se
Une extension des langages de programmation impe´ratifs pour les syste`mes hybrides Nous
avons de´fini un nouveau mode`le de syste`mes hybrides qui se pre´sente comme une extension des
langages de programmation impe´ratifs classiques. Ce mode`le a e´te´ conc¸u dans le but de repre´senter
et analyser les programmes critiques embarque´s, et nous avons voulu qu’il soit le moins intrusif
possible. Nous voulions donc qu’a` la fois sa syntaxe et sa se´mantique restent le plus proche possible
des mode`les discrets classiques.
Le mode`le que nous proposons permet une se´paration tre`s forte des sous-syste`mes discrets
et continus : chaque partie est mode´lise´e dans un formalisme diffe´rent (e´quations diffe´rentielles
pour les modes continus, programme impe´ratif pour le discret), et la seule contrainte que nous
imposons est que les deux parties partagent la meˆme interface, c’est-a`-dire qu’ils s’accordent sur le
nom des variables continues et le nombre d’actionneurs disponibles. Nous avons ensuite donne´ une
se´mantique de´notationnelle pour ce mode`le. La se´mantique s’appuie fortement sur la se´mantique
de´notationnelle classique des langages de programmation qu’elle e´tend. Pour cela, nous donnons
une description de l’e´volution continue (c’est-a`-dire de la solution d’une e´quation diffe´rentielle)
comme le point fixe d’un ope´rateur de Picard modifie´ de´fini sur le treillis complet des fonc-
tions intervalles continues. Cet ope´rateur e´tant monotone, le point fixe existe et est calculable
comme la limite des ite´re´es de Kleene. On prouve alors que cette limite est bien la solution de
l’e´quation diffe´rentielle. Nous inte´grons ensuite ce calcul de l’e´volution continue dans le calcul de
la se´mantique des programmes embarque´s. La se´mantique que nous de´finissons permet de prendre
en compte la discre´tisation temporelle et la discre´tisation des valeurs continues en des nombres a`
virgule flottante qui intervient lorsque les capteurs transmettent une valeur au programme. Les ac-
tionneurs sont e´galement pris en compte de telle sorte que la se´mantique concre`te de notre mode`le
de´crit pre´cise´ment l’e´volution re´elle des programmes embarque´s. Ce mode`le et cette se´mantique
nous sert ensuite de base pour une analyse plus comple`te et plus pre´cise des programmes em-
barque´s. Il n’existe a` notre connaissance pas d’autres travaux ayant introduit dans la se´mantique
des programmes embarque´s l’e´volution de leur environnement continu.
Une nouvelle me´thode d’inte´gration garantie Afin de calculer une abstraction de la se´mantique
de la partie continue nous avons de´fini une nouvelle me´thode d’inte´gration garantie qui permet de
calculer des bornes suˆres sur la solution d’une e´quation diffe´rentielle. Contrairement a` la majorite´
des travaux dans ce domaine, notre me´thode repose sur un algorithme d’inte´gration nume´rique non
valide´ (en l’occurrence l’algorithme de Runge-Kutta RK4) et nous repre´sentons les encadrements
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de la solution comme la somme d’un point non garanti (le point donne´ par RK4) et d’un intervalle
d’erreur.
L’originalite´ de cette me´thode vient de cette se´paration entre nombre flottant et terme d’er-
reurs, ce qui permet de limiter le wrapping effect inhe´rent aux me´thodes usuelles a` base d’in-
tervalles. Pour calculer le terme d’erreur, nous de´composons l’erreur globale apre`s n + 1 pas en
trois : un terme qui repre´sente l’erreur due a` la me´thode d’inte´gration nume´rique elle meˆme, un
terme repre´sentant la propagation de l’erreur apre`s n pas par l’e´quation diffe´rentielle elle-meˆme, et
enfin l’erreur due a` l’utilisation de nombres en pre´cision finie. Chaque source d’erreur est calcule´e
inde´pendemment et des strate´gies particulie`res permettent de les encadrer au mieux : on utilise
la de´composition QR de Lo¨hner pour l’erreur propage´e et l’arithme´tique dite de l’erreur globale
pour l’erreur d’imple´mentation. Nous avons imple´mente´ ces techniques dans une librairie C++
nomme´e GRKLib. Un gros travail d’imple´mentation a e´te´ effectue´ pour rendre GRKLib la plus
efficace possible. En particulier, nous avons choisi de ne pas utiliser la diffe´rentiation automatique
pour calculer les termes d’erreur mais une diffe´rentiation symbolique a priori. En effet, l’inte´reˆt
de la me´thode GRKLib par rapport aux techniques classiques a` base de se´ries de Taylor est que
GRKLib n’a besoin que de la cinquie`me de´rive´e de la solution de l’e´quation diffe´rentielle pour
calculer les termes d’erreur, alors que les outils comme VNODE utilisent au moins les 5 premie`res
de´rive´es. Il est donc nettement plus avantageux dans notre cas de pre´-calculer, symboliquement, la
de´rive´e cinquie`me pour ne pas avoir a` re´ge´ne´rer inutilement les quatre premie`res a` chaque e´tape.
Une pre´-analyse de l’e´quation diffe´rentielle permet de faire cela. Les re´sultats obtenus, tant d’un
point de vue stabilite´ de la me´thode que du point de vue de l’efficacite´, tendent a` prouver l’inte´reˆt
de cette approche. En effet, pour une pre´cision e´quivalente, GRKLib est nettement plus efficace
qu’une me´thode par se´ries de Taylor a` l’ordre 5. De plus, le couˆt de chaque pas de calcul est tre`s
nettement re´duit graˆce au pre´-calcul des de´rive´es.
Les bases d’une analyse globale du syste`me hybride Enfin, nous avons pose´s les bases d’une
analyse comple`te des programmes embarque´s en interaction avec leur environnement physique.
La grande difficulte´ vient encore une fois de la pre´sence des actionneurs qui peuvent modifier la
dynamique continue. L’analyse que nous proposons vise a` casser la de´pendance entre le programme
et l’environnement continu en faisant deux analyses se´pare´es.
La premie`re analyse ne s’occupe que du programme et construit un recouvrement re´gulier de
l’ensemble des entre´es du programme de manie`re a` identifier les zones b de l’espace telles que, si
les valeurs fournies par les capteurs sont dans b, alors un actionneur sera active´. Pour construire
ce recouvrement, nous utilisons des arbres re´guliers (les octree) et des techniques d’analyse par
intervalle combine´e a` une analyse d’accessibilite´ par interpre´tation abstraite classique. L’inte´reˆt
de cette approche est de pouvoir facilement augmenter la pre´cision de l’analyse pour limiter au
maximum les zones d’inde´cision, c’est-a`-dire les ensembles de valeurs d’entre´es pour lesquelles on
ne sait pas si un actionneur sera active´ ou non. Une grande pre´cision est tre`s importante pour
avoir une analyse pre´cise de l’e´volution continue. En effet, la seconde analyse consiste a` utiliser
l’inte´gration garantie pour calculer une surapproximation de la suite de valeurs fournies par les
capteurs au cours du temps. En partant des conditions initiales et en utilisant le recouvrement
pre´ce´demment calcule´, on peut obtenir une surapproximation de l’e´volution continue pour tout
t ∈ R+ : on utilise GRKLib pour calculer une surapproximation sur un pas de temps, puis on teste
graˆce au partitionnement si un actionneur va eˆtre active´. Si oui, on utilise une autre dynamique
pour calculer la surapproximation au pas de temps suivant ; si non, on continue avec la meˆme
dynamique.
Le proble`me restant est le cas ou` le partitionnement n’est pas assez pre´cis et que les valeurs
calcule´es par GRKLib sont dans une zone “rouge”, c’est-a`-dire que l’octree renvoie ⊤. On peut
alors imaginer plusieurs solutions pour continuer l’analyse continue : soit on effectue un pas avec la
dynamique actuelle, un pas avec la nouvelle, et on fait ensuite l’union des encadrements obtenus.
Ceci risque malheureusement de rendre l’abstraction continue tre`s peu pre´cise en cre´ant assez vite
des encadrement tre`s larges. On peut aussi effectuer une analyse disjonctive et garder les deux
chemins possibles ; cette solution risque malheureusement d’eˆtre vite confronte´e au proble`me de
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l’explosion combinatoire. Il n’y a pas de solutions existantes qui soient pleinement satisfaisante
tant d’un point de vue de la pre´cision des re´sultats que de l’efficacite´ des calculs. Nous pensons
qu’une analyse disjonctive avec une re´duction du nombre de chemins par une relation d’e´quivalence
approche´e (c’est-a`-dire que deux chemins seront e´quivalents s’ils sont suffisamment proches) peut
eˆtre une bonne solution : on limiterait ainsi l’explosion combinatoire tout en controˆlant la pre´cision.
Enfin, il nous reste a` faire le lien entre l’analyse statique de´finie au chapitre 7 et la se´mantique
concre`te de´finie au chapitre 5. Nous devons notament montrer que la dynamique abstraite calcule´e
est une abstraction suˆre de la dynamique concre`te. Pour cela, il reste plusieurs e´tapes a` franchir.
Tout d’abord, nous devons montrer que l’octree construit est une abstraction suˆre du programme
discret. Cette preuve, quoique assez technique, ne nous semble pas pre´senter de difficulte´s majeures
mais nous n’avons pas pu, par manque de temps, l’inte´grer a` cette the`se. Ensuite, il faut montrer




n∈N fournie par l’algorithme 4 est e´quivalente a` la suite des
changements de mode calcule´e par la se´mantique concre`te via la fonction σκ.F . Cette preuve est
plus de´licate a` obtenir car la se´mantique concre`te est de´finie via un the´ore`me de point fixe, mais
le re´sultat pre´ce´dent (l’octree est une abstraction suˆre du programme) devrait aider. Enfin, avec
ce re´sultat et les preuves de suˆrete´ de GRKLib du chapitre 6, nous pourrons montrer que la suite
des valeurs calcule´es par l’algorithme 4 est une abstraction suˆre de la se´mantique concre`te de la
partie continue de´finie au chapitre 5.
8.2 Perspectives
Nous pre´sentons maintenant quelques proble`mes qui restent ouverts a` la fin de cette the`se,
et qui sont de quatre ordres. Le travail the´orique sur les mode`les de syste`me hybride doit eˆtre
approfondi pour repre´senter au mieux les programmes embarque´s. Le travail d’imple´mentation
sur GRKLib doit eˆtre poursuivi pour gagner en stabilite´ et rapidite´. Concernant l’analyse des
syste`mes hybrides, il est important de de´finir un widening temporel permettant d’analyser les
programmes quelle que soit leur dure´e d’exe´cution. Enfin, nous souhaitons de´finir une analyse de
certaines proprie´te´s de vivacite´ pour les programmes embarque´s.
8.2.1 Mode`le the´orique des programmes embarque´s
Dans cette the`se, nous avons propose´ un nouveau mode`le de syste`mes hybrides spe´cifique
pour la mode´lisation et l’analyse des programmes embarque´s. Notre mode`le est moins ge´ne´ral
que les mode`les classiques de syste`mes hybrides (automates et calculs de processus hybrides),
mais reste tre`s expressif car il contient un langage de programmation complet. Il nous semble peu
judicieux d’essayer de comparer le pouvoir expressif des automates hybrides et de notre mode`le
car les deux mode`les sont construits sur des conceptions tre`s diffe´rentes des processus hybrides
(approche e´ve´nementielle contre approche pe´riodique, voir au chapitre 5). Les mode`les hybrides les
plus proches du notre sont des extensions des langages synchrones comme Modelica [OEM99] ou
synERJY [BPS06]. Ces derniers sont des langages de haut niveau permettant de de´crire de manie`re
uniforme l’environnement continu et le controˆleur discret et leur se´mantique semble assez proche
de celle que nous avons donne´e ; nous aimerions e´tudier plus en avant ces langages et notamment
le code C qu’ils ge´ne`rent pour y appliquer nos outils d’analyse.
Par ailleurs, nous souhaitons e´tendre les caracte´ristiques hybrides que notre mode`le peut traiter.
Pour l’instant, nous avons ajoute´ aux programmes embarque´s une description de leur environne-
ment physique en faisant l’hypothe`se que les capteurs et actionneurs e´taient parfait, c’est-a`-dire a`
action imme´diate et n’introduisant aucun bruit. Un autre facteur peut modifier le comportement
des programmes embarque´s : l’architecture mate´rielle sur laquelle ils sont exe´cute´s. Des travaux
ont de´ja` e´te´ mene´s pour de´finir une se´mantique des langages de programmation de´pendante de
l’architecture mate´rielle [NGC08]. La se´mantique que nous avons de´finie peut eˆtre vue comme une
se´mantique des langages de programmation de´pendante de l’environnement physique. Nous souhai-
tons construire une extension de H-SIMPLE qui permette de conside´rer ces deux aspects. Nous
obtiendrions ainsi un mode`le the´orique permettant de de´crire tre`s pre´cise´ment l’exe´cution d’un
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programme embarque´ sur une architecture mate´rielle donne´e et dans un environnement physique
donne´. La prise en compte de l’environnement mate´riel nous permettrait e´galement de conside´rer
des capteurs imparfaits introduisant un bruit sur leurs re´sultats
Dans [NGC08], la se´mantique ope´rationnelle des langages de programmation est e´tendue pour
prendre en compte l’architecture mate´rielle. Pour cela, les auteurs conside`rent un ensemble Π
de fonctions de´crivant les caracte´ristiques mate´rielles pouvant influer sur le comportement du
programme : Π contient donc des informations quant a` la taille de la repre´sentation des nombres
flottants et de´crit comment sont effectue´es les ope´rations d’alignement de structures ou de de´calage.
Dans le cas des programmes embarque´s hybrides, nous pourrions ajouter a` Π des fonctions de
conversion entre les valeurs continues re´elles et les valeurs discre`tes flottantes. Cette conversion
repre´sente l’effet d’un capteur et peut donc introduire un certain bruit : pour mode´liser un capteur
ayant une pre´cision de 10%, on affectera a` la variable discre`te une valeur ale´atoire autour de




de´crivant comment le programme (∆) e´volue dans un certain environnement continu (κ) et mate´riel
(Π). On pourra alors prendre en compte lors de l’analyse les impre´cisions dues aux capteurs et
e´ventuellement les de´faillances des actionneurs.
8.2.2 Extension de la librairie GRKLib
Comme nous l’avons mentionne´, l’algorithme d’inte´gration garantie code´ dans la librairie GRK-
Lib est tre`s ge´ne´rique et peut eˆtre applique´ a` n’importe quelle me´thode d’inte´gration nume´rique.
Pour l’heure, nous l’avons applique´ a` la me´thode RK4 mais il est clair que pour concurrencer les
me´thode les plus avance´es a` base de se´rie de Taylor (comme VNODE), il est ne´cessaire d’introduire
dans la bibliothe`que GRKLib d’autres me´thodes nume´riques d’ordre supe´rieur. En utilisant des
me´thodes de Runge-Kutta d’ordre e´leve´, on peut donc raisonnablement supposer que l’efficacite´ et
la pre´cision de GRKLib seront grandement ame´liore´es. Cependant, il n’est pas trivial d’un point
de vue imple´mentation d’offrir a` l’utilisateur un grand choix de me´thodes garanties dans GRKLib.
En effet, nous avons de´cide´ de calculer les de´rive´es ne´cessaires au calcul des erreurs graˆce a` une
diffe´rentiation symbolique lors de la phase de compilation. Nous utilisons actuellement pour cela
les templates C++ mais la prochaine version de GRKLib e´crite en OCAML devrait be´ne´ficier
de CAMLP41 pour effectuer la meˆme chose. Ce choix, si il ame´liore grandement l’efficacite´ de
notre me´thode, rend e´galement l’ajout de plusieurs me´thodes a` GRKLib plus complexe, car les
de´rive´es a` calculer ne sont pas force´ment les meˆmes pour toutes les me´thodes. Il nous faudra
donc pouvoir exprimer, pour chaque me´thode, comment on peut obtenir les fonctions de calcul de
l’erreur globale. Autrement dit, nous devrons e´crire un outil de diffe´rentiation symbolique en me´ta-
programmation (via les templates C++ ou via CAMLP4) qui puisse ge´ne´rer automatiquement le
code des fonctions de calcul d’erreur, et un langage de description pour de´crire ces fonctions.
Par ailleurs, l’expe´rience montre que sur la majorite´ des proble`mes, l’e´largissement du terme
d’erreur est principalement duˆ au wrapping effect qui intervient lors du calcul de la propagation
de l’erreur d’un pas sur l’autre. Pour re´duire ce wrapping effect, on peut utiliser la technique de
de´composition QR de Lo¨hner si les termes d’erreur sont donne´s par des intervalles, mais d’autres
travaux reposent sur une repre´sentation de l’erreur par des formes ge´ome´triques moins sensibles
au wrapping effect. Ainsi, les mode`les de Taylor ne souffrent que tre`s peu de ce phe´nome`ne, mais
restent tre`s couˆteux pour une utilisation re´elle. Nous souhaitons e´tudier l’emploi des domaines
nume´riques ayant fait leurs preuves en analyse statique de programmes (comme les polye`dres,
octogones, zones...) pour re´duire ce wrapping effect. Pour cela, il est ne´cessaire d’utiliser des do-
maines qui soient le plus stable possible par rotation : le wrapping effect intervient essentiellement
lors du calcul de la propagation de l’erreur si la matrice de propagation est une matrice de rotation
(voir chapitre 3). Pour re´duire cet e´largissement, il faut donc disposer d’un domaine sur lequel
l’ope´ration de rotation est la plus pre´cise possible. Les polye`dres semblent adapte´ a` cela, mais
la complexite´ algorithmique des calculs peut s’ave´rer re´dhibitoire dans un domaine (l’inte´gration
garantie) ou` la vitesse des calculs comptent au moins autant que la pre´cision. Un bon compromis
pourrait eˆtre d’utiliser le domaine des zonotopes [Cox73] : un zonotope Z est un ensemble de points










viai : ∀i ∈ [1, n], ai ∈ [−1, 1]
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Les zonotopes (re´cemment utilise´s pour l’analyse des automates hybrides, [GG08]) offrent un bon
compromis entre efficacite´ des calculs (meˆme dans le cas de calculs non line´aires) et pre´cision.
8.2.3 Un widening sur le temps
Un point tre`s important sur lequel nous voulons e´galement travailler est la question d’un
widening temporel, c’est-a`-dire un ope´rateur permettant, en fonction des n premie`res e´tapes de
calcul, de surapproximer l’e´volution continue jusqu’a` t = +∞. Cela est ne´cessaire pour e´tudier des
programmes dont nous ne connaissons pas a priori la dure´e d’exe´cution. Dans le cas des e´quations
diffe´rentielles classiques, les travaux de Lyapunov et de LaSalle permettent de prouver une stabilite´
asymptotique, c’est-a`-dire permettent de calculer une re´gion de l’espace vers laquelle le syste`me
converge lorsque t tend vers +∞. Des extensions de ces re´sultats existent lorsque l’on conside`re
des e´quations diffe´rentielles a` commutateur (switched differential equations, [Hes04]) : on impose
que la fonction de Lyapunov de´croˆıt aux points de discontinuite´. Cependant, ces re´sultats sont
utilisables pour le cas line´aire uniquement, ou` l’on connaˆıt la forme de la fonction de Lyapunov
et on peut donc la calculer automatiquement ; dans le cas non line´aire, le calcul de la fonction de
Lyapunov est tre`s difficilement automatisable. De plus, ces re´sultat ne fournissent pas de garantie
quant a` la position de l’e´volution continue au cours du temps : ils prouvent uniquement qu’au
bout d’un temps infini, la solution des e´quations diffe´rentielles sera dans une certaine re´gion. On
peut donc penser a` utiliser ces re´sultat pour obtenir une sousapproximation de l’extrapolation sur
le temps, mais ils ne peuvent pas de´finir un widening temporel.
Remarquons que dans le cas d’e´quations diffe´rentielles line´aires, et si les zones de l’espace sont
repre´sente´es par des polye`dres, on sait calculer une surapproximation de l’e´volution continue (c’est
ce que est utilise´ pour la ve´rification des automates hybrides line´aires, voir chapitre 4). Dans le cas
non line´aire, tout est e´videmment plus complique´. Une piste potentiellement inte´ressante est d’es-
sayer de de´tecter un motif dans l’e´volution continue. Remarquons en effet que les syste`mes auxquels
nous nous inte´ressons sont des syste`mes invariants dans le temps : les e´quations diffe´rentielles sont
autonomes et les programmes ve´rifient la proprie´te´ d’invariance dans le temps de´crite au chapitre
7. Ainsi, si l’e´volution continue est cyclique, alors on sait que les variables continues ne quitteront
jamais ce cycle et on peut donc l’utiliser comme extrapolation a` l’infini. Il suffit alors d’utiliser le
domaine des congruences [Gra91] pour le temps pour avoir une surapproximation du comporte-
ment continu jusqu’a` un temps infini. Si aucun cycle n’apparaˆıt, on peut essayer de de´tecter dans
l’e´volution continue une progression selon une suite arithme´tico-ge´ome´trique. Nous nous inspirons
pour cela des techniques de´veloppe´es par Je´roˆme Feret [Fer05] pour l’analyse des codes critiques
embarque´s : le domaine des progressions arithme´tico-ge´ome´trique relie les valeurs des variables
a` l’inte´rieur d’une boucle avec un compteur i qui de´crit le nombre d’ite´rations de la boucle. La
valeur d’une variable apre`s i ite´rations est de la forme f i(M) ou` M est une valeur initiale et f est
une fonction de la forme f(X) = αX + β, avec α, β ∈ R. Dans notre cas, on essaiera de relier la
valeur des variables avec le temps d’exe´cution du programme.
Le domaine des progressions arithme´tico-ge´ome´triques ne permet cependant que de de´tecter
des progressions relativement simples pour les variables continues. Si les e´quations diffe´rentielles
sont fortement non-line´aires, les surapproximations risquent d’eˆtre trop importantes et la pre´cision
trop faible. Une autre solution est alors d’utiliser les chaˆınes de re´currences [BWZ94, Pop06], qui
sont une extension des progressions arithme´tico-ge´ome´triques. Une chaˆıne de re´currence est une
repre´sentation d’une fonction G comme une suite de termes ϕ et d’ope´rations ¯ que nous noterons
Φ =
{
ϕ0,¯1, ϕ1,¯1, . . . ,¯k, ϕk
}
. Cette repre´sentation permet de calculer efficacement l’ensemble
des termes de la forme G(x0+i∗h) pour i ∈ N. Par exemple, la fonction G(x) = ex2 est repre´sente´e
par la chaˆıne de re´currence Φ = {ex20 , ∗, e2x0h+h2 , ∗, e2h2}. Pour calculer G(x0+ i ∗ h), il faut alors
e´valuer Φ en i ; nous ne de´taillons pas comment l’e´valuation de Φ est de´finie, mais elle est tre`s
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rapide si on a la valeur de Φ(i−1) (voir [BWZ94] pour plus de de´tails). Les chaˆınes de re´currences
ont e´te´ utilise´es en compilation pour de´terminer a` l’avance le nombre d’ite´rations dans une boucle
[Pop06]. Les motifs de la chaˆıne de re´currence sont calcule´s dynamiquement en fonction des valeurs
successives prises par la fonction G en x0, x0+h, x0+2h, . . . Les e´volutions que l’on peut obtenir
sont plus varie´es qu’avec le domaine des progressions arithmetico-ge´ome´triques et on pourrait, en
utilisant ces chaˆınes de re´currence, pre´dire la position des variables continues pour tout instant de
la forme t0 + i ∗ h, ou` h est l’intervalle de temps entre deux mesures et i l’indice de la mesure.
En utilisant ces diffe´rentes repre´sentations (suite cyclique, domaine des progressions
arithme´tico-ge´ome´trique, chaˆıne de re´currence), on peut donc repre´senter de fac¸on finie l’ensemble
des valeurs de la forme y(t0 + i ∗ h) ou` y est la fonction donnant la valeur des variables continues
en fonction du temps. La preuve de la suˆrete´ de cette repre´sentation nous semble cependant loin
d’eˆtre triviale car la fonction y n’est pas connue explicitement mais est de´finie comme la solution
d’une e´quation diffe´rentielle.
8.2.4 Preuve de vivacite´ des syste`mes hybrides
Les analyses que nous avons pre´sente´es dans cette the`se permettent avant tout d’obtenir des
invariants plus pre´cis pour les valeurs du programme en conside´rant l’environnement physique avec
lequel il interagit. Ceci permettrait donc d’ame´liorer les preuves de proprie´te´s de suˆrete´ des pro-
grammes embarque´s (comme l’absence de RTE par exemple). Cependant, pour les programmes
embarque´s, prouver ces proprie´te´s ne nous semble pas eˆtre suffisant pour garantir le bon fonc-
tionnement d’un syste`me. Prenons en effet l’exemple des erreurs de calcul dues a` l’utilisation de
nombre a` virgule flottante que calcule l’outil Fluctuat. Le lien entre l’erreur de calcul et le mau-
vais fonctionnement du programme est peu e´vident : on peut tre`s bien imaginer des programmes
dont l’erreur de calcul soit tre`s e´leve´e mais tel que cette erreur ne geˆne pas le fonctionnement du
programme. La notion de comportement que nous utilisons ici est une vue fonctionnelle du pro-
gramme : on voit un programme comme une boˆıte noire dont le but est de controˆler les variables
continues avec lesquelles il interagit. Dans cette optique, prouver des proprie´te´s de suˆrete´ sur le
programme est certes ne´cessaire mais ne constitue pas une fin en soi : ce qui compte n’est pas
tant que le programme ne fasse pas d’erreurs mais qu’il controˆle bien les variables qu’il est cense´
controˆler. Apre`s une premie`re analyse des proprie´te´s de suˆrete´ nous voulons donc mettre en place
une analyse de proprie´te´s de vivacite´.
Les proprie´te´s que nous souhaitons prouver sont des proprie´te´s de la forme : si le programme
rec¸oit une valeur X (via les capteurs), alors avant un de´lai t, l’actionneur m sera active´. Ce genre
de proprie´te´s se de´crit ge´ne´ralement par une formule de logique line´aire temporelle (linear temporal
logic, ou LTL) et c’est souvent dans cette logique que sont exprime´es les proprie´te´s a` prouver pour
la ve´rification des automates hybrides [HM00]. Pour la ve´rification des programmes, il faudra
suˆrement utiliser une variante du µ-calcul [Koz83] comme dans [CC00] et [Mas02]. De´taillons
pour finir la proprie´te´ principale que nous aimerions pouvoir prouver. On voit un programme
embarque´ comme une boˆıte noire et on ne s’inte´resse qu’aux transitions entre cette boˆıte noire et
l’environnement exte´rieur. On peut donc voir l’exe´cution du programme dans son environnement
comme une suite d’actions (capteurs et actionneurs) effectue´es a` des temps de´termine´s. Selon que
le programme utilise des nombres re´els ou des nombres flottants, cette suite d’actions peut eˆtre
le´ge`rement modifie´e (voir figure 8.1). Nous voulons alors montrer que malgre´ les erreurs de calcul
flottant, les deux suites sont suffisamment proches, c’est-a`-dire qu’il existe un temps τ tel que, si
le programme exe´cute´ avec des nombres re´els effectue une action a` un instant t, alors le meˆme
programme exe´cute´ avec des nombres a` virgule flottante effectuera la meˆme action a` un instant
t′ ∈ [t− τ, t+ τ ]. On cherche donc une sorte de bisimulation faible approche´e entre le programme
utilisant des nombres re´els et le programme utilisant des nombres a` virgule flottante : peu importe












Fig. 8.1 – Crite`re de suˆrete´ sur les programmes embarque´s. A` chaque action qu’effectuerait le pro-
gramme en utilisant des nombres re´els doit correspondre une action effectue´e par le programme
avec des nombres a` virgule flottante a` un temps proche. Les fle`ches rouges correspondent aux
donne´es transmises par les capteurs, les fle`ches bleues sont les commandes envoye´es par les action-
neurs. Dans cet exemple, le programme n’est pas suˆr car la troisie`me action n’est pas exe´cute´e en
arithme´tique flottante alors qu’elle aurait due l’eˆtre.
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ANNEXE A
Simulation du syste`me des deux re´servoirs en Simulink
Fig. A.1 – Programme principale.
Fig. A.2 – E´quation diffe´rentielle pour h1.
Fig. A.3 – E´quation diffe´rentielle pour h2.
Fig. A.4 – Stateflow repre´sentant le controlleur.

ANNEXE B
Preuves de correction des encadrements de GRKLib
B.1 Preuve de la proposition 6.13
Soit un proble`me de Cauchy de dimension 1 y˙ = F (y, x), y(x0) = y0, ou` F est une fonction 5
fois de´rivable. Nous nous limitons au cas de la dimension 1 car la preuve en dimension n quelconque
est en tout point similaire, mais nettement plus pe´nible a` e´crire et lire, car nous devrions alors
calculer toutes les de´rive´es du style ∂
kF
∂k1y1∂k2y2...∂knyn
. Notons y∞ la solution du proble`me de
Cauchy et soit y˜ la fonction de´finie par :
y˜(x) = y0 +
x− x0
2
(k1(x) + 2k2(x) + 2k3(x) + k4(x))



















k4(x) = F (y0 + (x− x0)k3(x), x0 + (x− x0))
Nous devons de´montrer la proposition suivante.
Proposition B.1 Les quatre premie`res de´rive´es de y∞ et y˜ sont e´gales en x = x0 :













Preuve Soit g la fonction de´finie par ∀x, g(x) = y(x)− y˜(x). Nous devons donc montrer que :
∀i ∈ [0, 4], d
ig
dxi
(x0) = 0 .
Pour i = 0, on a g(x0) = y(x0) = y˜(x0) = y0 − y0 = 0. On s’attaque donc au cas i ∈ [1, 4].
Calculons dans un premier temps d
iF


































































































On calcule maintenant d
iy˜





dxi (x0). Clairement :























(k1(x0) + 2k2(x0) + 2k3(x0) + k4(x0)) =
1
6




et donc dgdx (x0) = 0. Pour les de´rive´es d’ordre supe´rieures, nous devons d’abord calculer les terms
dikj
dxi (x0) pour i ∈ [2, 4] et j ∈ [1, 4]. Comme k1 est constant, on a clairement ∀i ∈ [2, 4], d
ik1
dxi = 0.
On montre maintenant par re´currence que :



























































































































































































































ce qui prouve la re´currence. L’e´quation (B.3) est donc vraie pour tout i ∈ N.
















dx4 . Soit y
∗ = y0 + x−x02 k2(x), x
∗ = x0 + x−x02 . On montre
par re´currence que, si toutes les de´rive´es sont calcule´es en (y∗, x∗), on a :






















2 tel que :
– ∀i, k ≤ 0 ⇒ αik,l = 0 et (l ≤ 0 ou l ≥ k)⇒ αik,l = 0



















Notons qu’en particulier, on a : ∀i, αi1,1 = 12ki2. Prouvons maintenant par re´currence l’e´quation















































































































































































































ce qui termine la re´currence.
On calcule enfin les de´rive´es de k4. Soit y
















dx4 . On prouve alors par une re´currence














ou` toutes les de´rive´es sont e´value´es en (y∗, x∗) et :
– ∀i, k ≤ 0⇒ βik,l = 0 et (l ≤ 0 ou l ≥ k)⇒ βik,l = 0







– ∀i, ∀i ≥ k ≥ l ≥ 1, βi+1k,l = dβk,ldx + βik−1,l + βik−1,l−1k13












On e´value alors chacun de ces termes en x = x0. Remarquons tout d’abord que ∀i, j kji (x0) =
dj((x−x0)ki)
dxj (x0) = j
dj−1ki
dxj−1 (x0) (d’apre`s l’e´quation (B.2)) et que, si x = x0, on a x
∗ = x0 et y∗ = y0






























































































































































































+ 4.f (x0, y0) .
∂2f
∂x∂y





































































































































































































































































































































































































































































































































































k/l 0 1 2
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1 0 k33
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Static analysis by abstraction interpretation of hybrid systems
Abstract The power and efficiency of abstract interpretation based static analysis methods for
the verification of safety critical embedded software is no longer to be outlined. However, the
precision of the analysers needs now to be reinforced. The use of ever more sophisticated relational
abstract domains make it possible to reduce the overapproximation that limits the power of simpler
domains, but the precision of the latest analysers is still constrained by the precision of the input
values. These are given by a sensor that measures some physical phenomena, and they are generally
overapproximated by an interval. In order to deal better with these continuous inputs, one may
analyse, in addition to the program itself, the physical environment in which the program is
executed. In this way, we obtain a more complex system which has both a discrete dynamics (the
program) and a continuous one (the environment). Such hybrid systems are generally studied using
extensions of finite automata or process calculi that introduce a continuous dynamics. The use
of model-checking techniques still suffers from a combinatorial explosion that prohibits the use of
such models for the analysis of large safety critical embedded programs.
The first contribution of this thesis is to provide an extension of imperative programming lan-
guages that describes both the program, the external environment and the interactions between
both. The physical environment is described as a set of differential equations, each of them re-
presenting a continuous mode. The interactions between the program and the environment are
modeled using two extra keywords that represent the effect of sensors and actuators. A denota-
tional semantics is given to the whole system (the program and the environment together). This
semantics remains very close to the standard denotational semantics of imperative languages. The
main difficulty was to define a semantics for the continuous part of the system : we express the
solutions of differential equations as the fixpoint of a monotone operator in a CPO, and we show
that Kleene’s iteration converges towards this fixpoint.
The second contribution is an abstract interpretation based static analysis of these hybrid
systems. Our method has two stages. First, under some assumptions on the program to be ana-
lysed, a partitioning of the space of the input variables is built. For that, we combine a forward
reachability method with an interval based analysis. In this way, we obtain an abstraction of the
impact of the program on the continuous evolution : the continuous space is divided into zones
in which we know that an actuator will be activated. The second stage of the analysis use this
partitioning and a guaranteed integration of differential equations algorithm in order to build a
safe overaproximation of the continuous evolution. A prototype analyser using these techniques
was implemented and the first results on examples of hybrid systems from the literature show
good results.
Finally, the third contribution of this thesis is a new guaranteed integration algorithm named
GRKLib. Unlike existing methods, GRKLib is based on a non-validated, numerical integration
scheme (we chose an order 5 Runge-Kutta method, but any other algorithm works). The global
error made during the numerical integration is then computed using interval arithmetic. This
error is expressed as the sum of three terms : the one-step error, the propagation error and the
computation error due to the use of floating point numbers. Each term is computed separately
and advanced techniques are used in order to reduce them and control the integration step size
so that the growth of the global error is limited. A C++ library implementing these concepts was
developed and the results presented in this thesis are very promising.
Keywords : abstract interpretation ; hybrid systems ; denotational semantics ; ordinary differen-
tial equations ; guaranteed integration ; interval analysis.

Analyse statique par interpre´tation abstraite de syste`mes hybrides
Olivier Bouissou
Laboratoire Mode´lisation et Analyse de Syste`mes en Interaction,
CEA - Centre de Saclay, F-91191 Gif-sur-Yvette Cedex
Re´sume´ Si l’inte´reˆt et l’efficacite´ des me´thodes d’analyse statique par interpre´tation abstraite
pour la ve´rification des programmes critiques embarque´s ne sont plus a` de´montrer, il est maintenant
ne´cessaire d’obtenir des me´thodes les plus pre´cises possibles. Si l’utilisation de domaines abstraits
relationnels de plus en plus e´labore´s permet de diminuer la surapproximation dont souffre les
domaines les plus simples, les analyses actuelles souffrent toujours d’une mauvais prise en compte
des entre´es du programme. Ces entre´es sont fournies par un capteur qui mesure une grandeur
physique, et sont ge´ne´ralement surapproxime´es par un intervalle. Une piste d’e´tude re´cente pour
mieux ge´rer ces entre´es continues consiste a` e´tudier, outre le programme lui-meˆme, l’environnement
physique dans lequel il est exe´cute´. On obtient ainsi un syste`me plus complexe comprenant une
dynamique discre`te (le programme) et une dynamique continue (l’environnement). L’e´tude de tels
syste`mes hybrides repose actuellement essentiellement sur des extensions des automates a` e´tats
finis et des alge`bres de processus introduisant une dynamique continue. L’analyse de ces syste`mes
par des techniques de model-checking souffre encore d’une explosion combinatoire excluant leur
utilisation pour les logiciels embarque´s critiques les plus gros.
La premie`re contribution de cette the`se est une extension des langages de programmation
impe´ratifs permettant de de´crire a` la fois le programme, l’environnement exte´rieur et les inter-
actions entre le programme et l’environnement. L’environnement physique est de´crit par un en-
semble d’e´quations diffe´rentielles repre´sentant chacune un mode continu, et les interactions entre
le programme et l’exte´rieur sont mode´lise´s par deux mots cle´s repre´sentant les capteurs et ac-
tionneurs. Nous donnons a` l’ensemble (programme plus environnement physique) une se´mantique
de´notationnelle qui reste tre`s proche de celle de´finie pour les langages impe´ratifs classiques. La
difficulte´ majeure dans la construction de cette se´mantique a e´te´ de de´finir une se´mantique pour
la partie continue : les solutions des e´quations diffe´rentielles sont exprime´es comme le plus petit
point fixe d’un ope´rateur monotone dans un CPO, et nous montrons que les ite´re´es de Kleene
convergent vers ce point fixe.
La seconde contribution est une me´thode d’analyse statique par interpre´tation abstraite de
ces syste`mes hybrides. Cette me´thode fonctionne en deux temps. Tout d’abord, sous certaines
restrictions portant sur le programme a` analyser, on construit un recouvrement de l’espace des
variables d’entre´e via une analyse par intervalle couple´e a` une analyse d’atteignabilite´ en avant.
On obtient ainsi une abstraction de l’impact qu’a` le programme sur l’e´volution continue : l’espace
d’entre´e du programme est de´coupe´ en zones dans lesquelles on est suˆr qu’un actionneur sera
active´. Dans un deuxie`me temps, nous utilisons ce recouvrement et une me´thode d’inte´gration
garantie des e´quations diffe´rentielles pour obtenir une surapproximation de l’e´volution continue.
Un analyseur prototype imple´mentant ces techniques a e´te´ de´veloppe´ et les tests sur les exemples
classiques de syste`mes hybrides montrent de bons re´sultats.
Enfin, la troisie`me contribution de cette the`se est une nouvelle me´thode d’inte´gration garan-
tie nomme´e GRKLib. Contrairement aux me´thodes existantes, GRKLib se fonde sur un sche´ma
d’inte´gration nume´rique non garantie (nous avons choisi un sche´ma de Runge-Kutta d’ordre 4,
mais n’importe quelle autre convient) et nous calculons, en utilisant l’arithme´tique d’intervalles,
l’erreur globale commise lors de l’inte´gration nume´rique. Cette erreur s’exprime comme la somme
de trois termes : l’erreur sur un pas, la propagation de l’erreur et l’erreur due aux nombres flot-
tants. Chaque terme est calcule´ se´pare´ment et des techniques avance´es permettent de les re´duire
et de controˆler au mieux le pas d’inte´gration pour limiter l’accroissement de l’erreur globale. Une
librairie C++ imple´mentant ces concepts a e´te´ de´veloppe´e, et les re´sultats pre´sente´s dans cette
the`se sont prometteurs.
Mots cle´s : interpre´tation abstraite ; syste`mes hybrides ; se´mantique de´notationnelle ; e´quations
diffe´rentielles ; inte´gration garantie ; analyse par intervalles.
