Abstract: Recent data on the high-p T pion nuclear modification factor, R AA (p T ), and its elliptic azimuthal asymmetry, v 2 (p T ), from RHIC/BNL and LHC/CERN are analyzed in terms of a wide class of jet-energy loss models coupled to different (2+1)d transverse plus Bjorken expanding hydrodynamic fields. We test the consistency of each model by demanding a simultaneous account of the azimuthal, the transverse momentum, and the centrality dependence of the data at both 0.2 and 2.76 ATeV energies. We find a rather broad class of jet-energy independent energy-loss models dE/dx = κ(T )x z T 2+z ζ q that, when coupled to bulk constrained temperature fields T (x, t), can account for the current data at the χ 2 /d.o.f. < 2 level with different temperature-dependent jet-medium couplings, κ(T ), and path-length dependence exponents 0 ≤ z ≤ 2. We extend previous studies by including a generic term, 0 < ζ q < 2 + q, to test different scenarios of energy-loss fluctuations. While a previously proposed AdS/CFT jet-energy loss model with a temperature-independent jet-medium coupling as well as a near-T c dominated, pQCD-inspired energy-loss scenario are shown to be inconsistent with the LHC data, once the parameters are constrained by fitting to RHIC results, we find several new solutions with a temperature-dependent κ(T ). We conclude that the current level of statistical and systematic uncertainties of the measured data does not allow a constraint on the path-length exponent z to a range narrower than [0 − 2].
Contents 1 Introduction
Jet-quenching observables [1, 2] have been proposed as tomographic probes of the density evolution of quark-gluon plasmas (QGPs) produced in high-energy nuclear collisions. It has been found that the nuclear modification pattern of jet distributions depends on a delicate complex interplay between the details of the jet-medium dynamics, dE/dx = dE/dx[E(t), x(t), T (t)], and the evolution of the bulk QGP collective temperature fields, T (t) = T [ x(t), t].
Below we investigate a wide variety of jet-energy loss models coupled to different QGP temperature fields constrained by bulk observables from state-of-the-art (viscous) (2+1)d hydrodynamic prescriptions [3] [4] [5] [6] [7] . We compare the obtained model results to recent data on the nuclear modification factor R AA (p T , φ, b, √ s) and the high-p T elliptic flow v 2 (p T , φ, b, √ s) [8] [9] [10] [11] [12] [13] , investigating the transverse momentum p T , the azimuthal φ, the centrality b, and the collision energy √ s dependence of the data measured at both the Relativistic Heavy Ion Collider (RHIC) and the Large Hadron Collider (LHC) with a special focus on the robustness of results for high-p T > 7 − 10 GeV hadron fragments from jets.
In particular, we study results based on a class of jet-energy loss models that can be parametrized as dE/dx = κ(T )E a x z T c=2+z ζ q . The jet-energy dependence, the path-length dependence, and the temperature dependence are characterized by the exponents (a, z, c). The above form allows for different assumptions of the distribution of the relative energyloss fluctuations through a multiplicative factor ζ q , specifying a parameter q as discussed in the text below, and rendering the (a, z, c, q)-prescription. This class of models includes perturbative QCD (pQCD) based models with exponents (0, 0, 2, q) and (0, 1, 3, q), conformal AdS holography models with non-linear path length (0, 2, 4, q), and a phenomenological model assuming an enhancement of the jet-energy loss near T c ≈ 170 MeV as in Ref. [14] , here referred to as the SLTc model with (0, 1, 3, q).
Since we find (see Tables 2 and 3 in the appendix) that all these models have problems to simultaneously account for the various data measured both at RHIC and LHC, once the parameters are fixed at RHIC energies, we consider different deformations of those models by varying the assumed temperature dependence of the jet-medium coupling, κ(T ). We confirm previous results pointing to the need to reduce of the jet-medium coupling from LHC to RHIC [15] [16] [17] [18] [19] [20] , with a jet-medium coupling κ LHC ≈ 0.5 κ RHIC that negates most of the increase of the jet-energy loss as expected from the factor of ∼ 2 increase of the QGP density at LHC relative to RHIC.
However, even after that reduction is taken into account to describe the R AA at in the p T ∼ 10 GeV range, its elliptic azimuthal moment, v 2 , is still found to be significantly underestimated by most models, especially at the LHC, in line with various pQCD-based models (AMY, HT, ASW, Molnar, CUJET2.0) [8, 21, 22] that are about a factor of ∼ 2 below the measured data and might depend on the running of the coupling constant with both, the temperature and the scale α eff (Q, T ) [21, 23] . We therefore further explore deformations of the models that could help to resolve this "high-p T v 2 -problem".
We find that the pQCD-based models describing a vacuum running coupling with radiative energy-loss, (0, 1, 3, q), require only a modest 10-15% difference between the pathaveraged coupling in-and out-of reaction plane. For AdS-like models, (0, 2, 4, q), strong non-conformal temperature variations are required to bring those predictions closer to the combined RHIC and LHC data. Finally, a more radical deformation of the SLTc model with an exponential suppression of high-temperature jet-energy loss is reported that appears to be consistent within the present experimental and theoretical errors at RHIC and LHC.
The present work was motivated in part by a recent PHENIX study [8] suggesting the tentative conclusion that an AdS/CFT-motivated jet-energy loss prescription with dE/dx ∼ κx 2 T 4 [24] [25] [26] coupled to a particular hydrodynamic background [24] is more consistent with the observed azimuthal asymmetries than results based on pQCD radiative (0, 1, 3, q) and elastic (0, 0, 2, q) energy-loss models at RHIC energies used by AMY, HT, and ASW cited in Ref. [8] .
Here, we test the consistency of those models, parametrized by (a, z, c, q), with the observed √ s dependence between RHIC and LHC. As mentioned above, LHC jets probe the QGP phase of matter with up to an order of magnitude higher p T -range under conditions where the QGP density ∝ T 3 is more than doubled relative to RHIC. In addition, cross comparisons between RHIC and LHC are useful as the initial invariant jet-production distributions at midrapidity, y = 0, denoted here as g r (p T ) = dN jet r /dyd 2 p T for r = q, g jets, changes by orders of magnitude from RHIC to LHC. Therefore, demanding a simultaneous description of RHIC and LHC data provides the most stringent test so far of the consistency and quantitative predictive power of proposed dynamical models of jet-energy loss and of the space-time evolution of the bulk QGP density produced in ultra-relativistic heavy-ion collisions.
Both, the magnitude and the azimuthal dependence of jet quenching in non-central collisions are conveniently studied via the nuclear modification factors in-and out-of-plane R in/out AA = R AA (1 ± 2v 2 ) [8, 24] , giving simultaneous access to both the nuclear modification factor and the high-p T elliptic flow. These observables are sensitive to all details of the jet [8] on the π 0 nuclear modification factors for most central 0-5% collisions (black lines) as well as their in-and out-of-plane contributions for 20-30% centralities (red and blue lines), compared to predictions based on dE/dx = κE a=0 x z T c=2+z ζ −1 [15, 16] without energy loss fluctuations, i.e., ζ −1 = 1. Panel (a), labelled QCDrad (z, c, q) = (1, 3, −1), corresponds to a radiative pQCDenergy loss including running-coupling effects [15, 17, 18, 21] , panel (b), denoted QCDel with (z, c, q) = (0, 2, −1), describes an elastic jet-energy scenario [16, 34] , panel (c), marked as AdS with (z, c, q) = (2, 4, −1), simulates an idealized conformal falling string energy loss [25, 36] , and panel (d), indicated as SLTc with (z, c, q) = (1, 3, −1) and κ(T c ) = 3κ(∞), simulates a T c -dominated energy-loss model proposed in Ref. [14] . For each model, the quenching pattern is computed using three different bulk QGP fluid-temperature fields: ideal (η/s = 0) VISH2+1 [3] (solid), viscous (η/s = 0.08) RL Hydro [6] (dashed-dotted), and a simple v ⊥ = 0.6 transverse blast wave model [7] (dotted). energy, the path length, and the temperature dependence of jet-energy loss models (see, e.g. Refs. [7, 22, [27] [28] [29] [30] ). In particular, they depend on the details of the QGP transverse as well as longitudinal expansion [3] [4] [5] [6] 31] , as emphasized by Renk [27] and Molnar [22] .
The jet-medium coupling κ used is constrained for each model by fitting to a single Figure 2 . Azimuthal jet tomography at RHIC, comparing predictions based on dE/dx = κE a=0 x z T c=2+z ζ q [15, 16] with and without energy fluctuations to PHENIX 200AGeV Au+Au data [8] on π 0 nuclear modification factors for most central 0-5% collisions and their in-and out-ofplane contributions for 20-30% centralities. Scenarios (a)-(c) are the same as in Fig. 1 , computed for the ideal VISH2+1 bulk QGP fluid field [3] .
reference point at p T = 7.5 GeV in most central Au+Au at √ s = 200 AGeV RHIC energies with the value of R AA (p T ) = 0.2, as in Refs. [15, 24, 32] . However, results are found to be qualitatively insensitive to the particular choice of the p T -reference point. We generalize our previous work [15] by including more realistic energy-loss fluctuations to our model and discussing the implications of the high-p T v 2 -problem on the jet-medium coupling. [3] . The different p T -cuts demonstrate the sensitivity of a χ 2 -test on the p T -range considered.
-4 -2 The (z, c, q)-Classification of dE/dx-Models
In order to interpolate between the different jet-energy loss prescriptions, we utilize a convenient parametric model introduced in Refs. [15, 16] that originally characterized the jet-energy loss by three exponents (a, z, c) controlling the jet energy a, path length z, and thermal-field dependence c. Here, we allow for additional energy-loss fluctuations ζ q , discussed below, and the possibility that the jet-medium coupling, κ(T ), may depend non-monotonically on the local temperature field,
where
, τ ] describes the local temperature along the jet path at time τ for a jet initially produced time τ 0 . The jets are distributed according to a transverse initial profile specified by the bulk QGP flow fields given by three variants of transverse plus Bjorken (2 + 1)d expansion: (1) VISH2+1 [3, 4] , (2) viscous RL hydro [6] , and (3) a v ⊥ = 0.6 blast wave flow [7] assuming radial dilation of the initial transverse profile:
Here, R denotes the initial root mean square radius. For dimensionless couplings κ, c = 2 + z − a. In Eq. (2.1), C r = 1( 9 4 ) describes quark (gluon) jets. For jets of type r = q, g produced with an invariant transverse momentum distribution g r (P 0 ) taken from Refs. [15, 16] , the nuclear modification factor is given by
The ensemble average is taken over initial jet-production points and initial √ s-dependent initial jet energies P 0 , as well as parameters controlling the energy loss, geometry, and temperature background fields. For a given member of the jet ensemble, the average initial jet energy P r 0 , is related to the final quenched jet energy (prior to hadronization) P f via a path integral that we here assume to be an Eikonal straight line in azimuthal direction φ. For a particular jet flavor r, the average initial jet energy is
with the effective jet-medium coupling K r (T ) = (1 − a)C r κ(T ). Eq. (2.3) illustrates the competing effects due to the intrinsic dE/dx ∝ E a x z T c energy-loss details, the impact of local hydrodynamic temperature fields, and a possible non-monotonic jet-medium coupling κ(T [ x(t), t]) along its path. We checked numerically that local transverse flow-field effects introduced in Ref. [33] do not significantly influence the results based on Eq. (2.3). With Eq. (2.3) we have further generalized the class of (a, z, c)-models to (a, z, c, q)-models that include the possibility of skewed jet-energy loss fluctuations about its pathaveraged mean using a scaling factor 0 < ζ q < q + 2 and being distributed according to 
CMS, 20−30% ALICE, 20−30% ATLAS, 20−30% Figure 4 . Azimuthal jet tomography at the LHC [9] [10] [11] [12] [13] . Panels (a1) and (b1) show the measured data for the pion nuclear modification factor R AA from ALICE [9] and CMS [11] for most central and more peripheral collisions, while panels (a2) and (b2) depict the high-p T elliptic flow as extracted from ALICE [10] , CMS [12] , and ATLAS [13] . The model calculations are done without energyloss fluctuations (ζ −1 = 1) to mimic a radiative QCD (QCDrad, upper panel) and an elastic QCD (QCDel, lower panel) energy loss using bulk QGP flow fields at LHC energies from viscous η/s = 0.08 VISH2+1 [4] (solid), viscous η/s = 0.08 RL Hydro [6] (dashed-dotted), and the v ⊥ = 0.6 blast wave model [7] (dotted). The jet-medium coupling κ LHC is reduced relative to RHIC to simulate the running QCD coupling [17, 18, 23] .
with a root-mean square of (ζ q − 1) 2 = (q + 1)/(q + 2). This class of skewed distributions is controlled by a parameter q > −1 with unit mean, ζ q = 1. It conveniently interpolates between non-fluctuating (q = −1, ζ −1 = 1), uniform Dirac δ(1 − ζ −1 ) = lim q→−1 + f q (ζ −1 ) distributions between 0 < ζ −1 < 1, and increasingly skewed distributions towards small ζ q < 1 for q > −1 similar to pQCD based models, see e.g., Refs. [1, 16, 34] . Note that current non-perturbative AdS and the originally proposed SLTc models [14] do not include fluctuations of the jet-energy loss about its path average and thus correspond to the q = −1, ζ −1 = 1 limit of Eq. (2.4). Including the energy-loss fluctuations specified by Eqs. (2.3) and (2.4) into Eq. (2.1) thus conveniently classifies jet-medium models labelled by (a, z, c, q) to differentiate between a much broader class of jet-energy loss models than reported in Ref. [15] . By varying these four model space parameters we aim to quantify the exponents and to identify which combinations of jet-energy loss and bulk QGP evolution models can be ruled out by the current RHIC and LHC data.
We limit the study to the special cases a = 0, z = [0, 1, 2], c = 2 + z, and q = [−1, 0, 1], and hence the (z, c, q)-model. Our restriction to a = 0 and thus jet-energy independent energy-loss models is motivated by earlier results reported in Ref. [15] showing that the slope of R PbPb (10 < p T < 40 GeV, 0 − 10% centrality, √ s = 2.76 ATeV) strongly disfavors models with a > 1/3.
In particular, we investigate a pQCD-like radiative energy loss QCDrad with dE/dx = κE 0 τ 1 T 3 ζ q , a pQCD-like elastic energy loss QCDel with dE/dx = κE 0 τ 0 T 2 ζ q , an AdS/CFTinspired scenario with dE/dx = κE 0 τ 2 T 4 ζ q , and a SLTc model with dE/dx = κ(T )E 0 τ 1 T 3 ζ q that has a coupling constant with a constant, non-negligible value for large temperatures For the ALICE data, a p T -range of 10 < p T < 48 GeV is considered for the pion nuclear modification factor and 10 < p T < 20 GeV for the high-p T elliptic flow, while for the CMS data the p T -cut of 10 < p T < 54 GeV holds both for the nuclear modification factor and the high-p T elliptic flow.
that is enhanced around T ∼ T c ≈ 170 MeV [14] . Besides that, we also study two models with a jet-medium coupling that either depends on the azimuth [21] or drops exponentially for large temperates. We consider a weaker κ LHC < κ RHIC coupling at LHC energies for the pQCD-like jet-energy loss prescriptions [15] [16] [17] [18] 21] . Fig. 1 shows the most central (black lines) and more peripheral pion nuclear modification factors in-and out-of-plane (red and blue lines) for the first four model scenarios introduced above in panels (a) to (d) not considering energy-loss fluctuations, i.e. ζ −1 = 1, for the three (2 + 1)d flow background fields of ideal VISH2+1 (solid) [3] , viscous RL Hydro (dasheddotted) [6] , and the v ⊥ = 0.6 blast wave flow [7] . Please note that in Refs. [17] the opacity integral of Eq. (2.3) was evaluated taking only Bjorken expansion with a v ⊥ = 0 into account.
RHIC and LHC Results
The most striking result in Fig. 1 is that in contrast to the (AMY, HT, and ASW) pQCD models [24] shown in Ref. [8] , all models combined with either ideal VISH2+1 or viscous RL Hydro transverse flow fields agree within present errors with the measured RHIC data in the high-p T > 7 GeV region. Only the QCDel model seems to be disfavored as compared to the other scenarios. We checked (not shown) that the results of viscous VISH2+1 [5] background fields vary by less than 5%. However, the v ⊥ = 0.6 transverse blast wave background leads, as in Ref. [7] with v ⊥ = 0, to an in/out asymmetry with a factor of ∼two below the recent PHENIX data [8] . Ref. [22] also reports that the GLV energy-loss [1] evaluated in the MPC parton cascade background under-predicts the highp T elliptic asymmetry observed at RHIC. This result [22] was another major motivation for the present work, as well as the detailed investigation provided by CUJET2.0 [21] .
The differences between the models shown in Fig. 1 and the results reported in Refs. [8] are due to various combined effects of the jet-energy loss and the bulk QGP flow. The flow fields [24] considered for the study in Ref. [8] were computed with an ideal (nondissipative) hydrodynamic code assuming a Bag model first order-phase transition with a speed of sound vanishing over a wide energy-density range. Here, however, the VISH2+1 results used in Fig. 1 utilizes a smoothed (SM-EOS Q) equation of state (EoS) and the viscous RL Hydro employs a realistic continuous crossover transition EoS.
Besides that, the results shown in Fig. 1 do not include jet-energy loss fluctuations as deduced in Eq. (2.3) that are intrinsic to the models reported in Refs. [21, 22] . This effect is, however, included in Fig. 2 for the three scenarios of QCDrad, QCDel, and AdS, comparing the non-fluctuating case of q = −1 to two different energy-loss fluctuations given by q = 0, 1. For reasons of clarity and to better compare to results of CUJET2.0 [21] , we restricted this comparison to the VISH2+1 background fields [4] and omitted the SLTc model as the effects of a fluctuating jet-energy loss for a model with dE/dx ∼ E 0 τ 1 T 3 ζ q is already illustrated by the QCDrad scenario shown in Fig. 2(a) . Please note that the detailed study of Ref. [21] demonstrated that the GLV energy-loss considered in both Refs. [21, 22] may account for the v 2 data at RHIC for an α max = 0.26 − 0.28. The differences in the results of Ref. [21] and [22] can only be explained in the details of the (running) coupling constant as well as the background medium considered.
Including jet-energy loss fluctuations, both the QCDrad and the AdS model depicted in Fig. 2 describe the measured data, while the QCDel scenario is again disfavored. Fig. 3 clearly demonstrates that the q = 0 case reproduces the nuclear modification factor in-and out-of plane with a χ 2 /d.o.f. ≤ 1.5 if a p T -range of 8.5 < p T < 13 GeV is considered. For a wider p T -range, even the non-fluctuating q = −1 energy loss leads to a decent description with a χ 2 /d.o.f. < 2. Please note that the applicability of our model is limited below p T = 7.5 GeV.
Thus, comparing the various models at RHIC energies only allows the conclusion that the QCDrad scenario with and without jet-energy loss fluctuations as well as the AdS scenario and the SLTc model are possible candidates to describe the nuclear modification factor and the high-p T elliptic flow while the QCDel scenario seems to be disfavored.
Given this result as well as the difficulty of untangling the effect of the jet-energy loss and QGP flow fields at one particular collision energy √ s lead us to consider the higher discriminating power afforded by exploiting the dependence of the R AA and the high-p T elliptic flow on the collision energy in the range of 0.2 − 2.76 ATeV.
We will start the discussion of the LHC results with the pQCD-inspired scenarios QCDrad and QCDel in Figs. 4 -8 , while Figs. 9 and 10 consider the AdS-inspired scenario and the SLTc model. Figs. 11 -13 then deepen the discussion of a temperature-dependent jet-medium coupling κ(T ). Fig. 4 depicts the central (black) and more peripheral (red) pion nuclear modification factors as measured by ALICE (dots) [9] and CMS (squares) [11] in the left panels as well as the high-p T elliptic flow as measured by ALICE (filled dots) [10] , ATLAS (open dots) Figure 9 . Azimuthal jet tomography at the LHC [9] [10] [11] [12] [13] . Panels (a1) and (b1) show the measured data for the pion nuclear modification factor R AA from ALICE [9] and CMS [11] for most central and more peripheral collisions, while panels (a2) and (b2) depict the high-p T elliptic flow as extracted from ALICE [10] , CMS [12] , and ATLAS [13] . The model calculations are done to mimic a conformal AdS [25, 36] (upper panel) and a T c -dominated SLTc model [14] (lower panel) without energy-loss fluctuations, using bulk QGP flow fields at LHC energies from viscous η/s = 0.08 VISH2+1 [4] (solid), viscous η/s = 0.08 RL Hydro [6] (dashed-dotted), and the v ⊥ = 0.6 blast wave model [7] (dotted). Here, the same jet-medium coupling κ LHC is taken at the LHC as fixed at RHIC, see text.
[13], and CMS (squares) [12] in the right panels. Those measured data are compared to the results of the QCDrad (upper panels) and QCDel (lower panels) scenarios for the three different background fields of viscous (η/s = 0.08) VISH2+1 [4] (solid), viscous (η/s = 0.08) RL Hydro [6] (dashed-dotted), and the v ⊥ = 0.6 blast wave model [7] (dotted) without jetenergy loss fluctuations. The jet-medium coupling constant κ is lowered to ∼ (40 − 50)% as compared to RHIC energies to account for running-coupling effects [15] [16] [17] 21] explaining the "surprising transparency" [16] of the LHC QGP (see also Figure 10 . Azimuthal jet tomography at the LHC [9] [10] [11] [12] [13] . Panels (a) and (c) show the measured data for the pion nuclear modification factor R AA from ALICE [9] and CMS [11] for most central and more peripheral collisions, while panels (b) and (d) depict the high-p T elliptic flow as extracted from ALICE [10] , CMS [12] , and ATLAS [13] . The model calculations are done for the dE/dx = κE 0 τ 2 T 4 ζ q scenario, comparing a fluctuating energy loss (ζ +1 , dashed) to the nonfluctuating scenario (ζ −1 , solid) using bulk QGP flow fields at LHC energies from viscous η/s = 0.08 VISH2+1 [4] . In the upper panel, the same κ is taken as at RHIC, while in the lower panel, a reduced jet-medium coupling is assumed.
A reduction of the effective jet-medium coupling with √ s is natural [17, 18, 23] in perturbative QCD based jet-energy loss due to vacuum running of both radiative emission and elastic scattering couplings,
, as a function of the radiated gluon momentum fraction x, the gluon transverse momentum k ⊥ , and the medium momentum transfers Q. Lattice QCD [23] predicts that α effective (Q, T ) = α ef f (Q, T ) runs also with the temperature scale. Fig. 4 demonstrates that the QCDrad scenario with a dE/dx = κE 0 τ 1 T 3 ζ −1 reproduces both the nuclear modification factors for most central and more peripheral collisions, as well as the high-p T elliptic flow for either the viscous VISH2+1 or the RL Hydro background fields given the uncertainties of the bulk space-time evolution expressed, amongst others, by the initial conditions, the initial time τ 0 , the shear viscosity over entropy ratio η/s, and the the freeze-out time T f . Neglecting these uncertainties, as done in Fig. 7 below, the high-p T elliptic flow for VISH2+1 is not well described. Please note that we consider the uncertainties in the hydrodynamic prescriptions important and thus conclude that the QCDrad scenario without jet-energy loss fluctuations provides a description of the measured data. The v ⊥ = 0.6 blast wave model, however, again fails to describe the measured data. Moreover, the QCDrad prescription seems to be favored over the QCDel scenario as for the latter one the high-p T elliptic flow is by ∼ 2 reduced as compared to the QCDrad results. Fig. 5 shows the same comparison as Fig. 4 , however, depicting one case without jetenergy loss fluctuations (solid) and one scenario with fluctuations (q = 1, dashed). Clearly, the jet-energy loss fluctuations reduce the yield of the nuclear modification factors, both central and non-central, and the yield of the high-p T elliptic flow below p T ≤ 20 GeV, while it simultaneously slightly enhances the high-p T elliptic flow above p T > 20 GeV.
There is a certain ambiguity in the yield of both the nuclear modification factor and the high-p T elliptic flow that becomes obvious when comparing Fig. 5(a) to Fig. 6 . In Fig. 5(a) , we determine the reduction of the jet-medium coupling by assuming that the R AA (p T = 10 GeV) = 0.155, while we supposed in Fig. 6 that R AA (p T = 10 GeV) = 0.186. Both numbers are in line with the current error bars of the measured date from ALICE and CMS. This comparison demonstrates that a larger value for the nuclear modification factor implies a lower yield of the elliptic flow.
Neglecting the uncertainties given by the hydrodynamic expansions discussed above as we cannot easily assign them a theoretical error bar, Fig. 7 reveals that both the nonfluctuating and the fluctuating scenarios of QCDrad based on the VISH2+1 background fields account for the nuclear modification factors on χ 2 /d.o.f. < 1.5 level but fail to describe the high-p T elliptic flow data which is in line with the results of CUJET2.0 [21] . Please note that the discrepancies obtained in describing the high-p T elliptic flow certainly depend on the background flow considered, as shown in Fig. 4 where the RL Hydro scenario is much closer to the measured data.
In any case, there is a tendency that the high-p T elliptic flow is too small as compared to data. To overcome this "high-p T v 2 problem" of pQCD-based jet-energy loss prescriptions, Ref. [21] suggested that in addition to the vacuum running of the perturbative QCD coupling α s (Q), there could well be a running w.r.t. the temperature α eff (Q, T ) [23] which could cause modest (10 − 15%) variations of the path-averaged coupling in non-central collisions with a coupling constant enhanced out-of-plane. To simulate this effect, we include an azimuthal dependence of the jet-medium coupling by κ(φ) = κ · (1 + | sin(φ)| · X), where X is a value in percentage. Fig. 8 proves that a small azimuthal variation of 10 − 15% of the jet-medium coupling κ is already sufficient to account for the high-p T v 2 problem at LHC energies while simultaneously describing the nuclear modification factor in-and out-of-plane at RHIC energies as well as the nuclear modification factors at LHC energies, in line with Ref. [21] . However, Figure 11 . Sketch of an exponential temperature-dependent jet-medium coupling κ(T ), in units of 1/( c) (1+z) , as given by Eq. (3.1) assuming that the coupling is zero below a temperature T 1 , peaks at T 1 with a value of κ 1 , and falls off to a value of 1/e at a temperature T e . Fig. 8 also demonstrates the impact of the bulk QGP background fields. While the results for VISH2+1 [3, 5] and the RL Hydro [6] are very similar at RHIC energies, the RL Hydro background leads to nuclear modification factors that only touch the lower bounds of the measured error bars. Please note that we here assume R AA (p T = 10 GeV) = 0.155 and jet-energy loss fluctuations. Thus, a combined jet-energy loss and bulk QGP background evolution has a much larger discriminating power than the two separate prescriptions.
In contrast to the consistent prescription of both RHIC and LHC data for the QCDrad scenario considering either no jet-energy loss fluctuations (see Fig. 4 ) or jet-energy loss fluctuations with an additional moderate azimuthal dependence of the jet-medium coupling, conformal AdS-inspired models [25, 26] based on a dE/dx ≡ κx 2 T 4 and the SLTc model with an enhanced jet-medium coupling around T c ∼ 170 GeV fail the extrapolation to LHC energies for the same backgrounds considered, as shown in Fig. 9 .
The reason is that the same jet-medium coupling κ is assumed for RHIC and LHC in both cases, however for two different reasons: In AdS/CFT, κ ∝ √ λ, where λ = 4πα s N c is the 'tHooft coupling that must be λ 1 to ensure applicability of classical gravity holography. For conformal AdS/CFT symmetry, λ cannot run. In that case, as shown in Fig. 9(a) , the AdS prescription over-quenches at the LHC (which is the well-known "surprising transparency" [16] ) and leads to a simultaneous enhancement of the high-p T elliptic flow. This over-quenching behaviour was shown even for λ as low as 1 (in static backgrounds) and quadratic curvature corrections [35] for AdS falling string models [36] . Thus, jet-energy loss prescriptions based on conformal AdS/CFT are ruled out by the rapid rise of the nuclear modification factor at LHC energies.
The SLTc model [14] , on the other hand, assumes the dominance of jet-energy loss in regions of the QGP with T ∼ T c ≈ 170 MeV, associating the QCD conformal anomaly near T c with a color magnetic monopole condensation. Scattering of color electric charged jets by color magnetic monopoles could lead to an enhancement of the jet-energy loss in the QCD crossover transition regions that have a higher spatial elliptic eccentricity than the average. Following a suggestion of Ref. [14] , we simulate this effect by a simple step function of the local jet-medium coupling with κ c = κ c (113 < T < 173 MeV) = 3κ Q and κ Q = κ Q (T ≥ 173 MeV). Assuming κ c /κ Q = 3 and a transverse expanding medium, we also observe an over-quenching of the nuclear modification factors as shown in Fig. 9(b) . Please note that a generalization of this model with an additional collision energy √ s-dependence weakening the jet-medium coupling at higher √ s, and thus considering the running-coupling effect [15] [16] [17] 21 ] with a κ(T, √ s), will certainly provide an adequate prescription for the R AA . To account for the high-p T elliptic flow data as well, an additional azimuthal dependence of the jet-medium coupling, as discussed in Fig. 8 , might be necessary.
Even though present jet-energy loss models based on AdS/CFT do not consider fluctuations in the energy loss, we also examine the impact of such additional jet-energy loss fluctuations for the AdS scenario in Fig. 10(a) and (b) . Again (cf. Fig. 5 ), additional jet-energy loss fluctuations cause a stronger jet quenching and a flattening of the high-p T elliptic flow.
However, broadening the applicability of holographic models to heavy-ion collisions by allowing for non-conformal AdS/CFT prescriptions that enable a running-coupling effect with a reduced jet-medium coupling at LHC energies outweigh the over-quenching and result in a simultaneous prescription of the nuclear modification factors at different centralities as well as the high-p T elliptic flow with and without additional jet-energy loss fluctuations as shown in Fig. 10(c) and (d) . Certainly, such an ansatz requires further generalization of the present holographic jet-quenching models to include possibly more general string initial conditions and non-conformal geometric deformations [37, 38] .
Despite the result of Fig. 9 showing that the original SLTc model with a jet-medium coupling which is non-negligible for large temperatures and enhanced in a transition area κ c (113 < T < 173 MeV) is ruled out by the measured data at the LHC, the fact reported by CUJET2.0 [21] and shown in Fig. 8 that a moderate azimuthal dependence of the jetmedium coupling κ with a coupling enhanced out-of-plane can result in a simultaneous prescription of the nuclear modification factor and the high-p T elliptic flow at RHIC and LHC supports a jet-medium coupling enhanced for lower temperatures. The reason is that a jet traversing out-of-plane will propagate longer through a comparably cooler medium.
As the original SLTc model does not reproduce the opacity of the LHC medium appropriately, we consider below an exponentially falling ansatz for the jet-medium coupling,
Here, the coupling is assumed to be zero below a certain temperature T 1 , representing the freeze-out, where the coupling peaks at a value of κ 1 and falls off for larger temperatures to a value of 1/e at a temperature T e , see Fig. 11 .
Figs. 12 and 13 depict the results for the nuclear modification factor and the high-p T elliptic flow both at RHIC and at LHC energies with and without additional jet-energy loss fluctuations, considering the bulk QGP flow fields from VISH2+1 [4] for either a pQCDbased jet-energy loss scenario, Fig. 12 , or an AdS-inspired prescription with a squared path-length dependence, Fig. 13 .
Please note that in contrast to previous figures there is only one fixing point considered here, R AA (p T = 7.5 GeV, RHIC) = 0.2. Applying the exponentially falling jet-medium coupling κ(T ), a reduction of the effective jet-medium coupling at the LHC is intrinsic as an LHC-jet propagates longer through a high-temperature region with a smaller coupling. An additional reduction of the jet-medium coupling is not needed. Of course, the SLTc model also shows such an intrinsic weakening of the jet-medium coupling at the LHC. However, as proven in Fig. 9 , this intrinsic reduction is not sufficient to account for the transparency at LHC energies [15] [16] [17] 21] . Surprisingly enough, the results shown in Figs. 12 and 13 with a T 1 = 160 MeV for all scenarios point to having a comparatively low value for T e , see Table 1 , indicating that the high-temperature medium is basically transparent [15] [16] [17] 21] .
Comparing Figs. 12 and 13, both the pQCD-based and the AdS-inspired models describe the measured data within the present error bars. This reinforces our conclusion that the path-length exponent cannot yet be constrained to a range narrower than z = [0 − 2]. Please note that z = 0 seems to be disfavored as shown by the QCDel results but cannot definitely be excluded.
Please also note that the exponential falling κ(T ) as given by Eq. (3.1) is one possible ansatz for a jet-medium coupling describing the transparency of the LHC medium (via the R AA (p T )) and the high-p T elliptic flow appropriately. However, other ansaetze might work as well.
Finally we note that at both RHIC and LHC energies, the magnitude of the nuclear modification factors in the intermediate ("IM") 2 < p T < 7 GeV kinematic region is under-predicted by all jet-quenching models considered here. This "IM" region interpolates between the perfect fluid low-p T < 2 GeV infrared ("IR") range and the high-p T > 7 GeV ultraviolet ("UV") perturbative QCD jet-quenching range. A proper theory of jet quenching in the non-equilibrium QGP "IM" range remains a formidable challenge.
Conclusions
We compare recent data on the nuclear modification factor and the high-p T elliptic flow measured at RHIC [8] and LHC energies [9] [10] [11] [12] [13] to a broad class of jet-energy independent energy-loss models (see Table 2 ) with dE/dx = κ(T )E a=0 x z T c ζ q , labelled by (z, c, q), including jet-energy loss fluctuations for q > −1. In particular, we study (a) a linear, radiative pQCD-like jet-energy loss with running coupling [15, 17, 21] , (b) a linear, elastic pQCD-like jet-energy loss with running coupling [16] , (c) an AdS/CFT-inspired, quadratic jet-energy loss, (d) a T c -dominated energy-loss model (SLTc) [14] , (e) an energy-loss prescription based on a moderate azimuthal dependence of the jet-medium coupling [21] , and (f) an energy-loss scenario with a temperature-dependent jet-medium coupling κ(T ) drop-ping exponentially for large temperatures. All those models are combined with several recent transverse and Bjorken expanding, collective flow backgrounds [3] [4] [5] [6] [7] .
We find (see Table 3 ) that (1) running coupling energy-loss models with (0, 1, 3) motivated by perturbative QCD appear to be favored, (2) conformal AdS/CFT-inspired jetenergy loss scenarios are ruled out by the reduction of coupling required to fit LHC data, and (3) a realistic [(2 + 1)d] QGP flow background is essential to account for the dependence of the data on transverse momentum p T , azimuth φ, impact parameter b, and collision energy √ s.
We further explore different possible deformations of the models that could reduce the discrepancies with the combined RHIC and LHC data. The simplest solution utilizes either (viscous) VISH2+1 [3, 4] or RL [6] hydrodynamic fields and corresponds to a radiative pQCD-like energy loss with dE/dx = κx 1 T 3 ζ −1 , (1, 3, −1), with ζ −1 = 1 neglecting jetenergy loss fluctuations. While this fits, it is theoretically not compelling. A second solution includes those energy-loss fluctuations (q = 0, 1) for (1, 3, q) pQCD-like modelling, but allows for ∼ 10−15 % variation of the jet-medium coupling along different paths relative to the reaction plane. The exact value of the variation depends on the QGP flow fields used [3, 4, 6] . This class of solutions is similar to the one recently proposed by the more detailed CUJET2.0 model [21] . It remains to be seen whether the combined temperature and scale running of jet-medium coupling α eff (Q, T ) [21, 23] can be more rigorously justified.
A third class of (1, 3, q) solutions assumes a more radical temperature-dependent jetmedium coupling κ(T ) with not only an enhancement of the coupling near T c , in the spirit of the SLTc scenario, but requiring an exponential suppression of κ(T ) at high temperatures that is rather puzzling from both a pQCD and an AdS points of view. A fourth class of solutions also assumes a temperature-dependent jet-medium coupling κ(T ) with an enhancement of the coupling near T c as given by the SLTc scenario, but requiring an additional reduction of the magnitude of κ(T ) at the LHC.
Finally, a fifth class of AdS-inspired solutions with a quadratic jet-path length dependence dE/dx = κ(T )x 2 T 4 ζ q premises a strong non-conformal reduction of jet-medium coupling by a factor of two at LHC energies. Thus far, no holographic model has predicted such strong conformal breaking effects. Please see Table 2 for a summary of the relative success and failure of the different models surveyed in Table 3 .
Given the current landscape of jet-medium modelling in Table 3 and the uncertainties in justifying deformations of current models required to fit the data, especially the LHC high-p T elliptic moment v 2 (p T ), we cannot constrain the path-length exponent z of the jet-energy loss to a range narrower than z = [0 − 2]. Table 2 . Parameters of the jet-energy loss models and bulk-temperature fields considered in the present survey. The columns show the model identifier name, whether jet-energy loss fluctuations are considered, the path-length exponent z, the temperature exponent c, and the energy-loss fluctuation parameter q as well as the bulk-temperature T ( x, t) field assumed. The effective jet-medium coupling at RHIC obtained by a single fit to central R AA (p T = 7.5 GeV) data are listed in column 6. Column 7 shows the values of the LHC jet-medium coupling used in the figures listed in column 8. See text for details. Table 3 . Relative matrix of success and failure of the jet+bulk models surveyed in Table 2 based on comparisons of the results to RHIC and LHC data for R AA (p T , φ, b, √ s) and high-p T v 2 (p T , φ, b, √ s).
The last column shows a score given by Score = number of checks -number of no's. A "(check)" indicates an inconclusive judgement of success and is given a zero weight. Model 18 has highest score 6, while the models 1, 3, 16, 20, and 22 are tied at score 5. See text for discussion. Figure 4 (b1) and (b2) of the original publication. Panel (a) shows data for the pion nuclear modification factor R AA from ALICE [9] and CMS [11] , while panel (b) depicts the high-p T elliptic flow as extracted from ALICE [10] , CMS [12] , and ATLAS [13] . The model calculations assume elastic energy loss, dE/dx = κT 2 , with no energy-loss fluctuations using different bulk hydro temperature flow fields at LHC energies: viscous η/s = 0.08 VISH2+1 [4] (solid), viscous η/s = 0.08 RL Hydro [6] (dashed-dotted), and the v ⊥ = 0.6 blast wave model [7] (dotted). Figure 9 (b1) and (b2) of the original publication. The pion nuclear modification factor [9, 11] and the high-p T elliptic flow [10, 12, 13 ] are compared to the SLTc energy loss model, dE/dx = κ(T )xT 3 , with enhanced coupling near T c [14] , no energy-loss fluctuations, and different bulk QGP flow fields at LHC energies [4, 6, 7] .
