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In this paper we consider a class of problems which are generalized versions of the
three-dimensional superradiance integral equation. A commuting differential operator will
be found for this generalized problem. For the three-dimensional superradiance problem
an alternative set of complete eigenfunctions will also be provided. The kernel for the
superradiance problem when restricted to one-dimension is the same as appeared in the
works of Slepian, Landau and Pollak (cf. Slepian and Pollak (1961) [1], Landau and Pollak
(1961, 1962) [2,3], Slepian (1964, 1978) [4,5]). The uniqueness of the differential operator
commuting with that kernel is indicated.
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1. Introduction
In 1954, R.H. Dicke [7] introduced the concept of superradiance as a collective radiation phenomena. A gas which is
radiating strongly because of coherence is called superradiant. Superradiance and subradiance occur when radiation emitters
are closer together than the radiation wavelength λ. Atomic radiators can be treated as classical oscillating dipoles, which
means that the emission from each dipole interferes with the others in a way that depends on the initial phases of the
dipoles. In particular, when two dipoles are much closer together than λ, their initial phases can be set such that the net
radiation either vanishes (subradiance) or is unusually more than the radiated power of a single dipole (superradiance).
Recent quantum optical computations and experiments study the problem in which a single photon is stored in a gas and
then retrieved at a later time (see [8,9]). In [10] the correlated spontaneous emission from N atoms in free-space is studied.
In very recent works of Anatoly Svidzinsky et al. [15,16] the problem of single photon spontaneous emission is discussed
in details. The paper clariﬁes many issues of recent interests namely the effect of virtual processes and situations when the
quantum N atom problem is analogous to the radiation of a system of N harmonic oscillators. The mathematical motivation
of our work is to ﬁnd a complete set of eigenfunctions of the superradiance integral equation omitting the contribution
of virtual photons. Three-dimensional superradiance problem reduces to ﬁnding a complete set of eigenfunctions of the
integral equation
αψ(x) =
∫
B(0,1)
sin(c|x− y|)
c|x− y| ψ(y)dy, (1.1)
where B(0,1) denotes the unit ball in R3, and x ∈ B(0,1). Of all the strategies one can dream of to solve this problem, none
sounds so appealing as that of ﬁnding a second order differential operator with simple spectrum which will commute with
the given integral operator and thus will have same eigenfunctions as the integral operator. The idea here is to look for a
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operator.
In Section 2, we will generalize this problem in such a way that the kernel of the integral equation takes the same form
as that of (1.1) in three-dimension (up to some constant multiple). We will show a differential operator that commutes with
the generalized integral operator. Restricting the differential operator in three-dimension we get the operator commuting
with the integral operator in (1.1). In Section 3, we will discuss some other properties of the related differential operator in
three dimension.
2. Generalization to dimensions 2
Let x and y be two vectors in Rn with ‖x‖ = r and ‖y‖ = r′ . Suppose that the angle between two vectors is φ, i.e.,
x · y = ‖x‖‖y‖ cosφ. We deﬁne  =√r2 + r′2 − 2rr′ cosφ. Suppose that Jν is the Bessel function of order ν . In the course
of discussion we will state some of the well-known results for Bessel functions [12]. Gegenbauer polynomial C (α)n (x) will
also be an useful tool for our discussion, can be deﬁned as the coeﬃcients of tn in the expansion of (1− 2xt + t2)−α , i.e.,
1
(1− 2xt + t2)α =
∞∑
n=0
C (α)n (x)t
n.
Theorem 1. (See [12].)
Cνm(cosφ) =
 12m∑
k=0
(−1)k2m−2kΓ (ν +m − k) cosm−2k φ
(m − 2k)!k!Γ (ν) .
Theorem 2. (See [12].) Suppose Z , z ∈ C with |Z | = r and |z| = r′ . Suppose that the angle between two vectors is φ and  =√
r2 + r′2 − 2rr′ cosφ . Then
J0() =
∞∑
m=−∞
Jm(r) Jm
(
r′
)
eimφ,
and
Jν()
ν
= 2νΓ (ν)
∞∑
m=0
(ν +m) Jν+m(Z)
Zν
Jν+m(z)
zν
Cνm(cosφ). (2.1)
This is valid for all values of ν with the exception of 0,−1,−2, . . . .
By choosing ν = 12 and observing Cνm(cosφ) = Pm(cosφ), the following corollary is immediate.
Corollary 3.
sin

= π
∞∑
m=0
(
m + 1
2
) Jm+ 12 (Z)√
Z
Jm+ 12 (z)√
z
Pm(cosφ),
where Pm(x) is the Legendre polynomial of m-th order.
Zonal spherical harmonics. In the mathematical study of rotational symmetry, the zonal spherical harmonics are special
spherical harmonics that are invariant under the rotation through a particular ﬁxed axis. The zonal harmonics appear as
coeﬃcients of the Poisson kernel for the unit ball in Rn . For ξ and η unit vectors, we have
1
ωn−1
1− r2
|ξ − rη|n =
∞∑
k=0
rk Z (k)ξ (η),
where ωn−1 is the surface area of (n − 1)-dimensional sphere. Write Cn = π
n
2
Γ ( n2+1) . We then have ωn−1 = nCnR
n−1 =
2 π
n/2
Γ (n/2) R
n−1, where R is the radius of the hypersphere. For x and y in Rn zonal spherical harmonics are related to Gegen-
bauer polynomials as
Z (l)x (y) = cn,lCαl (x · y), (2.2)
where α = (n−2)2 , and cn,k = 1ωn−1 2k+n−2(n−2) . Zonal spherical harmonics satisﬁes a remarkable property which will be used in
our later work.
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(l)
x (y) of
degree l zonal harmonic corresponding to unit vector x decomposes as
Z (l)x (y) =
dim(Hl)∑
k=1
Skl (x)S
k
l
∗
(y).
We rewrite (2.1) as follows
Jν()
ν
= 2
3ν
π2ν
Γ (ν)
∞∑
m=0
(ν +m)
(
π
2Z
)ν
Jν+m(Z)
(
π
2z
)ν
Jν+m(z)Cνm(cosφ)
= 2
3ν+1
πν−1
∞∑
m=0
cn,k
(
π
2Z
)ν
Jν+m(Z)
(
π
2z
)ν
Jν+m(z)Cνm(cosφ),
where cn,k is deﬁned in (2.2), and ν = (n−2)2 . Writing m(ν, r) = ( π2r )ν Jν+m(r) we obtain
Jν()
ν
= 2
3ν+1
πν−1
∞∑
m=0
cn,km(ν, Z)m(ν, z)C
ν
m(cosφ).
Theorem 5. Suppose that x= (r, ξ) and y= (r′, η) are in R2 where ξ and η are angular parts of x and y respectively and ν = (n−2)2 .
Then ∫
S1
J0
(
c|x− y|)eikη dη = 2π Jk(cr) Jk(cr′)eikξ ,
and ∫
Sn−1
Jν(c|x− y|)
(c|x− y|)ν S
s
k(η)dη =
23ν+1
πν−1
n(ν, cr)n
(
ν, cr′
)
Ssk(ξ).
Proof. Applying Theorem 2 we obtain
∫
S1
J0
(
c|x− y|)eikη dη =
∞∑
t=−∞
Jt(cr) Jt
(
cr′
)
eitξ
2π∫
η=0
eiη(k−t) dη = 2π
∞∑
t=−∞
Jt(cr) Jt
(
cr′
)
eitξ δkt
= 2π Jk(cr) Jk
(
cr′
)
eikξ .
This proves the ﬁrst part of Theorem 5.
We have
ct,mC
ν
t (cosφ) =
dim(Ht )∑
m=1
Smt (ξ)S
m
t
∗
(η).
Applying Theorem 2 we obtain
∫
Sn−1
Jν(c|x− y|)
(c|x− y|)ν S
s
k(η)dη =
23ν+1
πν−1
∞∑
t=0
ct,mt(ν, cr)t
(
ν, cr′
) ∫
Sn−1
Cνt (cosφ)S
s
k(η)dη
= 2
3ν+1
πν−1
∞∑
t=0
dim(Ht )∑
m=1
t(ν, cr)t
(
ν, cr′
)
Smt (ξ)
∫
Sn−1
Smt
∗
(η)Ssk(η)dη
= 2
3ν+1
πν−1
∞∑
t=0
dim(Ht )∑
m=1
t(ν, cr)t
(
ν, cr′
)
Smt (ξ)δtkδms
= 2
3ν+1
πν−1
k(ν, cr)k
(
ν, cr′
)
Ssk(ξ).
This completes the proof of Theorem 5. 
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Let D denotes the unit disk in 2-dimension centered at the origin. We will solve for x,y ∈ D the eigenvalue problem
αψ(x) =
∫
D
J0
(
c|x− y|)ψ(y)dy. (2.3)
Throughout the paper, we write x= (r, ξ), y= (r′, η) for x, y ∈ Rn , and let
ψ(y) = ψ(r′, η)=
∞∑
N=−∞
RN
(
r′
)
eiNη,
where RN (r′) are to be determined. We then have
α
∞∑
N=−∞
RN(r)e
iNξ =
∞∑
N=−∞
∫
D
J0(c|x− y|)RN
(
r′
)
eiNη dη =
∞∑
N=−∞
1∫
0
r′ dr′
∫
S1
J0(c|x− y|)RN
(
r′
)
eiNη dη
= 2π
∞∑
N=−∞
1∫
0
r′ dr′RN
(
r′
)
J N(cr) J N
(
cr′
)
eiNξ .
We will determine RN (r) such that
αN RN(r) = 2π
1∫
0
r′RN
(
r′
)
J N(cr) J N
(
cr′
)
dr′,
i.e.,
α′N RN(r) =
1∫
0
J N(cr) J N
(
cr′
)
RN
(
r′
)
r′ dr′
where α′N = αN2π . Let φN (r) = r
1
2 RN (r). We then have
γ ′NφN(r) =
1∫
0
J N(cr) J N
(
cr′
)
c
√
rr′φN
(
r′
)
dr′, (2.4)
where γ ′N = cα′N . So the eigenfunctions and eigenvalues of (2.3) are given by ψ(x) = ψN,k(r, ξ) = RN (r)eiNξ , and αN = 2πγ
′
N
c
respectively, where N,k = 0,1,2, . . . .
2.2. Dimension n 3
Suppose that n = p + 2 where p = 1,2,3 . . . . Let B(0,1) denotes the unit ball in Rn . As ν = (n−2)2 , ν = p2 . We will solve
the following eigenvalue problem
αψ(x) =
∫
B(0,1)
Jν(c|x− y|)
(c|x− y|)ν ψ(y)dy, (2.5)
x ∈ B(0,1). It is known [13] that dim(HN ) = h(N, p) = (2N + p) (N+p−1)!p!N! , N = 0,1,2, . . . . Let SlN (ξ), l = 1,2, . . . ,h(N, p), be
a complete set of orthonormal surface harmonics of degree N . We write
ψ(y) = ψ(r′, η)=
∞∑
N=0
h(N,p)∑
l=1
RNl
(
r′
)
SlN(η), (2.6)
where RNl(r′) are to be determined. By using Theorem 5, we have
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∞∑
N=0
h(N,p)∑
l=1
RNl(r)S
l
N(ξ) =
∞∑
N=0
h(N,p)∑
l=1
∫
B(0,1)
Jν(c|x− y|)
(c|x− y|)ν RNl
(
r′
)
SlN(η)dy
=
∞∑
N=0
h(N,p)∑
l=1
1∫
0
r′p+1 dr′ 2
3ν+1
πν−1
N(ν, cr)N
(
ν, cr′
)
RNl
(
r′
)
SlN(ξ).
So, it is suﬃcient to solve
αNlRNl(r) =
1∫
0
r′p+1 dr′ 2
3ν+1
πν−1
N(ν, cr)N
(
ν, cr′
)
RNl
(
r′
)
SlN(ξ)
from which it is seen that RNl(r) and αNl are independent of l. The last equation can be written as
α′NlRNl(r) =
1∫
0
N(ν, cr)N
(
ν, cr′
)
RNl
(
r′
)
r′p+1 dr′
where α′Nl = αNlπ
ν−1
23ν+1 . Equivalently,
α′NlRNl(r) =
1∫
0
(
π
2cr
)ν(
π
2cr′
)ν
J N+ν(cr) J N+ν
(
cr′
)
RNl
(
r′
)
r′p+1 dr′,
β ′NlRNl(r) =
1∫
0
(
rr′
)−ν
J N+ν(cr) J N+ν
(
cr′
)
RNl
(
r′
)
r′p+1 dr′, (2.7)
where β ′Nl = α′Nl (2c)
2ν
π2ν
. Put φNl(r) = r p+12 RNl(r). As ν = p2 ,
γ ′NlφNl(r) =
1∫
0
J N+ν(cr) J N+ν
(
cr′
)
c
√
rr′φNl
(
r′
)
dr′, (2.8)
where γ ′Nl = cβ ′Nl . So the eigenfunctions and eigenvalues of (2.5) are ψ(x) = ψN,l,k(r, ξ) = RNk(r)SlN (ξ), and αNk =
(2π)ν+1γ ′Nk
c2ν+1
respectively, where N,k = 0,1,2, . . . , l = 1,2, . . . ,h(N, p), and γ ′Nk , RNk(r) can be obtained from (2.8).
Combination of results for n = 2 and n  3: Observe that (2.8) takes the form of (2.4) when ν = 0. But ν = 0 also corre-
sponds to n = 2. Therefore from now on we will consider Eq. (2.8) for ν = 0, 12 ,1, 32 ,2, . . . which corresponds to dimensions
n = 2,3,4,5, . . . , respectively.
2.3. Commuting differential operator
Denote the kernel of (2.8) by Ker(r, r′) = c JN+ν(cr) J N+ν(cr′)
√
rr′ , and denote KN (x) = √x JN (x). It is easy to check the
following identities:
Ker
(
r, r′
)= KN+ν(cr)KN+ν(cr′), (2.9)
d2
dr2
(
KN(cr)
)= −
(
c2 +
1
4 − N2
r2
)
KN(cr), (2.10)
2rc
K ′N(cr)
KN(cr)
= 1+ 2rc J
′
N(cr)
J N(cr)
.
Theorem 6. Suppose that Lx ≡ ddx (p(x) ddx ) + q(x) is a differential operator with p(1) = 0 and K is an integral operator such that
K g =
1∫
Ker(x, y)g(y)dy0
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Ker(x, y) = Ker(y, x) and Ker(0, y) = Ker(x,0) = 0. Let L, K be operators deﬁned on Λ. Then L and K commute to each other if
and only if
Lx Ker(x, y) = L y Ker(x, y).
Proof. We have Lx[K g] = Lx
∫ 1
0 Ker(x, y)g(y)dy =
∫ 1
0 g(y){Lx Ker(x, y)}dy. By using Ker(x,0) = 0, p(1) = 0 we have
K [Lxg] =
1∫
0
Ker(x, y)
{
L y g(y)
}
dy =
1∫
0
Ker(x, y)
[
∂
∂ y
(
p(y)
∂
∂ y
)
+ q(y)
]
g(y)dy
=
1∫
0
Ker(x, y)
∂
∂ y
(
p(y)
∂ g
∂ y
)
dy +
1∫
0
Ker(x, y)q(y)g(y)dy
=
[
Ker(x, y)p(y)
∂ g
∂ y
]y=1
y=0
−
1∫
0
∂ Ker(x, y)
∂ y
p(y)
dg
dy
dy +
1∫
0
Ker(x, y)q(y)g(y)dy
= −
1∫
0
[
∂ Ker(x, y)
∂ y
p(y)
]
dg
dy
dy +
1∫
0
Ker(x, y)q(y)g(y)dy
= −
[
∂ Ker(x, y)
∂ y
p(y)g(y)
]y=1
y=0
+
1∫
0
∂
∂ y
(
p(y)
∂ Ker(x, y)
∂ y
g(y)
)
dy +
1∫
0
Ker(x, y)q(y)g(y)
=
1∫
0
[
∂
∂ y
(
p(y)
∂ Ker(x, y)
∂ y
)
+ q(y)Ker(x, y)
]
g(y)dy.
This implies that K [Lxg] =
∫ 1
0 g(y){L y Ker(x, y)}dy. We thus have
LxK g − K Lxg =
1∫
0
g(y)
[
Lx Ker(x, y) − L y Ker(x, y)
]
dy
for all g ∈ Λ, which proves the theorem. 
Now we shall determine a self-adjoint differential operator Mr such that Mr Ker(r, r′) = M ′r Ker(r, r′). Let Mr =
d
dr (p(r)
d
dr ) + q(r). By using (2.10), we have
Mr Ker
(
r, r′
)= p′(r) d
dr
(
KN+ν(cr)
)
KN+ν
(
cr′
)+ p(r) d2
dr2
(
KN+ν(cr)
)
KN+ν
(
cr′
)+ q(r)KN+ν(cr)KN+ν(cr′)
= p′(r) d
dr
(
KN+ν(cr)
)
KN+ν
(
cr′
)+
(
−p(r)
(
c2 +
1
4 − (N + ν)2
r2
)
+ q(r)
)
KN+ν(cr)KN+ν
(
cr′
)
.
Suppose that q(r) = q1(r) + q2(r). Choosing p(r) = 1 − r2, q1(r) = −p′(r)
d
dr ( J N+ν (cr))
J N+ν (cr) = −cp′(r)
J ′N+ν (cr)
J N+ν (cr) , and q2(r) =
(
1
4−(N+ν)2
r2
− c2r2), we obtain Mr Ker(r, r′) = Mr′ Ker(r, r′). It follows that φ(r) fulﬁlling the equation
d
dr
((
1− r2)dφ(r)
dr
)
+
( 1
4 − (N + ν)2
r2
− c2r2
)
φ(r) + 2rc J
′
N+ν(cr)
J N+ν(cr)
φ(r) = −χφ(r) (2.11)
with φ(0) = 0, is a solution of (2.8). Solution of (2.11) gives φNl(r) and then we can ﬁnd RNl(r) and hence we can ﬁnd ψ
of (2.6). The problem (2.5) is solved.
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If n = 3, then p = 1, and ν = 12 . We then have
J 1
2
(c|x−y|)
√
c|x−y| =
√
2
π j0(c|x− y|), where jN(cr) =
√
π
2cr J N+ 12 (cr). Therefore
J 1
2
(c|x− y|)
√
c|x− y| =
√
2
π
sin(c|x− y|)
c|x− y| .
This is the kernel required for the study of three-dimensional superradiance problem, and the corresponding differential
equation is
d
dr
((
1− r2)dφ(r)
dr
)
+
( 1
4 − (N + 12 )2
r2
− c2r2
)
φ(r) + 2rc
J ′
N+ 12
(cr)
J N+ 12 (cr)
φ(r) = −χφ(r), (2.12)
with φ(0) = 0.
2.5. Comparison with other works
Three-dimensional superradiance problem is as follows
αψ(x) =
∫
B(0,1)
sin(c|x− y|)
c|x− y| ψ(y)dy, (2.13)
x ∈ B(0,1). As mentioned in [10,11] a solution of Eq. (2.13) is given by ψ(x) = jn(cr)Ynm(ξ). That is φ(r) = r jn(cr) is a
solution of
βNlφNl(r) =
1∫
0
J N+ 12
(
cr′
)
J N+ 12 (cr)c
√
rr′φNl
(
r′
)
dr′. (2.14)
But φ(r) = r jn(cr) = 1c
√
π
2 KN+ 12 (cr). Plugging this to the LHS of (2.12) we have
d
dr
((
1− r2)dφ(r)
dr
)
+
( 1
4 − (N + 12 )2
r2
− c2r2
)
φ(r) + 2rc
J ′
N+ 12
(cr)
J N+ 12 (cr)
φ(r)
= (−c2 − N2 − N − 1)1
c
√
π
2
KN+ 12 (cr) =
(−c2 − N2 − N − 1)φ(r).
This shows that φ(r) = r jn(cr) satisﬁes (2.12) with χ = c2 + N2 + N + 1.
2.6. Alternative set of complete eigenfunctions for (2.14)
Theorem 7. r jN (cAkr) is a complete orthogonal basis of eigenfunctions of (2.14) in L2(0,1), where Ak are the roots of the equation
Ak = ν jN (cAk)jN−1(cAk) where ν =
N+ 12−γ
c , γ > −(N + 12 ).
Proof. By using the relation
∫
r2 jn(ar) jn(r)dr = r21−a2 [ajn(x) jn−1(ax) − jn−1(x) jn(ax)] it is easy to prove the orthogonal-
ity of r jN (cAkr). We will show that r jN (cAkr) are actually complete in L2(0,1). Observe that r jN(cr) =
√
π
2cr r J N+ 12 (cr) =
λ
√
r J N+ 12 (cr), where λ =
√
π
2c . Differentiating with respect to r,
jN(cr) + cr j′N(cr) = λ
[
1
2
√
r
JN+ 12 (cr) + c
√
r J ′
N+ 12
(cr)
]
.
As rc jN(cr) = cλ√r J N+ 12 (cr),
1
2cr
+ j
′
N(cr)
jN(cr)
=
J ′
N+ 12
(cr)
J 1 (cr)
.N+ 2
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j′N (cr)
jN (cr)
= jN−1(cr)jN (cr) − N+1cr . Hence
jN−1(cr)
jN (cr)
− ( 12 + N) 1cr =
J ′
N+ 12
(cr)
J
N+ 12
(cr) .
Write x = cr. We then have jN−1(x)jN (x) − ( 12 + N) 1x =
J ′
N+ 12
(x)
J
N+ 12
(x) . Suppose that Bk ∈ R such that it satisﬁes
γ J N+ 12 (x) + x J
′
N+ 12
(x) = 0, (2.15)
where γ > −(N + 12 ). Then we have
J ′
N+ 12
(Bk)
J
N+ 12
(Bk)
= − γBk and
jN−1(Ak)
jN (Bk)
− (N + 12 ) 1Bk = −
γ
Bk
. Equivalently, jN−1(Bk)jN (Bk) =
N+ 12−γ
Bk
,
Bk = (N + 12 − γ ) jN (Bk)jN−1(Bk) . For Ak =
Bk
c , we obtain Ak =
N+ 12−γ
c
jN (cAk)
jN−1(cAk) , that is,
Ak = ν jN(cAk)jN−1(cAk) , (2.16)
where ν = N+ 12−γc . Combining (2.15) an (2.16) and the fact that J N+ 12 (cAkr) is an orthogonal basis for L
2
w(0,1) with
w(r) = r, we can assert that r jN(cAkr) is an orthogonal basis of L2(0,1). 
3. Uniqueness of operator for one-dimensional problem
We will prove the uniqueness of differential operator for one-dimensional superradiance problem [1–5]. We have
Ker(x, y) = sin c(x− y)
c(x− y) .
We shall determine a self-adjoint differential operator Mx such that Mx Ker(x, y) = My Ker(x, y). Let, Mx = ddx (p(x) ddx )+q(x)
with p(1) = p(−1) = 0. We have
Mx Ker(x, y) = 1
c
(
cos c(x− y)
(x− y)2
[−2cp(x) + cp′(x)(x− y)]
)
+ 1
c
(
sin c(x− y)
(x− y)3
[−c2p(x)(x− y)2 + 2p(x) − p′(x)(x− y) + q(x)(x− y)2]
)
.
If Mx
sin c(x−y)
c(x−y) = My sin c(x−y)c(x−y) , then [−2cp(x)+cp
′(x)(x−y)]
(x−y)2 = [−2cp(y)+cp
′(y)(y−x)]
(x−y)2 . It follows that
−2cp(x) + cp′(x)(x− y) = −2cp(y) + cp′(y)(y − x), (3.1)
and
[−c2p(x)(x− y)2 + 2p(x) − p′(x)(x− y) + q(x)(x− y)2]
(x− y)3
= [−c
2p(y)(x− y)2 + 2p(y) − p′(y)(y − x) + q(y)(x− y)2]
(x− y)3 . (3.2)
Hence
−c2p(x)(x− y)2 + 2p(x) − p′(x)(x− y) + q(x)(x− y)2
= −c2p(y)(x− y)2 + 2p(y) − p′(y)(y − x) + q(y)(x− y)2. (3.3)
Combining (3.1) and (3.3) we obtain −c2p(x)+q(x) = −c2p(y)+q(y). This means that −c2p(x)+q(x) = −c2p(y)+q(y) = λ,
where λ is a constant. Thus,
q(x) = c2p(x) + λ. (3.4)
Since (3.1),
p′(x) + p′(y) = 2
(
p(x) − p(y)
x− y
)
. (3.5)
Differentiating (3.5) with respect to x,
p′′(x) = 2
(
p′(x)(x− y) − (p(x) − p(y))
2
)
, (3.6)(x− y)
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p′′(y) = 2
(−p′(y)(x− y) + (p(x) − p(y))
(x− y)2
)
. (3.7)
Subtracting (3.7) from (3.6), we get
p′′(x) − p′′(y) = 2
(x− y)2
[(
p′(x) + p′(y))(x− y) − 2(p(x) − p(y))].
By (3.5),
p′′(x) − p′′(y) = 2
(x− y)2
[
2
(
p(x) − p(y))− 2(p(x) − p(y))]= 0.
This implies that p′′(x) = p′′(y), i.e., p′′(x) = p′′(y) = μ1, where μ1 is a constant. Thus, we obtain
p(x) = μ1x2 + μ2x+ μ3.
By the boundary condition p(1) = p(−1) = 0, we get p(x) = μ(1 − x2), where μ = μ3 is a constant. Taking μ = 1 and
λ = −c2 in (3.4), we obtain q(x) = c2(1− x2)− c2, i.e., q(x) = −c2x2. This q(x) is exactly what Slepian and Pollak used in [1].
Notation. We deﬁne Ω = D(L) = domain of L = {φ ∈ L2(0,1)|Lφ ∈ L2(0,1), φ(0) = 0, limr→1 φ(r) < ∞}. For short we
speak the boundary conditions φ(0) = 0, φ(1) = limr→1 φ(r) < ∞ of B1, B2, respectively.
Lemma 8. Consider self-adjoint operators L and K such that LK f = K Lf , for all f ∈ D(L). Assume for L with boundary conditions B1
and B2 eigenspace corresponding to each eigenvalue is one-dimensional. Also, assume that the set of all eigenfunctions of L with B1
and B2 is a complete system in L2(0,1). Then the set of the eigenfunctions of L is a subset of the set of eigenfunctions of K , and hence
there exist a complete set of eigenfunctions of K in L2(0,1). Moreover, if the eigenspace corresponding to each eigenvalue of K is
one-dimensional then the eigenfunctions of L and K are identical.
Proof. Let Lφ = λφ with φ satisfying B1 and B2. Now, since LK = K L, L(Kφ) = K (Lφ) = λ(Kφ). But L has eigenspace
of dimension one corresponding to λ. So Kφ = μφ. Therefore the set of the eigenfunctions of L is a subset of the set
of eigenfunctions of K . Given the eigenfunctions of L with B1 and B2 are complete in L2(0,1). Thus there exist a com-
plete set of eigenfunctions of K in L2(0,1). Next, suppose that the eigenspace corresponding to each eigenvalue of K
is one-dimensional. Let S = {φ1, φ2, φ3, . . .} be the complete set (in L2(0,1)) of eigenfunctions of L corresponding to the
eigenvalues {μ1,μ2,μ3, . . .} of K (we have already proved eigenfunctions of L are eigenfunctions of K ). From the given
criteria we must have all the μi ’s are distinct. We observe K has a set of eigenfunctions having subspace S . Let ξ be an
eigenfunction of K corresponding to the eigenvalue μ. Let ξ =∑i aiφi where the convergence of the series is in L2(0,1).
Then Kξ = μξ gives ai(μ − μi) = 0, for all i. If μ 
= μi , for all i, then ai = 0, for all i and hence ξ = 0. If μ = μi for some i
then we can take ai 
= 0 for that i. Hence ξ = aiφi . The lemma is proved. 
Write Λ := {φ ∈ L2(−σ ,σ ) ∩ C2([−σ ,σ ])| limr→±σ φ(r) < ∞}.
Theorem 9. Suppose that K is a self-adjoint operator with simple spectrum and denote L1 = ddx (p1(x) ddx ) + q1(x) and L2 =
d
dx (p2(x)
d
dx ) + q2(x), with p1(±σ) = p2(±σ) = 0, two operators deﬁned on Λ commuting with K . Assume that L1 and L2 have
sets of eigenfunctions in Λ which are complete orthogonal in L2(−σ ,σ ). Then p2(x) ≡ kp1(x) and q2(x) ≡ kq1(x) + k′ , for some
k,k′ ∈ C and x ∈ (−σ ,σ ).
Proof. For L1 and L2 if functions in Λ are considered then the eigenspace corresponding to each eigenvalue is one-
dimensional. In that case assuming K has simple spectrum it is easy to show that the conclusion for Lemma 8 is valid.
Therefore from the condition of the above theorem using Lemma 8 for the operators L1 and K we have eigenfunctions of L1
and K are same in L2(−σ ,σ ). Similarly using Lemma 8 for the operators L2 and K we have eigenfunctions of L2 and K
are same in L2(−σ ,σ ). Hence the eigenfunctions for L1 and L2 are identical in L2(−σ ,σ ). Since for both L1 and L2 when
considered on functions on Λ have one-dimensional eigenspace corresponding to each eigenvalue, therefore we must have
L1L2φ = L2L1φ,
for all φ ∈ Λ. But
L1L2φ = Γ1(x)d
4φ
dx4
+ Γ2(x)d
3φ
dx3
+ Γ3(x)d
2φ
dx2
+ Γ4(x)dφ
dx
+ Γ5(x)φ,
where
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Γ2(x) = 3p1(x)p′2(x) + p′1(x)p2(x),
Γ3(x) = 3p1(x)p′′2(x) + 2p′1(x)p′2(x) + p1(x)q2(x) + q1(x)p2(x),
Γ4(x) = p1(x)p′′′2 (x) + 2p1(x)q′2(x) + p′1(x)p′′2(x) + q2(x)p′1(x) + q1(x)p′2(x),
Γ5(x) = p1(x)q′′2(x) + p′1(x)q′2(x) + q1(x)q2(x).
Similarly
L2L1φ = Γ˜1(x)d
4φ
dx4
+ Γ˜2(x)d
3φ
dx3
+ Γ˜3(x)d
2φ
dx2
+ Γ˜4(x)dφ
dx
+ Γ˜5(x)φ,
where
Γ˜1(x) = p1(x)p2(x),
Γ˜2(x) = 3p2(x)p′1(x) + p′2(x)p1(x),
Γ˜3(x) = 3p2(x)p′′1(x) + 2p′2(x)p′1(x) + p2(x)q1(x) + q2(x)p1(x),
Γ˜4(x) = p2(x)p′′′1 (x) + 2p2(x)q′1(x) + p′2(x)p′′1(x) + q1(x)p′2(x) + q2(x)p′1(x),
Γ˜5(x) = p2(x)q′′1(x) + p′2(x)q′1(x) + q2(x)q1(x).
Now, L1L2φ = L2L1φ, for all φ ∈ D(L) implies Γi(x) = Γ˜i(x), for i = 1,2,3,4,5 and from these we deduce
p2(x) = kp1(x) (3.8)
for some constant k and
q2(x) = kq1(x) + k′
where k′ is another constant (and k is the same constant appeared in (3.8)). The theorem is proved. 
Corollary 10 below follows immediately from Theorem 9.
Corollary 10. Suppose K is a symmetric, positive deﬁnite convolution operator which admits eigenfunctions in Λ which are either
even or odd. Then if there exists operator of the form as in Theorem 9 which commutes with K then that operator is unique.
4. Concluding remarks
In this paper the commutating differential operator obtained for the radial part for three-dimensional superradiance
problem is generalized to higher dimensions. As we have already seen the superradiance problem actually reduces to solv-
ing the integral equation of the radial part which has separable kernel. Thus only one (up to multiplicity) eigenfunction
corresponds to non-zero eigenvalue. All the rest eigenfunctions correspond to the zero-eigenvalue of the problem. We ex-
tracted a complete set of eigenfunctions from this null set of the radial integral operator by ﬁnding a differential operator
that commutes with the integral operator. However it is clear that this differential operator is non-unique. In our case we
took p(r) = 1 − r2 and choose q(r) accordingly. The reason for this is twofold. First it keeps our calculations as simple as
possible, and second, our differential operator is surprisingly similar (though not identical) with the differential operator
obtained by Slepian [4] with a different kernel integral equation in two dimension. But we could as well have chosen a
different p(r) as long as it is suﬃciently smooth and p(1) = 0. Correspondingly it is essential to modify q(r) as well. How-
ever the uniqueness of the commuting differential operator for the superradiance kernel restricted in one dimension [1] is
established in Section 3. Indeed without doing any computation it follows from the main result of that section.
However, there are still some questions which are to be addressed. For instance the generalization that we have pro-
vided is a natural generalization when we view the series expansion of the kernel for the three-dimensional superradiance
problem
sin(c|x− y|)
c|x− y| = 4π
∞∑
n=0
n∑
m=−n
jn(cr) jn
(
cr′
)
Ynm(ξ)Y
∗
nm(η).
That is, in our work we generalized the series expansion for the kernel. In our future work we want to study the superra-
diance problem with kernel sin(c|x−y|)c|x−y| , where x,y ∈ Rn for any dimension n and ﬁnd a complete set of eigenfunctions for
that problem. Also it might be useful to ﬁnd a self-adjoint operator in higher dimension that commutes directly with the
original integral operator (i.e., we do not need to derive an equation for the radial part of the eigenfunctions). In that case
we can carry out an analysis similar to [6] or [14] to obtain a complete set of solutions for the original problem.
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