Introduction
The paper deals with control problem described by partial differential equations of parabolic type: where Q C R n is an open set with smooth boundary, f\ :[0,T]xfixRxR -• R and it is a function measurable in (t, z) for each fixed (x, u) and continuous in (x,u) for each fixed (t,z), u(t, •) e U C L 2 (S2) for t € [0,T], U is a closed and bounded set in L 2 (f2). The set U will be referred to as a set of admissible controls. A is the Laplace operator. We shall assume that the solutions x : [0, T] x Q -• R, of that equation exist in some weak sense and belong to the space W(0,T) = : <p € L 2 (0,T-,H^f2)nH\i2)),^e L 2 {0,T;L 2 (/2))}.
The optimization task to be investigated is to determine an admissible control u for which the functional 
i2).
The aim of the paper is to describe a dual dynamic programming for the above problem and to present sufficient optimality conditions and sufficient 5-optimality conditions in terms of the dual value function and £-dual value function, respectively.
Dynamic programming involves a family of control tasks with initial conditions. If the value function, defined as the minimal value of a functional taken as an initial state function, is differentiable, then it satisfies a partial differential equation of the first order called a dynamic programming equation. Sufficient conditions of optimality may be formulated with the use of the differentiable solutions of the dynamic programming equation. The method of dynamic programming may sometimes be difficult to apply since the value function need not be differentiable. Therefore, in the paper sufficient optimality conditions will be formulated with the use of a dual value function. This function is introduced similarly as it was done in [4] for ordinary differential equations.
It turns out that the above problem is much more convenient to formulate and solve in the abstract form in any linear normed space. This will be done in the next section. Then we shall return to our initial problem in order to formulate the theorem under our intrest in Sobolev spaces.
The abstract problem
Let X and H be linear, normed spaces with the inner product such that X C H and the inclusion mapping of X into H is continuous. Suppose that X is dense in H and denote by X* the dual space of X. Identifying H with a subset of its dual, we can write X C H C X*.
Consider an optimal control problem A pair x(t), u(t) is admissible if it satisfies (2),L(-, x(-), u(-)) is summable, and l(x(T)) is finite. Then also x(t) is called an admissible.
The inner product on X will be denoted by (•, )x (respectively, by (•, -)H on H). Wherever it does not lead to misunderstanding, we shall simply write Define the value function S(t, x) in a set G C R x X as
where the infimum is taken over admissible pairs (x(r),u(r)), r € [t,T], whose trajectories stajt at (t,x) € G and graphs are contained in G. If S(t, x) is differentiable and S x (t,x) € H, then it satisfies both the partial differential equation
where u(t,x) is an optimal feedback control, and the partial differential equation of dynamic programming
Consider a function x(t,p) defined on a set P C R 2 x X of the dual space (t,y°,y) = (t,p), y° < 0 with values in X. We assume that it is measurable and such that, for each admissible trajectory x(t) lying in G, there exists a function p(t) = (y°,y(t)) lying in P with y € W(0, T) such that x(t) = x(t,p(t)) for almost all t in [0, T]. Define the dual value function So{t,P) in the set P as Therefore we can use the above function V to derive a kind of dual sufficient optimality conditions for problem (l)-(3).
Sufficient optimality conditions
Let G C R x X be a set covered by the graphs of all admissible trajectories. It is assumed that in G, S(t, x) does not take the value +oo or -oo. Let P C R 2 x X be a set of points (t,y°,y) = (t,p), t € [0,T], y° < 0, with nonempty interior.
Take a function x(t,p) defined in Section 2 and the function Sr>(t,p) defined by (7). LEMMA 
(i) For each function p(t) -(y°,y{t)), t e [t\,T], with y € W(0,T), ii e [0,T), lying in P and such that x(t) = x(t,p(t)) for t G [ii, T], is an admissible trajectory lying in G, the function
(
ii) Let W(t,p) = -y°Z(t,x(t,p)) be a real-valued function in P such that W(T,p) = -y°l(x(T,p)). Let (io,zo) E G be a given initial condition. Suppose that, for each function p(t) = (y°,j/(t)), t G [to,T], y in W(0,T), with the graph lying in P, the mapping t •-> x(t) = x(t,p(t)), t G [io, T], x(to) = Xo, is an admissible trajectory lying in G, and that W(t,p(t)) + L(s,x(s),u(s))ds is nondecreasing on [io,T]. If p(t) = (y°,y(t))> i e [t 0 ,T] is a function such that y G W(0,T) and if x(t) = x(t,p(t)), t G [io, T], x(t0) = xo is an admissible trajectory in G and is such that W(t,p(t))+y° ^ L(s,x(s),u(s))ds is constant in [to,T], then x(i) is an optimal trajectory and W(to,p(to) = 5.o(io>p(^o))> where u(t) is a control corresponding to x(t).
Proof, (i) Let x(t) be an admissible trajectory corresponding to the control u(t) and p(t) = (y°,y(t)) a function in P such that y is in W(0,T) and
on [¿i, T], It should be shown that for any t', t" such that h_ < t' < t" < T, the value of W(t',p(t'))
is smaller than or equal to
W(t",p(t")).
Let u(t) be any control on [t", T) and x(t) an admissible trajectory corresponding to it and beginning at (t",x(t",p(t"))). Define a control u(t) on \t',T] in the following way:
Let x(t) be an admissible trajectory for u(t) beginning at (t',x(t',p(t'))) i.e.
x(i') = x(t',p(t')).
Prom the definition of W we have T
W(t',p(t')) = inf { -y° J L(t, x(t), u(t)) dty°/(x(T))} t<

T
+ y°\L(t,x{t),u(t))dt, t'
where the infimum is taken over all admissible pairs (x(t),u(t)),
t E [t',T]
such that x(t') = x(t',p(t')).
From the definition of the pair (x(t),u(t)) we have T T
W(t',p(t')) < -y° S L(t,x(t),u(i))dt-y°l(x(T)) + y° \ L(t,x(t),u(t))dt. t" t"
In view of arbitrariness of u(t), t 6 [t",T] we arrive at the inequality
+ y° \ L(t,x(t),u(t))dt, t"
where the infimum is taken over all admissible pairs (x(t),u(t) ) such that
x(t") = x(t",p(t")).
Thus we have been shown that W(t,p(t))
is nondecreasing.
If p(t) = t e [ti,r], y € W(0,T)
is a function such that 394 G. Omiecinska
x(t) = x(t,p(t)) is an optimal trajectory, then
where the infimum is taken over admissible pairs
x(s), û(s). s € [t',T]. Analogously to the above, we obtain W(t',p(t')) = W(t",p(t")). r (ii) The function W(t,p(t)) +y° \ t L(s, x(s), u(s)) ds is nondecreasing on [f0,T]. Therefore
T
W(t 0 ,p(t 0 )) + y° \ L(s, x(s), u(s)) ds -y°l(x(T,p)), to and thus
T -y°Z(to,xo) < -y° \ L{s,x(s),u(s))ds -y°l(x(T)). to
For a function p(t) such that x(t) = x(t,p(t)), we have
T -y°Z{t 0 ,x 0 ) < -J L(s,
x(s)Ms))ds -tl(x(T)) to and consequently the pair x(t),u(t) is an optimal pair for the problem min{-jr JtQ L(s, x(s), u(s)) ds -y 0 l(x(T))} where the infimum is taken over admissible pairs x(s),u(s), s
In the next theorem we present the sufficient conditions for optimality.
, be a solution of (9) of class C 1 
. Assume that V(t,p) satisfies the boundary condition y°V y o(T,p) = y°l(-V y (T,p)), (T,p) e P, and the relation
V(t,p) = (V p (t,p),p),
t€ [0,21, (t,p)eP.
Let x(t),u(t) be an admissible pair whose graph of the trajectory x(t) is contained in G, where G = {(i,a;) : x = -V y (t,p), ¿([0,T], (t,p) G P}. Assume that there is a function p(t) = (y°,y(t)), y G W(0, T), lying in P and satisfying x{t) = -V y (t,p(t)) for t G [0,T]. Then
T W(t,p(t)) = -y°V y o(t,p(t)) + y° \ L(i,x(«),tt(a))da t is a nondecreasing function of t. Let x(t),u(t), t G [0, T], z(0) = 0 be an admissible pair with the trajectory x(t) lying in G and let p(t) = (y°,y(t)), t 6 [0, T], y 6 W(0,T) be a function lying in P such that x(t) = -V y (t,p(t)) for t € [0,T]. Suppose that
(11) v t (t,p(t)) + m), f(t,-v y (t,p(t))Mt))) 
taking into account that V satisfies the equality V(t,p(t)) = y°V y o(t,p(t)) + (V y (t,p(t)),y(t).
We have
V t (t,p(t)) = y°j t V y o(t,p(t)) + ^V y (t,p(t)),y(t)^,
for t € [0,T],
Prom the derivative of the function W(t,p(t)) we have y°jV y0 (t,p(t)) = -^W(t,p(t))-y°L(t,-v y (t,p(t))Mt)), for t e [0,T],
Putting the above to V t (t,p(t)) and taking into account that
V t (t,p(t)) < -(f(t,-V y (t,p(t)),u(t)),y(t)) -y°L(t,-V y (t,p(t)),u(t)),
we get
-jW{t,p{t)) -y°L(t,-v y (t,p(t))Mt)) + (j t v y (t,p(t))Mt)^ < ~(f(t,-V y (t,p(t)), u(t)), y(t)) -y°L(t,-V y (t >P (t)), u(t)).
Since 2iV y (t,p(t)) = -f{t,-V y (t,p(t)),u(t)),
then we obtain that x(t,p) of equation x = f(t,x,u(t,p) ) is such that for each admissible trajectory x(t) lying in G = {(t, x) : x = x(t,p),(t,p) G P} there exists a function p(t) = (y°,y(t) ), y in W(0, T), lying in P and satisfying x(t) = x(t,p(t)
u{s,p(s)))ds-y°l(x(T,p{T))) t and for y°V y o(t,p) = -SD(t,p), V y (t,p) = -x(t,p), there exists V(t,p)
satisfying V(t,p) = (V p (t,p),p), (t,p) eP,te [0,T], The pair (x,u) defined by x(t) = x(t,
p(t)), u(t) = u(t,p(t))
, t 6 [to,?1 is an optimal pair.
THEOREM 3.1. Let u(t,p) be a dual feedback control in P. Then a sufficient condition for u(t, p) to be optimal is that the following holds: the function
T
V(t,p) = y° J L(s,x(s,p(s)),u(s,P(s)))ds -(x(t,p),y) + y°l{x{T,p(T))), t t e [o,T], with
T y°V y o(t,p) = y° J L(s,x(s,p(s))Ms,p(s)))ds + y°l(x(T,p(T))) t 7y(t,p) = -x(t,p), t G [0,21, (t,p)€P is a C 1 solution of (9) in P. The function p(s) = (y°,y(s)), where y € W(0, T), s € [i, T] is chosen for each (t,p) G P in such a way that x(s) = a;(s,p(s)), u(s) = u(s,p(s)), s G [t,T] is an admissible pair and (11) is satisfied in [t,T] with V t (s,p(s)) = V t (s,p(s)), V v (s,p(s)) = V y (s,p(s)).
The proof follows directly from Theorem 3.1.
Dual sufficient optimality condition for control problem with partial differential equations
Now we return to the problem from Section 1. The following notation for function spaces is adopted. Q denotes a bounded open subset of R n with sufficiently smooth boundary r. L 2 (Q) denotes the usual Banach space of Lebesgue measurable functions from Q to R with the inner product 
Define the value function S(t,x) for this problem as follows T S(t,x) = inf { j j L{T,z,x(T,z),u(T,z))dzdT + l(x(T,-))\, t n where the infimum is taken over admissible pairs x(t,z), u(t,z), t G [i,T], z G /?, whose trajectories start at (t,x) = (t,x(-)) G G C [0,T] x (Hq(Q) n H 2 (f2)), where x(t, •) = x(-). The set G is covered by graphs of all admissible trajectories x(r, •), r G [0, T], If S(t, x) is differentiable, then under some conditions on the data it satisfies the equation below, where 5x|i)x denotes the derivative of S(t, x) with respect to x at (t, x): St(t,x) + (fi(t,x,u(t,x)), Sx\tiX)L2(n) + (Ax, Sx\t,x)i 3 (n) + J L(t, z, x(z), u(t, z, x(z))) dz = 0, n where u(t, z, x(z)), t € [0, T], z e i2 is an optimal feedback control. We shall assume that Sx|tix e L 2 (Q).
Therefore we have n ffirfr} St(t,x)+\ f1(t,z,x{z),u(t,z,x{z)))Sx\t,x(z)dz+ 5 ^2-^r-Sx\ttX(z)dz n n i=l az i + J L(t,z,x(z),u(t, z,x(z)))dz =
n H 2 ((2)) of the dual space (t,y°,y) = (t,p), y° < 0 with values in X. We assume that it is measurable and such that, for each admissible trajectory x(t) lying in G, there exists a function p(t) = (y°, j/(i)) lying in P with y G W(0,T) such that x(t) = x(t,p(t))
for almost all t in [0,T]. In a set P C R 2 x X we define the dual value function So{t,p) 
, (t,p) = (t,y°,y) eP,y°< o, by
T SD(t,p) = inf { -y° S S L(t, z, x[t, z), u(t, z)) dzdr -y°l(x(T, •))}, t a where the infimum is taken over admissible pairs X(T,Z), U(T,Z), T G [i, T], z G Q, whose trajectories start at (t, x(t,p)) and the graphs are contained in G.
In a set P we define the function V(t,p) in such a way that V V(t,p) = y°V y o(t,p) + {V y \ tfP ,y) . Here V y \ ttP is the derivative of V(t,p) with respect to y at (t,p) and we assume that Vy|t)P € Hq(Q). For this V(t,p) the partial differential equation (9) takes the form
(t,p) = -S D (t,p) -(x(t,p),y), where -S D (t,p) = y°V y o(t,p), x(t,p) = -V y \ ttP and
is a dual optimal feedback control, and the dual partial differential equation of dynamic programming (9) has the following form
n Theorem 3.1 applied to the above problem has the form THEOREM 5. 1 , -),u{t, •) 
. Let V(t,p), t G [0,T], (t,p) eP beaC 1 solution of (14). Assume that V(t,p) satisfies the boundary condition y 0 V y o(T,p)=y°l(-V t \T,p), (T,p) 6 P and the relation V(t,p) = y°V y o(t,p) +
j V y{t , p (z)y(z)dz, (t,p) G P. n Let (x(t
), t G [0,T] be an admissible pair whose graph of the trajectory is contained in G where G = {(t,x) : x = -V y \t,p, (t,P) € P} and such that there is a function p(t t •) = (y°,y(t, •)) from ^7(0, T), lying in P and satisfying x(t, •) = -Vy|t,p(t)(-) for t G [0, T]. Then
W{t,p(t)) = -y°V y o{t,p(t)) + y° j \ L{s,x(s,z),u(s,z))dzds t n is a nondecreasing Junction of t. Let (x(t,-),u(t, •)), t G [0, T], x(0, •) = 0 be an admissible pair with the trajectory lying in G and let p(t, •) = (y°,y(t, •)) where y G W(Q,T), t G [0, T] be a function lying in P such that x(t, •) -
400
G. Omiecinska
V^ij-^i) forte [0,T]. Suppose that forte [0,T] we have Vt(t,p(t)) + J fi(t, z, ~Vymt)(z),u(t, z))y(t, z) dz n
, \Y dV vmt)( z )dy(t,z) dzi dzi + y° J L(t,z,-Vymt)(z),u{t, *))dz = 0. n
Then x(t, •), u(t, •) t e [0, T] , t e [0, T] is an optimal pair for (13)-(14) over all admissible pairs (x(i, •),«(<, •)), t e [0,T], x(0, •) = 0 whose trajectories are in G, and the corresponding function p(t, •) = (y°, y(t, •)) is such that y in W(Q,T). Moreover, -y°S(t,x(t,p{t)) = -y°Vyo(t,p(t)) with x(t,p) = -Vy|t)P is the dual value function along p{t).
Remark. It is clear that the problem (12)-(13) does not exhaust all problems which can be derived from abstract formulation (l)-(3).
Dual e-optimal feedback control
In this section we are looking for an admissible pair (x£(t), t e [0,T], a:e(0) = 0 such that J(xe,ue) -inf{J(x,«)} < eT.
where the infimum is taken over all admissible pairs satisfying x(t) = f(t,x(t),u(t))
t e [0,T], e > 0 is aui arbitrary but given number.
We try to solve that problem by applying duality described in Section 2. To this effect we shall define a dual e-value function in the dual space and show that it has the properties analogous to those of the dual function. Then we prove a theorem for the dual e-value function and a sufficient condition for a dual feedback control to be e-optimal.
Let the sets G, P and the function x(t,p) be the same as in Section 2. Let the functions S(t,x) and So(t,p) be defined by (5) and (8).
For e > 0 by a dual e-value function we mean any function S£d satisfying
SD(t,p) < SeD(t,p) < SD{t,p) -ey°T,
SeD(T,p) = -y°l(x(T)), (T,p) e P.
An admissible trajectory xe(s), s G [<, T], xe(t) = x is an e-optimal trar jectory if there exists a function pe(s) = (y°,ye(s)), where ye € W(0,T), s e [t,T], pe(t) = p, lying in P such that xe(s) = x(s,pc(s)), s € [t, T], and
for a given fixed S£D(t,p)-We formulate two lemmas which describe the properties of the dual e-value function. The similar lemmas were presented in [2] for R n spaces.
LEMMA 6.1. 
(i) For each function p(t) = (y°,y(t)) with y in W(0,T), t € [io, T], a < to < T, lying in P and such that x(t) = x(t,p(t)), t €E [to, T] is an admissible trajectory lying in G under a control u(t), the function
RD{t,p(t)) = S £D {t,p(t)) + y° J L(s,x{s),u(s))ds t satisfies the inequalities R D (ti,p(h))
< RDfapfa)) -V°eT, t 0 <t 1 <t 2 < T. 
x(t,p(t)), x(t Q ) = xq is an admissible trajectory lying in G under a control u(t), we have
where the infimum is taken over all admissible trajectories x(s), s G [to, T], such that x(to) = xo-From the inequality (15) and the above we infer that x e (i) is an e-trajectory for 5 e £»(io»Pe(<o)) = W(to,p e (to)).
The next theorem formulate sufficient conditions for the existence of e-value function as well the existence of e-optimal admissible trajectory. 
Let (x(t),u(t)) be an admissible pair whose graph of trajectory x(t) is contained in a set
G = {(i,x) : x --V y (t,p),t G [0,T],(i,p) € P},
such that there is a function p(t) = {y°,y(t)), with y in W(0, T) and lying in P, and satisfying x(t) = -V y (t,p(t)) forte
[0,T]. Then T (19) -y°Vf(t lt p(ti)) + y 0 J L{t,x{t),u{t))dt ti T < -y°V y o(t 2 ,p(t 2 )) + y° J L(t,x(t),u(t))dt -ey°T, 0 < h < t 2 <T.
(t,p e (t)) + (f(t,-V y (t y p £ (t)),u £ (t)),y £ (t)) + y°eL(t,-V y (t,p £ (t)),u £ (t)) < -±y°£e, t G T. Then x £ (t) is an e-optimal trajectory for the dual e-value function S £ D(t,p) -~yeVy°(t>P) relative to all admissible pairs (x(t),u(t)), t G [0,T], i(0) = 0, whose graphs of trajectories are contained in G and where the corresponding function p(t) = (y£,y(t)) is such thaty G W(0, T). Moreover, -y°S £ (t,x(t,p)) = -y°V y0 (t,p) with x(t,p) = -V y (t,p).
Proof. We show that all the assumptions of Lemma 6.2 are satisfied. By (18) we obtain
V t (t,p(t)) = (j t V y (t,p(t)),y(t)^ + y°jV y o(t,p(t))
+ \y°e in [0,T].
For W(t,p(t) = -y°V y o(t,p(t)) we have £W(t,p(t)) = -y° f t V y o(t,p(t) for [0,T]. Since &V y {t,p(t)) = -f t x(t) = -/(i,-V y (y,p(t),u(t)) from (17) we get £W(t,p(t)) > y°L(t, -V y (t,p(t)),u(t)) + y°e, t G [0,T].
Hence we have seen that the inequality (19) is satisfied for 0<ii <t2<T. From (20) we obtain an inequality T
W(t,p£(t)) < -Ty° -y°e J L(s, x£(s),u£(s)) ds -y°£l(x£(T)), t G [0, T). t
This is (16) 
(t,x£(t),u£(t))dt -y°£l(x£(T))
. o This is (15) in Lemma 6.2. Consequently by Lemma 6.2 xe(t) is an e-optimal trajectory for S£D(t,p) = W(t,p), t € [0, T], xe(0) = 0, which concludes the proof.
The following theorem describes conditions under which a dual feedback control in P is e-optimal.
THEOREM 6.2. Let u£(t,p) be a dual feedback control in P. Then the sufficient condition for u£(t,p) to be e-optimal is that the following holds:
T 
V(t,p) = y° \ L(5)x(5)p£(S)))ue((S,pe(S))))ds-(x(i)p))i/)+y 0 i(x(r,pe(r)) t has the derivative Vp(t,p), t 6 [0,T), (t,p) e P, with
The function p£(s) = (y£,y£{s)), s G [t,T], ye G W(0,T), is such that x£(s) = x(s,p£(s)), u£(s) = u£(s,p£(s)), s G [i,T] is an admissible pair satisfying
< Vt(t,p£(t)) + (f(t,-Vy(t,p£(t)),u£{t)),y£(t)) + y£L(t,-Vy{t,p£(t)),u£(t)) < -y°ee, s G [t,T\.
If p(t) = (y°,y(t)) G P is with y G W(0, T) and corresponding to some admissible trajectory x(t) lying in G, then Vt(t,p(t)) exists for every t.
Theorem 6.2 follows directly from Theorem 6.1.
