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CONVERGENCE OF EMPIRICAL SPECTRAL
DISTRIBUTIONS OF LARGE DIMENSIONAL QUATERNION
SAMPLE COVARIANCE MATRICES
HUIQIN LI, ZHIDONG BAI, JIANG HU
Abstract. In this paper we establish the limit of the empirical spec-
tral distribution of quaternion sample covariance matrices. Suppose Xn =
(x
(n)
jk )p×n is a quaternion random matrix. For each n, the entries {x(n)ij }
are independent random quaternion variables with a common mean µ and
variance σ2 > 0. It is shown that the empirical spectral distribution of the
quaternion sample covariance matrix Sn = n
−1XnX
∗
n converges to the M-P
law as p→∞, n→∞ and p/n→ y ∈ (0,+∞).
Keywords: Quaternion matrices, Sample covariance matrix, LSD.
1. Introduction.
In 1843, Hamilton invented the hyper-complex number of rank 4, to which
he gave the name quaternion (see [7]). In fact, research on the quaternion
matrices can trace back to 1936 [11]. After a long blank period, people gradu-
ally discover that quaternions and quaternion matrices play important roles in
quantum physics, robot technology and artificial satellite attitude control, and
so on, see [1, 5]. Thus, studies on quaternions attract considerable attention
in resent years, see [9, 13], among others.
In addition, wide application of computer science has increased a thousand
folds in terms of computing speed and storage capability in the past ten years.
Thus, we need a new theory to analyze huge data sets with high dimensions.
Luckily, the theory of random matrices (RMT) might be a possible one for
dealing with these problems. In probability theory and mathematical physics, a
random matrix is a matrix-valued random variable. And the sample covariance
matrix is one of the most important random matrices in RMT, which can be
traced back to Wishart (1928) [10]. In 1967, Marc˘enko and Pastur proved
that the empirical spectral distribution (ESD) of large dimensional complex
sample covariance matrices tends to the Marc˘enko-Pastur (M-P) law. Since
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then, a lot of successive studies about large dimensional complex (or real)
sample covariance matrix were investigated. Here the readers are referred to
three books [2, 3, 8] for more details.
In this paper, we prove that the ESD of the quaternion sample covariance
matrix still converges to the M-P law. First of all, we introduce some notations
which will be used in the paper. Let A be a p×p Hermitian matrix and denote
its eigenvalues by sj, j = 1, 2, · · · , p. The ESD of A is defined by
FA (x) =
1
p
p∑
j=1
I (sj ≤ x),
where I (D) is the indicator function of an eventD. And the Stieltjes transform
of FA (x) is given by
m (z) =
∫ +∞
−∞
1
x− z dF
A (x) ,
where z = u+ υi ∈ C+. Let g (x) and mg (x) denote the density function and
the Stieltjes transform of M-P law, that are
g (x) =
{
1
2pixyσ2
√
(b− x) (x− a), a ≤ x ≤ b;
0, otherwise,
(1.1)
and
(1.2) mg (z) =
σ2 (1− y)− z +
√
(z − σ2 − yσ2)2 − 4yσ2
2yzσ2
where a = σ2
(
1−√y)2, b = σ2(1 +√y)2. If y > 1, G (x), the distribution
function of M-P law, has a point mass 1−1/y at the origin. Here, the constant
y is the limit of dimension p to sample size n ratio and σ2 is the scale parameter.
Next we shall introduce some notations about quaternion. A quaternion can
be represented as a 2× 2 matrix
x = a · e + b · i+ c · j + d · k =
(
a + bi c+ di
−c+ di a− bi
)
with the real coefficients a, b, c and d. The quaternion unit can be represented
as
e =
(
1 0
0 1
)
, i =
(
i 0
0 −i
)
, j =
(
0 1
−1 0
)
,k =
(
0 i
i 0
)
,
where i denotes the imaginary unit. Let the real part and the imaginary part
of x be ℜx = a · e and ℑx = b · i + c · j + d · k respectively. We denote the
conjugate of x be
x¯ = a · e− b · i− c · j− d · k =
(
a− bi −c− di
c− di a+ bi
)
,
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and the norm of x be
‖x‖ =
√
a2 + b2 + c2 + d2.
More details can be found in [7, 14]. Thus, any n × n quaternion matrix X
can be rewritten as a 2n× 2n complex matrix ψ (X). Therefore, we can deal
with quaternion matrices as complex matrices for convenience.
Now our main theorem can be described as following:
Theorem 1.1. Let Xn =
(
x
(n)
jk
)
, j = 1, · · · , p; k = 1, · · · , n. Suppose for
each n,
{
x
(n)
jk
}
are independent quaternion random variables with a common
mean µ and variance σ2. Assume that yn = p/n → y ∈ (0,∞) and for any
constant η > 0,
(1.3)
1
np
∑
jk
E
∥∥∥x(n)jk ∥∥∥2I (∥∥∥x(n)jk ∥∥∥ > η√n)→ 0.
Then, with probability one, the ESD of sample covariance matrix Sn =
1
n
XnX
∗
n
converges to the M-P law which has density function (1.1) and a point mass
1 − 1/y at the origin when y > 1. Here superscript ∗ stands for the complex
conjugate transpose.
Remark 1.2. Without loss of generality, in the proof of Theorem 1.1, we
assume that σ2 = 1. One can see that removing the common mean of the
entries of Xn does not alter the LSD of sample covariance matrices. In fact,
let
Tn =
1
n
(Xn − EXn) (Xn − EXn)∗ .
By Lemma 4.2, we have, for all large p,∥∥F Sn − FTn∥∥ ≤ 1
2p
rank (EXn) ≤ 1
p
→ 0.
Furthermore, we assume that µ = 0.
The paper is organized as follows. In Section 2, the structure of the inverse
of a kind of matrices is established which is the key tool of proving Theorem
1.1. We prove the main theorem by the Stieltjes transform method in Section
3. And in Section 4, we outline some auxiliary lemmas which can be used in
Section 3.
2. Preliminaries.
We shall use Lemma 2.5 proved by Yin, Bai and Hu in [12] to prove our main
results in next section. For being self-contained, this lemma is now stated as
follows.
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Definition 2.1. A matrix is called Type-I matrix if it has the following struc-
ture: 
t1 0 a12 b12 · · · a1n b1n
0 t1 c12 d12 · · · c1n d1n
d12 −b12 t2 0 · · · a2n b2n
−c12 a12 0 t2 · · · c2n d2n
...
...
...
...
. . .
...
...
d1n −b1n d2n −b2n · · · tn 0
−c1n a1n −c2n a2n . . . 0 tn

.
Here all the entries are complex.
Definition 2.2. A matrix is called Type-II matrix if it has the following struc-
ture:
t1 0 a12 + c12i b12 + d12i · · · a1n + c1ni b1n + d1ni
0 t1 −b¯12 − d¯12i a¯12 + c¯12i · · · −b¯1n − d¯1ni a¯1n + c¯1ni
a¯12 + c¯12i −b12 − d12i t2 0 · · · a2n + c2ni b2n + d2ni
b¯12 + d¯12i a12 + c12i 0 t2 · · · −b¯2n − d¯2ni a¯2n + c¯2ni
...
...
...
...
. . .
...
...
a¯1n + c¯1ni −b1n − d1ni a¯2n + c¯2ni −b2n − d2ni · · · tn 0
b¯1n + d¯1ni a1n + c1ni b¯2n + d¯2ni a2n + c2ni . . . 0 tn

.
Here i =
√−1 denotes the usual imaginary unit and all the other variables
are complex numbers.
Definition 2.3. A matrix is called Type-III matrix if it has the following
structure: 
t1 0 a12 b12 · · · a1n b1n
0 t1 −b¯12 a¯12 · · · −b¯1n a¯1n
a¯12 −b12 t2 0 · · · a2n b2n
b¯12 a12 0 t2 · · · −b¯2n a¯2n
...
...
...
...
. . .
...
...
a¯1n −b1n a¯2n −b2n · · · tn 0
b¯1n a1n b¯2n a2n . . . 0 tn

.
Here all the entries are complex.
Lemma 2.4. For all n ≥ 1, if a complex matrix Ωn is invertible and of Type-
II, then Ω−1n is a Type-I matrix.
The following corollary is immediate.
Corollary 2.5. For all n ≥ 1, if a complex matrix Ωn is invertible and of
Type-III, then Ω−1n is a Type-I matrix.
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3. Proof of Theorem 1.1
In this section, we complete the proof by the following two steps. The first
one is to truncate, centralize and rescale the random variables {x(n)ij }, then we
may assume the additional conditions which will be given in Remark 3.4. In
the second part of this section we give the proof of the Theorem 1.1 by Stieltjes
transform.
3.1. Truncation, Centralization and Rescaling.
3.1.1. Truncation. Note that condition (1.3) is equivalent to: for any η > 0,
(3.1) lim
n→∞
1
η2np
∑
jk
E
∥∥∥x(n)jk ∥∥∥2I (∥∥∥x(n)jk ∥∥∥ > η√n) = 0.
Thus, one can select a sequence ηn ↓ 0 such that (3.1) remains true when η is
replaced by ηn.
Lemma 3.1. Suppose that the assumptions of Theorem 1.1 hold. Truncate
the variables x
(n)
jk at ηn
√
n, and denote the resulting variables by x̂
(n)
jk . Write
x̂
(n)
jk = x
(n)
jk I
(∥∥∥x(n)jk ∥∥∥ ≤ ηn√n) , X̂n = (x̂(n)jk ) and Ŝn = 1nX̂nX̂∗n.
Then, with probability 1,∥∥∥F Sn − F Ŝn∥∥∥ = sup
x
∣∣∣F Sn(x)− F Ŝn(x)∣∣∣→ 0.
Proof. By using Lemma 4.2, one has∥∥∥F Sn − F Ŝn∥∥∥ ≤ 1
2p
rank
(
1√
n
Xn − 1√
n
X̂n
)
≤ 1
2p
∑
jk
I
(∥∥∥x(n)jk ∥∥∥ > ηn√n).(3.2)
Taking condition (3.1) into consideration, we get
E
(
1
2p
∑
jk
I
(∥∥∥x(n)jk ∥∥∥ > ηn√n)
)
≤ 1
2η2nnp
∑
jk
E
∥∥∥x(n)jk ∥∥∥2I (∥∥∥x(n)jk ∥∥∥ > ηn√n) = o (1)
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and
Var
(
1
2p
∑
jk
I
(∥∥∥x(n)jk ∥∥∥ > ηn√n)
)
≤ 1
4η2np
2n
∑
jk
E
∥∥∥x(n)jk ∥∥∥2I (∥∥∥x(n)jk ∥∥∥ > ηn√n) = o(1p
)
.
Then by Bernstein’s inequality (see Lemma 4.3), for all small ε > 0 and large
n, we obtain
P
(
1
2p
∑
jk
I
(∥∥∥x(n)jk ∥∥∥ > ηn√n) ≥ ε
)
≤ 2e−εp/2
which implies that
(3.3)
∑
P
(
1
2p
∑
jk
I
(∥∥∥x(n)jk ∥∥∥ > ηn√n) ≥ ε
)
<∞.
Together with (3.2), (3.3) and Borel-Cantelli lemma, we obtain∥∥∥F Sn − F Ŝn∥∥∥→ 0, a.s..
This completes the proof of the lemma. 
3.1.2. Centralization.
Lemma 3.2. Suppose that the assumptions of Lemma 3.1 hold. Denote
x˜
(n)
jk = x̂
(n)
jk − Ex̂(n)jk , X˜n =
(
x˜
(n)
jk
)
and S˜n =
1
n
X˜nX˜
∗
n.
Then, we obtain
L
(
F Ŝn , F S˜n
)
= o (1) ,
where L (·, ·) denotes the Le´vy distance.
Proof. Using Lemma 4.1 and condition (3.1), we have
L4
(
F Ŝn, F S˜n
)
≤ 1
2p2
(
tr
(
Ŝn + S˜n
))(
tr
(
1√
n
X̂n − 1√
n
X˜n
)(
1√
n
X̂n − 1√
n
X˜n
)∗)
=
1
2n2p2
(∑
jk
(∥∥∥x̂(n)jk ∥∥∥2 + ∥∥∥x̂(n)jk − Ex̂(n)jk ∥∥∥2)
)(∑
jk
∥∥∥Ex̂(n)jk ∥∥∥2
)
=
(
1
np
∑
jk
(∥∥∥x̂(n)jk ∥∥∥2 + ∥∥∥x̂(n)jk − Ex̂(n)jk ∥∥∥2)
)(
1
2np
∑
jk
∥∥∥Ex̂(n)jk ∥∥∥2
)
.(3.4)
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Applying Lemma 4.7, one has
E
∣∣∣∣∣ 1np∑
jk
(∥∥∥x̂(n)jk ∥∥∥2 − E ∥∥∥x̂(n)jk ∥∥∥2)
∣∣∣∣∣
4
≤ C
n4p4
∑
jk
E
∥∥∥x̂(n)jk ∥∥∥8 +
(∑
j,k
E
∥∥∥x̂(n)jk ∥∥∥4
)2
≤Cn−2 (η6nn−1y−3n + η4ny−2n ) .
By Borel-Cantelli lemma, we have
1
np
∑
jk
(∥∥∥x̂(n)jk ∥∥∥2 − E ∥∥∥x̂(n)jk ∥∥∥2)→ 0 a.s..
Similarly, we can obtain
1
np
∑
jk
(∥∥∥x̂(n)jk − Ex̂(n)jk ∥∥∥2 − E ∥∥∥x̂(n)jk − Ex̂(n)jk ∥∥∥2)→ 0 a.s..(3.5)
Thus, by (3.4), for all large n,
L4
(
F Ŝn, F S˜n
)
≤
(
1
np
∑
jk
(
E
∥∥∥x̂(n)jk ∥∥∥2 + E ∥∥∥x̂(n)jk − Ex̂(n)jk ∥∥∥2)+ oa.s.(1)
)(
1
2np
∑
jk
∥∥∥Ex̂(n)jk ∥∥∥2
)
≤ C
np
∑
jk
∥∥∥Ex̂(n)jk ∥∥∥2
≤ C
np
∑
jk
E
∥∥∥x(n)jk ∥∥∥2 I (∥∥∥x(n)jk ∥∥∥ ≥ ηn√n)→ 0.
The proof of the lemma is complete. 
3.1.3. Rescaling. Define
σ˜2jk = E
∥∥∥x˜(n)jk ∥∥∥2 , ξjk = { ζjk, σ˜2jk < 1/2x˜(n)jk , σ˜2jk ≥ 1/2 ,Λ = 1√n (ξjk) , σ2jk = E ‖ξjk‖2 ,
where ζjk is a bounded quaternion random variable with Eζjk = 0, Varζjk = 1.
Lemma 3.3. Write
x˘
(n)
jk = σ
−1
jk ξjk, X˘n =
(
x˘
(n)
jk
)
, and S˘n =
1
n
X˘nX˘
∗
n.
Under the conditions assumed in Lemma 3.2, we have
L
(
F S˘n , F S˜n
)
= o (1) .
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Proof. a): Our first goal is to show that
L
(
F S˜n, FΛΛ
∗
)
→ 0, a.s..
Let En be the set of pairs (j, k) : σ˜2jk < 12 and Nn =
∑
(j,k)∈En
I
(
σ˜2jk < 1/2
)
.
Because 1
np
∑
jk
σ˜2jk → 1, we conclude that Nn = o (np). Owing to Lemma 4.1
and (3.5), we get:
L4
(
F S˜n , FΛΛ
∗
)
≤ 1
2p2
(
tr
(
S˜n + ΛΛ
))(
tr
(
1√
n
X˜n − Λ
)(
1√
n
X˜n − Λ
)∗)
=
1
2n2p2
(∑
jk
(∥∥∥x˜(n)jk ∥∥∥2 + ‖ξjk‖2)
)(∑
jk
∥∥∥ξjk − x˜(n)jk ∥∥∥2
)
=
1
2n2p2
(∑
jk
E
(∥∥∥x˜(n)jk ∥∥∥2 + ‖ξjk‖2)+ oa.s.(1)
)(∑
jk
∥∥∥ξjk − x˜(n)jk ∥∥∥2
)
≤ C
np
∑
jk
∥∥∥ξjk − x˜(n)jk ∥∥∥2 := Cnp
K∑
h=1
uh(3.6)
where K = Nn and uh =
∥∥∥ξjk − x˜(n)jk ∥∥∥2. Then, using the fact that for all l ≥ 1,
l! ≥ (l/3)l, we have
E
(
1
np
K∑
h=1
uh
)m
=
1
nmpm
∑
m1+...+mK=m
m!
m1! . . .mK !
Eum11 . . .Eu
mK
K
≤ 1
nmpm
m∑
l=1
∑
m1+...+ml=m
mt≥1
m!
l!m1! . . .ml!
l∏
t=1
(
K∑
h=1
Eumth
)
≤ C
m∑
l=1
n−mp−mlm (l!)−1
(
2η2nn
)m−l
2lK l
≤ C
m∑
l=1
(
6K
np
)l(
2η2nl
p
)m−l
≤ C
(
6K
np
+
2η2nm
p
)m
.
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By selecting m=[log p] that implies 2η
2
nm
p
→ 0, and noticing 6K
np
→ 0, we have
for any fixed t > 0,
E
(
1
np
K∑
h=1
uh
)m
≤ o (p−t) .
From the inequality above with t = 2 and (3.6), it follows that
L
(
F S˜n, FΛΛ
∗
)
→ 0, a.s..
b): Our next goal is to show that
L
(
F S˘n, FΛΛ
∗
)
→ 0, a.s..
Applying Lemma 4.1, we conclude that:
L4
(
F S˘n , FΛΛ
∗
)
≤ 1
2p2
(
tr
(
S˘n + ΛΛ
))(
tr
(
1√
n
X˘n − Λ
)(
1√
n
X˘n − Λ
)∗)
=
1
2n2p2
(∑
jk
(∥∥∥x˘(n)jk ∥∥∥2 + ‖ξjk‖2)
)(∑
jk
∥∥∥ξjk − x˘(n)jk ∥∥∥2
)
=
1
2n2p2
(∑
jk
(
1 + σ−2jk
)
E ‖ξjk‖2 + oa.s.(1)
)(∑
jk
(
1− σ−1jk
)2 ‖ξjk‖2
)
≤ C
np
∑
jk
(
1− σ−1jk
)2 ‖ξjk‖2 .
Using the fact
E
(
C
np
∑
jk
(
1− σ−1jk
)2 ‖ξjk‖2
)
=
C
np
∑
jk
(1− σjk)2 ≤ C
np
∑
jk
(
1− σ2jk
)
≤ Cη
2
n
η2nnp
∑
(j,k)6∈En
[
E
∥∥∥x(n)jk ∥∥∥2 I (∥∥∥x(n)jk ∥∥∥ ≥ ηn√n)+ E2 ∥∥∥x(n)jk ∥∥∥ I (∥∥∥x(n)jk ∥∥∥ ≥ ηn√n)]
→0
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and by Lemma 4.7, we get
E
∣∣∣∣∣ Cnp∑
jk
(
1− σ−1jk
)2 (‖ξjk‖2 − E ‖ξjk‖2)
∣∣∣∣∣
4
≤ C
n4p4
∑
j,k
E
∥∥∥x(n)jk ∥∥∥8 I (∥∥∥x(n)jk ∥∥∥ ≤ ηn√n)+
(∑
j,k
E
∥∥∥x(n)jk ∥∥∥4 I (∥∥∥x(n)jk ∥∥∥ ≤ ηn√n)
)2
≤Cn−2 [n−1η6ny−3n + η4ny−2n ]
which is summable. Together with Borel-Cantelli lemma, it follows that
L
(
F S˘n, FΛΛ
∗
)
→ 0, a.s..
c): Finally, from a) and b), we can easily get the lemma. 
Combining the results of Lemma 3.1, Lemma 3.2, and Lemma 3.3, we have
the following remarks.
Remark 3.4. Under the conditions assumed in Theorem 1.1, we can further
assume that
1) ‖xjk‖ ≤ ηn
√
n,
2) E (xjk) = 0 and Var (xjk) = 1.
Remark 3.5. For brevity, we shall drop the superscript (n) from the variables.
Also the truncated and renormalized variables are still denoted by xjk.
3.2. Completion of the proof. Denote
mn (z) =
1
2p
tr (Sn − zI2p)−1 ,
where z = u+ υi ∈ C+.
3.2.1. Random part. Firstly, we should show that
(3.7) mn (z)− Emn (z)→ 0, a.s..
Let pij denote the j-th column of Xn, S
k
n = Sn − 1npikpi∗k and Ek (·) denote the
conditional expectation given {pik+1, pik+2, · · · , pi2n}. Then
mn (z)− Emn (z) = 1
2p
2n∑
k=1
[
Ek−1tr(Sn − zI2p)−1−Ektr(Sn − zI2p)−1
]
=
1
2p
2n∑
k=1
γk,
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where
γk =Ek−1tr(Sn − zI2p)−1−Ektr(Sn − zI2p)−1
= (Ek−1 − Ek)
[
tr(Sn − zI2p)−1 − tr
(
Skn − zI2p
)−1]
.
1: When k = 2t − 1 (t = 1, 2, · · · , n), because of the property of quater-
nion matrices, we can obtain
γk =Ek−1tr(Sn − zI2p)−1−Ektr(Sn − zI2p)−1 = 0.
2: When k = 2t (t = 0, 1, · · · , n), together with the formula
(A+ αβ∗)−1 = A−1 − A
−1αβ∗A−1
1 + β∗A−1α
,
we obtain
γk =(Ek−1 − Ek)
[
tr(Sn − zI2p)−1 − tr
(
Skn − zI2p
)−1]
=(Ek−1 − Ek)
1
n
pi∗k
(
Skn − zI2p
)−2
pik
1 + 1
n
pi∗k(S
k
n − zI2p)−1pik
.
Since ∣∣∣∣∣ 1npi∗k
(
Skn − zI2p
)−2
pik
1 + 1
n
pi∗k(S
k
n − zI2p)−1pik
∣∣∣∣∣
≤
1
n
pi∗k
((
Skn − uI2p
)2
+ υ2I2p
)−1
pik
ℑ
(
1 + 1
n
pi∗k(S
k
n − zI2p)−1pik
)
=
1
υ
,
we can easily get
|γk| ≤ 2
υ
.
Using Lemma 4.6, it follows that
E|mn (z)− Emn (z)|4 ≤ K4
(2p)4
E
(
2n∑
k=1
|γk|2
)2
≤ 4K4n
2
p4v4
= O
(
n−2
)
.
Combining with Borel-Cantelli lemma and Chebyshev inequality, we complete
the proof that
mn (z)− Emn (z)→ 0, a.s..
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3.2.2. Mean convergence. When σ2 = 1, (1.2) turns into
m (z) =
1− y − z +
√
(1− z − y)2 − 4yz
2yz
.(3.8)
Next we will devote to prove that
Emn (z)→ m (z) .
Applying Lemma 4.5, one has
mn (z) =
1
2p
p∑
k=1
tr
(
1
n
φ′kφ¯k − zI2 −
1
n2
φ′kX
∗
nk
(
1
n
XnkX
∗
nk − zI2p−2
)−1
Xnkφ¯k
)−1
where Xnk is the matrix resulting from deleting the k-th quaternion row of
Xn, and φ
′
k is the vector obtained from the k-th quaternion row of Xn. Notice
that φ′k can be represent as a 2× 2n matrix. Set
εk =
1
n
φ′kφ¯k − zI2 −
1
n2
φ′kX
∗
nk
(
1
n
XnkX
∗
nk − zI2p−2
)−1
Xnkφ¯k
− (1− z − yn − ynzEmn (z)) I2
and
δn =− 1
2p (1− z − yn − ynzEmn (z))
×
p∑
k=1
Etr
{
εk((1− z − yn − ynzEmn(z)) I2 + εk)−1
}
(3.9)
where yn = p/n. This implies that
Emn (z) =
1
1− z − yn − ynzEmn (z) + δn.
Solving Emn (z) from the equation above, we get
Emn (z) =
1
2ynz
(
1− z − yn + ynzδn ±
√
(1− z − yn − ynzδn)2 − 4ynz
)
.
As proved in the equation (3.17) of Bai [4], we can assert that
Emn (z) =
1− z − yn + ynzδn +
√
(1− z − yn − ynzδn)2 − 4ynz
2ynz
.(3.10)
Comparing (3.8) with (3.10), it suffices to show that
δn → 0.
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Lemma 3.6. Under the conditions of Remark 3.4, for any z = u + vi with
v > 0 and for any k = 1, · · · , p, we have
|Etrεk| → 0.(3.11)
Proof. By Lemma 4.4, we have
|Etrεk|
=
∣∣∣∣∣− 1n2EtrX∗nk
(
1
n
XnkX
∗
nk − zI2p−2
)−1
Xnk + 2yn + 2ynzEmn (z)
∣∣∣∣∣
=
∣∣∣∣∣−1nEtr
(
1
n
XnkX
∗
nk − zI2p−2
)−1
1
n
XnkX
∗
nk + 2yn + 2ynzEmn (z)
∣∣∣∣∣
≤2
n
+
|z|
n
∣∣∣∣∣E
[
tr
(
1
n
XnX
∗
n − zI2p
)−1
− tr
(
1
n
XnkX
∗
nk − zI2p−2
)−1]∣∣∣∣∣
≤2
n
+
2 |z|
nυ
→ 0.
Then, the proof is complete. 
Lemma 3.7. Under the conditions of Remark 3.4, for any z = u + vi with
v > 0 and for any k = 1, · · · , p, we have
E
∣∣trε2k∣∣→ 0.
Proof. Write the form of (Sn − zI2p)
t1 0 a12 b12 · · ·
0 t1 −b¯12 a¯12 · · ·
a¯12 −b12 t2 0 · · ·
b¯12 a12 0 t2 · · ·
...
...
...
...
. . .

and denote Rk =
(
1
n
XnkX
∗
nk − zI2p−2
)−1
. By Corollary 2.5 and
1
n
φ′kφ¯k − zI2 −
1
n2
φ′kX
∗
nkRkXnkφ¯k
=
(
1
n
α′kα¯k − z − 1n2α′kX∗nkRkXnkα¯k 1nα′kβ¯k − 1n2α′kX∗nkRkXnkβ¯k
1
n
β′kα¯k − 1n2β′kX∗nkRkXnkα¯k 1nβ′kβ¯k − z − 1n2β′kX∗nkRkXnkβ¯k
)
where αk denotes the first column of φk and βk denotes the second column of
φk, we can get:
1
n
α′kα¯k − z −
1
n2
α′kX
∗
nkRkXnkα¯k =
1
n
β′kβ¯k − z −
1
n2
β′kX
∗
nkRkXnkβ¯k
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and
1
n
α′kβ¯k −
1
n2
α′kX
∗
nkRkXnkβ¯k =
1
n
β′kα¯k −
1
n2
β′kX
∗
nkRkXnkα¯k = 0.
Note that
1
n
φ′kφ¯k − zI2 −
1
n2
φ′kX
∗
nkRkXnkφ¯k = εk + (1− z − yn − ynzEmn(z)) I2,
thus we have
εk =
(
θ 0
0 θ
)
where
θ =
1
n
α′kα¯k − z −
1
n2
α′kX
∗
nkRkXnkα¯k − (1− z − yn − ynzEmn (z)) .
Let E˜ (·) denote the conditional expectation given {xj , j = 1, · · · , n; j 6= k},
then we get
E
∣∣trε2k∣∣ = 2E |θ|2 = 12E |trεk|2
≤2
[
E
∣∣∣trεk − E˜trεk∣∣∣2 + E ∣∣∣E˜trεk − Etrεk∣∣∣2 + |Etrεk|2] .(3.12)
We will estimate the inequality above by the following three steps.
(1): We start from the bound of first term of (3.12).
Write T = (tjl) = I2n − 1nX∗nkRkXnk, where tjl =
(
ejl fjl
hjl gjl
)
, then we have
trεk − E˜trεk
=tr
(
1
n
φ′kφ¯k −
1
n2
φ′kX
∗
nkRkXnkφ¯k
)
− tr
(
I2 − 1
n2
X∗nkRkXnk
)
=
1
n
tr
(
φ′kTφ¯k −T
)
=
1
n
(
n∑
j=1
tr
(‖xkj‖2 − 1) tjj +∑
j 6=l
tr (x∗klxkjtjl)
)
.
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By elementary calculation, we obtain
E˜
∣∣∣trεk − E˜trεk∣∣∣2
=
1
n2
( n∑
j=1
E˜
∣∣tr (‖xkj‖2 − 1) tjj∣∣2 +∑
j 6=l
E˜
[
tr (x∗klxkjtjl) tr
(
x∗kjxklt
∗
jl
)
+ tr (x∗klxkjtjl) tr
(
x∗klxkjt
∗
lj
) ])
≤ 1
n2
(
n∑
j=1
E˜
(‖xkj‖2 − 1)2 |ejj + gjj|2 + 2∑
j 6=l
E˜ |tr (x∗klxkjtjl)|2
)
≤C
n2
(
η2nn
n∑
j=1
(|ejj|2 + |gjj|2)+∑
j 6=l
(|ejl|2 + |fjl|2 + |gjl|2 + |hjl|2)
)
≤Cη
2
n
n
n∑
j=1
(|ejj|2 + |gjj|2)+ C
n2
∑
j,l
(|ejl|2 + |fjl|2 + |gjl|2 + |hjl|2)
≤Cη
2
n
n
trTT∗ +
C
n2
trTT∗.(3.13)
To complete the estimation, we only need to show that trTT∗ is a bounded
random variable. For 1√
n
Xnk, there exist (2p− 2)× q orthonormal matrix U
and 2n× q orthonormal matrix V such that
1√
n
Xnk = Udiag (s1, · · · , sq)V∗
where s1, · · · , sq are the singular values of 1√nXnk and q = (2p − 2) ∧ 2n.
Then, we get
I2n −T =
(
1√
n
X∗nk
)
Rk
(
1√
n
Xnk
)
=Vdiag (s1, · · · , sq)U∗Udiag
(
s21 − z, · · · , s2q − z
)−1
U∗Udiag (s1, · · · , sq)V∗
=Vdiag
(
s21
s21 − z
, · · · , s
2
q
s2q − z
)
V∗.
Thus
T = I2n −Vdiag
(
s21
s21 − z
, · · · , s
2
q
s2q − z
)
V∗ = Vdiag
( −z
s21 − z
, · · · , −z
s2q − z
)
V∗
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which implies that
trTT∗ =
q∑
j=1
|z|2∣∣s2j − z∣∣2 ≤ 2n|z|
2
υ2
.(3.14)
By (3.13) and (3.14), we obtain
E
∣∣∣trεk − E˜trεk∣∣∣2 → 0.(3.15)
(2): Next, we bound the second term of (3.12). Note that
E˜trεk − Etrεk = z
n
(EtrRk − trRk) .
Using the martingale decomposition method (similar to the proof of (3.7)), we
have
E
∣∣∣E˜trεk − Etrεk∣∣∣2 = |z|2
n2
E |EtrRk − trRk|2 ≤ 4 |z|
2
nυ2
→ 0.(3.16)
(3): Finally, combining (3.11), (3.12), (3.15) and (3.16), we conclude that
E
∣∣trε2k∣∣→ 0,
which complete the proof of the lemma. 
Lemma 3.8. For any z = u+ vi with v > 0, we have
δn(z)→ 0.
Proof. By (3.9), we can write
δn =− 1
2p (1− z − yn − ynzEmn (z))2
p∑
k=1
Etrεk
+
1
2p (1− z − yn − ynzEmn (z))2
p∑
k=1
Etr
{
ε2k((1− z − yn − ynzEmn (z)) I2 + εk)−1
}
.
Note that
ℑ (1− z − yn − ynzEmn (z)) < −υ,
which implies that
|1− z − yn − ynzEmn (z)| > υ.(3.17)
By Lemma 3.6 and (3.17), we have∣∣∣∣∣ 12p (1− z − yn − ynzEmn (z))2
p∑
k=1
Etrεk
∣∣∣∣∣ ≤ 12pυ2
p∑
k=1
|Etrεk| → 0.(3.18)
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Rewrite
εk + (1− z − yn − ynzEmn (z)) I2
=
(
1
n
α′kα¯k − z − 1n2α′kX∗nkRkXnkα¯k 0
0 1
n
β′kβ¯k − z − 1n2β′kX∗nkRkXnkβ¯k
)
+ (1− z − yn − ynzEmn (z)) I2.
Note that
ℑ
(
1
n
α′kα¯k − z − 1n2α′kX∗nk
(
1
n
XnkX
∗
nk − zI2p−2
)−1
Xnkα¯k
)
= −υ
(
1 +α′kX
∗
nk
[(
1
n
XnkX
∗
nk − zI2p−2
)2
+ υ2I2p−2
]−1
Xnkα¯k
)
< −υ
which implies that∣∣∣∣∣
(
1
n
α′kα¯k − z −
1
n2
α′kX
∗
nk
(
1
n
XnkX
∗
nk − zI2p−2
)−1
Xnkα¯k
)∣∣∣∣∣ > υ.(3.19)
By Lemma 3.7, (3.17) and (3.19), we have∣∣∣∣∣ 12p (1− z − yn − ynzEmn (z))2
p∑
k=1
Etr
{
ε2k((1− z − yn − ynzEmn (z)) I2 + εk)−1
}∣∣∣∣∣
≤ 1
2pυ3
p∑
k=1
E
∣∣trε2k∣∣→ 0.
(3.20)
Combining (3.18) and (3.20), we get
|δn| ≤
∣∣∣∣∣ 12p (1− z − yn − ynzEmn (z))2
p∑
k=1
Etrεk
∣∣∣∣∣
+
∣∣∣∣∣ 12p (1− z − yn − ynzEmn (z))2
p∑
k=1
Etr
{
ε2k((1− z − yn − ynzEmn (z)) I2 + εk)−1
}∣∣∣∣∣
→0.
Then the proof of this lemma is complete. 
Now, we have completed the proof of the mean convergence
Emn (z)→ m (z) .
3.2.3. Completion of the proof of Theorem 1.1. We need the last part of Chap-
ter 2 of [3] for completing the proof Theorem 1.1. For the readers convenience
we repeat here. By Section 3.2.1 and Section 3.2.2, for any fixed z ∈ C+, we
have
mn (z)→ m (z) , a.s..
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That is, for each z ∈ C+, there exists a null set Nz (i.e.,P (Nz) = 0) such that
mn (z, w)→ m (z) , for all w ∈ N cz .
Now, let C+0 be a dense subset of C
+ (e.g., all z of rational real and imaginary
parts) and let N =
⋃
z∈C+
0
Nz. Then
mn (z, w)→ m (z) , for all w ∈ N cand z ∈ C+0 .
Let C+m = {z ∈ C+, ℑz > 1/m, |z| ≤ m}. When z ∈ C+m, we have |sn (z) | ≤
m. Applying Lemma 4.8, we have
mn (z, w)→ m (z) , for all w ∈ N c and z ∈ C+m.
Since the convergence above holds for every m, we conclude that
mn (z, w)→ m (z) , for all w ∈ N c and z ∈ C+.
Applying Lemma 4.9, we conclude that
F Sn
w→ F, a.s..
4. Appendix
We introduce some results that will be used in this paper.
Lemma 4.1 (Corollary A.42 in [3]). Let A and B be two p× n matrices and
denote the ESD of S = AA∗ and S˜ = BB∗ by F S and F S˜. Then,
L4
(
F S, F S˜
)
≤ 2
p2
(tr (AA∗ +BB∗)) (tr [(A− B) (A− B)∗]) ,
where L (·, ·) denotes the Le´vy distance.
Lemma 4.2 (Theorem A.44 in [3]). Let A and B be p× n complex matrices.
Then, ∥∥FAA∗ − FBB∗∥∥ ≤ 1
p
rank (A− B) .
Lemma 4.3 (Bernstein’s inequality). If τ1, · · · , τn are independent random
variables with mean zero and uniformly bounded by b, then, for any ε > 0,
P
(∣∣∣∣∣
n∑
j=1
τj
∣∣∣∣∣ ≥ ε
)
≤ 2exp (−ε2/ [2 (B2n + bε)])
where B2n = E (τ1 + · · ·+ τn)2 .
Lemma 4.4 (see (A.1.12) in [3]). Let z = u+ iv, v > 0, and let A be an n×n
Hermitian matrix. Ak be the k-th major sub-matrix of A of order (n − 1), to
be the matrix resulting from the k-th row and column from A. Then∣∣tr(A− zIn)−1 − tr(Ak − zIn−1)−1∣∣ ≤ 1
υ
.
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Lemma 4.5 (Theorem A.4 in [3]). For an n×n Hermitian A,define Ak,called
a major submatrix of order n− 1,to be the matrix resulting from the k-th row
and column from A. If both A and Ak,k = 1, · · · , n, are nonsingular,and if we
write A−1 = [akl],then
akk =
1
akk − α∗kA−1k βk
,
and hence
tr
(
A−1
)
=
n∑
k=1
1
akk − α∗kA−1k βk
,
Lemma 4.6 (Burkholder’s inequality ). Let {Xk} be a complex martingale
difference sequence with respect to the increasing σ-field. Then, for p > 1,
E|∑Xk|p ≤ KpE(∑ |Xk|2)p/2.
Lemma 4.7 (Rosenthal’s inequality ). Let Xi are independent with zero means,
then we have, for some constant Ck:
E
∣∣∣∑Xi∣∣∣2k ≤ Ck (∑E |Xi|2k + (∑E |Xi|2)k) .
Lemma 4.8 (Lemma 2.14 in [3]). Let f1, f2, · · · be analytic in D, a connected
open set of C, satisfying |fn (z)| ≤ M for every n and z in D, and fn (z)
converges as n → ∞ for each z in a subset of D having a limit point in D.
Then there exists a function f analytic in D for which fn (z) → f (z) and
f ′n → f ′ (z) for all z ∈ D. Moreover, on any set bounded by a contour interior
to D, the convergence is uniform and {f ′n (z)} is uniformly bounded.
Lemma 4.9 (Theorem B.9 in [3]). Assume that {Gn} is a sequence of functions
of bounded variation and Gn (−∞) = 0 for all n. Then,
lim
n→∞
mGn (z) = m (z) ∀z ∈ D
if and only if there is a function of bounded variation G with G (−∞) = 0 and
Stieltjes transform m (z) and such that Gn → G vaguely.
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