We propose an algebraic approach to stochastic graph-rewriting which extends the classical construction of the Heisenberg-Weyl algebra and its canonical representation on the Fock space. Rules are seen as particular elements of an algebra of "diagrams": the diagram algebra D. Diagrams can be thought of as formal computational traces represented in partial time. They can be evaluated to normal diagrams (each corresponding to a rule) and generate an associative unital non-commutative algebra of rules: the rule algebra R. Evaluation becomes a morphism of unital associative algebras which maps general diagrams in D to normal ones in R. In this algebraic reformulation, usual distinctions between graph observables (real-valued maps on the set of graphs defined by counting subgraphs) and rules disappear. Instead, natural algebraic substructures of R arise: formal observables are seen as rules with equal left and right hand sides and form a commutative subalgebra, the ones counting subgraphs forming a sub-subalgebra of identity rules. Actual graph-rewriting is recovered as a canonical representation of the rule algebra as linear operators over the vector space generated by (isomorphism classes of) finite graphs. The construction of the representation is in close analogy with and subsumes the classical (multi-type bosonic) Fock space representation of the HeisenbergWeyl algebra.
Introduction
Graphs and graph-like structures are basic components in the modern toolkit of modeling. They appear in varied situations such as the study of epidemics, social dynamics of opinions, ad hoc networks, spin glasses [10] , and also combinatorial chemical reaction networks [6] . Oftentimes, one has competing rewiring operations or rules which locally remodel the graph and, thus, naturally define a Markovian process on the discrete set of graphs. This is the situation we are interested in this paper. Our specific goal is to establish a new route to the study of these models. Traditionally one uses graph transformation systems and the notion of rule and rule application (see e.g. Ref. [11] for a review). Here we posit as our primary object a notion of rule diagrams. Such diagrams can be seen as formal compositions of rules in "true concurrency" style. Operationally, diagrams can also be understood as neighbourhoods of realizations of processes of interest. We put together a formalism to represent such diagrams and their evaluations. With this algebraisation of rule composition, the world of rules becomes autonomous -rules can be formally composed using the diagram algebra and then evaluated to linear combinations of rules by means of a specific evaluation mechanism. Four different variants of evaluation are conceivable [2] . We restrict here to the simplest form, DPOrewriting, where no implicit edge-deletion is allowed when deleting a node. We find that rules form a unital associative algebra R, while (formal) graph observables are just special rules which form a commutative subalgebra of R. The vector space of finite graphs comes back into the picture as the carrier of a natural representation of the rule algebra. Actual DPO-type graph rewriting is now seen as the action induced by the representation.
Ideas presented here are anticipated by Löwe [12] with the concept of rule composition for single-pushout rewriting (SPO). Diagrams themselves are implicit in recent constructions on graphrewriting traces [7] . But it is only by decoupling the algebra of rules from its representations that we can operationalise these ideas and develop an efficient and versatile combinatorial framework for quantitative graph rewriting. Indeed, our construction embodies a combinatorial engine for accurate handling of the many counting situations which arise in the manipulation of graph rewriting systems. In particular, a special case of this construction is that of discrete typed graphs (no edges): R then boils down to the Heisenberg-Weyl algebra, and R's representation to the traditional interpretation of this algebra as acting on the multi-type Fock space. Our combinatorial engine thus subsumes analytic combinatorics on the Fock space [4] . Another type of combinatorial scenario we can put our engine to work on is the derivation of the formal backward equation for graph observables. Such equations are widely used in the study of stochastic graph models and often obtained via ad hoc counting arguments. A recent example is Ref. [1, p21] . The derivation relies on a re-derivation of the jump-closure theorem. Not only do we find a much cleaner derivation, but it also generalises in a straightforward manner to obtain a compact formula for the case of correlators of observables (a.k.a. multivariate moments). Besides, and this is a more subtle difference, we derive jump-closure for DPO-rewriting which is more intricate than the SPO-version obtained earlier [9] .
Here is an outline of the following sections: 
Relations and Graphs
We work with relations over finite sets. The set of relations between the sets A and B will be denoted by RelpA, Bq; the subset of one-to-one relations between A and B (equivalently partial injective maps from A to B) will be denoted by Rel1pA, Bq. The domain and codomain of a relation r are defined as domprq " ta | Db.pa, bq P ru and codprq " tb | Da.pa, bq P ru. Given r in RelpA, Bq, and U Ď A, we write rrU s :" tb | Du P U.pu, bq P ru Ď B. The identity relation in RelpA, Aq will be written idA. The sequential composition of r in RelpA, Bq and s in RelpB, Cq will be written r; s in RelpA, Cq. The Kleene closure of r P RelpA, Aq will be written r˚in RelpA, Aq, and we write r`for r; r˚. We also define cl"prq to be the equivalence relation generated by r in RelpA, Aq, and r´1 in RelpB, Aq to be the relation inverse to an r in RelpA, Bq.
We also use directed graphs defined as tuples G " pV, E, s, tq where V and E are finite sets of vertices and edges, and s, t : E Ñ V map edges to their source and target.
The connected component relation ccpGq Ď VˆV is the equivalence relation cl"ptpspeq, tpeqq | e P Euq. A partial injective morphism of graphs from pV, E, s, tq to pV 1 , E 1 , s 1 , t 1 q is a pair of one-to-one relations fV P Rel1pV, V 1 q, fE P Rel1pE, E 1 q such that fE; s 1 " s; fV and fE; t 1 " t; fV . When fV and fE are bijections, one says that pfV , fEq is an isomorphism. The set of isomorphism classes of finite graphs will be denoted G-.
The rule diagram and rule algebra
We introduce rule diagrams, a syntax for formal and "truly concurrent" traces of graph rewriting systems. These diagrams admit a notion of composition, which encompasses the usual notion of matching, and a notion of normalization, which implements rewriting. These diagrams and their normal forms span algebras which in the next sections will be the basis for an interpretation of stochastic graph rewriting systems as representations.
Polarized discrete diagrams
Rule diagrams and their reduction semantics are defined in terms of simpler polarized discrete diagrams (pdds) that correspond to traces of set rewriting ( [11] , Sec. 2) processes. We will denote the set of discrete diagrams, defined below, by D0.
Definition 1 (Polarized discrete diagram).
A pdd is a tuple d " pi, o, r, mq, where i and o are finite, disjoint input and output sets, and where r in Rel1pi, oq, m in Rel1po, iq will be called the rule and the match relations, respectively. We require the pdd to be acyclic. Formally, this corresponds to requiring that idi X pr; mq`" ∅ and symmetrically, ido X pm; rq`" ∅. A pdd is normal whenever m " ∅.
The input and output sets should be thought of as vertices on which some finite set of rules operate. These rules (grouped in the rule relation) are themselves strung together along the match relation. Pdds admit a simple graphical syntax that we now illustrate on small examples. In the pictures that follow, inputs will be depicted as˝, outputs as ‚, the rule relation as dotted arrows and the match relation as full arrows. The acyclicity of pdds induces a partial order on elements that we will interpret as the global arrow of time -the diagrams will be displayed vertically, with time going upwards. Besides the empty pdd d tu " p∅, ∅, ∅, ∅q, the simplest examples correspond to the creation, annihilation and preservation of a vertex, corresponding to normal pdds dc, da, dp, respectively:
More concretely, dc :" p∅, t‚u , ∅, ∅q, da :" pt˝u , ∅, ∅, ∅q and dp :" pt˝u , t‚u , tp˝, ‚qu , ∅q. A rule that matches a vertex and creates another one can be presented as the pdd d1 " pt˝0u , t‚1, ‚2u , tp˝0, ‚2qu , ∅q, displayed here:
As an illustration of a non-normal pdd, we can compose (as will be made precise in Prop. 6) two instances of the previous pdd, for example matching the top instance's input to ‚2:
The information of this pdd is encoded concretely as follows:
d2 " pt˝0,˝3u , t‚1, ‚2, ‚4, ‚5u , tp˝0, ‚2q, p˝3, ‚5qu , tp‚2,˝3quq
These examples hint at the fact that pdds are composed of a union of alternating sequences of elements of i and o (as the sequence p˝0, ‚2,˝3, ‚5q in (3), corresponding to the history (that we call worldline) of some element during the rewriting process. This trivial consequence of the choice of one-to-one relations for the rule and match relations together with acyclicity of pdds is pivotal in the definition of rule diagrams.
Definition 2 (Worldlines). Let d " pi, o, r, mq be a pdd. We define the worldline relation ωpdq in Relpi Y o, i Y oq as cl" pr Y mq.
Informally, ωpdqrtxus is the connected component of x in d seen as a bipartite graph. Equivalently, by the one-to-oneness and acyclicity conditions, we can describe ωpdq as follows: Lemma 3. Let d " pi, o, r, mq be a pdd and x, y P i Y o such that px, yq P ωpdq. Then:
x, y P i ñ px, yq P pr; mq˚Y pr; mq˚´1 x, y P o ñ px, yq P pm; rq˚Y pm; rq˚´1
x P i, y P o ñ px, yq P r; pm; rq˚Y r; pm; rq˚´1 x P o, y P i ñ px, yq P m; pr; mq˚Y m; pr; mq˚´1
A pdd also has a natural notion of interface, namely the unmatched elements of i and o:
Definition 4 (Interface of a pdd). Let d " pi, o, r, mq be a pdd. We define its input interface by Ipdq :" izcodpmq and its output interface by Opdq :" ozdompmq.
For example, the diagram d2 given in (3) has Ipd2q " t˝0u, and Opd2q " t‚1, ‚4, ‚5u.
Using interfaces, we can define matches between pdds, and compose pdds along a given match on their interfaces:
is an element of Rel1pOpdq, Ipd 1 qq. We write M0pd, d 1 q for the set of such diagram matches. For n in M0pd, d
1 q, we define a composed pdd d n d
1 as
Continuing the previous example, diagram d2 in (3) corresponds to the composition of d1 with d 1 1 " pt˝3u , t‚4, ‚5u , tp˝3, ‚5qu , ∅q along the match relation m " tp‚2,˝3qu. Observe that acyclicity and one-to-oneness of the relations r and m imply trivially that the intersection of the input interface with a worldline equivalence class is at most a singleton, and similarly for the output interface. This motivates the definition of the boundary relations, which relate elements of a pdd with the interfaces through the worldline relation: The notion of normalization that we apply to pdds corresponds to taking the trace of the worldline relation against the interface of a diagram:
Definition 8 (Normalization). We define
B0pdq :" pIpdq, Opdq, Iωpdq´1; Oωpdq, ∅q. 
Proof. (i), (ii) are clear; (iii) is a consequence of having an empty match relation in B0pdq; (iv) follows from Defs. 7 and 8.
Normalization is compatible with composition:
Proof. (i) By Lemma 9, interfaces are preserved by reduction therefore M0pd,
It is sufficient to check equality of the reduced rule relation. Observe that
Let R " Iωpdq´1; Oωpdq and R 1 " Iωpd 1 q´1; Oωpd 1 q be the "internal" worldline relations. Since d and d
1 are disjoint, we can expand the rule structure of B0pd n d 1 q as follows:
By Lemma 9(iv), R " IωpB0pdqq´1; OωpB0pdqq and R 1 " IωpB0pd 1 qq´1; OωpB0pd 1 qq, so we can substitute these in the expansion above, and fold the expansion back to conclude.
For the construction of the rule and rule diagram algebras, we need to consider diagram only up to isomorphisms.
Definition 11 (Isomorphism of pdds). Let d " pi, o, r, mq and
such that fi; r 1 " r; fo and m; fi " fo; m
1 . This will be denoted by f :
Rule diagrams
A rule diagram is a suitable coupling of a pair of pdds supported by respectively a set of vertices and a set of edges. The set of rule diagrams will be denoted by D.
where dV " piV , oV , rV , mV q and dE " piE, oE, rE, mEq are pdds verifying:
1. Gipdq :" piV , iE, si, tiq and Gopdq :" poV , oE, so, toq are graphs; 2. prV , rEq is a partial graph morphism from Gipdq to Gopdq; Conditions 1. and 2. can be summarized in the following diagram, where the horizontal components are pdds and the vertical ones are graphs:
3. d fulfills the delayed morphism condition: if pe, e 1 q is in ωpdEq, then pspeq, spe 1 qq, and ptpeq, tpe 1are in ωpdV q, with s " si Z so, and t " ti Z to 4. d is globally acyclic: i.e. ido V X pmV ; r 1 V q`" ∅ with r 1 V " ccpGipdqq; rV ; ccpGopdqq 5. d verifies the totality condition, meaning id Ipd E q ; si; IωpdV q and id Opd E q ; so; OωpdV q are total functions from resp. IpdEq to IpdV q and OpdEq to OpdV q, and similarly for ti, to.
We say a rule diagram d is normal, or simply that it is a rule, when both dV and dE are normal pdds. In which case, we simply write d " Gopdq r ð ù Gipdq, with r " prV , rEq the partial injective graph morphism from Gipdq to Gopdq (see condition 2 above). Rules are isomorphic to the traditional concept of rules in graph rewriting [12] .
Let us discuss the conditions listed in Def. 13. The delayed morphism condition is key to proving that composition of rule diagrams is associative (Prop. 19). Global acyclicity allows one to have a sequential interpretation of rule diagrams as compositions of rules (Def. 17). The totality condition enforces that the source and target maps in any normalized diagram are total functions. Note that it is possible to drop this axiom from the definition of rule diagrams at the cost of having to define a more complicated form of reduction, but at the benefit of being able to implement the algebraic structures for types of graph rewriting more general than DPO [2] .
As a first example, we consider a normal diagram corresponding to a rule which acts identically on an edge, see (4a). We use the same pictorial conventions as for pdds for vertices and we use˛to denote input edges and˛for output edges. The concrete presentation for this diagram is d " pdV , dE, si, ti, so, toq with dV " pt˝0,˝1u , t‚2, ‚3u , tp˝0, ‚2q, p˝1, ‚3qu , ∅q for vertices, dE " pt˛au , t˛bu , tp˛a,˛bqu , ∅q for edges and the obvious maps for si, ti, so, to. Rule diagrams admit a notion of isomorphism:
such that pfV,i, fE,iq is a graph isomorphism from Gipdq to Gipd 1 q and pfV,o, fE,oq is a graph isomorphism from Gopdq to Gopd 1 q. The set of isomorphism classes of rule diagrams will be denoted D-. Isomorphism classes of rules will be denoted R-.
Normalization of rule diagrams is defined as the componentwise normalization of the vertices and edges pdds:
Definition 15 (Normalization of rule diagrams). Let us consider a rule diagram d " pdV , dE, si, ti, so, toq. We define its normal form as Bpdq :" pB0pdV q, B0pdEq,si,ti,so,toq wherē si :" id Ipd E q ; si; IωpdV q ,so :" id Opd E q ; so; OωpdV q ti :" id Ipd E q ; ti; IωpdV q ,to :" id Opd E q ; to; OωpdV q.
The following proposition states that normalization preserves the structure of rule diagrams:
Bpdq is a rule, and (ii) B˝B " B.
Proof. (i) Let us show that the conditions listed in Def. 13 are verified by Bpdq.
5.
Totality is guaranteed by construction.
1. Totality directly implies that GipBpdqq and GopBpdqq are graphs. 2. Let us prove that the rule structure pr 1 V , r 1 E q of Bpdq induces a partial graph morphism. Let pei, eoq P r 1 E ; then by virtue of the delayed morphism condition, psipeiq, sopeoqq P ωpdV q, therefore psipeiq,sopeoqq P ωpdV q. By Def. 8, this pair of vertices is in r 1 V . The same argument holds for ti and to. 3. By the previous point and using that the match relation is empty, the delayed morphism condition is trivially verified. 4. Global acyclicity follows trivially by emptyness of the match relation of Bpdq.
(ii) follows trivially from normality of Bpdq.
As
Example (4b) corresponds to a vertex-preserving rule precomposed and postcomposed with an edge-preserving rule.
This example highlights in a striking way the delayed morphism condition: here, p˛b,˛cq are in the match relation but ptop˛bq, tip˛cqq are not. This makes the following proposition, which characterizes the admissible matches more concretely, not entirely trivial:
Proposition 18 (Admissible matches). 
Proof. The source and target maps si, ti, so, to of a triple composite are given by the union of the corresponding data from each component, independently of the chosen matches. Therefore, it is enough to apply Prop. 6 to conclude.
Remark 20. The rule diagram d ∅ :" pd tu , d tu , ∅, ∅, ∅, ∅q acts as a unit under composition:
Moreover, normalization respects composition:
Proof. (i) Using the assumption n P Mpd, d 1 q, by Prop. 18, n is an injective morphism of graphs from GopBpdqq to GipBpd 1and therefore n P MpBpdq, Bpd 1 qq. The proof of (ii) follows the same pattern as the proof of Prop. 10.
The rule diagram and rule algebra
Rule diagrams span a vector space that may be endowed via the composition operation with the structure of an algebra. In the following, we denote by pspanpXq,`,¨q the formal vector space of finite linear combinations with real coefficients over a set X, where v`v 1 is the vector addition, and where λ¨v is the scalar multiplication. We let δ : X Ñ spanpXq be the map associating x P X to the basis vector δpxq. However, where the context allows it, we will drop δ and denote a basis element by its index in X. In the remainder of this paper, we will only deal explicitly with isomorphism classes of combinatorial structures where required.
Definition 22 (Vector spaces of rule diagrams and rules). Let D " pspanpD-q,`,¨q. Since R-Ď D-, there exists a subvector space of D spanned by (isomorphism classes of) rules which will be denoted by R, together with a canonical inclusion ψ : R ãÑ D.
D admits an algebra structure induced by diagram composition. Let us define the product:
Definition 23 (Product in D). Let δpdq, δpd 1 q P D be two basis vectors for d, d
1 P D-. We define their product as:
This extends to arbitrary elements of D by linearity:
Theorem 24.˚D turns D into an associative algebra with unit
We call pD,˚D, 1 D q the rule diagram algebra.
Proof. Bilinearity of˚D is straightforward. Let us prove associativity. Clearly it is enough to consider basis vectors. We have:
where we applied Prop. 19 in the final step.
Let us check the unit law. Observe that for all d P D, ∅ is the only element in Mpd ∅ , dq and in Mpd, d ∅ q, therefore
This lifts trivially to arbitrary vectors.
The normalization map extends by linearity to a linear map from D to R that we call the reduction map:
Definition 25 (Reduction map). The functionφ defined on basis vectors asφ pδpdqq :" δpBpdqq extends straightforwardly to a linear mapφ : D Ñ R.
The unital associative algebra structure on D can be pushed forward to R by composing rules and normalizing back their composition:
Definition 26 (Product in R). Let v, v 1 P R be given. We define their product as:
heorem 27.φ is a homomorphism of unital associative algebras from pD,˚D, 1 D q to pR,˚R, 1 R :" d ∅ q. We call pR,˚R, 1 R q the rule algebra.
Proof. Let us first prove thatφ is an algebra homomorphism. By bilinearity of˚R and˚D, it is enough to consider basis vectors. We have to proveφpδpd 1 q˚D δpdqq "φpδpd 1 qq˚Rφpδpdqq. Unfolding the definition of˚R, we get:
herefore, the goal reduces to provinḡ
Then ψpφpδpd" δpBpdqq and ψpφpδpd" δpBpd 1 qq, and it is sufficient to prove thatφpδpd 1 q˚Dδpdqq "φ`δpBpd 1 qq˚D δpBpdqq˘, which follows from point 1. of Prop. 21. The unitality part is trivial. As for associativity, it suffices to apply the homomorphism property toφpψpxq˚D ψpyq˚D ψpzqq in the two possible ways to obtain the sought after equality.
An important subalgebra of R is that of observables, which will be denoted by O. Its elements are (linear combinations of) rules g 1 r ð ù g where g and g 1 are isomorphic. In a slight abuse of notation, we will denote such a diagram by g r ð ù g. As we shall see, such diagrams correspond (via the representation to be defined below) to functions on graphs counting the number of occurrences of a given graph. If r is not an isomorphism, but simply a partial injective morphism, then we are only counting such occurrences where nodes deleted by r (and recreated subsequently) are sent to nodes of same degree in the target graph.
Proposition 28. Let O be the linear subspace spanned by the family tg r ð ù gugPG -. O is a commutative subalgebra of R.
1 q be given as in Def. 17. By Prop. 18, n is a partial graph morphism from g to g 1 . Let us write d " d n d 1 . We prove that there is a graph isomorphism from GipBpdqq to GopBpdqq. By assumption, Gipdq -Gopdq and Gipd 1 q -Gopd 1 q, and evidently dompnq -codpnq. Moreover, 
Representation
Let G :" spanpG-q be the vector space spanned by isomorphism classes of graphs. We construct a representation (that is, a homomorphism of unital associative algebras) of the algebra R in the algebra EndpGq of endomorphisms over the vector space G. In Section 5, we will show how this representation implements massaction stochastic graph rewriting. In this section, we proceed by (i) constructing a linear map ρ : R Ñ EndpGq and (ii) proving that ρ is indeed a homomorphism. The whole construction is in close analogy to the representation theory of the Heisenberg-Weyl algebra. We will therefore use notations as customary in quantum mechanics. By definition G admits a (Hamel) basis indexed by g P G-; we write |gy for these basis vectors. Among all elements of G, we distinguish the vector corresponding to the empty graph: |∅y; it is the counterpart of the vacuum vector in the construction of the bosonic Fock space representation for the Heisenberg-Weyl algebra [4] and it will play a similar role here.
Constructing the representation. The representation map ρ : R Ñ EndpGq must satisfy (i) linearity and (ii) for all v, v 1 P R, the equation ρpv 1˚R vq " ρpv 1 qρpvq. It is sufficient to define ρ on a basis of R and then extend it by linearity; similarly, an operator in EndpGq is entirely characterized by its action on basis vectors |gy. In the following, we will omit δ where unambiguous.
Definition 29 (Representation map).
This extends to a linear operator ρ : R Ñ EndpGq. Note that the first definition implies the equation |gy " ρpg ð ù ∅q |∅y for all g P G-. We have:
Theorem 30. ρ is a homomorphism of associative unital algebras.
Proof. Let d, d
1 P R-be given. By linearity, it suffices to prove ρpd 1˚R dq " ρpd 1 qρpdq and ρp1 R q " 1 EndpGq . It is enough to test these equalities on basis vectors of G. We first consider the case of the basis vector |∅y and then proceed to the case of |g ‰ ∅y. By definition of ρ, we trivially have
Let us proceed to the case of a basis vector |g ‰ ∅y. We have due to the previous result ρp1 R q |gy " ρp1 R˚p g ð ù ∅qq |∅y " |gy.
Using the previous results together with the associativity of˚R,
The following result will be useful in constructing a stochastic dynamics. We recall that an operator A in EndpGq is row-finite if for all h, there are only finitely many gs such that pA |gyq h is nonzero.
Lemma 31. ρ ranges in row-finite operators.
Proof. It is enough to consider d " pf 1 r ð ù f q. We have to prove that for all h, there are finitely many gs such that pρpdq |gyq h is nonzero, i.e. such that 
Stochastic mechanics of graph rewriting

Stochastic mechanics in a nutshell
We are interested in describing the time evolution of probability distributions over G-. As these are not necessarily finitely supported, they do not fit in G " spanpG-q. Therefore, we define our space of states to be the real Fréchet spaceĜ :" R G-endowed with the product topology. The subspace of finite sequences is isomorphic to G. The convex subset of subprobability states P rob ĂĜ contains all states f inĜ that are (i) positive, i.e. for all g in G-, f pgq ě 0 and (ii) subnormalized, i.e. ř g f pgq ď 1. We say an operator A in EndpGq is substochastic, if ApP robq Ď P rob. We write StochpG-q for such operators.
A stochastic dynamics in our setting will be a continuoustime Markov chain given by a Hamiltonian H in EndpGq. We require this operator to be infinitesimal stochastic, meaning that H " ph gg 1 q for g, g 1 in G-with:
and, (ii) ř g 1 h gg 1 " 0 for all g. The stochastic dynamics induced by a Hamiltonian is a semigroup P : r0, 8q Ñ StochpG-q of substochastic operators (i.e. P psqP ptq " P ps`tq for all s, t ě 0) which is the pointwise minimal non-negative solution of the (backward) master equation: dP dt " HP
Given an initial state f in P rob, the corresponding trajectory is given by t Þ Ñ P ptqpf q. See Norris [13] for a thorough treatment of the general subject. Note that the above only makes formal sense whenever H P EndpGq can be interpreted as an element of EndpĜq. In this paper, as a consequence of Lemma 31, this will always be the case by construction:
Lemma 32. For all H P EndpGq, if H is row-finite then H P EndpĜq.
Proof. Operators in EndpGq must map finite linear combinations to finite linear combinations, therefore they must be column-finite.
If such an operator is moreover row-finite, its application is trivially well-defined on all elements ofĜ.
The projection. It will be useful to integrate elements ofĜ against the counting measure. In analogy with the notations of quantum mechanics, we call this the projection and denote this linear (partial) operation by
Hamiltonians verify the following special property:
Lemma 33. If H P EndpGq is infinitesimal stochastic, x| H " 0.
Proof. By condition (ii) of the definition of infinitesimal stochastic operators, column vectors H |gy of H sum to zero.
Operators for graph observables
The quantities of interest in stochastic graph rewriting-based models are "graph-counting observables". They correspond to the number of occurrences of some subgraph isomorphic to a pattern h in the graph being rewritten, say g -in other words, the number of injections from h to g, denoted by rh; gs. In our setting, these quantities are computed by graph-counting operators. A graph observable for a pattern h P G-is an operator O h P EndpGq which verifies O h |gy " rh; gs |gy ,
i.e. every basis vector |gy is an eigenvector with eigenvalue rh; gs. Note that one could take this as a definition. However, it will be useful to express these operators in terms of the representations of the elements of the subalgebra of graph observables O (elements which are not to be confused with their representations as actual graph observables, see Prop. 28): 
Consider an arbitrary composite ph r h ð ù hq n pg ð ù ∅q for some admissible match n P Mpg ð ù ∅, h r h ð ù hq. By Prop. 18, n must be an injective graph morphism from g to h. Assume that n is not surjective, then: ρpφpph r h ð ù hq n pg ð ù ∅|∅y " 0 |∅y .
In other words, the only contributions to Eq. 7 are those where n is an injective and surjective partial map from g to h, i.e. an embedding of h in g. It follows that x| ρph r h ð ù hq |gy " rh; gsr h , where rh; gsr h Ď rh; gs for the subset of matches of h in g that are compatible with r h deletions -meaning each node deleted by r h (and then recreated) is matched to a node of the same degree. It thus follows that the graph observables typically considered in the graph rewriting literature would be those x| ρph r h ð ù hq for which the r h are isomorphisms.
Hamiltonians for stochastic graph rewriting
We now have all the ingredients required to produce the Hamiltonian corresponding to a stochastic graph rewriting system:
ð ù gi; i P Iq be a finite family of normal diagrams seen as rules and tκi P r0,`8qu iPI their associated base rates. Define ð ù gi. We have that (i) H is infinitesimal stochastic, (ii) H P EndpGq is row-finite.
We will need the following lemma: Only admissible matches n which are surjective partial graph morphisms from h to g contribute to this sum. Also, Mph ð ù ∅, g1 
Jump-closure for observables
As presented at the beginning of this section, any Hamiltonian (as obtained from Prop. 34) induces a stochastic dynamics, from which one can -in principle -derive all quantities of interest. However, one is typically not interested in the full dynamical system, but only in the expected value of some graph observable (or higher moments thereof). The remainder of this section re-proves and extends in our algebraic setting a series of results [9] which allow to derive from a Hamiltonian a formal (in the sense that solutions do not always exist) system of ordinary differential equations (ODEs) which describes the time evolution of the expected value of graph observables and all higher moments thereof. The key result is jumpclosure of observables under the action of a Hamiltonian. In words, this result implies that the time evolution of the expected value of a graph observable Og is a function of the time evolution of the expected value of a finite family of other observables. This induces a coupled system of ODEs which, in good cases, closes on a finite set of variables. Even when that is not the case, this presentation of the dynamics has the quality of being amenable to approximations [9] . Let us prove jump-closure:
Theorem 36 (Jump-closure for observables). For all Hamiltonians H as produced in Prop. 34 and all g P G-, there exists a finite family F Ď G-such that
for some constants tα g,h,H u hPF .
Proof. By linearity, it is sufficient to consider the case where H is generated by a single rule d " f 
Jump-closure for products of observables
As we will demonstrate, jump-closure for observables corresponds to the data of a system of ODEs describing the time evolution of the expected value (the first "moment") of an observable. The same procedure can be extended to yield ODEs describing the time evolution of higher moments, i.e. expected values of products of observables. The action of a Hamiltonian on a product of observables will be expressed in terms of the commutator of these operators. Let us recall the definition of the commutator.
Definition 37 (Commutator). The commutator rA, Bs of two operators A, B P EndpGq is defined by rA, Bs :" AB´BA.
It is trivially bilinear.
The commutator of two operators quantifies their lack of commutativity -in this respect, it is a quantitative account of the independence of the processes represented by these operators. In particular, we have:
Lemma 38. For all observables O h , Og P O, rO h , Ogs " 0.
Proof. Trivial consequence of Prop. 28.
We will need the following lemma when dealing with nested commutators.
Lemma 39. Let O " tOiu 1ďiďn be a finite family of commuting operators (i.e. rOi, Ojs " 0 for all i, j), B an operator and σ P Sn a permutation of t1, . . . , nu. Let us define the notation C σ pO, Bq :" rO σp1q , rO σp2q , . . . rO σpnq , Bs . . .ss.
Then for all σ P Sn, C σ pO, Bq " C id pO, Bq :" CpO, Bq.
Proof. We proceed by induction. Let us start wit h n " 2 and with O2 " tO1, O2u. Using the fact that observables commute, rO1, rO2, Bss " rO1, O2B´BO2s " rO1, O2Bs´rO1, BO2s
" O1O2B`BO2O1´O2BO1´O1BO2
" O2O1B`BO1O2´O2BO1´O1BO2 " rO2, O1Bs´rO2, BO1s " rO2, rO1, Bss.
For n " k`1, the result follows by setting B " C σ pAnz tO1uq and applying the induction hypothesis.
The following proposition asserts that the expected value of observables under the action of a Hamiltonian can be reordered in a useful form:
Proposition 40 (Jump-closure for products of observables). For all Hamiltonians H as produced in Prop. 34, for all n ě 2 and for all finite families of observables O " tOiu 1ďiďn , defining O 
where Sn is the symmetric group over n elements.
Proof. We proceed by induction on n, starting from n " 2. We have: x| O1O2H " x| pO1rO2, Hs`O1HO2q " x| pO1rO2, Hs`prO1, Hs`HO1qO2q " x| pO1rO2, Hs`rO1, HsO2`HO1O2q
The term x| HO1O2 vanishes as per Lemma 33. Observe also that O1rO2, Hs " rO1, rO2, Hss`rO2, HsO1. We obtain:
x| O1O2H " x| prO1, rO2, Hss`rO2, HsO1`rO1, HsO2q 
