Supporting material: machine-readable tables
In this erratum, we provide corrected sets of r 01, 10, 02 difference ratio values and associated uncertainties, which were overestimated in the original paper (as noted by Roxburgh 2017) due to a missing trimming in the post-processing of the Markov chain Monte Carlo (MCMC) chains for these values. The typical reduction in the ratio uncertainties from performing the trimming is a factor of 10 (see Figure 3 ). Other parameters optimized in the peak-bagging (for instance, individual mode frequencies) are unaffected, as the trimming was performed for these in the original work (Lund et al. 2017) . We also provide updated values for the n D 2 values of l=3 modes. We note that the values presented here, as with those presented in the original work, are obtained from a single peakbagging procedure (see Lund et al. 2017 for details) and have yet to be verified by independent analyses using the same input power spectra. Examples of the updated tables from the original paper are given in Tables 1-3 . We note that tables with individual mode parameters ( Table 2) have been added for completeness, but the parameters in these tables are unchanged compared to the original paper.
In addition to the corrected values mentioned above, we provide covariance matrices for the mode frequencies, frequency difference ratios (r 01,10,02 ), and second differences ( n D 2 ) for the LEGACY sample (Lund et al. 2017 ), which were not published with the original work. The values provided by this erratum will be available in the online version of the paper. 01, 25 (n » m 3090 Hz) for KIC 9139151 from the full (green) and properly thinned MCMC chains (black). The dashed red line (on top of the black curve) shows the distribution obtained by sampling from the reported frequency values and corresponding uncertainties (assuming that these are normally distributed and uncorrelated). The central peak is captured by both distributions, but the wide background signal representing the ratio prior has disappeared from the thinned chains. Dotted lines indicate the distribution medians; dashed lines bound the corresponding 68% highest probability density intervals. Left: a comparison between ratios r 01,10,02 for KIC 9139151 using the full (colored) and properly thinned MCMC chains (black). The ones from the thinned chains have been shifted 15 μHz up in frequency for clarity. Middle: the ratio between the uncertainties on r 01,10,02 for KIC 9139151 using the original and properly thinned MCMC chains. Right: the difference between central ratio values (given by the distribution median), as -r r ori thin , for KIC 9139151. The uncertainties given here are the reduced ones obtained using the properly thinned chains. new ) over the newly estimated ratio uncertainties for all LEGACY targets. Top right: the distribution for the ratio of newly estimated ratio uncertainties from the properly thinned chains over the original estimates. Bottom left: the distribution for the ratio between ratio uncertainties calculated using properly thinned chains (s r,new ) and those propagated from the frequency uncertainties (s r,freq ); as expected from Figure 1 , the uncertainty ratios cluster around a value of 1. Bottom right: the distribution for the ratio between the corresponding ratio values.
Corrected ratios. Concerning the updated r 01,10,02 values that followed the publication of the original paper, it has been suggested that the uncertainties on these were overestimated compared to expectations from the uncertainties on the individual mode frequencies (among others by Roxburgh 2017). We have identified the reason for this overestimation as a missing trimming in our post-processing of the MCMC chains, which is otherwise adopted for the parameters optimized in the peak-bagging (e.g., the individual mode frequencies) and in deriving n D 2 values. The trimming concerns the removal of chains that for reasons unknown remain stationary during the entire MCMC run. By stationary, we mean that they did not move at all during the run (i.e., with an acceptance fraction of zero). Given that the initialization of the chains is done by sampling from the priors, the samples from these stationary chains simply represent a sparsely sampled version of the prior. Combined with the generous priors adopted for the individual frequencies-a 14 μHz wide top-hat prior regardless of the mode signal-to-noise ratio-these stationary chains have the Figure 4 . Left: the kernel density estimates of the off-diagonal elements of the correlation matrices for mode frequencies and frequency difference ratios (see the legend). A few of the expected correlations for r 01,10 ratios (dotted lines) and n D 2 values are indicated. Right: a comparison between correlations calculated using the robust statistics method described in the original paper (r MAD ) and those estimated using the Pearson product-moment method (r Pearson ). effect of increasing the uncertainties on frequency difference ratios r 01,10,02 . For the updated set of derived parameters, we thus still use the MCMC chains to form distributions for the derived parameters and estimate their value from the distribution median and uncertainties as the 68% highest probability density, as was done in Lund et al. (2017). In Figure 1 , we give an example of the influence of the stationary chains on a specific ratio distribution for the star KIC 9139151; as seen, the ratio distribution is the result of a wide background (the ratio prior), on top of which sits the main peak from nonstationary chains.
A comparison of the newly estimated r 01,10,02 values and associated uncertainties to those given in the original paper are given in Figure 2 for the star KIC 9139151. This particular star has a substantial change in ratio uncertainties (the middle panel), while the central parameter values are insignificantly changed (the right panel). As seen, the reduction in ratio uncertainty depends on the signal-to-noise ratio of the modes involved. Comparing the r 01,10,02 values from the original paper to those from the properly thinned chains for all targets, we find that these have not changed significantly (see Figure 3 , top left). The bottom left panel of Figure 3 compares the r 01,10,02 uncertainties from the properly thinned chains with those obtained by sampling from the individual mode frequencies, assuming normal errors and no correlation between individual modes; the latter uncertainties thereby do not directly use the MCMC chains to calculate ratios and uncertainties, and would be the typical approach taken if only frequency values were given. From slight asymmetries that might occur in the mode frequency distributions the ratio values obtained directly from such central tendency frequency values will naturally differ to some extent from those obtained from the chains of the modes. Typically, the difference will be largest for the values that have the largest uncertainties. The bottom right panel of Figure 3 compares the r 01,10,02 values as estimated from the properly thinned chains with those obtained by sampling from the individual mode frequencies.
Updated n D = l 2 3 . In the original paper, the n D 2 values for l=3 modes were incorrectly estimated; in total, the n D = l 2 3 values of 12 stars are affected by this. For convenience, we provide this erratum with the full updated lists of n D 2 values for all stars. Additional. We note that the tick labels in Figure 6 of Lund et al. (2017) are given in the incorrect order; rather than giving all r 01 labels, followed by all r 10 labels, these should be mixed and given as a function of increasing central radial order.
We also note that the "a" and "b" column labels in Table 4 of Lund et al. (2017) should be swapped. Correlations and covariances. We provide the covariance matrices for the individual mode frequencies r 01,10,02 and n D 2 values of the sample. The original paper did not provide these, it only gave a visual representation of the r 01,10,02 covariance matrix for a specific star. Instead of calculating the covariance matrices using the robust statistics method described in the original paper (r MAD ), we have now opted for using the more standard Pearson product-moment correlation estimation. A reason for switching to the Pearson's method is that the robust statistics method was found to not always result in positive-definite covariance matrices.
In the left panel of Figure 4 , we show the distributions for the off-diagonal elements of the correlation matrices, and also indicate a few of the expected correlations for the derived parameters. The right panel of Figure 4 shows the distribution for the difference in correlation value from the Pearson product-moment correlation estimation instead of the r MAD measure. As seen, the method adopted for estimating the correlation has an influence at the level of r = 0.05, hence correlation values with r < | | 0.05 should be adopted cautiously. We note that the relatively large correlations between some neighboring elements of the correlation matrix, and the overall small uncertainties on the ratios, results in an inverse covariance matrix with very large values varying in sign between positive and negative-the absolute value of c 2 derived from comparison with another set of ratios should therefore be interpreted with care.
In Figure 5 , we provide a representation of the frequency correlation matrix (the left panel) and the corresponding inverse covariance matrix ( -C 1 , the right panel) for 16 Cyg A (KIC 12069424). All points along the diagonals of the -C 1 matrices are positive, and all covariance matrices (and their inverse) are positive-definite in that all eigenvalues are positive. A further check of the latter was made by testing that a Cholesky decomposition could be performed, which requires the matrix to be positive-definite. We note that the correlation matrices displayed in Roxburgh (2017), which regrettably included the stationary chains from the MCMC analysis, were shared as part of a private communication and have never been used in an analysis or appeared in the public domain.
We are grateful to Ian Roxburgh for pointing out the larger than expected ratio uncertainties (Roxburgh 2017), which made us aware of the missing MCMC post-processing for the estimation of frequency difference ratios. We thank the referee for comments that helped improve the erratum.
