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Abstract
This PhD thesis is devoted to the study of dynamical systems appearing in
theoretical models of dark energy. The quest for understanding the origin
of the observed cosmic acceleration has led physicists to advance a large
number of phenomenological explanations based on different fundamental
theories. The best approach to analyse the background cosmological impli-
cations of all these models consists in employing dynamical systems tech-
niques. In this thesis, after reviewing elements of dynamical systems theory
and basic cosmology, several dynamical systems, which arise in dark energy
models ranging from scalar fields to modified gravity, will be studied using
both analytical and numerical methods. The work is organised in order to
present as many details as possible for the simpler and well known models,
while outlining major results and referring to the literature for the less stud-
ied ones. This choice aims at providing the reader with a complete overview
and summary of dynamical systems in dark energy applications.
v
vi
Contents
Abstract v
Preface ix
1 Introduction 1
1.1 Dynamical systems and cosmology . . . . . . . . . . . . . . . 1
1.2 Outline and objectives . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Notation and conventions . . . . . . . . . . . . . . . . . . . . 4
2 Elements of dynamical systems theory 5
2.1 Basics of dynamical systems . . . . . . . . . . . . . . . . . . . 6
2.2 Critical points and linear stability theory . . . . . . . . . . . 7
2.3 Liapunov stability theory . . . . . . . . . . . . . . . . . . . . 13
2.4 Centre manifold theory . . . . . . . . . . . . . . . . . . . . . 15
2.5 Limits sets and attractors . . . . . . . . . . . . . . . . . . . . 20
2.6 2D dynamical systems: special theorems and linear systems . 22
2.7 2D dynamical systems: behavior at infinity . . . . . . . . . . 25
2.8 Perspectives for applications . . . . . . . . . . . . . . . . . . . 29
3 Cosmology, dark energy and the cosmological constant 31
3.1 Elements of FRW cosmology . . . . . . . . . . . . . . . . . . 32
3.2 The expanding universe: the Big Bang theory . . . . . . . . . 35
3.3 The accelerating universe: dark energy and dark matter . . . 39
3.4 The cosmological constant . . . . . . . . . . . . . . . . . . . . 41
3.5 Problems with the cosmological constant . . . . . . . . . . . . 48
4 Quintessence: canonical scalar field models of dark energy 53
4.1 Dark energy as a canonical scalar field . . . . . . . . . . . . . 54
4.2 Exponential potential . . . . . . . . . . . . . . . . . . . . . . 61
4.3 Power-law potential . . . . . . . . . . . . . . . . . . . . . . . 69
4.4 Other potentials . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.5 Coupled quintessence . . . . . . . . . . . . . . . . . . . . . . . 97
4.6 Multiple scalar fields . . . . . . . . . . . . . . . . . . . . . . . 104
vii
viii Contents
5 Dark energy from non-canonical scalar fields 109
5.1 Phantom dark energy . . . . . . . . . . . . . . . . . . . . . . 110
5.2 Quintom dark energy . . . . . . . . . . . . . . . . . . . . . . . 119
5.3 k-essence and higher-order scalar fields . . . . . . . . . . . . . 126
5.4 Tachyons and DBI scalar fields . . . . . . . . . . . . . . . . . 131
5.5 Non-scalar models of dark energy . . . . . . . . . . . . . . . . 142
6 Dark energy beyond general relativity: modified gravity
models 147
6.1 Brans-Dicke theory . . . . . . . . . . . . . . . . . . . . . . . . 148
6.2 Scalar-Tensor theories . . . . . . . . . . . . . . . . . . . . . . 156
6.3 f(R) gravity and higher-order theories . . . . . . . . . . . . . 160
6.4 Palatini f(R) gravity and generalisations . . . . . . . . . . . 166
Concluding remarks 171
A Dynamics of cosmological scalar fields 175
B Generalized hybrid metric-Palatini gravity 197
Bibliography 211
Preface
A PhD thesis is usually conceived as a summary and discussion of the results
obtained by the student during the whole of her/his PhD journey. This PhD
thesis is something a little bit different.
First of all, it is definitely not a summary of what I have achieved from
the work undertaken in my PhD years. During such time I mainly stud-
ied alternative theories of gravity, focusing on mathematical and theoretical
issues with very few applications of dynamical systems. I dealt with differ-
ent modified gravity theories, including (extensions of) f(R) gravity, f(T )
gravity, multi-metric gravity and others, and I have been part of a few in-
ternational collaborations which produced some interesting results on these
topics. I also worked on variational principles for general relativity and gen-
eralised theories of elasticity. A list of the papers I published as a PhD
student can be found at the end of this preface.
From that list it is clear that no focus on dynamical systems has ever
emerged during my PhD years. There are only two papers where dynamical
systems applications appear, and only in one of them they constitute the
main method of analysis. These two papers are given in Appendices A and
B as examples from my original work where dynamical systems techniques
have been employed. They however do not represent the results upon which
the present work is based.
This thesis is a mixture of collected results and original calculations
about dynamical systems applications to dark energy models. It is both a
review and an introduction to the subject and it has been written in order
to be understandable by both mathematicians and physicists. The thesis is
the outcome of the last four months of my PhD time and the idea for it has
been obtained from the last research work I completed; see Appendix A.
The reader may wonder why I decided to write a PhD thesis on dynam-
ical systems applications to dark energy instead of discussing what I have
obtained during my PhD. Surely, just collecting the published papers, I had
enough material to write more than one PhD thesis on alternative theories
of gravity, though on considerably different topics and theories. This is a
question I made to myself quite a few times during these last months. I have
spent a considerable amount of time and will to produce this work, when
a thesis on modified theories of gravity would probably have taken me half
ix
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the time and no will at all. So why did I do it?
I think it is in my nature to prefer studying new topics and working on
new problems rather than simply discussing the obtained results. I chose
to write on dynamical systems applications to dark energy models mainly
to expand my own knowledge, but also for whoever will be brave enough
to read the outcome. Writing this thesis gave me the opportunity to learn
interesting issues not only regarding dynamical systems but also about dark
energy and cosmology in general. Though one of the aims of the thesis
is to provide an extensive review on the designed subject and thus to be
useful to the interested reader, I will certainly adopt what I gained from
this experience in my future research activity.
One of the reason thus was to write something useful to both myself and
the scientific community. The thesis in fact is conceived both as a review
and as a work connecting mathematicians and physicists. This was a quite
ambitious idea, but I like challenges and I think the present thesis well meets
the desired requirements to engage readers possessing either a mathematics
or physics background.
Another reason is that I wanted to write something somehow directly
connected to the current progress in cosmology. Since from future astro-
nomical observations we will hopefully obtain new insights on the nature of
dark energy, I though it was useful, to both myself and the scientific com-
munity, to have a review and well explained introduction on the evolution
of dark energy models analysed with dynamical systems techniques. I will
use the present thesis as a references in the future, and hope other people
will do the same.
Having said all this, in the end there is only one reason that really counts:
the truth is that, no matter the effort, I had fun in writing this thesis. I
hope the reader will enjoy the reading as I enjoyed the writing.
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Introduction
This thesis is devoted to the study of dynamical systems applications to
dark energy. In the next chapters we will define the meanings of both
dynamical system and dark energy, but in order to introduce the reader to
these concepts we will now provide a brief overview of what will be discussed.
1.1 Dynamical systems and cosmology
The theory of dynamical systems is a mathematical tool extremely useful
to analyse special systems of first order differential equations whenever an
analytical solution cannot be obtained in full generality. Its applications can
be found in almost all scientific disciplines where dynamical equations must
be investigated, but we will focus on physical applications only, in particular
regarding cosmology. As we will see in Chapter 2, if the equations of motion
of a physical system can be rewritten as a system of first order differential
equations with some defined properties, then the dynamical systems machin-
ery will determine the qualitative evolution for all possible initial conditions.
This implies that instead of obtaining quantitative solutions needed to pre-
dict accurate experimental results, we will deal with qualitative analyses
and global properties of the space of solutions.
The dynamical systems theory is in fact a geometrical approach which
aims at describing the evolution of the system under consideration in a given
geometrical space, rather than to determine analytical expressions for the
solutions. It is also a powerful method when complemented by numerical
computations since trajectories in the geometrical space can easily been
drawn and the qualitative evolution of a physical system can sometimes be
completely understood looking at just one picture.
As we mentioned above, we will deal with dynamical systems appli-
cations to cosmology and in particular to dark energy. Dark energy is a
cosmological entity introduced to drive the observed accelerated expansion
of the universe, which by now has been well confirmed by astronomical
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data1. In Chapter 3 we will introduce and explain, in a rather physical and
mathematical way, what we mean with “expanding universe”, but for now
the reader should keep in mind that the universe is a dynamically evolving
quantity which can contract or expand according to some set of equations
of motion. Mathematically speaking dark energy is nothing but a term in
these equations of motion which implies an accelerated expansion for the
universe at late times, i.e. at relatively recent cosmological times (last few
billions of years).
In this thesis we will not focus on the theoretical and philosophical moti-
vations of dark energy, but we will rather concentrate on the dynamics given
by different dark energy models. Under a dynamical point of view a model
of dark energy is nothing but some mechanism, derived by fundamental
principles, needed to accelerate the late time expansion of the universe. Of
course from a phenomenological perspective all the measured data collected
by astronomical observations should be explained by any dark energy model
aiming at describing our physical universe. However, as we will see through
this thesis, to date there is not a model of dark energy capable of satisfying
all the experimental and theoretical requirements.
But why are we focusing only on dynamical systems applications to
dark energy, instead of widen the analysis to all possible cosmological or
gravitational applications?
First of all it is a question of space. As the reader will notice, and prob-
ably dislike, this thesis is already quite extended only dealing with the dark
energy issue. If all the cosmological applications treated with dynamical
systems techniques, in particular early universe ones, were included, then
this thesis would have resulted in double the size, if not more.
We have chosen to focus on dark energy mainly for two reasons. On the
one hand dark energy is an important subject nowadays with forthcoming
astronomical observations capable of providing more and more information
on its nature. It is of great interest thus to write some sort of review on
the dynamical properties of dark energy models which can be used by both
theoretical physicists and mathematicians. This is indeed one of the scopes
of this thesis which we will try to achieve.
On the other hand dynamical systems applications to cosmology in a
broad sense have already been collected in two well known books written
by Wainwright & Ellis (1997) and Coley (2003). The approach and the
choices of arguments in those books are however more mathematical than
the one presented in this thesis, which can be collocated in the half way
between mathematics and physics, with mathematical methods employed to
study only the phenomenologically relevant issues. Moreover in the books by
1The 2011 Nobel Prize in physics has been awarded to S. Perlmutter, B. P. Schmitd
and A. G. Riess “for the discovery of the accelerating expansion of the Universe through
observations of distant supernovae”.
Introduction 3
Wainwright & Ellis (1997) and Coley (2003) there is no focus on dark energy,
since they collect dynamical systems results in cosmology mainly developed
before the discovery of the acceleration of the universe in 1998. They also
assume general relativity as the only fundamental description of gravity
and thus do not treat all possible alternative theories which nowadays are
extensively considered to build dark energy models. In this thesis Chapter 6
is completely dedicated to alternative theories of gravity motivated by both
phenomenological ideas as well as high energy and quantum physics.
In other words the motivations for writing this thesis are to provide an
overview on dynamical systems applications to cosmology which have not
been reviewed nowhere else2.
1.2 Outline and objectives
As we mentioned above one of the aims of this thesis is to provide a review
on dynamical systems applications to dark energy models. An effort has
been made in order to include as much literature as possible in order to
refer to all the works employing dynamical systems techniques in late time
cosmology. The simplest and most promising models will be analysed in
detail, while for more complex models only brief discussions and references
to the relevant literature will be provided. We hope that this thesis can be
used in the future as a reference not only for its author, but also for other
people interested in the subject. We stress that the cited references to the
state of the art research in dark energy are only the ones explicitly employing
dynamical systems techniques and this thesis must not be confused for a
general review on dark energy phenomenology.
This thesis is however more than a simple review. The mathematical
theory of dynamical systems is introduced in a rather pedagogical manner,
so that almost no prerequisites are needed to understand the treated argu-
ments. An overview of cosmology is also presented where only elementary
knowledge on general relativity is required. This is mainly intended for the
reader who is not familiar with the subject, but particular dynamical sys-
tems applications, which can interest the expert reader, will also appear for
standard cosmological issues.
The aim for this approach is quite ambitious: this thesis is conceived as
a bridge between the mathematician and the physicist. In fact the first one
can have a look at applications of well known mathematical techniques in
the subject of cosmology and make himself an idea of some of the problems
aﬄicting the modern interpretation of the universe. The second one instead
can learn useful mathematical tools, helped by the numerous examples ap-
pearing in the physical field of cosmology, which can eventually be applied
2The dynamics of dark energy has been reviewed by Copeland et al. (2006), who
however did not focus only on the dynamical systems perspective as in this thesis.
4 Chapter 1
to many other physical frameworks. It is the hope of the author that both
the physicist and the mathematicians will find this thesis useful to broaden
their general scientific knowledge.
The thesis is organized as follows. In Chapter 2 elements of the theory
of dynamical systems will be treated in a rather pedagogical manner, with
examples at the end of each section intended to present simple applications
of the concepts just introduced. Chapter 2 will define all the mathemat-
ical tools which will then be extensively used in the subsequent chapters.
An overview and introduction to standard cosmology will be first given in
Chapter 3, which will then discuss the need for dark energy to drive the late
time accelerated expansion of the universe. The dynamics of the simplest
model of dark energy, characterized by a cosmological constant, will then be
analysed in the same chapter and the problems related to such approach will
be outlined. Chapters 4 to 6 are the main core of the thesis. In Chapter 4
the cosmological dynamics of the canonical scalar field, the most employed
in dynamically evolving models of dark energy, will be largely studied with
detailed dynamical systems analysis for the simplest examples and relevant
references for the more complicated ones. In Chapter 5 the discussion will
be extended to non-canonical scalar field models and particle physics models
of dark energy beyond the scalar field. Again the simplest models will be
treated in full detail, while for the more involved ones only the main fea-
tures and results will be presented together with extensive references to the
literature. Chapter 6 will cover a similar analysis dealing with dark energy
models motivated by modification of general relativity. Alternative theo-
ries of gravity based on either phenomenological ideas or quantum gravity
physics will be introduced and their applications to late time cosmology will
be examined using dynamical systems techniques. Finally conclusions and
discussions will be drawn in the end.
1.3 Notation and conventions
An attempt has been made to keep the basic notation as standard as possi-
ble. The meaning of every symbol will always be defined at its first occur-
rence in the text and in all places that ambiguities may arise. In Chapter 2
boldfaced quantities will denote vectors in a general Rn space, while from
Chapters 3 to 5 the standard general relativity notation will be employed
(Weinberg, 1972; Wald, 1983). In Chapter 6 some special notation may
be required for alternative theories of gravity, but it will be always clar-
ified when needed. The signature of the metric tensor is assumed to be
(−,+,+,+). We set κ2 = 8πG/c4, where c is the speed of light and G the
Newton’s gravitational constant, throughout all the thesis unless otherwise
stated. Greek indices α, β, λ, µ, ν, ... will run from 0 to 3 while the range of
Latin indices i, j, k, ... may vary and will be specified each time.
Chapter 2
Elements of dynamical
systems theory
The present chapter provides the basic knowledge about dynamical systems
which will be needed to examine cosmological models in the following part
of the thesis. The mathematical theory of dynamical systems is developed
in a self consistent way, introducing as many details as possible but, at the
same time, excluding the non essential arguments. Proofs of theorems are
never explicitly given, but detailed references are always provided. In gen-
eral what follows is a collection of results obtained from several well known
textbooks on dynamical systems and differential equations including Ar-
rowsmith & Place (1990); Hirsch & Smale (1974); Lefschetz (1957); Lynch
(2007); Perko (2001); Wiggins (1990). The reader interested in further ex-
panding his knowledge on the theory of dynamical systems can refer to any
of the mentioned books.
The chapter is organized in the following way. In Sec. 2.1 the basic defini-
tions and concepts to study dynamical systems are provided. In Sec. 2.2 the
important notion of critical point is introduced and linear stability theory
is developed to determine the stability properties of such points. In Sec. 2.3
and 2.4 special techniques to obtain the stability of critical points when the
linear approximation fails are presented. In particular, Liapunov stability
theory is the argument of Sec. 2.3 while centre manifold theory is the topic
of Sec. 2.4. In Sec. 2.5 important concepts related to the asymptotic behav-
ior of dynamical systems are defined and their relevance in characterizing
the global evolution is considered. Sec. 2.6 and 2.7 are then dedicated to
the study of 2D (two-dimensional) dynamical systems for which specific re-
sults can be obtained and special techniques can be developed. In Sec. 2.6
the asymptotic and linear properties of 2D systems are analyzed, while in
Sec. 2.7 methods to study the behavior at infinity are presented. Finally in
Sec. 2.8 the use of dynamical systems theory in applications is discussed in
connection with the advantages coming from numerical computations. For
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the sake of clarity, at the end of some sections a simple example has been
added showing how the arguments just exposed materialize in a specific case.
2.1 Basics of dynamical systems
Generally speaking the term dynamical system is used to denote a givenDynamical systems
deterministic rule describing the evolution of a point in some geometrical
space, called the phase space. This evolution is parametrized by a number tPhase space
which is often referred to as time.
In this work the phase space will always be Rn, while the time t will
always be a real number: t ∈ R. The deterministic rule will be given as a
system of n ordinary differential equations (ODE)
x′ =
dx
dt
= f(x, t;µ1, ... , µm) , (2.1)
where x = (x1, ... , xn) ∈ Rn is called a point in the phase space or a state
of the dynamical system, µ1, ... , µm are m real parameters and an over-
prime denotes differentiation with respect to the time t. The function f :
R
n+m+1 7→ Rn can be interpreted as a vector field on Rn, f = (f1, ... , fn), and
will be assumed to be (at least) of class C1 (differentiable with continuous
derivative). All these assumptions imply that we are dealing with the theory
of continuous dynamical systems1.
In order to simplify the notation in what follows the dependence of f
upon µ1, ... , µm will not be displayed and, if present, it will be implicitly
assumed. Moreover we will only deal with the so-called autonomous systemsAutonomous systems
where the function f does not depend on t explicitly, but only through x.
The ODE can thus be written as
x′ = f(x) , with x ∈ Rn . (2.2)
A solution or trajectory of the ODE (2.2) is a function xs : R 7→ Rn satisfyingSolution, trajectory
and orbit x′s(t) = f(xs(t)) for all t ∈ R. The image of a solution in Rn is called an
orbit of the ODE, though with a small abuse of notation the terms solution,
trajectory and orbit will be interchangeably used in this work.
Thanks to the smooth properties of the function f , it is possible to
prove basic theorems (Hirsch & Smale, 1974) that assure the existence and
uniqueness of a solution with given initial conditions x = x0 at t = t0.
1A formal definition of dynamical system can be given in terms of the tuple (T,M,Φ)
where T is a monoid (written additively), M is a set, called the phase space, and Φ
a function Φ ⊂ T × M 7→ M with I(x) = {t ∈ T |(t, x) ∈ U}, Φ(0, x) = x and
Φ(t2,Φ(t1, x)) = Φ(t1 + t2, x) for t1, t2, t1 + t2 ∈ I(x); see e.g. Chueshov (1999). If T ⊂ R,
M is a differentiable manifold and Φ a continuous function, then (T,M,Φ) is a continuous
dynamical system. Examples of non-continuous dynamical systems are discrete dynamical
systems, where T ⊂ Z, and cellular automatons, where T is a lattice.
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Moreover any solution x(t) is defined for all t ∈ R unless ||x(t)|| → ∞ for
some finite tmax, with || || the standard norm in Rn. One can then define the
flow of the ODE (2.2) as the one-parameter family of maps {ψt}t∈R from Flow
R
n into itself such that
ψt(x0) = xs(t;x0) for all x0 ∈ Rn , (2.3)
where xs(t;x0) is the solution of the ODE (2.2) with initial condition x0 at
some time t = t0. At any time t, the flow ψt gives the state of the system
x = ψt(x0) for all initial states x0. Note that an orbit xs(t;x0) passing
through x0 can also be defined from the flow as
xs(t;x0) = {x ∈ Rn | x = ψt(x0)} . (2.4)
It is also possible to show that the flow of an ODE forms a group (Hirsch &
Smale, 1974).
An important concept related to the flow of a dynamical system is the
definition of invariant sets. A subset S ⊂ Rn is an invariant set of the flow Invariant set
ψt on R
n if for all x ∈ S and all t ∈ R then ψt(x) ∈ S. If ψt(x) ∈ S only for
t > 0 (t < 0) then S is called a positively (negatively) invariant set. Usually
an invariant set identifies a region of the phase space where the evolution
of the system satisfies some special properties which somehow constrain or
restrict it. Another important notion deriving from the flow is the definition
of periodic orbit. An orbit xs(t;x0) is called a periodic orbit if there exists Periodic orbit
a T > t0 such that ψT (x0) = x0. If in the phase space there is an orbit of
period T , then the corresponding dynamical system can present oscillatory
behavior of period T .
The main goal in the study of dynamical systems is not to find the
analytical expressions of all the possible solutions of the ODE. In fact the
function f(x) can be highly non linear and the dimension of the phase space
can be quite large. This implies that finding analytical solutions is commonly
a difficult, if not impossible, task. The theory of dynamical systems aims at
characterizing the qualitative geometry of orbits in the phase space and, if
the system depends on parameters, how these orbits change under variations
of the parameters. This will allow us to determine the long time behavior of
the system given any initial condition and to draw conclusions on its possible
final and initial states as t → ±∞. In other words the dynamical systems
techniques that will be developed in the next sections will allow us to draw
conclusions on the qualitative features of the flow of a given ODE.
2.2 Critical points and linear stability theory
The most important concept in the theory of dynamical systems is the notion
of critical point. A critical (or equilibrium or fixed) point xc ∈ Rn is a point Critical point
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in the phase space that satisfies the condition
f(xc) = 0 . (2.5)
In other words the critical points of the ODE x′ = f(x) are the zeros of the
vector field f . A critical point can equivalently be defined as a point xc that
satisfies ψt(xc) = xc for all t, where ψt is the flow corresponding to the given
ODE.
Note that since at any critical point x′c = 0 the evolution of the dynamical
system is frozen at that point, meaning that it will not change its state in
time. In more mathematical terms the orbit through a critical point is the
point itself
xs(t;xc) = {xs} for all t ∈ R . (2.6)
An orbit connecting two distinct critical points is called a heteroclinic orbit,Heteroclinic and
homoclinic orbits while an orbit connecting a critical point to itself is called a homoclinic orbit.
Note that critical points are never part of a heteroclinic or homoclinic orbit
but can only be approached as t→ ±∞.
After one identifies the critical points of a given dynamical system the
properties of the flow near one of such points can be determined linearizing
the system in a neighborhood of the point. This is usually the first step to
identify the qualitative features of the flow in the phase space. The basic
idea is to determine if trajectories in the proximity of a critical point are
attracted or repelled by the point itself, or, in other words, to study the
stability properties of the critical point.
Consider a Taylor expansion of the function f around a point {x0}. At
first order in |x− x0| we have
f(x) ≃ f(x0) +Df(x0)(x− x0) , (2.7)
where Df(x0) is the derivative matrix or Jacobian of the function f(x) atJacobian
x0 and in coordinates reads
Df(x0) =
∂fi
∂xj
∣∣∣∣
x=x0
, (2.8)
where the indices i, j run from 1 to n. If we consider the same expansion
around a critical point xc, where f(xc) = 0, we obtain at first order in |x−xc|
f(x) ≃ Df(xc)(x− xc) . (2.9)
If we define the linearization of the ODE (2.2) at the critical point xc as
u = x − xc, then, around xc and at first order in u, the ODE (2.2) can be
written as
u′ = Df(xc)u . (2.10)
Elements of dynamical systems theory 9
In general if the function f of a given ODE is linear, i.e. f(u) =Mu for
some u ∈ Rn and constant n × n matrix M, the dynamical system itself is
called linear withLinear dynamical
systems u′ =Mu . (2.11)
Since Df(xc) as given in Eq. (2.8) is actually a n× n matrix with constant
coefficients, the ODE (2.10) represents a linear dynamical system. For any
linear dynamical system u′ =Mu a general solution us with initial condition
us(t0) = u0 can be written as (see e.g. Perko (2001, p. 17))
us(t) = u0e
M(t−t0) , (2.12)
where
eM(t−t0) =
+∞∑
N=0
MN (t− t0)N
N !
, (2.13)
is the exponential matrix of M.
Consider now the (generally complex) eigenvalues λi and corresponding
(generalized) eigenvectors ei (i = 1, ... , n) of M. Let us define the following
subspaces of Rn:
Stable, unstable and
centre subspaces
the stable subspace Es = span(e1, ... , es) , (2.14)
the unstable subspace Eu = span(es+1, ... , es+u) , (2.15)
the centre subspace Es = span(es+u+1, ... , es+u+c) , (2.16)
where {e1, ... , es} are the s eigenvectors of M corresponding to eigenvalues
with negative real part, {es+1, ... , es+u} are the u eigenvectors of M corre-
sponding to eigenvalues with positive real part and {es+u+1, ... , es+u+c} are
the c eigenvectors of M corresponding to eigenvalues with vanishing real
part. A well known result (Perko, 2001, p. 55) is that
Es ⊕ Eu ⊕ Ec = Rn , i.e. s+ u+ c = n , (2.17)
meaning that the union of the three subspaces Es, Eu and Ec forms the
whole Rn.
The stable, unstable and centre subspaces represent invariant sets (or
subspaces) of the corresponding linear ODE and thus orbits that pass through
a point u0 in one of them remain in the same subspace for all t. Moreover,
thanks to the general solution (2.12) and the properties of the exponential
matrix, we have
u0 ∈ Es implies lim
t→+∞us(t) = limt→+∞u0e
M(t−t0) = 0 , (2.18)
u0 ∈ Eu implies lim
t→−∞us(t) = limt→−∞u0e
M(t−t0) = 0 , (2.19)
where 0 is the null vector, or origin, in Rn. These statements concern
the long term stability properties of orbits in the phase space of a linear
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dynamical system. An orbit in Es will be attracted by the the origin, while
an orbit in Eu will be repelled by it. If s = n (i.e. Es = Rn) all the the
orbits will end in the origin as t→ +∞ while if u = n (i.e. Eu = Rn) all the
the orbits will start from the origin as t→ −∞.
It is now easy to realize how to use the linearization (2.10) around a
specific critical point xc to understand if orbits nearby are attracted or
repelled by the point. The first step is to compute the eigenvalues of the
matrix Df(xc). Then if all these eigenvalues have negative real part (E
s =
R
n), trajectories passing nearby xc will be attracted by the critical pointStable, unstable and
saddle points which is then called a stable point or sink. If instead all eigenvalues have
positive real part (Eu = Rn) trajectories nearby xc will be repelled by the
critical point which will then be called a unstable point or source. If all the
eigenvalues have non-vanishing real part but these are both positive and
negative in sign, then the critical point is called a saddle point.
The subspaces Es, Eu and Ec are however invariant subspaces of the
linear ODE (2.10) only. For any critical point of the non-linear ODE (2.2)
we can generalize these invariant subspaces to invariant sets of the full non-
linear dynamical system. This requires the introduction of the following
invariant sets which exist for every critical point (Wiggins, 1990, p. 21).
The stable manifold W s of a critical point xc is the differentiable manifoldStable, unstable and
centre manifolds whose tangent space in xc coincides with E
s and such that all the orbits
passing through any x0 ∈ W s are asymptotic to xc as t → +∞. Similarly
the unstable manifold W u of a critical point xc is the differentiable manifold
whose tangent space in xc coincides with E
u and such that all the orbits
passing through any x0 ∈ W u are asymptotic to xc as t → −∞. Finally,
the centre manifold W c of a critical point xc is the differentiable manifold
whose tangent space in xc coincides with E
c.
If all the eigenvalues of Df(xc) have non-vanishing real part (i.e. E
c =
{∅}), xc is called a hyperbolic critical point. On the contrary, if only oneHyperbolic and
non-hyperbolic points eigenvalue has vanishing real part the critical point is called non-hyperbolic.
The linear stability theory discussed above works only for hyperbolic critical
points. If a critical point is non-hyperbolic then the linearization techniques
fail to determine the stability properties of the point. However if a non-
hyperbolic critical point has at least one eigenvalue with positive real part
we can still refer to it as an unstable point (in the sense defined in Sec. 2.3),
since, if we are interested in only the asymptotic behavior as t→ +∞, this
point will never represent a stable point. To determine the full linear stabil-
ity properties of non-hyperbolic critical points, i.e. the asymptotic behavior
in the corresponding centre manifold W c as t→ ±∞ when either Es = {∅}
or Eu = {∅}, one has to employ either Liapunov stability theory (Sec. 2.3)
or centre manifold theory (Sec. 2.4).
A dense subset F ⊂ Rn which satisfies f(xc) = 0 for every point xc ∈ F
is called an equilibrium or critical set and every point xc ∈ F is called a non-Critical set
isolated critical point. Roughly speaking the dense condition means that the
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set is a union of adjoint critical points, e.g. a curve, in contrast with a union
of single isolated points. In other words the set F can be seen as a manifold
with dimension m ≥ 1. The Jacobian Df(xc) of a point xc belonging to a
critical set of dimension m, has at least m zero eigenvalues (Bogoyavlensky,
1985). For example, a point xc in a curve of critical points, i.e. a critical
curve, will always have at least one zero eigenvalue of the matrix Df(xc). It
follows that every critical point of a critical set is a non-hyperbolic critical
point. A point of a critical set of dimension n is called normally hyperbolic
if it has only n zero eigenvalues. Critical sets are usually overlooked in
dealing with dynamical systems, however there are books, such as the one
of Aulbach (1984), completely dedicated to the subject.
If we denote with λi the eigenvalues of Df(xc) we can summarize the
linear properties of a hyperbolic critical point as
xc is a stable point if ℜ(λi) < 0 for all i = 1, ... , n ,
xc is an unstable point if ℜ(λi) > 0 for all i = 1, ... , n ,
xc is a saddle point if ℜ(λi)ℜ(λj) < 0 for some i 6= j .
For a hyperbolic saddle point xc one can compute also the eigenvectors of
Df(xc) in order to determine E
s and Eu, i.e. in what linear directions the
point is attractive or repulsive.
The importance of the linearized ODE (2.10) resides in the Hartman-
Grobman theorem (Hartman, 1982; Perko, 2001) which states that the non Hartman-Grobman
theoremlinear flow ψt of the ODE (2.2) in the neighborhood of a hyperbolic critical
point xc is topologically equivalent to the flow of the linearization (2.10) of
the dynamical system around xc. Mathematically speaking two flows are
topologically equivalent if there exists a homeomorphism mapping orbits
of a flow into the other flow and preserving their orientation (direction of
time evolution). However as far as it concerns us, the equivalence of the
Hartman-Grobman theorem can be interpreted as the two flows having the
same qualitative behavior. The importance of the theorem is that it implies
that the non-linear flow of the original ODE has the same (local) stability
properties of the linearized system. In practice the stability of a critical
point according to the linearized ODE corresponds to the stability of the
full nonlinear ODE.
Example 2.2
The following example has been taken from Lynch (2007, p. 58), which is also a
good reference to learn numerical techniques finalised at drawing phase spaces of
dynamical systems.
Consider the following two-dimensional dynamical systems
x′ = x
(
1− x
2
− y
)
, (2.20)
y′ = y
(
x− 1− y
2
)
. (2.21)
12 Chapter 2
Note that this particular case can be rewritten as (2.2) with x = (x, y) ∈ R2 and
f(x) = (f1, f2) = (x(1− x/2− y), y(x− 1− y/2)). In the following we want to find
the critical points of the system and their linear stability properties.
To compute the critical points we must solve the system (x′, y′) = (0, 0), i.e. the
system of equations {
x
(
1− x
2
− y) = 0
y
(
x− 1− y
2
)
= 0 .
(2.22)
There are four solutions of this system which represent the four critical points, they
are
(0, 0) , (2, 0) , (0,−2) , (6
5
,
2
5
) . (2.23)
To find the linear stability properties of these points we need to compute the Jaco-
bian Df , which for the system (2.20)–(2.21) reads
Df(x) =
(
∂f1
∂x
∂f1
∂y
∂f2
∂x
∂f2
∂y
)
=
(
1− x− y −x
y −1 + x− y
)
. (2.24)
At the critical points (2.23) the Jacobian becomes
Df(0, 0) =
(
1 0
0 −1
)
, Df(2, 0) =
(
−1 −2
0 1
)
, (2.25)
Df(0,−2) =
(
3 0
−2 1
)
, Df( 6
5
, 2
5
) =
(
− 3
5
− 6
5
2
5
− 1
5
)
, (2.26)
and thus the eigenvalues of the derivative matrix at the four critical points are
λ1 = −1 , λ2 = 1 at (0, 0) , (2.27)
λ1 = −1 , λ2 = 1 at (2, 0) , (2.28)
λ1 = 1 , λ2 = 3 at (0,−2) , (2.29)
λ1,2 =
1
5
(
−2± i
√
11
)
at (
6
5
,
2
5
) . (2.30)
We can now draw our conclusion on the linear stability of the critical points.
Points (0, 0) and (2, 0) are two saddle points having eigenvalues of Df (with pos-
itive real part) of different sign. Point (0,−2) is an unstable point since (the real
part of) its Df -eigenvalues are all positive. Finally Point ( 6
5
, 2
5
) represent a stable
point since the real parts of the corresponding eigenvalues of the matrix Df are all
negative, in fact we have ℜ(λ1,2) = −2/5.
The phase space of the system (2.20)–(2.21) has been drawn in Fig. 2.1 with the
flow represented by arrowed streamlines. As one can easily understand, trajectories
close to Point ( 6
5
, 2
5
) result attracted by the point itself (this point is actually what
we will call a stable spiral in Sec. 2.6). Points (0, 0) and (0, 2) attract the flow for
some directions and repel it in some others. Looking at the flow it is easy to realize
that Es is nothing but the y-axis for the origin and the x-axis for Point (2, 0). Also
the unstable linear subspace Eu is the x-axis for the origin, but Eu for Point (2, 0)
is not aligned with the axis. Finally looking at the flow near Point (0,−2) we see
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Figure 2.1: Phase space for the dynamical system (2.20)–(2.21). The
red/dashed lines represent heteroclinic orbits.
that all the orbits are repelled by the point no matter in what direction they are,
implying that this is indeed an unstable point.
The three possible heteroclinic orbits have been delined in Fig. 2.1 by red/dashed
lines. They connect Point (0,−2) to the origin (0, 0), the origin to Point (2, 0) and
Point (2, 0) to Point ( 6
5
, 2
5
). Note that there are no orbits following the sequence
(0,−2)→ (0, 0)→ (2, 0)→ ( 6
5
, 2
5
) since every solution passing nearby Point (0,−2)
will eventually diverge at infinity as t→ +∞. We can read the qualitative behavior
of the flow in the phase space from Fig. 2.1 as follows. Orbits in the bottom-right
quadrant start at Point (0,−2) as t→ −∞ and diverge (||x|| =
√
x2 + y2 →∞) as
t→ +∞. Orbits in the bottom-left quadrant also start at Point (0,−2) as t→ −∞
and diverge as t → +∞. The same long time asymptotic behavior happens for
orbits in the upper-left quadrant, but as t→ −∞ these orbits diverge too. Finally
orbits in the upper-right quadrant are all attracted by Point ( 6
5
, 2
5
) as t→ +∞ and
diverge as t→ −∞. Note that the four quadrants are all invariant sets since orbits
in one of them never intersect the axes.
So far we can only state if orbits diverge, i.e. if ||x|| → +∞, as t → ±∞. In
Sec. 2.7 we will see how to describe the behavior of orbits as they diverge. In other
words we will learn how to deal with critical points at infinity.
2.3 Liapunov stability theory
In Sec. 2.2 we have seen how to determine the stability properties of hyper-
bolic critical points. In this section we will present the methods developed
by Liapunov to describe the asymptotic behavior of orbits close to a crit-
ical point, showing how one can use them to study the stability of both
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hyperbolic and non-hyperbolic critical points.
Before stating the central theorem of Liapunov theory, we need to intro-
duce the proper definitions of stability. In Sec. 2.2 a critical point of a given
dynamical system was locally stable if the eigenvalues of its corresponding
Jacobian had all negative parts. This definition is of course related to the
linearization of the corresponding ODE, and it applies only to hyperbolic
critical points. A more general definition can be given in the following way.
A critical point xc of a given ODE is a (Liapunov) stable point if forLiapunov and
asymptotic stability all neighborhoods U of xc, there exists a neighborhood U∗ of xc such that
if x0 ∈ U∗ at t = t0 then ψt(x0) ∈ U for all t > t0, where ψt is the flow
of the ODE. Moreover a critical point xc is said to be asymptotically stable
if it is stable and for all x ∈ U∗, limt→+∞ ||ψt(x) − xc|| = 0. Note that
the local stability condition defined in Sec. 2.2 from the linearization of the
ODE, implies the asymptotic stability of the critical point. A critical point
will be called (Liapunov) unstable if it is not stable. Note that the local
instability condition of Sec. 2.2 is now different from Liapunov instability
and corresponds to what we will now call asymptotic stability in the past
which is similarly defined considering t→ −∞.
We are now ready to formulate the Liapunov stability theorem (Perko,Liapunov stability
theorem 2001; Wiggins, 1990). Let xc be a critical point of the ODE x
′ = f(x). Let
U be a neighborhood of xc and V : R
n 7→ R be a C1 function such that
V (xc) = 0, V (x) > 0 for all x ∈ U − {xc}. Then
1. If ddtV (x) < 0 for all x ∈ U − {xc}, xc is asymptotically stable;
2. If ddtV (x) ≤ 0 for all x ∈ U − {xc}, xc is stable;
3. If ddtV (x) > 0 for all x ∈ U − {xc}, xc is unstable.
A function V that satisfies the conditions of the theorem with ddtV (x) ≤ 0
is called a Liapunov function. Moreover if V satisfies the condition of theLiapunov function
theorem with ddtV (x) < 0 then it is called a strict Liapunov function.
To assure the stability of a critical point one then needs only to find a
Liapunov function in its neighborhood. Of course in any different situation
no one knows what function will work for the theorem and to find the right
Liapunov function one must proceed by trial and error.
Example 2.3
The following simple example has been taken from Wiggins (1990, p. 13). Consider
the following 2D dynamical system
x′ = y , (2.31)
y′ = −x+ ǫ x2y , (2.32)
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(a) ǫ > 0 (b) ǫ < 0
Figure 2.2: Phase space portraits near the origin for the dynamical system
(2.31)–(2.32) with positive and negative ǫ. Note the highly non-linear nature
of the flow.
where ǫ is a constant parameter. One can easily verify that the origin is a non-
hyperbolic critical point. To determine the stability properties of the origin we can
apply the Liapunov theorem. Consider the function
V (x, y) =
1
2
(
x2 + y2
)
, (2.33)
which clearly satisfies V (0, 0) = 0 and V (x, y) > 0 in any neighborhood of the
origin. Using the chain rule and (2.31)–(2.32) we obtain
d
dt
V (x, y) = ǫ x2y2 , (2.34)
which, using Liapunov theorem, tells us that if ǫ < 0 the origin is a stable point for
the system (2.31)–(2.32). Note that if ǫ > 0 we cannot conclude from the theorem
that the origin is an unstable point since (2.34) is not strictly positive everywhere
in its neighborhood. However, as shown in Fig. 2.2 where the flow of the system
(2.31)–(2.32) has been drawn in a neighborhood of the origin, if ǫ < 0 the origin is
indeed attractive, while if ǫ > 0 it is repulsive.
2.4 Centre manifold theory
In this section we will explain how to analyze the stability of a non-hyperbolic
critical point xc whose Jacobian Df(xc) presents at least one eigenvalue
with vanishing real part. As we have seen in Sec. 2.3 a way to determine
the stability of a non-hyperbolic critical point consists in finding a suitable
Liapunov function. However such method works only if one is actually able
to construct such a function and in some cases is practically impossible to
guess the right function one needs. These situations require the use of centre
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manifold theory explained, for example, in Wiggins (1990) or Carr (1981)
(see also Boehmer et al. (2012a)). In this section we will closely follow the
arguments of Wiggins (1990, Chap. 2).
Since we are interested in the long time behavior of trajectories passing
nearby the critical point xc, i.e. in the stability properties of the critical
point as defined in Sec. 2.3, our aim will be only to determine if such a point
attracts or repels those orbits. We have already stated in Sec. 2.2 that if
the Jacobian Df(xc) of a non-hyperbolic critical point xc has at least one
eigenvalue with positive real part, then xc is always an unstable point. Even
though we do not know if orbits in the centre manifold W c of the point are
attracted or repelled, we know that as t→ +∞ all trajectories not belonging
to the centre manifold will eventually be repelled by the point; see Wiggins
(1990) for the application of centre manifold theory to saddle points.
The situation is different if all eigenvalues with non vanishing real part
have negative (positive, in the t → −∞ case) real part, i.e. if Eu = {∅}
(Es = {∅}). In this case we do not know if the point is a stable (stable
in the past) point, and the behavior of trajectories as t → +∞ (t → −∞)
cannot be determined by the linear stability theory. In what follows we will
suppose that the non-hyperbolic critical point xc is such that E
u = {∅}.
The scope will then be to determine if xc is a stable point or a saddle, i.e. to
determine the behavior of orbits as t → +∞. The case Es = {∅} can be
similarly treated performing the analysis as t→ −∞.
For the sake of simplicity, we will consider the point xc to be the origin
0. This can always be achieved with a simple coordinate transformations
x 7→ x−xc. Thanks to these assumptions a nonlinear ODE (2.2) can always
be rewritten as
x1
′ = Ax1 + f1(x1,x2) , (2.35)
x2
′ = Bx2 + f2(x1,x2) , (2.36)
where (x1,x2) ∈ Rc × Rs (with c = dimEc and s = dimEs) and the two
functions f1, f2 satisfy the conditions
f1(0,0) = 0 , Df1(0,0) = 0 , (2.37)
f2(0,0) = 0 , Df2(0,0) = 0 . (2.38)
In (2.35) and (2.36), A is a c×c matrix with all eigenvalues having vanishing
real parts, B is a s × s matrix with all eigenvalues having negative real
parts and f1, f2 are functions of at least class C
1. The new vectors x1 and
x2 represent the decomposition of x into the centre and stable subspaces
respectively.
In our case, a centre manifold can always be characterized by a function
h : Rc 7→ Rs, taking vectors of Ec into Es. In other words the centre
manifold can be defined as2
Centre manifold
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W c(0) = {(x1,x2) ∈ Rc×Rs |x2 = h(x1), ||x1|| < δ,h(0) = 0,Dh(0) = 0} ,
(2.39)
for δ ∈ R sufficiently small, h of at least class C2 and where || || here denotes
the (Euclidean) norm of Rc. Of course the conditions h(0) = 0 andDh(0) =
0 imply nothing but the fact that W c(0) is tangent to Ec at x = 0.
In order to study the stability of orbits in the centre manifold, we will
make use of three theorems taken from Carr (1981).
The first theorem states that the dynamics of the system (2.35)–(2.36) First theorem
restricted to the centre manifold W s(0), for x1 sufficiently small, is given
by the following c-dimensional dynamical system
x1
′ = Ax1 + f1(x1,h(x1)) , (2.40)
where of course x1 ∈ Rc (i.e. Ec).
The second theorem states the following two results. First if the origin Second theorem
x1 = 0 of R
c is a stable (unstable) point for the dynamical system (2.40),
then the origin x = 0 of Rn is a stable (unstable) point for the dynamical
system (2.35)–(2.36). Second if the origin x1 = 0 of R
c is a stable point for
the dynamical system (2.40) and (x1(t),x2(t)) is a solution of the dynamical
system (2.35)–(2.36) with (x1(t0),x2(t0)) sufficiently small at some time t0,
then there is a solution xs
1
(t) of the system (2.40) such that as t→ +∞
x1(t) = x
s
1(t) +O(e−γt) , (2.41)
x2(t) = h(x
s
1(t)) +O(e−γt) , (2.42)
where γ > 0 is a constant.
The two theorems just exposed imply that once one knows the function
h characterizing the centre manifold W c then the stability restricted to W c
is given by (2.40) and moreover the orbits passing close to the origin of Rn
approximate the orbits in W c as t → +∞. The problem is now how to
determine the function h. This can be achieved with the following simple
steps.
First of all any point (x1,x2) ∈W c must satisfy x2 = h(x1); see (2.39).
Differentiating with respect to time we have x2
′ = Dh(x1)x1′ and using
(2.35)–(2.36) we obtain
N (h(x1)) = Dh(x1) [Ax1 + f1(x1,h(x1))]−Bh(x1)− f2(x1,h(x1)) = 0 .
(2.43)
This is a quasilinear partial differential equation which h(x1) has to satisfy
in order to characterize the centre manifold W c. Thus all one needs to do
to find the centre manifold and the stability properties of non-hyperbolic
points is to solve (2.43). Of course (2.43) can be difficult if not impossible
to solve. Fortunately the last theorem from Carr (1981) provides us with
2Note that nothing assures that h is unique.
18 Chapter 2
a method for computing an approximated solution to any desired degree of
accuracy.
The theorem states the following: let p : Rc 7→ Rs be a C1 map withThird theorem
p(0) = Dp(0) = 0 such that N (p(x1)) = O(||x1||q) as x1 → 0 for some
q > 0, then
||h(x1)− p(x1)|| = O(||x1||q) as x1 → 0 . (2.44)
This allow us to compute h(x1) to any desired degree of accuracy by solving
(2.43) to the same degree of accuracy. In other words what one needs to
do is to approximate h(x1) with a simple function valid up to the desired
order of accuracy, usually powers series expansions work nicely, and then
substitute it into (2.43) which will then give a simpler system of equations
to solve. All this is clearer following an example.
Example 2.4
The following example has been taken from Wiggins (1990, p. 196). Consider the
dynamical system
x′ = x2y − x5 , (2.45)
y′ = −y + x2 , (2.46)
where (x, y) ∈ R2. We will focus our analysis on the origin which is obviously a
critical point of this system. The eigenvalues of the Jacobian at the origin are 0
and −1, meaning that the origin is a non-hyperbolic critical point and to determine
its stability properties we must apply the centre manifold theory.
In this example the system (2.45)–(2.46) can be rewritten as (2.35)–(2.36) with
A = 0 , B = −1 , f1(x, y) = x2y − x5 , f2(x, y) = x2 , (2.47)
where now Ec = Es = R, x1 = x and x2 = y. We need to solve (2.43) in order to
find the function h(x) characterizing the centre manifold. We will consider h(x) to
be of the power-law type up to the fourth order
h(x) = ax2 + bx3 +O(x4) , (2.48)
where a, b are constants and the linear and constant terms do not appear because
of conditions h(0) = Dh(0) = 0 that h(x) must satisfy; see (2.39). At this point
we substitute (2.48) into (2.43) which then reads
N (h(x)) = (a− 1)x2 + bx3 +O(x4) = 0 . (2.49)
In order for this equation to be valid every coefficient in the polynomial must vanish
and thus we find
a = 1 , and b = 0 , (2.50)
implying that
h(x) = x2 +O(x4) . (2.51)
Thus thanks to (2.40) the vector field f(x) restricted to the centre manifold is
x′ = x4 +O(x5) , (2.52)
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Figure 2.3: Phase space for the dynamical system (2.45)–(2.46) in a neigh-
borhood of the origin. The red/thick line shows the centre manifold approx-
imated by (2.51).
meaning that for x sufficiently small, the critical point x = 0 is an unstable point
of the system restricted to the centre manifold (2.51) (this can easily be seen inte-
grating (2.52) to find the solution x(t) which will then diverge as t→ +∞). Hence,
by the second theorem above the origin (x, y) = (0, 0) in R2 is an unstable point of
the system (2.45)–(2.46).
In Fig. 2.3 the flow of the dynamical system (2.45)–(2.46) in the neighborhood of
the origin has been drawn. The red/continuous line denotes the function h(x) = x2
which approximates the centre manifold W c at small values of x. One can easily
realize from Fig. 2.3 that the smaller the values of x the better h(x) approximates
W c as the flow is exactly attracted by the red/continuous line. The arrows on
the red/continuous line identify the direction of the flow restricted to the centre
manifold. As we can see, the trajectories in the centre manifold are attracted for
x < 0 and repelled for x > 0 making the origin a saddle point.
This example can also be used to understand how the linear approximation fails
for non-hyperbolic critical points. The idea is the following. Since Ec corresponds
to the y-direction, one might expect that the y component of orbits near the origin
decays exponentially fast to zero. Therefore one might be tempted to reduce the
question of stability only to the x component of orbits near the origin, or, in other
words, to set y = 0 in (2.45) obtaining
x′ = −x5 . (2.53)
This procedure corresponds to approximate W c with Ec, which is of course wrong.
In fact from (2.53) one would arrive at the wrong result concerning the stability of
x = 0 obtaining that it is a stable point.
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2.5 Limits sets and attractors
In the previous sections we have developed useful techniques which allow us
to determine the local stability properties of critical points. On the other
hand we are also interest in the asymptotic and global behavior of the system,
i.e. in characterizing the evolution of orbits as t → ±∞ even if the initial
conditions are far away from a critical point. This is actually one of the
main goal of dynamical systems theory itself. To achieve such an aim in full
generality requires the adoption of advanced methods of dynamical systems
theory such as, for example, bifurcation theory. In this section we will not
explain these advanced techniques since they are beyond the scope of the
present work. We will limit ourself to introduce some concepts which are of
fundamental importance in describing the asymptotic behavior of dynamical
systems leaving the advanced material to Arrowsmith & Place (1990); Hirsch
& Smale (1974); Lefschetz (1957); Perko (2001); Wiggins (1990).
The first notion we introduce is the definition of ω-limit and α-limit sets.
A point x of the phase space Rn is an ω-limit point of x0 ∈ Rn if there existsω-limit and α-limit
points a sequence tN → +∞ such that
lim
N→+∞
ψtN (x0) = x , (2.54)
where ψt is the flow of a given dynamical system. The α-limit point is defined
in a similar way using a sequence tN → −∞. The set of all ω-limit points
of x0 is called the ω-limit set of x0 and denoted as ω(x0). Similarly the setω-limit and α-limit
sets of all the α-limit points of x0 is called the α-limit set of x0 and denoted as
α(x0). For every point x0 the ω-limit set ω(x0) is a closed subset of R
n and
moreover if the positive orbits passing through x0 is bounded, then ω(x0) is
non-empty and connected (Perko, 2001, p. 175). Of course the same is true
for α-limit sets.
The ω-limit set and α-limit set of a point x0 describe the future and
past asymptotic behavior of the orbit passing through x0. The simplest
example of an ω-limit (α-limit) set is a critical point xc. In this case the
orbit approaches xc as t→ +∞ (t→ −∞). Other examples are the closure
of a homoclinic orbit, a heteroclinic cycle (a sequence of critical points joined
by heteroclinic orbits) and a periodic orbit.
The concepts of ω and α-limit sets depend on a point x0 of the phase
space. To determine the asymptotic behaviour of a given dynamical system,
one should then consider the ω and α-limit sets of all the points in the phase
space. This considerations lead to introduce the notion of attractor3. The
future attractor A+ is the smallest closed invariant set such that ω(x0) ⊂ A+Future and past
attractors
3Despite its importance, the notion of attractor has been introduced in the dynam-
ical systems literature as recently as 1964; see Auslander et al. (1964). The definition
employed in this thesis has been found useful in dynamical systems applications to cos-
mology (Wainwright & Ellis, 1997).
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for all x0 ∈ Rn a part from a set of measure zero. The past attractor A−
is defined in the same way replacing the ω-limit set with the α-limit set.
Sometimes the attractors A± can refer to a proper subset S of the phase
space rather than to the whole of Rn. In that case we will talk about
attractors of the subset S. If S is compact, then each point x ∈ S has
non-empty ω and α-limit sets and then A± 6= {∅}.
Although the global asymptotic behavior of orbits in the phase space can
be well described by the concepts of limit sets and attractors, the intermedi-
ate behavior is usually more difficult to characterize. The simplest situation
happens when an orbit passes nearby a saddle point, first shadowing a so-
lution in the stable manifold and then following another solution in the
unstable manifold. In this case the evolution slows down since x′ ≃ 0 near
the critical point and the system undergoes a period of quasi-equilibrium
before being driven away from the critical point. In general such behavior
is associated with a so-called finite heteroclinic sequence which is a set of Heteroclinic
sequenceN critical points x0c , ... ,x
N
c where x
0
c is a stable point, x
N
c is a local unsta-
ble point (or stable in the past) and the rest are saddle points, such that
there is a heteroclinic orbit which joins xi−1c with xic for i = 1, ... , N . Note
however that given a finite heteroclinic sequence x0c , ... ,x
N
c , the existence of
an orbit connecting a neighborhood of x0c with a neighborhood of x
N
c is not
guaranteed. If x0c is not stable in the past, or x
N
c is not stable, then one
might still refer to a non-finite heteroclinic sequence or simply heteroclinic
sequence.
Example 2.5
Consider again Fig. 2.1 of Example 2.2. One can immediately realize that there are
no global attractors since trajectories in different quadrants (taken excluding the
boundaries) have different asymptotic behaviors. The ω-limit set of every orbit in
the upper-right quadrant coincides with the stable point ( 6
5
, 2
5
), while the α-limit
set is empty. Trajectories in the bottom-right quadrant have always an empty ω-
limit set, but their α-limit set can either be empty or Point (0,−2). The α-limit
set of orbits in the bottom-left quadrant is the unstable point (0,−2), while the
ω-limit set of these orbits is empty. In the upper-left quadrant every orbit has both
the ω and α-limit sets empty. Point (2, 0) is the ω-limit set of trajectories along the
positive x-axis, while the origin is the ω-limit set of trajectories along the y-axis
(only up to Point (0,−2) in the negative direction) and the α-limit set of orbits
along the x-axis (only up to Point (2, 0) in the positive direction).
From all this we can say that the future attractor of the upper-right quadrant
is Point ( 6
5
, 2
5
), while the past attractor of the lower-left is Point (0,−2). The other
two quadrants have no attractors (A± = {∅}), though part of the bottom-right
quadrant has Point (0,−2) as A−.
Finally, as we already noticed, the red/dashed lines in Fig. 2.1 identify the
finite heteroclinic sequence (0,−2) → (0, 0) → (2, 0) → ( 6
5
, 2
5
). However, as it is
clear from Fig. 2.1, there are no trajectories starting from the neighborhood of
Point (0,−2) and ending in Point ( 6
5
, 2
5
).
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2.6 2D dynamical systems: special theorems and
linear systems
This section is dedicated to the study of dynamical systems on R2. Two-
dimensional dynamical systems on the plane are of special importance be-
cause of several results which cannot be applied to higher dimensional sys-
tems. In what follows we will present some of these results.
The first result is a theorem which allow one to exclude periodic orbits
in some subset of R2 and it called the Dulac’s criterion; see e.g. Perko (2001,Dulac’s criterion
p. 246). Consider the ODE x′ = f(x) on R2 with x = (x, y) and f = (f1, f2).
If D ⊆ R2 is a simply connected open set and B : R2 7→ R is a C1 function
such that
∂
∂x
(B f1) +
∂
∂y
(B f2) > 0 or < 0 , (2.55)
on D, then there are no periodic orbits on D. The function B in this case is
called a Dulac function. Dulac’s criterion is useful if one wants to exclude
the possibility that there are periodic orbits in a given subset of R2.
The following result is a well known theorem which characterize all
the possible asymptotic behaviors on the plane. It is called the Poincare´-
Bendixson theorem (Wiggins, 1990, Sec. 1.1I) and it states the following. LetPoincare´-Bendixson
theorem P be a positively invariant region of the ODE x′ = f(x) on R2 containing
a finite number of critical points. Let x0 ∈ P and consider the ω-limit set
ω(x0). Then if ω(x0) 6= {∅}, one of the following possibilities must hold:
1. ω(x0) is a critical point;
2. ω(x0) is a periodic orbit;
3. ω(x0) is a finite heteroclinic sequence.
Of course the same consequences are valid for α-limit sets if negatively in-
variant sets are considered. Note that if P is compact then ω(x0) is always
non-empty and one of the three outcomes of the theorems must apply. The
importance of the Poincare´-Bendixson theorem resides in the fact that it
limits the asymptotic behavior of orbits in R2 to only four possibilities: ei-
ther the orbit diverges (||xs(t)|| → +∞ as t→ ±∞) or it must converge to
one of the three sets of the theorem.
To conclude this section we consider 2D linear dynamical systems whose2D linear dynamical
systems phase space portraits can always be reduced to a finite number of qualitative
behaviors. A linear dynamical system in R2 can be written as
x′ =Mx , (2.56)
where x = (x, y) and M is a 2× 2 matrix. Of course the only critical point
is the origin and in order to determine its stability we need first to find
the eigenvalues λ1,2 of M. For a 2 × 2 matrix these eigenvalues can only
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be given by one of the following possibilities with respective consequences
(Lynch, 2007; Perko, 2001):
• If λ1,2 ∈ R with λ1 < 0 and λ2 < 0, then the origin is a stable point
which is called a simple attracting node (attracting focus if λ1 = λ2) Focus, simple node
and Jordan nodeif both eigenvectors are non-vanishing (see Fig. 2.4 (a) and (b)) or a
Jordan attracting node if one of the eigenvector is the null vector (see
Fig. 2.4 (c));
• If λ1,2 ∈ R with λ1 > 0 and λ2 > 0, then the origin is an unstable point
(stable in the past) which is called a simple repelling node (repelling
focus if λ1 = λ2) if both eigenvectors are non-vanishing (see Fig. 2.4 (a)
and (b) inverting the direction of the flow) or a Jordan repelling node
if one of the eigenvector is the null vector (see Fig. 2.4 (c) inverting
the direction of the flow);
• If λ1,2 ∈ R and λ1λ2 < 0 (opposite sign), then the origin is a sad-
dle point (see Fig. 2.4 (d)); note that saddle points are (Liapunov) Saddle
unstable;
• If λ1,2 ∈ R, λ1 = 0 and λ2 > 0 (or λ1 > 0 and λ2 = 0), then the origin
is an unstable non-hyperbolic point and there is a repelling line (a
critical line) along the direction identified by the positive eigenvector
(see Fig. 2.4 (e) inverting the direction of the flow);
• If λ1,2 ∈ R, λ1 = 0 and λ2 < 0 (or λ1 < 0 and λ2 = 0), then the origin is
a non-hyperbolic point, whose stability can be determined using centre
manifold theory, and there is an attracting line (a critical line) along
the direction identified by the negative eigenvector (see Fig. 2.4 (e));
• If λ1,2 ∈ R and λ1 = λ2 = 0 but there is a non vanishing eigenvector,
then the origin is a non-hyperbolic point and there is a neutral line
(a critical line) along the direction identified by the non-vanishing
eigenvector (see Fig. 2.4 (f))
• If λ1,2 ∈ C with λ1,2 = α±iβ and α < 0 and β 6= 0, then the origin is a
stable point and it is sometimes called a stable spiral (see Fig. 2.4 (g)); Spiral
• If λ1,2 ∈ C with λ1,2 = α ± iβ and α > 0 and β 6= 0, then the origin
is an unstable point (stable in the past) and it is sometimes called an
unstable spiral (see Fig. 2.4 (g) inverting the direction of the flow);
• If λ1,2 ∈ C with λ1,2 = ±iβ and β 6= 0, then the origin is called a
centre and the solutions around it posses an oscillatory behavior (see
Fig. 2.4 (h)).
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(a) Stable focus (b) Stable node
(c) Stable Jordan node (d) Saddle
(e) Attracting line (f) Neutral line
(g) Stable spiral (h) Centre
Figure 2.4: Phase space portraits near the origin for 2D stable linear dynam-
ical systems. The axes are aligned along the eigendirections. The unstable
behaviors can be visualized inverting the direction of the flow.
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Of course for non-linear dynamical systems the behavior of the flow
around a non-hyperbolic critical point cannot be determined by the argu-
ments above. In fact the nonlinear terms destroy the validity of the above
constructions and only centre manifold theory or Liapunov stability theory
can provide a correct answer.
In any case, for hyperbolic critical points the argument above can be
applied and the flow in a neighborhood of the point can indeed be described
by one of the above situations. In particular, for 2D dynamical systems, we
can distinguish between attracting (or repelling) spirals, nodes and focuses
in order to better characterize the behavior of the flow near the critical
point.
2.7 2D dynamical systems: behavior at infinity
In this section we will study the properties of the flow at infinity, i.e. when
||x|| =
√
x2 + y2 → +∞, for dynamical systems on the plane. In R2 it
is indeed possible to make use of certain projection techniques needed to
analyze the behavior of the flow at infinity. If this procedure is successfully
completed, then one is able to draw the global portrait of the phase space,
including the asymptotic behavior as ||x|| → +∞. What follows can be
found in different books treating dynamical systems such as Lefschetz (1957);
Lynch (2007); Perko (2001).
In order to compactify the phase space we will consider the so-called
Poincare´ sphere which maps points at infinity onto its equator. This is Poincare´ sphere
defined as the unit sphere
S2 = {(X,Y, Z) ∈ R3 |X2 + Y 2 + Z2 = 1} , (2.57)
such that its north (or south) pole is tangent to the (x, y)-plane in the origin.
Then point on the (x, y)-plane can be mapped on the surface of the upper
hemi-sphere by projecting lines passing by the center of the sphere. The
mapping is provided by the change of variables
X = xZ , Y = y Z , Z =
1√
1 + x2 + y2
. (2.58)
The following two theorems can be used to determine the flow at infin-
ity. Only the statements of the theorem will be provided, but the reader
interested in the details can find them in Lefschetz (1957) or Perko (2001).
Consider the following dynamical systems defined in R2
x′ = P (x, y) , (2.59)
y′ = Q(x, y) , (2.60)
where P and Q are polynomial functions in x and y. Let m denote the max-
imum polynomial degree of the terms in P and Q and let Pm and Qm be the
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higher terms of the corresponding polynomial functions P and Q. The crit-
ical points at infinity of the systems (2.59)–(2.60) lie on the points (X,Y, 0)Critical points at
infinity of the equator of the Poincare´ sphere where X2 + Y 2 = 1 and
X Qm(X,Y )− Y Pm(X,Y ) = 0 , (2.61)
or equivalently at the polar angles θj and θj + π satisfying
Gm+1(θ) = cos θ Qm(cos θ, sin θ)− sin θ Pm(cos θ, sin θ) = 0 , (2.62)
which, if not identically zero, has at mostm+1 pairs θj and θj+π. Moreover,
if Gm+1(θ) is not identically zero, the flow on the equator of the Poincare´
sphere is clockwise (counter-clockwise) at points corresponding to polar an-
gles θ where Gm+1(θ) < 0 (Gm+1(θ) > 0). Note that the points at infinity of
R
2 will always come in pairs since the projective lines intersect the equator
of the Poincare´ sphere twice as ||x|| → +∞.
The behavior of the flow near critical points at infinity, i.e. the stability
properties of critical points at infinity, can then be described projecting theStability of critical
points at infinity flow on the Poincare´ sphere onto the two planes (x, z) and (y, z) tangent to
the equator points Y = 1 and X = 1 respectively. This is summarized in the
following theorem. The flow on the Poincare´ sphere in the neighborhood of
any critical point on the equator, except the points (0,±1, 0), is topologically
equivalent to the flow defined by the system
±y′ = y zm P (1
z
,
y
z
)− zmQ(1
z
,
y
z
) , (2.63)
±z′ = zm+1 P (1
z
,
y
z
) , (2.64)
where the sign is determined by the flow on the equator of S2 as provided by
the sign of (2.62). Similarly, the flow on the Poincare´ sphere in the neigh-
borhood of any critical point on the equator, except the points (±1, 0, 0), is
topologically equivalent to the flow defined by the system
±x′ = x zmQ(x
z
,
1
z
)− zm P (x
z
,
1
z
) , (2.65)
±z′ = zm+1Q(x
z
,
1
z
) , (2.66)
where the sign is determined by the flow on the equator of S2 as provided
by the sign of (2.62). This means that if (0,±1, 0) is not a critical point at
infinity we can use (2.63)–(2.64) to find the stability of all critical points at
infinity. Similarly if (±1, 0, 0) is not a critical point at infinity we can use
(2.65)–(2.66) to find the stability of all critical points at infinity. If both
(0,±1, 0) and (±1, 0, 0) are critical points at infinity, then we must analyze
both (2.63)–(2.64) and (2.65)–(2.66).
All this seems a bit abstract, but we can see how the theorems work with
an example.
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Example 2.7
Consider again the system (2.20)–(2.21) of Example 2.2 which we recall here for
the sake of simplicity
x′ = x
(
1− x
2
− y
)
, (2.67)
y′ = y
(
x− 1− y
2
)
. (2.68)
This can be rewritten as
x′ = P (x, y) = P1(x, y) + P2(x, y) , (2.69)
y′ = Q(x, y) = Q1(x, y) +Q2(x, y) , (2.70)
where P and Q are the polynomial functions
P (x, y) = x− x
2
2
− xy and Q(x, y) = −y + xy − y
2
2
, (2.71)
and
P1(x, y) = x , Q1(x, y) = −y , (2.72)
P2(x, y) = −x
2
2
− xy , Q2(x, y) = xy − y
2
2
, (2.73)
are the coefficients of first and second degree of the corresponding polynomial. Now
we can find the critical points at infinity using (2.62), which in our case reads
G3(θ) =
1
4
sin(2θ) (sin θ + 3 cos θ) = 0 . (2.74)
The solutions in the interval (−π, π] are
θ = 0 , θ = π , θ = −π
2
, θ =
π
2
, (2.75)
θ = − arctan(3) , θ = π − arctan(3) , (2.76)
and identify the critical points on the equator of the Poincare´ sphere, i.e. the critical
points at infinity. Note that, as predicted, they always come in pairs (θ, θ + π).
The behavior of the flow on the equator of the Poincare´ sphere can be deduced
from the sign of G3(θ). Analyzing (2.74) we can deduce that G3(θ) is negative in
the intervals (−π, π/2), (− arctan(3), 0), (π/2, π − arctan(3)) and positive in the
intervals (−π/2,− arctan(3)), (0, π/2), (π − arctan(3), π). This means that in the
first set of intervals the flow on the equator will be clockwise, while in the second
set it will be counter-clockwise.
The stability of critical points at infinity can now be determined applying the
second theorem. We will do this only for one critical point, but the computation is
similar for all the other points. Consider the the critical point at infinity identified
by θ = 0, which corresponds to the point (X,Y, Z) = (1, 0, 0). For this point we
cannot use the projection (2.65)–(2.66), but we must use the projection (2.63)–
(2.64) on the (y, z)-plane. In our case this reads
±y′ = −1
2
y(y − 4z + 3) , (2.77)
±z′ = −1
2
z(2y − 2z + 1) , (2.78)
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Figure 2.5: Global phase space for the dynamical system (2.67)–(2.68).
The direction of the flow at infinity, i.e. on the circle, is indicated by the
red/continous lines.
where the sign is determined by the direction of the flow on the equator (which
corresponds to z = 0) near θ = 0. This is counter-clockwise for θ > 0 and clockwise
for θ < 0 meaning that on the equator θ = 0 repels orbits. Then (2.77) restricted
to z = 0 must give a local unstable point at y = 0, which is achieved only if the
sign is negative in (2.77)–(2.78), i.e.
y′ =
1
2
y(y − 4z + 3) , (2.79)
z′ =
1
2
z(2y − 2z + 1) . (2.80)
Now we can compute the Jacobian of this system and find the eigenvalues at the
origin which is the point corresponding to θ = 0. These are given by λ1 = 1/2 and
λ2 = 3/2 meaning that this is an unstable point.
The flow on the Poincare´ sphere projected on the Z = 0 plane has been drawn
in Fig. 2.5. This standard plotting is called the global portrait of the phase space
since it includes critical points both finite and at infinity. The direction of the flow
at infinity, i.e. on the equator of the Poincare´ sphere, has been delineated with
red/arrowed lines at the boundary of the unit disk. Note that point (1, 0) is indeed
an unstable point as we predicted from our calculation.
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2.8 Perspectives for applications
The theory of dynamical systems can be used as a powerful tool in ana-
lyzing systems of differential equations which cannot be easily integrated.
For this reason it is successfully applied to describe the qualitative dynam-
ics of several physical systems, including, as we will see, many cosmological
systems. Furthermore dynamical systems are easy to integrate numerically,
which means that their theory is of particular importance if one wants to
employ numerical techniques. In other words, once the dynamics of a phys-
ical system is rewritten as a dynamical system, i.e. as an ODE, then using
a mixture of simple theoretical results and numerical methods it is usually
quite easy to determine the qualitative evolution of the system, i.e. its phase
space portrait.
In particular, the special results of Sec. 2.6 and 2.7 for 2D dynamical
systems imply that one should not only be able to determine the complete 2D systems
local properties of the flow near critical points, but also its global evolution
computing the asymptotic properties and the behavior at infinity. Of course
numerical techniques can be of help at any stage, especially to determine
the evolution far from any critical point. Moreover they can effectively
be used to draw the local or global dynamics of the flow on a plane. For
these reasons 2D dynamical systems are not only the simplest to analyze
but also the simplest to visualize. Note that if one is interested in only a
compact (and possibly invariant) subset of the phase space, there is no need
to find the behavior of the flow at infinity. In fact the analysis at infinity is
practically never performed even if the phase space at hand is the whole R2.
This usually happens when the interesting features of a physical system are
all determined by the local dynamics of the flow near a finite set of critical
points and thus the dynamics of diverging orbits is commonly neglected.
For 3D dynamical systems we cannot make use of the special results 3D systems
available for 2D systems. The local behavior of the flow near critical points
cannot be characterized as one can do on the plane using the results for
linear systems of Sec. 2.6. Nonetheless one should be able to determine the
stability properties of critical points and, even if it is not possible to describe
the global behavior of the system, the qualitative evolution can be obtained
with the help of numerical techniques. Of course, if it is possible, one should
identify any invariant set or asymptotic limit and verify their properties
against the numerical integration. Once all the available information have
been collected, no matter how few, it should be anyway possible to visualize
the phase space portrait, at least locally, with the help of a 3D picture. In
the end, for 3D dynamical systems we still have the possibility to understand
what is going on using numerical techniques and suitable plots of the phase
space.
Unfortunately this cannot be done for higher-dimensional (n > 3) sys-
tems since it is not possible to effectively visualize the phase space with a Higher-dimensional
systems
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nice plot. Of course one could project any 3D or 2D subspace of the phase
space and depict the dynamics restricted to such a subspace. However in
such operation some information would inevitably be lost, no matter how
many projections one draws. Moreover trajectories in such a subspace would
intersect because of the motion in the hidden dimensions. Usually this prac-
tice is never considered unless there is some particular motivation to restrict
the analysis to one of such subspaces. For dynamical systems with dimension
bigger than three it is common to only study the local properties of the flow,
such as finding the critical points and describing their stability, and then to
look for physically interesting behaviors such as particular heteroclinic se-
quences or attractors. Of course numerical techniques can be employed to
verify or just strengthen any conclusion which has been achieved.
In conclusion the use of dynamical systems theory mixed with numerical
techniques can be successfully adopted in many different situations. On
average, we will be able to obtain more results for lower dimensional systems
and only fragmented information for higher dimensional ones. Having said
so, the failure or success of such methods will obviously depend on the
dynamical system under consideration. For a highly nonlinear system one
could struggle to find the critical points even if the dimension is low, or
complications can arise in the study of the linear stability of a particular
critical point. In these cases one either relies on numerical techniques to
find as much of information as possible, or restrict the analysis to subsets of
physical interest, for example looking for critical points or orbits satisfying
certain constraints.
Chapter 3
Cosmology, dark energy and
the cosmological constant
Cosmology is the study of the large scale structures and dynamics of the
universe. Its primary scope is to understand the origin, the fate and the
evolution of the universe as a whole. The fundamental theory used to de-
scribe the physics of such long distances is general relativity. In this chapter,
and in the rest of the thesis, it will be assumed that the reader has a suffi-
cient knowledge of general relativity, though no advanced concepts will be
necessary. For some classics books on general relativity we refer to Schutz
(1985); Wald (1983); Weinberg (1972).
The present chapter will introduce the basic concepts used in cosmology
and will present the physical motivations which will lead us to the study
of theoretical models of dark energy in the remaining part of the thesis.
The emphasis will be on the physical motivations and phenomenological
observations rather than on the mathematical technicalities. Moreover the
discussion will be focused on late time cosmology, i.e. on the evolution of the
universe at relatively recent times. This implies the exclusion of several im-
portant issues regarding the physics of the very early universe. The reader
interested in more details and applications about the physics and mathe-
matics of cosmology can refer to well known textbooks such as Dodelson
(2003); Mukhanov (2005); Weinberg (2008).
The chapter is organized in the following way. In Sec. 3.1 the fundamen-
tal principles and equations employed in cosmology will be reviewed and
discussed. Sec. 3.2 will be devoted to the description of the observed ex-
panding universe and to the developing of the cosmological Big Bang theory.
The recent discovery of cosmic acceleration and consequent introduction of
dark energy is the argument of Sec. 3.3. Finally Secs. 3.4 and 3.5 focus on the
concept of the cosmological constant, first showing how it can account for
the observed cosmic acceleration (Sec. 3.4) and then discussing theoretical
and phenomenological problems connected to its measured value (Sec. 3.5).
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The physical and phenomenological issues presented in this chapter will con-
stitute the background motivations on which the subsequent chapters will
be based.
3.1 Elements of FRW cosmology
Modern cosmology is based on the so-called cosmological principle (some-Cosmological
principle times Copernican principle) which states that at sufficiently large scales (∼
108 light years) the universe is assumed to be homogeneous and isotropic1.
In other words the principle asserts that the Earth does not occupy a special
position in the universe. The cosmological principle is the basic assumption
of cosmology and cannot be tested experimentally, at least not with the cur-
rent technological possibilities. In fact, even if from the Earth’s point of view
the universe is observed to be highly isotropic, the homogeneity condition
cannot be verified by observations obtained from a single cosmic location.
It requires isotropy from two different points, separated by a cosmological
distance, in order to verify the homogeneity of the universe. Nonetheless
the principle is presumed to be true so that the universe can be studied
within a scientific perspective, but ultimately it will be the agreement with
observations which will confirm its validity.
The cosmological principle implies that the universe is highly symmet-
ric. A four dimensional manifold with such symmetries must possess the
maximally spatially symmetric Friedmann-Robertson-Walker (FRW) met-
ric (sometimes called FLRW metric to include Lemaˆıtre); see Wald (1983)FRW metric
or Weinberg (1972). In pseudo-spherical2 coordinates (t, r, θ, ϕ) centred at
any point of the universe, the line element of the FRW metric reads
ds2 = −dt2 + a(t)2
(
dr2
1− k r2 + r
2dθ2 + r2 sin θ dϕ2
)
, (3.1)
where k = −1, 0,+1 is the spatial curvature and a(t) > 0 is a function of
the time coordinate called the scale factor. If k = 1 we say that the universeScale factor
is (spatially) closed, if k = −1 we say that it is (spatially) open and if
k = 0 we say it is (spatially) flat. The coordinates (r, θ, ϕ) are referred to as
comoving coordinates: an observer at rest in these coordinates remains at
rest, i.e. at constant r, θ, and ϕ for all time t. The scale factor a(t) linearly
relates to spatial lengths in the universe. For example the radial distance
(dt = dθ = dϕ = 0) between two point A and B in the universe is given by
LAB =
∫ B
A
ds = a(t)
∫ B
A
dr√
1− kr2 . (3.2)
1As seen by comoving observers; more below.
2The coordinates (r, θ, ϕ) coincides with actual spherical coordinates only for the case
k = 0, but for k 6= 0 they represent a more general system of coordinates.
Cosmology, dark energy and the cosmological constant 33
The last integral measures radial distances in a close, open or flat universe.
In the simplest case k = 0 we obtain LAB = a(t)(rB − rA). Eq. (3.2) shows
how the separation between two points in the universe evolves in time due
to the presence of the scale factor. In other words, the larger is the scale
factor the further away will be points in the universe.
The dynamics of the metric tensor gµν , i.e. of the gravitational potential,
at cosmological scales is described by the Einstein field equations Einstein field
equations
Rµν − 1
2
Rgµν = κ
2 Tµν , (3.3)
where Rµν is the Ricci tensor, R = g
µνRµν is the Ricci or curvature scalar,
Tµν is the energy-momentum tensor of matter sources and κ
2 = 8πG/c4.
Matter inside a homogeneous and isotropic universe can be described, at
large scales and with high precision, as a perfect fluid. Its energy-momentum Perfect fluid
energy-momentum
tensor
tensor is solely determined by its energy density ρ(t) and isotropic (no shear
nor viscosity) pressure p(t):
Tµν = p gµν + (ρ+ p)uµuν , (3.4)
where the vector uµ denotes the four-velocity of an observer comoving with
the fluid and in comoving coordinates reads uµ = (−1, 0, 0, 0). The energy
density and pressure of the matter fluid are related by an equation of state Equation of state
(EoS)p = p(ρ) (referred to as EoS). For perfect fluids the equation of state is
always a linear relation
p = w ρ , (3.5)
where w is called the equation of state parameter. For a non-relativistic
(dust-like) perfect fluid w = 0, while for a relativistic (radiation-like) fluid
w = 1/3. Values outside the [0, 1/3] range are not permitted by the known
macroscopic physics, though, as we will see, some phenomenological models
rely on non-physical values of w in order to match the astronomical obser-
vations.
The cosmological equations arising from the Einstein field equations (3.3)
with the FRW metric ansatz (3.1) consist in two coupled differential equa-
tions for the scale factor a(t) and the matter variables ρ(t) and p(t). The
Friedmann equation (or Friedmann constraint) follows from the time-time Friedmann equation
component of the Einstein field equation and can be written as
k
a2
+H2 =
κ2
3
ρ , (3.6)
where the Hubble rate (or parameter) is defined as
H =
a˙
a
, (3.7)
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with an over-dot denoting differentiation with respect to t. On the other
hand, from the spatial (diagonal) components of the Einstein field equations
we obtain the acceleration equation
k
a2
+ 2H˙ + 3H2 = −κ2p . (3.8)
The cosmological equations (3.6) and (3.8) determine the evolution of the
scale factor a(t) once an equation of state relating ρ and p has been assumed.
Using the Friedmann equation (3.6), the acceleration equation (3.8) canAcceleration
equation be rewritten as
a¨
a
= −κ
2
6
(ρ+ 3p) , (3.9)
which is sometimes called the Raychaudhuri equation. Note that from (3.9)
we can obtain a condition on the matter variables that discriminates between
an accelerating and a decelerating universe depending on the sign of a¨. If
ρ + 3p > 0 the universe is decelerating, while if ρ + 3p < 0 the universe
is accelerating. If the linear equation of state (3.5) holds, the condition
can be transferred to the equation of state parameter implying w > −1/3
for deceleration and w < −1/3 for acceleration. The matter physically
meaningful values included between 0 and 1/3 always describe a decelerating
universe.
From the conservation of the energy-momentum tensor ∇µTµν , or equiv-
alently from equations (3.6) and (3.8), we can derive the energy conservation
equation for the matter fluidEnergy conservation
equation
ρ˙+ 3H (ρ+ p) = 0 , (3.10)
expressing the conservation of energy through the evolution of the universe.
If a linear equation of state (3.5) is assumed, the conservation equation
(3.10) provides the following solution of ρ in terms of a:
ρ ∝ a−3(w+1) . (3.11)
For a dust-like fluid, usually referred to as simply matter fluid, we have
pm = 0 and thus
ρm ∝ a−3 for matter , (3.12)
while for a radiation-like fluid pr = ρr/3 and thus
ρr ∝ a−4 for radiation . (3.13)
Note that the energy density of non-relativistic matter scales as the comoving
three-dimensional volume of the universe: ρm ∝ a−3 = Vol−1. To find the
expression of a in time, one has to substitute these solutions into (3.6) and
solve the resulting first order differential equation for a. In Sec. 3.2 we will
obtain the solutions for a flat universe.
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To conclude this section we discuss the possibility of multiple fluids sourc-
ing the cosmological equations. If the total energy-momentum tensor Tµν
in the Einstein field equations (3.3) is composed by more than one matter
component, e.g. Tµν = T
(1)
µν + T
(2)
µν , the conservation equation ∇µTµν = 0
will only imply the conservation of the total energy and momentum of the
fluids. The energy and momentum of a single fluid component might not
be conserved due to possible interactions with the other fluid components.
For two fluids T
(1)
µν and T
(2)
µν sourcing the Einstein field equations we can
generally write
∇µT (1)µν = Qν and ∇µT (2)µν = −Qν , (3.14)
where Qν denotes the energy-momentum exchanged between the two fluids.
If Qν = 0 there is no exchange between the two fluids and they evolve
without interacting. The specification of Qν is an assumption regarding
the physical properties of the two fluids that must be taken into account in
order to solve the field equations. Without this assumption the dynamics of
the single components of the fluid cannot be found from the Einstein field
equations only. Note that the total energy-momentum is always conserved
∇µTµν = ∇µ
(
T (1)µν + T
(2)
µν
)
= 0 . (3.15)
Of course if there are more than two fluids sourcing the Einstein field equa-
tions we will need more than one exchange vector Qν . In general if there are
n fluids we must specify n− 1 exchange vectors in order to fully determine
the dynamics of the system.
3.2 The expanding universe: the Big Bang theory
Throughout the 20th century a number of observations have been collected
in favor of a current expanding dynamics of the universe; see e.g. Weinberg
(2008). Nowadays we know for sure that at the present time a˙ > 0, or
equivalently H > 0. From these observations we can immediately draw an
important conclusion regarding the origin of our universe. In fact assuming
that the universe is filled only with standard (baryonic) matter satisfying
the ρ + 3p > 0 constraint at all times, then from (3.9) we obtain that the
universe must have been expanded for all its past history and at some point
in the past the condition a = 0 must have occurred.
In order to prove this statement, consider Eq. (3.9). If the condition
ρ + 3p > 0 holds for all t < t0 with t0 the present cosmological time, then
also the condition a¨(t) < 0 must hold for t < t0. Integrating the latter
condition we find ∫ t0
t
a¨(t′)dt′ = a˙(t0)− a˙(t) < 0 , (3.16)
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which implies
a˙(t) > a˙(t0) > 0 ∀ t < t0 . (3.17)
This tells us that since a˙ > 0 today, then a˙(t) > 0 always in the past. If we
now integrate again Eq. (3.16) we find
∫ t0
t
[
a˙(t0)− a˙(t′)
]
dt′ = a˙(t0) (t0 − t)− a(t0) + a(t) < 0 , (3.18)
implying
a(t) < a(t0) + a˙(t0) (t− t0) ∀ t < t0 . (3.19)
This last constraint tells us that at a time t∗ = t0−a(t0)/a˙(t0) = t0−1/H0,
a(t∗) is negative. Moreover t∗ < t0, since both a(t0) and a˙(t0) (i.e. H0)
are positive. Hence at some time tBB between t∗ (where a(t∗) < 0) and t0
(where a(t0) > 0) the function a(t) must achieve the condition a(tBB) = 0,
which proves our statement.
The time when the condition a = 0 happened is called the Big Bang
and the theory describing the universe as generating from that moment is
known as the Big Bang theory. Note that if distances were really smallBig Bang theory
in the past, then all the matter and energy content of the universe were
constrained into a small amount of space and consequently the mean energy
(or temperature) was much more higher than the mean energy observed
today. This not only allows for the light elements (hydrogen, helium, ...)
to be created but also, as the universe cooled down and gravity began to
dominate, for the formation of cosmological structures (galaxies, stars, ...).
The Big Bang theory is indeed in astonishing agreement with observations
and it is considered a perfectly good model of our universe for times ranging
from few fractions of a second to billion of years (i.e. today) after the Big
Bang.
On the other hand, from recent astronomical observations3 strong con-
straints on the measured value of the spatial curvature k has been collected,
implying that today k ≃ 0. From the Friedmann equation (3.6) we can then
conclude that k has been always near zero through all the history of the uni-
verse. The argument goes as follows. Rewriting the Friedmann constraint
as
κ2ρ
3H2
− 1 = Ω− 1 = k
a˙2
, (3.20)
the condition k ≃ 0 translates to the condition Ω ≃ 1, which is actually what
we measure from the observations. However since a˙ is always decreasing with
time, then the right hand side of (3.20) is always increasing meaning that
if at some moment in the history of the universe Ω ≃ 1, then before that
moment Ω will result even closer to 1. This implies that if the observed
3Mostly CMB measurements: the recent WMAP (Hinshaw et al., 2013) and Planck
(Ade et al., 2013) missions constrain k to be zero within an error of the order of 10−3.
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value of Ω today is basically one, in the past it was much closer to 1 and
thus we can safely assume that k = 0 from the Big Bang to now4.
With this in mind we can now find the evolution of the scale factor a for
the matter and radiation dominated universes, which represent the two fluid
components we can directly observe in the universe. Substituting (3.12) and
(3.13) into the Friedmann equation (3.6) and then solving for a(t) yields
a(t) ∝ t2/3 for matter , (3.21)
a(t) ∝ t1/2 for radiation . (3.22)
A matter dominated universe expands faster than a radiation dominated
universe, but for both of them a¨ < 0 at any time meaning that the expansion
is always decelerating. More generally for any matter fluid with a linear
equation of state ρ = wp, substituting (3.11) into the Friedmann equation
(3.6) with k = 0 leads to the solution
a(t) ∝ t 23(w+1) , (3.23)
which of course reduces to (3.21) or (3.22) if w = 0 or w = 1/3, respectively.
The standard Big Bang theory requires a radiation dominated epoch
followed by a matter dominated phase because at high energies the radiation
component dominates over the matter one, but at low energies it is the
other way around. Indeed, as can be seen from (3.12) and (3.13), the energy
density of radiation decays faster than the matter one as a expands. At some
point, called the radiation to matter transition, in the history of the universe,
the matter energy will eventually be higher than the radiation energy and
will remain so thereafter. The model assumes that no appreciable interaction
occurs between the radiation and matter fluids, or, in terms of (3.14), that
Qµ = 0. Solving such a system of equations will always lead to (3.12) and
(3.13) but the scale factor will now evolve in time following first (3.21) and
then (3.22).
We can understand this with a simple application of dynamical system
theory. Consider the dimensionless variables
x = Ωm =
κ2ρm
3H2
and y = Ωr =
κ2ρr
3H2
. (3.24)
Thanks to the physical assumptions ρm > 0 and ρr > 0, we obtain the
constraint x > 0 and y > 0 which restrict the physical phase space in the
(x, y)-plane. Moreover the Friedmann equation (3.6) now reads
1 = x+ y , (3.25)
4The origin of the observed flatness of the universe can be explained by taking into
account an inflationary phase in the very early universe; see e.g. Bassett et al. (2006);
Riotto (2002); Linde (1990); Mukhanov (2005).
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meaning that the two variables are not independent and that the analysis
can be reduced to a 1D dynamical system. Note also that since x > 0 and
y > 0 the Friedmann constraint (3.25) implies x < 1 and y < 1. Thus we
just need to consider one of the two variables, say x, in the physical domain
x ∈ [0, 1].
To find the differential equation governing the dynamical system, we
derive the variable x with respect to η = log a (i.e. dη = Hdt):
dx
dη
=
1
H
dx
dt
=
κ2ρ˙m
3H3
− 2ρm
3H2
H˙
H
. (3.26)
The terms ρ˙m and H˙/H
2 can be found from Eq. (3.8) and the relation (3.12)
respectively as
ρ˙m = −3Hρm , and H˙
H2
= −3
2
− κ
2ρr
6H2
= −3
2
− y
2
, (3.27)
where the assumption p = pr = ρr/3 has been used. Inserting these back
into Eq. (3.26) yields
dx
dη
= −3κ
2ρm
3H2
− 2κ
2ρm
3H2
(
−3
2
− κ
2ρr
6H2
)
= −3x+ 2x
(
3
2
+
y
2
)
, (3.28)
which thanks to the Friedmann constraint y = 1− x gives the following 1D
dynamical system
x′ = f(x) = −x (1− x) , (3.29)
where a prime denotes differentiation with respect to η.
A solution of this dynamical system gives us the evolution of x, or in
other words of the relative energy density of matter. The time parameter η
is a dimensionless measure of time which measure the universe expansion in
logarithmic units. A solution x(η) of (3.29) will give us the evolution of Ωm
in terms of a. The complete solution in terms of t will depend on the initial
condition of the universe and in general it is difficult to find analytically.
However note that at any critical point xc, the acceleration equation (3.8)
will give us
H˙
H2
=
xc − 4
2
. (3.30)
Since xc is constant we can solve this equation and obtain H = 2/[(4 −
xc)(t− t0)] with t0 a constant of integration. Finally from H = a˙/a we find
a(t) ∝ (t− t0)
2
4−xc , (3.31)
where t0 = 0 if the Big Bang initial condition a(0) = 0 is enforced. This
implies that at any critical point the universe is expanding according to
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Figure 3.1: Evolution of the relative energy density of matter (Ωm) and
radiation (Ωr) together with the effective equation of state parameter (weff)
of a universe filled with radiation and matter fluids.
the power-law evolution given by (3.31). We may not find the complete
evolution of the universe at any t, but we will certainly know its asymptotic
states, since these are given by critical points of the system (3.29).
The only two critical points of the dynamical system (3.29) are obviously
x = 0 and x = 1. The first one is an unstable point (f ′(0) = 1), while
the second one is a stable point (f ′(1) = −1) and constitutes the future
attractor of the physical phase space. Of course x = 0 corresponds to a
radiation dominated universe (y = 1), while x = 1 corresponds to a matter
dominated universe (y = 0). This can also be understood form (3.31) which
gives (3.21) for x = 1 and (3.22) for x = 0. The evolution in the physical
phase space always starts (a → 0) from a radiation dominated universe
(Ωm = 0 and Ωr = 1) and ends (a→ +∞) in a matter dominated universe
(Ωm = 1 and Ωr = 0) as shown in Fig. 3.1. The effective equation of state
parameter of the universe defined as weff = wmΩm + wrΩr = Ωr/3 = y/3
will then start from a value of 1/3 and then drops to zero as the matter
component begins to dominate; see Fig. 3.1. Note that the value of weff in
terms of x can also be found comparing (3.31) with (3.23), which clearly
agrees with the one just defined.
3.3 The accelerating universe: dark energy and
dark matter
With the standard picture of the universe coming from the Big Bang theory
described in Sec. 3.2, one should expect to measure a current deceleration of
the universe, i.e. to observe a¨ < 0. In 1998 however it was surprisingly dis-
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covered, first with supernovae surveys (Riess et al., 1998; Perlmutter et al.,
1999) and subsequently with other observations (see Astier & Pain (2012)
for a review), that the universe is actually accelerating. This unexpected ob-
servation led to a number of speculations regarding the physical mechanisms
needed to explain the phenomenon.
From (3.9) we can immediately realize that for the universe to acceler-
ate, a¨ > 0, there must be a cosmological fluid satisfying ρ + 3p < 0. A
type of matter with such properties has never been observed in experiments
involving only standard (baryonic) matter. In other words it is impossi-
ble to build a macroscopic form of matter behaving such that ρ + 3p < 0
considering only particles of the Standard Model, which constitute the fun-
damental blocks of all the matter we detected so far. There must be some
other fluid component in the universe which cannot be directly observed in
nowadays experiments and such that it allows the universe to accelerate at
late, i.e. relatively recent, times. This entity has been named dark energy.Dark energy
Dark energy does not interact with the nuclear and electromagnetic fields
and does not cluster, i.e. it does not form any structure under the influence
of gravity. This implies that rather than being some new particle or type
of matter, dark energy is much probably due to new fundamental physics
which has still to be discovered. This is something which it does not share
with another cosmological matter component which has yet to be directly
observed: dark matter.Dark matter
Dark matter is a (yet) undetected kind of matter which must be present
at galactic and cosmological scales in order to fit the astronomical data; see
e.g. Ade et al. (2013); Clowe et al. (2006); Weinberg (2008). Specifically
the rotation curves of galaxies and bigger clusters are not in agreement with
the theoretical predictions derived from Newtonian mechanics. More mass
is needed in order for these curves to have the observed behavior, but this
mass cannot be detected with electromagnetic interaction since it seems to
neither emit nor absorb light.
Considering the whole picture we obtain from cosmological and astro-
physical observations, there are (at least) two invisible components, dark
matter and dark energy, which constitutes part of the total energy density
of the universe. They represent around 95% of the total matter present in
the universe: ∼ 30% is dark matter and ∼ 65% is dark energy (Ade et al.,
2013), with the remaining 5% being standard (baryonic) matter; see Fig. 3.2.
These two new form of matter and energy do not or weakly interact with
the electromagnetic field and thus it is extremely difficult to observe them
directly. On one hand dark matter seems to cluster and behaving as dust
(pressure-less matter) suggesting that it may be given by yet undetected
particles beyond the Standard Model. On the other hand dark energy does
not cluster and must satisfy the constraint ρ+ 3p < 0 which, assuming the
energy to be always positive, requires the introduction of some kind of neg-
ative pressure. This seems to call for new physics in order to explain the
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Figure 3.2: Present distribution of matter and energy in the universe: dark
energy (∼ 65%), dark matter (∼ 31%) and baryonic matter (atoms) (∼ 5%).
mystery of dark energy.
There are three major approaches to account for dark energy: the cos-
mological constant, particle physics and modified gravity. The cosmological
constant approach represents the simplest model of dark energy where the
introduction of a single parameter is enough to fit all the astronomical data.
The cosmological constant will be reviewed in details in Secs. 3.4 and 3.5.
The other two explanations consider a much more complicated dynamics at
cosmological scales. The particle physics approach assumes the existence of
a new particle, usually a scalar field5, responsible for accelerating the uni-
verse at late times. On the other hand the modified gravity idea suggests
that the gravitational interaction at cosmological distances is not well de-
scribed by general relativity and that a new gravitational theory is needed
in order to explain the acceleration of the universe. Since the cosmological
dynamics for both the particle physics and modified gravity approaches is
quite complicated, they represent perfect subjects for the applications of dy-
namical systems. Their analysis will then be left for the remaining chapters
of this thesis.
3.4 The cosmological constant
The concept of cosmological constant was first introduced by Einstein him-
self in order to construct a cosmological model for a static universe. After
the discovery of the expansion of the universe, the cosmological constant
5Note that fundamental scalar fields have never been observed before the recent dis-
covery of the Higgs boson which lead to the award of the 2013 Nobel Prize for physics.
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has been almost forgotten due to the fact that its contribution is not neces-
sary to achieve a dynamical expansion in FRW cosmology; see Secs. 3.1 and
3.2. However after the 1998 observation that the universe is accelerating,
the cosmological constant has been revived as a model of dark energy. In
what follows we review the dynamics of a universe with a non vanishing
cosmological constant. For more details on the physics of the cosmological
constant we refer the reader to Carroll (2001) or Martin (2012).
The cosmological constant is introduced as a new term in the Einstein
field equations (3.3), which now read
Rµν − 1
2
Rgµν + Λ gµν = κ
2 Tµν , (3.32)
where Λ is indeed the cosmological constant. Note that unless the value of ΛCosmological
constant is really small, practically unmeasurable at solar system scales, the Einstein
field equations (3.32) do not possess the right Newtonian limit6. However
the value of Λ needed to match the cosmological observations is of the order
Λ ≃ 10−52m−2 , (3.33)
which is in any case sufficiently small to be safely neglected at solar system
distances. Note that, according to (3.33), the cosmological constant has
a positive value which is the sign needed to drive a late time accelerating
phase in the universe, as we are now going to see.
Considering again the FRW metric (3.1) with vanishing spatial curva-
ture (k = 0), from the new field equations (3.32) we obtain the following
cosmological equations
3H2 = κ2ρ+ Λ , (3.34)
2H˙ + 3H2 = −κ2p+ Λ , (3.35)
which generalize the Friedmann equation (3.6) and the acceleration equation
(3.8). Note that from these equations we can equally see the contribution
of the cosmological constant as a constant energy fluid with ρΛ = Λ/κ
2
and pΛ = −ρΛ. The EoS parameter of the cosmological constant has thus
the constant value wΛ = −1. From these considerations the cosmological
constant can be seen as a matter cosmological component (dark energy) with
constant energy density and negative pressure. The physical motivations
and implications of this new matter component will be briefly discussed in
Sec. 3.5. For the moment we will focus on the dynamics arising from a
universe with a non vanishing Λ.
If the cosmological constant completely dominates in the evolution equa-
tions (3.34) and (3.35), meaning that the other matter contributions can be
6One can immediately realize this noting that the Minkowski metric is no longer a
solution of (3.32).
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neglected (ρ = 0 and p = 0), then one immediately obtain the solution
a(t) ∝ eHt with H =
√
Λ
3
, (3.36)
which is known as the de Sitter solution7. In such a universe we have that de Sitter solution
the scale factor expands exponentially, meaning that the condition a¨ > 0 is
always satisfied and there is a never-ending accelerating phase. Of course
this solution cannot be used as a realistic model for our universe, since we
know that at early times a radiation and then matter dominated phases
must have occurred. However it can be used as an asymptotic solution at
late times. A universe evolving according to the Big Bang theory for a
sufficiently long time and then switching to a de Sitter expansion could be
an accurate description for the observed dynamics at cosmological scales.
For this reason we will now solve the cosmological equations (3.34) and
3.35) for a non vanishing matter contribution with a linear equation of state
(ρ > 0 and p = wρ). There are two ways to solve these equations. The first
strategy is to rely on the conservation equation (3.10) which again follows
combining (3.34) and (3.35). The solution of ρ in terms of a is thus given
again by (3.11), i.e.
ρ ∝ a−3(1+w) . (3.37)
Plugging this back into (3.34) will provide a differential equation for a which
must be solved in order to find the solution. The second way consists in
eliminating ρ from equations (3.34)–(3.35) and then solve the resulting dif-
ferential equation for H. Once the solution of H in terms of t has been
found, one can obtain the evolution of a solving H = a˙/a.
No matter what way one follows, the physical solution (no negative en-
ergies and a(0) = 0) for the scale factor will eventually be
a(t) ∝ [sinh (Ct)] 23(w+1) , (3.38)
where C is a constant. Note that at early and late times this solution has the
right asymptotic behavior expected from matter and cosmological constant
domination, respectively. In more mathematical terms we have that
a(t) ∝ t 23(w+1) as t→ 0 , (3.39)
a(t) ∝ exp
[
2Ct
3(w + 1)
]
as t→ +∞ , (3.40)
which correspond, respectively, to the perfect fluid solution (3.23) and to the
cosmological constant solution (3.36), with the identificationH = 2C/(3(w+
1)). Solution (3.38) can thus well describe the observed universe which must
7The de Sitter solution is actually a static solution, i.e. invariant under time translations
t 7→ t+ t0, as can be shown with a suitable coordinate transformation.
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decelerate at early times and accelerate at late times. This means that a
universe filled with a cosmological constant and some matter fluid represents
a well motivated model which is able to agree with the observations.
Note that in (3.38) the matter EoS parameter has been left arbitrary.
We can choose to have an early universe dominated by matter (w = 0),
radiation (w = 1/3) or any other kind of fluid. Usually w is set to zero in
order to have a matter dominated phase followed by a dark energy dominated
epoch, which aims at characterizing the late time behavior of our universe.
It is not possible to describe a two fluid universe with the solution (3.38)
and in fact the radiation to matter transition happening at early times is
overlooked in this model. However using dynamical system techniques we
are able to analyze a cosmological constant universe filled with both matter
and radiation. This is a simple and elegant generalization of what we have
done in Sec. 3.2 as we are going to explain.
Consider the cosmological equations (3.34) and (3.35) with both matter
(pm = 0) and radiation (pr = ρr/3):
3H2 = κ2ρm + κ
2ρr + Λ , (3.41)
2H˙ + 3H2 = −κ
2
3
ρr + Λ . (3.42)
Employing again the x and y variables first defined in (3.24), we can rewrite
the Friedmann equation (3.41) as
1 = x+ y +ΩΛ . (3.43)
where ΩΛ = Λ/(3H
2) is the relative energy density of the cosmological
constant, i.e. of dark energy. Given that we are assuming a positive Λ, this
equation implies that the constraint x + y ≤ 1 must hold. Adding the fact
that x ≥ 0 and y ≥ 0, the physically meaningful dynamics in the (x, y)-
plane happens inside the triangle with vertices the origin (0, 0), Point (1, 0)
and Point (0, 1); see Fig. 3.3. Now, due to the presence of the cosmological
constant term, the Friedmann constraint (3.43) does not reduce the phase
space from two to one dimensions, but it only restricts it to the triangle
just described. This triangle constitutes an invariant set of the whole phasePhysical
phase space space which will be called the physical invariant set or simply the physical
phase space.
To obtain the dynamical system, we derive the variable x and y with
respect to η = log a (dη = Hdt):
x′ =
dx
dη
=
1
H
dx
dt
=
κ2ρ˙m
3H3
− 2κ
2ρm
3H2
H˙
H
, (3.44)
y′ =
dy
dη
=
1
H
dy
dt
=
κ2ρ˙r
3H3
− 2κ
2ρr
3H2
H˙
H
. (3.45)
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Point x y weff Eigenvalues Stability
O 0 0 -1 {−4,−3} Stable point
R 0 1 1/3 {1, 4} Unstable point
M 1 0 0 {−1, 3} Saddle point
Table 3.1: Critical points of the dynamical system (3.49)–(3.50) and their
properties.
Assuming again that matter and radiation do not interact (Qν = 0),
from the conservation equation (3.10) for the two fluids we obtain
ρ˙m + 3Hρm = 0 → ρ˙m = −3Hρm , (3.46)
ρ˙r + 4Hρr = 0 → ρ˙r = −4Hρr , (3.47)
where the assumptions pm = 0 and pr = 1/3 have been considered. The
acceleration equation (3.42) yields instead
H˙
H2
= −3
2
− κ
2ρr
6H2
+
Λ
2H2
= −1
2
(3− y − 3ΩΛ) . (3.48)
Substituting these results into (3.44)–(3.45) and using the Friedmann con-
straint (3.43) produces the following 2D dynamical system8
x′ = x (3x+ 4y − 3) , (3.49)
y′ = y (3x+ 4y − 4) , (3.50)
where a prime means again differentiation with respect to η = log a.
There are three critical points: O = (0, 0), R = (0, 1) and M = (1, 0).
Performing the linear stability analysis near the critical point we find that
the eigenvalues of the Jacobian are {−4,−3} at O, {1, 4} at R and {−1, 3}
at M . This implies that the origin is a stable point (simple attracting
node), R is an unstable point (simple repelling node) and M is a saddle
point. The effective EoS parameter weff = Ωr/3 − ΩΛ = −1 + x + 4y/3
takes the values −1 in O, 1/3 in R and 0 in M , meaning that these points
correspond to a cosmological constant (dark energy) dominated universe, a
radiation dominated universe and a matter dominated universe, respectively.
For the sake of simplicity all the properties of the critical points have been
summarized in Table 3.1.
The physical phase space for the system (3.49)–(3.50) has been plotted
in Fig. 3.3. Point R is clearly the past attractor while the origin represents
8Note that equations (3.49)–(3.50) represent nothing but a simple Lokta-Volterra sys-
tem. Perez et al. (2013) generalised this analysis to non-flat universes filled by general
barotropic fluids showing that cyclic orbits and chaos can arise in the presence of interac-
tion between the fluids.
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Figure 3.3: Phase space portrait of the dynamical system (3.49)–(3.50). The
yellow/shaded area denotes the region of the phase space where the universe
is accelerating.
the future attractor. Every solution is thus a heteroclinic orbit starting from
R as η → −∞ and ending in O as η → +∞. The only exceptions are the
heteroclinic orbits on the x-axis and the y = 1 − x line, which connect M
to O and R to M , respectively. However these trajectories correspond to
either a vanishing cosmological constant or to a universe without a radiation
contribution. From Fig. 3.3 it is clear that for every initial conditions in
the physical phase space, the universe was radiation dominated as a → 0
and dark energy dominated as a → +∞. The yellow/shaded region in
Fig. 3.3 denotes the area of the phase space where weff < −1/3, i.e. where
the universe undergoes an accelerated expansion9. All the trajectories will
eventually enter this region so that the radiation (or matter) to dark energy
transition always happens at some moment in the history of the universe.
Note that there is also an heteroclinic sequence connecting R→M → O.
This heteroclinic sequence is of fundamental importance since it is the path
our universe follows. We can understand it with the following reasoning. In
Fig. 3.3 the line corresponding to a vanishing cosmological constant is the
y = 1 − x line connecting R with M . Since the measured value of the cos-
mological constant is actually positive but extremely small (see (3.33)), we
9The effective EoS parameter is connected to the acceleration equation (3.9) as a¨/a =
−κ2ρ(1 + 3weff)/6 where ρ = ρm + ρr + Λ/κ2 is the total energy density. It is then clear
that whenever weff < −1/3 the universe undergoes accelerated expansion (a¨ > 0).
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Figure 3.4: Evolution of the relative energy density of dark matter (Ωm),
radiation (Ωr) and dark energy (ΩΛ), together with the effective EoS pa-
rameter (weff) in the ΛCDM model. The vertical dashed line indicates the
present cosmological time.
expect that the evolution of our universe corresponds to a trajectory pass-
ing exceptionally close to the y = 1 − x line. Such a solution will nothing
but shadow the heteroclinic orbit R → M → O, implying a universe which
undergoes first a radiation, then a matter and finally a dark energy domi-
nated phase. This is exactly the expected behavior of the observed universe
which is well modeled by a universe filled with radiation, dark matter and
a small positive cosmological constant. Such a theoretical description of the
universe in known as the ΛCDM model after the cosmological constant Λ ΛCDM model
and the cold (non relativistic) dark matter fluid.
The relative energy densities of dark matter, radiation and dark energy
(ΩΛ = Λ/(3H
2)) have been plotted in Fig 3.4, together with the effective EoS
of the universe (weff), for a solution shadowing the R→M → O heteroclinic
orbit. As we can see from the picture, at early times radiation dominates,
then there is a transient period of dark matter domination and eventually
the universe becomes dominated by the cosmological constant. Note the
vertical dashed line denoting the present cosmological time. As suggested by
the observations, today we are in the transition period between dark matter
and dark energy domination. The relative energy density of dark energy
is indeed around 0.7, while the remaining 0.3 is composed by dark (and
baryonic) matter. The effective EoS parameter start from the radiation value
of 1/3, drops to 0 during the matter dominated era and eventually reaches
−1 as the effects of dark energy becomes important. Finally we can compare
Fig. 3.4 with Fig. 3.1. The non vanishing contribution of the cosmological
constant introduces a new late time phase of accelerated expansion on top
of the Big Bang theory evolution. Fig. 3.4 indeed represents an extension
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of Fig. 3.1 with a different dynamics at late time which better matches
the astronomical observations. The ΛCDM model can thus be seen as an
extension of the Big Bang theory which takes into account the late time
accelerated expansion.
To conclude we have seen in this section that adding a simple cosmo-
logical constant term to the Einstein field equations lead to the desired
cosmological acceleration at late times. However it is questionable why such
a constant must possess its extremely small measured value. From Fig. 3.4
one can immediately notice that a slightly greater value for Λ, correspond-
ing to trajectories more distant from the y = 1− x line, would immediately
lead to a fast transition from radiation to dark energy domination without
allowing the intermediate matter epoch to happen. This would result in a
completely different universe where all the cosmological structure, and thus
also life as we know it, would be absent. The problem with the observed
value of the cosmological constant, as we are going to understand in the
next section, is indeed an issue which has not yet been solved under the
theoretical point of view.
3.5 Problems with the cosmological constant
The extremely small value (3.33) of the cosmological constant is at odds
with theoretical predictions. Even before the 1998 discovery of accelerated
expansion of the universe, it was well known that a non vanishing cosmolog-
ical constant implies some theoretical and philosophical problems at both
the classical and quantum level. All this comes from the identification of
the cosmological constant term in the Einstein field equation (3.32) with the
vacuum energy of (quantum) fields. In what follows we will briefly review
the major problems that follows from a positive cosmological constant. For
more details we refer the reader to Carroll (2001); Martin (2012); Weinberg
(1989, 2000).
As we have noticed in Sec. 3.4 the cosmological constant term in the
Einstein equations (3.32) can be seen as a matter fluid contribution with
constant energy density ρΛ and negative pressure pΛ = −ρΛ. The same type
of contribution to the right hand side of the Einstein field equations arises
from the vacuum energy of matter fields. The energy-momentum tensor ofVacuum energy
a field in its vacuum state |0〉 is given by
〈0|Tµν |0〉 = −ρvac gµν , (3.51)
where ρvac is the constant energy density of the vacuum. This can be derived
from both classical and quantum mechanical considerations. From the clas-
sical point of view the term (3.51) can be identified with the value of matter
fields when they rest in their minimal energy state, i.e. the vacuum state.
However at the quantum level the Heisenberg uncertainty principle prevents
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the kinetic and potential energies to vanish at the same time. In fact tak-
ing into account the quantum mechanical fluctuations form the zero point
energy of quantum fields, gives another source of energy which contributes
to the Einstein equations with a term of the form (3.51). There are thus
two different contributions of the form (3.51) coming from considerations on
the vacuum state of matter fields: one is classical and the other quantum
mechanical. We will first deal with the classical considerations and then
with the quantum ones.
The so-called classical cosmological constant problem can be understood The classical
cosmological constant
problem
making a simple example with a scalar field. The energy-momentum tensor
of a scalar field φ is given by
T (φ)µν = ∂µφ∂νφ− gµν
[
gαβ∂αφ∂βφ+ V (φ)
]
, (3.52)
where V (φ) is the self-interacting potential of the scalar field. At the classical
level the vacuum state corresponds to the state of minimum energy where
the kinetic energy of the field vanishes and the potential takes its minimum
value Vmin. This means that in the vacuum state the energy momentum
tensor (3.52) takes the form
〈0|T (φ)µν |0〉 = −Vmin gµν , (3.53)
which indeed matches (3.51) since Vmin is constant. Every matter field whose
vacuum energy does not vanish will source the Einstein field equations with
a term of the form (3.53). In the Standard Model of particle physics a non
vanishing value of the vacuum energy is present after (or before) a (symmetry
breaking) phase transition. Without going into the details we mention that
in the Standard Model there are two of such possible phase transitions: the
Electro-Weak phase transition and the QCD phase transition. The first one
leads to a value of the (Higgs field’s) vacuum energy density of
ρEWvac ≃ 108GeV4 , (3.54)
while the vacuum energy coming from QCD is
ρQCDvac ≃ 10−2GeV4 . (3.55)
These two values should be added and compared with the measured value
of ρΛ, which, in GeV units, is
ρΛ ≃ 10−47GeV4 . (3.56)
Comparing (3.54) and (3.55) with the measured value (3.56) immediately
gives the severity of the problem we are facing with. The observed value of
ρΛ is 55 and 45 orders of magnitude away from the numbers predicted by
the Electro-Weak and QCD transitions, respectively. Theoretically this is
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a catastrophe since the predicted vacuum energy is so high that it should
have been observed long time ago. The problem does not ameliorate if also
quantum considerations are included.
As we mentioned before the quantum fluctuations in the vacuum state
of matter fields contribute with a sourcing term of the form (3.51) in the
Einstein field equations. Thus also this effect should be added in evaluat-
ing the value of the cosmological constant. The contribution arising from
these quantum fluctuations leads to what is called the quantum cosmologi-
cal constant problem. Again we will explain the problem using a scalar fieldThe quantum
cosmological constant
problem
as example. Consider a massive (V = m2φ2/2) scalar field in Minkowski
spacetime. From quantum-mechanical considerations, the energy density of
the field in its vacuum state is given by
ρQMvac = 〈0| ρφ |0〉 =
1
2(2π)3
∫
d3k
√
k2 +m2 , (3.57)
with the integral performed over all 3-dimensional momentum space. Clearly
the integral diverges and the energy result infinite. This is however the kind
of divergence that in quantum field theory can be handled with the concept
of renormalization. There are various techniques that can be employed to
regularize the integral (3.57), but the one working properly in our case is
dimensional regularization10. Without going into the details, this procedure
gives the result
ρQMvac =
m2
64π2
log
(
m2
µ2
)
, (3.58)
where µ is a constant scale introduced to fix the dimensionality of the equa-
tion. All massive matter fields in the universe contributes with a term similar
to (3.58) in the vacuum energy. Summing the contribution from all the par-
ticles of the Standard Model, and choosing a suitable value for µ (Martin,
2012), gives the number
ρQMvac ≃ −108GeV4 , (3.59)
which, regardless of the sign, is still 55 order of magnitude away from the
measured value (3.56). So from the quantum side of matter fields we predict
another contribution which completely disagrees with observations.
Of course, since physically and mathematically nothing prevents it, one
can also suppose that a bare cosmological constant ΛB is present in the
Einstein field equations and it adds its energy contribution ρB to the vacuum
energies we have just computed. This implies that in general the total
vacuum energy will be given by
ρΛ = ρB + ρ
QM
vac + ρ
EW
vac + ρ
QCD
vac + . . . , (3.60)
10Introducing a cut-off at some higher energy breaks Lorentz invariance and thus leads
to a wrong result (Martin, 2012).
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where for completeness every contribution from either unknown phase tran-
sitions or quantum fluctuations of particles beyond the Standard Model
should be added. We know the measured value of ρΛ and have estimated
the values of all the other vacuum energy appearing on the right hand side
of (3.60) but for ρB. According to quantum field theory, the value of ρB can-
not be evaluated from theoretical arguments and it is a number that must
be chosen in order to renormalize ρΛ to let it agree with experiments. In
our case this means that ρB must possess the right value that cancels all the
vacuum energy contributions on the right hand side of (3.60) leaving exactly
the small measured value on the left hand side. This is clearly absurd since
one should adjust ρB up to fifty orders of magnitude or more. In these terms
the cosmological constant problem is nothing but a problem of fine tuning.
It makes no sense to assume that the bare cosmological constant is exactly
the one needed to cancel all the vacuum energy sources giving only the small
amount we need to match the observations.
The issues related to the vacuum energy of matter fields are not the only
problems plaguing the cosmological constant. As we have seen in Sec. 3.4,
even if we put aside all the theoretical explanations for Λ, an extremely
small value of the cosmological constant is needed in order to have a suffi-
ciently long period of matter domination during the history of the universe.
A slightly bigger value of Λ would means a direct transition from radiation
to dark energy domination preventing in this way the formation of galaxies,
stars and all the other cosmic structures. Moreover the observed value of
the cosmological constant is the right one needed for the transition from
dark matter to dark energy to happen exactly today, i.e. during the rela-
tively small time when humanity has evolved. This is known as the cosmic
coincidence problem. It can equivalently formulated as follows: how is it The cosmic
coincidence problempossible that we are observing the universe exactly when the relative energy
density of dark energy is of the same order of the dark matter one? If we
take a look back to Fig. 3.4 it is easy to realize that the present cosmological
time, denoted by the vertical dashed line, could be placed anywhere11 in the
history of the universe and there is no apparent reason for it to be exactly
where the transition from matter to dark energy domination happens. If
the cosmological constant dominated phase is the final state of our universe,
it was much more likely that we would have lived during a period of dark
energy domination rather than matter domination, or even less probably,
exactly during the transition phase. This rather philosophical problem is
not specific of the cosmological constant, though, as we will see in the next
chapters, in other models of dark energy it could be relaxed.
In conclusion we have seen that theoretical considerations fail to explain
the observed value of the cosmological constant which not only seems to
11Of course Life as we know it needs an Earth-like planet to prosper and thus the human
race could have appeared only after (dark) matter dominated for a sufficiently long time.
52 Chapter 3
be abnormally small, but also to be the right one needed for a dark mat-
ter to dark energy transition to happen at the present cosmological time.
Nevertheless, even taking into account these unsolved problems, the ΛCDM
model with a positive small value of the cosmological constant remains the
simplest model capable of fitting all the present astronomical data. In the
remaining part of this thesis we will deal with different approaches to model
dark energy, which, though with a more complicated cosmological dynamics,
are able to introduce new theoretical features and to provide new interesting
phenomenology, which can in principle better reconcile with philosophical
issues and accommodate the observational data.
Chapter 4
Quintessence: canonical
scalar field models of dark
energy
As discussed in Chapter 3 the observed acceleration of the universe can be
successfully explained by the effect of a small cosmological constant. Nev-
ertheless, as pointed out in Sec. 3.5, from a particle physics perspective the
cosmological constant seems to suffer from some fundamental problems. If
one fully embraces the, so far rather successful, particle physics approach to
describe dark energy, it seems more natural to assume a vanishing cosmo-
logical constant and to attribute the late-time cosmic acceleration to some
yet unknown particles. Dark energy becomes thus a dynamical quantity
which in principle could help in addressing the cosmic coincidence problem
or the fine tuning of initial conditions. The vacuum energy problems of par-
ticle fields, i.e. the cosmological constant problems, are of course not cured
just by introducing new particles in the universe. Under this perspective,
the vacuum energy is supposed to vanish due to some unknown high-energy
physics, while the new particles are the manifestation of the low-energy ef-
fective reduction of this high-energy theory. The particle physics approach
aims at providing a phenomenological description of dark energy at first
and then, if possible, to relate this effective solution to some interesting
high-energy physics.
If dark energy is regarded as a dynamically evolving entity, the simplest
theoretical explanation for it is achieved introducing a canonical scalar field,
i.e. a scalar particle. In this chapter we study dark energy models built from
such a canonical scalar field, while in the next chapters we will deal with
non-canonical scalar fields and non-scalar particles. Canonical scalar field
models of dark energy are collectively known under the name of quintessence
and were first proposed immediately after the 1998 discovery of cosmic accel-
eration (Caldwell et al., 1998; Zlatev et al., 1999; Wang et al., 2000), though
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scalar field applications in late-time cosmology were extensively studied even
before 1998 (see e.g. Ratra & Peebles (1988); Peebles & Ratra (1988); Wet-
terich (1995); Frieman et al. (1995); Coble et al. (1997); Ferreira & Joyce
(1997, 1998)). In this chapter the focus is on dynamical systems applica-
tions to dark energy rather than on physical issues. Extensive citations to
dynamical systems studies will thus be provided in every section, though the
reader will find only few references for more phenomenological applications.
In fact a small effort has been made in order to build this chapter as a concise
review on dynamical systems applications to quintessence models, knowing
that reviews regarding the theory and phenomenology of quintessence can
already be found in the literature (e.g. Copeland et al. (2006); Li et al.
(2011)).
The chapter is organised as follows. In Sec. 4.1 we will present the main
dynamical features of the background cosmology of a canonical scalar field
with a self-interacting potential. The cosmological field equations will be
derived from an action principle and will then be recast into a dynamical
system with the introduction of suitable dimensionless variables. Secs. 4.2
and 4.3 will be devoted to the study of quintessence with an exponential
and power-law potential respectively. Under a dynamical perspective, these
two examples represent the most relevant canonical scalar field models of
dark energy. In both Secs. 4.2 and 4.3 a complete dynamical systems analy-
sis will be performed outlining the interesting phenomenological properties
of these models at both early and late times. Sec. 4.4 will then deal with
more complicated potentials, treating all of them within a unified approach
which will allow us to obtain as much information as possible without spec-
ifying the actual form of the potential. In Sec. 4.5 a coupling between the
scalar field and the matter sector will be considered. The different types
of coupling advanced throughout the literature and studied with dynamical
systems techniques will be discussed. The dynamics of the simplest and most
important of such models will be analysed underlining the general benefits
of the coupling between quintessence and matter. Finally in Sec. 4.6 the
possibility that dark energy is composed of more than one canonical scalar
field will be briefly discussed.
4.1 Dark energy as a canonical scalar field
In the context of Lagrangian mechanics, any consistent set of field equations
can be derived varying a suitable action functional which is a spacetime
integral depending on the various fields describing the effective degrees of
freedom of the physical system at hand. The Einstein field equations (3.3)
follows from the so-called Einstein-Hilbert actionEinstein-Hilbert
action
SEH =
∫
d4x
√−g
(
R
2κ2
+ Lm
)
, (4.1)
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where g is the determinant of the metric, R the Ricci scalar and Lm is the
matter Lagrangian which contains all the contributions of the matter fields
and whose variation yields the right hand side of the Einstein field equations,
i.e. the matter energy-momentum tensor Tµν given by (3.4). The variation
1
of (4.1) with respect to the metric tensor gµν leads to the Einstein field
equations (3.3), i.e. to
Rµν − 1
2
Rgµν = κ
2 Tµν . (4.2)
If the cosmological constant Λ is taken into account the Einstein-Hilbert
action (4.1) can be modified as
SEH =
1
2κ2
∫
d4x
√−g (R− 2Λ + 2κ2Lm) , (4.3)
where the new term will give rise to the Λ contribution in the Einstein field
equations (3.32).
In what follows we will set the cosmological constant to zero and consider
a scalar field minimally coupled to gravity. The action which will then
represent our physical system is
S =
∫
d4x
√−g
(
R
2κ2
+ Lm + Lφ
)
, (4.4)
where Lφ is the canonical Lagrangian of a scalar field φ uniquely given by Canonical scalar
field Lagrangian
Lφ = −1
2
∂φ2 − V (φ) , (4.5)
with ∂φ2 = gµν∂µφ∂νφ and V (φ) a general self-coupling potential for φ
which must be positive for physically acceptable fields. Note that even if
a cosmological constant was present in the action (4.4), this could be re-
adsorbed into the definition of V (φ). The variation with respect to gµν
produces the following gravitational field equations
Rµν − 1
2
gµνR = κ
2
(
Tµν + T
(φ)
µν
)
, (4.6)
where
T (φ)µν = ∂µφ∂νφ−
1
2
gµν∂φ
2 − gµνV , (4.7)
is the energy-momentum tensor of the scalar field. On the other hand, the
variation with respect to φ gives the Klein-Gordon equation Klein-Gordon
equation
✷φ− V,φ = 0 , (4.8)
1For the details of the Lagrangian approach to general relativity we refer to any good
book on the subject, for example Weinberg (1972); Wald (1983).
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with ✷φ = ∇µ∇µφ and V,φ = ∂V/∂φ.
Following the discussion outlined in Chapter 3, we will consider a ho-
mogeneous and isotropic universe described by a spatially flat FRW metric
which in Cartesian coordinates reads
ds2 = −dt2 + a(t) (dx2 + dy2 + dz2) , (4.9)
with a(t) the well-known scale factor (see Sec. 3.1). The energy density
and pressure of matter fields will be related by a linear equation of state
(EoS) p = wρ with w ranging from 0 (dust) to 1/3 (radiation). Within
these assumption the gravitational field equations (4.6) produce the follow-
ing Friedmann and acceleration equations
3H2 = κ2
(
ρ+
1
2
φ˙2 + V
)
, (4.10)
2H˙ + 3H2 = κ2
(
−wρ− 1
2
φ˙2 + V
)
, (4.11)
while the Klein-Gordon equation (4.8) reduces to
φ¨+ 3Hφ˙+ V,φ = 0 . (4.12)
Here an over-dot denotes differentiation with respect to the coordinate time
t.
Note that from (4.10) and (4.11) the contribution of the scalar field φ
can be rearranged into a perfect fluid contribution, i.e. into the form (3.4),
if the energy density and pressure of φ are identified with
ρφ =
1
2
φ˙2 + V , (4.13)
pφ =
1
2
φ˙2 − V . (4.14)
The EoS of the scalar field is then given by
wφ =
pφ
ρφ
=
1
2 φ˙
2 − V
1
2 φ˙
2 + V
, (4.15)
with wφ a dynamically evolving EoS parameter which can take values in the
range [−1, 1]. Whenever the potential energy V dominates over the kinetic
energy φ˙2/2 the EoS (4.15) becomes wφ = −1 recovering in this way a cos-
mological constant equation of state capable of accelerating the universe.
This is the feature that renders a canonical scalar field the simplest dynam-
ical framework for describing dark energy. Models based on a canonical
scalar field for explaining the late time cosmic acceleration, are collectively
denoted with the name quintessence and distinguished by the form of theQuintessence
potential V .
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Since we are concerned with possible dynamical systems applications
to such models, we need first to rewrite the cosmological equations (4.10),
(4.11) and (4.12) into an autonomous system of equations. In general there
are many possible way to achieve this task, but the most common one is to
consider the dimensionless variables2
x =
κφ˙√
6H
and y =
κ
√
V√
3H
. (4.16)
The variables (4.16) are usually referred to as the expansion normalised
variables (Wainwright & Ellis, 1997), and in what follows we will denote Expansion normalised
variablesthem as the EN variables. For a scalar field in the presence of barotropic
matter, they were first introduced in a seminal paper by Copeland et al.
(1998). Note that y > 0 since in an expanding universe H > 0 and for a
physically viable scalar field potential V > 0.
Using the EN variables the Friedmann equation (4.10) can be rewritten
as
1 = Ωm + x
2 + y2 , (4.17)
where Ωm = κ
2ρ/(3H2) is the relative energy density of matter3. From (4.17)
the meaning of the EN variables (4.16) is clear: x stands for the relative
kinetic energy density of φ while y stands for its relative amount of potential
energy density. The total relative energy density of the scalar field is given
by
Ωφ = x
2 + y2 , (4.18)
while its EoS becomes
wφ =
x2 − y2
x2 + y2
. (4.19)
It is now easy to see that in the limit x ≪ y one obtains wφ ≃ −1.
From (4.18) it is also clear that the further away we are from the origin
on the (x, y)-plane, the higher is the energy of the scalar field, with the
origin corresponding to a completely matter dominated universe (Ωm = 1).
The quantities Ωφ and wφ are sometimes used as dynamical variables to
replace the EN ones (see e.g. Scherrer & Sen (2008); Fang et al. (2014a);
Gong (2014)). The transformation (x, y) 7→ (Ωφ, wφ) however is not conve-
nient for mathematical and computational reasons and it is usually employed
only to better parametrize the dynamical properties of dark energy when
comparison with observational data is performed.
2For applications of dynamical systems to scalar field cosmology using different vari-
ables see e.g. Halliwell (1987); Faraoni & Protheroe (2013). The EN variables (4.16) are
of physical interest since the energy densities of matter and dark energy can be easily
visualised in terms of them.
3Relative to the critical energy density defined as ρc = 3H
2/κ2.
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We define the effective EoS parameter of the universe as weff = (p +
pφ)/(ρ+ ρφ) = wΩm + wφΩφ which in the EN variables reads
weff = x
2 − y2 + w (1− x2 − y2) . (4.20)
The effective EoS parameter weff is of fundamental importance because it
tells us whether the universe undergoes through an accelerating (weff <
−1/3) or decelerating (weff > −1/3) expansion. For example, if x = y = 0
then weff = w and the universe is matter dominated, if x = 1 and y = 0 then
weff = 1 and the universe is dominated by the kinetic energy of the scalar
field which behaves as a stiff matter fluid (w = 1), finally if x = 0 and y = 1
then weff = −1 and the universe is dominated by the potential energy of the
scalar field which behaves as an effective cosmological constant driving an
accelerated expansion.
Since the energy density of matter fields ρ is always positive, we also
have that Ωm > 0. This implies that the EN variables must satisfy the
constraint
0 ≤ x2 + y2 = 1− Ωm ≤ 1 , (4.21)
for physically viable solutions. On the (x, y)-plane the constraint (4.21)
reduces the phase space of physically sensible trajectories to the unit disk
centred in the origin4. If we add also the fact that y > 0 then the physical
phase space5 reduced to (x, y)-planes is represented by the positive y unitPhysical
phase space disk centred in the origin. Note that points on the unit circle correspond to
scalar field dominated universes (Ωφ = 1). The Friedmann constraint (4.17)
can also be used to replace Ωm in favor of x and y in the following equations,
reducing in this way the dimensionality of the phase space. Furthermore
from the acceleration equation (4.11) we obtain
H˙
H2
=
3
2
[
(w − 1)x2 + (w + 1) (y2 − 1)] , (4.22)
which at any fixed point (x∗, y∗) of the phase space can be solved for a to
give
a ∝ (t− t0)
2
3[(w+1)(1−x2∗−y2∗)+2x2∗] (4.23)
where t0 is a constant of integration. This corresponds to a power-law so-
lution, i.e. a solution for which the scale factor a evolves as a power of the
cosmological time t. Again if x = 0 and y = 0 the universe is matter dom-
inated and its evolution coincides with the standard w-dependent scaling
solution (3.23). If x = 0 and y = 1 the denominator of (4.23) vanishes and
the universe undergoes a de Sitter expansion as can be seen from (4.22)
4See Roy & Banerjee (2014b) for the analysis in polar coordinates.
5The physical phase space is the invariant set composed by physically meaningful orbits
of the phase space; see Sec. 3.4.
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which forces H to be constant. Solution (4.23) shows us that at any critical
point of the phase space the universe expands according to a power-law evo-
lution. This means that even if we are not able to derive its entire evolution
analytically, its asymptotic behavior, provided it is given by critical points,
will always be well characterized.
Employing the EN variables (4.16), from the acceleration equation (4.11)
and the scalar field equation (4.12) we can derive the following dynamical
system6
x′ = −3
2
[
2x+ (w − 1)x3 + x(w + 1) (y2 − 1)−
√
2√
3
λy2
]
, (4.24)
y′ = −3
2
y
[
(w − 1)x2 + (w + 1) (y2 − 1)+
√
2√
3
λx
]
, (4.25)
where a prime denotes differentiation with respect to η = log a and we have
defined
λ = −V,φ
κV
. (4.26)
Note that the EN variables fail to close the system of equations to an au-
tonomous system since λ still depends upon the scalar field φ. In fact the
EN variables were first introduced to study a scalar field with an exponen-
tial potential (Copeland et al., 1998) for which λ is indeed just a parameter
and the system (4.24)–(4.25) becomes autonomous; see Sec. 4.2. In order to
close the system for a general potential we can regard λ as another dynami-
cal variable and look for an evolution equation governing its dynamics. This
approach has first been considered by Steinhardt et al. (1999) and de la Ma-
corra & Piccinelli (2000), and it has been pursued with the use of dynamical
system techniques since the work of Ng et al. (2001). The equation for the
variable λ follows from its definition and is given by
λ′ = −
√
6 (Γ− 1)λ2x , (4.27)
where
Γ =
V V,φφ
V 2,φ
. (4.28)
At first it seems that we gain nothing from this new equation since we still
have a quantity (Γ) which explicitly depends on the scalar field φ. However
since both λ and Γ are functions of φ, it is in principle possible to relate
one to the other (Zhou, 2008; Fang et al., 2009). In other words, provided
that the function λ(φ) is invertible so that we can obtain φ(λ), we can write
Γ as a function of λ, i.e. Γ(φ(λ)). The simplest case is the exponential
6The derivation of these equations can proceed as follows. First take the derivative
of x and y with respect to dη = Hdt, and then replace H˙ using Eq. (4.11) and φ¨ using
Eq. (4.12). Finally rewrite everything in terms of the variables x, y and λ.
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potential where Γ = 1 and λ is nothing but a constant. However, also the
power-law potential is easily treatable since it leads to a dynamical λ but
to a constant Γ. The exponential and power-law potentials will be studied
in Secs. 4.2 and 4.3 respectively, while Sec. 4.4 will be devoted to more
complicated potentials. Of course if the function λ(φ) is not invertible this
approach fails to close the equations to an autonomous system. Different
choices of variables, which in practice will lead to a phase space with higher
dimensions, could better represent the system in these cases.
Note that all the phenomenological properties of the universe, such as the
relative energy density of the scalar field (4.18), the EoS of the scalar field
(4.15) and the effective EoS (4.20), are independent of λ. This means that
different models of quintessence, i.e. different choices of the potential V , do
not directly change the physical features of the universe. It is only through
the dynamical evolution of the x and y variables that different quintessence
models distinguish among each other. If two potentials lead to the same
qualitative evolution of the EN variables, then the universes described by
those two models will result physically indistinguishable7.
The dynamical system (4.24)–(4.25) plus (4.27) is invariant under the
transformation
y 7→ −y , (4.29)
so even if we drop the V > 0 assumption the dynamics for negative values
of y would be a copy of the one for positive values. Note also that we are
assuming H > 0 in order to describe an expanding universe. However the
dynamics of a contracting universe (H < 0) would have the same features of
our analysis in the negative y region switching the direction of time because
of the symmetry (4.29). On the other hand, provided that Γ can be written
as a function of λ and that Γ(λ) = Γ(−λ), the dynamical system (4.24)–
(4.25) plus (4.27) is also invariant under the simultaneous transformation
λ 7→ −λ plus x 7→ −x , (4.30)
which shows that the system is parity-odd invariant if restricted to planes of
constant y. In other words the dynamics for opposite values of λ is invariant
after a reflection over the (y, λ)-plane. The symmetry (4.30) implies that we
can fully analyse the system just taking into account positive values of λ.
Negative values would give the same dynamical properties reflected over the
(y, λ)-plane. If the Γ(λ) is not an even function of λ, the symmetry (4.30)
is broken and one must study both positive and negative values of λ. This
depends on the model at hands, i.e. on the form of the potential V (φ), but,
as we are going to see, for the simplest examples it is always satisfied.
7This is only valid at the background level. It might be that the two models give a
different dynamics at the level of cosmological perturbations.
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4.2 Exponential potential
In this section the self-interacting potential of the scalar field is assumed to
be of the exponential kind, namely
V (φ) = V0 e
−λκφ , (4.31)
where V0 > 0 is a constant and λ is now a constant parameter which agrees
with the definition (4.26). The exponential case (4.31) is the simplest ex-
ample of quintessence, and can be easily justified from high-energy phe-
nomenology.
Dynamical systems for cosmological scalar fields with an exponential po-
tential have been studied long before the discovery of cosmic acceleration,
mainly in relation with early universe inflation and high-energy physics phe-
nomenology (see e.g. Halliwell (1987); Burd & Barrow (1988); Wands et al.
(1993); Coley et al. (1997); Coley (2003)). The reference work for such a
system is the well known paper by Copeland et al. (1998) where a thorough
dynamical analysis is performed8. The arguments of this section are based
on the results of that work.
The equations (4.24) and (4.25) represent now an autonomous system
which defines the following 2D dynamical system
x′ = −3
2
[
(w − 1)x3 + x(w + 1) (y2 − 1)−
√
2√
3
λy2
]
, (4.32)
y′ = −3
2
y
[
(w − 1)x2 + (w + 1) (y2 − 1)+
√
2√
3
λx
]
, (4.33)
where we recall that, thanks to (4.31), λ is just a parameter and that the
physical phase space, from now on referred to as simply the phase space, is
the (closed) upper half unit disk in the (x, y)-plane. Since the exponential
potential (4.31) reduces the phase space to two dimensions, the dynami-
cal system (4.32)–(4.33) can be extensively analysed using the dynamical
systems techniques developed in Chapter 2. As a first comment we recall
that being the phase space compact it follows from the Poincare´-Bendixon
theorem of Sec. 2.6 that all asymptotic states will be either critical points,
periodic orbits or finite heteroclinic sequences. As we will see, numerical in-
tegration of solutions will exclude the presence of periodic orbits and all the
asymptotic states will be critical points9. Thanks to the symmetry (4.30),
which now holds trivially since Γ = 1, we only need to analyse positive val-
ues of λ since negative values would yield the same dynamics reflected over
the y-axis10.
8See also Urena-Lopez (2012); Tamanini (2014).
9Unfortunately it seems extremely complicated to find a Dulac function that excludes
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Point x y Existence weff Accel. Ωφ wφ
O 0 0 ∀ λ,w w No 0 –
A± ±1 0 ∀ λ,w 1 No 1 1
B
√
3√
2
1+w
λ
√
3(1−w2)
2λ2
λ2 ≥ 3(1 + w) w No 3(1+w)
λ2
w
C λ√
6
√
1− λ2
6
λ2 < 6 λ
2
3
− 1 λ2 < 2 1 λ2
3
− 1
Table 4.1: Critical points of the system (4.32)–(4.33) with existence and
physical properties.
P Eigenvalues Eigenvectors Stability
O { 3
2
(w ± 1)} {
(
1
0
)
,
(
0
1
)
} Saddle
A− {3− 3w , 3 +
√
3√
2
λ} {
(
1
0
)
,
(
0
1
)
} Unstable node if λ ≥ −
√
6
Saddle if λ < −√6
A+ {3− 3w , 3−
√
3√
2
λ} {
(
1
0
)
,
(
0
1
)
} Unstable node if λ ≤
√
6
Saddle if λ >
√
6
Stable node if
B { 3
4λ
[(w − 1)λ±∆]} {
(
λ
2
√
1−w√
1+w
[6(w+1)2−λ±∆]
[2(1−w2)−λ2]
1
)
}
3(w + 1) < λ2 <
24(w+1)2
9w+7
Stable spiral if
λ2 ≥ 24(w+1)2
9w+7
C
{λ2
2
− 3 ,
{
( √
6−λ2
−λ
1
)
,

 (w−1)λw√6−λ2
1

} Stable if λ2 < 3(1 + w)
λ2 − 3w − 3} Saddle if 3(1 + w) ≤ λ
2 < 6
Table 4.2: Stability properties for the critical points of the system (4.32)–
(4.33). Here ∆ =
√
(w − 1)[(7 + 9w)λ2 − 24(w + 1)2].
We are now ready to find the critical points of the dynamical system
(4.32)–(4.33) and to perform the stability analysis. The results are summa-
rized in Tab. 4.1, where the existence and physical properties are outlined,
and Tab. 4.2, where details of the stability analysis are exposed. There can
be up to five critical points in the phase space depending on the numerical
value of λ. In what follows we go through each critical point discussing its
mathematical and physical features.
• Point O. The origin of the phase space, corresponding to a matter
dominated universe (Ωm = 1), is a critical point which exists for all
values of λ. This point is always a saddle point attracting trajectories
periodic orbit for the system (4.32)–(4.33) and thus we must rely on numerical techniques.
10In the exponential case (4.31) this symmetry is related to the invariance of the action
under a sign redefinition of the scalar field: φ 7→ −φ.
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along the x-axis and repelling them towards the y-axis. Of course
the effective EoS matches the matter EoS, weff = w, and thus for
physically admissible values of w there is no acceleration. The dark
EoS is undetermined in O since both its kinetic and potential energies
vanish. This is in any case physically unimportant since the total
energy of the scalar field, kinetic plus potential, is zero. Point O
stands for the matter solution where the universe evolves according
to (3.23), i.e. according to the Big Bang theory; see Sec. 3.2.
• Points A±. In the points (±1, 0) the universe is dominated by the
scalar field kinetic energy (x2 = Ωφ = 1) and thus the effective EoS
reduces to a stiff fluid with weff = wφ = 1 and no acceleration. Their
existence is always guaranteed and they never represent stable points.
They are unstable or saddle points depending on the value of λ being
greater or smaller than
√
6. Strictly speaking a stiff-fluid EoS cannot
be viable at the classical macroscopic level, however these solutions
are expected to be relevant only at early times and thus are commonly
ignored in dark energy applications. According to (4.23) in Points A±
the universe expands as a ∝ t1/3.
• Point B. This point (see Tab. 4.1 for the coordinates) represents the
so-called scaling solution where the effective EoS matches the matter Scaling solution
EoS. These solutions derive their name from the fact that the scalar
field energy density scales proportionally to the matter energy density:
Ω/Ωφ = λ
2/(3w + 3) − 1. In other words we always have both 0 <
Ωφ = 3(1 + w)/λ
2 < 1 and 0 < Ωm = 1 − Ωφ < 1, obtaining also
wφ = w. This means that the universe evolves under both the matter
and scalar field influence, but it expands as if it was completely matter
dominated, i.e. according to (3.23). This solution is of great physical
interest for the coincidence problem since according to it a scalar field
can or could be present in the universe hiding its effects on cosmological
scales. However, since we have weff = w there cannot be accelerated
expansion. When this point exists, i.e. for λ2 ≥ 3(1 + w), it always
represents a stable point attracting all the phase space trajectories.
• Point C. The last point stands for the cosmological solution where
the universe is completely scalar field dominated (see Tab. 4.1 for the
coordinates). This implies Ωm = 0 and Ωφ = x
2 + y2 = 1, meaning
that Point C will always lie on the unit circle. It exists for λ2 < 6
and it is a stable attractor for λ2 < 3(1 + w) (i.e. when Point B does
not appear) and a saddle point for 3(1 + w) ≤ λ2 < 6 (i.e. when
Point B is present). The effective EoS parameter assumes the value
weff = wφ = λ
2/3−1 which implies an accelerating universe for λ2 < 2.
This point represents the well-known power-law accelerated expansion
driven by a sufficiently flat scalar field potential. In the limit λ→ 0 this
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solution reduces to a de Sitter expansion dominated by a cosmological
constant.
Before looking at the phase space portraits we make few comments on
the critical points. First we mention that for Points B and C Liapunov
functions can be easily constructed as shown by Boehmer et al. (2012b).
However the Liapunov analysis does not lead to a conclusive result and the
linear stability analysis seems to be more suited to determine the stability
in this case.
On a more physical ground, if λ2 < 2 a dark matter to dark energy
transition can be achieved by a heteroclinic orbit connecting Point O with
Point C. However the origin is always a saddle point meaning that it cannot
be the past attractor, and the early time behavior of the universe is given
by Points A±. The future attractor can either be Point C (formally the
heteroclinic orbit connecting Points O and C) or Point B, with the latter
one never giving acceleration. The so-called scaling solution of Point B can
be used to hide the presence of a scalar field in the cosmic evolution, at
least at the background level. This behavior can be used at early times
in order to obtain negligible effects of dark energy when matter dominates,
though nucleosynthesis imposes strong constraints on the scalar field energy
density (Ωφ < 0.009 from Planck (Ade et al., 2013)). The problem is that
at late times dark energy should start to dominate, but the scaling solution
of Point B never gives acceleration and, being a future attractor, once the
universe reaches the scaling solution it never leaves it. For this reason,
even if this behavior is of great interest at early times, it cannot represent
a viable model for the late time universe since it does not lead to dark
energy domination. One needs a mechanism which allows to exit the scaling
solution and to join the dark energy accelerating solution, but this cannot
be achieved with a single canonical scalar field and more complex dynamics
is required.
We can now look at the phase space portrait for different values of the
parameters. Looking at Tab. 4.2, the qualitative behavior of the phase space
can be divided into three regions according to the value of λ2: 0 to 3(1+w),
3(1+w) to 6 and 6 to infinity. In what follows we will only consider positive
values for λ since, as we pointed out above, the dynamics for negative val-
ues coincides with the positive one after a reflection around the y axis due
to (4.30). Since we are concerned only with dark energy applications and
thus late time cosmology, we will restrict the following phase space plots
(Figs. 4.1, 4.2 and 4.3) to the case w = 0 in order to better visualize pos-
sible dark matter to dark energy transitions11. The yellow/shaded region
in Figs. 4.1, 4.2 and 4.3 highlights the zone of the phase space where the
universe undergoes an accelerated expansion, i.e. where weff < −1/3.
11Different values of w within the physically meaningful range [0, 1/3] lead to the same
qualitative phase space.
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Figure 4.1: Phase space with λ = 1 and w = 0. The global attractor is
Point C which represents an accelerating solution. For values λ2 > 2 Point C
would lie outside the acceleration region (yellow/shaded) and would not be
an inflationary solution.
Range 1: If λ2 < 3(1 + w) there are four critical points in the phase
space. Points A± are both unstable node, while Point O is a saddle point.
The global attractor is Point C which represents an inflationary cosmological
solution if λ2 < 2. The portrait of the phase space is depicted in Fig. 4.1
where the value λ = 1 has been chosen. Point C always lies on the unit
circle and it happens to be outside the yellow/shaded acceleration region
if λ2 > 2. All the trajectories in the phase space are heteroclinic orbits
starting from Points A± and ending in Point C. The only exceptions are
the orbits on the x-axis which connects Points A± with Point O and the
orbit connecting Point O with Point C. This last trajectory divides the
phase space into two invariant set: solutions on its right have Point A+ as
past attractor, while the past attractor of solutions on its left is Point A−.
There are two possible heteroclinic sequences: A± → O → C. They can
be used as physical models for dark matter to dark energy transition well
characterizing the late time evolution of the universe with a final effective
EoS given by weff = −1 + λ2/3. However at early times we always obtain a
stiff-fluid domination represented by Points A± which is phenomenologically
disfavored.
Range 2: In the range 3(1 + w) ≤ λ2 < 6 there are five critical points
in the phase space. Points A± and O still behaves as unstable nodes and
saddle point respectively. The future attractor is now Point B and Point C
becomes a saddle point. The phase space portrait for λ = 2 is drawn in
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Figure 4.2: Phase space with λ = 2 and w = 0. The global attractor is
Point B where the universe expands as it was completely matter dominated
(scaling solution), while Point C is a saddle point.
Fig. 4.2. Point B always lies outside the acceleration region (yellow/shaded)
and thus never describes an inflationary solution. The effective EoS pa-
rameter at this point coincides with the matter EoS parameter and thus
the universe experiences a matter-like expansion even if it is not completely
matter dominated (scaling solution). All the solutions are again heteroclinic
orbits connecting Points A± to Point B. The exceptions are the orbits on
the boundary of the phase space, which connect Points A± to either Point O
or Point C, and the two heteroclinic orbits connecting Point O and Point C
to Point B. These last two orbits divides the phase space into two invariant
sets: one with Point A− as past attractor and the other with Point A+ as
past attractor. The phase space depicted in Fig. 4.2 can be used for appli-
cations to transient periods of dark energy. For many trajectories (the ones
passing through the yellow/shaded region) a finite period of acceleration can
be achieved, and for λ sufficiently close to
√
3 the physically relevant hete-
roclinic sequence connecting the matter domination to the scaling solution
experiences a transient accelerating phase.
Range 3: Finally if λ2 ≥ 6 there are again only four critical points.
Point A− is the only unstable node, while Points A+ and O behave as
saddle points. Point C does not appear anymore and the future attractor
is still Point B, which again represents a scaling solution with weff = w.
The phase space dynamics for λ = 3 is depicted in Fig. 4.3. Now all the
orbits start from Point A−, the past (global) attractor, and end in Point B,
which is a simple attracting node for 3(w + 1) < λ2 < 24(w + 1)2/(9w + 7)
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Figure 4.3: Phase space with λ = 3 and w = 0. Point B is the global
attractor describing a scaling solution with weff = w.
and an attracting spiral for λ2 ≥ 24(w + 1)2/(9w + 7) as pointed out in
Tab. 4.2. There are few special heteroclinic orbits connecting Point A−
to Point A+, Points A± to Point O and Point O to Point B. Exactly as
before, no solution of Fig. 4.3 can be used to model a dark energy dominated
universe since the heteroclinic orbit connecting the origin to Point B never
enters the yellow/shaded region. For increasing values of λ the qualitative
dynamics of the phase space does not change while Point B lies closer to
the origin. In the limit λ→ +∞ Point B coincides with Point O.
We can now draw our conclusions on the canonical scalar field with an
exponential potential.
From the mathematical perspective this model is of great interest be-
cause of its simplicity. The cosmological equations can be reduced to a
2D dynamical system with a compact phase space which is relatively easy
to analyse. There are no periodic orbits and all the asymptotic behaviors
are represented by critical points. All this allowed us to capture the whole
dynamics of the system in the three plots of Figs. 4.1, 4.2 and 4.3.
From the physics point of view instead, the cosmological dynamics of the
exponential potential is interesting because of the appearance of late time
accelerated solutions which can be employed to model dark energy. For
these solutions to be cosmologically viable a sufficiently flat potential (λ2 <
2) is expected and a strong fine tuning of initial conditions is required in
order for matter domination to last enough time (the solution must shadow
the sequence A± → O → C in Fig. 4.1). Moreover at early times the
only possible solutions are the non-physical stiff-fluid universes which cannot
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Figure 4.4: Evolution of the effective EoS parameter (weff), the matter (Ωm)
and dark energy (Ωφ) relative energy densities for the quintessence model
with an exponential potential. The vertical dashed line denotes the present
cosmological time.
represent a viable description of the universe.
The effective EoS, together with the matter and scalar field relative en-
ergy densities, for a solution shadowing the heteroclinic sequence A− →
O → C with λ = 1 has been plotted in Fig. 4.4. It is clear that in this
model a sufficiently long period of matter domination followed by a never
ending phase of dark energy domination can be achieved. Interestingly in
this situation the final value of weff lies between −1/3 and −1 according
to the value of λ. Only in the limit λ → 0, for which the exponential po-
tential becomes a cosmological constant, the value weff = −1 represent the
final state of the universe. From Fig. 4.4 it is also evident that before the
matter domination era a period of scalar field kinetic domination must have
occurred. This period however happens at very early times when the effec-
tive description provided by the quintessence model is expected to fail since
new physics, such as inflation, should come into play. For this reason the
early time stiff fluid solutions are usually ignored in this model and only the
late time matter to dark energy transition is considered phenomenologically
interesting. Note also that the quintessence model with an exponential po-
tential does not solve the cosmic coincidence problem since, as shown by
the vertical dotted line in Fig. 4.4, the present cosmological time still lies
with no explanation exactly when the dark matter to dark energy transition
happens.
In our analysis we have assumed a positive potential V > 0 for physical
reasons. However negative exponential potentials have been analysed using
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dynamical systems techniques by Heard & Wands (2002). In that case a
sufficiently flat potential (λ2 < 6) always lead to a re-collapse, while with a
steeper potential (λ2 > 6) it is possible to achieve scaling solutions, but a
strong dependence on initial conditions is present. Negative potentials have
also been analysed by Copeland et al. (2009) who generalized the work of
Heard & Wands (2002) to cosmologies with positive and negative spatial
curvatures.
The scaling solutions we found in Point B are also phenomenologically
important since in principle they allow the scalar field to hide its presence
during the cosmological evolution. This situation can be used to postulate a
scalar field which gives no contribution at early times but becomes relevant
at late times. There are strong observational constraints for this situation
(Ade et al., 2013) and a more complicated dynamics than the exponential
potential is needed in order for the scalar field to exit the scaling solution
and eventually driving the cosmic acceleration. It is impossible to achieve
both the scaling and accelerating regimes with a canonical scalar field and
an exponential potential, but with more complicated potentials, such as a
double exponential potential (Barreiro et al., 2000), a transition from the
scaling to the dark energy solution can be achieved. Furthermore we men-
tion that scaling solutions are in general unstable in anisotropic spacetimes,
though they still represent critical points which can hide the scalar field for
a sufficiently long time (see Coley (2003) and references therein). Scaling
solutions for scalar fields with exponential potential have also been studied
in higher dimensional spacetime (Chang et al., 2005).
Finally we note that the analysis of quintessence with an exponential
potential can be generalised to include both radiation and dark matter with
the introduction of two barotropic fluids (Azreg-Anou, 2013). This approach
breaks the degeneracy in the matter sector and the radiation to matter tran-
sition can be explicitly represented. However, except for some more compli-
cated dynamics regarding the scaling solutions, the qualitative description
of matter to dark energy transition remains unchanged.
4.3 Power-law potential
In this section we will consider quintessence with an inverse power-law type
potential. Such a potential is known under the name of Ratra-Peebles poten-
tial (Ratra & Peebles, 1988; Peebles & Ratra, 1988) and it can be justified Ratra-Peebles
potentialfrom supersymmetry phenomenology. Explicitly we will consider
V (φ) =
Mα+4
φα
, (4.34)
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where α is a dimensionless parameter andM a positive12 constant with units
of mass. Inverse power-law potentials are popular in quintessence models
because of their behavior at late time which allows for a solution, or at
least an alleviation, of the fine tuning of initial conditions (Zlatev et al.,
1999; Liddle & Scherrer, 1999; Steinhardt et al., 1999; de la Macorra &
Stephan-Otto, 2001). As we will see, models with α > 0 are physically more
interesting while scalar field potentials of the kind (4.34) with α < 0 are less
attractive for dark energy phenomenology, though they are largely used in
early universe inflation13. In this section we will consider both positive and
negative values of α, though the main discussion will focus on the α > 0
case.
The dynamical system controlling the evolution of a universe filled by
quintessence with an inverse power-law exponential potential is given by
Eqs. (4.24), (4.25) and (4.27) which we recall for the sake of simplicity
x′ = −3
2
[
2x+ (w − 1)x3 + x(w + 1) (y2 − 1)−
√
2√
3
λy2
]
, (4.35)
y′ = −3
2
y
[
(w − 1)x2 + (w + 1) (y2 − 1)+
√
2√
3
λx
]
, (4.36)
λ′ = −
√
6 (Γ− 1)λ2x . (4.37)
Using the potential (4.34), from the definition (4.28) we obtain
Γ =
V V,φφ
V 2,φ
=
α+ 1
α
, (4.38)
or
Γ− 1 = 1
α
, (4.39)
implying that Γ is in this case just a constant depending on the parameter
α and equations (4.35)–(4.37) become an autonomous 3D dynamical sys-
tem. Note that Γ = 1 corresponds to the exponential potential studied in
Sec. 4.2 since λ becomes a constant in this case, as shown by Eq. (4.37). For
this reason the value Γ = 1 will be excluded from the analysis of this sec-
tion. In what follows we will apply dynamical systems methods to analyse
Eqs. (4.35)–(4.37). Although all the relevant phenomenological properties
of such a system have been extensively analysed with dynamical systems
methods (Ng et al., 2001; Urena-Lopez, 2012; Gong, 2014; Roy & Banerjee,
12We will again assume a positive potential V > 0. For dynamical systems applications
to a negative power-law potential see e.g. Felder et al. (2002).
13See Urena-Lopez & Reyes-Ibarra (2009) and Alho & Uggla (2014) for a dynamical
systems application to the inflationary quadratic potential.
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2014a), a number of achievements of this section express original results
presented for the first time in this thesis14.
Thanks to the y 7→ −y symmetry (4.29) and to the (x, λ) 7→ (−x,−λ)
symmetry (4.30), which again holds trivially since Γ is a constant, the (phys-
ical) phase space of the system (4.35)–(4.37) is represented by the positive
y half cylinder stretching from λ = 0 to λ = +∞. The phase space is thus
non-compact being infinite in the positive λ direction. However following
Ng et al. (2001) we can compactify it defining a new variable z as
z =
λ
λ+ 1
. (4.40)
When λ = 0 we get again z = 0, but when λ→ +∞ we have z = 1, meaning
that the new variable z is bounded as 0 ≤ z ≤ 1. This change of variables
brings the (x, y)-plane at infinity to z = 1, compactifying in this way the
phase space, which now becomes the half cylinder going from z = 0 to z = 1.
We can invert (4.40) in order to obtain λ = z/(z− 1). The definition (4.40)
holds only for λ ≥ 0 since for λ = −1 a singularity would appear. This is
fine in our case because we are dealing only with positive values of λ due
to the symmetry (4.30). However in more general cases where also negative
values of λ need to be considered, i.e. when Γ(λ) 6= Γ(−λ) (see Sec. 4.4),
the definition (4.40) must be generalised to z = λ/(1 + |λ|), or to any other
suitable change of variables leading to the compactification of the phase
space without introducing new infinities.
In the new variable (4.40) the dynamical system (4.35)–(4.37) becomes
x′ =
1
2
[
−3(w − 1)x3 − 3x (w (y2 − 1)+ y2 + 1)+
√
6y2z
1− z
]
, (4.41)
y′ = −1
2
y
[
3(w − 1)x2 + 3(w + 1) (y2 − 1)+
√
6xz
1− z
]
, (4.42)
z′ = −
√
6(Γ− 1)xz2 . (4.43)
Note that the last term in both the equations for x and y diverges as z → 1.
This is expected since z → 1 corresponds to λ → +∞. In order to remove
these infinities we can multiply the right hand side of (4.41)–(4.43) by (1−z).
This operation allows us to study the properties of the z = 1 plane and does
not change the dynamical features of the system in the other regions of the
14In general an extensive dynamical systems analysis of the phenomenology of the power-
law potential has never been considered in the literature. In particular the numerical anal-
ysis that lead to the figure in this section, the computation of the centre manifold around
Point C and the compactification of the phase space with the study of the behaviour at
infinity, all represent original work.
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Point x y z Existence weff Accel. Ωφ wφ
Oz 0 0 Any ∀w,α w No 0 -
A± ±1 0 0 ∀w,α 1 No 1 1
Bx Any 0 1 ∀w,α w + x2(1− w) No x2 1
C 0 1 0 ∀w,α −1 Yes 1 −1
Table 4.3: Critical points of the system (4.44)–(4.46) with existence and
physical properties.
Point Eigenvalues Hyperbolicity Stability
Oz
{
0,− 3
2
(w ± 1)(z − 1)} Non-hyperbolic Saddle
A+ {0, 3, 3(1− w)} Non-hyperbolic Saddle if α > 0 (Γ > 1)
Unstable if α < 0 (Γ < 1)
A− {0, 3, 3(1− w)} Non-hyperbolic Unstable if α > 0 (Γ > 1)
Saddle if α < 0 (Γ < 1)
Bx
{
0,−
√
3√
2
x,
√
6(Γ− 1)x
}
Non-hyperbolic
Saddle if x > 0 and α > 0 (Γ > 1)
Stable if x > 0 and α < 0 (Γ < 1)
Saddle if x < 0 and α > 0 (Γ > 1)
Unstable if x < 0 and α < 0 (Γ < 1)
C {0,−3,−3(1 + w)} Non-hyperbolic Stable if α > 0 (Γ > 1)
Saddle if α < 0 (Γ < 1)
Table 4.4: Critical points of the system (4.44)–(4.46) with stability proper-
ties.
phase space15 , since (1−z) is always positive for 0 ≤ z < 1. After this little
trick we obtain
x′ =
1
2
(1− z) [−3(w − 1)x3 − 3x (w (y2 − 1)+ y2 + 1)]+
√
3√
2
y2z , (4.44)
y′ = −1
2
y (1− z) [3(w − 1)x2 + 3(w + 1) (y2 − 1)]−
√
3√
2
xyz , (4.45)
z′ = −
√
6(Γ− 1)(1− z)xz2 , (4.46)
which is regular for z = 1.
We are now ready to discuss the critical points of the system (4.44)–
(4.46) whose existence and phenomenological properties have been listed in
Tab. 4.3, while Tab. 4.4 shows their stability properties.
15Strictly speaking this operation is not mathematically well-defined. However in this
case we are just removing the divergent terms on the z = 1 plane leaving the rest of
the phase space basically invariant since, in general, for any dynamical system x′ = f(x)
the new dynamical system constructed as x′ = ξ(x)f(x) for a positive defined function
ξ(x) > 0 will present the same critical points with the same stability properties. We could
have equally kept Eqs. (4.41)–(4.43) and studied the dynamics on the z = 1 plane only
considering the diverging terms and neglecting all the others.
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• Points Oz. The z-axis is a critical line. This means that all the points
with x = y = 0 are critical points whose existence does not depend
on the theoretical parameters w and α. Being both x and y equal to
zero, the effective EoS coincides with the matter EoS and the relative
energy density of the scalar field vanishes leaving wφ undetermined.
Since these are not isolated critical points we expect that at least
one eigenvalues of the Jacobian vanishes. This is indeed the case,
as one can realize from Tab. 4.4, meaning that these points are non-
hyperbolic and that linear stability theory cannot be used. Moreover,
since there is only one vanishing eigenvalue, the centre manifold of
these points corresponds to the z-axis and the centre manifold theorem
cannot apply. To determine the stability properties, from Tab. 4.4 we
can see that the non vanishing eigenvalues of Points Oz are given by
−32(w ± 1)(z − 1). Since 0 ≤ z ≤ 1 and for physically acceptable
matter fluids 0 ≤ w ≤ 1/3, we obtain that one of these eigenvalues
is always positive while the other is always negative. The critical
lines of Points Oz is thus generally unstable, and we can also conclude
that it will act as a saddle line since the non-zero eigenvalues have
opposite sign. As we will see, this behavior will in fact be confirmed
by numerical computations.
• Points A±. The two points at (±1, 0, 0) are again the scalar field
kinetic dominated solutions that we already encountered for the expo-
nential potential (Sec. 4.2). They exists for all values of w and α and
their phenomenological properties remain the same with weff = wφ = 1
and Ωφ = 1, which means they represent stiff-fluid dominated so-
lutions. From Tab. 4.4 we see that one eigenvalue of the Jacobian
is zero implying that Points A± are isolated non-hyperbolic critical
points. Since the remaining eigenvalues are both always positive, we
can conclude that Points A± are both asymptotically unstable. How-
ever in order to understand whether they can be saddle points or past
attractors we must study the flow along the centre manifold which in
this case coincides with the z-direction16, i.e. with the centre subspace
(see Sec. 2.2). The flow restricted to the z-direction passing through
the Points A± is given by z′ = ∓
√
6(1− z)z2(Γ− 1). Since 0 ≤ z ≤ 1
the stability is determined by the parameter α through Γ. If Γ > 1
(α > 0) then Point A+ is a saddle point while Point A− is asymptot-
ically stable in the past. On the other hand, if Γ < 1 (α < 0) then
Point A+ is a past attractor and Point A− is a saddle point. This has
been summarised in Tab. 4.4.
16To prove this statement one can compute the centre manifold using the methods of
Sec. 2.4 and show that the function h(z) is zero for all z (this can be done for example
by induction over the coefficients of a polynomial ansatz for h(z)). As we will see this is
confirmed by numerical computations.
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• Point Bx. The straight line connecting Points (±1, 0, 1) is another
critical line. Since all critical points at infinity, i.e. on the z = 1 plane,
are points belonging to this line, Points Bx completely characterize
the asymptotic behavior of trajectories as λ → +∞. The effective
EoS at these points will depend on the scalar field relative energy
Ωφ = x
2 as weff = w + x
2(1 − w). However, since the potential en-
ergy of quintessence vanishes (y = 0) the scalar field EoS can only
be determined by its kinetic part and thus wφ = 1 with no possible
acceleration for the universe (0 ≤ weff ≤ 1). As we can see in Tab. 4.4
there is only one zero eigenvalue meaning that the centre manifold for
these points is nothing but the critical line itself. The only exceptions
is when x = 0 where all the eigenvalues vanish. This is the point
where the two critical lines Oz and Bx intersect and, as one can again
understand from Tab. 4.4, also all the eigenvalues of Points Oz vanish
at this point, i.e. at z = 1. Using numerical evaluations we will see
that this point will in fact recall the features of a centre (see Sec. 2.6).
In general the stability of the critical line Bx will depend on both the
parameter α (through Γ) and the value of the coordinate x. If α > 0
(Γ > 1) the non vanishing eigenvalues have opposite sign no matter
the value of x and we can conclude that Points Bx are saddle points in
this case. On the other hand if α < 0 (Γ < 1) the non zero eigenvalues
have the same sign: positive if x < 0 and negative if x > 0. As we well
know linear stability theory fails in these cases, however since the cen-
tre manifold corresponds to the critical line Bx (i.e. it is flat), we can
expect that orbits near Bx are perpendicularly attracted or repelled
according to the sign of the non vanishing eigenvalues. Points Bx will
then be attractive if x > 0 and repulsive if x < 0. As we will see with
numerical techniques, this is indeed the right stability behavior.
• Point C. The final critical point of the system (4.44)–(4.46) is the
scalar field dominated point at (0, 1, 0). This corresponds to nothing
but a cosmological constant-like dominated solution where the uni-
verse undergoes a de Sitter accelerated expansion. In fact Point C
is dominated by the potential energy of the scalar field which is con-
stant due to the vanishing of its kinetic energy (x2 = 0). As shown
in Tab. 4.4 one of the eigenvalues of the Jacobian vanishes at Point C
implying that this point is an isolated non-hyperbolic critical point.
Since the remaining eigenvalues are both negative, to determine the
stability we must either find a Liapunov function or apply the cen-
tre manifold theorem. We will follow the second approach which will
allow us also to determine the shape of the centre manifold. Here
we sketch the computations leaving the details for the reader. First
we must find the eigenvectors of the Jacobian at Point C which are
(1, 0, 0), (0, 1, 0) and (1/
√
6, 0, 1) with the last one corresponding to
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the vanishing eigenvalues. Since the eigenvectors are not all aligned
with the orthonormal axis, we need to rewrite the dynamical system
with respect to the basis given by the eigenvectors themselves17. The
corresponding change of coordinates x 7→ x˜ is given by x = x˜+ z˜/√6,
y = y˜ and z = z˜. With these coordinates we can rewrite the dynami-
cal system (4.44)–(4.46) in the form (2.35)–(2.36) and then use (2.43)
to find the centre manifold. With a power-law ansatz for the centre
manifold function h = (hx, hy) we obtain, up to the third order in z˜,
hx(z˜) =
z˜2√
6
+
√
6
18
(Γ + 2) z˜3 +O
(
z˜4
)
, (4.47)
hy(z˜) = − z˜
2
12
− z˜
3
6
+O
(
z˜4
)
. (4.48)
These two functions determine the shape of the one dimensional centre
manifold of Point C. At the smallest order in z˜ the dynamics along
this centre manifold is given by
z˜′ = − (Γ− 1) z˜3 +O (z˜4) . (4.49)
We can thus conclude that Point C is stable if Γ > 1 (α > 0) and a
saddle if Γ < 1 (α < 0). As we will see, numerical evaluations will not
only confirm this stability behavior but will also show us how well the
centre manifold (4.47)–(4.48) computed with approximation methods
matches the actual one.
All the critical points we have just described are non-hyperbolic and
their stability properties have not been as easy to find as in the exponential
potential case of Sec. 4.2. The picture we obtained from the analysis above
is that there are two possible regimes for the power-law potential (4.34)
depending on the value of α being positive (inverse power-law) or negative
(direct power-law), which corresponds to Γ being bigger or smaller than
one. Tab. 4.4 suggests that the global future attractor of the phase space
is Point C if Γ > 1 and Points Bx (with x > 0) if Γ < 1. As we are now
going to show using numerical plotting of the phase space, this is indeed the
behavior of the phase space. In what follows we will focus on the matter
EoS value w = 0, but the results will not change for other values inside the
physically meaningful interval 0 ≤ w ≤ 1/3. We will mainly focus on the
Γ > 1 (α > 0) case, and then briefly discuss the Γ < 1 (α < 0) case.
In Fig. 4.5 the phase space for the value α = 10, corresponding to Inverse power-law
potential: α > 0
(Γ > 1)
Γ = 1.1, has been plotted. The late time global attractor is the dark
energy dominated Point C, while the global past attractor is Point A−.
The red/dashed line denotes the centre manifold of Point C which in this
17One need to rewrite the system with respect to Ec and Es before apply the centre
manifold theorem; see Sec. 2.4
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Figure 4.5: Phase space of quintessence with inverse power-law potential
corresponding to the dynamical system (4.44)–(4.46). The values w = 0
and α = 10 (Γ = 1.1) have been chosen. The black/thick points denotes
critical points with the x = y = 0 line and z = 1 plus y = 0 line being
critical lines. The late time attractor is the dark energy dominated Point C
and orbits approaching this point are first attracted by its centre manifold
approximated by the red/dashed line. In this plot the tracking behavior of
solutions moving from higher to lower values of z (i.e. of λ) is particularly
in evidence.
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Figure 4.6: Flow of the system (4.44)–(4.46) on the z = 0 plane.
plot has been approximated up to the 7th order in z˜. The interesting phe-
nomenological applications of quintessence with a power-law potential are
all summarised in Fig. 4.5, and we will deal with them after having com-
pletely clarified the dynamics of the phase space. Numerical examples will
mainly be provided for Γ = 1.1 (α = 10), though different values do not
alter the qualitative dynamical features (as long as Γ > 1).
As shown in Fig. 4.5 every orbit starts from Point A− either remaining
on the z = 0 plane or vertically escaping to the z = 1 plane. In order
to better understand the behavior of these solutions we can look at the
dynamics of the flow on the boundaries of the phase space. First in the
z = 0 plane the system reduces to a universe where quintessence has a
constant potential, or in other words where there is a free scalar field (no
potential) and a cosmological constant. This is easy to understand since
z = 0 implies λ = 0 which in turns corresponds to a constant potential. In
fact, as shown by Fig. 4.6 the flow restricted to this plane is nothing but
the exponential potential phase space of Fig. 4.1 with λ = 0. We notice
that there is an heteroclinic orbit connecting the origin to Point C, which
represent the matter to dark energy transition when the scalar field plays no
role at all in the dynamics of the universe but the acceleration is determined
by the cosmological constant.
The flow on the vertical boundaries of the phase space is drawn in
Figs. 4.7 and 4.8, where the red/dashed line denotes again the centre mani-
fold of Point C approximated to the 7th order in z˜. As one can realize from
the pictures, the centre manifolds of Points A± are both linear along the z
directions. The numerical results thus confirms that these centre manifold
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Figure 4.7: Flow of the system (4.44)–(4.46) with the values w = 0 and
Γ = 1.1 on the x2 + y2 = 1 surface. The red/dashed line denotes the
approximated (up to 7th order) centre manifold of Point C.
coincides with their corresponding centre subspaces. Furthermore the centre
manifold of Point A− is repulsive while the one of Point A+ is attractive.
This implies that while Point A− is a past attractor, Point A+ is a saddle
point, as denoted also by the solutions plotted in Fig. 4.5. Along the curved
x2 + y2 = 1 surface, where the scalar field dominates, the flow is attracted
by the centre manifold of Point C. All the orbits on this surface are thus
first captured by this centre manifold and eventually approach the global
attractor Point C. On the other hand, a different dynamics can be found on
the y = 0 surface of Fig 4.8. Here we have two critical lines which divide the
surface into two distinct parts. On the negative x side trajectories escape
from Point A− and eventually end in either Points Oz or Bz. On the positive
x side instead Points Bx are unstable and Point A+ is a saddle. The flow
can thus only end into the critical line Oz while it has as its past attractor
the critical line Bx. Combining the information coming from Figs. 4.6, 4.7
and 4.8 we find that the results on the stability of Points A± we obtained
with analytical methods are confirmed by numerical computations.
The last boundary of the phase space that remains to analyse is the
z = 1 plane, corresponding to the original points at infinity, λ→ +∞. The
flow restricted on this surface has been drawn in Fig. 4.9. As we can see the
only critical points appearing at z = 1 are Points Bx. For x > 0 their are
attractive while for x < 0 their are repulsive on the plane. The solutions
start from the negative x axis and finish into the positive x axis after a
circular motion around the origin. In fact, as shown by Ng et al. (2001), the
dynamical system (4.44)–(4.46) restricted on this plane can be analytically
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Figure 4.8: Flow of the system (4.44)–(4.46) with the values w = 0 and
Γ = 1.1 on the y = 0 plane.
solved to give the solutions
x(η) = A tanh
[√
3√
2
(η − η0)
]
, (4.50)
y(η) = A sech
[√
3√
2
(η − η0)
]
, (4.51)
where A and η0 are two constants. The flow on the z = 1 plane is thus
composed by circular orbits and Point (0, 0, 1) effectively acts as a centre.
In fact, as we mentioned before, the eigenvalues of the Jacobian matrix all
vanish at this point. Note that for some of these trajectories, the ones in-
tersecting the yellow/shaded region in Fig. 4.9, a finite period of accelerated
expansion can be achieved. Finally putting together the information on the
flow from Figs. 4.8 and 4.9, the stability of Points Bx can be understood.
We find that, in the Γ > 1 case we are currently studying, they behave as
saddle points independently of the value of x. For x < 0 the critical line Bx
attracts orbits in the y = 0 plane and repels them in the z = 1 plane. For
x > 0 we find instead the opposite behavior: trajectories are attracted on
the z = 1 surface and repelled in the y = 0 plane. These are exactly the
stability properties we derived with analytical techniques.
We can now focus on the dynamics in the interior of the phase space,
where the physically interesting features make their appearance. Going back
to Fig. 4.5 we see that every trajectory escaping to the z = 1 plane, after
completing the circular tour from negative to positive x, is then attracted by
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Figure 4.9: Flow of the system (4.44)–(4.46) with the values w = 0 and
Γ = 1.1 on the z = 1 plane.
Points Oz, as it can be realized also looking at Fig. 4.8. More interestingly
though we see that for almost all these trajectories there is a late time con-
vergence towards a single orbit which asymptotically approaches the centre
manifold of Point C. The dark matter to dark energy transition can thus
be easily described by one of these orbits which always experiences a fi-
nite period of matter domination before the universe becomes dark energy
dominated. This convergence behavior during the matter to dark energy
transition is phenomenologically important since it can help in solving the
fine tuning problems we encountered with the ΛCDM model and with the
exponential potential (Zlatev et al., 1999; Steinhardt et al., 1999). We now
focus our attention on this transition from Points Oz to Point C.
To better visualize what happens during this period, two projections on
the (x, y)-plane have been drawn18. In Fig. 4.10 trajectories with different
initial conditions in the case Γ = 1.1 are plotted, while in Fig. 4.11 orbits
with the same initial conditions but corresponding to different values of Γ are
presented. From these two pictures one can understand that as the solutions
leave the matter dominated saddle Point Oz, they are first attracted by and
eventually follow the red/dashed line shown in both figures. This represent
the position of the attractor solution in the exponential potential case of
Sec. 4.2 for all possible values of λ. The line connecting the origin to the
unit circle represents the scaling solutions where the scalar field EoS matches
the matter EoS, while the remaining red/dashed line on the circumference
stands for the late time attracting dark energy dominating solution of the
18See Urena-Lopez (2012) where similar projections were considered.
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Figure 4.10: Projection onto the (x, y)-plane of solutions of the system
(4.44)–(4.46) with Γ = 1.1 (α = 10) and different initial conditions (i.e. of
the trajectories in Fig. 4.5.). The tracking behavior is characterized by the
orbits following the red/dashed line representing the future attractor (scaling
and dark energy solutions) of the exponential potential case of Sec. 4.2 for
different values of λ. Orbits whose initial circular motion on the z = 1 plane
is closer to Points Oz eventually join the tracking behavior more rapidly.
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Figure 4.11: Projection onto the (x, y)-plane of solutions of the system
(4.44)–(4.46) with the same initial conditions but corresponding to different
values of Γ (i.e. of α). The tracking behavior is well represented by the
orbits shadowing the red/dashed line, which has the same meaning as in
Fig. 4.10. The more Γ is closer to one, the faster and more efficiently the
solutions join the tracking behavior.
exponential potential case. The dynamics of orbits in Figs. 4.10 and 4.11
can then be understood in terms of a tracking evolution along the positions
where the scaling solutions would appear. Because of this behavior these
solutions are known as tracking solutions.Tracking solutions
Tracking solutions are phenomenologically interesting since they allow
the scalar field to follow a matter EoS for a finite period of time and then to
switch to the dark energy dominated solutions. The term “tracking” refers
to the ability of the scalar field to approximately follow the matter evolution
in such a way that this approximation eventually fails at late time and a
cosmological constant-like EoS is attained with the universe undergoing an
asymptotic de Sitter expansion. Note that while the trajectories follows
the scaling solutions, the energy density of the scalar field increases with
the kinetic energy roughly remaining proportional to the potential energy.
This is a behavior which the exponential potential scaling solutions follow
exactly as λ changes. Moreover since the orbits are attracted by the positions
where the scaling solutions would appear, the points on the red/dashed line
of Figs. 4.10 and 4.11 are sometimes called instantaneous critical points,
though mathematically they are not critical points.
As shown in Fig. 4.10 the closer to Points Oz the orbits take their tour
on the z = 1 plane, the faster they join the tracking behavior. In fact the
solution which is first attracted by the red/dashed line corresponds to the
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Figure 4.12: Late time evolution of the physically relevant quantities during
the matter to dark energy transition of quintessence with inverse power-law
potential (4.34) and α = 100 (Γ = 1.01). Note the tracking and frozen
behaviors of the scalar field (here w = 0).
one drawing the smaller circle, while the solution which struggle most to join
the tracking behavior corresponds to the bigger circle. A similar situation
happens for different values of Γ as presented in Fig. 4.11. The closer Γ is to
one, the faster and more efficiently the trajectories attain the tracking nature
and the more they remain near the red/dashed line. Models with larger α
will lead to a better tracking behavior as can be understood comparing the
Γ = 1.01 (α = 100) with the Γ = 1.125 (α = 8) trajectories in Fig. 4.11.
The condition Γ ≃ 1 is generally known to be necessary for the achievement
of a tracking solution also in models of quintessence with a dynamically
changing Γ (Steinhardt et al., 1999). If Γ is effectively (but not equal to)
one the orbits would accurately follow the red/dashed line in Figs. 4.10 and
4.11. In this situation the dynamics would describe an effective transition
from a scaling solution to a dark energy dominated universe, which we could
not obtain from the exponential potential case in Sec. 4.2. In other words the
dynamics would equal the exponential potential one with a variable λ, and
the relative energy of the scalar field would start dominating the universe
without spoiling the matter-like evolution. We also notice that as Γ becomes
closer to one, the instantaneous critical points effectively act as attracting
spirals (Ng et al., 2001). This can be seen in the Γ = 1.05 and Γ = 1.01
trajectories of Fig. 4.11 where a small spiraled attraction is achieved before
the tracking behavior becomes increasingly less powerful.
In order to better understand the dynamics of the scalar field during
the matter to dark energy transition, in Fig. 4.12 the evolution of the phe-
84 Chapter 4
WΦ
wΦ
Wm
weff
logHaL
-0.5
0
0.5
1
Figure 4.13: Early time evolution (z = 1 plane) of the physically relevant
quantities of the orbits plotted in Fig. 4.11.
nomenologically interesting quantities has been plotted for the best solution
of Fig. 4.11, the one with Γ = 1.01 (α = 100) (a smaller value of α could be
equivalently chosen considering different initial conditions). The tracking
behavior is particularly in evidence as the quintessence EoS shadows the
matter EoS before converging towards the −1 value of dark energy. Before
the tracking regime we note that the scalar field EoS assumes also the cos-
mological constant value −1, though, being its relative energy negligible in
comparison to the matter one during that period, this has no influence on the
effective evolution of the universe (weff = w). This phase of the scalar field
is known as frozen field epoch since the energy density of the quintessence
field remains constant as the universe expand (Zlatev et al., 1999; Steinhardt
et al., 1999). Note also the oscillating behavior as the field approaches the
tracking regimes. This is due to the spirally attractive nature of the instan-
taneous critical points, whose effects are stronger for larger values of α (Γ
closer to one). At the end of the tracking phase the EoS parameter of the
scalar field drops from w to −1. The dynamical relation that holds between
wφ and Ωφ during this phase predicts late time phenomenological signatures
whose observation could in principle distinguish between quintessence and
the cosmological constant (Zlatev et al., 1999; Gong, 2014).
At this point we spend few words regarding the early time evolutions of
trajectories which will then join the tracking behavior. All these solutions
start from Point A− and are immediately attracted by the z = 1 plane
where they perform the circular motion. As shown in Fig. 4.13, during this
period the universe starts in a kinetically dominated scalar field solution
(weff = 1) and the universe total energy slowly convert from quintessence to
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matter domination. The past attractor is thus another stiff-fluid dominated
solution as it is in the exponential potential case of Sec. 4.2. Though this
kind of solutions are phenomenologically disfavored, they are relevant only
for the dynamics of the very early universe where other physical quantities
are expected to come into play (e.g. inflation). For this reason they are
ignored also in quintessence models with an inverse power-law exponential
and the only relevant dynamics to be considered is the late time one of
Fig. 4.12. Note however that a non trivial feature appears as the orbits go
through the circular motion on the z = 1 plane. This is represented by
the sudden dropping from 1 to −1 of the quintessence EoS parameter in
Fig. 4.13. What happens is that during the circular motion in the z = 1
plane the scalar field rapidly changes its kinetic energy into potential energy
and then the other way around. This creates a dropping of the effective
EoS of the universe which, for the larger circular orbits, leads to a possible
finite period of acceleration in the early universe. The orbits for which this
happens are exactly the ones passing throughout the yellow/shaded region
in Fig. 4.9. At this point one might be tempted to identify this initial
period of accelerated expansion with the early universe inflation, in such a
way to have a scalar field unified model of both inflation and dark energy.
Unfortunately there is no way for this finite period of acceleration to last
enough time in order to describe a viable model of inflation19. In fact the
closer to the unit circle is the orbit passing on the z = 1 plane the faster this
period will result and for sufficiently small circles the orbits do not reach
the accelerating regime. This does not depend on the parameter Γ also,
as can be seen from solutions (4.50)–(4.51) where neither Γ nor α appear.
The only way to achieve a sufficiently long period of steady acceleration in
the universe is through the presence of a critical point in the yellow/shaded
region of Fig. 4.9, which in the case of quintessence with an inverse potential
is not present at early times (z = 1).
To conclude the analysis on the Γ > 1 case we discuss the problem
of fine tuning and initial conditions. As we mentioned before trajectories
entering the tracking regime can in principle solve this problem. One has
to be careful that tracking solutions do not solve the cosmic coincidence
problem as one can immediately realize from Fig. 4.12 where the matter
to dark energy transition happens again at the present cosmological time
with no apparent reason. The inverse power-law potential helps in solving
another coincidence problem, namely the fine tuning problem of the initial
conditions. Recall that the exponential potential quintessence model was
able to describe the matter to dark energy transition only for very special
initial conditions: the ones allowing for a sufficiently long period of matter
domination. In the inverse power-law potential instead almost every orbit
which first passes near the z = 1 plane, i.e. for which λ ≫ 1 at early
19In early universe terminology it cannot last the sufficient number of e-foldings.
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times, will eventually reach the tracking regime and then describe a late
time transition to dark energy domination, a result known as the tracker
theorem (Zlatev et al., 1999; Steinhardt et al., 1999; Urena-Lopez, 2012).Tracker theorem
This situation does scarcely depends on initial conditions, but how general
are the solutions passing near the z = 1 plane? In other words, why the
evolution of phenomenologically relevant trajectories should reach the z = 1
plane after leaving the past attractor Point A−? To answer this question we
will make two arguments: a mathematical one and a physical one.
First we recall that the unstable centre manifold of Point A− coincides
with its centre subspace which is notably parallel to the z axis. Every
trajectory leaving the past attractor is immediately attracted by this centre
manifold towards the increasing z direction. Considering then a random
solution escaping Point A−, it is highly probable that such a solution will
travel along its centre manifold as only very particular initial conditions will
force this orbit not to reach high values of z. This happens exactly because
the unstable centre manifold of Point A− is linear in the z direction. The
situation is similar to the one we encountered for the future attractor Point C
where all the orbits approaching the critical point are first captured by its
stable centre manifold. In a similar way, if we let time travel backwards,
all the orbits approaching the past attractor are first attracted by its centre
manifold with the majority of them joining at high values of z near the
z = 1 plane. This implies that given random initial conditions near the past
attractor Point A− it is highly probable to find a solution passing sufficiently
near the z = 1 plane and thus describing the tracking behavior at late time.
The second argument is more physical and regards the value of the am-
plitude of the quintessence field φ. Recalling the definitions of λ (4.26) and
of the Ratra-Peebles potential (4.34) we have
λ = −1
κ
V,φ
V
=
α
κφ
, i.e. z =
1
1 + κφ/α
, (4.52)
which implies that the amplitude of the scalar field φ is inversely related
to λ. If we make the assumption that κφ ≪ α at some time in the past,
we automatically select trajectories near the z = 1 plane where λ → +∞.
A small scalar field amplitude in the early universe is phenomenologically
favored since avoids possible problems at the quantum and perturbations
level. In fact it allows the effects of the scalar field to be negligible when
other fields, for example the inflaton, have to drive the universe evolution.
From a phenomenological perspective is thus natural to require the condition
κφ ≪ α at early time, meaning that the physically acceptable solutions in
Fig. 4.5 will be the one approaching the z = 1 plane and converging to the
tracking behavior at late time.
We turn now our discussion to the direct power-law potential case: α < 0Direct power-law
potential: α < 0
(Γ < 1)
(Γ < 1). In Fig. 4.14 the phase space for the values α = −10 (Γ = 0.9) and
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Figure 4.14: Phase space of quintessence for a direct power-law potential
corresponding to the dynamical system (4.44)–(4.46). The values w = 0
and α = −10 (Γ = 0.9) have been chosen. Again black/thick points denote
critical points with the lines Bx and Oz being critical lines. The late time
attractors are Points Bx for x > 0, while the past attractors are either
Point A+ or Points Bx for x < 0. Point C is now a saddle point attracting
every solutions near the z = 0 plane and repelling them along its centre
manifold (thawing behavior), here denoted up to 7th order in z˜ by the
red/dashed line.
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w = 0 has been drawn. As before we will first outline the dynamical prop-
erties of the phase space and then derive its phenomenological implications.
From Fig. 4.14 it seems that the future attractors are Points Bx for
x > 0, while the past attractors are either Point A+ or Points Bx for x < 0.
This is the result we obtained before with analytical methods (see Tab. 4.4)
and to confirm it we are now going to look at the flow on the boundaries
of the phase space. To begin we mention that on the z = 0 and z = 1
planes the flow is the same irrespective of the value of α and thus also in the
α < 0 case it is described by Figs. 4.6 and 4.9. On the vertical boundaries
however the flow is changed as shown by Figs. 4.15 and 4.16 which are
different from Figs. 4.7 and 4.8. On the x2 + y2 = 1 surface there are two
past attractors, Point A+ and Point Bx for x < 0, which select two regions
divided by the centre manifold of Point C (approximated to the 7th order in
z˜ by the red/dashed line in Fig. 4.15). Every trajectory is first attracted by
this centre manifold which eventually drives it away from Point C towards
the future attractor Point Bx with x > 0. On the other side, the flow on
the y = 0 plane is also divided into two parts by the critical line Oz. For
positive values of x the past attractor is Point A+ while the future attractors
are either Points Oz or Points Bx. For negative values of x Point A− is a
saddle point, the past attractors are Points Bx and the future attractors are
Points Oz. Combining the whole information coming from Figs. 4.15 and
4.16 together with Figs. 4.6 and 4.9, we obtain that numerical evaluation of
the flow confirms our previous analytical results (Tab. 4.4) on the stability
of the critical points.
We are now ready to comment about the physical implications of this
model. The future possible attractors are Points Bx for x > 0 which, as
shown in Tab. 4.3, never describe an accelerating universe. It seems thus
that a direct power-law potential (α < 0) is not suited for characterizing the
late time transition from decelerated to accelerated expansion. Point C is
now a saddle point which attracts solutions near the z = 0 plane. For some
of these orbits, the ones passing close to the origin, a matter to dark energy
transition can be identified by the heteroclinic orbit connecting Point Oz
(z = 0) to Point C. This is nothing but an effective cosmological constant
solution since, as we mentioned before, the dynamics on the z = 0 plane is
given by a constant quintessence potential. Moreover the final state for these
trajectories is not represented by Point C but eventually they always escape
towards Point Bx (x > 0). Scalar field models of dark energy with an initial
small value of z (i.e. of λ) are known as thawing models. For these solutionsThawing solutions
λ is an increasing function of time and the accelerated cosmological constant
phase (Point C) never represents the final state of the universe. Though they
constitute other possible models of dark energy, they cannot solve the fine
tuning problem, as the tracking solutions do, since special initial conditions
are required for a sufficiently long matter dominated era.
A scalar field with a direct power-law potential is commonly used in
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Figure 4.15: Flow of the system (4.44)–(4.46) with the values w = 0 and
Γ = 0.9 (α = −10) on the x2+ y2 = 1 surface. The red/dashed line denotes
the approximated (up to 7th order) centre manifold of Point C.
Figure 4.16: Flow of the system (4.44)–(4.46) with the values w = 0 and
Γ = 0.9 (α = −10) on the y = 0 plane.
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early universe applications to obtain an inflationary solution. In this case
the amplitude of the scalar field is required to be large (up to the Planck
energy in some models) in order to produce appreciable quantum perturba-
tive effects. During inflation the matter contribution is absent or ignored.
This means that in our phase space the dynamics of an inflationary field is
given by the flow restricted to the x2 + y2 = 1 surface of Fig. 4.15. Looking
at this picture we can see that all the solutions starting near the z = 0 plane
are immediately attracted by Point C. This implies that a sufficiently long
period of de Sitter acceleration can be achieved before these orbits reach
the kinetic dominated solution in Point Bx (x > 0). This is exactly the dy-
namics required for a finite inflationary period in the early universe. Note
that the future attractor stiff-fluid dominated solution is usually ignored in
inflation since other physical effects (e.g. reheating) are supposed to appear
before this solution is attained.
To conclude this section we summarise the most important results we
have obtained from quintessence with an inverse power-law potential. The
direct power-law potential case α < 0 (Γ < 1) is not suited for characteriz-
ing late time cosmic phenomenology, while the inverse power-law case α > 0
(Γ > 1) leads to interesting features on both physical and mathematical
sides. Dark energy dominated future attractors and saddle matter domi-
nated points are present for every positive value of α. Moreover requiring λ
to be large in the early universe (corresponding to φ being small) implies that
every physically relevant trajectory reaches the so-called tracking regime at
late times. This regime represents solutions which evolve shadowing the well
known scaling solutions and thus determining an effective EoS of the uni-
verse which effectively matches the matter EoS. Late time transition to dark
energy domination is achieved with these trajectories being attracted by the
centre manifold of Point C, which stands for a cosmological constant-like
solution where the universe accelerates according to a de Sitter expansion.
The phenomenological importance of these tracking solutions resides in the
fact that they solve the fine tuning problem of initial conditions. In other
words, requiring a small scalar field amplitude at early times (κφ≪ α) au-
tomatically assures that the tracking regime is attained for a large range of
initial conditions at late times. This is in contrast with both the ΛCDM
and exponential potential quintessence models where a strong fine tuning
was required in order to obtain a matter to dark energy transition at late
times.
Finally we note that deducing the form of the potential V (φ) from re-
quiring Γ to be a constant in Eqs. (4.35)–(4.37), leads to a slightly more
general potential than the power-law one, namely
V (φ) = V0 (φ+ φ0)
β , (4.53)
with V0, φ0 and β constant parameters. However, as it as been shown by the
(rather incomplete) analysis of Roy & Banerjee (2014a), since the dynamical
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equations resulting from this potential are equivalent to Eqs. (4.35)–(4.37),
the same results we have obtained in this section will also hold for the
potential (4.53).
4.4 Other potentials
In this section we will deal with quintessence models presenting potentials
more complicated than the exponential and power-law potentials studied in
Secs. 4.2 and 4.3 respectively. For these models the detailed dynamical sys-
tems analysis conducted in Secs. 4.2 and 4.3 will not be performed. There
are two motivations for this choice. On the one hand, complicated scalar
field potentials are more difficult to treat with dynamical systems techniques
and a proper analysis for every different model would probably fill a whole
book by itself. On the other hand, several of these models share the same dy-
namics and phenomenology of the simpler exponential and power-law cases,
at least on a qualitative level. There is no reason thus to analyse each model
in full details when the same scaling, tracking and dark energy dominated
solutions are obtained. In this section we will study all these quintessence
potentials under a unified dynamical systems approach. The reader interest
in a deeper dynamical systems analysis for any of the following models can
refer to the reference given in Tab. 4.7.
To begin we will follow the approach first introduced by Zhou (2008),
and then considered by other authors20 (Fang et al., 2009; Matos et al.,
2009; Urena-Lopez, 2012), where different forms of the potential V (φ) can
be translated to different forms of the function Γ(λ). As we mentioned in
Sec. 4.1, if the function λ(φ), as defined by (4.26), is invertible then one can
consider Γ(φ) as a function of λ and close Eqs. (4.24), (4.25) and (4.27) to
an autonomous dynamical system, namely
x′ = −3
2
[
2x+ (w − 1)x3 + x(w + 1) (y2 − 1)−
√
2√
3
λy2
]
, (4.54)
y′ = −3
2
y
[
(w − 1)x2 + (w + 1) (y2 − 1)+
√
2√
3
λx
]
, (4.55)
λ′ = −
√
6f(λ)x . (4.56)
where we have defined
f(λ) = λ2[Γ(λ)− 1] . (4.57)
Instead of considering a specific function Γ(λ), i.e. a specific potential V (φ),
in what follows we will try to obtain as much information as possible from
the system (4.54)–(4.56) leaving Γ as an arbitrary function of λ. A similar
approach has been considered by Fang et al. (2009). We will not assume any
20Some authors call this approach the method of f-devisers (Escobar et al., 2014).
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Point x y λ Existence weff Accel. Ωφ
Oλ 0 0 Any Always w No 0
A∗± ±1 0 λ∗ ∀ λ∗ 1 No 1
B∗
√
3√
2
1+w
λ∗
√
3(1−w2)
2λ2
∗
λ∗ λ2∗ ≥ 3(1 + w) w No 3(1+w)λ2
∗
C∗ λ∗/
√
6
√
1− λ2∗
6
λ∗ λ2∗ < 6 λ
2
∗
3
− 1 λ2∗ < 2 1
D 0 1 0 Always -1 Yes 1
Table 4.5: Critical points of the system (4.54)–(4.56) with existence and
physical properties. λ∗ is any node of the function f(λ) given in (4.57).
particular symmetry for the function Γ, meaning that the only symmetry of
the system (4.54)–(4.56) will be the y 7→ −y reflection21. The (physical)
phase space under consideration is thus the infinite positive y half unit
cylinder stretching from λ→ −∞ to λ→ +∞.
First we need to find the possible critical points of the system (4.54)–
(4.56). We start looking at Eq. (4.56) whose left hand side can be zero either
if x = 0 or f(λ) = 0. In the first case (x = 0) we find critical points either
if y = 0 (Points Oλ) or if y = 1 and λ = 0 (Point D). As long as Γ can
be written as a function of λ (and f(0) is finite), these two critical points
are independent of the quintessence model under investigation, i.e. they
are critical points for all possible potentials V (φ). The second possibility
(f(λ) = 0) can be realized for more than one value of λ. If λ∗ is such that
f(λ∗) = 0, i.e. λ∗ is a node of the function f(λ), then the remaining two
equations (4.54) and (4.55) describe exactly the exponential potential system
of Sec. 4.2 and thus we will find again the same critical points of Tab. 4.1 with
λ = λ∗. A part from the points where x = y = 0, which are always critical
points, we find that there are up to four (depending on the value of λ∗)
critical points for every node of the function f(λ) (Points A∗±, B∗ and C∗).
All these points have been listed in Tab. 4.5 with their phenomenological
properties.
For every node λ∗ of the function f(λ) the number of critical points to
add in the phase space depends on the value of λ∗ itself. If λ∗ = 0 the
only two critical points to add are Points A∗± since in this case Point C∗
coincides with Point D. If 0 < λ2∗ < 3(1 + w) we add three critical points:
Points A∗± and Point C∗. If 3(1+w) ≤ λ2∗ < 6 we add all four critical points:
Points A∗±, Point B∗ and Point C∗. Finally if λ2∗ ≥ 6 we add only Points A±
and Point B∗. In general the number of critical points in the phase space
will depend on the quintessence potential through the function f(λ). Note
21Remember that the (x, λ) 7→ (−x,−λ) symmetry holds only if Γ(λ) = Γ(−λ).
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P Eigenvalues Stability
Oλ {0, 32 (w ± 1)} Saddle
A∗− {3− 3w , 3 +
√
3√
2
λ∗,
√
6λ2∗Γ′∗}
Unstable if λ∗ > −
√
6 and Γ′∗ > 0
Saddle if λ∗ < −
√
6 or Γ′∗ < 0
A∗+ {3− 3w , 3−
√
3√
2
λ∗, −
√
6λ2∗Γ′∗}
Unstable if λ∗ <
√
6 and Γ′∗ < 0
Saddle if λ∗ >
√
6 or Γ′∗ > 0
B∗ { 34λ∗ [(w − 1)λ∗ ±∆] , −3(w + 1)λ∗Γ
′∗}
Stable if λ∗Γ′∗ > 0
Saddle if λ∗Γ′∗ < 0
C∗ {λ
2
∗
2
− 3 , λ2∗ − 3w − 3, −λ3∗Γ′∗}
Stable if λ2∗ < 3(1 + w) and λ∗Γ′∗ > 0
Saddle if 3(1 + w) ≤ λ2 < 6 or λ∗Γ′∗ < 0
D {−3(w + 1), − 3
2
(
1±
√
1− 4f(0)/3
)
} Stable if f(0) > 0
Saddle if f(0) < 0
Table 4.6: Stability properties for the critical points of the system (4.54)–
(4.56). Here Γ′∗ is the derivative of Γ(λ) evaluated at λ∗, f(λ) is given by
Eq. (4.57) and ∆ =
√
(w − 1)[(7 + 9w)λ2∗ − 24(w + 1)2].
that the analysis we have performed is valid only if the function f(λ) is
finite for all possible values of λ. If at some λ∞ we have f(λ∞) = ±∞,
the dynamical system (4.54)–(4.56) is no longer differentiable and, in order
to apply dynamical systems techniques, a change of variables must first
be taken into account. In this case it is not guaranteed that the critical
points will follow the scheme outlined in Tab. 4.5. Furthermore we have not
considered critical points at infinity since these will depend on the specific
quintessence models through the function Γ(λ). In general we can state that
if Γ(λ) is finite as λ→ ±∞, the only critical points at infinity will be given
by the critical line at x = 0, exactly as it happens in the power-law case of
Sec. 4.3. However if the function Γ(λ) diverges as λ → ±∞ the dynamics
at infinity could be more complicated and each model has to be analysed
separately.
The linear stability of the critical points has been summarised in Tab. 4.6.
In general this depends on the different values of λ∗ and on the form the
function Γ(λ). Points on the critical line Oλ are always saddle points since
the two non vanishing eigenvalues have opposite sign (recall that 0 ≤ w ≤
1/3). Points A∗± are never stable points and represent saddle or unstable
point depending on the sign of Γ′∗ (the function Γ(λ) evaluated at λ∗) and on
the value of λ2∗ to be greater or smaller than 6. Whenever Point B∗ exists,
i.e. when λ2∗ ≥ 3(w+1), it represents a stable point if λ∗Γ′∗ > 0 and a saddle
point if λ∗Γ′∗ < 0. Point C∗ is a stable point if both λ2∗ < 3(w + 1) and
λ∗Γ′∗ > 0, while it is a saddle point if either 3(1 +w) ≤ λ2 < 6 or λ∗Γ′∗ < 0.
Note that in the case λ∗Γ′∗ = 0, corresponding to f ′(0) = 0, Points A∗±,
B∗ and C∗ become all non-hyperbolic and the linear theory fails to address
their stability nature. This is the case of the power-law potential of Sec. 4.3.
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Finally Point D is stable or a saddle depending on f(0) being positive or
negative respectively. If f(0) = 0 one of the eigenvalues vanishes and the
point becomes non-hyperbolic. To address the stability in this case one can
rely on the centre manifold theorem and performs a similar computation to
the one we considered for Point C of Sec. 4.3. Exactly as in that case the
eigenvectors of the Jacobian at this point for f(0) = 0 are given by (1, 0, 0),
(0, 1, 0) and (1/Sqrt6, 0, 1) with the last one corresponding to the vanishing
eigenvalues. Again we have to rewrite the dynamical systems in the basis
given by the eigenvectors in order to apply the centre manifold theory. The
corresponding change of coordinates x 7→ x˜ is again given by x = x˜+ z˜/√6,
y = y˜ and z = z˜. With a power-law ansatz for h the theorems of Sec. 2.4
gives the following approximation to the centre manifold
hx(z˜) =
Γ(0)− 1
3
√
6
z˜3 +
Γ′(0)
3
√
6
z˜4 +O(z˜5) , (4.58)
hy(z˜) = − 1
12
z˜2 +
[
5
96
− Γ(0)
18
]
z˜4 +O(z˜5) . (4.59)
The stability along the centre manifold of Point D when f(0) = 0 is thus
found to depend on the equation
z˜′ = −[Γ(0)− 1]z˜3 − Γ′(0)z˜4 +O(z˜5) , (4.60)
where z˜ is the coordinate along the centre subspaces (compare this with
Eq. (4.49)). If f(0) = 0 then Point D is stable22 if Γ(0) > 1 and a saddle if
Γ(0) < 1. If also Γ(0) = 0 the next order in z˜ tells us that the stability will
depend on the sign of Γ′(0).
The critical points for a general quintessence model where Γ can be
written as a function of λ are repetitions of the critical points one finds
with the exponential and power-law potentials. From Tab. 4.5 we can see
that Points A∗±, B∗ and C∗ have the same phenomenological properties of
Points A±, B and C of the exponential case in Sec. 4.2, while Points Oλ
and D correspond to the critical line Oz and Point C of the power-law
potential of Sec. 4.3. Of course there can be several of these points in
the phase space depending on the number and values of the nodes of the
function f(λ), namely λ∗. The resulting phase space dynamics can be highly
complicated and the stability of these points now depends on the properties
of the function Γ(λ). Multiple late time attractors can be present, as one
can understand from Tab. 4.6. If none of these critical points constitutes
a future attractor, periodic orbits could appear in the phase space or, as
in the power-law potential case with α < 0, the attractor can be a critical
point at infinity.
22Note that this result is in agreement with the appendix of Fang et al. (2009), although
the case f(0) 6= 0 was overlooked in that work.
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V (φ) Γ(λ)− 1 References
V1eαφ + V2eβφ − (α+ λ) (β + λ) /λ2 Jarv et al. (2004); Li et al. (2005)
V0 cos2(αφ) or − 1
2
− α2
λ2
Ng & Wiltshire (2001)
V0
2
[1± cos(2αφ)] Urena-Lopez (2012); Gong (2014)
exp [α exp (βφ)] −β/λ Ng et al. (2001)
V0φ−neαφ (1 + α/λ)2/n Ng et al. (2001)
V0 sinh
n(σφ) or − 1
n
+ nσ
2
λ2
Fang et al. (2009)
V0 cosh
n(σφ) Roy & Banerjee (2014b)
V0 [cosh(σφ)− 1] + Λ Eq. (4.62) Matos et al. (2009)
V0eαφ(φ+β)/2 α/λ
2 Fang et al. (2009)
V0eα/φ 1/
√
αλ Fang et al. (2009)
V0/
(
η + e−αφ
)β 1
β
+ α
λ Zhou (2008); Fang et al. (2009)
Table 4.7: Quintessence potentials for which Γ can be related to λ. Citations
to the literature refer only to dynamical systems studies.
There are only two points which are relevant for dark energy phenomenol-
ogy: Point C∗ and Point D. The first one represent an accelerating universe
only if λ∗ < 2, while the second one characterizes a cosmological constant-
like dominated universe where a de Sitter expansion is guaranteed. They are
important especially when representing future attractors. Note that PointD
appears in every quintessence model and if f(0) > 0 it can always consti-
tute a possible late time dark energy dominated solution. Moreover also the
matter dominated Points Oλ are saddle points for every possible potentials.
One can thus expect to find a late time matter to dark energy transition in-
dependently of the quintessence model chosen. Of course this will in general
depend on initial conditions, but for some of these models also scaling solu-
tions can be achieved whenever Point B∗ appears in the phase space. If this
point (or one of them if more than one are present) happens to be a saddle,
then the matter to dark energy transition can be described by an hetero-
clinic orbit connecting Point B∗ with Point D (or Point C∗ for a different λ∗
with λ2∗ < 2). In this case the fine tuning problem of initial conditions can
be avoided if the basin of attraction of Point B∗ is sufficiently large. This
situation is similar to the tracking regime we encountered for the inverse
power-law case of Sec. 4.3, though in that case the scaling solutions were
only instantaneous critical points. To determine which potentials are capa-
ble of yielding scaling solutions is thus an important issue in quintessence
models (Nunes & Mimoso, 2000; Copeland et al., 2005b).
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Now that we have gained useful information on the general behavior of
quintessence models leading to a dynamical Γ, we can spend some words
on few specific models. In Tab. 4.7 we have listed quintessence potentials
considered in the literature for which the relation Γ(λ) can be determined23.
Some of them are motivated by well known high energy phenomenology,
others by the simple relation they provide for Γ(λ). Quintessence models
with a pseudo-Nambu-Goldstone-boson (PNGB) potential given by cos-like
expressions (see Tab. 4.7) are amongst the most studied with dynamical
systems techniques (Ng & Wiltshire, 2001; Urena-Lopez, 2012; Gong, 2014).
They represent thawing dark energy models with an intermediate inflation-
ary phase and a future complicated behavior which strongly depends on
the potential parameters and never gives accelerated expansion. Other well
studied potentials within this approach are cosh-like potentials (Matos et al.,
2009; Kiselev, 2008) which can be justified by string theory phenomenology
and are employed in unified dark matter (UDM) models. For example Matos
et al. (2009) considered the potential
V (φ) = V0 [cosh(σφ)− 1] + Λ , (4.61)
corresponding to
Γ(λ)− 1 = ±
(
1
λ2
− 1
) √
1 + α(α− 2)λ2
α− 1±√1 + α(α− 2)λ2 , (4.62)
where α = Λ/V0 and the plus/minus sign represents different branches of the
solution. The interesting phenomenological properties of these models can
be found in the intermediate behavior where the scalar field acts as a dark
matter candidate. The late time solution is given by a de Sitter expansion
produced by a cosmological constant added to the potential. Finally one of
the most studied potential (Barreiro et al., 2000; Jarv et al., 2004; Li et al.,
2005) is the so-called double exponential potential
V (φ) = V1e
αφ + V2e
βφ , (4.63)
with V1, V2, α and β all constant. It represents a straightforward gener-
alisation of the exponential potential case of Sec. 4.2 and it is interesting
under a phenomenological point of view since, depending on the values of
the parameters, scaling and dark energy dominated solutions can appear
together in the phase space. Although a simple Γ(λ) relation arises in the
double exponential potential case (see Tab. 4.7), for this particular model
it is easier to employ EN-like variables defined as y2 = V1e
αφ/(3H2) and
z2 = V2e
βφ/(3H2) (Li et al., 2005). With these variables the physical
phase space becomes automatically compact due to the Friedmann con-
straint which would read x2 + y2 + z2 ≤ 1.
23In Tab. 4.7 we have taken κ = 1 without loss of generality.
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To conclude this section we recall that quintessence potentials for which
the function Γ(λ) cannot be obtained analytically must be analysed using
another approach. In these cases different variables than the EN ones might
represent a better choice to characterize the dynamics of the system (e.g. see
Miritzis (2003b); Hao & Li (2003b); Faraoni & Protheroe (2013)). However,
as shown in Tab. 4.7, for almost every quintessence potential considered as
a viable model in literature the relation Γ(λ) can easily be obtained. This
provides a unified framework to analyse the isotropic24 background dynamics
of canonical scalar field models of dark energy and only highly complicated
potentials will fail to enter such scheme. Note also that every potentials in
Tab. 4.7 yields a function Γ(λ) which is finite as λ→ ±∞. As we mentioned
before, this implies that for all these models the dynamics at infinity will
equal the one described in Sec. 4.3 for the power-law potential.
4.5 Coupled quintessence
This section is devoted to the study of quintessence interacting with matter
through a non gravitational coupling25. As in the previous section, we will
not be able to perform a detailed dynamical systems analysis for all these
models. However we will discuss the basic features of the simplest and
most important model and provide references for all the other ones. The
presentation will of course be focused on the dynamical properties of these
models26, but the reader interested in their phenomenology can refer to the
review of Bolotin et al. (2013).
As we mentioned in Sec. 3.1, the different components that source the
right hand side of the Einstein field equations can in principle interact with
each other. This is also the case of dark energy and dark matter whose
equations of motion can be written as
∇µT (m)µν = −Qν , and ∇µT (φ)µν = Qν , (4.64)
where T
(m)
µν is the dark matter energy-momentum tensor (3.4), T
(φ)
µν is the
scalar field energy-momentum tensor (4.7) and Qν is the interaction vector
24Anisotropic spacetimes for canonical scalar fields with complicated potentials have
been studied by Fadragas et al. (2014).
25Strong constraints on a possible coupling between quintessence and baryonic matter
arise from fifth force experiments (Will, 2014), though particular ways of avoiding these
constraints have been found (Khoury & Weltman, 2004; Gubser & Khoury, 2004). The
constraints on a possible coupling between dark energy and dark matter are instead not
so restricting; for some recent works see Yang & Xu (2014); Wang et al. (2014); Li et al.
(2014).
26We will also restrict the discussion to quintessence models where dark energy is as-
sumed to be a scalar field. For dynamical systems studies of interacting dark energy as
a (perfect) fluid see Olivares et al. (2008); Quartin et al. (2008); Quercellini et al. (2008);
Caldera-Cabral et al. (2009); Li & Ma (2010).
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which determines the coupling between the dark energy and dark matter
fluids. The matter fluid T
(m)
µν should represent dark matter since at cos-
mological scales that is the dominant matter component. However we will
leave the matter sector as a simple perfect fluid with p = wρ capable of
describing dark matter, baryonic matter or both of them. In this manner
we will be able to study dark energy models coupled to either baryonic or
dark matter within a unified framework. This will allow us to cover the
majority of cosmological applications where dark energy interacts with the
matter sector.
On a FRW background Eqs. (4.64) read
ρ˙+ 3Hρ(w + 1) = −Q , (4.65)
ρ˙φ + 3H(ρφ + pφ) = Q , (4.66)
where Q = Q0 is the time component of Qµ and the scalar field energy
density ρφ and pressure pφ are given by (4.13) and (4.14) respectively. Note
that Eq. (4.66) is equivalent to the Klein-Gordon equation (4.12) with a non
vanishing source on the right hand side, namely
φ¨+ 3Hφ˙+ V,φ =
Q
φ˙
. (4.67)
The sign of Q determines the direction of the energy transfer: if Q > 0 the
matter fluid is giving energy to the scalar field, while if Q < 0 it is the scalar
field which is releasing energy into the matter sector. In general Q is given
in terms of the physical fields, i.e. the scalar and matter fields, and thus it
will be a dynamical quantity depending on the cosmic time t.
The cosmological equations governing the evolution of the universe are
now the Friedmann equation (4.10), the acceleration equation (4.11) and
the Klein-Gordon equation (4.67). Equivalently one can consider as the
independent set of equations Eqs. (4.65), (4.66) and the Friedmann equa-
tions (4.10). In order to recast these equations into a dynamical system
we consider again the EN variables (4.16) and (4.26), in terms of which we
obtain27
x′ =
1
2
[
2q − 3(w − 1)x3 − 3x (w (y2 − 1)+ y2 + 1)+√6λy2] , (4.68)
y′ = −1
2
y
[
3(w − 1)x2 + 3(w + 1) (y2 − 1)+√6λx] , (4.69)
λ′ = −
√
6xλ2[Γ− 1] , (4.70)
where we have defined
q =
κQ√
6H2φ˙
. (4.71)
27The derivation of these equations is equal to the derivation of Eqs. (4.24)–(4.25), a
part from the q-term which will arise from the scalar field equation.
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Note that only Eq. (4.68) is modified by the interaction, while Eqs. (4.69)
and (4.70) are the same of Eqs. (4.25) and (4.27). As long as one chooses
a quintessence model leading to a well defined Γ(λ) relation (see Sec. 4.4),
the only unknown quantity in Eqs. (4.68)–(4.70) is q itself. If q can be
written in terms of the variables x, y and λ, then Eqs. (4.68)–(4.70) will
constitute an autonomous dynamical system which in general will be three
dimensional unless an exponential potential is assumed for the scalar field.
The exponential potential, leading to a 2D dynamical system, is in fact the
most studied in the literature of quintessence coupled to (dark) matter.
This is well explained by Tab. 4.8 where references to works considering
several different coupling Q but only the scalar field exponential potential
are listed28. Whenever possible the dimensionless quantity q in terms of x
and y has been provided. For the other cases such a relation cannot be found
and a new variable must be introduced increasing in this way the dynamical
system to three dimensions29. Few works have so far considered dynamical
systems applications to interacting quintessence with a non exponential po-
tential. Leon et al. (2010) delivered a mathematical analysis for an arbitrary
scalar field potential with the rather general coupling βρφ˙χ(φ), where χ is
a function of the scalar field. Such a general relation arises in Scalar-Tensor
theories of gravity when described in the Einstein frame. Note that if λ(φ)
is invertible, then one can find both Γ(λ) and χ(λ). In such a way no new
variables need to be introduced and the dynamical system remains three di-
mensional. Other works considering rather complicated couplings motivated
by Scalar-Tensor theories are the papers by Hossain et al. (2014) and Mor-
ris et al. (2013) where the coupling Q = βρeαφφ˙ is studied together with a
vanishing scalar field potential. Finally the coupling Q = βρφ˙ has been con-
sidered by Tzanni & Miritzis (2014) with a double exponential potential.
Of course for more complicated couplings or potentials different variables
than the EN ones might results in a simpler or more complete analysis (see
e.g. Leon (2009); Fadragas & Leon (2014)).
The coupling Q = βρφ˙ with β a constant is probably the most important
one and surely the most studied through the dynamical systems literature as
the references in Tab. 4.8 confirm. This particular interaction comes from
Brans-Dicke theory (once it has been rephrased into the Einstein frame),
but it can also hold for more general non minimally coupled gravitational
theories (see e.g. Amendola (2000); Holden & Wands (2000)). The coupling
in this case is with all the matter sector (baryonic and dark). In what follows
we will briefly review some of the features of this model as an example. This
will show us how the interaction between dark energy and matter can affect
the dynamics of the system. The reader interested in dynamical systems
28For the sake of simplicity κ = 1 has been taken in Tab. 4.8.
29In most situations such a variable is defined as z = H0/(H +H0) with H0 a constant
(see e.g. Boehmer et al. (2008, 2010b)).
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Q q References
βρφ˙
√
3√
2
β(1− x2 − y2)
Amendola (1999, 2000)
Billyard & Coley (2000)
Holden & Wands (2000)
Tocchini-Valentini & Amendola (2002)
Gumjudpai et al. (2005)
Gonzalez et al. (2006)
Boehmer et al. (2008)
Cicoli et al. (2012)
βHρ β
2
(1− x2 − y2)/x
Billyard & Coley (2000)
Boehmer et al. (2008)
Chen & Gong (2009)
βρφ˙φ/a4 – Liu & Li (2005)
βφ˙2 – Mimoso et al. (2006)
βHφ˙2 βx Mimoso et al. (2006)
βρ – Boehmer et al. (2008)
βHραφρ
1−α β
2
x 1−x
2−y2
[−1+1/(x2+y2)]α Chen et al. (2008)
βρ2/H – Chen & Gong (2009)
βρφ˙2/H 3βx(1− x2 − y2) Chen & Gong (2009)
Aρ2φ +Bρ
2 + Cρρφ – Boehmer et al. (2010b)
βρV (φ)nφ˙ – Lopez Honorez et al. (2010)
η (ρ˙i + 3βHρi)
– Wei (2011a)with η = −(1 + H˙/H2)
and ρi = ρ, ρφ, ρ+ ρφ
Table 4.8: Dark energy to (dark) matter coupling considered in the litera-
ture. The references here refer only to dynamical systems studies assuming
an exponential potential for the scalar field. When q, as defined in Eq. (4.71),
can be written in terms of the variables x and y, we have provided such re-
lation.
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Point x y Existence weff Accel.
Oβ
√
3√
2
β
1−w 0 β
2 < 3
2
(w − 1)2 w + 2β3
3(1−w) No
A± ±1 0 ∀ λ,w 1 No
B
√
3√
2
1+w
λ−β
√
3(1−w2)+2β(β−λ)
2(β−λ)2 Fig. 4.17
wλ+β
λ−β Fig. 4.17
C λ√
6
√
1− λ2
6
λ2 < 6 λ
2
3
− 1 λ2 < 2
Table 4.9: Critical points of the system (4.32)–(4.33) with existence and
physical properties.
studies for this model can refer to the citations provided in Tab. 4.8.
For the coupling Q = βκρφ˙ we can easily find that
q =
√
3√
2
β
(
1− x2 − y2) . (4.72)
This implies that for this model there is no need to introduce new dimensions
in the dynamical system. For the sake of simplicity in our example we will
also consider an exponential potential for which λ is a constant in Eqs. (4.68)
and (4.69), while Eq. (4.70) is automatically satisfied. Eqs. (4.68) and (4.69)
constitute then an autonomous system and the phase space will be nothing
but the upper half unit disk in the (x, y)-plane, i.e. the same of the uncoupled
case of Sec. 4.2. Note that the presence of the coupling breaks the (x, λ) 7→
(−x,−λ) symmetry. However in this particular case this can be restored
considering also a reflection on the parameter β: (x, λ, β) 7→ (−x,−λ,−β).
This implies that the phase space dynamics for opposite values of λ will
again be the same after a reflection over x and opposite values of β are
considered. In other words, to analyse the whole dynamics of the system we
just need to consider positive values of λ, though both positive and negative
values for β must be taken into account30.
The critical points of the dynamical system (4.68)–(4.69) with the cou-
pling (4.72) are listed in Tab. 4.9. Points A± and C are exactly in the
same position and with the same phenomenological properties of their cor-
respondent points in the uncoupled case. This does not come as a sur-
prise because the coupling (4.72) vanishes when the scalar field dominates,
i.e. when x2 + y2 = 1. The remaining two points instead are changed by
the interaction and never appear if λ = β. The origin is no longer a critical
point and Point Oβ now lies on the x-axis. It is no more a matter dominated
point and its effective EoS will now depend on the parameter β, though no
30Of course we could consider only positive values of β if both negative and positive
values of λ would have taken into account.
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Figure 4.17: Future (global) attractors in the parameter space of the dynam-
ical system (4.68)–(4.69) with w = 0 and the coupling (4.72). The dashed
line delimits the region where the universe undergoes accelerated expansion
at the critical point.
acceleration is possible since for this point w ≤ weff ≤ 1. The scaling so-
lution described by Point B is also affected by the coupling. Its position
and properties now depend on β, though we always have Ωφ ∝ Ωm which
determines the nature of the scaling solution. Interestingly the effective EoS
parameter at this point now reads
weff =
wλ+ β
λ− β , (4.73)
which implies an accelerated universe in some region of the (λ, β) parameter
space, as shown in Fig. 4.17.
We will not deliver a detailed stability analysis as we did in Sec. 4.2
for each critical point of Tab. 4.9. However in Fig. 4.17 a self contained
explanation on the possible future attractors of the system depending on
the values of λ and β is provided. Note that with a non vanishing coupling
also Points Oβ and A± can represent future attractors. These situations are
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Figure 4.18: Phase space portrait of the dynamical system (4.68)–(4.69)
and the coupling (4.72) with the values w = 0, λ = 3, β = −2. The scaling
solution of Point B represents in this case an accelerating universe since lies
inside the yellow/shaded region.
however not interesting for dark energy phenomenology since no accelerated
expansion can be obtained at these points.
The most interesting feature of this model, and usually of all the coupled
quintessence models, is that the scaling solution of Point B can now give
an accelerating universe, as shown for example in the phase space portrait
of Fig. 4.18. This could in principle solve the cosmic coincidence problem
since an everlasting expanding solution with Ωφ ≃ 0.7 can now be achieved.
Unfortunately whenever Point B describes an accelerating solution Point Oβ
does not appear in the phase space. This implies the absence of a matter
dominated saddle point, as shown in Fig. 4.18, and thus the expansion his-
tory of the universe cannot be fully described. Note also that unless β is
very small Point Oβ does not describe a matter dominated solution at all.
Although it fails to account for a matter dominated epoch, this example
provides useful insights to build a suitable dark energy model capable of solv-
ing the cosmic coincidence problem. In fact it is easy to realize a slightly
more complicated model where a matter dominated solution or a scaling
solution with weff = w appear; for example with a double exponential po-
tential (Miritzis, 2003b). If a heteroclinic orbit connecting a critical point
with weff = w to a late time attracting scaling solution with weff < −1/3 is
present in the phase space, then a viable solution to the coincidence prob-
lem can be obtained. This suggests that introducing a coupling between
quintessence and the matter sector could constitute the right way to a res-
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olution of one of the cosmological problems.
To conclude this section we give a brief summary on what we have dis-
cussed. Quintessence models coupled to dark energy are well characterized
by the coupling quantity Q. For sufficiently simple models the effects of the
coupling Q are represented by the dimensionless variable q which can be
related to the EN variables and thus does not increase the dimensionality
of the phase space. Several possible coupling Q have been considered in the
dynamical systems literature (see Tab. 4.8) and we have analysed the most
studied one, namely Q = βκρφ˙. This correspond to q as given by Eq. (4.72)
and to a dynamical system capable of providing accelerated scaling solu-
tions, but unable of describing a viable matter dominated cosmological era.
Nevertheless this simple example suggests that quintessence models coupled
to the matter sector are good candidates to solve the cosmic coincidence
problem. It is expected that more complicated models could yield both a
tracking regime and an accelerating scaling solution, though no such study
has been performed so far. In such a situation both the fine tuning problem
of initial conditions and the cosmic coincidence problem would be solved
within a single theoretical dark energy model.
4.6 Multiple scalar fields
In this final section we will review the possibility that dark energy is com-
posed by more than one scalar field. We will not present any detailed analysis
but will only discuss the main features arising from multiple scalar fields and
provide references to dynamical systems works.
The Lagrangian of N minimally coupled canonical scalar fields is given
by
Lφ1,... ,φN = −
N∑
i=1
∂φ2i − V (φ1, ... , φN ) , (4.74)
where ∂φ2i = g
µν∂µφi∂νφi is the kinetic term of the ith scalar field and
V (φ1, ... , φN ) is a general potential for all the scalar fields. In this section
Latin indices such as i, j will run from 1 to N . The whole effective action
for the dynamics at cosmological scales will then be
S =
∫
d4x
√−g
(
R
2κ
+ Lm + Lφ1,... ,φN
)
, (4.75)
where the first and second terms compose the usual Einstein-Hilbert La-
grangian plus matter (4.1).
The Friedmann and acceleration equations obtained from action (4.75)
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are
3H2
κ2
= ρ+
(∑
i
φ˙2i
2
)
+ V , (4.76)
1
κ2
(
2H˙ + 3H2
)
= −p−
(∑
i
φ˙2i
2
)
+ V , (4.77)
while the Klein-Gordon equation of the ith scalar field is
φ¨i + 3Hφ˙i +
∂V
∂φi
= 0 . (4.78)
Note that there are N Klein-Gordon equations now, one for each scalar field.
In general a coupling between one or more of the scalar fields and matter
could be considered adding a right hand side term on some of Eqs. (4.78)
similar to the one considered in Sec. 4.5. In our discussion however we will
not consider such a possibility. Note that a coupling between the scalar fields
is implicit in the potential V which is a general function of all the scalar
fields. The dynamics of Eqs. (4.76)–(4.78) strongly depends on the form of
the potential V and before recasting the equations into a dynamical system
one is forced to choose a specific potential. In other words the choice of
dimensionless variables will now depend on what potential V is assumed. In
what what follows we will briefly discuss the two main potentials considered
in the literature.
The first model we consider is known as assisted quintessence being a
late time adaptation of the assisted inflationary model (Liddle et al., 1998; Assisted
quintessenceMalik & Wands, 1999). The multifield potential is in this case given by
V (φ1, ... , φN ) =
∑
i
Vi(φi) =
∑
i
e−λiκφi , (4.79)
where λi are N parameters. The potential (4.79) is nothing but the sum of
N individual exponential potential for each single scalar field. Knowing the
dynamics of the single quintessence model with an exponential potential, it
is clear that the multifield potential (4.79) is the simplest choice one can
make. In this case we can define 2N normalised variables as
x2i =
κφ˙i
6H2
, and y2i =
κVi
3H2
, (4.80)
which reduce the cosmological equations to the 2N -dimensional dynamical
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system represented by31
x′i = −3xi +
√
3√
2
λiy
2
i +
3
2
xi
∑
j
[
x2j + (w + 1)
(
1− x2j − y2j
)]
, (4.81)
y′i = −
√
3√
2
λixiyi +
3
2
yi
∑
j
[
x2j + (w + 1)
(
1− x2j − y2j
)]
, (4.82)
where the Friedmann constraint
Ωm +
∑
i
x2i +
∑
i
y2i = 1 (4.83)
has been enforced.
Although it represents a simple extension of the exponential potential
to more than one scalar field, the dynamics arising from this model is quite
interesting. The most important feature, which was first proposed in the
assisted inflationary model (Liddle et al., 1998), is that late time accelerated
expansion can be achieved even if the single exponential potentials are not
flat enough. In fact from Sec. 4.2 we know that for the single field exponential
potential a future dark energy dominated attractor can only be obtained if
λ2 < 2. The late time dynamics of the assisted quintessence model (4.79)
can however be mapped into the one of a single scalar field φ˜ with potential
V (φ˜) = V0 exp(−λ˜κφ˜) where32
1
λ˜2
=
∑
i
1
λ2i
. (4.84)
It is then clear how the trick of assisted quintessence works. Even if each
single exponential potential Vi is such that λ
2
i > 2, according to Eq. (4.84)
the average λ˜ determining the dynamics at late times can satisfy λ˜2 < 2.
This is an interesting result especially because steep potentials are simpler
to predict from high energy physics phenomenology.
The assisted inflationary and quintessence models have been analysed
using dynamical systems techniques by several authors. Coley & van den
Hoogen (2000) studied in detail the model with two and three scalar fields.
Guo et al. (2003c) considered the case where some of the single exponential
potentials Vi can be negative. Huey & Tavakol (2002) generalised the ex-
ponential potentials with a temperature (background) dependent coupling
and delivered a general analysis about tracking solutions in such models.
Karthauser & Saffin (2006) showed that scaling solutions for the uncoupled
31No summation on repeated Latin indices is considered in this section unless explicitly
specified.
32This works for the late time attracting solution where all the scalar field achieve the
same value φi = φ. The dynamics around this solution can be mapped into a single scalar
field model by φ˜ = Nφ and V˜ = NV ; see Liddle et al. (1998).
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(non-interacting scalar fields) potential V =
∑
i Vi appear only if the Vis are
all exponential and for other kinds of potentials a coupling, such as the one
motivated by string theory phenomenology that they considered, is needed.
Finally Kim et al. (2005) reviewed the assisted quintessence scenario and
proved that no assisted behavior arises if the Vis are all of the power-law
type.
At this point we turn our attention to another well studied possibility of
multi-scalar quintessence. This time we will consider the multiplicative (or
cross-coupling) multifield exponential potential defined by
V (φ1, ... , φN ) =
∑
i
Vi(φ1, ... , φN ) =
∑
i
Λi exp
∑
j
λijφj , (4.85)
where λij are now N ×N parameters and Λi are N constants. This model
is sometimes called generalised assisted quintessence or inflation, depending Generalised assisted
quintessenceif late or early time applications are respectively considered. Note that now
the scalar fields are interacting with each other. Defining again 2N EN
variables as
x2i =
κφ˙i
6H2
, and y2i =
κVi
3H2
, (4.86)
the cosmological equations (4.76)–(4.78) can be recast into the 2N -dimensional
dynamical system
x′i = −3xi +
√
3√
2
∑
j
λjiy
2
j +
3
2
xi
∑
j
[
x2j + (w + 1)
(
1− x2j − y2j
)]
, (4.87)
y′i = −
√
3√
2
yi
∑
j
λijxj +
3
2
yi
∑
j
[
x2j + (w + 1)
(
1− x2j − y2j
)]
, (4.88)
where again the Friedmann constraint
Ωm +
∑
i
x2i +
∑
i
y2i = 1 (4.89)
has been taken into account. Note how (4.87)–(4.88) are similar to (4.81)–
(4.82) except for the λ-terms. The general system (4.87)–(4.88) has been
studied by Collinucci et al. (2005) where detailed examples with two and
three scalar fields were provided and useful de Sitter future attractors were
found. Hartong et al. (2006) showed that such accelerated solutions can be
obtained also with some negative Vis and then generalised the analysis to
the case of non vanishing spatial curvature. A simpler model where all the
Λis are equal and there are only N parameters λi have been considered by
van den Hoogen & Filion (2000) and Guo et al. (2003a). In this case we
can reduce the dimensionality of the system to N + 1 equations defining a
single EN variable for the potential as y2 = κV/(3H2). Moreover if
∑
i λ
2
i <
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3(w+1) the late time attractor is always given by a dark energy inflationary
solutions (Guo et al., 2003a).
To conclude the section we mention few works considering dynamical
systems arising from more complicated multifield potentials. Zhai & Zhao
(2006) analysed two scalar fields with a rather complicated potential and a
kinetic coupling motivated by quintessential inflation phenomenology. They
showed that within this model de Sitter acceleration can be obtained both
at early and late times. A kinetic coupling between the scalar fields is also
present in the analysis of van de Bruck & Weller (2009) where the multifield
potentials (4.79) and (4.85) are considered in such a framework. Finally
Marsh et al. (2012) studied dynamical systems in the context of string theory
phenomenology where a complicated two-field potential appears.
Chapter 5
Dark energy from
non-canonical scalar fields
This chapter will review dynamical systems applications to dark energy
models built with non-canonical scalar fields. Contrary to the canonical
scalar field, whose Lagrangian is given by (4.5), the Lagrangian of a non-
canonical scalar field contains a non standard kinetic term. In general non-
canonical scalar fields suffer from theoretical issues which do not appear in
the canonical case. They can however be easily motivated by high energy
phenomenology and provide a bridge between cosmological observations and
high energy physics. For these reasons the cosmological applications of non-
canonical scalar fields are the subject of several works in the dark energy
literature.
In this chapter a full dynamical analysis of the simplest models will
be presented, while for the more complicated models brief discussions and
detailed references to the dynamical systems literature will be provided.
The chapter is organised as follows. In Sec. 5.1 the dynamics of the phan-
tom dark energy model will be reviewed in details, finding the critical points,
their properties and plotting the phase space portraits. In Sec. 5.2 the quin-
tom model, where both a phantom and a canonical scalar field appear, will
be presented and discussed. Sec. 5.3 will then be devoted to k-essence and
higher order scalar fields cosmology. The main features and applications
of these generalised models of dark energy will be outlined and discussed.
In Sec. 5.4 the cosmic dynamics of tachyons will be fully analysed with dy-
namical systems techniques and dark energy models built from more general
Lagrangians, which can be motivated by extra dimensional theories, will be
briefly treated. Finally Sec. 5.5 will present some non-scalar field models of
dark energy which can be studied with dynamical systems methods.
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5.1 Phantom dark energy
The first non-canonical scalar field model we study is mathematically the
simplest one to deal with. Its Lagrangian is almost the same as the canon-
ical one (4.5) with only the sign of the kinetic term to be the opposite of
quintessence. Explicitly we have
Lφ = +∂φ2 − V (φ) , (5.1)
where ∂φ2 = ∂µφ∂
µφ and V (φ) is a self-interacting potential. Note the sign
of the kinetic term which is the opposite with respect to (4.5).
The scalar field defined by the Lagrangian (5.1) is known as phantom
field since its equation of state (EoS) is capable of reaching values wφ < −1,Phantom
scalar field which lie in the so-called phantom regime (Caldwell, 2002; Caldwell et al.,
2003). A dark energy model able to produce an EoS with values below −1
is interesting under a phenomenological point of view since the phantom
regime is slightly favored by astronomical observations, though not with
statistical significance. The present value for the dark energy EoS parameter
is measured to be roughly wDE ≃ −1.1± 0.2 (Ade et al., 2013). Though the
ΛCDM model with the constant value wΛ = −1 still fits the observational
results, phantom dark energy with wDE < −1 could in principle better
accommodate the data. Recall that the EoS of quintessence is constrained
into the interval [−1, 1]; see Eq. (4.15). This implies that a canonical scalar
field cannot account for a dark energy EoS in the phantom regime. If future
observations will exclude values wDE > −1, then we will need to rely on
dark energy models where the phantom regime can be attained. For scalar
field models this means to abandon the canonical formulation and to probe
new non-canonical possibilities, the simplest one being the phantom field
(5.1).
Unfortunately leaving the canonical paradigm means also the appearance
of new theoretical problems (see e.g. Carroll et al. (2003); Cline et al. (2004)).
The most evident in the case of the phantom field (5.1) is the introduction of
negative energies. Flipping the sign of the kinetic energy inevitably leads to a
total energy of the scalar field which is no more bounded from below. From a
quantum perspective this implies the appearance of ghosts (modes violating
unitarity) in the theory, while from a classical point of view solutions of
the equations of motion are no more stable under small perturbations and
the dominant energy condition is violated. For the phantom field (5.1)
there is no way to cure such pathologies since a negative kinetic energy
always introduce these problems. However we will consider the phantom
scalar field as a simple phenomenological model capable of producing dark
energy with EoS values below −1. We will ignore these theoretical problems,
interpreting the model as an emergent phenomenon not to be trusted at the
deepest fundamental level. This is the approach of every work whose aim is
to study phantom dark energy.
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A general cosmological fluid with an EoS in the phantom regime implies
also a different destiny for the universe. In fact if we go back to Eq. (3.11)
and assume w < −1, once we substitute this into the Friedmann equation
(3.6), instead of obtaining Eq. (3.23), the expanding solution for the scale
factor will be
a(t) ∝ (t0 − t)
2
3(w+1) , (5.2)
where t0 is some time in the future. Note that the exponent of t0 − t in
Eq. (5.2) is negative for w < −1 and thus a(t) is indeed expanding as t
increases. The interesting feature of this solution is that at the time t = t0
the scale factor diverges. This implies that at some time in the future the
expansion will become so fast that everything in the universe will be ripped
apart. This future singularity is known as the big rip (Caldwell et al., 2003) Big rip
and always happens in universes which are perpetually phantom dominated.
At this point we start analysing the dynamics of the phantom scalar field
(5.1). Assuming a flat FRW metric, the cosmological equations arising from
the Lagrangian (5.1) in the presence of a matter fluid with1 p = wρ are
3H2 = κ2
(
ρ− 1
2
φ˙2 + V
)
, (5.3)
2H˙ + 3H2 = κ2
(
−wρ+ 1
2
φ˙2 + V
)
, (5.4)
φ¨+ 3Hφ˙− V,φ = 0 , (5.5)
where again a dot means differentiation with respect to the coordinate time
t. Note the opposite sign with respect to Eqs. (4.10)–(4.12) in all the terms
where a derivative of φ appears. The EoS of the scalar field is now given by
wφ =
1
2 φ˙
2 + V (φ)
1
2 φ˙
2 − V (φ) , (5.6)
while its energy density is
ρφ = −1
2
φ˙2 + V (φ) , (5.7)
and is clearly negative whenever the kinetic energy is bigger than the poten-
tial energy. Moreover when the kinetic energy equals the potential energy
the EoS (5.6) diverges. This can be taken as a first warning that the theo-
retical pathologies mentioned above can yield non physical behavior.
Since the cosmological equations (5.3)–(5.5) are almost the same as the
canonical scalar field ones, the use of the expansion normalised variables
(4.16) will again be of great advantage. Defining
x =
κφ˙√
6H
, y =
κ
√
V√
3H
, λ = −V,φ
κV
, (5.8)
1Here again 0 ≤ w ≤ 1/3, not to be confused with the discussion above of w < −1.
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the cosmological equations (5.3)–(5.5) can be rewritten as
x′ =
1
2
[
3(w − 1)x3 − 3x (w (y2 − 1)+ y2 + 1)−√6λy2] , (5.9)
y′ = −1
2
y
[
−3(w − 1)x2 + 3(w + 1) (y2 − 1)+√6λx] , (5.10)
λ′ = −
√
6(Γ− 1)xλ2 , (5.11)
where again
Γ =
V V,φφ
V 2,φ
. (5.12)
As in the quintessence scenario, Eqs. (5.9)–(5.11) do not form an autonomous
system of equations unless Γ can be written as a function of λ in which case
they represent a 3D autonomous dynamical system. A similar analysis for
arbitrary potentials as the one conducted in Sec. 4.4 could be performed
here for the phantom field and interesting potentials, such as the power-law
one of Sec. 4.3, could be studied. However we will focus on the exponential
case where Eqs. (5.9)–(5.10) constitute a 2D autonomous system and λ be-
comes a constant. This is the simplest case and also the most studied in the
literature (Hao & Li, 2003a; Urena-Lopez, 2005). It will suffice in showing
the most important features characterizing the phantom scalar field model
of dark energy. Again, though the major dynamical and phenomenological
features of a phantom scalar field with an exponential potential have ex-
tensively been analysed through the literature, some of the work presented
in this section will nevertheless constitute an original contribution of this
thesis2.
In what follows we will assume
V (φ) = V0e
−λκφ , (5.13)
where V0 > 0 is a positive constant and λ a parameter. Eqs. (5.9)–(5.10)
will form a 2D dynamical system in the variables x and y which must also
satisfy the Friedmann constraint
Ωφ = −x2 + y2 = 1− Ωm ≤ 1 , (5.14)
since Ωm, the relative energy density of matter, is assumed to be positive.
The Friedmann constraint (5.14) now fails to close the (physical) phase space
to a compact set. The forbidden non-physical regions now lies above and
below the hyperbolae y = ±√1 + x2 with the physical phase space con-
strained between the two. The system (5.9)–(5.10) is again invariant under
the transformation y 7→ −y, meaning that the dynamics in the negative y
half-plane will be a reflection of the one in the positive y half-plane. Having
2In particular the global analysis of the model with the behaviour at infinity has never
been considered.
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Point x y Existence weff Accel. Ωφ Stability
O 0 0 ∀ λ,w w No 0 Saddle
C −λ/√6
√
1 + λ
2
6
∀ λ,w −1− λ2/3 Yes 1 Stable
Table 5.1: Critical points of the system (5.9)–(5.10) with existence, physical
and stability properties.
assumed V > 0, i.e. y > 0, we will only analyse the upper half-plane. Note
also that the (x, λ) 7→ (−x,−λ) symmetry holds in the dynamical system
(5.9)–(5.10). As in the canonical case we will thus only need to consider
positive λs since negative values will lead to the same dynamics after a re-
flection around the y-axis. Note that the effective EoS (5.6) can now be
rewritten3 as
wφ =
x2 + y2
x2 − y2 , (5.15)
which diverges whenever x2 = y2.
The critical points of the system (5.9)–(5.10) are listed, together with
their existence, physical and stability properties, in Tab. 5.1. There are only
two finite critical points of this system:
• Point O. The origin of the phase space is again a critical point rep-
resenting a matter dominated universe: Ωm = 1 and weff = w. Its
existence is independent by the values of w and λ and, as it happened
in quintessence models, it always acts as a saddle point, attracting
trajectories along the x-axis and repelling them towards the y-axis.
• Point C. The only non trivial critical point appearing in the phase
space is the scalar field dominated (Ωφ = 1) Point C (see Tab. 5.1
for the coordinates). It exists for all values of w and λ and, being
scalar field dominated, it lies on the upper hyperbola y =
√
1 + x2.
The effective EoS at this point matches the scalar field EoS and takes
the value weff = wφ = −1 − λ2/3, which is in the phantom regime
for every value of λ different from zero. As λ increases from zero to
higher values Point C moves away from point (0, 1) along the upper
hyperbola. Finally Point C is always a stable point and as we will see
below it always represents the future global attractor.
Although there are only two critical points, these are the right ones needed
to describe a late time transition from matter to phantom domination. In
fact a heteroclinic orbit connecting Point O to Point C would represent such
3The dynamical system for phantom scalar field in the variables (Ωφ, wφ) can be found
in Fang et al. (2014a).
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Figure 5.1: Phase space portrait near the origin of the dynamical system
(5.9)–(5.10) with the values w = 0 and λ = 1. Point C represents a phantom
dominated point, while the dashed/red line denotes the heteroclinic orbit
connecting Point O to Point C and characterizing the matter to phantom
transition. The external green/shaded region shows where the universe is
phantom dominated (weff < −1), while the internal yellow/shaded region
shows where the universe undergoes a standard accelerated expansion (−1 <
weff < −1/3).
phenomenological behavior. Note that the steeper is the potential, i.e. the
higher the value of λ, the more Point C will fall into the phantom regime,
i.e. the lower the value of weff at Point C will be. In order to characterize
the small deviation allowed by the observational data, only small values of
λ should be considered in this model (λ2 ≃ 3/10 for wDE ≃ −1.1).
We can now have a look at the phase space portrait near the origin. This
has been plotted in Fig. 5.1 for the values4 w = 0 and λ = 1. The qualitative
behavior of the flow in the phase space does not change for different values
of λ. Point C will always constitute the global future attractor moving along
the y =
√
1 + x2 hyperbola as the value of λ changes, while Point O will
always be a saddle point. The hyperbola y =
√
1 + x2 divides the physically
allowed region (Ωm > 0) of the phase space to the non physical one (Ωm < 0)
above itself. The external green/shaded region in Fig. 5.2 represent the area
of the phase space where the universe is phantom dominated (weff < −1),
while the internal yellow/shaded region shows where the universe undergoes
standard accelerated expansion (−1 < weff < −1/3). Note that outside
the unit disk only phantom behavior is possible. The phase space for the
4Different values of w in the physically meaningful region 0 ≤ w ≤ 1/3 do not alter the
qualitative analysis that follows.
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Figure 5.2: Evolution of the phenomenological quantities for an orbit shad-
owing the matter to phantom transition in the phantom dark energy model.
phantom scalar field is not compact and trajectories can escape at infinity.
From Fig. 5.1 it is clear that the past attractors of the phase space must be
represented by points at infinity.
The whole late time dynamics of the phantom scalar field model is com-
pletely self-explained by Fig. 5.1. The red/dashed line denotes the hete-
roclinic orbit connecting the matter dominated Point O with the phantom
dominated Point C, and trajectories aiming at characterizing the late time
transition from matter to phantom acceleration must shadow this orbit. In
Fig. 5.2 the evolutions of the energy densities of matter (Ωm) and the phan-
tom field (Ωφ) together with the effective EoS (weff) and the scalar field EoS
(wφ) have been plotted for a trajectories shadowing the heteroclinic orbit
between Point O and Point C and coming from x→ +∞ as η → −∞. The
late time matter to phantom transition is well explained by the effective EoS
dropping from zero to a value below −1 exactly when the scalar field start
dominating. Right before the transition the scalar field acts as a negligible
cosmological constant with the value wφ = −1. Nevertheless, although the
late time behavior could well characterize the observed universe, the scalar
field experiences non physical features during its early time evolution.
First at very early times the scalar field energy density diverges at minus
infinity, while the matter energy density compensate this situation diverging
at plus infinity. This non-physical behavior is independent of the trajectory
coming from positive or negative values of x as η → −∞ since effectively
Ωφ ≃ −x2 at early times. This implies that the scalar field will always
present a negative energy in the very early universe. Its EoS during this
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period is wφ ≃ 1 describing a kinetic dominated stiff fluid, while the effective
EoS diverges at −∞ in the past, but it stabilises around the matter value
as soon as the scalar field energy density approaches zero.
At some point deep into the matter dominated era the scalar field EoS
present a discontinuity diverging at +∞ and emerging at −∞. This always
happens when x2 = y2, as noticed before in Eq. (5.15), and no orbit in the
phase space can avoid such singularity5. Although for orbits shadowing the
matter to phantom transition this discontinuity happens extremely close to
Point O where the scalar field energy density is negligible, the fact that a
singularity appears in the dark energy EoS represents the direct effect of
the theoretical problems mentioned above. In fact the phantom scalar field
model of dark energy should be trusted for phenomenological applications
only after this discontinuity has occurred. Everything that comes before
should be ignored, assuming that other physical mechanisms come into play
and that the effective description of dark energy as a phantom scalar field
ceases. This also applies to the very early unphysical behavior which for
the same reason should be neglected even more. If the model is seriously
considered only after the non physical behaviors have happened, then it can
effectively describe the late time expansion of the universe with a distinctive
signature on the dark energy EoS which could be measured by forthcoming
observations.
In the final part of this section we will determine the behavior of the
flow at infinity. As we mentioned above, and as it is clear from Fig. 5.1, the
phase space of the system (5.9)–(5.10) is not compact. In order to analyse
the flow at infinity we must employ the techniques developed in Sec. 2.7.
The first step is to determine critical points at infinity using Eq. (2.62). The
polynomial terms of higher order in Eqs. (5.9) and (5.10) are of the third
order in x and y. If we consider only these higher terms, then Eq. (2.62)
vanishes identically implying that every point at infinity is a critical point.
This could be expected by the behavior of the flow in Fig. 5.1 which seems
to be not attracted by any specific point as it diverges at infinity in the past.
This behavior is confirmed by numerical computation. In Fig. 5.3 the
global phase space for the dynamical system (5.9)–(5.10) has been drawn.
The phase space has been compactified using the projection onto the Poincare´
sphere given by Eq. (2.58). Every point on the unit circle, corresponding
to points at infinity, is a critical point. They lie between Points A± and
Points B± which delimits the boundaries of the physical phase space. These
points represent the past attractors of the system which can be split into
two invariant sets: trajectories on the right of the heteroclinic orbit con-
necting Point O with Point C have the points between Points A+ and B+
5The singularity appears when a solution cross one of the lines y = ±x. Note that before
the singularity the scalar field EoS parameter is one, while after it the EoS approaches the
value wφ = −1. Looking at Fig. 5.1 it is clear that every trajectory, a part from the scalar
field dominated solutions on the upper hyperbola, must eventually cross one of these lines.
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Figure 5.3: Global phase space portrait of the system (5.9)–(5.10).
as past attractors, while trajectories on the left have the points between
Points A− and B− as their past attractors. The constant line Y = 1/
√
2
corresponds to the upper hyperbola y =
√
1 + x2 in the non compact phase
space. The region of the phase space above this line, but still inside the
unit disk (dashed line in Fig. 5.3) due to the compactification, stands for
the physically forbidden region where the matter energy density is negative
(Ωm < 0).
One might note from Fig. 5.3 that as orbits approach the critical points
at infinity they are slightly attracted by Point B+ on the right and Point A−
on the left. This behavior can be understood considering again Eq. (2.62):
if we allow also the second order terms into this equations6 we obtain
sin θ − sin 3θ = 0 , (5.16)
which gives the (physical) solutions θ = 0, π/4, 3π/4, π corresponding to
Points A± and B± in Fig. 5.3. Moreover the function sin θ− sin 3θ is always
negative in the intervals [0, π/4] and [3π/4, π], implying that the flow is
moving clockwise near the unit circle between the Points A± and B±. In
fact, as can be seen from Fig. 5.3, the flow at the right end of the compactified
phase space is slightly attracted by Point A+, while the flow at the left end
is slightly attracted by Point B−. Of course since all points at infinity are
critical points and the higher order terms in Eq. (2.62) vanish, this behavior
6Strictly speaking, critical points at infinity, together with their stability, are only
determined by the highest polynomial terms with the lower terms having no influence
(Perko, 2001). However, in order to determine the qualitative behavior of the flow as
infinity is reached, we can consider the highest surviving terms in this approximation and
obtain some information from them.
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constitutes only a higher order feature which slightly deviates the flow as it
approaches infinity.
In conclusion the phantom scalar field model of dark energy can be con-
sidered as a viable description of late time cosmology capable of predicting
a dark energy EoS in the phantom regime (wDE < −1). If future observa-
tions will constrain the dark energy EoS to lie in the phantom regime, then
a phantom scalar field with a negative kinetic energy is certainly the sim-
plest model which can account for such behavior. Its dynamics is extremely
simple to analyse with only two finite critical points appearing in the phase
space and no qualitative dependence on the theoretical parameters. The 2D
phase space is mathematically simple to handle with the dynamical systems
tools we developed in Chapter 2, including the behavior at infinity.
The phantom scalar field has its drawbacks. First of all its early time
phenomenology presents singularities which clearly indicates the non via-
bility of the model during this period. These infinities are the direct con-
sequence of more fundamental problems connected with negative energies
appearing in the theories. Nevertheless the model can be completely trusted
as an emergent phenomenon at late times and assumed not to hold at early
times where different mechanisms should come into play to cure the patholo-
gies. Moreover the model does not solve the cosmic coincidence problem and
suffer from the fine tuning of initial condition, exactly as quintessence with
an exponential potential does; see Sec. 4.2. In fact the only solutions capa-
ble of well describing the late time transition from matter to acceleration,
which happens at the present cosmological time with no reason, are the ones
shadowing the heteroclinic orbit between Points O and C, which of course
require special initial conditions.
These conclusions apply only at the phantom scalar field with an expo-
nential potential and matter with an EoS parameter 0 ≤ w ≤ 1/3. Urena-
Lopez (2005) extended the analysis to matter fluids outside the [0, 1/3] in-
terval in which situation scaling solutions appear. Li & Hao (2004) instead
generalised the phantom dynamics to multiple scalar fields with an O(N)
symmetry and found the lower bound wDE > −3 for phantom stable at-
tractor solutions. It might also be the case that the choice of other poten-
tials leads to the solution of some of these problems, as it happens in the
quintessence case of Chapter 4. Hao & Li (2004) discussed the dynamics of
the phantom field for a general potential, looking in particular at tracking,
de Sitter and big rip solutions. Hao & Li (2003b) showed that de Sitter-like
solutions always arises as late time attractors if the phantom scalar field
potential has a non-vanishing maximum. Nojiri et al. (2005) instead clas-
sified the possible singularities appearing in general phantom dark energy
models (including interactions with the matter fluid) and studied them with
dynamical systems methods.
Finally several authors considered a coupling between the phantom scalar
field and the matter sector. Guo et al. (2005a), Gumjudpai et al. (2005),
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Chen et al. (2009) and Wei (2011a) analysed the dynamics of an exponen-
tial potential with a number of phenomenological couplings mostly of the
types listed in Tab. 4.8. Leon & Saridakis (2010) studied a model where the
mass of dark matter particles depends on the phantom field for both expo-
nential and power-law potentials, and later Boehmer et al. (2012a) applied
the centre manifold theorem to the same model. The common conclusion
achieved by these works is that the interaction between the phantom scalar
field and the matter sector cannot solve the cosmic coincidence problem, as
it happens in the case of quintessence (see Sec. 4.5), because of the lack of
accelerating scaling solutions constituting late time attractors.
5.2 Quintom dark energy
Before looking at other non-canonical scalar field models of dark energy, in
this section we will first consider an interesting two-field model with one
canonical scalar field φ and one phantom scalar field σ. The Lagrangian of
such a model reads
Lquintom = −1
2
∂φ2 +
1
2
∂σ2 − V (φ, σ) , (5.17)
where ∂φ2 = ∂µφ∂
µφ, ∂σ2 = ∂µσ∂
µσ and V (φ, σ) is a general potential for
both the scalar fields. Note the opposite sign of the kinetic terms implying
that φ is a canonical scalar field and σ is a phantom scalar field. The
model (5.17) has been dubbed quintom dark energy from the fusion of the Quintom
dark energywords quintessence and phantom.
The most interesting phenomenological feature of this model is that its
dark energy EoS is capable of crossing the so-called phantom barrier, i.e. the
cosmological constant value wDE = −1. In other words, wDE can take val-
ues both above and below −1 with a possible dynamical transition from the
standard to phantom regimes. Such behavior is important since, though as-
tronomical observations allow for a present phantom dark energy EoS, they
also favor a quintessence EoS in the past, as it was pointed out by Feng et al.
(2005) who first proposed the quintom paradigm. We learned in Chapter 4
that the EoS of quintessence must satisfy wDE > −1, while in Sec. 5.1 we
have seen that for phenomenologically acceptable phantom models, i.e. valid
only after the early time singularities in the EoS has taken place, the scalar
field EoS is constrained in the phantom regime wDE < −1. There is no way
thus to cross the phantom barrier with a single canonical or phantom scalar
field. This can be achieved with more general non-canonical scalar fields,
but the simplest model is represented by the quintom Lagrangian (5.17).
In this section we will deal with the simplest quintom models without
delivering a complete dynamical systems analysis. Detailed references to the
literature for works studying quintom dark energy with dynamical systems
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methods will be provided. The reader interested in the theory and phe-
nomenology of these models can refer to the extensive review by Cai et al.
(2010). Similarly to the multi-field quintessence models we encountered in
Sec. 4.6, we can distinguish between interacting and non-interacting poten-
tials for the two scalar fields φ and σ of the quintom scenario. We will deal
first with the non-interacting case and then discuss interacting models.
The potential V (φ, σ) for non-interacting scalar fields can be generally
written as
V (φ, σ) = V1(φ) + V2(σ) , (5.18)
where V1(φ) and V2(σ) are arbitrary self-interacting potentials for the two
scalar fields φ and σ respectively. In this situation we have two separated
scalar fields which can be treated exactly as if they were single models.
The cosmological equations are given by the Friedmann and acceleration
equations
3H2
κ
= ρ+
1
2
φ˙2 + V1(φ)− 1
2
σ˙2 + V2(σ) , (5.19)
1
κ
(
2H˙ + 3H2
)
= −wρ− 1
2
φ˙2 + V1(φ) +
1
2
σ˙2 + V2(σ) , (5.20)
and by the Klein-Gordon equations
φ¨+ 3Hφ˙+
∂V1(φ)
∂φ
= 0 , (5.21)
σ¨ + 3Hσ˙ − ∂V2(σ)
∂σ
= 0 . (5.22)
In order to recast them into a dynamical system we define EN variables as
xφ =
κφ˙√
6H
, yφ =
κ
√
V1√
3H
, λφ = − 1
κV1
∂V1
∂φ
, (5.23)
xσ =
κσ˙√
6H
, yσ =
κ
√
V2√
3H
, λσ = − 1
κV2
∂V2
∂σ
. (5.24)
To find the dynamical system governing the cosmological evolution, we pro-
ceed in the same way as with the quintessence and phantom field7. Eventu-
7Derive the variables xφ, yφ, xσ, yσ, λφ and λσ with respect to dη = Hdt, and then
use Eqs. (5.19)–(5.22) to replace H˙, φ¨ and σ¨.
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ally Eqs. (5.19)–(5.22) yield
x′φ =
3
2
[
xφ
[
(w − 1)(x2σ + 1)− (w + 1)(y2φ + y2σ)
]− (w − 1)x3φ +
√
3√
2
λφy
2
φ
]
,
(5.25)
y′φ = −
yφ
2
[
3(w − 1)(x2φ − x2σ) + 3(w + 1)
(
y2σ + y
2
φ − 1
)
+
√
6λφxφ
]
,
(5.26)
x′σ =
3
2
[
(w − 1)x3σ − xσ
[
(1− w)(1− x2φ) + (w + 1)(y2φ + y2σ)
]−
√
2√
3
λσy
2
σ
]
,
(5.27)
y′σ = −
yσ
2
[
3(w − 1)(x2φ − x2σ) + 3(w + 1)
(
y2σ + y
2
φ − 1
)
+
√
6λσxσ
]
,
(5.28)
λ′φ = −
√
6(Γφ − 1)xλ2φ , (5.29)
λ′σ = −
√
6(Γσ − 1)xλ2σ , (5.30)
where
Γφ = V1
V1,φφ
V 21,φ
, Γσ = V2
V2,σσ
V 22,σ
, (5.31)
and the Friedmann constraint
−x2σ + x2φ + y2σ + y2φ = Ωm − 1 ≤ 1 , (5.32)
holds. If Γφ and Γσ can be written as functions of λφ and λσ respectively,
then Eqs. (5.25)–(5.30) constitute a 6D dynamical system and a similar
analysis of the one we performed in Sec. 4.4 can be conducted. Such a work
has recently been done in detail by Leon et al. (2014) where critical points
and the stability analysis have been studied and also the specific potential
V (φ, σ) = A sinh2(αφ) +B cosh2(βσ) has been considered as an example.
In what follow however we will briefly discuss the exponential potential
case where
V1(φ) = Ae
−λφκφ and V2(σ) = B e−λσκσ , (5.33)
with A, B, λφ, λσ all constant. This represent the simplest situation where
Eqs. (5.25)–(5.28) form an autonomous 4D dynamical system. The expo-
nential potentials (5.33) have been analysed by Guo et al. (2005b) who found
quintessence dominated solutions, phantom future attractors and scaling so-
lutions (see also Cai et al. (2010)). We will not list here all the critical points
with their properties, but limit our discussion to the interesting late time
phenomenology arising from this model. The reader interested in the details
may find more information in the mentioned references.
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Figure 5.4: Late time evolution for the phenomenological quantities of the
uncoupled quintom model with exponential potentials. The values λφ = 2,
λσ = 1 and w = 0, together with suitable initial conditions, have been
chosen.
Using the variables (5.24) the energy densities and EoS of the scalar
fields can be written as
Ωφ = x
2
φ + y
2
φ , wφ =
x2φ − y2φ
x2φ + y
2
φ
, (5.34)
Ωσ = −x2σ + y2σ , wσ =
−x2σ − y2σ
y2σ − x2σ
, (5.35)
while the energy density and EoS of dark energy, given by the added con-
tributions of φ and σ, are
ΩDE = −x2σ + x2φ + y2σ + y2φ , wDE =
−x2σ + x2φ − y2σ − y2φ
−x2σ + x2φ + y2σ + y2φ
. (5.36)
The effective EoS is instead given by
weff = w
(
x2σ − x2φ − y2σ − y2φ + 1
)− x2σ + x2φ − y2σ − y2φ , (5.37)
where one can see the separate contributions of the phantom and quintessence
fields respectively.
In Fig. 5.4 the late time evolution of the phenomenological quantities
(5.34)–(5.37) for the quintom uncoupled model with exponential potentials
(5.33) have been plotted. The initial conditions have been chosen to high-
light the characteristics of the quintom paradigm while the values λφ = 2,
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λσ = 1 and w = 0 have been considered. Only the late time evolution is
shown when the singularities associated with the phantom field have already
taken place and the effective field approach applies (see Sec. 5.1). In the ex-
ample of Fig. 5.4 the phantom field asymptotically dominates in the future,
with the quintessence field never completely dominating during its evolu-
tion. The matter to dark energy transition begins with both the scalar field
energies raising from negligible values to an order of magnitude comparable
with the matter energy density. However before dark energy start domi-
nating the quintessence energy decreases again while the phantom energy
begins its domination.
The interesting features happen in the EoS parameters during the matter
to dark energy transition (solid lines below zero in Fig. 5.4). As one can
see from Fig. 5.4, wφ (green line) always lies above the phantom barrier,
while wσ (blue line) always stays below −1. Their effective contribution
however, denoted by wde (red line), is able to cross the phantom barrier
being greater than −1 before the matter to dark energy transition and below
−1 thereafter. The EoS of dark energy is thus above −1 in the past and
below −1 at both the present and future times. Note that the effective
EoS is still in the quintessence region at the present time (denoted by the
vertical dotted line in Fig. 5.4) while the dark energy EoS is effectively in
the phantom regime. The average evolution of the universe is not influenced
by the change in nature of dark energy. Indeed the transition from matter
to phantom domination for the effective EoS (black dashed line in Fig. 5.4)
happens similarly as in the single phantom scalar field case of Sec. 5.1. This
changes somehow for different choices of the model parameters or initial
conditions, but if today the effective EoS and the dark energy EoS are
constrained to be above and below −1 respectively, then the universe must
evolve exactly as depicted in Fig. 5.4.
The situation described in Fig. 5.4 is the one slightly favored by ob-
servational data, though not at a statistically significant level. The quin-
tom model with uncoupled exponential potentials is thus able to provide
a dynamical crossing of the phantom barrier unifying the properties of
quintessence and phantom dark energy. If future observations will constrain
the dark energy EoS to be below −1 today but above −1 in the past, then
the quintom scenario of Fig. 5.4 will be the simplest framework where such
a situation can arise.
At this point we turn our attention to quintom models with a potential
coupling the two scalar fields. As in the case of multiple quintessence fields
(Sec. 4.6), the simplest and most studied of such potentials is again of the
exponential type, namely
V (φ, σ) = V0 e
−λφκφ−λσκσ . (5.38)
This scenario has first been studied with dynamical systems techniques by
Lazkoz & Leon (2006) who found tracking, phantom and quintessence solu-
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tions. Then Leon et al. (2008) employed advanced dynamical systems meth-
ods to analyse its past asymptotic dynamics and again Leon et al. (2009)
generalised the investigation to spatially non-flat cosmologies, performing
also the analysis at infinity.
The cosmological equations for the general coupled case are
3H2
κ
= ρ+
1
2
φ˙2 − 1
2
σ˙2 + V (φ, σ) , (5.39)
1
κ
(
2H˙ + 3H2
)
= −wρ− 1
2
φ˙2 +
1
2
σ˙2 + V (φ, σ) , (5.40)
and
φ¨+ 3Hφ˙+
∂V
∂φ
= 0 , (5.41)
σ¨ + 3Hσ˙ − ∂V
∂σ
= 0 . (5.42)
The coupled potential (5.38) is mathematically simpler to analyse than the
uncoupled one (5.18), because it only requires one EN variable for the po-
tential energy rather than two. This is a similar situation to the one we
encountered in Sec. 4.6 where for multiple interacting quintessence fields
with a coupling exponential potential only one EN variable was employed
instead of N . In fact defining the EN variables
xφ =
κφ˙√
6H
, xσ =
κσ˙√
6H
, y =
κ
√
V√
3H
, (5.43)
Eqs. (5.39)–(5.42) can be recast into the following 3D autonomous dynamical
system
x′φ =
1
2
[
3xφ
(
(w − 1)x2σ − (w + 1)y2 + w − 1
)− 3(w − 1)x3φ +√6y2λφ] ,
(5.44)
x′σ =
1
2
[
3(w − 1)x3σ − 3xσ
(
(w − 1)x2φ + (w + 1)y2 − w + 1
)−√6y2λσ] ,
(5.45)
y′ = −1
2
y
[
3(w − 1)(x2φ − x2σ) + 3(w + 1)
(
y2 − 1)+√6λσxσ +√6λφxφ] ,
(5.46)
where the Friedmann constraint
x2φ − x2σ + y2 = Ωm − 1 ≤ 1 . (5.47)
must hold. The fact that the dynamical system of this model is three di-
mensional means that suitable plots of the phase space can be drawn, as
for example the ones exposed by Lazkoz & Leon (2006). However we will
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Figure 5.5: Late time evolution for the phenomenological quantities of the
coupled quintom model with exponential potentials (5.38). The values λφ =
1, λσ = 1.5 and w = 0, together with suitable initial conditions, have been
chosen for the plot.
focus again on the late time phenomenology leaving the dynamical systems
details to the mentioned references.
The energy density and EoS of dark energy, given by the mixed contri-
butions of φ and σ, are now given by
ΩDE = −x2σ + x2φ + y2 , wDE =
−x2σ + x2φ − y2
−x2σ + x2φ + y2
. (5.48)
while the effective EoS is
weff = w
(
x2σ − x2φ − y2 + 1
)− x2σ + x2φ − y2 . (5.49)
In Fig. 5.5 the late time evolution of these quantities have been plotted
for the values λφ = 1, λσ = 1.5 and w = 0. The initial conditions have
again been chosen in order to highlight the qualities of this quintom model.
For the coupled case dark energy acts as a cosmological constant during
the matter dominated epoch eventually switching to phantom values during
the deceleration to acceleration phase. This is clear in Fig. 5.5 where the
dark energy EoS (red solid line) is constantly −1 in the past before taking
values below −1. Note that also the coupled exponential potential quintom
model manages to fit the best astronomical data having both weff > −1
and wDE < −1 today (vertical dotted line in Fig. 5.5). This represents thus
another viable model of dynamical crossing of the phantom barrier, even
though the dark energy EoS in the past is basically −1.
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Unfortunately neither the coupled nor the uncoupled quintom models
with exponential potentials seem to solve the cosmic coincidence problem
and the fine tuning of initial conditions. The matter to dark energy transi-
tion happens again at the present times without an apparent reason, while
highly special initial conditions are required to fit the observations. It might
be possible that employing potentials beyond the exponential cases will
lead to a solutions of these problems, at least partially. However these
models will be difficult to study with dynamical system techniques since
their autonomous systems will present a minimum of six dimensions, if
they can be constructed at all. For this reason few authors have consid-
ered dynamical systems applications to quintom models beyond the sim-
ple exponential potentials. Zhang et al. (2006) worked with the potential
V (φ, σ) = A exp(−λφκφ)+B exp(−λσκσ)+C exp(−λφκφ/2) exp(−λσκσ/2)
where the EN variables (5.24) can be used with the interacting term giving
rise to contributions proportional to yφyσ. They also proposed a quintom
model with mass varying neutrinos instead of the quintessence field. Setare
& Saridakis (2008) generalised the quintom exponential case to multiple
scalar fields with an O(N) symmetry showing that in this case the phantom
dominated solutions always represents the future attractor of the system.
In general however it might be possible that different variables are bet-
ter suited for the analysis of more complicated potentials. This is indeed
the approach considered by some authors such as Lazkoz et al. (2007) and
Setare & Saridakis (2009). Finally some people advanced models with a
kinetic coupling between the scalar fields. Saridakis & Weller (2010) intro-
duced the coupling ∂µφ∂
µσ, while Wei & Cai (2005) and Alimohammadi &
Mohseni Sadjadi (2006) analysed the so-called hessence dark energy scenarioHessence
dark energy with the Lagrangian L = −∂φ2/2 + φ2∂σ2/2− V (φ).
5.3 k-essence and higher-order scalar fields
In this section we will briefly review dynamical systems applications to more
general scalar field models characterized by Lagrangians with higher-order
derivative terms. For these more complicated models dynamical systems
analyses are highly involved and thus only an overview with simple dis-
cussions on the more important models will be given here. Nevertheless
detailed references to the literature of dynamical systems applications, with
comments on the main results, will be provided.
In order to simplify the following equations we will denote the scalar
field kinetic term with
X = −1
2
∂φ2 = −1
2
∂µφ∂
µφ . (5.50)
Note that for a homogeneous scalar field (φ = φ(t)) in a FRW metric (3.1)
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the kinetic energy (5.50) is always positive reducing to
X =
1
2
φ˙2 . (5.51)
The first broad class of models we will discuss is known as k-essence k-essence
from kinetic generalisation of quintessence. Its Lagrangian is an arbitrary
function P of the kinetic term and the scalar field φ and can be written as
Lk-essence = P (X,φ) . (5.52)
It clearly contains as subclasses both the canonical and phantom scalar
fields, but the new cosmological features of these models will mainly come
from the contribution of the higher-order terms. The cosmological equations
following from the scalar field Lagrangian (5.52) are
3H2
κ2
= ρ+ 2X
∂P
∂X
− P , (5.53)
1
κ2
(
2H˙ + 3H2
)
= −p− P , (5.54)
together with the scalar field equation(
∂P
∂X
+ 2X
∂2P
∂X2
)
φ¨+ 3H
∂P
∂X
φ˙+ 2X
∂2P
∂X∂φ
− ∂P
∂φ
= 0 . (5.55)
Note that the function P plays the role of the scalar field pressure pφ in
Eq. (5.54), which is why the letter P has been used8. From Eq. (5.53)
instead the scalar field energy density can be obtained as
ρφ = 2X
∂P
∂X
− P , (5.56)
which reduces to the usual ρφ = X + V in the canonical case. The EoS for
the k-essence scalar field can be written as
wφ =
P
ρφ
= P
(
2X
∂P
∂X
− P
)−1
, (5.57)
with the allowed range and possible singularities strongly dependent on the
function P (X,φ).
As mentioned in Sec. 5.1, a non-canonical scalar field Lagrangian will in
general introduce theoretical problems at both the quantum and classical
levels. In order to avoid these instabilities, at least at the classical level, the
k-essence Lagrangian (5.52) must satisfy some consistency conditions, which
8In literature the common convention is to use the lower case letter p for the Lagrangian
(5.52). We will however use the upper case P in order to not create confusion with the
matter pressure.
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come from the requirement that solutions of the theory must be stable under
small perturbations. These conditions can be translated into two constraints
over the energy density and speed of sound of the scalar field which are
required to be positive. In quantitative terms the constraints
ρφ ≥ 0 and c2s ≥ 0 , (5.58)
where the scalar field energy density ρφ is given by in Eq. (5.56) and the
speed of sound of adiabatic perturbations is defined as
c2s =
∂P
∂X
/
∂ρφ
∂X
, (5.59)
must hold (see Garriga & Mukhanov (1999) for more details).
The k-essence scalar field has first been considered as a model of dark
energy by Chiba et al. (2000) and Armendariz-Picon et al. (2000, 2001) who
found that tracking behavior is possible in these general models and late time
accelerated solutions are easy to obtain. Eqs. (5.53)–(5.55) are however too
complicated to directly study with dynamical systems techniques due to
the unknown dependence upon the arbitrary function P (X,φ). For a deep
dynamical analysis some assumptions to reduce the general function P must
first be taken into account. Through the literature several different forms
of the k-essence Lagrangian have been considered, however for dynamical
systems applications we can broadly divide them into three subclasses.
The first subclass of k-essence Lagrangian we will discuss considers the
function
P (X,φ) = Xg(Xeλκφ) , (5.60)
where g is an arbitrary function and λ a constant. For these models the EN
variables (4.16) are well suited for studying the dynamics since the argument
of the function g becomes proportional to x2/y2. The reason why the La-
grangian (5.60) is important is its connection with scaling solutions. More
precisely Piazza & Tsujikawa (2004) (see also Tsujikawa & Sami (2004);
Gong et al. (2006)) proved that scaling solutions appear in k-essence mod-
els only if a Lagrangian of the type (5.60) is assumed. As we known from
Chapter 4, scaling solutions are of great relevance for the cosmic coincidence
problem since stable accelerated scaling solutions could completely solve this
issue. Tsujikawa (2006) showed that for the general class (5.60), even in the
presence of a coupling to the matter sector, the dark energy late time solu-
tions are always unstable in the presence of a scaling solution unless they are
of the phantom type. Subsequently Amendola et al. (2006) generalised this
analysis to a matter to dark energy coupling dependent on φ and found that
the Lagrangian (5.60) can be generalised to P = Q2(φ)Xg(XQ2(φ)eλκφ)
where Q(φ) is the coupling function. They also performed a dynamical sys-
tems analysis finding critical points corresponding to scaling, quintessence
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and phantom dominated solutions. Remarkably they showed that a dynam-
ical sequence with one early time matter scaling solution and one late time
dark energy scaling solution never occurs in such models.
If the Lagrangian (5.60) is well known to give rise to scaling solutions,
in the second subclass of k-essence we consider tracking solutions are the
dominant feature. The function P (X,φ) for this category can be generally
written as the factorised product
P (X,φ) = K(φ)P˜ (X) , (5.61)
where K(φ) and P˜ (X) are arbitrary functions of φ and X respectively. La-
grangians of this kind has been proposed in the first models of k-essence.
Chiba et al. (2000) (see also Yang & Xiang-Ting (2011); Fang et al. (2014b))
considered square kinetic corrections as P (X,φ) = f(φ)(−X+X2) with f a
general function of φ (usually of the power-law type) and showed that track-
ing behavior, as well as quintessence and phantom attractors, arise in such
models. Then Armendariz-Picon et al. (2000, 2001) showed that tracking
solutions naturally appear for the models (5.61) during the radiation domi-
nated era, with the scalar field EoS reducing to −1 (cosmological constant)
during the matter dominated era and driving the late time accelerated ex-
pansion as effective quintessence. Although these tracking solutions could
solve the fine tuning problem of initial conditions, Malquarti et al. (2003a)
showed that the basin of attraction of the k-essence tracking solutions is
smaller than the quintessence one, implying that canonical scalar field mod-
els are still better candidate to address this issue.
Models of k-essence of the type (5.61) plus a self-interacting potential
for the scalar field have also been studied. Malquarti et al. (2003b) demon-
strated that for such models, which include (5.61), if the scalar field is ap-
proximately constant during some period of its cosmic evolution, then the
theory effectively reduces to quintessence for that period of time. Piazza
& Tsujikawa (2004) (see also Gumjudpai et al. (2005)) studied Lagrangians
of the type P = −X + Aeλ1κφX2 − Be−λ2κφ which can easily be moti-
vated by string theory phenomenology. They also considered a coupling
between the matter fluid and the scalar field and performed a dynamical
analysis of the model λ1 = λ2 = λ. This last model naturally yields scal-
ing solutions as it can be rewritten into the form (5.60) with the function
g(Y ) = −1 +AY −B/Y .
A complete dynamical systems analysis of such model has been recently
delivered by the author of this thesis9 (Tamanini, 2014). The late time
dynamics of the system results similar to the late time dynamics of the
canonical quintessence case with the appearance of dark energy and scaling
solutions. However the early time dynamics is completely different from the
canonical one. In particular the scalar field kinetic dominated solutions no
9See Appendix A.
130 Chapter 5
longer appear in the phase space of this model. The early time behaviour
is now characterized by a matter dominated solution, which is better in
agreement with a radiation or dark matter dominated epoch as required by
observations. The model can thus be used to describe a universe where dark
energy becomes important only at late times while dark matter dominates
at early times. In the same paper the case g(Y ) = −1 − B/Y + ξ√1/Y
has also been considered. The background dynamics of this model presents
a richer phenomenology with respect to the canonical case. The early time
behaviour results similar to the canonical one, though super-stiff (weff > 1)
transient regions always appear in the phase space. What changes more
is the late time evolution where phantom dominated solutions, dynamical
crossings of the phantom barrier and new scaling solutions emerge in the
phase space. This model can thus be used to describe a late time dark
energy dominated universe capable of dynamically crossing the phantom
barrier as the astronomical observations slightly favour. Moreover we can
achieve transient periods of super-acceleration (H˙ > 0) where the universe
expands only for a finite amount of time. These solutions can be employed
to build phantom models of inflation. The drawbacks of such model arise
at the level of perturbations where instabilities of the scalar field always
appear.
Finally another interesting subclass of k-essence models is represented
by the Lagrangian
P = F (X)− V (φ) , (5.62)
where a non canonical kinetic term appears together with a standard self-
interacting potential for the scalar field. As shown by De-Santiago et al.
(2013) (see also De-Santiago & Cervantes-Cota (2014)), who also consid-
ered bouncing solutions10, a detailed dynamical systems analysis can be
performed introducing the variables
x =
κ√
3H
√
2X FX − F and y = κV√
3H
, (5.63)
where FX denotes the derivative of F with respect to X. Note that for the
canonical case F = X these reduce to the EN variables (4.16). Besides late
time accelerated solutions, De-Santiago et al. (2013) found also that scaling
solutions are possible for some special functions F and V of the model (5.62),
even if this cannot be written in the form (5.60).
Some authors have also consider theories of multiple non-canonical scalar
fields with higher-order terms. Tsujikawa (2006) and Ohashi & Tsujikawa
(2009) proved that for multiple k-essence scalar fields, each one with a La-
grangian Pi = Xig(Xie
λiκφi), assisted behavior is possible; see Sec. 4.6.
More recently Chiba et al. (2014) studied scaling solutions in the same model
10Solutions where the universe passes from expansion to contraction (or the other way
around).
Non-canonical scalar fields 131
with interactions to the matter sector, showing that accelerated scaling so-
lutions can be obtained and that the cosmic coincidence problem could be
avoided.
At this point we turn our discussion from k-essence models to other
higher-order scalar field models. Some of them are motivated by high en-
ergy physics, some by phenomenological insights and some even by theoret-
ical issues such as the avoidance of ghosts in the higher order scalar field
terms. Gao et al. (2010) considered the direct insertion of a kinetic term
in the energy-momentum tensor of the scalar field, completely bypassing
the Lagrangian set up. They used this model for a unified approach to
both dark matter and dark energy with the scalar field behaving as matter
(dust) at early times. Leon & Saridakis (2013) delivered a detailed dynam-
ical systems analysis for generalised Galileon cosmologies where the higher Galileons
order terms of the scalar field satisfy the Galilean symmetry φ 7→ φ+ c and
∂φ 7→ ∂φ + bµ with c and bµ constant. They showed that in this model
the higher order contributions do not influence the late time cosmological
dynamics where the evolution is governed by an effective canonical scalar
field. Finally Gomes & Amendola (2014) recently studied scaling solutions
for general higher order Lagrangians of the Horndeski type where the equa- Horndeski
Lagrangianstion of motion remain of the second order (no ghosts). They found matter
dominated solutions followed by an accelerating scaling solution, sequence
which could not be obtained with simpler scalar fields. This particular late
time evolution can in principle solve the cosmic coincidence problem and
provide a viable cosmic history for the observed universe.
In conclusion higher-order scalar fields are interesting since they can pro-
vide a dynamical evolution mixing features of different canonical and phan-
tom scalar fields. Late time tracking, scaling, quintessence and phantom
behavior is possible with viable attempts at solving the fine tuning and cos-
mic coincidence problems. Unfortunately the rather complicated equations
of motion arising in these theories prevent simple applications of dynami-
cal systems theories and rather involved analysis are required, often dealing
with non-compact high-dimensional autonomous systems.
5.4 Tachyons and DBI scalar fields
Some particular models of k-essence which deserve more attention, are the
ones known under the names of tachyonic and DBI dark energy. In this
section a detailed dynamical analysis for the simplest tachyonic theory will
be delivered, while dynamical systems references and discussions will be
provided for more complicated tachyonic and DBI models.
Tachyons are particles predicted by string theory in its low-energy effec- Tachyons
tive field theory description (Mazumdar et al., 2001; Sen, 2002a,c,b). Appli-
cations of tachyonic scalar fields to late time cosmology were considered soon
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after they arose from high-energy physics (Padmanabhan, 2002; Gibbons,
2002, 2003; Bagla et al., 2003; Gorini et al., 2004). They can be defined by
the Dirac-Born-Infeld (DBI) Lagrangian11DBI tachyonic
Lagrangian Ltachyons = V (φ)
√
1 + ∂φ2 , (5.64)
where again ∂φ2 = gµν∂µφ∂νφ and V is a general function of φ which is
generally called the scalar field potential, though it does not correspond to
the potential energy. Note that in order for the Lagrangian to be mathe-
matically consistent, i.e. to be real, the assumption 1 + ∂φ2 ≥ 0 must be
made a priori. Also the dimensionality of the scalar field, i.e. its physical
units, is now taken in order to render ∂φ2 dimensionless.
The flat FRW cosmological equations derived from the Lagrangian (5.64)
minimally coupled to general relativity are
3H2
κ2
= ρ+
V√
1− φ˙2
, (5.65)
2H˙
κ2
= −(w + 1)ρ− φ˙
2V√
1− φ˙2
, (5.66)
and the scalar field equation
φ¨
1− φ˙2 + 3Hφ˙+
V,φ
V
= 0 , (5.67)
where again V,φ denotes the derivative of V with respect to φ. The assump-
tion 1 + ∂φ2 ≥ 0 now translates into φ˙2 ≤ 1 which implies the consistency
of Eqs. (5.65)–(5.67). The scalar field energy density and pressure can be
written as
ρφ =
V√
1− φ˙2
and pφ = −V
√
1− φ˙2 , (5.68)
and its EoS becomes
wφ =
pφ
ρφ
= −1 + φ˙2 . (5.69)
Note that whenever the scalar field kinetic energy vanishes the EoS takes
the cosmological constant value −1.
In order to convert Eqs. (5.65)–(5.67) into a dynamical system, we need
to define suitable dimensionless variables. Following Copeland et al. (2005a)
we introduce the variables
x = φ˙ and y =
κ
√
V√
3H
. (5.70)
11Sometimes the tachyonic Lagrangian Ltachyons = −V (φ)
√
− det(gµν + ∂µφ∂νφ) is as-
sumed instead of (5.64); see e.g. Copeland et al. (2005a). Nevertheless the cosmological
equations (5.65)–(5.67) can be equally derived from both the Lagrangians.
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Note that x is dimensionless due to the non standard units of φ (mass−1).
The cosmological equations (5.65)–(5.67) can now be rewritten as
x′ =
(
x2 − 1) (3x−√3λy) , (5.71)
y′ = −1
2
y
[
3y2
(
w − x2 + 1)√
1− x2 − 3(w + 1) +
√
3λxy
]
, (5.72)
λ′ =
√
3
(
Γ− 3
2
)
xyλ2 , (5.73)
where we have defined
λ = − V,φ
κV 3/2
and Γ =
V V,φφ
V 2,φ
, (5.74)
and the Friedmann constraint
y2√
1− x2 = 1− Ωm ≤ 1 , (5.75)
must be satisfied. Eqs. (5.71)–(5.73) are consistent in the range x2 ≤ 1 which
follow from the constraint φ˙2 ≤ 1. The limit x→ ±1 must be handled with
care but, as we will see, only the points (x, y) = (±1, 0) will be part of the
phase space due to the Friedmann constraint (5.75).
Note the difference in the definition of λ with respect to the canonical
case (4.26) where V appeared linearly in the denominator. The function
V (φ) corresponding to a constant λ is the inverse square potential
V (φ) =
M2
φ2
, (5.76)
whereM is a constant with units of mass which relates to λ asM = 2/(κλ).
The simplest case of tachyonic dark energy is thus characterized by the
inverse square potential and not by the exponential potential as in canonical
quintessence.
Eqs. (5.71)–(5.73) do not represent an autonomous system due to the
appearance of Γ which is still a function of φ. However, exactly as in the
quintessence models (Sec. 4.4), both λ and Γ are functions of φ implying
that for suitable λ(φ) Γ can be written as a function of λ, namely Γ(λ).
In this case Eqs. (5.71)–(5.73) close to a 3D autonomous dynamical system
and a general analysis similar to the one we considered for quintessence in
Sec. 4.1 can be performed (Fang & Lu, 2010). We will however focus on
the Γ = 3/2 case corresponding to the potential (5.76) and to a constant λ.
References and discussions for other potentials V (φ) will follow.
For the inverse square potential (5.76) Eqs. (5.71)–(5.72) constitute an
autonomous 2D dynamical system which has been studied by Copeland
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Point x y Existence weff wφ Ωφ Stability
O 0 0 ∀ λ,w w −1 0 Saddle
A± ±1 0 ∀ λ,w 0 0 – Unstable
B yB λ/
√
3 yB ∀ λ,w −1 + y2B λ2/3 −1 + y2B λ2/3 1 Stable
Table 5.2: Critical points of the system (5.71)–(5.72) with existence, physical
and stability properties. The coordinate yB is given in Eq. (5.79).
et al. (2005a) (for a similar dynamical analysis see also Aguirregabiria &
Lazkoz (2004)). The variables x and y must satisfy the Friedmann con-
straint (5.75) which renders the phase space compact. Moreover the system
(5.71)–(5.72) is odd-parity invariant, i.e. it is invariant under the mapping
(x, y) 7→ (−x,−y). This implies that only half of the (x, y)-space need to
be analysed and we will choose the positive y half plane for convenience.
Another symmetry of the dynamical system (5.71)–(5.72) is represented by
the mapping (x, λ) 7→ (−x,−λ) which is the same appearing in canonical
quintessence. It implies that only positive values of λ need to be considered
since negative values would lead to the same dynamics after a reflection
over the y-axis. From all this information we learn that the phase space
for the tachyonic potential (5.76) is compact and constrained in the region
−1 ≤ x ≤ 1 and 0 ≤ y ≤ 1. Its exact shape depends on the Friedmann
constraint and can be seen in Fig. 5.6. Note that only at the points (±1, 0)
of the phase space the dynamical system (5.71)–(5.72) is undetermined.
The relative energy density and EoS of the tachyonic scalar field can be
written as
Ωφ =
y2√
1− x2 and wφ = −1 + x
2 , (5.77)
while the effective EoS of the universe is
weff = w
(
1− y
2
√
1− x2
)
− y2
√
1− x2 . (5.78)
Note that the tachyonic EoS is constrained in the interval −1 ≤ wφ ≤ 0
since x2 ≤ 1.
The critical points of the system (5.71)–(5.72) are listed, together with
their phenomenological and stability properties, in Table 5.2. There are four
critical points:
• Point O. The origin of the phase space is again a matter dominated
point (Ωm = 1 and weff = w) where the scalar field energy vanishes
(Ωφ = 0). It exists for every value of the parameters and always rep-
resents a saddle point attracting orbits along the x-axis and repelling
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them towards the y-axis. The tachyon EoS at this point takes the
value −1 meaning that the negligible scalar field freezes and acts as a
cosmological constant.
• Points A±. The two points (±1, 0) are always present in the phase
space and always represent the past attractors being them the only un-
stable nodes. Interestingly the tachyonic EoS vanishes at these point
implying that the scalar field acts as pressure-less matter (dust) in the
early universe. Points A± are not formally part of the phase space
since the dynamical system (5.71)–(5.72) is singular for x = ±1. Nev-
ertheless they effectively act as critical points, though carefulness must
be taken in dealing with them knowing that standard dynamical sys-
tems techniques cannot apply. Their properties can only be derived
studying the limit of the flow in their neighborhood. For example the
scalar field energy density (5.77) is undetermined and only its limit as
solutions approach Point A± can be evaluated12.
• Point B. The last point in the phase space has coordinates (x, y) =
(yB λ/
√
3, yB) where
yB =
(√
λ4 + 36− λ2
6
)1/2
. (5.79)
It is a scalar field dominated point (Ωφ = 1) where the tachyonic EoS
assumes the value wφ = weff = −1 + y2B λ2/3. It always represent the
future attractor of the phase space being the only stable point and
appearing for every value of the parameters w and λ. Point B denotes
a late time dark energy dominated solution if λ2 < 2
√
3 in which case
weff < −1/3 at this point.
We notice that in the standard dynamical systems literature of this
tachyonic model another critical point usually is considered (Aguirregabiria
& Lazkoz, 2004; Copeland et al., 2005a). This would appear at coordinates
(x, y) = (
√
w + 1,
√
3(w + 1)/λ) which are indeed inside the allowed phase
space. However its existence requires the condition
w < −1 + λ
18
(√
λ4 + 36− λ2
)
, (5.80)
which is never satisfied inside the physically meaningful range 0 ≤ w ≤ 1/3
since the right hand side of (5.80) is never positive. It represents a scaling
solution with wφ = w even if the tachyon model does not seem to fall
12Although Points A± formally lie on the Ωφ = 1 line, implying scalar field domination,
at x = ±1 the dynamical system is singular and thus only the limit as trajectories approach
these point is mathematically correct. In fact, as we will see, different values of Ωφ are
obtained approaching Points A± from different directions.
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Figure 5.6: Phase space of the dynamical system (5.71)–(5.72) with the
values λ = 1 and w = 0. The yellow/shaded region denotes the area of the
phase space where the universe undergoes accelerated expansion.
into the general k-essence models (5.60) admitting scaling solutions. With
a suitable field redefinition however it is possible to relate the tachyonic
Lagrangian (5.64) to the k-essence Lagrangian (5.60) as shown by Copeland
et al. (2005a) (see also Gumjudpai et al. (2005)). We did not consider this
critical point since our focus is on dark energy models where the matter
sector cannot drive the accelerated expansion. The reader interested in the
analysis for non physical matter fluid can refer to Aguirregabiria & Lazkoz
(2004); Copeland et al. (2005a); Gumjudpai et al. (2005).
We are now ready to look at the phase space. As it is clear from the
properties of the critical points, for every admissible values of the parame-
ters λ and w the qualitative behavior of the phase space will be the same.
In Fig. 5.6 the phase space for the values w = 0 and λ = 1 has been plotted.
The future attractor is Point B which describes a dark energy dominated
solution whenever it falls inside the yellow/shaded region (λ2 < 2
√
3), which
denotes the area of the phase space where the universe undergoes accelera-
tion. All the orbits are heteroclinic solutions connecting Points A±, the past
attractors, to Point B, except for the heteroclinic orbit between Point O and
Point B (red/dashed line) and the ones between Points A± and Point O.
The heteroclinic orbit connecting Point O to Point B divides the phase
space into two invariant set with past attractors Point A+ and Point A−
respectively.
The phase space depicted in Fig. 5.6 can be employed to characterize
a late time matter to dark energy transition. Every orbit shadowing the
heteroclinic solution connecting Point O to Point B will indeed describe a
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Figure 5.7: Evolution of the phenomenological quantities (5.77) and (5.78)
for a solution shadowing the heteroclinic sequence A− → O → B in
Fig. (5.6).
matter dominated era followed by never-ending accelerated expansion. The
early time behavior is somehow complicated to derive since only the limit
to Points A±, the past attractors, makes sense mathematically. In any case
since at Points A± the tachyonic EoS vanishes, the scalar field will always
behave as non-relativistic matter at early times. The effective EoS of the
universe will then be constrained in the range 0 ≤ weff ≤ 1/3 as the orbits
approach Points A± in the past, with the precise value depending on the
matter EoS parameter w and on the relative energy density of the tachyon.
On the extremes if Ωφ = 0 then weff = w, while if Ωφ = 1 then weff = 0.
Of course if w = 0 then weff = 0 no matter the tachyonic energy Ωφ as the
solutions approach Points A±.
We provide two examples of how the phenomenological quantities (5.77)
and (5.78) evolve for two different trajectories in the phase space of Fig. 5.6.
In Fig. 5.7 these quantities have been plotted for a trajectory shadowing the
heteroclinic sequence A− → O → B, while in Fig. 5.8 they have been plotted
for a solution passing along, but not completely shadowing, the heteroclinic
orbit connecting Point A− to Point B. Both of them represent a late time
matter to dark energy transition as can be realized from the dynamics of
weff (blue/solid line) which is zero at early times and below −1/3 at late
times13. The dark tachyonic EoS however behaves slightly differently in
the two cases. In Fig. 5.7 it starts from zero (Point A−), decreases to −1
during the matter domination (Point O) and finally reaches the dark energy
13Phantom behavior cannot be obtained in this model.
138 Chapter 5
wΦ
WΦ
Wm
weff
logHaL
-1
0
1
Figure 5.8: Evolution of the phenomenological quantities (5.77) and (5.78)
for a solution sufficiently close to, but not completely shadowing, the hete-
roclinic orbit connecting Point A− to Point B in Fig. (5.6).
negative value (wφ ≃ −0.72) at late times (Point B). In Fig. 5.8 wφ starts
again from zero (Point A−) but then reaches almost immediately the dark
energy value (Point B) falling for a brief moment towards −1 as the solution
follow the boundary of the phase space in its transition from Point A− to
Point B.
The most important differences between Figs. 5.7 and 5.8 arise however
in the evolution of the energy densities of matter and dark energy. In Fig. 5.7
the late time behavior, when matter leaves dark energy to dominate, is
the expected one. At early times matter always dominates even in the
neighborhood of Point A−, since when wφ → 0 one still find Ωm = 1.
This implies that as we approach Point A− in the past following the y-
axis we find Ωφ → 0, as it is also evident first taking the limit y → 0 of
Ωφ and then the x → ±1 one. A completely different situation emerges
from Fig. 5.8 where Ωφ and Ωm are of the same order of magnitude in the
neighborhood of Point A−. In fact the more an orbit shadows the boundary
of the phase space in approaching Point A−, the more dark energy dominates
with Ωφ = 1 exactly on the boundary. This is the reason why we chose a
trajectory which does not follow exactly the heteroclinic orbit connecting
Point A− to Point B. Such solution would have given complete dark energy
domination in the past as it approached Point A−, while from Fig. 5.8 it is
clear that a scaling behavior is possible for orbits emerging from Point A−.
Although the evolution of the universe is practically the same at early
times since weff = 0 for every orbit approaching Points A±, the domination
by matter or tachyons will depend on the direction of the trajectory escaping
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from Points A±. Note that in this tachyonic dark energy model matter
domination is achieved at early times no matter the initial conditions one
chooses, implying that the fine tuning problem of initial conditions does
not arise in this framework. Moreover since the tachyonic field behaves as
pressure-less matter at early times, and can dominate as in Fig. 5.8, this
model can also be used as a dark matter unified theory, where both dark
matter and dark energy are described by a single scalar field (Padmanabhan
& Choudhury, 2002).
The inverse square potential (5.76) constitutes the simplest tachyonic
model to study with dynamical systems techniques, but applications to other
potential have also been considered in the literature. Fang & Lu (2010) per-
formed a general analysis of the dynamical system (5.71)–(5.73) for a general
function Γ(λ). The same approach, with a redefinition of the tachyonic field,
has been also used by Quiros et al. (2010) who studied the exponential, in-
verse power-law and V (φ) = V0[sinh(λφ)]
−α potentials as examples. The
inverse power-law potential, where Γ as given by (5.74) is constant, together
with more general potentials have also been considered by Copeland et al.
(2005a), while the exponential potential has been analysed also by Guo
et al. (2003b). In all these models future stable accelerated attractors can
be easily obtained. Hao & Li (2003b) and Chingangbam & Qureshi (2005)
proved that these dark energy late time solutions always arises when the
corresponding potentials admits a minimum. Li & Wu (2010) performed
the dynamical analysis for tachyons in spatially curved FRW universes fo-
cusing in particular on scaling solutions and Fang et al. (2014a) rewrote the
dynamical system (5.71)–(5.73) in the variables (Ωφ, wφ, λ) which can be
directly compared with astronomical observations.
Extended tachyonic models have also appeared in the dynamical systems
literature. Gumjudpai et al. (2005), Farajollahi & Salehi (2011a) and again
Farajollahi et al. (2011) added a coupling between the tachyon field and
the matter sector obtaining new scaling solutions. Guo & Zhang (2004)
expanded the system to multiple tachyons with inverse square potentials
showing that the dynamics is qualitatively similar to the single field scenario.
de la Macorra & Filobello (2008) coupled instead the tachyonic field to a
canonical scalar field, while Fang et al. (2014a) generalised the tachyonic
Lagrangian (5.64) to the Lagrangian L = −V (φ)(1 + ∂φ2)β studying the
dynamics of the cases β = 1, 2.
For phantom tachyons, where the sign of the kinetic term ∂φ2 is the
opposite of the one appearing in (5.64), the condition for late time phan-
tom stable domination is that V (φ) have a maximum (Hao & Li, 2003b).
Phantom tachyons have also been studied by Fang & Lu (2010); Gumjudpai
et al. (2005); Fang et al. (2014a). A quintom tachyonic model, where a stan-
dard tachyonic field is coupled to a phantom tachyon, has been proposed by
Shi et al. (2009) as an alternative solution for a dynamical crossing of the
phantom barrier.
140 Chapter 5
In the final part of this section we will discuss non canonical scalar
field models defined by a generalised DBI Lagrangians. These models are
usually motivated by D-brane (higher-dimensional theories) phenomenology
(see e.g. Silverstein & Tong (2004)) and can be defined by the scalar field
generalised DBI LagrangianGeneralised DBI
models
LDBI = 1
f(φ)
(√
1 + f(φ)∂φ2 − 1
)
− V (φ) , (5.81)
where f(φ) and V (φ) are arbitrary functions of the scalar field φ. The
cosmological equations deriving from the Lagrangian (5.81) are
3H2
κ2
= ρ+
γ2
γ + 1
φ˙2 + V (φ) , (5.82)
φ¨+
3H
γ2
φ˙+
V,φ
γ3
+
f,φ
2f
(γ + 2)(γ − 1)
γ(γ + 1)
φ˙2 = 0 , (5.83)
ρ˙+ 3H(1 + w)ρ = 0 , (5.84)
where we have defined
γ =
1√
1− f(φ)φ˙2
. (5.85)
Introducing the variables (Copeland et al., 2010)
x =
γκφ˙√
3(γ + 1)H
, y =
κ
√
V√
3H
, γ˜ =
1
γ
, (5.86)
which in the limit γ → 1 reduce to the canonical EN variables (4.16),
Eqs. (5.82)–(5.84) can be conveniently rewritten in a dynamical system for-
mulation as
x′ =
1
2
√
3γ˜(1 + γ˜)λy2 +
3
2
x
[
(1 + γ˜)(x2 − 1) + (1 + w)(1− x2 − y2)] ,
(5.87)
y′ = −1
2
√
3γ˜(1 + γ˜)λxy +
3
2
y
[
(1 + γ˜)x2 + (1 + w)(1− x2 − y2)] , (5.88)
γ˜′ =
γ˜(1− γ˜2)√
1 + γ˜
[
3
√
1 + γ˜ +
√
3γ˜
1
x
(µx2 − λy2)
]
, (5.89)
λ′ = −
√
3γ˜(1 + γ˜)λ2(Γ− 1)x , (5.90)
µ′ = −
√
3γ˜(1 + γ˜)µ2(Ξ− 1)x , (5.91)
where
λ = −V,φ
κV
, µ = − f,φ
κV
, (5.92)
and
Γ =
V V,φφ
V 2,φ
, Ξ =
f f,φφ
f2,φ
. (5.93)
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The Friedmann constraint (5.82) imposes the condition
x2 + y2 = 1− Ωm ≤ 1 , (5.94)
which is the same arising in canonical quintessence. The dynamical system
(5.87)–(5.91) seems a rather complicated extension of the ones we encoun-
tered so far. In what follows we will not perform a detailed dynamical analy-
sis but will only discuss the main features of this model providing references
to the dynamical systems literature.
The energy density and EoS of the scalar field are given by
Ωφ = x
2 + y2 and wφ =
γ˜x2 − y2
x2 + y2
, (5.95)
while the effective EoS is
weff = γ˜x
2 − y2 + w(1− x2 − y2) . (5.96)
Note how in this model the phenomenological quantities depend also on the
new variable γ˜, which is in general constrained as 0 ≤ γ˜ ≤ 1.
In analogy with other simpler models, if the variables Γ and Ξ can be
written as functions of λ and µ respectively, then Eqs. (5.87)–(5.91) would
represent a 5D autonomous system. The simplest case is again determined
by V and f being exponential functions where λ and µ become constant and
the system reduces to three dimensions. If instead f and V are of the power-
law type, then the quantity Γ and Ξ are constant and one obtain the simplest
5D system. These cases has been studied in detail by Copeland et al. (2010)
where dark energy attractors and scaling solutions where properly analysed.
Guo & Ohta (2008) considered the case f ∝ φ−4 and V ∝ φ2 which can be
naturally justified by D-brane phenomenology. They found scaling solutions
for negative (non physical) values of w in analogy to the simpler tachyonic
model. A general analysis of future attractor solutions for the generalised
DBI model (5.81) and different from of the functions f and V , has been
performed by Ahn et al. (2010, 2009) showing that if V (φ) has a minimum
then there is always a dark energy late time solution.
Finally Fang et al. (2006) studied the dynamics of the phantom case of
the Lagrangian (5.81) where the sign of ∂φ2 is inverted. They found stable
phantom late time attractors whenever V admits a positive maximum and
then considered an example with potential V (φ) = V0(1+φ/φ0) exp(−φ/φ0).
Kaeonikhom et al. (2012) instead added a coupling between the generalised
DBI field and the matter sector, while Gumjudpai & Ward (2009) extended
the Lagrangian (5.81) to LDBI =W (φ)/f(φ)
√
1 + f(φ)∂φ2−1/f(φ)−V (φ).
In conclusion the tachyonic and DBI scalar field models are strongly sup-
ported by high energy and multi-dimensional theories, but their dynamics
appears to be more complicated than other dark energy models, with few
exceptions as the simple tachyonic model analysed in detail in this section.
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Nevertheless among all the non canonical scalar field models of dark energy
they are the most studied ones since a possible observational evidence for
one of them could give useful insight to physics at high energies and to
possible extra dimensions.
5.5 Non-scalar models of dark energy
To conclude this chapter in this last section we briefly discuss models of
dark energy beyond the scalar field approach, motivated by either particle
physics or phenomenological applications. The pure gravitational sector will
be given again by general relativity14, while the matter sources will highly
vary from one model to another. No detailed dynamical systems analysis
will be provided in this section, but only brief discussions and references
to the literature will appear. The literature regarding dark energy models
beyond the scalar field paradigm is quite vast, though not extensive as the
one dedicated to scalar fields15. In this section we will focus on models which
have been analysed with dynamical systems techniques providing the due
references to relevant works.
As we mentioned in Chapter 3 the particle physics approach to dark
energy requires the introduction of new matter degrees of freedom needed to
drive the acceleration of the universe. These degrees of freedom are usually
associated with new particles yet to be discovered. The simplest case is
represented by a scalar particle, i.e. a scalar field, and it is the case we
considered so far in both Chapters 4 and 5. Of course the major part of the
literature on the subject considers scalar fields because they are both simple
to handle and able to give a low-energy effective field description of high-
energy theories. Moreover the simplest way to describe unknown degrees of
freedom in field theory is usually through scalar fields, unless these degrees
of freedom are somehow related, for example through a (gauge) symmetry.
It is thus natural to first characterize (dynamical) dark energy as a scalar
field, and only if such a description fails the experimental tests more complex
fields should be considered.
It might be the case however that different particle physics models of dark
energy predict distinctive observational signatures or new phenomenological
insights with respect to scalar field cosmology. Studying their theory and
dynamics is thus important not only to build alternative routes to solve the
dark energy mystery, but also to drive future experiments towards possible
14The dynamics of dark energy models with alternative theories of gravity will be the
argument of Chapter 6.
15Inserting a section on non-scalar models of dark energy inside the non-canonical scalar
field chapter seems quite unnatural and actually a separate chapter should be dedicated to
the subject. However there are few dynamical systems applications to non-scalar models
of dark energy in comparison to the large number of applications to scalar field models. A
whole chapter on the subject would result quite miserable with respect to the other ones.
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evidences that may differentiate between various dark energy models.
In (quantum) field theory a scalar particle is defined by having spin-0
and thus by being invariant under Lorentz transformations. The first natural
extension of a scalar field is represented by particles with non-zero spin16
such as spinors (spin-1/2) and vectors (spin-1). In what follows we will first
treat vector and spinor fields and then deal with other models.
Vector fields arise in the standard model of particle physics not only to Vector fields
describe the electro-magnetic interaction, but also as mediators of the nu-
clear forces. At the human scales the electro-magnetic field is sufficiently
strong to compete with gravity, but at cosmological scales it becomes in-
evitably negligible with respect to the gravitational attraction. There is
no way thus to render the electro-magnetic field stronger enough to obtain
appreciable cosmological effects needed to drive the late time accelerated
expansion.
One is thus led to postulate new vector fields, capable of modifying the
large scale dynamics but undetectable at solar system distances. Introduc-
ing a new vector field however breaks the isotropy invariance of the space,
since a preferred direction, the one the vector is pointing to, is automatically
selected. In order to avoid this problem, which would invalidate the cosmo-
logical principle (see Chapter 3), some authors have considered a triad of
vector fields invariant under SO(3) transformations, i.e. three dimensional
rotations (Bento et al., 1993; Armendariz-Picon, 2004). A dynamical sys-
tems analysis of such model has been done by Wei & Cai (2006) who also
added an interaction with the matter sector. They found that alleviations
of the fine tuning and cosmic coincidence problems are possible within this
framework and also phantom behavior can be attained without incurring
into a big rip. Wei & Cai (2007) studied also vector fields interacting with
a scalar field which can be motivated by Weyl geometry. A clear review
and dynamical systems analysis on various vector field models of dark en-
ergy has been delivered by Koivisto & Mota (2008). Among other results,
these authors showed that space-like vectors admit scaling solutions, while
time-like vectors easily avoid anisotropies.
Other vector fields that appear in the standard model of particle physics
are non-abelian Yang-Mills fields satisfying a more general gauge symme- Yang-Mills fields
try than the U(1) symmetry of electro-magnetism. These kind of fields
where applied to dark energy modeling and studied with dynamical systems
methods by Zhang et al. (2007) who, considering an interaction with both
radiation and non-relativistic matter, showed that a solution of the fine tun-
ing problem can be achieved. Zhao (2009) studied a coupling of Yang-Mills
fields with the matter sector finding that phantom behavior without big rip
16The spin of a particle is a non-negative half-integer number. It is believed that no
fundamental particles with spin higher than 2, corresponding to the graviton, are present
in Nature.
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can be obtained.
Spinor fields are less employed to model dark energy than vector fields.Spinor fields
Standard spinors, known as Dirac spinors and describing all the standard
model fermions, are usually not used to drive the universe into an accelerated
phase17. They are nevertheless useful to advance new models of dark matter
beyond the standard model of particle physics, since are better suited to
characterize non-relativistic matter.
There is a class of spinors however which has been largely considered
as an alternative model of dark energy: the so-called ELKO spinors. They
are non standard spinors18 able to provide interesting phenomenological fea-
tures in both early and late time cosmology. They can only couple directly
with gravity which renders them naturally invisible to radiation and earned
them the name dark spinors. An extensive review on the theory and cosmo-
logical applications of ELKO spinors has been compiled by Boehmer et al.
(2010a). Dark energy models of ELKO spinors have been studied with dy-
namical systems methods by Wei (2011b) and Sadjadi (2012), who found
that within this framework a solution of the fine tuning problem of initial
conditions is difficult to obtain. Nevertheless Basak et al. (2013) claimed
that an alleviation to the problem can be achieved, though Pereira et al.
(2014) criticised the result showing that no isolated critical points appear
at early times. They also found that phantom behavior is possible in such
models.
Besides the dark energy models built from standard model particles,
there are other approaches motivated by particle physics theory. In several
high energy theories the dynamics of the physical degrees of freedom is rep-
resented by forms. Without going into the details, forms are geometrical
objects which can be seen as generalisation of scalars (0-forms) and vectors
(1-forms). In a four dimensional spacetime there can be only forms up to
dimension four, but the zero and one dimensional forms correspond nothing
but to scalar and vector fields, while 4-forms are never dynamical. In cos-
mological applications 2-forms are similar to vector fields having their same
properties and problems. Three-forms instead lead to new phenomenologyThree-forms
and interesting dynamics at large scales.
Koivisto & Nunes (2009) employed three-forms to build models of infla-
tion and dark energy, showing that stable accelerator attractors are present
in the dynamics. The dynamical systems arising from three-form cosmol-
ogy present non-hyperbolic critical points and a complete analysis should
make use of centre manifold theory to determine the stability, as it has been
done by Boehmer et al. (2012a). Ngampitipan & Wongjun (2011) added a
coupling between three-forms and dark matter, looking for solutions of the
17See however Ribas et al. (2005) for some cosmological accelerating solutions with Dirac
fields.
18According to Lounesto general classification of all spinor fields, ELKO spinors belong
to the class of flag-pole spinors. They have mass dimension one and obey (CPT )2 = −1.
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cosmic coincidence problem.
Other dark energy models motivated by theoretical developments in par-
ticle physics consider the so-called unparticle physics. Unparticles are scale Unparticles
invariant low-energy degrees of freedom coming from effective field theories
of high energy physics (see e.g. Georgi (2007)). Their cosmological dynam-
ics has been studied with dynamical systems techniques by Chen & Jing
(2009) who found scaling solutions and showed that the fine tuning problem
of initial conditions can be avoided.
There are also models of dark energy which are not motivated by particle
physics but directly by phenomenological applications. The most famous of
these models is known as Chaplygin gas. It is a cosmological fluid with a Chaplygin gas
non standard EoS following the relation
p = − A
ρα
, (5.97)
where α is a parameter and A is a constant of suitable dimensions. The first
Chaplygin gas models considered the case α = 1, but later generalisations
with α 6= 1 have been advanced.
In a cosmological context the Chaplygin gas was proposed by Kamen-
shchik et al. (2001) as a unified model capable of account for both dark
matter and dark energy. Wu & Yu (2007) and Li et al. (2009) studied the
dynamics of large scales of Chaplygin gas models interacting with dark mat-
ter, obtaining late time scaling, de Sitter and phantom attractor solutions.
Then del Campo et al. (2013) coupled the Chaplygin gas to a scalar field
and performed a general dynamical systems analysis using the approach we
adopted in Sec. 4.4.
To conclude the section we mention some other phenomenological models
of dark energy which have recently been analysed with dynamical systems
techniques. Acquaviva & Beesham (2014) studied the dynamics of a dark
energy model given by a viscous fluid where friction interactions modify the
universe evolution. Avelino et al. (2013) (see also Cruz et al. (2014)) instead
considered dark matter to be a viscous fluid and added an interaction with
scalar field dark energy. In all these models dark energy late time solutions
can be obtained.
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Chapter 6
Dark energy beyond general
relativity: modified gravity
models
This chapter will deal with dark energy models motivated by modifications of
general relativity. In the previous chapters we have always assumed that the
gravitational interaction is well described by general relativity up to cosmo-
logical scales and that the accelerated expansion at late times is due to some
field sourcing the right hand side of the Einstein field equations. However
nothing assures us that general relativity provides an accurate description of
Nature at cosmic distances and thus alternative theories of gravity should be
equally investigated in the quest for the dark energy issue. In other words,
instead of introducing some unphysical matter fluid, one changes the left
hand side of the Einstein field equations, i.e. the pure gravitational sector,
in order to obtain the needed late time accelerated expansion. These modifi-
cations can be equally motivated by phenomenological arguments as well as
theoretical implications, such as for example the cosmological applications
of quantum gravity theories.
In this chapter we will analyse alternative theories of gravity where phe-
nomenological considerations lead to modifications of the cosmological equa-
tions. In Sec. 6.1 we will introduce Brans-Dicke theory and study it in some
details with dynamical systems methods. Sec. 6.2 will then be devoted to
scalar-tensor theories which generalise Brans-Dicke theory to some extent.
In Sec. 6.3 modifications of the Einstein-Hilbert action given either by an
arbitrary f(R) function or by higher order curvature invariants will be pre-
sented. Finally in Sec. 6.4 the Palatini approach to f(R) gravity and its
generalisations are considered, with a particular focus on a model studied
by the author in his research work.
The subject of modified theories of gravity is immensely vast, even if
restricted to dark energy applications, and more than one book can easily
147
148 Chapter 6
be filled with the topic. Moreover the cosmological dynamics arising from
these models is usually much more complicated than the general relativity
one and dynamical systems analyses often result in involved calculations.
For these reasons, in this chapter we will avoid to present detailed dynam-
ical systems computations, providing only qualitative calculations for the
simplest models and giving references with some discussions for the more
complicated ones. The result of this approach is that this chapter represents
a small review on alternative dark energy models which is much more useful
for a reader with already some knowledge on the subject.
6.1 Brans-Dicke theory
The first modified theory of gravity treated in this chapter introduces a
scalar degree of freedom non-minimally coupled to the gravitational sector.
The realization of a relativistic theory implementing Mach’s principle1 was
the first motivation for the proposal of such a theory by Brans & Dicke
(1961) and, among other applications, its cosmological consequences have
been studied in depth since it was advanced. The theory is now known as
Brans-Dicke theory after the authors who fathered it. The action of Brans-Brans-Dicke
theory Dicke theory is given by
SBD =
∫
d4x
√−g
[
φ
2
R− ωBD
2φ
∂φ2 − V (φ) + κ2Lm
]
, (6.1)
where ∂φ2 = ∂µφ∂
µφ, V (φ) is a self-interacting potential for the scalar
field and Lm represents the matter Lagrangian. The constant ωBD is called
the Brans-Dicke parameter2. Note the coupling between φ and the Ricci
scalar R, implying that the scalar field is non-minimally coupled to the
gravitational field.
The Brans-Dicke action (6.1) describes a modified theory of gravity
with the gravitational sector no longer given by the Einstein-Hilbert La-
grangian (4.1). The left hand side of the resulting gravitational field equa-
tions will now be different from the Einstein tensor, meaning that the matter
fields on the right hand side will source a more complex system of equa-
tions. Note that the scalar field φ replaces Newton’s gravitational constant
(or Planck mass) κ2 in front of R. This implies that now the strength of
the gravitational interaction depends on the amplitude of the scalar field,
1Mach’s principle can be formulated in various ways. One of these is that the inertia
of moving bodies should be related to the distribution of masses in the universe. An
interesting review on Mach’s principle is given in the volume edited by Barbour & Pfister
(1995).
2Brans-Dicke theory reduces to general relativity in the limit ωBD → ∞ and from
Solar System experiments the strong bound ωBD & 10
3 can be obtained (see e.g. Faraoni
(2004)).
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which in turn depends on the spacetime position. This was the reason why
Brans-Dicke theory was first proposed as a Machian theory of gravity.
The cosmological equations following from action (6.1), derived with a
spatially flat FRW metric, are (Brans & Dicke, 1961)
3φH2 + 3Hφ˙− ωBD
2
φ˙2
φ
− V = κ2ρ , (6.2)
−2φH˙ +Hφ˙− ωBD φ˙
2
φ
− φ¨ = κ2(1 + w) ρ , (6.3)
φ¨+ 3Hφ˙− 2
3 + 2ωBD
(2V − φV,φ) = κ
2(1− 3w)
3 + 2ωBD
ρ , (6.4)
where V,φ denotes the derivatives of V (φ) with respect to φ and w stands
for the matter EoS parameter p = wρ. A coupling between the Brans-
Dicke field φ and the matter sector is implicitly present in the theory as
one can realize looking at the scalar field equations (6.4). In fact Brans-
Dicke theory can be reformulated, employing conformal transformations, in
the so-called Einstein frame where the pure gravitational sector is recovered
to be the standard Einstein-Hilbert Lagrangian and a coupling between the
scalar field and the matter fields arises in the matter sector. Note the special
character of the coupling in the right hand side of Eq. (6.4) which vanishes
for radiation (w = 1/3). This means that the Brans-Dicke fields does not
couple to relativistic matter.
The cosmology of Brans-Dicke theory in the Einstein frame is nothing
but quintessence interacting with matter and some models we mentioned in
Sec. 4.5 are indeed motivated by this alternative theory of gravity. In this
section however we want to study the modified gravitational dynamics de-
rived directly from action (6.1) which is referred to as the Jordan frame. The
analysis in the Einstein frame would be equivalent to the one we considered
in Sec. 4.5.
In the Einstein frame it is also easy to understand that the value ωBD =
−3/2 reduces the theory back to general relativity since the scalar field
becomes non dynamical due to the vanishing of its kinetic term. In what
follows we will exclude the value ωBD = −3/2 from our analysis which
implies the consistency of Eqs. (6.2)–(6.4).
In order to recast Eqs. (6.2)–(6.4) into a dynamical system we define the
dimensionless variables (Hrycyna & Szydlowski, 2013a,b)
x =
φ˙
Hφ
, y =
√
V√
3φH
, λ = −φV,φ
V
. (6.5)
Note that a part from factors of φ these are equivalent, up to some constants,
to the standards EN variables (4.16). The variable y is real only for φ > 0
and in what follows we will assume this condition. If φ is negative then the
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definition of y must be slightly changed. Note however that a negative φ
would describe a repulsive gravitational force since it equals to flip the sign
of Newton’s gravitational constant. Since the equivalence principle requires
an attractive only gravitational interaction, it is physically more reasonable
to assume φ > 0.
Thanks to the variables (6.5), the cosmological equations (6.2)–(6.4) can
be rewritten as the following dynamical system
x′ =
1
2(2ωBD + 3)
[
x3ωBD (1− (w − 1)ωBD) + x2 ((9w − 7)ωBD − 6)
− 6x (ωBD (w (y2 − 1)+ y2 + 1)+ 3w − λy2)
+ 6
(
y2(2λ+ 3w + 3)− 3w + 1) ] , (6.6)
y′ = − y
2(2ωBD + 3)
[
(w − 1)x2ω2BD + 3
(
λx+ x− 2λy2 − 4)
− ωBD
(
2x(3w − (λ+ 2))− 6(w + 1) (y2 − 1)+ x2) ] , (6.7)
λ′ = λx [1− λ(Γ− 1)] , (6.8)
where we have defined again
Γ =
V V,φφ
V,φ
. (6.9)
The Friedmann constraint now reads
Ωφ =
x2ωBD
6
− x+ y2 = 1− Ωm ≤ 1 , (6.10)
where the matter relative energy density is
Ωm =
κ2ρ
3φH
, (6.11)
and is positive due to the assumptions ρ > 0 and φ > 0. The Friedmann
constraint depends on the Brans-Dicke parameter ωBD meaning that the
physically allowed region of the phase space will in turn depend on ωBD,
being compact or non-compact according to its value.
The scalar field EoS is given by
wφ = − 1
6 (2ωBD + 3)
[
x2ωBD (2ωBD + 3w + 2)− 2x (2ωBD + 9w)
+ 6
(
y2 (−2ωBD + 2λ+ 3w)− 3w + 1
) ]
, (6.12)
while the effective EoS of the universe is
weff = w
(
1− 1
6
x2ωBD + x− y2
)
+ wφΩφ , (6.13)
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P {x, y} weff wφ Ωφ
A± { 3±
√
6ω+9
ω
, 0} 3ω+6±2
√
6ω+9
−3ω
3ω+6±2√6ω+9
−3ω 1
B {−2(λ+2)
λ−2ω−1 ,
√
(2ω+3)(−λ2−4λ+6ω+5)√
3(λ−2ω−1) }
2λ2+9λ−6ω+1
3λ−6ω−3
2λ2+9λ−6ω+1
3λ−6ω−3 1
C { 1ω+1 , 0}
5ω+6
18(ω+1)3
− 1
3ω+3
|5ω+6|
6(ω+1)2
D { 3
λ
,
√
−λ2+5λω+4λ−6ω2−9ω−3
λ
√
2(λ−2ω−1) } −
−7λ+6ω+3
2λ3
− 1
λ
|−7λ+6ω+3|
2λ2
Table 6.1: Critical points of the Brans-Dicke model with power-law potential
corresponding to the dynamical system (6.6)–(6.7) with w = 0. Here ω =
ωBD.
with Ωφ given in Eq. (6.10).
Eqs. (6.6)–(6.8) do not form an autonomous system of equations unless
Γ can be written as a function of λ. Again the situation is here similar to the
one we encountered in Sec. 4.4 and an analysis for a general Γ(λ) could be
performed. However we will focus on the simplest model where λ becomes
a constant and Eqs. (6.6)–(6.7) constitute an autonomous 2D dynamical
system. Note that the potential corresponding to a constant λ now is not
the exponential potential, but the power-law potential
V (φ) = V0 φ
−n , (6.14)
which implies λ = n. It is easy to verify that for the potential (6.14) Eq. (6.8)
vanishes identically. In what follows we will consider the potential (6.14) and
analyse the dynamical system (6.6)–(6.7).
Note that Eqs. (6.6)–(6.7) are even-parity invariant in the y variable,
i.e. the mapping y → −y is a symmetry of the system. We can then only
study positive values of y, corresponding to expanding universes, since neg-
ative values would lead to the same qualitative dynamics. The Friedmann
constraint (6.10) determines the shape of the (physical) phase space in the
(x, y)-plane. If ωBD is negative the phase space is always non-compact, while
if ωBD is positive the phase space is compact. We will only consider the case
ωBD > 0 in order to avoid analyses at infinities. Note that in order for the
Brans-Dicke field φ to be non-phantom the same condition ωBD > 0 must
hold. Finally in order to simplify the analysis for the dynamical system
(6.6)–(6.7), we will only focus on the case w = 0 corresponding to non-
relativistic matter and characterizing the late time matter to dark energy
transition.
The critical points of the dynamical system (6.6)–(6.7) are listed in Ta-
ble 6.1 together with their phenomenological quantities. There can be up to
five critical points in the phase space with phenomenological and stability
properties highly dependent on the parameters ωBD and λ. The stability
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analysis for the critical points of the system (6.6)–(6.7) is extremely compli-
cated to compute analytically. Employing numerical techniques it is however
possible to determine which point is the future (global) attractor in the phase
space as we will provide in what follows; see Fig. 6.1.
• Points A±. These two points represent scalar field dominated solutions
with an EoS depending on the Brans-Dicke parameter ωBD. Points A±
are non-hyperbolic critical points and their stability is difficult to de-
termine. However using numerical methods we can state that they
never constitute stable points, but always acts either as saddle or un-
stable points and exist for every value of the parameters ωBD and λ.
• Point B. This is another scalar field dominated solution with EoS
depending on both ωBD and λ. It is a hyperbolic critical point which
exists only for some values of the parameters, and whenever Point D
is not present in the phase space it represents the future attractor; see
Fig. 6.1. Unfortunately whenever Point B is the future attractor, its
EoS never allows for accelerated expansion meaning that this point
cannot be used as a dark energy stable solution.
• Point C. This non-hyperbolic critical point exists for all the values
of ωBD and λ. It represents the future attractor of the system in the
region of the parameters space indicated by Fig. 6.1. Point C describes
a scaling solution with the relative amount of dark energy and matter
depending on the parameter ωBD; see Table 6.1. Since we assumed
ωBD > 0 its EoS cannot describe acceleration but the higher the value
of ωBD, the smaller the value of weff meaning that for large values of
ωBD Point C can characterize a universe evolving in an effective matter
domination. Note that the scalar field EoS at this point is always in
the phantom regime.
• Point D. The last critical point is hyperbolic and it characterizes a
scaling solution with the relative energy density of matter and dark
energy depending on both ωBD and λ. Whenever it appears in the
phase space, see Fig. 6.1, Point D always acts as the future global
attractor. For positive values of λ the scalar field EoS at Point D lies
in the phantom regime. The effective EoS instead depends also on
ωBD and for a narrow area of the parameter space, see Fig. 6.2, we
have weff < −1/3 implying that, depending on the parameters ωBD
and λ, Point D can represent a solution to the late time acceleration
of the universe. Moreover since Point D is a scaling solution, we can
also solve the cosmic coincidence problem with a suitable choice of the
theoretical parameters.
The only critical point capable of describing a late time stable accelerated
solution is Point D. This happens however only in a really narrow region of
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Figure 6.1: Parameter space of the Brans-Dicke model with power-law po-
tential. The different regions denotes the global future attractor of the phase
space. Points B and D exist only in the region where they are the attrac-
tors, except in the area between the dashed lines and solid lines where both
of them exists and Point D is the attractor. Point C exists for every value
of the parameters ωBD and λ.
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Figure 6.2: Magnification of the parameter space (λ, ωBD) of Fig. 6.1 on
the narrow region (red/shaded) where Point D represents an accelerated
solution (weff < −1/3).
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the parameter space (λ, ωBD), see Fig. 6.2, and thus highly special values of
these parameters must be set to reach such behavior. The phase space for
the values w = 0, ωBD = 0.8 and λ = 0.94, which lie inside the acceleration
region of Fig. 6.2, has been plotted in Fig. 6.3. The global future attractor
is Point D which describes an accelerating solution with weff ≃ −0.7 and
consequently appears inside the yellow/shaded region. Point B acts as a
phantom dominated saddle point where weff = wφ ≃ −1.3. Points A± are
the two past attractors while Point C is a saddle point characterizing a
scaling solution with weff ≃ 0.1. The values of the parameters λ and ωBD
have been chosen in order to have Ωφ ≃ 0.69 and Ωm ≃ 0.31 at Point D.
This situation matches the late time astronomical observations with about
70% of dark energy and 30% of dark matter. Note that Point D is a scaling
solution meaning that the cosmic coincidence problem can be completely
solved by this model. Moreover, though the effective EoS is above −1, the
dark energy EoS at Point D is wφ ≃ −1.06 implying that at late times the
scalar field behaves as a phantom field. This, as pointed out in Sec. 5.1, is
the situation slightly favored by observations.
It is also possible to go further. In fact for a solution shadowing the
heteroclinic orbit connecting Point C to Point D, dynamical crossing of the
phantom barrier can be achieved since at Point C the EoS of the scalar
field is wφ ≃ −0.2. This characterizes a quintom scenario which is even
more favored by astronomical observations; see Sec. 5.2. In Fig. 6.4 the late
time evolution of the relative energy densities of matter and radiation and
the effective and scalar field EoS for an orbit shadowing the heteroclinic
sequence A+ → C → D, has been plotted. The transition from Point C to
Point D is determined by the effective EoS (blue/solid line) lowering from
≃ 0.1 to ≃ −0.7, while the scalar field EoS (red/solid line) instead crosses
the phantom barrier. Apart from the wrong value of matter domination,
which concretely prevent the model to be physically viable, Brans-Dicke
cosmology with a power-law potential can describe dynamical crossing of
the phantom barrier and thus provide the quintom scenario most favored
by the observations. Note also the matter (green/dashed line) and the dark
energy (red/dashed line) relative energy densities in Fig. 6.4. At early times,
while Point C dominates, the first of these energies is above one while the
second one is negative. This strange situation is due to the fact that Ωφ is not
constrained to be positive, as shown by Eq. (6.10). However the Friedmann
constraint Ωφ +Ωm = 1 must always hold, so if Ωφ < 0 then Ωm > 1. After
the transition from (almost) matter to dark energy domination the relative
energy densities stabilize on the values Ωm ≃ 0.3 and Ωφ ≃ 0.7. This is
the exact energy content observed nowadays in the universe, as discussed in
Chapter 3. Moreover since PointD is the future attractor of the phase space,
once these energy contributions are attained they never change, solving in
this manner the cosmic coincidence problem.
In conclusion a dark energy model based on Brans-Dicke theory with
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Figure 6.3: Phase space for Brans-Dicke cosmology with a power-law poten-
tial and values w = 0, λ = 0.94 and ωBD = 0.8. Point D is the future at-
tractor representing a dark energy scaling solution with weff < −1/3 (yellow
region), while Point B is a saddle point characterizing a phantom dominated
solution with weff < −1 (green region).
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Figure 6.4: Late time evolution of the phenomenological parameters for a
solution shadowing the heteroclinic orbit connecting Point C to Point D in
Fig. 6.3.
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a power-law potential can in principle both solve the cosmic coincidence
problem and provide the quintom scenario favored by astronomical obser-
vations. Unfortunately the fine tuning problem cannot be addressed by this
model and, besides particular initial conditions, also special values of the
parameters ωBD and λ must be set in order to achieve late time dark energy
domination. Furthermore the early time evolution of the universe is not de-
scribed by a matter dominated solution. Only Point C can act as a matter
evolving scaling solution, but for the values of Ωφ and Ωm observed at late
times the effective EoS parameter weff at Point C is not enough small to
characterize exact matter domination; see Fig. 6.4.
The analysis we have presented in this section is valid only for a power-
law potential with pressure-less matter, w = 0. A complete study for differ-
ent potentials or a general matter sector would be highly complicated and it
is beyond our scopes, which only aim at providing simple working examples
in as much detail as possible. A deep dynamical systems analysis for Brans-
Dicke cosmology with a quadratic potential, given by (6.14) with n = −2,
has been delivered by Hrycyna & Szydlowski (2013b). They showed that de
Sitter solutions can be obtained in this special case, extended the work to
non-compact phase spaces (ωBD < 0) also performing the analysis at infin-
ity, and considered general values of the matter EoS parameter w outside
the physically allowed range [0, 1/3]. The same authors studied de Sitter so-
lutions for Brans-Dicke cosmology with a general potential, performing the
stability analysis (Hrycyna & Szydlowski, 2013a) and comparing the results
with observational data (Hrycyna et al., 2014).
Other authors instead focused their work on the pure Brans-Dicke the-
ory (Brans & Dicke, 1961) where no self-interacting potential for the scalar
field appears. Kolitch (1996) considered this theory with a cosmological con-
stant and found that the late time attractor is always a de Sitter solution if
ωBD > 0. Farajollahi & Salehi (2011b) and Liu et al. (2012) added a direct
3
interaction between the scalar field and the matter sector depending on H
and proved the existence of late time accelerated solutions.
6.2 Scalar-Tensor theories
A straightforward generalisation of Brans-Dicke theory is given by a class of
gravitational theories known as scalar-tensor theories. The general actionScalar-tensor
theories for these models is given by
SST =
∫
d4x
√−g
[
F (φ)
2
R− ω(φ)
2
∂φ2 − V (φ) + κ2Lm
]
, (6.15)
where now F , ω and V are all arbitrary functions of φ. In this section we will
briefly present the simplest way of rewriting the cosmological equations of
3Directly in the Jordan frame.
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scalar-tensor cosmology as a dynamical system. We will not perform detailed
computations, but only discuss the main features and provide references to
dynamical systems literature. The reader interested in reviews on scalar-
tensor theories, including their applications to cosmology, can refer to the
books by Fujii & Maeda (2003) and Faraoni (2004).
Note that inside the scalar-tensor action (6.15) the function ω(φ) can be
reduced to a constant with a suitable redefinition of the scalar field φ. In
this way the scalar field kinetic term can be recast into its canonical form.
In what follows however we will keep ω as a general function of φ in order
to directly include all possible scalar-tensor models.
The cosmological equations derived from action (6.15) with a spatially
flat FRW metric are
3H2F + 3Hφ˙F,φ − 1
2
ωφ˙2 − V = κ2ρ , (6.16)
2FH˙ + φ˙2F,φφ + (φ¨−Hφ˙)F,φ + ωφ˙2 = −κ2ρ(1 + w) , (6.17)
φ¨+ 3Hφ˙+
1
ω
[
V,φ +
φ˙2
2
ω,φ − 3F,φ
(
2H2 + H˙
)]
= 0 . (6.18)
Note that if one replaces H2 and H˙ in Eq. (6.18) using Eqs. (6.16) and
(6.17), then an explicit coupling between the scalar field and the matter
sector appears. This situation is equivalent to Brans-Dicke theory (Sec. 6.1).
In fact also the scalar-tensor action (6.15) can be rewritten in the Einstein
frame using conformal transformations.
In order to rewrite the cosmological equations (6.16)–(6.18) as a dynam-
ical system, we introduce the following dimensionless variables
x =
φ˙
H
√
ω
F
and y =
1
H
√
V
3F
, (6.19)
plus
λF = −F,φ
F
√
F
ω
, λV = −V,φ
V
√
F
ω
, λω = −ω,φ
ω
√
F
ω
, (6.20)
ΓF =
F F,φφ
F 2,φ
, ΓV =
V V,φφ
V 2,φ
, Γω =
ω ω,φφ
ω2,φ
. (6.21)
Note that these variables are well defined only if F > 0, ω > 0 and V > 0.
In what follows we will assume these conditions. As pointed out in Sec. 6.1,
F > 0 is needed for an ever attractive gravitational force, ω > 0 selects a
non-phantom field and V > 0 implies a positive potential energy. From a
physical perspective thus the requirements F > 0, ω > 0 and V > 0 appear
naturally. If one of these conditions does not hold, then the variables (6.19)–
(6.21) should be defined differently.
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The variables (6.19)–(6.21) have never been considered in the literature
and appear for the first time in this thesis. They are however a straight-
forward generalisation of the variables used in Sec. 6.1. In fact if we take
F = φ and ω = ωBD/φ, corresponding to Brans-Dicke theory, the variables
(6.19)–(6.21) reduce, up to a constant factor, to the variables (6.5). Note
that in this case the variables λF , λω, ΓF and Γω would be all constant.
The cosmological equations (6.16)–(6.18) can now be rewritten as
x′ =
1
6λ2F + 4
[
+ xλ2F
(
2x2ΓF − 3 (6w + xλω)
)
+ 3 (2ΓF + 1)λ
3
F
− λF
(
6xy2λV + 9w(x
2 + 2y2 − 2) + x3λω − 7x2 + 18y2 + 6
)
+ x
(−w (x2 + 6y2 − 6)+ x2 − 6y2 − 6)+ 12y2λV ] , (6.22)
y′ =
y
6λ2F + 4
[
− λF
(
6y2λV + x (6w + xλω − 4)
)
+ 3xλ3F − 2xλV
+ λ2F
(
2x2ΓF − 3xλV + 12
)− w(x2 + 6y2 − 6) + x2 − 6y2 + 6] ,
(6.23)
λ′F =
1
2
xλF [(1− 2ΓF )λF + λω] , (6.24)
λ′V = −
1
2
xλV [λF − λω + 2 (ΓV − 1)λV ] , (6.25)
λ′ω = −
1
2
xλω [(2Γω − 3)λω + λF ] . (6.26)
with the Friedmann constraint
Ωφ = xλF +
x2
6
+ y2 = 1− Ωm ≤ 1 , (6.27)
where
Ωm =
κ2ρ
3FH2
≥ 0 . (6.28)
Eqs. (6.22)–(6.26) do not represent an autonomous system of equations un-
less the variables ΓF , ΓV and Γω can be written as functions of λF , λV and
λω. If this is the case then Eqs. (6.22)–(6.26) will constitute an autonomous
5D dynamical system. Note that Brans-Dicke theory with a power-law po-
tential is not the only way to reduce Eqs. (6.22)–(6.26) to a 2D dynamical
system, but also with other theories this situation can be obtained. For
example if F ∝ ω and F , V and ω are all of the exponential type, then λF ,
λV and λω would be all constant.
Eqs. (6.22)–(6.26) can be the starting point for a general dynamical
systems study of scalar-tensor cosmology. One can either assume ΓF , ΓV
and Γω to be arbitrary functions of λF , λV and λω and then carry on a similar
analysis of the one we performed in Sec. 4.4, or one can postulate specific
forms for the functions F , V and ω which reduce the dimensionality of the
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system and then conduct a full dynamical analysis looking for interesting
phenomenological applications. In this section however we will not work in
these directions, but we will only provide references and discussions to the
existing dynamical systems literature. These lines of research will be left for
future considerations.
Dynamical systems studies of scalar-tensor cosmology have been con-
sidered by few authors in the literature and always restricted to specific
models. Uzan (1999) examined scaling solutions and their stability in the
model ω = 1/2 with both exponential and power-law potentials. Gunzig
et al. (2000) showed that chaotic behavior never arises for the non-minimal
coupling F (φ) = 1− ξφ2, with ξ a constant, and subsequently Faraoni et al.
(2006) extended the same results to more general scalar-tensor models. The
model F = 1− ξφ2 has also been studied by Szydlowski & Hrycyna (2009),
who found new accelerated solutions for a general self-interacting scalar field
potential and then presented some specific examples, and again by the same
authors (Hrycyna & Szydlowski, 2010), who assumed ω = 1/2 and deliv-
ered an analysis for general potentials similar to the one we carried on on
Sec.4.4. They found critical points corresponding to radiation, dark matter
and dark energy dominated solutions discussing the viability of this scalar-
tensor theory as a dark energy model. Recently Szydlowski et al. (2014)
reconsidered the same model with a general potential and performed the
analysis at infinity with a geometrical interpretation of the phase space of
scalar-tensor theories. The theory F = ξφ2, ω = 1/2 and V = V0φ
n has
been studied, in full detail with dynamical systems methods and including
the behavior at infinity, by Carloni et al. (2008). de Souza & Saa (2005)
considered instead the linear coupling F = φ plus a linear or a quadratic
self interacting potential, while Jarv et al. (2010) assumed the same linear
coupling but delivered a general work on potential dominated cosmological
solutions. The model F = ξφ2 and ω = 1/2, which is equivalent to Brans-
Dicke theory after a redefinition of the scalar field, has been studied by
Maeda & Fujii (2009), who focused their discussion on future cosmological
attractors, and by Cervantes-Cota et al. (2010), who analysed specific dark
energy applications including interactions with the matter sector. Finally
Skugoreva et al. (2014) looked at the model with power-law functions for
both F and V , while Agarwal & Bean (2008) performed a general analysis of
scalar-tensor cosmological dynamics in both the Jordan and Einstein frame,
finding transient and stable accelerated solutions.
In conclusion the cosmological dynamics of scalar-tensor theories has
never been analysed in full detail with dynamical systems techniques. As
shown by the mentioned literature, only specific models have been considered
so far. Starting from Eqs. (6.22)–(6.27) however a wide and general analysis
of scalar-tensor cosmology can be performed. This task is beyond the scopes
of this thesis and will be left for future works.
160 Chapter 6
6.3 f(R) gravity and higher-order theories
In this section we will consider modifications to general relativity given by
general functions of the Ricci scalar which introduce higher order derivatives
of the metric tensor. The general action of these theories is given by
Sf(R) =
∫
d4x
√−g [f(R) + 2κ2Lm] , (6.29)
where f(R) is an arbitrary function of the Ricci scalar R. These theories
are called f(R) theories of gravity for obvious reasons. In what follows wef(R) gravity
will discuss the general dynamics arising from such theories without going
into detailed examples. We will mainly follow the paper by Amendola et al.
(2007a) who provided a dynamical study for general f(R) theories, and refer
to their work for more details. The reader broadly interested in the theory
and applications of f(R) gravity can find useful the well known reviews by
Sotiriou & Faraoni (2010) and De Felice & Tsujikawa (2010).
The cosmological equations of f(R) gravity, obtained varying action
(6.29) with respect to the metric tensor and then assuming this to be of
the FRW type, are
3FH2 − 1
2
(RF − f) + 3HF˙ = κ2ρ , (6.30)
−2FH˙ − F¨ +HF˙ = κ2ρ(1 + w) , (6.31)
where over-dots denotes differentiation with respect to the coordinate time
t and we have defined
F = f,R =
∂f
∂R
. (6.32)
Note that Eqs. (6.30)–(6.31) correctly reduce to the standard Friedmann and
acceleration equations (3.6)–(3.8) when the general relativity limit f(R) = R
is applied.
The energy density and pressure of dark energy are now difficult to define
properly since they are both produced by and sources of the gravitational
field. However rewriting Eqs. (6.30)–(6.31) in order to have the standard
gravitational terms in the left hand side, we can read off these components
as
ρDE =
R
2
− f
R
− 3H F˙
F
, (6.33)
pDE =
F¨
F
− 2H F˙
F
− R
2
+
f
F
, (6.34)
from which the dark energy EoS can easily be obtained as
wDE =
ρDE
pDE
. (6.35)
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Dark energy is now given by the effects of spacetime curvature rather than
an external matter source as we were used in the models we encountered so
far. The effective EoS can now be generally defined as
weff = ΩDEwDE +Ωmw = −1− 2H˙
3H2
. (6.36)
In order to recast Eqs. (6.30)–(6.31) into a dynamical system, we define
the following dimensionless variables (Amendola et al., 2007a)
x1 = − F˙
HF
, x2 = − f
6FH2
, x3 =
R
6H2
=
H˙
H2
+ 2 . (6.37)
The Friedmann equation (6.30) now yields the constraint4
ΩDE = x1 + x2 + x3 = 1− Ωm (6.38)
where
Ωm =
κ2ρ
3FH2
. (6.39)
The cosmological equations can now be rewritten as
x′1 = −1− x3 − 3x2 + x21 − x1x3 , (6.40)
x′2 =
x1x3
m
− x2 (2x3 − x1 − 4) , (6.41)
x′3 = −
x1x3
m
− 2x3 (x3 − 2) , (6.42)
where we have defined
m =
∂ logF
∂ logR
=
Rf,RR
f,R
. (6.43)
Eqs. (6.40)–(6.42) do not represent an autonomous system of equations due
to the presence of m, which still depends on derivatives of f(R). However
if we define
r = − ∂ log f
∂ logR
= −Rf,R
f
=
x3
x2
, (6.44)
and then, once the function f(R) is known, solve for R, we can write m,
which in general is a function of R, as a function of r = x3/x2 and thus close
Eqs. (6.40)–(6.42) to an autonomous 3D dynamical system. This procedure
is somehow similar to the one we presented in Sec. 4.4 for quintessence and
it allows to study the dynamics of f(R) gravity from a general perspective
without specifying the form of the function f(R). In what follows we will
consider a general m(r) and derive as much information as possible from
the dynamical system (6.40)–(6.42). The simplest case, corresponding to a
4Note that x1, x2 and x3 can also be negative, though their sum cannot exceed one.
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P {x1, x2, x3} weff wDE ΩDE
P1 {0,−1, 2} −1 −1 1
P2 {−1, 0, 0} 1/3 2w − 13 −1
P3 {1, 0, 0} 1/3 1/3 1
P4 {−4, 5, 0} 1/3 1/3 1
P5 { 3m1+m ,− 1+4m2(1+m)2 ,
1+4m
2(1+m)
} − m
1+m
m2(8w−2)+m(3w−2)−2w
m(10m+7)
m(7+10m)
2(1+m)2
P6 { 2(1−m)1+2m , 1−4mm(1+2m ,
(1−4m)(1+m)
−m(1+2m) } 2−5m−6m
2
3m(1+2m)
2−5m−6m2
3m(1+2m)
1
Table 6.2: Critical points of f(R) gravity corresponding to the dynamical
system (6.40)–(6.42).
constant m, is given by a simple power-law f(R) ∝ Rn. For this choice the
relation x3 = −nx2 holds and the dynamical system (6.40)–(6.42) becomes
two dimensional. Unfortunately this case does not produce viable dark
energy scenarios since fails to provide a sufficiently long matter dominated
era (Clifton & Barrow, 2005; Amendola et al., 2007a,b).
The critical points of the system (6.40)–(6.42) with m(r) has been listed,
together with their phenomenological properties, in Table 6.2. In terms of
the variables (6.37) the dark energy and effective EoSs are given by
wDE =
1− 2x3 − 3w(1− x1 − x2 − x3)
3(1− x1 − x2 − x3) , (6.45)
weff =
1
3
(1− 2x3) . (6.46)
Points P5 and P6 satisfy the equation
m(r) = −r − 1 , (6.47)
i.e. they are present only if such equation has at least one root. In general
for each root ri of Eq. (6.47) we obtain a pair of Points P5 and P6 with m =
m(ri). The properties and number of these points depends on the particular
f(R) function one chooses to work with. On the other hand Points P1, P2,
P3 and P4 appear in every f(R) model with the same phenomenological
properties5.
From Table 6.2 it is clear that a de Sitter solution, Point P1, is always
present in f(R) gravity and that accelerated solutions can be obtained from
Points P5 and P6 depending on the value of m. Unfortunately the only
5Exceptions must be considered in the degenerate case f(R) ∝ Rn which reduces the
system to 2D.
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points capable of describing a matter era are Points P5 and P6 and only for
special values of m. For example if m → 0 at Point P5 then we obtain a
matter dominated solution. The ability of f(R) gravity to provide a viable
cosmological evolution will then strongly depend on the specific theoretical
model one uses.
We will now briefly outline the phenomenological and stability properties
of each point in Table 6.2. We will not perform a deep dynamical systems
analysis for the stability and the phase space. The reader interested in more
details can refer to Amendola et al. (2007a). In what follows we will denote
mi = m(ri) with ri given by the coordinates of Point Pi.
• Point P1. This is a dark energy dominated de Sitter solution capable
of characterizing a late time accelerated expansion. It is a stable point
if 0 ≤ m1 ≤ 1, where r1 = −2, and a saddle point otherwise.
• Point P2. In this point matter and dark energy coexist with constant
energy densities, with the dark energy one being negative, and the
universe evolves in an effective radiation solution. Point P2 is either
a saddle or stable point depending on the function m(r) in a rather
complicated way. Its stability can thus only be determined after a
specific f(R) model has been chosen.
• Point P3. Similar to Point P2 this critical point describes an effective
radiation solution, but now dark energy completely dominates and the
matter contribution can be neglected. Again the stability of Point P3
strongly depends on the function m(r), but in general we can state
that it never represents a stable solution.
• Point P4. Phenomenologically Point P4 is similar to Point P3 since
again weff = 1/3 and ΩDE = 1. It is a stable point if −1 < m4 < 0
and a saddle point otherwise.
• Point P5. This point corresponds to a scaling solution with constant
ratio ΩDE/Ωm. If m5 ≃ 0 then Point P5 can describe a matter domi-
nated era. The stability of this point depends on the particular func-
tion m(r) at hand, however for m5 ≃ 0 it represents a saddle point if
m5 > 0 and m
′
5 > −1.
• Point P6. This last point is a curvature dominated solution capable
of describing an accelerated expansion if m6 < −(1 +
√
3)/2, −1/2 <
m6 < 0 orm6 > (
√
3−1)/2. Its stability depends strongly onm(r) but
in general it can act as a stable point. The effective EoS at Point P6
can also lie in the phantom regime depending on the value of m6.
As we mentioned above only Points P5 can describe a matter dominated
solution and only if the special condition m5 ≃ 0 is attained. A dark energy
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f(R) m(r)
αR−n −1− n
R+ αR−n −n(1 + r)/r
Rp(logαR)q [p2 + 2pr − r(q − r + qr)]/(qr)
Rp exp qR −r + q/r
Rp exp q/R −[p+ r(2 + r)]/r
Table 6.3: Form of the function m(r) as given by Eq. (6.43) for different
f(R) models (Amendola et al., 2007a).
solution, where the universe accelerates, can instead be represented by both
Points P1 and P6. A viable dark energy scenario can thus arise in f(R)
gravity only if Point P5 is a saddle point with m5 ≃ 0 and the late time
attractor is given by either Point P1 or Point P6. This reasoning can be used
to classify the various f(R) theories as models of dark energy, as proposed
by Amendola et al. (2007a), and then to select the ones whose dynamics
should be compared against astronomical observations.
In Table 6.3 the form of the function m(r) for different f(R) models
is presented. The function m(r) can be easily obtained even for relatively
complex models, and a deep dynamical systems analysis can be performed
for each of these models. However the majority of authors who studied the
dynamics of f(R) cosmology employed different variables depending on the
model under consideration.
The power-law models f(R) ∝ Rn are the one appearing more frequently
in the literature, probably due to its simplicity. Carloni et al. (2005) stud-
ied the accelerator cosmological attractors of such models and looked for
quasi-matter (weff ≃ 0) solutions. However, as shown by Amendola et al.
(2007a,b), the simple power-law model of f(R) is non viable, unless the ex-
ponent is effectively one, which is the case considered by Clifton & Barrow
(2005) who determined the viability conditions requiring a sufficiently long
period of matter domination and then confronted the results with observa-
tional data. The power-law model f(R) ∝ Rn has also been examined by
Goheer et al. (2008, 2009) who considered variables suited to compactify the
phase space.
Other f(R) theories which have been analysed with dynamical systems
techniques include the function f(R) = R + αR−n, which was the case
studied by Li & Barrow (2007) in full detail, including the computation of
the behavior at infinity. Miritzis (2003a) considered the subclass given by
f(R) = R + αR2 (Starobinky model) and performed the stability analysis
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for accelerating solutions also in the presence of positive spatial curvature
(k = 1). Sawicki & Hu (2007) showed that viable f(R) cosmological models
should satisfy f,RR > 0 and then made an example with the theory f(R) =
R + α/R. Models with (inverse) power-law corrections to the Einstein-
Hilbert Lagrangian were also considered by Clifton (2008) who delivered an
asymptotic analysis at both early and late times.
An exponential potential model with f(R) = exp(−R/Λ) has instead
been the subject of a work by Abdelwahab et al. (2008), who found de
Sitter solutions acting as both past and future attractors and thus capable
of unifying inflation with dark energy. More complicated models, including
f(R) = R lnR, have been studied by Guo & Frolov (2013), who provided a
full dynamical systems analysis with the behavior at infinity and found late
time de Sitter solutions. A DBI f(R) gravity theory with f(R) =
√
1− αR
has been advanced by Garcia-Salcedo et al. (2010) who showed that a rich
phenomenological dynamics arises at cosmological scales.
Although the majority of the works mentioned so far consider a specific
function f(R), some authors have examined specific features of the dynamics
of general f(R) theories. Amendola & Tsujikawa (2008) focused their study
on phantom late time attractors and crossing of the phantom barrier for
viable f(R) models. A geometrical analysis for the phase space of f(R)
theories has been delivered by de Souza & Faraoni (2007), while Carloni et al.
(2009) employed dynamical systems techniques to spatially curved f(R)
cosmologies, presenting also various examples. Spatially curved spacetimes
have also been the subject of the work by Goheer et al. (2008, 2009).
Some authors considered also anisotropic spacetimes in the framework
of f(R) gravity. The model f(R) ∝ Rn has been studied by Leach et al.
(2006) and Goheer et al. (2007, 2008, 2009), while Leon & Saridakis (2011)
and again Leon & Roque (2014) analysed also general f(R) anisotropic
cosmologies, finding late time accelerated and bouncing solutions.
In the final part of this section we discuss other gravitational theories
where higher order corrections in the metric derivatives appear in the action.
These theories are generally known as higher order theories and differ from Higher-order
theoriesf(R) gravity since other higher order curvature invariants are present in
the gravitational action. Again we will not explain in detail the theoretical
features of such theories, but will only present the main characteristics and
give references to the dynamical systems literature.
The higher curvature invariants employed in these models are usually
built by contractions of the Riemann tensor Rµνα
β with the metric tensor
and itself. The most popular are the square Ricci invariant RµνR
µν and
the square Riemann invariant RµναβR
µναβ , but also scalars formed with the
Weyl tensor are often considered. A dynamical analysis of the late time
cosmology of these models has been the subject of a work by Carroll et al.
(2005), who considered general Lagrangians as functions of R2, RµνR
µν and
RµναβR
µναβ . They found general late time accelerated attractors for the-
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ories with inverse power-law corrections of these higher order invariants.
Another example has been given by Ishak & Moldenhauer (2009) who stud-
ied the cosmological dynamics of a theory where the higher order corrections
are given by the invariant SµνS
µν , where Sµν = Rµν−gµνR/4 is the traceless
part of the Ricci tensor. They obtained accelerated attractors for various
more or less complicated models.
The most interesting, and largely considered, higher order curvature
term is perhaps the so-called Gauss-Bonnet invariant defined byGauss-Bonnet
dark energy
G = R2 − 4RµνRµν +RµναβRµναβ . (6.48)
In four dimensions this quantity is a topological invariant of the spacetime,
implying that its linear contribution in the gravitational action can always
be rewritten as a boundary term and thus it does not change the equation
of motion in general. Nevertheless non linear terms in G can modify the
field equations and thus give rise to new dynamics. Uddin et al. (2009)
analysed such non linear contribution in the form Lgrav = R + f(G), where
Lgrav is the gravitational Lagrangian6. They worked in an equivalent scalar
field representation of the theory and delivered an analysis on scaling so-
lutions. Garcia-Salcedo et al. (2010) studied instead a DBI modification
of the type Lgrav =
√
1− αR+ βG which presents a rich phenomenology
including matter and dark energy dominated solutions, scaling solutions,
phantom and non-phantom late time attractors and even multiple future
attractors. A general analysis on Gauss-Bonnet dark energy with the La-
grangian Lgrav = f(R,G) has been done by Alimohammadi & Ghalee (2009)
who employed the quantities R and H as dynamical systems variables and
studied the stability of future accelerated attractors.
Finally Koivisto (2010) considered a Gauss-Bonnet term coupled to a
scalar field computing the cosmological dynamics and finding late time sta-
ble de Sitter solutions, while Kim & Kawai (2013) examined curved and
anisotropic spacetimes. Tsujikawa & Sami (2007) studied instead scaling
solutions for the same model with a generalised scalar field, showing that
transition form the scaling regimes to dark energy domination is possible.
6.4 Palatini f(R) gravity and generalisations
Besides the standard metric approach, where the action is varied only with
respect to the metric tensor, there exists another formulation of f(R) grav-
ity which gives rise to new gravitational field equations and thus represents
a physically different theory. This comes from the application of the Pala-
tini variational principle in order to obtain the equations of motion fromPalatini f(R)
gravity the f(R) action (6.29). The variation according to the Palatini approach
6In general the action is given by S =
∫
d4x
√−gLgrav.
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consists in assuming the metric tensor and the spacetime connection to be
independent fields and thus to be varied independently in the action. The
f(R) action (6.29) is thus generalised to7
SPalatini =
∫
d4x
√−g
[
f(R˜) + 2κ2Lm
]
, (6.49)
where now R˜ = gµνR˜µν with R˜µν the Ricci tensor formed by the independent
Palatini connection Γ˜λµν . The variation of the Palatini action (6.49) must
be taken independently with respect to the metric gµν and the connection
Γ˜λµν . In general the f(R) equations of motion obtained with this procedure
differ from their corresponding metric ones, meaning that at the physical
level the two approaches correspond to two different theories. In particular
the dynamics at cosmological scales resulting from Palatini f(R) gravity is
completely different from its corresponding metric formulation. As shown by
Fay et al. (2007), who considered the Palatini approach for different f(R)
models, a possible period of matter domination followed by dark energy
domination can be obtained also for f(R) cosmologies which are non viable
in the metric formulation.
The author of this thesis, together with his supervisor, considered a gen-
eralised hybrid metric-Palatini formulation of f(R) gravity in order to build Hybrid
metric-Palatini f(R)
gravity
new models of dark energy and analysed their cosmologies with dynamical
systems methods8 (Tamanini & Boehmer, 2013). The action of this extended
theory is given by
ShmP =
∫
d4x
√−g
[
f(R, R˜) + 2κ2Lm
]
, (6.50)
where now f is a general function of both the metric and Palatini Ricci
scalars R and R˜. The equations of motion arising from the action (6.50)
with an independent variation with respect to the metric and the Palatini
connection are difficult to analyse with dynamical systems techniques. It
is more convenient to reformulate the theory as a two-scalar field theory.
In fact, in vacuum, i.e. when matter fields are neglected (Lm = 0), the ac-
tion (6.50) is dynamically equivalent to the (Einstein frame) non-minimally
coupled bi-scalar field action (Tamanini & Boehmer, 2013)
S =
∫
d4x
√−g
[
R
2κ2
− 1
2
∂φ2 − 1
2
e−
√
2κφ/
√
3∂ξ2 − V (φ, ξ)
]
, (6.51)
where φ and ξ are two scalar fields and V is a general potential for both of
them. The Palatini connection now does not appear and here R is the usual
Ricci tensor in terms of the metric.
7Note that according to the Palatini approach the matter Lagrangian Lm cannot de-
pend on the independent connection Γ˜λµν .
8See Appendix B.
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The cosmological equations (flat FRW metric) obtained from action
(6.51), with an independent variation with respect the the metric and the
two scalar fields, are
3H2 =
κ2
2
e−
√
2/3κφξ˙2 +
κ2
2
φ˙2 + κ2W , (6.52)
2H˙ + 3H2 = −κ
2
2
e−
√
2/3κφξ˙2 − κ
2
2
φ˙2 + κ2W , (6.53)
φ¨+ 3Hφ˙+
κ√
6
e−
√
2/3κφ ξ˙2 +Wφ = 0 , (6.54)
ξ¨ + 3Hξ˙ − κ
√
2√
3
ξ˙ φ˙+ e
√
2/3κφWξ = 0 . (6.55)
Note the coupling between the two scalar fields in the last two equations. In
order to recast these equations into a dynamical system one can define the
variables (Tamanini & Boehmer, 2013)
x2 =
κ2φ˙2
6H2
, y2 =
κ2W
3H2
, s2 =
κ2ξ˙2
6H2
e−
√
2/3κφ , (6.56)
in terms of which the Friedmann constraint (6.52) reads
x2 + y2 = 1− s2 , (6.57)
impliying that
0 ≤ x2 + y2 ≤ 1 . (6.58)
These represent a clear generalisation of the standard EN variables with the
constraint (6.57) forcing x2 + y2 ≤ 1 and allowing for the substitution of s
in terms of x and y. However, depending on the exact form of the potential
V for the two scalar fields, it might be possible that other variables can
better be employed for the dynamical systems analysis. The situation here
is similar to the one of Sec. 4.5 where different variables were used according
to whether the potential directly coupled the fields or not.
For the three models analysed by Tamanini & Boehmer (2013), the vari-
ables (6.56) yields 2D or 3D dynamical systems relatively easy to study.
These models are characterised by the three potentials
W (φ, ξ) =W0 e
−λκφ/√6 , (6.59)
W (φ, ξ) =W0 (κ ξ)
λ e−λκφ/
√
6 , (6.60)
W (φ, ξ) =W0 e
−λκφ/√6 with matter , (6.61)
where W0 and λ are constants and in the last model the effect of the mat-
ter sector is considered. In all these three models a behaviour similar to
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the quintessence domination arises, with late time accelerated solutions and
early times extended matter dominated periods. The reader interested in
the dynamical systems analysis of these models can find more information
in Appendix B.
Here, as an example, we provide the dynamical system obtained in the
first model (the simplest), i.e. arising from the potential (6.59):
x′ = x2 − 3x y2 + 1
2
(λ+ 2) y2 − 1 , (6.62)
y′ = −1
2
y
(
λx+ 6y2 − 6) , (6.63)
where a prime denotes again differentiation with respect to η = ln a. We
will not perform the full analysis of this system, which can be found in Ap-
pendix B, but limit the discussion to the physically relevant critical point
(x, y) = (λ/6,
√
36− λ2/6). For λ < √37−1 this point is a stable attractor,
which for λ < 2
√
3 describes an accelerating late time solution. In analogy
with the exponential potential quintessence model, for a sufficiently small λ
this hybrid metric-Palatini model can thus describe a universe asymptoti-
cally dominated by dark energy in the future. Although this model is similar
to quintessence, the physical conclusion that we can draw is completely dif-
ferent. In fact, here dark energy is an effect due to the modification of
the gravitational equations, rather than being due to an unknown scalar
particles.
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Concluding remarks
To conclude the thesis we offer a summary of what has been treated in
the previous chapters, discussing the obtained results and outlining future
perspectives.
After the small introduction of Chapter 1, we have introduced selected
topics from the foundations of dynamical systems theory in Chapter 2. Chapter 2
These have been presented in a rather pedagogical way, without provid-
ing explicit proofs of theorems but focusing the contents on applications
and examples. Only the arguments needed for the subsequent chapters have
been offered, without extending the discussion to more advanced material
of dynamical systems theory. The linear stability theory has been devel-
oped to analyse hyperbolic critical points, while the Liapunov and centre
manifold theories have been explained to deal with non-hyperbolic criti-
cal points. The concepts of limit set and attractor have been defined and
important theorems, especially regarding the compactification of the phase
space, have been studied for 2D dynamical systems. Chapter 2 has been
conceived as a small introduction to the theory of dynamical systems for
the unfamiliar reader (usually the physicist) and as a brief review for the
one possessing already an advanced knowledge on the subject (usually the
mathematicians).
The same approach has been maintained in the first part of Chapter 3, Chapter 3
where basic elements of cosmology has been provided. Again the reader
with already some expertise on the argument (the physicist) has probably
acknowledged this part as a brief review, while for the one with less familiar-
ity (the mathematicians) it has served as a direct introduction to cosmology.
After having discussed standard homogeneous and isotropic cosmology, we
have outlined the physical theory behind the dynamical behavior of the
universe. In the second part of Chapter 3, dark energy and dark matter
have been introduced to address the problems arising from the modern as-
tronomical and astrophysical observations. Dark energy in particular is an
entity needed to explain the late time accelerated expansion of the universe
and this thesis focuses on the dynamics described by its different theoretical
models. The simplest of these models is the cosmological constant, which
has been largely treated in the last sections of Chapter 3. Besides its sim-
plicity however, we have seen that some theoretical problems, in particular
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the cosmic coincidence problem and the fine tuning problem of initial condi-
tions, undermine the validity of the cosmological constant as a fundamental
theory of Nature. One way of dealing with these problems is to propose
dynamically evolving models of dark energy. The dynamics of such models
have been the topic of the remaining chapters of the thesis.
Chapter 4 has been devoted to the study of canonical scalar field modelsChapter 4
of dark energy, collectively known as quintessence. After a small introduc-
tion to scalar field cosmology, the simplest and most important quintessence
models, namely the exponential and (inverse) power-law potentials, have
been fully investigated with dynamical systems techniques, furnishing re-
sults from both well-known literature and new original analyses. Scaling
and accelerated solutions have been examined for a cosmological scalar field
with an exponential potential, while tracking behavior has been identified
as the main feature of the inverse power-law potential. Scaling solutions
are useful in addressing the cosmic coincidence problem, while tracking so-
lutions can solve the fine tuning problem of initial conditions. Late time
accelerated attractors can be obtained with a sufficiently flat exponential
potential, while they are easier to find in the power-law potential case. The
discussion has then been enlarged to more complex scalar field potentials,
which have been studied under a unifying perspective. We have outlined
the main features of quintessence for a general potential and provided de-
tailed references to models considered in the dynamical systems literature.
In the final part of Chapter 4, different couplings between the scalar field
and the matter sector has been reviewed, with a detailed dynamical systems
analysis for the simplest one and brief considerations for the other ones. In
general introducing a coupling between matter and quintessence favors the
presence of accelerating scaling solutions which can solve the cosmic coinci-
dence problem. The last section of Chapter 4 has been conceived as a small
overview of the multiple canonical scalar field models of dark energy. The
most important feature arising from these models is the so-called assisted
behavior where accelerated expansion can be achieved from the collective
contribution of scalar fields with steep (exponential) potentials.
In Chapter 5 we investigated non-canonical scalar field models of darkChapter 5
energy, where the scalar field is characterized by a non-standard kinetic
term. The phantom scalar field model of dark energy, with a negative ki-
netic energy, has been the first one analysed. The possibility of obtaining
dark energy in the phantom regime, which is slightly favored by astronomi-
cal observations, is the main result achieved in this case, though the wrong
sign of the kinetic term implies incurable pathologies at the theoretical level.
The phantom paradigm has then been extended to the quintom one, where
the contribution of two scalar fields, one phantom and one canonical, leads
to a dynamical crossing of the phantom barrier. This situation is even more
in agreement with observational data, though the quintom scenario, exactly
as the phantom one, can only be trusted at an effective phenomenological
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level since it is plagued by theoretical problems on a more fundamental in-
terpretation. Chapter 5 has then presented more general scalar field models
characterized by higher order terms in the spacetime derivatives. The main
features of these models have been discussed and a brief overview of the dy-
namical systems literature has been offered. The discussion has then moved
on to tachyons and DBI scalar fields, which are non-canonical scalar field
models predicted by high-energy physics phenomenology, in particular string
theory. The dynamics of the simplest tachyonic model has been analysed
finding a mix of known and new results, while more complicated models,
including DBI scalar fields, have been reviewed highlighting the main prop-
erties and citing the relevant literature. The last section of Chapter 5 has
been devoted to non-scalar models of dark energy, where the late time ac-
celerated expansion is driven either by a field with non-vanishing spin or
by some phenomenological matter fluid. For all these models, which span
from vector and spinor fields to the Chaplygin gas, a brief introduction and
references to the dynamical systems literature have been provided.
Finally dark energy beyond general relativity has been studied in Chap-
ter 6, where models of modified gravity have been considered. An original Chapter 6
dynamical systems analysis, with the identification of possible scaling ac-
celerated attractors capable of addressing the cosmic coincidence problem,
has been performed for the cosmology of Brans-Dicke theory with a general
power-law potential. The discussion has then been extended to scalar-tensor
theories where new dimensionless variables for applications of dynamical sys-
tems methods have been proposed. These variables allow one to investigate
the dynamics of scalar-tensor theories under a unified approach and could
be employed in future works on the subject. Higher order gravitational the-
ories, especially f(R) gravity, have then constituted the following argument
of Chapter 6. For f(R) theories the dynamical systems literature has been
reviewed following well-known papers where a collective approach has been
developed to treat their dynamics. The properties of more complicated
models built with higher order curvature invariants, such as for example
Gauss-Bonnet dark energy, have then been presented and the due citations
to the literature have been mentioned. Finally, in the last section of the
chapter, the Palatini approach to f(R) gravity has been discussed, intro-
ducing its main features and properties. A particular generalisation of f(R)
gravity, mixing both metric and Palatini approach has then been presented
and some results in connection with the author’s original work have been
outlined.
This thesis as a whole can be considered as an extensive review on dy- Future perspectives
namical systems applications to dark energy models, where not only detailed
references to the literature have been furnished, but also new and original
results have been obtained. It can easily be taken as a guide through the
literature of the dynamics of dark energy models, though only dynamical
systems applications have been considered leaving aside many more theo-
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retical and phenomenological issues. It is the thought of the author that
the present work is better suited to inspire future analysis on the dynamics
of dark energy models rather than being a simple review of past results.
Some original computations presented for the first time in this thesis could
already be the starting point of future dynamical systems applications in
cosmology. For example an extended and self-contained dynamical analysis
on the quintessence model with power-law potential as the one we offered
in Sec. 4.3 has never appeared in the literature. The results obtained in
Sec. 5.4 for the simplest tachyonic scalar field model complement other ones
derived in previous works and highlight new interesting phenomenological
features that this model can provide. The new variables defined in Sec. 6.2
for scalar-tensor theories can be employed not only to construct a unified
approach to the dynamics of such theories, but also to analyse in depth
the dynamical properties of specific dark energy models. On a more general
ground, this thesis can be used as a guide to dynamical systems applications
to dark energy which not only presents up to date results on the subject,
but also proposes new directions of research and lays the foundations for a
bridge between applied mathematics and theoretical physics.
In conclusion we have had a long journey through the dynamics of the-Conclusions
oretical models of dark energy. We have reviewed both mathematical and
physical topics, discussed the problems aﬄicting modern cosmology, intro-
duced a great number of dark energy models relying on the most different
theoretical foundations and finally derived many more results on their cos-
mological dynamics. We have learnt that every different model of dark
energy leads to interesting phenomenological features, but none of them is
able to both provide a satisfactory interpretation of astronomical observa-
tions and be not plagued by any theoretical drawback. At the present time,
the scientific quest for the nature of dark energy is still an open and lively
issue on both the theoretical and observational sides. It is the one hope of
the author that the reader, independently of her/his background, has en-
joyed the journey and that she/he has found somehow useful the arguments
and topics discussed. The ultimate aim of this thesis has always been to
expand knowledge and inspire ideas to both the author and the reader.
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The background dynamical evolution of a universe filled with matter and a cosmological scalar field is
analyzed employing dynamical system techniques. After the phenomenology of a canonical scalar field
with exponential potential is revised, square and square root kinetic corrections to the scalar field canonical
Lagrangian are considered and the resulting dynamics at cosmological distances is obtained and studied.
These noncanonical cosmological models imply new interesting phenomenology including early time
matter dominated solutions, cosmological scaling solutions and late time phantom dominated solutions
with dynamical crossing of the phantom barrier. Stability and viability issues for these scalar fields are
presented and discussed.
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I. INTRODUCTION
Since the Nobel Prize winning discovery of a current
cosmological phase of accelerated expansion was made in
1998 [1,2], the theoretical models advanced to describe this
phenomenon quickly multiplied in the literature. The
simplest among these is the straightforward addition of a
positive cosmological constant to the Einstein field equa-
tions. Although this model fits all astronomical observa-
tions, it is in tension with particle physics prediction (the
cosmological constant problem [3,4]) and cosmological
considerations (the coincidence problem [5]).
A way to alleviate these problems consists in letting the
cosmological constant be dynamical. This implies the
introduction of some cosmological field capable of repro-
ducing the late time accelerated behavior mimicking in this
way the effects of a cosmological constant. Any physical
entity which at cosmic distances provides an accelerated
expansion at late times is commonly called dark energy.
The simplest field having these properties is a canonical
scalar field with a potential. Dark energy models of this
kind go under the name of quintessence and have been
largely studied in the literature [6,7].
Scalar fields play an important role in cosmology since
they are sufficiently simple to handle and sufficiently
complicated to produce nontrivial dynamics. They are
not only employed to model dark energy, but also to
characterize inflation [8], dark matter [9], unified dark
models [10] and other cosmological features. For dark
matter phenomenology it is usually required a vanishing
pressure and that the speed of sound of adiabatic perturba-
tions is sufficiently small to allow the formation of clusters.
Scalar field models proposed to unify dark matter and dark
energy must thus have a dynamical equation of state
evolving from dustlike to dark energy– like behavior,
which can be achieved with a noncanonical scalar
field [10].
Generalizations and modifications of the canonical scalar
field Lagrangian can also lead to more complex cosmo-
logical predictions. Extended models where the scalar field
Lagrangian is a general function of both the scalar field ϕ
and its kinetic term are known as k-essence theories [11].
Within this framework it is possible to obtain not only the
standard dark energy evolution but also the so-called
phantom regime and quintessence to phantom transition,
though fatal problems always arise at the level of pertur-
bations [12–14].
A phantom scalar field is identified by an equation of
state (EoS) with a negative pressure bigger than the energy
density. In other words, for a scalar field EoS pϕ ¼ wϕρϕ,
the phantom regime is identified by the condition wϕ < −1,
which seems to be slightly favored by astronomical
observations even after Planck [15,16]. The first and
simplest model capable of achieving such condition con-
sists in flipping the sign of the kinetic term of a canonical
scalar field [17]. However in this model the scalar field EoS
parameter is never greater than −1 creating problems at
early times where dark matter with vanishing pressure must
dominate. Scalar fields which can cross the phantom barrier
at wϕ ¼ −1 are usually dubbed quintom models and imply
either the use of extended Lagrangians, generally instable,
or of two different scalar fields [14,18].
The present work is devoted to study the background
dynamical evolution of different scalar field models.
Dynamical system techniques are employed to fully deter-
mine the solutions of the cosmological equations. Suitable
dimensionless variables are introduced following [19] and
the phase space dynamics is analyzed using numerical
methods. Canonical and noncanonical scalar field
Lagrangians are presented and their cosmological impli-
cations are discussed. The complete cosmological back-
ground dynamics of two specific noncanonical scalar fields*n.tamanini.11@ucl.ac.uk
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is obtained showing that interesting phenomenology, such
as early time matter dominated solutions, scaling solutions,
late time phantom acceleration, superstiff and phantom
transition eras, can be achieved.
The paper has the following structure. In Sec. II the
canonical scalar field will be largely discussed. Its features
and cosmological dynamics will be presented and analyzed
in depth and the notation and conventions needed for the
following sections will be introduced. In Sec. III nonca-
nonical scalar field Lagrangians will be considered.
Perturbation instabilities will be examined and the analysis
will focus on models where dynamical system techniques
can be successfully applied. Sections IVand V will then be
dedicated to the study of square and square root kinetic
corrections to the canonical scalar field Lagrangian. For
these simple models the full dynamical features can be
obtained and the background cosmological evolution can
be determined for any initial condition. The analysis of
these two sections will show that a rich phenomenology can
be obtained with these extended scalar fields. Finally
results and conclusions will be discussed in Sec. VI.
II. THE CANONICAL SCALAR FIELD
In this section we review the cosmological dynamics of a
canonical scalar field following the analysis first performed
in [19]. This will serve as an introduction to the dynamical
system techniques one can apply in order to completely
determine the cosmological evolution of specific models.
Moreover this section will be helpful in defining notation
and conventions.
The action of a minimally coupled canonical scalar field
is given by
S ¼
Z
d4x
ﬃﬃﬃﬃﬃﬃ
−g
p  R
2κ2
þ Lϕ þ Lm

; (1)
where g is the determinant of the metric, R is the Ricci
scalar, κ2 ¼ 8πG=c4, Lm is the matter Lagrangian, and the
scalar field Lagrangian is defined as
Lϕ ¼ −
1
2
∂ϕ2 − VðϕÞ; (2)
with ∂ϕ2 ¼ ∂μϕ∂μϕ and V a general potential for ϕ. The
variation with respect to gμν produces the following
gravitational equations:
Gμν ¼ κ2

Tμν þ ∂μϕ∂νϕ −
1
2
gμν∂ϕ
2 − gμνV

; (3)
where Gμν ¼ Rμν − 1=2gμνR is the Einstein tensor and Tμν
the matter energy-momentum tensor. The variation with
respect to ϕ gives the Klein-Gordon equation
□ϕ −
∂V
∂ϕ
¼ 0; (4)
with □ϕ ¼ ∇μ∇μϕ.
In what follows we will analyze the background cos-
mological evolution of this model. The metric tensor will
be assumed to be of the Friedmann-Robertson-Walker
(FRW) type with vanishing spatial curvature
gμν ¼ diagð−1; aðtÞ2; aðtÞ2; aðtÞ2Þ; (5)
with aðtÞ the scale factor, while the scalar field is taken to
be spatially homogeneous ϕ ¼ ϕðtÞ. The matter energy-
momentum tensor will be of the perfect fluid form with ρðtÞ
and pðtÞ its energy density and pressure, respectively. A
linear EoS p ¼ wρ, with w the EoS parameter ranging from
0 (dust) to 1=3 (radiation), will be assumed.
With these assumptions, from the gravitational equa-
tions (3) we obtain the Friedmann constraint
3H2 ¼ κ2

ρþ 1
2
_ϕ2 þ V

(6)
and the acceleration equation
2 _H þ 3H2 ¼ −κ2

pþ 1
2
_ϕ2 − V

; (7)
where H ¼ _a=a is the Hubble parameter and an overdot
denotes differentiation with respect to the time t. On the
other hand the scalar field equation (4) gives
ϕ̈þ 3H _ϕþ ∂V
∂ϕ
¼ 0: (8)
The energy density and pressure of the canonical scalar
field are given, respectively, by
ρϕ ¼
1
2
_ϕ2 þ V; (9)
pϕ ¼
1
2
_ϕ2 − V; (10)
and its EoS parameter, defined as the ratio between its
pressure and energy density, is
wϕ ¼
pϕ
ρϕ
¼
1
2
_ϕ2 − V
1
2
_ϕ2 þ V : (11)
For V ≫ _ϕ2 this approaches a cosmological constant EoS
with wϕ ¼ −1, while for V ≪ _ϕ2 this describe a stiff fluid
with wϕ ¼ 1.
At this point, following [19], we introduce new dimen-
sionless variables as
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x2 ¼ κ
2 _ϕ2
6H2
; y2 ¼ κ
2V
3H2
; σ2 ¼ κ
2ρ
3H2
: (12)
These variables are largely employed in scalar field
cosmology since they not only allow one to rewrite
Eqs. (6)–(8) as an autonomous system of equations, but
can also be generalized in different contexts such as, for
example, nonminimally coupled scalar fields [20–23],
tachyons [24], Galileons [25], phantom and quintom
cosmology [26,27], phenomenology from higher dimen-
sions [28–31], k essence [32,33], modified gravity [34],
three-form cosmology [35,36], cosmological effective field
theories [37] and dark energy models coupled to dark
matter [38–40].
With the variables (12) the Friedmann constraint (6)
becomes
1 ¼ Ωm þ Ωϕ ¼ σ2 þ x2 þ y2; (13)
where the relative energy densities are defined as
Ωm ¼
κ2ρ
3H2
and Ωϕ ¼
κ2ρϕ
3H2
: (14)
Equation (13) can be used to replace σ2 in favor of x2 and
y2. This implies that the only dynamical variables of the
system of equations will be x and y. Also, since σ2 ≥ 0 due
to the assumption ρ ≥ 0, the constraint
x2 þ y2 ≤ 1 (15)
will always hold. If in addition one assumes the potential
energy V to be greater than zero, then y ≥ 0 and the phase
space of the variables ðx; yÞ reduces to the upper-half
unit disk.
At this point it is possible to convert the cosmological
equations into an autonomous system of equations if one
further specifies the potential V. If this is exponential, for
example
VðϕÞ ¼ V0e−λκϕ; (16)
with V0 > 0 and λ arbitrary parameters, then the phase
space will remain two dimensional. If instead one chooses a
power-law potential, then the phase space becomes three
dimensional and the new variable
z ¼ − 1
κV
∂V
∂ϕ
(17)
needs to be introduced [6,41], while for other potentials
different variables can be better employed; see e.g. [42–45].
In this work we will only consider exponential potential of
the kind (16). With this assumption the acceleration
equation (7) and the scalar field equation (8) lead to the
two-dimensional autonomous system
x0 ¼ 3
2
 ﬃﬃﬃ
2
3
r
λy2 − ðw − 1Þx3 − xðwþ 1Þðy2 − 1Þ

; (18)
y0 ¼ − 3
2
y

ðw − 1Þx2 þ ðwþ 1Þðy2 − 1Þ þ
ﬃﬃﬃ
2
3
r
λx

; (19)
where a prime denotes differentiation with respect to
dη ¼ Hdt and the variables x and y are functions of the
dimensionless time parameter η ¼ ln a. Note that the
dynamical system (18) and (19) is invariant under
the transformation y↦ − y, so even if we drop the
V > 0 assumption the dynamics on the negative y half-
plane would be a copy of the positive y region. Note also
that we are assuming H > 0 in order to describe an
expanding universe. However the dynamics of a con-
tracting universe (H < 0) would have the same features
of our analysis in the negative y plane switching the
direction of time because of the y↦ − y symmetry. On
the other hand the dynamical system (18) and (19) is also
invariant under the simultaneous transformation
λ↦ − λ and x↦ − x; (20)
which shows that opposite values of λ lead to the same
dynamics after a reflection over the y axis.
The acceleration equation (7) gives also
_H
H2
¼ 3
2
½ðw − 1Þx2 þ ðwþ 1Þðy2 − 1Þ; (21)
which at any fixed point ðx; yÞ of the phase space can be
solved for a to give
a ∝ ðt − t0Þ2=½3ðwþ1Þð1−x2−y2Þþ2x2; (22)
where t0 is a constant of integration. This corresponds to a
power-law solution, i.e. a solution for which the scale factor
a evolves as a power of the cosmological time t. If x ¼ 0
and y ¼ 0, the universe is matter dominated and its
evolution coincides with the standard w-dependent scaling
solution. If x ¼ 0 and y ¼ 1, the denominator of (22)
vanishes and the universe undergoes a de Sitter expansion
as can be seen from (21) which forcesH to be constant. An
effective EoS parameter weff can now be defined rewriting
(22) as
1
a ∝ ðt − t0Þ2=½3ð1þweffÞ (23)
and corresponds to the EoS parameter of an effective fluid
sourcing the gravitational equations, or in other words to an
effective matter energy-momentum tensor. Comparing with
(22) we find
1
If weff < −1, then the physical solution for the scale factor in
Eq. (22) should be a ∝ ðt0 − tÞ2=½3ð1þweffÞ, which implies a big rip
at t ¼ t0.
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weff ¼ x2 − y2 þ wð1 − x2 − y2Þ: (24)
Whenever weff < −1=3 solution (23) describes a universe
undergoing an accelerated phase of expansion. This kind of
evolution is useful to model both the inflationary early
universe and the late time dark energy dominated universe.
We can also have a look at how wϕ can be rewritten in terms
of the variables (12):
wϕ ¼
x2 − y2
x2 þ y2 : (25)
This expression tells us the equation of state of the scalar
field at any given point of the phase space.
The first step one should make in order to analyze the
dynamical system (18) and (19) is to compute the critical or
fixed points of the system. These are the phase space points
ðx; yÞ that satisfy the conditions
x0 ¼ 0; y0 ¼ 0: (26)
If the system happens to be in one of these points, then
there is no dynamical evolution and the universe expands
according to (22). Their existence is satisfied only if their
coordinates are real and lie inside the phase space, i.e. the
upper unit half-disk in the present case. The stability
conditions are computed linearizing the equations around
the critical point under consideration which leads to the
analysis of the eigenvalues of the Jacobian matrix
M ¼
 
∂fx
∂x
∂fx
∂y
∂fy
∂x
∂fy
∂y
!
; (27)
evaluated at the critical point. Here x0 ¼ fxðx; yÞ and
y0 ¼ fyðx; yÞ is a compact notation for the system (18)
and (19). If the real part of both the eigenvalues is positive,
then the point is an unstable point; if they have different
signs, the point is a saddle point; and if they are both
negative, the point is a stable point.
The critical points of the system (18) and (19) are shown
in Table I. There can be up to five critical points according
to the value of λ:
(i) Point O.—The origin of the phase space corre-
sponds to a matter dominated universe (Ωm ¼ 1) and
exists for all values of λ. Of course the effective EoS
matches the matter EoS, weff ¼ w, and thus for
physically admissible values of w there is no accel-
eration. This point is always a saddle point attracting
trajectories along the x axis and repelling in any
other direction.
(ii) Point A.—In these two points the universe is
dominated by the scalar field kinetic energy
(Ωϕ ¼ 1) and thus the effective EoS reduces to a
stiff fluid with weff ¼ wϕ ¼ 1 and no acceleration.
Their existence is always guaranteed and they never
represent stable points. They are unstable or saddle
points depending on the absolute value of λ being
greater or smaller than
ﬃﬃﬃ
6
p
.
(iii) Point B.—This point is the so-called scaling solution
where the effective EoS matches the matter EoS, but
the scalar field energy density does not vanish. In
other words we always have both 0<Ωϕ¼3ð1þwÞ=
λ2<1 and 0 < Ωm ¼ 1 −Ωϕ < 1, obtaining also
wϕ ¼ w. This means that the universe evolves under
both the matter and scalar field influence, but it
expands as if it was completely matter dominated.
This solution is of great physical interest for the
coincidence problem since according to it a scalar
field can or could be present in the universe hiding
its effects on cosmological scales. However, since
we have weff ¼ w there cannot be accelerated
expansion. When this point exists, i.e. for
λ2 ≥ 3ð1þ wÞ, it always represents a stable point
attracting all the phase space trajectories.
(iv) Point C.—The last point stands for the cosmological
solution where the universe is completely scalar field
dominated. This implies Ωm ¼ σ2 ¼ 0 and Ωϕ ¼
x2 þ y2 ¼ 1 meaning that point C will always lie on
the unit circle. It exists for λ2 < 6 and it is a stable
attractor for λ2 < 3ð1þ wÞ (i.e. when point B does
not appear) and a saddle point for 3ð1þ wÞ ≤
λ2 < 6. The effective EoS parameter assumes the
value weff ¼ wϕ ¼ λ2=3 − 1 which implies an accel-
erating universe for λ2 < 2. This point represents the
well-known cosmological accelerated expansion
driven by a sufficiently flat scalar field potential.
TABLE I. Critical points of the system (18) and (19) and their properties.
Point x y Existence weff Acceleration Ωϕ Stability
O 0 0 ∀λ; w w No 0 Saddle
A− −1 0 ∀λ; w 1 No 1 Unstable if λ ≥ −
ﬃﬃﬃ
6
p
Saddle if λ < −
ﬃﬃﬃ
6
p
Aþ 1 0 ∀λ; w 1 No 1 Unstable if λ ≤
ﬃﬃﬃ
6
p
Saddle if λ >
ﬃﬃﬃ
6
p
B
ﬃﬃ
3
2
q
1þw
λ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
3ð1−w2Þ
2λ2
q
λ2 ≥ 3ð1þ wÞ w No 3ð1þwÞ
λ2
Stable
C λﬃﬃ
6
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 − λ
2
6
q
λ2 < 6 λ
2
3
− 1 λ2 < 2 1 Stable if λ2 < 3ð1þ wÞ Saddle if 3ð1þ wÞ ≤ λ2 < 6
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The physical applications abound in both the early
and late time universe stages. In the limit λ → 0 this
solution reduces to a de Sitter expansion dominated
by a cosmological constant.
The qualitative behavior of the phase space can be
divided into three regions according to the value of λ2.
In what follows we will only consider positive values for λ.
The dynamics for negative values coincides with the
positive one after a reflection around the y axis because
of (20).
If λ2 < 3ð1þ wÞ, there are four critical points. Points A
are both unstable node, while pointO is a saddle point. The
global attractor is point C which represents an inflationary
cosmological solution if λ2 < 2. The portrait of the phase
space is depicted in Fig. 1 where the values λ ¼ 1 and
w ¼ 0 have been chosen. The yellow shaded region
delimits the zone of the phase space where the universe
undergoes an accelerated expansion. Point C always lies on
the unit circle and it happens to be outside the acceleration
region if λ2 > 2.
In the range 3ð1þ wÞ ≤ λ2 < 6 there are five critical
points in the phase space. Points A and O still behave as
unstable nodes and saddle point, respectively. The global
attractor is now point B and point C becomes a saddle
point. The phase space portrait is drawn in Fig. 2. Point B
always lies outside the acceleration region (yellow shaded
area) and thus never describe an inflationary solution.
However the effective EoS parameter at this point coincides
with the matter EoS parameter and thus the universe
experience a matterlike expansion even if it is not com-
pletely matter dominated. This is the so-called scaling
solution where the scalar field energy density fills part of
the universe but the resulting cosmological evolution still
assumes the behavior of a matter dominated expansion.
Finally if λ2 ≥ 6, there are again only four critical points.
Point A− is the only unstable node, while points Aþ and O
behave as saddle points. Point C does not appear anymore
and the global attractor is still point B, which again
represents a scaling solution with weff ¼ w. The phase
space dynamics is depicted in Fig. 3.
The cosmological dynamics of the canonical scalar field
is interesting because of the appearance of late time
accelerated solutions which can be employed to model
dark energy and inflation. The scaling solutions are also
important since they allow a scalar field to hide its presence
during the cosmological evolution. This situation can be
used to postulate a scalar field which gives no contribution
at early times but becomes relevant at late times.
Unfortunately there are strong observational constraints
from nucleosynthesis which force the parameter λ to satisfy
the relation λ≳ 9 at early times [46]. Since for a late time
accelerating solution a sufficiently flat potential is needed
(λ2 < 2), it is impossible to achieve both the scaling and
accelerating regimes with a canonical scalar field and an
exponential potential.
Moreover with a canonical scalar field we always have
that unstable nodes of the phase space, possibly represent-
ing very early time behaviors, are associated with scalar
field kinetic dominated universe. These solutions are
characterized by an effective EoS approaching the stiff
regime where weff ¼ 1. Strictly speaking this value of weff
is not physically viable at the classical level. However since
these solutions appear to be relevant only at very early
FIG. 1 (color online). Phase space with λ ¼ 1 and w ¼ 0. The
global attractor is point C which represents an accelerating
solution. For values λ2 > 2 point C would lie outside the
acceleration region (yellow shaded area) and would not be an
inflationary solution.
FIG. 2 (color online). Phase space with λ ¼ 2 and w ¼ 0. The
global attractor is point B where the universe expands as it was
completely matter dominated, while point C is a saddle point.
FIG. 3 (color online). Phase space with λ ¼ 3 and w ¼ 0. Point
B is the global attractor describing a scaling solution with
weff ¼ w.
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times in physical applications, this feature is usually
ignored. As we will see in Sec. IV, with a noncanonical
scalar field an early time matter dominated solution can
always be obtained.
III. THE NONCANONICAL SCALAR FIELD
In this section we will generalize the scalar field
Lagrangian Lϕ. The canonical choice for Lϕ has been
given in (2) and its dynamics on cosmological scales has
been investigated in full detail in the previous section. In
order to simplify the following equations we define
X ¼ − 1
2
∂ϕ2 ¼ − 1
2
gμν∂μϕ∂νϕ: (28)
The canonical choice for the scalar field Lagrangian
corresponds then to Lϕ ¼ X − V. The most general
Lagrangian containing X and ϕ is given by
Lϕ ¼ PðX;ϕÞ, where P is an arbitrary function in both
the variables. In cosmology such theories are known under
the name of k essence. They received a considerable
amount of attention during the last few years because of
their applications to dark energy, dark matter and inflation.
In order to reduce our analysis we will focus only on
scalar field Lagrangians generally defined by
Lϕ ¼ VfðBÞ with B ¼
X
V
(29)
and f an arbitrary function. This includes the canonical
choice if one considers fðBÞ ¼ B − 1. In [47,48] it has
been shown that, within general relativity, the most general
Lagrangian leading to cosmological scaling solutions with
an exponential potential can be written as
2
(29). In addition
the dimensionless variables (12) turn out to be of great
advantage if a scalar field Lagrangian is assumed as in (29).
As we will see they will permit to completely determine
the cosmological dynamics of such a scalar field. As before
we will only consider the exponential potential case
V ¼ V0 expð−λκϕÞ.
The variation of the gravitational action (1) with the
scalar field Lagrangian (29) leads to the gravitational
equations
1
κ2
Gμν ¼ Tμν þ gμνVf þ
∂f
∂B
∂μϕ∂νϕ; (30)
while the variation with respect to the scalar field ϕ gives
∇μ

∂f
∂B
∂μϕ

þ ∂V
∂ϕ

f −
∂f
∂B
B

¼ 0: (31)
Notice that these equations reduce to (3) and (4) for the
canonical choice of the scalar field Lagrangian.
As before, the cosmological equations can be found
employing the FRW metric (5) and assuming an homo-
geneous scalar field ϕ ¼ ϕðtÞ. The Friedmann constraint
becomes
3H2
κ2
¼ ρ − Vf þ ∂f
∂B
_ϕ2; (32)
while the acceleration equation generalizes to
2 _H þ 3H2 ¼ −κ2ðpþ VfÞ: (33)
On the other hand the same assumptions reduce (31) to

∂f
∂B
þ 2B ∂
2f
∂B2

ϕ̈þ ∂f
∂B
3H _ϕ
−

f − B
∂f
∂B
þ 2B2 ∂
2f
∂B2

∂V
∂ϕ
¼ 0; (34)
where now B ¼ _ϕ2=ð2VÞ.
Some remarks can now be made on Eqs. (32)–(34). First
of all we notice again that choosing f ¼ B − 1 reduces
these equations to (6)–(8) as expected. It is interesting to
find the particular form of the function f for which the
contribution of the scalar field in (32) completely disap-
pears. This is realized for f ¼ ﬃﬃﬃBp or, in other words, for
the Lagrangian Lϕ ¼
ﬃﬃﬃﬃﬃﬃﬃ
XV
p
. Unfortunately this particular
choice also makes the first and last terms in (34) vanish.
This implies that ϕ has no dynamics at all and becomes
simply a constant. In any case it is worth noting that adding
the
ﬃﬃﬃ
B
p
term to any other function f does not modify the
Friedmann constraint (32) and adds a simple term
3H
ﬃﬃﬃﬃﬃﬃﬃﬃ
V=2
p
to the scalar field equation (34). These features
will be analyzed in more detail in Sec. V. Note also that it is
impossible to find a scalar field Lagrangian whose con-
tribution in the acceleration equation (33) vanishes. This is
due to the fact that Lϕ ¼ Vf and thus the vanishing of the
scalar field contribution in (33) would correspond to a zero
scalar field Lagrangian.
At this point it is useful to see what the Friedmann
constraint (32) looks like in terms of the variables (12). We
obtain
1 ¼ σ2 − y2f þ 2x2 ∂f
∂B
; (35)
where we also have that
B ¼ x
2
y2
: (36)
The Friedmann constraint (35) determines the boundaries
of the phase space described by the variables x and y. In the
2
In [47,48] this Lagrangian was written as Lϕ ¼ XfðBÞ;
however a simple redefinition of the function f can bring this
in the form (29).
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canonical case (2) this reduces to (13) and the phase space
is simply the upper-half unit circle. However if we choose a
different function f the phase space arising from (35) can
be considerably different from the canonical one. As a
consequence we can even lose the compactness of the
phase space. In the next sections we will study what
happens with different choices for the function f. In
particular we will look for functions for which the phase
space remains compact.
The expression of (33) in terms of the x and y variables is
given by
_H
H2
¼ − 3
2

ð1þ wÞð1þ y2fÞ − 2wx2 ∂f
∂B

: (37)
From this we can extract the effective EoS parameter of the
universe as
weff ¼ wþ ðwþ 1Þy2f − 2wx2
∂f
∂B
: (38)
We can also find the EoS of the scalar field. The energy
density and pressure of ϕ are given, respectively, by
ρϕ ¼ 2X
∂f
∂B
− Vf; (39)
pϕ ¼ Lϕ ¼ Vf: (40)
Note that ρϕ coincides with the expression appearing in the
Friedmann constraint (32) as expected. To be physically
viable at the quantum level ϕ must satisfy ρϕ > 0. The EoS
parameter of the scalar field is then
wϕ ¼
pϕ
ρϕ
¼

2
X
V
1
f
∂f
∂B
− 1

−1
: (41)
In the canonical case f ¼ B − 1 this reduces to (11), while
if f is constant, this simply becomes wϕ ¼ −1 describing a
cosmological constant. Finally another useful quantity in
scalar field cosmology is the so-called
3
speed of sound of
adiabatic perturbations [50]. This is defined as
c2s ¼
∂pϕ
∂X
=
∂ρϕ
∂X
¼

1þ 2X
V
∂2f
∂X2
=
∂f
∂X

−1
; (42)
and for physically viable cosmological models we must
require c2s > 0. If this condition is dropped, then insta-
bilities arise at the level of perturbations of the scalar fluid.
For the canonical scalar field we find c2s ¼ 1 which implies
that perturbations propagate at the speed of light.
At this point, in order to completely determine the
dynamics of a specific model of noncanonical scalar field,
we need to choose the form of the function f. Ideally we
would like both to find interesting phenomenology at
cosmological scales and to satisfy the physical conditions
ρϕ > 0 and c
2
s > 0. A possible attempt could be
f ¼ − expðBÞ. This choice seems indeed to yield some
interesting features as one can realize looking at the EoS
parameter for the scalar field which reads
wϕ ¼
−V
2X þ V with Lϕ ¼ −Ve
−X=V : (43)
Whenever X ≫ V we have wϕ ≃ 0, while if X ≪ V, we get
wϕ ≃ −1. The scalar field (43) can thus be used to
characterize a dust fluid at early times and a cosmological
constant at late times. Such a field could even be used to
build a unified model of dark energy and dark matter,
though the effects of the scalar field when X ≫ V would
result really small since in this limit Lϕ ≃ 0. Another
drawback of this model is given by the speed of sound (42)
which results to be
c2s ¼

1 −
2X
V

−1
with Lϕ ¼ −Ve−X=V : (44)
As we can note, as soon as V < 2X we obtain c2s < 0which
gives rise to instabilities at the level of perturbations. Also
when V ¼ 2X the speed of sound diverges. We could
overlook this problem for the sake of finding interesting
phenomenology for the background evolution of the uni-
verse. However, as we shall see in Sec. V, dropping this
assumption can actually lead to a much richer cosmology if
one chooses a different model.
As we can realize the exponential Lagrangian (43)
reduces to the canonical one at first order in X=V, so
whenever this quantity is small, which usually happens at
late times in cosmology, the exponential model is well
approximated by the canonical scalar field. In this case the
first corrections at second order would be determined by
the term −X2=ð2VÞ. However, as we have seen above, the
exponential Lagrangian (43) leads to instabilities at the
perturbation level. Of course there could be another form
for the function f which does not introduce such problems
and which reduces to the canonical case when X=V is
small. Corrections to the canonical Lagrangian will then be
given by higher order power-law kinetic terms. Thus
instead of guessing a specific form for the function f,
we can take a starting point based on higher order (kinetic)
corrections to the canonical Lagrangian. This will allow us
to analyze models which both resemble the canonical scalar
field at late times and are sufficiently simple to handle so
that one can determine the complete cosmological dynam-
ics of the scalar field.
We will then consider models which gives (kinetic)
power-law corrections to the canonical case characterized
3
Strictly speaking c2s as defined in (42) should be called the
phase speed of perturbations, not the speed of sound; see [49].
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by the function f ¼ B − 1þ ξBn with ξ and n two real
parameters. The corresponding Lagrangian reads
Lϕ ¼ X − V þ ξV

X
V

n
; (45)
which is well defined only considering n > 0. The correc-
tions to the canonical case are defined by the parameter n.
For example, if n ¼ 2, we have that the next-to-first-order
corrections are of the square type, while if n ¼ 3, these are
of the cubic type. If instead n < 1, then we get corrections
also at late times and the model does not reduce to a
canonical scalar field.
The energy density (39) and speed of sound (42) for this
model become, respectively,
ρϕ ¼ V þ X þ ð2n − 1ÞξV

X
V

n
; (46)
c2s ¼
X þ ξnVðX
V
Þn
X þ ξnð2n − 1ÞVðX
V
Þn : (47)
If we assume n > 1=2 and ξ ≥ 0, these quantities are
always positive and finite and thus physically viable. The
case n ¼ 1=2 is of particular interest and will be treated in
Sec. V, while the value ξ ¼ 0 yields back the canonical
case. The scalar field EoS parameter is given by
wϕ ¼
X − V þ ξVðX
V
Þn
X þ V þ ξð2n − 1ÞVðX
V
Þn (48)
and reduces to −1 for V ≫ X and to 1=ð2n − 1Þ for V ≪ X
given n > 1. This model allows for a late time cosmologi-
cal constantlike EoS while the early time value of (48) is
determined by the parameter n. Note that for n > 1 the
scalar field EoS at early times is always positive and
smaller than 1.
In the next sections we will focus on the cases n ¼ 2 and
n ¼ 1=2. The first one follows the philosophy of recovering
a canonical scalar field at late times and will be studied in
Sec. IV. The second one will introduce modifications at
both early and late times and the phenomenology at
cosmological scales will result much different and richer
than the canonical one as we will see in Sec. V.
IV. SQUARE KINETIC CORRECTIONS
This section will be devoted to the dynamical analysis of
background cosmologies arising from a scalar field
described by Lagrangian (45) with n ¼ 2:
Lϕ ¼ X − V þ ξ
X2
V
: (49)
The parameter ξ will be allowed to take any real value. If
ξ ¼ −1=2, this model approximates the exponential model
(43) at second order in the late time small quantity X=V.
However ξmust be positive for physically viable models. In
fact the energy density (46) and sound speed (47) reduce to,
respectively,
ρϕ ¼ X þ V þ 3ξ
X2
V
; (50)
c2s ¼
V þ 2ξX
V þ 6ξX : (51)
These two quantities are always positive, for all values of X
and V, only provided ξ > 0. Moreover we notice that the
speed of sound of adiabatic perturbations reduces to one
when V ≫ X and to 1=3 when V ≪ X. At early times the
perturbations travels at one-third of the speed of light. The
EoS parameter of the scalar field (48) becomes
wϕ ¼
XV − V2 þ ξX2
XV þ V2 þ 3ξX2 : (52)
Interestingly this reduces to −1 when V ≫ X and to 1=3
when V ≪ X, implying that the scalar field acts as
relativistic matter at early times and as an effective
cosmological constant at late times. This feature signals
that the model we are working with can lead to a physically
sensible phenomenology at cosmological scales.
The cosmological equations (32) and (33) for this model
are given, respectively, by
3H2
κ2
¼ ρþ V þ 1
2
_ϕ2 þ 3ξ
4
_ϕ4
V
; (53)
3H2 þ 2 _H ¼ −κ2

pþ 1
2
_ϕ2 − V þ ξ
4
_ϕ4
V

; (54)
while the scalar field equation (34) becomes

1þ 3ξ
_ϕ2
V

ðϕ̈þ 3H _ϕÞ þ

1 −
3ξ
4
_ϕ4
V2

∂V
∂ϕ
¼ 0: (55)
To determine the complete dynamics of these equations, we
now employ the dimensionless variables (12). The
Friedmann constraint (53) can then be written as
σ2 þ x2 þ y2 þ 3ξ x
4
y2
¼ 1; (56)
where now the relative scalar field energy density is given by
Ωϕ ¼ x2 þ y2 þ 3ξ
x4
y4
: (57)
The Friedmann constraint (56) can again be used to replace
σ2 in all the other cosmological equations. This will permit
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us to write the dynamical equations as an autonomous
system in the variable x and y, exactly as we did for the
canonical field in Sec. II. In addition, given that σ2 > 0 due
to the assumption ρ > 0, the Friedmann constraint (56)
reduces the phase space to be compact and delimited by the
close geometric curve defined by x2 þ y2 þ 3ξx4=y2 ¼ 1.
The boundary of the phase space now depends on the
parameter ξ: the larger is ξ, the smaller is the phase space.
The shape of the allowed phase space region can be observed
in Fig. 5, where the right column shows the phase space for
different values of ξ. The boundary of the region always
presents an edge in the origin but otherwise is smooth. The
phase space becomes the upper-half unit disk if ξ → 0 as
expected, while it reduces to the y axis for ξ → ∞.
With the dimensionless variables (12) we can now write
Eqs. (54) and (55) as the dynamical system
x0 ¼ 1
2y2ð6ξx2 þ y2Þ ½18ξ
2ð1 − 3wÞx7
− 3xy4ð6ξx2ðwþ 1Þ þ ðw − 1Þðx2 − 1ÞÞ
þ 3ξx3y2ðð7 − 9wÞx2 þ 6w −
ﬃﬃﬃ
6
p
λxþ 2Þ
þ y6ð
ﬃﬃﬃ
6
p
λ − 3ðwþ 1ÞxÞ; (58)
y0 ¼ 1
2y
½3y2ðwþ 1Þð1 − y2Þ þ 3ξð1 − 3wÞx4
− xy2ð
ﬃﬃﬃ
6
p
λþ 3ðw − 1ÞxÞ: (59)
Note that this system is invariant under the relation
y↦ − y, which implies that the dynamics on the negative
y half plane is symmetric to the one in the upper-half plane,
exactly as it happens for the canonical scalar field. This
again means that even if one drops the V > 0 assumption,
the dynamics of the whole system can be determined by
just the y > 0 analysis. Of course one always has to assume
V ≠ 0 in order for the model to not become singular. Also
the transformation (20) leaves the system (58) and (59)
unchanged, meaning that opposite values of λ lead to the
same dynamics after a reflection over the y axis, again as it
was in the canonical case. Note also that given y > 0 and
ξ > 0 the system (58) and (59) is never singular. Moreover
the origin can be taken to be part of the phase space since in
the limit x; y → 0 the system remains well defined as can be
proved in polar coordinates.
4
From Eq. (54) we can also obtain
_H
H2
¼ 3
2y2
½ξð3w − 1Þx4 þ ðw − 1Þx2y2
þ ðwþ 1Þy2ðy2 − 1Þ; (60)
from which we can obtain the effective EoS parameter at
any critical point ðx; yÞ as
weff ¼ w − ðw − 1Þx2 − ðwþ 1Þy2 − ξð3w − 1Þ
x4
y2
: (61)
In the origin this reduces to the matter EoS parameter and
the scalar field has no effects on the cosmological evolu-
tion. On the other side if x ¼ 0 and y ¼ 1, this becomes
weff ¼ −1 and the universe undergoes a de Sitter
expansion.
The critical points for the dynamical system (58) and
(59), together with their properties, are listed in Table II,
while existence and stability are explained in Fig. 4.
Assuming the origin is part of the phase space because
of the considerations above, there are now only up to three
critical points. Because of the high powers in x and y of the
system (58) and (59) the coordinate values of the critical
points result quite lengthy and complicated. For this reason
their explicit expression is given only in the Appendix.
(i) Point O.—As we already noticed the origin can be
taken to be part of the phase space since the system
(58) and (59) is regular at this point, as can be proved
in polar coordinates. Of course it represents a matter
dominated universe where the effective EoS param-
eter equals w and Ωm ¼ 1. Interestingly the origin is
now always an unstable node meaning that a com-
pletely matter dominated universe results unstable
and eventually evolves to other configurations.
(ii) Point B.—This point represents again a scaling
solutions where weff ¼ wϕ ¼ w but the scalar field
energy density does not vanish: 0 < Ωϕ < 1. It
exists only when the parameters λ and ξ lie inside
region III of Fig. 4 and it is always the global
attractor of the phase space when it appears. Again
since the universe evolves as it was matter domi-
nated, this point will never characterizes an accel-
erating solution.
(iii) Point C.—This point stands again for a completely
scalar field dominated universe. In fact it always lies
on the border of the phase space whereΩm ¼ σ ¼ 0,
Ωϕ ¼ 1 and weff ¼ wϕ. However, in contrast with
the canonical case, it appears in the phase space for
all possible values of λ, ξ and w. For λ → ∞ this
point moves along the border of the phase space
eventually approaching the origin. Regions I and II
TABLE II. Critical points of the system (58) and (59) and their
properties. The coordinates of points B and C are given in the
Appendix.
Point x y Existence weff Acceleration Ωϕ Stability
O 0 0 ∀λ; ξ; w w No 0 Unstable
B App. Fig. 4 w No App. Stable
C App. ∀λ; ξ; w App. Fig. 4 1 Fig. 4
4
Defining x ¼ r cos θ and y ¼ r sin θ the limit r → 0 always
well behaves but for the angles θ ¼ 0; π which however, corre-
sponding to y ¼ 0, never happen to be part of the phase space.
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in Fig. 4 show the values of λ and ξ where point C is
the global attractor of the phase space, while in
region III it behaves as a saddle point being point B
the global attractor. Region I of Fig. 4 represents the
area in the ðλ; ξÞ plane where point C characterizes
an inflationary or accelerating universe. In regions II
and III instead the effective EoS parameter in point
C is bigger than −1=3 and the universe undergoes a
decelerating expansion.
The first feature that one notices in this model, once a
comparison with the canonical case is done, is that the
kinetic scalar field dominated solutions appearing as
critical points A of the system (18) and (19) now are
never part of the phase space. They are replaced by the
matter dominated origin which now acts as the early time
unstable solution. In this model thus, instead of having a
nasty kinetic dominated solution with weff ¼ 1 at early
time, we obtain a much more physical matter universe
where weff ¼ w. In other words, in this model a matter
dominated universe results unstable and eventually evolves
to a configuration where the energy density of the scalar
field does not vanish. Notice also that points B and C
reduce to their correspondent canonical ones in the limit
ξ → 0.
We can now have a look at the complete phase space
dynamics for the three different regions of Fig. 4. This has
been drawn in Fig. 5 where (a) and (b) represent region I,
(c) and (d) region II and (e) and (f) region III. The left
column shows how the dynamics of the phase space
changes as the value of λ changes, while the right column
shows how it changes as the values of ξ changes. As it is
clear from Fig. 5, different values of λ do not change the
shape of the phase space, while the value of ξ determines
the boundary, and thus the shape, of the phase space. This is
of course due to the Friedmann constraint (56) which
depends on ξ as we already discussed above. The yellow
shaded region represents again the zone of the phase space
where the universe undergoes an accelerated expansion.
In Figs. 5(a) and 5(b) the phase spaces for the values
λ ¼ 1, ξ ¼ 1 and λ ¼ 2, ξ ¼ 4 have been depicted. The
only critical point appearing beside the origin is point C,
which, being inside the yellow region, characterizes an
accelerating solution. All the trajectories evolve from the
unstable matter dominated solution at the origin towards
the scalar field dominated solution at point C which acts as
the global attractor. This dynamics well suits the phenom-
enology of our universe since with this parameter choice we
can have a decelerated to accelerated transition describing
the dominance of dark energy over dark matter at late times
and the reverse situation at early times.
The phase space dynamics for region II of Fig. 4 has
been drawn in Figs. 5(c) and 5(d) where the values λ ¼ 2,
ξ ¼ 1 and λ ¼ 2, ξ ¼ 1=2 have been chosen, respectively.
The only two critical points in the phase space are again the
origin (early time unstable solution) and point C (late time
attractor) which now lies outside the yellow region and thus
describes a decelerating scalar field dominated universe.
Note that, depending on initial conditions, some trajectories
will still experience a stage of accelerated expansion before
ending in point C. This particular evolution can thus be
used to model universes with a transient inflationary era.
Finally the dynamics characterized by region III of Fig. 4
has been delineated in Figs. 5(e) and 5(f) where the values
λ ¼ 4, ξ ¼ 1 and λ ¼ 2, ξ ¼ 1=2 have been chosen,
respectively. There are now all three critical points in the
phase space. The origin is again the early time unstable
node, the global attractor is point B representing a scaling
solution and point C is now a saddle point. Depending on
initial conditions we can again have a transient acceleration
era before ending at point B with a matterlike cosmological
FIG. 4 (color online). Existence and stability in the parameter space ðλ; ξÞ of the critical points listed in Table II. A matter EoS has been
chosen in the left panel (a) w ¼ 0, while the corresponding relativistic case is shown in the right panel (b) w ¼ 1=3. Region III denotes
the existence of point B, while points O and C exist for every values of λ and ξ. In region I point C describes an accelerating universe,
while in regions II and III it characterizes a decelerating universe. Point C is the global attractor in regions I and II, while it is a saddle
point in region III where the global attractor is point B. The even-parity invariance of the pictures is due to the symmetry (20) of the
system (58) and (59).
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evolution. This dynamics can be employed to build models
of inflation where after the inflationary phase one obtains a
graceful exit to the scaling solution.
To conclude this section we compare this model with the
canonical scalar field of Sec. II. Both models present
cosmological scaling solutions and late time inflationary
attractors. They mainly differ in the early time dynamics
where instead of having kinetic scalar field dominated
solutions, in the noncanonical case only the matter domi-
nated solution appears. This feature can be used to better
motivate the phenomenology of dark energy. In fact with
the model presented in this section a matter dominated
universe is always unstable and eventually evolves to either
a scaling or a scalar field dominated solution. For the right
values of the parameters λ and ξ (see Fig. 4) the late time
attractor characterizes an accelerated cosmological expan-
sion implying a dynamics describing a transition from
matter to dark energy domination in accordance with the
current astronomical observations.
Of course, the model (49) being a subclass of (29), we
also obtain cosmological scaling solutions, identified with
point B in Fig. 5. As we commented in Sec. II these
solutions are of great physical interest since they can hide
the scalar field effects on the background cosmological
FIG. 5 (color online). Phase space of the dynamical system (58) and (59) with the value w ¼ 0. The yellow shaded region represents
the zone of the phase space where the universe undergoes an accelerated expansion. In the left column the phase space is shown for
different values of λ, while in the right column increasing values of ξ have been displayed. Note how the boundary of the phase space
changes for different values of ξ while it remains the same as λ changes. (a) λ ¼ 1 and ξ ¼ 1. (b) λ ¼ 2 and ξ ¼ 4. (c) λ ¼ 2 and ξ ¼ 1.
(d) λ ¼ 2 and ξ ¼ 1=2. (e) λ ¼ 4 and ξ ¼ 1. (f) λ ¼ 2 and ξ ¼ 1=10.
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evolution. In the canonical case however there are strong
constraints on the scalar field energy density obtained from
nucleosynthesis observations which eventually impose
λ≳ 9. One could hope that for the scalar field (49) the
constraint on λ would relax. Unfortunately the introduction
of the square kinetic corrections, parameterized by ξ, does
not help in this situation. As can be realized from Fig. 6, the
allowed region of the ðλ; ξÞ space for a viable scaling
solution at early times, when w ¼ 1=3, is well separated
from the late time acceleration region. The model (49) thus
presents the same difficulties of the canonical case for
hiding a scalar field at early times which eventually
becomes relevant for dark energy phenomenology at late
times.
The addition of the square kinetic correction (49) to the
canonical Lagrangian complicates the resulting cosmologi-
cal background equations. As a consequence the autono-
mous system of equations (58) and (59) contains power-law
terms in x and y up to fifth order, in contrast with (18) and
(19) where the highest order is the third. This implies that
the critical points of the system are much more complex
and difficult to find as it is shown in the Appendix. If one
considers cubic or higher order kinetic corrections to the
canonical scalar field Lagrangian, the corresponding cos-
mological dynamical system becomes almost impossible to
analyze even with numerical techniques. The model (49)
with square kinetic corrections is sufficiently simple to
study and sufficiently different from the canonical case to
present new phenomenology at cosmic distances, espe-
cially at early times where the scalar field kinetic domi-
nated solutions no longer appear. If ξ≪ 1, the dynamics of
the scalar field (49) approaches the corresponding canoni-
cal one. However as long as ξ ≠ 0 the kinetic dominated
solutions, corresponding to x ¼ 1 and y ¼ 0, will never
appear in the phase space. Interestingly if ξ is almost zero,
these points effectively behave as saddle points, but
for a nonvanishing ξ, no matter how small, they never
characterize kinetic dominated solutions because we obtain
wϕ ¼ 1=3 at that point. This implies a radiationlike
evolution meaning that the scalar field behaves as relativ-
istic matter.
V. SQUARE ROOT KINETIC CORRECTIONS
In this section we will consider square root kinetic
corrections to the canonical scalar field Lagrangian. In
other words we will study the model (45) with n ¼ 1=2,
which is simple to analyze and capable of providing
interesting phenomenology at cosmological scales. The
scalar field Lagrangian of this model is then
Lϕ ¼ X − V þ ξ
ﬃﬃﬃﬃﬃﬃﬃ
XV
p
; (62)
where ξ is again a free parameter. Recall that V has been
assumed to be positive and of the exponential form (16),
which means there are no inconsistencies with the square
root appearing in (62).
Before one proceeds with the analysis of the dynamical
equations, a subtlety must be taken into account. The
square root in (62) will provide terms containing
ﬃﬃﬃﬃﬃ
_ϕ2
q
, or
equivalently
ﬃﬃﬃﬃ
x2
p
. This are strictly positive quantities which
should be replaced by j _ϕj or jxj. However this would
prevent the autonomous system of equations from being
differentiable in x ¼ 0 and the whole dynamical system
analysis would be impossible since the function fx and fy
of (27) must be differentiable. For this reason we will
replace
ﬃﬃﬃﬃﬃ
_ϕ2
q
with _ϕ in what follows, or equivalentlyﬃﬃﬃﬃ
x2
p
↦x. This operation can be made mathematically
rigorous assuming that ξ↦sξ with s the sign of _ϕ, i.e.
s ¼ 1 if _ϕ > 0 and s ¼ −1 if _ϕ < 0. Note that we could
have choose the opposite branch, i.e.
ﬃﬃﬃﬃﬃ
_ϕ2
q
↦ − _ϕ orﬃﬃﬃﬃ
x2
p
↦ − x; however due to the symmetry (71) of the
resulting dynamical system both the choices would result in
the same cosmological dynamics.
With the scalar field (62), the energy density (46) and
speed of sound (47) reduce, respectively, to
ρϕ ¼ X þ V; (63)
c2s ¼ 1þ s
ξ
2
ﬃﬃﬃﬃ
V
X
r
¼ 1þ ξ
2
y
x
: (64)
Of course the energy density (63) corresponds to the
canonical energy density (9). As we already noticed in
Sec. III, we can always add a
ﬃﬃﬃ
B
p
term to the function f on
the noncanonical scalar field (29) leaving the Friedmann
constraint unmodified. For this reason the choice (62)
yields nothing but the Friedmann constraint
1 ¼ σ2 þ x2 þ y2; (65)
FIG. 6 (color online). Allowed values (purple darker region) for
early time cosmological scaling solutions of the scalar field (49)
[region III in Fig. 4(b)] permitted by nucleosynthesis observa-
tions. The same region appears for negative values of λ due to
symmetry (20).
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which corresponds to the one arising in the canonical case,
i.e. (13). This equals saying that the (gravitating) energy
density of the scalar field (62) is the same as the canonical
one and that the square root term does not give any energy
contribution. The scalar field relative energy density will
thus be
Ωϕ ¼ x2 þ y2; (66)
which equals (14).
The speed of sound (64) prevents the scalar field (62)
from being physically viable. In fact it is easy to see that
wheneverX ¼ 0, or x ¼ 0, the speed of sound (64) diverges
giving an infinite velocity of propagation for adiabatic per-
turbations. Moreover if ξx < 0, we always obtain c2s < 0 in
some region of the phase space in which the scalar field will
present instabilities at the perturbation level. The model
(62) results thus to be theoretically instable and nonviable.
However, despite all these drawbacks, in what follows we
will ignore all the problems arising from Eq. (64). We will
go on in analyzing the cosmological background dynamics
implied by the scalar field (62) showing that it is capable of
producing phenomenology which cannot be obtained with
the canonical scalar field and which is slightly favored by
astronomical observations.
The cosmological equations (33) and (34) now become,
respectively,
2 _H þ 3H2 ¼ −κ2

pþ 1
2
_ϕ2 − V þ ξ _ϕ
ﬃﬃﬃﬃ
V
p 
; (67)
ϕ̈þ 3H _ϕþ 3Hξ
ﬃﬃﬃﬃ
V
p
þ ∂V
∂ϕ
¼ 0: (68)
Notice that though the scalar field energy density is the
same, its pressure changes due to the ξ term. This is a
peculiar feature of the square root term (62) which, despite
having no gravitating energy, yields a nonzero pressure
term into the acceleration equation (67). Moreover in the
scalar field equation of motion the only modification due to
ξ is a new term directly coupling H and the potential V.
From these equations we obtain the following dynamical
system:
x0 ¼ 1
2
½−3ðw − 1Þx3 − 3x½ðwþ 1Þy2 − wþ 1
þ 3
ﬃﬃﬃ
2
p
ξx2yþ
ﬃﬃﬃ
2
p
yð
ﬃﬃﬃ
3
p
λy − 3ξÞ; (69)
y0 ¼ − 1
2
y½3ðw − 1Þx2 þ 3ðwþ 1Þðy2 − 1Þ
þ xð
ﬃﬃﬃ
6
p
λ − 3
ﬃﬃﬃ
2
p
ξyÞ; (70)
which generalizes the system (18) and (19) with the terms
containing ξ. Note that Eqs. (69) and (70) are invariant
under the simultaneous replacement
λ↦ − λ; ξ↦ − ξ; x↦ − x; (71)
which implies that the phase space is symmetric around the
y axis for opposite values of the parameters λ and ξ. In the
ξ → 0 limit the symmetry (71) becomes (20). The system is
also invariant under the following transformation:
ξ↦ − ξ; y↦ − y; (72)
which tells us that the dynamics in the y < 0 half phase
space equals the one in the upper-half space after a
redefinition of ξ. In the ξ → 0 limit this reduces to the
y↦ − y symmetry of the canonical case. Equation (37)
now reduces to
_H
H2
¼ 3
2
½ðw − 1Þx2 þ ðwþ 1Þðy2 − 1Þ −
ﬃﬃﬃ
2
p
ξxy (73)
and implies the following effective EoS parameter at any
critical point ðx; yÞ:
weff ¼ x2 − y2 þ wð1 − x2 − y2Þ þ
ﬃﬃﬃ
2
p
ξxy: (74)
Exactly as in (61), the fact that now the parameter ξ is
nonzero leads to new interesting phenomenology in com-
parison with the cosmology of the standard scalar field. The
EoS parameter of the scalar field now reads
wϕ ¼
x2 − y2 þ ﬃﬃﬃ2p ξxy
x2 þ y2 (75)
and differs from the canonical (25) only by the ξ term in the
numerator.
The critical points of the system (69) and (70) are listed
in Table III, while their existence and stability properties
are explained in Fig. 7. There are now seven possible
critical points and up to six of them can appear in the phase
space at the same time.
(i) Point O.—Again the origin of the phase space
formally corresponds to a matter dominated universe
where weff ¼ w and Ωm ¼ 1. Its properties are
unmodified being always a saddle point and existing
for all values of the parameters.
(ii) Points A.—Also the two kinetic dominated sol-
utions (weff ¼ wϕ ¼ 1 and Ωϕ ¼ 1), labeled by
points A, still appear in the phase space presenting
their standard behavior. In particular they are always
saddle or unstable nodes depending on the absolute
value of λ being smaller or greater than
ﬃﬃﬃ
6
p
.
(iii) Points B.—These two points describe scaling
solutions since in both of them weff ¼ wϕ ¼ w
and the scalar field energy density does not vanish.
In fact the relative energy density of the scalar
field is
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Ω
B
ϕ ¼
3
2λ2
ðξ2  ξ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ξ2 − 2w2 þ 2
p
þ 2wþ 2Þ; (76)
which is always between 0 and 1 when point B exists.
Their existence is given by regions III in Fig. 7 and
depends also on the matter EoS parameter. The smaller
the value of w, the bigger the existence region in the
ðλ; ξÞ parameter space, as can be seen comparing the
left and right panels of Fig. 7. Whenever these points
are present they always represent the global attractor
of the phase space, but never describe accelerating
solutions.
FIG. 7 (color online). Existence in the parameter space ðλ; ξÞ of the critical points B and C listed in Table III. A pressureless matter
EoS (w ¼ 0) has been chosen in the left panel (a), while the relativistic case (w ¼ 1=3) is drawn in the right panel (b). In both cases we
can identify four distinct zones. Inside zone I the only critical point appearing in the phase space, together with points A andO, is point
C−, which behaves as the global attractor. Inside the disconnected zone II both points C appear in the phase space, but point Cþ is
always an unstable node and pointC− again acts as the global attractor. In zone III− we find only points B− and in zone IIIþ we only have
point Bþ. They both represent the global attractor in their respective zone. In the cross regions I=III both points B and C− are present,
but points B represent the global attractors, while point C− behaves as a saddle point. The same situation happens in the crossing
regions II=III, but now also point Cþ is present and still acts as an unstable node. The connected region inside zones I and II delimited
by the dashed lines identifies the region where point C− represents an accelerating solution, while in the remaining parts of zones I and II
point C− represents a decelerating universe. As is clear from the picture the accelerated region of point C− never overlaps zones III,
meaning that both accelerated and scaling solutions cannot exist together. Moreover the dotted lines inside the acceleration region
identify the phantom regimes. The top right and bottom left parts represent a region where point C− gives weff < −1, while in the rest of
the acceleration zone it gives −1 < weff < −1=3. Finally the odd-parity invariance of the picture is due to the transformation (71) which
leaves the dynamical system unchanged.
TABLE III. Critical points of the system (69) and (70) and their properties. The definitions of ΩBϕ and Q are given in (76) and (77),
respectively.
Point x y Existence weff Acceleration Ωϕ Stability
O 0 0 ∀λ; ξ; w w No 0 Saddle
A− −1 0 ∀λ; ξ; w 1 No 1 Unstable if λ ≥ −
ﬃﬃﬃ
6
p
Saddle if λ < −
ﬃﬃﬃ
6
p
Aþ 1 0 ∀λ; ξ; w 1 No 1 Unstable if λ ≤
ﬃﬃﬃ
6
p
Saddle if λ >
ﬃﬃﬃ
6
p
B
ﬃﬃ
3
2
q
ðwþ1Þ
λ
ﬃﬃ
3
p
2λ
ðξ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ξ2 − 2w2 þ 2
p
Þ Fig. 7 w No ΩBϕ Stable
C−
ﬃﬃ
2
p
λ−ξ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
3ξ2þ6−λ2
pﬃﬃ
3
p ðξ2þ2Þ
λξþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
6ξ2þ12−2λ2
pﬃﬃ
3
p ðξ2þ2Þ Fig. 7 Q− Fig. 7 1 Fig. 7
Cþ
ﬃﬃ
2
p
λþξ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
3ξ2þ6−λ2
pﬃﬃ
3
p ðξ2þ2Þ
λξ−
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
6ξ2þ12−2λ2
pﬃﬃ
3
p ðξ2þ2Þ Fig. 7 Qþ No 1 Unstable
NICOLA TAMANINI PHYSICAL REVIEW D 89, 083521 (2014)
083521-14
(iv) Points C.—These two points represent scalar field
dominated solutions and thus always lie on the unit
circle being Ωϕ ¼ 1. In Fig. 7 the existence of point
Cþ is given by the disconnected region II, while
point C− exists in both zones I and II. Point Cþ is
always an unstable node, while point Cþ is always
the global attractor but inside the cross regions
I=III and II=III where it behaves as a saddle
point. The effective EoS is given by
weff ¼ wϕ ¼ Q, where
Q ¼
2λ2 − 3ðξ2 þ 2Þ  λξ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
6ξ2 þ 12 − 2λ2
p
3ðξ2 þ 2Þ : (77)
This describes an inflationary solution in the con-
nected region delineated by the dashed lines as drawn
in Fig. 7. Unfortunately, for positive values of w, this
accelerating region never overlaps the existence zones
of points B meaning that inflating and scaling
solutions cannot live in the same phase space. These
features appeared also in the standard case. Whenever
both points B and C were present, the latter never
described an inflationary solution as one can see from
Fig. 2. Finally note that, depending on the choice of
parameters λ and ξ, point C− can also describe a
phantom dominated universe where weff ¼ wϕ < −1.
The regions in the parameter space where this happens
are delimited by the two dotted line crossing the origin
in Fig. 7. The top right and bottom left parts denotes
phantom solutions for point C−, while in the rest of
zones I and II we always find weff > −1.
Note that critical points B and C reduce to points B
and C of the canonical case of Sec. II in the limit ξ → 0.
We will now have a look at the dynamics of the phase
space for values of the parameters λ and ξ representing the
different zones in Fig. 7. We will restrict our analysis to
w ¼ 0 since the qualitative dynamical features do not
change with other values of the matter EoS parameter.
Moreover because of the symmetry (71) we need only to
study half of the parameter space, say λ > 0. The remaining
half will describe identical phase spaces but for a reflection
x↦ − x. In Figs. 8–12 the yellow shaded region identifies
the part of the phase space where the EoS parameter of
stationary points is smaller than −1=3, implying an
accelerated cosmological solution. The blue (dark) part
inside the yellow (shaded) region delimits the zone where
the universe undergoes a phantom acceleration, i.e. where
weff < −1. Finally the green (shaded) region denotes the
area of the phase space where the effective equations of
state takes superstiff values, i.e. where weff > 1.
We start considering zone I. If we choose λ ¼ 1 and
ξ ¼ 1, the phase space looks like the one drawn in Fig. 8.
Points A are unstable nodes while the origin O represents
the matter dominated saddle point. The global attractor is
point C− which happens to be inside the accelerated region
and thus describes an inflationary solution with
weff ¼ −11=9. Being also inside the phantom region this
value is clearly smaller than −1. Moreover since it lies on
the unit circle it characterizes a universe completely
dominated by the scalar field. If we had chosen the
parameters λ and ξ to be outside the connected region
delimited by the dashed lines in Fig. 4 but still inside zone I,
FIG. 8 (color online). Phase space with w ¼ 0, λ ¼ 1 and ξ ¼ 1
(region I in Fig. 7). Point C− is the global attractor describing a
phantom accelerating solution.
FIG. 9 (color online). Phase space with w ¼ 0, λ ¼ 2 and
ξ ¼ −2 (cross region I=III in Fig. 7). Point C− is a saddle point
while point Bþ represents the global attractor describing a scaling
solution with weff ¼ w.
FIG. 10 (color online). Phase spacewithw¼0, λ¼3 and ξ ¼ −1
(region IIIþ in Fig. 7). Point Bþ is the global attractor describing a
scaling solution with weff ¼ w.
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then point C− would have been outside the accelerated
region, though still on the circle. In that case it would have
described a decelerating universe dominated by the scalar
field. On the other hand if we had chosen parameters inside
the acceleration region, but outside the phantom region,
then we would have obtained an acceleration with
weff > −1. Note how the accelerated region is now different
from the one in the standard case, Figs. 1–3. This is due to
the difference between the two EoS parameters (24) and
(74). Moreover because in Eq. (74) there is a dependence
on ξ, the acceleration region will change whenever ξ is
different, as in the next examples.
The second zone we analyze in Fig. 7 is the super-
position region between zone I and zone IIIþ. Choosing the
values λ ¼ 2 and ξ ¼ −2 the phase space can be depicted as
in Fig. 9. Points A and O are again unstable nodes and a
saddle point, respectively. Point C− is now a saddle point
and the global attractor is point Bþ describing a cosmo-
logical scaling solution with effective EoS parameter
matching the matter one. Point Bþ clearly lies outside
the accelerated region which happens to be modified with
respect to the one in Fig. 8, as we discussed above.
The phase space characterized by zone IIIþ of Fig. 7 is
depicted in Fig. 10 where the values λ ¼ 3 and ξ ¼ −1 have
been chosen. Point Bþ is again the global attractor
representing a cosmological scaling solution. Point A− is
still an unstable node, while point Aþ is now a saddle point
exactly as the origin O.
In Fig. 11 the portrait of the phase space for zone II has
been drawn. Now both points C appear, one describing an
unstable node (Cþ) and the other one representing the
global attractor (C−) which can lie inside the phantom
(weff < −1), accelerated (−1 < weff < −1=3) or deceler-
ated (weff > −1=3) regions depending on the values of λ
and ξ. Points A are unstable nodes and point O is a
saddle point.
Finally the phase space of the region where zones II and
IIIþ superpose has been depicted in Fig. 12. Now points C
appear together with point Bþ representing a scaling
solution. The situation is now similar to the one in
Fig. 9 (crossing zone I=IIIþ): point Bþ is always the global
attractor while point C− is a saddle point. The only
difference is now point Cþ which acts as an unstable
node. Points C, representing the scalar field dominated
solutions, always lie outside the accelerated region and thus
never describe an inflationary solution. However, as it is
clear from Fig. 12, before ending in point Bþ several
trajectories pass through the accelerated (phantom) region,
meaning that the universe undergoes a stage of accelerated
(phantom) expansion before scaling as a matter dominated
solution.
It is now interesting to compare the results we obtain
from the model (62) with the ones following from the
canonical scalar field of Sec. II. The square root term in
(62) leads to a much richer phenomenology at cosmic
distances which includes phantom late time solutions,
scaling solutions, new early time unstable solutions, super-
stiff behavior and dynamical crossing of the phantom
barrier at weff ¼ −1. Within this model one can not only
achieve a matter to phantom transition at late times, but also
phantom and superstiff transient eras. This can be easily
seen from Figs. 8–12 where, depending on initial con-
ditions, some trajectories of the phase space will cross the
blue and green regions representing phantom and superstiff
behavior, respectively. Thus the scalar field (62) can
describe a universe which is phantom dominated at late
times instead of being only dark energy dominated as it
happens in the canonical case. Despite the problems at the
level of cosmological perturbations arising from Eq. (64),
the scalar field model (62) is actually better in agreement
with the latest astronomical observations which favor a
value wϕ < −1 at present, though the minus one value still
lies inside the two-sigma confidence limit [15,16].
The scalar field (62) can thus characterize a quintom
scenario where the crossing of the phantom barrier happens
at late times with the universe being nowadays dark
energy dominated (weff > −1) but evolving through a final
FIG. 11 (color online). Phase space with w ¼ 0, λ ¼ 3 and
ξ ¼ 2 (region II in Fig. 7). Point C− is the global attractor and
represents a phantom accelerated solution. Point Cþ is an
unstable node characterizing a superstiff (weff > 1) solution.
FIG. 12 (color online). Phase space with w ¼ 0, λ ¼ 3.5 and
ξ ¼ 1.5 (cross region II=IIIþ in Fig. 7). Point Bþ is the global
attractor scaling solution, while points C represent a saddle and
unstable node, respectively.
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phantom era (weff < −1). However in order to render this a
viable model of our Universe one must first solve the
problems arising at the level of cosmological perturbations.
Finally, the scalar field (62) being a subclass of (29), we
obtain again cosmological scaling solutions (points B)
which, as we said, can be of great phenomenological
interest. The scalar field can in fact hide its presence at
early times letting the cosmological evolution scale as a
matter dominated universe. For this to happen however we
need to satisfy the constraints derived from nucleosynthesis
observations [46]. In Fig. 13 the region allowed by these
constraints for point Bþ in the ðλ; ξÞ space is shown. For
point B− the same region appears at opposite values of λ
and ξ due to the symmetry (71). The introduction of the
square root term in (62) does not help in relaxing the λ≳ 9
constraint of the canonical case. In fact, as can be realized
from Fig. 13, the allowed region is well separated from the
acceleration region of point C−, meaning that scaling and
late time accelerated solution cannot appear in the same
phase space. The same happens in both the canonical case
and the model of Sec. IV where the allowed region results
to be much more constrained as can be understood
comparing Figs. 13 and 6.
VI. CONCLUSION
In the present work the cosmological background evo-
lution characterized by different scalar field models has
been studied. The use of dynamical system techniques has
allowed us to completely determine the cosmological
features of canonical and noncanonical scalar fields.
After the canonical model has been reviewed in Sec. II,
extended scalar field Lagrangians have been presented and
discussed in Sec. III. The analysis has then focused to
models whose dynamics can be completely parameterized
by the dimensionless variable (12) and which always lead
to scaling solutions.
In Sec. IVa scalar field with square kinetic corrections to
the canonical Lagrangian has been examined. The late time
dynamics of the system results similar to the late time
dynamics of the canonical case with the appearance of dark
energy and scaling solutions. However the early time
dynamics is completely different from the canonical one.
In particular the scalar field kinetic dominated solutions no
longer appear in the phase space of this model. The early
time behavior is now characterized by a matter dominated
solution, which is better in agreement with a radiation or
dark matter dominated epoch as required by observations.
The model can thus be used to describe a universe where
dark energy becomes important only at late times while
dark matter dominates at early times. It also happens to be
safe at the level of perturbations once the condition ξ > 0 is
assumed. Furthermore the phase space boundaries of the
model presented in Sec. IV differ from the canonical ones.
The phase space ceases to be the upper-half unit disk in the
ðx; yÞ plane and, remaining compact, assumes a form
depending on the parameter ξ as can be seen from
Fig. 5. This is an interesting mathematical feature which
implies that the variables (12) can lead to different phase
space boundaries depending on the scalar field Lagrangian
one chooses.
Section V has been devoted to the study of the cosmo-
logical consequences of scalar field models with square
root kinetic corrections to the canonical Lagrangian. The
background dynamics of this model presents a richer
phenomenology with respect to the canonical case. The
early time behavior results similar to the canonical one,
though superstiff (weff > 1) transient regions always appear
in the phase space. What changes more is the late time
evolution where phantom dominated solutions, dynamical
crossings of the phantom barrier and new scaling solutions
emerge in the phase space. This model can thus be used to
describe a late time dark energy dominated universe
capable of dynamically crossing the phantom barrier
(weff ¼ −1) as the astronomical observations slightly favor.
Moreover we can achieve transient periods of superaccel-
eration ( _H > 0) where the universe expands only for a finite
amount of time. These solutions are characterized by the
trajectories that cross the phantom region in Figs. 8–12 and
can be employed to build phantom models of inflation. The
drawbacks arise of course at the level of perturbations where
instabilities of the scalar field always appear. Until these
problems are resolved the scalar field model of Sec. V cannot
be seriously employed to describe physical universes.
Finally a comment on the choice of the potential VðϕÞ. In
this work the potential of the scalar field has always been
assumed to be of the exponential type. Different choices of
FIG. 13 (color online). Allowed values (purple darker region) for
early time cosmological scaling solutions of the scalar field (62)
[region IIIþ in Fig. 7(b)] permitted bynucleosynthesis observations.
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VðϕÞ can be analyzed adding the variable (17) which will
increase the dimensions of the phase space also in the
noncanonical cases. If the potential is of the power-law
type, then the phase space will always be three dimen-
sional, but for different choices it is possible that more
dimensions will be required. It is expected that the analysis
of the noncanonical models with exponential potential
considered in this work can be extended to other kinds
of potentials in exactly the same way the canonical case has
been generalized. For example one should be able to find
the so-called tracker solutions in the inverse power-law
potential case where the universe evolves as a scaling
solution at early times and then approaches the dark energy
dominated solution at late times [6]. Note that in the case
studied in Sec. V one could also expect to find tracker
solutions which let the universe evolve towards a phantom,
rather than simple dark energy, dominated epoch at late
times. It will be the task of future work to study and analyze
the possible outcomes of the noncanonical models consid-
ered in this paper with potentials VðϕÞ different from the
exponential one.
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APPENDIX A
In this Appendix wewill provide the coordinate values of
the critical points of the system (58) and (59). For the sake
of simplicity we will assume w ¼ 0 in what follows.
Point B is identified by the coordinates
xB ¼
1
λ
ﬃﬃﬃ
3
2
r
; (A1)
yB ¼
ﬃﬃﬃ
3
p
4jλj ð1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4ξþ 1
p
Þ1=2; (A2)
while point C assumes the complicated values
xC ¼
Δ
2=3 þ 4λΔ1=3 − 36ξðλ2 þ 4Þ þ 7λ2 − 36
3
ﬃﬃﬃ
6
p ð4ξþ 1ÞΔ1=3 ; (A3)
yC ¼
1ﬃﬃﬃ
6
p ½3ðx2C þ 1Þ −
ﬃﬃﬃ
6
p
λxC
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
36ξx4C þ ð3x2C −
ﬃﬃﬃ
6
p
λxC þ 3Þ2
q
1=2; (A4)
where
Δ ¼ 54ð48ξ2 þ 8ξ − 1Þλþ ð10 − 216ξÞλ3
þ 9ð4ξþ 1Þ½36ξðλ6 − 12λ4 þ 24λ2 þ 64Þ
þ 5184ξ2λ2 − ðλ2 − 6Þ2ð3λ2 − 16Þ1=2: (A5)
Note the complexity of the coordinates of pointCwhere the
best expression one can obtain for yC is only in terms of xC.
Finally to obtain the effective EoS parameter and Ωϕ for
point C one should insert expressions (A3) and (A4) into
(61) and (57), respectively. These values have not been
displayed due to their length.
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We introduce a new approach to modified gravity which generalizes the recently proposed hybrid
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I. INTRODUCTION
In order to explain the present and initial accelerated
expansions of the universe, a large variety of modified
theories of gravity has been proposed in recent years.
Among them, one of the most popular is fðRÞ modified
gravity, where the gravitational action depends on a gen-
eral function of the curvature scalar R; see Ref. [1] for two
reviews. To derive the gravitational field equations from
those modified actions, two approaches are extensively
used in the literature: the metric and the Palatini variational
principles (see Ref. [2] for recent extensions of the Palatini
variational method in modify gravity). In the so-called
metric approach, one takes the metric g as the only
dynamical variable and considers only variations of the
action with respect to it. The so-called Palatini approach is
based on the idea of considering the connection defining
the Riemann curvature tensor to be a priori independent of
the metric. As such, one performs variations of the action
with respect to the metric and the connection indepen-
dently. Both approaches have been used extensively to
build cosmological models, many of which contain an
era of accelerated expansion.
It is well known that fðRÞ theories are dynamically
equivalent to Brans-Dicke (BD) theories. In fact, metric
fðRÞ gravity has been shown to be dynamically equivalent
to Brans-Dicke theories with vanishing BD parameter,
while Palatini fðRÞ gravity presents the same equivalence
if the BD parameter equals 3=2 (see again Ref. [1]). The
value3=2 for the BD parameter is a peculiar one since it
implies no dynamics for the scalar field in BD theories.
Consequently, Palatini fðRÞ gravity has the same number
of dynamical degrees of freedom as general relativity; see
Ref. [3] for a very different model that also does not
introduce new dynamical degrees of freedom.
More recently, a novel approach to modified gravity has
been introduced, where a Palatini-like fðRÞ term is added
to the metric Einstein-Hilbert action [4]. In this context
cosmological and astrophysical applications together with
wormhole geometries have been studied in Ref. [5], where
it has also been shown that viable accelerating cosmologi-
cal solutions are allowed by some specific models. The
theory is dynamically equivalent to a scalar-tensor theory
with nonminimal coupling to gravity given by ð1þÞR,
where R is the metric curvature scalar and  is the scalar
field. This is done in strict analogywith Palatini fðRÞ gravity
and, indeed, the BD parameter for this theory is still3=2.
However, because of the different coupling to R compared
with BD theories, in this theory the scalar field is dynamical
and represents a new dynamical degree of freedom.
In the present paper, we analyze a natural extension of
the theory introduced in Ref. [4]. We introduce a general
function that depends on both the metric and Palatini
curvature scalars. We show that this new generalization
can be considered as dynamically equivalent to a gravita-
tional theory with two scalar fields. Only one of these
scalar fields is nonminimally coupled to R, and in general
an interaction between the two appears in the action. The
cosmological features of the theory are then studied using
dynamical system techniques.
Let us define 2 ¼ 8G=c4 and start from the action
Sf ¼
1
22
Z
d4x
ﬃﬃﬃﬃﬃﬃﬃgp fðR;RÞ; (1)
which generalizes the so-called hybrid metric-Palatini
action of Ref. [4]; see also Ref. [6] for a similar study. In
action (1) R is the Ricci curvature scalar formed with the
Levi-Civita connection,
 ¼
1
2
gð@g þ @g  @gÞ; (2)
whileR is the curvature scalar of an independent torsion-
less connection ^, in analogy with the Palatini approach.
The variation of the action (1) with respect to the indepen-
dent connection ^ leads to
r^
 ﬃﬃﬃﬃﬃﬃﬃgp @f
@R
g

¼ 0; (3)
whose solution is a Levi-Civita connection in terms of the
conformal metric h ¼ @f@Rg,
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^ ¼
1
2
hð@h þ @h  @hÞ: (4)
The variation with respect to the metric yields
@f
@R
R 
1
2
gf ðrr  ghÞ
@f
@R
þ @f
@R
R
¼ 8T; (5)
where also the matter action has been considered in the
variation. Because of (4), R can be related to R and
terms involving (derivatives of) @f=@R as in Palatini
fðRÞ. However, the trace of (5) now relates R and its
derivatives to T and g, meaning that it is not possible,
in general, to solve forR. However, this can be avoided by
requiring @2f=@R@R ¼ 0. In this particular case, the trace
of (5) becomes an algebraic equation inR, which can be
solved for T and (derivatives of) g. Note that in the
following we will keep the function f completely arbitrary
as it turns out that all results we will obtain hold for any
(sufficiently smooth) function f.
II. DYNAMICALLY EQUIVALENTACTIONS
AND CONFORMALTRANSFORMATIONS
Let us start by considering the action
S ¼ 1
22
Z
d4x
ﬃﬃﬃﬃﬃﬃﬃgp fð;	Þ þ @fð;	Þ
@
ðR Þ
þ @fð;	Þ
@	
ðR 	Þ

; (6)
where  and 	 are two scalar fields. Variation with respect
to  and 	 gives the system
@2f
@2
ðR Þ þ @
2f
@@	
ðR 	Þ ¼ 0; (7)
@2f
@@	
ðR Þ þ @
2f
@	2
ðR 	Þ ¼ 0; (8)
whose only solution is given by  ¼ R and 	 ¼R, pro-
vided that
@2f
@2
@2f
@	2


@2f
@@	

2
: (9)
This condition follows simply from requiring that this
matrix-type equation is nondegenerate. It is interesting to
note that the matrix involved is in fact the Hessian of f.
Since our theory is based on an action principle, a non-
degenerate Hessian in this context means nothing but that
solutions of the field equations derived from the action are
indeed stationary points of the action.
It is now clear that substituting this solution back into
action (6) immediately produces action (1). The two
actions are thus dynamically equivalent. Constraint (9)
excludes from our analysis the cases when the function f
is linear in either  (i.e. R) or 	 (i.e.R). However, the first
case is nothing but the hybrid metric-Palatini theory
studied in Refs. [4,5], while the second is equivalent to
usual metric fðRÞ theories. Moreover, constraint (9) also
excludes some particular models such as f ¼ exp ðRþRÞ
or f ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
RR
p
. We have thus to reduce the results of this
section to the models satisfying (9).
Let us define two new scalar fields as

 ¼ @fð;	Þ
@
and  ¼  @fð;	Þ
@	
: (10)
The minus sign in the definition of  is required in order
not to allow for a negative kinetic energy of the field.
Action (6) can be rewritten as
S ¼ 1
22
Z
d4x
ﬃﬃﬃﬃﬃﬃﬃgp ½
R R Vð
; Þ; (11)
where the interaction potential is defined as
Vð
; Þ ¼ fðð
Þ; 	ðÞÞ þ 
ð
Þ  	ðÞ: (12)
Due to solution (4) (which can also be obtained varying
action (11) with respect to ^), we can expandR and find
(up to boundary terms)
S ¼ 1
22
Z
d4x
ﬃﬃﬃﬃﬃﬃﬃgp ð
 ÞR 3
2
ð@Þ2  Vð
; Þ

:
(13)
We can shift 
 by  defining a new scalar field as
 ¼ 
 . In this way the action becomes
S ¼ 1
22
Z
d4x
ﬃﬃﬃﬃﬃﬃﬃgp R 3
2
ð@Þ2 Wð; Þ

: (14)
It is possible to think of action (14) as a Brans-Dicke theory
with vanishing BD parameter and a potential interacting
with another minimally coupled scalar field.
At this point we can perform a conformal transformation
in order to switch from the Jordan to the Einstein frame.
The transformation
g  ~g ¼ g (15)
allows us then, up to surface terms, to rewrite action (14) as
S ¼ 1
22
Z
d4x
ﬃﬃﬃﬃﬃﬃﬃ~gp  ~R 3
22
ð@Þ2
 3
2
ð@Þ2 Wð; Þ
2

: (16)
Finally, we redefine the two scalar fields as
~ ¼
ﬃﬃﬃ
3
2
s
ln

and ~ ¼ 2
ﬃﬃﬃ
2
p

ﬃﬃﬃ

p
; (17)
and the action becomes
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S ¼
Z
d4x
ﬃﬃﬃﬃﬃﬃﬃ~gp  1
22
~R 1
2
ð~r ~Þ2
 1
2
e
ﬃﬃ
2
p
 ~=
ﬃﬃ
3
p
ð~r ~Þ2  ~Wð ~; ~Þ

; (18)
where the new potential is defined as
~Wð ~; ~Þ ¼ 1
22
e2
ﬃﬃ
2
p
 ~=
ﬃﬃ
3
p
Wðe
ﬃﬃ
2
p
 ~=
ﬃﬃ
3
p
; 2 ~2=8Þ: (19)
Action (18) is well known within the context of the so-
called Brans-Dicke or two-field inflation [7–9], where the
scalar field  represents the Brans-Dicke field, while 
denotes the inflaton. Usually these studies start from a
more general action than (14), where a kinetic term for 
is also considered, but do not allow for a coupling between
the two scalar fields in the potential [7]. A more general
coupling between the scalar  and R was considered in
Ref. [8]. In the Einstein frame this leads to a general
function of ~ in the exponential coupling to the kinetic
term of ~. In general, we can address action (18) as a
specific model of Brans-Dicke inflation with vanishing
BD parameter. This means that from hybrid metric-
Palatini gravity we have a natural explanation for introduc-
ing both the inflaton and the Brans-Dicke scalar fields.
We refer to Ref. [9] for recent developments in the context
of two-field inflation.
In the next section we will analyze the general cosmo-
logical dynamics of the theory in the Einstein frame.
III. COSMOLOGICAL DYNAMICS
IN THE EINSTEIN FRAME
For the sake of simplicity, from now on we will omit the
tildes in action (18). In other words, in what follows we
will denote with g, ,  and W the quantities in the
Einstein frame. The field equations can be obtained by
varying action (18) with respect to the dynamical variables
g,  and . The gravitational field equations in the
Einstein frame are thus given by
G ¼ 2ðTðÞ þ e
ﬃﬃﬃﬃﬃ
2=3
p
TðÞ  gWÞ; (20)
where we define
TðÞ ¼ rr
1
2
gðrÞ2; (21)
TðÞ ¼ rr
1
2
gðrÞ2: (22)
For the moment we assume that every other form of matter
is negligible in comparison to the two scalar fields. The
equations for the two scalar fields are given by
hþ ﬃﬃﬃ
6
p e
ﬃﬃﬃﬃﬃ
2=3
p
ðrÞ2 W ¼ 0; (23)
hþ 
ﬃﬃﬃ
2
p
ﬃﬃﬃ
3
p rr e
ﬃﬃﬃﬃﬃ
2=3
p
W ¼ 0; (24)
where W and W are the derivatives of the potential with
respect to  and .
We consider a cosmological Friedmann-Leimatre-
Robertson-Walker metric
ds2 ¼ dt2 þ aðtÞ2

dr2
1 kr2 þ r
2d2

; (25)
where aðtÞ is the scale factor. From the gravitational field
equations (20), we obtain the following cosmological
equations:
3
k
a2
þ 3H2 ¼ 
2
2
e
ﬃﬃﬃﬃﬃ
2=3
p
 _2 þ 
2
2
_2 þ 2W; (26)
k
a2
þ 2 _Hþ 3H2 ¼ 
2
2
e
ﬃﬃﬃﬃﬃ
2=3
p
 _2  
2
2
_2 þ 2W:
(27)
The scalar fields equations (23) and (24) give the following
evolution equations:
€þ 3H _þ ﬃﬃﬃ
6
p e
ﬃﬃﬃﬃﬃ
2=3
p
 _2 þW ¼ 0; (28)
€þ 3H _ 
ﬃﬃﬃ
2
p
ﬃﬃﬃ
3
p _ _þe
ﬃﬃﬃﬃﬃ
2=3
p
W ¼ 0: (29)
In what follows we will consider only spatially flat
(k ¼ 0) cosmological models. In order to recast the cos-
mological equations (26)–(29) into a dynamical system,
we will make use of the following dimensionless variable:
x2 ¼ 
2 _2
6H2
; y2 ¼ 
2W
3H2
; s2 ¼ 
2 _2
6H2
e
ﬃﬃﬃﬃﬃ
2=3
p
:
(30)
The definitions of the x and y variables have been exten-
sively considered to study the cosmological dynamics in
both uncoupled and coupled dark energy–dark matter mod-
els [10]. With (30) the Friedmann constraint (26) reads
x2 þ y2 ¼ 1 s2; (31)
impliying that
0  x2 þ y2  1; (32)
since 0  s2  1. Moreover, because of the positiveness of
the potential energy, we must have y  0, which implies
that x and y can only take values within half a unit disc.
In order to complete the autonomous system of equa-
tions coming from the cosmological equations (27)–(29),
we must specify the potential W. In the following we will
consider three possible cases for W and will analyze the
resulting phase spaces.
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A. Model 1: W ¼ W0e=
ﬃﬃ
6
p
First wewill consider the usual quintessence exponential
potential given by
W ¼ W0e=
ﬃﬃ
6
p
; (33)
where W0 and  are both positive constants. In this model
the only interaction between and  is given by the kinetic
coupling because the potential W depends on  only. The
scalar field  plays the role of the usual quintessence dark
energy field, while we can consider  as representing dark
matter. Both dark matter and dark energy have thus a
geometrical origin in this model, and no particles have to
be opportunely introduced.
In terms of the variables (30), Eq. (27) becomes
_H
H2
¼ 3ðy2  1Þ; (34)
which always gives a scaling solution for aðtÞ in terms of
the value of y. If y ¼ 1 we have _H ¼ 0, and the universe
undergoes an exponential expansion, while if y >
ﬃﬃﬃﬃﬃﬃﬃﬃ
2=3
p
the
universe undergoes a scaling accelerated expansion. From
(34) we can read off the effective equation of state parame-
ter of the total energy content of the universe as
weff ¼ 1 2y2: (35)
The autonomous system of equation is in this case two
dimensional, and it is given by Eqs. (28) and (29) as
x0 ¼ x2  3xy2 þ 1
2
ðþ 2Þy2  1; (36)
y0 ¼  1
2
yðxþ 6y2  6Þ; (37)
where a prime denotes differentiation with respect to
N ¼ lna. There are up to four critical points for this
system. The points and their properties are shown in
Table I. There are three possible qualitative behaviors of
the phase space, depending on the following three ranges
for : 0<   ﬃﬃﬃﬃﬃ37p  1, ﬃﬃﬃﬃﬃ37p  1    6 and  > 6.
From Table I we see that in order to have a stable
accelerated attractor, we must have  < 2
ﬃﬃﬃ
3
p
, so the most
interesting solutions will belong to the first range whose
phase space is shown in Fig. 1. Points A and Aþ are,
respectively, a saddle and unstable point and represent
early time solutions with a stiff fluid effective equation of
state. Every solution evolves eventually, reaching point C,
which always lies on the unit circle and acts as a global
attractor. If  < 2
ﬃﬃﬃ
3
p
, point C belongs to the region above
the dashed/red line where the universe is accelerating. If
instead 2
ﬃﬃﬃ
3
p    ﬃﬃﬃﬃﬃ37p  1, point C will be below the
dashed/red line and the universe will end in a decelerating
solution. However, we can still have a period of accelerated
expansion because, for a wide range of initial conditions,
the evolution still passes through the accelerated region for
some time as is shown in Fig. 2. If  ¼ 3 ﬃﬃﬃ2p the global
attractor will represent a matter-dominated universe with
vanishing effective equation of state parameter, while for
 ¼ 2 ﬃﬃﬃ6p the final state will be a radiationlike dominated
universe, which suggests that this model could be of inter-
est in early time inflationary dynamics.
The phase space for the range
ﬃﬃﬃﬃﬃ
37
p  1    6 has
been drawn in Fig. 3. Point B is now the global attractor
and always represents a decelerating solution since it can
only appear below the dashed/red line. Point C is now a
saddle point, which attracts all the trajectories before they
turn to point B. Again, depending on the initial conditions,
the universe can still undergo a phase of accelerated
expansion since several trajectories pass through the accel-
erated region above the dashed/red line.
The last range for which the dynamics of model 1 is
different is given for  > 6. Its phase space is depicted in
TABLE I. Critical points and their properties for model 1.
Point x y Existence weff Acceleration Stability
A 1 0 8  1 No Saddle
Aþ 1 0 8  1 No Unstable if   6
Saddle if  > 6
B 6
þ2
ﬃﬃ
2
pﬃﬃﬃﬃﬃﬃﬃ
þ2p  
ﬃﬃﬃﬃﬃ
37
p  1 2
þ2 No Saddle if  ¼
ﬃﬃﬃﬃﬃ
37
p  1
Stable spiral if  >
ﬃﬃﬃﬃﬃ
37
p  1
C 
6
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
362
p
6
  6 2
18
 1  < 2 ﬃﬃﬃ3p Stable if  < ﬃﬃﬃﬃﬃ37p  1
Saddle if
ﬃﬃﬃﬃﬃ
37
p  1    6
FIG. 1 (color online). Phase space for model 1 with  ¼ 1.
The global attractor represents an accelerating solution because
it lies in the region above the dashed/red line.
N. TAMANINI AND C.G. BO¨HMER PHYSICAL REVIEW D 87, 084031 (2013)
084031-4
Fig. 4. Point Aþ is now a saddle point and attracts all the
trajectories along the y direction. The global attractor is
still point B and the cosmological evolution can experience
more than one eras of accelerated expansion before ending
eventually in the final decelerating solution.
In conclusion we have seen that in model 1 the universe
can undergo phases of accelerated expansion for all the
possible ranges of . If  < 2
ﬃﬃﬃ
3
p
the cosmic evolution will
end in an accelerated state, while for all the other values
of , it eventually reaches a stable decelerating solution.
B. Model 2: W ¼ ðÞe=
ﬃﬃ
6
p
In this section we will consider the potential given by
Wð; Þ ¼ ðÞe=
ﬃﬃ
6
p
; (38)
where  and  are two dimensionless positive parameters.
This potential allows for a direct coupling between the
two scalar fields  and . Unfortunately, we cannot recast
the cosmological evolution equations (27)–(29) into a
two- dimensional dynamical system. However, defining
in addition to (30) the new variable
z ¼ H0
HþH0
; (39)
we can obtain a three-dimensional system. The new vari-
able z has been chosen in such a way to maintain the phase
space compact [11]. It takes values between 0 and 1,
meaning that the phase space is now represented by a
half cylinder with radius and height equal to one.
Equations (27) can still be rewritten as (34), implying
that at every point of the phase space, the effective equation
of state is again given by (35). The accelerated region is
now the part of the half cylinder corresponding to y >ﬃﬃﬃﬃﬃﬃﬃﬃ
2=3
p
for all the possible values of z.
The cosmological equations (27)–(29) give the follow-
ing three-dimensional dynamical system
x0 ¼ y
2
2
ðþ 2 6xÞ þ x2  1; (40)
y0 ¼ y

3 3y2  
2
xþ 	
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x2  y2
q  z
yð1 zÞ

2=

;
(41)
z0 ¼ 3ðy2  1Þðz 1Þz; (42)
where again a prime denotes a derivative with respect to
N ¼ ln a, and we have to redefine the parameter  as
	 ¼ ﬃﬃﬃ
2
p 322 1=


H0

2=
: (43)
In the above system of equations, the term with 	 in (41)
becomes singular as y! 0 or z! 1, and one must be rather
careful when investigating the equations for those values.
The critical points are given in Table II and, according to the
value of , there can be up to seven critical points. However,
when considering the critical points with z ¼ 1, we have
assumed that the term proportional to 	 approaches zero
when z! 1. This issue is very difficult to settle analytically;
however, the numerical solutions and the resulting phase
space confirm that this assumption is valid.
Again the three ranges  <
ﬃﬃﬃﬃﬃ
37
p  1, ﬃﬃﬃﬃﬃ37p  1    6
and  > 6 give the three qualitatively different behaviors
of the phase space. The four points A and B always
FIG. 3 (color online). Phase space for model 1 with  ¼ 5:9.
The global attractor is now point B, while C is a saddle point.
FIG. 2 (color online). Phase space for model 1 with  ¼ 4.
The global attractor does not represent an accelerating solution
because it lies in the region below the dashed/red line.
FIG. 4 (color online). Phase space for model 1 with  ¼ 8.
The global attractor is point B, while Aþ is now a saddle point.
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represent universes evolving with a stiff matter effective
equation of state. However, they are expected to be relevant
only at early time and not to be stable solutions.
The phase space for the first range is shown in Fig. 5.
Points Aþ and D0 act as saddle points attracting the early
time solutions before these turn towards greater values of z.
The trajectories always evolve towards point D1, which
represents the global attractor. A few more remarks are
required about this point. First, one of the eigenvalues
approaches 1 as z! 1. The term responsible for this
is 	
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x2  y2
p
ð zyð1zÞÞ2=, which we assumed to ap-
proach zero. The linear stability matrix (Jacobian) contains
the inverse of this term which in turn can yield an eigen-
value which formally is 1 (see Table III). This explains
why this point acts as the global attractor to the system.
There is a  range where one of the eigenvalues of D1 is
positive, and this point will still attract all trajectories.
While there is a direction in which the point repels trajec-
tories, the nonlinearities of the system will move any
trajectory away from this exact direction and the attractive
behavior in the other directions will dominate. This behav-
ior can be seen quite clearly in the phase space plots.
If  < 2
ﬃﬃﬃ
3
p
, this characterizes an accelerating scaling
solution, while if  > 2
ﬃﬃﬃ
3
p
, the universes undergo decela-
ration. Again, this represents the cosmologically interest-
ing case, where the global attractor of the phase space
could represent an accelerating universe.
The phase space for the second qualitative rangeﬃﬃﬃﬃﬃ
37
p  1    6 is depicted in Fig. 6. Points Aþ, C0
and D0 represent saddle points which attract the early
time solutions. PointD1 still represents the global attractor
but does not characterize an accelerating solution, being
always outside the accelerated region.
We have identified another interesting point, C1 with
coordinates x ¼ 6
þ2 , y ¼
ﬃﬃ
2
pﬃﬃﬃﬃﬃﬃﬃ
þ2p , z ¼ 1, which is not a
critical point to the dynamical system. However, when
evaluating Eqs. (40) and (42), we note that both right-
hand sides vanish. The remaining Eq. (41) at this point is
y0C1 ¼
	
2


2
þ 1

1=3=2 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 þ 2 36
p  z
1 z

2=
¼ 	CðÞ

z
1 z

2=
; (44)
where CðÞ is a constant depending on . We can now
understand the phase space at this point; see Fig. 7. If 	 is
chosen to be small, then the solution behaves as if C1 were
a critical point. The smaller the value of 	, the better C1
acts as an attracting point. However, when z gets suffi-
ciently close to 1, the trajectories will get repelled from this
point eventually. If  > 6, none of the critical points is
stable, and the solution will keep evolving without a
determined late time behavior. As can be seen in Fig. 7,
all trajectories reach the z! 1 surface and then stay there.
C. Model 3: W ¼ W0e=
ﬃﬃ
6
p
þmatter
In this final section we reconsider model 1 with the
potential (33) and add a standard matter perfect fluid
energy-momentum tensor to the gravitational field
equations (20),
TABLE II. Critical points and their properties for model 2.
Point x y z Existence weff Acceleration
A 1 0 0 8  1 No
Aþ 1 0 0 8  1 No
B 1 0 1 8  1 No
Bþ 1 0 1 8  1 No
C0 6þ2
ﬃﬃ
2
pﬃﬃﬃﬃﬃﬃﬃ
þ2p
0   ﬃﬃﬃﬃﬃ37p  1 2
þ2 No
D0

6
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
362
p
6
0   6 2
18
 1  < 2 ﬃﬃﬃ3p
D1

6
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
362
p
6
1   6 2
18
 1  < 2 ﬃﬃﬃ3p
TABLE III. Critical points and their stability properties for model 2.
Point Eigenvalues Stability
A 3, 2, 3þ =2 Saddle point
Aþ 3, 2, 3 =2 Saddle point
B 3, 2, 3þ =2 Saddle point
Bþ 3, 2, 3 =2 Saddle point
C0 3=ð2þ Þ, ð3
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
81þ 32 42  3
p
Þ=ð2þ Þ Saddle point
D0 
2=12, 3þ 2=12, 6þ =3þ 2=12 Saddle point
D1 2=12, 9=2þ =6þ 2=8, 1 Stable if  < 2ð
ﬃﬃﬃﬃﬃ
82
p  1Þ=3
‘Saddle’ if ð2 ﬃﬃﬃﬃﬃ82p  2Þ=3< 
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G ¼ 2ðTðÞ þ e
ﬃﬃﬃﬃﬃ
2=3
p
TðÞ  gW þ TðMÞ Þ; (45)
where
TðMÞ ¼ pg þ ðpþ ÞUU; (46)
with U the comoving four-velocity of the fluid,  its
energy density and p its pressure. We will consider a linear
equation of state given by
p ¼ w (47)
and assume that standard matter is covariantly conserved,
rTðMÞ ¼ 0: (48)
We will also consider only the physical range 0  z 
1=3, meaning that we cannot have cosmic acceleration
from matter alone. In this model, dark matter is included
in the standard matter sector, while both the scalar fields 
and  act as dark energy. Note that we are adding a matter
action to (18) and thus assuming that the matter fields
couple with the Einstein frame metric ~g. This procedure
is different to adding a matter action directly to (1) but has
largely been considered in literature without entering into
deep philosophical issues (see Ref. [12] for a discussion).
The new cosmological field equations derived from (45),
with k ¼ 0, read
3H2 ¼ 2þ 
2
2
e
ﬃﬃﬃﬃﬃ
2=3
p
 _2 þ 
2
2
_2 þ 2W; (49)
2 _H þ 3H2 ¼ 2p 
2
2
e
ﬃﬃﬃﬃﬃ
2=3
p
 _2  
2
2
_2 þ 2W;
(50)
while the two evolution equations for the scalar fields
still coincide with (28) and (29). These equations can be
recast in a three-dimensional autonomous system of equa-
tions defining, in addition to (30), the new adimensional
variable,
z2 ¼ 
2
3H2
: (51)
The Friedmann constraint (49) reduces to
x2 þ y2 þ z2 ¼ 1 s2; (52)
implying that the phase space is now the quarter of a unit
sphere because, thanks to (52) and the positiveness of 
and W, we must have y  0, z  0 and
0  x2 þ y2 þ z2  1: (53)
FIG. 7 (color online). Phase space for model 2 with  ¼ 8 and
	 ¼ 0:01.
FIG. 5 (color online). Phase space for model 2 with  ¼ 1 and
	 ¼ 0:01. The global attractor is point D1, representing an
accelerating solution whenever  < 2
ﬃﬃﬃ
3
p
because it lies in the
region marked by the dashed/red line.
FIG. 6 (color online). Phase space for model 2 with  ¼ 5:9
and 	 ¼ 0:01. The global attractor is still point D1 but now
the trajectories are first attracted by point C1, which is not a
critical point.
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Equation (50) becomes
_H
H2
¼ 3
2
½2þ 2y2 þ ð1 wÞz2; (54)
from which we can read off the new effective equation of
state parameter,
weff ¼ 1 2y2 þ ðw 1Þz2: (55)
The three-dimensional dynamical system is given by
equations (48)–(50) as
x0 ¼  3
2
x½2y2  ðw 1Þz2 þ 1
2
ðþ 2Þy2 þ x2 þ z2  1;
(56)
y0 ¼  1
2
y½3ðw 1Þz2 þ xþ 6y2  6; (57)
z0 ¼ 3
2
z½ðw 1Þðz2  1Þ  2y2; (58)
and the critical points together with their properties are
listed in Table IV. If we compare this with Table I, we see
that we now have two more critical points (D and E)
corresponding to a universe evolving in accordance with
the matter equation of state parameter. PointD corresponds
to a universe completely dominated by the matter sector
with no dark energy affecting the evolution. Point E
presents instead both matter and dark energy, but the total
outcome on the universe’s evolution is still completely
equivalent to a matter-dominated universe. The other
points, belonging to the z ¼ 0 plane, have the same prop-
erties of model 1, with point C being the cosmic acceler-
ated stable attractor solution for  < 2
ﬃﬃﬃ
3
p
. We now have
four qualitative behaviors for the dynamics of the phase
space, depending again on the possible values of :  <
3
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ðwþ 1Þp , 3 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2ðwþ 1Þp   < ﬃﬃﬃﬃﬃ37p  1, ﬃﬃﬃﬃﬃ37p  1 
  6 and  > 6. Note that because 0  z  1=3, we al-
ways have 3
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ðwþ 1Þp < ﬃﬃﬃﬃﬃ37p  1.
The first range is again the more interesting, since
we can have a late time attractor where the universe is
accelerating its expansion. The dynamics of the phase
space is depicted in Fig. 8. The late time attractor is point
C, which results in an accelerating solution whenever  <
2
ﬃﬃﬃ
3
p
. Point D represents a saddle point where the universe
is completely dominated by the matter sector and expands
according to radiation/dust solutions. It is then clear that
every trajectory passing nearby point D and eventually
ending in point C describes a possible physical universe.
In fact, all these solutions will allow the universe to
undergo the standard radiation and matter eras before the
transition to the dark energy accelerating solution.
As an example we can look at the dashed/red solution in
Fig. 8 and see how the effective equation of state parameter
evolves. This is plotted in Fig. 9. We see that the universe
immediately reaches a matter-dominated expansion and
keeps this evolution for some time unperturbed. Of course,
if the matter equation of state parameter w changed during
this period, from radiation to dust in a physical situation,
weff also would change according to w. This means that
during this period the universe has the time to undergo
the standard cosmological eras in agreement with the
TABLE IV. Critical points and their properties for model 3.
Point x y z Existence weff Acceleration Stability
A 1 0 0 8  1 No Saddle
Aþ 1 0 0 8  1 No Unstable if   6
Saddle if  > 6
B 6
þ2
ﬃﬃ
2
pﬃﬃﬃﬃﬃﬃﬃ
þ2p
0   ﬃﬃﬃﬃﬃ37p  1 2
þ2 No Saddle
C 
6
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
362
p
6
0   6 2
18
 1  < 2 ﬃﬃﬃ3p Stable if  < 3 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2ðwþ 1Þp
Saddle otherwise
D 0 0 1 8  w No Saddle
E 3ðwþ1Þ

3
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1w2
p

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
218ðwþ1Þ
p

  3 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2ðwþ 1Þp w No Stable if 3 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2ðwþ 1Þp  
Saddle otherwise
FIG. 8 (color online). Phase space for model 3 with  ¼ 1 and
w ¼ 0. The global attractor is point C, which represents an
accelerating solution when  < 2
ﬃﬃﬃ
3
p
, while point D is a
matter-dominated saddle point.
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observations. Depending on the initial conditions,
this stage can last for the time needed to produce the
nucleosynthesis and create the cosmological structures.
Eventually, we will have the transition to the accelerated
phase, which represents the final phase of the universe
where the effective equation of state parameter assumes
the value 2=18 1. The situation is completely equiva-
lent to quintessence plus dark matter, with  playing the
role of the dark energy scalar field. In fact the trajectories
confined to the border of the sphere, such as the dashed/red
one in Fig. 8, must have s ¼ 0, meaning that  does not
influence the dynamics of this solution.
We can now look at the second range 3
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ðwþ 1Þp 
 <
ﬃﬃﬃﬃﬃ
37
p  1, whose phase space is drawn in Fig. 10. The
global attractor is now point E, where the universe expands
according to the matter equation of state. Depending on the
initial conditions, the trajectories can either pass nearby
saddle point D, where we also have weff ¼ w, or pass
through the region surrounding the point (0, 1, 0), where
the universe accelerates its expansion and eventually ap-
proaches saddle point C before ending in point E. This
shows how this model can be useful in early inflationary
dynamics, since we can have an accelerated period before
the universe starts to be radiation/dust dominated.
This feature is presented also in the third possible range,ﬃﬃﬃﬃﬃ
37
p  1    6, as Fig. 11 shows. For this reason and
because the phase space properties are more evident, we
chose to show the dynamics in the w ¼ 1=3 case. We still
have point E as the global attractor, but now, besides point
C, point B also acts as a saddle point influencing trajecto-
ries starting from the z ¼ 0 plane. The dynamics is similar
to the second  range, with several solutions experiencing
FIG. 9 (color online). Evolution of the effective equation of
state parameter for the dashed/red trajectories in Fig. 8. After
reaching a long-lasting matter-dominated evolution according to
observations, the universe eventually ends in an accelerated
expansion, representing the final cosmological stage.
FIG. 10 (color online). Phase space for model 3 with  ¼ 5
and w ¼ 0. The global attractor is now point E, where the
universe evolves according to the matter equation of state.
FIG. 11 (color online). Phase space for model 3 with  ¼ 5:9
and w ¼ 1=3. The global attractor is still point E, but now the
trajectories starting from the z ¼ 0 plane are first attracted by
saddle point B.
FIG. 12 (color online). Phase space for model 3 with  ¼ 8
and w ¼ 1=3. The global attractor is point E, but now Aþ is a
saddle point attracting the z ¼ 0 trajectories.
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an accelerated phase before ending in the matter-
dominated final evolution.
Finally the phase space for the last range,  > 6, is
presented in Fig. 12. Point C is now gone and point Aþ
plays its role attracting the z ¼ 0 trajectories. The dynam-
ics is again similar to the previous ranges, with point E
being the global attractor and solutions having a possible
era of cosmic-accelerated expansion depending on the
initial conditions.
IV. CONCLUSIONS
In this paper we have studied a natural generalization of
the so-called hybrid metric-Palatini gravity introduced in
Ref. [4]. A completely arbitrary function of both the metric
and Palatini curvature scalars was considered as the
Lagrangian density in the action. Using dynamically
equivalent actions and conformal transformation tech-
niques, we have shown that this new theory can be recast
into general relativity plus two scalar fields coupled with
each other. Therefore, using this approach one arrives
naturally at theories where the different matter components
couple to each other. It should be emphasized that there are
no theoretical restrictions when it comes to coupling differ-
ent matter components; all that is required by general
relativity and its generalization is that the total energy-
momentum tensor is conserved.
We analyzed the possible applications to cosmology
considering a FLRW universe and employing dynamical
system methods. Three specific models specified by their
potentials were studied in detail, and in each case a late
time cosmological accelerated solution has been found.
Depending on the model parameters, these can represent
global attractor solutions. We also encountered a rather
peculiar parameter choice (Fig. 7), where the dynamical
system has no global attractor and the cosmological solu-
tion would never stop evolving.
The first model has a potential without coupling the two
scalar fields and shows several similarities with usual
quintessence models. The second model considers a direct
coupling between the two scalars in the potential, and it is
characterized by more mathematical complexity. Its evo-
lution is easily understood. Finally, in the third and most
interesting model, we add standard (dark) matter to the
theory and show that the universe can undergo an
‘‘extended period’’ of matter domination followed by an
accelerating dark-energy-dominated era. This would in
principle allow for structure formation in this model. It
would be interesting to study such models in more detail,
studying not only the background evolution but also the
evolution of perturbation on this background and, in par-
ticular, structure formation. This would eventually allow us
to compare such models with experimental data.
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