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THE GAUSSIAN LIMIT FOR HIGH-DIMENSIONAL
SPHERICAL MEANS
AMY PETERSON AND AMBAR N. SENGUPTA
Abstract. We show that the limit of integrals along slices of a high
dimensional sphere is a Gaussian integral on a corresponding finite-
codimension affine subspace in infinite dimensions.
1. Introduction
The Radon transform [25] of a function f on RN associates to each
affine subspace L in RN the (Lebesgue) integral of f over L. In the
infinite-dimensional setting, the Gaussian Radon transform [17] of a func-
tion φ on a Banach space B associates to each closed affine subspace L a
Gaussian integral of f over L. Returning to the finite-dimensional setting
again, we can associate to a function f , defined on an affine subspace L
of RN , the integral of f over the ‘circle’ in which L intersects the sphere
SN−1(
√
N) of radius
√
N in RN . Our goal in this paper is to show that
these spherical integrals yield the infinite-dimensional Gaussian Radon
transform in the large-N limit, when L is of finite codimension. The case
of hyperplanes was established in [28]. More background is provided be-
low in subsection 1.2. The present paper may be viewed as the third in
a series, following [17] and [28], but can be read independently of the
earlier papers.
1.1. Summary description of results. Let l2 be the subspace of the
space R∞ of all real sequences (xn)n≥1 for which the standard l2 norm(∑
n x
2
n
)1/2
is finite. Let L be an affine subspace of l2 of finite codimen-
sion, and LN the subspace of R
N consisting of all points (x1, . . . , xN) such
that (x1, . . . , xN , 0, 0, . . .) ∈ L. Then the affine subspace LN intersects
the sphere SN−1(
√
N), centered at 0 and having radius
√
N , in a ‘circle’
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LN
SN−1(
√
N)
Figure 1. The plane LN slicing the sphere S
N−1(
√
N)
SLN . Let σ denote the standard surface measure on any sphere, and let
σ denote the measure σ normalized to have unit total mass.
Let f be a bounded Borel function on Rk, so that we have a corre-
sponding function on RN , with N > k, whose value at any (x1, . . . , xN )
is f(x1, . . . , xk).
We prove (Theorem 2.1) the following limiting formula:
lim
N→∞
∫
SLN
f(x1, . . . , xk) dσ(x) =
∫
R∞
f(x1, . . . , xk) dµL(x) (1.1)
where the integration on the right in (1.1) is with respect to a proba-
bility measure µL over R
∞, the space of all sequences (xn)n≥1 of real
numbers. The probability measure µL on R
∞ is uniquely specified by the
characteristic function∫
R∞
exp
(
i
∞∑
j=1
tjxj
)
dµL(x) = exp
(
i〈t, pL〉l2 −
|PLt|2l2
2
)
, (1.2)
for all t ∈ R∞ for which all but finitely many components are 0, the
point pL ∈ l2 is the point on L closest to the origin, and PL is the
orthogonal projection operator in l2 onto the subspace L−pL. Our main
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result, Theorem 5.1, is a formulation of the limit formula (1.1) in Banach
spaces.
1.2. Related literarure. The immediate predecessor for our work is
[28], where the corresponding result was proved for the case where L has
codimension 1.
The connection between Gaussian measure and the uniform measure
on high dimensional spheres appeared originally in the works of Maxwell
[22] and Boltzmann [5, pages 549-553]. Later works included Wiener’s
paper [33] on “differential space”, Le´vy [20], McKean [23], and Hida [16].
Measures on infinite-dimensional manifolds have been studied in many
works, such as Skorohod [29], Uglanov [30], da Prato et al. [7, 8], Feyel
et al. [10, 11], Kuo et al. [6, 18], and Weitsman [31, 32] in the context
of quantum field theory. For the theory of Gaussian measures in infinite
dimensions we refer to the monographs of Bogachev [4] and Kuo [19].
Hertle [14, 15] defined surface measures on spheres and hyperplanes in
infinite dimensions by a method different from the one we use and studied
the Radon transform using these surface measures.
The approach to Gaussian measures on hyperplanes, and more gen-
erally affine subspaces, in infinite dimensions that we use was initiated
in [24], where such measures where defined for hyperplanes in Hilbert
spaces and an inversion formula obtained for the Gaussian Radon trans-
form. In [2] it was shown that if a suitably well-behaved function, on an
infinite-dimensional Hilbert space, has zero Gaussian integrals on hyper-
planes not intersecting a closed, bounded, convex set then the function is
supported within this set; this is an infinite-dimensional counterpart of
Helgason’s support theorem in Radon transform theory [13]. A support
theorem in the setting of white noise analysis was proved by Becnel [1]
using a different strategy. The Gaussian Radon transform was developed
for Banach spaces in [17], where again a support theorem was established.
Bogachev and of Lukintsova [3,21] studied the Radon transform of more
general Radon measures in infinite dimensions and established results on
the support behavior of the Radon transform.
There is a vast literature on the subject of finite-dimensional Radon
transforms; we refer to Rubin [26, 27] for Radon transforms on Grass-
mannians and for a broader overview of the subject.
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2. The Gaussian Limit of Spherical Radon Transforms
In this section L denotes an affine subspace in l2 of finite codimension.
Thus L is of the form
L = {v ∈ l2 : 〈v, w1〉 = p1, . . . , 〈v, wm〉 = pm}, (2.1)
where w1, . . . , wm ∈ l2 are orthonormal and p1, . . . , pm ∈ R.
Let us view RN as a subspace of l2 by identifying any vector z ∈ RN
with the vector
(z, 0, 0, 0, . . .) ∈ l2.
Let
LN = L ∩ RN . (2.2)
The definition (2.1) of L shows that a vector z ∈ RN lies in LN if and
only if
〈z, (w1)(N)〉 = p1, . . . , 〈z, (wm)(N)〉 = pm, (2.3)
where, for any sequence x = (x1, x2, . . .),
x(N) = (x1, . . . , xN).
We work withN large enough, larger than someN0, so that (w1)(N), . . . , (wm)(N)
are linearly independent vectors; this ensures also that LN 6= ∅ when N ≥
N0. If z, z
′ ∈ LN then z−z′ is orthogonal to the vectors (w1)(N), . . . , (wm)(N).
On the other hand if z′ ∈ LN and if z ∈ RN is such that z− z′ is orthog-
onal to (w1)(N), . . . , (wm)(N) then by (2.3) z ∈ LN . Let
p0N = point of LN closest to 0.
Thus,
LN = p
0
N + [(w1)(N), . . . , (wm)(N)]
⊥ (2.4)
where
[(w1)(N), . . . , (wm)(N)]
is the span of the vectors (w1)(N), . . . , (wm)(N). Let SLN be the ‘circle’ of
intersection of LN with the sphere
SN−1(
√
N) (2.5)
of radius
√
N and center 0 in RN :
SLN = LN ∩ SN−1(
√
N). (2.6)
Identifying RN with the subspace RN × {0} ⊂ l2, for each N , we have
Lm ⊂ Ln if m < n and so the distance of Ln from 0 is at most equal to
the distance of Lm from 0: ∥∥p0n∥∥ ≤ ∥∥p0m∥∥ . (2.7)
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We work with N larger than N0 that also satisfies√
N >
∥∥p0N0∥∥ , (2.8)
which implies that √
N >
∥∥p0N∥∥ . (2.9)
Thus SLN is a nonempty (N−m)-dimensional sphere. The radius of this
sphere is
radius(SLN ) =
√
N − ‖p0N‖2. (2.10)
One of our goals is to prove the following result:
Theorem 2.1. Let L be a finite-codimension affine subspace in l2, spec-
ified by (2.1). Let k be a positive integer; suppose that the image of L
under the coordinate projection l2 → Rk : z 7→ z(k) = (z1, . . . , zk) is all of
Rk. Let φ be a bounded Borel function on Rk. Then
lim
N→∞
∫
SLN
φ(x1, . . . , xk) dσ(x1, . . . , xN ) =
∫
R∞
φ(z(k)) dµ(z), (2.11)
where σ is the standard surface area measure on SLN (defined in (2.6))
normalized to unit total mass, and µ is the probability measure on R∞
specified by the characteristic function∫
R∞
exp (i〈t, x〉) dµ(x) = exp
(
i〈t, z0〉 − 1
2
‖P0t‖2
)
for all t ∈ R∞0 ,
(2.12)
where z0 is the point on L closest to the origin and P0 is the orthogonal
projection in l2 onto the subspace L− z0.
On the left side of (2.11) φ is only evaluated on the image π(k)(L),
which is why the assumption that this is all of Rk is relevant.
We will also prove a version (Theorem 5.1) of this result in the setting
of Hilbert and Banach spaces.
3. Spherical Disintegration
The key tool in the proof of Theorem 2.1 will be a spherical disinte-
gration formula that we establish in this section in Theorem 3.3.
The uniform surface measure on a sphere can be constructed in several
ways. Perhaps the most elementary way is to define it by the traditional
Euclidean formula for volume of a cone:
σ(E) =
d+ 1
a
λ(CE), (3.1)
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where E is any Borel subset of a d-dimensional sphere of radius a and
λ(CE) is the volume of the cone CE with base E and vertex the center
of the sphere. We will use σ to denote the uniform measure, defined as
above, on any sphere in any dimension.
The definition (3.1) and the scaling property of Lebesgue measure in
Rd+1 leads to the scaling formula:∫
Sd(r)
f dσ = (r/a)d
∫
Sd(a)
f
(
(r/a)z
)
dσ(z), (3.2)
whenever either side exists, where Sd(t) denotes the sphere of radius t
and center 0 in Rd+1. The polar disintegration formula∫
Rd+1
f dx =
∫
r∈(0,∞)
[∫
Sd(r)
f dσ
]
dr, (3.3)
holds as well. Elementary proofs of these formulas are in [28].
3.1. Disintegration by slices. The following is sightly more general
phrasing of a geometric disintegration formula from [28]:
Theorem 3.1. Let f be a non-negative or bounded Borel function on the
sphere SV (a) of radius a > 0 and center 0 in a finite-dimensional real
inner-product space V . Let W be a proper subspace of V . Then∫
SV (a)
f dσ =
∫
BW (a)
[∫
y∈SV (ax)∩W⊥
f(x+ y) dσ(y)
]
a
ax
dx, (3.4)
where
aw =
√
a2 − ‖w‖2, (3.5)
and BW (a) is the open ball of radius a, and center 0, in W .
Note that formula (3.2) holds whenever f is integrable on SV (a) since
it holds for non-negative f .
With notation as above, let
P : V → V
be the orthogonal projection onto an affine subspace W ; thus Pz is the
point on W closest to z. Then the disintegration formula (3.4) can be
expressed as:∫
SV (a)
f dσ =
∫
BW (a)
[∫
SV (a)∩P−1(x)
f dσ
]
a√
a2 − ‖x‖2
dx. (3.6)
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z
x
a
θx z − x ||z − x|| = ax def=
√
a2 − x2
Figure 2. Illustration for ax and θx
Since the expression
√
a2 − ‖x‖2 will keep appearing we will use the
notation from (3.5):
ax =
√
a2 − ‖x‖2. (3.7)
We will use other similar notation, such as at when t ∈ R.
For a point x inside the ball BV (a) of radius a in V , the geometric
meaning of ax is the radius of the slice SV (a)∩P−1(x). If z ∈ SV (a) lies
on P−1(x) then we can write z as x plus a ‘radial vector’ orthogonal to
x from the center x of the slice to z:
z = Pz + z − Pz = x+ (I − P )z,
where (I −P )z ∈ kerP is orthogonal to the image Im(P ) and hence also
orthogonal to x. Thus
‖z − x‖2 = ‖z‖2 − ‖x‖2 = a2x, (3.8)
which means that any z ∈ SV (a) ∩ P−1(x) lies at the fixed distance ax
from x.
The geometric meaning of a/ax is 1/ cos θx, where θx is the angle be-
tween the vector from x to z and the vector z:
a
ax
=
‖z‖
‖z − x‖ =
1
cos θx
. (3.9)
This is illustrated in Figure 2.
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Formula (3.2) can be proved using polar coordinates or other more
differential geometric methods but we present an entirely self-contained
argument.
Proof. We assume that f ≥ 0; all other cases follow by taking real and
imaginary parts if f is complex-valued, and positive and negative parts
for real-valued f . By choosing an orthonormal basis e1, . . . , ek in W , and
extending to an orthonormal basis e1, . . . , ek, ek+1, . . . , ed+1 of V , we will
assume that V = Rd+1 and W = Rk ⊕{0}. Thus the formula we have to
establish is∫
Sd(a)
f dσ =
∫
x∈Bk(a)
[∫
y∈Sd−k(ax)
f(x, y) dσ(y)
]
a
ax
dx, (3.10)
where Sd(a) is the sphere of radius a, centered at 0, in Rd+1, and Bk(a)
is the ball of radius a, center 0, in Rk.
Let F be the function on Rd+1 given by
F (z) = f
(
a
‖z‖z
)
, (3.11)
with F (0) defined arbitrarily. Thus F is constant along radial rays and
equal to f on the sphere Sd(a).
Let ψ be any non-negative Borel function on [0,∞). We work out the
integral ∫
Rd+1
F (z)ψ(‖z‖2) dz
in two ways.
Using the polar disintegration formula (3.3) and scaling (3.2) we have∫
Rd+1
F (z)ψ(‖z‖2) dz =
∫ ∞
0
[∫
Sd
F (rw) rddσ(w)
]
ψ(r2) dr
=
(∫
Sd(a)
f(w) dσ(w)
)∫ ∞
0
ψ(r2)(r/a)d dr.
(3.12)
This expresses the spherical integral on the right in terms of the volume
integral on the left.
Next we will split Rd+1 into Rk and Rd+1−k and disintegrate the left
side in (3.12) by repeated use of Fubini’s theorem:
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∫
Rd+1
F (z)ψ(‖z‖2) dz
=
∫
Rk
[∫
Rd+1−k
F (x, y)ψ(‖x‖2 + ‖y‖2) dy
]
dx
=
∫
Rk
[∫
R∈(0,∞)
{∫
w∈Sd−k
F (x,Rw)ψ(‖x‖2 +R2) dσ(w)
}
Rd−kdR
]
dx
=
∫
Rk×(0,∞)×Sd−k
F (x,Rw)ψ(‖x‖2 +R2) dσ(w)Rd−kdR dx.
(3.13)
Here we have used the assumption that W is a proper subspace of V ,
which in the present notation means that k < d + 1. Now, for fixed
x ∈ Rk, we change variables from R to r ≥ ‖x‖ given by
r2 = R2 + ‖x‖2 . (3.14)
Then
rdr = RdR. (3.15)
Hence, using (3.13), we have∫
Rd+1
F (z)ψ(‖z‖2) dz
=
∫
x∈Rk,R∈(0,∞),w∈Sd−k,r≥‖x‖
F (x,Rw)ψ(‖x‖2 +R2) dσ(w)Rd−kdRdx
=
∫
r∈(0,∞),x∈Bk(r),w∈Sd−k
F (x, rxw)ψ(r
2) dσ(w) rd−k−1x rdr dx
(3.16)
where we have now written rx for R:
rx =
√
r2 − ‖x‖2. (3.17)
Recalling the choice of the function F , we have:
F (z) = f
(
a
‖z‖z
)
= f ((a/r)x, (aR/r)w) if z = (x,Rw) with w ∈ Sd−k.
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Thus∫
Rd+1
F (z)ψ(‖z‖2) dz
=
∫
r∈(0,∞),x∈Bk(r)
[∫
w∈Sd−k
f (ax/r, arxw/r) dσ(w)
]
rd−k−1x dxψ(r
2)rdr.
(3.18)
Keeping in mind that f is evaluated only at points on the sphere Sd(a),
we change coordinates to make clearer use of this. For fixed r and x, we
change from variable w to
w′ =
arx
r
w = ax′w, where x
′ =
a
r
x, (3.19)
which changes the spherical integral on the right side of (3.18) to
ak−dx′
∫
w′∈Sd−k(ax′ )
f(x′, w′) dσ(w′).
Thus:∫
Rd+1
F (z)ψ(‖z‖2) dz
=
∫
r∈(0,∞),x∈Bk(r)
[∫
Sd−k(ax′ )
f(x′, w′) ak−dx′ dσ(w
′)
]
rd−k−1x dxψ(r
2) rdr
=
∫
r∈(0,∞),x∈Bk(r)
[∫
Sd−k(ax′ )
f(x′, w′) dσ(w′)
]
ak−dx′ r
d−k−1
x dxψ(r
2) rdr.
Note that since x ∈ Bk(r) we have x′ ∈ Bk(a), and, by (3.19),
dx = (r/a)kdx′
and
rx =
r
a
ax′.
Thus:∫
Rd+1
F (z)ψ(‖z‖2) dz
=
∫
r∈(0,∞),x′∈Bk(a)
[∫
Sd−k(ax′ )
f(x′, w′) dσ(w′)
]
a
ax′
dx′ψ(r2) (r/a)ddr.
(3.20)
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Choosing ψ for which ∫ ∞
0
ψ(r2)(r/a)d dr = 1,
and comparing (3.20) with the earlier expression (3.12) we obtain:∫
Sd(a)
f dσ =
∫
x′∈Bk(a)
[∫
Sd−k(ax′ )
f(x′, w′) dσ(w′)
]
a
ax′
dx′. (3.21)

3.2. A more general spherical disintegration. We leverage the dis-
integration formula (3.1) to obtain a more general form by allowing pro-
jections that are not orthogonal.
Theorem 3.2. Let V be a finite-dimensional real inner-product space
and let
L : V → X
be a linear surjection onto a real inner-product space X, where 0 <
dimX < dimV . Then L restricts to an isomorphism
L0 : (kerL)
⊥ → X, (3.22)
and∫
SV (a)
f dσ
=
∫
x∈X,‖L−10 x‖<a
{∫
SV (a)∩L−1(x)
f dσ
}
a√
a2 − ∥∥L−10 x∥∥2
dx√| detLL∗| ,
(3.23)
for any non-negative or bounded Borel function f , defined on the sphere
SV (a) of radius a and center 0 in V .
Let us observe that if
P⊥ : V → V (3.24)
is the orthogonal projection onto (kerL)⊥ then
L0P⊥ = L. (3.25)
We can check this by noting that for any z ∈ kerL both sides are 0 and
for any z ∈ (kerL)⊥ the left side equals L0z, which, by definition of L0,
is Lz.
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Proof. We use the standard formula for transformation of integrals∫
X′
φ(x′) dx′ =
∫
X
φ(Jx) | detJ | dx (3.26)
where J : X → X ′ is an isomorphism of a finite-dimensional inner-
product space X onto an inner-product space X ′. This is valid for any
Borel function φ on X ′ for which either side of (3.26) exists. We apply
this with J = L−10 : X → (kerL)⊥ to obtain∫
(kerL)⊥
φ(x′) dx′ =
∫
X
φ(L−10 x)
dx
| detL0| . (3.27)
The Jacobian term | detL0| is computed as the absolute value of the
determinant of any matrix of L0 relative to orthonormal bases in (kerL)
⊥
and X ; in terms of L it is given by:
| detL0| =
√
| detLL∗|. (3.28)
Let us note that if z ∈ L−1(x) then Lz = x and so, with z0 = L−10 x ∈
(kerL)⊥, we have
L(z − z0) = 0, (3.29)
and so
z ∈ z0 + kerL. (3.30)
Thus any point in L−1(x) is L−10 (x) plus a vector orthogonal to z0 and so
the element of smallest norm in L−1(x) is z0 = L
−1
0 x. (3.31)
For φ we use the function on (kerL)⊥ given by
φ(x′) =
a
ax′
∫
SV (a)∩P−1⊥ (x′)
f dσ, (3.32)
where P⊥ : V → V is the orthogonal projection onto the subspace
(kerL)⊥, as in (3.24), and the right side in (3.32) is taken to be 0 when
‖x′‖ ≥ a. If f is continuous then φ is continuous on the open ball of
radius a, and 0 outside this ball. Then by standard limiting arguments
φ is Borel when f is the indicator function of a compact set, and hence
φ is Borel for any non-negative or bounded Borel function f .
Then
φ(L−10 x) =
a
aL−1
0
x
∫
SV (a)∩(L0P⊥)−1(x)
f dσ =
a
aL−1
0
x
∫
SV (a)∩L−1(x)
f dσ,
(3.33)
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on using the relation (3.25). Here, and often, we take the integral over
the empty set to be 0; thus:
φ(L−10 x) is 0 if L
−1(x) ∩ SV (a) is empty.
By (3.31), this means
φ(L−10 x) = 0 if
∥∥L−10 x∥∥ > a. (3.34)
We assume for now that f ≥ 0; then φ ≥ 0. Applying (3.27) and (3.33),
we have ∫
(kerL)⊥
[∫
SV (a)∩P−1(x′)
f dσ
]
a
ax′
dx′
=
∫
X
[∫
SV (a)∩L−1(x)
f dσ
]
a
aL−1
0
x
dx
| detL0| .
(3.35)
The integrand on the left is 0 outside the ball of radius a in (kerL)⊥
and, by (3.34), the integrand on the right is 0 unless
∥∥L−10 x∥∥ < a. By
Theorem 3.1 the left side is equal to
∫
SV (a)
f dσ. This proves the identity
(3.23) for f ≥ 0.
For general complex-valued bounded f the result follows by considering
real and imaginary parts and then positive and negative parts. Since f
is bounded, all the integrals over SV (a) involved are finite. 
We are mainly interested in the case where dimV is large compared
to dimX , and, in particular, m = dimV − dimX is ≥ 2. Then in the
definition (3.32) of φ(x′) the integral of f is over a sphere, of dimension
m−1 ≥ 1, of radius ax′ , and so, for bounded f , the integral is bounded by
a constant times am−1x′ . Therefore, φ(x
′) itself is bounded by a constant
times a non-negative power of ax′. Thus, φ is bounded if f is bounded.
3.3. A more general slice. In the following result Z, W , and X are
finite-dimensional inner-product spaces, and L : Z → X and Q : Z →W
are linear surjections. Figure 3 describes the setting of the result.
We consider the sphere SZ(a), centered at 0 and of radius a > 0, in Z.
The sphere is sliced along a ‘circle’ by an affine subspace Q−1(w0), where
w0 is some point in W . We denote by z0 the point on Q−1(w0) closest
to the origin, and
x0 = L(z0) ∈ X
the ‘projection’ of z0 on X by L. We will also need the restriction of L
to the subspace kerQ, and the determinant of this restriction. In more
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Q−1(w0)
SZ(a)
z0
X
L
D
x0 = L(z0)
Z
Figure 3. The affine subspace Q−1(w0) ⊂ Z slicing the
sphere SZ(a), the ‘projection’ L : Z → X , the points z0,
closest in Q−1(w0) to the center, and x0 = L(z0), and the
ellipsoid D which is the projection on X of the slice of the
ball by Q−1(w0).
detail, let L0 be the restriction of L to the subspace of kerQ that is the
orthogonal complement of ker(L| kerQ):
L0 : kerQ⊖ kerL → L(kerQ) : z 7→ Lz,
where on the left we have the orthogonal complement of ker(L| kerQ)
within kerQ. As before in (3.28), the determinant | detL0| is the absolute
value of the determinant of the matrix of L0 relative to orthonormal bases
in its domain and range; we take | detL0| to be 1 in the degenerate case
where L0 is 0.
Theorem 3.3. (Figure 3) Let f a bounded, or non-negative, Borel func-
tion defined on the ‘circular slice’ SZ(a)∩Q−1(w0) for some w0 ∈ W . Let
z0 be the point on Q−1(w0) closest to 0, x0 = Lz0 ∈ X. Let L0 be the re-
striction of L to the subspace of kerQ that is the orthogonal complement
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of ker(L| kerQ). Then∫
SZ(a)∩Q−1(w0)
f dσ
=
∫
x∈D
{∫
SZ(a)∩Q−1(w0)∩L−1(x)
f dσ
}
az0√
a2z0 −
∥∥L−10 (x− x0)∥∥2
dx
| detL0| ,
(3.36)
where D consists of all x ∈ x0 +L(kerQ) ⊂ X for which the term under
the square-root is positive:
D = x0 + {y ∈ L(kerQ) : ∥∥L−10 (y)∥∥ < az0}. (3.37)
On the left in (3.36) is the integral of f over the ‘circular’ slice of
the sphere SZ(a) by the affine subspace Q
−1(w0). On the right is the
disintegration of this with respect to the values of L. In this disin-
tegration each fiber SZ(a) ∩ Q−1(w0) ∩ L−1(x) is a sphere of radius√
a2z0 −
∥∥L−10 (x− x0)∥∥2, as we will show following the proof below. The
set D is an “ellipsoid.” (In the degenerate case where L is actually zero
on kerQ the integral over dx drops out and we have a trivial equality in
(3.36).)
Figure 4 illustrates some of the objects involved here. In the pic-
ture, kerQ is a two-dimensional subspace (through the origin, parallel
to Q−1(w0)). Since L maps kerQ onto the two-dimensional space X , its
kernel is, in this picture, just {0}.
Proof. We will apply the disintegration result Theorem 3.2, taking for V
the subspace kerQ ⊂ Z, and L the restriction of L to V :
L = L| kerQ : V → L(kerQ). (3.38)
Then L0 is, as in Theorem 3.2, the restriction:
L0 : (kerL)
⊥ → Im(L) = L(kerQ), (3.39)
where (kerL)⊥ is the subspace of V consisting of all vectors in V orthog-
onal to kerL. In more detail,
(kerL)⊥ = {z ∈ kerQ : z ∈ (kerL ∩ kerQ)⊥}. (3.40)
The center of the ‘circle’ SZ(a) ∩ Q−1(w0) is the point on Q−1(w0)
closest to 0. Let us check that this point is given by
z0 = Q∗(QQ∗)−1(w0); (3.41)
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Q−1(w0)
SZ(a)
z0
az0
Z
Figure 4. The affine subspace Q−1(w0) ⊂ Z slices the
sphere SZ(a) in a ‘circle’ with center z
0 and radius az0 .
here we note that since Q is surjective, QQ∗ is invertible because any
vector in its kernel would also be in kerQ∗ =
[
Im(Q)
]⊥
. Clearly,
Qz0 = w0,
and if v ∈ kerQ then
〈v, z0〉 = 〈Qv, (QQ∗)−1(w0)〉 = 0. (3.42)
This implies that the point z0 + v ∈ Q−1(w0) has norm∥∥v + z0∥∥2 = ‖v‖2 + ∥∥z0∥∥2 ≥ ∥∥z0∥∥2 ,
thus showing that z0 is the unique point on Q−1(w0) closest to the origin.
To disintegrate ∫
SZ(a)∩Q−1(w0)
f dσ
we write this as an integral over the sphere of radius az0 in V = kerQ:∫
SZ(a)∩Q−1(w0)
f dσ =
∫
SV (az0 )
f(z + z0) dσ(z), (3.43)
which we see by observing that
SV (az0) + z
0 = {v + z0 : v ∈ kerQ, ‖v‖2 = a2 − ∥∥z0∥∥2}
= {v + z0 : Q(v + z0) = w0, ∥∥v + z0∥∥2 = a2}
= SZ(a) ∩Q−1(w0),
(3.44)
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where in the second equality we used the orthogonality (3.42).
Applying the disintegration formula (3.23) for L in (3.43) we obtain:∫
SZ(a)∩Q−1(w0)
f dσ
=
∫
y∈D0
{∫
SV (az0 )∩L−1(y)
f(z + z0) dσ(z)
}
az0√
a2z0 −
∥∥L−10 y∥∥2
dy
| detL0| ,
(3.45)
where D0 is the set of all y ∈ Im(L0) = L(kerQ) for which
∥∥L−10 y∥∥ < a.
Changing variables by translation with y = x− x0, we then have∫
SZ (a)∩Q−1(w0)
f dσ =
∫
x∈D
I(x)
az0√
a2z0 −
∥∥L−10 (x− x0)∥∥2
dx
| detL0| , (3.46)
where D = D0 + x
0 and
I(x) =
∫
SV (az0 )∩L−1(x−x0)
f(z + z0) dσ(z)
=
∫
[SV (az0 )∩L−1(x−x0)]+z0
f(z) dσ(z).
(3.47)
Now
[SV (az0) ∩ L−1(x− x0)] + z0 = [SV (az0) + z0] ∩ L−1(x), (3.48)
because a point p lies in the right hand side if and only if p = p0 + z0,
where p0 ∈ SV (az0) and L(p0) = x−L(z0) = x− x0. Then, using (3.44),
we have
[SV (az0) ∩ L−1(x− x0)] + z0 = SZ(a) ∩Q−1(w0) ∩ L−1(x). (3.49)
Hence
I(x) =
∫
SZ(a)∩Q−1(w0)∩L−1(x)
f(z) dσ(z). (3.50)
Using this value of I in (3.46) gives us the desired disintegration formula
(3.36). 
The left side of (3.48) is the translate by z0 of the intersection of the
sphere SV (az0) with the affine subspace L
−1(x − x0). The point on this
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affine subspace closest to the origin is L−10 (x−x0) (by our note in (3.31)).
Therefore, the radius of the “circle” of intersection is given by:
radius of
[
SV (az0) ∩ L−1(x− x0)
]
=
√
a2z0 −
∥∥L−10 (x− x0)∥∥2. (3.51)
Hence the same is true of the translate of this circle by z0:
radius of
[
SZ(a) ∩Q−1(w0) ∩ L−1(x)
]
=
√
a2z0 −
∥∥L−10 (x− x0)∥∥2.
(3.52)
3.4. Disintegration of slices expressed in coordinates. Now let us
work out some details of the disintegration of slices formula (3.36). We
apply Theorem 3.3 with Z = Rd+1, X = Rk, where 0 < k < d, and with
L being the projection L = P(k) : Rd+1 → Rk.
Suppose u1, . . . , um form an orthonormal basis of (kerQ)
⊥. Then
Qu1, . . . , Qum form a basis of W = Im(Q).
Thus
Qz = 〈z, u1〉Qu1 + . . .+ 〈z, um〉Qum for all z ∈ (kerQ)⊥. (3.53)
As before, let
V = kerQ,
and L the restriction of the projection L to V :
L : V → X = Rk : z 7→ z(k) def= (z1, . . . , zk). (3.54)
Let us note that
kerL = {0} ⊕ Rd+1−k,
and, of more interest,
kerL = {(0, y) ∈ Rd+1 : 〈y, (u1)(k)′〉 = 0, . . . , 〈y, (um)(k)′〉 = 0}
= {0} ⊕ [span of (u1)(k)′ , . . . , (um)(k)′]⊥ (3.55)
where (ui)(k)′ = ((ui)k+1, . . . , (ui)d+1) ∈ Rd+1−k. The space (kerL)⊥
consists of all z ∈ kerQ that are orthogonal to the subspace kerL. Thus
a vector z = (x, y) ∈ Rd+1 lies in (kerL)⊥ if and only if z ∈ kerQ and
the component x is unrestricted but the component y is orthogonal to[
span of (u1)(k)′ , . . . , (um)(k)′
]⊥
:
(kerL)⊥ = {z = (x, y) ∈ Rk⊕[span of (u1)(k)′ , . . . , (um)(k)′] : z ∈ kerQ}.
(3.56)
Thus (kerL)⊥ consists of all elements of Rd+1 of the form
(x, 0) + (0, c1(u1)(k)′ + . . .+ cm(um)(k)′)
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that are orthogonal to u1, . . . , um:
〈(ua)(k), x〉+
m∑
b=1
〈(ua)(k)′ , (ub)(k)′〉cb = 0 (3.57)
for a ∈ {1, . . . , m}. These m equations yield a solution for (c1, . . . , cm):
c = U−1~x (3.58)
where c = (c1, . . . , cm), the linear mapping
U : Rm → Rm
has matrix
[〈(ua)(k)′ , (ub)(k)′〉],
and
~x = (〈(u1)(k), x〉, . . . , 〈(um)(k), x〉) ∈ Rm.
The mapping L restricted to (kerL)⊥ is given by
L0 : (kerL)
⊥ → X = Rk
(x, c1(u1)(k)′ + . . .+ cm(um)(k)′) 7→ x.
(3.59)
The inverse of this mapping is given by
L−10 x =
(
x, c1(u1)(k)′ + . . .+ cm(um)(k)′
)
, (3.60)
where (c1, . . . , cm) is given by (3.58).
Next we work out the adjoint L0
∗. For any z ∈ (kerL)⊥, which is the
subspace of kerQ orthogonal to kerQ ∩ kerL, we have
〈L∗0x, z〉 = 〈x, L0z〉
= 〈x, z(k)〉
= 〈(x, 0), z〉
= 〈(x, 0), PkerQz〉
= 〈PkerQ(x, 0), z〉
= 〈(I − P(kerQ)⊥)(x, 0), z〉
=
〈
(x, 0)−
m∑
a=1
〈x, (ua)(k)〉ua, z
〉
.
(3.61)
The element
PkerQ(x, 0) = (x, 0)−
m∑
a=1
〈x, (ua)(k)〉ua (3.62)
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lies in kerQ and is also in the subspace
R
k ⊕ [span of (u1)(k)′ , . . . , (um)(k)′] . (3.63)
Thus it is in (kerL)⊥. Hence
L∗0x = PkerQ(x, 0) = (x, 0)−
m∑
a=1
〈x, (ua)(k)〉ua. (3.64)
From this and the fact that L0 is just the projection onto the first k
coordinates, we have
L0L
∗
0x = x−
m∑
a=1
〈x, (ua)(k)〉(ua)(k). (3.65)
For future reference let us rewrite this in different notation:
L0L
∗
0x = x−
m∑
a=1
〈P ∗(k)x, ua〉P(k)ua =
(
I −
m∑
a=1
P(k)PuaP
∗
(k)
)
x
=
(
I − P(k)P(kerQ)⊥P ∗(k)
)
x
= P(k)PkerQP
∗
(k)x
(3.66)
where
P(k) : R
d+1 → Rk : z 7→ z(k)
is the projection onto the first k coordinates.
Now let
Pk,a : R
k → Rk : x 7→ 〈x, (̂ua)(k)〉(̂ua)(k) (3.67)
be the orthogonal projection onto the ray spanned by (ua)(k), assumed
to be nonzero. Then
L0L
∗
0 = I −
m∑
a=1
∥∥(ua)(k)∥∥2 Pk,a. (3.68)
Now recall the disintegration formula (3.36):∫
Sd(a)∩Q−1(w0)
f dσ
=
∫
x∈D
{∫
Sd(a)∩Q−1(w0)∩L−1(x)
f dσ
}
az0√
a2z0 −
∥∥L−10 (x− x0)∥∥2
dx
| detL0|
(3.69)
where
x0 = Lz0, (3.70)
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and
D = x0 + {y ∈ L(kerQ) : ∥∥L−10 (y)∥∥ ≤ az0}. (3.71)
We have now both a way to compute L0
−1, given in (3.60), and an ex-
pression for the determinant factor:
| detL0| =
√√√√det
(
I −
m∑
a=1
∥∥(ua)(k)∥∥2 Pk,a
)
. (3.72)
3.5. Integrals of functions on subspaces. We consider now a func-
tion f on Rd+1 = Rk ⊕ Rd+1−k that depends only on the first k compo-
nents:
f(x, y) = φ(x).
We denote by P(k) the projection onto the first k coordinates:
P(k)z = z(k) = (z1, . . . , zk) ∈ Rk. (3.73)
For convenience let us assume that P(k) maps kerQ onto R
k. Then,
applying the disintegration formula of Theorem 3.3, we have∫
Sd(a)∩Q−1(w0)
f dσ
=
∫
x∈D
φ(x)Va(x)
az0√
a2z0 −
∥∥L−10 (x− x0)∥∥2
dx
| detL0|
(3.74)
wherein D is the set of all x ∈ Rk for which the term under √. . . is
positive, and
Va(x) = Vol
(
Sd(a) ∩Q−1(w0) ∩ P−1(k) (x)
)
, (3.75)
is the volume of the (d −m − k)-dimensional sphere of radius given by
(3.52): √
a2z0 −
∥∥L−10 (x− x0)∥∥2. (3.76)
Using (3.68) we have
∥∥L−10 w0∥∥2 = 〈(L0L∗0)−1w0, w0〉 =
〈(
I −
m∑
a=1
∥∥(ua)(k)∥∥2 Pk,a
)−1
w0, w0
〉
.
(3.77)
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The volume, or ‘surface area’, in the integrand on the right in (3.74) is
therefore:
Vol
(
Sd(a) ∩Q−1(w0) ∩ P(k)−1(x)
)
= cd−k−m
[
a2z0 −
∥∥L−10 (x− x0)∥∥2] d−k−m2 (3.78)
where cd−k−m is the surface measure of the (d−k−m)-dimensional sphere
given, for all j, by the formula:
cj = 2
π
j+1
2
Γ
(
j+1
2
) . (3.79)
We can then rewrite (3.74) as∫
Sd(a)∩Q−1(w0)
f dσ = cd−k−m
∫
x∈D
I ′(x)
dx
| detL0| , (3.80)
where
I ′(x) = φ(x)az0
[
a2z0 −
∥∥L−10 (x− x0)∥∥2] d−k−m−12 . (3.81)
The sphere Sd(a)∩Q−1(w0) has dimension d−m and its volume (“surface
area”) is
cd−ma
d−m
z0 .
So, using the normalized surface measure σ on the sphere Sd(a)∩Q−1(w0),
we have∫
Sd(a)∩Q−1(w0)
f dσ =
cd−k−m
cd−mad−mz0
∫
x∈D
I ′(x)
dx
| detL0| , (3.82)
where I ′(x) is as in (3.81).
4. Limit of spherical integrals
In this section we prove Theorem 2.1 (expressing the limit of spherical
integrals as Gaussian integration on an affine subspace) by using the
spherical disintegration formula (3.56).
Let φ be a bounded measurable function on Rk. Then, for any d > k
we have the function f on Rd+1 = Rk⊕Rd+1−k that depends only on the
first k components:
f(x, y) = φ(x).
In fact, identifying Rk with the subspace Rk ⊕ {0} of l2, we have the
function f on l2:
f(x, 0, 0, . . .) = φ(x).
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Let
Q : l2 → Rm
be a continuous linear surjection, and u1, . . . , um an orthonormal basis of
(kerQ)⊥. The point z0 ∈ RN closest to Q−1(w0), where w0 ∈ Rm, is
z0 = Q∗(QQ∗)−1(w0), (4.1)
as we have seen before in the context of (3.42). Let
(Rk ⊕ {0}) ∩ kerQ = {z ∈ kerQ : zk+1 = zk+2 = . . . = 0}. (4.2)
Our goal in this section is the following result.
Theorem 4.1. Consider an affine subspace of l2 given by Q−1(w0), where
Q : l2 →W is a linear surjection onto a finite-dimensional inner-product
space W . Suppose that the projection P(k) : l
2 → Rk : z 7→ z(k) maps
kerQ onto Rk. Let SZN (a) be the sphere of radius a in the subspace
ZN = R
N ⊕ {0} in l2. Let φ be a bounded Borel function on Rk and let
f be the function obtained by extending φ to l2 by setting
f(x) = φ(x1, . . . , xk) for all x ∈ l2.
Then
lim
N→∞
∫
SZN (
√
N)∩Q−1
N
(w0)
f dσ¯
= (2π)−k/2
∫
x∈Rk
φ(x) exp
(
−〈(L0L
∗
0)
−1(x− z0(k)), x− z0(k)〉
2
)
dx√
det(L0L∗0)
,
(4.3)
where L0 is the restriction of the projection P(k) to kerQ⊖ kerP(k).
As before, the notation kerQ ⊖ kerP(k) means the orthogonal com-
plement of kerQ ∩ kerP(k) within kerQ. Thus L0 is the restriction of
z 7→ z(k) to the subspace of kerQ orthogonal to kerQ ∩ kerP(k).
The remainder of this section is devoted to the proof of this result. If
z 7→ z(k) maps kerQ onto a proper subspace X of Rk then (4.3) holds
with the integral being over the image X , and with L0L
∗
0 taken as a map
X → X .
4.1. Approximating by finite-dimensional subspaces. Let
JN : R
N ⊕ {0} → l2 (4.4)
be the inclusion map. Then the adjoint
J∗N : l
2 → RN ⊕ {0} (4.5)
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is the orthogonal projection onto the subspace RN ⊕ {0}, and the com-
position
JNJ
∗
N : l
2 → l2 (4.6)
is the same orthogonal projection, but now viewed as an operator in l2
whose range is the subspace RN ⊕ {0}. Now let
QN = QJN : R
N ⊕ {0} →W. (4.7)
By Proposition 6.2, QN is surjective for large N . Then
z0,N
def
= Q∗N(QNQ
∗
N)
−1(w0) (4.8)
is the point on the affine subspace
Q−1N (w
0) ⊂ RN ⊕ {0}
that is closest to 0. We now show that P(k)z
0,N → P(k)z0, the point on
Q−1(w0) closest to 0, as N →∞, where
P(k) : l
2 → X = Rk : z 7→ z(k) = (z1, . . . , zk). (4.9)
Proposition 4.1. Let H be a Hilbert space and Q : H →W a continuous
linear surjection onto a finite-dimensional space W . Suppose Z1 ⊂ Z2 ⊂
. . . are finite-dimensional subspaces of H such that ∪N≥1ZN is dense in
H. Then for any w0 ∈ W ,
lim
N→∞
Lz0,N = Lz0, (4.10)
where z0,N is the point on ZN ∩Q−1(w0) closest to 0, and z0 is the point
on Q−1(w0) closest to 0, and L : H → X is a continuous linear mapping
to any finite-dimensional space X.
Proof. Let
JN : ZN → H (4.11)
be the inclusion map. We equip the finite-dimensional space W with an
inner-product. The adjoint
J∗N : H → ZN (4.12)
is the orthogonal projection onto the subspace Z. The composition
PZN = JNJ
∗
N : H → H (4.13)
is again the orthogonal projection in H whose range is the subspace ZN .
Then with
QN = QJN : ZN → W, (4.14)
we have
QNQ
∗
N : W →W, (4.15)
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which, for large N , is an isomorphism (Proposition 6.2). The point z0,N
on Q−1N (w
0) closest to the origin is given by
z0,N = Q∗N (QNQ
∗
N )
−1(w0). (4.16)
For any z ∈ H ,
〈z, z0,N 〉 = 〈z, Q∗N (QNQ∗N)−1w0〉
= 〈z, J∗NQ∗(QJNJ∗NQ∗)−1w0〉
= 〈QJNz, (QPZNQ∗)−1w0〉
= 〈Qz, (QPZNQ∗)−1w0〉.
(4.17)
Since ∪N≥1ZN is dense in H , Lemma 6.2 shows that PZN → I pointwise,
as N →∞, and so, using continuity of Q we have:
lim
N→∞
QPZNQ
∗y = QQ∗y for all y ∈ W . (4.18)
Since W is finite-dimensional this implies that
lim
N→∞
QPZNQ
∗ = QQ∗ in the finite-dimensional space End(W ).
(4.19)
Then by continuity of inverses in the open subset of End(W ) consisting
of invertible automorphisms we have
lim
N→∞
(QPZNQ
∗)−1 = (QQ∗)−1 in the finite-dimensional space End(W ).
(4.20)
Returning to (4.17) we conclude:
lim
N→∞
〈z, z0,N 〉 = 〈Qz, (QQ∗)−1w〉 = 〈z, z0〉. (4.21)
(Thus, z0,N → z0 as N → ∞, as a weak limit.) If L : H → X is
continuous linear and X is finite-dimensional then for any f ∈ X∗ we
have
〈f,Lz0,N〉 = 〈L∗f, z0,N 〉 → 〈L∗f, z0〉 = 〈f,Lz0〉, (4.22)
which implies, since X is finite-dimensional, that Lz0,N → Lz0. 
4.2. The disintegration formula reorganized. We will apply the
slice disintegration formula in Theorem 3.3 to the space
ZN = R
N ⊕ {0} ⊂ l2,
with the linear mapping
QN = QJN : ZN → W,
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and with the linear surjection L : ZN → X being the projection
LN,k = P(k)JN : ZN → X = Rk : z 7→ z(k),
where N > k and
P(k) : l
2 → Rk : z 7→ z(k) (4.23)
being the projection on the first k components. We will assume that
QN is a surjection, by considering large N (Proposition 6.2). We apply
Theorem 3.3 to the sphere of radius
a =
√
N
in ZN . The dimension d of the sphere SZN (a) is
d = dimZN − 1 = N − 1. (4.24)
The disintegration formula (3.82), using the normalized volume mea-
sure σ¯ on the sphere, is:∫
SZN (a)∩Q
−1
N
(w0)
f dσ¯ =
cd−k−m
ad−m
z0,N
cd−m
∫
x∈DN
I ′N(x)
dx
| detL0,N | , (4.25)
where
DN = {x ∈ Rk :
∥∥L−10,N(x− z0,N (k))∥∥ < az0,N}, (4.26)
and the integrand is
I ′N(x) = φ(x)az0,N
{
a2z0,N −
∥∥L0,N−1(x− z0,N (k))∥∥2} d−k−m−12 . (4.27)
Here L0,N is the restriction of the projection
PN,k : ZN → Rk : z 7→ z(k)
to the subspace of kerQN that is the orthogonal complement within
kerQN of ker(PN,k| kerQN ). Proposition 4.3, proven below, ensures that
L0,N is is an isomorphism for large N (see the note following the state-
ment of Proposition 4.3).
Our goal is to work out the limit of the right side of (3.47) as N →∞.
4.3. First steps towards the large-N limit. Factoring az0,N out of
the various terms on the right in (3.47) leads to∫
SZN (a)∩Q
−1
N
(w0)
f dσ¯ =
cd−k−m
ak
z0,N
cd−m
∫
Rk
IN(x)
dx
| detL0,N | , (4.28)
where
IN(x) = φ(x)
{
1− a−2
z0,N
∥∥L0,N−1(x− z0,N (k))∥∥2} d−k−m−12 1DN (x) (4.29)
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and the set DN is, as before, comprised of all points x for which the term
within {. . .} is non-negative. Before analyzing the integrand let us work
out the limit of the constant term outside the integral on the right side
of (4.28).
Let N0 be a value of N for which QN is surjective and PN,k(kerQN ) =
Rk. Then for N ≥ N0,(
N − ∥∥z0,N0∥∥2)k/2 ≤ akz0,N ≤ (N − ∥∥z0∥∥)k/2 , (4.30)
because the point z0,N is at most as far from the origin as z0,N0 and at
least as far as z0. Then, with cj as given in (3.79), we have, as N →∞,
cd−k−m
ak
z0,N
cd−m
∼ cN−1−k−m
N
k
2 cN−1−m
=
π
N−k−m
2
N
k
2Γ
(
N−k−m
2
) Γ
(
N−m
2
)
π
N−m
2
= π−k/2
Γ
(
N−m
2
)
N
k
2Γ
(
N−k−m
2
)
∼ π−k/2 1
N
k
2
(
N − k −m
2
)k/2
∼ (2π)−k/2.
(4.31)
4.4. The large-N limit of the determinant. We use the notation
X ⊖ Y to mean the orthogonal complement of Y ∩ X within X , where
X and Y are closed subspaces of a Hilbert space. We have seen the
following result earlier in (3.66) in the context of H = l2.
Proposition 4.2. Let H, W , and X be Hilbert spaces, and Q : H →W
and L : H → X be continuous linear mappings. Let L be the restriction
of L to kerQ and L0 the restriction of L to the orthogonal complement
of kerL within kerQ:
L = L| kerQ and L0 = L|(kerQ⊖ kerL). (4.32)
Then
L0L
∗
0 = LPkerQL∗, (4.33)
where PkerQ is the orthogonal projection in H onto the subspace kerQ.
Here the adjoint L∗0 has domain X and codomain kerQ⊖ kerL.
Proof. Let
J : D(L0)→ H
be the inclusion map, where
D(L0) = kerQ⊖ kerL
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is the domain of L0. The adjoint J
∗ is the orthogonal projection of H
onto the subspace D(L0). Then
JJ∗ : H → H
is the orthogonal projection in H with image being the subspace D(L0).
Next we note that
L0 = LJ, (4.34)
and so
L0L
∗
0 = LPkerQ⊖kerLL∗. (4.35)
Now for any x ∈ X the element PkerQL∗x is in kerQ and is orthogonal
to all v ∈ kerL ∩ kerQ because
〈PkerQL∗x, v〉 = 〈x,LPkerQv〉 = 〈x,Lv〉 = 〈x, 0〉 = 0. (4.36)
Thus
PkerQL∗x ∈ kerQ⊖ kerL. (4.37)
In general if the projection of a vector v onto a subspace X actually lies
in a subspace Y ⊂ X then PXv, being the point on X closest to v is also
the point on Y closest to v, and so PXv = PY v. Thus
PkerQL∗x = PkerQ⊖LL∗x. (4.38)
Hence, using (4.35), we have
L0L
∗
0 = LPkerQL∗. (4.39)

We can now determine the limit of L0,NL
∗
0,N as N →∞.
Proposition 4.3. Let H be a Hilbert space, and Z1 ⊂ Z2 ⊂ . . . a se-
quence of finite-dimensional subspaces of H whose union is dense in H.
Let Q : H → W and L : H → X be surjective continuous linear func-
tions, where X and W are finite-dimensional Hilbert spaces, and LN and
QN their restrictions to ZN :
QN = Q|ZN and LN = L|ZN .
Suppose L maps kerQ surjectively onto X. Then:
(i) LN maps kerQN surjectively onto X for large N ;
(ii) the operators L0,NL
∗
0,N on W converge to L0L
∗
0:
lim
N→∞
L0,NL
∗
0,N = L0L
∗
0, (4.40)
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where L0 is the restriction of L to kerQ ⊖ kerL, the orthogonal
complement of kerQ∩kerL within kerQ, and L0,N is the restric-
tion L to kerQN ⊖ kerLN .
Let us note what L0,N is more explicitly:
L0,N : kerQN ∩ [kerQN ∩ (kerLN)⊥]→ X : z 7→ LNz = Lz. (4.41)
The statement that LN maps kerQN = ZN ∩ kerQ surjectively onto X
for large N therefore means that L0,N is an isomorphism for large N .
We note that, as a consequence of (4.40),
lim
N→∞
det(L0,NL
∗
0,N) = det(L0L
∗
0). (4.42)
We will need this in working out the limit of the right hand side in the
disintegration formula (4.56).
Proof. By Proposition 4.2 we have:
L0,NL
∗
0,N = LPkerQNL∗ and L0L∗0 = LPkerQL∗. (4.43)
Now for any v ∈ H we have
lim
N→∞
L0,NL
∗
0,Nv = lim
N→∞
L(PkerQNL∗v)
= L( lim
N→∞
PkerQN (L∗v)
)
= LPkerQ(L∗v) by Theorem 6.1,
= L0L
∗
0v by (4.43).
(4.44)
Since X is finite-dimensional this pointwise convergence implies the con-
vergence of operators which proves (4.40).
The conclusion (i) follows from the transversality result in Lemma 6.1
and the limit result in Theorem 6.2, both proved in section 6. 
4.5. The large-N limit of the integrand. Let N0 be any value of
N for which L0,N is surjective onto X . Then let us also recall that, for
N > N0, the integrand IN given in (4.29):
IN (x) = φ(x)
{
1− a−2
z0,N
∥∥L0,N−1(x− z0,N (k))∥∥2} d−k−m−12 1DN (x), (4.45)
where DN is the set of all x ∈ Rk for which the term within {. . .} is
positive.
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Then we observe that∥∥L0,N−1(x− z0,N (k))∥∥2 ≤ ∥∥(L0,NL∗0,N)−1∥∥ ∥∥x− z0,N (k)∥∥2
≤ C(‖x‖2 + ∥∥z0,N (k)∥∥2)
≤ C(‖x‖2 +
∥∥∥z0,N(k) ∥∥∥2)
≤ C(‖x‖2 + ∥∥z0,N∥∥2),
(4.46)
where
C = sup
N≥1
2
∥∥(L0,NL∗0,N)−1∥∥ <∞, (4.47)
because of the finiteness of the limit of
∥∥(L0,NL∗0,N )−1∥∥ as N → ∞, as
seen in (4.40).
Moreover,
a2z0,N = N −
∥∥z0,N∥∥2
lies between N −∥∥z0,N0∥∥2 and N −‖z0‖2, because, from the definition of
z0,N as the point on Q−1(w0) ∩ ZN closest to the origin we have,∥∥z0,N0∥∥ ≤ ∥∥z0,N∥∥ ≤ ∥∥z0∥∥ . (4.48)
Consequently,
lim
N→∞
a−2
z0,N
∥∥L0,N−1(x− z0,N (k))∥∥2 = 0. (4.49)
Hence, any given point x ∈ Rk lies in DN for N large enough.
As we have just seen, the term within {. . .} in IN goes to 1 as N →∞;
this implies
lim
N→∞
{
1− a−2
z0,N
∥∥L0,N−1(x− z0,N (k))∥∥2} d−k−m−12
= lim
N→∞
{
1− a−2
z0,N
∥∥L0,N−1(x− z0,N (k))∥∥2}N2 .
(4.50)
To work out the limit on the right side of (4.50), let us note first that,
by dominated convergence,
(1 + xN)
N = 1 +NxN +
N(N − 1)
2!
x2N + . . .
= 1 +NxN +
1 ∗ (1−N−1)
2!
(NxN )
2 + . . .
→ exp
(
lim
N→∞
NxN
)
, if limN→∞NxN exists and is finite.
(4.51)
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In the present context
NxN = −Na−2z0,N
∥∥L0,N−1(x− z0,N (k))∥∥2 . (4.52)
For N large enough, independent of x, this is bounded above by
2C(‖x‖2 + ∥∥z0,N0∥∥2) (4.53)
because
Na−2
z0,N
≤ N/(N − ∥∥z0,N0∥∥2).
Moreover,
lim
N→∞
NxN
= −1 ∗ lim
N→∞
〈(L0,NL∗0,N )−1(x− z0,N (k)), (x− z0,N (k))〉
= −〈(L0L∗0)−1(x− z0(k)), x− z0(k)〉
(4.54)
where we have used the limiting formula (4.40) as well as Proposition 4.1
(which implies that z0,N (k) → z0(k) as N →∞).
Returning to (4.50) we have
lim
N→∞
{
1− a−2
z0,N
∥∥L0,N−1(x− z0,N (k))∥∥2}N2 1DN (x)
= exp
(
−1
2
〈(L0L∗0)−1(x− z0(k)), x− z0(k)〉
)
.
(4.55)
4.6. Proof of Theorem 4.1 for φ ∈ L1(Rk). Looking back at (4.28)
we have
lim
N→∞
∫
SZN (a)∩Q
−1
N
(w0)
f dσ¯ = lim
N→∞
cd−k−m
ak
z0,N
cd−m
∫
Rk
IN
dx
| detL0,N | , (4.56)
where
IN = φ(x)
{
1− a−2
z0,N
∥∥L0,N−1(x− z0,N (k))∥∥2} d−k−m−12 1DN (x). (4.57)
We have already determined the limits of the constant term outside the
integral (in (4.31)), as well as those of the full integrand on the right
hand side. Moreover, we observe that
|IN | ≤ |φ(x)|.
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Thus, assuming that φ is integrable over Rk, we can apply dominated
convergence to conclude that
lim
N→∞
∫
SZN (a)∩Q
−1
N
(w0)
f dσ¯
= (2π)−k/2
∫
Rk
φ(x) exp
(
−1
2
〈(L0L∗0)−1(x− z0(k)), x− z0(k)〉
)
dx√
det(L0L∗0).
(4.58)
4.7. Proof of Theorem 4.1 for more general φ.
Proof. Let φ be any bounded Borel function on Rk. Let us recall from
(4.28) that: ∫
SZN (a)∩Q
−1
N
(w0)
f dσ¯ =
∫
Rk
φ(x) dµN(x), (4.59)
where
f(x) = φ(x1, . . . , xk) for all x = (x1, x2, . . .)
and
dµN(x)
=
cd−k−m
ak
z0,N
cd−m
{
1− a−2
z0,N
∥∥L0,N−1(x− z0,N (k))∥∥2} d−k−m−12 1DN (x) dx| detL0,N | .
(4.60)
Taking φ = 1 in (4.59) we see that µN is a probability measure. Now let
µ∞ be the Gaussian measure on Rk given by
dµ∞(x) = (2π)−k/2 exp
(
−1
2
〈(L0L∗0)−1(x− z0(k)), x− z0(k)〉
)
dx√
det(L0L∗0)
.
(4.61)
With this notation, the result (4.58) says that
lim
N→∞
∫
Rk
ψ dµN =
∫
Rk
ψ dµ∞ for all ψ ∈ L1(Rk). (4.62)
Taking ψ to be the indicator function of any compact set B we have:
lim
N→∞
µN(B) = µ∞(B). (4.63)
Since µN and µ∞ are probability measures, this also implies
lim
N→∞
µN(B
c) = µ∞(Bc). (4.64)
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Now let ǫ > 0. Then there is a compact set Bǫ ⊂ Rk for which
µ∞(Bǫ) > 1− ǫ.
We have∫
Rk
φ dµN −
∫
Rk
φ dµ∞ =
∫
Rk
φ1Bǫ dµN −
∫
Rk
φ1Bǫ dµ∞
+
∫
Rk
φ1Bcǫ dµN −
∫
Rk
φ1Bcǫ dµ∞.
(4.65)
Taking ψ to be φ1Bǫ, which is integrable over R
k, in (4.62), we have
lim
N→∞
[∫
Rk
φ1Bǫ dµN −
∫
Rk
φ1Bǫ dµ∞
]
= 0. (4.66)
Next,
lim sup
N→∞
∣∣∣ ∫
Rk
φ1Bcǫ dµN
∣∣∣ ≤ ‖φ‖sup limN→∞µN(Bcǫ )
= ‖φ‖sup µ∞(Bcǫ )
≤ ‖φ‖sup ǫ.
(4.67)
Using these observations in (4.65) we have
lim sup
N→∞
∣∣∣ ∫
Rk
φ dµN −
∫
Rk
φ dµ∞
∣∣∣ ≤ 0 + 2 ‖φ‖sup ǫ. (4.68)
Since ǫ > 0 is arbitrary, this establishes our goal:
lim
N→∞
∫
Rk
φ dµN =
∫
Rk
φ dµ∞. (4.69)
This completes the proof of Theorem 4.1. 
4.8. Proof of Theorem 2.1. Let µ be the probability measure on R∞
(the space of all real sequences) that is specified by the characteristic
function∫
R∞
exp (i〈t, x〉) dµ(x) = exp
(
i〈t, z0〉 − 1
2
‖P0t‖2
)
, (4.70)
where t ∈ l2 is any sequence with finitely many nonzero entries, P0 is the
orthogonal projection in l2 onto a closed subspace of finite codimension
34 AMY PETERSON AND AMBAR N. SENGUPTA
m, and z0 is any point in l2. Let us determine the pushforward measure
π(k)∗µ of µ to R
k:
π(k)∗µ(S) = µ
(
π−1(k)(S)
)
, for all Borel S ⊂ Rk, (4.71)
where
π(k) : R
∞ → Rk : z 7→ z(k) = (z1, . . . , zk)
is the projection on the first k coordinates.
Let L be the restriction of π(k) to l2:
L : l2 → X = Rk : z 7→ z(k). (4.72)
Then the adjoint is
L∗ : X → l2 : v 7→ (v, 0, 0, . . .).
The image of the orthogonal projection P0 is of the form
Q−1(w0),
where Q : l2 → W = Rm is a continuous linear sujection and w0 is a
point in W . Thus
P0 = PkerQ.
Then for any t ∈ Rk, we have∫
Rk
exp (i〈t, x〉) dπ(k)
∗
µ(x) =
∫
R∞
exp
(
i〈t, π(k)x〉
)
dµ(x)
=
∫
R∞
exp (i〈L∗t, x〉) dµ(x)
= exp
(
i〈L∗t, z0〉 − 1
2
‖P0L∗t‖2
)
= exp
(
i〈t,Lz0〉 − 1
2
〈PkerQL∗t, PkerQL∗t〉
)
= exp
(
i〈t,Lz0〉 − 1
2
〈LPkerQL∗t, t〉
)
.
(4.73)
The measure µ∞ in (4.61) is given by
dµ∞(x) = (2π)−k/2 exp
(
−1
2
〈(L0L∗0)−1(x− z0(k)), x− z0(k)〉
)
dx√
det(L0L∗0)
,
(4.74)
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where L0 : kerQ→ Rk is the restriction of L to the Hilbert space kerQ ⊂
l2. Its characteristic function is given by∫
Rk
exp (i〈t, x〉) dµ∞(x)
=
∫
Rk
exp
(
i〈(L0L∗0)1/2t, y〉+ i〈t, z0(k)〉(2π)−k/2 −
‖y‖2
2
)
dy
= exp
(
i〈t, z0(k)〉 −
1
2
∥∥(L0L∗0)1/2t∥∥2
)
(4.75)
where, in the first line, we used the natural change of variables x =
(L0L
∗
0)
1/2y + z0(k), and for the second line we used a standard formula
for Gaussian integration. Now we recall from (??) that L0L
∗
0 equals
LPkerQL∗. Thus,∫
Rk
exp (i〈t, x〉) dµ∞(x) = exp
(
i〈t,Lz0〉 − 1
2
〈LPkerQL∗t, t〉
)
. (4.76)
This agrees exactly with the characteristic function for π(k)∗µ we obtained
in (4.73). Hence
π(k)∗µ = µ∞. (4.77)
Combining this with the result of Theorem 4.1 given in (4.69), we con-
clude that
lim
N→∞
∫
SZN (a)∩Q
−1
N
(w0)
φ(x1, . . . , xk) dσ¯(x1, . . . , xN)
=
∫
Rk
φ dµ∞
=
∫
Rk
φ dπ(k)∗µ =
∫
R∞
φ ◦ π(k) dµ.
(4.78)
This completes the proof of Theorem 2.1.
5. The result in Abstract Wiener Spaces
The concept of an Abstract Wiener Space was introduced by L. Gross
[12] and is a standard framework within which Gaussian measures on
infinite dimensional spaces are studied. Let H be an infinite dimensional
real separable Hilbert space. We work with a measurable norm | · |
on H ; this is a norm with the property that for any ǫ > 0 there is a
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finite-dimensional subspace Fǫ of H such that for any finite-dimensional
subspace F ′ of H orthogonal to Fǫ we have
γF ′{x ∈ F ′ : |x| > ǫ} < ǫ,
where γF ′ is the standard Gaussian measure on F
′. Let B be the Banach
space obtained by completion of H with respect to | · |. The natural
injection
j : H → B
is continuous withH having the Hilbert-space topology (see, for example,
Eldredge [9, page 16]). Then φ ∈ B∗ restricts to a continuous linear
functional on the Hilbert space H , and so is given by
φ
(
j(x)
)
= 〈j∗φ, x〉 for all x ∈ H (5.1)
for a unique element j∗φ ∈ H . Thus we have a continuous linear injection
j∗ : B∗ → H,
and the image of j∗ is a dense subspace of H .
With notation as above, let L be a closed affine subspace of H . Then,
as shown in [17], there is a Borel measure µL on B such that every φ ∈ B∗,
viewed as a random variable defined on B, has Gaussian distribution
specified by∫
B
exp (itφ) dµL = exp
(
it〈pL, j∗φ〉 − t
2
2
‖P0(j∗φ)‖2
)
for all t ∈ R,
(5.2)
where pL is the point on L closest to 0 and P0 : H → H is the orthogonal
projection onto the subspace
L0 = L− pL.
The linear mapping
j∗(B∗)→ L2(B, µL) : j∗(φ) 7→ φ, (5.3)
extends to a continuous linear mapping
IL : H → L2(B, µL). (5.4)
Moreover,∫
B
exp (iIL(h)) dµL = exp
(
i〈pL, h〉 − 1
2
‖P0h‖2
)
for all h ∈ H .
(5.5)
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To compare with a familiar situation we observe that if H is finite-
dimensional then B = H , and:
IL(h) = 〈·, h〉H . (5.6)
The Gaussian measure µL is supported on the closure L of j(L) inside
B.
Now let us see how one can extend a function from a finite-dimensional
subspace V of H to a function on the Banach space B. First let us note
that if W is a closed subspace of H that contains V then we have the
function fW on W given by
fW = fV ◦ PWV , (5.7)
where
PWV : W → V
is the orthogonal projection onto the subspace V ⊂W . Suppose h1, . . . , hk
is an orthonormal basis of V . Then
PWV (w) =
k∑
r=1
〈w, hr〉hr for all w ∈ W . (5.8)
Next we extend this process all the way to B. However, there is no
“orthogonal projection” from B onto V . Nonetheless, by choosing an
orthonormal basis h1, . . . , hk of V we can define
PBV =
k∑
r=1
IL(hr)hr, (5.9)
where IL is as in (5.4). If H is finite-dimensional then, in view of (5.6),
we can see that the expression for PBV in (5.9) agrees with (5.8). If V
happens to be contained in the subspace j∗(B∗) then PBV is given more
clearly by
PBV x =
k∑
r=1
φr(x)hr
where φr is the point in B
∗ for which j∗(φr) = hr. If f is a function on
V then we can extend to a µL-almost-everywhere defined function fB on
B by:
fB = f ◦ PBV . (5.10)
(This notion was discussed in Gross [12] for V ⊂ j∗(B∗).) With this
notation, we can formulate our main result in the setting of Abstract
Wiener Spaces.
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Theorem 5.1. Let H be a real separable Hilbert space and B the clo-
sure of H with respect to a measurable norm. Let L be a closed affine
subspace of H of finite codimension. Let f be a Borel function on a finite-
dimensional nonzero subspace V of H such that the orthogonal projection
PHV maps L onto V . Suppose Z1, Z2, . . . are finite-dimensional subspaces
of H, and
V ⊂ Z1 ⊂ Z2 ⊂ . . . ⊂ H
with ∪N≥1ZN being dense in H. Then
lim
N→∞
(RZNfZN )(L ∩ SZN ) = GfB(L) (5.11)
Here, on the left is the normalized surface-area integral of fZN over the
circle L ∩ SZN formed by intersecting L with the sphere in ZN of radius√
dimZN , and on the right is the integral of fB over B with respect to
the measure µL.
Proof. Let
L0 = L− pL,
be the subspace of H parallel to L; here pL is the point on L closest
to 0. Since the affine subspace L is of finite codimension, there is an
orthonormal basis u1, . . . , um of L
⊥
0 . Let
uj,N be the orthogonal projection of uj onto ZN .
Since ∪N≥1ZN is dense in H , uj,N 6= 0 for large N (Lemma 6.4). Thus,
for N large enough, the orthogonal projection uj,N 6= 0 for every j ∈
{1, . . . , m}.
A vector v ∈ ZN ⊂ H is orthogonal to u1, . . . , um if and only if it is
orthogonal to the vectors u1,N , . . . um,N .
A point x ∈ H lies in L if and only if
〈x, u1〉 = p1, . . . , 〈x, um〉 = pm,
where pj = 〈pL, uj〉 for each j. Thus LN = L ∩ ZN consists of all points
x ∈ ZN satisfying
〈x, uj,N〉 = pj for all j ∈ {1, . . . , m}. (5.12)
For large N the set of all such x constitutes an affine subspace in ZN of
codimension m.
Let V0 be the orthogonal projection of L0 on V :
V0 = P
H
V (L0).
If L0 = {0} then PHV (L) consists of just one point, and the functions fZn
and fB are all constant, equal to the value of f at that point. In this
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case our main result is true because both sides are equal to the value of
f at this point. So now we assume that V0 6= 0 has dimension k ≥ 1. Let
us choose an orthonormal basis h1, h2, h3, . . . of H such that the first k
vectors h1, . . . , hk form a basis of V0.
Let
dN = dimZN .
Then
(RZNfZN )(SLN ) =
∫
SLN
f(x1h1 + . . .+ xkhk) dσ(x1, . . . , xdN ), (5.13)
where SLN is the circle in ZN formed by the intersection of the sphere
of radius
√
dN in R
dN with the affine subspace of RdN comprised of all
points x for which x1h1 + . . .+ xdNhdN lies in L.
We identify H with l2 via the orthonormal basis h1, h2, . . ., and denote
again by L the affine subspace of l2 that corresponds to L ⊂ H .
Then by Theorem 4.1
lim
N→∞
(RZNfZN )(SLN )
= (2π)−k/2
∫
Rk
f(x1h1 + . . .+ xkhk)·
· exp
(
−1
2
〈(L0L∗0)−1(x− z0(k)), x− z0(k)〉
)
dx√
det(L0L∗0)
,
(5.14)
with notation as in Theorem 4.1. The right hand side here is equal to∫
B
f
(
IL(h1)h1 + . . .+ IL(hk)hk
)
dµL, (5.15)
which we see by observing that∫
B
exp
(
i
(
t1IL(h1) + . . .+ tkIL(hk)
))
dµL
=
∫
B
exp (iIL(t1h1 + . . .+ tkhk)) dµL
= exp
(
i〈z0, t1h1 + . . .+ tkhk〉 − 1
2
∥∥PL0(t1h1 + . . .+ tkhk)∥∥2
)
= exp
(
i〈t, z0(k)〉 −
1
2
〈(L0L∗0)t, t〉
)
.
(5.16)
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This implies that the distribution of
(
IL(h1), . . . , IL(hk)
)
has the Gauss-
ian density
(2π)−k/2 exp
(
−1
2
〈(L0L∗0)−1(x− z0(k)), x− z0(k)〉
)
dx√
det(L0L∗0)
(5.17)
that appears on the right side in (5.14). We have thus completed the
proof, since (5.15) is exactly GfB(L). 
6. Some linear algebra and limits
In this section we prove results that we have used in earlier sections.
We will often use the following notation:
X ⊖ Y = X ∩ (X ∩ Y )⊥, (6.1)
which is the orthogonal complement of X ∩ Y within X , where X and
Y are subspaces of any given inner-product space.
6.1. Subspaces and Projections. Let us begin with some observa-
tions about projections onto subspaces.
The following result is a basic observation about how subspaces in a
vector space may be situated relative to each other.
Lemma 6.1. Let L : H → X and Q : H →W be surjective linear maps
between vector spaces. Then the following are equivalent:
(i) L maps kerQ surjectively onto X;
(ii) Q maps kerL surjectively onto W ;
(iii) kerL+ kerQ = H.
More generally, L maps a subspace V ⊂ H onto X if and only if V +
kerL = H.
Proof. Let V be a subspace of H . Then
L−1(L(V )) = V + kerL.
If V + kerL = H then X = L(H) = L(V ). Conversely, if L(V ) = X
then V + kerL = L−1(L(V )) = L−1(X) = H .
Thus (iii) is equivalent to (i) and also (with L and Q interchanged) to
(ii). 
Let H be a Hilbert space, K and M closed subspaces of H such that
K⊥ ⊂ M . If we split v ∈ M as PKv + PK⊥v, then in this the second
vector is in M and hence so is the first vector; thus PKv ∈ M if v ∈ M .
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This means that the point PKv on K closest to v is in fact in K ∩M .
Thus
PKv = PK∩Mv if v ∈M . (6.2)
Here are some more observations on how subspaces are situated relative
to each other.
Proposition 6.1. Let R be an orthogonal projection in a Hilbert space
H and K a closed subspace of H. Then
Im(R) ∩K⊥ = Im(R) ∩ [R(K)]⊥. (6.3)
Moreover, the orthogonal complement of Im(R) ∩K within Im(R) is the
image under R of the orthogonal complement of Im(R) ∩K:
Im(R)⊖ (Im(R) ∩K) = R ([Im(R) ∩K]⊥) . (6.4)
Take R = PZN , the orthogonal projection onto the closed subspace
ZN , and K = kerQ, where Q is any continuous linear mapping on H , we
have
ZN ∩ (kerQ)⊥ = ZN ∩ [PZN (kerQ)]⊥ (6.5)
and
PZN
(
[kerQN ]
⊥) = ZN ⊖ (kerQN), (6.6)
where QN = Q|ZN .
Proof. If v ∈ Im(R) ∩K⊥ then Rv = v and for any z ∈ K we have
〈v, R(z)〉 = 〈Rv, z〉 = 〈v, z〉 = 0,
and so the vector v in Im(R) is orthogonal to R(K). Conversely, if
v ∈ Im(R) is orthogonal to R(K) then for any z ∈ K we have
〈v, z〉 = 〈Rv, z〉 = 〈v, Rz〉 = 0,
which shows that v is orthogonal to K. This establishes the equality
(6.3).
The equality
〈v, Rz〉 = 〈v, R2z〉 = 〈Rv,Rz〉 (6.7)
holds for all v, z ∈ H . If Rv is orthogonal to Im(R)∩K then 〈Rv,Rz〉 = 0
for all Rz ∈ K and so, by (6.7), v is orthogonal to Im(R)∩K. Conversely,
if v is orthogonal to Im(R)∩K then the first term in (6.7) is 0 whenever
Rz ∈ K, and so by (6.7) it follows thatRv is orthogonal to Im(R)∩K. 
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6.2. Limits of projections. Much of our work takes places in a Hilbert
spaceH equipped with an increasing sequence of closed or finite-dimensional
subspace Z1 ⊂ Z2 ⊂ . . . whose union is dense in H .
Lemma 6.2. Let Z1 ⊂ Z2 ⊂ . . . be a sequence of closed subspaces of a
Hilbert space. Then the following are equivalent:
(i) ∪N≥1ZN is dense in H;
(ii) limN→∞ PZNz = z for all z ∈ H, where PZN is the orthogonal
projection onto ZN .
Proof. Suppose (i) holds. Let z ∈ H . Then there is a sequence of points
wn ∈ ∪N≥1ZN converging to z. For each k there is an integer Nk such
that wk ∈ ZNk . Then, bearing in mind that PZNk z is the point on ZNk
closest to z, we have∥∥∥z − PZNkz
∥∥∥ ≤ ‖z − wk‖ → 0 as k →∞.
So for any ǫ > 0 there is an integer k such that∥∥∥z − PZNk z
∥∥∥ < ǫ.
For N > Nk the subspace ZNk is contained in ZN and so PZN z being the
point on ZN closest to z, we have
‖z − PZN z‖ < ǫ
for all N > Nk. Thus (ii) holds.
The implication (ii) =⇒ (i) holds since all the points PZN z lie in the
union ∪N≥1ZN . 
The following result was needed in proving Proposition 4.3 and is thus
a crucial result for our purposes.
Theorem 6.1. Suppose H is a Hilbert space, and Z1 ⊂ Z2 ⊂ . . . is a
sequence of finite dimensional subspaces whose union is dense in H. Let
L0 be a closed subspace of H of finite codimension. Then
lim
N→∞
PL0∩ZN z = PL0z. (6.8)
for all z ∈ H. In particular, if L0 = kerQ, for some continuous linear
mapping Q : H →W onto a finite-dimensional space, then
lim
N→∞
PkerQN z = PkerQz for all v ∈ H, (6.9)
where QN = Q|ZN .
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Let us note that (6.8) implies that any element z ∈ L0 is the limit of
a sequence of elements PL0∩ZNz ∈ L0 ∩ ZN ; thus
∪N≥1(L0 ∩ ZN) is dense in L0. (6.10)
This conclusion requires that L0 be of finite codimension; otherwise, we
could just choose L0 to be the line through any non-zero vector outside
∪N≥1ZN and obtain a contradiction.
Proof. Let u1, . . . , um be an orthonormal basis of L
⊥
0 . Then for any v ∈
ZN we have
〈PZNua, v〉 = 〈ua, PZNv〉 = 〈ua, v〉.
Thus if v ∈ ZN is orthogonal to [PZNu1, . . . , PZNum] then v ∈ [u1, . . . , um]⊥
and so v ∈ L0. Conversely, if v ∈ ZN is also in L0 then v is orthogonal
to each ua and hence to each PZNua. Thus the orthogonal complement
of [PZNu1, . . . , PZNum] in ZN is L0 ∩ ZN :
ZN ⊖ PZN (L⊥0 ) = ZN ∩ L0. (6.11)
Consequently,
ZN ⊖ L0 = PZN (L⊥0 ). (6.12)
By Lemma 6.3 (proven below) the orthogonal projection in H onto
PZN (L
⊥
0 ) converges pointwise, as N → ∞, to the orthogonal projection
onto L⊥0 . Thus, using (6.12),
lim
N→∞
PZN⊖L0z = PL⊥0 z for all z ∈ H . (6.13)
SinceH is the sum of the mutually orthogonal subspaces ZN⊖L0, ZN∩L0,
and Z⊥N , we have
z = PZN⊖L0z + PZN∩L0z + PZ⊥Nz,
and so
PZN∩L0z = z − PZ⊥Nz − PZN⊖L0z = PZNz − PZN⊖L0z, (6.14)
for all z ∈ H . Then
lim
N→∞
PL0∩ZN z = lim
N→∞
(PZN z − PZN⊖L0z)
= z − PL⊥
0
z
= PL0z
(6.15)

We prove the lemma used in the preceding proof.
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Lemma 6.3. Let H be a Hilbert space and K a finite-dimensional sub-
space of H. Suppose that R1, R2, . . . are orthogonal projections in H such
that
RNz → z for all z ∈ H, as N →∞.
Let SN be the orthogonal projection in H onto RN (K). Then SN con-
verges pointwise to the orthogonal projection onto K:
lim
N→∞
SNz = Sz for all z ∈ H,
where S is the orthogonal projection onto K.
In this result the hypothesis thatK is finite-dimensional is needed. For,
consider H = l2, RN the orthogonal projection given by R(x1, x2, . . .) =
(x1, . . . , xN , 0, 0, . . .), and K = v
⊥, where v is the vector (1, 1/2, 1/3, . . .).
Then RN (K) = R
N ×{(0, 0, . . .)}, and SN = RN . The pointwise limit of
SN is I, which is not the same as the orthogonal projection onto K.
Proof. Let u1, . . . , um be an orthonormal basis of K = S(H) (if S = 0
the result is obvious). By Lemma 6.4 (below) we may assume that N is
large enough that the vectors RNu1, . . . , RNum are linearly independent,
and thus form a basis of RN(K). Since SN is the orthogonal projection
onto this subspace, for any z ∈ H the vector SNz can be expressed in
terms of RNu1, . . . , RNum as follows:
SNz =
m∑
i=1
ciRNui. (6.16)
The coefficients ci depend on N . Since SNz is the orthogonal projection
of z on the span of {RNu1, . . . , RNum}, the inner product of SNz with
each RNuj is the same as the inner product of z with RNuj:
〈z, RNuj〉 = 〈SNz, RNuj〉 =
m∑
i=1
〈RNuj, RNui〉ci. (6.17)
Thus the vector c(N) of coefficients cj is
c(N)
def
=

 c1...
cm

 = [〈RNua, RNub〉]−1

 〈z, RNu1〉...
〈z, RNum〉

 . (6.18)
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Letting N →∞ we obtain (using continuity of matrix inversion):
lim
N→∞
c(N) = [〈ua, ub〉]−1

 〈z, u1〉...
〈z, um〉

 =

 〈z, u1〉...
〈z, um〉

 . (6.19)
Going back to (6.16) we conclude that
lim
N→∞
SNz =
m∑
i=1
〈z, ui〉ui, (6.20)
and this is just the orthogonal projection of z onto the subspace S(H)
spanned by u1, . . . , um. 
We also make the following observation, used in the proof of the pre-
ceding Lemma.
Lemma 6.4. Suppose u1, . . . , um are linearly independent in a Hilbert
space H and Z1 ⊂ Z2 ⊂ . . . are closed subspaces of H whose union is
dense in H. Let PZN be the orthogonal projection onto ZN . Then, for N
large enough, PZNu1, . . . , PZNum are linearly independent vectors in ZN .
We present the proof as a broader argument below.
If u1, . . . , um are linearly independent in a finite dimensional vector
space E then u′1, . . . , u
′
m are also linearly independent when u
′
a is close
enough to ua for each a; this follows, for example, by expressing linear
independence of vectors as a determinant being non-zero. This result also
holds if E is any normed linear space. To see this let C be the infimum
of ‖∑ma=1 raua‖ with r = (r1, . . . , rm) running over the unit “diamond”
(compact) in Rm, which consists of all r for which
|r1|+ . . .+ |rm| = 1.
Then C is greater than zero because the infimum is actually realized at
some point r∗ and the vectors u1, . . . , um are linearly independent. Now
let u′1, . . . , u
′
m ∈ E be such that
max
a
‖u′a − ua‖ < C/2.
If
∑m
a=1 λau
′
a = 0 then∥∥∥∥∥
∑
a
λaua
∥∥∥∥∥ =
∥∥∥∥∥
∑
a
λa(ua − u′a)
∥∥∥∥∥
≤ C
2
∑
a
|λa|.
(6.21)
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On the other hand we have ‖∑a λaua‖ ≥ C∑a |λa|, and so∑a |λa| must
be 0, which means that each λa is 0.
Proposition 6.2. Let H be a Hilbert space and Z1 ⊂ Z2 ⊂ . . . a sequence
of closed subspaces such that ∪N≥1ZN is dense in H. Suppose
R : H → Y
is a continuous linear surjection onto a finite-dimensional vector space
Y . Then R|ZN is surjective onto Y for large N .
Proof. Since R(Z1) ⊂ R(Z2) ⊂ . . . is an increasing sequences of subspaces
of the finite-dimensional space Y , the subspaces stabilize, in the sense
that R(ZN0) = R(ZN) for all N ≥ N0, where N0 is such that
dimR(ZN0) = max
N≥1
dimR(ZN).
Let y∗ ∈ Y be orthogonal to R(ZN0); here we have equipped Y with an
arbitrary inner product. Let JN : ZN → H be the inclusion map. Then
J∗N : H → ZN is the orthogonal projection onto the subspace ZN . Since,
for all N ≥ N0, the vector y∗ ∈ Y is orthogonal to R(ZN) = Im(RJN )
then y∗ ∈ ker(RJN)∗ = [Im(RJN)]⊥. Thus,
J∗NR
∗y∗ = 0.
This means
PZN (R
∗y∗) = 0,
since J∗Nz = PZN z for all z ∈ H and all N ≥ N0. Then, using Lemma
6.2,
R∗y∗ = lim
N→∞
PZN (R
∗y∗) = 0,
and so y∗ ∈ kerR∗ = Im(R)⊥ = 0. Thus R(ZN0) = Y , and so R|ZN is
surjective for all N ≥ N0. 
We apply Theorem 6.1 and Proposition 6.2 to obtain the following
result.
Theorem 6.2. Let H be a Hilbert space, and Z1 ⊂ Z2 ⊂ . . . be a sequence
of finite dimensional subspaces such that ∪N≥1ZN is dense in H. Let
L : H → X and Q : H → W be continuous linear surjections onto
finite-dimensional Hilbert spaces X and W , such that
kerL+ kerQ = H.
Let LN = L|ZN and QN = Q|ZN . Then
QN(kerLN) = W for large N , (6.22)
THE GAUSSIAN LIMIT FOR SPHERICAL MEANS 47
and
kerLN + kerQN = ZN for large N . (6.23)
Proof. By the observation (6.10) made after Theorem 6.1, the union of
the finite-dimensional subspaces ZN∩kerL is dense in kerL. Considering
now the operator Q| kerL, and applying Proposition 6.2, we conclude
that Q|(ZN ∩kerL) is surjective ontoW for N large enough. Thus, since
ZN ∩ kerL = kerLN , (6.24)
we have QN maps kerLN onto W for large N . Then by Lemma 6.1 it
follows that kerQN + kerLN is ZN for such N . 
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