Introduction
In a series of recent articles (Bertsch 1994; Nederhof and Bertsch 1996) , the authors have studied recognition and parsing of context-free languages by means of previously unknown simulations of nondeterministic techniques. The motivation for this work came from error detection problems, and as a matter of fact an open problem of long standing could be solved in that area.
Most notably, a core concept that turned out to be helpful in the course of this research can be interpreted as a two-level parser whose upper level is a finite automaton with nonterminal labels at its edges and whose lower level consists of languages associated to each such label.
If all lower-level languages are assumed to be deterministic, the class of languages characterized in this new way can be shown to be parsable in linear time. This constitutes a genuine surprise because some of the languages included are not deterministic, in fact inherently ambiguous. Furthermore, even if languages at the lower level are restricted to the properly smaller LR(0) class, the languagegenerating capability of our two-level devices stays the same.
Natural-language parsing cannot be implemented by exclusive use of deterministic techniques, since many constructs in natural languages are inherently nondeterministic. A consequence of our findings is that this fact does not necessarily preclude the possiblity of natural-language parsing in linear time.
Informal exposition
In this section we give an overview of the paper, by means of an informal example. For expositional reasons, we will use some familiar terms taken from linguistics. We emphasize, however, that this section is not intended to convey any specific insights about the structure of natural languages.
Consider an imaginary natural language with the following properties. There are two kinds of sentences. The first kind consists of a noun phrase (NP), followed by a verb phrase (VP), a number of prepositional phrases (PPs), and finally some auxiliary construct (AUX). The second kind consists of a verb phrase followed by a noun phrase. Assume further that the respective sets of the NPs, VPs, PPs and AUXs are deterministic languages, i.e. they are accepted by deterministic pushdown automata. Let us call these automata NP, VP, PP and AUX, identifying them with the kinds of phrases they recognize, and let us call the accepted languages: L NP¡ , L VP¡ , L PP¡ and L AUX¡ , respectively. Pushdown automata are formally defined in Section 3. There are two ways to describe our natural language. The first is as a regular expression over the languages of the NPs, VPs, PPs and AUXs, namely:
The second way to describe the language is more operational, in terms of an automaton. This meta-deterministic automaton, given in Figure 1 , is essentially a finite automaton, but instead of having terminal symbols at the transitions, we have pushdown automata recognizing NPs, VPs, PPs or AUXs. The initial state is q 0 , and q 3 is the only final state.
Both kinds of description are equivalent, and in general such descriptions yield the meta-deterministic languages, to be formally introduced in Section 4. The latter kind of description, in terms of automata, is needed when the time complexity of recognition is discussed.
To illustrate the recognition problem for the natural language of the running example, consider some input consisting of 14 words from the lexicon:
To decide whether this input is a syntactically correct sentence, we perform recognition in two steps. First, we find all substrings of the input that are NPs, and those that are VPs, etc. Those substrings can be represented by means of "edges", as shown in Figure 2 : the dots, which separate the words in the input, represent the input positions, and labelled edges between pairs of dots indicate that the covered substrings are phrases of certain kinds. For example, there is an edge labelled PP which spans the substring a 6 a 7 a 8 a 9 a 10 , indicating that this substring is a prepositional phrase.
The second step is to find paths from the first input position to the last, and from the initial state in the automaton to a final state, by simultaneously following the edges and the transitions, so that the labels of the edges and transitions match pairwise. In the example, there are two ways to recognize the input; the simplest one follows two consecutive edges labelled VP and NP, spanning substrings a 1 a 2 A practical way to handle the second phase is to associate each input position with one or more states that the finite automaton can be in while following edges from left to right, using a dynamic programming algorithm to be presented in Section 6. Figure 2 gives the resulting states below the input positions.
With this dynamic programming algorithm, the recognition problem can be trivially solved in linear time with respect to the length of the input, provided:
there is a linear number of edges, and all of those edges can be found in linear time.
Both concerns are closely related, but they will be treated separately. In Section 4 we will show that we may assume that each lower-level deterministic language (cf. L NP¡ ) is prefix-free, without loss of generality with regard to the upper-level language that is described (cf. our imaginary natural language). That the lowerlevel languages are prefix-free informally means that from each input position and each label there is at most one outgoing edge with that label to some subsequent input position. Obviously, this implies that the number of edges will be linear.
The second concern, which is the computation of the edges itself, is solved in Section 5. A standard tabular recognition algorithm which simulates the steps of the pushdown automata does not immediately yield a linear time complexity, until after a transformation of the pushdown automata, which is based on a fairly deep discussion of individual pushing and popping moves.
Further in this paper, in Section 7, we discuss an "on-line" variant of the recognition algorithm, which processes the input strictly from left to right, avoiding unnecessary steps.
Although the concept of parse tree is less immediate for the new kind of language description than for ordinary context-free grammars, we are able to sketch an efficient transduction procedure yielding representations of the syntactic structure of given inputs (Section 8).
An application in pattern matching is described in Section 9, and some observations with respect to natural language processing are made in Section 10. In the following, we describe a type of pushdown automaton without internal states and with very simple kinds of transition. This is a departure from the standard literature but considerably simplifies our definitions in the remainder of the paper. The generative capacity of this type of pushdown automaton is not affected with respect to any of the more traditional types. In the case that we consider more than one PDA at the same time, we use symbols Z. We call such a DPDA prefix-free. The languages accepted by such deterministic PDAs are obviously prefix-free, which means that no string in the language is a prefix of any other string in the language. Conversely, any prefix-free deterministic language is accepted by some prefix-free DPDA, the proof being that in a deterministic DPDA, all transitions of the form X z ! "
Notation
F, can be removed without consequence to the accepted language if this language is prefix-free.
In compiler design, the deterministic languages are better known as LR(k) languages, and the prefix-free deterministic languages as LR (0) languages (Hopcroft and Ullman 1979) .
A prefix-free DPDA is in normal form if, for all input
. Any prefixfree DPDA can be put into normal form. We define a normal PDA (NPDA) to be a prefix-free deterministic PDA in normal form.
We define a subrelation 
for any δ 2 and any w2 , since the transitions do not address the part of the stack below X, nor read the input following v.
Meta-deterministic languages
In this section we define a new sub-class of the context-free languages, which results from combining deterministic languages by the operations used to specify regular languages.
We first define the concept of regular closure of a class of languages. 1 Let L be a class of languages. The regular closure of L, denoted C L ¡ , is defined as the smallest class of languages such that:
Note that a language in C L ¡ may be described by a regular expression over symbols representing languages in L.
Let D denote the class of deterministic languages. Then the class of metadeterministic languages is defined to be its regular closure, C D ¡ . This class is obviously a subset of the class of context-free languages, since the class of context-free languages is closed under concatenation, union and Kleene star, and it is a proper subset, since, for example, the context-free language
. (w R denotes the mirror image of w.) Finite automata constitute a computational representation for regular languages; DPDAs constitute a computational representation for deterministic languages. By combining these two mechanisms we obtain the meta-deterministic automata, which constitute a computational representation for the meta-deterministic languages.
Formally, a meta-deterministic automaton M is a triple F A µ¡ , where
is a finite automaton, A is a finite set of deterministic PDAs with identical alphabets Σ, and µ is a mapping from S to A.
The language accepted by such a device is composed of languages accepted by the DPDAs in A according to the transitions of the finite automaton F . Formally, a string v is recognized by automaton M if there is some string
A, and a sequence of strings
The set of all strings recognized by automaton M is called the language accepted by M , denoted L M ¡ .
Example 1 As a simple example of a language accepted by a meta
. It is well-established that L is not a deterministic language (Hopcroft and Ullman 1979, Example 10.1). However, it is the union of two languages L 1 and L 2 , which are by themselves deterministic. Therefore, L is accepted by a meta-deterministic automaton M which uses two DPDAs A 1 and A 2 , accepting L 1 and L 2 , respectively.
We may for example define
, and
A graphical representation for M is given in Figure 3 . States q Q are represented by vertices labelled by q, triples q b p¡ T by arrows from q to p labelled by µ b¡ . We saw this notation before in Figure 1 .
That the meta-deterministic automata precisely accept the meta-deterministic languages is reflected by the following equation.
This equation straightforwardly follows from the equivalence of finite automata and regular expressions, and the equivalence of deterministic pushdown automata and deterministic languages.
Let N denote the class of prefix-free deterministic languages. In the same vein,
is a meta-deterministic automaton where A is a set of normal PDAs
)
In the sequel, we set out to investigate a number of properties of languages in
, represented by their meta-deterministic automata (i.e. their corresponding recognition devices). The DPDAs in an arbitrary such device cause some technical difficulties which may be avoided if we restrict ourselves to meta-deterministic automata which use only normal PDAs, as opposed to arbitrary deterministic PDAs. Fortunately, this restriction does not reduce the class of languages that can be described, or in other words, C N ¡ C D ¡
. We prove this equality below. 
The set A consists of (prefix-free deterministic)
, where X in and Y out are fresh symbols, and where the transitions in T are The correctness of the above construction is proved at length in (Bertsch and Nederhof 1995) .
We conclude , and T consists of the following transitions: 
Recognizing fragments of a string
In this section we investigate the following problem. Given an input string a 1 ¢ ¢ ¥ ¢ a n and an NPDA A, find all pairs of input positions j i¡ such that substring
is recognized by A; or in other words, such that X initial
It will be shown that this problem can be solved in linear time.
For technical reasons we have to assume that the stack always consists of at least two elements. This is accomplished by assuming that a fresh stack symbol occurs below the bottom of the actual stack, and by assuming that the actual initial configuration is created by an imaginary extra step 
¡
. In words, this condition states that if a stack has an element labelled X on top then the pushdown automaton can, by reading the input between j and i and without ever popping X, obtain a stack with one more element, labelled Y , which is on top of X. Such 4-tuples are henceforth called items.
The items are computed by a dynamic programming algorithm based on work from (Aho et al. 1968; Lang 1974; Billot and Lang 1989; Nederhof 1994) .
It can be proved (Aho et al. 1968; Lang 1974) 
ε¡ . Therefore, the existence of such an item 
does not hold for any X and v. The intuition is that reading some input must be reflected by a change in the stack.
Our solution to linear-time recognition for automata which are not loop-free is the following: We define a language-preserving transformation from one NPDA to another which is loop-free. Intuitively, this is done by pushing extra elements X on the stack so that we have
, where X is a special stack symbol to be defined shortly.
As a first step we remark that for a normal PDA we can divide the stack symbols into two sets PUSH and POP, defined by It is straightforward to see that determinism of the PDA requires that PUSH and POP are disjoint. We may further assume that each stack symbol belongs to either PUSH or POP, provided we assume that the PDA is reduced, meaning that there are no transitions or stack symbols which are useless for obtaining the final configuration from an initial configuration.
Construction 2 Consider an NPDA
of which the set of stack symbols ∆ is partitioned into PUSH and POP, as explained above.
is constructed, X 2 initial and X 2 final being fresh symbols, where ∆2
, X being fresh symbols, and the transitions in T 2 are given by
Example 3 We demonstrate this construction by means of an example.
, where T contains the transitions given in the left half of Figure 6 . It is clear that A is not loop-free:
. If the input a 1 ¢ ¥ ¢ ¢ a n to Algorithm 1 is a n , then
This explains why the time complexity is quadratic. . Of the
, the transitions are given in the right half of Figure 6 . The recognition of aab by A and τ A ¡ is compared in Figure 7 .
As proved in (Bertsch and Nederhof 1995) , if A is an NPDA then τ A ¡ is a loop-free NPDA that accepts the same language as A.
Because of this property of construction τ, we can state the following without loss of generality for NPDAs:
Theorem 2 For a loop-free NPDA, Algorithm 1 has linear time demand, measured in the length of the input.
Meta-deterministic recognition
With the results from the previous section we can prove that the recognition problem for meta-deterministic languages can be solved in linear time, by giving a tabular algorithm simulating meta-deterministic automata.
Because of Theorem 1 we may assume without loss of generality that the DPDAs in A are all normal PDAs. Because of the existence of τ, we may furthermore assume that those normal PDAs are loop-free.
For deciding whether some input string a 1 ¢ ¢ ¥ ¢ a n is recognized by M we first determine which substrings of the input are recognized by which NPDAs in A. Then, we traverse the finite automaton, identifying the input symbols of F with automata which recognize consecutive substrings of the input string. In order to obtain linear time complexity, we again use tabulation, this time by means of pairs q i¡ , which indicate that state q has been reached at input position i. The complete algorithm is given in Figure 8 . Taking into account Theorem 2, we now get the main result of this paper.
Algorithm 2 Consider a meta-deterministic automaton M F

Theorem 3
Recognition can be performed in linear time for all meta-deterministic languages.
On-line simulation
The nature of Algorithm 2 as simulation of meta-deterministic automata is such that it could be called an off-line algorithm. A case in point is that it simulates steps of PDAs at certain input positions where this can never be useful for recognition of the input if the preceding input were taken into account. By processing the input strictly from left to right and by computing the table elements in a demanddriven way, an on-line algorithm is obtained, which leads to fewer table elements, although the order of the time complexity is not reduced. The realisation of this on-line algorithm consists of two steps: first we adapt the pushing step so that the PDAs by themselves are simulated on-line, and second, we merge Algorithm 1 and Algorithm 2 such that they cooperate by passing control back and forth concerning (1) where a PDA should start to try to recognize a subsequent substring according to the finite automaton, and (2) at what input position a PDA has succeeded in recognizing a substring. Conceptually, the finite automaton and the PDAs operate in a routine-subroutine relation. The resulting on-line algorithm is given in (Bertsch and Nederhof 1995) .
A device which recognizes some language by reading input strings from left to right is said to satisfy the correct-prefix property if it cannot read past the first incorrect symbol in an incorrect input string. A different way of expressing this is that if it has succeeded in processing a prefix w of some input string wv, then w is a prefix of some input string wv2 which can be recognized.
A consequence of the on-line property of the algorithm suggested above is that it satisfies the correct-prefix property, provided that both the finite automaton F and the PDAs in A satisfy the correct-prefix property.
Producing parse trees
We have shown that meta-deterministic recognition can be done efficiently. The next step is to investigate how the recognition algorithms can be extended to be parsing algorithms. The approach to tabular context-free parsing in (Lang 1974; Billot and Lang 1989) is to start with pushdown transducers. A pushdown transducer can be seen as a PDA of which the transitions produce certain output symbols when they are applied. The output string, which is a list of all output symbols which are produced while successfully recognizing an input, is then seen as a representation of the parse.
If the pushdown transducers are to be realized using a tabular algorithm such as Algorithm 1 then we may apply the following to compute all output strings without deteriorating the time complexity of the recognition algorithm. The idea is that a context-free grammar, the output grammar, is constructed as a side-effect of recognition. The languages generated by output grammars consist of all output strings which may be produced by the pushdown transducer while successfully recognizing the corresponding substrings. In the case of deterministic PDAs, these are of course singleton languages.
In a straightforward way this method may be extended to off-line simulation of a meta-deterministic automaton M F A µ meta-deterministic language, and therefore our approach allows this problem to be solved in O n¡ time.
Relevance to NLP
We have introduced a new subclass of the context-free languages, the meta-deterministic languages, which includes the deterministic languages properly. We have given a recognition algorithm for this class, and have shown that it has a linear time complexity. In effect, we have extended a well-known class of languages that can be recognized in linear time, viz. the deterministic languages, to a much broader class. Our results are nontrivial since this class contains inherently ambiguous languages. The ideas in this paper were not devised for the purpose of natural language processing. However, one important linguistic observation follows from our work. It has been claimed that natural languages cannot be processed in linear time because natural languages may be inherently ambiguous. The existence of metadeterministic languages, which may be inherently ambiguous but can still be processed in linear time, shows us that this reasoning is invalid.
Concerning this observation, one must take into account that considerations with respect to (inherent) ambiguity in computational linguistics differ from those in formal language theory. A grammar for a natural language is usually written for the purpose of attributing specific structures to sentences rather than merely specifying the set of all allowable sentences. Consequently, ambiguity that can be regarded as inherent arises when any linguistically plausible grammar for the language attributes more than one structure to some sentence, whereas in formal language theory, one would consider all grammars for a language. In other words, some ambiguity that is considered to be inherent by computational linguists may not be inherent in the mathematical sense. See (Gazdar and Pullum 1985) for further discussion.
Next, we will look at two examples of ambiguity in English sentences and outline how they may be approached using the techniques from this paper.
A sentence such as "We enjoy visiting relatives" is ambiguous in that "visiting relatives" can be either interpreted as a noun phrase (relatives that are visiting) or as a verb phrase (making visits to relatives). Assuming we have deterministic languages L X¡ , L NP¡ and L VP¡ that contain phrases such as "We enjoy", and noun phrases and verb phrases corresponding with "visiting relatives", respectively, sentences such as the one above are in L X¡ q ¢ L NP¡
§
L VP¡ ¡ , a meta-deterministic language. A prerequisite for this approach is that ambiguity should not occur in a nested way. For example, if a similar kind of ambiguity occurs nested inside noun phrases then the set of noun phrases cannot be described by means of deterministic techniques, and the meta-deterministic approach fails.
For ambiguity related to attachment of prepositional phrases, consider the example "I saw a man in the park with a telescope". The unbounded number of prepositional phrases that may occur after a phrase such as "I saw a man" can be described by L PP¡ ¤ , where we assume that the language of all prepositional phrases, L PP¡ , is a deterministic language. This means that the ambiguity with respect to attachment is circumvented by omitting from the description any representation of attachment, and consequently, the parser will not perform attachment at all. The same considerations with respect to nested ambiguity apply as for the previous example.
As a last observation with regard to computational linguistics, we would like to point out the parallels to existing work such as the multi-level finite state parsers in (Abney 1996) . Our work is in some sense a generalization of this work in that the parsers on the lowest level deal with deterministic languages instead of with regular languages. Further work on finite state syntactic analysis can be found in (Pereira and Wright 1991; Voutilainen and Tapanainen 1993) and in various papers in the present volume.
