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ABSTRACT
Dynamic Partial Reconfiguration (DPR) can be a useful tool for maximizing FPGA perfor-
mance while minimizing power consumption and FPGA size requirements. This work explores the
application of the DPR technique in a computer vision application that implements two different
edge detection algorithms (FASTX and Sobel). This technique could allow for a similar computer
vision system to be realized on a smaller, low-power chipset. Different algorithms can have unique
characteristics that yield better performance in certain scenarios; the best algorithm for the current
scenario may change during runtime. However, implementing all available algorithms in hardware
increases the space and power requirements of the FPGA. We analyze a system that can load an
individual edge detection algorithm into the computer vision processing pipeline with negligible
interruptions to data processing by using DPR. This application targets the Xilinx UltraScale+
ZCU106 and is able to maintain the same functionality while using an average of 4% less energy
when compared to the non-DPR implementation. Additionally, the FPGA utilization for this ap-
plication is 15% less than that of the traditional implementation that includes both algorithms on
the chip at once. These results demonstrate that this technique could allow a similar computer
vision system to be realized on a smaller, low-power chipset.
1CHAPTER 1. INTRODUCTION
1.1 Motivation
In the embedded system design space, a key tradeoff is performance for efficiency. Hardware
is chosen based on the requirements for the system, where the cheapest and most energy efficient
hardware is typically chosen for the application. Many of these embedded systems must still
maintain certain performance criteria, like in a video processing system or other real-time data
application. As higher video resolution and framerate become normalized, the bandwidth and
throughput requirements for real-time video processing continue to increase. In order for embedded
systems to keep up with this trend, many platforms employ some form of hardware acceleration,
rather than relying on a solely CPU-based approach [1, 2]. Some portable consumer devices, like
laptops and smartphones, have employed specialized hardware just to meet the growing demands
of device performance and battery life, such as Apples T2 chip [3] and Googles Pixel Visual Core
[4]. This hardware is often referred to using the term application-specific integrated circuit (ASIC).
Field-Programmable Gate Arrays (FPGAs) are a common approach for hardware acceleration
[5, 6]. While not as efficient as the previously mentioned ASICs, FPGAs can still offer significant
acceleration benefits while allowing for faster design realization [7]. They are often tightly coupled
with a traditional CPU and can help oﬄoad data processing and other demanding tasks from the
CPU.
Much like an embedded CPU, choosing an energy-efficient FPGA that meets requirements is
also an important effort. There are many parameters that dictate what makes an FPGA efficient
or suitable for embedded use; these parameters evolve as new technology develops, manufacturing
processes evolve, and design optimizations are made [8]. A parameter that is often used when
comparing the capabilities and energy usage of an FPGA chip is the quantity of Configurable Logic
Block (CLB) resources available. The more CLBs available, the more logic can be placed on the
2FPGA. There is also a relationship between available CLBs and energy usage; more CLB resources
require more static energy (leakage energy associated with the resource existence) and switching
energy (energy associated with the CLB being used) [9]. With this in mind, an FPGA-accelerated
embedded system should be designed to minimize the FPGA resources it uses.
1.2 Main Contributions
A reduction in FPGA resource utilization can be an effective way to minimize energy usage in
an FPGA-accelerated embedded system. In this work, we propose to use an FPGA mechanism
known as Dynamic Partial Reconfiguration (DPR) to reduce the resources required to implement an
FPGA-accelerated system. We establish DPR as a valid method for energy reduction by prototyping
a simple video processing system, similar to one in an embedded video streaming application. Some
design considerations of this video streaming architecture are explored, as they pertain to how DPR
will behave with the system. Using this prototyped system, we collect FPGA resource and energy
usage data to analyze how using DPR affects the system. When comparing the resources used
in the base video processing system, the DPR system uses 15% less CLB resources with a 4%
reduction in estimated energy usage. Based on these benefits, the energy savings from using DPR
in an embedded video processing system could be even more apparent if we consider a system
with more video processing components swapped onto the chip during runtime. Rather than just
two edge detection algorithms, we imagine a system that could use many different algorithms for
detecting different features (edge, corner, intersecting lines, orientation, etc.) to extract from an
video stream. The most appropriate algorithm is selected by the software system at runtime.
1.3 Outline
This paper is structured as follows. Chapter 2 describes the background of DPR and surveys
related work to understand its current applications. Our proposed design is presented in Chapter
3, as well as the theory behind our design choices, followed by a working example of our experiment
running on a Xilinx ZCU106 development board in Chapter 4. In Chapter 5, we describe the design
3prototype created for this experiment and justify our design decisions. Finally, we conclude the
topic in Chapter 6 with a discussion of the impact of these design choices with regard to power
consumption and FPGA space requirements.
4CHAPTER 2. BACKGROUND
This chapter includes some background information that helps preface a feature in FPGAs
known as partial reconfiguration (PR). First, FPGAs are briefly introduced in the context of their
configurability and available resources. The basic concept of using a bitstream to configure an
FPGA is described, as well as the concept of PR. Finally, a dynamic aspect is introduced to the
PR concept.
2.1 Configuring FPGAs
FPGAs are commonly used in applications where data processing and high throughput is re-
quired. The programmability of an FPGA makes it ideal for use in applications where a general-
purpose CPU may not provide sufficient performance. FPGAs are a reprogrammable device, as
they are made up of CLBs that can be changed, usually oﬄine, to implement a different hardware
design. While the physical fabric of the FPGA chip does not change, the configuration of the CLBs
can be changed using a special binary file called a bitstream. This bitstream is generated based
on a hardware design and is used to reconfigure the logical behavior of the FPGA. This detail
allows an FPGA solution to be faster to develop (from design to deployment) when compared to
an ASIC solution. This programmability allows developers to integrate FPGAs into systems to
deliver greater performance for specific applications when compared to a general-purpose processor
while satisfying many different performance, energy, and application-specific requirements.
2.2 Partial Reconfiguration
The flexibility derived from configuring an FPGA to meet specific needs can be taken a step
further; some FPGAs support a feature known as partial reconfiguration. As the name suggests,
this allows an FPGA device to modify the configuration, or behavior, with more granularity than
5simply changing the entire device. In order to understand the benefits of PR, the behavior of an
FPGA during normal configuration must be understood. Once an FPGA is powered on, it can be
configured with a bitstream that specifies the hardware, or the behavior of the FPGA. This binary
data can be read from an onboard ROM, various storage devices or communication protocols, or
programmed using a debug interface available on the FPGA. Once this configuration process is
complete, the FPGA will behave as specified in the bitstream. The FPGA can also be reconfig-
ured with a different bitstream, resulting in entirely different behavior after the reconfiguration is
complete.
The process of PR is similar, with a few key differences. Instead of replacing the entire behavior,
only a portion of the behavior is changed. This is accomplished using partial bitstreams, which
can be loaded in the same ways as full bitstreams. These specify the hardware for only a specific
subset of the FPGA. Since partial bitstreams are only modifying a portion of the FPGA hardware,
the remaining hardware is able to continue operating normally during this reconfiguration process.
This is an important distinction between a full and partial reconfiguration; the continued operation
of the FPGA during PR allows developers to continue to take advantage of the FPGA logic that
remains constant during the PR process.
2.3 Dynamic Partial Reconfiguration
The PR feature is further extended with the concept of Dynamic Partial Reconfiguration (DPR).
Since a partial bitstream can be loaded from a variety of different places while the rest of the
system continues to operate, the FPGA system and its associated application can be directly
responsible for orchestrating the reconfiguration. Similar to how software can execute different
blocks of code depending on which conditions are satisfied, an FPGA system can reconfigure itself
when certain operating parameters or input conditions are met. This paradigm opens up some
interesting decisions to the FPGA system designer: what portions of the design can be modified,
how will the rest of the system handle this runtime modification, and what are the benefits of this
modification.
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Figure 2.1 Partial Reconfiguration Concept Diagram
2.4 Benefits of DPR
There are several compelling reasons for making use of DPR in an FPGA system. Over time,
multiple subsets of hardware can occupy a single region of the FPGA, increasing functionality
without requiring more FPGAs or a larger FPGA. As systems get more complex, there are often
portions of hardware that are infrequently used or are only used in very specific instances. Without
taking advantage of DPR, all of this hardware logic would need to exist on the FPGA at all times.
By using DPR, we can load this hardware logic onto the system as necessary. This could allow a
smaller FPGA system to realize designs that were previously too large to be implemented on them.
Decreasing design space also leads to lower energy consumption by the FPGA. Not only can energy
consumption be reduced by choosing a smaller FPGA system, but it can also be reduced by using
DPR to remove hardware functionality when it is not required. There have been many publications
outlining the various benefits and drawbacks of using DPR, both in theory and in practice.
7CHAPTER 3. RELATED WORK
Of the current DPR research, I have identified three distinct categories of contributions: projects
that analyze energy/throughput for DPR applications, projects that analyze enterprise and cloud
applications, and projects that seek to improve the overall DPR mechanism.
Dating back to its inception, there have been many publications that apply DPR to specific
applications, which focus on describing an experiment that benefits from the DPR design paradigm.
One of the earliest publications highlighting the DPR feature is from 2007 [10]; in place of dozens
of different microcontrollers in a vehicle, this application uses an FPGA divided into 4 DPR slots
that allow each microcontroller to be time-multiplexed. This concept of exchanging different func-
tionality onto the FPGA dynamically can be seen in applications ranging from image processing
[11, 12, 13] to database query processing [14].
In a DPR approach, a trigger is used to initiate DPR within the FPGA. One example is a
system that reconfigures based on the remaining battery levels to conserve power [15]. Another
example describes a system that minimally configures itself so that just enough processing power
is provided to process a video [13]. Some DPR systems even react to the world around them, like
an automotive vision system that adjusts based on visibility characteristics [12]. There have also
been studies that apply DPR to Software Defined Radio [16, 17]. A more recent study uses DPR in
a computer vision system to time-multiplex different processing tasks, resembling how a processor
can use context-switching to work on multiple ongoing tasks [18].
Another major area of research related to DPR is focused on large-scale applications in the
context of cloud and enterprise computing solutions, specifically focusing on the the combination
of FPGAs, DPR, and cloud computing [19, 20, 21, 22]. The idea of virtualization and shared
hardware is not a new idea in the computing world, but it has been recently applied to the world
of enterprise FPGAs.
8While there are many promising use cases for DPR, it does not come without a cost. Designing
an application around DPR adds additional complexity to the FPGA design process. The delay
associated with reconfiguring the board with a new partial bitstream is also something that must
be considered. In a previous work [23], a cost model is developed for estimating the expected
reconfiguration time and throughput. In this context, the cost of DPR refers to the delay introduced
when waiting for the DPR process to finish, the additional design time for adding DPR, or any
related energy costs. A developer can use this or a similar cost model to determine whether
the benefits of DPR are significant enough to warrant exploration. Another factor that must
be considered is whether the extra energy required to reconfigure the FPGA is greater than any
intended energy savings from DPR [24]. However, recent improvements in FPGA technologies and
modified DPR frameworks have helped reduce these DPR costs.
Frameworks are another major focus of DPR research. To overcome DPR shortcomings or to
improve performance, modifications and entirely new DPR frameworks have been proposed. Some
projects add a layer of abstraction on top of the DPR system within Xilinx FPGA devices in an
attempt to make some of the process more efficient [25, 26]. Other research involves modifications
to the internal configuration access port (ICAP) controller, which is used for data communication
between the onboard processor and FPGA. Many publications focus on improving the speed and
efficiency of the ICAP controller [27]; others focus on its control and security [28, 29].
While DPR is a very niche topic within the reconfigurable computing research community,
many different projects have proved that it can be a valuable tool when applied to the right
applications. We apply a DPR approach to a low-power embedded image processing application
to take advantage of the power and implementation size savings associated with this approach.
Modern photo and video applications often require application-specific hardware with a high data
throughput. Creating a design that contains all the required image processors and memory for
storing intermediate frames can become quite large, and may violate the tight requirements of a
low-power application.
9In this work, we explore a lean system with a single streaming image processing core. This
system makes use of DPR to change this processing core functionality in real time. In order to
provide consistent performance that embedded processing applications often demand, it is impor-
tant to introduce minimal interruptions to the video stream during these configuration changes.
In this work, we will not be considering the time requirements for completing the dynamic partial
reconfiguration. Related work in this area has demonstrated that the time delay associated with
DPR is dictated by the size of the binary bitstream file used to define the hardware and the speed
of the specific communication method used to deliver the new hardware [18]. Of the related works
that describe reconfiguration time, most designs complete DPR in less than 100ms. A previous
work that specifically discussed an video processing design complted DPR in less than 40ms [12].
In a system that is processing data at 60 frames per second, a 40ms delay would only result in three
interrupted frames. In this application, we will consider this reasonable interruption to the video
stream acceptable. The severity of the interruption will depend on the partial hardware binary size
and bitstream communication speed of the device under observation.
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CHAPTER 4. RECONFIGURATION IN VIDEO STREAMING SYSTEMS
This chapter discusses the specifics of streaming system designs and their behavior in a partially
reconfigured system. In this paper, we are specifically interested in the implications of using DPR in
a video-streaming application. In order to design a system that benefits from DPR, it is important
to take this feature into consideration during the project planning phase. Specifically, the design of
the video processing pipeline itself must be carefully considered, since it will be directly interacting
with the reconfigurable processing component itself.
4.1 Video Processing Architectures
Video processing designs on FPGAs generally fall into one of two architectural categories:
Framebuffer Streaming and Direct Streaming [30]. In both of these architectures, a software system
is usually interfacing with the streaming architecture in order to control the video processing IP
core and to manage the reconfiguration system. This software management can take the form of an
on-board processor within the FPGA that is directly executing software or an operating system.
This management could also take place off-chip with a separate host machine. The operability
and design of the FPGA video processing pipeline will be similar for both scenarios, so this design
choice will not be the focus of any further analysis.
4.1.1 Framebuffer Architecture
As video input is fed into the system, it is converted into a streaming format suitable for
processing on the FPGA. In the case of a modern Xilinx-based FPGA, this would be an AXI
Stream. Once the input is in a suitable streaming format, it is sent on to the next stage in the
processing pipeline. In a buffered video pipeline, the video frame data will be stored in memory
before and/or after the video processing component in the pipeline, as illustrated in Figure 4.1.
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As the name implies, frame data is stored in a buffer and made available to the video processing
component. This buffer can be valuable for systems where there exists some performance mismatch
with the video input, processing component, or output. For example, if the processing component
cannot operate at the maximum speed of input or output stream, the stream is still able to continue
(but with potentially stale frame data being processed or displayed).
Processing System 
Video Input
Bare Metal or
OS-based 
Video Output
AXI Bus Interconnect
VDMAVDMA
Video
Processing
Component
Figure 4.1 Framebuffer Architecture
4.1.2 Direct Streaming Architecture
In the same way as the previously described architecture, the video entering the system is
converted into a suitable streaming format (AXI stream), shown in Figure 4.2. Next, this video
stream is sent directly to the video processing component without being stored in any buffer.
This processing component may contain internal register-like storage structures for intermediate
12
processing, but an image frame is never stored in the memory of the processing system. Since
video frames are never stored in memory, the memory requirements for the processing system are
reduced. Additionally, no direct memory access hardware is necessary, such as the the video-
specific direct memory access (VDMA) hardware IP from Xilinx. Creating a design without this
additional hardware will reduce the overall space and energy used on the FPGA. This makes
for an extremely efficient and minimalistic system when compared to the framebuffer streaming
architecture described previously.
Processing System 
Video Input
Bare Metal or
OS-based 
Video OutputVideo
Processing
Component
AXI Bus Interconnect
Figure 4.2 Direct Streaming Architecture
4.2 Memory Analysis
An inherent requirement of the framebuffer streaming system is sufficient memory for storing in-
termediate frames. In the case illustrated in Figure 4.1, the processing system would need enough
13
memory to store two complete frames of image data. This is a non-trivial amount of memory
required since image frames are often measured in millions of pixels. For example, in a simple un-
compressed 1920x1080p imaging system with 24-bit color, the storage requirement for two complete
frames is over 12MB. Making the jump to 4K results in quadrupled memory requirements.
1920 ∗ 1080 pixels ∗ 24 bit RGB
8 bits per byte
∗ 2 framebuffers = 12, 441, 600 bytes
3840 ∗ 2160 pixels ∗ 24 bit RGB
8 bits per byte
∗ 2 framebuffers = 49, 766, 400 bytes
Additionally, FPGA hardware for directly accessing this memory must be included in the design.
While this overhead seems minimal for a modern general-purpose processing system, a tightly
constrained FPGA-accelerated image processing system would need to sacrifice FPGA space and
energy to meet these needs. The off-chip bandwidth requirements for these memory accesses are also
considered significant, since the video processing system must perform memory accesses sufficiently
fast to support a video stream. For example, when assuming the previously mentioned image sizes,
a framerate of 60 frames per second, and a single framebuffer that is being read from or written to
in each frame, we require multiple gigabits per second in bandwidth.
1920 ∗ 1080 pixels ∗ 24 bit RGB ∗ 60 frames per second = 2.986 Gbit/second
3840 ∗ 2160 pixels ∗ 24 bit RGB ∗ 60 frames per second = 11.944 Gbit/second
The direct streaming architecture shown in Figure 4.2 is a simpler, more efficient design. How-
ever, this simplicity comes with its own set of challenges. Since there is no memory to buffer the
frame, the behavior of the video input, processing component, and video output are all tightly
coupled. There is less flexibility allowed in the system design since the video processing system
must operate strictly at the same speed as the input. If the video processing component cannot
handle the data throughput in real time, then a direct streaming system is not viable. Additionally,
the software that is controlling the video processing pipeline no longer has any way to access frame
14
data passing through the system. Providing software access to the frame data may not be impor-
tant for highly constrained/embedded system, but could be a non-negotiable requirement for some
systems. As previously mentioned, choosing between these two streaming architectures requires an
understanding of the design specification of the system.
4.3 Reconfiguration Analysis
As previously described, DPR can reconfigure a portion of the FPGA logic while allowing the
remaining logic to continue to run. However, the time required to perform DPR is also a factor
when evaluating the effect of DPR on an accelerator application. There are several aspects that
affect the time required to complete the DPR process. The first concept we address is the speed
of the internal configuration access port (ICAP). This port is used for transferring the new partial
bitstream for reconfiguration of the FPGA device on many Xilinx FPGAs. The speed and data
width of this port will directly influence the speed in which the DPR process completes. Another
important parameter is the size of the partial bitstream. Since more complex designs result in a
larger bitstream file, the design complexity will also influence how long the DPR process takes.
There exists previous work describing maximum operating speeds of the ICAP on various Xilinx
devices. For an older FPGA device like a Virtex 2, the maximum throughput is stated at 100MB/s,
while newer FPGAs like a Virtex 4 and 5 have a maximum throughput of 400MB/s [12]. However,
these maximums are based on the clock speed of the ICAP controller and supported data width;
other components like memory or processor data transfer capabilities also introduce overhead that
results in much lower actual ICAP throughputs (in some cases only 50MB/s). In order to maximize
the actual ICAP throughput, use of direct memory access and overclocked ICAP controllers can
be employed. This allows for actual throughputs speeds of 350MB/s, and in some cases as high
as 1200MB/s [31, 32, 12]. Using this technology, previous work claims to successfully use DPR to
reconfigure a video processing component (optical flow) in real time (within one frame in a 25 FPS
system). With this information in mind, we consider the DPR process to be sufficiently fast for
real-time or nearly real-time operation.
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4.4 Behavior during DPR
During reconfiguration, both of these architectures will behave differently. As is the case for
both architectures, the video processing hardware shown is the component that will be reconfigured
during runtime. As the DPR process takes place, the processing hardware becomes unavailable as
its functionality is removed from the FPGA fabric. Once this DPR process is complete, the newly
added hardware functionality is in a fresh, reset state. Depending on the design of the video
processing component, it may automatically resume its data processing capabilities or may require
intervention from the software processing system (configuring registers, etc.).
As described earlier, this video processing component will be connected using an AXI stream
interface, which can provide several useful benefits. This interface not only transmits video data
but also status signals associated with the data. These status signals can be used to define behavior
for the system when it detects interruptions in a video stream, such as the interruption experienced
during the DPR process. For example, the Valid signal could be driven low by the video processing
component just before the DPR process, which could be used to indicate that the video stream
may behave unexpectedly. This would help guarantee expected behavior from the components
downstream from the image video processing component.
Another example of the AXI stream signal usage could be the Ready signal. This signal travels
in the opposite direction of the video stream, meaning this signal is an input related to the output
signals and video stream. This signal could be utilized to orchestrate behavior upstream from a
particular video processing component. Just before DPR, the video processing component would
instruct upstream IP cores that it is no longer ready to accept incoming data. By taking advantage
of the features provided by the AXI stream interface, the video input to the overall system will not
see any impact during the DPR process. The video output of the system will exhibit an expected
behavior, depending on the AXI stream logic and the specific video streaming architecture.
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4.4.1 Framebuffer Behavior
In a framebuffer architecture, the video output from the system is dependent on the video
data stream sourced from memory using a VDMA module. As illustrated in Figure 4.1, the video
processing component output is stored in memory using one of the channels of the VMDA module.
The other channel of this module is then used to retrieve the video frame from memory and stream
it out of the system. Since the VDMA is controlled by the processing system, it can be configured
to ensure that a valid frame is kept in the framebuffer during the DPR process. This allows the
processing system to enforce an expected behavior for the video output. Once the DPR process is
completed, the VDMA can resume its normal behavior of passing the streaming data along from
its input to output.
4.4.2 Direct Streaming Behavior
In a direct streaming architecture, the video output is dependent on the output from the video
processing component itself. Since this is the component that is being reconfigured, it is difficult to
predict the output behavior of the video from the system. During the DPR process, the component
will be removed from hardware and replaced with a new component, creating an interruption in
the data stream provided to the system video output. Depending on the specific use case, this
interruption could be either negligible or stream-breaking behavior. It is the responsibility of
the system designer to put logic in place to ensure predictable behavior during DPR. With no
intermediate memory for storing frames, the hardware that is downstream from the reconfigured
video processing component will have no access to any image for a period of time. By taking
advantage of the Valid signal from the AXI stream interconnect, the downstream components can
be made aware of the stream interruption.
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CHAPTER 5. DESIGN PROTOTYPE
This chapter introduces the hardware design created for experimenting with DPR. In the pre-
viously described video processing design goal, simplicity and low energy usage are key design
constraints. Based on these priorities, the prototyped video processing system uses the Direct
Streaming architecture. We describe the experimental setup, our architectural overview of the sys-
tem, and results concluded from this system. The results obtained from these experiments were
collected with designs targeting a Xilinx Zynq UltraScale+ MPSoC ZCU106.
5.1 Experiment Design
This experiment involves an image processing platform used to detect edges in the input video
and modify the real-time streaming output video. This platform will have access to two separate
edge detection algorithms implemented in hardware. These separate algorithms would typically
both exist on the FPGA at the same time, allowing the processing system software to determine
which algorithm to use. However, we recognize that this could be considered a waste of FPGA
resources. By realizing the concept of DPR, we can remove the unused edge detection algorithm
hardware from the FPGA. We compare the FPGA space utilization and energy consumption of
this system both with and without DPR.
5.1.1 Experiment Platform
In order to test DPR in a streaming video application, we establish a video passthrough system
that takes advantage of the HDMI input and output ports on our ZCU106. This system design is the
combination of a standard Zynq Processing System instantiation, the Video PHY Controller, and
the HDMI Receiver and Transmitter subsystems. The Zynq Processing System is used for running
bare-metal C software on the embedded processors in our FPGA platform. This processing system
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allows for software to communicate between the other hardware instantiated in the FPGA. The
Video PHY Controller is a Xilinx IP core necessary for managing the physical-layer interaction
with the onboard HDMI or DisplayPorts. Finally, the HDMI Receiver and Transmitter subsystems
are a pair of Xilinx IP cores that are used for translating between AXI video streams and the Video
PHY Controller. This base platform is illustrated in Figure 5.1.
Video
PHY
Controller
HDMI input port
HDMI output port
HDMI
RX
HDMI
TX
Raw Link Data
Raw Link Data
AXI Stream 
(passthrough) 
Figure 5.1 Basic HDMI Passthrough Platform
This video passthrough platform is designed to operate on an input video stream with a reso-
lution of up to 4K (3840 x 2160 pixels) at 60 frames per second. The video stream input size is
determined by the resolution detected at the HDMI input and, in my testing, a 1920 x 1080 pixel
video stream is operated at 60 frames per second. The video stream color format is 24-bit RGB
format - 8 bits are used per color channel. In order to achieve this resolution throughput, there are
two pixels per clock at the video interfaces. Since we have 24-bit images transmitted at 2 pixels
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per clock, our RGB video data in the AXI stream has a width of 48 bits. This design is successfully
realized using a 300 MHz clock for all video streaming components in the pipeline.
In order to create a reasonable experiment platform, we introduce a video processing component
into the base video passthrough system. As shown in Figure 5.1, this design generates an AXI
stream from the HDMI Receiver system and sends it straight to the HDMI Transmitter system.
We make use of this stream to insert a video processing component. This component is placed
in-between the two HDMI IP cores and is designed to operate at the necessary frequency to process
data in real-time (300 MHz).
5.2 HLS Cores
We take advantage of Vivado High-Level Synthesis (HLS) to create video processing cores for our
experiment. We also use the HLS Video Library [33], which implements common image processing
functions from the OpenCV library [34]. Two separate image processing cores are designed with
a similar goal in mind: edge detection. Both cores use different methods for detecting edges and
display the detected edges differently in the output image, as seen in Figure 5.2 and 5.3.
5.2.1 FASTX Edge Detection Core
Figure 5.2 Example of input and output image from the FASTX core
20
The FASTX Edge Detection IP core uses the Features from Accelerated Segment Test (FAST)
algorithm [35] to find key points in the image. After using this algorithm to identify likely edges,
the edges are painted onto the input frame. The output image from this IP core looks similar to
the input image, but with the addition of bright blue marks in areas identified as edges.
5.2.2 Sobel Edge Detection Core
Figure 5.3 Example of input and output image from the Sobel core
The Sobel Edge Detection IP uses the Sobel Derivatives method [36] to detect rapid changes in
the image, labeling the edges. After this algorithm identifies areas that are likely edges, it shades
in these areas on a black image. The output image from this IP core will resemble a black and
white photo with extremely low exposure.
5.3 Multiplexed Image Processing
In order to possibly conclude any meaningful results regarding space and power savings by
using DPR, a baseline system must be constructed. We use the base design, referenced in Figure
5.1, to create a system that includes the two edge detection image processing cores. By adding
our two video processing components to the AXI Steam in this HDMI Passthrough design, we can
understand the FPGA space and power characteristics required before the use of DPR.
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AXI Stream Switch
FASTX
Edge
Detection
Sobel
Edge
Detection
AXI Stream
AXI Stream
Figure 5.4 Block diagram displaying the data path within the multiplexed video processing
system
To include both of the image processing cores in our design means that they both need access
to the video stream data. The AXI stream output from the HDMI Receiver system is fed into both
the FASTX edge detection component and the Sobel edge detection component. This connection is
accomplished without using any special IP cores; however, these two cores now have two separate
AXI streams as outputs. Since our design only accepts a single source of video at the HDMI
Transmitter, we must multiplex the outputs from our video processor cores. This is accomplished
using a Vivado IP known as the AXI Stream Switch [37]. This component accepts the two AXI
streams as an input and can switch which stream is directed to the output via software-controlled
registers. User software is able to choose which core is used to process the video through the
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pipeline, even though both cores are processing the video at all times during system operation.
This system is illustrated in Figure 5.4.
5.4 DPR Image Processing
To understand the potential benefits of using DPR in a stream-based system, we also create a
version of the HDMI Passthrough design using this feature. This design does not need the AXI
Stream Switch IP core since there will only be a single output from our image processing component.
At any specific time, a single image processing component will exist in the reconfigurable region.
When it is necessary to change which component is used to process the video stream, user software
can instruct the FPGA to reconfigure this region with the appropriate hardware. Figure 5.5 shows
a dataflow diagram of this system.
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Figure 5.5 Block diagram displaying the data path of the DPR video processing system
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CHAPTER 6. RESULTS AND DISCUSSION
In this section, we begin by presenting the raw results and outlining the metrics measured in
our experiment. Then, we discuss these results and their implications on the use of DPR in a
streaming video processing system. Last, we address any final conclusions and future work. The
FPGA synthesis tool used in this work is Vivado 2018.3. All collected results are based on design
synthesis from this tool, targeting the Xilinx ZCU106 Ultrascale+ development board. [38].
6.1 FPGA Space Savings
We analyze FPGA utilization between the two separate designs that implement the image pro-
cessing system. In Table 6.1, the metrics for each of the partially reconfigured designs are listed
separately; since each design has unique logic associated with it, different resources will be utilized.
We choose FPGA Look-up Tables (LUTs) as the metric for comparing space requirements, or the
utilization of an FPGA chip. The raw value of required LUTs allows for comparison between differ-
ent FPGA chips. Regardless of how large or small an FPGA is, we can use the LUT requirement of
a design to get a general idea of how well this design could fit on a specific of FPGA. The resource
utilization percentage is included to show the difference in utilization of the ZCU106 when the full
design is included vs. when DPR is used.
Table 6.1 FPGA Resource Utilization Metrics
Resource Metrics No DPR FastX DPR Sobel DPR
Number of LUTs used 35850 30546 29885
FPGA Utilization 15.56% 13.26% 12.97%
The LUT count of the design with each of the two DPR modules is recorded separately, as the
two DPR modules have different LUT requirements. Listing the two DPR LUT metrics separately
helps us understand the true FPGA space utilization; the design with the largest partially reconfig-
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ured region will dictate the overall requirement for the minimum FPGA resources necessary. The
distinction is even more relevant when comparing the energy usage of the two systems. Since our
experiment does not make any assumption about the percentage of time spent with the FPGA
configured with each of the partial designs, listing the energy consumption estimates separately is
a more useful comparison.
6.2 FPGA Power Savings
To analyze the differences in energy consumption of the design, we use Vivados built-in power
reporting functionality after running design synthesis. In Table 6.2, we show the energy usage
estimate of the entire system as well as the energy reduction percentage for the two designs that use
DPR. In Table 6.3, we show the power estimates for the individual components in the design. Each
of the image processing components, in addition to the AXI Stream Switch component included in
the non-DPR design, contribute to using a small portion of the overall power used by the FPGA
system.
Table 6.2 FPGA Power Metrics
Power Metrics No DPR FastX DPR Sobel DPR
Total On-Chip Power 4.972 W 4.771 W 4.760
Power Reduction - 4.04% 4.26%
Table 6.3 FPGA Component-level Power Metrics
Individual IP No DPR FastX DPR Sobel DPR
FastX 0.165 W 0.171 W 0.000 W
Sobel 0.156 W 0.000 W 0.160 W
AXIS Switch 0.003 W 0.000 W 0.000 W
6.3 Discussion
Table 6.1 shows that there is only a minor decrease in FPGA LUT usage when the DPR
technique is applied. We conclude that this is likely due to the complexity of the supporting
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platform for HDMI communication and overall board operations. Regardless of whether the image
processing modules are swapped at runtime or all stay implemented in hardware, the entirety of
the video streaming system (Figure 5.1) and processing system interconnection overhead is present.
This caveat is further reinforced by our energy consumption observations. The total on-chip energy
usage is nearly 5 watts for all of the compared design setups, but the video processing components
only total to 325 milliwatts in the most power-hungry design with no DPR.
With these modest savings in energy and FPGA space usage, taking advantage of DPR with
only a few relatively simple video components is not a very compelling use case. However, this
idea becomes more attractive when considering the effect this could have when extrapolating these
findings for many more than two reconfigurable modules. Imagine a system with a library of
dozens or even hundreds of reconfigurable modules for processing video. As the library grows, the
storage required to store this library of hardware configurations grows as well. However, we are
not interested in reducing potential storage needed for configuring FPGA systems, but rather the
resource requirements of the FPGA system itself. The FPGA design would be static as the library
of reconfigurable modules increases, allowing the FPGA functionality to be expanded without
increasing the energy or resource requirements of the FPGA system itself.
6.4 Conclusion
DPR further extends the reconfigurability of FPGAs, allowing for a more granular level of
control. By changing the hardware design at runtime, there must be a compelling reason to spend
time understanding and implementing DPR. Related works in this area address many different
applications in this domain, ranging from large, shared systems to smaller embedded devices with
unique constraints. This work applies DPR with the idea of a highly embedded and resource-
constrained device and considers a few of the most important FPGA metrics - energy usage and
space requirements. In a streaming video system with minimal overhead, we show that there are
minor but tangible improvements when using DPR to swap between two separate image processing
components.
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We observe a 15% reduction in average LUTs required in a simple HDMI passthrough design
that processes video using a single processing core. We also recorded a 4% average reduction of
energy usage when estimating total on-chip power used. These modest savings are when only two
video processing components take advantage of DPR; in a similarly simple and lightweight system
with many more partial hardware specifications in storage, a better reduction of FPGA utilization
and power could be achieved.
6.5 Future Work
There are several topics that could be explored for future work. The first topic I would inves-
tigate is the time delay for the DPR process. Many publications described in the Related Works
section propose solutions for increasing the speed of DPR by introducing custom ICAP controller
logic, fast near-chip bitstream storage, etc. Before analyzing the effects of any of these improve-
ments, I would first need to characterize the DPR delay of my current design. This could be
accomplished by either including timing functionality in the software running on the processing
system or by using an oscilloscope to measure the delay from an external FPGA pin connected to
hardware logic directly related to the DPR mechanism.
Once a mechanism is established for timing the DPR process in my prototyped system, it
would be interesting to see how the overall DPR time is affected by differing sizes of bitstreams.
This would allow us to measure the overhead of the DPR process; as the size of the bitstream is
increased or decreased, there may be a constant or minimum overhead associated with the overall
reconfiguration process.
Another topic that could be explored in future work is the chosen FPGA device. The Xilinx
Ultrascale FPGA we used for conducting our experiment was severely underutilized with our video
processing system (less than 20% available CLBs used). The benefits of DPR would be more
drastically proven if the targeted system was nearly fully utilized. A tremendous selling point for
the DPR feature is the ability to fit a larger design on a smaller FPGA device; demonstrating this
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with a device that can only fit the DPR-based design would more clearly demonstrate that DPR
is a valuable feature.
Finally, future work could include exploration between the differences in FPGA energy/CLB
usable estimates at the Synthesis, Implementation, and later optimized Place/Route stages. Dif-
ferences between the states themselves would not be the focus of this experiment since our goal
is not to test the Xilinx estimation tools. Rather, the experiment goal would be to understand
the impact of optimizations and real-world placement of a DPR design on FPGA fabric. Since the
DPR design must accommodate many different hardware configurations that could be placed in
the DPR region, placement and routing optimizations would likely play a very minor role for this
region. However, in a traditional FPGA system design with no DPR, there is more logic stored on
the FPGA at one time, which could lead to more energy improvements made during the optimized
place and route stage of design synthesis.
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