Image features are used in many computer vision applications. One important field of use is the visual navigation. The localization of robots can be done with the help of visual odometry. To detect its surrounding, a robot is typically equipped with different environment sensors like cameras or lidar. For such a multi sensor system the exact pose of each sensor is very important. To test, monitor and correct these calibration parameters, the ego-motion can be calculated separately by each sensor and compared. In this study we evaluate SIFT, SURF, ORB, AKAZE, BRISK, BRIEF and KAZE operator for visual odometry in a space scenario. Since there was no suitable space test data available, we have generated our own.
INTRODUCTION
Over the years a variety of methods and algorithms for the detection and extraction of image features have been developed in digital image processing and computer vision. Typical application are object tracking, image retrieval, panorama stitching or camera pose estimation. An important and common usage for accurate localization, especially in the field of mobile robotics, is the visual odometry (Scaramuzza and Fraundorfer, 2011) . This is the process of ego-motion and pose estimation for a mobile robot by analysing the images of an attached camera.
To detect the surrounding environment, a robot can be equipped with several sensors. These are for example (stereo) cameras, lidar, ultrasonic or radar. All these sensor data can be combined into a consistent environment model. For this sensor registration and fusion process, the exact positions and orientations (pose) of all sensors are extremely important. These data is normally obtained during a calibration of the whole system. A way to check and monitor these parameters is based on the robots ego-motion, which is estimated separately from the sensing data of the different sensors. A comparison with a ground truth, in our case a high precise fibre optical inertial measurement unit (IMU), allows to verify the proper calibration and offers in a second step the possibility to correct it. During the motion estimation (visual odometry) with a camera, image features are a central aspect for calculating the pixel shifts of successive images (Fraundorfer and Scaramuzza, 2012) .
The evaluation which is published in this paper is part of a bigger project called AVIRO, where a sensor fusion system for space robotic is developed. Therefore, we tested different feature algorithms for the usage in a space scenario.
In the literature a variety of evaluations for feature algorithms have been published. Most of them analyse different feature algorithms with a dataset proposed by (Mikolajczyk and Schmid, 2003) and which consists of images with real geometric and photometric transformations. These are rotation, scale changes, viewpoint changes, image blur or illumination changes. (Canclini et al., 2013) evaluated the processing time, repeatability and matching accuracy for image retrieval task. For object tracking in a video (Sebe et al., 2002) evaluated SIFT, SURF, ORB, BRISK, FREAK and BRIEF. (Miksik and Mikolajczyk, 2012) focused in an evaluation for fast feature matching on the speed of the matching process. After a summary of all papers it can be said, that the ideal operator depends on the application. This also results from (Işık, 2014) .
Evaluations of features for visual odometry have been made for typical road scenes in (Qu et al., 2016) . Also (Chien et al., 2016) investigated different feature algorithms for visual odometry on the street and suggested SURF as the best algorithm. The performance of SIFT and SURF in case of a stereo camera was evaluated by (Jiang et al., 2013 ) on a road scene in an urban environment and by (Benseddik et al., 2014) with a robot inside a building.
Other publications evaluated the operators with a data set of plant species (Kazerouni et al., 2015) or UAV images (Yumin et al., 2016) . Especially for the field of space robotics, more precisely a planetary scenario, (Shaw et al., 2013) tested the BRIEF algorithm for a robust visual odometry in a sand quarry in Oxfordshire UK. (Maimone et al., 2007) concluded in his publications about visual odometry on mars rovers, that for a robust technology, the runtime of the algorithms is the bottleneck. This paper is organized as follows: In section 2 we describe our test data set. The recording of a real and generation of a virtually simulated scene. After this in section 3, the method of comparison and evaluation is presented before we discuss the results in section 4. Finally, the paper is concluded in section 5.
GENERATION OF TESTSCENES
Research publications on feature operators are usually a comparison which is geared to the needs of the specific application. Algorithms were applied to real or virtual test scenes and compared to ground truth data. This involves mainly the simple retrieval of objects or object points in two or more different images.
Here objects are everyday objects, such as a boats (Benseddik et al., 2014) , graffiti (Miksik and Mikolajczyk, 2012) , trees (Işık, 2014) or hands (Sebe et al., 2002) . In order to find suitable operators e.g. for plant recognition, a test database with many photos under varying settings (exposure time, camera angle, lens, digital resolution and other parameters) is created. There are own test scenes for more specific application areas. In the automobile sector a road scene was recorded by a camera and the ground truth data was extracted from an intertial measurement unit (Geiger et al., 2013) . In addition to the feature algorithms, the quality of a visual odometry can be measured at the same time.
The special application in the project AVIRO is the space robotic. Thus suitable test databases were also created for the evaluation of the feature algorithms. By using features, pose changes of a robot in (outer) space were estimated. It is therefore obvious to generate test data for this special purpose.
So we created a simplified scenario to test the algorithms for this visual odometry application. A camera rotates around its own axis. During the rotation the exact rotation angle is measured and recorded parallel to the video. With this relatively simple method, several scenes were generated in a simulated virtual and a real environment. All image data has been saved as raw images without any compression.
Real Enviroment
AVIRO is developed in the offices and laboratories of the University of Siegen. Therefore, a part of the test database consists of scenes in this environment. For the recordings the mono camera UI-5360CP from ids imaging has been used. Figure 1 shows the used test setup and table 1 provides information about the camera. A carrier board is mounted on a photo tripod on which the camera and a fiber gyroscope are installed. Above, there are additional electrical circuits which stably produce the complex voltage supply for the gyro system. The fiber gyro is the µFORS-1 model from Northrop Grumman Litef which is also used for aircraft navigation or rocket control. Technical data can be found in table 2. Test setup for recording data in a real environment. The photo shows the test setup for recording test data. The used monocamera UI-5360CP is mounted on a tripod together with a high-precision fiber gyro. During the recordings the setup was rotated around the vertical axis. 
During a rotation of the tripod a video stream with a framerate of 30Hz is created by the camera. Simultaneously, the fiber gyro records the rotation at 1 kHz.
The camera stands directly on the vertical axis and rotates without a translatory effect. Since this is a camera of industrial quality, a consistent timing behaviour can be assumed and the triggering time of each frame is known. This results in a test dataset in which an exact rotational position of the tripod can be assigned to each image. This rotation angle is the ground truth value for later evaluations.
Several test records have been created in this configuration. Figure 2 shows an example of four images of the generated video sequences. It is a typical office environment, as it also prevails with most of all other tests. However, this kind of test is more suitable for mobile ground robots and less for the use on satellites. Therefore, further data records for the feature evaluation were generated which are described in the next section. 
Simulated Environment
The planned operational environment of the finished AVIRO system is in space. This differs significantly from the created test data described in the previous section. As no suitable data was available for this test, it had to be created. In order to obtain realistic test data it was decided to simulate a space scene virtually on the computer. As a tool the open source 3D rendering software Blender was used. An existing and Creative Commons licensed space scene by Adriano Oliveira (Oliveira, 2014) was extended with a higher resolution texture of the Earth's surface (see figure 3 ). Figure 4 shows some rendered example images. A total of five test recordings were made. For this purpose, the camera was positioned in five different locations in the virtual space environment and rotated with a fixed angle around an axis by an animation. It was noticed that the camera is aimed at different objects of the scene. Thus, a mixture of images of the earth's surface and the further space or other planets (moon) could be generated -a simulation of conceivable states of a satellite.
The Blender software offers the possibility to specify the camera parameters with which the virtual scene is drawn. As a result, focal length, resolution and chip size could be adapted to the data of the real camera (ids imaging UI-5360CP). The ground truth data are available directly in the program, since the camera position or, more correctly, its orientation, is known. Here, as in the first real scene, the camera was rotated virtually about an axis. Thus, datasets with image and angle pairs have been created which are available for later tests. 
Simulated Sensor Noise
The second dataset contains images generated by the Blender software. Colors in the space scene are ideal mapped (taking into account the illumination conditions) on the resulting images. However, this does not reflect the indeed real behaviour of a video camera. The sensor noise which causes a falsification of the color values is as an important point not considered. In order to include the influence of this effect, noise was artificially added to the image data of the simulated scenes in a further step. This takes place in two stages. The dataset contains RGB images with a color depth of 8 bits. First, the image matrix is converted from RGB to the HSV color model. In the HSV color space, a uniform, random value between −15 and +15 is added to the brightness component (V). This simulates variations in the exposure time. After re-converting to RGB a random value between −20 and +20 is added to each component. This produces the sensor noise in reality. For the calculation operations overflow or underflow of the 8-bit numeric space is handled. For values < 0 the value is set to 0 or if > 255 to 255.
COMPARISON OF THE ALGORITHMS
A large number of different algorithms for feature detection and description have been developed so far. In addition it is an active research area in which new methods are continually developed. Furthermore, each of the algorithms can be parameterized. This creates a lot of possible combinations and makes it harder to choose from these the best working solution for our project. In order to make this decision, some test datasets were generated which have already been described in the last sections.
Method
Each of the generated test dataset contains a sequence of pairs consisting an image and the corresponding camera angle. The evaluation of feature algorithms is now based on the principle that the camera rotation between two consecutive images is calculated (pixel shift). This value is compared with the Ground Truth, which is contained in the test datasets. The single steps of this procedure are described in more detail below. Algorithm 1 also shows the method in a compact way. The evaluation has been done on a Desktop Computer with Ubuntu 14.04 LTS. The system was an Intel(R) Core(TM) i7-4930K CPU with 3.40GHz, 12MB Cache and 64 GB RAM. The opencv version was 3.1.0 with the related opencv contribute package for the non free feature algorithms and compiled with gcc version 4.8.4. Load Image and Rectify. The first image is loaded.
With help of the camera parameters, which were determined in the sensor calibration, distortions caused by the lens can be corrected. This is not necessary in the simulated scene and the virtual camera.
Find Keypoints. In the image keypoints have to be found which can be easily found again the next consecutive image. Each feature generation algorithm basically consists of two parts: the detector and the descriptor. In the first step the detector is used to search for keypoints which are very different from their surroundings. In simplified terms these can be locations where for example a bright/dark transition is located. Figure 5 shows the SIFT detector applied to a sample image. Marked points are represented by small circles. Specification of the Points by Descriptors. The previously found points are now represented by descriptors. A descriptor is a vector with numbers. These are attributes that characterize the point. For this purpose the surrounding of the point, i.e. the neighboring pixels, are also included. More detailed information, as an example for the descriptor of the SIFT procedure, can be found in (Lowe, 2004) .
Load Next Image.
The next image of the test dataset is loaded and rectified. Here the camera has been rotated by a certain angle. As with the previously processed image, keypoints are searched and described by descriptor vectors.
Comparison of Keypoints.
The comparison between the feature vectors from the first and the second image (matching) follows. Figure 6 shows this procedure using an image of the real scene. The pixels of the feature vectors which have been identified as equal by the matching process are connected with lines. It can be seen that not all lines have the same orientation.
The difference between the x-and y-components of the image points of each matched point-pair is the displacement. In figure 7 the distribution of these is plotted. The majority of the points accumulate in a cluster, as can be seen in the histograms to the right and below. Also, there are some outliers that reflect the wrong lines in the picture.
Estimate the Camera Rotation. The keypoint matching process yields a set of keypoint pairs. In a first step a filter is applied to filter out some outliers in these data. The comparison of feature vectors provides as a result a quality value which indicates how good the vectors fit together. Based on these values the best fifty pairs are extracted. This is shown for the previous example in bottom image of figure 6. Now the connected lines of the keypoints have approximately the same length and orientation. This can be seen in plot 8. The range in which the points are located is significantly reduced compared to the previous distribution from 7. For the calculation of the camera rotation we use the median of these values. This is also shown in the whiskey boxplots on the sides. Since the camera has only been rotated around a single axis, the rotation of the camera can now be calculated by means of the pixel shift (in this example in the x-direction). The necessary camera parameters, such as the aperture angle and focal length, are known by the camera calibration. The pixel shift in y-direction is 2.45 pixels which is equivalent to 0.029
• . In the x-direction, there are 106.94 pixels and 1.28 • respectively. The low ydeviation can be explained by sensor noise, backlash in the camera mounting or calibration errors.
EXPERIMENTAL RESULTS
Comparative tests were performed with seven feature algorithms. These are named after their abbreviations. Following the used algorithms are listed. For a detailed description of the individual methods we refer to the literature. (Leutenegger et al., 2011) The previously generated test database is divided into a simulated and a real environment. Therefore, the results of the comparison are also considered separately. Figure 9 shows consecutive images of both environments. Detected keypoints and their determined agreement in the second picture are drawn. Totally there are two datasets (T R 0 , T R 1 ) in real and five (T S 0 , T S 4 ) in the simulated environment. For the first test T R 0 , the measurement setup (see image 1) has been rotated by 90 • in a time of about 20 seconds. The reference value (Ground Truth) of this dataset was determined with a high-precision fiber gyro. In the measurement results the calculated angle from all feature algorithms deviates. After a rotation of 87.76 • (reference value) the calculated values of the algorithms are between 90.46 • and 91.16 • . The difference between the optical methods is therefore only 0.7 • . More important is the question why there is a systematic error between all calculated values and the reference. When examining this behavior and the underlying calculation steps, attention is immediately drawn to the sensor calibration of the camera.
SIFT. Scale-Invariant
Camera calibration is a mathematical minimization which never provides a hundred-percent correct solution. It has been done with the checkerboard method (see (Tsai, 1986) ). An opening angle of 0.01196655 • per pixel in x-direction can be followed by the camera calibration. A 90 degree rotation causes a displacement of 7590 pixels (BRISK method). Smaller deviations in the aperture angle Figure 6 : Finding feature point-pairs. Shown are two camera images in which the camera was rotated around an angle of a few degrees. Keypoints detected by a feature detector are shown in the images. The lines connect points identified as being the same in a matching process. On the top image 280 point pairs are shown. In the version below the best matching fifty pairs were extracted. therefore strongly influence the final result. In addition the correction of the lens distortion (rectifictation) is added which has also been determined during the camera calibration and can also falsify the values. With further tests and new calibrations no significant improvement could be achieved. The key finding from these results is that the angular changes can only be viewed at shorter intervals. This is can also be seen in figure 10 . This graph shows the error of the calculated angle. At the top it is summed up and on the bottom shown stepwise. The plots indicate the error in degrees. The summed error in pixels is 230.51px where the average error per step is 2.15px. This equals 0.02 • . In order to achieve a better comparison with the simulated test data it is important to note that only every fifth images was taken from the 30hz video stream to test the real scenes. This step provides a rotation of about one degree per image. Thus the average error per step is below three percent. A summary of the individual in T R 0 errors is pro- vided by the boxplot in figure 11 . Here the errors are shown for each feature algorithm. It is easy to see that there are no big differences between the algorithms in this test scene.
In figure 12 the error values of both real scenes T R 0 and T R 1 are summarized. T R 0 is a left rotation around 90 degrees. Scene T R 1 is the same rotation the other way (right) back to the initial point. This fact explains the displacement of the median to the zero point. Nevertheless there is no major difference be- tween the algorithms since the calibration effects (e.g. lens distortion) are much stronger than the differences of the operators. The second tested dataset consisted of six simulated scenes. In contrast to the previous real scenes no camera calibration has to be generated here. These parameters could be specified during the simulation and were applied when the images were created. Figure 13 shows the summed and single errors for T S 0 . In the simulated scene the difference between the algorithms is clearly visible. This also shows the boxplot of this data in figure 14 .
A summary of all simulated scenes T S i = T S 0 ..T S 5 shows figure 15. It can be seen that the feature algorithms SIFT and SURF have the best quality. In order to obtain a meaningful comparison value from the results of the tested feature algorithms, the error sum was formed in each case. This is shown in table 3 for each algorithm and provides SIFT method as the winner.
The previous tests pointed out SIFT as the most appropriate feature algorithm. In addition to the angular errors the average runtimes were also measured during the tests. The diagram in 17 shows this. The runtimes of the feature detectors and extractors were determined separately. The graph shows that the calculation time of the algorithms varies widely. While the total duration of BRIEF is less than 0.1 seconds (0.07s detector + 0.004 s extractor), KAZE needs an average of 2.7 seconds (1.5 s + 1.2 s) more than 30 times of the BRIEF time. The SIFT algorithm also has a high runtime of 1.4 seconds (0.64s + 0.78s. Another interesting evaluation of the test scenes is the distribution of the determined pixel shift. This is shown in figure 16 . The data is based on the results of three scenes in the simulated environment and a total of 300 images (with 50 point pairs each) in which the camera was rotated around the y-axis. The left plot shows the shift on the X axis. Since this has not been affected by the rotation the value 0px is expected. To the right is the distribution of the y-shift. Their optimal (Ground Truth) value is 15.9px. As opposed to the normal distribution of the x-shift, this distribution is multimodal. A possible explanation are rounding during the scene rendering in Blender. 
CONCLUSIONS
In this paper we evaluated different feature algorithms for the usage in a space scenario. These are namely SIFT, SURF, ORB, AKAZE, BRISK, BRIEF and KAZE. Since there was no test data for the special application of space robotic available, two scenes were created. One in our offices and the other in a virtually generated space scene, which is a more realistic operational environment. The feature algorithms have been evaluated by a rotation of the camera. By comparing the estimated and ground truth angle a ranking was made. In our case the scale invariant feature transform (SIFT) algorithm provided the best results. Since visual odometry has to be real-time capability, we also evaluated the runtimes. The SIFT algorithm has a high runtime and is thus not realizable in realtime. Even with a smaller framerate. For this reason the implementation of SIFT in our space project AVIRO is carried out in hardware.
