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Abatraet--In most ocean environments, long range low frequency sound propagation isdominated by rays 
having small grazing angles since rays propagating at steep angles are greatly attenuated ue to bottom 
absorption. In this type of environment, the governing acoustic wave equation can be approximated by a 
parabofic equation (PE). This paper proposes an efficient method for solving the parabolic wave equation. 
The method transforms the parabofic wave equation into a system of ordinary differential equations. A
family of generalized Adams methods (GAB-GAM), derived from nonlinear muitistep (NLMS) methods, 
are then used to solve this system. Computational time is considerably reduced by this method since 
unxestricted intervals are permitted. 
1. INTRODUCTION 
In most ocean environments, long range low frequency sound propagation is dominated by rays 
having small grazing angles ince rays propagating atsteep angles are greatly attenuated due to 
bottom absorption. In this type of environment the governing wave equation can be ap- 
proximated by a parabolic equation (PE). Tappert and Hardin[l, 2] introduced the parabolic 
equation approach for the solution of underwater acoustic wave propagation problems. To 
solve the parabolic wave equation, Tappert developed the split-step algorithm[3] which 
employs the Fast Fourier Transform (FFT). This algorithm requires that the bottom be 
extended eep enough so that the field decays to zero at maximum depth. By introducing 
numerical ordinary-differential-equation (ODE) methods for the solution of the parabolic wave 
equation the bottom need not be extended. The ODE approach can produce the desired 
accuracy since powerful, implicit echniques exist which can adjust he step size automatically 
to reach the solution efficiently. Accurate solutions are obtained by using a family of general- 
ized Adams (GAB-GAM) methods, derived from Nonlinear Multistep (NLMS) methods[4]. 
GAB--GAM methods display useful advantages for solving underwater acoustic wave equa- 
tions. Solutions to two model problems are presented in order to demonstrate the effectiveness 
of GAB-GAM methods. The first problem cannot be handled realistically by existing PE 
models using the FFT. 
2. THEORETICAL BACKGROUND 
The acoustic pressure p(r, z) satisfies the following reduced wave equation in an ocean 
cylindrically symmetric about an axis containing a point harmonic source. 
02p 1 0 02 2 2 
a-"/+rdO-~r+~z + ko n (r,z)P=O (1) 
where ko is the reference wave number; n(r, z) is the index of refraction; and r is the range 
variable. 
Let p(r, z)= u(r, z)v(r) where v(r) is strongly dependent on r but u(r, z) is only weakly 
dependent on r. Substituting p -- uv into equation (1), rearranging the terms and using ko 2 as a 
separation constant, he following two parabolic equations are obtained. 
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The reflected field is represented by: 
v,, +1 v, + ko2v = O; 
r 
and the transmitted field by: 
(1+20V~ Ur + ko2(n 2 -- 1)U = O. 
u, ,+u.+\r  v ar/ 
(2) 
The exact solution of equation (2) in terms of outgoing waves is given by the zero-order Hankel 
function of the first kind, V=Ho(l)(kor). 
If the receiver is many wavelenllths from the source, the far field approximation (i.e. kor ~ l) 
may be introduced and the solution of v expressed by its asymptotic expansion: 
Using exlnuion (4) to eliminate v from equation (3) gives 
u,, + u= + 2/keu, + k, oT"(n 2 - t )u  -- O. (5) 
When the inhomogen~,ties in the medium are slowly varying in range, the reflected field, 
equation (2), can be neglected. If the acoustic field can be approximated by rays, which are 
inclined only at small ansles to the horizontal, then Ju,~ 1412/kou,]. This approximation, known 
as the pineal  approximation, sum~ts that u~ is ne~p~ole in equation (5), giving:. 
//co(n 2- I) i 
u, = 2 u +~'~ u,... (6) 
Equation (6) is the underwater acoustic parabolic wave equation for the transmitted field as 
introduced by Tappert [2]. 
3. ODE FORMULATION 
Prior to the introduction of ODE formulation, a brief discussion is given on the split-step 
algorithm which has been frequently used to solve equation (6) with great success. A brief 
examination of the split-step algorithm reveals that equation (6) can be expressed by the 
operator form below. 
u,=i(k,(n22-1).  1 82~ 
The sprit-step algorithm gives the solution of equation (7) as 
• ~n 2-1) 1 a 2 
The form of the split-step algorithm implemented here gives 
=,,+ (°*,I-' o,] (9) 
where ~" and 3 "-~ are forward and inverse Fourier transforms. Theoretically, the im- 
plementation of the split-step algorithm requires that the operator Ar(t0(n 2- 1)/2) and 
Ar(l/2ke)(O=/Oz 2) commute. In practice, they do not, but the commutativity can be achieved by 
using a small step size in range. Computatioua]ly, this algorithm handles the bottom boundary 
(4) 
(7) 
(8) 
(3) 
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condition by introducing an absorbing layer deep into the ocean bottom. This is inappropriate in
an ocean environment where the exact bottom interaction is important. If it is necessary that 
the exact boundary condition be satisfied, a more geneal method is required to solve equation 
(6). To overcome both theoretical nd computational inaccuracies, numerical methods to solve 
ODE are recommended. Powerful techniques exist which permit automatic step size adjust- 
ment o gain computational efficiency and accuracy• A family of generalized Adams methods i
derived from the Nonlinear Multistep (NLMS) methods for this application. These methods 
display useful advantages for solving parabolic wave equations. 
Equation (6) can be expressed ina more general form as: 
u, = a(ko, r, z)u + b(ko, r, z)u~, (1o) 
where 
i 
Applying the method of lines [6], a discretization f u~ by a second order finite-difference in 
the depth direction brings equation (10) into a system of first-order ordinary differential 
equations, 
du,,, b,,, 
= ainu,. +,,-7"~_,(u,.+1-2u,. + u.- t )  dr 
(11) 
where 
a= = a(ko, r, z=) and b= = b(ko, r, z=). 
The equivalent matrix form of equation (11) is given by 
I-dul 1 
du2 
dr 
I 
• I-- 
du=-i [ 
d "rl 
_dr  .d 
- 2bl bl 
o 
(A~z) a2-(2A~z) (A~z 
0 0 0 
0 0 0 
0 0 ul 
0 0 u2 
2b--i b=-I a . - l -~  ~ u.-i 
b= 2b= 
a= - (a-~_ _u=. 
hi 
+ 
0 
b= 
(12) 
where Uo and u=+l are surface and bottom boundary points at range r. The above system can be 
compactly stated in matrix form as, 
u' = A(to, r, z)u + g(to, v, z, u). (13) 
4. SOLUTION ALGORITHMS-GENERALIZED ADAMS METHODS 
Equation (13) is precisely in the form acceptable by NLMS methods. NLMS methods take 
the form [7] 
k k 
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where af are scalars, and k is the order of the method. ~ki(Ah) are functions of A and step size, 
,,,,~ o, and laol + IA(6~Ah))I > 0. 
If ~a(Ah)= 0, the method is explicit; if/p~(Ah) ~: 0, the method is implicit. If we select 
at = - at-! = 1, at-2 = ah-3 . . . .  --- a~ = ao = 0. Equation (14) becomes 
k 
u.+, = eAhu, + h ~ d>kj(Ah)g.+i. (15) 
If ¢**(Ah)=0, equation (15) gives generalized Adams-Bashforth methods (GAB). If 
~b~t(Ah)#O, equation (15) gives Generalized Adams-Moulton methods (GAM). GAB-GAM 
methods are designed to solve differential equations in the form u'---Au +g(ko, r,z, u) 
effectively when g(ko, r, z, u) is a low order polynomial in r, and, A is a constant matrix in r. If 
g(ke, r, z, u) is slowly varying in r, it can be approximated by a low order polynomial in r; thus, 
GAB-43AM methods can he applied efficiently, even for "STIFF" systems, i.e. where the 
eigenvalues of A have negative real parts and are widely separated. The first and last 
components of g(ke, r, z, u) are functions of u. Consequently, an implicit method will be 
advantageoee. Later after we introduce a procedure to handle the boundary condition, 
g(ke, r, z, u) is made independent of u; then, GAB can be applied effectively. However, in using 
equation (15) to solve equation (13), the step size has to be chosen to satisfy the following 
inequality to give the corrector's convergence. 
In the appfieafions, l[(ogiou)ll = ll[(co/2¢rf)(Az) ] (Co is the initial reference sound speed and f is 
the source frequency). For ¢k**(Ah) not small, and for a high frequency, a small step size is still 
needed for convergence. Fortunately, a manipulation of the bottom condition, using finite- 
differences, can simplify the problem drastically and make GAB--GAM methods efficient. Note 
that, if an cxplkit method is applied to solve equation (12), a restriction is placed on Ar since 
the Cl;'L/(Coerant-Friedrichs-Lewy) stability condition for the solution of equation (10) is 
(Ad(AzP)~(I/2). If an implicit method is used to solve equation (10), the method is un- 
conditionally stable since (Ar/(Az) 2) is always > 0. Now, our discretization assures that 
equation (11) is consistent with equation (10), and we need only to talk about he stability of the 
applicable ODE methods. It has been shown in Ref. [7] that the roots of the characteristic 
polynomial of GAM methods consist of a simple root of unity and a root zero of multiplicity 
(k - 1); therefore, GAB-GAM methods are strongly stable. The convergence of GAB-GAM is 
thee assured. 
Consider the general bottom boundary condition in the form 
a(z)u(r,  z) + B(z)u,,,(r, z) = ,/(z). (17) 
If the bottom intersects the horizontal surface at an angle 0, then the normal derivative 
uN = u, cos 0 -  u, sin 0. Since u, satisfies the parabolic equation (10), then 
uN = uz cos 0 - sin 0(a(ko, r, z) + b(ko, r, z)uzz). (18) 
If we replace g= by a second-order central difference, uz by a first-order forward difference and 
substitute quation (18) into equation (17) and simplify, we obtain 
u,,+l = Pu,. + Qu,.-i + R (19) 
where 
P = 2b(k 0' r, z) sin 0 - ~8(z)(Az) cos 0 + (a(z) - a(~, r, z) sin O)(Az) 2 
b(ko, r, z) sin 0 - B(z)(Az) cos 0 
(20) 
and 
Generalized A ams methods for solving underwater wave propagation problems 
b(ko, r, z) sin 0 . 
Q = - b(ko, r, z) sin 0 - fl(z)(Az) cos 0' 
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(21) 
r(z)(Az): 
R = b(ko, r, z) sin 0 - ~(z)(Az) cos 0" 
(22) 
Equation (19) can be incorporated into the last two row elements of the matrix of equation 
(12) giving: 
bm 
a,,,-i = ( -~-  Q, (23) 
2bin p. (24) 
a.,. = a,~ (Az) 2 
The modified g(ko, r, z, u) vector is given by {0,0,0 . . . . .  R}. Since g(ko, r, z, u) is now in- 
dependent of u, II(ag/au)ll = 0. This indicates that the inequality (16) is satisfied for any h. 
Therefore, an arbitrary step size may be chosen. 
5. APPLICATIONS 
5.1 A shallow-to-deep water problem [8] 
A shallow-to-deep water sound propagation problem is presented in a region, bounded by a 
pressure release surface and a rigid sloping bottom as shown in Fig. 1. This problem cannot be 
handled efficiently by existing underwater acoustic parabolic equation models. For a constant 
sound speed, the exact solution for the acoustic field in a homogeneous medium can be solved 
by the method of images which is given by Ref. [8]. This exact solution is used as the reference 
solution. A PDP 11/70 FORTRAN program has been developed to solve this problem. A 
description of the GAB-GAM computer program appears in Ref. [9]. 
The following set of input parameters were used: 
source depth = 50 ft. 
bottom depth at initial source = 100 ft. 
wedge angle = 5 ° 
reference initial sound speed = 5000 ft/sec 
sound speed = 5000 ft/sec 
frequency=80 Hz
In this application we treat the sloping rigid bottom according to equation (19) with 
a(z) = y(z) = 0 and/3(z) = 1. This gives 
2b(ko, r, z) sin 5 ° -  (Az) cos 5 ° -  a(ko, r, z) sin 5*(Az) 2 
Um+l = b(ko, r, z) sin 50 - (Az) cos 5 ° u,, 
b(ko, r, z) sin 5 ° 
- b(ko, r, z) sin 5 ° - (Az)cos 5 ° um-l. 
RANGE (ft) 
/ Z~r Iun+l  
UnJL I m n+l  
urn+ ..n+ 12~ 
DEPTH 
(ft) 
Fig. 1. Shallow to deep water propagation. 
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This shifts the major portion of the field-dependent bottom boundary into the last two row 
elements of the matrix A of equation (13), thus making (ke, r, z, u) totally independent of u. A 
variable-dimension procedure is developed into the computer package in order to solve this 
problem. To march from one range to the next, an additional boundary point, say u~,~2 (Fig. 1), 
is introduced ue to the sloping bottom, u •+t,+2 satisfies equation (18). The variable-dimension 
procedure introduces one additional row element according to formulas (23) and (24) and the 
system of equations i adjusted one dimension higher than the previous one. For simplicity, a
uniform mesh depth size (Az) is maintained and the range step size (Ar) is determined from the 
relation Ar = Az cot 0. Solution then continues in this manner until the final range is reached. 
Figure 2 shows that the numerical results compare favorably with the exact solution by the 
method of images. The sonar parameter PL (Propagation Loss) is calculated by the formula 
PL = -  20 logto(]u[) and is in "Decibel" units. 
5.2 A deep-to-shallow ater problem [10] 
A deep-to-shallow ater propagation problem is presented in the range-dependent 
environment as shown in Fig. 3. The solution to this problem has been worked out by other 
models which are described in Ref. [10]. The region of propagation is bounded by a pressure 
release surface and an irregular bottom where the bottom remains flat at 350 m in depth for the 
first 10 kin; at 10 iun, the bottom begins to slope upward at an angle of 8.5 ° until at 12 km it 
levels off and remains flat at 50 m in depth. To start this problem, a source is placed at 25 m 
deep with a frequency of 25 Hz. In the deep end of the track, four propngatiun modes are 
present. During propagation up the slope, the three highest-order modes are expected to be cut 
off. In this region, the sound speed in the water and bottom are constant at 1500nffs and 
1600 m/s respectively. An attenuation coefficient has been determined in the bottom and is 
0.3 dB/wavelength. The receiver is placed at 25 m deep. The sound propesatiun is songht over 
the whole region up to 40 km. 
In solving this problem, appropriate initial and boundary conditions are required. These 
conditions are supplied in Ref. [10]. However, the precise bottom boundary condition is ~ t  
to determine. To obtain an approximate boundary condition, an artificial layer teehaiqee is
incorporated into the computer model of the GAB-GAM solution. This artificial ayer technique 
intorduces an artificial horizontal bottom boundary below the physical bottom, and assumes 
D' 0 
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Fig. 2. Solution plot. 
Generalized Adams methods for solving underwater wave propagation problems 201 
0 I0 
o 
2~ 
~5o i 
f 
km 
2O 3,0 40 
RANGE (km) 
Fig. 3. A deep-to-shallow water propagation. 
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that the field satisfies a zero boundary condition there. Thus, the vector g(ko, r, z, u) of equation 
(12) become zero. This really makes the GAB--GAM method very efficient since the IK~g/ou)ll is 
zero. As a consequence, a large range step size is allowed by the method. In Fig. 4, the 
predicated propagation loss by the GAB-GAM method is plotted vs range. The dotted line was 
obtained with a normal mode model. The solid line solution produced by the Split-step 
algorithm [10] coincides with the GAB-GAM solution. As pointed in Ref. [10], the normal model 
predicts too high loss beyond the slope; however, these solutions agree well in the mean level. 
CONCLUSIONS 
GAB-GAM methods were originally developed to solve "stiff" systems of ordinary 
differential equations effectively. For nonstiff problems, such as those occurring in underwater 
acoustic wave propagation, special treatment of the boundary isnecessary. For these problems, 
GAB-GAM methods are shown to have some advantages. A class of realistic range-dependent 
ocean acoustic propagation problems can now be solved both accurately and efficiently. The 
treatment of a shallow=to-deep ocean environment can be handled in the same manner. General 
procedures can be developed to handle irregular bottom and arbitrary boundary conditions with 
a bit more effort. 
Among applicable numerical methods for the solution of underwater parabolic wave 
equations, we also investigated explicit and implicit finite-difference schemes as well as 
conventional linear multistep methods. These methods were used to solve the same problem. 
Although these methods produce very accurate results, they require long computation times. If 
the bottom treatment is incorporated into the implicit finite-difference scheme, accurate results 
are obtained significantly faster. This advantage is due to the unconditional stability of the 
method. If conventional Adams methods are used, computation time for propagation over a 
range of two miles is approximately S h. The new techniques described here, reduce the 
required computation time to approximately 5 min, a decrease of a factor of 60. The strong 
stability, improved accuracy and increased speed, make GAB-GAM techniques superior to 
other conventional linear multistep methods for solving underwater acoustic parabolic wave 
equations. 
202 D. LEE and S. PumE~ 
REFERENCES 
I. F. D. Tappm't, The parabolic approxinmfion method. In Lecture Notes in Physics (Edited by J. B. Keller and J. S. 
Papndakis), No. 70. Spr~-Ver~ New York (197"/). 
2. F. D. Tappert and R. H. Hardin, A Fourier perturbation model for the propagation f sound in the deep ocean sound 
channel. Proc. 8th Cong. on Acoustics, London, Vol. 2, p. 452. (1974). 
3. F. R. DiNapoli and R. L. Deavenport, Numerical models of underwater acoustic propasation. In Topics in Current 
Physics (Edited by J. A. DeSanto), Springer-Verlag, Berlin/Heidelberg (1979). 
4. D. Lee and S. Preiser, A class of nonlinear multistep A-stable numerical methods for solviq stiff differential 
equations, Comput. Mat& Applics. 4(1), 43-51 (1958). 
5. S. T. McDuiel, Parabolic approximation for underwater sound propagation. I. Acoust. Soc. Am. gl(6), 1178--1185 
(1975). 
6. W. F. Ames, Numerical Met~ds for Partial DiJerential Equations. Academic Press, New York (1977). 
7. D. Lee, Nonlinear muitistep methods for solving initial value problems in ordinary differential equations, Ph.D. Thesis, 
Polytechnic Iustitu~e of New York (1974). 
8. R. B. L~_,_~r, 1~ L. Deavanport and D. M. Potter, The acoustic .field in a homogeneous wedge as given by the method 
ima~.s. Naval Underwater Systems Center TM No. TAII-88-75 (1975). 
9. D. Lee, Geneml~zed Adams n~hods. Naval Underwater Systems Center TR No. 6011 (1979). 
10. F. B. Jeusen and W. A. Kuperman, Environmental acoustical modelling at SACLANTCEN.  SACLANTCEN Report 
SR-34, SACLANT ASW Research Center, La Spezia, Italy (1979). 
