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SUMMARY 
The r e p o r t  is a n  i n t r o d u c t i o n  t o  a n  i m p o r t a n t  b u t  r e l a t i v e l y  n e g l e c t e d  
a s p e c t  of r e g r e s s i o n  t h e o r y  which d e a l s  w i t h  n e a r  l i n e a r  dependency i n  mea- 
s u r e d  d a t a ,  c a l l e d  c o l l i n e a r i t y .  S e v e r a l  ways f o r  d e t e c t i o n  and  a s s e s s m e n t  o f  
c o l l i n e a r i t y  are d i s c u s s e d .  Because d a t a  c o l l i n e a r i t y  u s u a l l y  r e s u l t s  i n  poor 
least  s q u a r e s  estimates, two e s t i m a t i o n  t e c h n i q u e s  which c a n  l i m i t  a damaging 
e f f e c t  of c o l l i n e a r i t y  are p r e s e n t e d .  These two t e c h n i q u e s ,  t h e  p r i n c i p a l  
components r e g r e s s i o n  and mixed e s t i m a t i o n ,  be long  t o  a class of b i a s e d  e s t i -  
mation t e c h n i q u e s .  
Data c o l l i n e a r i t y  d e t e c t i o n  and a s s e s s m e n t ,  and t h e  two b i a s e d  e s t i m a t i o n  
t e c h n i q u e s  are demons t r a t ed  in two examples u s i n g  f l i g h t  test  d a t a  from longi- 
t u d i n a l  maneuvers of an e x p e r i m e n t a l  a i r c r a f t .  The e igensys t em a n a l y s i s  a n d  
parameter v a r i a n c e  decompos i t ion  appea red  t o  be a p romis ing  tool f o r  c o l l i n -  
e a r i t y  e v a l u a t i o n .  The b i a s e d  e s t i m a t o r s  had f a r  b e t t e r  a c c u r a c y  than  t h e  
r e s u l t s  from t h e  o r d i n a r y  least  s q u a r e s  t e c h n i q u e .  
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SYMBOLS AND ABBREVIATIONS 
matrix o f  known c o n s t a n t s  A 
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a c c e l e r a t i o n  due t o  g r a v i t y ,  mlsec 2 
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MSE ( 0 )  mean s q u a r e  e r r o r  
mass, kg m 
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number of r e g r e s s o r s  
number of  p r i o r  r e s t r i c t i o n s  on e l emen t s  of  0 
n 
P 
p i t c h  r a t e ,  r a d l s e c  or d e g / s e c  
dynamic pressure, pV / 2  , Pa 
squa red  m u l t i p l e  c o r r e r l a t i o n  c o e f f i c i e n t  
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s q u a r e d  m u l t i p l e  c o r r e l a t i o n  c o e f f i c i e n t  of x j  r e g r e s s e d  on 
t h e  remain ing  r e g r e s s o r s  
r a n k  o f  X m a t r i x  
wing area 
s q u a r e  r o o t  of sum of squared  d i f f e r e n c e s  x 
n - r  
- 
j i  - x j  
s t a n d a r d  e r r o r  
m a t r i x  of e i g e n v e c t o r s  
t i m e ,  sec 
j t h  column of T m a t r i x  
o r t h o g o n a l  m a t r i x  
a i r s p e e d ,  m/sec 
v a r i a n c e  i n f l a t i o n  f a c t o r  
w e i g h t i n g  m a t r i x  
m a t r i x  of  r e g r e s s o r s  and ones  
r e g r e s s o r  
v e c t o r  of  dependent  v a r i a b l e s  
dependent  v a r i a b l e  
m a t r i x  of o r t h o g o n a l  r e g r e s s o r s  
a n g l e  of a t t a c k ,  rad  o r  deg 
pa rame te r s  i n  model w i t h  o r t h o g o n a l  r e g r e s s o r s  
c a n a r d ,  f l a p e r o n s ,  and s t r a k e  d e f l e c t i o n  r e s p e c t i v e l y ,  rad  
o r  deg 
v e c t o r  of measurement n o i s e  
random v e c t o r  
c o n d i t i o n  index  
v e c t o r  of unknown parameters ( r e g r e s s i o n  c o e f f i c i e n t s )  
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INTRODUCTION 
Recen t ly ,  t h e  i n t r o d u c t i o n  of h i g h l y  maneuverable  and o f t e n  i n h e r e n t l y  
u n s t a b l e  a i r c r a f t  h a s  been p r e s e n t i n g  new c h a l l e n g e s  t o  a i r c r a f t  i d e n t i f i -  
c a t i o n  and  pa rame te r  e s t i m a t i o n .  These new a i r c r a f t  may have  more c o n t r o l  
s u r f a c e s  t h a n  c o n v e n t i o n a l  a i r c r a f t  which are moved through a f l i g h t  c o n t r o l  
system. 
t i o n s  of v a r i o u s  s u r f a c e s  and a t  t h e  same t i m e  can  p r e c l u d e  maneuvers s u i t a b l e  
f o r  sys t em i d e n t i f i c a t i o n .  These c h a r a c t e r i s t i c s  can  be r e f l e c t e d  i n  a n  
i n a b i l i t y  t o  estimate t h e  e f f e c t i v e n e s s  of i n d i v i d u a l  c o n t r o l  s u r f a c e s  and t o  
o b t a i n  a c c u r a t e  estimates of t h e  remain ing  parameters .  One of t h e  r e a s o n s  f o r  
t h e s e  problems is r e l a t e d  t o  t h e  n e a r  l i n e a r  r e l a t i o n s h i p  among s e v e r a l  v a r i -  
a b l e s  e n t e r i n g  model f o r  v a r i o u s  pa rame te r  e s t i m a t i o n  t echn iques .  
Such a sys t em c a n  i n t r o d u c e  a c l o s e  r e l a t i o n s h i p  between t h e  d e f l e c -  
Near l i n e a r  dependency among v a r i a b l e s  i n  l i n e a r  r e g r e s s i o n ,  of t e n  c a l l e d  
c o l l i n e a r i t y ,  h a s  been s t u d i e d  by many s t a t i s t i c i a n s .  An i n t r o d u c t i o n  t o  t h e  
problem of c o l l i n e a r i t y  is p r e s e n t e d  i n  r e f .  1. The purpose of t h i s  r e p o r t  is 
t o  b r i e f l y  d i s c u s s  t h e  c o l l i n e a r i t y  i n  a g e n e r a l  model f o r  l i n e a r  r e g r e s s i o n ,  
d e t e c t i o n  of c o l l i n e a r i t y  and i t s  remedy. Two m t h o d s  of d e a l i n g  w i t h  c o l l i -  
n e a r  d a t a ,  t h e  p r i n c i p a l  components r e g r e s s i o n  and mixed e s t i m a t i o n ,  are 
p resen ted .  They are based on an  e x t e n s i o n  of t h e  o r d i n a r y  least  s q u a r e s  
t echn ique .  The r e p o r t  is concluded  by two examples  w i t h  real f l i g h t  d a t a .  I n  
t h e s e  examples t h e  d e t e c t i o n  of c o l l i n e a r i t y  and a p p l i c a t i o n  of e s t i m a t i o n  
t e c h n i q u e s  d e s c r i b e d  i s  demonst ra ted .  
1 
COLLINEARITY 
The l i n e a r  r e g r e s s i o n  model can  be  f o r m u l a t e d  as 
y = O o + O x  + *  1 1  . + Qnxn 
where xj, j = 1, 2, . ., n,  are t h e  r e g r e s s o r s ,  y i s  a dependent  v a r i a b l e  
and eo, 01, . . ., 0 
v a l u e s  i n t o  (1) t h e  r e g r e s s i o n  e q u a t i o n  h a s  t h e  form 
are t h e  unknown pa rame te r s .  A f t e r  s u b s t i t u t i n g  measured n 
Y = X O + E :  ( 2  1 
where Y is a n  ( N  x 1) and 0 is  (n + 1 x 1) v e c t o r ,  E: is an (N x 1) v e c t o r  of 
measurement n o i s e  and X i s  t h e  (N x n + 1) m a t r i x  o f  r e g r e s s o r s  and o n e s  
X =  
1 x1 1 x21 X n l  
x 1 2  x22 5 2  . . . . . . . . . . . 
XIN X2N XnN 
w i t h  N i n d i c a t i n g  t h e  number of  d a t a  p o i n t s .  
unknown pa rame te r s  are o b t a i n e d  from 
The least  s q u a r e s  estimates o f  
-' T - = (XTX ) x Y OLS ( 3 )  
For f u r t h e r  d i s c u s s i o n  and a n a l y s i s  i t  w i l l  be more conven ien t  t o  d e a l  
w i t h  r e g r e s s o r  v a r i a b l e s  which have been s t a n d a r d i z e d  ( c e n t e r e d  and  s c a l e d  t o  
u n i t  l e n g t h ) ,  see Appendix A. There,  t h e  matr ix  X*TX* i s  t h e  (n x n )  mat r ix  
m a t r i x  of c o r r e l a t i o n s  because  t h e  o f f - d i a g o n a l  e l e m e n t s  of  t h i s  m a t r i x  are  
q u i t e  o f t e n  r e f e r r e d  t o  as c o r r e l a t i o n  c o e f f i c i e n t s ,  a l t h o u g h  t h e  r e g r e s s o r s  
are n o t  n e c e s s a r i l y  random v a r i a b l e s .  
-0lumns of t h e  X* m a t r i x  w i t h  c e n t e r e d  and scaled r e g r e s s o r s ,  t h e  m a t r i x  X* 
can be e x p r e s s e d  as 
Denot ing X*j ,  j = 1, 2, . . . , n ,  as t h e  
x* = [x*p x*2, 0 . 0 ,  X*,I ( 4 )  
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T I f  X*TX* = 0, j * k, the regressors are o r t h o g o n a l  and t h e  X* X* matrix is a 
j k  
d i a g o n a l  matrix. The v e c t o r s  X*l, X*2, ., X*, are c a l l e d  l i n e a r l y  depen- 
d e n t  i f  t h e r e  is a se t  of c o n s t a n t s ,  kj, n o t  a l l  z e r o ,  such  t h a t  
n 
C kjX*j = 0 
j=1 
( 5 )  
-1 T Then, t h e  rank of X*TX* is less than  n and (X* X*) does not  e x i s t .  
I n  many p r a c t i c a l  a p p l i c a t i o n s  of l i n e a r  r e g r e s s i o n  eq. ( 5 )  is o n l y  
approx ima te ly  t r u e .  Th i s  i n d i c a t e s  n e a r  l i n e a r  dependency i n  X* and t h e  
problem of c o l l i n e a r i t y  ex is t s .  I n  such  case X*TX* i s  c a l l e d  ill c o n d i t i o n e d .  
Because of t h a t  c o l l i n e a r i t y  can cause  computa t iona l  problems and reduce  t h e  
accu racy  of estimates. Thus i n  t h e  c o n t e x t  of l i n e a r  r e g r e s s i o n ,  c o l l i n e a r i t y  
i s  a d a t a  problem, not  a s t a t i s t i c a l  phenomenon. 
The re  are a t  least  t h r e e  d i f f e r e n t  s o u r c e s  of c o l l i n e a r i t y ,  namely,  
a )  d e s i g n  of a n  exper iment ,  
b )  c o n s t r a i n t s  i n  t h e  d a t a ,  
c )  model s p e c i f i c a t i o n .  
I f  t h e  model is des igned  i n  such a way t h a t  t h e  r e s u l t i n g  d a t a  is s p e c i -  
f i e d  mos t ly  on a subspace  of t h e  r e g i o n  d e f i n e d  approx ima te ly  by (5), t h e n  
c o l l i n e a r i t y  might occur .  Th i s  t ype  of problem can ar ise  d u r i n g  t h e  tes t  of a 
dynamical  s y s t e m  where one or more v a r i a b l e s  r e p r e s e n t i n g  r e g r e s s o r s  i n  (1) 
were not s u f f i c i e n t l y  e x c i t e d .  The c o n s t r a i n t s  i n  t h e  d a t a  could  be caused by 
a n  i n h e r e n t  p r o p e r t y  of t h e  sys t em under  test. F o r  example,  a n  a i rc raf t  
s t a b i l i t y  augmenta t ion  sys tem can d e f l e c t  v a r i o u s  c o n t r o l  s u r f a c e s  i n  c o n c e r t  
t h u s  c a u s i n g  n e a r  l i n e a r  dependence among t h e i r  d e f l e c t i o n s .  F i n a l l y ,  t o  
a v o i d  c o l l i n e a r i t y ,  a s p e c i f i e d  model shou ld  not  be over  pa rame te r i zed .  Fo r  
example,  i t  s h o u l d  n o t  i n c l u d e  n o n l i n e a r  terms, such  as x l ,  o r  ~ 1 x 2 ,  i f  XI is 
small. 
2 
The p resence  of c o l l i n e a r i t y  u s u a l l y  r e s u l t s  i n  v a r i o u s  unwanted proper -  
t ies of t h e  least  squares estimates of unknown pa rame te r s .  Two of them, 
i l l u s t r a t e d  i n  ref. 1 ,  i n c l u d e  t o o  l a r g e  a b s o l u t e  va lues  f o r  parameter  esti-  
mates and t h e i r  l a r g e  v a r i a n c e s  and  c o v a r i a n c e s .  
3 
DETECTION AND ASSESSMENT OF COLLINEARITY 
Many p rocedures  have  been employed t o  d e t e c t  c o l l i n e a r i t y .  They are  
d i s c u s s e d  in r e f .  1 and r e f .  2.  I n  t h i s  r e p o r t  only t h r e e  of them w i l l  be 
c o n s i d e r e d  and t h e i r  u s e  later demonst ra ted  i n  examples.  These p r o c e d u r e s  
are : 
1. Examinat ion of t h e  c o r r e l a t i o n  m a t r i x  and i t s  inve r se .  
T h i s  i s  t h e  s i m p l e s t  and more s t r a i g h t  forward  procedure .  High c o r r e l a -  
t i o n  c o e f f i c i e n t  between two r e g r e s s o r s  can p o i n t  t o  a p o s s i b l e  c o l l i n e a r i t y  
problem. The absence  of h i g h  c o r r e l a t i o n ,  however,  cannot  be viewed as 
ev idence  of no problem. The c o r r e l a t i o n  m a t r i x  is unable  t o  r e v e a l  t h e  pre-  
s e n c e  of s e v e r a l  c o e x i s t i n g  n e a r  dependencies  among t h e  r e g r e s s o r s ,  as  demon- 
s t r a t e d  i n  r e f .  1. Because of t h e  shor tcoming mentioned i n  regard  t o  t h e  use  
of X*TX* as a d i a g n o s t i c  measure of c o l l i n e a r i t y ,  t h e  u s e f u l n e s s  of i t s  
T 
i n v e r s e  is a l s o  l i m i t e d .  The d i a g o n a l  e lements  (X* X*T1 are o f t e n  c a l l e d  t h e  
v a r i a n c e  i n f l a t i o n  f a c t o r s ,  VIFj, and they  can  be e x p r e s s e d  a s  
w h e r e  R 2  is t h e  squa red  m l t i p l e  c o r r e l a t i o n  c o e f f i c i e n t  of x 
t h e  remain ing  r e g r e s s o r s  ( s e e  r e f .  1 and Appendix B f o r  t h e  development of 
R2). 
j t h  parameter  v a r i a n c e  u ( 0 . ) .  A s  shown i n  ref. 3 
r e g r e s s e d  on j j 
The term " v a r i a n c e  i n f l a t i o n  f a c t o r "  re f lec ts  i t s  r e l a t i o n s h i p  w i t h  t h e  
2 
J 
2 
VIF 2 U u ( 0 . )  = 
J X? X? 
J J  
( 7 )  
The d i a g n o s t i c  va lue  of VIF f o l l o w s  from e x p r e s s i o n  ( 6 ) .  Large va lue  of VIF 
i n d i c a t e s  a n  R .  n e a r  u n i t y  and hence  p o i n t s  t o  c o l l i n e a r i t y .  The weakness of 
t h i s  d i a g n o s t i c  measure is i n  i ts  i n a b i l i t y  t o  d i s t i n g u i s h  among s e v e r a l  
c o e x i s t i n g  n e a r  dependenc ie s  and i n  i t s  l a c k  of meaningfu l1  boundar i e s  f o r  
v a l u e s  of VIF.  
2 
J 
2.  Eigensystem Ana lys i s  and S i n g u l a r  Value Decomposition 
T The matrix X X can  be decomposed as 
(8) T XTX = TAT 
where A is a n  (n  x n )  d i a g o n a l  m a t r i x  whose d i a g o n a l  e lements  are t h e  e igen -  
v a l u e s  X j = 1, 2, . . ., n, of X X ,  and T i s  an  (n x n )  o r t h o g o n a l  m a t r i x  T 
j' 
4 
T whose columns are t h e  e i g e n v s c t o t P  of X X. The e i g e n v a l u e s  c l o s e  t o  z e r o  
i n d i c a t e  n e a r  l i n e a r  dependency i n  the d a t a .  The e l e m e n t s  of  
i n g  e i g e n v e c t o r s  could  r e v e a l  t h e  n a t u r e  of t h i s  dependency. 
t h e r e f o r e ,  i n d i c a t e d  by t h e  p r e s e n c e  of a "small" e i g e n v a l u e .  
t h e r e  is no s p e c i f i c a t i o n  what "small" is. I n  o r d e r  t o  avo id  
some a u t h o r s  are u s i n g  t h e  c o n d i t i o n  number of  XTX d e f i n e d  as 
, j = 1, 2,  . ., n ?uax 
K j  =7
Then, t hey  c o n s i d e r  t h e  c o n d i t i o n  number exceeding  1000 as an  
s e v e r e  c o l l i n e a r i t y  (see r e f .  1). 
I n  r e f .  2 a n  approach  u s i n g  s i n g u l a r - v a l u e  decomposi t ion  
t h e  co r re spond-  
C o l l i n e a r i t y  is, 
U n f o r t u n a t e l y  
t h i s  problem 
( 9 )  
i n d i c a t i o n  of 
f o r  d i agnos ing  
c o l l i n e a r i t y  is recommended. It is based  on t h e  decomposi t ion  of  matrix X as 
x = U D T ~  (10) 
where U is a (N x n )  m a t r i x  and UTU = TTT - I. 
d i a g o n a l  m a t r i x  wi th  nonnegat ive  d i a g o n a l  e l emen t s  p j = 1, 2,  . . ., n,  
which are c a l l e d  t h e  s i n g u l a r  v a l u e s  of X. 
( S V D )  is c l o s e l y  r e l a t e d  t o  t h e  concept  of e n i g e n v a l u e s  and e i g e n v e c t o r s ,  
s i n c e  from (8) and (10) 
The matr ix  D is a n  ( n  x n )  
j '  
The s i n g u l a r - v a l u e  decomposi t ion  
(11) 
T XTX = T D ~ T ~  = TAT 
T The d i a g o n a l  e l emen t s  of D2 are t h e r e f o r e  t h e  e i g e n v a l u e s  of X X and t h e  
T columns of U are t h e  e i g e n v e c t o r s  of X X a s s o c i a t e d  w i t h  i ts  n nonzero  e i g e n -  
v a l u e s .  The degree  of ill c o n d i t i o n i n g  depends on how small t h e  s i n g u l a r  
v a l u e  is  r e l a t i v e  t o  t h e  maximum s i n g u l a r  v a l u e .  I n  t h i s  c o n n e c t i o n  a condi -  
t i o n  index  of t h e  m a t r i x  X i s  proposed as 
J 
It is f u r t h e r  sugges t ed  t o  c o n s i d e r  n from 30 t o  100 as  an  ev idence  of moder- 
a t e l y  t o  s t r o n g l y  c o l l i n e a r  d a t a .  j 
The S V D  of the  m a t r i x  X p r o v i d e s  similar i n f o r m a t i o n  t o  t h a t  g iven  by t h e  
e igensys t em of XTX. 
namely because  of g r e a t e r  numer ica l  s t a b i l i t y  of i t s  computing i n  comparison 
t o  t h a t  of t h e  e igensys t em of XTX. 
ill c o n d i t i o n e d .  
The u s e  of S V D  is ,  however,  p r e f e r r e d  by many a u t h o r s  
T h i s  may be e s p e c i a l l y  t r u e  when X X i s  T 
5 
3. Parameter  Var iance  Decomposi t ion 
The parameter  v a r i a n c e  decomposi t ion  approach  f o r  d e t e c t i n g  c o l l i n e a r i t y  
was proposed i n  r e f .  2. It f o l l o w s  from t h e  c o v a r i a n c e  matrix of  pa rame te r  
estimates 8 which is o b t a i n e d  as 
A 
2 T  -1 T Cov (i) = u ( X  X)" = o2 Th T 
The v a r i a n c e  of  e a c h  pa rame te r  is e q u a l  t o  
3 3 
n tL 
j k  E -  x 2 
2 n tL  
k = l  j 
2 
k=l 9 
Eq. ( 1 4 )  j' 
where t j k  a re  t h e  e l e m e n t s  of  e i g e n v e c t o r  t j  a s s o c - a t e d  w i t h  
decomposes t h e  v a r i a n c e  of e a c h  parameter i n t o  a sum of components,  e a c h  
c o r r e s p o n d i n g  t o  one and o n l y  one of t h e  n s i n g u l a r  v a l u e s  11 I n  (14)  t h e  
s i n g u l a r  v a l u e s  a p p e a r  i n  denominator ,  s o  one o r  more small s ingu . l a r  v a l u e s  
c a n  s u b s t a n t i a l l y  i n c r e a s e  t h e  v a r i a n c e  of 3 This means t h a t  a n  u n u s u a l l y  
h i g h  p r o p o r t i o n  of  t h e  v a r i a n c e  of  two o r  more c o e f f i c i e n t s  for t h e  same small 
s i n g u l a r  v a l u e  can p rov ide  ev idence  t h a t  t h e  co r re spond ing  n e a r  dependency is 
c a u s i n g  problems.  I n t r o d u c i n g  
j '  
j '  
n 2 t .. 
t h e  j , k  var iance-decomposi t ion  p r o p o r t i o n  a s  t h e  p r o p o r t i o n  of  t h e  v a r i a n c e  o f  
t h e  j t h  r e g r e s s i o n  c o e E f i c i e n t  a s s o c i a t e d  w i t h  t h e  k t h  components of i t s  
decomposi t ion  i n  ( 1 4 )  i s  g i v e n  a s  
S i n c e  two or more r e g r e s s o r s  are r e q u i r e d  t o  create nea r  dependency, t hen  two 
o r  more v a r i a n c e s  w i l l  be a d v e r s e l y  a f f e c t e d  by h igh  var iance-decomposi t ion  
r 7 p o r t i o n s  a s s o c i a t e d  w i t h  a s i n g l e  s i n g u l a r  va lue .  Variance-decomposi t ion 
p r o p o r t i o n s  g r e a t e r  t h a n  0.5 are  recommended i n  r e f .  2 as a gu idance  f o r  
p o s s i b l e  c o l l i n e a r i t y  problems. It is a l s o  sugges t ed  t h a t  t h e  columns of X 
shou ld  be s c a l e d  t o  u n i t  l e n g t h  b u t  n o t  c e n t e r e d .  Thus t h e  r o l e  of  t h e  b i a s  
term i n  n e a r - l i n e a r  dependencies  can be d iagnosed .  
6 
SENSITIVITY ANALYSIS 
As w a s  ment ioned earlier,  t h e  d e s i g n  of a n  expe r imen t  and c o n s t r a i n t  i n  
t h e  data can  c o n t r i b u t e  t o  d a t a  c o l l i n e a r i t y .  Both of t h e s e  phenomena may 
a l s o  I n f l u e n c e  pa rame te r  i d e n t i f i a b i l i t y  r e s u l t i n g  i n  l i m i t e d  a c c u r a c y  of 
t h e i r  estimates. One of t h e  p o s s i b l e  ways t o  assess parameter  I d e n t i f i a b i l i t y  
is based  on t h e  s e n s i t i v i t y  a n a l y s i s .  For  t h e  r e g r e s s i o n  model 
Y - X o + E  (2) 
j ' 
t h e  s e n s i t i v i t y  of t h e  dependent  v a r i a b l e s  t o  t h e  changes i n  parameter  0 
keep ing  t h e  remain ing  parameters f i x e d ,  is g i v e n  as 
Then, t h e  measure of s e n s i t i v i t y  f o r  t h e  parameter 0 can  be d e f i n e d  as 
j 
For  pract ical  computing of t h e  s e n s i t i v i t i e s  t h e  v a l u e s  of pa rame te r s  i n  
t h e  r e g r e s s i o n  model mus t  be known. Because t h e  parameter v a l u e s  are t h e  
s u b j e c t  of e s t i m a t i o n ,  t h e  q u e s t i o n  can a r i s e  what v a l u e s  f o r  0 shou ld  be 
used  i n  computing 5 The least  s q u a r e s  e s t i m a t e s  u s i n g  d a t a  w i t h  s t r o n g  
c o l l i n e a r i t y  and /o r  low parameter s e n s i t i v i t y  could  be h i g h l y  u n s t a b l e  t h u s  
c a u s i n g  d i s t o r t i o n s  i n  t h e  computed v a l u e s  of 5 In t h e s e  cases more s t a b l e  
estimates o r  p r i o r i  v a l u e s  f o r  pa rame te r s  shou ld  be used .  
j 
j' 
j' 
BIASED ESTIMATION TECHNIQUES 
There  are s e v e r a l  ways on how t o  d e a l  w i t h  t h e  problem of c o l l i n e a r i t y .  
They i n c l u d e  a c o l l e c t i o n  of a d d i t i o n a l  d a t a ,  r e d e s i g n  of an  expe r imen t ,  model 
r e s p e c i f i c a t i o n ,  and use  of d i f f e r e n t  e s t i m a t i o n  t e c h n i q u e s  from t h e  o r d i n a r y  
least  s q u a r e s  procedure .  Th i s  r e p o r t  w i l l  a d d r e s s  on ly  t h e  l a s t  p o s s i b i l i t y  
ment ioned.  
As d i s c u s s e d  p r e v i o u s l y ,  t h e  a p p l i c a t i o n  of t h e  o r d i n a r y  least  s q u a r e s  
t e c h n i q u e  t o  t h e  se t  o f  d a t a  w i t h  c o l l i n e a r i t y  problems can resu l t  i n  l a r g e  
e s t i m a t e d  v a l u e s  f o r  pa rame te r s  and l a r g e  v a l u e s  f o r  t h e i r  c o v a r i a n c e s .  The 
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least s q u a r e s  t echn ique  p r o v i d e s  a n  unb iased  l i n e a r  e s t i m a t o r  which,  a c c o r d i n g  
t o  Gauss-Markoff theorem (see f o r  example r e f .  41, h a s  minimum v a r i a n c e  i n  t h e  
class of unb ia sed  l i n e a r  e s t i m a t o r s .  There is no g u a r a n t e e ,  however, t h a t  
t h i s  v a r i a n c e  w i l l  be small. 
r e s u l t  of least s q u a r e s  t e c h n i q u e ) ,  t h e  o t h e r ,  6,  i s  b i a s e d  ( o b t a i n e d  by a 
b i a s e d  e s t i m a t i o n  t e c h n i q u e ) .  
i n d i c a t i n g  a l a r g e  c o n f i d e n c e  i n t e r v a l  on 0 and u n s t a b l e  p o i n t  estimate 
I n  t h e  second case t h e  estimate 0 is  s u b j e c t e d  t o  b i a s  e r r o r ,  E (0 )  - 0 , b u t  
~ F i g u r e  1 i l l u s t r a t $ s  a s i t u a t i o n  of two d i s t r i -  
I b u t i o n s  of a parameter estimate. One estimate, 0 ,  is unb iased  (a  p o s s i b l e  
I 
I n  t h e  f i r s t  case t h e  v a r i a n c e  of 6 is  l a r g e ,  
A 
0. 
~ 
. - 
I much smaller v a r i a n c e .  The r e s u l t i n g  mean s q u a r e  e r r o r  of t h e  e s t i m a t o r  6 is 
A 
It is  p o s s i b l e  t h a t  f o r  small b i a s  e r r o r  t h e  MSE ( 0 )  cou ld  be smaller t h a n  t h e  
v a r i a n c e  of t h e  least  s q u a r e s  e s t i m a t o r  u (0).  T h i s  p o s s i b i l i t y  h a s  i n s p i r e d  
a development of v a r i o u s  b i a s e d  e s t i m a t i o n  t echn iques .  Two of them, t h e  
p r i n c i p a l  components r e g r e s s i o n  and mixed e s t i m a t i o n ,  w i l l  be d e s c r i b e d  and 
a p p l i e d  t o  e x p e r i m e n t a l  d a t a .  
2 -  
PRINCIPAL COMPONENTS REGRESSION 
The development of p r i n c i p a l  components e s t i m a t o r  s tar ts  by t r a n s f o r m i n g  
t h e  o r i g i n a l  r e g r e s s o r s  x j = 1, 2 ,  . . ., n t o  t h e  space of o r t h o g o n a l  
r e g r e s s o r  z T h i s  t r a n s f o r m a t i o n  is accompl ished  by i n t r o d u c i n g  
j* 
j*  
Z = XT (19) 
and 
0 = Ty 
whe re 
TTXTXT = A and TTT = TTT = I 
8 
Using (19) and (20)  t h e  r e g r e s s i o n  model (2)  becomes 
Y = Z y + e  
w i t h  t h e  LS e s t i m a t o r  of y as  
A -1 T y = h  Z Y  
The columns of Z which d e f i n e  a new set  of o r thogona l  r e g r e s s o r s  are r e f e r r e d  
t o  as p r i n c i p a l  components. 
To o b t a i n  p r i n c i p a l  components e s t i m a t o r  t h e  r e g r e s s o r s  i n  (21 )  are 
a r r a n g e d  i n  o r d e r  of d e c r e a s i n g  e i g e n v a l u e s  
> ‘n A1’ A 2 >  0 . 
Then, t h e  p r i n c i p a l  component e s t i m a t o r  is g iven  by a v e c t o r  where t h e  f i r s t  r 
A 
components a g r e e  w i t h  y and remain ing  s = n - r components a re  z e r o  
(23 )  
The LS estimates i n  (22)  can  a l s o  be o b t a i n e d  as 
A -1 
yj = A j  
where t is t h e  jt 
j 
t . X  T T  Y, j = 1,  2,  
J 
. ., n 
column of t h e  e genvec to r  mat r -x  T. By comparing (23 )  and 
( 2 4 )  i t  f o l l o w s  t h a t  t h e  estimates ypc are  o b t a i n e d  by s e t t i n g  s = n - r small 
e i g e n v a l u e s  t o  z e r o  which is e q u i v a l e n t  t o  assuming t h a t  t h e  m a t r i x  X has  rank 
r < n. 
The p r i n c i p a l  components estimates of parameters  a s s o c i a t e d  wi th  t h e  
o r i g i n a l  r e g r e s s o r s  x are  o b t a i n e d  from (20) and (23 )  as j 
9 
I n  o r d e r  t o  f i n d  t h e  e x p r e s s i o n  f o r  t h e  b i a s  i n  p r i n c i p a l  components estimates 
and v a r i a n c e  of t h e s e  estimates t h e  e i g e n v l a u e  and e i g e n v e c t o r  matrices are 
p a r t i t i o n e d  as 
T = [Tr T s l  
where A r  and A s  are d i a g o n a l  matrices c o n t a i n i n g  t h e  e i g e n v a l u e s  a s s o c i a t e d  
w i t h  t h e  r e t a i n e d  and e l i m i n a t e d  p r i n c i p a l  components r e s p e c t i v e l y .  For  t h e  
e i g e n v e c t o r s ,  Tr  and Ts a re  s i m i l a r l y  p a r t i t i o n e d .  The LS e s t i m a t o r  of t h e  
parameters y t h a t  are r e t a i n e d  is 
A T T  
= A T X Y  'r r r  
The expec ted  v a l u e  of t h e  PC e s t i m a t o r  is 
TTT = I = T T~ + T T~ r r  s s  S i n c e  
,., T E (opt) = [I - T T 1 0 
s s  
Thus t h e  PC estimates of t h e  n pa rame te r s  0 are b ia sed  by t h e  q u a n t i t y  Tsyse 
2 
Assuming t h a t  E h a s  z e r o  mean and v a r i a n c e  u I ,  t h e  c o v a r i a n c e  m a t r i x  of 
t h e  LS estimates of 0 is  g i v e n  as 
2 -1 T 
Cov (G) = u (XTX)-' = u2 TA T 
-1 T -1 T 
T + T A sTs)  2 r S = u (TrAr 
10 
The form of t h e  c o v a r i a n c e  m a t r i x  f o r  t h e  PC estimates of 0 f o l l o w s  from ( 1 3 ) ,  
( 1 4 )  and ( 2 7 )  a s  
2 r  -1 T 
J J j  
+ a  c X . t . t  
is1 
The comparlson of (2i) and (29) r e v e a l s  t h a t  t h e  e l i m i n a t i o n  of; p r i n c i p a l  
components w i l l  r e s u l t  i n  a d e c r e a s e  i n  t h e  v a r i a n c e  of p a r a m e t e r s  Opt. 
-1 T 
d i a g o n a l  e l e m e n t s  of t h e  m a t r i x  T A T are  we igh ted  sums of t h e  i n v e r s e  of 
t h e  e i g e n v a l u e s  a s s o c i a t e d  w i t h  t h e  e l i m i n a t e d  p r i n c i p a l  components. If t h e s e  
e i g e n v a l u e s  a re  small a s u b s t a n t i a l  r e d u c t i o n  i n  t h e  v a r i a n c e  of t h e  PC esti- 
mates can  be expec ted .  
The 
s s  s 
In p r a c t i c a l  a p p l i c a t i o n  of t h e  PC r e g r e s s i o n  t h e  problem of how many or 
i f  any  p r i n c i p a l  components s h o u l d  be e l i m i n a t e d  may arise.  The answer  t o  
t h i s  problem could come from t h e  d i a g n o s t i c  w a s u r e s  d i s c u s s e d  and from 
commonly used  least  s q u a r e s  c r i t e r i a  as s2 ,  R R e f e r e n c e  5 p r e -  
s e n t s  t h e  way f o r  f i n d i n g  a n  o p t i m a l  v a l u e  of r based on t h e  min imiza t ion  of 
t h e  c r i t e r i o n  
2 and  o t h e r s .  
I n  t h e  same r e f e r e n c e  i t  is a l s o  p o i n t e d  o u t  t h a t  t h e  assumpt ion  of an  
t n t e g r a l  rank  €or  X c a n  be too  res t r ic t ive .  A p o s s i b l e  improvement t o  t h e  
p r i n c i p a l  components estimator, known as t h e  f r a c t i o n a l  rank estimator, is 
Lntroduced. I f  t h e  rank  of  X l i e s  i n  t h e  i n t e r v a l  ( r ,  r + I ) ,  t h e  f r a c t i o n a l  
rank est imator  is g iven  as 
where t h e  c r t t e r i o n  € o r  c h o o s i n g  c is g iven .  
The second problem w i t h  t h e  PC r e g r e s s i o n  can  be r e l a t e d  t o  t h e  formu- 
l a t i o n  of r e g r e s s o r s  i n  e q u a t i o n  ( 2 ) .  I n  numer i ca l  computa t ion  t h e  measured 
d a t a  can e n t e r  t h e  a n a l y s i s  i n  v a r i o u s  forms. Probably  t h e  s i m p l e s t  approach  
would be t o  u s e  r e g r e s s o r s  i n  t h e i r  o r i g i n a l  form. I f  t h e  s c a l e d  r e g r e s s o r s  
t o  t h e i r  u n i t  l e n g t h  are p r e f e r r e d ,  d i f f e r e n t  p r i n c i p a l  components w i l l  be 
o b t a i n e d .  The u s e  of s t a n d a r d i z e d  regressors w i l l  r e s u l t  i n  X X b e i n g  a 
m a t r i x  of c o r r e l a t i o n s  and t h e  p r i n c i p a l  components w i l l  be changed aga in .  
T h i s  dependence of  PC estimates on  t h e  form of regressors is o b v i o u s l y  a 
weakness of t h i s  e s t i m a t i o n  t echn ique .  
T 
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M I X E D  ESTIMATION 
The mixed e s t i m a t i o n  was developed  as  a Bayes- l ike  t e c h n i q u e  by augment- 
ing  t h e  meastired d a t a  by p r i o r  i n fo rma t ion .  For t h e  I . inear  model 
Y = X') -t E ( 2 )  
2 2 w i t h  E(*:) and E ( E  ) = n I 
i t  is assumed t h a t  p < n p r i o r  r e s t r i c t i o n s  on t h e  e l emen t s  of 0 are ava i l -  
a b l e .  These  r e s t r i c t i o n s  a re  fo rmula t ed  a s  
In  (30) A is R m a t r i x  of each  p < n which i n c l u d e s  known c o n s t a n t s ,  a is a 
p-vector  of v a l u e s  which can  be s p e c i f i e d ,  and 5 i s  a random v e c t o r  w i t h  
2 2 E(<) = 0 ,  E(<€) = 0 and  E(< ) = u W 
v a l u e  W is  a known w e i g h t i n g  m a t r i x .  
Combining ( 2 )  and (30) t h e  mixed model i s  g i v e n  as  
J:or known (r2 t h e  a p p l i c a t i o n  of l eas t  s q u a r e s  t o  (31) r e s u l t s  i n  mixed 
e6t Imat t o n  
,. T -1 T -1 
= (xTx + A w A)-' (xTy + A w a )  'ME 
I n t r o d u c i n g  the augmented v a r i a b l e s  Y a ,  X,, and E 
w r i t t e n  as 
t h e  mixed model can  be a l s o  a 
Ya = xa o +  E 
a ( 3 3 )  
where,  E ( c a )  = 0 and E (E:) = 0' [ h  i] (7 2 wa 
1 2  
Then, t h e  mixed es t imator  c a n  be e x p r e s s e d  i n  t h e  form 
n T -1 1 T -1 = ( X W  x ) -  x w  Y 
()ME a a  a a a  a ( 3 4  1 
A 
I t  f o l l o w s  from t h e  Gauss-MarkofF theorem t h a t  !IME g iven  by ( 3 4 )  or (32) is an 
o p t i m a l  unb ia sed  l i n e a r  estimator of 'J. 
I n  real  a p p l i c a t i o n  of t h e  mixed e s t i m a t i o n  t h e  a p r i o r i  i n f o r m a t i o n  is 
u s i i a l l y  n o t  known e x a c t l y .  I n  t h i s  case 
where b f 0 i s  a n  unknown vec to r .  The mixed es t imator  c o r r e s p o n d i n g  t o  t h e  
c o n d i t i o n  g iven  by ( 3 5 )  w i l l  be c a l l e d  OME. 
.-. 
The expec ted  v a l u e  of %E is 
o b t a i n e d  by s u b s t i t u t i n g  ( 2 )  and ( 3 5 )  i n t o  ( 3 2 )  
-1 T -1 + M-'ATW-'b + M A W I;] 
= I )  + M-'ATW-'b 
where M = XTX + ATw-~A. 
- 
The estimate I-) I s  t h e r e f o r e  b i a s e d  by t h e  q u a n t i t y  M -1 A T W -1 b. ME 
The c o v a r i a n c e  m a t r i x  of t h e  mixed estimator is 
'I'he d i f f e r e n c e  between t h e  c o v a r i a n c e  of t h e  LS and FE Is g i v e n  as 
( 3 7 )  
- 
S i n c e  C0v-l (GMF;) - Cov-' (F,) = 02(ATW-lA) z 0, t h e  r i g h t  s i d e  of (39) is a 
nonnega t ive  d e € i n i t e  ma t r ix .  This means t h a t  t h e  a d d i t i o n  OF t h e  p r i o r i  
i n f o r m a t i o n  t o  t h e  o r d i n a r y  r e g r e s s i o n  w i l l  r e s u l t  i n  r e d u c t i o n  of v a r i a n c e  of  
t h e  LS estimates. 
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The  r e s t r i c t i o n s  on  pa rame te r s  g lven  by (30) can t a k e  s e v e r a l  forms. The 
tnos t common are : 
a separate estimate of all parameters 0 j = 1 , 2 ,  . . ., n 
e x i s t s .  
j' . 
If t h e s e  estimates a r e  c a l l e d  eo, t hen  (30)  is changed a s  
o o = o + <  
whLch means t h a t  a = 0 and A is t h e  m x n i d e n t i t y  matrix. I f  o n l y  
t h e  estimates of some e lemen t s  of t h e  v e c t o r  0 a r e  known a p r i o r i ,  
say Oo, 1, t h e n  
0 
and A = [I, 01 where t h e  d imens ion  of I i n  A cor re sponds  t o  the 
d imens ion  o f  0 
S p e c i a l  case o c c u r s  when W = 0. T h i s  co r re sponds  t o  knowing t h a t  
a = AO w i t h  c e r t a i n t y .  T h i s  s i t u a t t o n  l e a d s  t o  a p i e c e w i s e  r e g r e s -  
s i o n  d i s c u s s e d  i n  r e f .  6. 
j' 
Sometimes t h e  a p r i o r i  i n f o r m a t i o n  is g i v e n  as R s t a t e m e n t  t h a t  
p a r t i c u l a r  p a r a m e t e r s  l i e  i n  a c e r t a i n  r e g i o n  (dmin, dmax). 
pa rame te r  0 i t  means t h a t  
F o r  t h e  
j 
EXAMPLES 
The d e t e c t i o n  of c o l l i n e a r i t y  and  t h e  b i a s e d  e s t i m a t i o n  t e c h n i q u e s  
d e s c r i b e d  are demonst ra ted  i n  two examples. The f l i g h t  test d a t a  f o r  t h e s e  
examples  were o b t a i n e d  from t h e  l o n g i t u d i n a l  smal l -ampl i tude  maneuvers of a 
I i tgh ly  augmented, i n h e r e n t l y  u n s t a b l e  r e s e a r c h  a i r c r a f t .  The l o n g i t u d i n a l  
motion of t h i s  a i r c r a f t  was c o n t r o l l e d  by t h r e e  s u r f a c e s ,  c a n a r d ,  f l a p e r o n s  
14  
and s t rake,  moved by a n  a u t o m a t i c  c o n t r o l  system. The d a t a  used i n  t h e  ana ly -  
s l s  were i n  t h e  form o f  sampled time h i s t o r i e s  o f  open-loop i n p u t  v , i r i a h l e s  
6 b f  and 6 and o u t p u t  v i i r t a h l e s  of  V, a, q ,  and 1:. ‘The mc>dt.l For t h e  
c’ S 
v e r t i c a l - f o r c e  and  pitching-moment coel f t c i e n t  was formu1;itt~d ;is 
- 
q c  6 + ca 6f + ca 6c +‘a s ma ‘ “0  a 2v 6f  6C 
+ C  a + C a  -
U Q 6 s  
€or  a - Z or m. I n  ( 4 0 )  t h e  regressors are  r e p r e s e n t e d  by t h e  i n c r e m e n t s  o f  
t h e  i n p u t  and o u t p u t  var iab les  from t h e i r  v a l u e s  i n  s t e a d y  f l i g h t  c o n d i t i o n s  
p r i o r  t o  t h e  e x c i t e d  motion. The independen t  v a r i a b l e s  in ( 4 0 )  were computed 
from t h e  e x p r e s s i o n s  
The unknown pa rame te r s  i n  (39 )  are t h e  s t a b i l i t y  and c o n t r o l  d e r i v a t i v e s ,  and 
t h e  bias term C . 
Example I .  Three  c o n t r o l  v a r i a b l e s  : 
“0 
The a i r c r a € t  s h o r t - p e r i o d  r e sponse  t o  ;1 series of commanded p i t c h  doub- 
l e t s  is i l l u s t r a t e d  i n  f i g u r e  2 .  Shown are  time h i s t o r i e s  of  three l o n g i t u -  
d l n a l  c o n t r o l  and t h r e e  o u t p u t  v a r i a b l e s .  I n s p e c t i o n  of f i g u r e  2 r e v e a l s  v e r y  
c lose r e l a t i o n s h i p  among a l l  t h r e e  open-loop i n p u t s ,  t h u s  i n d i c a t i n g  s t r o n g  
p o s s i b i l i t y  f o r  d a t a  c o l l i n e a r i t y .  For t h e  a s ses smen t  of c o l l i n e a r i t y  t h e  
c o r r e l a t i o n  m a t r i x  o f  s t a n d a r d i z e d  r e g r e s s o r s  was fo rmula t ed  and  i t s  d e t e r -  
minant  computed. The c o r r e l a t i o n  matrix is shown i n  Tab le  I. Hy examining  
t h i s  m a t r i x  t h e  s i m p l e  c o r r e l a t i o n  greater t h a n  .80 between two p a i r s  of 
r ~ g r e s s o r s  ( 6 = ,  a) and ( a c ,  6 s )  c a n  be seen. 
cqiial t o  0.00106. T h e r e f o r e ,  t h e  h igh  p a i r w i s e  c o r r e l a t i o n s  and t h e  low v a l u e  
o f  t h e  d e t e r m i n a n t  p o f n t  o u t  d a t a  c o l l i n e a r i t y .  Because of the weakness  of 
t h e  VIE’ as  a d i a g n o s t i c  measure i t s  v a l u e s  are  not  g iven .  
The de te rminan t  v a l u e  was found 
In o r d e r  t o  d e c i d e  which r e g r e s s o r s  a re  a f f e c t e d  by c o l l i n e a r i t y  t h e  
v a r i a n c e  p r o p o r t i o n s  were computed. They are p r e s e n t e d  i n  Table  11 €or s c a l e d  
r e g r e s s o r s  i n  ( 4 0 ) .  Also i n c l u d e d  in t h e  t a b l e  a r e  t h e  e i g e n v a l u e s  of  t h e  XTX 
m a t r i x  and c o n d i t i o n  numbers. The v a r i a n c e  p r o p o r t i o n s  c o r r e s p o n d i n g  t o  t h e  
I irgest c o n d i t i o n  number i n d i c a t e  f o u r  damaging dependenc ie s  i n v o l v i n g  
c o r r e s p o n d s  t o  t h e  c o n d i t i o n  number K = 36 which may be c o n s i d e r e d  too small 
[or h a v i n g  a n y  s e r i o u s  e f f e c t  on the  estimates. 
6c,  6 s ’  q and t h e  b i a s  term. The second dependency i n v o l v e s  a a n d  6f. It 
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As t h e  r e s u l t  of d a t a  c o l l i n e a r i t y  a s ses smen t  i t  was dec ided  t o  u s e  t h e  
p r i n c i p a l  components r e g r e s s i o n  w i t h  t h e  smallest e i g e n v a l u e  of XTX e q u a l  t o  
I z e r o ,  t h u s  r educ ing  rank  o€  t h e  X m a t r i x  by one (r  = 5) .  For t h e  mixed es t i -  
miation t h e  pa rame te r s  C and Cm 
6 s  6 s  
were se t  a t  t h e i r  wind-tunnel  v a l u e s  w i t h  z 
t h e  uncertainties e s t i m a t e d  From r e p e a t e d  measurements i n  d i f € e r e n t  f a c i l i t i e s  
and €or  d l € f e r e n t  c o n f i g u r a t i o n s .  The s e l e c t i o n  of  s t r a k e  terms was based  o n  
small s e n s i t i v i t y  of t h e s e  pa rame te r s  and expec ted  s u f f i c i e n t  a c c u r a c y  of 
t h e i r  a p r i o r i  v a l u e s .  The a p r i o r i  v a l u e s  and t h r e e  d i f f e r e n t  v a l u e s  o f  
t h e i r  v a r i a n c e  used i n  t h e  mixed e s t i m a t i o n  are g i v e n  i n  Table  111. 
I n  Tab le  I V  t h e  r e s u l t s  of t h e  least  s q u a r e s ,  p r i n c i p a l  components a n d  
Pre-  mixed e s t i m a t i o n  of pa rame te r s  i n  t h e  e q u a t i o n  f o r  Cz are summarized. 
s e n t e d  are t h e  mean v a l u e s  and  s t a n d a r d  e r r o r s  o f  pa rame te r  estimates, and  t h e  
s t a n d a r d  e r r o r s  o€ t h e  Cz esttmates u s i n g  t h e  r e s i d u a l s .  
t h e  s e n s i t i v i t i e s  computed f o r  wind-tunnel  v a l u e s  g i v e n  i n  t h e  l a s t  column of  
t h e  t a b l e ,  and t h e  inc remen t s  of t h e  squa red  m u l t i p l e  c o r r e l a t i o n  c o e f f i c i e n t  
d u e  t o  r e g r e s s o r s  i n  ( 4 0 ) .  Both t h e  s e n s i t i v i t y  a n a l y s i s  and  s q u a r e d  m u l t i p l e  
c o r r e l a t i o n  c o e f € i c i e n t s  i n d i c a t e  t h a t  t h e  only impor t an t  term i n  t h e  e q u a t i o n  
fo r  Cz i s  Cz a. e x p l a i n  99% of  v a r i a t i o n  
i n  the measured d a t a .  It can  be, t h e r e f o r e ,  e x p e c t e d  t h a t  data  c o l l i n e a r i t y  
combined w i t h  low s e n s i t i v i t i e s  will c a u s e  s e v e r e  i d e n t i f i a b i l i t y  problems f o r  
most o€ t h e  o t h e r  parameters. These problems are immedia te ly  a p p a r e n t  from 
Also i n c l u d e d  are 
T h i s  term i n  combina t ion  w i t h  Cz 
a 0’ 
t h e  1,s esttmates of Cz and Cz which are much h i g h e r  t h a n  t h a t  from t h e  wind 
6s q 
trinne 1 and t h e o r y  r e s p e c t i v e l y  . 
The p r i n c i p a l  components r e g r e s s i o n  was f i r s t  a p p l i e d  t o  s c a l e d  d a t a .  
The r e s u l t s  show no improvement o v e r  t h e  LS r e s u l t s .  When t h e  o r i g i n a l  
regressors were used ,  however, t h e  pa rame te r s  C z  and Cz 
6s 6 C  
came o u t  w i t h  
c o r r e c t  s i g n .  
(:% . The f i t  t o  t h e  d a t a ,  measured by t h e  s t a n d a r d  e r r o r  of Cz, d e t e r i o -  
‘I 
r a t e d .  No e x p l a n a t i o n  h a s  been found f o r  t h e  d i f f e r e n c e s  between t h e  two sets 
O F  p r i n c i p a l  components estimates. The mixed e s t i m a t i o n  w i t h  modera te  and  
t l g h t  r e s t r i c t i o n s  on t h e  a p r i o r i  v a l u e  gave t h e  b e s t  se ts  of estimates when 
compared w i t h  t h e  wind-tunnel  d a t a  and  r e s u l t s  of  t h e  two p r e v i o u s  t e c h n i q u e s .  
The re  was a small i n c r e a s e  i n  Cz b u t  s u b s t a n t i a l  d e c r e a s e  i n  
a 
The r e s u l t s  Erom t h e  d a t a  governed by t h e  pi tching-moment  e q u a t i o n  are 
I n  t h e  model f o r  C, two terms, Cm p r e s e n t e d  i n  Tab le  V .  
. ,  , , t J r t an t .  Toge the r  t h e y  e x p l a i n  97% o f  t h e  v a r i a t i o n  i n  t h e  d a t a .  The 
p r i n c i p a l  components r e g r e s s i o n  w i t h  t h e  o r i g i n a l  r e g r e s s o r s  improves t h e  LS 
e s t i m a t e s  of C and C and makes them c o n s i s t e n t  w i t h  t h e  mixed estimates 
under  moderate  o r  t i g h t  r e s t r i c t i o n s .  A s e r i o u s  problem w i t h  t h e  p r i n c i p a l  
components r e g r e s s i o n  i s  t h e  non-phys ica l  v a l u e  €or t h e  pa rame te r  C, . 
6c and  Cm a, are  
6 C  a 
6 s  m m 6 C  
4 
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I'xnmplt. 2 .  Two c o n t r o l  v a r i a b l e s :  
The  second manet1ver was commanded by two p i t c h  d o u b l e t s .  Th i s  time t h e  
c o n t r o l  s y s t e m  h e l d  t h e  f l a p e r o n s  a t  c o n s t a n t  d e f l e c t i o n .  The. time h i s t o r i e s  
o f  i n p u t  v a r i a b l e s  6c and 6 s ,  and o u t p u t  v a r i a b l e s  a ,  q ,  and a, are  p l o t t e d  i n  
(Lgtire 3 .  The c o r r e l a t i o n  m a t r i x  i s  g i v e n  i n  T a b l e  V I  showing s t r o n g  c o r r e l a -  
t i o n  between ( a ,  6 ) and ( 6 s ,  dC) .  The va lue  of t h e  de t e rminan t  was e q u a l  t o  
0.0100. 
p r e s e n t e d  i n  Tab le  VIII. The damaging dependencies  f o r  t h e  l a r g e s t  c o n d i t i o n  
number are a g a i n  among the  r e g r e s s o r s  6 s ,  6c, q and t h e  b i a s  term. 
S 
The v a r i o u s  p r o p o r t i o n s ,  e i g e n v a l u e s  of XTX and c o n d i t i o n  numbers are 
Tab le  V I 1 1  and I X  p r e s e n t  t h e  e s t i m a t i o n  r e s u l t s ,  s e n s i t i v € t i e s ,  s q u a r e d  
m u l t i p l e  c o r r e l a t i o n  c o e f f i c i e n t s  and wind-tunnel  d a t a  used in t h e  mixed es t i -  
mation ( v a l u e s  f o r  C and Cm ) and f o r  comparison. The p r i n c i p a l  compo- 
n c n t s  r e g r e s s i o n  u s i n g  t h e  o r i g i n a l  d a t a  wi th  r = 4 d i d  no t  b r i n g  t h e  expec ted  
improvement o v e r  t h e  LS estimates. T h e r e f o r e  f u r t h e r  r e d u c t i o n  i n  rank of the 
X m a t r i x  was a t t e m p t e d .  The f o l l o w i n g  estimates of t h e  impor t an t  parameters 
z 6s 6s 
- 
C , C and Cm were much c l o s e r  t o  t h o s e  from t h e  mixed e s t i m a t i o n .  By z m a a 6C 
ohnerv ing  t h e  resul ts  f o r  r = 3 and r = 4 ,  and t h e  r e s u l t s  from t h e  mixed 
c s t i m a t i o n ,  i t  i s  p o s s i b l e  t o  a r g u e  t h a t  t h e  optimum r shou ld  be somewhere 
between 3 and 4. Such s e l e c t i o n  of r would, however, l e a d  t o  t h e  f r a c t i o n  
rank e s t i m a t o r  ment ioned ea r l i e r  b u t  n o t  deve loped  in t h i s  r e p o r t .  
As i n  t h e  p rev ious  example,  t h e  mixed e s t i m a t i o n  wi th  moderate  o r  t i g h t  
r e s t r i c t i o n s  ( s e e  Tab le  111) r e s u l t e d  i n  t h e  b e s t  s e t s  o f  estimates. The 
t echn ique  on ly  f a i l e d  t o  provide  some p h y s i c a l  v a l u e s  f o r  t h e  damping terms 
(;% and Cm . 
1 q 
these parameters. 
T h i s  f a l l u r e  cou ld  be e x p l a i n e d  by v e r y  low s e n s i t i v i t i e s  of 
CONCLUDING KEMARKS 
Near l i n e a r  dependency i n  measured d a t a ,  c a l l e d  c o l l i n e a r i t y ,  and i t s  
e f f e c t  on l i n e a r  r e g r e s s i o n  were b r i e f l y  d i s c u s s e d .  Then, p rocedures  f o r  
c l c t ec t ion  a n d  a s ses smen t  of c o l l i n e a r i t y  were p r e s e n t e d .  They i n c l u d e d  t h e  
. a l u a t f o n  of the  c o r r e l a t i o n  m a t r i x  and i t s  i n v e r s e ,  e igensystern a n a l y s i s  o r  
s i n g u l a r  v a l u e  decomposi t ion ,  and  pa rame te r  v a r i a n c e  decomposi t ion .  The f i r s t  
o €  t h e s e  procedures  is r e l a t i v e l y  s imple  and s t r a i g h t  forward  b u t ,  i t  cannot  
r e v e a l  t h e  p re sence  of s e v e r a l  c o e x i s t i n g  dependenc ie s  among t h e  r e g r e s s o r s .  
Rlgensystem a n a l y s i s  examines t h e  v a l u e s  of e i g e n v a l u e s  i n  t h e  m a t r i x  composed 
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by r e g r e s s o r s .  The l a r g e  c o n d i t i o n  numbers s e r v e  a s  i n d i c a t o r s  o€ d a t a  c n l l i -  
r ie;rri ty.  The s i n g u l a r  v a l u e  decomposi t ion  p r o v i d e s  s i m i l a r  in€ormi i t ion .  I t  i s  
p r e f e r r e d  by some a n a l y s t s  because  of g r e a t e r  s t a b i l i t y  i n  i t s  computa t ion .  
Iioth approaches  become more e f f e c t i v e  when combined w i t h  parameter  v a r i a n c e  
decomposi t ion .  T h i s  combina t ion  can  f i n d  which r e g r e s s o r s  are  nea r  l i n e a r l y  
dependent  and i n d i c a t e s  what a c t i o n  shou ld  be t aken  i n  o r d e r  t o  l e s s e n  t h e  
c.f€ect of c o l l i n e a r i t y  on t h e  estimates. I n  connec t ion  wi th  d a t a  c o l l i n e a r i t y  
t h e  problem of pa rame te r  i d e n t i f t c a t i o n  was a l s o  a d d r e s s e d  and t h e  s e n s i t i v i t y  
, ana lys i s  as ;I tool  €or i t s  as ses smen t  i n t r o d u c e d .  
~ 
One way of  d e a l i n g  w i t h  c o l l i n e a r l t y  is t o  u s e  d i f f e r e n t  es t imat ion  t ech -  
niques from t h e  o r d i n a r y  least  s q u a r e s .  T h i s  r e p o r t  e x p l a i n e d  t h e  r e a s o n s  f o r  
r is ing t h e  b i a s e d  e s t i m a t i o n  t e c h n i q u e s  and p r e s e n t e d  two of t h e s e  t e c h n i q u e s ,  
p r i n c i p a l  Components r e g r e s s i o n  and mixed e s t i m a t i o n .  The p r i n c i p a l  compo- 
n e n t s  r e g r e s s i o n  e l i m i n a t e s  t h e  e f f e c t  of small  e i g e n v a l u e s  by r e d u c i n g  r a n k  
o €  t h e  m a t r i x  of r e g r e s s o r s .  The weakness of t h i s  t e c h n i q u e  can be s e e n  i n  
t h e  r e s t r i c t i o n  t o  a n  i n t e g r a l  r a n k  and  t h e  dependence of t h e  estimates o n  
v a r i o u s  forms of t h e  r e g r e s s o r s  ( o r i g i n a l ,  s c a l e d  o r  s t a n d a r d i z e d ) .  The mixed 
e s t i m a t i o n  is a Bayes- l ike  t e c h n i q u e  which i s  a p p l i e d  t o  measured d a t a  aug- 
mented by p r i o r  i n f o r m a t i o n .  T h i s  e s t i m a t i o n  procedure  can  be ve ry  s u c c e s s f u l  
provided  t h a t  a p r i o r i  v a l u e s  o f  s e l e c t e d  pa rame te r s  a r e  known w i t h  r e a s o n a b l e  
accr i racy . 
The d e t e c t i o n  and a s ses smen t  of c o l l i n e a r i t y ,  and t h e  two b i a s e d  es t i -  
mat ion  t e c h n i q u e s  were demons t r a t ed  i n  two examples  u s i n g  f l i g h t  d a t a  f rom 
l o n g i t u d i n a l  maneuvers of a n  e x p e r i m e n t a l  a i r c r a f t .  I n  t h e s e  examples  t h e  
c o r r e l a t i o n  m a t r i x  of r e g r e s s o r s  i n d i c a t e d  t h e  e x i s t e n c e  o f  c o r r e l a t i o n  
between two p a i r s  of r e g r e s s o r s .  The v a r i a n c e  p r o p o r t i o n s ,  however, d e t e r -  
inj  ned whfch r e g r e s s o r s  were a f f e c t e d  by c o l l i n e a r i t y .  The estimates of 
pa rame te r s  i n  t h e  aerodynamic model e q u a t i o n s  € o r  t h e  v e r t i c a l - f o r c e  and 
pltching-moment c o e € € i c i e n t  were a l s o  o b t a i n e d  by t h e  o r d i n a r y  least  
qquares .  These r e s u l t s  conf i rmed a damaging e f f e c t  of c o l l i n e a r i t y  on t h e  
cstiiniited v a l u e s  and t h e i r  s t a n d a r d  errors.  The p r i n c i p a l  components r e g r e s -  
s i o n  provided  s u b s t a n t i a l l y  improved estimates w i t h  t h e  e x c e p t i o n  of damping- 
i n - p t t c h  d e r i v a t i v e .  Some f u r t h e r  improvement was o b t a i n e d  from mixed esti-  
m i t i o n  where t h e  a p r i o r i  v a l u e s  were t a k e n  from wind-tunnel  d a t a .  The para-  
meter estimates were comple ted  by t h e  r e s u l t s  of t h e  s e n s i t i v i t y  a n a l y s i s  and  
I)y i nc remen t s  i n  t h e  squa red  m u l t i p l e  c o r r e l a t i o n  c o e f f i c i e n t  i n d i c a t i n g  t h e  
impor tance  of i n d i  v i d u a l  terms i n  r e g r e s s i o n  e q u a t i o n s .  The proposed  pro-  
cedure for d e a l i n g  w i t h  d a t a  c o l l i n e a r i t y  proved t h a t  i t  c o u l d  become a u s e f u l  
approach  €or e s t i m a t i n g  p a r a m e t e r s  of a h i g h l y  augmented,  p o s s i b l y  u n s t a b l e  
a i r c r a f t  €rom f l i g h t  d a t a .  
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APPENDLX A 
- 
1 '  I - 
JN x l l  x21 
1 '  I - 
- x12 x22 
JN 
1 '  I - 
,+I - XIN X2N 
- 
SCALED ANT) STANDAKULZLD KEGKESSORS 
I n  order t o  have the columns of the X matrix of u n i t  length, the  or ig ina l  
regressors x are  replaced by sca led  regressors x' u s i n g  the f1,rmuln 
j j 
f o r  j = 1, 2, . . ., n, and i = 1, 2, . . ., N. 
Using t h e  s ca led  regressor the  model in ( 2 )  i s  changed a s  
Y = X' 0' 
where 
8 
and the new parameters 0 are re lated t o  o r i g i n a l  parameters ( ' , .  by the 
equation j .I 
L 
): x ji i = l  
20 
The s t a n d a r d i z e d  ( s c a l e d  and c e n t e r e d )  r e g r e s s o r s  x* are obta ined  as j 
N - 2  - I: (x - x.) 
s j  - i = l  ji J 
The r e g r e s s i o n  model has  t h e  form 
y = x* o* 
w i t h  t h e  LS estimates 
where (X*T X*) is  the  c o r r e l a t i o n  m t r L x  of r e g r e s s o r s .  
parameters  are  r e l a t e d  t o  t h e  parameters  in ( A . 6 )  as 
The o r t g l n a l  
1 )* 
j 
=i 
j s 
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A P P E N D I X  H 
SQUARED ElULTIPLE CORRELATION C O E F F I C I E N T  
T h e  regression equatfon w i t h  1,s estimates is  given a s  
L. L. 
Y = x o + E  
where i t  is assumed that the regressors and dependent variable are centered. 
Prcmultiplying each s i d e  of ( B . l )  by its own transpose r e s u l t s  i n  
y T Y = O X X O + €  ^T T -T E 
The term XT = 0 because the vector of residuals i s  orthogonal to each of 
the n columns of X .  From ( R . 2 )  i t  can be concluded that a f r a c t i o n  R 2 of 
N 2  
I. 
i= 1
yi i s  accounted for the regressors and that a fract ion 1 - R2 is 
represented by res iduals .  Then 
“T T a o x x o  R2 0 
YTY 
2 2  
2 The R is  known as t h e  squa red  m u l t € p l e  c o r r e l a t l o n  c o e f f i c i e n t  a s s o c i a t e d  
w t t h  ( B . 1 ) .  T h i s  coeEE€c ien t  c a n  be i n t e r p r e t e d  a s  a measure of v a r i a b € I i t y  
i n  y e x p l a i n e d  by t h e  r e g r e s s i o n  model. 
N -  
For t h e  r e g r e s s i o n  e q u a t i o n  w i t h  t h e  b i a s  term 0 t h e  measure c yf i s  
€= 1 0 
r e p l a c e d  by t h e  sum of  squa red  v a l u e s  t a k e n  as d e v i a t i o n s  from t h e  mean, i . e .  
- 2  N 1 
I- 1
form 
(y, - y )  . With t h e  new measure t h e  e x p r e s s i o n s  f o r  R2 w i l l  take t h e  
^T T A 
0 X X 0 - N y  
T 2 R2 = Y Y - N y  
2 3  
Eigen- 
values 
3.2401 
1.4295 
.9823 
.248? 
.0908 
.OORL 
T TASI,I.: r . - x* x* NA'I'RIX I N  CORRELATION FORM 
1~:iAMI'LE 1 . 
6s 6f 6c 
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number 
1 
2 
3 
13 .026 
36 .OS3 
377 .914 
Variance proportions 
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I 
.018 .032 .001 .003 .ooo 
.ooo .ooo -031 .018 ,000 
. I 1 1  .047 .002 .027 .001 
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A prior i  
Loose 
Medium . 
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66 6s 
9 5% I m p l i e d  95% I m p l i e d  
range va r i  ance range variance 
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