Recent experimental studies have revealed that a large percentage of wireless links are lossy and unreliable for data delivery in wireless sensor networks (WSNs). Such findings raise new challenges for the design of clustering algorithms in WSNs in terms of data reliability and energy efficiency. In this paper, we propose distributed clustering algorithms for WSNs by taking into account of the lossy nature of wireless links. We first formulate the one-hop clustering problem that maintains reliability as well as saves energy into an integer program and prove its NP-hardness. We then propose a metricbased distributed clustering algorithm to solve the problem. We adopt a metric called selection weight for each sensor node that can indicate both link qualities around the node and its capability of being a cluster head. We further extend the algorithm to multi-hop clustering to achieve better scalability. Extensive simulations have been conducted under a realistic link model and the results demonstrate that the proposed clustering algorithm can reduce the total energy consumption in the network and prolong network lifetime significantly compared to a typical distributed clustering algorithm, HEED, that does not consider lossy links.
I. INTRODUCTION
Wireless sensor networks (WSNs) have gained much attention recently for their potential use in a wide range of applications. An important class of such applications is continuous monitoring applications such as habitat monitoring [1] and structural monitoring [2] , where a large number of wireless sensor nodes are employed for continuous sensing in a field, and the sensing data from scattered sensor nodes are gathered and transmitted to a base station (BS) for processing. Different approaches have been proposed to gather data in WSNs. Among them, clustering is generally considered as a promising approach for data gathering in large-scale WSNs. Compared to other schemes, such as power-aware routing [3] , [4] and mobile data gathering [5] , [6] , clustering alleviates the "hot spots" problem encountered in routing, and achieves a balance between the uniformity of energy consumption and the long data collection latency in mobile data gathering. Specifically, clustering is to group sensors into disjoint clusters such that sensors as cluster members form the lower layer of the network and send data to their cluster heads, and cluster heads form the higher layer of the network and forward data to the BS. This hierarchical nature of clustering increases the scalability and is especially suitable for large-scale WSNs.
Due to the nature of wireless communications, WSNs suffer from unreliable wireless links. Recent empirical studies [7] , [8] , [9] have revealed the prevalence of lossy and asymmetric links in WSNs, which are unreliable for data delivery. It was reported in [8] that one third of the links in their test-bed composed of 60 Mica motes experienced more than 30% of the packet loss even under light traffic loads in an office building. However, previous clustering algorithms for WSNs [10] did not consider the existence of such lossy links, while in many monitoring applications reliability of packet transmission is critical. For example, in a sensor network for air pollution monitoring in a chemical plant, or radiation level control in a nuclear plant, the reliability of packet transmission largely affects the quality of surveillance. Consider packet transmissions between cluster members and their cluster heads, a common approach to ensuring reliable delivery is to employ hop-by-hop retransmissions, where each individual link provides reliable forwarding to the next hop by retransmitting lost packets when necessary. However, this may lead to unnecessarily retransmissions and consume more energy. The energy spent in a reliable packet delivery is proportional to the number of transmissions needed till the packet is successfully received. Thus it is possible to reduce the total energy consumption in the network by selecting "good" links instead of using random links. Lossy links also affect the cluster head selections and cluster node associations, and thus in turn affect the clustering performance such as network lifetime. Apparently, a cluster member with several cluster head candidates would prefer to associate itself to a cluster head with the best link quality.
Based on the above discussions, in this paper we propose distributed clustering algorithms for WSNs by taking into consideration of the lossy nature of wireless links. We first formulate a one-hop clustering problem under lossy links into an integer program, demonstrate its NP-hardness, and then present a heuristic-based one-hop distributed clustering algorithm. We have conducted extensive simulations based on a realistic link model [11] that captures lossy link characteristics of Mica motes. The results show that by considering lossy links in the design of the clustering algorithm, network lifetime can be increased by up to 42% compared to a typical clustering algorithm called HEED [13] that does not consider lossy links. For small networks, the performance of our onehop clustering algorithm is also close to the optimal. We also extend the algorithm to multi-hop clustering, which can be used for applications with larger network scales.
II. RELATED WORK
Clustering algorithms for WSNs have been extensively studied in the last few years, see, for example, [12] , [13] , [14] . The LEACH protocol proposed in [12] shows that clustering can prolong network lifetime significantly compared to routing. LEACH protocol selects cluster heads distributively at each node via probability-based self-election and forms a one-hop intra and inter clustering topology, where all the nodes are assumed within the communication range of each other and the base station. However, in practice this assumption may not always hold, since cluster heads usually are regular sensors and the base station is often not directly reachable from every node. The HEED algorithm proposed in [13] selects cluster heads using metric-based self-election and forms one-hop (intra) clusters. The metric takes into consideration of the residual energy of each node as well as the communication cost such as the neighbor proximity and the cluster density. Recently, a clustering protocol that uses a cluster-based cost metric was proposed in [14] for underwater sensor networks. The metric measures the communication cost for the entire cluster and takes into consideration of the characteristics of an underwater network, such as the relative location between the cluster head and the underwater base station.
Although the above clustering algorithms could generate a set of cluster heads with good distributions and disjoint clusters, they did not consider the problem of lossy and asymmetric links in WSNs. Meanwhile, the effect of lossy links has received much attention in the design of routing protocols in multi-hop wireless networks, see, for example, [15] , [16] , [17] . In [15] , an expected transmission count metric (ETX) was proposed for finding high throughput paths. Measurements from their test-bed demonstrate the effectiveness of ETX with much improved performance. In [16] , a trade-off was identified in geographic routing between shorter high-quality links and longer lossy links, and the product of the packet reception rate and the distance was shown to be a good forwarding metric. In [17] , the problem of finding a minimum energy reliable path in a hop-by-hop retransmission model was solved by using a similar link cost metric to ETX.
In summary, considering the lossy nature of the wireless links has demonstrated its advantage in routing, while it has not been explored in clustering. This motivates us to design a clustering algorithm that accounts for lossy links in WSNs.
III. NETWORK MODEL AND CLUSTERING PROBLEM FORMULATION
In this section we first describe the network model that captures the lossy nature of WSNs and then formally formulate the clustering problem in the one-hop case.
A. Network Model
We consider a set of sensor nodes randomly deployed onto a 2-D area. Sensor nodes are assumed to be static and equipped with omnidirectional antennas. Each sensor node consumes P t /bit for transmission and P r /bit for reception according to the first order radio model [12] . The transmission range of each sensor is R.
We model lossy wireless links by the probability of the packet reception rate (PRR), and for link (i, j) we use p ij to denote the probability that node j successfully receives the packet transmitted from node i. The value of p ij in this paper is generated using a realistic, empirically validated link model proposed in [11] . The model is based on the log-normal shadowing path loss model and takes the packet length l and transmission power P t as its parameters. In general, link (i, j) has a higher p ij when node i transmits a packet of a smaller size or using a higher transmission power. It has been shown that the model agrees very well with the empirical findings on the characteristics of wireless links, such as the distribution of packet reception over distance is non-uniform [7] , and there exist three distinct reception regions of a wireless link: connected, transitional and disconnected, while the transitional region is quite large in size and characterized by high-variance in PRR and asymmetry [9] , and the PRRs for a connected region and a disconnected region are almost always 1 and 0, respectively. Previous studies also pointed out that the link quality is stable when nodes are immobile [9] , [21] , which makes our probability model more reasonable.
The term "lossy" in this paper refers to the intrinsic characteristic of the physical layer in wireless communications, and we do not consider other packet loss due to contention and interference in the MAC layer. This is reasonable because in a low-rate network, such as a sensor network, contention and interference from simultaneous transmissions can be avoided or effectively minimized by using TDMA-based MAC protocols.
We adopt a hop-by-hop retransmission model, specifically, a simple automatic repeat request (ARQ) mechanism at the MAC layer. ARQ mechanism uses acknowledgments and timeouts to achieve reliable data transmissions. If a sender does not receive an acknowledgment before the timeout, it retransmits the packet until it receives an acknowledgment or exceeds a predefined number of transmissions, T . Since the size of an acknowledgment packet is much smaller than the data packet (e.g, a 2-byte ACK packet for a 50-byte data packet) and PRR is reversely proportional to the packet size as mentioned earlier, we assume that the reverse link for an acknowledgment packet is always reliable with PRR = 1. Therefore, for each link (i, j) the expected number of transmissions needed to send a packet successfully is 1 pij . We denote it as w ij and call it the weight of link. Each node is initially provisioned with an amount of energy E max . Network lifetime is defined as the time until the first sensor node depletes its energy. Assume that node i transmits a packet of a fixed bit length l to its neighbor node j over link (i, j), the energy spent at node i until the packet is successfully received is w ij · l · P t , and the energy spent at node j is w ij · l · P r . Then the total energy consumed over link
Apparently, the energy consumption of a reliable packet delivery over a link is proportional to its weight, and the energy consumption over a path is proportional to the sum of the weights of all the links on the path. Between any two nodes there always exists a minimum energy cost path that has the minimum sum of weights of all the links on the path.
In this paper we mainly focus on the intra-cluster communi- cations under lossy wireless links, instead of the inter-cluster communications. First of all, intra-cluster communications are directly related to the cluster head selection and cluster member association, which are the two main components of a clustering algorithm. On the other hand, inter-cluster communications may depend on network applications. For example, cluster heads may use a multi-hop routing protocol to communicate with each other and the BS. It is also possible to introduce a mobile collector that visits each cluster head for data gathering to substitute the multi-hop routing.
B. Clustering Problem Formulation
Consider a connected network represented by a directed graph G = (V, A), where V is the set of sensor nodes and A is the set of directed links. The graph is directed so as to account for the asymmetry of links. Each link (i, j) has a weight w(i, j) as defined in the previous subsection. Clustering is to group sensors into disjoint clusters such that each sensor as a cluster member is associated with exactly one cluster head. We refer to the clustering as one-hop clustering in which each cluster member is within one hop of its cluster head, and the clustering as k-hop clustering in which each cluster member is at most k hops away from its cluster head. For any given network G, there exists multiple possible clustering schemes. For example, Fig. 1 shows three clustering schemes for the same network, where the first two are one-hop clustering, and the third one is 2-hop clustering.
As we can observe, each of these schemes consists of a disjoint union of trees and each tree forms a star in the one hop case. Each link has an energy cost proportional to the weight. In order to explore the impact of these weighted links to the cluster head selection and cluster node associations, we first formulate the clustering problem into an integer program. We then obtain the optimal solution for small size networks to gain some insights for designing a better algorithm for arbitrary size networks later.
In the formulation, we assume that we have a constraint N c on the number of cluster heads. We consider the worst case in a single round that every node in the sensor network sends one packet to its associated cluster head until the packet is successfully received. Our objective is to minimize the total energy consumption in the entire network among different cluster heads and cluster association options. Before we proceed, we explain some terms that will be used in the formulation. The notations are summarized in Table 1 . 
Constants:
N c An integer system parameter that constrains the total number of cluster heads. P l A constant factor introduced to calculate the energy cost on each link for every packet delivery.
which is the sum of energy cost on transmissions and receptions in a single round from all cluster members to cluster head i.
Indicator of selected cluster head. If node i is selected to be the cluster head,
Indicator of node association. If node j chooses node i as its cluster head,
Each cluster head i has a cluster-centric communication cost C i , which is the sum of energy cost on transmissions and receptions in a single round from every cluster member j to cluster head i, given by
where P l is a constant factor. If there is a link (j, i) in the network, n ji = w ji , which is the expected number of transmissions needed to send a packet successfully from node j to node i. If there is not a link (j, i), we define n ji = inf inity. We also define n i,i = 0 since there is no need for each node to send a packet to itself. And x j, i = {0, 1} is a Boolean variable of node association. If node j chooses node i as its cluster head, x j, i = 1, otherwise, x j, i = 0. Then the one-hop clustering problem under lossy links can be formulated as follows.
In the above formulation, objective function (2) minimizes the total energy consumption in the network by summing up energy cost C i for every cluster i. Constraint (3) ensures that two conditions should be met before node j can be associated to node i. One condition is that there exists a link from node j to node i determined by the boolean location indicator f j, i and another condition is that node i is a cluster head. That is, if x j, i = 1 then f j, i = 1 and I i = 1. Constraint (4) ensures that each node is associated to exactly one cluster head. Constraint (5) ensures that the number of selected cluster heads is small as long as the given value N c is small. This constraint not only achieves our goal of having a small number of cluster heads in order to increase network scalability, but also excludes the trivial case of generating "singleton" clusters which contain only one node (the cluster head itself) and have the clustercentric communication cost
We now show that the clustering problem under lossy links is NP-hard. Consider a special case of the one-hop clustering problem, where all the links are reliable and symmetric. That is, each link has weight 1 and the network can be modeled as an undirected graph. In this case, since each possible clustering scheme is a forest with at most N c cluster heads, there will be a total of N − N c links connecting cluster members to cluster heads, where N is the total number of nodes in the network. Each reliable link contributes P l to the total energy cost of the entire network. In this case all the cluster schemes that satisfy the cluster head constraint have the same minimum energy cost of P l (N − N c ) . Thus the problem is reduced to finding a dominating set of size at most N c in the given undirected graph, which is known to be an NP-complete problem. Therefore, the one-hop clustering problem with all symmetric links and weights of 1 is NP-hard. Since it is a special case of the clustering problem under lossy links, the general clustering problem is also NP-hard.
IV. ONE-HOP AND k-HOP CLUSTERING ALGORITHMS
In this section we present distributed algorithms for one-hop and k-hop clustering problems. The algorithms select a set of cluster heads first, then form clusters by associating each node to exactly one cluster head. Cluster heads are distributively self-elected based on a metric that accounts for lossy wireless links. Before we proceed to describe the algorithms in detail, we first introduce the metric.
A. Selection Weight Metric
Recall that our clustering goal is to minimize the total energy cost in the network including energy consumption on retransmissions. We use the following two energy-related observations to design a better metric to fulfill the goal.
• Cluster heads consume more energy than other nodes and thus may deplete their energy earlier.
• Energy consumption on a reliable packet delivery is proportional to the number of transmissions for the packet. Based on the first observation, we would rotate the roles of cluster heads in the network, and select the nodes with relatively high residual energy E res as cluster heads. Based on the second observation, we would select the nodes as cluster heads whose "potential clusters" have better link qualities and accordingly fewer retransmissions in the clusters. Combining these two aspects, we design a selection weight metric as follows.
Consider the largest possible one-hop cluster of node i, which consists of itself and all its one-hop neighboring nodes nbr i . One-hop neighboring nodes are defined as those falls in the transmission range R and have P RR > 0 over links connecting to node i. We use T avg to denote the average number of transmissions for the cluster of node i
where n ji is as defined in the previous section. T avg of a node provides a good estimate on the overall link qualities in the cluster if this node becomes the cluster head. Furthermore, since we use fixed transmission power and reception power for each link, it is not difficult to see that T avg also provides an estimate on the average energy consumption on a successful delivery of a packet in the cluster, which is T avg · P l . It captures energy consumed on retransmissions due to lossy links. Similarly, in the k-hop clustering case, T avg is defined for the largest possible k-hop cluster of node i which consists of itself and all its k-hop neighboring set nbr
where n k ji denotes the sum of weights of all the links on the minimum energy cost path from node j to node i.
We define residual energy ratio E ratio for each node to indicate its capability of being a cluster head as
where E max is the maximum energy that a sensor node has when its battery is fully charged and E res is the current residual energy in the node. The residual energy can be directly measured by the sensor node or estimated by calculation, as the energy consumed per bit for sensing, processing and communication is typically known and fixed. We finally define the selection weight metric of node i as follows.
B. One-hop Clustering Algorithm
We are now in the position to present our one-hop clustering algorithm which will be executed by each node periodically. The pseudocode for node u is given in Table 2 . We assume that each node knows its neighbors and weights over links in the neighborhood initially. We defer the implementation details on how to initialize the network to Section IV-D. During the execution of the algorithm, each node keeps a record of selection weights for all its neighbors, and maintains two lists for its tentative cluster heads T and final cluster heads F . The length of a time slot in the algorithm is equal to the communication time of delivering an information message in one hop. Note that the message used in the algorithm to exchange information is of a much smaller size than a data packet. Based on the realistic link model, a smaller packet size has a higher PRR when the transmission power is fixed. Thus, it is reasonable to assume that the delivery for these messages is reliable. Hence, the transmission time of such a small message is bounded and well-defined. We also adopt the following two rules in the algorithm:
• Rule 1: Head Selection
A node elects itself to be a cluster head, if it has the minimum selection weight among all the nodes in the tentative cluster head list, or wins the random selection when it has the same minimum weight as some other nodes in the list. In the second case, a node will randomly pick an ID number among nodes with the same minimum weight. If the ID number picked is itself, we say it wins the random selection.
• Rule 2: Node Association
A node associates itself to a cluster head that has the minimum value among all the minimum energy cost paths from the node to possible cluster heads in the final cluster heads list F . The minimum energy cost path is a path that has the minimum sum of weights of all the links (possibly contains only one link) on the path, which was defined in Section III-A.
The algorithm can be described as follows. Initially, each node calculates its selection weight and locally broadcasts the weight to all the neighbors. In the meanwhile, each node puts all the neighbors and itself into the tentative cluster head list T . After hearing from all the neighbors, each node enters the cluster head selection process and decides autonomously whether it will volunteer to be a cluster head. The duration of the head selection process is pre-defined and is three time slots long, in which we allow each node to run the head selection rule (each run lasts one time slot) at most twice. In the first time slot, each node runs the head selection rule for the first time. If a node satisfies the rule, it decides to be a cluster head and broadcasts a declaration message to its neighbors. We call such a cluster head volunteer cluster head. Volunteer cluster heads keep silent afterward and wait for the time-out of the head selection process. Otherwise, if a node does not satisfy the head selection rule, it does nothing in this time slot. In the second time slot, each node except for volunteer cluster heads responds in a message-driven fashion as follows. If a node hears a declaration message, it broadcasts an acknowledgment message to its neighbors, indicating that it has been covered by some cluster head. If the node hears more than one declaration messages from its neighbors, however, it only broadcasts the acknowledge message once, and puts all the nodes that have broadcast declaration messages into its final cluster head list F . If a node has not heard any declaration messages but heard acknowledgment messages, which implies that there is no volunteer cluster head in its neighborhood, it keeps silent and removes the neighboring nodes that have sent the acknowledgment messages from its tentative cluster head list T . If a node does not hear any message, it keeps silent and does nothing. In the third time slot, silent nodes in the second time slot run the head selection rule again to "break the silence" in the neighborhood.
After the head selection process ends, the cluster formation process starts. In this process, those nodes that have been covered by multiple cluster heads follow the node association rule to associate themselves to a cluster head. Those nodes that are uncovered declare themselves to be cluster heads, and we call such cluster heads forced cluster heads.
We now analyze the message complexity of the algorithm.
Lemma 1:
The message complexity of one-hop clustering algorithm is O(1) per node.
Proof: During the pre-process, each node broadcasts one message of its selection metric to neighbors. During the clustering selection process, it is easy to see that each node broadcasts at most one message. Specifically, if a node becomes a cluster head, it broadcasts one declaration message and waits for time out thereafter. When a node hears a declaration message for the first time, it broadcasts one acknowledgment message. The rest of the nodes keep silent in the process. During the cluster formation process, nodes that have already been elected to be cluster heads keep silent and wait for others to associate to it. Each of the remaining nodes either sends one request message to associate itself to some cluster head or broadcasts one declaration message. Hence, during the execution of the algorithm each node sends at most three messages.
C. k-hop Clustering Algorithm
In some monitoring applications in high-density sensor networks, especially those adopting a simple data aggregation scheme, it is desirable to have multi-hop clusters to provide better scalability. In the following, we describe the general khop clustering algorithm, and its differences from the one-hop clustering.
The basic idea of k-hop clustering algorithm remains the same as that of one-hop clustering: select a set of cluster heads based on the selection weight metric, and then form disjoint k-hop clusters. Compared to the one-hop clustering, the main differences of k-hop clustering include: (1) the calculation of the metric and the identification of the minimum energy cost path; (2) the longer clustering duration, especially the duration of the head selection process; and (3) the higher message complexity per node. Based on the definition of the selection weight metric in Equation (9), we can calculate the metric when we have the knowledge of the minimum energy cost path from each cluster member to its cluster head. Fortunately, the minimum energy cost path for any two nodes in the network can be calculated by any distributed weighted shortest path algorithm. We use the distributed asynchronous BellmanFord algorithm [19] in this paper. For k-hop clustering, we only need to know the weighted shortest path within khops, which largely reduces the problem complexity. During each execution of k-hop clustering algorithm, the distributed Bellman-Ford algorithm is run only once at the beginning of the pre-process. The calculated weighted shortest path is not only used in the metric calculation, but also used as a routing path from each cluster member to its cluster head in the cluster formation process. The longer clustering time, especially the longer head selection process, lies in the fact that for khop clustering algorithm it needs k time slots to broadcast declaration messages. Therefore, the cluster head selection process needs at least 2k + 1 time slots to allow each node to run the head selection rule twice. The message complexity of k-hop clustering algorithm also increases as the declaration messages are broadcast up to k hops. Let's look at the message complexity of node i that broadcasts a declaration message. This declaration message can be generated by itself or by any other node in its k-hop neighboring set nbr k i . Thus the worst case for node i is to broadcast as many as |nbr k i | messages. During the pre-process, each node broadcasts one message to its neighbors. During both the head selection process and the cluster formation process, it is possible for a node to broadcast declaration messages. Therefore, the worst case of the message complexity per node in k-hop clustering is 2|nbr
D. Some Implementation Issues and Discussions
We have designed one-hop and k-hop clustering algorithms for WSNs under lossy links. In this subsection, we briefly discuss some implementation issues and an extension of our algorithms to deal with node failures. The first issue is the network initialization, especially how to explore neighboring nodes and how to know PRRs over links in the neighborhood. At the beginning, each node does not know its neighbors. Therefore they broadcast a "hello" message of a fixed size periodically, say, in a period of τ . Every node knows its neighbors when it receives the message. These hello messages are also link probes for each node to estimate PRRs over links in the one-hop neighborhood. Every node remembers the probes that it receives during a time window w. Then the average PRR at time t can be calculated by probes received in
where w/τ is the probes expected to be received in
This method is called passive probing and was discussed in more detail in [15] . An alternative approach is that each node broadcasts its "hello" message once. Then every node knows its neighbors if it receives the message, uses the received signal strength as an indicator of the link quality [9] , and estimates PRR accordingly. By initializing the network periodically, our clustering algorithms can be adaptive to the change of topologies and link qualities in the environment. The second issue is re-clustering. Similar to most existing clustering algorithms, our clustering algorithms are triggered periodically to select a new set of cluster heads such that the load of cluster heads is balanced in the network. The length of the steady state phase after each execution of the clustering algorithm, in which sensors send packets to their cluster heads, is called re-clustering period. Although a short re-clustering period leads to more balanced load, it consumes more energy on the execution of the clustering algorithm, and may also make the network unstable. Thus re-clustering should be done periodically but infrequently. Finally, our clustering algorithms can be extended to deal with node failures in the network, which is a common problem in applications involving a large scale deployment of sensors such as habitat monitoring [20] . By adopting the above technique to estimate link qualities periodically, we can compare a few most recent records of link qualities over the same link. If the deviation exceeds some threshold, we can assume that there is a node failure at the nodes connected by this link. V. PERFORMANCE EVALUATIONS We have conducted extensive simulations to evaluate the performance of one-hop and 2-hop clustering algorithms pro-posed. In the simulations, we adopt the first order radio model introduced in [12] to model the energy consumption. The model uses the electronics energy, wireless channel model and transmission range to estimate the energy consumption per bit for transmissions and receptions respectively. In our setting, with transmission range R = 40 and packet size of 50 bytes, each packet consumes E T x = 26400nJ and E Rx = 20000nJ energy.
We adopt a realistic link model described in [11] to calculate p ij and use it to model lossy and asymmetric wireless links. We use NRZ encoding and non-coherent FSK modulation, which has been commonly adopted in WSN test-beds.
We assume that each node is provisioned with an initial energy level of 1 Joule and generates data at a rate of 2 packets/minute. A simple ARQ mechanism is used at the MAC layer to ensure reliability. We assume the maximum number of retransmissions before dropping a packet is 3.
A. Performance of Large-scale Random Networks
We evaluate the clustering algorithms in large-scale random networks in a 150m × 150m field. The simulation results are averaged over 100 runs, with each run using a different randomly generated topology and different link qualities.
We choose a typical clustering algorithm called HEED for performance comparison. As shown in [13] , [10] , HEED outperformed previous clustering algorithms when it was proposed and has now become a well-accepted representative clustering algorithm. Depending on different clustering goals such as load distribution or dense clusters, HEED can be divided into HEED-max degree and HEED-min degree algorithms. We compare both of them with our algorithms. Fig. 2 shows the network performance of different algorithms in a one-hour time period without re-clustering when the number of nodes varies from 50 to 500. Fig. 2(a) plots the data delivery ratio of each algorithm. The delivery ratio is calculated by the number of packets successfully delivered divided by the number of packets generated at the nodes. For all the algorithms compared, we assumed a maximum of 3 retransmissions before dropping a packet. We can see that both our one-hop and 2-hop clustering algorithms successfully deliver over 95% of total packets to corresponding cluster heads, while the two HEED algorithms yield lower delivery ratios due to lossy links. Fig. 2(b) indicates that one-hop clustering algorithm consumes the least amount of total energy in the network, and saves as much as 30% of the energy compared to HEED-max for all network sizes. Note that we impose a bound for the number of retransmissions, which in turn constrains that energy consumption for each packet transmission over an extremely lossy link is at most 3 times more than that over a reliable link. Fig. 2(c) shows the number of cluster heads generated by each algorithm. As expected, 2-hop clustering algorithm generates the least number of cluster heads. Other three algorithms have a similar number of cluster heads, which indicates that both our algorithms maintain a small number of cluster heads. the re-clustering period is set to be 1 hour and the number of nodes varies from 50 to 500. From the discussions in the previous section, we know that the message used for information exchange is of a small size and therefore consumes less energy in transmissions. We also proved that our clustering algorithms have a low message complexity that each node sends at most 3 messages for one-hop clustering during cluster creation. Thus, it is reasonable to assume that the energy consumption on cluster creation is negligible compared to the energy consumption on data packet transmissions after clusters are created. In this experiment, we did not calculate the energy consumption on cluster creation in the four algorithms compared. We can see that the one-hop clustering algorithm performs best and increases network lifetime by 17% − 42% compared to the HEED-min degree algorithm and by 28% − 42% compared to the HEED-max degree algorithm. These results clearly demonstrate the benefit of considering lossy links in the design and implementation of clustering algorithms.
B. Performance Comparison with Optimal Results
In this subsection, we compare our one-hop clustering algorithm with the optimal solutions obtained by solving the integer program (IP) in Section III-B using ILOG OPL Studio software [22] . We compare the total energy consumption in the network for a single round among different algorithms, which is the objective function in the IP formulation.
Due to the NP-hardness of the clustering problem, the brutal force search method of the optimal solution in a large network becomes infeasible. Thus we have managed to obtain optimal solutions for a few small networks for comparison. We consider sensor nodes scattered in a 50m × 50m field with the number of nodes varying from 30 to 50. The simulation results are averaged over 100 runs, with each run using a different randomly generated topology. For each run, we let N c in the IP formulation take the same number of cluster heads generated in our clustering algorithm. Fig. 4 shows the results of different algorithms compared with optimal solutions. From the figure, we can see that the one-hop clustering algorithm is closer to the optimal solutions compared to the two HEED algorithms.
VI. CONCLUSIONS
Lossy wireless links in WSNs may cause data delivery failure and waste energy due to packet retransmissions. This problem had not been considered in existing clustering algorithms for WSNs. In this paper, we have introduced a metric called selection weight for each node to model the link quality in its neighborhood as well as its capability of being a cluster head. We then proposed distributed clustering algorithms that account for lossy wireless links based on this metric. Extensive simulations have been conducted under a realistic link model and the results demonstrate that the proposed clustering algorithms can reduce the total energy consumption in the network and prolong network lifetime significantly compared to a typical distributed clustering algorithm, HEED, that does not consider lossy links.
