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Developing an idea of Kapranov and Voevodsky, we introduce a model of weak ω-cat-
egories based on directed complexes, combinatorial presentations of pasting diagrams.
We propose this as a convenient framework for higher-dimensional rewriting.
We define diagrammatic sets to be presheaves on a category of directed complexes
presenting pasting diagrams with spherical boundaries. Diagrammatic sets have struc-
tural face and degeneracy operations, but no structural composition. We define a notion
of equivalence cell in a diagrammatic set, and say that a diagrammatic set is represent-
able if all pasting diagrams with spherical boundaries are connected to individual cells
— their weak composites — by a higher-dimensional equivalence cell. We develop the
basic theory of representable diagrammatic sets (RDSs), and prove that equivalence
cells satisfy the expected properties in an RDS. We study nerves of strict ω-categories
as RDSs and prove that 2-truncated RDSs are equivalent to bicategories.
Finally, we connect the combinatorics of diagrammatic sets and simplicial sets, and
prove a version of the homotopy hypothesis for “groupoidal” RDSs: there exists a
geometric realisation functor for diagrammatic sets, inducing isomorphisms between
combinatorial and classical homotopy groups, which has a homotopical right inverse.
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1 Introduction
This article develops the basic theory of representable diagrammatic sets (RDSs), a
model of weak ω-categories. RDSs belong in the same family of semi-algebraic models
as weak complicial sets [Ver08]: they have structural degeneracies, or units, preserved
by all morphisms, while the existence of weak composites is stated as a property of the
underlying structure. Particular weak composites may then be fixed as structure, which
is always weakly preserved, and can be required to be preserved strictly (compare with
Kan complexes vs algebraic Kan complexes [Nik11]).
The intended application of the model, and its underlying structure — diagrammatic
sets — is higher-dimensional rewriting and (universal) algebra, in particular, explicit
presentations and computations with pasting or string diagrams. The development of
“yet another model” is justified by the absence, in the current landscape, of a model
which is both proved to be general enough, and has a “sufficiently strong” pasting theorem.
We take the validity of the homotopy hypothesis for weak ω-groupoids as a minimal
benchmark of generality of a model of weak ω-categories. In particular, we consider the
following, minimal version of the homotopy hypothesis, inspired by C. Simpson [Sim09]:
There exists a realisation functor for weak ω-groupoids (n-groupoids) which is
essentially surjective on homotopy types (homotopy n-types), together with nat-
ural isomorphisms from the combinatorial homotopy groups of the weak ω-group-
oid (n-groupoid) to the homotopy groups of its realisation.
We prove in Section 4 a slightly stronger statement for “groupoidal” RDSs, namely, the
existence of a homotopical right inverse to the realisation functor.
Still stronger benchmarks, yet unproven for RDSs, include the promotion of the
realisation to a Quillen equivalence, or the verification of the Barwick—Schommer-Pries
axioms [BSP11]. Models for which the homotopy hypothesis is proven, even in this
stronger form, include Barwick’s n-fold complete Segal spaces [ibid.], Rezk’s Θn-spaces
[Rez10], and weak complicial sets (announced in [Rie18]). These were developed as
models for the homotopy theory of higher categories, which is ultimately agnostic about
them: the tendency is towards synthetic, model-independent mathematics, as exemplified
by homotopy type theory [Uni13].
This tendency is orthogonal to the concerns of higher-dimensional rewriting, which
deals with presented higher categories, almost tautologically not invariant under equival-
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ence. The models we mentioned rely on simplicial or cellular combinatorics, which cover
a very limited range of pasting diagrams; to present and reason about n-dimensional
theories by generators and relations, and interpret them in n-categories, the options are
currently limited.
1. One can restrict themselves to the low-dimensional cases for which a manageable,
explicit algebraic theory of weak n-categories exists, as with the presentations of
monoidal bicategories studied in [SP09].
2. One can be satisfied with presenting strict ω-categories, for which a variety of
strong pasting theorems exists. This is the route primarily taken in the polygraph
approach to rewriting [Bur93, GM16]. However the homotopy hypothesis is false
already for strict 3-categories [Sim09, Theorem 4.4.2].
3. One can use a model whose generality is unknown. Most recently, Dorn intro-
duced a semistrict model, associative n-categories [Dor18], as a foundation for the
homotopy.io proof assistant [RV19]. Its homotopy hypothesis is proven up to
dimension 3.
We propose diagrammatic sets as a framework for higher-dimensional rewriting.
These extend the constructible polygraphs of [Had18a] with more shapes and with al-
gebraic units and degeneracies, allowing generators with “nullary” inputs or outputs.
Diagrammatic sets are based on Steiner’s combinatorics of directed complexes, together
with a regularity constraint modelled on S. Henry’s regular polyplexes [Hen18a]. Regu-
lar directed complexes with a greatest element, called atoms, encompass a great variety
of diagram shapes: globes, oriented simplices, cubes, and, conjecturally, all positive
opetopes [Zaw17].
Like cubes, atoms are closed under lax Gray products, and like simplices they are
closed under joins. They support the typical operations of higher-dimensional rewriting,
such as surgery and reversal of cells. They have good geometric realisations, homeo-
morphic to closed balls of the appropriate dimension. Moreover, they are described by
quite simple data structures — finite posets with an edge-labelling of their Hasse diagram
— which means that, in principle, they lend themselves to formal implementation.
Representable diagrammatic sets are a model of weak higher categories in which the-
ories presented as diagrammatic sets can be interpreted. In addition to the proof of C.
Simpson’s form of the homotopy hypothesis, as arguments for adequacy, we present a
nerve functor for strict ω-categories, which conditionally to a conjecture on the ω-cat-
egories presented by regular directed complexes, becomes a full and faithful functor into
the category of RDSs and “strict morphisms” (those that preserve a choice of weak com-
posites); and we describe an explicit equivalence between bicategories and “2-truncated”
RDSs.
Based on our limited experimenting, turning informal diagrammatic proofs into
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formal constructions of cells in diagrammatic sets is quite straightforward, and only
requires some tinkering with degeneracies to regularise diagrams and, if needed, form
braidings or interchangers. Thus, we hope that (representable) diagrammatic sets may
be an entry point into weak higher categories with a gentler learning curve for those
who come from rewriting theory or “applied category theory”, as opposed to homotopy
theory or algebraic geometry.
The definition in brief
In one sentence in the style of [CL04, Appendix A.1], our model of weak ω-category is
A diagrammatic set in which every composition horn has an
equivalence filler.
We will give an intuition of what each term means.
A diagrammatic set is a presheaf on a shape category, RAtom, whose objects
are called atoms. The boundaries of an (n + 1)-atom are n-molecules with spherical
boundary, which are particular pasting diagrams of n-atoms: their essential feature is
that, forgetting the orientation of cells, they correspond to regular CW decompositions
of the topological n-ball. Each n-atom Yoneda-embeds as a diagrammatic set, and this
extends to general n-molecules. If X is a diagrammatic set, we call a morphism from an
atom to X (equivalently, an element of X) a cell of X, and a morphism from a generic
molecule with spherical boundary to X a spherical diagram in X.
Like the simplex category, RAtom has an orthogonal factorisation system, by which
we can separate operations on a diagrammatic set into faces and degeneracies. Compared
to simplicial sets, the combinatorics of degeneracies is very rich: in Section 3.5, we will
see that in a diagrammatic set we can construct spherical braiding diagrams between
any pair of 2-cells with 0-dimensional boundaries, only using the structural degeneracies.
The only thing lacking in a diagrammatic set is the ability to compose diagrams,
that is, turn diagrams into individual cells. In this sense, diagrammatic sets without
any additional property are already a good context for higher-dimensional rewriting
theory, where one wants to separate cells (that is, generators) from diagrams (that is,
non-generators).
A composition horn is, essentially, a spherical n-diagram. Filling the composition
horn is finding a single n-cell with the same boundary as the diagram, and an (n+1)-cell,
a compositor, connecting them; the n-cell should be seen as a weak composite of the
diagram. Thus, asking for fillers of composition horns means asking for weak composites
of cells forming a spherical diagram.
In dimension 2, among
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the first two diagrams are regular, hence weakly composable, but the third is not; nev-
ertheless, it can be “regularised” by inserting degeneracies appropriately, for example
.
In general, one can always compose after regularisation.
Not every filler exhibits a weak composite: it needs to be an equivalence. An n-cell
e is an n-equivalence if any other n-cell “factors through e up to an (n+1)-equivalence”
whenever possible. More precisely, e is an equivalence if, whenever the input or output
boundary of another n-cell x contains the input or output boundary of e, x can be
factorised as a weak composite of e with another cell x′.
Notice that the definition of n-equivalence calls the definition of (n+1)-equivalence:
this is a coinductive definition. This is another point in which the richer combinatorics
of shapes pays off. Our notion of equivalences is similar to the universal cells of the
opetopic model [BD98], where there is also a “weak uniqueness” requirement on the fac-
torisation, forced by the asymmetry of opetopic cells: we do not require any uniqueness,
but do require two-sided factorisation. Compare the following two ways of characterising
isomorphisms in a category:
1. f : x→ y is an isomorphism if every g : x→ z factors as f ;h for a unique h : y → z,
or, dually, if every k : z → y factors as ℓ; f for a unique ℓ : z → x;
2. f : x → y is an isomorphism if every g : x → z factors as f ;h for some h : y → z
and every k : z → y factors as ℓ; f for some ℓ : z → x.
The definition of universal cells in an opetopic set generalises the first, and the definition
of equivalences in a diagrammatic set generalises the second.
The uniqueness requirement becomes, logically, a universal quantification over higher
equivalences, which does not translate into a valid coinductive definition: this is why the
opetopic model only covers weak n-categories for finite n, whereas RDSs are naturally
a model of weak ω-categories.
Related work
This work is strongly related to S. Henry’s [Hen18a]. The notion of regularity for poly-
graphs was developed independently by Henry and the author (I initially focussed on
a stronger notion, which I later relabelled as constructibility), and if Conjecture 3.54 is
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correct, then diagrammatic sets with face but not degeneracy maps are almost certainly
equivalent to Henry’s regular polygraphs, and the Kan diagrammatic sets of Section 4
are fibrant in his weak model structure on regular polygraphs.
The last part of the article can be read as a companion and complement to Henry’s
work. The result that Henry achieves with model-category-theoretic methods, a weak
Quillen equivalence [Hen18b] between spaces and regular polygraphs, is stronger than
what we achieve here. However, we rely on purely combinatorial constructions, relating
the combinatorics of diagrammatic sets to those of simplicial sets, thus furthering the
connection between poset topology and the theory of pasting diagrams, which we started
exploring in [Had18a]. Moreover, our definition of “weak ω-groupoid” is a special case
of a definition of weak ω-category: finding such a generalisation was left as an open
problem for fibrant regular polygraphs. We have no doubt that a synthesis of the two
approaches can be achieved.
The presence of structural degeneracies in diagrammatic sets goes somewhat contrary
to Henry’s goal of proving C. Simpson’s conjecture — that one can strictify associativity
and interchange constraints in higher-categorical composition, without loss of generality
— since any such strictification would have to ignore, at least partially, this structure.
On the other hand, degeneracies are necessary in the practice of higher-dimensional
algebra, where one deals constantly with “nullary” inputs or outputs (think of the unit-
ality equations for monoids, or the equational theory of adjunctions). This is the main
application of the theory of polygraphs, and our main aim is to develop a practical
framework.
The name diagrammatic set is borrowed from Kapranov and Voevodsky [KV91b],
which, in spite of its main result being incorrect, is a major influence of both this work
and [Hen18a]. Kapranov and Voevodsky’s diagrammatic sets were based on Johnson’s
composable pasting schemes [Joh89], a bad choice for reasons discussed in [Hen19, Ap-
pendix A.2], and are not the same as our diagrammatic sets, based on regular directed
complexes. However, the essential idea is the same, and the name was never used again,
so we do not expect any confusion to arise.
Despite a number of works on the combinatorics of higher-categorical pasting in the
late 80s and early 90s [Pow91, Ste93], [KV91b] seems to be the only attempt to use them
as the basis of a model of higher categories. Even so, diagrammatic sets were only used
as a stepping stone towards the erroneous proof of the homotopy hypothesis for strict
ω-groupoids, which explains, perhaps, why they were not picked up in any subsequent
work.
Finally, in its intent of developing a practical, general framework for presented higher-
dimensional theories, our work is close to the “quasistrict” and “associative” n-categories
of Vicary, Dorn, and others [BKV16, Dor18, RV19], tied to the development of the
homotopy.io proof assistant. The technical foundation, however, is very different, and
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for now we do not know how the models compare.
Structure of the article
We start in Section 2.1 by giving the basic definitions of oriented graded posets, molecule
(with spherical boundary), and regular directed complex. We show that the latter are
closed under lax Gray products and joins. In Section 2.2, we define maps of regular
directed complexes and their category, and look at some limits, colimits, and monoidal
structures. Section 2.3 is devoted to various combinatorial constructions that are of
interest in rewriting, or will be used in the rest of the paper. In Section 2.4 we define
diagrammatic sets, their morphisms, monoidal structures, and sequences of skeleta and
coskeleta.
Section 3.1 introduces the notion of equivalence cell in a diagrammatic set, which
is then used to define representable diagrammatic sets. Section 3.2 is devoted to the
proof that equivalence cells in an RDS have the expected properties: they include all
degenerate cells, and are closed under higher equivalence, weak composition, and (in the
appropriate cases) weak division. In Section 3.3 we present an alternative characterisa-
tion of equivalences as weakly invertible cells in an RDS, and use it to prove that all
morphisms of RDSs preserve equivalences. In Section 3.4, we define a realisation functor
of diagrammatic sets as ω-categories, together with its right adjoint, the diagrammatic
nerve. We prove that, conditional to a conjecture on regular directed complexes, the
diagrammatic nerve is full and faithful into the category of RDSs and morphisms that
preserve a choice of compositors. In Section 3.5, we define n-truncated RDSs, our model
of weak n-category for finite n, and prove that 2-truncated RDSs and morphisms are
equivalent to bicategories and morphisms that preserve unitors.
In Section 4.1, we look at the embedding of simplicial sets as a full subcategory of
diagrammatic sets, and introduce various combinatorial constructions relating oriented
simplices to more general molecules. In Section 4.2, we introduce Kan diagrammatic sets,
show that they are a special case of RDSs, and that they restrict to Kan complexes. We
define the combinatorial homotopy groups of a Kan diagrammatic set in the expected
way, and construct explicit isomorphisms with the combinatorial homotopy groups of
the induced Kan complex. We deduce that the simplicial geometric realisation of a Kan
diagrammatic set is also naturally compatible with homotopy groups. Finally, in Section
4.3, we define another geometric realisation of diagrammatic sets, and show that its right
adjoint turns a space into a Kan diagrammatic set, and is a homotopical right inverse
to the simplicial geometric realisation. We deduce C. Simpson’s form of the homotopy
hypothesis for Kan diagrammatic sets, together with its n-truncated versions.
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Outlook and open problems
The contents of this article are meant to showcase the strengths of diagrammatic sets
as a framework for higher-dimensional rewriting and algebra, which is why we favoured
combinatorial proofs based on explicit manipulation of pasting diagrams. As a con-
sequence, some results may be weaker than what we could achieve with a more abstract
approach. Most notably, in the light of [Hen18a], it should be possible to promote our
form of the homotopy hypothesis to a (weak) Quillen equivalence of (weak) model struc-
tures with only a modicum of original work. Still better, as mentioned earlier, would be
a verification of the Barwick—Schommer-Pries axioms for RDSs.
Another outstanding problem is Conjecture 3.54, whose proof would remove the con-
ditional from the results of Section 3.4, and confirm that strict ω-categories embed into
our model in the expected way. An alternative would be to recalibrate the combinatorial
substrate as discussed in Remark 3.55.
There is, then, the question of explicitly comparing our model to other models of weak
higher categories, not only at the level of their homotopy theory. This is something on
which very little is known in general. On the grounds that atoms encompass so many cell
shapes, we think that diagrammatic sets may be a good place for comparing “geometric”
definitions of higher categories. In particular, we conjecture in Section 4.2 that the
restriction of Kan diagrammatic sets to Kan complexes generalises to a restriction of
RDSs to complicial sets; and since our notions of equivalences and representability are
inspired by the opetopic or multitopic model, it is plausible that RDSs also restrict
to some version of opetopic higher categories. In Section 3.5, we also vaguely outline
a translation to algebraic models with underlying ω-graphs. As for models based on
iterated enrichment or Segal-type conditions, at the moment we do not know how to
compare.
The theory of equivalences and representability in diagrammatic sets is made much
simpler by the presence of degeneracies. There remains the problem of defining a model
of weak ω-categories without degeneracies, generalising fibrant regular polygraphs, to
which the strictification argument of [Hen18a] would apply. In [Had18a, Appendix B],
we proposed a notion of universal cell and representability for constructible polygraphs,
which could be extended to regular polygraphs; as discussed there, there are indications
from low dimensions that this could give a good model of weak higher categories, but the
coinductive arguments required for proving any property of universal cells seem much
more complicated.
Finally, in a certain sense, all this work stems from the problem of formalising the
“smash product of algebraic theories” from [Had17, Section 2.3], and kickstarting the
programme of compositional universal algebra which we outlined there. We believe that
diagrammatic sets answer that problem, and plan to return to it in the near future.
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2 Regular directed complexes
2.1 Basic definitions
We begin by recapitulating some definitions from [Had18a], and generalising some others.
The following are standard notions of order theory and poset topology.
Definition 2.1. Let P be a finite poset with order relation ≤. For all elements x, y ∈ P ,
we say that y covers x if x < y and, for all y′ ∈ X, if x < y′ ≤ y, then y′ = y.
The Hasse diagram of P is the finite directed graph HP with HP0 := P as set of
vertices, and HP1 := {cy,x : y → x | y covers x} as set of edges. We can reconstruct the
partial order on P from its Hasse diagram, letting x ≤ y in P if and only if there is a
path from y to x in HP .
Let P⊥ be P extended with a least element ⊥. We say that P is graded if, for all
x ∈ P , all paths from x to ⊥ inHP⊥ have the same length. If P is graded, for each x ∈ P ,
let n+1 be the length of paths from x to ⊥; then we define dim(x) := n, the dimension
of x, and let P (n) := {x ∈ P |dim(x) = n} and σ≤nP := {x ∈ P |dim(x) ≤ n}. We call
the latter the n-skeleton of P .
For all x, y ∈ P such that x ≤ y, the interval [x, y] from x to y is the subset
{z ∈ P |x ≤ z ≤ y}. If P is graded, all paths from y to x in HP have length
dim(y)− dim(x); this is the length of the interval [x, y].
In what follows, we assume the usual “sign rule” multiplication on {+,−}. We will
often let variables α, β, . . . range implicitly over {+,−}.
Definition 2.2. An oriented graded poset is a finite graded poset P together with an
edge-labelling o : HP1 → {+,−} of the Hasse diagram of P (an orientation).
Given a graded poset P with orientation o, we extend o to P⊥, by setting o(cx,⊥) := +
for all minimal elements x of P . An oriented thin poset is an oriented graded poset P
with the following property: each interval [x, y] of length 2 in P⊥ is of the form
y
z1 z2
x
α1 α2
β1 β2
(1)
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in the labelled Hasse diagram HP⊥, with α1β1 = −α2β2.
The following concerns special subsets of (oriented, graded) posets.
Definition 2.3. Let P be a poset, and U ⊆ P . The closure of U is the subset
clU := {x ∈ P | ∃y ∈ U x ≤ y} of P . We say that U is closed if U = clU .
Suppose P is graded, and U ⊆ P is closed; U is also graded with the partial order
inherited from P . We write dim(U) := max{dim(x) |x ∈ U} if U is inhabited, and
dim(∅) = −1; in particular, dim(cl{x}) = dim(x). We say that U is pure if all its
maximal elements have dimension n = dim(U), equivalently, if U = cl(U (n)).
Let P be an oriented graded poset, U ⊆ P a closed subset; U inherits an orientation
from P by restriction. For α ∈ {+,−} and n ∈ N, we define
∆αnU := {x ∈ U |dim(x) = n and, for all y ∈ U , if y covers x, then o(cy,x) = α},
∂αnU := cl(∆
α
nU) ∪ {x ∈ U | for all y ∈ U , if x ≤ y, then dim(y) ≤ n},
∆nU := ∆
+
nU ∪∆
−
nU, ∂nU := ∂
+
n U ∪ ∂
−
n U.
If U is n-dimensional, we write ∆αU := ∆αnU and ∂
αU := ∂αnU . We call ∂
−
n U the
input n-boundary, and ∂+n U the output n-boundary of U . For all x ∈ P , we will use the
short-hand notation ∆αnx := ∆
α
ncl{x} and ∂
α
nx := ∂
α
n cl{x}.
Remark 2.4. In particular, if U is n-dimensional, then ∂αmU = U for all m ≥ n. If U is
also pure, then ∂αkU = cl(∆
α
kU) for all k < n.
Definition 2.5. Let U1, U2 ⊆ P be closed subsets of an oriented graded poset. If
U1 ∩ U2 = ∂
+
n U1 = ∂
−
n U2, let
U1 #n U2 := U1 ∪ U2;
this defines partial n-composition operations on the closed subsets of P , for all n.
Let P be an oriented graded poset. For each n ∈ N, we define a family MoℓnP
of closed subsets of P , the n-molecules of P , together with a partial order ⊑ on each
MoℓnP , to be read “is a submolecule of”.
Let U ⊆ P be closed. Then U ∈ MoℓnP if and only if dim(U) ≤ n, and, inductively
on proper subsets of U , either
• U has a greatest element, in which case we call it an atom, or
• there exist n-molecules U1, U2 properly contained in U , and k < n such that
U1 ∩ U2 = ∂
+
k U1 = ∂
−
k U2, and U = U1 #k U2.
We define ⊑ to be the smallest partial order relation on MoℓnP such that U1, U2 ⊑ U
for all triples U,U1, U2 in the latter situation.
We say that P itself is an n-molecule if P ∈ MoℓnP .
The following is a simple property of molecules in an oriented graded poset.
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Lemma 2.6. Let U be an n-dimensional molecule in an oriented graded poset, n > 0.
Then:
• each x ∈ ∆+U ∩∆−U is not covered by any element,
• each x ∈ ∆U \ (∆+U ∩∆−U) is covered by a single element, and
• each x ∈ U (n−1)\∆U is covered by exactly two elements with opposite orientations.
Proof. We proceed by induction on submolecules of U . When U is an atom, ∆+U∩∆−U
and x ∈ U (n−1) \∆U are both empty, and obviously any x ∈ ∆U is covered only by the
greatest element.
Suppose U has a proper decomposition U1 #k U2. If k < n− 1, then U1 ∩U2 contains
no (n−1)-dimensional elements, so any (n−1)-dimensional element of U is covered only
by elements of U1, or only by elements of U2, and the statement follows from the inductive
hypothesis. If k = n − 1, the only additional possibility is that an (n − 1)-dimensional
element is covered both by an element of U1 and an element of U2, in which case it
belongs to
(U1 ∩ U2)
(n−1) = ∆+n−1U1 = ∆
−
n−1U2,
and by the inductive hypothesis it is covered by a single element of U1 with orientation
+ and by a single element of U2 with orientation −.
Definition 2.7. A directed complex is an oriented graded poset P such that, for all
x ∈ P , with dim(x) = n > 0, and all α, β,
1. ∂αx is a molecule, and
2. ∂α(∂βx) = ∂αn−2x.
Remark 2.8. Compared to Steiner’s definition of directed complex in [Ste93], ours has
in addition the built-in constraint that ∆+x and ∆−x are disjoint for all x.
Example 2.9. For each n ∈ N, let On be the poset with a pair of elements k+, k− for
each k < n and a greatest element n, with the partial order defined by jα ≤ kβ if and
only if j ≤ k. This is a graded poset, with dim(n) = n and dim(kα) = k for all k < n.
With the orientation o(cy,x) := α if x = k
α, and α ∈ {+,−}, it becomes a directed
complex; in fact, it is the smallest n-dimensional directed complex. We call On the
n-globe.
There is a category O whose objects are the n-globes, and for all n and k < n there
are exactly two morphisms ı+, ı− : Ok →֒ On, defined by ıα(k) = kα, and ıα(jβ) = jβ
for all j < k.
The category ωGph of presheaves on O is the category of ω-graphs [Lei04, Section
1.4], also known as globular sets. We represent an ω-graph X as a diagram
X0 X1 . . . Xn . . .
∂+
∂−
∂+
∂−
∂+
∂−
∂+
∂−
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of sets and functions, where Xn := X(O
n), and ∂α : Xn → Xn−1 is the image of
ıα : On−1 →֒ On.
Next, we recall the definition of strict ω-categories.
Definition 2.10. Let X be an ω-graph, and for all x ∈ Xn and k < n, let
∂αk x = ∂
α(. . . (∂α︸ ︷︷ ︸
n−k
x)).
We call the elements x ∈ Xn the n-cells of X. Given two n-cells x, y of X, and k < n,
we say that x and y are k-composable, and write x ⊲k y, if ∂
+
k x = ∂
−
k y.
We write Xn ⊲k Xn ⊆ Xn ×Xn for the set of pairs of k-composable n-cells of X.
Definition 2.11. A partial ω-category is an ω-graph X together with operations
ε : Xn → Xn+1, #k : Xn ⊲k Xn ⇀ Xn,
called unit and k-composition, for all n ∈ N, and k < n, where ε is a total function and
the #k are partial functions. For all k-cells x, and n > k, let
εnx := (ε . . . ε)︸ ︷︷ ︸
n−k
x,
an n-cell of X. The operations are required to satisfy the following conditions:
1. for all n-cells x, and all k < n,
∂α(εx) = x,
x#k εn(∂
+
k x) = x = εn(∂
−
k x)#k x,
where the two k-compositions are always defined;
2. for all (n+ 1)-cells x, y, and all k < n, whenever the left-hand side is defined,
∂−(x#n y) = ∂
−x,
∂+(x#n y) = ∂
+y,
∂α(x#k y) = ∂
αx#k ∂
αy;
3. for all cells x, y, x′, y′, and all n and k < n, whenever the left-hand side is defined,
ε(x#n y) = εx#n εy;
(x#n x
′)#k (y #n y
′) = (x#k y)#n (x
′
#k y
′);
4. for all cells x, y, z, and all n, whenever either side is defined,
(x#n y)#n z = x#n (y #n z).
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A partial ω-category is an ω-category if the #k are total functions.
A functor of partial ω-categories is a morphism of the underlying ω-graphs that
commutes with units and compositions. A functor is an inclusion if it is injective on
cells of each dimension. Partial ω-categories and functors form a category pωCat, with
a full subcategory ωCat on ω-categories.
The inclusion of ωCat into pωCat has a left adjoint (−)∗ : pωCat→ ωCat. Given
a partial ω-category X, we call X∗ the ω-category generated by X.
Proposition 2.12. [Ste93, Proposition 2.9 and 2.13] Let P be a directed complex.
1. The diagram
Moℓ0P Moℓ1P . . . MoℓnP . . .
∂+
∂−
∂+
∂−
∂+
∂−
∂+
∂−
is an ω-graph MoℓP .
2. For any n-molecule U , let ε(U) := U as an (n+1)-molecule, and for any pair U1, U2
of n-molecules, let U1 #k U2 be defined if and only if U1∩U2 = ∂
+
k U1 = ∂
−
k U2, and in
that case be equal to U1∪U2. With this assignment, MoℓP is a partial ω-category.
3. The unit MoℓP → (MoℓP )∗ is an inclusion of partial ω-categories.
Remark 2.13. In particular, the globularity property ∂αj (∂
β
kU) = ∂
α
j U holds for all n-mo-
lecules U , all α ∈ {+,−}, and j < k < n.
Lemma 2.14. Let U be a molecule in a directed complex P . Then U is an atom, or
U = U1 #k . . . #k Um,
for some molecules U1, . . . , Um, where m > 1, each Ui has exactly one element of dimen-
sion greater than k, and at most one of them has an element of dimension greater than
k + 1.
Proof. The proof of [Ste04, Proposition 4.2], referring to ω-categories with a set of
composition-generators, works also for the partial ω-categoryMoℓP , which is generated
by the atoms of P .
Proposition 2.15. Let U be an n-dimensional molecule in a directed complex. Then the
n-dimensional elements of U can be listed as x1, . . . , xm in such a way that ∂
−x1 ⊑ ∂
−U ,
∂+xm ⊑ ∂
+U , and, for all 0 < j < m, if
U˜1 := ∂
−U ∪
j⋃
i=1
cl{xi}, U˜2 := ∂
+U ∪
m⋃
i=j+1
cl{xi}, (2)
then U = U˜1 #n−1 U˜2, ∂
+xj ⊑ ∂
+U˜1 and ∂
−xj+1 ⊑ ∂
−U˜2.
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Proof. By Lemma 2.14, U has an expression of the form U1 #n−1 . . . #n−1 Um where each
of the Ui contains exactly one n-dimensional element xi. For each j, we have that U˜1 and
U˜2 as in (2) are equal to U1 #n−1 . . . #n−1 Uj and Uj+1 #n−1 . . . #n−1 Um, respectively.
Iterating Lemma 2.14, we then find that U1 has an expression as a composite of
atoms using only #k for k < n − 1. By induction on submolecules of U1: if U1 is the
atom cl{x1}, then clearly ∂
αx1 = ∂
αU1. Otherwise, suppose U1 = V1 #k V2 for some
k < n − 1 and, without loss of generality, cl{x1} ⊑ V1. By the inductive hypothesis,
∂αx1 ⊑ ∂
αV1, and ∂
αU1 = ∂
αV1 #k ∂
α
n−1V2, hence ∂
αx1 ⊑ ∂
αU1.
This proves the statement for j = 1; for j > 1, it suffices to apply the first part of
the proof to the molecule Uj #n−1 . . . #n−1 Um.
As presentations of pasting diagrams, molecules in directed complexes are quite un-
constrained. In [Had18a], we considered constructible molecules as a better-behaved
class. The following constraint, based on [Hen18a], is weaker than constructibility.
Definition 2.16. Let U be an n-dimensional molecule in a directed complex. We say
that U has spherical boundary if n = 0, or if n > 0 and
1. ∂−U and ∂+U are (n− 1)-molecules with spherical boundary, and
2. ∂−U ∩ ∂+U = ∂(∂+U) = ∂(∂−U).
A directed complex is regular if, for all x ∈ P , the atom cl{x} has spherical boundary.
If U and V are n-molecules, U has spherical boundary, and U ⊑ V , we write U ⊑s V ,
and say that U is a spherical submolecule of V .
Example 2.17. Every constructible n-molecule in an oriented thin poset is regular and
has spherical boundary by [Had18a, Theorem 3.14]. In particular, every constructible
directed complex is a regular directed complex. However, the opposite is not true: see
[Remark 7.12, ibid.] for a counterexample.
Lemma 2.18. Let U be an n-molecule with spherical boundary, k < n. Then ∂+k U and
∂−k U are k-molecules with spherical boundary.
Proof. An easy induction.
Remark 2.19. In fact, unraveling the induction on n in the definition, we can define an
n-molecule with spherical boundary to be one in which ∂+k U ∩ ∂
−
k U = ∂k−1U for all
k < n.
Lemma 2.20. Let U be an n-molecule with spherical boundary. Then:
(a) U is pure and n-dimensional;
(b) ∆+U and ∆−U are disjoint and inhabited, and each x ∈ ∆U is covered by a single
element.
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Proof. If n = 0, this is obvious. Let n > 0, and suppose U has a maximal element x
of dimension k < n; then x ∈ ∂+k U ∩ ∂
−
k U . By globularity, ∂
α
kU = ∂
α(∂βk+1U), and by
Lemma 2.18 ∂βk+1U has spherical boundary. Thus
∂+k U ∩ ∂
−
k U = ∂(∂
α
k U)
which is (k − 1)-dimensional. This contradicts x ∈ ∂+k U ∩ ∂
−
k U , so U is pure.
It follows from purity of U that ∆+U and ∆−U are disjoint, and we conclude by
Lemma 2.6.
Proposition 2.21. Let P be a regular directed complex. For all x ∈ P , both ∆+x and
∆−x are inhabited.
Proof. Follows from Lemma 2.20 since cl{x} has spherical boundary for all x ∈ P .
Proposition 2.22. Let P be a regular directed complex. Then P is an oriented thin
poset.
Proof. Let [x, y] be an interval of length 2 in P⊥. If x = ⊥, then cl{y} is a 1-globe, so
y covers exactly two 0-dimensional elements with opposite orientations, which cover ⊥
with the same orientation. Otherwise, suppose x < z < y, with z ∈ ∆αy. Then x ∈ ∂αy,
which is a regular molecule with spherical boundary, so there are two possibilities.
• x ∈ ∂(∂αy), in which case by Lemma 2.20 it is only covered by z in ∂αy. Because
cl{y} has spherical boundary, also x ∈ ∂(∂−αy), and x is covered with the same
orientation by a single other element z′ ∈ ∆−αy.
• x ∈ ∂αy \ ∂(∂αy). Then by Lemma 2.6 x is covered by a single other element
z′ ∈ ∆αy with opposite orientation.
In both cases, the interval is of the form (1).
Construction 2.23. Let P be an oriented graded poset. The suspension ΣP of P is
the oriented graded poset whose elements are {Σx |x ∈ P}+{⊥−,⊥+}, with the partial
order defined by
• ⊥α < Σx for all x ∈ P , and
• Σx ≤ Σy if and only if x ≤ y in P ,
and the orientation o(cΣy,⊥α) := α if y ∈ P
(0), and o(cΣy,Σx) := o(cy,x) for all pairs x, y
such that y covers x in P . If dim(x) = n in P , then dim(Σx) = n+ 1 in ΣP .
If U is an n-molecule, then ΣU is an (n+1)-molecule, and if U has spherical boundary,
then so does ΣU . We deduce that if P is a (regular) directed complex then ΣP is a
(regular) directed complex.
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Construction 2.24. Let P,Q be oriented graded posets. The lax Gray product P ⊠Q
of P and Q is the product poset P ×Q, which is graded, with the following orientation:
write x⊠ y for an element (x, y) of P ×Q, seen as an element of P ⊠Q; then, for all x′
covered by x in P , and all y′ covered by y in Q, let
o(cx ⊠ y,x′ ⊠ y) := oP (cx,x′),
o(cx ⊠ y,x⊠ y′) := (−)
dim(x)oQ(cy,y′),
where oP and oQ are the orientations of P and Q, respectively. It is straightforward to
prove that this operation is associative and has 1 := O0 as a unit up to isomorphism.
In the following statement, n ∨ m denotes the greatest and n ∧ m the least of the
natural numbers n,m.
Proposition 2.25. [Ste93, Theorem 7.4] Let U be an n-molecule and V an m-molecule
in a directed complex. Then U ⊠ V is an (n+m)-molecule, and for all k ∈ N
∂αk (U ⊠V ) =
n∧k⋃
i=(k−m)∨0
∂αi U ⊠ ∂
(−)iα
k−i V
is a k-molecule.
Proposition 2.26. Suppose U and V are molecules with spherical boundary. Then
U ⊠V has spherical boundary.
Proof. Let n = dim(U),m = dim(V ). By Proposition 2.25, for all k < n+m, we have
∂+k (U ⊠V ) ∩ ∂
−
k (U ⊠V ) =
(⋃
i
∂+i U ⊠ ∂
(−)i
k−i V
)
∩
⋃
j
∂−j U ⊠ ∂
−(−)j
k−j V
 =
=
( ⋃
k−m<i<n
∂i−1U ⊠ ∂k−i−1V
)
∪
⋃
i≥n
U ⊠ ∂k−i−1V
 ∪
 ⋃
i≤k−m
∂i−1U ⊠V
∪
∪
⋃
i<j
∂+i U ⊠ ∂
−(−)j
k−j V
 ∪
⋃
j<i
∂−j U ⊠ ∂
(−)i
k−i V

using the fact that
∂+i U ∩ ∂
−
i U = ∂i−1U, ∂
+
j V ∩ ∂
−
j V = ∂j−1V
when i < n and j < m because U and V have spherical boundary, and that ∂αi U ⊆ ∂
β
j U
and ∂αi V ⊆ ∂
β
j V if i < j. For the same reason, we have
∂+i U ⊠ ∂
−(−)j
k−j V ⊆ ∂
+
i U ⊠ ∂
(−)i
k−i−1V
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for all j > i+1, and similarly ∂−j U ⊠ ∂
(−)i
k−i V ⊆ ∂
−
j U ⊠ ∂
−(−)j
k−j−1V for all i > j+1. Therefore,
the last two terms are equal to(⋃
i
∂+i U ⊠ ∂
(−)i
k−i−1V
)
∪
⋃
j
∂−j U ⊠ ∂
−(−)j
k−j−1V
 ,
and it is easy to see that the first three terms are included in this union. Therefore,
∂+k (U ⊠V ) ∩ ∂
−
k (U ⊠V ) =
(⋃
i
∂+i U ⊠ ∂
(−)i
k−i−1V
)
∪
⋃
j
∂−j U ⊠ ∂
−(−)j
k−j−1V
 =
= ∂+k−1(U ⊠ V ) ∪ ∂
−
k−1(U ⊠V ),
which proves that U ⊠ V has spherical boundary.
Corollary 2.27. Let P and Q be regular directed complexes. Then P ⊠Q is a regular
directed complex.
Construction 2.28. Let P,Q be oriented graded posets. The join P ⋆Q of P and Q is
the unique oriented graded poset such that (P ⋆Q)⊥ is isomorphic to P⊥ ⊠Q⊥. We use
the following notation for elements of P ⋆Q:
• for all x ∈ P (n), let x ∈ (P ⋆Q)(n) correspond to x⊠⊥ in P⊥ ⊠Q⊥;
• for all y ∈ Q(m), let y ∈ (P ⋆Q)(m) correspond to ⊥⊠ y in P⊥ ⊠Q⊥;
• for all x ∈ P (n), y ∈ Q(m), let x ⋆ y ∈ (P ⋆Q)(n+m+1) correspond to x⊠ y in
P⊥ ⊠Q⊥.
The join is clearly associative and has the empty oriented graded poset ∅ as unit up to
isomorphism.
Proposition 2.29. [Ste93, Theorem 7.8] Let U be an n-molecule and V an m-molecule.
Then U ⋆V is an (n + m + 1)-molecule, and for all k < n + m + 1 and α ∈ {+,−},
∂αk (U ⋆V ) is a k-molecule.
The definition of the join using (−)⊥ is simple and makes it obvious that the operation
is associative and unital. However, a different definition using suspensions can be useful
in proofs about directed complexes, since, unlike (−)⊥, suspensions preserve their class.
Construction 2.30. The join and the suspension are related in the following way. There
is an injective function from P⊥ to ΣP , sending ⊥ to ⊥
+ and x ∈ P to Σx. Therefore
there is injective function of underlying sets from P⊥ ⊠Q⊥ to ΣP ⊠ΣQ, which through
the definition of P ⋆Q determines an injective function j : P ⋆Q→ ΣP ⊠ΣQ.
By Proposition 2.26, if U and V are molecules with spherical boundary, ΣU ⊠ΣV
has spherical boundary. It is straightforward to see that this implies the same property
for U ⋆V = j−1(ΣU ⊠ΣV ). We can thus state the following.
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Proposition 2.31. Suppose U and V are molecules with spherical boundary. Then
U ⋆V has spherical boundary.
Corollary 2.32. Let P and Q be regular directed complexes. Then P ⋆Q is a regular
directed complex.
2.2 Maps of directed complexes
In [Had18a] we focussed exclusively on a category of oriented graded posets and injective
maps, because those correspond to cellular maps of polygraphs. Here, we consider an
extension encompassing surjective maps, which will give a choice of degeneracies.
Definition 2.33. Let P,Q be oriented graded posets. A map f : P → Q of oriented
graded posets is a function from P to Q satisfying, for all x ∈ P , n ∈ N, and α ∈ {+,−},
∂αnf(x) = f(∂
α
nx). (3)
An inclusion ı : P →֒ Q is an injective map of oriented graded posets. An inclusion is
an isomorphism if it is also surjective.
We write ogPos for the category of oriented graded posets and maps. We write
RDCpx for its full subcategory on regular directed complexes, RAtom for its full
subcategory on atoms, and RDCpxin and RAtomin for their respective subcategories
of inclusions.
Lemma 2.34. Let f : P → Q be a map of oriented graded posets. Then f is a closed,
order-preserving, dimension-non-increasing function of the underlying graded posets.
Remark 2.35. It follows that there are forgetful functors from RDCpx and each of its
subcategories to Pos, the category of posets and order-preserving functions.
Proof. Let x ∈ P , and let m be larger than the dimensions of both x and f(x). Then
cl{f(x)} = ∂αmf(x) = f(∂
α
mx) = f(cl{x}). This proves that f is both closed and order-
preserving, since y ≤ x if and only if y ∈ cl{x}.
The dimension of an element x of an oriented graded poset can be characterised as
the smallest n such that ∂+n x = ∂
−
n x = cl{x}. Suppose x ∈ P is n-dimensional; then
∂αnf(x) = f(∂
α
nx) = f(cl{x}) = cl{f(x)}. It follows that the dimension of f(x) is at
most n.
Lemma 2.36. Let ı : P →֒ Q be an inclusion of oriented graded posets. Then ı is
order-reflecting and preserves the covering relation compatibly with the orientations, in
the sense that oQ(cı(y),ı(x)) = oP (cy,x) for all y, x ∈ P such that y covers x.
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Proof. Let x, y be such that ı(x) ≤ ı(y). Then ı(x) ∈ cl{ı(y)} = ı(cl{y}), so ı(x) = ı(x′)
for some x′ ≤ y. Since ı is injective, x = x′. It follows that ı is a closed embedding
of graded posets; in particular it preserves the covering relation and dimensions. It
follows that f(∆x) = ∆f(x) for all x ∈ P , and from f(∂αx) = ∂αf(x) we obtain
f(∆αx) = ∆αf(x), which is equivalent to ı being compatible with orientations.
Remark 2.37. In [Had18a] we defined inclusions of oriented graded posets as closed
embeddings of posets compatible with the orientations. It follows from Lemma 2.36
that inclusions in the sense of Definition 2.33 are also inclusions in the former sense; the
converse is straightforward to prove.
Proposition 2.38. Every map f : P → Q of oriented graded posets factors as a sur-
jective map P ։ P̂ followed by an inclusion P̂ →֒ Q. This factorisation is unique up to
isomorphism.
Proof. By Lemma 2.34, the image f(P ) of f is a closed subset of Q. Then f : P ։ f(P )
is a surjective map, and the subset inclusion f(P ) ⊆ Q is an inclusion of oriented graded
posets. Uniqueness up to isomorphism is a consequence of the uniqueness of the epi-
mono factorisation of the underlying function of f , together with the fact that a closed
embedding into the underlying poset of an oriented graded poset is compatible with a
unique orientation on the domain.
Next, we specialise to maps of regular directed complexes. The following proves
that molecules in a regular directed complex are quite rigid: they have no non-trivial
automorphisms.
Lemma 2.39. Let U be a molecule in a regular directed complex, and ı : U
∼
→֒ U an
isomorphism. Then ı is the identity.
Proof. We proceed by induction on the dimension and submolecules of U . If n = 0, this
is obvious. Suppose n > 0. Then ı(∂αU) = ∂αU , so ı restricts to an automorphism
of ∂αU , a molecule of lower dimension, which by the inductive hypothesis must be the
identity. By the same reasoning, if ı(x) = x for an element x, then ı is also the identity
on cl{x}, so it suffices to prove that ı fixes the maximal elements of U . If U is an atom,
this is obvious.
Otherwise, if x is maximal and dim(x) < n, then x ∈ ∂U , so we have already
established that ı(x) = x. Suppose dim(x) = n. By Lemma 2.6 and Proposition 2.21,
we can construct a sequence x = x0 → y0 → x1 → . . . → xm → ym of elements of U ,
where the yi are (n − 1)-dimensional, the xi are n-dimensional, yi ∈ ∆
+xi ∩ ∆
−xi+1
for i < m, and ym ∈ ∆
+xm ∩∆
+U : at every xi, we can always pick yi ∈ ∆
+xi, and if
yi ∈ ∆+U we stop, otherwise we take xi+1 such that yi ∈ ∆−xi+1.
Any such sequence is mapped by ı to a sequence with the same property, that is,
ı(x) → ı(y0) → . . . → ı(xm) → ı(ym) = ym. By Lemma 2.6, ym is only covered by xm
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in U , so ı(xm) = xm, hence also ı(ym−1) = ym−1. Then ym−1 is only covered by xm−1
with orientation +, and proceeding backwards we find that ı(x) = x.
Let RMolecin be the full subcategory of RDCpxin on molecules of any dimension,
and, for each regular directed complex P , let RMolecin/P be the comma category of
inclusions of molecules into P , that is, the category whose objects are inclusions U →֒ P
of molecules into P , and morphisms are commutative triangles
U
P
V
of inclusions.
Proposition 2.40. Let P be a regular directed complex. The category RMolecin/P is
a preorder.
Proof. By Lemma 2.39, two inclusions ı1, ı2 : U →֒ P are equal if and only if they
have the same image in P . This establishes an equivalence between RMolecin/P and a
subposet of the subset lattice of P .
Let us look at some basic limits and colimits in RDCpx.
Proposition 2.41. The directed complex 1 with a single element is the terminal object
of RDCpx.
Proof. Let P be a regular directed complex. There is a unique function from P to 1,
and it is trivially a map.
Proposition 2.42. The category RDCpxin has an initial object and pushouts, cre-
ated by the forgetful functor to Set, and preserved by the inclusion of subcategories
RDCpxin →֒ RDCpx.
Remark 2.43. It follows that bothRDCpxin andRDCpx also have all finite coproducts.
Proof. The empty directed complex ∅ is clearly initial in both categories.
Let ı1 : Q →֒ P1, ı2 : Q →֒ P2 be a span of inclusions. We let P1 ∪Q P2 be the
pushout of the underlying span of sets, that is, the quotient of the disjoint union P1+P2
of sets by the relation ı1(x) ∼ ı2(x) for all x ∈ Q. This comes with injective functions
j1 : P1 →֒ P1∪QP2 and j2 : P2 →֒ P1∪QP2, and becomes a poset by letting ji(x) ≤ ji(y)
if and only if x ≤ y in Pi. Now cl{ji(x)} ≃ cl{x} for all x ∈ Ji, and every element of
P1 ∪Q P2 is of the form ji(x) for some i and x ∈ Ji, so P1 ∪Q P2 is graded, and inherits
an orientation from P1 and P2, compatibly on Q.
For the same reason, with this orientation P1 ∪Q P2 is a regular directed complex.
The universal property is a simple check.
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Corollary 2.44. Any regular directed complex is the colimit of the diagram of inclusions
of its atoms.
Proof. This is true of the underlying sets and functions, and the colimit can be con-
structed by pushouts and finite coproducts.
Example 2.45. Let U, V and W be regular molecules together with necessarily unique
isomorphisms W
∼
→֒ ∂+k U and W
∼
→֒ ∂−k V . We can take the pushout
W
U #k VU
V
j1
j2
in RDCpxin; then U #k V is a molecule, equal to the k-composite j1(U)#k j2(V ).
Conversely, if P is a molecule, decomposing as U #k V , then P is the pushout of the
span of inclusions (U ∩ V ⊆ U , U ∩ V ⊆ V ). In this sense, the two interpretations
of #k — a decomposition of subsets of a regular directed complex, and an operation
composing different regular directed complexes — are compatible with each other.
Moreover, thanks to Proposition 2.40, if an equation between expressions built from
the #k and the ∂
α
k holds for molecules in all regular directed complexes, then it holds up
to unique isomorphism for the same expressions seen as operations on regular directed
complexes.
For example, for all n-molecules U1, U2 ⊆ P and all k < n − 1, it holds that
∂αn−1(U1 #k U2) = ∂
α
n−1U1 #k ∂
α
n−1U2 when U1 ∩ U2 = ∂
+
k U1 = ∂
−
k U2. It follows that
for all n-molecules U and V with ∂+k U isomorphic to ∂
−
k V , there is a unique isomorph-
ism ∂αn−1(U #k V )
∼
→֒ ∂αn−1U #k ∂
α
n−1V .
We will now prove that lax Gray products and joins are compatible with maps of
directed complexes, so in particular they define monoidal structures on RDCpx.
Proposition 2.46. Let f : P → P ′ and g : Q→ Q′ be two maps of directed complexes.
Then there is a map f ⊠ g : P ⊠Q → P ′ ⊠Q′ of directed complexes whose underlying
function is f × g.
Proof. Let x ∈ P (n) and y ∈ Q(m). By Proposition 2.25 and the fact that f, g are maps
of oriented graded posets, we have
∂αk (f ⊠ g(x⊠ y)) = ∂
α
k (f(x)⊠ g(y)) =
⋃
i
∂αi f(x)⊠ ∂
(−)iα
k−i g(y) =
=
⋃
i
f(∂αi x)⊠ g(∂
(−)iα
k−i y) =
= f ⊠ g
(⋃
i
∂αi x⊠ ∂
(−)iα
k−i y
)
= f ⊠ g(∂αk (x⊠ y)).
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This proves that f ⊠ g is a map of oriented graded posets.
Corollary 2.47. The lax Gray product determines a monoidal structure on RDCpx,
whose unit is the terminal object 1, restricting to a monoidal structure on RAtom.
The forgetful functor is a monoidal functor (RDCpx,−⊠−, 1)→ (Pos,−×−, 1).
Proposition 2.48. The lax Gray product preserves the initial object and pushouts of
inclusions in each variable.
Proof. As shown in Proposition 2.42, these colimits are created by the forgetful functor
to Set, and the statement is true for the cartesian product of sets.
Next, we move on to joins of regular directed complexes. To prove functoriality, we
will use the functoriality of suspensions.
Construction 2.49. Let f : P → Q be a map of oriented graded posets. Then
Σf : ΣP → ΣQ, defined by ⊥α 7→ ⊥α and Σx 7→ Σf(x) is also a map of oriented
graded posets: for all x ∈ P , by construction we have ∂αk (Σx) = Σ(∂
α
k−1x) for all k > 0,
and ∂α0 (Σx) = {⊥
α}. Hence,
Σf(∂αk (Σx)) = Σ(f(∂
α
k−1x)) = Σ(∂
α
k−1f(x)) = ∂
α
kΣf(Σx)
when k > 0, and the few remaining cases can be easily checked.
This assignment respects composition and identities, so it defines an endofunctor Σ
on ogPos, which restricts to an endofunctor on RDCpx.
Construction 2.50. If f : P → P ′ and g : Q → Q′ are two maps of directed
complexes, then Σf ⊠Σg sends the image of j : P ⋆Q → ΣP ⊠ΣQ to the image of
j : P ′ ⋆Q′ → ΣP ′ ⊠ΣQ′. By injectivity, j has a partial inverse j−1 on its image, so it
makes sense to define
f ⋆ g := j; (Σf ⊠Σg); j−1 : P ⋆Q→ P ′ ⋆Q′. (4)
Proposition 2.51. The join determines a monoidal structure on RDCpx, whose unit
is the empty directed complex ∅, restricting to a monoidal structure on RAtom.
Proof. Functoriality follows from the functoriality of Σ(−)⊠Σ(−), so it suffices to prove
that f ⋆ g is a map of oriented graded posets. For all z ∈ P ⋆Q, we have
j−1(∂αk+1j(z)) = ∂
α
k z, clj(∂
α
k z) = ∂
α
k+1j(z).
Now, say that W ⊆ ΣP ⊠ΣQ is closed relative to j if w ∈ W and j(z) ≤ w for some
z ∈ P ⋆Q implies that j(z) ∈W . Then:
1. for all closed U ⊆ P ⋆Q, the subset j(U) is closed relative to j,
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2. if W is closed relative to j, then j−1(W ) = j−1(clW ), and
3. Σf ⊠Σg preserves the property of closure relative to j.
Because for all k and z ∈ P ⋆Q, the subset j(∂αk z) is closed relative to j, we have
j−1(Σf ⊠Σg(clj(∂αk z))) = j
−1(Σf ⊠Σg(j(∂αk z))) = f ⋆ g(∂
α
k z)
and
j−1(Σf ⊠Σg(clj(∂αk z))) = j
−1(Σf ⊠Σg(∂αk+1j(z)))
= j−1(∂αk+1(Σf ⊠Σg(j(z))) = ∂
α
k (f ⋆ g)(z).
So f ⋆ g is compatible with boundaries: it is a map of oriented graded posets.
Proposition 2.52. The join preserves pushouts of inclusions in each variable.
Proof. The Σ endofunctor preserves pushout diagrams of inclusions. The statement then
follows from Proposition 2.48 and the definition of joins.
Remark 2.53. Notice, however, that Σ does not preserve the initial object, nor any
coproducts, and neither does the join operation.
Remark 2.54. By definition, there are injective functions P →֒ P ⋆Q and Q →֒ P ⋆Q for
all oriented graded posets P,Q. These are in fact inclusions of oriented graded posets,
natural in P and Q.
To conclude this section, we rapidly treat duals of directed complexes and their
interaction with lax Gray products and joins.
Construction 2.55. Let P be an oriented graded poset, and J ⊆ N\{0}. Then DJ (P ),
the J-dual of P , is the oriented graded poset with the same underlying poset as P , and
the orientation o′ defined by
o′(cx,y) :=
{
−o(cx,y), dim(x) ∈ J,
o(cx,y), dim(x) 6∈ J,
for all elements x, y ∈ P such that x covers y.
We write P op, P co, and P ◦ for DJ(P ) in the cases, respectively, J = {2n − 1}n>0,
J = {2n}n>0, and J = N \ {0}.
Proposition 2.56. Let P be a (regular) directed complex, J ⊆ N+. Then DJ(P ) is
a (regular) directed complex. The assignment P 7→ DJ(P ) extends to an involutive
endofunctor of RDCpx.
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Proof. If U is an n-molecule, then DJ(U) is an n-molecule, by a straightforward induc-
tion on the structure of U . Moreover DJ(U) has spherical boundary if and only if U does.
It follows that DJ(P ) is a (regular) directed complex if and only if P is. Functoriality
on RDCpx is an easy check (a map f has the same underlying function as DJ(f)).
The following is a simple fact about atoms and duals.
Lemma 2.57. Let U and V be atoms, n = dim(U) > dim(V ), and let p : U ։ V be a
surjective map. Then there is a map p′ : Dn(U) ։ V such that p|∂αU = p
′|∂−αDn(U) for
α ∈ {+,−}.
Proof. The statement defines p′ on ∂Dn(U); it suffices to extend it by sending the
greatest element of Dn(U) to the greatest element of V . This is well-defined because
p(∂+U) = p(∂−U) = V .
Proposition 2.58. Let P,Q be two oriented graded posets. Then:
(a) x⊠ y 7→ y ⊠x defines an isomorphism between (P ⊠Q)op and Qop ⊠P op and between
(P ⊠Q)co and Qco ⊠P co;
(b) x ⋆ y 7→ y ⋆ x defines an isomorphism between (P ⋆Q)op and Qop ⋆P op.
Consequently, x⊠ y 7→ x⊠ y defines an isomorphism between (P ⊠Q)◦ and P ◦ ⊠Q◦.
These isomorphisms are natural for maps of oriented graded posets.
Proof. Identical to the proof of [Had18a, Proposition 4.23].
2.3 Some constructions of molecules
In this section, we give a few simple constructions of molecules and maps that we will
use in the rest of the article.
Construction 2.59. Let U, V,W be regular n-molecules such that
1. V,W have spherical boundary, V ⊑s U , and
2. there are (necessarily unique) isomorphisms ∂−W
∼
→֒ ∂−V and ∂+W
∼
→֒ ∂+V of
(n− 1)-molecules.
The isomorphisms restrict to isomorphisms of the lower-dimensional boundaries, and
because V and W have spherical boundary, this suffices to induce an isomorphism
ı : ∂W
∼
→֒ ∂V .
The substitution U [W/V ] of W for V ⊑s U is the result of replacing V with W in U ,
identifying ∂V and ∂W through ı: that is, U [W/V ] is the set (U \ V ) +W , with x ≤ y
if and only if
• x, y ∈ U \ V and x ≤ y in U , or x, y ∈W and x ≤ y in W , or
24
• x ∈ U \ V , y ∈ W , and for some z ∈ ∂W we have x ≤ ı(z) in U and z ≤ y in W ,
or
• x ∈W , y ∈ U \ V , and for some z ∈ ∂W we have x ≤ z in W and ı(z) ≤ y in U .
The poset U [W/V ] is still a pure graded poset, and inherits an orientation from those
of U and W . Notice that ∂αU [W/V ] is isomorphic to ∂αU .
Proposition 2.60. U [W/V ] is a regular n-molecule, W ⊑s U [W/V ]. If V ⊑s V
′ ⊑ U
for another n-molecule V ′, thenW ⊑s V
′[W/V ] ⊑ U [W/V ]. Moreover, if U has spherical
boundary, so does U [W/V ].
Proof. By induction on increasing V ′ with V ⊑s V
′ ⊑ U : if V ′ = V , then V ′[W/V ] =W ,
which is a regular n-molecule by assumption.
Otherwise, V ′ has a proper decomposition V ′1 #k V
′
2 , with V ⊑s V
′
i ; without loss
of generality, let i = 1. Then V ′1 [W/V ] is a regular n-molecule with boundaries iso-
morphic to those of V ′1 , so V
′
1 [W/V ]#k V
′
2 is well-defined, a regular molecule, and equal
to V ′[W/V ]. Moreover W ⊑s V
′
1 [W/V ] ⊑ V
′[W/V ]. We conclude using the fact that
chains V ⊏ . . . ⊏ U are finite.
Finally, because substitutions do not affect boundaries, if U has spherical boundary,
so does U [W/V ].
The following construction formalises the fact that, given two regular n-molecules
U, V with isomorphic spherical boundaries, we can form an (n + 1)-atom with U as its
input boundary, and V as its output boundary.
Construction 2.61. Let U and V be regular n-molecules with spherical boundary and
(necessarily unique) isomorphisms ∂−U
∼
→֒ ∂−V and ∂+U
∼
→֒ ∂+V .
Form the pushout of ∂U ⊆ U and ∂U
∼
→֒ ∂V ⊆ V in RDCpx; then, let U ⇒ V
be the oriented graded poset obtained by adjoining a single (n+1)-dimensional element
⊤ with ∂−⊤ := U and ∂+⊤ := V . Then U ⇒ V is an (n + 1)-atom with spherical
boundary.
In particular, for all regular n-molecules U with spherical boundary, ∂−U and ∂+U
have isomorphic boundaries; thus ∂−U ⇒ ∂+U is well-defined, and has boundaries
isomorphic to those of U .
Definition 2.62. For all regular molecules U with spherical boundary, we write JUK for
the atom ∂−U ⇒ ∂+U .
Construction 2.63. Let U be a molecule in a directed complex. We define O(U) to be
the poset (O1 ⊠U)/ ∼, where ∼ is the equivalence relation generated by
0− ⊠x ∼ 1⊠x ∼ 0+ ⊠x for all x ∈ ∂U.
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Because 0− ⊠ y covers 0− ⊠ x with orientation α if and only if 0+ ⊠ y covers 0+ ⊠x with
orientation α, O(U) inherits an orientation from O1 ⊠U ; this is the only orientation
making the quotient q : O1 ⊠U ։ O(U) a map of oriented graded posets.
Intuitively, O(U) is a cylinder on U with its sides squashed. The natural map
!⊠ idU : O
1
⊠U ։ 1⊠U
∼
→֒ U,
where ! : O1 ։ 1 is the unique map onto the terminal object, descends to the quotient,
factoring as
O1 ⊠U
O(U)
U
!⊠ idU
q pU
for a unique pU : O(U)։ U . This has the property that
U
O(U)
U
idU
ıα pU
commutes for α ∈ {+,−}, where ıα is the isomorphic inclusion of U into ∂αO(U).
We want to prove that, if U is a regular molecule with spherical boundary, then so
is O(U). It is convenient to prove the following, more general result. Let C ⊆ ∂U be a
closed subset, and let UC be the quotient of O
1
⊠U by the equivalence relation generated
by
0− ⊠ x ∼ 1⊠ x ∼ 0+ ⊠x for all x ∈ C.
Then UC admits a unique orientation making the quotient qC : O
1
⊠U ։ UC a map of
oriented graded posets. When C = ∂U , we recover UC = O(U).
Lemma 2.64. Let U be an n-molecule in a directed complex and C ⊆ ∂U a closed
subset. Then UC is an (n + 1)-molecule. If U has spherical boundary, so does UC , and
if U is regular, so is UC .
Proof. We know that O1 ⊠U is an (n+1)-molecule; using the fact that qC is compatible
with boundaries, we can obtain an expression of UC as a composite of atoms by induction
on expressions of O1 ⊠U as a composite of atoms.
For k ≤ n, we have
∂αk (O
1
⊠U) = {0α}⊠ ∂αkU ∪O
1
⊠ ∂−αk−1U,
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and it is easy to see that ∂αkUC = qC(∂
α
k (O
1
⊠U)). Then ∂+k UC ∩ ∂
−
k UC is equal to(
qC({0
+}⊠ ∂+k U) ∩ qC({0
−}⊠ ∂−k U)
)
∪
(
qC({0
+}⊠ ∂+k U) ∩ qC(O
1
⊠ ∂+k−1U)
)
∪
∪
(
qC(O
1
⊠ ∂−k−1U) ∩ qC({0
−}⊠ ∂−k U)
)
∪
(
qC(O
1
⊠ ∂−k−1U) ∩ qC(O
1
⊠ ∂+k−1U)
)
,
which is equal to
qC(O
1
⊠ (C ∩ ∂+k U ∩ ∂
−
k U)) ∪ qC({0
+}⊠ ∂+k−1U) ∪
∪ qC({0
−}⊠ ∂−k−1U) ∪ qC(O
1
⊠ (∂+k−1U ∩ ∂
−
k−1U)).
If U has spherical boundary, the first term is included in the union of the following two
by definition of C, and because ∂+k U ∩ ∂
−
k U = ∂k−1U when k < n, and C ⊆ ∂U when
k = n; while the last term is equal to qC(O
1
⊠ ∂k−2U). It follows that
∂+k UC ∩ ∂
−
k UC = ∂
+
k−1UC ∪ ∂
−
k−1UC ,
and UC has spherical boundary.
Finally, suppose that U is regular. Elements x ∈ UC are either the image of some
0α ⊠x′ for x′ ∈ U , in which case cl{x} in UC is isomorphic to cl{x
′} in U , or they
are the image of 1⊠x′ for some x′ ∈ U \ C. But then cl{x} is isomorphic to cl{x′}D,
where D := C ∩ ∂x′, which is a molecule with spherical boundary by what we proved
earlier.
Proposition 2.65. Let U be a regular n-molecule with spherical boundary. Then O(U)
is a regular (n+ 1)-molecule with spherical boundary.
Proof. Follows from Lemma 2.64 with C := ∂U .
Remark 2.66. If U is an n-atom, then O(U) is an (n + 1)-atom isomorphic to U ⇒ U .
Letting O0(U) := U and On(U) := O(On−1(U)) for n > 0, in particular, On−1(1) is
isomorphic to On.
Remark 2.67. While the construction O(−) is not functorial in general, it satisfies a
restricted naturality over surjective maps of n-atoms of the same dimension. For a
surjective map f : U → V of n-atoms, since f(∂αU) = ∂αV , the commutative square
O1 ⊠U
VU
O1 ⊠V
idO1 ⊠ f
!⊠ idU
f
!⊠ idV
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descends to a commutative square
O(U)
V .U
O(V )
O(f)
pU
f
pV
Because O(f) is also a surjective map of (n+1)-atoms, we can iterate this construction,
letting O0(f) := f : U ։ V and On(f) := O(On−1(f)) : On(U)։ On(V ).
Remark 2.68. Construction 2.63 will allow us to produce “units” on diagrams shaped as
molecules with spherical boundary in a diagrammatic set.
Its importance is the reason why we use regular, and not constructible directed
complexes as in [Had18a]: Proposition 2.65 does not hold for constructible molecules,
that is, there are constructible molecules U such that O(U) is not constructible.
For example, let V be the following constructible 3-atom:
y
,
and let C := {y}. By Lemma 2.64, VC is a regular 4-atom with spherical boundary, but
∂+VC has the following form:
,
where the shaded area in each diagram is the input boundary of the following 3-atom.
This is not a constructible 3-molecule, because no pair of 3-atoms forms a constructible
3-molecule: the union of the first two does not have spherical boundary, and the union
of the next two is not a molecule.
It is easy to produce a constructible 3-molecule U that contains V as an atom,
and such that V ∩ ∂U = {y}. Then O(U) contains VC as an atom, hence it is not
constructible.
The following construction produces shapes of “unitor” cells.
Construction 2.69. Let U be an n-atom, and V ⊑s ∂−U a regular (n − 1)-molecule
with spherical boundary. There is an (n + 1)-atom LVU := U ⇒ (O(V ) ∪ U), where the
union is along ∂+O(V )
∼
→֒ V ⊑s ∂
−U , and a retraction ℓVU : L
V
U ։ U
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• sending the greatest element of LVU to the greatest element of U ,
• equal to the identity on both isomorphic copies of U in ∂LVU , and
• equal to pV : O(V )։ V on O(V ) ⊑s ∂
+LVU .
Dually in dimension n, if V ′ ⊑s ∂
+U , there is an (n+1)-atom RV
′
U := U ⇒ (U ∪O(V
′)),
together with a retraction rV
′
U : R
V ′
U ։ U .
Dually in dimension n+ 1, we also have two atoms
L˜VU := Dn+1(L
V
U ), R˜
V ′
U := Dn+1(R
V ′
U )
with retractions ℓ˜VU : L˜
V
U ։ U and r˜
V ′
U : R˜
V ′
U ։ U .
Construction 2.70. Let U be an n-atom, V an (n − 1)-atom, and f : U ։ V a
surjective map. There is a surjective map f≺ : U ։ O(V ) defined as follows:
• f≺ maps the greatest element of U to the greatest element of O(V );
• if x ∈ ∂αU , then f≺ maps it to f(x) ∈ V
∼
→֒ ∂αO(V ).
We can see f≺ as a “fattened” version of f , splitting the image of its two boundaries. If
pV : O(V )։ V is the map of Construction 2.63, we have that
U
O(V )
V
f
f≺ pV
commutes.
Next, we generalise the notion of a merger tree [Had18a, Construction 2.18] from
constructible molecules to regular molecules with spherical boundary.
Construction 2.71. Let U be a regular n-molecule with spherical boundary. A binary
split of U is a pair U1, U2 ⊑s U of n-molecules with spherical boundary such that
1. U1 ∩ U2 ⊆ ∂
+U1 ∩ ∂
−U2,
2. U˜1 := U1 ∪ ∂
−U and U˜2 := U2 ∪ ∂
+U are molecules, U1 ⊑s U˜1 and U2 ⊑s U˜2, and
3. U = U1 ∪ U2 = U˜1 #n−1 U˜2.
We say that U is unsplittable if it admits no binary split.
A merger tree T for U is a rooted binary tree whose vertices are labelled with n-mo-
lecules V ⊑s U , such that
1. the root is labelled U ,
2. the leaves are labelled with unsplittable molecules, and
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3. if the children of a vertex labelled V are labelled V1 and V2, then V = V1 ∪ V2 is a
binary split of V .
Example 2.72. All atoms are unsplittable. The only unsplittable constructible molecules
are atoms: by [Had18a, Theorem 5.18], merger trees for constructible molecules are
merger trees in the generalised sense, and every constructible molecule admits a merger
tree whose leaves are labelled with atoms.
The 3-molecule of [Had18a, Remark 7.12] is an unsplittable regular 3-molecule with
three maximal elements.
Remark 2.73. If a regular n-molecule U with spherical boundary has two maximal ele-
ments, then it admits a binary split: using Lemma 2.14, we can write U = U˜1 #n−1 U˜2
where U˜1 and U˜2 contain a single n-dimensional element x1 ∈ U˜1, x2 ∈ U˜2; since U is
pure, U = cl{x1} ∪ cl{x2}, and necessarily cl{x1} ⊑s U˜1 and cl{x2} ⊑s U˜2.
2.4 Diagrammatic sets
Definition 2.74. A diagrammatic set is a presheaf on RAtom. Diagrammatic sets,
together with their morphisms of presheaves, form a category DgmSet.
We will assume that RAtom is skeletal: isomorphism of directed complexes is de-
cidable, so this is a reasonable requirement, and spares us the trouble of dealing with
pairs of elements that are related by an isomorphism of atoms.
We have the Yoneda embedding RAtom →֒ DgmSet. By Corollary 2.44 and the
universal property of presheaf categories as free cocompletions, this extends to an em-
bedding RDCpx →֒ DgmSet. We will casually identify any regular directed complex
with its embedding.
Construction 2.75. Let X be a diagrammatic set, and J ⊆ N+. The J-dual DJ(X) of
X is the diagrammatic set defined by DJ(X)(−) := X(DJ (−)). For each J , this defines
an endofunctor DJ(−) on DgmSet.
In particular, we write X◦, Xop, and Xco for X((−)◦), X((−)op), and X((−)co),
respectively.
In [Had18a, Section 4], we considered the extension of the lax Gray product and join
of constructible directed complexes to constructible polygraphs, defined as presheaves on
a category of constructible atoms and inclusions. These extend with no effort to regular
directed complexes and diagrammatic sets, and we bundle the relevant facts together
into a single statement.
Proposition 2.76. The following facts hold.
1. The monoidal structure (−⊠−, 1) on RDCpx extends to a monoidal biclosed
structure (−⊠−, [−,−]l, [−,−]r, 1) on DgmSet.
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2. The monoidal structure (− ⋆−, ∅) on RDCpx extends to DgmSet, with natural
inclusions X →֒ X ⋆Y, Y →֒ X ⋆Y for all diagrammatic sets X,Y .
This monoidal structure is locally biclosed, in the sense that, for all X, there are
right adjoints to the functors DgmSet→ X/DgmSet defined by
f : Y → Z 7→
X ⋆Y
X
X ⋆Z
idX ⋆ f
,
f : Y → Z 7→
Y ⋆X
X
Z ⋆X
f ⋆ idX
.
3. There are canonical isomorphisms (X ⊠Y )op ≃ Y op ⊠Xop, (X ⊠Y )co ≃ Y co ⊠Xco,
(X ⊠ Y )◦ ≃ X◦ ⊠Y ◦, and (X ⋆Y )op ≃ Y op ⋆Xop, natural in the diagrammatic sets
X,Y .
Let us introduce some terminology.
Definition 2.77. Let X be a diagrammatic set. An n-diagram of shape U in X is a
morphism x : U → X, where U is an n-molecule. An n-diagram of shape U is spherical
if U has spherical boundary, and it is an n-cell if U is an n-atom.
If x is a diagram of shape U , the input k-boundary of x is the diagram ∂−k x := ı
−
k ;x,
where ı−k : ∂
−
k U →֒ U is the inclusion of the input k-boundary of U into U . Similarly,
the output k-boundary of x is ∂+k x := ı
+
k ;x, where ı
+
k : ∂
+
k U →֒ U is the inclusion of
the output k-boundary of U into U . We also write ∂kx := ık;x, where ı is the inclusion
∂kU →֒ U . When U is n-dimensional and k = n− 1, we omit the index.
If x is an n-diagram, we write x : y− ⇒ y+ to express that ∂αn−1x = y
α for α ∈ {+,−}.
We say that two n-diagrams x, x′ : y− ⇒ y+ are parallel.
Let x be an n-diagram of shape U , and let V →֒ U be the inclusion of a directed
complex V . We write x|V for the restriction of x to V , and x|V ⊆ x. We also write
y ⊑s x if y = x|V for some spherical submolecule V ⊑s U , and say y is a spherical
subdiagram of x.
If x is a diagram of shape U = U1 #k U2, we write x = x1 #k x2 where x1, x2 are the
restrictions of x to U1 and U2, respectively. If z is a spherical n-diagram of shape W ,
parallel to y ⊑s x of shape V , we write x[z/y] for the n-diagram of shape U [W/V ] which
is equal to z on W , and to x on U \ V .
Definition 2.78. Suppose x1 and x2 are n-diagrams of shapes U1 and U2 with the fol-
lowing property: there is a directed complex V and inclusions V →֒ ∂+U1 and V →֒ ∂
−U2
such that
1. x1|V = x2|V =: y, and
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2. the pushout
V
UU1
U2
is a regular n-molecule with U1, U2 ⊑ U .
Then we write x1 ∪ x2 for the n-diagram of shape U defined by (x1 ∪ x2)|Ui = xi for
i = 1, 2, and call it the union of x1 and x2 along y ⊆ ∂
+x1, ∂
−x2. We also write
y = x1 ∩ x2. We will often leave y implicit, when clear from context.
The following is a general fact that we will use in a few occasions.
Construction 2.79. Let D be a small category. For each subcategory C of D, there
is a restriction functor −C : PSh(D) → PSh(C). This functor has a left adjoint
ıC : PSh(C) → PSh(D), with the following description: for each presheaf X on C,
the elements of ıCX(d) are pairs (x ∈ X(c), f : d → c), where c is an object of C and
f : d→ c a morphism of D, quotiented by the relation
(g∗x ∈ X(c), f : d→ c) ∼ (x ∈ X(c′), f ; g : d→ c′)
for all morphisms g : c → c′ in C. If h : d′ → d is a morphism in D, h∗ sends the
equivalence class of (x, f) in ıCX(d) to the equivalence class of (x, h; f) in ıCX(d
′).
The functor ıC can equally be characterised as the left Kan extension of the inclusion
C →֒ D →֒ PSh(D) along the Yoneda embedding C →֒ PSh(C).
Lemma 2.80. Suppose C is a full subcategory of D. Then ıC : PSh(C)→ PSh(D) is
full and faithful.
Proof. If c is an object of C, each equivalence class of ıCX(c) has a unique representative
of the form (x, idc). It follows that the components X → (ıCX)C of the unit of the
adjunction are isomorphisms, and we can apply [ML71, Theorem IV.3.1].
We will use adjunctions of the form ıC ⊣ −C for subcategories of RAtom.
Example 2.81. Let O˜ be the full subcategory of RAtom on the globes On. Presheaves
on O˜ can be identified with reflexive ω-graphs, for which see [Lei04, Example 10.1.2].
Letting ωGphrefl denote the category of reflexive ω-graphs, the restriction functor
−
O˜
: DgmSet→ ωGphrefl has a full and faithful left adjoint ıO˜ : ωGphrefl → DgmSet.
Thus reflexive ω-graphs can be identified with a full subcategory of diagrammatic sets.
In some cases, there is a canonical choice of representatives for elements of ıCX.
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Example 2.82. Let RPol := PSh(RAtomin); we conjecture that this is equivalent to
the category of regular polygraphs of [Hen18a], which should follow from Conjecture 3.54.
Let u : RPol → DgmSet be left adjoint to the restriction DgmSet → RPol; this
can be seen as the functor that “freely adds degeneracies” to a regular polygraph.
It follows from Lemma 2.38 that, if X is a regular polygraph, each cell of shape U
in uX has a unique representative of the form (x ∈ X(V ), f : U ։ V ), where f is a
surjective map of atoms. This explicit description can be used to prove easily that the
adjunction is monadic: that is, diagrammatic sets can be seen as regular polygraphs
with algebraic structure.
Construction 2.83. The category RAtom has a filtration given by the full subcat-
egories RAtomn for n ≥ 0, whose objects are the atoms of dimension k ≤ n. We call a
presheaf on RAtomn an n-diagrammatic set, and write nDgmSet for their category.
The restrictions −≤n : DgmSet→ nDgmSet have full and faithful left adjoints,
ın : nDgmSet→ DgmSet.
If X is a diagrammatic set, we write σ≤nX := ınX≤n, and call the counit σ≤nX → X
the n-skeleton of X.
The restrictions factor as a sequence of restriction functors
. . .→ nDgmSet→ (n− 1)DgmSet → . . .→ 0DgmSet,
all with full and faithful left adjoints. By universal properties, the skeleta of X form a
sequence of morphisms
σ≤0X → . . .→ σ≤n−1X → σ≤nX → . . .
over X, whose colimit is X.
Construction 2.84. The restrictions −≤n : DgmSet → nDgmSet also have right
adjoints ı!n : nDgmSet → DgmSet, by right Kan extension of RAtomn →֒ DgmSet
along the Yoneda embedding RAtomn →֒ nDgmSet.
If X is a presheaf on RAtomn, we have for all atoms U
ı!nX(U) ≃ HomDgmSet(U, ı
!
nX) ≃ HomnDgmSet(σ≤nU,X),
that is, ı!nX has one cell of shape U for every way of mapping the directed complex
σ≤nU into X. If U has dimension k ≤ n, these are the same as the cells of X. If k > n,
since σ≤n∂U →֒ σ≤nU , any two parallel k-cells in ı
!
nX must be equal, and between any
two parallel spherical (k − 1)-diagrams in ı!nX there must be a k-cell.
If X is a diagrammatic set, we write τ≤nX := ı
!
nX≤n, and call the counit X → τ≤nX
the n-coskeleton of X. The coskeleta of X form a tower of morphisms
. . .→ τ≤nX → τ≤n−1X → . . .→ τ≤0X (5)
under X, whose limit is X.
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Definition 2.85. We say that X is n-coskeletal if its n-coskeleton is an isomorphism.
Definition 2.86. Let x : U → X be an n-cell in a diagrammatic set. We say that x is
irreducible if, whenever x = p∗y for some surjective map p : U ։ V and y ∈ X(V ), it
follows that that U = V and p is the identity. We write AnX for the set of irreducible
n-cells of X.
We say that x is degenerate if there exist a k-cell y : V → X, with k < n, and a
surjective map p : U ։ V such that x = p∗y. We write DegX for the set of degenerate
cells of X.
Remark 2.87. Every irreducible cell is non-degenerate. A non-degenerate cell, however,
may not be irreducible, because of the existence of surjective maps between atoms of
the same dimension. This should be contrasted with simplicial sets, where the two
corresponding notions coincide.
Because atoms have finitely many elements, and surjective maps decrease the number
of elements, every cell of a diagrammatic set must be equal to p∗y for some irreducible
cell y. However, this expression may not in general be unique.
Example 2.88. Let X be the quotient O2/∂O2, that is, the pushout
∂O2
X1
O2
x
in DgmSet; then x is the only irreducible 2-cell in X.
Let U := (O1 #0O
1) ⇒ O1; there are two surjective maps p1, p2 : U ։ O
2, the first
of which collapses the first copy of O1, and the second of which collapses the second
copy of O1 in the input boundary of U . The 2-cells p∗1x and p
∗
2x have equal boundaries
in X, and we can let X ′ be the quotient of X by p∗1x ∼ p
∗
2x, that is, the coequaliser of
the pair p∗1x, p
∗
2x : U → X. In X
′, the cell x is still irreducible, and we have p∗1x = p
∗
2x,
but p1 6= p2.
Definition 2.89. We say that X has the Eilenberg-Zilber property if, for all atoms U
and cells x : U → X, there is a unique irreducible cell y : V → X and a unique surjective
map p : U ։ V such that x = p∗y.
Example 2.90. By the remark in Example 2.82, for all regular polygraphs X, the dia-
grammatic set uX has the Eilenberg-Zilber property.
Proposition 2.91. Let X be a diagrammatic set. For each irreducible cell x ∈ AnX,
let U(x) be the shape of x. The following are equivalent:
(a) X has the Eilenberg-Zilber property;
34
(b) for all n > 0, the diagram∐
x∈AnX
∂U(x)
∐
x∈AnX
U(x)
σ≤n−1X σ≤nX
(∂x)x∈AnX (x)x∈AnX
(6)
is a pushout in DgmSet.
Proof. Since every n-cell of X is of the form p∗x for some irreducible cell x of dimension
k ≤ n and surjective map p, there is always a surjective morphism
σ≤n−1X ∪
∐
x∈AnX
U(x)→ σ≤nX.
It is easy to see that this morphism is also injective if and only if X has the Eilenberg-
Zilber property.
Remark 2.92. Since the top side of (6) is a monomorphism and DgmSet is a topos, the
bottom side is also a monomorphism. It follows that if X satisfies the Eilenberg-Zilber
property, the n-skeleton σ≤nX → X is a monomorphism.
3 Representable diagrammatic sets
3.1 Equivalences and representability
The following are the fundamental definitions for this section.
Definition 3.1. LetW be an (n+1)-atom, n ≥ 0. A horn of W is an inclusion Λ →֒W
whose image is W minus the greatest element and a single n-dimensional element.
In particular, Λ →֒ W is a composition horn if the image of Λ is ∂αW for some
α ∈ {+,−}, that is, ∂−αW is an atom, and its greatest element is the single n-dimen-
sional element not in the image of Λ. In this case, Λ is an n-molecule with spherical
boundary.
Let X be a diagrammatic set. A horn of W in X is a pair of a horn Λ →֒ W and a
morphism λ : Λ→ X. A filler for the horn is an (n+ 1)-cell h :W → X such that
Λ X
W
λ
h
commutes.
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Definition 3.2. For n > 0, a ternary (n + 1)-atom W is an (n + 1)-atom with three
n-dimensional elements. Necessarily, one boundary of W splits into two n-atoms W+
and W−, with W+ ∩W− ⊆ ∂
+W+ ∩ ∂
−W−, and the other boundary is a single n-atom
W0. Let
ΛW− :=W+ ∪W0, Λ
W
+ :=W− ∪W0.
Let X be a diagrammatic set, x : U → X an n-cell of X and V ⊆ ∂αU . A divi-
sion horn for x at V is a pair of an inclusion ı : U →֒ W such that ı(U) = Wα and
ı(V ) =W+ ∩W−, and a horn λ : Λ
W
−α → X such that
U
XΛW−α
x
λ
commutes. If α = +, we call this a left division horn, and if α = − a right division horn.
We write Div(x : U → X,V ⊆ ∂αU) for the set of division horns for x at V .
Remark 3.3. If W is an (n + 1)-atom, every horn of W is isomorphic to a horn of
Dn+1(W ). In particular, for each division horn for x : U → X at V , given by Λ →֒ W
and λ : Λ→ X, there is a dual division horn, where Λ is seen as a horn of Dn+1(W ).
Definition 3.4. Let X be a diagrammatic set and e : U → X an n-cell of X, n > 0.
Coinductively, we say that e is an n-equivalence if all division horns Λ →֒W,λ : Λ→ X
for e at ∂+U or at ∂−U have a filler h : W → X which is an (n+ 1)-equivalence.
We write EqnX for the set of n-equivalences of X.
Remark 3.5. The definition requires some explanation. The idea is that an (n+1)-equi-
valence h such that ∂αh is an n-cell exhibits ∂αh as a weak composite of the spherical
n-diagram ∂−αh. Thus, filling a division horn for e at ∂+U is finding a solution x to a
well-formed equation
e ∪ x = y
where equality is “up to higher equivalence”, and e∪x is a union along the entire output
boundary ∂+e. Similarly, filling a division horn for e at ∂−U is finding a solution to an
equation x ∪ e = y where the union is along ∂−e.
Thus, if e is an equivalence, any cell that can factor through e along a submolecule
of its boundary does so. This is similar to the definition of universal cells in the opetopic
or multitopic approach [BD98], yet dispenses with any requirement of weak uniqueness,
in favour of non-unique but two-sided factorisation.
This requires the input-output symmetry of regular atoms in a fundamental way,
and cannot be adapted to asymmetric shapes such as opetopes or oriented simplices.
An important advantage is that having a purely existential requirement allows us to
obtain a proper coinductive definition, and tackle infinite-dimensional higher categories.
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Remark 3.6. Because coinductive definitions and proofs are not very common outside
of computer science, we take some time to justify more in detail the definition and the
corresponding proof method.
Let X be a diagrammatic set, and let S be the set of all its cells. For all subsets
A ⊆ S, define
F(A) := {x : U → X | for all α ∈ {+,−} and (Λ →֒W,λ : Λ→ X) ∈ Div(x, ∂αU),
there exists (h :W → X) ∈ A such that h|Λ = λ};
that is, F(A) contains the cells x : U → X with the property that all division horns for
x at ∂αU have fillers in A.
Clearly if A ⊆ B, then F(A) ⊆ F(B), so F defines an endofunctor on the power-
set P(S) seen as a poset. Any such endofunctor has a greatest fixed point (terminal
coalgebra) which can be constructed as the sequential limit of
. . . ⊆ Fk(S) ⊆ . . . ⊆ F(S) ⊆ S.
By definition, this coincides with EqX :=
⋃
n∈N EqnX.
This provides the following proof method: given a subset A ⊆ S, if A ⊆ F(A) (so A is
a coalgebra for F), then A ⊆ EqX. We will use this to prove closure and characterisation
properties of equivalences.
Because of the grading of S and its subsets given by the dimension of diagrams, such
proofs may look like “inductive proofs without the base case”. Indeed, if A =
⋃
n∈NAn,
to prove A ⊆ F(A) we need to show that for each n, given x ∈ An, there are enough
(n+ 1)-dimensional fillers in An+1.
Informally, this proof may be phrased as follows. Let P (n) be the statement that
An ⊆ EqnX. Suppose for all n, we find horn fillers for x ∈ An in An+1. “Assuming”
P (n+1), those horn fillers are actually in Eqn+1X, which implies that x ∈ EqnX, hence
that P (n) holds.
From the coinductive proof principle, we have concluded that P (n) holds for all
n, so it may seem as if we proved ∀nP (n) from the fact that, for all n, P (n + 1)
implies P (n). This, of course, is not a valid proof principle, since it would allow us to
derive a contradiction from a uniformly false P (n): the point is not that the fillers “are
equivalences by assumption”, but rather that they are in An+1.
We have the following easy properties.
Proposition 3.7. Let {Xi}i∈I be a family of diagrammatic sets, and
∐
i∈I Xi its cop-
roduct. Then Eq
(∐
i∈I Xi
)
=
∐
i∈I EqXi.
Proof. Immediate from the fact that cell and every horn in
∐
i∈I Xi factor through an
inclusion Xj →֒
∐
i∈I Xi.
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Proposition 3.8. Let {Xi}i∈I be a family of diagrammatic sets, and
∏
i∈I Xi its product.
If {xi : U → Xi}i∈I is a family of equivalences with the same shape U , then the cell
(xi)i∈I : U →
∏
i∈I Xi is an equivalence.
Proof. Let A be the set of cells of X :=
∏
i∈I Xi whose projections are all equivalences,
and let x ∈ A be a cell of shape U .
A division horn Λ →֒ W,λ : Λ → X for x at ∂αU produces a division horn
λ; pi : Λ → Xi for the projection pi(x) at ∂
αU , for each i ∈ I. By assumption, this
produces an equivalence filler hi : W → Xi for each i ∈ I. It follows that (hi)i∈I ∈ A.
Thus A ⊆ F(A), and by coinduction A ⊆ EqX.
After the explanation in Remark 3.5, the following definition should be clear: a
diagrammatic set is representable if it has weak composites of all spherical diagrams.
Definition 3.9. Let X be a diagrammatic set. We say that X is representable if
all composition horns Λ →֒ W,x : Λ → X have a filler c(x) : W → X which is an
(n+ 1)-equivalence.
We call c(x) a compositor for x. If the image of Λ is ∂αW , we call JxK := c(x)|∂−αW
a weak composite of x.
We will abbreviate “representable diagrammatic set” as RDS.
Remark 3.10. The use of representable here is modelled on Hermida’s representable
multicategories [Her00], and should not be confused with the notion of representable
presheaf.
Remark 3.11. The definition of representable diagrammatic sets is similar to the defin-
ition of fibrant objects in a cofibrantly generated model structure, as objects that have
the right lifting property with respect to a set of generating trivial cofibrations, except
for the condition that c(x) be an equivalence.
This is analogous to the condition that certain horns have thin fillers in the complicial
model of higher categories [Ver08], with the difference that the choice of thin cells is
structure on a simplicial set, whereas being an equivalence is a property of a cell in a
diagrammatic set. However saturated complicial sets, as described in [Rie18], may be a
more accurate parallel. See also Remark 4.17.
We have a first, simple closure result for representables.
Proposition 3.12. Let {Xi}i∈I be a family of RDSs. Then its coproduct
∐
i∈I Xi and
its product
∏
i∈I Xi in DgmSet are both representable.
Proof. The fact that fillers for composition horns exist follows from general properties
of classes of objects defined by a right lifting property. The fact that these fillers are
equivalences follows from Proposition 3.7 and 3.8.
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Remark 3.13. On the other hand, the lax Gray product X ⊠Y of two representables is
almost never representable: already if X and Y have at least one non-degenerate 1-cell
each, say x : x1 ⇒ x2 in X and y : y1 ⇒ y2 in Y , then the spherical 1-diagram
(x⊠ y1)#0 (x2 ⊠ y) : x1 ⊠ y1 ⇒ x2 ⊠ y2
has no weak composite.
3.2 Closure properties of equivalences
At the moment, it is not clear that equivalences satisfy any of their expected properties,
in particular that equivalence cells satisfy a 2-out-of-3 property (relative to weak com-
position witnessed by higher equivalences) and that all degenerate cells are equivalences.
To prove this, we will proceed as follows: we will add all degenerate cells to EqX
and “saturate” by closing under the desired 2-out-of-3 property, obtaining a set
T ∞(EqX ∪ DegX) ⊇ EqX;
then we will prove that, if X is representable,
T ∞(EqX ∪ DegX) ⊆ F(T ∞(EqX ∪ DegX))
where F is the functor of Remark 3.6, so by coinduction T ∞(EqX ∪ DegX) = EqX.
Construction 3.14. Let A be a set of cells of a diagrammatic set X. We define T (A)
to be the set of cells x : U → X such that either x ∈ A, or, letting n = dim(U), there
exists an (n+ 1)-atom W , an inclusion U →֒W , and a cell h : W → X such that h ∈ A
and, for some α ∈ {+,−}, either
• h|V ∈ A for all n-atoms V ⊑ ∂
αW and x = h|∂−αW , or
• W is ternary, h|Wα , h|W0 ∈ A, W+ ∩W− = ∂
αWα, and x = h|W−α.
We then let T ∞(A) :=
⋃
n∈N T
n(A).
The idea is that T ∞(A) is the closure of A under composition of cells in A and division
of cells in A by cells in A (along the entire boundary of the latter), both witnessed by
higher-dimensional cells in A.
Lemma 3.15. Let A be a set of cells in a diagrammatic set X, and e : x⇒ y be a cell
in A ∩ F(A). Then there is a cell e˜ : y ⇒ x in T 2(A).
Proof. Suppose e is an n-cell of shape U , and let W := U ⇒ (U #n−1 (∂
+U ⇒ ∂+U)),
a ternary (n + 1)-atom. Then the morphism λ : ΛW− → X equal to e both on W+ and
on W0 is a left division horn for e at ∂
+U ; filling it, that is, “dividing e by itself”, we
obtain a cell h :W → X in A, restricting on W− to e
′ : y ⇒ y, such that e′ ∈ T 1(A).
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Now, let W ′ := (∂+U ⇒ ∂+U) ⇒ (Dn(U)#n−1 U), another ternary atom. The
morphism λ′ : ΛW
′
+ → X equal to e
′ on W ′0 and to e on W
′
− is a right division horn for
e at ∂−U . Filling it, we obtain a cell h′ : W ′ → X in A, restricting on W ′+ to e˜ : y ⇒ x,
which belongs to T 2(A).
Proposition 3.16. If e : x ⇒ y is an equivalence in a diagrammatic set X, then there
is a cell e˜ : y ⇒ x in T 2(EqX).
Proof. Follows from the lemma with A := EqX.
Lemma 3.17. Let X be a representable diagrammatic set, x a spherical n-diagram, and
JxK a weak composite. Then there are (n+ 1)-cells
h : JxK ⇒ x, h′ : x⇒ JxK,
such that h, h′ ∈ T ∞(EqX ∪ DegX). If all n-cells in x belong to T ∞(EqX ∪ DegX),
then so does JxK.
Proof. Let x : U → X be a spherical n-diagram. We can suppose JxK is given by the filler
h of the horn U →֒ (JUK ⇒ U), x : U → X. Then h ∈ EqX, and by Proposition 3.16
there is also a cell h′ : x⇒ JxK in T 2(EqX). A fortiori, h, h′ ∈ T ∞(EqX ∪ DegX). If all
n-cells in x belong to T ∞(EqX ∪ DegX), then by its closure property so does JxK.
Definition 3.18. Let A be a set of cells in a diagrammatic set X, and x : U → X an
n-cell in F(A). We say that A is unbiased for x if, for all α ∈ {+,−} and division horns
for x at ∂αU , there are fillers of dual horns h : W → X, h′ : Dn+1(W ) → X in A such
that h|W−α = h
′|Dn+1(W )−α
.
If B ⊆ F(A), we say that A is unbiased for B if A is unbiased for each x ∈ B.
Remark 3.19. Under the interpretation of “filling a division horn for x at ∂αU” as
“dividing a cell by x”, the restriction of a filler h : W → X to W−α is the result of the
division. If x ∈ F(A), given a division horn for x at ∂αU , both it and its dual in the
sense of Remark 3.3 have fillers in A, but filling the original horn and its dual may give
different “results of the division”. If A is unbiased for x, then the fillers of dual horns
can be chosen in such a way that they produce the same result.
Lemma 3.20. Let X be a representable diagrammatic set. Then:
1. EqX ∪ DegX ⊆ F(T ∞(EqX ∪ DegX));
2. T ∞(EqX ∪DegX) is unbiased for EqX ∪ DegX.
Proof. We have EqX = F(EqX) ⊆ F(T ∞(EqX ∪ DegX)). Moreover, if e : U → X is an
equivalence, then every division horn for e at ∂αU has a filler h : x⇒ y in EqX which is
itself an equivalence. Proposition 3.16 then gives a cell h′ : y ⇒ x in T 2(EqX), which is
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a filler of the dual horn. This proves that T 2(EqX) is unbiased for EqX, and a fortiori
so is T ∞(EqX ∪ DegX).
Next, let x : U → X be an n-cell in DegX, that is, x = f∗y for some surjective
map f : U ։ V and cell y : V → X, where V has lower dimension than U . Let
Λ →֒W,λ : Λ→ X be a division horn for x at ∂+U : then λ|W0 is an n-cell z :W0 → X
and by Proposition 2.15 ∂−x ⊑s ∂
−z. Suppose W0 = ∂
−W .
Now, consider the (n + 1)-atom L
∂−U
W0
:= W0 ⇒ (O(∂
−U) ∪W0) as in Construction
2.69, together with the retraction q := ℓ
∂−U
W0
: L
∂−U
W0
։ W0. Then, q
∗z is a degenerate
(n+ 1)-cell z ⇒ (p∗
∂−U
(∂−x) ∪ z).
Let f ′ : Dn(U) ։ V be the “reverse” of f defined in Lemma 2.57. Then, let U˜ be
the (n+ 1)-atom O(∂−U)⇒ (U #n−1Dn(U)). There is a surjective map g : U˜ ։ V ,
• sending the greatest element of U˜ to the greatest element of V ,
• equal to the composite of p∂−U : O(∂
−U)։ ∂−U and f |∂−U : ∂
−U ։ V on ∂−U˜ ,
and
• equal to f on U ⊑ ∂+U˜ and to f ′ on Dn(U) ⊑ ∂
+U˜ .
Then g∗y is a degenerate (n+ 1)-cell p∗
∂−U
(∂−x)⇒ (x ∪ f ′∗y).
Finally, f ′∗y ∪ z, where the union is along ∂+(f ′∗y) = ∂−x ⊑s ∂
−z, is a spherical
n-diagram, which by representability has a compositor h : (f ′∗y ∪ z)⇒ Jf ′∗y ∪ zK.
The union
q∗z ∪ g∗y ∪ h : z ⇒ (x ∪ Jf ′∗y ∪ zK)
is a spherical (n+1)-diagram in X, whose (n+1)-cells are either degenerate or equival-
ences. It follows from Lemma 3.17 that it has a weak composite k ∈ T ∞(EqX ∪ DegX),
which fills λ.
Now, observe that both q : L
∂−U
W0
⇒W0 and g : U˜ ։ V can be reversed as by Lemma
2.57, giving surjective maps q′ : L˜
∂−U
W0
⇒ W0 and g
′ : Dn+1(U˜) ։ V and degenerate
(n+ 1)-cells
q′∗z : (p∗∂−U (∂
−x) ∪ z)⇒ z, g′∗y : (x ∪ f ′∗y)⇒ p∗∂−U (∂
−x).
Moreover, by Proposition 3.16, we can “reverse” the compositor h to obtain an (n+1)-cell
h′ : Jf ′∗y ∪ zK ⇒ (f ′∗y ∪ z) in T 2(EqX). Then
h′ ∪ g′∗y ∪ q′∗z : (x ∪ Jf ′∗y ∪ zK)⇒ z
also has a weak composite k′ ∈ T ∞(EqX ∪DegX), which fills the dual horn of λ, and
such that k|W− = k
′|Dn+1(W )− = Jf
′∗y ∪ zK.
The case of horns for x at ∂−U is dual. Hence DegX ⊆ F(T ∞(EqX ∪ DegX)), and
T ∞(EqX ∪ DegX) is unbiased for DegX, which completes the proof.
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Definition 3.21. Let x : U → X be a spherical n-diagram in a representable dia-
grammatic set. A unit 1x on x is a weak composite of the spherical (n + 1)-diagram
p∗Ux : O(U)→ X.
By Lemma 3.17, since all the (n + 1)-cells in p∗Ux are degenerate, 1x belongs to
T ∞(EqX ∪ DegX). Moreover, we can assume that we have cells h : 1x ⇒ p
∗
Ux and
h′ : p∗Ux⇒ 1x both in T
∞(EqX ∪ DegX).
Construction 3.22. Let x : U → X be an n-cell in a representable diagrammatic set,
and let V ⊑s ∂
−U , y := x|V ⊑s ∂
−x. If ℓVU : L
V
U ։ U is the map of Construction 2.69,
we have that (ℓVU )
∗x : LVU → X is an (n + 1)-cell x ⇒ (p
∗
Uy ∪ x). Taking a compositor
h′ : p∗Uy ⇒ 1y, we can consider the spherical (n+ 1)-diagram
(ℓVU )
∗x ∪ h′ : x⇒ (1y ∪ x).
This has a weak composite ℓVx : x⇒ (1y ∪ x), which belongs to T
∞(EqX ∪ DegX).
Similarly, using the dual atoms and maps of Construction 2.69, and the “reverse
compositors”, given V ′ ⊑s ∂
+U and z := x|V ′ , we can build cells
ℓ˜Vx : (1y ∪ x)⇒ x, r
V ′
x : x⇒ (x ∪ 1z), r˜
V ′
x : (x ∪ 1z)⇒ x,
all belonging to T ∞(EqX ∪ DegX). We call the ℓVx , ℓ˜
V
x left unitors, and the r
V ′
x , r˜
V ′
x right
unitors for x.
Lemma 3.23. Let X be a representable diagrammatic set, and let B be a subset of
T ∞(EqX ∪ DegX) ∩ F(T ∞(EqX ∪ DegX)).
If T ∞(EqX ∪ DegX) is unbiased for B, then T (B) ⊆ F(T ∞(EqX ∪ DegX)), and
T ∞(EqX ∪ DegX)) is unbiased for T (B).
Proof. Let e : U → X be an n-cell in T (B). If e ∈ B, there is nothing to prove.
Otherwise, let Λ →֒ W,λ : Λ → X be a division horn for e at ∂+U , that is, λ|W0 is an
n-cell x and, by Proposition 2.15, ∂−e ⊑s ∂
−x. Suppose W0 = ∂
−W ; because we will
construct fillers both of λ and its dual horn, this is inconsequential. We proceed by case
distinction.
1. Suppose there is an (n+ 1)-cell h : e⇒ y, where h and every n-cell in y belong to
B. By Lemma 3.15 applied to A := T ∞(EqX ∪ DegX), there is also an (n+1)-cell
h′ : y ⇒ e in T ∞(EqX ∪ DegX).
By Lemma 2.14, we can write y = y1 #n . . . #n ym, where each yi contains a
single n-cell ei; because y is spherical, its shape is pure and n-dimensional, so
y = e1 ∪ . . . ∪ em.
By Proposition 2.15,
∂−e1 ⊑s ∂
−y = ∂−e ⊑s ∂
−x,
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and e1 ∈ F(T
∞(EqX ∪ DegX)), so we can “divide x by e1” instead of e, and obtain
a cell k1 : x⇒ (e1 ∪ x1) in T
∞(EqX ∪DegX). Now, letting y′ := y2 #n . . . #n ym,
we have
∂−x1 = ∂
−x[∂+e1/∂
−e1] ⊒s ∂
−e[∂+e1/∂
−e1] = ∂
−y′ ⊒s ∂
−e2,
using Proposition 2.60; because e2 ∈ F(T
∞(EqX ∪ DegX)), we can “divide x1 by
e2”, and obtain a cell k2 : x1 ⇒ (e2 ∪ x2), also in T
∞(EqX ∪ DegX). Now
k1 ∪ k2 : x⇒ (e1 ∪ e2 ∪ x2)
is a spherical (n+ 1)-diagram. We can iterate this, each time dividing xj by ej+1,
for j < m, to obtain cells
kj+1 : xj ⇒ (ej+1 ∪ xj+1),
until we obtain a spherical (n+ 1)-diagram
k1 ∪ . . . ∪ km : x⇒ (y ∪ xm).
Then k1 ∪ . . . ∪ km ∪ h
′ : x ⇒ (e ∪ xm) is also spherical, therefore it has a weak
composite, still in T ∞(EqX ∪ DegX), which works as a filler of λ.
Since T ∞(EqX ∪ DegX) is unbiased for e1, . . . , em, we can also obtain cells
k′j+1 : (ej+1 ∪ xj+1)⇒ xj
for each j < m (where we let x0 := x), and a weak composite of the spherical
diagram h ∪ k′m ∪ . . . ∪ k
′
1 : (e ∪ xm) ⇒ x belongs to T
∞(EqX ∪DegX) and fills
the dual horn.
The case where we start with h : y ⇒ e, where h and all the cells in y are in B, is
dual.
2. Suppose there is an (n + 1)-cell h : e1 ⇒ (e2 ∪ e), where h, e1, e2 ∈ B, and
∂+e2 ⊑s ∂
−e. As in the previous point, we can also find a cell h′ : (e2 ∪ e)⇒ e1 in
T ∞(EqX ∪DegX).
Suppose e2 : y ⇒ z, and take a unit 1z : z ⇒ z in T
∞(EqX ∪ DegX). Since
e2 ∈ F(T
∞(EqX ∪ DegX)), we can “divide 1z by e2” to obtain an n-cell e
∗
2 : z ⇒ y,
and, by unbiasedness, (n+ 1)-cells
k : (e∗2 ∪ e2)⇒ 1z , k
′ : 1z ⇒ (e
∗
2 ∪ e2),
both in T ∞(EqX ∪ DegX).
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Since z ⊑s ∂
−e ⊑s ∂
−x, there is a left unitor ℓVx : x ⇒ (1z ∪ x) for the suitable
V ⊑s ∂
−W0, and
ℓVx ∪ k
′ : x⇒ (e∗2 ∪ e2 ∪ x)
is a spherical (n+1)-diagram of cells in T ∞(EqX ∪ DegX), with a weak composite
JℓVx ∪ k
′K in T ∞(EqX ∪ DegX).
The n-diagram e2 ∪ x is spherical and binary, so by representability we can find a
weak composite x′ and an equivalence c : x′ ⇒ (e2 ∪ x). Since
e2 ∪ x = ∂
+c ⊑s ∂
+JℓVx ∪ k
′K,
we can divide JℓVx ∪ k
′K by c to obtain an (n+ 1)-cell
d : x⇒ (e∗2 ∪ x
′),
which still belongs to T ∞(EqX ∪ DegX). Then
∂−x′ = ∂−x[∂−e2/∂
+e2] ⊒ ∂
−e[∂−e2/∂
+e2] = ∂
−e1;
because e1 ∈ F(T
∞(EqX ∪ DegX)), we can divide x′ by e1, and get an (n+1)-cell
m : x′ ⇒ (e1 ∪ x
′′) in T ∞(EqX ∪ DegX).
Then, d ∪ m : x ⇒ (e∗2 ∪ e1 ∪ x
′′) is a spherical (n + 1)-diagram, and so are,
successively,
(d ∪m) ∪ h : x⇒ (e∗2 ∪ e2 ∪ e ∪ x
′′),
((d ∪m) ∪ h) ∪ k : x⇒ (1z ∪ e ∪ x
′′),
(((d ∪m) ∪ h) ∪ k) ∪ ℓ˜Ve : x⇒ (e ∪ x
′′),
where ℓ˜Ve : (1z ∪ e) ⇒ e is a left unitor. All these (n + 1)-cells belong to
T ∞(EqX ∪DegX), so they have a weak composite in T ∞(EqX ∪ DegX), which
works as a filler of λ.
As for the dual horn, the only cell that we constructed that cannot obviously be
reversed using either Lemma 3.15 or unbiasedness is d : x ⇒ (e∗2 ∪ x
′). Indeed,
while we have
k ∪ l˜Vx : (e
∗
2 ∪ e2 ∪ x)⇒ x
and a weak composite Jk∪ l˜Vx K, we are not guaranteed that there is an equivalence
(e2 ∪ x)⇒ x
′ by which we can divide Jk ∪ l˜Vx K. Nevertheless, there is a compositor
c˜ : (e2 ∪ x)⇒ x˜ for some x˜, so we can obtain a cell
d˜ : (e∗2 ∪ x˜)⇒ x
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in T ∞(EqX ∪ DegX). Then c˜∪ d˜ : (e∗2∪e2∪x)⇒ x is a spherical (n+1)-diagram,
and so is
c ∪ (c˜ ∪ d˜) : (e∗2 ∪ x
′)⇒ x.
This has a weak composite d′ : (e∗2 ∪x
′)⇒ x, still in T ∞(EqX ∪ DegX), which we
use to reverse d. This enables us to fill the dual horn of λ with a cell (e∪x′′)⇒ x.
The case where we start with h : (e2 ∪ e)⇒ e1 with e1, e2, h ∈ B is dual.
3. Suppose there is an (n + 1)-cell h : e1 ⇒ (e ∪ e2), where h, e1, e2 ∈ B, and
∂−e2 ⊑s ∂
+e. As in the previous two points, there is also a cell h′ : (e ∪ e2) ⇒ e1
in T ∞(EqX ∪DegX).
In this case, ∂−e = ∂−e1, and we can divide x by e1, producing an (n + 1)-cell
k : x⇒ (e1 ∪ x
′) in T ∞(EqX ∪ DegX). Finally, by representability, there exist an
n-cell x′ and an equivalence c : (e2 ∪ x
′)⇒ x′′. The (n + 1)-diagram
(k ∪ h) ∪ c : x⇒ (e ∪ x′′)
is spherical and has a weak composite in T ∞(EqX ∪ DegX), which fills λ.
Both k and c can be “reversed”, the first because T ∞(EqX ∪ DegX) is unbiased
for e1 ∈ B, the second by Proposition 3.16, so we have cells
k′ : (e1 ∪ x
′)⇒ x, c′ : x′′ ⇒ (e2 ∪ x
′),
in T ∞(EqX ∪DegX), and a spherical diagram
c′ ∪ (h′ ∪ k′) : (e ∪ x′′)⇒ x
with a weak composite in T ∞(EqX ∪ DegX), which fills the dual horn of λ.
The case where we start with h : (e ∪ e2)⇒ e1 with e1, e2, h ∈ B is dual.
This proves the existence in T ∞(EqX ∪DegX) of fillers of λ and its dual horn which
restrict to the same cell on W−.
By duality, we can also find fillers of division horns for e at ∂−U which restrict to
the same cell on W+. Therefore e ∈ F(T
∞(EqX ∪ DegX)), and T ∞(EqX ∪DegX) is
unbiased for e.
Theorem 3.24. If X is a representable diagrammatic set, T ∞(EqX ∪ DegX) = EqX.
Proof. The inclusion EqX ⊆ T ∞(EqX ∪ DegX) is obvious. For the converse, we prove
by induction that, for all n ≥ 0, T n(EqX ∪ DegX) ⊆ F(T ∞(EqX ∪ DegX)) and
T ∞(EqX ∪ DegX)) is unbiased for T n(EqX ∪ DegX): the base case is given by Lemma
3.20, and the inductive step by Lemma 3.23.
It follows that T ∞(EqX ∪ DegX) ⊆ F(T ∞(EqX ∪DegX)). By coinduction, then,
T ∞(EqX ∪ DegX) ⊆ EqX.
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Remark 3.25. This implies, in retrospect, that in the proofs towards this result, whenever
we constructed cells in T ∞(EqX ∪DegX), they were actually equivalences. In particu-
lar, in a representable diagrammatic set
1. all degenerate cells are equivalences;
2. there are “unbiased” compositors for spherical diagrams c : JxK ⇒ x, c′ : x⇒ JxK,
which are equivalences,
3. units on spherical diagrams are equivalences.
Remark 3.26. We obtain an equivalent definition of RDS by requiring composition horns
Λ →֒ W,x : Λ→ X, where Λ is n-dimensional, to have fillers only when Λ contains two
n-cells (“there are binary weak composites”), or when it is non-atomic and unsplittable.
Indeed,
• when Λ is an atom, we can pick the degenerate cell p∗Λx : x⇒ x as a filler;
• when Λ has a binary split Λ1 ∪ Λ2, for xi := x|Λi , we can inductively construct
compositors hi : JxiK ⇒ xi and then compose them with a binary compositor
h : JxK ⇒ Jx1K ∪ Jx2K.
A priori, we obtain “compositors” which are only in T ∞(EqX ∪DegX)) rather than
EqX, but it can be checked that the proofs all go through anyway.
Theorem 3.24 implies all the expected properties of equivalences: we have a sequence
of easily proved consequences.
Definition 3.27. Let x, y be two parallel spherical n-diagrams in a diagrammatic set X.
We write x ≃ y, and say that x is equivalent to y, if there exists an (n+ 1)-equivalence
h : x⇒ y.
Proposition 3.28. Let X be a representable diagrammatic set. Then ≃ is an equivalence
relation on spherical diagrams of X.
Proof. By representability, there is a unit 1x : x ⇒ x on every spherical diagram x in
X, and Theorem 3.24 implies that units are equivalences. This proves reflexivity.
If e : x⇒ y is an n-equivalence, we can divide it by a unit 1x : x⇒ x, and obtain a
cell e∗ : y ⇒ x together with an equivalence h : 1x ⇒ e#n−1 e
∗. By Theorem 3.24, e∗ is
an equivalence. This proves symmetry.
Finally, if e : x ⇒ y and e′ : y ⇒ z are both n-equivalences, then e#n−1 e
′ : x ⇒ z
is a spherical n-diagram. This has a weak composite, which by Theorem 3.24 is an
equivalence. This proves transitivity.
Corollary 3.29. Let x be a spherical diagram in a representable diagrammatic set. Then
weak composites of x and units on x are unique up to equivalence.
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Proof. A cell JxK is a weak composite of the spherical diagram x if and only if JxK ≃ x.
Thus if JxK′ is another weak composite of x, we have JxK ≃ JxK′. In particular, units on
x, defined as weak composites of p∗Ux, are unique up to equivalence.
Transitivity holds in a more general sense, compatibly with the spherical subdiagram
relation.
Proposition 3.30. Let x, y, y′, z be spherical diagrams in a representable diagrammatic
set. Suppose x ≃ y, y ⊑s y
′, and y′ ≃ z. Then y′[x/y] ≃ z.
Proof. There are equivalences e : x ⇒ y and e′ : y′ ⇒ z. The union e ∪ e′ along
∂+e ⊑s ∂
−e′ is a spherical diagram with a weak composite Je ∪ e′K : y′[x/y] ⇒ z, which
by Theorem 3.24 is an equivalence.
Proposition 3.31. Let x, y be parallel n-cells in a representable diagrammatic set. If
x ≃ y and x is an equivalence, then y is an equivalence.
Proof. By symmetry, there are equivalences e : x ⇒ y and e′ : y ⇒ x. Since x and y
are parallel, any division horn for x is also a division horn for y. Given an equivalence
filler h for a division horn for x, such that x ⊑s ∂
αh, we can weakly compose h with e
(if α = +) or e′ (if α = −) to obtain an equivalence filler for the corresponding division
horn for y.
In a representable diagrammatic set, we can also recognise units by the fact that
they act like units for weak composition.
Proposition 3.32. Let 1x : x ⇒ x be an n-cell in a representable diagrammatic set.
The following are equivalent:
(a) 1x is a unit on x;
(b) for all n-cells y, z with x ⊑s ∂
−y and x ⊑s ∂
+z, we have
(1x ∪ y) ≃ y, (z ∪ 1x) ≃ z.
Proof. The implication from (a) to (b) follows from the fact that unitors are equivalences.
For the converse, we know that there is a unit 1′x which is a weak composite of p
∗
Ux.
Then
1x ≃ (1x #n−1 1
′
x) ≃ 1
′
x ≃ p
∗
Ux,
so 1x is also a weak composite of p
∗
Ux.
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3.3 Morphisms of representables
Diagrammatic sets have degeneracies as structure which is strictly preserved by all
morphisms. However, for a morphism of RDSs to qualify as a functor of weak ω-cat-
egories, we would expect it to also preserve composites, at least weakly. We will show
that no additional condition is required: every morphism of representables in DgmSet
sends equivalences to equivalences, hence weak composites to weak composites. For this
we need an alternative characterisation of equivalences.
Definition 3.33. Let e : x⇒ y be an n-cell in a diagrammatic set X. Let x be of shape
U and y of shape V . We say that e is weakly invertible if there exists an n-cell e∗ : y ⇒ x
and weakly invertible (n+1)-cells h : e#n−1 e
∗ ⇒ p∗Ux and h
′ : e∗ #n−1 e⇒ p
∗
V y. In this
case, e∗ is called a weak inverse of e.
We write InvX for the set of invertible cells of X.
Remark 3.34. This is another coinductive definition, with the following coinductive proof
principle: for all subsets A ⊆ S of the set S of cells of X, let
I(A) := {e : x⇒ y | there exist (e∗ : y ⇒ x) ∈ S
and (h : e#n−1 e
∗ ⇒ p∗Ux), (h
′ : e∗ #n−1 e⇒ p
∗
V y) ∈ A}.
If A ⊆ I(A), then A ⊆ InvX.
Remark 3.35. Unlike equivalences, weakly invertible cells obviously determine a sym-
metric relation on spherical diagrams: if e : x ⇒ y is weakly invertible, then a weak
inverse e∗ : y ⇒ x is also weakly invertible.
Lemma 3.36. Let X be a representable diagrammatic set. Then EqX ⊆ InvX.
Proof. Let 1x and 1y be units on spherical diagrams x and y of shapes U and V , re-
spectively. Suppose e : x ⇒ y is an n-equivalence. Dividing 1x and 1y by e, we get
n-cells e∗ : y ⇒ x and e′ : y ⇒ x, together with equivalences h : e#n−1 e
∗ ⇒ 1x and
h′ : e′ #n−1 e⇒ 1y.
Weakly precomposing the first with an equivalence 1x ⇒ p
∗
Ux gives an equivalence
e#n−1 e
∗ ⇒ p∗Ux. Moreover, by the results of the previous section we have
e′ ≃ (e′ #n−1 1x) ≃ (e
′
#n−1 e#n−1 e
∗) ≃ (1y #n−1 e
∗) ≃ e∗,
so weakly postcomposing h′ with an equivalence 1y ⇒ p
∗
V y and precomposing with
an equivalence e∗ ⇒ e′ we obtain an equivalence e∗ #n−1 e ⇒ p
∗
V y. This proves that
EqX ⊆ I(EqX), hence that EqX ⊆ InvX.
The converse requires slightly more effort.
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Lemma 3.37. Let X be a representable diagrammatic set. Then InvX is closed under
weak composition.
Proof. Let e be a spherical n-diagram in X, and let JeK : x ⇒ y be a weak composite.
Write e = f1 #n−1 . . . #n−1 fm, where each fi contains a single n-cell ei : xi ⇒ yi of
shape Ui, and suppose the ei all have weak inverses e
∗
i . Then e
∗ := e∗m ∪ . . . ∪ e
∗
1 is also
a spherical diagram, which has a weak composite Je∗K : y ⇒ x. We also let
e˜j := e1 ∪ . . . ∪ ej , e˜
∗
j := e
∗
j ∪ . . . ∪ e
∗
1.
Fix a unit 1x on x; we have
JeK#n−1 Je
∗K ≃ e#n−1 e
∗ ≃ 1x #n−1 e#n−1 e
∗.
Now, em #n−1 e
∗
m is a spherical subdiagram of the latter diagram, so we can compose
with a weakly invertible cell h : (em #n−1 e
∗
m)⇒ p
∗
Um
xm to obtain a cell
1x #n−1 e#n−1 e
∗ ⇒ 1x #n−1 (e˜m−1 ∪ p
∗
Umxm ∪ e˜
∗
m−1),
Since 1x ∪ e˜m−1 is a spherical subdiagram, from (1x ∪ e˜m−1) ∪ p
∗
Um
xm ≃ (1x ∪ e˜m−1) we
obtain
1x #n−1 (e
′ ∪ p∗Umxm ∪ e
′∗) ≃ 1x ∪ (e˜m−1 #n−1 e˜
∗
m−1).
Next, em−1 #n−1 e
∗
m−1 is a spherical subdiagram. Proceeding like before, we can obtain
cells
1x ∪ (e˜j #n−1 e˜
∗
j )⇒ 1x ∪ (e˜j−1 #n−1 e˜
∗
j−1)
for j = 1, . . . ,m. Finally, from e1 #n−1 e
∗
1 ⇒ p
∗
U1
x1, and 1x ∪ p
∗
U1
x1 ≃ 1x ≃ p
∗
Ux, we can
construct a cell
JeK#n−1 Je
∗K ⇒ p∗Ux
as a weak composite of weakly invertible cells and of equivalences, which by Lemma 3.36
are also weakly invertible. The construction of a cell Je∗K#n−1 JeK ⇒ p
∗
V y is dual, and
we conclude by coinduction.
Proposition 3.38. Let X be a representable diagrammatic set. Then InvX = EqX.
Proof. We have already proved one inclusion. For the other, let e : x ⇒ y be a weakly
invertible n-cell of shape U , and let Λ →֒W,λ : Λ→ X be a division horn for e at ∂+U ,
that is, λ|W0 is an n-cell z with x ⊑s ∂
−z.
Suppose W0 = ∂
−W and let V := ∂−U . There is a unitor ℓVz : z ⇒ (p
∗
V x ∪ z),
and by assumption there are a weak inverse e∗ : y ⇒ x and a weakly invertible cell
h : p∗V x ⇒ (e#n−1 e
∗). Now, ℓVz ∪ h : z ⇒ (e#n−1 e
∗) ∪ z is a spherical diagram, and
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e∗ ∪ z is a spherical subdiagram of its output boundary. Picking a weak composite z′
and compositor c : (e∗ ∪ z)⇒ z′, we finally obtain a spherical (n + 1)-diagram
ℓVz ∪ h ∪ c : z ⇒ e ∪ z
′
whose (n + 1)-cells are all weakly invertible. By Lemma 3.37, its weak composite is
weakly invertible, and works as a filler of λ; any weak inverse fills the dual horn.
The case of division horns for e at ∂−U is dual. This proves that InvX ⊆ F(InvX),
so by coinduction InvX ⊆ EqX.
Theorem 3.39. Let f : X → Y be a morphism of RDSs. Then f maps equivalences to
equivalences.
Proof. By Proposition 3.38, it suffices to show that f preserves weakly invertible cells.
Suppose e : x ⇒ y is weakly invertible, let e∗ : y ⇒ x be a weak inverse, and
h : e#n−1 e
∗ ⇒ p∗Ux, h
′ : e∗ #n−1 e⇒ p
∗
V y be weakly invertible.
Because f(p∗Ux) = p
∗
Uf(x) and f(p
∗
V y) = p
∗
V f(y), we have cells
f(h) : f(e)#n−1 f(e
∗)⇒ p∗Uf(x), f(h
′) : f(e∗)#n−1 f(e)⇒ p
∗
V f(y)
in Y . This proves that f(InvX) ⊆ I(f(InvX)), and by coinduction we conclude that
f(InvX) ⊆ InvY .
Corollary 3.40. Let f : X → Y be a morphism of RDSs, and let x be a spherical
diagram in X. Then:
(a) for all weak composites JxK of x, f(JxK) is a weak composite of f(x);
(b) for all units 1x on x, f(1x) is a unit on f(x).
Proof. By Theorem 3.39, if c : JxK ⇒ x is an equivalence exhibiting JxK as a weak
composite of x, then f(c) : f(JxK) ⇒ f(x) exhibits f(JxK) as a weak composite of x. If
e : p∗Ux⇒ 1x is an equivalence exhibiting 1x as a unit on x, then f(e) : p
∗
Uf(x)⇒ f(1x)
exhibits f(1x) as a unit on f(x).
We have the following consequence (which may hold more generally).
Proposition 3.41. Let {Xi}i∈I be a family of RDSs, and let x = (xi)i∈I be a cell of∏
i∈I Xi. Then x is an equivalence if and only if each projection xi is an equivalence.
Proof. One implication is Proposition 3.8. For the other, suppose x is an equivalence. By
Proposition 3.12
∏
i∈I Xi is representable, therefore each projection pj :
∏
i∈I Xi → Xj
maps x to an equivalence.
Thus we have the following candidate for a category of weak ω-categories and weak
functors.
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Definition 3.42. We write RDgmSet for the full subcategory of DgmSet on the
representable diagrammatic sets.
We leave it to future work to investigate any further structure on RDgmSet, in-
cluding higher morphisms, model structures, or monoidal and closed structures.
We briefly note that, given the properties of the relation ≃, we have an obvious can-
didate for a notion of weak equivalence in RDgmSet, based on the ω-weak equivalences
of [LMW10].
Definition 3.43. Let f : X → Y be a morphism of RDSs. We say that f is a weak
equivalence if
1. for all 0-cells y in Y , there exists a 0-cell x in X such that f(x) ≃ y, and
2. for all parallel spherical n-diagrams x1, x2 in X and (n+1)-cells y : f(x1)⇒ f(x2)
in Y , there exists an (n+ 1)-cell x : x1 ⇒ x2 in X such that f(x) ≃ y.
Some of the proofs of [LMW10] translate immediately.
Proposition 3.44. Let f : X → Y be a weak equivalence of RDSs. If x, x′ are parallel
spherical n-diagrams in X such that f(x) ≃ f(x′), then x ≃ x′.
Proof. Essentially the same as [LMW10, Lemma 6].
Proposition 3.45. Let f : X → Y and g : Y → Z be weak equivalences of RDSs. Then:
(a) if f and g are weak equivalences, then so is f ; g, and
(b) if f ; g and g are weak equivalences, then so is f .
Proof. Essentially the same as [LMW10, Lemma 7 and 8].
Adapting the proof of the remaining 2-out-of-3 property seems to require more effort,
and we leave it to future work.
Remark 3.46. It is not hard to see that, in a non-representable diagrammatic set, equi-
valences as we defined them do not satisfy the same nice properties as in a representable:
there is no reason, for example, that ≃ should be transitive, since a spherical diagram
of equivalences may not have a weak composite.
It seems reasonable, however, that there could exist a more general class of equi-
valences — perhaps based on equivalence diagrams rather than cells — which satisfies
them in every diagrammatic set, and coincides with our class in the representable case.
For example, we could have required as part of the definition that composition horns
of ternary atoms have fillers when their restriction to W+ or W− is an equivalence.
Moreover, we could have had both “problems” and “solution” of filling problems be
spherical diagrams, and not just cells.
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Ultimately, we decided to focus on what seemed the shortest and simplest way to
representables, but it is worth investigating its generalisations. In particular, it would
be desirable to extend the definition of weak equivalence to morphisms between dia-
grammatic sets. Indeed, we conjecture that there is a model structure on DgmSet
whose
1. fibrant objects are the representables,
2. cofibrant objects are those satisfying the Eilenberg-Zilber property, and
3. weak equivalences extend weak equivalences of representables.
3.4 Nerves of strict ω-categories
In [Had18a], we observed that the construction P 7→ (MoℓP )∗ is functorial on inclusions
of directed complexes. In fact, the functoriality extends to maps.
Proposition 3.47. The assignment P 7→ (MoℓP )∗ for regular directed complexes ex-
tends to a faithful functor (Moℓ−)∗ : RDCpx→ ωCat.
Proof. Same as [Had18a, Proposition 5.28].
Remark 3.48. The ω-categories (MoℓP )∗ are composition-generated by the atoms of
P ; the functors (MoℓP )∗ → (MoℓQ)∗ in the subcategory are precisely those that map
generators to generators, possibly of lower dimension.
We can assume that RAtom is a small category, since it has countably many objects
up to unique isomorphism, and finitely many morphisms between any two of them.
Moreover, DgmSet is locally small, and ωCat is cocomplete, so we are in the conditions
of [ML71, Theorem X.4.1-2]: the left Kan extension of the embedding RAtom →֒ ωCat
along the Yoneda embedding RAtom →֒ DgmSet exists and is computed by the coend
X 7→ Xω :=
∫ U∈RAtom
(MoℓU)∗ ×X(U).
This has a right adjoint N defined by
NX(−) := HomωCat((Moℓ−)
∗,X),
that is, the cells of shape U in NX are the functors x : (MoℓU)∗ → X. We call this the
diagrammatic nerve of the strict ω-category X.
Taking the left Kan extension of −ω along RAtom →֒ RDCpx, we also obtain a
functor −ω : RDCpx→ ωCat.
Proposition 3.49. The functor N : ωCat→ DgmSet is faithful.
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Proof. The underlying ω-graph functor U : ωCat → ωGph factors as the functor
N : ωCat → DgmSet followed by the presheaf restriction −O : DgmSet → ωGph.
Because U is faithful, so is N .
We recall the definition of polygraphs.
Definition 3.50. Let X be a partial ω-category and n ∈ N. The n-skeleton σ≤nX of
X is the partial ω-category whose underlying ω-graph is
X0 . . . Xn ε(Xn) . . . εm(Xn) . . .
∂+
∂−
∂+
∂−
∂+
∂−
∂+
∂−
∂+
∂−
∂+
∂−
,
that is, the restriction of X to cells x with dim(x) ≤ n; unit and composition operations
are restricted as appropriate.
There is an obvious inclusion σ≤nX →֒ X, which factors through σ≤mX →֒ X for all
m > n. Any partial ω-category is the sequential colimit of its skeleta.
For each n ∈ N, let Onω be the n-globe as an ω-category: O
n
ω has two k-dimensional
cells k+, k− for each k < n, and a single n-dimensional cell n, such that ∂αk n = k
α for
all k < n. Let ∂Onω be the (n − 1)-skeleton of O
n
ω. There is a bijection between n-cells
x of a partial ω-category X and functors x : Onω → X, and we will identify the two. We
write ∂x for the precomposition of x with the inclusion ∂Onω →֒ O
n
ω.
For a family {Xi}i∈I of ω-categories, let
∐
i∈I Xi be its coproduct in ωCat; the
sets of n-cells and the boundary, unit, and composition operations of the coproduct are
all induced pointwise by coproducts of sets and functions. Given a family of functors
{fi : Xi → Y }i∈I , let (fi)i∈I :
∐
i∈I Xi → Y be the functor produced by the universal
property of coproducts.
Definition 3.51. A polygraph is an ω-category X together with families {AnX}n∈N of
n-dimensional cells of X, such that, for all n,∐
x∈AnX
∂Onω
∐
x∈AnX
Onω
σ≤n−1X σ≤nX
(∂x)x∈AnX (x)x∈AnX
is a pushout diagram in ωCat. The cells in AnX are called n-dimensional generators of
X.
A map of polygraphs is a functor f : X → Y of ω-categories that sends n-dimensional
generators ofX to n-dimensional generators of Y ; that is, f restricts to, and is essentially
determined by a sequence of functions {fn : AnX → AnY }n∈N. Polygraphs and their
maps form a category Pol.
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Definition 3.52. Let P be a directed complex. We say that P is freely generating if
(MoℓP )∗ admits the structure of a polygraph, whose n-dimensional generators are the
n-dimensional atoms of P .
Proposition 3.53. Let P be a freely generating regular directed complex. Then Pω and
(MoℓP )∗ are isomorphic.
Proof. Same as [Had18a, Proposition 6.8].
The following conjecture is analogous to, and implies [Had18a, Conjecture 6.6].
Conjecture 3.54. Every regular directed complex is freely generating.
Remark 3.55. Some important aspects of the relation between representable diagram-
matic sets and strict ω-categories are conditional to the validity of this conjecture, which
we believe to be true. If, on the other hand, it turned out to be false, we see two ways
of salvaging the results in this section.
1. It may be possible to restrict to a freely generating subclass of regular directed
complexes which is closed under the constructions used in the definitions and
proofs relative to RDSs: mainly, substitutions and the O(−) construction. Then
one could restrict to this class to develop an equivalent, better-behaved theory. We
note that loop-free directed complexes, which are known to be freely generating,
are not closed under these (in [Hen19, Appendix A.2], S. Henry suggested that the
failure to recognise this is one of the critical flaws of [KV91b]).
2. The conjecture is likely to be equivalent to the statement that any two regular
polyplexes in the sense of [Hen18a] have isomorphic underlying polygraphs, and
these are uniquely determined by their oriented graded poset of generators. A
counterexample may suggest what information is missing from the oriented graded
poset in order to determine a unique regular polyplex, and one could try working
with a richer combinatorial structure containing this additional information.
On the other hand, failures of presentations of ω-categories, such as directed complexes,
to be freely generating have so far been linked to some kinds of topological degeneracies
in cell shapes, which do not apply to regular directed complexes. A counterexample to
the conjecture may even be interpreted as a failure of the combinatorics of ω-categorical
(globular) composition to identify what should be identical “directed spaces”.
If Conjecture 3.54 holds and U is an n-molecule, then Uω can be identified with
(MoℓU)∗, and U with an n-cell of Uω, which a functor x : Uω → X maps to an n-cell
x(U) of X.
Lemma 3.56. Let U be an n-atom, X an ω-category, and x : Uω → X a func-
tor. Assume Conjecture 3.54. If x(U) is a degenerate n-cell of X, then the transpose
x : U → NX is an n-equivalence of NX.
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Proof. If x(U) is degenerate, it means that x(∂+U) = x(∂−U), and x(U) = ε(x(∂αU)).
Let Λ →֒ W,λ : Λ → NX be a division horn for x at ∂+U , that is, λ|W0 is an n-cell z
with ∂−x ⊑s ∂
−z. Then z has a transpose z : (W0)ω → X, such that z(W0) is an n-cell
of X.
We define a functor h : Wω → X which sends W to ε(z(W0)), is equal to z on W0
and to x on W+, and sends W− to z(W0) again. This defines h on all generators of Wω,
and is well-defined: z(∂−W0) has an expression as a composite involving x(∂
−U), and
h(∂−W−) has the same expression with x(∂
+U) replacing x(∂−U), which is equal in X.
Finally, h(W+ ∪W−) is a composite of z(W0) with a degenerate cell, hence it is equal to
z(W0), so it makes sense to ask that h(W ) be a unit on z(W0).
The transpose h : W → NX fills λ, and the case of a division horn for x at ∂−U
is dual. It follows that, letting A := {x : U → NX |x(U) is degenerate}, we have
A ⊆ F(A), and by coinduction A ⊆ EqX.
Proposition 3.57. Let X be an ω-category, and assume Conjecture 3.54. Then NX is
representable.
Proof. Let Λ →֒ W,x : Λ → NX be a composition horn. The transpose x : Λω → X
is a pasting diagram in X, so x(Λ) is a cell of X. We define a functor c(x) : Wω → X
which sends W to εx(Λ), is equal to x on Λ, and sends W0 to x(Λ). Its transpose
c(x) : W → NX fills the horn, and by Lemma 3.56 it is an equivalence.
Thus, conditional to Conjecture 3.54, we can see N as a faithful functor from ωCat
to RDgmSet, including strict ω-categories as a subcategory of weak ω-categories. This
functor is far from being full, since morphisms of diagrammatic sets do not know about
composition in an ω-category: for example, two isomorphic cells of which only one is a
composite may be exchanged.
Example 3.58. Let X be a 2-category generated by 0-cells x, y, z, 1-cells a : x ⇒ y,
b : y ⇒ z, and c, d : x⇒ z, and 2-cells h : c⇒ d, h∗ : d⇒ c, subject to equations
a#0 b = c, h#1 h
∗ = εc, h∗ #1 h = εd.
The generators are the only non-degenerate cells of X. For each atom U , we can define
an involution s on NX(U) such that a functor x : Uω → X maps a 1-cell to c if and
only if s(x) : Uω → X maps it to d. Indeed, this determines s(x) completely on the
1-dimensional generators; then, for each 2-dimensional generator, there is always only
one possible choice given the image of its boundaries.
This determines a morphism s : NX → NX of representable diagrammatic sets,
which is not the image of an endofunctor of X, because
s(a#0 b) = d 6= c = s(a)#0 s(b).
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However, we defined representability as a property of diagrammatic sets, the existence
of a pair of compositors for every spherical diagram of two cells. We can also treat
compositors as a fixed structure on a representable diagrammatic set.
Definition 3.59. An algebraic RDS is a representable diagrammatic set X equipped
with a weak composite JxK and a pair of compositors c(x) : JxK ⇒ x, c′(x) : x⇒ JxK for
every spherical diagram x in X whose shape is either
1. a molecule with two maximal elements, or
2. an unsplittable, non-atomic molecule.
We write RDgmSetalg for the category of algebraic RDSs, together with strict
morphisms which respect the choice of compositors.
Remark 3.60. From a constructive point of view, it may be preferable to consider all
RDSs as having an algebraic choice of compositors; in that case, the difference between
RDgmSet and RDgmSetalg is purely at the level of morphisms. The two perspectives
are equivalent modulo choice.
Remark 3.61. The compositors c(x) and c′(x) can always be chosen to be weak inverses
of each other.
As seen in the proof of Proposition 3.57, NX has a canonical choice of compositors,
where the weak composite of a spherical diagram is, in fact, its composite in X, and
the compositor maps to a unit in X. Any functor of ω-categories clearly respects this
choice, so assuming Conjecture 3.54, N factors through a functor
Nalg : ωCat→ RDgmSetalg.
We will prove that Nalg is full and faithful.
Construction 3.62. Let X be an algebraic RDS, x : U → X a spherical n-diagram. For
each merger tree T of U (Construction 2.71), we define an n-cell JxKT and (n+ 1)-equi-
valences
cT(x) : JxKT ⇒ x, c
′
T(x) : x⇒ JxKT,
by induction on the structure of T.
• If T is equal to its root, either U is an atom, and we let
JxKT := x, cT(x), c
′
T(x) := p
∗
Ux : x⇒ x,
or U is non-atomic and unsplittable, and we let
JxKT := JxK, cT(x) := c(x), c
′
T(x) := c
′(x).
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• Suppose T branches into T1 and T2, labelled by molecules U1 and U2 with spherical
boundary. Letting x1 := x|U1 , x2 := x|U2 , we have (n + 1)-equivalences
cT1(x1) : Jx1KT1 ⇒ x1, c
′
T1
(x1) : x1 ⇒ Jx1KT1 ,
cT2(x2) : Jx2KT2 ⇒ x2, c
′
T2
(x2) : x2 ⇒ Jx2KT2 .
We define JxKT := JJx1KT1 ∪ Jx2KT2K, and
– if U1, U2 are both atoms, then cT(x) := c(x) and c
′
T(x) := c
′(x);
– if U1 is an atom and U2 is not, then
cT(x) := Jc(x1 ∪ Jx2KT2) ∪ cT2(x2)K, c
′
T(x) := Jc
′
T2
(x2) ∪ c
′(x1 ∪ Jx2KT2)K;
– if U2 is an atom and U1 is not, then
cT(x) := Jc(Jx1KT1 ∪ x2) ∪ cT1(x1)K, c
′
T(x) := Jc
′
T1
(x1) ∪ c
′(Jx1KT1 ∪ x2)K;
– if neither U1 nor U2 are atoms,
cT(x) := JJc(Jx1KT1 ∪ Jx2KT2) ∪ cT1(x1)K ∪ cT2(x2)K,
c′T(x) := Jc
′
T2
(x2) ∪ Jc
′
T1
(x1) ∪ c
′(Jx1KT1 ∪ Jx2KT2)KK.
Intuitively, the construction produces a weak composite and a compositor for each
spherical diagram of shape U , depending on a choice of sequential binary splits of U .
These coincide with the structural compositors of X for binary diagrams or n-ary un-
splittable diagrams.
Proposition 3.63. Let f : X → Y be a strict morphism of algebraic RDSs. For all
spherical diagrams x : U → X and all merger trees T for U ,
f(cT(x)) = cT(f(x)), f(c
′
T(x)) = c
′
T(f(x)).
Proof. If x is a cell, that is, U is atomic, the statement is true because f(p∗Ux) = p
∗
Uf(x).
Otherwise, it is proved by a simple induction, using the fact that f preserves the struc-
tural compositors.
Definition 3.64. Let X be an algebraic RDS. We say that X is associative if, for each
spherical diagram x : U → X in X, and each pair T1, T2 of merger trees for U , we have
JxKT1 = JxKT2 , cT1(x) = cT2(x), c
′
T1
(x) = c′T2(x).
In an associative algebraic RDS, we write JxK, c(x), c′(x) for JxKT, cT(x), c
′
T(x) where T
is an arbitrary merger tree.
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Proposition 3.65. Let X be an ω-category, and assume Conjecture 3.54. Then NalgX
is associative.
Proof. Let x : U → NalgX be a spherical diagram with transpose x : Uω → X. For any
pair T1,T2 of merger trees for U , the functors JxKT1 , JxKT2 : JUKω → X are equal on the
boundary, and both send JUK to x(U), therefore JxKT1 = JxKT2 .
Then cT1(x), cT2(x) : (JUK ⇒ U)ω → X are defined and equal on their boundaries,
and send JUK ⇒ U to a composite of units, hence a unit. Thus cT1(x) = cT2(x), and
similarly c′T1(x) = c
′
T2
(x).
Construction 3.66. Let U be an n-molecule with spherical boundary. We construct
an n-molecule SU ⊒s U with spherical boundary, which we call a shell of U , with the
property that ∂αSU is isomorphic to On−1 for both α ∈ {+,−}. Moreover, if U and V
are n-molecules with isomorphic, spherical boundaries, then
SU
∼
→֒ SV [U/V ],
that is, SU and SV are isomorphic outside of U, V .
If n = 0, 1, then SU := U . If n > 0, we let SU be the colimit
On−1 ⇒ S(∂−U)
∂−U
U
∂+U
S(∂+U)⇒ On−1,
j1 ı− ı+ j2
where j1 and j2 are the inclusions of ∂
αU as a submolecule of S(∂αU).
The n-molecules On−1 ⇒ S(∂−U) and S(∂+U) ⇒ On−1 are well-defined and have
spherical boundary by the inductive hypothesis on the boundaries of the shell of an
(n− 1)-molecule, and if the S(∂αU) are (n− 1)-molecules containing ∂αU as a spherical
submolecule, then SU is an n-molecule with ∂αSU isomorphic to On−1, and containing
U as a spherical subdiagram. The fact that SU and SV [U/V ] are isomorphic is also
evident.
Lemma 3.67. Let X,Y be ω-categories and f : NalgX → NalgY a strict morphism.
Assuming Conjecture 3.54, f is uniquely determined by the functions
f : NalgX(O
n)→ NalgY (O
n), n ≥ 0.
Proof. By Proposition 3.65, there are uniquely determined compositors c(x), c′(x) for all
spherical diagrams in NalgX and NalgY . For each spherical diagram x : U → NalgX, we
define an extension
Sx : SU → NalgX, x ⊑s Sx,
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by induction on the dimension of U ; we do the same for spherical diagrams in NalgY .
This will have the property that if x and y are parallel, then Sx = Sy[x/y].
If n = 0, 1, then Sx := x. Otherwise, we define Sx to be
• equal to c(S(x|∂−U )) : JS(x|∂−U )K ⇒ S(x|∂−U ) on O
n−1 ⇒ S(∂−U),
• equal to x on U , and
• equal to c′(S(x|∂+U )) : S(x|∂+U )⇒ JS(x|∂+U )K on S(∂
+U)⇒ On−1.
This is well-defined by the inductive hypothesis, and clearly has the stated property.
Because Sx is equal to a compositor on every atom of SU which is not in U , and by
Proposition 3.63 f preserves compositors, it follows that for all x,
f(Sx) = Sf(x). (7)
Now, we will prove by induction on n that f : NalgX(O
n) → NalgY (O
n) determines
uniquely f : NalgX(U)→ NalgY (U) for all n-atoms U . For n = 0, 1, there is nothing to
prove.
For n > 1, let x : U → NalgX be an n-cell with transpose x : Uω → X. By the
inductive hypothesis, f(x|∂αU ) is already determined for α ∈ {+,−}, so it suffices to
determine f(x)(U) as a cell of Y . But by the definition of compositors in NalgX,
x(U) = Sx(SU) = JSxK(JSUK) = JSxK(On),
where the last equality holds because JSUK = On. The same equations hold for cells in
NalgY , so
f(x)(U) = Sf(x)(SU) = JSf(x)K(On) = f(JSxK)(On),
by (7) and the fact that f preserves structural weak composites. Thus f(x) is determined
by f(JSxK), which completes the proof.
For the main result, we need a slight extension of the shell construction.
Construction 3.68. For n > 0, k < n, consider the n-molecules On #kO
n. These have
spherical boundary if and only if k = n− 1, and have the property that
∂α(On #k O
n)
∼
→֒ On−1 #kO
n−1
for k < n− 1.
Even though the On #k O
n do not have spherical boundary, we will show that we can
define a shell S(On #k O
n) as in Construction 3.66 and that it has spherical boundary.
We fix k and proceed by induction on n. If n = k + 1, this is the shell as previously
defined.
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Let n > k + 1. We let S(On #k O
n) be the colimit
On−1 ⇒ S(On−1 #k O
n−1)
On−1 #k O
n−1
On #kO
n
On−1 #k O
n−1
S(On−1 #k O
n−1)⇒ On−1
j1 ı− ı+ j2
which is well-defined. If we label as On1 , O
n
2 the leftmost and rightmost copy of O
n in
On #k O
n, since
∂−On1 ⊑s S(O
n−1
#kO
n−1)
∼
→֒ ∂+(On−1 ⇒ S(On−1 #kO
n−1)),
∂+On2 ⊑s S(O
n−1
#kO
n−1)
∼
→֒ ∂−(S(On−1 #k O
n−1)⇒ On−1),
we have that
U1 := (O
n−1 ⇒ S(On−1 #k O
n−1)) ∪On1 ,
U2 := O
n
2 ∪ (S(O
n−1
#k O
n−1)⇒ On−1),
are both n-molecules with spherical boundary, and On1 ⊑s U1, O
n
2 ⊑s U2. Therefore
S(On #k O
n) = U1 #n−1 U2 also has spherical boundary, and ∂
αS(On #k O
n)
∼
→֒ On−1
for both α ∈ {+,−}.
Theorem 3.69. Assume Conjecture 3.54. The functor Nalg : ωCat→ RDgmSetalg is
full and faithful.
Proof. We have already proved faithfulness. Let X,Y be ω-categories, and consider a
strict morphism f : NalgX → NalgY .
Applying the restriction functor RDgmSet → ωGphrefl, we see that f determines
a morphism f˜ of the underlying reflexive ω-graphs of X and Y . Moreover, by Lemma
3.67, f is uniquely determined by f˜ . Thus it suffices to prove that f˜ is compatible with
the composition operations of X and Y .
Suppose x1, x2 are n-cells of X such that x1 #k x2 is defined. This composition is
classified by a pasting diagram
x : (On #k O
n)ω → X
such that x(On #k O
n) = x1 #k x2, whose transpose is a diagram x : O
n #kO
n → NalgX.
We can proceed exactly as in the proof of Lemma 3.67, and define a spherical n-dia-
gram Sx : S(On #k O
n)→ NalgX with x1, x2 ⊑s Sx, and such that Sf(x) = f(Sx). We
then have
x1 #k x2 = x(O
n
#k O
n) = Sx(S(On #k O
n)) = JSxK(JS(On #k O
n)K) = JSxK(On),
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so the composite x1 #k x2 is classified by the transpose of JSxK : O
n → NalgX, and f˜
maps it to the transpose of f(JSxK) : On → NalgY . Then
f˜(x1 #k x2) = f(JSxK)(JS(O
n
#k O
n)K) = JSf(x)K(JS(On #k O
n)K) =
= f(x)(On #k O
n) = f˜(x1)#k f˜(x2).
So f˜ : X → Y is a functor of ω-categories, and f = Nalgf˜ .
Thus, conditional to Conjecture 3.54, we can see ωCat as a full subcategory of
RDgmSetalg. We do not have, at the moment, an “internal” characterisation of strict
ω-categories inside RDgmSetalg: being associative is certainly a necessary condition,
but not having required any compatibility between compositors and degeneracies, we
cannot expect it to be sufficient.
In fact, let us leave the following open question, a kind of “C. Simpson’s conjecture”
for algebraic RDSs.
Conjecture 3.70. Every RDS is weakly equivalent to an associative algebraic RDS.
3.5 Low-dimensional examples
The previous section proved that, conditional to a conjecture, the theory of strict ω-cat-
egories embeds into the theory of representable diagrammatic sets, and the last part of
the article will prove that, in a specific sense, so does the classical theory of homotopy
types.
The goal of this section is to give a concrete idea of the theory of weak n-categories
exhibited by the theory of RDSs, especially for low dimensions. This is, in fact, where
we believe that RDSs have an advantage over other formalisms, because of their flexible
combinatorics of pasting diagrams.
First, we need a definition of what a weak n-category is in the form of a RDS.
Definition 3.71. A representable diagrammatic set X is n-truncated if
1. X is (n+ 1)-coskeletal,
2. any two parallel (n+ 1)-cells of X are equal, and
3. if x, y are parallel n-cells of X and e : x⇒ y is an (n+ 1)-cell, then x = y.
We write nRDgmSet for the full subcategory of RDgmSet on the n-truncated RDSs,
and nRDgmSetalg for the full subcategory ofRDgmSetalg on the n-truncated algebraic
RDSs.
Remark 3.72. An n-truncated RDS, being (n + 1)-coskeletal, is fully determined by its
(n+ 1)-skeleton. Thus we may see nRDgmSet as a subcategory of (n+ 1)DgmSet.
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Let us prove a couple of properties of coskeletal diagrammatic sets, before focussing
on n-truncated RDSs.
Lemma 3.73. Let X be an n-coskeletal diagrammatic set. Then for all k > n
(a) all horns of (k + 1)-atoms have fillers in X, and
(b) all k-cells of X are equivalences.
Proof. Let W be a (k + 1)-atom, and Λ →֒ W a horn. If k > n, then σ≤nΛ = σ≤nW :
it follows that horns of W in X are in bijection with their fillers, so they all have fillers.
The fact that all k-cells are equivalences then follows by a simple coinduction.
Proposition 3.74. Let X be an n-truncated RDS. Then for all k > n
(a) all spherical (k − 1)-diagrams have a unique weak composite, and
(b) all k-cells of X are equivalences.
Proof. Let x be a spherical (k−1)-diagram, and let JxK and JxK′ be two weak composites
of x. Then JxK and JxK′ are parallel cells, which by definition implies they are equal if
k > n+ 1, and JxK ≃ JxK′, which implies they are equal if k = n+ 1.
Since X is (n+1)-coskeletal, all k-cells are equivalences for k > n+1. Let e : x⇒ y
be an (n+ 1)-cell, and pick compositors c : x⇒ JxK and c′ : JyK ⇒ y. Then
e ≃ c#n e
′
#n c
′
for some (n+1)-cell e′ : JxK ⇒ JyK. Since X is n-truncated, JxK = JyK =: z, and e′ = p∗Uz,
where U is the shape of z. It follows that e is a weak composite of two equivalences and
a degenerate cell, hence an equivalence.
Remark 3.75. It follows that, in an n-truncated RDS, two parallel spherical n-diagrams
x, y have a cell between them if and only if x ≃ y, if and only if the unique weak
composites JxK, JyK are equal.
Corollary 3.76. The categories 1RDgmSet and 1RDgmSetalg are isomorphic.
Proof. In a 1-truncated RDS, every spherical 1-diagram has a unique weak composite.
Two compositors for the same diagram are parallel 2-cells, hence they are equal. It
follows that any morphism between 1-truncated RDSs is strict.
Proposition 3.77. Let X be an n-truncated RDS, and let e : x⇒ y be an n-equivalence.
Then e has a unique weak inverse.
Proof. Let e′, e′′ be two weak inverses. The usual argument for uniqueness of inverses
up to equivalence gives e′ ≃ e′′, and since X is n-truncated, e′ = e′′.
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An n-category is an ω-category whose k-cells are all degenerate for k > n. The
following is evident.
Proposition 3.78. Let X be an n-category, and assume Conjecture 3.54. Then NX is
an n-truncated RDS.
Thus if nCat is the full subcategory of ωCat on the n-categories, we have for all
n ≥ 0 a faithful functor N : nCat → nRDgmSet and a full and faithful functor
Nalg : nCat→ nRDgmSet.
Remark 3.79. For n ≤ 2, we know for certain that regular directed complexes P of
dimension n are freely generating. Any non-free identifications which may occur in
k-skeleta for k > n in (MoℓP )∗ are inconsequential if we are looking at functors into an
n-category X, since all parallel k-cells in X are equal. This is sufficient to remove the
conditional on Proposition 3.78 for n ≤ 2.
Now, 1Cat is isomorphic to the usual category Cat of small categories.
Proposition 3.80. N : Cat→ 1RDgmSet is an equivalence of categories.
Proof. By Corollary 3.76, we know that N is full and faithful. Let X be a 1-truncated
RDS. We define a category X˜ with X˜0 := X(1), X˜1 := X(O
1), with the obvious bound-
aries; εv := !∗v for all v ∈ X(1), where ! : O1 → 1 is the unique map to the ter-
minal object; and x#0 y := Jx#0 yK for all 0-composable 1-cells, well defined because
x#0 y : O
1 #0O
1 → X is a spherical 1-diagram.
It is easy to see that X˜ is well-defined, and that X is isomorphic to N X˜ .
Thus 1-truncated RDSs and their morphisms are equivalent to small categories and
functors, as expected. The first non-trivial case is that of 2-truncated RDSs and bicat-
egories. We recall the definition of bicategory, in order to fix the notation.
Definition 3.81. A bicategory B is a reflexive 2-graph together with the following data:
1. a family of 2-cells, the 1-composites {p ∗1 q : a⇒ c}, indexed by composable pairs
of 2-cells p : a⇒ b and q : b⇒ c;
2. a family of 1-cells {a ∗0 b : x ⇒ z}, indexed by 0-composable pairs of 1-cells
a : x ⇒ y, b : y ⇒ z, and a family of 2-cells {p ∗0 q : a ∗0 c ⇒ b ∗0 d}, indexed by
0-composable pairs of 2-cells p : a⇒ b, q : c⇒ d, both called 0-composites;
3. a family of 2-cells, the associators {αa,b,c : (a ∗0 b) ∗0 c⇒ a ∗0 (b ∗0 c)}, indexed by
0-composable triples of 1-cells a : x⇒ y, b : y ⇒ z, c : z ⇒ w;
4. two families of 2-cells, the left unitors {λa : εx ∗0 a ⇒ a} and the right unitors
{ρa : a ∗0 εy ⇒ a}, indexed by 1-cells a : x⇒ y.
These are subject to the following conditions:
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1. 1-composition is associative and unital with 2-units, that is, (p∗1q)∗1r = p∗1(q∗1r),
and p ∗1 εb = p = εa ∗1 q, whenever both sides make sense;
2. 0-composition is natural with respect to 1-composition and 2-units, that is,
(p1 ∗1 p2) ∗0 (q1 ∗1 q2) = (p1 ∗0 q1) ∗1 (p2 ∗0 q2),
εa ∗0 εb = ε(a ∗0 b),
whenever the left-hand side makes sense;
3. the associators and the unitors are natural in their parameters, that is, for all
p : a⇒ a′, q : b⇒ b′, and r : c⇒ c′, the following diagrams commute:
(a ∗0 b) ∗0 c a ∗0 (b ∗0 c)
(a′ ∗0 b
′) ∗0 c
′ a′ ∗0 (b
′ ∗0 c
′)
αa,b,c
αa′,b′,c′
(p ∗0 q) ∗0 r p ∗0 (q ∗0 r)
,
εx ∗0 a a a ∗0 εy
εx ∗0 a
′ a′ a′ ∗0 εy
λa
λa′
ρa
ρa′
εx ∗0 p p ∗0 εyp
commute;
4. the associators and unitors satisfy the pentagon and triangle equations, that is, for
all a : x⇒ y, b : y ⇒ z, c : z ⇒ w, d : w ⇒ v, the following diagrams commute:
((a ∗0 b) ∗0 c) ∗0 d (a ∗0 b) ∗0 (c ∗0 d)
(a ∗0 (b ∗0 c)) ∗0 d a ∗0 ((b ∗0 c) ∗0 d) a ∗0 (b ∗0 (c ∗0 d))
αa∗0b,c,d
αa,b∗0c,d εa ∗0 αb,c,d
αa,b,c ∗0 εd αa,b,c∗0d
,
(a ∗0 εy) ∗0 b a ∗0 (εy ∗0 b)
a ∗0 b
αa,εy,b
ρa ∗0 εb
εa ∗0 λb
;
5. the associators and unitors are invertible with respect to 1-composition.
Given two bicategories B, C, a functor f : B → C is a morphism of the underlying
2-graphs that respects 1-composition and 2-units, together with
1. a family of invertible 2-cells in C {fa,b : f(a) ∗0 f(b) ⇒ f(a ∗0 b)}, indexed by
0-composable pairs of 1-cells a : x⇒ y, b : y ⇒ z of B, and
2. a family of invertible 2-cells in C {fx : εf(x)⇒ f(εx)}, indexed by 0-cells x of B,
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where the first one is natural in its parameters, that is, for all p : a⇒ a′, q : b⇒ b′, the
diagram
f(a) ∗0 f(b) f(a ∗0 b)
f(a′) ∗0 f(b
′) f(a′ ∗0 b
′)
fa,b
fa′,b′
f(p) ∗0 f(q) f(p ∗0 q)
commutes, and both families are compatible with the associators and unitors, in the
sense that, for all a : x⇒ y, b : y ⇒ z, c : z ⇒ w, the following diagrams commute:
(f(a) ∗0 f(b)) ∗0 f(c) f(a) ∗0 (f(b) ∗0 f(c)) f(a) ∗0 f(b ∗0 c)
f(a ∗0 b) ∗0 f(c) f((a ∗0 b) ∗0 c) f(a ∗0 (b ∗0 c))
αf(a),f(b),f(c) εf(a) ∗0 fb,c
fa∗0b,c f(αa,b,c)
fa,b ∗0 εf(c) fa,b∗0c
,
εf(x) ∗0 f(a) f(εx) ∗0 f(a) f(εx ∗0 a)
f(a)
fx ∗0 εf(a) fεx,a
λf(a)
f(λa)
,
f(a) ∗0 εf(y) f(a) ∗0 f(εy) f(a ∗0 εy)
f(a)
εf(a) ∗0 fy fa,εy
ρf(a)
f(ρa)
.
A functor is strictly unital if the fx are all 2-units, and strict if it is strictly unital and
the fa,b are all 2-units.
Let BiCatsu be the category of bicategories and strictly unital functors, and BiCats
the category of bicategories and strict functors. We claim that BiCatsu is equival-
ent to 2RDgmSet, and BiCats to 2RDgmSetalg. This follows from our results in
[Had18b, Section 5] after observing that a 2-truncated RDS is equivalent to a represent-
able merge-bicategory which has, in addition, a choice of coherent unitors, preserved by
all morphisms.
Since it is straightforward to connect the two formalisms, we will be brief in our
treatment, and only define the two sides of the equivalence; details can be filled in using
[Had18b, Section 5].
Construction 3.82. Let X be a 2-truncated RDS with a choice of compositors. We
can always assume that dual pairs of compositors are each other’s weak inverse, and by
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Proposition 3.77 a “one-sided” choice of 2-dimensional compositors uniquely determines
their duals.
The 2-skeleton of the reflexive ω-graph X
O˜
is a reflexive 2-graph, which we denote
by BX. We endow BX with the structure of a bicategory, as follows.
1. For each 1-composable pair of 2-cells p : a⇒ b and q : b⇒ c, by Proposition 3.74
the spherical 2-diagram p#1 q has a unique weak composite Jp#1 qK, and we define
p ∗1 q := Jp#1 qK.
2. For each 0-composable pair of 1-cells a : x⇒ y, b : y → z, let a∗0b := Ja#0 bK be the
chosen weak composite of the spherical 1-diagram a#0 b. For each 0-composable
pair of 2-cells p : a⇒ c, q : b⇒ d, let h : a ∗0 b⇒ a#0 b and h
′ : c#0 d⇒ c ∗0 d be
the chosen compositors. Then we define p ∗0 q to be the unique weak composite of
the spherical 2-diagram
h#1 (p#0 q)#1 h
′ : a ∗0 b⇒ c ∗0 d
of shape S(O2 #0O
2), as in Construction 3.68.
3. For each composable triple of 1-cells a, b, c, we have binary compositors
h : a ∗0 b⇒ a#0 b, k
′ : b#0 c⇒ b ∗0 c,
ℓ : (a ∗0 b) ∗0 c⇒ (a ∗0 b)#0 c, m
′ : a#0 (b ∗0 c)⇒ a ∗0 (b ∗0 c).
We define αa,b,c to be the unique weak composite of the spherical 2-diagram
ℓ#1 (h#0 c)#1 (a#0 k
′)#1m
′ : (a ∗0 b) ∗0 c⇒ a ∗0 (b ∗0 c).
All the cells in the diagram are (weakly) invertible, so αa,b,c is invertible.
4. From Construction 2.69, we have 2-atoms L˜1
O1
= R˜1
O1
:= (O1 #0O
1) ⇒ O1 and
retractions ℓ˜1
O1
: L˜1
O1
։ O1 and r˜1
O1
: R˜1
O1
։ O1. For each 1-cell a : x ⇒ y, let
h : εx ∗0 a⇒ εx#0 a and k : a ∗0 εy ⇒ a#0 εx be compositors. Then we define
λa := h ∗1 (ℓ˜
1
O1)
∗a, ρa := k ∗1 (r˜
1
O1)
∗a.
These are weak composites of an equivalence and a degenerate cell, hence equival-
ences, hence (weakly) invertible.
Now, let Y be another 2-truncated RDS, and f : X → Y a morphism. We endow
the restriction Bf : BX → BY of f with the structure of a strictly unital functor of
bicategories, as follows.
1. For each 0-composable pair of 1-cells a : x ⇒ y, b : y ⇒ z of X, a compositor
h′ : a#0 b⇒ a ∗0 b is mapped to f(h
′) : f(a)#0 f(b)⇒ f(a ∗0 b), and in Y there is
a compositor k : f(a) ∗0 f(b)⇒ f(a)#0 f(b). We define fa,b to be the unique weak
composite of the spherical 2-diagram
k #1 f(h
′) : f(a) ∗0 f(b)⇒ f(a ∗0 b).
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2. For each 0-cell x of X, we define fx to be the 2-unit on εf(x) = f(εx).
If f : X → Y is a strict morphism, then f(h′) is the unique weak inverse of k in Y , so
the fa,b are units, and Bf is a strict functor.
This defines functors B : 2RDgmSet→ BiCatsu and B : 2RDgmSetalg → BiCats.
Construction 3.83. Let B be a bicategory; we define a diagrammatic set NB as
follows. The 0-cells and 1-cells of NB are the same as those of B. The 2-cells
p : a1 #0 . . . #0 an ⇒ b1 #0 . . . #0 bm
of NB correspond to 2-cells
p : (. . . (a1 ∗0 a2) . . . ∗0 an−1) ∗0 an ⇒ (. . . (b1 ∗0 b2) . . . ∗0 bm−1) ∗0 bm (8)
of B. Given any spherical 2-diagram inNB, we can always insert 2-units, associators and
their inverses to “rebracket” so to obtain a composable diagram in B, whose composite
corresponds to a 2-cell in NB; the coherence theorem for bicategories [ML63, Theorem
3.1] implies that the result is independent of any choices made. For any two parallel
spherical 2-diagrams x, y in NB, there is a unique 3-cell e : x ⇒ y if and only if the
composite of x is equal to the composite of y in B. Finally, we impose that NB be
3-coskeletal.
The face maps of NB are the obvious ones. The degenerate 1-cells of NB are
determined by the underlying reflexive 2-graph of B, and similarly for the action of
pO1 : O
2 ։ O1. Any other surjective map U ։ O1 factors through pO1 , so it suffices
to describe the action of surjective maps f : U ։ V between different 2-atoms. If p
is a 2-cell of shape V , then the input and output boundary f∗p are equal to the input
and output boundary of p with some 1-units inserted. We can always precompose and
postcompose p with unitors and their inverses to obtain a 2-cell of B of the type of f∗p,
and by coherence the result is independent of the particular way that this is done.
Finally, coherence also implies that, given a surjective map f from a 3-atom, the
action of its restriction to the 2-boundaries takes diagrams with equal composites to
diagrams with equal composites, so there is a unique way of defining the action of f .
This suffices to define NB as a 3-coskeletal diagrammatic set. Moreover, NB is
representable, and has a canonical choice of compositors for diagrams a#0 b of two 1-
cells: we let Ja#0 bK := a ∗0 b, and the compositor c : a ∗0 b⇒ a#0 b corresponds to the
2-unit ε(a ∗0 b) in B. By construction, NB is 2-truncated.
Given a strictly unital functor f : B → C of bicategories, we define a morphism
N f : NB → NC as follows: N f is equal to f on 0-cells and 1-cells. Given a 2-cell p of
NB, corresponding to a 2-cell of B of type (8), by [JS93, Corollary 1.8] there are unique
2-cells of C of type
f((. . . (a1 ∗0 a2) . . .) ∗0 an)⇒ (. . . (f(a1) ∗0 f(a2)) . . .) ∗0 f(an),
(. . . (f(b1) ∗0 f(b2)) . . .) ∗0 f(bm)⇒ f((. . . (b1 ∗0 b2) . . .) ∗0 bm),
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built from 2-units, associators, and their inverses in C, images through f of associators
and ther inverses in B, and the structural 2-cells fa,b. Then we define N f(p) to be the
unique 2-cell of the correct type obtained by precomposing and postcomposing f(p) with
these 2-cells. There is a unique way of extending N f to higher-dimensional cells.
Notice that, if f if a strict functor, then f(a ∗0 b) = f(a) ∗0 f(b), and N f takes
compositors in NB to compositors in NC, that is, N f is a strict morphism.
This defines functors N : BiCatsu → 2RDgmSet and BiCats → 2RDgmSetalg.
Remark 3.84. If the bicategory B is in fact a strict 2-category, then NB is isomorphic
to its diagrammatic nerve as previously defined.
Proposition 3.85. The functors B and N are two sides of an equivalence of categories
between 2RDgmSet and BiCatsu, restricting to an equivalence between 2RDgmSetalg
and BiCats.
Proof. Essentially the same proof as the equivalence between bicategories and merge-
bicategories in [Had18b, Section 5].
Remark 3.86. Unlike in [Had18b], we do not obtain general functors of bicategories;
this is due to the presence of structural degeneracies which are strictly preserved by
morphisms of diagrammatic sets. We could recover the general case here, and plausibly
in higher-dimensional cases, by using morphisms of the underlying regular polygraphs;
in [Had18a, Appendix B] we sketched a definition of representability in the absence
of structural degeneracies. However, in addition to the handling of equivalences being
more complicated, morphisms of regular polygraphs would not automatically preserve
equivalences.
Remark 3.87. Construction 3.82 is a blueprint for transitioning from an RDS X to an
algebraic weak higher category structure on the reflexive ω-graph X
O˜
:
• given k-composable n-cells x, y, one can extend the diagram
x#k y : O
n
#k O
n → X
to a spherical diagram
S(x#k y) : S(O
n
#k O
n)→ X
adding compositors, similarly to the proof of Theorem 3.69, and use a chosen weak
composite of S(x#k y) as the algebraic k-composite of x and y;
• degenerate cells produced by the retractions of Construction 2.69 may be used as
higher-dimensional unitors;
• combinations of degenerate cells and compositors should provide other structural
cells, such as associators and interchangers.
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Of course, beyond the boundary case of three dimensions, treating the algebraic structure
as explicitly as with bicategories is prohibitive. We hope that something more could be
said about the relation between RDSs and more abstract approaches to algebraic weak
higher categories, such as Leinster’s [Lei04]; this should be investigated in future work.
We conclude this section by briefly considering the case of three dimensions, where
strict and weak higher categories diverge. A benchmark for a model of weak 3-categories
is the ability to construct non-trivial braidings between pairs of 2-cells with degenerate
boundaries, which, as displayed for example in [JK07], is necessary for the modelling of
homotopy 3-types with non-trivial Whitehead brackets.
The ability of RDSs to model all homotopy 3-types (in the sense of the homotopy
hypothesis) is implied by the results of the following section; however, we take the oppor-
tunity here to show that one can construct spherical braiding diagrams in an arbitrary
diagrammatic set, only using the combinatorics of degeneracies, independently of rep-
resentability.
This is an important feature of our model, since it implies that a higher-dimensional
theory presented as a diagrammatic set — where one wants to work explicitly with
diagrams, as “free composites”, rather than take weak composites — will automatically
come with braiding diagrams. For example, a “2-PRO” modelled as a diagrammatic set
with a single 0-cell and a single irreducible 2-cell a will have braiding diagrams
b, b∗ : a#1 a⇒ a#1 a,
allowing one to encode the data of a PROB, the braided analogue of a PROP [Lac04].
By contrast, “2-PROs” modelled as strict 3-categories are highly degenerate. Thus
diagrammatic sets seem to be a solution to the problem we set at the end of [Had17,
Section 2.3].
Example 3.88. Consider a diagrammatic set X with a 0-cell v and two 2-cells
a, b : !∗v ⇒ !∗v
of shape O2, where ! is the unique map from O1 to 1. Let U1, U2 be the 2-atoms
z
x
x′
y
,
z
x
x′
y
.
There are surjective maps p1 : (O
2 ⇒ U1)։ O
2, p2 : (O
2 ⇒ U2)։ O
2, which
1. send the greatest element to 2,
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2. are equal to the identity on O2,
3. send y to 2 and collapse z, x, x′ onto their boundaries.
Then in X there is a spherical 3-diagram
a
b p∗2b
a
b p
∗
1a
a
b !∗v
a
b
,
where the shaded area indicates the input boundary of the following cell. Now, let V1
and V2 be the 3-atoms
z
x
y
z
x′
y′
,
z
x
y
z
x′
y′
;
there are surjective maps q1 : V1 ։ O
2, q2 : V2 ։ O
2, which
1. send the greatest element to 2,
2. are equal to the identity on cl{x} and cl{x′}, and
3. collapse z, y, y′ onto their boundaries.
We then have a 3-diagram in X
a
b q
∗
1b
a b
q∗2a a
b
!∗v a
b
,
and finally, letting p′1 and p
′
2 be the “reverse” surjective maps of p1 and p2, a 3-diagram
a
b
p′∗1 a
a
b
p′∗2 b
a
b
.
Putting together the three 3-diagrams, we obtain a spherical diagram h : a#1 b⇒ b#1 a,
which works as a braiding of a and b. Starting from p∗1b and p
∗
2a, instead, we can construct
a second, inequivalent braiding, where a is moved to the right of b.
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4 Homotopy hypothesis
4.1 Simplices as molecules
Throughout this part, we will assume some knowledge of simplicial sets and their homo-
topy theory; see [FP90, Chapter 4] or [GJ09] as references. We also borrow most of our
notation from the latter.
Here, we treat the combinatorics that we will need in the rest of the article. First of
all, we look at how simplices can be seen as particular molecules, and simplicial sets as
particular diagrammatic sets.
Definition 4.1. Let∆ be the simplex category, and∆in its subcategory of monomorph-
isms. A simplicial set is a presheaf on ∆, and a semi-simplicial set is a presheaf on ∆in.
With morphisms of presheaves, these form categories sSet and ssSet, respectively.
Construction 4.2. For all n ≥ 0, the (n+1)-fold join ∆n := 1 ⋆ . . . ⋆ 1︸ ︷︷ ︸
n+1
can be identified
with Street’s oriented n-simplex [Str87]: for 0 ≤ k ≤ n,
• the k-th co-face map dk : ∆n−1 →֒ ∆n is the inclusion
1 ⋆ . . . ⋆ 1︸ ︷︷ ︸
k
⋆ ∅ ⋆ 1 ⋆ . . . ⋆ 1︸ ︷︷ ︸
n−k
1 ⋆ . . . ⋆ 1︸ ︷︷ ︸
n+1
,id ⋆ ı ⋆ id
where ı : ∅ → 1 is the unique inclusion of the initial object;
• the k-th co-degeneracy map sk : ∆n+1 ։ ∆n is the map
1 ⋆ . . . ⋆ 1︸ ︷︷ ︸
k
⋆ 1 ⋆ 1 ⋆ 1 ⋆ . . . ⋆ 1︸ ︷︷ ︸
n−k
1 ⋆ . . . ⋆ 1︸ ︷︷ ︸
k
⋆ 1 ⋆ 1 ⋆ . . . ⋆ 1︸ ︷︷ ︸
n−k
,id ⋆ p ⋆ id
where p : 1 ⋆ 1→ 1 is the unique map to the terminal object.
The co-faces dk with k odd correspond to elements of the output boundary, and those
with k even to elements of the input boundary of ∆n.
These maps satisfy the cosimplicial identities, so they define inclusions of subcategor-
ies ∆in →֒ RAtomin and ∆ →֒ RAtom. Consequently, there are restriction functors
−∆ : DgmSet → sSet and RPol → ssSet, with left adjoints ı∆ : sSet → DgmSet
and ssSet→ RPol.
With the characterisation of P ⋆Q by (P ⋆Q)⊥ ≃ P⊥ ⊠Q⊥, if 1⊥ = {⊥ < ⊤}, every
element x ∈ ∆n is uniquely of the form
⊤j1⊥k1 . . .⊤jm⊥km := ⊤⊠ . . . ⊠⊤︸ ︷︷ ︸
j1
⊠ ⊥⊠ . . . ⊠⊥︸ ︷︷ ︸
k1
⊠ . . . ⊠ ⊤⊠ . . . ⊠⊤︸ ︷︷ ︸
jm
⊠ ⊥⊠ . . . ⊠⊥︸ ︷︷ ︸
km
,
where m ≥ 1, ji 6= 0 if i 6= 0 and ki 6= 0 if i 6= m,
∑
i ji = dim(x) + 1 > 0, and∑
i(ji + ki) = n+ 1.
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Proposition 4.3. The inclusions ∆in →֒ RAtomin and ∆ →֒ RAtom are full.
Proof. The atom ∆n has exactly n + 1 elements of dimension n − 1, so the maps
dk : ∆n−1 →֒ ∆n exhaust the inclusions of ∆n−1 into ∆n. Since any inclusion ∆k →֒ ∆n
for k < n− 1 factors through ∆n−1, this suffices to prove that ∆in is a full subcategory
of RAtomin.
Let p : ∆n ։ ∆k be a surjective map; if n = k it must be the identity, so suppose
n > k. Recall that a morphism ∆n → ∆m in ∆ corresponds uniquely to an order-
preserving map f : [n]→ [m], where [n] is the linear order {0 < . . . < n}: in particular,
the i-th co-face di : [n− 1]→ [n] is the inclusion of {0 < . . . < i− 1 < i+ 1 < . . . < n}.
By induction, the restrictions di; p : ∆n−1 → ∆k to the faces of ∆n, for 0 ≤ i ≤ n, are
all in ∆, hence they correspond to a system of order-preserving maps fi : [n− 1]→ [k],
with the property that di; fj = d
j−1; fi for i < j.
We may suppose n > 1, handling the few remaning cases explicitly: then any pair of
elements of [n] is in the image of di for some i, and any pair fi, fj agrees on the overlaps.
The system therefore extends uniquely to an order-preserving map f : [n] → [k] such
that fi = d
i; f for 0 ≤ i ≤ n, corresponding to a map f : ∆n → ∆k in ∆ which is equal
to p on its boundary. Both f and p must map the greatest element of ∆n to the greatest
element of ∆k, and we conclude that f = p.
Corollary 4.4. The functors ı∆ : sSet → DgmSet and ı∆ : ssSet → RPol are full
and faithful.
Proof. Follows from the proposition and Lemma 2.80.
Remark 4.5. Every simplicial set K, seen as a diagrammatic set ı∆K, satisfies the
Eilenberg-Zilber property: K can always be built as the colimit of the sequence of
pushouts ∐
x∈AnK
∂∆n
∐
x∈AnK
∆n
ı∆n−1σ
∆
≤n−1K ı
∆
n σ
∆
≤nK
(∂x)x∈AnK (x)x∈AnK
where AnK is the set of non-degenerate n-simplices of K. Because ı∆ is left adjoint, it
preserves pushouts: the claim then follows from Proposition 2.91, after observing that
the irreducible elements of ı∆K correspond to the non-degenerate simplices of K, and
that ı∆ commutes with skeleta.
We will now define a sequence of maps an : ∆
n ։ On relating the n-simplices to the
n-globes, which we will use in the next section to transform n-cells of a diagrammatic
set X into n-simplices of X∆. Recall Construction 2.63 and Construction 2.70.
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Definition 4.6. Let a0 := id : ∆
0 ։ O0. For n ≥ 0, if an is defined, we define
an+1 : ∆
n+1 ։ On+1 to be the composite
∆n+1 O(∆
n) On+1.
s0≺ O(an)
Unravelling the recursion, we see that an = s
0
≺;O(s
0
≺); . . . ;O
n−1(s0≺).
These maps make the following diagrams commute, for n ≥ 0:
∆n
On+1,∆n+1
On
an
d0
an+1
ı+
∆n
On+1.∆n+1
On
an
d1
an+1
ı− (9)
Remark 4.7. The maps an can be given a fairly simple explicit description: they are
defined by
⊤n+1 7→ n,
⊥k⊤j 7→ (j − 1)+,
(. . .)⊤⊥k⊤j 7→ j−,
where k > 0. Notice that any element ending with ⊥ is sent to 0−.
We will also need a modified sequence, mapping an n-simplex to an n-atom with two
(n− 1)-dimensional elements in its output boundary.
Construction 4.8. Let Φn+1 be the (n + 1)-atom On ⇒ On #n−1O
n. This is equal
to On+1 with its output boundary split into two n-globes, the images of inclusions
ı+1 , ı
+
2 : O
n →֒ Φn+1: where On+1 has a unique n-dimensional element n+, Φn+1 has
two n-dimensional elements n+1 and n
+
2 , and an additional (n− 1)-dimensional element
n− 10 ∈ ∆+n+1 ∩∆
−n+2 .
There are two surjective maps p1, p2 : Φ
n+1 ։ On+1, the first sending n+2 to n
+,
hence sending n− 10 and n+1 to n− 1
−; the other sending n+1 to n
+, hence sending
n− 10 and n+2 to n− 1
+.
Definition 4.9. We define a sequence of surjective maps cn+1 : ∆
n+1 ։ Φn+1 for n > 0.
These are defined by
⊤n+2 7→ n+ 1,
(⊥⊤2)⊤n−1 7→ n+2 ,
(⊤2⊥)⊤n−1 7→ n+1 ,
(⊥⊤⊥)⊤n−1 7→ n− 10,
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and, for k > 0,
⊥k⊤j 7→ (j − 1)+,
(. . .)⊤⊥k⊤j 7→ j−,
for all elements not covered by the previous cases.
Using the explicit description of the an from Remark 4.7, one can check that the
following diagrams commute:
∆n
Φn+1,∆n+1
On
an
d0
cn+1
ı+2
∆n
Φn+1,∆n+1
On
an
d1
cn+1
ı−
∆n
Φn+1,∆n+1
On
an
d2
cn+1
ı+1 (10)
and
∆n+1
Φn+1
On+1
an+1
cn+1 p1
.
(11)
Notice also that c2 : ∆
2 ։ Φ2 is an isomorphism.
Finally, the following construction is crucial in the proof of Theorem 4.25.
Construction 4.10. For k ≥ 0, n ≥ 2, we define regular (k+n)-molecules Ek(∆
n) with
spherical boundary, with the property that
1. for α ∈ {+,−}, ∂αEk(∆
n) is isomorphic to ∂αOk(∆n), and
2. Ok+1(∆n−1) ⊑s Ek(∆
n).
For all n ≥ 2, let E0(∆
n) be the pushout
∆n−1
E0(∆
n);∆n
O(∆n−1)
ı−
d0
this splits into ∆n ∪ O(∆n−1), and its boundary is isomorphic to the boundary of
∆n = O0(∆n).
Supposing that Ek(∆
n) has been defined, and satisfies the two properties, we define
Ek+1(∆
n) to be the colimit of
Ok(∆n)⇒ Ek(∆
n)
Ok+1(∆n−1)
Ok+2(∆n−1)
Ok+1(∆n−1)
Ek(∆
n)⇒ Ok(∆n),
j1 ı− ı+ j2
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where j1 and j2 are the inclusion of O
k+1(∆n−1) as a submolecule of Ek(∆
n). This is
a regular molecule with spherical boundary and three maximal elements, isomorphic to
Ok(∆n)⇒ Ek(∆
n), Ok+2(∆n−1), and Ek(∆
n)⇒ Ok(∆n), respectively.
Now, we define a sequence of retractions rk,n : Ek(∆
n) ։ Ok+1(∆n−1), with the
property that
∂Ek(∆
n)
Ok+1(∆n−1)Ek(∆
n)
Ok(∆n)
rk,n
Ok(s0≺) (12)
commutes, where ∂Ek(∆
n) is included isomorphically into ∂Ok(∆n):
• r0,n : E0(∆
n)։ O(∆n−1) is equal to s0 on ∆n, and to the identity on O(∆n−1);
• if rk,n is defined, we let rk+1,n : Ek+1(∆
n)։ Ok+2(∆n−1) be
1. equal to rk,n from the output boundary of O
k(∆n)⇒ Ek(∆
n) to the input bound-
ary of Ok+2(∆n−1), and from the input boundary of Ek(∆
n) ⇒ Ok(∆n) to the
output boundary of Ok+2(∆n−1);
2. equal to Ok(s0≺) from the input boundary of O
k(∆n) ⇒ Ek(∆
n) to the input
boundary of Ok+2(∆n−1), and from the output boundary of Ek(∆
n) ⇒ Ok(∆n)
to the output boundary of Ok+2(∆n−1);
3. sending the greatest elements of Ok(∆n)⇒ Ek(∆
n) and Ek(∆
n)⇒ Ok(∆n) to the
greatest elements of ∂−Ok+2(∆n−1) and ∂+Ok+2(∆n−1), respectively;
4. equal to the identity on Ok+2(∆n−1).
Assuming (12) commutes, the retraction rk+1,n is well-defined, and the commutativity
of the respective diagram holds by construction.
Next, we define a modified sequence E˜k(∆
n) by
E˜k(∆
2) := Ek(∆
2),
E˜k(∆
n) := Ek(∆
n)[E˜k+1(∆
n−1)/Ok+1(∆n−1)] for n > 2.
This has the property that
E˜k(∆
n) ⊒s E˜k+1(∆
n−1) ⊒s . . . ⊒s E˜k+n−2(∆
2) ⊒s O
k+n−1(∆1) = Ok+n,
and the retractions rk,n induce a sequence of retractions
E˜k(∆
n)։ E˜k+1(∆
n−1)։ . . .։ E˜k+n−2(∆
2)։ Ok+n,
whose composite we call r˜k,n : E˜k(∆
n)։ Ok+n.
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In particular, On ⊑s E˜0(∆
n) for all n ≥ 2, and by the commutativity of (12) and the
definition of an : ∆
n ։ On, the diagram
∂∆n
OnE˜0(∆
n)
∆n
r˜0,n
an (13)
commutes; here ∂∆n →֒ E˜0(∆
n) is the isomorphic inclusion into ∂ E˜0(∆
n).
4.2 Combinatorial homotopy groups
In this section, we define a notion of fibration of diagrammatic sets, by analogy with
Kan fibrations of simplicial sets, and then define combinatorial homotopy groups for a
Kan (fibrant) diagrammatic set, in such a way that
1. −∆ sends fibrations of diagrammatic sets to fibrations of simplicial sets, and in
particular Kan diagrammatic sets to Kan complexes, and
2. the combinatorial homotopy groups of a Kan diagrammatic set X are isomorphic
to the simplicial combinatorial homotopy groups of X∆.
This will allow us to define a weak equivalence of Kan diagrammatic sets as a morphism
which induces isomorphisms of homotopy groups, and know that −∆ will send it to a
weak equivalence of Kan complexes.
Definition 4.11. Let f : X → Y be a morphism of diagrammatic sets. We say that f
is a fibration if it satisfies the right lifting property with respect to all horns Λ →֒ U ,
that is, for all commutative squares
Λ X
U Y
f
in DgmSet, there exists a morphism U → X as pictured that makes both triangles
commute.
A diagrammatic set X is Kan if the unique morphism X → 1 is a fibration.
Proposition 4.12. Let X be a Kan diagrammatic set. Then X is representable and all
cells of X are equivalences.
Proof. Since all division horns in X have fillers, the set S of all cells of X satisfies
S ⊆ F(S), where F is the functor of Remark 3.6, so by coinduction S = EqX. Moreover,
all composition horns in X have fillers, which are necessarily equivalences, so X is
representable.
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Remark 4.13. It follows that, for two parallel spherical n-diagrams x, y in a Kan dia-
grammatic set, we have x ≃ y if and only if there is a cell e : x⇒ y.
Recall that a Kan fibration is a map of simplicial sets with the right lifting property
with respect to all horns Λnk →֒ ∆
n, where the image of Λnk is ∆
n minus its n-simplex and
the k-th face, for 0 ≤ k ≤ n. These correspond biunivocally to the horns of ∆n seen as
an n-atom; moreover, any morphism ∆n → X or Λnk → X factors through ı∆X∆ → X.
Thus we have the following.
Proposition 4.14. Let f : X → Y be a fibration of diagrammatic sets. Then the map
f∆ : X∆ → Y∆ is a Kan fibration.
Corollary 4.15. Let X be a Kan diagrammatic set. Then X∆ is a Kan complex.
Remark 4.16. We expect fibrations of diagrammatic sets to be those of a cofibrantly
generated model structure on DgmSet, Quillen equivalent via ı∆ ⊣ −∆ to the clas-
sical model structure on sSet: as generating cofibrations one can take the inclusions
{∂U →֒ U}, and as generating trivial cofibrations the horns {Λ →֒ U}, for all atoms
U . We note that, unlike the situation in sSet, only the diagrammatic sets with the
Eilenberg-Zilber property would be cofibrant. We postpone this development to future
work.
Remark 4.17. A stratified simplicial set is a simplicial set K together with a set of thin
simplices which contains no 0-simplices, and contains all degenerate simplices. Stratified
simplicial sets are the underlying structure of the complicial model of weak ω-categories
[Ver08]: a complicial set is a stratified simplicial set with the property that certain horns
have thin fillers, conditional on some of their faces being thin. Kan complexes, as the
“ω-groupoids” of this model, correspond to the case of all n-simplices for n > 0 being
marked thin.
By our results in Section 3.2, if X is a representable diagrammatic set, then X∆
admits a structure of stratified simplicial set whose thin simplices are the equivalences
of X. If X is Kan, by Proposition 4.12, this corresponds to marking all n-simplices of
X∆ as thin: hence, from an ω-groupoid in our model we retrieve an ω-groupoid in the
complicial model. We conjecture that this extends to representable diagrammatic sets:
that is, if X is a representable diagrammatic set, then X∆ with the equivalences of X
as thin simplices is a complicial set.
Next, we define the combinatorial homotopy groups of a Kan diagrammatic set.
Definition 4.18. Let X be a Kan diagrammatic set. We define π0(X) to be the set of
≃-equivalence classes of 0-cells v : 1→ X.
Let v : 1 → X be a 0-cell of X. We define πn(X, v) to be the set of ≃-equivalence
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classes of n-cells x : On → X such that
∂On 1
On X
!
x
v
commutes. This becomes a group with the following structure.
• Let [x], [y] be two equivalence classes with representatives x, y. Then x#n−1 y is
a spherical n-diagram, which by representability has a weak composite Jx#n−1 yK.
We define [x] ∗ [y] := [Jx#n−1 yK].
• The unit is the equivalence class [!∗v], where ! is the unique morphism On → 1.
• Let [x] be an equivalence class with representative x. Because every cell of X is
an equivalence, x has a weak inverse x∗, and we define [x]−1 := [x∗].
If f : X → Y is a morphism of Kan diagrammatic sets and v : 1→ X a 0-cell of X,
we also define functions
π0(f) : π0(X)→ π0(Y ), πn(f) : πn(X, v)→ πn(Y, f(v))
for n ≥ 1, by [x] 7→ [f(x)]. These are all well-defined since morphisms respect the
equivalence relation.
Proposition 4.19. For all n ≥ 1, πn(X, v) is well-defined as a group. If f : X → Y is
a morphism of Kan diagrammatic sets, then πn(f) is a homomorphism of groups.
Proof. There are several things to check.
1. [x] ∗ [y] is independent of the representatives x, y. Suppose x ≃ x′, y ≃ y′, and let
z, z′ be weak composites of x#n−1 y and x
′ #n−1 y
′, respectively. By Proposition
3.30, we have
x#n−1 y ≃ (x#n−1 y)[y
′/y][x′/x] = x′ #n−1 y
′,
hence z ≃ z′.
2. Multiplication is associative. Using Proposition 3.30, we have
JJx#n−1 yK#n−1 zK ≃ x#n−1 y #n−1 z ≃ Jx#n−1 Jy#n−1 zKK.
3. [!∗v] is a unit. For all x, precomposing p∗Onx : O
n+1 → X with p1 : Φ
n+1 ։ On+1
yields a cell lx : x ⇒ !
∗v #n−1 x, and precomposing with p2 : Φ
n+1 ։ On+1 a cell
rx : x⇒ x#n−1 !
∗v, exhibiting [x] = [!∗v] ∗ [x] = [x] ∗ [!∗v].
4. Each element has a two-sided inverse. Since x∗ is a weak inverse of x, there are
cells e : !∗v ⇒ x#n−1 x
∗ and e′ : !∗v ⇒ x∗ #n−1 x, exhibiting [x]
−1 as an inverse of
[x].
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This completes the proof that πn(X, v) is a group.
If [x] ∗ [y] = [z], exhibited by k : z ⇒ x#n−1 y, then f(k) : f(z) ⇒ f(x)#n−1 f(y)
exhibits [f(x)] ∗ [f(y)] = [f(z)]. Moreover, f(!∗v) = !∗f(v). This proves that πn(f) is a
homomorphism of groups.
Remark 4.20. The groups πn(X) are abelian for n ≥ 2. While it does not seem too hard
to show this directly, generalising the construction of braidings from Example 3.88, it
will also follow from the isomorphism between the homotopy groups of X and those of
the Kan complex X∆, that we will soon prove.
Next, we recall the definition of the combinatorial homotopy groups of a Kan com-
plex. We adopt the opposite convention with respect to [GJ09, Section I.7], by having
the “relevant” faces of simplices be the first few, as opposed to the last few, to avoid
that they oscillate between input and output boundaries; the two conventions are easily
determined to be equivalent.
If x : ∆n → K is an n-simplex in a simplicial set K, we write dkx := d
k;x and
∂x = (d0x, d1x, . . . , dnx).
Definition 4.21. LetK be a Kan complex. We define π∆0 (K) to be the set of equivalence
classes of 0-simplices v : ∆0 → K, where v ∼ w if there exists a 1-simplex x with
∂x = (w, v).
Let v : ∆0 → K be a 0-simplex of K. We define π∆n (K, v) to be the set of equivalence
classes of n-simplices x : ∆n → K such that
∂∆n ∆0
∆n K
!
x
v
commutes, where x ∼ y if there exists a simplicial homotopy from x to y relative to
∂∆n, that is, a map h : ∆0 ×∆n → K such that the diagrams
∆0 × ∂∆n ∆0
∆0 ×∆n K,
!
h
v
∆n
K
∆1 ×∆n ∆n
(d1, id) (d0, id)
x h y
commute. This becomes a group as follows.
• Let [x], [y] be two equivalence classes with representatives x, y. There is a well-
defined horn Λn+11 → K equal to y on d
0, to x on d2, and to !∗v on di for i > 2.
This has a filler h : ∆n+1 → K, and we define [x] ∗ [y] := [d1h].
• The unit is the equivalence class [!∗v].
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• Let [x] be an equivalence class with representative x. There is a well-defined
horn Λn+10 → K equal to x on d
2 and to !∗v on all other faces. This has a filler
h : ∆n+1 → K, and we define [x]−1 := [d0h].
If f : K → L is a map between Kan complexes, there are also functions
π∆0 (f) : π
∆
0 (K)→ π
∆
0 (L), π
∆
n (f) : π
∆
n (K, v)→ π
∆
n (L, f(v))
for n ≥ 1, defined by [x] 7→ [f(x)].
Proposition 4.22. [GJ09, Theorem I.7.2] For all n ≥ 1, π∆n (X, v) is well-defined as
a group, and abelian for n ≥ 2. If f : K → L is a map between Kan complexes, then
π∆n (f) is a group homomorphism.
The following is trivial.
Proposition 4.23. Let X be a Kan diagrammatic set. Then π0(X) and π
∆
0 (X∆) are
naturally isomorphic.
Proof. The n-cells of X are in bijection with the n-simplices of X∆ for n = 0, 1.
Now, we connect the homotopy groups of a Kan diagrammatic set X with those of
the Kan complex X∆ by a sequence of homomorphisms.
Construction 4.24. Let X be a Kan diagrammatic set, and v : 1 → X; we still write
v for v∆ : ∆
0 ≡ 1∆ → X∆. For n ≥ 1, we define a function
αn : πn(X, v)→ π
∆
n (X∆, v),
[x] 7→ [a∗nx],
where an : ∆
n ։ On is the map of Definition 4.6.
First of all, αn is well-defined, that is, independent of the representative of [x]: if
x ≃ y, that is, there exists an (n+1)-cell h : x⇒ y, then a∗n+1h is an (n+1)-simplex of
X∆ with
∂(a∗n+1h) = (a
∗
ny, a
∗
nx, !
∗v, . . . , !∗v)
by the commutativity of (9). This exhibits
[a∗nx] = [!
∗v] ∗ [a∗ny] = [a
∗
ny]
in π∆n (X∆, v).
Moreover, αn is a homomorphism of groups. We have !
∗v = a∗n(!
∗v) : ∆n → X, so
αn preserves the unit. If k : z ⇒ x#n−1 y is an (n + 1)-cell of shape Φ
n+1 exhibiting
[x] ∗ [y] = [z], then c∗n+1k is an (n+ 1)-simplex with
∂(c∗n+1k) = (a
∗
ny, a
∗
nz, a
∗
nx, !
∗v, . . . , !∗v)
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by the commutativity of (10). This exhibits αn[x] ∗ αn[y] = αn[z] in π
∆
n (X∆, v).
Finally, the αn are natural in the sense that, if f : X → Y is a morphism of Kan
diagrammatic sets, then the square
πn(X, v) πn(Y, f(v))
π∆n (X∆, v) π
∆
n (Y∆, f∆(v))
πn(f)
π∆n (f∆)
αn αn (14)
commutes in the category of groups and homomorphisms.
Theorem 4.25. For all n ≥ 1, αn : πn(X, v)→ π
∆
n (X∆, v) is an isomorphism.
Proof. To prove surjectivity, we need to show that, for all elements [x] of π∆n (X∆, v),
represented by x : ∆n → X, there exists an n-cell x˜ : On → X such that [x] = [a∗nx˜].
For n = 1, there is nothing to prove, so suppose n > 1.
Recall the molecules E˜k(∆
n) of Construction 4.10, and let U be the (n + 1)-atom
∆n ⇒ E˜0(∆
n), and Λ →֒ U its horn with the greatest element of On ⊑s E˜0(∆
n) = ∂+U
missing. Because ∂αx = !; v, there is a well-defined morphism Λ→ X equal to x on ∂−U ,
and equal to !; v everywhere else. Filling the horn, we obtain a morphism h : U → X,
and we define x˜ := ∂+h|On : O
n → X.
Now, let p : (E˜0(∆
n)⇒ ∆n)։ On be the surjective map
1. equal to r˜0,n on the input boundary E˜0(∆
n),
2. to an on the output boundary ∆
n, and
3. sending the greatest element of (E˜0(∆
n)⇒ ∆n) to the greatest element of On;
this is well-defined by the commutativity of (13). Then, consider the (n + 1)-cell p∗x˜:
because r˜0,n is a retraction of E˜0(∆
n) onto its submolecule On, we have that ∂−(p∗x˜) is
equal to x˜ on On and to !; v everywhere else, that is, it is equal to ∂+h; whereas ∂+(p∗x˜)
is, by definition, a∗nx˜.
It follows that the (n + 1)-diagram h#n (p
∗x˜) : x⇒ a∗nx˜ is well-defined and regular,
therefore it has a weak composite k : x⇒ a∗nx˜ of shapeO(∆
n). Then (s0≺)
∗k : ∆n+1 → X
is an (n+ 1)-simplex with
∂(s0≺)
∗k = (a∗nx˜, x, !
∗v, . . . , !∗v),
exhibiting [a∗nx˜] = [!
∗v] ∗ [a∗nx˜] = [x]. This proves surjectivity.
To prove injectivity, because the αn are homomorphisms, it suffices to show that they
have a trivial kernel, that is, if [a∗nx] = [!
∗v] in π∆n (X∆, v), then [x] = [!
∗v] in πn(X, v).
By [GJ09, Lemma I.7.4], the premise is equivalent to the existence of an (n+1)-simplex
h with ∂h = (a∗nx, !
∗v, . . . , !∗v).
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First, let U := ∆n+1 ⇒ E0(∆
n+1), and let Λ →֒ U be the horn with the greatest
element of O(∆n) ⊑s E0(∆
n+1) missing. There is a morphism Λ → X defined as h on
∂−U , and as !∗v on ∆n+1 ⊑s ∂
+U ; filling the horn, we obtain an (n+1)-cell h′ : !∗v ⇒ a∗nx
of shape O(∆n).
Next, let V be the colimit of
∆n ⇒ E˜0(∆
n)
On
On+1
On
E˜0(∆
n)⇒ ∆n,
j1 ı− ı+ j2
where j1 and j2 are the inclusion of O
n as a submolecule of E˜0(∆
n). This is a well-defined
regular (n+1)-molecule with spherical boundary, with three maximal atoms isomorphic
to ∆n ⇒ E˜0(∆
n), On+1, and E˜0(∆
n)⇒ ∆n, respectively.
Moreover, W := O(∆n)⇒ V is also well-defined as an (n+2)-atom; we let Λ′ →֒W
be the horn with On+1 ⊑s ∂
+W missing. There is a morphism Λ′ → X
1. equal to h′ on ∂−W ,
2. equal to !; v on (∆n ⇒ E˜0(∆
n)) ⊑s ∂
+W , and
3. equal to p∗x on (E˜0(∆
n) ⇒ ∆n) ⊑s ∂
+W , where p : (E˜0(∆
n) ⇒ ∆n) ։ On is the
surjective map we defined earlier.
This is well-defined, since ∂+p∗x = a∗nx = ∂
+h′ and ∂−(!; v) = !; v = ∂−h′. Filling the
horn, we obtain an (n + 2)-cell of shape W , whose restriction to On+1 ⊑s ∂
+W is an
(n+ 1)-cell k : !∗v ⇒ x. Therefore, [!∗v] = [x] in πn(X, v). This proves injectivity.
Definition 4.26. Let f : X → Y be a morphism of Kan diagrammatic sets. We say that
f is a weak equivalence if π0(f) : π0(X) → π0(Y ) and πn(f) : πn(X, v) → πn(Y, f(v))
are isomorphisms for all n > 0 and v : 1→ X.
Recall that, in the classical model structure on sSet, a map f : K → L of Kan
complexes is a weak equivalence if and only if π∆n (f) is an isomorphism for all n ≥ 0 and
all choices of 0-simplices v : ∆0 → K.
Corollary 4.27. If f : X → Y is a weak equivalence of Kan diagrammatic sets, then
f∆ : X∆ → Y∆ is a weak equivalence of Kan complexes.
Proof. Follows from Proposition 4.23, Theorem 4.25 and naturality, that is, commut-
ativity of (14).
4.3 Geometric realisation
In the previous section, we connected the homotopy theory of diagrammatic sets to that
of simplicial sets; the aim of this section is to connect it to the usual homotopy theory of
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spaces. We will show that it is possible to associate a Kan diagrammatic set SX to each
space X, in such a way that the combinatorial homotopy groups of SX are naturally
isomorphic to the homotopy groups of X.
First, we need to construct a second adjunction between DgmSet and sSet.
Definition 4.28. Let P be a poset. The nerve of P is the simplicial set NP whose
• n-simplices are chains (x0 ≤ . . . ≤ xn) of length (n+ 1) in P ,
• the k-th face map dk : NPn → NPn−1 is defined by
(x0 ≤ . . . ≤ xn) 7→ (x0 ≤ . . . ≤ xk−1 ≤ xk+1 ≤ . . . ≤ xn),
• the k-th degeneracy map sk : NPn → NPn+1 is defined by
(x0 ≤ . . . ≤ xn) 7→ (x0 ≤ . . . ≤ xk ≤ xk ≤ . . . ≤ xn),
for 0 ≤ k ≤ n.
The nerve extends to a functor N : Pos → sSet. Precomposing with the forgetful
functor RAtom → Pos, we obtain a functor k : RAtom → sSet. We then take its
left Kan extension k : DgmSet → sSet along the Yoneda embedding of RAtom into
DgmSet, defined by the coend
kX :=
∫ U∈RAtom
kU ×X(U).
This has a right adjoint p : sSet→ DgmSet, defined on a simplicial set K by
pK(−) := HomsSet(k−,K).
Thus, we have a pair of adjunctions
sSet DgmSet sSet.
ı∆
−∆
⊥
k
p
⊥
We claim that, up to natural isomorphism, ı∆; k is equal to the barycentric subdivision
endofunctor Sd, and p;−∆ to its right adjoint Ex; see [FP90, Section 4.6] for a review.
1. The restriction ofRAtom→ Pos to∆ →֒ RAtom is precisely the functor sending
the n-simplex to its poset of non-degenerate simplices, ordered by inclusion. By
definition, its post-composition withN : Pos→ sSet is the barycentric subdivision
functor Sd :∆→ sSet.
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2. The general barycentric subdivision functor Sd : sSet→ sSet is defined as the left
Kan extension of Sd : ∆ → sSet along the Yoneda embedding ∆ →֒ sSet. Now,
the following diagram of functors commutes up to natural isomorphism:
sSet DgmSet
∆ RAtom sSet,
ı∆
k
k
Sd
and ı∆ is the left Kan extension of ∆ →֒ DgmSet along ∆ →֒ sSet. Being a left
adjoint, k preserves left Kan extensions; their essential uniqueness then guarantees
that ı∆; k and Sd are naturally isomorphic.
3. The endofunctor Ex of sSet is the right adjoint of Sd. Since ı∆; k ⊣ p;−∆, it
follows that p;−∆ and Ex are naturally isomorphic.
Remark 4.29. We can also use the “semi-simplicial nerve” N : Pos → ssSet to obtain
a pair of functors k′ : RPol→ ssSet and p′ : ssSet→ RPol, and adjunctions
ssSet RPol ssSet.
ı∆
−∆
⊥
k′
p′
⊥
The composites ı∆; k
′ and p′;−∆ are equal, up to natural isomorphism, to the semi-
simplicial versions of Sd and Ex.
We need the following facts about Sd and Ex.
Construction 4.30. For all n ≥ 0, let [n] be the linear order {0 < . . . < n}. There is
a map of posets γn : ∆
n → [n], defined as
⊤j1⊥k1 . . .⊤jm⊥km 7→ n− km.
Let d∆n := N(γn) : Sd∆
n → ∆n; this is called the last vertex map. This family of maps
is natural on ∆, hence extends uniquely to a natural transformation d : Sd → idsSet.
By adjointness, we also obtain a natural transformation e : idsSet → Ex.
Proposition 4.31. [FP90, Corollary 4.6.21] Let K be a Kan complex. Then ExK is a
Kan complex, and eK : K → ExK is a weak equivalence.
Let cgHaus be the “convenient” category of compactly generated Hausdorff spaces.
The usual geometric realisation of simplicial sets is a functor | − |∆ : sSet → cgHaus,
with a right adjoint S∆ : cgHaus→ sSet, defined on a space X by
S∆X(−) := HomcgHaus(| − |∆,X).
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We define
| − | := k; | − |∆ : DgmSet→ cgHaus,
S := S∆; p : cgHaus→ DgmSet.
We call |X| the geometric realisation of the diagrammatic set X, and SY the singular
diagrammatic set of the space Y .
Let Dn be the topological closed n-ball, Sn−1 = ∂Dn the topological (n− 1)-sphere,
and Dn−1 →֒ Dn the inclusion of Dn as a hemisphere of the boundary of Dn. In the
following proof, we implicitly use some basic facts of combinatorial topology: that the
realisation of the nerve of a poset is homeomorphic to the realisation of its order complex
(an ordered simplicial complex), and that it is compatible with boundaries, unions, and
intersections of closed subsets. We refer to [Bjo¨95] as a general reference.
Remark 4.32. A similar result is stated, for the restricted case of loop-free pasting
schemes, as [KV91a, Theorem 2.2] without proof; from the authors’ few words on the
matter, we believe that the proof is essentially the same.
Proposition 4.33. Let U be a regular n-molecule with spherical boundary. Then |U | is
homeomorphic to Dn and |∂U | is homeomorphic to Sn−1. If U is an atom and Λ →֒ U is
a horn of U , then |Λ| →֒ |U | is equal to the inclusion Dn−1 →֒ Dn up to homeomorphism.
Proof. For n = 0, this is obvious, so let n > 0. By the inductive hypothesis, |∂+U | and
|∂−U | are (n − 1)-balls, and their intersection |∂n−2U | is an (n − 2)-sphere; it follows
from [Zee66, Theorem 2] that their union |∂U | is an (n − 1)-sphere. If U is an atom,
this suffices to prove that |U | is an n-ball, for example by [Bjo¨84, Proposition 3.1].
Suppose U is not an atom; then U = U1 #n−1 . . . #n−1 Um as in Lemma 2.14, where
each of the Ui contains a single n-dimensional element xi. Moreover, U is pure, hence
equal to the union of the cl{xi}. Now, let
V := (∂−U ⇒ ∂−U)#n−1 U,
and then, by recursion on i = 0, . . . ,m,
U˜0 := ∂
−U ⇒ ∂−U, U˜i := U˜i−1 ∪ cl{xi}.
We have that |U˜0| is a closed n-ball. Assuming |U˜i−1| is a closed n-ball, by Proposition
2.15 and the inductive hypothesis |U˜i| is the union of the closed n-balls |cl{xi}| and
|U˜i−1| along a closed (n − 1)-ball in their boundaries; it follows from [Zee66, Theorem
2] that |U˜i| is a closed n-ball. Thus |V | is a closed n-ball. Finally, as in the first part,
given
W := (∂−U ⇒ ∂+U)⇒ V,
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we have that |∂W | is an n-sphere. Since U has spherical boundary,
|(∂−U ⇒ ∂−U) ∪ (∂−U ⇒ ∂+U)| →֒ |∂W |
is the embedding of a closed n-ball in an n-sphere, so by [Zee66, Theorem 3] its closed
complement |U | is a closed n-ball. The statement about realisations of horns follows
immediately from the same result.
Definition 4.34. Let X be a CW complex. The face poset FX of X is the poset whose
elements are the generating cells of X, and for any pair of generating cells x : Dk → X
and y : Dn → X we have x ≤ y if and only if x(Dk) ⊆ y(Dn).
We say that X is regular if each generating cell x : Dn → X is a homeomorphism
onto its image.
By [LW69, Theorem 1.7], regular CW complexes are determined up to homeomorph-
ism by their face poset: that is, if X is a regular CW complex, then |N(FX)| is homeo-
morphic to X. The following result justifies our use of the adjective “regular”.
Proposition 4.35. Let P be a regular directed complex. Then the underlying poset of
P is the face poset of a regular CW complex.
Proof. Follows from [Bjo¨84, Proposition 3.1] together with Proposition 4.33.
Recall that a Serre fibration is a map of spaces which has the right lifting property
with respect to the inclusions Dn−1 →֒ Dn for n ≥ 0.
Proposition 4.36. Let f : X → Y be a Serre fibration. Then Sf : SX → SY is a
fibration of diagrammatic sets.
Proof. Follows immediately from Proposition 4.33 and adjointness.
Corollary 4.37. For all spaces X, the diagrammatic set SX is Kan.
We conjecture that | − | ⊣ S form a Quillen equivalence between the model category
structure on DgmSet sketched in Remark 4.16 and the classical model structure on
cgHaus; this would follow from k ⊣ p being a Quillen equivalence. However, we are not
yet in the position to prove this, as it seems to require a theory of “oriented simplicial
approximations” of regular atoms.
Instead, we will use what we already know about the relation between a Kan dia-
grammatic set X and the Kan complex X∆, and use |X∆|∆ as a realisation of X. We
call this the simplicial geometric realisation of a Kan diagrammatic set.
Theorem 4.38. Let X be a Kan diagrammatic set, v : 1→ X. For all n > 0, there are
natural isomorphisms
π0(X)→ π0(|X∆|∆), πn(X, v)→ πn(|X∆|∆, |v|∆).
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Proof. It suffices to compose the natural isomorphisms
π0(X)→ π
∆
0 (X∆), πn(X, v)→ π
∆
n (X∆, v)
from the previous section with the natural isomorphisms
π∆0 (K)→ π0(|K|∆), π
∆
n (K, v)→ πn(|K|∆, |v|∆)
defined, for instance, after [GJ09, Proposition I.11.1].
Corollary 4.39. If f : X → Y is a weak equivalence of Kan diagrammatic sets, then
|f∆|∆ : |X∆|∆ → |Y∆|∆ is a weak equivalence of spaces.
Finally, we prove that every space is naturally weakly equivalent to the simplicial
geometric realisation of a Kan diagrammatic set.
Theorem 4.40. Let X be a space. Then X is weakly equivalent to |(SX)∆|∆ via a
natural span of weak equivalences.
Proof. Let ε∆ be the counit of the adjunction | − |∆ ⊣ S∆; since this is a Quillen
equivalence, all the components of ε∆ are weak equivalences.
By construction, Ex(S∆X) and (SX)∆ are naturally isomorphic for all spaces X:
therefore, by Proposition 4.31, we have a family eS∆X : S∆X → (SX)∆ of weak equi-
valences of Kan complexes, natural in X. It follows that
X
|S∆X|∆
|(SX)∆|∆
ε∆X |eS∆X |∆ (15)
is a span of weak equivalences in cgHaus, natural in X.
Corollary 4.41. Let X be a space, v : {∗} → X. For all n > 0, there are natural
isomorphisms
π0(X)→ π0(SX), πn(X, v)→ πn(SX,Sv).
Proof. Compose together the natural isomorphisms of Theorem 4.38 with those induced
by the natural span of weak equivalences of Theorem 4.40.
Corollary 4.42. If f : X → Y is a weak equivalence of spaces, then Sf : SX → SY is
a weak equivalence of Kan diagrammatic sets.
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Let DgmSetKan be the full subcategory of DgmSet (or RDgmSet) on the Kan
diagrammatic sets. It follows from Corollary 4.39 and 4.42 that the functors
| −∆ |∆ : DgmSetKan → cgHaus, S : cgHaus→ DgmSetKan
descend to functors between the homotopy categories of DgmSetKan and cgHaus, that
is, their localisations at the weak equivalences, and by Theorem 4.40, S is homotopically
right inverse to |−∆ |∆. In this sense, Kan diagrammatic sets are “sufficient” for model-
ling homotopy types. We believe that S is in fact a homotopical two-sided inverse, but
we did not prove it at this time.
By imitating the simplicial theory, it is easy to prove the stronger statement that
(n+ 1)-coskeletal Kan diagrammatic sets model all homotopy n-types.
Proposition 4.43. Let X be a Kan diagrammatic set. Then τ≤n+1X is Kan, and for
all v : 1→ X,
πk(τ≤n+1X, v) ≃ πk(X, v), k ≤ n,
πk(τ≤n+1X, v) ≃ {∗}, k > n.
where the isomorphisms for k ≤ n are induced by the counit X → τ≤n+1X.
Proof. Same as the proof for Kan complexes, for example [May92, Proposition 8.8].
It follows that the sequence of coskeleta (5) is a Postnikov tower for a Kan diagram-
matic set. Combining Proposition 4.38, Theorem 4.40, and their corollaries, we can see
that, given a space X, the simplicial geometric realisation of the sequence of coskeleta
of SX is a Postnikov tower for X up to weak equivalence.
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