Abstract. We study existence, uniqueness, semi-group property and a-priori estimates for solutions of backward parabolic Itô equations in domains with boundary. We study also duality between forward and backward equations. The semi-group for backward equations is established in the form of some anti-causality. The novelty is that the semigroup property involves the diffusion term that is a part of the solution.
Introduction
The paper studies backward stochastic partial differential equations (SPDEs) with a Dirichlet boundary condition in a cylinder D OE0; T for a region D Â R n with boundary condition at the terminal time t D T . The difference between backward and forward equations is not that important for the deterministic equations since a backward equation can be converted to a forward equation by a time change. However, it cannot be done so easily for stochastic equations, because one looks for a solution adapted to the driving Brownian motion. This is why the backward stochastic differential equations require special consideration. A possible approach is to consider the so-called Bismut backward equations where the diffusion term is not given a-priori but needs to be found. These backward SPDEs were widely studied, see, e.g., Yong and Zhou (1999) and references there; non-linear ordinary backward Itô equations were studied in Pardoux and Peng (1990) ; backward SPDEs were studied also by Dokuchaev (1992) , (2003) . Note that there is a duality between linear forward and backward equations. Forward SPDEs were studied in the literature, see, e.g., Alós et al. (1999) , Bally et al. (1994) , Chojnowska-Michalik and Goldys (1995), Da Prato and Tubaro (1996) , Gyöngy (1998) , Krylov (1999) , Maslowski (1995) , Pardoux (1993) , Rozovskii (1990) , This work was supported by NSERC grant of Canada 341796-2008 to the author. Walsh (1986) , Zhou (1992) , Dokuchaev (1995) , (2002) , (2005) , and the bibliography there. Duality between forward and backward equations was studied by Zhou (1992) for domains without boundary and by Dokuchaev (1992) for domains with boundary in some special cases. Backward SPDEs represent analogues of backward parabolic Kolmogorov equations for non-Markov Itô processes, including the case of bounded domains, so they may be used for characterization of distributions of first exit time in non-Markovian setting, as was shown by the author (1992) . A different type of backward equations was described in Chapter 5 of Rozovskii (1990) .
In the present paper, we study existence, uniqueness, a-priori estimates, duality and semi-group properties for solutions of backward linear parabolic Itô equations in domains. The novelty is that we consider domains with boundaries; the semigroup property involves the diffusion term that is a part of the solution. The proofs for prior estimates are based on duality between forward and backward equations, so the largest part of the paper is devoted to establishing this duality. This duality is used also to establish that backward parabolic equations have some causality (more precisely, some anti-causality). This fact can help, for instance, to split time intervals and apply numerical methods via using auxiliary problems with pathwise constant in time coefficients, or to apply dynamic programming methods for the corresponding control problems.
Definitions

Spaces and classes of functions
Assume that we are given an open domain D Â R n such that either D D R n or D is bounded with C 2 -smooth boundary @D. Let T > 0 be given, and let Q D D .0; T /. We are given a standard complete probability space . ; F ; P/ and a rightcontinuous filtration F t of complete -algebras of events, t 0. We are given also an N -dimensional process w.t/ D .w 1 .t /; : : : ; w N .t// with independent components such that it is a Wiener process with respect to F t .
We denote by k k X the norm in a linear normed space X , and . ; / X denotes the scalar product in a Hilbert space X.
We introduce some spaces of real valued functions. Let G R k be an open domain, then W m q .G/ denotes the Sobolev space of functions that belong to L q .G/ with distributional derivatives up to the mth order, q 1.
We denote the Euclidean norm in R k by j j, and N G denotes the closure of a region We shall write .u; v/ H 0 for u 2 H 1 and v 2 H 1 , meaning the obvious extension of the bilinear form from u 2 H 0 and v 2 H 1 .
We denote by Ǹ k the Lebesgue measure on R k , and we denote by N B k thealgebra of Lebesgue sets in R k .
We denote by N P the completion (with respect to the measure Ǹ 1 P) of the -algebra of subsets of OE0; T , generated by functions that are progressively measurable with respect to F t .
Let Q s D D OEs; T . For k D 1; 0; 1; 2, we introduce the spaces
Furthermore, introduce the spaces
with the norm kuk Y k .s;T / D kuk X k .s;T / C kuk C k 1 .s;T / . For brevity, we shall use the notations
The spaces X k and Z k t are Hilbert spaces. Further, introduce the spaces
We shall use the same notation for the space of n n-dimensional matrix functions.
In that case, k k W k p means the sum of all these norms for all components.
1 PI C.D// be such that all k . ; t; !/ are progressively measurable with respect to F t , and let k k k X 0 ! 0. Let t 2 OE0; T and j 2 ¹1; : : : ; N º be 54 N. Dokuchaev
given. Then the sequence of the integrals R t 0 k .x; s; !/ dw j .s/ converges in Z 0 t as k ! 1, and its limit depends on , but does not depend on ¹ k º.
Proof. The proof follows from the completeness of X 0 and from the equality
Definition 2.2. Let 2 X 0 , t 2 OE0; T and j 2 ¹1; : : : ; N º. Then we define R t 0 .x; s; !/ dw j .s/ as the limit in Z 0 t as k ! 1 of a sequence R t 0 k .x; s; !/ dw j .s/, where the sequence ¹ k º is such as in Proposition 2.1.
Sometimes we shall omit !.
Review of existence results for forward equations
uj t Ds Dˆ; u.x; t; !/j x2@D D 0:
Here u D u.x; t; !/, .x; t/ 2 Q, ! 2 , and We assume that the functions
.x; t; !/ W R n OE0; T ! R and '.x; t; !/ W R n OE0; T ! R are progressively measurable for any x 2 R n with respect to F t . We assume that b.x; t; !/, f .x; t; !/, .x; t; !/ vanish for .x; t; !/ … D OE0; T . To proceed further, we assume that Conditions 3.1-3.3 remain in force throughout this paper. 
for all r; t such that 0 Ä r < t Ä T , and this equality is satisfied as an equality in Z   1 T .
Note that the condition on @D is satisfied in the following sense: u. ; t; !/ 2 H 1 for a.e. t; !. Further, u 2 Y 1 , and the value of u. ; t; !/ is uniquely defined in Z 
Existence theorems and fundamental inequalities for forward equations
The following lemma combines the first and the second fundamental inequality and the related existence result for forward SPDEs (the cases when k D 1 and k D 1, respectively). It is an analogue of the so-called "energy inequalities", or "the fundamental inequalities" known for deterministic parabolic equations (Ladyzhenskaya et al. (1969) ). 
where c D c.P / is a constant that depends on P only.
The result of Lemma 3.2 for k D 1 is well-known for a long time (see, e.g., Rozovskii (1990) , Ch. 3.4.1). The result for k D 0 was obtained in Dokuchaev (2005) .
where u is the solution in Y 1 .s; T / of problem (3.1). These operators are linear and continuous; this follows immediately from Lemma 3.2. We shall denote by L, M i and L the operators L.0; T /, M i .0; T / and L.0; T /, correspondingly.
Backward equations
Introduce the operators being formally adjoint to the operators A and B i :
Consider the boundary value problem in Q,
for any t 2 OE0; T . The equality here is assumed to be an equality in the space Z 
where c D c.P / > 0 is a constant that does not depend on and ‰. In addition,
where
are the operators that are adjoint to the operators
An example of application of duality established in this theorem is given in Theorem 6.1. Dokuchaev (2003) for the case of non-zero ‰;ˇi ; Ň i . Apparently, the extension required was non-trivial and, as can be seen from the proof below, required solid efforts. We shall prove Theorem 4.2 using the following steps: First, we obtain some decomposition results for the basic operators, the proof for the case when the coefficients of A are F 0 -measurable and B i Á 0, then we consider the case when A is of the general form and B i Á 0, and then we consider the general case.
Decomposition of the operators L and M i
Our method of proof is based on decomposition of the operators to superpositions of simpler operators. 
where Á 2 X 1 ,ˆ2 Z 0 0 and h i 2 X 0 , and where V is the solution of the problem
V j t D0 Dˆ; V .x; t; !/ j x2@D D 0:
Clearly, the operator P W X 1 ! X 1 is continuous, and P W X 1 ! X 1 is its adjoint operator. Hence the operator P W X 1 ! X 1 is continuous. Since the operators Q i W .C 0 / ! X 0 and B i W X 0 ! X 1 are continuous, it follows that the operator P W .C 0 / ! X 1 is continuous. Let
Lemma 5.2. The operator .I P / 1 W X 1 ! X 1 is continuous, and
i D 1; : : : ; N . The operator .I P / 1 W X 1 ! X 1 is also continuous, and 
By the definitions,
We have noticed already that
Hence khk X 1 Ä const k k X 1 , and the operator .I P / 1 W X 1 ! X 1 is continuous. Therefore, the adjoint operator .I P / 1 W X 1 ! X 1 is also continuous. By the definitions, the solution of problem (3.6) has the form We found that the operator .I P / 1 W X 1 ! X 1 is continuous. In addition, Theorem 3.2 from p. 467 of Dokuchaev (1992) stated that the operator P W X 0 ! X 0 is continuous under some additional technical conditions. The question arises if the operator .I P / 1 W X 0 ! X 0 is continuous. If this is true, then, by Lemma 5.2, the operators L W X 0 ! Y 2 , M i W X 0 ! X 1 are continuous; in that case, an analogue of the second fundamental inequality holds for backward equations, and existence has place for solutions p 2 X 2 and i 2 X 1 . Proof. It suffices to prove that, for any 2 X 1 , there exists a pair .p; /, with p 2 Y 1 and D . 1 ; : : : ; N /, i 2 X 0 , such that
Proof of Theorem 4.2 for
and that 
We know that these operators are continuous.
We interpret the solution of problem (5.6) similarly to Definition 4.1. Let N p be the solution of the problem .10) i.e.
Remark 5.4. Up to this point, we didn't use the assumption that the coefficients A are F 0 -measurable; all previous reasons are valid for the general A as well.
Further, by Clark's Theorem, there exist functions i . ; t; / 2 X 0 , ‰i 2 X 0 and i . ; t; / 2 X 0 such that It follows that 
V j t D0 D 0; V .x; t; !/j x2@D D 0:
Hence,
It follows that
Hence, the function (5.12) is
This completes the proof of Lemma 5.3. Proof. It suffices to prove that (5.7) holds. Introduce the operators Q A and Q A such that
where is the Laplace operator. Denote by Q Q i , Q K, Q Q i and Q K the operators defined similarly to Q i , K, Q i and K , but with substituting
Clearly, the operators AW X 1 ! X 1 and A W X 1 ! X 1 are continuous. By Lemma 3.2, the operator Q 0 W X 1 ! X 1 is continuous. Hence the adjoint oper-
are both continuous, and the adjoint operators U W X 1 ! X 1 and U W X 1 !
1. Let us prove that the operator .
. By Lemma 3.2, the boundary value problem
has the unique solution z 2 Y 1 , and
By the definitions of the corresponding operators, the solution z of the equation (5.15) is
Hence the operator .I C U/ 1 Q Q 0 W X 1 ! X 1 is continuous. Further, note that the range of the operator Q Q 0 .X 1 / contains all smooth functions from X 1 , therefore, the range is dense in X 1 . Clearly, the equality
i.e.
This and the continuity of the operator .
2. Let us establish the connection between problem (5.6) and the operators Q i , i D 0; : : : ; N . It was shown above that the operator .
and 
We have used here that . Further, i satisfies
We have used (5.17) for the last equality. In addition, we have used again that .ı T Q i / D Q i ı T , where Q i W .C 0 / ! X 0 is the linear continuous operator that is adjoint to the linear continuous operator Q 0 W X 0 ! C 0 , and ı T W Z 0 T ! .C 0 / is the linear continuous operator that is adjoint to the linear continuous operator
This completes the proof of Lemma 5.5.
Remark 5.6. Typically, we use the notations such as .ı T L/ W Z 0 T ! X 0 when the entire adjoint operator ı T L has some sense, so we don't need to take into account properties of the operator ı T . We use these superposition-type notations for these operators, because it reduces the number of symbols for different operators. The only exception is the proof of Lemma 5.5 above, when we consider operators
Proof of Theorem 4.2 for the general case
Now we are able to prove Theorem 4.2. First, Lemma 5.2 implies that there exists 
Duality and semi-group property 69
The definition of implies that N D . Therefore, the pair .p; / is a solution of problem (4.1). Further, we have that
(we treat ı T similarly to the proof of Lemma 5.5). By Lemma 5.2, it follows that
This completes the proof of Theorem 4.2.
6 Semi-group property for backward equations We establish a similar property for the backward equations (anti-causality). This property involves the diffusion term that is a part of the solution. 
