Within a Brownian diffusion Markovian framework, we provide a direct PDE characterization of the minimal initial endowment required so that the terminal wealth of a financial agent (possibly diminished by the payoff of a random claim) can match a set of constraints in probability. Such constraints should be interpreted as a rough description of a targeted profit and loss (P&L) distribution. This allows to give a price to options under a P&L constraint, or to provide a description of the discrete P&L profiles that can be achieved given an initial capital. This approach provides an alternative to the standard utility indifference (or marginal) pricing rules which is better adapted to market practices. From the mathematical point of view, this is an extension of the stochastic target problem under controlled loss, studied in Bouchard, Elie and Touzi (2009) , to the case of multiple constraints. Although the associated Hamilton-Jacobi-Bellman operator is fully discontinuous, and the terminal condition is irregular, we are able to construct a numerical scheme that converges at any continuity points of the pricing function.
Introduction
Option pricing (in incomplete financial markets or markets with frictions) and optimal management decisions have to be based on some risk criterion or, more generally, on some choice of preferences. In the academic literature, one usually models the attitude of the financial agents toward risk in terms of an utility or loss function. However, practitioners have in general no idea of "their utility function". Even the choice of a loss function is somehow problematic. On the other hand, they have a rough idea on the type of P&L they can afford, and indeed have as a target. This is the case for traders, for hedge-fund managers,... The aim of this paper is to provide a direct PDE characterization of the minimal initial endowment required so that the terminal wealth of a financial agent (possibly diminished by the payoff of a random claim) can match a set of constraints in probability. In practice, this set of constraints has to be viewed as a rough description of a targeted P&L distribution.
1
To be more precise, let us consider the problem of a trader who would like to hedge a European claim of the form g(X t,x (T )), where X t,x models the evolution of some risky assets, assuming that their value is x at time t. The aim of the trader is to find an initial endowment y and a hedging strategy ν such that the terminal value of his hedging portfolio Y ν t,x,y (T ) diminished by the liquidation value of the claim g(X t,x (T )) matches an a-priori distribution of the form P Y ν t,x,y (T ) − g(X t,x (T )) ≥ −γ i ≥ p i , i ≤ κ , where γ κ ≥ · · · ≥ γ 2 ≥ γ 1 ≥ 0, for some κ ≥ 1. The minimal initial endowment required to achieve the above constraints is given by: where we used the notation p := (p 1 , . . . , p κ ) and ∈ R is a given lower bound that is imposed in order to avoid that the wealth goes too negative, even if it is with small probability.
In the case κ = 1, such a problem is referred to as the "quantile hedging problem". It has been widely studied by Föllmer and Leukert [11] who provided an explicit description of the optimal terminal wealth Y ν t,x,y (T ) in the case where the underlying financial market is complete. This result is derived from a clever use of the Neyman-Pearson Lemma in mathematical statistics and applies to non-Markovian frameworks. A direct approach, based on the notion of stochastic target problems, has then been proposed by Bouchard, Elie and Touzi [6] . It allows to provide a PDE characterization of the pricing function v, even in incomplete markets or in cases where the stock price process X t,x can be influenced by the trading strategy ν, see e.g. [5] . The problem (1.1) is a generalization of this work to the case of multiple constraints in probability. As in Bouchard, Elie and Touzi [6] , the first step consists in rewriting the stochastic target problem with multiple constraints in probability (1.1) as a stochastic target problem in the P−a.s. sense. This is achieved by introducing a suitable family of d-dimensional bounded martingales {P 
2) where ∆ i (x, y) := 1 {y−g(x)≥−γ i } and P α,i t,p denotes the i-th component of P α t,p . As in [6] , "at the optimum" each process P α,i t,p has to be interpreted as the martingale coming from the martingale representation of 1 {Y ν t,x,y (T )−g(Xt,x(T ))≥−γ i } . The above reduction allows to appeal to the Geometric dynamic programming principle (GDPP) of Soner and Touzi [14] , which leads to the PDE characterization stated in Theorem 2.1 below, with suitable boundary conditions. We shall however see that both the associated Hamilton-Jacobi-Bellman operator and the boundary conditions are discontinuous, which leaves little hope to be able to establish a comparison result, and therefore build a convergent numerical scheme directly based on this PDE characterization. We therefore introduce a sequence of approximating problems that are more regular and for which we can prove comparison. We show that they converge to the value function at any continuity point in the p-variable, or, more precisely, to its right and left limits in the p-variable, depending on the chosen approximating sequence. In particular, we will show that it allows to approximate point-wise the relaxed problems: The first value function v is indeed shown to be the left-limit in p of v, whilev is the right-limit in p of v. In cases where v is continuous, thenv = v = v and our schemes converge to the original value function. However the continuity of v in its p-variable seems are a-priori difficult to prove by lack of convexity and strict monotonicity of the indicator function, and may fail in general. Still, one of the two approximations can be chosen to solve practical problems.
In this paper, we restrict to the case where the market is complete but the amount of money that can be invested in the risky assets is bounded. The incomplete market case could be discussed by following the lines of the paper, but will add extra complexity. Since the proofs below are already complex, we decided to restrict to the complete market case. The fact that the amount of money that can be invested in the risky assets is bounded could also be relaxed. It does not really simplifies the arguments. On the other hand, it is well-known that quantile hedging type strategies can lead to the explosion of the number of risky asset to hold in the portfolio near the maturity. This is due to the fact that it typically leads to hedging discontinuous payoffs, see the example of a call option in the Black-and-Scholes model in [11] . In our multiple constraint case, we expect to obtain a similar behavior. The constraint on the portfolio is therefore imposed to avoid this explosion, which leads to strategies that can not be implemented in practice.
The rest of the paper is organized as follows. The P&L matching problem and its PDE characterization are presented in Section 2. In Section 3, we describe the sequence of approximating problems and the corresponding PDE characterizations. The proofs are collected in Section 4. 
is defined as the open ball of radius r > 0 and center x, and x I := (x i ) i∈I for I ⊂ {1, .., d}.
∂A its boundary and
Any inequality between random variables should be understood in the a.s. sense.
2 PDE characterization of the P&L matching problem
Problem formulation
Let W be a standard d-dimensional Brownian motion defined on a complete probability space (Ω, F, P), with d ≥ 1. We denote by F := {F t } 0≤t≤T the P-complete filtration generated by W on some time interval [0, T ] with T > 0.
, the stock price process X t,x , starting from x at time t, is assumed to be the unique strong solution of
where
is Lipschitz continuous and σ is invertible. All over this paper, we shall assume that there exists some L > 0 such that
A financial strategy is described by an element ν of the set U of progressively measurable processes taking values in some fixed subset U ⊂ R d , each component ν i r at time r representing the amount of money invested in the i-th risky asset r. Importantly, we shall assume all over this paper that U is convex closed, its interior contains 0 and sup{|u|, u ∈ U } ≤ L .
(2.3)
This (important) assumption will be commented in Remarks 2.1 below. In the above, we label by L the different bounds because this constant will be used hereafter.
For sake of simplicity, we assume that the risk free interest rate is equal to zero. The associated wealth process, starting with the value y at time t, is thus given by
The aim of the trader is to hedge an European option of payoff g(X t,x (T )) at time T , where
Here, the price is chosen so that the net wealth Y ν t,x,y (T ) − g(X t,x (T )) satisfies a P&L constraint. Namely, given a collection of thresholds γ := (γ i ) i≤κ ∈ R κ and of probabilities (
some κ ≥ 1, the price of the option is defined as the minimal initial wealth y such that there exists a strategy ν ∈ U satisfying
Obviously, we can assume without loss of generality that
This means that the net hedging loss should not exceed −γ i with probability more than p i . This coincides with a constraint on the distribution of the P&L of the trader, in the sense that it should match the constraints imposed by the discrete histogram associated to (γ, p). In order to avoid that the wealth process goes too negative, even with small probability, we further impose that Y ν t,x,y (T ) ≥ for some ∈ R − . The price is then defined, for (t,
Note that, after possibly changing g and γ, one can always reduce to the case where
We further assume that g is bounded from above and that g κ > uniformly, which, after possibly changing the constant L can be written as
Remark 2.1 The above criteria extends the notion of quantile hedging discussed in [11] to multiple constraints in probability. In [11] , it is shown that the optimal strategy associated to a quantile hedging problem may lead to the hedging of a discontinuous payoff. This is in particular the case in the Black and Scholes model when one wants to hedge a call option, only with a given probability of success. This typical feature is problematic in practice as it leads to a possible explosion of the delta near the maturity. This explains why we have deliberately imposed that U is compact, i.e. that the amount of money invested in the stocks is bounded.
In particular, the restriction to y ≥ is redundant. We write it only for sake of clarity.
Problem reduction and domain decomposition
As in [6] , the first step consists in converting our stochastic target problem under probability constraints into a stochastic target problem in standard form as studied in [15] . This will allow us to appeal to the Geometric Dynamic Programming Principle to provide a PDE characterization of v. In our context, such a reduction is obtained by adding a family of κ-dimensional martingales defined by
where A is the set of predictable processes α in 
Note that
(2.14)
Proof. The proof follows from the same arguments as in [6] . We provide it for completeness. We fix
for ease of notations, and denote by w 1 and w 2 the right-hand side of (2.13) and (2.14) respectively. The fact that 
). This shows that w 2 ≥ w 1 , so that w 2 = w 1 . It remains to show that v = w 2 . The inequality w 2 ≥ v is an immediate consequence of the martingale property of P α t,p . On the other hand, for y > v, we can find ν ∈ U such thatp
Then, the martingale representation theorem implies that we can find α ∈ A such that P
Remark 2.3 As in [6] , the new controlled process P α t,p should be interpreted as the martingale with components given by (
, at least when the controls ν and α are optimal. This is rather transparent in the above proof. The fact that we can restrict to the set of controls A t,p is therefore clear since a conditional probability should take values in [0, 1].
Remark 2.4 Note that α ∈ A t,p implies that α i· ≡ 0 for all i ∈ K such that p i ∈ {0, 1}, since P α t,p is a martingale.
The representation (2.14) coincides with a stochastic target problem in standard form but with unbounded controls as studied in [6] , unbounded referring to the fact that α can not be bounded a-priori since it comes from the martingale representation theorem. In particular, a PDE characterization of the value function v in the parabolic interior of the domain
follows from the general results of [6] . The main difference comes from the fact that the constraints P α,i ∈ [0, 1] introduce boundary conditions that have to be discussed separately. In order to deal with these boundary conditions, we first divide the closure of the domainD into different regions corresponding to its parabolic interior D and the different boundaries associated to the level of conditional probabilities. Namely, given
we set, for (I, J) ∈ P κ ,
where 
for (I, J) ∈ P κ , we have
where, for (t, x, p) ∈D,
In the rest of the paper, we shall write (I, J) ∈ P k κ when (I, J) ∈ P κ and |I| + |J| = k, k ≤ κ. We shall also use the notations (I , J ) ⊃ (I, J) when I ⊃ I and J ⊃ J. If in addition, (I , J ) = (I, J), then we will write (I , J ) (I, J).
Remark 2.5 It is clear that v and each v IJ , (I, J) ∈ P κ , are non-decreasing with respect to their p-parameter. In particular, v IJ ≥ v IJ ≥ v I J for (I , J ) ⊃ (I, J).
Remark 2.6 Since g i ≥ g j for i ≤ j, it would be natural to restrict to the case where
From the PDE point of view, this would lead to the introduction of boundary conditions on the planes for which p i = p j for some i = j. Since this restriction does not appear to be necessary in our approach, we deliberately do not use this formulation. From the pure numerical point of view, one could however use the fact that
Remark 2.7 Note that, as defined above onD IJ , the function v IJ depends on its p-parameters only through the components (p l ) l / ∈I∪J . However, for ease of notations, we shall always use the notation
Remark 2.8 Note that, for any J ⊂ K,
coincides with the super-hedging price of the payoff g J (X t,x (T )), while
PDE characterization
As already mentioned, stochastic target problems of the form (2.18) have been studied in [6] which provides a PDE characterization of each value function v IJ on D IJ . In order to state it, we first need to introduce some additional notations. For ease of notations, we set
Given (I, J) ∈ P κ and ε > 0, we then define
and
The main result of [6] states that v IJ is a discontinuous viscosity solution of the PDE
where, for a smooth function ϕ : 
This leads to a system, hereafter called (S), of PDEs, each stated on a sub-domain D IJ , with appropriate boundary conditions, see Theorem 2.2 and Corollary 2.1 below.
Before defining precisely what we mean by a solution of (S), we need to introduce an extra technical object to which we will appeal when we define the notion of subsolution. 
Remark 2.9 Fix (I, J) ∈ P κ such that there exists i ∈ K \ (I ∪ J). Let ϕ be a smooth function such that
Since D p i ϕ = 0 on a neighborhood of (t, x, p), this readily implies that ϕ ∈ C IJ (t, x, p).
A viscosity solution of (S) is then defined as follows.
Definition 2.2 (i)
Given a locally bounded map V defined onD and (I, J) ∈ P κ , we define
(ii) We say that V is a discontinuous viscosity supersolution of (S) if V IJ * is a viscosity supersolution of
We say that V is a discontinuous viscosity subsolution of (S) if V * IJ is a viscosity subsolution of
We say that V is a discontinuous viscosity solution of (S) if it is both a discontinuous super-and subsolution of (S).
We can now state our first result which is a direct Corollary of Theorem 2.1 in [6] .
Theorem 2.1 The function v is a discontinuous viscosity solution of (S).
Proof. The above result is an immediate consequence of Theorem 2.1 in [6] . Note that we replaced their condition Assumption 2.1 by the condition ϕ ∈ C IJ , which is equivalent, in the statement of the subsolution property, see Remark 2.9. 2
Since u ∈ U and σ(x) is invertible by assumption, one easily checks that (2.20) implies
recall the usual convention sup ∅ = −∞. This is the classical gradient constraint that appears in super-hedging problems with constraints on the strategy, see e.g. [9] , where it is written in terms of proportions of the wealth invested in the risky assets.
Remark 2.11 Let ϕ be a smooth function. If
IJ is performed over an unbounded set. On the other hand, if D p i ϕ(t, x, p) > 0 for i / ∈ I ∪ J, then the same arguments as in Remark 2.9 imply that at least one line of a is given by the other ones. In particular, for |I|+|J| = κ−1, the sequence of sets (N
As already mentioned the main difficulty comes from the boundary conditions. We first state the space boundary condition in the p-variable.
Proof. It is proved by the same arguments as in the proofs of Proposition 4.2 and Proposition 4.4 below. 2
We now discuss the boundary condition as t approaches T .
In the case where I ∪ J = K with |J| > 0, the map v IJ coincides with the super-hedging problem associated to the payoff g J as defined in (2.19), recall Remark 2.8. One could therefore expect that
However, as usual, see e.g. [9] , the terminal condition for v IJ is not the natural one since the gradient constraint that appears implicitly in (2.21), see Remark 2.10, should propagate up to the time boundary. The natural boundary condition should be given by the smallest function φ above g J that satisfies the associated gradient constraint diag [x] D x φ ∈ U . This leads to the introduction of the "face-lifted" version of g J defined by:
is the support function of the convex closed set U and xe
When I ∪ J = K, the above mentioned gradient constraint does not appear anymore in (2.21), see e.g. Remark 2.9, and the terminal boundary condition can be naturally stated in terms of
Proof. It is a consequence of Proposition 3.2 and Theorem 3.1 below. 2
Remark 2.12
In the case of κ = 1 and g 1 ≥ = 0, it is shown in [11] and [6] that the terminal condition should be face-lifted with respect to the p-variable when the set U in which controls take values is R d .
This follows from the convexity of the value function in its p-variable. Namely, the terminal condition as t → T is then given by p 1 g 1 . Corollary 2.1 shows that it is no more the case when we restrict to a compact set U . This prevents us from proving a general comparison result for super-and sub-solutions of (S). We are therefore neither able to prove that v is the unique solution of (S) in a suitable class, nor to prove the convergence of standard finite difference numerical schemes. In order to surround this difficulty, we shall introduce in the following Section a sequence of convergent approximating problems which are more regular and for which convergent schemes can be constructed. 3 The approximating problems 3.1 Definition and convergence properties
Our approximating sequence (v λ ) λ∈Λ is a sequence of value functions associated to regularized stochastic target problems with controlled loss. Namely, for λ ∈ Λ, we set Figure 1 , recall (2.7), (2.8) and (2.11).
The convergence (v λ ) λ∈Λ as λ ↓ 0 is an immediate consequence of the linearity of Y ν with respect to its initial condition.
Proof. This follows easily from the linearity of Y ν with respect to its initial condition and the fact
As an immediate consequence, we deduce that the sequences (v λ (·, ·⊕λ)) λ∈Λ and (v λ (·, · λ)) λ∈Λ allows to approximate v at any continuity points in its p-variable. More precisely, the following holds.
Proving the continuity in its p-variable of the initial value function v by probabilistic arguments, and therefore the point-wise convergence of our approximation seems very difficult, and is beyond the scope of this paper. A standard approach could be to derive the continuity of v by using its PDE characterization and by applying a suitable comparison theorem which would imply that v * = v * . As explained in Section 2.3, this also does not seem to be feasible. Note however that the right-and left-limits of v in its p-variable have interpretations in terms of natural relaxed version of the original problem (2.9):
Similarly, y > v(t, x, p) implies y ≥ v(t, x, p − ε1 κ ), for any ε > 0 small enough, and therefore v(t, x, p) ≥ v(t, x, p−). 
PDE characterization of the approximating problems
The reason for introducing the sequence approximating problems (v λ ) λ∈Λ is that they are more regular:
1. ∆ λ is Lipschitz continuous:
recall (2.8) and (2.11).
2. Its inverse with respect to its y-variable is Lipschitz continuous too. Hence, the natural boundary condition at T is given by a continuous function
Item 2. above will allow us to prove that the boundary condition as t → T is indeed given by the continuous function G λ , compare with 1. of Remark 2.13.
Proof. See Section 4 below. 2 Item 1. above induces a gradient constraint on v λ with respect its p-variable, showing that it is strictly increasing with respect to this variable, in a suitable sense, which will allow us to prove a comparison result for the related PDE, compare with Remark 2.11 and 3. of Remark 2.13. We could not obtain this for the original problem by lack of continuity and local strict monotonicity of the indicator function.
More precisely, we shall prove in Section 4.2 below the following.
where C λ is defined as in (3.5).
Note that the above can be translated in terms of the operator M λ IJ defined as:
In view of Theorem 2.1 in [6] , this implies that v λ is a discontinuous viscosity solution of the system (S λ ) defined as follows, where we use the convention
Definition 3.1 Let V be a locally bounded map defined onD.
(i) We say that V is a discontinuous viscosity supersolution of (S λ ) if, for each (I, J) ∈ P κ , V IJ * is a viscosity supersolution on D IJ of
(ii) We say that V is a discontinuous viscosity subsolution of (S λ ) if, for each (I, J) ∈ P κ , V * IJ is a viscosity subsolution on D IJ of
(iv) We say that V is a discontinuous viscosity solution of (S λ ) if it is both a discontinuous super-and subsolution of (S λ ).
Remark 3.1 The convention (3.10) means that a supersolution of (3.11) (resp. a subsolution of (3.12)) for I ∪ J = K is indeed a supersolution of (2.20) (resp. a subsolution of (2.21)).
Remark 3.2 Note that a viscosity supersolution of (2.20) on D IJ is also a viscosity supersolution of (3.11) on D IJ . As already argued, v λ is a discontinuous solution of (S) (3.13)
by Theorem 2.1 in [6] , so that Corollary 3.2 implies that it is a discontinuous solution of (S λ ). From the supersolution point of view, the latter characterization is weaker. Still we shall use it because, first, it is sufficient and, second, we shall appeal to it when discussing the convergence of a finite difference approximation scheme below.
Combining the above results, we obtain:
The function v λ is a discontinuous viscosity solution of (S λ ). Moreover, it satisfies
14)
The fact that the above Theorem allows to characterize uniquely v λ is a consequence of the following comparison result, in the viscosity sense.
κ which is non-decreasing with respect to its last parameter. Assume that V is a discontinuous viscosity supersolution of (S λ ) such that
κ which is non-decreasing with respect to its last parameter. Assume that V is a discontinuous viscosity subsolution of (S λ ) such that
Proof. See Section 4.4 below. 2
Combining the above results leads to the following characterization.
Theorem 3.3
The function v λ is continuous and is the unique bounded discontinuous viscosity solution of the system (S λ ) in the class of bounded discontinuous solutions V which are non-decreasing in their last variable and satisfy
Finite differences approximation
In this section, we construct an explicit finite difference scheme and prove its convergence.
PDE reformulation
We first reformulate the PDEs associated to v λ in a more tractable way, which will allow us to define naturally a monotone scheme. To this purpose, we introduce the support function δ U associated to the closed convex (and bounded) set U as in (2.24). Since 0 ∈ intU , δ U characterizes U in the following sense u ∈ intU iff min
see e.g. [13] . Moreover (u, a) ∈ N IJ (x, q) with q = (q x , q p ), if and only if there exists ξ ∈ R d such that |ξ | ≤ for which u =ū(x, a, q) + ξ σ(x) −1 ∈ U and a ∈ A IJ , whereū (x, q, a) := q x diag[x] + q p aσ(x) −1 .
It follows that
−r + F * IJ (x, q, Q) ≥ 0 iffK * IJ (x, r, q, Q) ≥ 0 and − r + F IJ * (x, q, Q) ≤ 0 iffK IJ * (x, r, q, Q) ≤ 0 whereK * IJ andK IJ * are the upper-and lower-semicontinuous envelopes of
Remark 3.3 For later use, note that, for q = (q x , q p ),
does not depend on q x .
It follows that V is a viscosity supersolution of (3.11) if and only if it is a viscosity supersolution of 15) and that V is a viscosity subsolution of (3.12) if and only if it is a viscosity subsolution of
Scheme construction
We now define a monotone finite difference scheme for the formulation obtained in the previous section.
In the following, we write h to denote an element of the form h = (h 0 , h 1 , h 2 ) ∈ (0, 1) 3 .
a. The discretization in the time variable. Given n 0 ∈ N, we first introduce a discretization time-step h 0 := T /n 0 together with a grid
The time derivative is approximated as usual by
b. The discretization in the space variable. The grids in the space variables are defined as
for some c X , n ∈ N and where h 1 := 1/n, (n X , n P ) := n(2c X , 1). Note that the space discretization in the x variable amounts to performing a logarithmic change of variable. Taking this into account, the first order derivatives with respect to x and p are then approximated as follows, with {e i } i≤d (resp. { j } j≤κ ) denoting the canonical basis of
where the operators ⊕ and are given in Proposition 3.1 and
We denote by ∂
and ∂ M,h p the corresponding vectors. As for the second order term, we use the Camilli and Falcone approximation [7] , in order to ensure that the scheme is monotone. Namely, we first introduce an approximation parameterized by h 2 > 0 of Trace
where σ ·i and a ·i denote the i-th column of σ X and a.
Note that the above approximation of the second order term requires the computation of the approximated value function at points outside of the grid. It therefore requires an interpolation procedure. In this paper, we use a local linear interpolation based on the Coxeter-Freudenthal-Kuhn triangulation, see e.g. [12] . It consists in first constructing the set of simplices {S j } j associated to the regular triangulation of ln[e −c X , e 
where ω is a non negative weighting function such that
in which the exponential is taken component by component. This leads to the approximation of∆ h [ϕ, a](t, x, p) by
c. The approximated operator. Givenā > 0, we then approximateH
with
The resolution is done as follows: (i). For (I, J) ∈ P κ κ , we define wā ,c X ,h IJ
∈ S
h as the solution of
where we use the notations
(ii). We then proceed by backward induction on |I| + |J|. Once wā ,c X ,h I J
h constructed for (I , J ) ∈ P l κ for all l ≥ k, for some 1 ≤ k ≤ κ, we define wā ,c X ,h IJ for (I, J) ∈ P k−1 κ as the solution of
.
One easily checks that
which implies that the numerical scheme is monotone and consistent whenever
Convergence of the approximating scheme
The convergence of the scheme is obtained as h = (h 0 , h 1 , h 2 ) → 0 and c X → ∞, with the convention (3.19), and thenā → ∞. We therefore define the relaxed semi-limits, for (t, x, p) ∈D IJ , (I, J) ∈ P κ ,
in which the limits are taken along sequences of points (t , x , p ) ∈D IJ and h satisfying (3.19). Note that wā Proof. See Section 4.5 below.
2
We conclude this section with some numerical illustration in the Black and Scholes model, where the stock price X is defined as
the payoff g(X) = (K − X) + with the strike price K = 3, the thresholds γ = {γ 1 , γ 2 } = {0, 0.5}. Then, the "face-lifted" version of g is defined bŷ
Taking λ = 1/32 and = −1, the Figure 2 plots an estimated value of v λ (0, x, p 1 , p 2 ) when we fix x = e. 
Proof of the PDE characterizations and of the convergence result
In this section, we collect the proofs of Proposition 3.3, Proposition 3.4, Theorem 3.2, Theorem 3.3 and Theorem 3.4. We start with the boundary conditions in time and in the space variable p. We first recall the geometric dynamic programming principle of [14] , see also [15] and [16] , to which we will appeal to prove the boundary conditions. We next report the proof of the supersolution properties in subsection 4.1.2, and that of the subsolution properties in subsection 4.1.1. The gradient estimates in the viscosity sense and the corresponding comparison result are proved in next subsection.
Boundary conditions
In the following, T [s,t] denotes the set of [s, t]-valued stopping times. 
Boundary condition for the upper-semicontinuous enveloppe
We start with the boundary condition as t → T .
Proof.
Step 1. We first show that the required result is true if I ∪ J = K. Note that, in this case, I = I and
where w * (T, x) := lim ε→0 sup{w(t , x ) : (t , x ) ∈ (T − ε, T ] × B ε (x )}. We only sketch the proof of (4.1) as it follows from the same arguments as in [3] , up to obvious modifications. In the following, we let (t n , x n ) n be a sequence in [0, T ) × (0, ∞) d such that (t n , x n ) → (T, x) and w(t n , x n ) → w * (T, x). It follows from the dual formulation of [10] that, for each n ≥ 1, we can find a predictable process ϑ n with values in R d such that
where X n := X tn,xn , and
Since δ U is homogeneous of degree 1 and convex, this implies that
so that, by definition ofĝ J in (2.23),
To show this, it suffices to follow line by line the arguments contained after the equation (6.7) in the proof of Proposition 6.7 in [3] .
Step 2. We now consider the case I ∪ J = K. We assume that
and work towards a contradiction. It follows from Step 1 thatĝ
. In view of (4.2) and (3.6), this leads to v λ * IJ (T, x, p) > v λ * J c J (T, x). Hence, there exists a sequence (t n , x n , p n ) n ⊂ D IJ which converges to (T,
0 ) in law, up to a subsequence, because U is bounded and by the Lipschitz continuity of (µ X , σ X ), we de-
We now turn to the boundary condition in the p-variable, i.e. as p → ∂B IJ .
Proposition 4.2 For all
Proof. Since v λ is non-decreasing with respect to each variable
Hence it suffices to show the result for J = J . We also assume that I = I, since otherwise there is nothing to prove. Moreover, we claim that it is enough to show that . The result then follows by iterating this procedures so as to construct an increasing sequence of setsK n ⊂ I \ I such that I ∪K n = I for a finite n.
We proceed in three steps.
Step 1. We first show that for any smooth functionφ onD and (t,x,p) ∈ D I J such that D p iφ(t,x,p) = 0 for some i ∈ (I ∪ J) c and max
we have min{φ −v
Assume to the contrary that there exists η > 0 s.t.
In view of Remark 2.9, this implies that there exists ε > 0 and a locally Lipschitz map (û,â) such that
for all (t, x, p) ∈ B := B ε (t,x,p) ∩D IJ . Let (t n , x n , p n ) be a sequence in B that converges to (t,x,p) such that
and set
We denote by (X n , P n , Y n ) the solution of the (2.1)-(2.4) associated to the initial condition (t n , x n , p n ) and the Markovian control
and define the stopping time
where Using (4.6), we then deduce that
We now observe that, by definition of θ n1 and θ n2 , (θ n2 , X n (θ n2 ), P n (θ n2 )) ∈ D IJ and therefore
On the other hand, letting K be the random subset of I \ I such that P n,i (θ n1 ) = 0 for i ∈ K, we havev
It then follows from the previous inequality that
Since γ n → 0, this leads to a contradiction to GDP2 for n large.
Step 2. The rest of the proof is similar to the proof of Section 6.2 in [6] . We provide the main arguments for completeness. It remains to show that, for any smooth functionφ and (t,x,p) ∈ D I J so that
we haveφ (t,x,p) ≤v
We argue by contradiction and assume that ϕ(t,x,p) >v
Given ρ > 0 and k ≥ 1, we define the modified test function
e k(s+1) − e 2k+1 ds, for all z ∈ R, (4.10)
Standard arguments then show that
Step 2 in Section 6.1 of [6] . Note that (4.11) implies that
for k large enough. It then follows from Step 1, (4.9) and (3.13) that
Given an arbitrary u ∈ U , fix i 0 ∈ I \ I and α k ∈ M κ,d such that α j· k = 0 for j = i 0 and
where q 
Combined with the third inequality in (4.14), this implies that
Sending k → ∞, using (4.11), (4.13), the definition of α i0· k , (4.14) and recalling that D p i 0φ = 0 then leads to
Since ρ > 0 and u ∈ U are arbitrary, this implies that
This leads to a contradiction since σ is assumed to be invertible. 2
Boundary condition for the lower-semicontinuous envelope
Proposition 4.3 For all
IJ * ≥ , the required result is trivial when p = 0. We thus consider the case where p = 0, and fix l ∈ K such that that p l > 0. Let (t n , x n , p n ) n ⊂ D IJ be a sequence that converges to (T, x, p) and such that v
where (X n , Y n ) := (X tn,xn , Y νn tn,xn,yn ). Using the fact that U is bounded and that (µ X , σ X ) is Lipschitz continuous, one easily checks that, after possibly passing to a subsequence, (X n (T ), Y n (T )) converges to (x, v λ IJ * (T, x, p)) P−a.s. and in law. Since ∆ λ is continuous, this implies that
By arbitrariness of l such that p l = 0, this leads to the required result. 2
In order to discuss the boundary condition in the p-variable, we follow [6] and first provide a supersolution property for v We argue by contradiction and assume that there exists ε, η > 0 such that
Note that, since (t,x,p) achieves a strict local minimum of v λ IJ * −φ onD IJ , we have
for some ζ > 0. Let (t n , x n , p n ) be a sequence in B ∩ D IJ that converges to (t,x,p) such that
and set y n := v λ IJ (t n , x n , p n ) + n −1 so that
where (Y n , X n , P n ) := (Y ν n tn,xn,yn , X tn,xn , P α n tn,xn ). Let us now define θ n := θ n1 ∧ θ n2 where θ n1 := inf{s ≥ t n : max
It then follows from GDP1 that
We now observe that, by definition of θ n1 and θ n2 , (θ n , X n2 (θ n2 ), P n (θ n2 )) ∈ D IJ and therefore
On the other hand, letting K be the random subset of
We now appeal to (4.18) and (4.19) to deduce that
The required contradiction then follows from the same arguments as in Section 5.1 of [6] .
Step 2. We now show that for any smooth functionφ onD IJ and (t,x,p)
To see this, assume that 
Gradient estimates
In this section, we prove Proposition 3.4. It is based on the following growth estimate.
25)
. Then, we can find ν ∈ U such that Y 
Since ∆ i λ is C λ -Lipschitz with respect to y, see (3.4), we also have
Recalling (2.2) and (2.3), standard estimates imply that the right-hand side term is bounded by as defined in (3.8) . Hence
We now combine (4.26) and (4.27) to deduce that
By arbitrariness of y > v λ IJ (t, x, p), this implies the required result. 
and therefore
Dividing by δ and sending δ to 0 leads to the required result for defined as in (3.9) above. 2
Comparison results
We first provide a comparison result for (S λ ). Additional technical improvements will be considered in the next section to discuss the convergence of the numerical scheme defined in Section 3.3.
For the system of PDEs (S λ )
Proposition 4.6 Let ψ 1 ≥ ψ 2 be two functions such that ψ 1 and −ψ 2 are lower-semicontinuous. Fix (I, J) ∈ P κ . Let V 1 be a bounded lower-semicontinuous viscosity supersolution of
28)
and let V 2 be a bounded upper-semicontinuous viscosity subsolution of
Proof. Part 1: (I, J) / ∈ P κ κ . As usual, we first fix ρ > 0 and introduce the functionsṼ 1 (t, x, p) := e ρt V 1 (t, x, p) andṼ 2 (t, x, p) := e ρt V 2 (t, x, p). Arguing by contradiction, we assume that Since V 1 (T, ·) ≥ V 2 (T, ·), the above implies that we can not have t k n,ε = T along a subsequence. Since V 2 ≥ V 1 on ∂D IJ , we obtain a similar contradiction if, up to a subsequence, (t k n,ε , x k n,ε , p k n,ε ) ε,k,n ∈ ∂D IJ or (t k n,ε , y k n,ε , q k n,ε ) ε,k,n ∈ ∂D IJ for all ε, n, k. We can therefore assume from now on that t We now send n → ∞ and then ε → 0 in the above inequality, and deduce from (4.30), (4.31), (4.33), (4.45),(4.32), (4.41), (4.42), (4.44) and the Lipschitz continuity of (µ X , σ X ) that 0 ≤ −ρm , which contradicts the fact that ρ, m > 0.
Part 2: We now consider the case I ∪ J = K. Part of the arguments being similar as in Part 1, we only sketch them.
Step 1. In the case I ∪ J = K, we can work as if V 1 and V 2 do not depend on p. Indeed, a ∈ A IJ implies a = 0, so that the derivatives in p do not appear in the operator. Moreover, recalling the convention (3.10) and the discussion of Section 3.3.1, we see that a function w is a viscosity supersolution (resp. subsolution) of (2.20) (resp. (2.21)) if and only if it is a viscosity supersolution (resp. subsolution) of min ϕ − , −∂ t ϕ +F IJ (·, Dϕ, D 2 ϕ) ; R(x, q) = 0 on D IJ , (4.46)
