A parallel simulator has been designed for the evaluation of wireless, multihop, mobile networks. This paper describes the process of porting the simulator from a sequential to a parallel environment. Parallelization is critical in large radio networks, where the complexity of radio propagation models, channel access schemes and interference patterns makes sequential simulation very time consuming -in the order of several hours. for 100 nodes experiments.
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With parallel execution, speedups of up to tenfold have been observed on a 16 processor SP/2, making large network simulations viable.
, in presence of node mobility and failures. Protocols designed for this kind of environment are complex to evaluate analytically due to various factors such as complex channel access protocols, interference effects, traffic input patterns, node mobility , channel propagation properties, and radio characteristics.
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To alleviate the prohibitive cost of protocol implementation via trial and error, simulation offers a way to evaluate the protocol design before the actual implementation takes place. In simulating such an environment, the simulation execution time is usually directly proportional to the level of detail in the model and the size of the network that one wants to study. Given the complexity of the radio environment, sequential simulation of networks with thousands of nodes requires several days. To make the design more interactive, it is imperative to reduce run time without sacrificing the level of detail in the model. A promising solution is paralllel simulation. This paper describes a parallel environment to support rapid prototyping of mobile, multimedia protocols. Sections 2 and 3 describe the wireless network architecture and the radio channel model which have been implemented in the parallel simulator. Section 4 reviews the Maisie parallel simulation environment and discusses the process of porting the model to a parallel architecture.
Section 5 reports the results. Its key layers are described in the following subsections.
Clustering
In multihop, mobile wireless networks, the aggregation of nodes into clusters controlled by a cluster head provides a convenient framework for the development of important features such as code separation (among clusters), channel access, routing, and bandwidth allocation (Gerla et al. 1995) . Using a distributed algorithm with a cluster, a node is elected to be the cluster head. All nodes within transmission range of the cluster head belong to this cluster.
That is, all nodes in a cluster can communicate with a cluster head and (possibly) with each other. The complexity and overhead of clustering rests in the selection of the cluster head. The most important criterion is stability. Frequent cluster head changes adversely affect the performance of other protocols such as scheduling and allocation which rely on it. In our clustering algorithm, only two conditions cause the cluster head to change. One is when two cluster heads come within range of each other. The other is when a node becomes disconnected from any other cluster. This is an improvement (in stability) over existing algorithms which select the cluster head every time the cluster membership changes. Figure 2  shows transmit because it is in charge of broadcasting within the cluster and of forwarding messages between mobile hosts which are not "connected".
The channel is assumed to be time slotted. In each time slot, only one node has the permission to transmit. In some cases the permission token may be lost.
One such case occurs when the node with permission moves outside the cluster. Another case is when the host is a gateway (which belongs to more than one cluster). The gateway might be tuned to a different code (i.e. different cluster), thus missing the permission token which is then lost. To overcome these problems, the cluster head reissues the permission token after timeout. Figure 3 shows an example of slot scheduling (and gateway conflicts) in a 5 cluster network. Slot synchronization across clusters is assumed 2.3
Routing
Our model assumes shortest path routing. Routing tables are updated using a distance vector routing algorithm (Bertsekas et al. 1987 To overcome this limitation, our simulator includes a rather sophisticated radio channel model which is an extension of the SIRCIM statistical impulse response model (Rappaport et al. 1990 ).
The radio channel is characterized by three propagation parameters: free space loss, multipath fading and shadowing.
All these parameters are supplied by SIRCIM. SIRCIM provides impulse response characteristics which account for multipath fading. SIRCIM outputs include for example : the distribution of the number of multipath components in a particular multipath delay profile; the distribution of the number of multipath components etc.
SIRCIM provides impulse response at the signal level which is suitable for radio designs. For network performance evaluation purposes, we are more interested in received power at the packet level. Assuming that the channel is a Direct Sequence-Spread Spectrum channel, we can derive the mean signal power by performing convolution of the spread spectrum random chip sequence with the impulse response of the simulated channel.
Furthermore, in a mobile radio environment, we must model the fluctuation of received power caused by change of positions.
To this end, the correlation between received power at different positions must be known. SIRCIM provides only small-scale spatial and temporal correlations.
We have augmented SIRCIM to account for large-scale correlation as well.
In addition to multipath fading, the SIRCIM accounts for the shadowing effect caused by c[iffraction of radio waves around sharp edges. Shadowing, the slow fading, has been characterized in the literatures by roughly a log-normal distribution, with a standard deviation that depends on the roughness. A common assumption is that shadowing is independent from one location to another. Unfortunately, this assumption is not valid in a dynamic model with mobile users,in which location dependent correlation must be accounted for. In our simulation, we include the correlation model for shadow attenuation devel-
The SIRCIM channel module is invokecl (with a function call) every time a packet is transmitted in the network.
Repeated cornput ation of attenuation is required because the nodes are mobile and therefore change their relative position continuously.
SIMULATION ENVIRONMENT
A general purpose parallel environment for wireless network simulation has been designed at UCLA. The simulator is being built on an existing processoriented, parallel simulation language called Maisie (Bagrodia and Liao 1994) . A Maisie program is a collection of entities, each of which represents a specific object in the physical system and maybe created and destroyed dynamically. Entities communicate with each other using timestamped messages. Every entity is associated with a unique message-buffer. The language provides an asynchronous send primitive to deposit a message with a current or future timestamp in the message buffer of a destination entity. Blocking and non-blocking receive primitives are also provided by the language to allow an entity to remove messages from its message buffer.
The receive construct can be used to remove selective messages from the buffer such that a message is removed only when it is ready to be processed by the destination entity. Appropri- 
Model
The wireless simulator is being used to evaluate the stability and performance of network algorithms ss a function of the radio characteristics, network control, and mobility patterns. A detailed description of the simulator and its use in evaluating mobile networks is described in (Bagrodia et al. 1995) . This section recapitulates the simulator and describes the modifications that were necessary for efficient parallel execution. The simulator modules that have been used to construct the model described in this paper include: Application Traffic Models (SOURCEM), Network Algorithm Models (NAM), and Channel Models (CHM). Figure 4 depicts the primary layers in the simulator and describes the interface between them.
The SOURCEM components are used to generate the traffic load for the network.
The NAM components are broken down into network layer protocol models such as 1P, and wireless subnetwork control such as clustering, and mobility control such as to the model to support its parallel execution.
From Sequential To Parallel Simulation
Parallel execution of the model basically requires that the model be subdivided into N partitions, such that IV z P, where P is the number of processors available for execution of the model. In this paper we sssume N = P. Each partition executes on a unique processor. The execution across partitions is synchronized through a parallel simulation algorithm.
As the synchronization is handled transparently by the Maisie run-time system, in theory it should be easy to modify a sequential model for parallel execution. However, as described inacompanion paper in this proceedings, there are a number of pitfalls that must be avoided in order to get an efficient parallel implementation.
In the rest of this section, we first describe the modifications that were made to the initial model (Bagrodia et al. 1995 nodes. Such a data structure should be distributed such that a wireless node is only aware of the VC connection status of itself and its immediate neighbors.
The next step is to eliminate unnecessary synchronizations in the model. In the sequential model, an entity was used to advance the time for all other entities in the system by broadcasting a message at the end of each slot interval. Since the time advance (equal to slot duration) is fixed, each entity can advance its local clock asynchronously eliminating the need for a centralized entity. Note that if the slot duration was determined based on some global property of the system, the decentralization would be considerabley harder to implement.
For parallel execution, the simulation must be free of zero delay cycles in the communication topology.
A model is said to contain a zero delay cycle if it is possible for an entity to receive a causally-ordered message with the same timestamp as another message sent by the entity (Misra 1986). Parallel execution of such models can either lead to deadlocks or instability. A sufficient condition to avoid zero delay cycles is to ensure that the receive time of a message is always greater than its send time; alternatively, it is possible to avoid such cycles by ensuring that an entity does not transmit a message with the same timestamp as an incoming message.
Upon the completion of these changes, the simulation was executed in parallel using the conservative run-time version of Maisie which is based on ChandyMisra's null message parallel simulation algorithm (Misra 1986) .
A null message is a synchronization message which advances the clocks of neighbor entities. The initial result yielded slow-downs as opposed to speed-ups! Measurements showed that this was due to an extremely high "null message" ratio (defined as the number of null messages sent for every real message). This poor lookahead was certainly unexpected because the system utilizes fixed slots to synchronize within each cluster. Fixed slot length should itself serve as a good indication of lookahead.
The poor lookahead in the initial model can be explained by the following two reasons.
First, the previous intuition of a good lookahead was based on the assumption that messages are only exchanged at the time that a slot starts or ends, but never in the middle. In reality, a number of messages such as routing updates, token arrivals, and data packets may arrive any time within the slot. The order in which these messages are processed sometimes will impact network performance; therefore, lookahead is not as simple as specifying a fixed slot time. Second, the original lookahead was poor because a number of the output messages are conditional, meaning that the entity has not enough information locally to deduce when it will send a message.
The following changes were made to the model to improve its lookahead and the null message ratio. (a) We exploited the fact that given the current state, although an entity does not know which message it will send next, it does know the time at which the message will be sent (if any).
(b) Messa,ges, whose sending and receiving time can be set to the start or the end of a slot without affecting the correctness of the simulation, are modified to take advantage of this behavior.
By doing this, we were able to derive better lookahead upon receipt of a message. These changes in the model yielded a null message ratio in the range of 4.5 to 5.5 down from 25 in the first attempt. It is usually desirable to have a null message ratio of less than 1, but for the radio broadcast channel , this is the best that we are able to achieve given the fact that wireless network utilization is optimized when each node has on average 6 neighbors (Kleinrock et al. 1978) .
Another issue of importance that may affect parallel performance is partitioning. In selecting partitions, it would be desirable to exploit fully both locality, and load balancing. Locality is ;achieved if neighboring nodes are placed on the same processor, thus reducing the communication overhead compared to neighboring nodes being placed on difl~erent processors. Load balancing (i.e. uniform distribution of entities among processors) is important as well because we want to fully utilize all the available comput ational resources. In our application, there are several strategies: random balanced, local balanced, and clustered balanced.
Random balancing assigns enti- has an approximately equal number of nodes.
Local balancing tries to assign neighboring entities to the same processor while assigning an approximately equal number of entities to each processor. Clustered balancing first clusters the nodes into super nodes and then sssigns the super nodes among different processors. The experiments reported in this paper use the first two partitioning techniques.
RESULTS
This section presents the results of parallel execution using Maisie conservative run-time simulator. We are studying the convergence of the distributed clustering algorithm, and throughput, average number of hops and end to end packet delay under both free space and fading channel assumptions. The experiments reported in this paper assume light load in the network with minimal mobility and were executed in exclusive mode on an IBM SP/2 multicomputer. Each node of this architecture is a RS/6000 processor with 128MB of RAM and a peak rating of 225 Mflops. The interconnection bandwidth is 40 Mbps and the hardware latency in the switch is 500 ns. Including software overheads, measurements show a minimum message latency of 30 ps. In order to ensure that the simulation has reached steady state, the baseline simulation time was established to be 250000 for all sets of runs.
Experiment Configurations
We consider four network configurations with 25, 64, 100, and 225 nodes randomly deployed in a square area (ss in Figure 2 ) using a uniform probability distribution.
The experiments serve two purposes, namely, to evaluate network performance and at the same time assess the efficiency of the parallel simulation implementation. Regarding network performance, Figure 2 Both experiments use a free space channel model.
The third experiment uses the same partitioning strategy as the second, but employs a fading channel model which substantially increases the computational load.
Speed Ups
For free space channel model experiments, Figure 6 , relative speed ups of parallel execution versus sequential execution. The speedup measure is derived by dividing the sequential execution time by the parallel execution time.
In both experiments, the speed up generally improves with the number of nodes since a large number of nodes yields better load balancing across processors. The only glitch is for the random balanced partitioning experiment with two processors. This particular random balanced partitioning strategy uses a counter, which is incremented as an entity is created. In this strategy, entities are placed alternatively on one or the other processor in the order in which they were created. Since entities are sequentially deployed in the square grid as they are created, it follows that two successive entities are likely to be neighbors, and yet will fall in two different partitions. This is an example of conflict between locality and load balancing, which leads to high interprocess message cost and degraded performance. Next, we consider local balanced partitioning. Table 1 compares the locality of messages in the two partitioning schemes used. Locality is defined ss the number of messages (packets) that are sent within a processor, expressed as a percentage of the total number of messages. As expected, the local balanced partitioning provides significant improvement in localit y. As a result, better speedups are obtained, as shown in Figure 7 . Despite the improvement, however, the speed ups are not very high because of a high null message overhead (as explained at the end For the fading channel model experiment, we only used local balanced partitioning since it performed better in the previous set of experiments.
In Figure 8 , the speed-up again increases with the number of processors and wireless nodes. In some cases, single processor parallel execution outperforms the sequential execution which uses a global event list. As discussed in (Jha et al. 1993) is small in case of the experiments without the fading channel model, a high NMR means that the time spent in processing null messages is more than that spent in processing the real messages, resulting in relatively modest speedups. When the fading channel model is introduced, the computation associated with each real message increases subst antially. Thus, even though the NMR is still high (around 6.0), the percentage of time spent in processing null messages is reduced, resulting in much better speedups (as good as 10 on 16 processors). Overall, the speed up is very encouraging considering the fact that we are able to reduce execution time from 3+ hours (sequential execution) down to 20 minutes using 16 processors for a network with 225 nodes.
CONCLUSION
A parallel simulator has been developed to study a number of protocols at different layers related in the design of mobile wireless networks using Maisie, a general purpose parallel simulation language. The message-passing paradigm used by Maisie provided a natural and simple way to model such networks.
To stud y seal-ability issues, Maisie offers a parallel simulation approach which reduces execution time while preserving model accuracy. Results for static topology have shown that speed-up tend to increase as the number of nodes in the simulation increases. For the 225 nodes configuration with fading channel model, a epeed-up factor of 10 was achieved. This dramatically reduces the turn around time of a :simulation run. It is just an artifact to simplify the model. (b) Conditional messages are often unavoidable due to the behavior of the protocol that one tries to study. Thus, programmers must take great care to minimize the null messages that may result.
One solution is to break up a single receive statement which may receive many different types of conditional messages into a sequence of receives if the arrival order of the various conditional messages is known. (c) Partitioning strategy used to decompose the network was found to affect the performance of the parallel simulator.
(d) The general advice to programmers is that the simulator should be written from the beginning as a parallel program. The sequential execution should be considered as a special case. To our knowledge, this is the first parallel simulation environment that supports rapid prototyping of mobile wireless protocols.
Work is in progress to parallelize the mobility model, to compare tradeoffs between conservative and optimistic run-time, and to study the behavior of the speed-up factor with respect to network load, degree of mobility and partitioning strategies.
