Abstract-In this paper, a distributive non-cooperative game is proposed to perform sub-channel assignment, adaptive modulation, and power control for multi-cell multi-user Orthogonal Frequency Division Multiplexing Access (OFDMA) networks. Each individual user's goal is to minimize his/her own transmitted power in a distributed manner under the constraints that the desirable rate is achieved and the transmitted power is bounded. The pure non-cooperative game may result in non-convergence or some undesirable Nash Equilibriums with low system and individual performances. To enhance the performances, a virtual referee is introduced to the networks and is in charge of monitoring and improving the outcome of non-cooperative competition for resources among the distributed users. If the game outcome is not desirable, either the required transmission rates should be reduced or some users should be prevented from using some radio resources such as sub-channels, so that the rest of users can share the limited resources more efficiently. Moreover, it can be shown that the introduction of the virtual referee does not increase the complexity of the networks. From the simulation results in a two-cell case, the proposed scheme reduces the transmitted power by 80% and 25% compared with the fixed channel assignment algorithm and the iterative water-filling algorithm in the literature, respectively. The achievable rate can be improved by 10%. In a multi-cell case, the proposed scheme can have up to 40% power reduction compared with the iterative water-filling algorithm when the co-channel interferences are severe.
I. INTRODUCTION
O RTHOGONAL Frequency Division Multiplexing Access (OFDMA) prevails in the proposed future wireless network standards like 4G cellular networks, Wireless MAN, Wireless LAN, and Ultra Wide Band networks. OFDMA creates a robust multiple access scheme to deal with the impairments and uncertainties of wireless channels. To fully take advantages of OFDMA, resource allocation should be employed to explore the time, frequency, and multi-user diversities. Resource allocation for OFDMA networks has three major tasks: sub-channel assignment, rate allocation, and power control. Sub-channel assignment enables the efficient usage of the sub-channels according to the channel conditions, and limits the co-channel interferences. Rate adaptation such as the adaptive modulation technique provides good potential to vary the number of transmitted bits for each sub-channel according to the instantaneous sub-channel link quality, while maintaining an acceptable Bit Error Rate (BER). Power control constantly adjusts the transmission power so as to maintain the link quality. All these tasks pose some significant challenges on the design of resource allocation schemes for OFDMA systems.
In a multi-cell OFDMA system, the resource allocation problem becomes more complicated, because the distributive topology of the system requires distributive implementations. Moreover, since the co-channel interferences are affected by the sub-channel assignment, the corresponding rate adaptation and power control, any change of resource allocation in a specific cell will affect the performances of other nearby cells. In the literature, when the sub-channel assignment is fixed, several iterative water-filling methods are proposed in [1] - [4] to maximize the throughput with power constraints. However, if the sub-channel assignment to the users is not predetermined, all possible combinations of the co-channel users need be checked to determine the best resource allocation, which highly increases the complexity of resource allocation. In [5] , the authors present a heuristic distributed algorithm that is executed independently by each base station. The algorithm is based on iterative water-filling by removing the sub-channels when the signal to interferences and noise ratio (SINR) is lower than a threshold. In [6] , a semi-distributed dynamic resource allocation scheme is proposed for downlink multi-cell OFDMA networks. In [7] , channel allocations with adaptive modulation and power control in a multi-cell system are studied for generic multiple access schemes with orthogonal channels.
In the multi-cell case, it is difficult for an individual user to know the channel conditions of the other users in the other cells. Thus the users in different cells cannot cooperate with each other. They act selfishly to maximize their own performances in a distributive fashion. Such a fact motivates us to adopt the game theory [8] . The resource allocation can be modelled as a non-cooperative game that deals largely with how rational and intelligent individuals interact with each other in an effort to achieve their own goals. In this game, each mobile user is self-interested and trying to optimize his/her utility function, where the utility function represents the user's performance and controls the outcomes of the game.
In the literature, different types of game approaches have been introduced to several areas of wireless communications. The non-cooperation game theory was studied in [9] for power control problems, where the pricing technique was used to achieve Pareto optimality. Pricing Anarchy is discussed in 0733-8716/07/$25.00 c 2007 IEEE details in [10] for routing problem. In [11] , forward link power allocation and admission control policies for voice users in a code-division multiple access (CDMA) wireless network are investigated. In [12] , [13] , the reputation-based game approaches were proposed to encourage packet-forwarding among users. In [14] , the authors proposed a non-cooperative approach for encouraging collaboration in MONET. In [15] , the mechanism design scheme for truthful revelation is constructed for differentiated service multicast. In regard to the cooperation game theory, a framework was described in [16] for bandwidth allocation of elastic services in high-speed networks. In [17] , a cooperative game approach named Nash Bargaining Solution was studied in the scenario of power, rate, and sub-channel allocation for single-cell OFDMA systems to have a fair and efficient performance. The bound of performance ratio of the worst case over optimal case for spectrum sharing games is developed in [18] . In [19] , the ideas in [17] and [18] are combined for the spectrum allocation. In [20] and [21] , a repeated game approach and a self learning repeated game approach are proposed for packet forwarding networks to ensure cooperation and study how to cooperate among the distributed and greedy nodes. In [22] , the game theory approach is proposed to combine with the idea in [5] for resource allocation problems in multicell OFDMA systems. A general tutorial for non-cooperative game over wireless networks is given in [23] .
By developing a non-cooperative game theory approach from the individual point of view, each individual user minimizes his/her own transmitted power, under the rate and power constraints. From the system point of view, the overall transmitted power of multi-cell OFDMA systems is minimized under the constraints mentioned above. However, the outcomes of individual optimization might not always be as good as those of system optimization. By exploring a two-user twosub-channel example, we find the following facts: If the cochannel interferences are small, users can share the subchannels for transmission. In this case, by carefully designing the utility function, the distributive non-cooperative game will be balanced at a unique Nash equilibrium point (NEP) which is also optimal from the system point of view. If the cochannel interferences become severe on some sub-channels, NEP may not be optimal for system optimization, and there might be multiple NEPs and multiple local optima. In order to improve the undesired game outcomes, some users with bad channel conditions or causing large interferences to others must be prevented from using these sub-channels, or these users' required transmission rates should be reduced. By doing so, the rest of the co-channel users can share the corresponding sub-channels more efficiently.
Based on these observations, we introduce a virtual referee which is similar to the function of referee in basketball or soccer games in daily life. If some player behaves badly or injures others during the game, a referee can force him/her out of the game. Here in the multicell OFDMA networks, a referee is introduced to the networks and is in charge of monitoring and improving the outcome of non-cooperative competition for resources among the distributed users. If the outcome is desirable, the referee does nothing. Otherwise, the referee will mandatorily change the rule of the non-cooperative game such as removing users from using sub-channels or reducing the required transmission rates. By doing this, the non-cooperative game can be balanced at some better Nash equilibriums so that the limited resources can be shared more efficiently. There are two differences of the proposed problem formulation from the iterative water-filling [2] in the literature. First, we optimize which user can transmit on some specific sub-channel, so that we have one more degree of freedom to optimize the resource usage. Second, the individual optimization problem is the dual problem of the iterative water-filling and the system is non-linear and non-convex. Moreover, the virtual referee is shown to be easy to implement in practice. The simulation results show the proposed scheme can reduce the overall transmitted power greatly while achieving higher transmission rates, compared to the fixed channel assignment algorithm and the iterative water-filling algorithm.
The rest of this paper is organized as follows: In Section II, we illustrate the system model. Then we formulate the optimization problems over the multicell multiuser OFDMA network for system optimization and individual optimization, respectively. In Section III, a virtual referee is introduced to improve the distributive non-cooperative game, based on the discussion for the two-user two-subchannel case. The game properties of the proposed game are studied and practical implementation issues are discussed. In Section IV, we have the simulation studies. In Section V, the conclusions are drawn.
II. SYSTEM MODEL AND PROBLEM FORMULATIONS
In this section, we first provide the system model. Then we formulate the system optimization problem and propose the individual non-cooperative game. Finally, the feasibility region for resource allocation is analyzed.
A. System Model
We consider an OFDMA network with K co-channel links that exist in the distinct cells and share the same spectrum. The co-channel links cause interference among each other. Each link consists of a mobile user and its assigned base station. Assume coherent detection is possible so that it is sufficient to model this multiuser system by an equivalent baseband model. The total number of OFDM sub-channels is L, and each sub-channel can carry different data. For the uplink case, the sampled signal on the l th sub-channel of the i th user can be expressed as: 2 ) = N 0 . The i th user's SINR at sub-channel l can be expressed as:
Notice that for the downlink synchronized multi-cell case, the SINR expression is similar to (2) by replacing G l ki with G l ik . So all the deduction and analysis in the rest of the paper can be employed to the downlink case in a similar way.
Rate adaptation such as adaptive modulation provides each sub-channel with the ability to match the effective bit rates, according to the interference and channel conditions. Quadrature Amplitude Modulation (QAM) is a modulation method with high spectrum efficiency. Without loss of generality, we assume the output of the different adaptive modulation constellation has unit power. In [24] , [25] , given a desirable rate r 
where W is the bandwidth, c
, and Γ l i is SINR. In this paper, for simplicity, we assume all subchannels and users have the same BER requirement, i.e., BER l i = BER, ∀ i, l. Each user requires the rate R i and allocates its rate into L sub-channels, i.e.,
Without loss of generality, in this paper we assume all users have the same maximal power constraint P max . Define the K × L channel assignment matrix A as
Define rate allocation matrix as
B. System Optimization
From the system optimization point of view, the objective is to minimize the overall transmitted power under the rate and power constraints, by adjusting the rate allocation over different sub-channels for different users, i.e.,
s.t.
is a function of A and r. Notice that A is an indication matrix on whether or not the components of r are positive or zero. Since the components of A are integers, the problem in (6) is a generalized knapsack problem [33] and is a high order N P hard optimization problem. Moreover, in order to solve (6) by centralized constrained optimization methods, all information about channels is required. This causes impractically large amount of communication overheads between the distinct cells. This motivates us to develop a distributed algorithm using the game theory approach, where only location information is necessary for optimization.
C. Pure Non-cooperative Game for Individual User
In this subsection, a pure non-cooperative game is constructed. First, we give some basic definitions about noncooperative games. A game can be defined as each user adjusts his/her strategy (like rates) to optimize his/her own utility to compete with others. Strategy and utility can be defined as:
Definition 1: A strategy r is a complete contingent plan, or a decision rule, that defines the action an agent will select in every distinguishable state Ω.
Definition 2: In any game, utility u represents the motivations of players. A utility function for a given player assigns a number for every possible outcome of the game with the property that a higher (or lower) number implies that the outcome is more preferred.
To analyze the outcome of the game, Nash Equilibrium is a well-known concept, which states that in the equilibrium every agent will select a utility-maximizing strategy given the strategies of every other agent.
Definition 3: Define a strategy rate vector r = [r 1 . . . r K ] and define the rate vector of the i th player's opponents as r
where K is number of users and r i is the i th user's rate. u i is the i th user's utility. Nash Equilibrium Point r * is defined as: (7) i.e., given the other users' resource allocations, no user can increase his/her utility unilaterally by changing his/her own resource allocation.
In the multi-cell system, each distributed user wants to minimize its transmitted power by allocating its rate into the different sub-channels, regardless other users in a distributed way. Define rate vector
T . For individual optimization, the non-cooperative game can be written as:
where u i is the utility function defined as the i th user's transmitting power. Notice that here the utility is better when it is smaller. If the overall power for each user is larger than P max , we will develop another approach in the next session. In the following analysis of this subsection, we assume that the power constraint can be satisfied.
If the interferences from others are fixed, we can consider the interferences as noise. So the problem in (8) is a waterfilling problem [27] . Define
the solution is
where
The interferences are constantly changed by the others' game strategies. The above water-filling solution provides the best utility given the other users' resource allocation. So the resulting game outcome is a Nash equilibrium. The above problem formulation is a dual problem [26] of the iterative water-filling [2] in the literature.
D. System Feasibility Region
In this subsection, we give a necessary condition for the feasibility of the problems in (6) and (8) . In order to ensure the desirable BER, for every sub-channel, every user should have SINR no less than a required SINR γ
Rewrite these inequalities in matrix form, we have
Gii . By Perron-Frobenius theorem [30] , there exists a non-negative power allocation if and only if the maximum eigenvalue of
, is inside the unit circle. Moreover, the optimal power solution is
The system feasibility region Ω is defined as the supporting domain where there exist non-infinity solutions and power constraint in (6) is satisfied. The condition for (13) to have finite solutions is a necessary condition for existence of a feasible range Ω, i.e., for any feasible solution r, we have
III. IMPROVEMENT OF NON-COOPERATIVE GAME BY VIRTUAL REFEREE
In this section, a two-user two-sub-channel example is first given to show the insights. Then based on the observations of the example, the Lemmas of the NEP are analyzed. Next, with the analytical results, an iterative resource allocation algorithm with a virtual referee is proposal. Finally, the practical implementation considerations are discussed. 
A. Two-User Two-sub-channel Example
In this subsection, from the analysis of a two-user and twosub-channel example, we study the behaviors of the Nash equilibrium for (8) and optimal solution for (6). Then we provide the motivation why a virtual referee can improve the outcome of the game.
In the two-user and two-sub-channel example, two users have the desired rates of R 1 and R 2 , respectively. Both users have the bandwidth of W . Suppose the i th user puts α i proportion of its rate to the first sub-channel. Define Λ 1 = 2
. Define γ l i as the minimal SINR requirement for the i th user's l th sub-channel. From (4), we have
and γ
From (2), the corresponding transmitted power must satisfy
Notice that the optimum can be achieved when the equality holds [27] and P l i is a function of α 1 and α 2 . By using (2), (4) and (13), we know that the minimal SINR requirement must satisfy the following equations to make the system feasible.
From system optimization point of view, for the example, the problem in (6) becomes min 0≤α1,α2≤1
From individual optimization point of view, the i th user tries to optimize the following constrained problem: i ≤ P max . Nash equilibrium occurs when both users optimize (18) . The remaining question is that if (17) and (18) 
We have the following observations depending on the rate requirement.
• Fig. 1 shows the overall system power contour as a function of two users' rate allocations, where R 1 = R 2 = 6. The x-axis and y-axis are users' rates in the first subchannel, i.e. α i R i , i = 1, 2, respectively. The z-axis is the overall system transmitted power in dB. The two curves show the locations for minimizing the two users' own powers when the interference from the other user is fixed, respectively. Each user tries to minimize its power by adjusting its rate allocation so that the operating point is more close to the curve. Consequently, the crossing point is a Nash equilibrium, where no user can reduce its power alone. We can see that the Nash equilibrium under this setup is unique and optimal for the overall system power. It is worthy to mention that the feasible region is not convex.
• Fig. 2 shows the situation when R 1 = R 2 = 8. Because the rate is increased, each user has to increase his/her own power. Consequently, the co-channel interferences are increased since one user's power is the other's interferences. As a result, from the figure, the NEP is no longer a minimum for system overall power. There exist more than one local optima and the global optimum occurs when user 1 doesn't transmit on the sub-channel 1. If some mechanism can be implemented to prevent user 1 from using sub-channel 1, the game can converge to the global optimum for system optimization.
• Fig. 3 shows the situation when R 1 = R 2 = 8.5. The contour graph is no longer connected. There are two NEPs and two local optima for system overall power. • If we further increase R 1 = R 2 = 10, there exists no feasible region, i.e., both users cannot have a resource allocation that satisfies both power and rate constraints. In this case, the rate requirement should be reduced so that the interferences also reduced. From the above observations, we can conclude that the behaviors of the optimal solution in (6) and NEP in (8) depend on how high the required rates are, i.e. how severe the interferences are. In many cases, the game converges to some undesirable NEP with bad performances. In order to improve the performances of the NEP, we propose a referee to monitor and mediate the game. First, a criterion is found to decide whether the users can efficiently share the sub-channels, i.e. whether or not the NEP is desirable. If not, the referee would mandatorily modify the game rule by preventing some users from using the resources such as sub-channels or reducing the required transmission rate, so that the rest of users can share the resources more efficiently. Before we develop the proposed algorithm, three lemmas are proved for the NEP in the next subsection.
B. Lemmas of Nash Equilibrium
In this subsection, we prove the existence of NEP and conditions for NEP to be optimal by the following three Lemmas. Note that the proofs are shown in the Appendix.
Lemma 1: There exists an NEP in the proposed game defined in (8) , if Ω is not empty.
In the following Lemma, we show a sufficient condition when system optimization equals individual optimization.
Lemma 2: The optimal system optimization point is an NEP for two-user two-sub-channel case, when the rate requirement is satisfied, the overall power is less than P sum , and both users transmit on both sub-channels.
Next, we will show a necessary condition when system optimization equals individual optimization under the system model proposed in Section II.
Lemma 3: If the global minimum of (6) occurs when r
the NEP satisfies the necessary Karush-Kuhn-Tucker (KKT) condition [26] . Notice that the above Lemma is a necessary condition, i.e., we cannot say that system optimization equals to individual optimization under the above conditions. However, we are sure that if system optimization does not equal to individual optimization, the above conditions do not hold. So by using this fact, we propose the condition for a virtual referee to mediate the game in the next subsection.
C. Distributed Resource Allocation Algorithm with a Virtual Referee
Before developing the proposed algorithm, we analyze two special resource allocation schemes. In the first scheme, the groups of sub-channels are assigned to different cells without overlapping such that there are no co-channel interferences among the different cells. In this case, l [A] il = 1, ∀i. We call it the fixed channel assignment scheme. However, this method has the disadvantages of low spectrum efficiency because of the low frequency re-usage. The overall transmitted power in (6) solved by this method is far from minimum, because it doesn't take the advantage of the multiuser diversity and power control. In the second scheme, all the users share all the sub-channels, i.e., [A] il = 1, ∀i, l. We call it iterative waterfilling scheme, which is basically the pure non-cooperative game. From Fig. 2 and Fig. 3 , we can see that the system can be balanced at the undesirable point, because of the severe inter-cell co-channel interferences. Such facts motivate us to believe that the optimal resource allocation is between these two special schemes, i.e., each sub-channel can be shared by only a group of users for transmissions ( 
To decide who should share these sub-channels and who should not, we introduce a virtual referee to the noncooperative game.
The basic idea of the proposed scheme is to introduce a virtual referee to heuristically improve the outcome of the non-cooperative game. Each distributed user plays the noncooperative game to optimize his/her own resource usage among the different sub-channels. If the outcome of the game is the desired NEP and satisfies all user's power and rate constraints, the referee will do nothing. Otherwise, the referee will restrict some users from using some sub-channels. By doing this, the game rule will be changed so as to improve the outcome of the game.
Specifically, in Fig. 4 , we show the block diagram of the proposed algorithm. We define the sub-channel set that the i th user can allocate their rates as transmission group S i . We initially set S i to have all the sub-channels, i.e. {1, . . . , L}. Then the non-cooperative game in (8) is applied. If all users' required rates are achieved and each user's overall power is less than the maximal power as the Lemma 3 requires in the previous section, the outcome of the game is considered to be the desired NEP. Under this condition, each user continues the non-cooperative game to adapt to the channel fluctuations.
If users' request rates are too high, the non-cooperative game might not be able to converge due to the fact that there might be no feasible solution discussed in Section IV.A. Under this condition, no matter how the users adapt their resource allocation strategies, there will be no operation points where all users can transmit simultaneously while achieving their rate requirements. The system will oscillate as a result of infeasibility. To improve the feasibility, the users, whose power achieves the maximal power while the required rates are not satisfied, will play the dual non-cooperative game defined as follows:
The rationale is to achieve the largest transmission rate with the limited power resources. The user automatically switches to the dual game whenever its power reaches the maximal power.
The users select to play the two types of games in (8) or (19) depending whether or not the requested rate can be achieved by the maximal power. The following Lemma proves the convergence of the two games playing simultaneously by different users.
Lemma 4: There exists the NEP for multiple users playing the different games defined in (8) and (19) .
After the games converge, if any user has to play the dual non-cooperative game, we assume the NEP is not desired, so that some user must remove some sub-channels from his/her transmission group. If the removal can make all users balanced at the desirable NEP, the algorithm continues in the noncooperative game step, i.e. all users play the game in (8) . Otherwise, we continue the user removal step, until no user can be removed, performances cannot be improved, or the desirable NEP is achieved.
The criterion for the user to remove a specific sub-channel is determined by the channel gain and the interferences plus noise level. If user i cannot satisfy his/her constraints, the users who share the sub-channels in S i will decide who will be prevented from using which sub-channel. The sub-channel with smallest channel gain and largest interferences plus noise will be selected, i.e., the j th user will drop the l th sub-channel if
where l ∈ S i and user j shares a least one sub-channel with user i. The criterion for whether or not the user can be removed from the transmission group is determined by three factors. 1) Each user must have at least one sub-channel to transmit, i.e., [A] il = 1, ∃l, ∀i. 2) No sub-channel is wasted, i.e., at least one user is assigned for each sub-channel.
[A] il = 1, ∃i, ∀l. 3) User cannot be prevented from using the sub-channel, if the user cannot transmit its rate R i using the rest of subchannels within maximal power limitation, even though he/she occupies them alone.
The referee is a virtual concept and can be implemented in any base station among the co-channel cells to coordinate the resource usage. In order to apply the proposed algorithm, we assume that base stations can accurately measure the channel gains and interferences plus noise power. Moreover there are reliable feedback channels to mobiles for the referee's decisions. All these assumptions are similar to close-loop power control and are reasonable for implementation in practice. The proposed distributed algorithm for each cell is shown in Table  I .
D. Complexity, Convergence, and Implementation
In this subsection, we discuss some practical issues for the proposed scheme with a virtual referee. The complexity of the proposed non-cooperative game scheme is O(L log L), which is the complexity of water-filling in (10) [2] . The convergence speed of the non-cooperative game is determined by the largest eigenvalue of D l F l , from Perron-Frobenius theorem [30] . This can also be illustrated by the example in Fig. 1 . The convergence speed depends on the two curves where the best responses of one user are occurred conditioned on the other users' rates. Starting from any feasible point, in each round, two users try to move the operating point vertically and horizontally to the corresponding curves. Consequently, the solution is getting closer to the optimal after each round. If the two curves are too parallel to each other, the convergence speed will be slow. It is worth mentioning that the convergence of the non-cooperative game is similar to the convergence of close-loop power control proposed in [28] and [29] . Some fast convergence algorithms can also be employed such as second order power control proposed in [31] . The frequency of applying the proposed scheme depends not only on the convergence speed, but also on how fast channels change. From the current 3G system, this frequency is about 1500 times per second. For the multiple cell wireless LAN application where users moves less frequently, the frequency can be much lower. Since the complexity of the algorithm is very low, the computation burden is not high for the network.
For centralized schemes, the channel information of all users are required at all times in order to perform the optimization. For the proposed scheme, the overhead and signaling occur only when the system cannot be balanced at a good Nash Equilibrium. Under this condition, a referee needs to collect information from all the co-channel interfered cells. The frequency for this overhead and signaling is much lower than that required for centralized schemes. The collected information includes power value P There are some other implementation issues such as synchronization. For the downlink case, the synchronization can be achieved by utilizing Global Position System in the BS. For the uplink case, the carrier frequencies can have up to 10Hz differences, which will cause the inter-sub-channelinterferences. Consequently, there might be some error floor in the BER performances of MQAM. This problem can be alleviated by feeding back the frequency offset. Moreover, in [32] , guard sub-channel is put at the edge of each sub-channel such that multiple access interference can be minimized and synchronized algorithm is applicable for each sub-channel.
It is also worth mentioning that if the distributed users can take into account of the referee's rule as well, they can gain advantages and the game equilibrium will be changed. However, we do not focus on how to combat the greedy player in this paper. Instead, the proposed scheme targets on the distributed resource allocation so that the overhead and signaling can be reduced. In other words, for example, the distributed users might belong to the same company and it is not necessary to design clever schemes to take advantages of the referee scheme of the same company.
IV. SIMULATION RESULTS
To evaluate the performances of the proposed scheme, we set up the simulations consisting of a two-cell case and a seven-cell case. We compare the proposed referee-based scheme with two other schemes. The first scheme is the fixed channel assignment algorithm which always has only one user per sub-channel. The second scheme is iterative water-filling algorithm which is basically the non-cooperative game without a referee. In the following, the simulation results for a twocell system are presented in the first subsection, and those for multi-cell system are shown in the second subsection. 
A. Two Cell Case
In the two-cell case, one base station is located at the center of each cell and one mobile per cell is generated as a uniform distribution within the corresponding cell. The propagation model assumes the operation in a suburban environment and takes into consideration of path loss and shadowing. The
, where d 0 = 10m is used as a reference point in measurements (L(d 0 ) = 0dB) and α is set to 3.5. Shadow fading for each user is modelled as an independent log-normal random variable with standard deviation σ = 10dB. The four-path Rayleigh model is taken into consideration to simulate the frequency selective fading channels, which has an exponential power profile with 100ns rootmean-square (RMS) delay spread. We consider an OFDMA system with 32 sub-channels in total. The overall bandwidth is 6.4MHz. The total transmission power for every mobile is constrained by a maximal value of 5mW. The receiver thermal noise is -70dBmW. The BER of the transmitted symbols is required to be 10 −3 on every sub-channel for each user, which corresponds to c 3 = 0.2831 in (4). Two cells are located adjacent to each other.
In Fig. 5 , we show the achievable rate versus the required rate for the proposed scheme and the pure water-filling scheme. Here we assume R 1 = R 2 . For comparison reason, we also show the ideal case where the achievable rate equals to the required rate. When the required rate is small, both users can achieve the desired rate while minimizing their own power. Under this condition, the dual game is seldom played. Consequently, the achievable rate is the same as the required rate. When the required rate is high, the system might not be feasible under all conditions. As a result, some users turn to play the dual game and the achievable rate is smaller than the desired rate. Compared to the iterative water-filling scheme, the proposed scheme has up to 10% higher achievable rates. This is due to the fact that the resource usage of crowed subchannels has been improved by the referee.
In Fig. 6 , we show the overall transmitted power versus achievable rate R i . When the rate requirement is increas- ing, the transmit power is increasing and the co-channel interferences become more severe. Notice that the power axis is plotted in log scale. Since the curves are linearly increasing when the rate is small, the transmit power increases exponentially with the rate constraint. The reason is that the rate is a log function of power in (4). Compared with the fixed assignment algorithm, the proposed algorithm reduces up to 80% of powers. This is because the fixed assignment algorithm wastes many resources by letting only one user occupy any sub-channel. Compared with the pure iterative water-filling algorithm, the proposed algorithm reduces about 25% of powers. The reason is that the proposed refereebased scheme can improve the Nash equilibrium of the noncooperative game. Notice that the maximal achievable rate for the proposed scheme is higher than both fixed scheme and iterative water-filling scheme. For the large values of achievable rate, the overall transmission power does not follow the linear increase and saturates at P max , because most of the users play the dual game when the rate is high. In Fig. 7 , we show the number of users per sub-channel versus rate constraint. 2 The iterative water-filling has average number of user per sub-channel from 1.86 to 1.96, the proposed scheme from 1.76 to 1.92, and the iterative waterfilling always has higher number of user per sub-channel than the proposed scheme. The user per sub-channel of the iterative water-filling algorithm is increasing when the rate requirement is less than 30Mbps. This is because some subchannels may not have been allocated powers when the rate constraint is small. As the rate constraint increases, the users are greedier to compete for resources when the rates and cochannel interferences are high. When the rate is higher than 30Mbps, the user per sub-channel for iterative water-filling scheme starts to decrease. Because the dual game is played under this condition, the user does not allocate the limited power to the sub-channels with high interferences.
The proposed algorithm has larger user per sub-channel when the rate requirement is small. This is because of the same reason as the pure iterative water-filling. But when the rate becomes larger, the user per sub-channel is reduced. The reason is that more users are removed by the referee from using the sub-channel when the rate constraint is large. Consequently, the users can utilize the limited resources more efficiently. The gap between the proposed scheme and the pure water-filling scheme is larger when the rate constraint is large and the rate is less than 30Mbps. This is because some sub-channels can only support one user especially when the rate constraint and co-channel interferes are large, while the iterative water-filling algorithm still tries to put two users into one sub-channel. When the rate is larger than 30Mbps, the number of user per sub-channel for the proposed scheme is increasing, because most of users turn to play the dual game. Under this condition, the power, rate, and sub-channel allocation almost achieves the boundary of the feasible range for the system to support users' rates. The proposed referee based approach has less room to improve the system performances. 2 The fixed channel assignment algorithm always has one user per subchannel. So it is not shown in the figure. 
B. Multi-Cell Case
Multi-cell case simulation with seven users is conducted. One cell is located in the middle and the other six cells are located at the angle of [0, 30, 90, 150, 210 , 270] degrees, respectively. The cell radius is r = 100m. The rate constraint is 12Mbps for each user and the power constraint is P max = 10mW. We define the reuse factor R u as the distance between two base stations D over the cell radius r. The smaller reuse distance, the more severe the co-channel interferences are. The other settings are the same as those of two-cell case.
In Fig. 8 , Fig. 9 , and Fig. 10 , we show the achievable rate, average transmitted power, and users per sub-channel versus reuse distance for the iterative water-filling algorithm and the proposed refereed-based algorithm, respectively. The cochannel interferences are more severe when the reuse distance is small. The proposed scheme can achieve higher feasible rate compared to iterative water-filling scheme. The gap between required rate and achievable rate is larger when R u becomes smaller. This is because more users have to play dual noncooperative game when the co-channel interferences are large. Notice that the rate gap is relatively small compared to the requested rate. In Fig. 9 , we can see that the proposed algorithm can reduce the transmit power by about 40% when the co-channel interferences are severe (e.g. R u = 2), which will greatly improve the system performance. The power reduction is due to the reason that the proposed scheme removes more users and reduces number of users per sub-channel as shown in Fig. 10 . Consequently, the usage of the resources can be more efficient. On the other hand, when R u is increasing, the co-channel interferences are reduced and the channel is impaired more by noises than by interferences. As the result, two schemes shows the similar achievable rate, transmitted power, and user per sub-channel. Since the effects of others' strategies are smaller under this situation, the virtual referee seldom works. Therefore the proposed scheme reduces to the iterative water-filling scheme.
V. CONCLUSIONS In this paper, we develop a distributed game theory approach with a referee to adaptively assign the sub-channels, Fig. 10 . User Per Sub-channel versus Ru for the Multicell Case rates, and power for multi-cell OFDMA networks. The goal is to minimize the total transmission power under the constraints of the desirable rate and the maximal transmitted power. To improve the performances, a virtual referee is introduced to the networks to regulate the competition for the resource usage. Compared with the iterative water-filling method, the proposed scheme has one more optimization dimension for channel assignment of sub-channel sharing. Moreover, this refereebased scheme imposes little burden on system implementation. From the simulation results, the proposed distributed algorithm reduces the transmitted power by up to 80% and 25% compared with the fixed assignment scheme and the iterative water-filling scheme for two-cell case, respectively. The achievable rate can be improved up to 10%. As for the multi-cell case, the proposed scheme saves up to 40% power compared with the iterative water-filling scheme when the cochannel interferences are severe.
APPENDIX

A. Proof of Lemma 1
In [8] , it has been shown an NEP exists, if for all i, the following two conditions can be satisfied 1) Ω, the support domain of u i (r i ), is a nonempty, convex, and compact subset of some Euclidean space L . 2) u i (r i ) is continuous in r i and quasiconvex in r i . Since each sub-channel can be allocated by P max and overall transmitted power for all sub-channels is linearly constrained by P max , the supporting domain for power allocation is compact and convex. Because the rate is a concave function of transmitted power if the interferences are fixed, the supporting domain Ω for r l i , ∀l is a convex and compact subset of some Euclidean space ( + ) L . It is worthy mentioning that Ω K is not convex and one example is shown in Fig. 1 . But our proof only needs that Ω is convex and nonempty.
From (2) and (4), when the water-filling is done for (8) ,
Obviously, u i is continuous for r i and convex for r l i . To prove the jointly quasi-convex in r i , we need to define u i = +∞ if infeasible. Suppose there are two operation points r i and r i . If the linear combination between the two operation points is located within feasible range, from (21), the convexity can be easily proved. Otherwise, u i = +∞ which is larger than any linear combination between u i (r i ) and u i (r i ). So both conditions hold.
B. Proof of Lemma 2
When the rate requirement is satisfied and the overall power is less than P sum , the constraints in (17) and (18) can be omitted. The boundary conditions for α 1 and α 2 can also be omitted. The Lagrangian multiplier for minimizing system overall power in (17) can be written as:
The Lagrangian multiplier for individual to minimize the power in (18) can be written as:
By substituting 
The above equalities in (24) can also be derived from 
C. Proof of Lemma 3
First, if at NEP, no user can improve his/her own performance by changing his/her rates alone. If 
∇(
The above equation is for each user's optimization in (8) . For the system optimization problem in (6), if r l i > 0, ∀A il = 0 and L l=1 P l i < P max , ∀i, the global optima will satisfy the KKT condition without considering the inequality constraints:
Obviously, when the non-cooperative game in (8) converges to NEP, (26) will be satisfied from (25) . So the KKT necessary condition is satisfied at the NEP.
D. Proof of Lemma 4
To prove the convergence, we need to first show that the feasible range is not empty and then there exits an NEP if both games are played together. From the analysis in Section II-D, we know that the feasible range is not empty as long as the required rates are small enough. In the proposed two-game scenario, if any user detects that it is impossible to achieve the desired rate by the maximal power, the user will change the resource optimization to maximize the achievable rate by the limited power. Consequently, the rate is reduced. In the worst case, all users play the dual non-cooperative game. Under this condition, a feasible solution can be surely achieved since all users' power is bounded.
Starting from this feasible solution, we need to prove both games satisfy the two conditions in Lemma 1. Obviously the support domain for the dual game in (19) 
