Background: Regularized generalized linear models (GLMs) are popular regression
for therapeutic responsiveness. eNetXplorer is also generally applicable to any research area that may benefit from predictive modeling and feature identification using regularized GLMs.
Availability and implementation:
The package is available under GPL-3 license at the CRAN repository, https://CRAN.R-project.org/package=eNetXplorer Background Rigorous, exploratory analysis for the identification of correlates and predictors in a multi-parameter/feature setting is needed in a variety of contexts, especially in systems biology where data involving a large number of parameters are highly prevalent.
Oftentimes, bioinformatics analysis in such settings involves generalized linear models where observations (N ) are outnumbered by parameters/features (p) measured. This class of problems can be addressed by the elastic net, 1 which uses a mixing parameter α to tune the number of features used in the model continuously from ridge (α = 0) to lasso (α = 1).
Algorithmically, the elastic net was efficiently implemented by the package glmnet, a coordinate descent algorithm 2,3 that, for each α, generates an entire path of solutions in the regularization parameter λ, which controls the penalty for using more parameters. While the choice of λ is usually guided by prediction performance using cross validation, α is often viewed as a higher-level parameter and chosen based on more subjective grounds. 3 Lasso generates parsimonious solutions in that a small number of predictor variables are selected from a large number of input parameters, particularly useful in p N scenarios; however, in the presence of complex correlation structures among input variables (or degeneracies), lasso can arbitrarily pick one as a predictor among a set of correlated variables and ignore the rest. This characteristic may lead to models that are idiosyncratic of the input data set, as opposed to more robust solutions capturing relevant signals, or it may even lead to unstable solutions in some extreme cases. 3 On the contrary, ridge regression promotes redundancy by shrinking correlated features towards each other, thus allowing information to be borrowed across them.
In multi-parameter exploratory analysis where the primary goal is to generate hypotheses, e.g. to assess which variables correlate with a biological phenotype of interest, it is desirable to examine the entire family of elastic net models spanning the range from ridge to lasso. In this scenario, an objective, quantitative framework is needed to assess the statistical significance of individual models and, within each model, that of individual parameters/features. Towards this goal of transforming large-scale data sets into biological hypotheses, this paper introduces eNetXplorer, an R package providing a quantitative framework to explore elastic net families for generalized linear models (GLM). In the current version, three important GLM types are implemented: linear regression, two-class logistic, and multinomial classification. In future releases, we plan to extend it to other GLM types such as Poisson regression and the Cox model for survival data.
eNetXplorer is built on top of the existing R package glmnet and provides new functionalities to empower practical applications, including evaluating the statistical significance of a family of fitted models and the corresponding features that contributed significantly to prediction via a cross validation framework. Both bioinformaticians and biologists can utilize our package to help transform data into biological insights, for example, to help answer which biological variables, often out of a large number in the current age of large-scale 'omics' datasets, provide predictive information about an outcome variable (e.g., drug responses). Furthermore, our package provides a set of standard plots, summary statistics, and output tables to enable the visualization and interpretation of the results, thus making regularized GLMs more readily accessible to a larger user base of diverse scientific backgrounds. Fig. 1(a) ). In p N scenarios, such as (but not limited to) typical single-and multi-omics datasets, regression analysis requires regularization models such as ridge and lasso ( Fig. 1(b) ). The elastic net provides an integrated framework to analyze the full regularization path from ridge to lasso; however, there remained a number of issues ranging from model selection and assessing statistical significance of individual models to feature selection and their statistical significance ( Fig. 1(c) ). By generating null-model ensembles via random permutations of the sample label of the response variable ( Fig. 1(d 1 ) ), eNetXplorer addresses these issues ( Fig. 1(d 2−4 ) ). Although the emphasis of our presentation is placed on biomedical applications, for which high-throughput technologies such as DNA/RNA sequencing, deep-phenotyping flow and mass cytometry, as well as highly multiplexed proteomics typically generate p N datasets, eNetXplorer is generally applicable to datasets be- In the model building module ( Fig. 2(a) ), a set of n λ values is obtained using the full data; independently from n λ , the user may also specify a value for n ext λ > n λ to extend the range of λ values symmetrically while keeping its density constant in log scale. For each λ, elastic net cross-validation models are generated for n r runs, where each run randomly assigns instances (i.e. the N measured samples/observations) among n f folds.
The chosen regularization λ * is determined by maximizing a quality function (QF) that compares the out-of-bag (OOB, i.e. not used in training) predicted response against the observed response. User-defined QFs can be provided. Otherwise, GLM-specific defaults are used: for linear regression, the default QF is correlation (where the user can choose among Pearson's, Spearman's and Kendall's methods); for binomial models, it is accuracy; and, for multinomial models, average accuracy. For the latter two, the QF defaults are chosen based on the property of invariance under class label permutations.
Other popular performance measures implemented are precision, recall (sensitivity), F-score, specificity, and area-under-the-curve, which are not invariant under class label permutations, 4 but may be useful for some applications. Any of these performance measures can be selected as QF by the end user. 
where Θ is the right-continuous Heaviside step function. For sampling permutations with replacement, this expression provides a conservative estimate; 5 expressions for the exact p-value, as well as numerical approximations thereof, are provided by Ref. 6 As discussed above (recall Fig. 1 ), eNetXplorer aims to tackle the following questions that remained unaddressed by the elastic net framework implemented in glmnet:
• Which α provides the best-performing regularized model?
• What is the statistical significance of the predictive performance for each model across different α?
• Replacing QF in Eq. (1) by ν or |κ|, our framework also provides empirical pvalue estimates of the importance and statistical significance of individual features.
Caterpillar plots are generated to display the top features ranked by their importance, in which significance thresholds are indicated by customary dot and asterisk annotations. generates heatmaps of feature frequencies (Fig. 4(b) ) and feature coefficients (Fig. 4(d) ) across all α−models.
The same analysis strategy can be applied to any GLM in a similar fashion; two show boxplot representations of the OOB predictive accuracy for each class of samples, which can be thought of as the categorical counterparts of Fig. 3(c) for linear regression.
Figs. 3-6 were generated by functions provided by eNetXplorer; these functions can be called with custom graphics parameters. The package also includes additional methods to provide summary and data export functionality to facilitate downstream analysis.
Results
Linear regression case study: Predicting H1N1 influenza titers upon vaccination
Figs. 3-4 illustrate a typical eNetXplorer workflow to assess predictive models and parameters in the context of predicting antibody responses to H1N1 influenza vaccination using cell frequency data from Ref. 7 (included in the package). Here we focus on day 7 data (specifically, log fold-change from the baseline, i.e. log(day7)-log(day0)) to predict the antibody response on day 70.
The overall model performance across the entire elastic net family is summarized in Fig. 3(a) , which shows that the statistical significance against the null model is p ∼ 0.1 for α 0.35 and increases monotonically towards the lasso (p ∼ 0.05). Based on the assessment for this specific dataset, we will focus our discussion on the lasso solution;
however, it is useful to retain the ability to examine parameters for other values of α, which may pick up additional informative predictors and thus could provide further biological insights. It should be noted that the model-level statistical significance across α is dataset-specific; the accompanying vignette (Additional file 1) discusses varying effects of regularization on model performance, which arise in different scenarios of predictor/response covariance structure.
For α = 1, Fig. 3(b) shows the QF vs λ profile and the chosen λ * (dashed line)
that was used to build the solution for this particular value of α. If, instead of displaying a well defined maximum, this profile happened to appear flat or monotonically increasing/decreasing, this could suggest that the range of λ is insufficiently large and needs to be extended via n ext λ , which is functionality implemented in eNetXplorer for this purpose. If the profile continues to appear flat or monotonic, that may suggest that the model is a poor fit to the data. performance is quickly increased and the model is able to classify most samples correctly, as shown in Fig. 5(c-d) . It is important to note that these results are based on a large number of cross validation iterations, where (for each run and for each fold within the run) a model was built using the in-bag, training data only, and the model was then applied to generate predictions on unseen, out-of-bag samples, followed by assessing the concordance between the predicted and known response (class labels). This process is free of data leakages since the training and testing sets are independent, thus mitigating the risk of having biased accuracy estimates due to overfitting.
For multinomial models, feature significance is separately assigned to each class. For AML, we observe that the top features selected by lasso are miR-27a, miR-223, and miR-145 ( Fig. 6(a) ), which agree with the most connected miRs in the cell-line based AML-centric dyad networks reported in Ref. 8 By considering less regularized models (i.e. for smaller values of α), miR-23a, miR-24, and other related miRs showed up as significantly associated with AML. miR-27a is co-localized in mammalian genomes with miR-23a and miR-24 and they form the so-called 'miR-23a' cluster, which was reported to be misregulated in multiple cancers; similarly, miR-145 was shown to be involved in proliferation and differentiation of hematopoietic cells and to be altered during leukemogenesis. 9 This example illustrates the ability of eNetXplorer to help explore AML signatures ranging from a minimal, informationally non-redundant set of markers (which can be useful prototypes of a diagnostic panel) to a larger, correlated set of signals (which can provide biological insight and guide the formulation of testable hypotheses). For B-ALL, we observe that miR-146a, miR-708, miR-629 and other significant miRs in the elastic net family (Fig. 6(c-d) ) were also reported as hubs in B-ALL-centric network ensembles. 8 Most notably, quantitative reverse transcription polymerase chain reaction (qRT-PCR) analysis of relative miR-708 expression levels
showed that it could be a good biomarker for B-ALL. 8 Similarly, the most significant, differentially expressed miRs for T-ALL previously reported are recapitulated, at various degrees of parsimony controlled by α (Fig. 6(e-f) In order to illustrate applications of eNetXplorer to real biomedical datasets, we presented two case studies. In the first one, we found cell populations that may explain the antibody response to H1N1 influenza vaccination. In the second study, we found micro-RNAs that may play key roles in leukemogenesis, and/or may be utilized as biomarker signatures. As discussed above, while some of the findings were validated by existing literature, others suggest novel associations that remain to be further explored.
Naturally, regression models alone are unable to elucidate the molecular mechanisms at play; their role is that of showing (potentially novel) associations in large and complex datasets, thus aiding field experts in the process of formulating hypotheses and suggesting further experiments to confirm or rule out those hypotheses.
Lastly, let us emphasize that eNetXplorer, although primarily conceived in the context of biomedical research, it is generally applicable to other research areas as well. The accompanying vignette (Additional file 1) illustrates eNetXplorer workflows of general applicability.
Conclusions
Uncovering correlates and predictors in a multi-parameter setting is an ubiquitous problem in systems biology. In this context, regularized generalized linear modeling is a popular approach due to its flexibility, but it is often desirable to retain the ability to explore different levels of regularization and examine elastic net families that span the full range from ridge to lasso.
Our package is built on top of glmnet to provide novel functionalities that neither glmnet itself, nor (to the best of our knowledge) other currently available software packages provide. Importantly, one of the most valuable new functionalities our software enables is to empower biological applications in real-world settings to address one of the most frequently asked questions: which biological variables, often out of a large number in the current age of large-scale 'omicsâĂŹ datasets, provide predictive information about an outcome variable (e.g. diagnosis, vaccination efficacy, drug/treatment response, etc.)? Specifically, both the null model evaluation functions (based on response label permutations) that quantitatively assess which parameters are important and statistically significant for prediction, as well as a set of functions for visualization of these results across parameter space provided by our software, are novel and provide a systematic framework to rigorously assess parameter significance.
Thus, eNetXplorer aims to make regularization approaches to generalized linear modeling more readily available to a larger user base of diverse scientific background in order to transform large-scale data sets into biological hypotheses and insight. 
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