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Abstract
Stable invariant sets are an essential notion in the analysis and application of
dynamical systems. It is thus of great interest to learn dynamical systems with
provable existence of stable invariant sets. However, existing methods can only
deal with the stability of discrete equilibria, which hinders many applications. In
this paper, we propose a method to ensure that a learned dynamics model has a
stable invariant set of general classes. To this end, we modify a base dynamics
model using a learnable Lyapunov-like function so that the modified dynamics
attain the invariance and the stability of a specific subset. We model such a
subset by transforming primitive shapes (e.g., spheres) via a learnable bijective
function. We may specify such a primitive shape following prior knowledge of the
dynamics if any, or it can also be learned from data. We introduce an example of
the implementation of the proposed dynamics models using neural networks and
present experimental results that show the validity of the proposed method.
1 Introduction
Machine learning on dynamical systems appears in applications in diverse disciplines, such as physics
[30], biology [8], chemistry [23], and engineering [28]. A classical yet popular model used for
learning dynamical systems is the linear state-space models and variants like switching linear models.
Recent progress in this area includes the Gaussian process dynamics models [38] and models based
on deep neural networks [e.g., 30, 34, 24, 6, 26]. Whatever models are employed, we often would like
to know and control the nature of a learned dynamics model, for example, to reflect prior knowledge
of the dynamics and to ensure specific behavior of the learned dynamics model.
The invariance and stability of some subsets of a state space play a key role in dynamical systems
study as they concisely describe the asymptotic behavior of a system. For example, in computational
neuroscience, dynamical systems with stable invariant sets are used to explain biological functions
such as working memory and eye control [12]. In physics and biology, dynamical systems with stable
closed orbits are used for modeling various self-sustained oscillations [32]. Analyzing the existence of
a given system’s stability is a classical problem in dynamical systems study; in contrast, synthesizing
(i.e., achieving) stability of some dynamics models is a problem that has been addressed mainly in
automatic control and machine learning. Whereas automatic control tries to achieve stable systems
by designing control inputs, a common strategy in machine learning is to learn a dynamics model
from data with constraints so that a learned model attains some desired stability properties.
In this work, we tackle the problem of learning dynamics models with guaranteed invariance and
stability. Such a problem is commonly encountered in many applications of machine learning on
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dynamical systems. For instance, when some prior knowledge of dynamics is available (e.g., we know
a target phenomenon shows self-sustained oscillations and thus has a stable limit cycle), we would
like to incorporate it as a useful inductive bias by forcing a dynamics model to follow it. When we
have to assure the asymptotic behavior of a learned dynamical system (e.g., for meaningful prediction
or safety issues), it is helpful to guarantee the stability of the learned system.
Learning dynamics models with provable stability is not an entirely new task. Learning linear
dynamical systems with stability [e.g., 22, 31, 16] is a long-standing problem, and learning stable
nonlinear dynamics has also been addressed by many researchers [18, 29, 37, 10, 4, 26, 27]. However,
these studies have only dealt with the stability of discrete equilibria (i.e., a finite number of points
such that a state remains there when no external perturbation applies), which are a particular class of
invariant sets. The existing methods are not suitable for guaranteeing a learned dynamics model has
general stable invariant sets (e.g., limit cycles, limit tori, and continuous sets of equilibria) other than
discrete equilibria, which hinders useful applications of machine learning on dynamical systems.
In this paper, we propose a dynamics model with provable stability of general invariant sets. We
achieve stability using a generalization of the method proposed by Manek and Kolter [26], which
uses a learnable Lyapunov function to modify a base dynamics model. Whereas the original method
[26] only focuses on equilibria, our generalized method can deal with general subsets of a state space
(e.g., closed orbits, surfaces, and volumes) by considering the projection onto them. Moreover, we
propose a method to compensate for the lack of prior knowledge of the exact geometry of a stable
invariant set. We represent an invariant set by transforming a primitive shape (e.g., spheres, tori, and
quadrics) using a learnable bijective function. Such primitive shapes can be prespecified following
prior knowledge of the dynamics if any, or can also be learned from data. When the projection onto
them is nontrivial, e.g., for quadrics, we suggest using the differentiable convex optimization layers
[1]. The proposed method can be built from any parametric models such as neural networks.
2 Background
2.1 Dynamical systems, invariant sets, and stability
We primarily consider a continuous-time dynamical system described by a differential equation
x˙ = f(x), (1)
where x ∈ Rd is a state vector, and x˙ denotes the time derivative, dx/dt. We assume that f : Rd →
Rd is a locally Lipschitz function. We denote the solution of (1) with initial condition x(0) = x0 as
x(t). An invariant set of a dynamical system is defined as follows:
Definition 1. A positively invariant set S ⊂ Rd of dynamical system (1) is a subset of a state space
such that a trajectory x(t) starting from x0 ∈ S remains in S, i.e., x(t) ∈ S for all t ≥ 0.
A state xe such that f(xe) = 0 is called an equilibrium of the dynamical system (1) and consists a
class of invariant sets. One of the common interests in analyzing dynamical systems is the Lyapunov
stability of equilibria [e.g., 15, 13]. Informally, an equilibrium xe is stable if the trajectories starting
from the proximity of xe remain around it all the time. This notion is defined more formally as:
Definition 2. Let xe be an equilibrium of dynamical system (1). xe is said to be Lyapunov stable
if for every  > 0, there exists δ > 0 such that, if ‖x(0) − xe‖ < δ, then ‖x(t) − xe‖ <  for all
t ≥ 0. Moreover, if xe is stable, and x(t)→ xe as t→∞, xe is said to be asymptotically stable.
The (asymptotic) stability of equilibria plays a crucial role in analyzing dynamical systems as well
as in applications. For example, in computational neuroscience, dynamical systems with stable
equilibria (so-called point attractor networks) are used to explain phenomena such as associative
memory and pattern completion. In physics, coupled phased oscillators whose equilibria are stable in
certain conditions are used to model synchronization phenomena. Moreover, in engineering, ensuring
stability is important for the safety of controlled agents and the plausibility of prediction.
A method called Lyapunov’s second method or direct method is a well-known way to assess the
stability of equilibria, which can be summarized as follows:
Theorem 1 (Lyapunov’s direct method [e.g., 15, 13]). Let xe be an equilibrium of the dynamical
system in (1). Let V : U → R be a function on a neighborhood U of xe, and suppose further that:
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(A) V has a minimum at xe; for example, a sufficient condition for it is that V (x) ≥ 0 for all x ∈ U
and V (x) = 0 if and only if x = xe.
(B) V is strictly decreasing along trajectories of (1); for example, when V is differentiable, a
sufficient condition is that V˙ = dV (x)/dt = 〈∇V (x),f(x)〉 < 0 for all x ∈ U\{xe}.
If such a function V exists, then it is called a Lyapunov function, and xe is asymptotically stable.
2.2 Dynamics models with stable equilibria
Manek and Kolter [26] proposed a method to ensure the stability of equilibrium of a dynamics model.
They suggested constructing a function V that satisfies condition (A) in Theorem 1 using neural
networks and projecting the outputs of a base dynamics model onto a space where the condition (B)
also holds. That is, they build a dynamics model x˙ = f(x) as
f(x) =
{
fˆ(x)− ∇V (x)Tfˆ(x)+αV (x)‖∇V (x)‖22 ∇V (x), if ∇V (x)
Tfˆ(x) + αV (x) ≥ 0,
fˆ(x), otherwise,
(2)
where fˆ : Rd → Rd is a base dynamics model, and α ≥ 0 is a nonnegative constant. Function
V : Rd → R works as a Lyapunov (candidate) function. V is designed so that it has a global
minimum at x = 0 and no local minima. To this end, they construct V as
V (x) = σ (q(x)− q(xe)) + ε‖x− xe‖22, (3)
where ε > 0 is a positive constant to ensure the positivity of V , and σ : R → R≥0 = [0,∞) is a
convex nondecreasing function with σ(0) = 0. q : Rd → R is also a convex function, and they use
the input convex neural networks [2] to model it.
3 Dynamics models with stable invariant sets
3.1 Stability of general invariant sets
We can consider the stability, not only for discrete equilibria but also for general invariant sets:
Definition 3. Let S ⊂ Rd be a positively invariant set of dynamical system (1), and let dist(x, S) =
infs∈S ‖x− s‖ denote the distance between x and S. An invariant set S is said to be stable if for
every  > 0, there exists δ > 0 such that, if dist(x(0), S) < δ, then dist(x(t), S) <  for all t ≥ 0.
Moreover, if S is stable, and dist(x, S)→ 0 as t→∞, S is said to be asymptotically stable.
This is useful in characterizing the asymptotic behavior of dynamical systems with invariant sets such
as limit cycles, limit tori, and strange attractors. A limit cycle is a closed invariant orbit, and if it is
asymptotically stable, nearby trajectories approach to it as t → ∞. It appears in various physical
and biological phenomena [32]. Moreover, invariant sets that comprise infinitely many equilibria are
considered in analyzing higher-order coupled oscillators [35] and continuous attractor networks [12].
For example, attractor networks with line attractors are used to explain neural integrators.
The asymptotic stability of a general invariant set can be discussed using the LaSalle’s theorem:
Theorem 2 (LaSalle’s theorem [e.g., 17]). Let Ω ⊂ D ⊂ Rd be a compact set that is positively
invariant for the dynamical system (1). Let V : D → R be a differentiable function such that
V˙ (x) ≤ 0 in Ω. Let E be the set of all points in Ω s.t. V˙ (x) = 0. Let M ⊂ E be the largest invariant
set in E. Then, every solution of (1) starting from a point in Ω approaches to M as t→∞.
3.2 Dynamics models with general stable invariant sets
We propose a way to construct a dynamics model x˙ = f(x) that has a general stable invariant set.
The proposed model is schematically shown in Figure 1. Given a state vector x ∈ Rd as an input, it
first computes the transformed state z via φ (Step 1). Then the base dynamics model h(z) (Step 2) is
modified to g(z) to ensure the stability (Step 3) and then to f˜(x) to ensure the invariance (Step 4) of
the set specified by C. Finally, it gives f(x) = φ−1(f˜(x)) as an output. We can use any parametric
function approximators such as neural networks for these components. In the following, we explain
the concepts of the four main steps. More concrete examples are deferred to Section 4.
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x φ z
h
V , q, η C, ξ
g(x) f˜(x) φ−1 f(x)
Figure 1: Proposed dynamics model x˙ = f(x). The rectangles denote learnable functions.
Step 1: invertible feature transform First, we transform the original state vector x ∈ Rd by a
bijection φ : Rd → Rd. We denote the transformed vector by z ∈ Rd, that is,
z = φ(x). (4)
For the sake of gradient-based learning, we assume φ and its inverse φ−1 are differentiable almost
everywhere. By introducing such a feature transform, we can lift the problem of learning x˙ = f(x)
to the problem of learning z˙ = f˜(z) and z = φ(x).
This transformation is necessary when we cannot precisely parametrize the geometry of a stable
invariant set S ⊂ Rd that the learned dynamics should have. For example, when we know only the
topology of S, we can use a homeomorphism for φ, such as neural ODEs [6, 11]. If we have prior
knowledge of the exact geometry of S, we may not need φ, that is, we may set φ(x) = x.
Step 2: base dynamics model The second component is a base dynamics model h : Rd → Rd,
which itself does not necessarily have nontrivial stable invariant sets. We can use any parametric
models as h, such as neural networks. When we do not care about the stability and invariance
properties of a learned dynamics model, we can simply let h give the estimate of z˙, that is, z˙ = h(z).
Otherwise, we modify the output of h as follows to guarantee the existence of a stable invariant set.
Step 3: ensuring stability The third component is to modify the base dynamics, h, so that modified
dynamics’ trajectories converge to some limit set S˜ ⊂ Rd. According to Theorem 2, for trajectories
to converge to S˜, it is sufficient that there exists a function V : Rd → R that decreases along the
trajectories everywhere outside S˜. To this end, we construct a candidate function V as follows.
Let S˜ ⊂ Rd be a convex subset of the space of z. At this time, we do not assume anything about
the positive invariance property of S˜. Let PS˜z denote the orthogonal projection of z onto S˜, that is,
PS˜z = arg mins∈S˜ ‖z − s‖22. Let q : Rd → R be a convex function, and σ : R→ R≥0 be a convex
nonnegative nondecreasing function with σ(0) = 0. We define the function V as
V (z) = σ
(
q(z)− q(PS˜z))+ ε‖z − PS˜z‖22. (5)
It reaches the minimum V (z) = 0 at z ∈ S˜ and does not have any local minima at z /∈ S˜ from
construction. Given such a function (5), we modify the outputs of the base dynamics model, h, as
g(z) =
{
h(z), if z ∈ S˜,
h(z)− γ(∇V (z)Th(z) + αV (z))∇V (z)Th(z)+αV (z)+η(z)‖∇V (z)‖22 ∇V (z), otherwise, (6)
where γ(·) is the unit step function (i.e., γ(a) = 1 if a ≥ 0 and γ(a) = 0 otherwise), and α ≥ 0 is
a nonnegative constant. η : Rd → R≥0 is a nonnegative function that works like a slack variable.
Merely setting η(z) = 0 also ensures the stability of S˜, but it may be useful to model η using another
neural network for allowing more flexibility of a dynamics model.
Comparing (5) and (6) to (3) and (2), respectively, we can see our method is a generalized version of
the method of Manek and Kolter [26]. Whereas their method ((3) and (2)) constructs a Lyapunov
candidate function and modifies a base dynamics model so that its equilibrium is asymptotically
stable, our generalized one ((5) and (6)) is applicable to general limit sets. To this end, we introduced
the use of the invertible feature transform, φ, and the projection onto a convex set, PS˜ . How to deal
with a nontrivial PS˜ within an implementation using neural networks is addressed in Section 4.
Step 4: ensuring invariance The fourth and last component is for ensuring the positive invariance
of the limit set, S˜. We consider the following two types of the definition of S˜:
S˜vol = {z | CS˜(z) ≥ 0} and (7a)
S˜surf = {z | CS˜(z) = 0}, (7b)
4
where CS˜ : Rd → R is a continuously differentiable function. The invariance of such sets can be
characterized as follows (the proof is in the appendix):
Proposition 1. For a dynamical system z˙ = F (z), the following holds:
(a) If CS˜(z) = 0 ⇒ ∇CS˜(z)TF (z) ≥ 0, then S˜vol in (7a) is a positively invariant set.
(b) If CS˜(z) = 0 ⇒ ∇CS˜(z)TF (z) = 0, then S˜surf in (7b) is a positively invariant set.
Given this fact, we further modify the outputs of g as follows:
f˜(z) =
{
g(z)− ∇CS˜(z)Tg(z)−ξ(z)‖∇CS˜(z)‖22 ∇CS˜(z), if z ∈ S˜,
g(z), otherwise.
(8)
Here, when S˜ is defined as S˜vol in (7a), ξ : Rd → R≥0 is a nonnegative function (like η in the
previous step). Otherwise, when S˜ is as S˜surf in (7b), ξ is simply ξ(z) = 0.
3.3 Proposed dynamics model has a provable stable invariant set
We can summarize the property of the dynamics models as follows (the proof is in the appendix). We
show only the case of S˜vol in (7a), but analogous propositions also hold for the case of S˜surf in (7b).
Proposition 2. Let S˜vol be the subset of Rd defined in (7a). Let f˜ : Rd → Rd be the function in (8).
Then, for a dynamical system z˙ = f(x), S˜vol is a positively invariant set and is asymptotically stable.
Corollary 1. Let φ : Rd → Rd be the bijection in (4). Let Svol = {x | CS˜(φ(x)) ≥ 0} be a subset
of Rd, where CS˜ is the function that appeared in (7). Let f = φ−1 ◦ f˜ ◦φ, where f˜ is defined in (8).
Then, Svol is an asymptotically stable invariant set for a dynamical system defined as x˙ = f(x).
4 Implementation examples
4.1 Modeling components using neural networks
The components of the proposed method, namely φ, h, q, η, and ξ, can be any parametric models
such as neural networks. The feature transform, φ in (4), has to be modeled as an invertible function.
For example, we suggest using the neural ODE and its variants [6, 11], which are useful when we
can specify the topology of a to-be stable invariant set. Other options for φ can be found in the
context of the study of normalizing flows [see, e.g., 20]. We can substitute arbitrary models to the
base dynamics, h, in accordance with the nature of the input data; in this work, we used a neural
network with fully-connected hidden layers. The convex function, q in (5), can be modeled using the
input-convex neural networks [2] as in the previous work [26]. The slack functions, η and ξ in (6)
and (8), respectively, can also be modeled using neural networks such as ones with fully-connected
layers with output-value clipping to be nonnegative.
When we anticipate that the dimensionality of a stable invariant set is significantly lower than the data
dimensionality, we can make use of dimensionality reduction and manifold learning techniques along
with the proposed dynamics model. For example, we can easily combine an autoencoder into the
proposed method. It is an interesting open challenge to learn embedded low-dimensional attractors
and dynamics explicitly and simultaneously.
4.2 Modeling invariant sets
We should somehow prepare the curve, CS˜ in (7), to define the geometry of a stable invariant set S˜ in
accordance with the extent of availability of prior knowledge. If the following conditions hold:
(i) The to-be stable invariant set S can be defined analytically, and
(ii) The orthogonal projection onto S˜ (PS˜z in (5)) can be computed analytically,
then, we do not have any difficulty; set φ to be the identity function (i.e., φ(x) = x), define CS
following the prior knowledge, and implement PS˜z = PSx as such. If the condition (i) or (ii) or both
do not hold, the following points should be considered. If (i) fails, we should set S˜ to be a simple
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primitive shape, such as spheres and tori, and make use of the feature transform φ to represent S.
Also, we can regard unknown coefficients in CS˜ , if any, as learnable parameters. If (ii) fails, and if
CS˜ is a convex function, we can use the differentiable convex optimization layer [1]. Suppose the
case of (7a) (and analogously for (7b)). We have
PS˜z = arg mins ‖z − s‖
2
2 s.t. CS˜(s) ≥ 0, (9)
so using the techniques in [1], we can systematically compute the gradients of the elements of PS˜z
with regard to z via applying the implicit function theorem on the optimality condition of (9).
We provide concrete examples of the configurations of φ, CS˜ (or CS if φ is identity), and PS˜ :
Example 1. If we know that the dynamics’ stable invariant set S is a sphere around the origin, we
can set φ to be the identity function φ(x) = x and set CS˜(z) = CS(x) = ‖x‖2 − r2. In this case,
PS˜z = PSx = rx/‖x‖ for x 6= 0. The radius r may or may not be a learnable parameter.
Example 2. If we know that the stable invariant set is homeomorphic to a sphere but do not know the
exact geometry, we can set CS˜ as above but φ to be a homeomorphism such as neural ODEs [6, 11].
This also applies to cylinders instead of spheres, which is useful in modeling general limit cycles.
Example 3. We may set S˜ to be a 2-torus, CS˜(z) = (
√
z21 + z
2
2 − R)2 + z23 − r2, onto which the
orthogonal projection PS˜z can be computed analytically. This is useful in modeling limit tori.
Example 4. Another common option is a hyperplane CS˜(z) = c
Tz − b. This is useful in modeling,
for example, sets of infinitely many equilibria, which often appear in computational neuroscience.
Example 5. More generally, we may set S˜ to be a quadric, CS˜(z) = z
TQz + pTz + r. If this is the
case, we need the differentiable optimization layer [1] to represent PS˜z in general.
4.3 Learning procedures
Given a dataset and the dynamics model x˙ = f(x) constructed as above, we are to learn the
parameters of the unknown functions, φ, h, and q, and possibly η, ξ, and C. The learning scheme
can be designed in either or both of the following two ways. If we have paired observations of x and
x˙, we simply minimize some loss (e.g., square loss) between x˙ and f(x). This is also applicable
when we can estimate x˙ from x’s using techniques such as [5]. If we only have unevenly-sampled
sequences (xt1 , . . . ,xtn), we resort to the techniques engaged in neural ODEs [6] for optimization.
5 Related work
Learning stable dynamics Learning stable linear dynamical systems, e.g., xt+1 = Axt s.t.
ρ(A) < 1, is indeed a nontrivial problem and has been addressed for decades [e.g., 22, 31, 16]. The
problem of learning stable nonlinear systems has also been actively studied for various models, such
as Gaussian mixtures [18, 3, 37], Gaussian processes [10], and neural networks [29, 26, 36, 27].
However, they only consider the stability of discrete equilibria. Thus, they cannot deal with the
stability of general invariant sets, such as limit cycles, limit tori, and sets of infinitely many equilibria.
Learning stabilizing controllers A research direction related to ours is to learn a controller that
stabilizes a given dynamical system. For example, Chang et al. [4] proposed a method to learn neural
controllers by constructing a Lyapunov function simultaneously using neural networks. They adopt a
kind of self-supervised learning scheme where a neural controller and a neural Lyapunov function are
trained so that the violation of the stability condition (in Theorem 1) is minimized. Such an approach
is also applicable to dynamics learning, but most existing methods only focus on discrete equilibria.
Learning physically meaningful systems Another related thread of studies is to learn physical
models, such as Lagrangian [25, 9] and Hamiltonian [14] neural networks. They are conservative
systems so do not involve stability, but an extension to port-Hamiltonian systems [39] can consider
dissipative systems. However, such a method cannot control the properties of limit sets.
6 Numerical examples
We present experimental results of learning dynamics with stable invariant sets. In the experiments,
the learnable components of the proposed method are modeled using neural networks with fully-
connected hidden layers with the ELU activation function (the details are presented in the appendix).
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Figure 3: Values of the function
V (x) learned on the data gener-
ated from (11).
In the experiments, besides the proposed model x˙ = f(x) = φ−1(f˜(φ(x)), we tried either or both
of the following models as baselines:
1) The base dynamics model without the stability nor invariance guarantees, i.e., x˙ =
φ−1(h(φ(x))); we may refer to this baseline as a vanilla model.
2) The stable dynamics model basically with the same architectures with the proposed one, but the
stable invariant set is fixed to be an equilibrium at x = 0 (i.e., the model in [26]); we may refer
to this baseline as a stable equilibrium model.
6.1 Simple examples
For a proof of concept, we examined the performance of the proposed method on simple dynamical
systems whose stable invariant set is known analytically.
Limit cycle First, we examined the system:
x˙1 = x1 − x2 − x1(x21 + x22), x˙2 = x1 + x2 − x2(x21 + x22), (10)
whose orbits approach to a unit circle as t → ∞. We generated four orbits of length 20 with
∆t = .075 and used them (i.e., pairs of x and x˙) as training data. For the proposed model, we set
φ(x) = x and CS(x) = x21 + x
2
2 − 1, where S was defined as in (7b). In Figure 2, we show the
results of long-term prediction on test data. Note that the long-term prediction was performed given
only x at t = 0. The left panel depicts trajectories of length 200 generated by the true system (10),
the vanilla model, and the proposed model. The proposed model’s trajectory successfully reaches the
plausible limit cycle, while it is a natural consequence of the model’s construction. The right panel
shows the average long-term prediction errors against prediction steps (a single step corresponds to
∆t = .075). We can observe the proposed stable model achieves lower prediction errors.
Equilibria set We examined another simple dynamical system:
x˙1 = x1(1− x2), x˙2 = x21. (11)
For this system, the line x1 = 0 is a continuous attractor as it is a set of infinitely many stable
equilibria; that is, every orbit starting at x1 6= 0 approaches to some point on this line as t → ∞.
We generated eight orbits of length 80 with ∆t = .05 as training data. We learned the proposed
model with φ(x) = x and CS(x) = c1x1 + c2x2, where c1 and c2 were learnable parameters, and
S was defined as in (7b). In Figure 3, we show the values of learned V (x). We can observe that it is
successfully learned because V (x) monotonically decreases toward the line x1 = 0. Moreover, it
reflects the fact that a state following (11) moves faster when x1  0 and x2  0.
6.2 Learning vector field of nonlinear oscillator
The Van der Pol oscillator:
x˙1 = x2, x˙2 = µ(1− x21)x2 − x1 (12)
is well known as a basis for modeling many physical and biological phenomena. It has a stable limit
cycle, whose exact shape cannot be described analytically.
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Figure 5: Long-term predictions of on-attractor fluid flow given off-attractor training data. The red
and yellow denote positive values, and the blue and cyan denote negative values of vorticity. (a)
Ground truth. (b) Prediction by the vanilla model. (c) Prediction by the stable equilibrium model [26].
(d) Prediction by the proposed model with an embedded cylinder as a latent stable invariant set S˜.
As training data, we used the values of x and x˙ sampled evenly from the area [−2.5, 2.5]× [−4.5, 4.5]
(i.e., the red dashed-line rectangle in Figure 4a) with µ = 2. In the proposed model, we used the
augmented neural ODE (ANODE) [11] for φ. We set S˜ to be a circle, (i.e., CS˜(z) = z
2
1 + z
2
2 − r2),
and S˜ was defined as in (7b), expecting that an appropriate feature transform would be learned as φ.
In Figure 4b, we show the learned vector field and two trajectories generated from it. They successfully
resemble the truth (in Figure 4a), though only the data from the limited area were used in training. In
Figure 4c, we depict the values of learned V (x), wherein we can observe V (x) decreases toward
the limit cycle of the oscillator (the dashed orbit in the figure). In Figure 4d, we show an example
of long-term prediction errors against prediction steps (a single step corresponds to ∆t = .05). The
model with the proposed stability guarantee achieves significantly lower long-term prediction errors.
6.3 Application: fluid flow prediction
We apply the proposed stable dynamics model to an application of fluid flow prediction. The target
flow is so-called cylinder wake; there is a cylinder-like object in the field, fluids come from one side,
and there occurs a series of vortices past the object in certain conditions. This is a limit cycle known
as the Kármán’s vortex street. Before the flow reaches the limit cycle, it typically starts from an
unstable equilibrium, and then the vortices gradually grow. This stage is called off-attractor.
As training data, we generated such flow using the immersed boundary projection method [33, 7] and
used the part from near the equilibrium to a time point before the limit cycle is completely observed;
hence the training data were off-attractor. The data comprised the observations of the vorticity in
the field of size 199 × 449. As preprocessing, we reduced the dimensionality of data from 89351
to 26 by PCA, which lost only 0.1% of the energy. We contaminated the data with Gaussian noise.
We estimated x˙ by (xt+∆t − xt)/∆t and learned the proposed dynamics model with a cylinder
embedded in the 26-dim space as S˜ (i.e., CS˜(z) = z
2
1 + z
2
2 − r2). We used ANODE [11] for φ.
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In Figure 5, we show the results of long-term prediction starting at a time point where the flow is
almost on the limit cycle (i.e., on-attractor). The two baselines (in Figures 5b and 5c, respectively) fail
to replicate the true limit cycle (in Figure 5a). In contrast, the long-term prediction by the proposed
method (in Figure 5d) successfully shows a plausible oscillating pattern, though the oscillation phase
is slightly different from the truth. It is worth noting that with the proposed stable dynamics model,
we were able to predict the long-term oscillating patterns only from off-attractor training data.
7 Conclusion
In this work, we proposed a dynamics model with the provable existence of a stable invariant set.
The proposed method can deal with the stability of general types of invariant sets, for example, limit
cycles and sets of infinitely many equilibria. Future directions of research include the treatment
of random dynamical systems as the current method is limited to deterministic dynamical systems.
Moreover, consideration of the input-to-state stability of controlled systems is an interesting problem.
Broader Impact
In this work, we developed a method to ensure the existence and the stability of general invariant
sets for dynamics models including ones build from deep neural networks. The proposed method is
particularly useful in applying machine learning to dynamic phenomena for tasks such as forecasting
and model-based control. It enables us to incorporate prior knowledge of dynamics as inductive
bias and ensure the behavior of a learned dynamics model. Potential application areas include (but
are not limited to) fluid dynamics, electromagnetism, neuroscience, biochemistry, economics, and
automatic control, in which dynamical systems with stable invariant sets are used to explain and
control physical and social phenomena.
A drawback of the current method is that it cannot configure detailed properties of a stable invariant
set. For example, if we cannot specify the geometry of a stable invariant set analytically, which is
often the case in nonlinear systems, we need enough data to approximate it using neural networks.
In such cases, we have no guarantees on the exact geometry of the stable invariant set, as well as
on other properties of the dynamics, such as periodicity. This may not matter in some applications,
such as black-box forecasting and control, but may hinder the use of the proposed method in more
meticulous applications like scientific understanding. To reduce the danger of potentially misleading
results, methods to ensure dynamics behavior in more detail are to be developed.
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A Implementation details
In the experiments, we used the proposed dynamics model and the baseline models implemented
using neural networks as their components. They were implemented mainly using PyTorch.
Implementation of φ For the invertible feature transform φ, if any (as it was not used in some
experiments), we used the augmented neural ODEs (ANODE) [11]. That is, z = φ(x) is given as[
zT︸︷︷︸
1×d
aT︸︷︷︸
1×daug
]T
=
∫ 1
0
ψ
([
uz(τ)
T ua(τ)
T
]T)
dτ, with uz(0) = x and ua(0) = 0.
(A.1)
Here, daug denotes the dimensionality of the augmentation variable a and ua(τ). Its inverse, x =
φ−1(z), is given as
x =
[∫ 0
1
ψ
([
uz(τ)
T ua(τ)
T
]T)
dτ
]
1:d
, with uz(1) = z and ua(1) = a, (A.2)
where [·]1:d means the first d elements of a vector. As the function ψ : Rd+daug → Rd+daug , we used
feed-forward neural networks with fully-connected layers. We used the exponential linear unit (ELU)
with PyTorch’s default parameter as activation function. We selected the number of hidden layers and
the number of the units of those layers in accordance with the loss values on validation data.
Implementation of h For the base dynamics model h, we used feed-forward neural networks with
fully-connected layers and ELU as activation function. We selected the number of hidden layers and
the number of the units of those layers in accordance with the loss values on validation data. We
applied the batch normalization technique except before an output layer.
Implementation of V (q and η) For implementing V , we need to implement q and η. For q, we
used the input-convex neural networks [2] with ELU as activation function. That is,
q(z) =
(
qK ◦ · · · ◦ q1
)
(z), (A.3)
where, letting y1 = z, y2 = q1(y1) and so on,
qk(yk) =

ELU (Akyk) , k = 1,
ELU (Akyk + softplus(Bk)z) , 1 < k < K,
Akyk + softplus(Bk)z, k = K,
(A.4)
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with parameters Ak ∈ Rdim(yk+1)×dim(yk) and Bk ∈ Rdim(yk+1)×d. Note dim(yK+1) =
dim(q(z)) = 1 as q must be a scalar-valued function. We selected the number of hidden lay-
ers and the number of the units of those layers in accordance with the loss values on validation data.
For η, we used neural networks with fully-connected layers and ELU as activation function, with
output value being clipped to be nonnegative.
Other parameters We set α = 0.01 and ε = 0.1 in every experiment.
B Experiment details
The experiments were performed using the Intel Xeon Gold 6148 processors with DDR4 2400 MHz
256 GB RAM. In the following, we present the configurations in each experiment. We denote the
configuration of a feed-forward neural network by, for example, “64-32” when the network comprises
an input layer, two hidden layers, and an output layer, and the numbers of the units of the two hidden
layers are 64 and 32, respectively. Note that the number of units of the input and output layers is
obvious from data properties and the model architecture. Below we detail the configurations of each
experiment.
B.1 Simple example (limit cycle)
Data In generating data from (10), we used MATLAB’s ode45 function with ∆t = 0.075. As
training data, we generated four trajectories of length 20 with initial conditions: x1, x2 = −2, 0.5;
x1, x2 = 2, 0.5; x1, x2 = −0.3,−0.3; and x1, x2 = 0.3, 0.3. As validation data, we generated
four trajectories of length 20 with initial conditions: x1, x2 = −1.5, 0; x1, x2 = 1.5, 0; x1, x2 =
−0.5,−0.5; and x1, x2 = 0.5, 0.5. We used the value of x and x˙ on these trajectories for training
and validation. As test data, we generated 20 trajectories of length 50 with initial conditions drawn
randomly from the uniform distribution over the range x1, x2 ∈ [−1.5, 1.5]× [−0.5, 0.5].
Model and hyperparameter In this experiment, we did not use φ, that is, we set φ(x) = x. We
fixed the configuration of the network of h to be 64-64. We selected the architecture of the network
of q by validation loss. The search range was: 8, 16, 32, 64, 128, 8-8, 16-16, 32-32, 64-64, and
128-128 (red: finally selected in our case).
Optimization We used the Adam optimizer [19] with learning rate 0.0001 and full-batch updates.
We set the decay rate parameter to be 0.00001. For the other parameters, we used the default values
of PyTorch 1.4.0. We adopted the early stopping strategy by watching the loss value on the validation
data. For a full-batch update of gradient descent (i.e., single epoch), the proposed method required
about 20 ms in average, whereas the vanilla method required about 6 ms.
B.2 Simple example (equilibria set)
Data In generating data from (11), we used MATLAB’s ode45 function with ∆t = 0.05. As
training data, we generated 16 trajectories of length 80 with initial conditions on the points of a 4× 4
even grid in area [−2, 2]× [−2, 2]. As validation data, we generated 16 trajectories of length 80 with
initial conditions on the points of a 4× 4 even grid in area [−1.5, 1.5]× [−2, 2]. We used the value
of x and x˙ on these trajectories for training and validation. We made no test data as the main purpose
of this experiment was to watch the values of learned V (x).
Model and hyperparameter In this experiment, we did not use φ, that is, we set φ(x) = x. We
fixed the configuration of the network of h to be 64-64. We selected the architecture of the network
of q by validation loss. The search range was: 16 and 64.
Optimization We used the Adam optimizer with learning rate 0.001 and full-batch updates. We
set the decay rate parameter to be 0.00001. We adopted the early stopping strategy with validation
loss. For a full-batch update of gradient descent (i.e., a single epoch), the proposed method required
about 50 ms in average, whereas the vanilla method required about 40 ms.
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B.3 Learning vector field of nonlinear oscillator
Data As training data, we computed the values of x and x˙ following (12) on the points of a 20×20
even grid in area [−2.5, 2.5]× [−4.5, 4.5] (note that we did not generated trajectories of length ≥ 2
in this case). As validation data, we computed the values of x and x˙ analogously on the points of a
15× 15 even grid in area [−2,−2]× [−4, 4] (again not trajectories). On the other hand, as test data,
we generated 20 trajectories of length 400 with ∆t = 0.05.
Model and hyperparameter We selected the architectures of the model components by validation
data loss. The search range for each component was as follows: (i) The search range for ψ in φ
(see (A.1) and (A.2)) was: 32, 64, 128, 32-32, 64-64, and 128-128. (ii) The search range for base
dynamics h was: 32, 64, 128, 32-32, 64-64, and 128-128. (iii) The search range for the architecture
of q was: 32, 64, 128, 256, 16-16, 32-32, 64-64, and 128-128. Note that we did not perform the most
intensive grid search. Instead, we set (i) 32-32, (ii) 64-64, and (iii) 32-32 initially, and conducted a
coordinate-descent-like search, that is, we updated (i)–(iii) in turn following validation loss values,
until no further improvement was observed.
Optimization We used the Adam optimizer with learning rate 0.001 and full-batch updates. We
set the decay rate parameter to be 0.0001. We adopted the early stopping strategy with validation
loss. For a full-batch update of gradient descent (i.e., a single epoch), the proposed method required
about 40 [ms] in average, whereas the vanilla method required about 15 [ms].
B.4 Application: fluid flow prediction
Data We generated the data following the two-dimensional Navier–Stokes equations using a solver
of the immersed boundary projection method [33, 7]. We followed the configuration specified in [21,
Chapter 2]. The original generated trajectory starts at an unstable equilibrium and almost reaches
to the limit cycle. We retrieved 1,800 snapshots of the original trajectory with ∆t = 0.2 (note that
the simulation was run with ∆t = 0.02, and we retrieved every 10 snapshots). We used the first 600
snapshots as training data, which contained the observation from just after the unstable equilibrium
to just before the limit cycle. We used the next 200 snapshots as validation data, which contained
the last transition phase to the limit cycle. We used the last 1,000 snapshots as training data, which
contained only the limit cycle behavior. Whereas the simulation outputs the velocity computed on
the grid points of 200 × 450, we used the values of vorticity computed from the velocity, hence a
snapshot of the data was 199×449 = 89351 dimensional. We reduced the dimensionality to 26 using
principal component analysis with only 0.1% energy loss. After the dimensionality reduction, we
normalized the data so that the largest absolute value becomes 1. We then added iid noise following
Gaussian N (0, 0.0052).
Model and hyperparameter We selected the architectures of the model components by validation
data loss. The search range for each component was as follows: (i) The search range for ψ in φ (see
(A.1) and (A.2)) was: 16, 32, 64, 128, 8-8, 16-16, and 32-32. (ii) The search range for base dynamics
h was: 256, 512, 1024, 2048, 32-32, 64-64, 128-128, 256-256, and 512-512. (iii) The search range
for the architecture of q was: 16, 32, 64, 128, 256, 512, 1024, 16-16, 32-32, 64-64, 128-128, 256-256,
and 512-512. Note that we did not perform the most intensive grid search. Instead, we set (i) 32, (ii)
128-128, and (iii) 32 initially, and conducted a coordinate-descent-like search, that is, we updated
(i)–(iii) in turn following validation loss values, until no further improvement was observed.
Optimization We used the Adam optimizer with learning rate 0.0001 and full-batch updates. We
set the decay rate parameter to be 0.0001. We adopted the early stopping strategy with validation
loss. For a full-batch update of gradient descent (i.e., a single epoch), the proposed method required
about 100 [ms], whereas the vanilla method required about 30 [ms].
C Proof of Proposition 1
Proposition 1. For a dynamical system z˙ = F (z), the following holds:
(a) If CS˜(z) = 0 ⇒ ∇CS˜(z)TF (z) ≥ 0, then S˜vol in (7a) is a positively invariant set.
(b) If CS˜(z) = 0 ⇒ ∇CS˜(z)TF (z) = 0, then S˜surf in (7b) is a positively invariant set.
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Proof. Let z(t) be a trajectory of the dynamical system, z˙ = F (z). Suppose that it satisfies
z(t) ∈ S˜ and zt /∈ S˜ for t ≤ s, where S˜ is either S˜vol or S˜surf. Let c : R→ R be a function such that
c(τ) = CS˜(z(τ)).
First, let us prove (a) by contradiction. Suppose S˜ = S˜vol. If (a) holds, we have c(t) ≥ 0 and c(s) < 0.
By the continuity of c, there is at least one point u ∈ [t, s] where c(u) = 0 and c˙(u) ≤ 0. At this
point, we have CS˜(z(u)) = 0 and ∇CS˜(z(u))TF (z(u)) = c˙(u) ≤ 0, which is a contradiction.
Second, let us see (b) by setting S˜ = S˜surf. If (b) holds, we have c(t) = 0 and c(s) 6= 0. Hence, by
the discussion similar to the above, we have CS˜(z(u)) = 0 and ∇CS˜(z(u))TF (z(u)) 6= 0 at some
point u ∈ [t, s], which is a contradiction.
D Proof of Proposition 2
Proposition 2. Let S˜vol be the subset of Rd defined in (7a). Let f˜ : Rd → Rd be the function in
(8). Then, for a dynamical system z˙ = f(x), S˜vol is a positively invariant set and is asymptotically
stable.
Proof. The positive invariance is obvious from the construction. That is, from the definition,CS˜(z) =
0 implies z ∈ S˜. Hence, from (8), if CS˜(z) = 0, then∇CS˜(z)Tf˜(z) = ξ(z) ≥ 0, which proves the
invariance of S˜ (see Proposition 1).
As for stability, we show that V˙ (z) = ∇V (z)Tf˜(z) = 0 only at z ∈ S˜ and V˙ (z) < 0 otherwise.
For z ∈ S˜, V (z) = 0 from the construction, and the orbits of f˜ stay in S˜ as S˜ is a positively invariant
set. Hence, V˙ (z) = 0 for z ∈ S˜. On the other hand, for z /∈ S˜,
∇V (z)Tf˜(z) + αV (z) = ∇V (z)Tg(z) + αV (z)
= ∇V (z)Th(z) + αV (z)− γ(∇V (z)Th(z) + αV (z))(∇V (z)Th(z) + αV (z) + η(z)).
First, suppose ∇V (z)Th(z) + αV (z) ≥ 0. Then γ(∇V (z)Th(z) + αV (z)) = 1, and thus
∇V (z)Tf˜(z) + αV (z) = −η(z) ≤ 0. In contrast, suppose ∇V (z)Th(z) + αV (z) < 0. Then
γ(∇V (z)Th(z) + αV (z)) = 0, and thus ∇V (z)Tf˜(z) + αV (z) = ∇V (z)Th(z) + αV (z) < 0.
As V (z) > 0 at z /∈ S˜, in either of the cases above, we have ∇V (z)Tf˜(z) ≤ −αV (z) < 0. From
the above fact, we can say that S˜ is the largest subset such that V˙ (z) = 0. Therefore, from Theorem 2,
S˜ is asymptotically stable.
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