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ABSTRACT
The topic of environmental pollution is of special signiﬁcance in the atmospheric boundary
layer (ABL) especially in urban areas as it is one of the signiﬁcant sources of poor indoor air
quality due to contamination of fresh-air intakes. In city centres where external air pollution
levels are relatively high, it is usually assumed that natural ventilation may not be able to
provide adequate indoor air quality. Therefore mechanical ventilation and air-conditioning
systems are thus being solicited to "clean" the incoming air (Kukadia and Palmer, 1998). There
is evidence that such systems do not always provide clean fresh-air to the occupants of the
building since several contaminants from nearby outside sources exist (e.g. vehicle exhaust,
rooftop stack exhaust, wind-blown dust). Control of the pollutant sources and understanding
the dispersion mechanisms, therefore, shall be considered as the ﬁrst alternative to evaluate
better these harmful phenomena.
This thesis focuses on dispersion and transportation of pollutant emissions from a building
rooftop stack situated in the wake of a neighbouring tower using numerical simulation ap-
proach. The main objective of this work is to contribute to the "best-practice" of numerical
modelling for dispersion studies. For that, wind tunnel tests as well as full-scale experiments
are numerically reproduced to shed light on the uncertainties related to the complex dispersion
phenomenon when using CFD simulations.
In the ﬁrst study of this thesis, the behaviour of the ﬂow and pollutant concentration ﬁelds
around the two-building conﬁguration are investigated by means of various k −  turbulence
models (i.e. standard, re-normalization group (RNG) and realizable k−  models). The results
show that the realizable k −  model yields the best agreement with wind tunnel experimental
data for lower stack height and smaller momentum ratio, while the RNG k−  model performs
best for taller stacks. Despite an overestimation of concentrations using the realizable k − 
model, it remains the only model that provides the correct trend of concentration distribution
in the lower region between the two buildings. Based on this ﬁnding, the second study deals
with the ability of CFD to simulate controlled (wind tunnel scale) and non-controlled (full-
scale) environments using realizable k −  model. This study details also the main steps for
conducting consistent and reliable numerical simulations for dispersion studies. Additionally,
CFD is shown to simulate better controlled environments than non-controlled environments.
The third study investigates the inﬂuence of two important parameters related to the pollutant
exhaust source, i.e. stack height and pollutant exhaust velocity, on the concentration ﬁelds
measured in the wind tunnel. The results show that increasing the stack height has an effect
that is similar to increasing the pollutant exhaust velocity on the concentration distributions
and that such effect depends upon the wall of the building under consideration. In addition,
VIII
recommendations on fresh-air intake locations for the two buildings are provided. In the ﬁnal
study, an unsteady turbulence model (i.e. detached-eddy simulation) is tested to evaluate the
ﬂow-ﬁeld and the dispersion ﬁeld around the two-building conﬁguration. The results show that
the ﬂow ﬂuctuation capture is crucial to address better the dispersion in the wake of buildings.
Consequently, the strengths of using an unsteady approach are compared to RANS method-
ology which provides however good results far from the exhaust source. The results of this
extensive research support the use of an unsteady methodology in future works.
Keywords: Computational ﬂuid dynamics (CFD), atmospheric boundary layer (ABL),
rooftop stack emissions, RANS k −  turbulence models, dispersion modelling,
numerical simulation, stack height, detached-eddy simulation (DES) turbulence
model, pollutant exhaust velocity, urban environment.
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RÉSUMÉ
Le sujet de la pollution environnementale est d’une importance signiﬁcative dans la couche
limite atmosphérique, particulièrement dans les zones urbaines où elle est l’une des principales
sources de la mauvaise qualité de l’air intérieur des habitations due à la contamination au niveau
des prises d’air neuf. Dans les centres-villes où le niveau de la pollution de l’air extérieur est
relativement élevé, on suppose généralement que la ventilation naturelle est incapable d’assurer
une qualité d’air adéquate à l’intérieur des édiﬁces. Par conséquent, les systèmes de ventilation
mécaniques et d’air climatisé sont de plus en plus sollicités pour la "puriﬁcation" de l’air intro-
duit dans le bâtiment (Kukadia and Palmer, 1998). Il est évident que de tels systèmes n’arrivent
pas toujours à produire de l’air propre à l’intérieur des édiﬁces car plusieurs sources de pollu-
tion existent dans le voisinage extérieur (ex. gaz d’échappement des automobiles, émissions
des cheminées de toit, poussières et débris transportés par le vent). Il est donc nécessaire de
prendre en compte le contrôle de ces sources polluantes et la compréhension des mécanismes
de dispersion en premier lieu aﬁn d’évaluer correctement ces phénomènes nocifs.
Cette thèse porte sur la dispersion et le transport des émissions polluantes de cheminée de
toit d’un immeuble situé dans le sillage d’une tour voisine obtenus à l’aide de la modélisation
numérique. L’objectif principal de ce travail est d’apporter une contribution vers une meilleure
modélisation numérique de la dispersion des polluants atmosphériques. Pour ce faire, des ex-
périences menées en soufﬂerie et sur le terrain ont été numériquement reproduites pour mettre
en évidence les incertitudes relatives à la modélisation numérique du phénomène de dispersion.
Dans la première étude de cet ouvrage, le comportement du champ de l’écoulement et du
champ de concentration a été examiné autour du site considéré à l’aide de différents modèles
de turbulence k −  (c.-à-d. les modèles standard, re-normalization group (RNG) et realizable
k − ). Les résultats montrent que le modèle realizable k −  donne de meilleurs résultats, com-
parés à ceux de la soufﬂerie, pour de petites hauteurs de cheminée et faibles vitesses d’émission
du polluant. Le modèle RNG k −  performe mieux pour de grandes hauteurs de cheminée,
quelle que soit la vitesse d’émission du polluant. Cependant, malgré la surestimation de la
concentration par le modèle realizable k − , ce dernier reste le seul capable de reproduire
correctement l’évolution de la concentration dans la basse région entre les deux immeubles.
Se basant sur ce résultat, la deuxième étude est consacrée à la capacité de la CFD à simuler
un environnement contrôlé (essais de soufﬂerie) et non contrôlé (essais de terrain) à l’aide du
modèle realizable k − . Dans cette partie, les différentes étapes principales et nécessaires
pour réaliser une étude numérique ﬁable et consistante de la dispersion sont détaillées. L’étude
démontre que la CFD reproduit mieux un environnement contrôlé qu’un environnement non
contrôlé.
XLa troisième étude de cet ouvrage examine l’inﬂuence de deux paramètres importants reliés à
la source de pollution, c.-à-d. la hauteur de cheminée et de la vitesse d’émission du polluant,
sur les concentrations mesurées dans une soufﬂerie. Les résultats indiquent que l’augmentation
de la hauteur a un effet similaire à l’augmentation de la vitesse d’émission sur la distribution
des concentrations et que la nature de ces effets dépend de la façade de l’immeuble considérée.
Par la suite, des recommandations sur les emplacements des entrées d’air frais sont formulées.
Dans la dernière étude, le modèle de turbulence instationnaire "detached-eddy simulation" est
analysé pour évaluer le champ de l’écoulement et le champ de la dispersion. Les résultats
révèlent que la capture des ﬂuctuations de l’écoulement est cruciale pour mieux reproduire la
dispersion dans la région du sillage des immeubles. Par conséquent, l’avantage de l’approche
instationnaire est illustré comparé aux méthodes stationnaires RANS qui donnent toutefois
de bons résultats loin de la source de pollution. Les résultats de cette vaste recherche sug-
gèrent d’exploiter d’avantage la modélisation numérique instationnaire pour les futurs travaux
de recherche.
Mot-clés : Modélisation de la dynamique des ﬂuides, couche limite atmosphérique, émis-
sions de cheminées de toit, modèles de turbulence RANS k − , modélisation
de la dispersion, simulation numérique, hauteur de cheminée, modèle de turbu-
lence "detached-eddy simulation" (DES), vitesse d’émission de polluant, envi-
ronnement urbain.
CONTENTS
Page
INTRODUCTION. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
CHAPTER 1 LITERATURE REVIEW .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2 Literature survey . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2.1 Atmospheric boundary layer (ABL) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2.1.1 Homogeneity of the ABL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2.1.2 Wind velocity proﬁle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2.2 Wind-ﬂow ﬁeld around buildings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.2.3 Dispersion ﬁeld around buildings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.2.4 Errors and quality assurance in CWE. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.3 Justiﬁcation of the present study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
CHAPTER 2 COMPARISON OF VARIOUS TYPES OF k −  MODELS FOR
POLLUTANT EMISSIONS AROUND A TWO-BUILDING
CONFIGURATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2 Model description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3 Mathematical model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.3.1 Governing equations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.3.2 Turbulence models. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3.2.1 Standard k −  model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3.2.2 RNG k −  model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3.2.3 Realizable k −  model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.3.3 Dispersion equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.4 Numerical method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.4.1 Domain size and computational grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.4.2 Boundary conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.4.3 Numerical schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.5.1 Average error of sampler concentrations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.5.2 Concentrations on the BE building roof and the top of the Faubourg
tower leeward wall . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.5.2.1 On the BE building roof . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.5.2.2 On the top of the Faubourg tower leeward wall . . . . . . . . . . . . . . . . 41
2.5.3 Variation of K along the stack axis on the BE building roof . . . . . . . . . . . . . . 42
2.5.4 Concentrations along the Faubourg tower leeward wall . . . . . . . . . . . . . . . . . . . 42
2.5.5 Variation of K at speciﬁed samplers for different stack heights . . . . . . . . . . 44
2.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.7 Summary and conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
XII
CHAPTER 3 NUMERICAL SIMULATION OF POLLUTANT DISPERSION
AROUND A BUILDING COMPLEX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.2 Numerical simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.2.1 Model description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.2.1.1 Geometric model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.2.1.2 Mathematical model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.2.1.3 Numerical model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.2.2 Error evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.2.2.1 Inhomogeneity error . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.2.2.2 Grid reﬁnement error . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.3 Numerical results and validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.3.1 Full-scale simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.3.2 Wind tunnel scale simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.3.3 Summary of simulation results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.4 Error analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
CHAPTER 4 EFFECT OF STACK HEIGHT AND EXHAUST VELOCITY ON
POLLUTANT DISPERSION IN THE WAKE OF A BUILDING . . . . . . . 81
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.2 Review of previous dispersion studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.3 Problem description. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.3.1 Geometric model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.3.2 Computational domain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.3.3 Governing equations and turbulence model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.4 Model validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.5 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.5.1 Concentrations on the BE building roof for various stack heights . . . . . . . . 94
4.5.2 Concentrations on the BE building windward wall for various
stack heights . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.5.3 Concentrations on the Faubourg tower leeward wall for various
stack heights . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.5.4 Concentrations on the BE building lateral walls for various stack heights 101
4.5.5 Concentrations around the hypothetically isolated BE building without
the upstream Faubourg tower . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
4.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
CHAPTER 5 SIMULATION OF NEAR-FIELD DISPERSION OF POLLUTANTS
USING DETACHED-EDDY SIMULATION. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.2 Computational details. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.2.1 Detached-eddy simulation model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.2.2 Grid generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
XIII
5.2.3 Boundary conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.2.4 Solution strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.3 Consistency of DES simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.3.1 Grid consistency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.3.2 Statistical averaging period consistency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
5.4 Results and validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
5.4.1 Average error of sampler concentrations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
5.4.2 Concentrations on the BE building roof and top of Faubourg tower lee-
ward wall . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
5.4.3 Concentrations along the Faubourg tower leeward wall . . . . . . . . . . . . . . . . . . . 122
5.5 Analysis and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
5.5.1 Flow ﬁeld analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
5.5.2 Distribution of Reynolds stress components . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
5.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
CONCLUSION. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

LIST OF TABLES
Page
Table 1 Summary of simulation test cases selected from full-scale
experiments (1:1 scale). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
Table 2 Summary of simulation test cases selected from wind tunnel
experiments (1:200 scale). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
Table 2.1 Simulation test cases and their parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
Table 3.1 Simulation parameters used at ﬁeld scale (1:1). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
Table 3.2 Simulation parameters used at wind tunnel scale (1:200). . . . . . . . . . . . . . . . . . . . . . 64
Table 3.3 Calculation details of the grid reﬁnement error. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
Table 4.1 Summary of simulation test cases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

LIST OF FIGURES
Page
Figure 1.1 Sketch of the urban boundary-layer structure indicating the various
sublayers and their names.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
Figure 2.1 Geometry of the two-building conﬁguration and dimensions in metres. . . . . . 31
Figure 2.2 Dimensions of the domain grid. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
Figure 2.3 Mesh on the two-building conﬁguration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
Figure 2.4 Scatter plots of simulation and wind tunnel K data obtained with
(a) SKE turbulence model, (b) RNG turbulence model and (c) RLZ
turbulence model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
Figure 2.5 Simulation and wind tunnel values of K for a stack height, hs, of
1 metre with (a) M = 2.2 and (b) M = 5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
Figure 2.6 Simulation and wind tunnel values of K for a stack height, hs, of
3 metres with (a) M = 2.2 and (b) M = 4.5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
Figure 2.7 Measured and calculated variation ofK at samplers R4, R23 and P2
along x axis on BE roof with hs = 1 m and for momentum ratios
of (a) M = 2.2 and (b) M = 5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
Figure 2.8 Vertical proﬁles of K on the leeward wall of the Faubourg tower
(Wind tunnel and simulation 1:200 scale values,M = 4.5 and hs =
3 m). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
Figure 2.9 Measured and calculated concentrations K for M = 2.2 and for
different stack heights, hs, at samplers (a) R4, (b) R17, (c) P2, (d)
FB1, (e) FB2 and (f) FB3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
Figure 2.10 Streamlines on the vertical (x-z) plane through stack position for
(a) hs = 1 m and M = 2.2, (b) hs = 1 m and M = 5, (c) hs = 3 m
and M = 2.2 and (d) hs = 3 m and M = 4.5.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
Figure 2.11 Streamlines on the horizontal (x-y) plane at different vertical
positions for case hs = 1 m and M = 5 at height (a) 1/2HBE , (b)
3/2HBE and (c) 3HBE from the ground. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
Figure 2.12 Distribution of turbulent kinetic energy k, on the vertical (x-z)
plane through the centre of the domain, obtained with RLZ, RNG
and SKE turbulence models for case hs = 1 m and M = 5.. . . . . . . . . . . . . . . . . . 49
XVIII
Figure 2.13 Distribution on the vertical (x-z) plane through the centre of the
domain of the non-dimensional stress components (a) u21/2k, (b)
u′22 /2k, (c) u′23 /2k, (d)
∣∣u′1u′3/2k∣∣ and (e) turbulent viscosity νt. . . . . . . . . . . . . . 51
Figure 3.1 Plan view of the BE building and Faubourg tower. All dimensions
in [m]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
Figure 3.2 Elevation view of the BE building and Faubourg tower.
All dimensions in [m]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
Figure 3.3 Plan view of the BE building and Faubourg tower. All dimensions in [m].. . 62
Figure 3.4 View of the detailed grid around the stack using the software Fluent. . . . . . . . 62
Figure 3.5 Simulation (1:1 scale) and ﬁeld values for K (M = 2.3 and hs = 1 m). . . . . 69
Figure 3.6 Simulation (1:1 scale) and ﬁeld values for K (M = 4.9 and hs = 1 m). . . . . 70
Figure 3.7 Measured and computed (1:1 scale) variation of K along x axis on
BE roof (hs = 1 m). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
Figure 3.8 Vertical proﬁles of K on leeward wall of Faubourg tower (Field
and simulation 1:1 scale values, M = 3.9 and hs = 3 m). . . . . . . . . . . . . . . . . . . . . 72
Figure 3.9 Scatter plots of simulation (1:1 scale) and ﬁeld K data. (a) On the
BE roof and (b) on the Faubourg leeward wall. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
Figure 3.10 Simulation (1:200 scale) and wind tunnel values for K (M = 2.2
and hs = 1 m). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
Figure 3.11 Simulation (1:200 scale) and wind tunnel values forK (M = 5 and
hs = 1 m). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
Figure 3.12 Measured and computed (1:200 scale) variation of K along x axis
on BE roof (hs = 1 m). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
Figure 3.13 Vertical proﬁles of K on leeward wall of Faubourg tower (Wind
tunnel and simulation 1:200 scale values, M = 4.5 and hs = 3 m). . . . . . . . . . 75
Figure 3.14 Scatter plots of simulation (1:200 scale) and wind tunnel K data.
(a) On the BE roof and (b) on the Faubourg leeward wall. . . . . . . . . . . . . . . . . . . . 76
Figure 3.15 Average error between measured and calculated K for different M
and hs values. (a) Measured and calculated at (1:1 scale) and (b) at
(1:200 scale). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
XIX
Figure 4.1 General view of the two buildings, their structures and their full-
scale dimensions. All dimensions in [m]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
Figure 4.2 Dimensions of the grid. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
Figure 4.3 General view of the two buildings. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
Figure 4.4 Simulation and wind tunnel values for K for stack height hs of 1
m. For (a) M = 2.2 and (b) M = 5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
Figure 4.5 Simulation and wind tunnel values for K for stack height hs of 3
m. For (a) M = 2.2 and (b) M = 4.5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
Figure 4.6 Scatter plots of simulation and wind tunnelK data for stack heights
of (a) hs = 1 m and (b) hs = 3 m. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
Figure 4.7 Measured and calculated concentrations K for M = 2.2 and
various stack heights hs, on the BE building roof at samplers (a)
R4, (b) R17 and (c) P2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
Figure 4.8 Measured and calculated concentrations K for M = 2.2 and
various stack heights hs, on the Faubourg tower leeward wall at
samplers (a) FB1, (b) FB2 and (c) FB3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
Figure 4.9 Simulation iso-concentration contours obtained on the roof of the
BE building for various stack heights (M = 2.2), (a) hs = 1 m, (b)
hs = 3 m, (c) hs = 4 m and (d) hs = 7.2 m. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
Figure 4.10 Simulation iso-concentration contours obtained on the roof of the
BE building for various stack heights (M = 5), (a) hs = 1 m, (b)
hs = 3 m, (c) hs = 4 m and (d) hs = 7.2 m. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
Figure 4.11 Simulation iso-concentration contours obtained on the windward
wall of the BE building for various stack heights (M = 2.2), (a)
hs = 1 m, (b) hs = 3 m, (c) hs = 4 m and (d) hs = 7.2 m. . . . . . . . . . . . . . . . . . . . 99
Figure 4.12 Simulation iso-concentration contours obtained on the windward
wall of the BE building for various stack heights (M = 5), (a)
hs = 1 m, (b) hs = 3 m, (c) hs = 4 m and (d) hs = 7.2 m. . . . . . . . . . . . . . . . . . .100
Figure 4.13 Simulation iso-concentration contours obtained on the leeward
wall of the Faubourg tower for various stack heights (M = 2.2),
(a) hs = 1 m, (b) hs = 3 m, (c) hs = 4 m and (d) hs = 7.2 m. . . . . . . . . . . . . . .102
XX
Figure 4.14 Simulation iso-concentration contours obtained on the leeward
wall of the Faubourg tower for various stack heights (M = 5),
(a) hs = 1 m, (b) hs = 3 m, (c) hs = 4 m and (d) hs = 7.2 m. . . . . . . . . . . . . . .103
Figure 4.15 Simulation K proﬁles at 3/4HBE height from the ground for
various hs and M on the (a) lateral south-east wall and (b) lateral
north-west wall of the BE building. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .104
Figure 4.16 Simulation iso-concentration contours obtained without taking the
Faubourg tower upstream into account (a) on the BE building roof
and (b) on the BE building windward wall. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .105
Figure 5.1 The two-building conﬁguration showing (a) the highly reﬁned
meshing and (b) various positions of horizontal and vertical lines
evoked in the present study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .116
Figure 5.2 Power spectral density of velocity components in (a) streamwise,
(b) spanwise, and (c) vertical directions, recorded at point A
located in the centreline between the two buildings and at half-
height of the BE building from the ground . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .118
Figure 5.3 Average error between measured and calculated K over all
samplers for time sampling between 1.2 and 4 seconds obtained
with the case of hs = 1 m and M = 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .120
Figure 5.4 Scatter plots of simulation and wind tunnelK data obtained for the
case of hs = 1 m and M = 5 with (a) DES and (b) RNG models . . . . . . . . . . .122
Figure 5.5 Simulation and wind tunnel values of K for hs = 1 m and M = 5 . . . . . . . . .123
Figure 5.6 Measured and calculated variation ofK at samplers R4, R23 and P2
along x axis on BE building roof for hs = 1 m and M = 5 . . . . . . . . . . . . . . . . .124
Figure 5.7 Vertical proﬁles ofK on leeward wall of the Faubourg tower (Wind
tunnel and RNG simulation values for hs = 3 m and M = 4.5, and
DES simulation values for hs = 1 m and M = 5) . . . . . . . . . . . . . . . . . . . . . . . . . . .124
Figure 5.8 Vertical (x-z) plane distribution of streamlines by time averaged
velocity for the case of hs = 1 m and M = 5 through (a) the centre
of the domain (y = 0 m) and (b) the stack position (y = 0.0155 m) . . . . . . . .125
Figure 5.9 Horizontal (x-y) plane distribution of streamlines by time averaged
velocity at different vertical positions for the case of hs = 1 m and
M = 5 obtained with (a) DES and (b) RNG models . . . . . . . . . . . . . . . . . . . . . . . . .127
XXI
Figure 5.10 Distribution of non-dimensional shear stress component
(〈u′1u′2〉 /U2H) iso-contours on the horizontal plane (x-y) at height
z = 3/2HBE for the case of hs = 1 m and M = 5 with (a) DES
model and (b) RNG model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .128
Figure 5.11 DES- and RNG-based distribution of non-dimensional Reynolds
normal stress components (〈u′iu′i〉 /U2H) along horizontal lines at
z = 3/2HBE and for four streamwise positions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .130
Figure 5.12 DES- and RNG-based distribution of non-dimensional Reynolds
normal stress components (〈u′iu′i〉 /U2H) along vertical lines in the
central plane (y = 0) and for four streamwise positions . . . . . . . . . . . . . . . . . . . . .131

LIST OF ABBREVIATIONS
ABL Atmospheric boundary layer
ADMS Atmospheric dispersion modelling system
AIAA American institute of aeronautics and astronautics
AP Aspiration probe measurements
ASHRAE American society of heating, refrigerating and air-conditioning engineers
ASME American society of mechanical engineers
CFD Computational ﬂuid dynamics
CFL Courant-Friedrichs-Lewy
CPU Central processing unit
CWE Computational wind engineering
DES Detached-eddy simulation
EPA United state environmental protection agency
FFT Fast Fourier transform
GCI Grid convergence index
IAWE International association for wind engineering
IRSST Institut de recherche Robert-Sauvé en santé et sécurité du travail
ISL Inertial sublayer
LES Large-eddy simulation
LS-PIV Large scale-particle image velocimetry
LST Light scattering technique
XXIV
MDS Modelled-stress depletion
PSD Power spectral density
QUICK Quadratic upstream interpolation for convective kinetics
RANS Reynolds-averaged Navier–Stokes
RLZ Realizable k −  turbulence model
RNG Re-normalized group k −  turbulence model
RSL Roughness sublayer
RSM Reynolds stress model
SGDH Standard gradient-diffusion hypothesis
SGS Sub-grid scale
SIMPLE Semi-implicit method for pressure-linked equations
SKE Standard k −  turbulence model
SL Surface layer
UBL Urban boundary layer
UCL Urban canopy layer
URANS Unsteady Reynolds-averaged Navier–Stokes
LIST OF SYMBOLS
c Pollutant concentration [ppb]
co Pollutant reference concentration [ppb]
c′ Fluctuating pollutant concentration [ppb]
C Mean pollutant concentration [ppb]
Ce Mean pollutant concentration at the stack exit [ppb]
Cdes DES model constant
C1 k −  model coefﬁcient
C2 k −  model coefﬁcient
Cμ k −  model coefﬁcient
ds Diameter of the stack [m]
Dt Turbulent mass diffusivity [m2 s−1]
ea Average relative error
〈f〉 Time averaged value of f
f
′ Fluctuating value of f
HBE Height of the BE building [m]
HFb Height of the Faubourg tower [m]
k Turbulent kinetic energy [m2 s−2]
K Non-dimensional pollutant concentration
ldes Length scale for DES model (= min[lrke, lles]) [m]
lles Length scale for LES model (= CdesΔximax) [m]
XXVI
lrke Length scale for k −  model (= k3/2/) [m]
lλ Taylor microscale (= [10νk/]1/2) [m]
M Momentum ratio
P Mean pressure [kg m−1 s−2]
Pk Turbulent production term [m2 s−3]
Qe Pollutant emission rate [m3 s−1]
Re Reynolds number
Res Reynolds number at the stack exit
Sct Turbulent Schmidt number
Sij Strain rate tensor [s−1]
S ′ Mean volume contaminant source generation rate
t Time [s]
t∗ Non-dimensional time unit
TI Turbulence intensity
TIs Pollutant turbulence intensity at the stack exit
ui Velocity components along the three directions x, y and z [m s−1]
u′i Fluctuating velocity components along the three directions x, y and z [m s
−1]
u∗ Friction velocity [m s−1]
UH Mean wind Velocity at the roof height of the BE building [m s−1]
Ui Mean velocity components along the three directions x, y and z [m s−1]
u′iu
′
j Reynolds stress components [m
2 s−2]
XXVII
we Pollutant exhaust velocity [m s−1]
x, y, z Space coordinates [m]
Yk Turbulent dissipation term [m2 s−3]
zo Roughness length [m]
κ Von Karman constant (= 0.42)
 Turbulent dissipation rate [m2 s−3]
ρ Air density [kg m−3]
ρe Pollutant density [kg m−3]
σk k −  model coefﬁcient
σ k −  model coefﬁcient
μ Air dynamic viscosity [kg m−1 s−1]
μe Pollutant dynamic viscosity [kg m−1 s−1]
ν Air kinematic viscosity [m2 s−1]
νe Pollutant kinematic viscosity [m2 s−1]
νt Turbulent eddy viscosity [m2 s−1]
δij Kronecker delta
Δxi Grid spacing in the three directions (= Δx, Δy, Δz) [m]
Δximax Maximum grid spacing for a given cell (= max[Δx, Δy, Δz]) [m]
Δximin Minimum grid spacing for a given cell (= min[Δx, Δy, Δz]) [m]
Δt Time step [s]

INTRODUCTION
Background of the problem
The ﬁeld of wind engineering is deﬁned by the International Association for Wind Engineer-
ing (IAWE) as a multi-disciplinary subject matter concerned with multifold topics including
the atmospheric dispersion of pollutants which is the main subject of the present work. This
topic, especially in the urban environment is concerned with the transportation of pollutants
in the lower atmospheric boundary layer by wind ﬂows. Dispersion of pollution represents an
important environmental problem with respect to human health. The subject is of great con-
cern especially when the crucial issues of the well-being and human comfort are considered.
Investigation of pollutant transport and dispersion have received a lot of attention in recent
years and become a focal point in environmental research because of an increasing interest for
the protection of air quality (Assimakopoulos et al., 2003). In urban areas, several sources of
pollution (e.g. wind-blown dust, vehicle exhaust, toxic and odorous emissions) may be un-
pleasant and dangerous where health and safety are of concern (ASHRAE, 2007). Among
them, pollutant emissions from rooftop stacks is a factor that can seriously affect the quality of
fresh-air at intakes of the emitting and/or surrounding buildings, and potentially compromis-
ing the well-being of these buildings’ occupants. Additionally, inside cities – where building
density increases – the problem of air quality becomes critical; indeed, stack emissions can
accumulate between buildings, thus inducing an increase of the contaminant concentrations
because reduced airﬂow passes through the zone’s boundaries as compared to free-stream ﬂow
(Rock and Moylan, 1999). Therefore, the risk of their possible ingestion at fresh-air intakes
remains highly likely and dangerous for the occupants’ health. Current standards for building
ventilation systems recommend that rooftop stacks be designed such that their emissions do not
contaminate the fresh-air intakes of the emitting building or the nearby buildings (Stathopoulos
et al., 2004). The scientiﬁc community has responded to the need to contribute to daily life
quality by controlling and maintaining air quality, in buildings and ofﬁces, above the accept-
able norms typically established and authorised either by governments or within the respective
professional organizations (Sterling, 1988).
2Urban air quality is directly related to the atmospheric boundary layer (ABL) ﬂows and their
interactions with obstacles, which are themselves strongly dependent on many aspects of me-
teorology, wind engineering and environmental science (Salim, 2011). Turbulent wind ﬂows
have long presented a considerable challenge to the accuracy in the applicability of calculations
(Mockett and Thiele, 2007). The types of ﬂows encountered in the ﬁeld of wind engineering
are no exception, and consist of many complex ﬂow features that may contain recirculation
zones and stagnation points (Easom, 2000). Indeed, in the lower atmospheric boundary layer,
speciﬁcally in cities around individual and/or groups of buildings, the superposition and in-
teraction of the ﬂow patterns induced by the buildings and structures strongly affect the dis-
persion and govern the movement of pollutants (Chang and Meroney, 2001). Consequently,
complicated dispersion phenomena and highly unpredictable effects are created. Besides, the
state-of-the-art, as noticed by Stathopoulos et al. (2004), is not sufﬁciently advanced to al-
low building engineers to ﬁnd appropriate design criteria to avoid this problem – ingestion
of stack emissions at fresh-air intakes – for new construction or to help alleviate for existing
buildings. Therefore, ﬁnding a way to resolve this harmful phenomenon and understanding the
mechanisms and characteristics of the pollutant dispersion process still remain a challenge for
scientiﬁc researchers in wind engineering.
Sites and cases under investigation
The present numerical study takes its origin from previous full-scale experimental work com-
pleted in downtown Montreal and thereafter at the boundary layer wind tunnel of Concordia
University by Stathopoulos et al. (2004). The speciﬁc experiments reproduced in this numeri-
cal study were carried out between August 12th and 26th, 2002, in full-scale, on the roof of the
BE building, a 3-storey building3 which used to house the department of Building, Civil and
Environmental Engineering at Concordia University in downtown Montreal. A pollutant was
emitted by means of a rooftop stack, located in the upwind part of the BE building roof, with
various stack heights and various exhaust velocities. This building was situated 25 m away
from a 12-storey tower4 located on its south-west side. The wind came from the south-west
3Hereafter referred to as BE building.
4Hereafter referred to as Faubourg tower.
3perpendicularly to the windward wall of the Faubourg tower, thus placing the BE building in
its wake. The ﬁeld tests were performed in strong winds (UDorval > 4 m s−1) according to
measurements taken at Dorval airport provided by Environment Canada (Stathopoulos et al.,
2004). Wind speeds of this magnitude correspond, according to stability classes deﬁned by
Pasquill (1961), to a neutral or slightly unstable atmosphere and lend themselves well to wind
tunnel modelling according to Stathopoulos et al. (2004). The laboratory tests were carried out
at the boundary layer wind tunnel of Concordia University. The models of the BE building,
Faubourg tower, and surroundings were reproduced at 1:200 scale. In the windward direction,
the surroundings were reproduced up to a distance of 250 m. In the leeward direction, the
neighbouring buildings were included up to a distance of 50 m.
This research complements the experimental works described above by applying numerical
modelling techniques. Since the wind comes perpendicularly to the upstream Faubourg tower,
the latter seems to be the only main obstacle capable of producing major effects on the overall
behaviour of the wind ﬂow and concentration ﬁelds around the building of interest downstream.
Therefore, only the BE building and the Faubourg tower are considered at the site under in-
vestigation (see Fig. 2.1 in Chapter 2). Three structures are situated on the roof of the BE
building. A penthouse is located at the back of the roof, along the downstream wall, a skylight
in the north-east part and an elevator in the upwind south-east part of the roof. The stack, from
which the pollutant is exhausted, is at the upstream edge of the roof near the windward wall of
the BE building. Only one structure exists at the centre of the Faubourg tower roof. It should
be noted that all these structures are taken into account in the geometric model. Not taken into
account in the geometric model are the entry of the BE building, located on the ground ﬂoor
on the windward wall, and a small wall of height 1 m (parapet) that runs along the perimeter
of the BE roof. Since the entry of the BE building and the parapet have not been reproduced
either in the wind tunnel experiments, it was decided not to reproduce them in this numerical
study.
Among the various parameters that affect the dispersion of pollutants from rooftop stacks,
two of them – namely stack height and pollutant exhaust velocity – are investigated in this
4study, since these two parameters have been considered and examined in the experimental
tests. Tables 1 and 2 list the different cases of stack height, hs, and momentum ratio, M , tested
at ﬁeld and wind tunnel scale experiments, respectively. Since densities of air and pollutant
gas are assumed equal, the momentum ratio represents the ratio between the exhaust velocity
of the pollutant, we, and wind velocity, UH , at height HBE of the BE building. The height of
the stack is given in metre [m].
Table 1 Summary of simulation test cases selected from
full-scale experiments (1:1 scale).
Stack height (hs)
[m]
Momentum ratio (M = we/UH)
1
2.3
4.9
3
1.7
3.9
Table 2 Summary of simulation test cases selected from
wind tunnel experiments (1:200 scale).
Stack height (hs)
[m]
Momentum ratio (M = we/UH)
1
2.2
5
3
2.2
4.5
5
4
2.2
5
7.2
2.2
5
5Objectives of the thesis
This work is primarily concerned with developing a better understanding of the numerical
modelling of pollutant transport in urban areas in the case of pollutants emitted from a rooftop
stack, therefore contributing to the "best-practice" of numerical modelling for dispersion stud-
ies. According to Stathopoulos et al. (2008), it is of prime importance to reduce the potential
risk of exhaust ingestion at the location of fresh-air intakes, due to ﬂow recirculation around
buildings in city centres where external air pollution levels are relatively high. The behaviour
of the ﬂow and pollutant concentration ﬁelds around a two-building conﬁguration is therefore
investigated and the results of simulations are compared to wind tunnel data as well as actual
in situ measurements.
The ﬁrst study reported in this thesis compares different turbulence models. Various steady-
state RANS k −  turbulence models (i.e. standard k − , RNG k −  and realizable k − 
models) which are the most widely used models for many applications (e.g. Assimakopoulos
et al., 2003; Xie et al., 2005; Salim et al., 2011) including wind engineering (Huang et al.,
2011) and pollutant transport (Xie and Castro, 2006) are tested to evaluate their accuracy in
reproducing the dispersion process. Special attention is given to the evolution of the wind-ﬂow
ﬁeld and distribution of the pollutant concentrations around the two-building conﬁguration. In
addition, the distribution of the turbulent kinetic energy, k, has been also investigated, since
many authors (e.g. Murakami, 1993; Rodi, 1997; Wright and Easom, 2003; Tominaga et al.,
2008) have noticed that an inaccurate wind-ﬂow pattern can be induced by an excessive k-
production which, in turn, is generated by some RANS models.
Reproduction of the full-scale and wind tunnel tests using the realizable k− turbulence model,
following previous ﬁndings and recommendations of Wang (2006) and Blocken et al. (2007),
permits ﬁrst to emphasize the performance of the numerical approach and to validate the results
obtained with the two simulation scales against experimental data. Thus, the ability of CFD
to simulate controlled (i.e. wind tunnel tests) and non-controlled (i.e. full-scale experiments)
environments is highlighted.
6Several simulations using various stack heights and pollutant exhaust velocities are performed
to seek, on the one hand, the effects of these two parameters on pollutant concentration ﬁelds.
On the other hand, determining the high concentration locations highlights where to locate
fresh-air intakes in order to avoid a re-ingestion of the pollutants into the emitter building as
well as into the upstream tower. Therefore, this study should provide recommendations on the
appropriate fresh-air intake locations.
In order to evaluate the performance of RANS k −  models and to take into account the tran-
sient characteristics of the ﬂow, an unsteady-state model is also tested to evaluate the ﬂow-ﬁeld
structure and the dispersion ﬁeld around the considered conﬁguration since no information of
the ﬂow-ﬁeld pattern is available from experimental data. The detached-eddy simulation tur-
bulence model is selected as the most appropriate model since it combines the most favourable
aspects of the URANS and LES techniques (Squires, 2004). It permits to evaluate the recircu-
lation region of the wake, to visualize the horseshoe structure around the upstream tower, and
to estimate the Reynolds stress components. The contribution of unsteadiness in reproducing
accurately the wind-ﬂow structure and the dispersion process is ﬁnally highlighted.
Structure of the thesis
In the present research, dispersion of exhaust pollutants from a building rooftop stack situated
in the wake of a neighbouring tower is studied by means of computational ﬂuid dynamics.
The results of different simulations are compared against experimental results obtained by
Stathopoulos et al. (2004). This thesis is therefore composed of ﬁve chapters and structured as
follows:
Chapter 1 is devoted to the state-of-the-art. This part gathers the most important research
works that have been carried out to date on pollutant dispersion in urban areas. Studies related
to this topic and that bring explanations and solutions to the encountered issues in modelling
the dispersion of pollutant emissions are also added to better understand how the dispersion
mechanisms occur.
7Regarding the prediction accuracy of the wind-ﬂow ﬁeld around buildings, which is highly
dependent on the performance of the turbulence model used, and the dispersion ﬁeld, which is
highly related to the wind-ﬂow ﬁeld, the choice of the turbulence model appears important and
crucial to reproduce an accurate dispersion mechanism and process. The objective of Chapter
2 is therefore to assess various types of RANS k −  turbulence models (i.e. standard k − 
model, RNG k−  model and realizable k−  model) in order to determine the best turbulence
model to reproduce pollutant plume dispersion around the two-building conﬁguration under
study. The simulation results are compared to those of wind tunnel tests.
In Chapter 3, the necessary different steps for carrying out high quality simulations are detailed,
including full descriptions of the geometric model, mathematical model, numerical model and
evaluation of the grid reﬁnement as well as the results error analysis. Finally, the performance
of the numerical approach using two different scales5 is emphasized, the validation of results
is presented, and the error analysis of the CFD modelling is evaluated.
Chapter 4 complements the simulations previously reported in Chapter 3 at wind tunnel scale
(1:200). This study deals with the inﬂuence of the stack height and pollutant exhaust velocity
on the pollutant plume and dispersion, in order to determine the best fresh-air intake locations
where outdoor pollutant concentrations are the lowest.
Finally to shed light on the steadiness of the turbulence models in reproducing the wind-ﬂow
structure as well as the dispersion process, complementary simulations are reported in Chapter
5 using an unsteady-state turbulence model. In this case, the detached-eddy simulation (DES)
model is employed because of the simplicity of its implementation with a wide range of existing
RANS models in industrial and commercial CFD codes (Bunge et al., 2007). The results are
again compared to wind tunnel measurements.
5The two different scales of concern are full scale (1:1) and wind tunnel scale (1:200).

CHAPTER 1
LITERATURE REVIEW
1.1 Introduction
This chapter deals with the state-of-the-art as well as previous studies – both experimental
and numerical methodologies – carried out regarding the area of the air pollutant dispersion
in urban environment. Since the simulation of the dispersion ﬁeld around buildings depends
strongly on the correct simulation of the wind-ﬂow structure (Zhang et al., 2005), the studies
performed during the past years on the wind-ﬂow ﬁeld around buildings are reviewed. This
chapter also identiﬁes errors that can produce poor results when numerically modelling wind
ﬂow and dispersion ﬁelds around buildings in urban environments. Finally, particular attention
is paid to the practical guidelines developed by researchers and organizations to establish a
common methodology for veriﬁcation and validation of numerical simulations and/or to as-
sist and support the users for a better implementation of the computational ﬂuid dynamics
(CFD) approach.
1.2 Literature survey
To counter the pollutant transportation problem, several studies have been carried out during
the past few decades in the dispersion ﬁeld, because of the growing concern about air pollution
in urban environments (Tseng et al., 2006) and the increasing interest for protecting air quality
(Assimakopoulos et al., 2003). The topic is of prime importance since it is directly related
to the protection of human health and the conservation of the living environment (Kawamoto
et al., 2011). To ensure a high quality of urban life, it is necessary to understand and predict the
ﬂow of urban air as well as emissions and distribution of air pollutants (Fernando et al., 2010).
Furthermore, in urban areas the pollutant plume arising is highly affected by the complex ﬂows
induced by the surrounding buildings (Pournazeri et al., 2012). Consequently, understanding
how the emission of particles is inﬂuenced by turbulence and transported from the source to
the neighbourhood environment presents a very important challenge for modelling air pollu-
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tant transport and dispersion with good accuracy. Additionally, the strong relations existing
between the dispersion and wind-ﬂow structures make essential the understanding of the phys-
ical processes that characterize the airborne environment in and around urban areas (Philips,
2011). Therefore, the following sections focus on the studies performed on the wind-ﬂow ﬁeld
as well as on the pollutant dispersion around buildings in urban areas. These provide the con-
text for this work and emphasize the contributions of the present thesis. Before reviewing and
discussing the main past works related directly to the topic of this thesis, it seems necessary to
introduce readers to what the atmospheric boundary layer and its characteristics consist of.
1.2.1 Atmospheric boundary layer (ABL)
The atmospheric boundary layer is deﬁned as the lowest region of the atmosphere directly
inﬂuenced by the proximity of the earth’s surface (Bonner et al., 2010), and where physical
quantities such as ﬂow velocity, temperature, moisture, etc. display rapid ﬂuctuations and ver-
tical mixing is strong (Georgoulias and Papanastasiou, 2009). The height of the atmospheric
boundary layer is an important parameter in the dispersion of air pollution and its modelling
(Gryning et al., 1987; Van-Pul et al., 1994). It can incessantly change both in space and time,
and may vary from less than one hundred to several thousand metres depending on the orogra-
phy, surface cover, season, daytime and weather (Hennemuth and Lammert, 2006).
The ABL is almost always continuously turbulent over its entire depth (Stull, 1998), partic-
ularly in urban environment where the main disturbing features are the buildings of different
height and shapes which introduce a large amount of vertical surfaces and high roughness el-
ements, and generate complex local ﬂows between buildings (Piringer et al., 2007). In this
particular area, the vertical structure of the atmospheric boundary layer – also called urban
boundary layer (UBL) – is composed of a roughness sublayer (RSL) near the ground and
an inertial sublayer (ISL) above (Fisher et al., 2006) as can be seen in Fig. 1.1. Both the
roughness sublayer and the inertial sublayer are encompassed within the surface layer (SL),
and above which the urban outer layer – commonly referred to as gradient height – extends
to a height where the wind is unaffected by the earth’s surface (Easom, 2000). In the sur-
face layer, strong vertical gradients controlling the transfer of momentum, mass and heat
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occur (Kaimal and Finnigan, 1994) and the turbulence, which transports the heat, momentum,
gaseous constituents and aerosols from and to the earth’s surface (Georgoulias and Papanas-
tasiou, 2009), is mainly driven by wind shear and is not enhanced or suppressed by stability
effects in neutral stratiﬁcation (Van-Pul et al., 1994). In the urban outer layer and free atmo-
sphere, the Coriolis force, friction and pressure gradients are responsible for the wind ﬂow
whereas in the surface layer, the roughness of the surface becomes the signiﬁcant parameter
affecting the velocity proﬁle (Crasto, 2007).
The roughness sublayer is the region at the bottom of the boundary layer and can be deﬁned
as the layer where ﬂow is dynamically inﬂuenced by the characteristic length scales of the
roughness elements (Barlow and Coceal, 2009). This region is of great importance due to its
vertical extension over large roughness elements (Fisher et al., 2006). Near the ground surface,
the buildings form an urban canopy layer (UCL) and the dispersion is determined by a number
of factors including the conﬁguration of the building and the location of the source (Huq and
Franzese, 2012). The urban dispersion is governed by the characteristic length scales of atmo-
spheric boundary-layer turbulence, rather than urban canopy length scales that are more likely
to affect dispersion only in the vicinity of the source (Franzese and Huq, 2011). It is worth men-
tioning that this urban outdoor pollutant dispersion is classiﬁed as micro-scale dispersion and
refers to small scale meteorological phenomena that affect very small areas (horizontal length
scales smaller than 10 km) compared to large scale meteorological phenomena (macro-scale
and meso-scale) as detailed by Blocken et al. (2013). Within this micro-scale dispersion, two
different dispersion regimes are distinguished in the literature since it has been already pointed
out that turbulent diffusion differs in the near and the far regions from a continuous point source
(Efthimiou and Bartiz, 2011): (i) the near-ﬁeld dispersion that concerns the near-vicinity of the
pollutant source and for which the relevant turbulence time and length scales controlling dis-
persion are related to the mean building height and to the spacing between buildings (Huq and
Franzese, 2012), and (ii) the far-ﬁeld dispersion of interest in plumes with a ﬂow-structure and
a vertical dimension larger than the urban canopy height for which the dispersion is governed
by the ABL scales (Hajra et al., 2011). Owing to the main purpose and characteristics of this
work, only the near-ﬁeld dispersion regime is relevant. In the near-ﬁeld dispersion case, the
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pollutant particles released from various sources inside the urban canopy, are mixed and dis-
persed over and around buildings because of the interactions between many physical processes
that contribute to its evolution (White and Senff, 1999) including the dynamics of ﬂow over
urban topography and the building conﬁgurations.
Figure 1.1 Sketch of the urban boundary-layer structure indicating
the various sublayers and their names (from Piringer et al. (2007)).
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1.2.1.1 Homogeneity of the ABL
In recent few decades, the interests and efforts of boundary-layer researchers have been in-
creasingly directed towards problems of surface-atmosphere interaction over complex surfaces
including the homogeneous surface-layer relationships used to describe the mean and turbu-
lence properties (Roth, 2000). The homogeneity is deﬁned by Panofsky and Dutton (1984)
as one of special characteristics of the turbulence and that the vertical homogeneity is almost
never valid near the ground, whereas the assumption of horizontal homogeneity is more easily
realized in the surface layer than elsewhere in the ABL (Kaimal and Finnigan, 1994). The
ﬂow can be considered horizontally homogeneous if the density, height and distribution of
roughness elements do not vary over the upwind area of inﬂuence (Rotach, 1999). Under the
hypothesis of horizontal homogeneity, the average values of temperature, ﬂow ﬁeld and heat
ﬂux turn out to depend only on the height over the ground (Antonacci, 2005), and there are no
streamwise gradients in neither the mean wind speeds nor the turbulent quantities (O’Sullivan
et al., 2011). For modelling wind engineering problems within the atmospheric surface layer,
several authors (e.g. Richards and Hoxey, 1993; Blocken et al., 2007; Hargreaves and Wright,
2007; Yang et al., 2009) pointed out the need of modelling the ﬂow as a homogeneous ﬂow
essentially by well reproducing the turbulence proﬁles including the wind velocity proﬁle.
Therefore, the velocity proﬁle which varies with the nature of the surface and the magnitude of
the wind is one of the most important parameters (Kossmann et al., 1998) when modelling the
surface boundary layer.
1.2.1.2 Wind velocity proﬁle
According to Varshney and Poddar (2011), the simulation of the wind velocity proﬁle within
the atmospheric boundary layer (ABL) is relatively simple, but an accurate prediction of wind-
induced loads and contaminant transport needs an accurate simulation of the level of turbulence
and the integral length scales. The wind proﬁle can be assumed to be almost always logarith-
mic for most applications very close to the ground (Kaimal and Finnigan, 1994), and for ABL
that are of interest in building studies, Straw (2000) emphasized that the logarithmic law is ca-
pable to predict wind velocities more accurately within the lower regions than the power law.
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On the other hand, the power law proves adequate for modelling wind velocities in the upper
regions (Iyengar and Farell, 2001). Furthermore, Barlow and Coceal (2009) concluded that the
mean velocity proﬁle is logarithmic in the inertial sublayer and deviates appreciably from log
behaviour within the roughness sublayer. Although, Cheng and Castro (2002) noted that spa-
tially averaged proﬁles still have a logarithmic form in the above-roof region of the roughness
sublayer (RSL) over regular urban-type roughness, while the few extant studies (MacDonald,
2000) have indicated that the mean velocity within the urban canopy layer obeys an exponential
decay law. In addition, Rotach (1993a) characterized the ABL as an almost always turbulent
layer having a logarithmic proﬁle. White (2000) concluded that many authors observed that the
ABL also obeys the logarithmic law during a neutral stratiﬁcation which occurs when thermal
effects are negligible, and Kaimal and Finnigan (1994) underlined that the logarithmic wind
proﬁle is strictly valid only for the neutral atmosphere. In addition, for cases where the con-
vection is negligible and the mechanical turbulence prevails, the stratiﬁcation is nearly neutral;
Panofsky and Dutton (1984) noted that the velocity proﬁle follows more the logarithmic law
than the power law. Holmes (2001) has detailed the two approaches (i.e. logarithmic and power
laws) and concluded that: (i) in strong wind conditions the logarithmic law is the most accu-
rate mathematical expression, but has some characteristics which may cause problems since the
logarithms of negative numbers do not exist, thus it is less easy to integrate; (ii) the power law
is often preferred by wind engineers to avoid some of these problems, and it is quite adequate
for engineering purposes. Finally, according to all the previous statements, one can say that
the mean velocity proﬁle can be best represented by a logarithmic law in the inertial sublayer
(ISL), while the power law is more appropriate within the urban canopy (Barlow and Coceal,
2009). Xie et al. (2013) have recently concluded that turbulent ﬂuctuations and mean veloci-
ties are not affected substantially by a change of mean temperature proﬁle below canopy height
and that the pollution problems are more severe under stable atmospheric conditions. However,
when modelling a neutral atmospheric boundary layer for outdoor environmental applications
(e.g. pedestrian wind environment around buildings, wind-driven rain on building facades and
air pollutant dispersion around buildings), the mean velocity proﬁle is expressed either by a
logarithmic law or a power law (Blocken et al., 2011).
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1.2.2 Wind-ﬂow ﬁeld around buildings
The prediction of effects of wind ﬂow around buildings is of primary importance to a wide
variety of engineering applications such as designing durable building envelopes, dispersion
of air pollutants, natural ventilation, wind loading, etc. (Tutar and Ogguz, 2004). The wind
ﬂows in the atmospheric boundary layer over buildings are inherently complex and exhibits a
wide range of physical phenomena including large low-speed areas, strong pressure gradients,
unsteady ﬂow regions, three-dimensional effects, and conﬂuence of boundary layers and wakes
(Deck, 2005). Therefore, modelling wind ﬂow over buildings is a complicated and challenging
process (O’Sullivan et al., 2011). In the case of the present study, the prediction of the nature
of a turbulent ﬂow through the urban environment is in principle pre-requisite to the solution
of the problem of contaminant dispersion in the urban complex (Lien et al., 2008). The com-
plexity of the ﬂow around an obstacle or group of obstacles has been recognized (Cheng et al.,
2003), and turbulent ﬂow remains one of the unresolved problems of classical physics (Qu,
2011). Consequently, a complete understanding of the wind-ﬂow processes and structures
over buildings in urban areas has not yet been attained, despite the many years of intensive
research (Davidson, 2004).
For studies which involve wind loading, structures and dispersion of contaminants around
buildings, the ﬂows with high Reynolds numbers are more closely matching the atmospheric
ﬂows characterizing ﬂows in an urban environment (Haupt et al., 2011). These ﬂow patterns
around buildings within urban canopy layer are inﬂuenced by a large number of parameters
(e.g. the thickness of the boundary layer, the layout of the buildings, characteristics of the ap-
proach ﬂow) that have been identiﬁed and investigated in detail (Cheng et al., 2003) during the
last few decades. However many of these studies have produced very interesting comments and
conclusions which are only applicable to the studied sites due to physical parameters and con-
ﬁguration details, but not appropriate to other conﬁguration cases. It is generally the case when
planning future buildings (e.g. housing project, rebuilding and/or extension of a city, new urban
developments) and installing and/or renovating existing ventilation systems (e.g. ventilation in-
lets and outlets on building facades or roofs). In these cases, the ﬂow patterns are characterized
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by complex ﬂow phenomena due to the interactions produced between the various buildings
already existing within the site, and some of the results from these trials cannot be generalised,
since they are inﬂuenced by the presence of secondary structures (Mavroidis et al., 2003).
From this viewpoint and in order to simplify the structure of the ﬂow ﬁeld and its interac-
tion with the encountered obstacles, many researchers have studied the well documented case
of ﬂow around the three-dimensional surface of a cube (Castro and Robins, 1977; Murakami
and Mochida, 1988, 1989; Paterson and Apelt, 1990; Zhou and Stathopoulos, 1997; Lakehal
and Rodi, 1997; Straw et al., 2000; Krajnovic and Davidson, 2002; Wright and Easom, 2003;
Hoxey et al., 2005; Gao and Chow, 2005; Yakhot et al., 2006; Lim et al., 2007; Richards
and Hoxey, 2008; Paik et al., 2009; Bitsuamlak et al., 2010; Köse and Dick, 2010; Vardoulakis
et al., 2011; Richards and Hoxey, 2012). For this case, the features of the wind-ﬂow pattern are
well established in the wind engineering community as detailed by several authors (e.g. Oke,
1988; Martinuzzi and Tropea, 1993; Meinders and Hanjalic, 1999; Blocken and Stathopoulos,
2008; ASHRAE, 2009; Blocken et al., 2011; Moonen et al., 2012a) who contributed to a better
understanding of the wind-ﬂow behaviour and its effects on certain parameters such as wind
direction, wake region, recirculation zones, etc. The surface-mounted cube case is deﬁned as
the geometrically simplest 3D case commonly called "generic case" and has proven quite suit-
able for validation, veriﬁcation and sensitivity analyses (Blocken et al., 2011). Other studies,
commonly called "applied studies", investigated much more complex conﬁgurations that con-
sist of real sites or building blocks (Häggkvist et al., 1989; Rotach, 1993b; Johnson and Hunter,
1998; Roth, 2000; Cheng et al., 2003; Lien and Yee, 2004; Calhoun et al., 2005; Ricciardelli
and Polimeno, 2006; Van-Hooff and Blocken, 2010; Fernando et al., 2010; Huang et al., 2011;
Hang and Li, 2012; Moonen et al., 2012b; Razak et al., 2013). Such studies were primarily
directed towards the inﬂuences of neighbourhood buildings, wind directions, wind velocities,
Reynolds stress components, etc. on a speciﬁc obstacle or building under study.
Through this brief section, the urban ﬂows are mainly dominated by a complex interplay be-
tween meteorological conditions and urban morphology (Moonen et al., 2012a), thus their
"correct" prediction is currently an unresolved issue (Hsieh et al., 2007). In addition, owing
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to the strong relation existing between the ﬂow-ﬁeld pattern and the transportation of pollutant
contaminants in the urban environment (Huang et al., 2009), it is clear that accurately predict-
ing the pollutant dispersion around buildings – that is the topic of the following section – seems
to be far from straightforward.
1.2.3 Dispersion ﬁeld around buildings
Regarding the previous section dedicated to wind ﬂows around buildings where the complexity
of understanding the behaviour of atmospheric ﬂows over urban areas is highlighted, it is clear
that modelling correctly the pollutant dispersion within a group of buildings remains a very
complex challenge, since the wind ﬂow in an urban area may strongly affect the dispersion of
pollutants around buildings (Zhang et al., 2005). Indeed, the disturbance of atmospheric ﬂows
by various building conﬁgurations – often with irregular geometry and spacing – can change
the local concentrations by an order of magnitude (Lien et al., 2006). Therefore, to understand
well the processes governing the dispersion of pollutants, an accurate concentration prediction
of contaminants released into the urban environment is needed (Tseng et al., 2006).
In view of this important need, a number of different approaches have been widely used for
studying pollutant dispersion around buildings in urban environments: full-scale ﬁeld mea-
surements (Wilson and Lamb, 1994; Lazure et al., 2002; Mavroidis et al., 2003; Stathopou-
los et al., 2004; Yassin et al., 2005; Santos et al., 2009; Finn et al., 2010; Baldauf et al.,
2013), laboratory-scale physical modelling (Li and Meroney, 1983b; Poreh and Cermak, 1990;
Saathoff et al., 1995; Sini et al., 1996; Delaunay et al., 1997; White, 2003; Chang and Meroney,
2003; Aubrun and Leitl, 2004; Gomes et al., 2007; Nakiboglu et al., 2009; Liu et al., 2010a;
Pournazeri et al., 2012; Carpentieri et al., 2012; Yassin, 2013), semi-empirical methods (Saathoff
and Stathopoulos, 1997; Ratcliff and Sandru, 1999; Stathopoulos et al., 2002; ASHRAE, 2007;
Hajra et al., 2010; Chavez et al., 2011; Gupta et al., 2012), and computational ﬂuid dy-
namics (CFD) simulations (Adair, 1990; Li and Stathopoulos, 1997; Riddle et al., 2004; Cai
et al., 2008; Hefny and Ooka, 2009; Yoshie et al., 2011; Weil et al., 2012; Rodriguez et al.,
2013). Such approaches have improved the understanding of many environmental problems
(Gavrilov et al., 2013) that have a direct impact on human health, such as the outdoor pollu-
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tion sources (e.g. emissions from rooftop stacks, motor vehicle exhausts, industrial applica-
tions, etc.).
Field measurements are conducted under real atmospheric conditions and the full complexity
of the problem is taken into account (Blocken et al., 2013). However, full-scale measurements
are usually performed on a limited number of points in space (Montazeri and Blocken, 2013).
In addition, there is no control over the variation of the wind and weather conditions, there-
fore repeating an experiment under identical conditions is not possible (Schatzmann and Leitl,
2011). Consequently, this leads to a wide scatter in measured data (Moonen et al., 2012a).
Reduced-scale experiments give an important advantage, in comparison to the ﬁeld tests, such
that the boundary conditions can be chosen to be appropriate to the problem being solved
(Schatzmann et al., 1997). However, wind tunnel experiments also suffer from the limited set
of points in space (Stathopoulos, 1997) despite new techniques – such as particle image ve-
locimetry (PIV) and laser-induced ﬂuorescence (LIF) which in principle allow planar or even
full 3D data to be obtained – in certain applications where the complicated geometries can
induce laser-light shielding due to obstructions from the urban model (Blocken and Stathopou-
los, 2008). In addition to the high cost of these useful techniques, wind tunnel testing can be
time-consuming and requires adherence to similarity criteria that can be a problem for many
applications such as multi-phase ﬂow problems and buoyant ﬂows (Blocken et al., 2011).
The semi-empirical methods, such as the Gaussian models and the so-called ASHRAE mod-
els (ASHRAE, 2007, 2011) – which apply Gaussian-based models (Hajra and Stathopoulos,
2012) – are based on a Gaussian distribution of the plume in the vertical and horizontal di-
rections under steady conditions (Holmes and Morawska, 2006). Their prediction is based on
concentration measurements obtained in wind tunnel simulations and provide little information
on dispersion (Tominaga and Stathopoulos, 2009). These models usually need some empiri-
cal or semi-empirical parameters from observation and make crude simpliﬁcations (Li et al.,
2006). While Gaussian models are successfully employed in simpliﬁed ﬂow conﬁgurations and
useful for landscape that is approximately ﬂat and unobstructed, they are wholly inadequate for
surface-atmosphere interactions over "complex" surfaces such as cities and other built-up areas
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(Lien et al., 2006); the prediction of scalar dispersion over complex and realistic geometries
remains challenging, because of additional ﬂow features arising such as separated regions, sec-
ondary ﬂows or three-dimensional effects which cannot be properly accounted for (Rossi and
Iaccarino, 2009). For instance, Gaussian models are unable to model the effect of upstream
and adjacent buildings (Hajra et al., 2011), and are not designed to model the dispersion under
low wind conditions or at sites close to the source for which the distance is less than 100 m
(Holmes and Morawska, 2006). It is accepted that these models are not suited for predicting
concentration in complex structured urban or industrial areas, which is, unfortunately, where
pollutants that are of major concern at present are emitted (Schatzmann and Leitl, 2011).
Numerical simulations with CFD offer some advantages compared to other methods; they are
less expensive than experimental methods, they provide results of ﬂow features at every point
in space simultaneously (Moonen et al., 2012a) and they do not suffer from potentially incom-
patible similarity because simulations can be conducted at full scale (Montazeri and Blocken,
2013). In addition, at the micro-scale, the CFD technique is the preferred way of investi-
gation (Britter and Schatzmann, 2007) and very suitable for parametric studies for various
physical ﬂow and dispersion processes (Gousseau et al., 2011a). Due to the rapid develop-
ment in computer hardware and numerical modelling, CFD has been increasingly used and
adopted to simulate the ﬂow development and pollutant dispersion (Wang and Mu, 2010).
Many studies have shown that the approach is capable of reproducing the qualitative features
of airﬂow and pollutant distributions (Huang et al., 2009). However, the accuracy and relia-
bility of CFD are of concern, thus solution veriﬁcation and validation studies are imperative
(Blocken et al., 2013). Since experience has already shown that numerical results do not com-
pare among themselves (Stathopoulos, 1997), experimental tests (i.e. ﬁeld and wind tunnel
measurements) appear unquestionably necessary for fulﬁlling the requirements of assessing
the quality of CFD simulation (Abohela et al., 2013). In addition, one of the objectives of
laboratory studies has frequently been to aid the development of dispersion algorithms that
can be used in dispersion modelling packages to predict behaviour near and around buildings
(Robin, 2003), therefore to place computational results into the right perspective for future
improvements (Stathopoulos, 1997).
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According to the same author (Stathopoulos, 1997), the principal and most signiﬁcant areas
for improvement in CWE are: (i) the numerical accuracy which requires high-order approxi-
mations, (ii) boundary conditions that depend on the speciﬁc problem under consideration and
(iii) reﬁned turbulence models capable to perform well beyond the speciﬁed ﬂow conditions for
which they have been developed. All these parameters are the main subjects of the following
section which deals with the signiﬁcant errors that can compromise the accuracy and reliability
of numerical simulations.
1.2.4 Errors and quality assurance in CWE
The use of CFD to predict pollutant dispersion properties has been successful in many ways,
but also leads to many problems since an accurate prediction of these properties is challenging
due to the complex nature of turbulence modelling, the assumptions that are made and the
resulting uncertainties (Rohdin and Moshfegh, 2011). For instance, the assumptions commonly
used when modelling pollutant dispersion to understand the wind ﬂow and dispersion ﬁeld
behaviours around individual and/or groups of buildings are: (i) the contaminants are mostly
treated as a chemically and dynamically passive gases (Sini et al., 1996) – i.e. inert and having
the same constant density as air – therefore the effect of contaminant particles on the ﬂow ﬁeld
may be neglected (Wang and James, 1999) and their diffusion process is quite weaker than the
turbulent diffusion process (Ma et al., 2012), and (ii) the atmosphere is taken to be horizontally
homogeneous, adiabatic and without vertical motion (Cermak and Cochran, 1992).
In computational wind engineering analysis, two types of errors are classiﬁed and recognised
as critical (Franke et al., 2011). One is the physical modelling arising from the employed
turbulence models and the applied boundary conditions, and the other one stems from numer-
ical simulation such as computational domain size, grid design, truncation of discretization
scheme, numerical iteration algorithm, etc. (Yang et al., 2005). In addition, these two types
of errors are directly related to the large number of computational parameters that have to be
set by the user (Ramponi and Blocken, 2012b). Indeed, in a typical CFD simulation, the user
has to choose the approximate equations describing the ﬂow (steady RANS, unsteady RANS
(URANS), LES or hybrid URANS/LES), the level detail of the geometrical representation of
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the buildings, the size and the mesh of the computational grid, the boundary conditions, the
discretization schemes, the initialization data and iterative convergence criteria (Blocken et al.,
2012). Therefore, detailed and generic sensitivity analyses are important to provide guidance
for the execution and evaluation of the CFD studies (Ramponi and Blocken, 2012a).
In this context, many sensitivity tests and detailed veriﬁcation and validation exercises have
been conducted (Blocken and Gualtieri, 2012) during the past decades, and many impor-
tant best practice guidelines have been developed and/or published (EPA, 1978, 1981; Sny-
der, 1981; Meroney, 1987; Roache, 1994, 1997; AIAA, 1998; Casey and Wintergerste, 2000;
Franke et al., 2004; Oberkampf et al., 2004; Hadjisophocleous and McCartney, 2005; Roy,
2005; Franke et al., 2007; Tominaga et al., 2008; Celik et al., 2008; ASME, 2009; Roy, 2010;
AIAA, 2010; Franke et al., 2011) in order to establish a common methodology for veriﬁcation
and validation of CFD simulations in certain cases, and/or to assist and support the users for a
better implementation of the CFD in other cases. This can be considered as a milestone in the
acceptance process of CFD as a tool for the evaluation of wind ﬂow and pollutant dispersion
around buildings in urban areas (Blocken et al., 2012). Among these studies, some of them
(Casey and Wintergerste, 2000; Schatzmann and Leitl, 2002; Franke et al., 2007; Tominaga
et al., 2008; Franke et al., 2011; Blocken and Gualtieri, 2012) have detailed the main steps that
must be addressed when it is question of conducting numerical simulations. Other studies are
devoted to how to avoid and/or to reduce the errors and uncertainties that can be induced by
a speciﬁc factor such as turbulence modelling (Nallasamy, 1987; Cheng et al., 2003; Xie and
Castro, 2006; Tominaga and Stathopoulos, 2010; Salim et al., 2011; Rohdin and Moshfegh,
2011; Tominaga and Stathopoulos, 2012), cell geometry (Murakami, 1998; Hefny and Ooka,
2009), boundary conditions (Richards and Hoxey, 1993; Hargreaves and Wright, 2007; Gorlé
et al., 2009; Richards and Norris, 2011; An et al., 2013), near-wall treatment (Blocken et al.,
2007; Parente et al., 2011), discretization scheme (Stern et al., 2001; Celik et al., 2008; Galvàn
et al., 2011), etc.
In recent years, many interesting works have been gathered in the international workshops on
quality assurance of micro-scale meteorological models organized by the European Science
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Foundation. According to the authors (Schatzmann and Britter, 2005), the reason that most
of the models used to predict the micro-scale dispersion lack quality assurance is mainly due
to the lack of: (i) a generally accepted quality assurance procedure and (ii) data sets that are
quality checked and generally accepted as a standard for model validation purposes. However,
the workshop has reviewed the present practices for model validation and data that are available
and can be made accessible for micro-scale evaluation. Finally, recommendations have been
made to develop coherent and structured procedures which give clear guidance to developers
and users as to how properly assure their quality and their proper application. Notwithstanding,
it should be noted that CFD solution veriﬁcation and validation and complete reporting of
the followed procedure are essential components of quality assurance (Blocken et al., 2011).
Consequently, each study has to respect the different steps of the procedure – for instance, the
detailed and recommended procedure by Tominaga et al. (2008) and Franke et al. (2011) –
and to report the grid-sensitivity analysis and validation by comparison with high-quality wind
tunnel data and/or on-site measurements (Janssen et al., 2013) to make the study reliable and
credible from a quality assurance perspective.
1.3 Justiﬁcation of the present study
In spite of the large amount of valuable CFD dispersion studies performed in the past, the topic
of micro-scale dispersion still requires further investigation (Ramponi and Blocken, 2012a)
to understand the effect of all the physical parameters on wind ﬂow and pollutant dispersion
in urban areas (Huang et al., 2009), in order to prevent locating fresh-air intakes in zones of
high concentrations. Indeed, the increase in knowledge of the ﬂow structure within the urban
canopy and of the transport by advection and turbulent diffusion, as well as the development of
operational pollutant dispersion models, require more systematic studies of their dependence
on factors such as geometry and external ﬂow dynamics (Sini et al., 1996). In addition to the
importance of the topic and advances in computational resources (Blocken et al., 2013), since
the validation of such models has not always been satisfactory (Meroney et al., 1999) and such
systematic studies are too difﬁcult to realize in real sites and still relatively costly in wind
tunnels, computational modelling offers an appealing alternative (Sini et al., 1996) and thus
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becomes a practical method for predicting the ﬂow and dispersion around buildings (Wang
and Mu, 2010). In other words, there is a clear need for the development of computational
methods for wind engineering applications utilizing three-dimensional numerical modelling
of ﬂow and dispersion ﬁelds around buildings (Tutar and Ogguz, 2004) as well as for more
validation studies (Blocken et al., 2007).
The present work is classiﬁed by Blocken et al. (2013) as an applied study, and this kind of
research is highly valued by the research community since it attempts to reproduce real cases
of existing sites. Chapter 2 as preliminary work will compare among the most widely used
turbulence models (i.e. steady RANS k −  models) in simulating pollutant transport against
wind tunnel data. Chapter 3 of this research will present the solution veriﬁcation and validation
of the studied cases to establish the reliability and credibility of results and to shed light on the
shortcomings of current computational methods and models as well as possible improvements
to produce reasonable predictions and acceptable results. Chapter 4 will investigate the effects
of stack height and pollutant exhaust velocity parameters on pollutant concentrations, thus on
suitable fresh-air intake locations. In Chapter 5, the comparison between steady and unsteady
turbulence approaches highlights the importance of ﬂow ﬂuctuation capture to address better
the dispersion in the wake of buildings.
It appears now clearly that the originality of this research stems from the fact that only few
studies have investigated so far a building arrangement such that the pollutant emitter build-
ing, by means of a rooftop stack, is completely engulfed in the wake zone of another higher
building, in spite of the fact that such conﬁguration is frequently met in large downtown areas
where tall buildings and high densities of population are mostly concentrated. In addition, to
the knowledge of the author, the originality of this study resides also in the fact that very few
studies have investigated speciﬁcally the effects of stack height and pollutant exhaust veloc-
ity on pollutant distribution and fresh-air intake locations, which are among the well-known
parameters inﬂuencing pollutant distribution in the case of stack emissions (ASHRAE, 2011).
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Abstract
The dispersion of pollutants exhausted from a building roof stack located in a tower was in-
vestigated using various types of k −  turbulence models, i.e. a standard k −  model, a RNG
k −  model and a realizable k −  model, all implemented using Fluent software. In order
to determine the turbulence model that best helped reproduce pollutant plume dispersion, the
most critical case was considered, namely, when wind blew perpendicularly towards the up-
stream tower, then placing the building in its wake. When numerical results were compared
to wind tunnel experiments, it was found that the realizable k −  turbulence model yielded
the best agreement with wind tunnel results for the lowest stack height, while for the highest
stack height, the RNG k−  turbulence model provided greater concordance with experimental
results. The realizable k −  model was the only model able to provide the correct trend for
the concentration distribution in the lower region between the two buildings; however, none of
the models reproduced the trend in the upper regions. The standard k−  model was generally
found to be inadequate for reproducing vertical concentration distribution.
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2.1 Introduction
Nowadays, application of Computational Fluid Dynamics (CFD) for atmospheric dispersion
processes in the lower region of the Atmospheric Boundary Layer (ABL) is becoming a signif-
icant research subject, due to increasing interest in air quality modelling. Full-scale measure-
ment and physical modelling in wind tunnels, have been widely used in studying the dispersion
of pollutants (Li and Meroney, 1983a,b; Saathoff et al., 1995; Meroney et al., 1999; Mavroidis
et al., 2003; Stathopoulos et al., 2004; Gomes et al., 2007; Stathopoulos et al., 2008; Contini
et al., 2009; Nakiboglu et al., 2009; Hajra et al., 2011; Hajra and Stathopoulos, 2012) and most
of these experimental studies serve to validate CFD modelling (Murakami et al., 1991; Li and
Stathopoulos, 1997; Sada and Sato, 2002; Blocken et al., 2008; Tominaga and Stathopoulos,
2009; Gousseau et al., 2011a,b; Lateb et al., 2011). CFD modelling has already been consid-
ered as a powerful tool for predicting the atmospheric dispersion around buildings (Yang and
Shao, 2008; Blocken et al., 2011), because it allows for easy control of individual parameters
for detailing the process analysis of dispersion. Furthermore, CFD modelling can provide a
three-dimensional distribution of the concentration, unlike ﬁeld and wind tunnel experiments,
which only allow to obtain a limited number of point measurements.
The performance of CFD modelling predictions for pollutant concentration ﬁelds around build-
ings is crucial to evaluating air quality, and contributing to the comfort, health and the well-
being of building occupants in the vicinity of pollutant sources (e.g. rooftop stacks, vents,
vehicle exhausts). Its accuracy depends on several parameters that are used in numerical sim-
ulations such as turbulence models, grid resolutions, boundary conditions, geometrical repre-
sentations, and numerical approximations. In this study, the turbulence model was the primary
parameter of interest.
Over the past few decades, many CFD simulations of pollutant dispersion have been carried
out regarding turbulence modelling parameters for different buildings and stack conﬁgurations.
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Murakami et al. (1991) have compared the computational results obtained using Reynolds-
averaged Navier–Stokes (RANS) standard k −  and large-eddy simulation (LES) turbulence
models with the results of wind tunnel experiments. The accuracy of the ﬂow and diffusion
ﬁelds around a single building and around a complex building has been conﬁrmed via com-
parison with experimental results. Meroney et al. (1999) compared the Reynolds Stress Model
(RSM) and standard and Re–Normalized Group (RNG) k− turbulence models with wind tun-
nel test results, and found that the RSM produced more realistic results than the other two k− 
models. Recently, Blocken et al. (2008) studied pollutant dispersion from a rooftop vent on an
isolated cubic building using a combination of the realizable k−model and RSM for different
turbulent Schmidt numbers. Both turbulence models correctly predicted upstream dispersion,
but lateral dispersion was underestimated, compared to wind tunnel results. Tominaga and
Stathopoulos (2009) studied the prediction accuracy of the ﬂow and dispersion around a cubic
building, using four types of turbulence models (the standard k−  model, a RNG k−  model,
a k −  model with Launder and Kato modiﬁcation, and a realizable k −  model). They con-
cluded that the standard k−model provided inadequate results for the concentration ﬁeld, and
that the RNG k−  model was the best at providing results that were in general agreement with
the experimental data. All turbulence models tested showed poor prediction accuracy for the
concentration distribution at the side and leeward walls of the building. More recently, Tomi-
naga and Stathopoulos (2010) compared the performance of RNG k−  model and LES model
for ﬂow and concentration ﬁelds around a cube with vent emission in the surface boundary
layer. They concluded that, compared to the experimental results, the LES model reproduced
concentration distribution better than the conventional RNG k−  model. In addition, horizon-
tal diffusion was reproduced, since the instantaneous concentration ﬂuctuations were available
using the LES approach. The RNG k−  model underestimated the turbulent diffusion near the
cube, which was mainly signiﬁcant for the reproduction of concentration distribution. Com-
puting time for the unsteady simulations in LES model was 25 times greater than it was in
simulations using a RNG k −  model. For this reason, this parameter must be taken into ac-
count when using such a model. Gousseau et al. (2011a) recently evaluated the performance
of two different modelling approaches: a standard k −  and a LES turbulence model, applied
to pollutant dispersion in an urban environment. They concluded that the performance of the
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standard k −  model strongly depended on the turbulent Schmidt number, and in contrast,
the LES model provided better performance without requiring any parameter input in order to
solve the dispersion equation. The effects of the near-ﬁeld pollutant dispersion characteristics
of upstream and downstream buildings in an urban environment have recently been examined
by Hajra et al. (2011) and Hajra and Stathopoulos (2012), using a wind tunnel simulation and
ASHRAE modelling. Both studies showed that height and spacing between the emitter build-
ing and its adjacent buildings were critical parameters in the pollutant dispersion process. The
authors emphasize the inability of ASHRAE (2007) to model the effect of adjacent buildings,
and recommend further investigations of its formulation, whereas they found the ASHRAE
(2011) model suitable only for use in speciﬁc, limited cases.
In this paper, the results of CFD simulations of pollutant dispersion exhausted from a building
roof stack located in the wake of a tower will be described. The simulations were implemented
using Fluent CFD software and investigated using various steady RANS k−models (standard
k − , RNG k −  and realizable k −  turbulence models) which are the models most widely
used for many applications (Assimakopoulos et al., 2003; Xie et al., 2005; Salim et al., 2011)
including wind loading (Huang et al., 2011) and pollutant transport (Xie and Castro, 2006).
Their capability for producing reasonable predictions and acceptable results, as well as their
short computational time, have been emphasized by many authors (Lien et al., 2004; Xie and
Castro, 2006; Zhai et al., 2007). Despite the shortcomings of the standard k −  model, it is
robust and simple enough to be tractable numerically (Lien et al., 2006), and is still commonly
used in pollutant transport applications (Yassin et al., 2008; Tominaga and Stathopoulos, 2009;
Gousseau et al., 2011a; Salim et al., 2011). For these reasons, standard k −  model testing
was planned for a two-building conﬁguration. Special attention was paid to the pollutant con-
centrations on the emitting building roof, as well as to those on the roof and leeward wall of
the upwind tower. Simulation results were compared to wind tunnel experiments conducted by
Stathopoulos et al. (2004) in a boundary layer wind tunnel.
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2.2 Model description
The physical model used in this study consists of two lined up buildings, named the BE building
and the Faubourg tower. The tower faces the wind and the BE building is located in the wake
region of the tower. Although all buildings up to a distance of 50 m were included in the
experimental model, only the upstream tower is judged to be the main obstacle capable to
produce major effects on the overall behaviour of the wind ﬂow and concentration ﬁelds around
the BE building. Therefore, only these two buildings are considered in the study. The BE
building and the tower dimensions are LBE ×WBE ×HBE = 48 × 53 × 12.5 m3 and LFb ×
WFb × HFb = 32 × 53 × 45 m3, respectively. One structure is located at the roof centre of
the tower, and its dimensions are 20 × 37 × 5 m3. The BE building has several structures on
its roof, but only three of these were deemed of sufﬁcient dimensions to disturb the ﬂow on
the roof. These three structures are a penthouse (6.2 × 18.4 × 4 m3) an elevator shaft (10 ×
4 × 4 m3) and a skylight (34.6 × 6.8 × 2.2 m3). The other details taken into account in the
CFD modelling of the two buildings were the inclined north-west side, the back step at the
south-east side for the BE building, and the staircase form of the leeward wall for the Faubourg
tower. The stack on the BE roof, from which the pollutant is emitted, sits upstream and is 0.4 m
in diameter; its height varies from 1 m to 7.2 m. Fig. 2.1 shows a general view of the buildings
and shows details of all dimensions of the physical model under consideration. The origin of
the reference frame was set at the centre base of the downstream wall of the BE building, and
the positive x direction was opposite to the wind direction.
Elements not taken into account were the entry of the BE building, located on the windward
wall, and a parapet 1 metre high, running along the perimeter of the roof. It was decided that
the entry did not disturb the ﬂow in the region of interest and, since the parapet had not been
reproduced in the wind tunnel experiments, it would not be reproduced in this numerical study.
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2.3 Mathematical model
2.3.1 Governing equations
The fundamental equations governing the motion of steady turbulent ﬂows without body forces
are the time-averaged Navier–Stokes and continuity equations. For an incompressible ﬂow,
they can be written as:
Continuity equation:
∂Ui
∂xi
= 0 (2.1)
Momentum equation:
Uj
∂Ui
∂xj
=
1
ρ
∂
∂xj
[−Pδij + 2νSij − u′iu′j] (2.2)
where ρ is the density of air in [kg m−3], ν the kinematic viscosity in [m2 s−1], P the mean pres-
sure in [kg m−1 s−2], Sij is the velocity strain rate tensor expressed as Sij = 1/2 (∂Ui/∂xj + ∂Uj/∂xi)
and δij is the Kronecker delta. Ui and u′i represent the mean and ﬂuctuating velocity compo-
nents in [m s−1], respectively.
Through the Reynolds-averaging approach, more variables are introduced, which means that
the two equations above are not closed. The Reynolds stress terms−u′iu′j appearing in Eq. (2.2)
represent the diffusive transport of momentum by turbulent motion. These terms need to be
determined by a turbulence model before the mean ﬂow equations can be solved. For the
various RANS k −  models compared in this study, i.e. the standard k −  model (Jones and
Launder, 1972; hereafter SKE), the re-normalization group k −  model (Yakhot et al., 1992;
hereafter RNG) and the realizable k −  model (Shih et al., 1995a; hereafter RLZ), turbulent
Reynolds stresses and mean velocity gradients were related by turbulent viscosity using the
Boussinesq assumption. The mathematical expression for this is:
− u′iu′j = νt
(
∂Ui
∂xj
+
∂Uj
∂xi
)
− 2
3
kδij (2.3)
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Figure 2.1 Geometry of the two-building conﬁguration and
dimensions in metres.
Turbulent kinetic energy k and turbulent dissipation rate  characterizing the local state of
turbulence are related to the turbulent viscosity in the so-called "two equations" model by the
following equation:
νt = Cμ
k2

(2.4)
where Cμ is a parameter that depends upon the turbulence model; turbulent kinetic energy, k,
is written as:
k =
1
2
u′2i (2.5)
with u′2i representing the Reynolds normal stresses in the streamwise x-, spanwise y- and ver-
tical z- directions in [m2 s−2].
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2.3.2 Turbulence models
To close the system of equations, one transport equation for turbulent kinetic energy, k, and
another for turbulent dissipation rate, , were added. For the various k −  turbulence models
tested, only the turbulent dissipation rate equation differed. The transport equation for turbulent
kinetic energy was the same, and was expressed as follows:
Transport equation of k:
Uj
∂k
∂xj
=
∂
∂xj
(
νt
σk
∂k
∂xj
)
+ Pk −  (2.6)
where Pk is the production of turbulent kinetic energy expressed by Pk = νtS2, S is deﬁned
by the velocity strain rate tensor as S =
√
2SijSij and the constant σk is equal to 1.0.
In the following sections, the transport equation of the turbulent dissipation rate is detailed for
each turbulence model.
2.3.2.1 Standard k −  model
The turbulent dissipation rate of the SKE k −  model is expressed by the following equation:
Uj
∂
∂xj
=
∂
∂xj
(
νt
σ
∂
∂xj
)
+

k
[C1Pk − C2] (2.7)
The model constants are σ = 1.3, C1 = 1.44 and C2 = 1.92, and the constant Cμ appearing
in Eq. (2.4) is equal to 0.09.
2.3.2.2 RNG k −  model
It is well known that applying a SKE model to complex ﬂows yields poor performance, which
in turn limits its scope of applicability (e.g. limitation to high Reynolds numbers, overestima-
tion of k in the impinging regions (Lien et al., 2006)). The RNG model introduces an additional
term into the turbulent dissipation rate, , equation which makes the model more accurate and
reliable for a wider class of ﬂows than is the SKE turbulence model (for example, for rapidly
strained or swirling ﬂows).
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RNG transport equation for :
Uj
∂
∂xj
=
∂
∂xj
(
νt
σ
∂
∂xj
)
+

k
[C∗1Pk − C2] (2.8)
The turbulent eddy viscosity constantCμ was set to 0.0845. The other constants were σ = 0.719
and C2 = 1.68, and C∗1 was expressed by C
∗
1 = 1.42− η(1− η/4.38)/(1 + 0.012η3) with:
η =
k

S (2.9)
2.3.2.3 Realizable k −  model
This k−  model consisted of a new model dissipation rate equation and a new realizable eddy
viscosity formulation. The realizability effect was achieved by the constant Cμ of the turbulent
eddy viscosity, which was no longer a constant but a function of the turbulent ﬁelds, mean
strain and rotation rates. This model has been extensively validated for a wide range of ﬂows,
including boundary layer ﬂows and separated ﬂows (Shih et al., 1995a).
RLZ transport equation for :
Uj
∂
∂xj
=
∂
∂xj
(
νt
σ
∂
∂xj
)
+ C1S− C2 
2
k +
√
ν
(2.10)
where σ = 1.2, C2 = 1.9, C1 = max[0.43, η/(η + 5)] with η deﬁned as in Eq. (2.9), and
Cμ = 1/(4.04 +
AskU∗

) for whichAs =
√
6 cosφ, φ = (1/3) cos−1
√
6W ,W = SijSjkSki/Sˇ3,
Sˇ =
√
SijSij , U∗ =
√
SijSij + Ω˜ijΩ˜ij , and Ω˜ij = Ωij − 2ijωk.
2.3.3 Dispersion equation
For the dispersal of a non-buoyant passive scalar contaminant without a source generation rate,
the transport equation is:
Uj
∂C
∂xj
=
∂
∂xi
(−u′ic′) (2.11)
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The term−u′ic′ appearing in this equation represents the diffusive transport of the concentration
by turbulent motion, where c′ indicates ﬂuctuations of concentration. The turbulent concentra-
tion ﬂuxes and the mean concentration gradients are related, using the same analogy as the one
used for the Reynolds stress terms, by the following expression:
− u′ic′ =
νt
Sct
∂C
∂xi
(2.12)
where Sct is the turbulent Schmidt number equal to 0.7 a value commonly used (Tominaga and
Stathopoulos, 2007) and further justiﬁed in this paper.
2.4 Numerical method
2.4.1 Domain size and computational grid
A staggered rectangular grid system was adopted for this study. The construction of the domain
was done according to the instructions recommended by Franke et al. (2007) and Tominaga
et al. (2008), and special care was taken in arranging the computational grid cells, as advised
by Hefny and Ooka (2009).
Following Celik et al. (2008), three grids were used in order to estimate uncertainty due to
discretization: Grid 1, Grid 2 and Grid 3. These had 1.59, 1.99 and 2.29 million cells, respec-
tively. Since the computed concentration obtained for the two successive reﬁned grids were
so close (the average error was found to be less than 2%), it was determined that further grid
reﬁnement would signiﬁcantly increase processing time with only a negligible increase in ac-
curacy. For this reason, only the results from the calculations using Grid 3 have been included
in this paper (for the grid reﬁnement study – see Lateb et al. (2010a)). The computational do-
main was extended 20.1HFb (streamwise)× 10HFb (spanwise)× 6.1HFb (height), as shown in
Fig. 2.2, and was divided into 187 × 126 × 102 grid points, along the x, y and z axes, respec-
tively. The mesh details in the neighbourhood of the two buildings of interest are illustrated
in Fig. 2.3. Note that the grid conﬁguration was created using a stretching ratio of about 1.2
except near the base of the Faubourg tower where the ratio is greater. The choice of this grid
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was made following several conﬁguration tests carried out in order to obtain the best numerical
data as compared with the experimental results. The exhaust cross-section of the stack was
divided into 24 cells.
2.4.2 Boundary conditions
Enhanced wall treatment was used for near-wall modelling; according to Wang (2006), it is
a better approach for predicting the recirculation zones near the windward edge and in the
wake of the building. This wall treatment is called the low-Reynolds number approach; it
resolves the viscous sublayer and computes the wall shear stress from the local velocity gradi-
ent normal to the wall. It requires a very ﬁne mesh resolution in wall-normal direction. The
Y+ values obtained close to the walls were within a range of 2 to 5, which demonstrates the
suitability of the grid selected here. At all building walls, the no-slip condition was used as-
suming smooth wall. Horizontal homogeneity was assured and tested previously in an empty
domain by using a speciﬁed wall shear stress (τw = 1.15 Pa) at ground level, as suggested by
Blocken et al. (2007).
Figure 2.2 Dimensions of the
domain grid.
Figure 2.3 Mesh on the two-building
conﬁguration.
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At the domain entry, all ﬂow properties were assigned. The different proﬁles used on this part
of the domain are shown in Table 2.1. The velocity proﬁle U(z) and the turbulent intensity
TI(z) at the inlet were derived from curves proposed by Saathoff et al. (1995). Turbulent
kinetic energy and rate of dissipation proﬁles were deduced from equations (2.13) to (2.15)
k(z) =
3
2
[U(z)TI(z)]2 (2.13)
(z) =
u∗3
κz
(2.14)
U(z)
u∗
=
1
κ
ln
(
z
zo
)
(2.15)
where κ is the Von Karman constant (= 0.42), u∗ the friction velocity (= 0.97 m s−1) and zo the
roughness length at the model scale (zo = 0.0033 m) evaluated by Stathopoulos et al. (2004)
in the wind tunnel experiments.
Fully developed ﬂow was assumed at the domain exit. The exit plane was located far down-
stream from the two buildings, so that all parameters in that plane had negligible inﬂuence on
the velocity and concentration ﬁelds calculated in the vicinity of the two buildings. The stack
exit conditions were matched as closely as possible to the wind tunnel experiments. The mass
ﬂow rates, as well as the concentration and momentum ﬂuxes at the stack exit plane, were those
measured experimentally. The pollutant exhaust velocity, we, and its concentration, Ce, were
prescribed as uniform, whereas the turbulence intensity, TIs, was speciﬁed using the following
equation (Zhou and Kim, 2010):
TIs = 0.16(Res)
−1/8 (2.16)
where Res = (wedsρe)/μe is the stack Reynolds number, ds refers to the internal diameter of
the stack and ρe and μe are the density and dynamic viscosity of the pollutant, respectively.
The stack Reynolds number for the lowest pollutant velocity value, we, was approximately
1940. This value was under the recommended threshold value for reaching the turbulence crite-
rion in the stack. Since all criteria for modelling non-buoyant plume exhaust had been satisﬁed,
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Stathopoulos et al. (2004) do not recommend an increase in pollutant exhaust velocity in or-
der to reach the threshold value (Res > 2000). The wind tunnel results for the concentration
measurements were provided in a non-dimensional form; therefore, all the numerical concen-
trations, C, were normalized in the same way and were expressed by the following equation:
K =
CUHH
2
BE10
−6
Qe
(2.17)
where C is the mean concentration measured in [ppb], UH is the mean wind velocity at the
roof height of the BE building in [m s−1], HBE is the height of the BE building in [m] and Qe
is the volumetric ﬂow rate of the pollutant in [m3 s−1].
The simulation parameters used in this study are listed in Table 2.1, whereM is the momentum
ratio (the ratio between the exhaust velocity of the pollutant, we, and the wind velocity at
height HBE of the BE building). The different proﬁles at the inlet as well as the pollutant exit
parameters are detailed for the various stack heights considered, i.e. 1 m, 3 m, 4 m and 7.2 m.
The mean pollutant concentration at the stack exit, Ce, is equal to 1.
Table 2.1 Simulation test cases and their parameters.
Stack
height
200hs [m]
Momentum
ratio M
(= we/UH)
Exhaust
velocity
we [m/s]
Turbulent
intensity
TIs [%]
Proﬁles at the entry of the domain
Proﬁle
U (z)
Proﬁle
k(z)
Proﬁle
(z)
Proﬁle
TI(z)
1
2.2 13.88 6.20
14.5×z0.3 1.25/z0.4 2.17/z 0.063/z0.5
5 31.55 5.60
3
2.2 13.88 6.20
4.5 28.40 5.70
4 2.2 13.88 6.20
7.2 2.2 13.88 6.20
2.4.3 Numerical schemes
The QUICK scheme was used in the discretized momentum equations, and a second-order
discretization scheme in other governing equations. The SIMPLE (Semi-Implicit Method for
Pressure-Linked Equations) algorithm (Patankar and Spalding, 1972) was used for introducing
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pressure into the continuity, and pressure discretization was taken care of by the Standard
scheme. In order to reduce the round-off error, a double precision solver was used. Franke
et al. (2007) recommend a reduction of the residuals at least four orders of magnitude; hence,
the iterative convergence criteria used for reaching the solution was 10−5.
2.5 Results
In this section, a comparison between the measured and simulated concentrations obtained
using the turbulence models tested will be described. The objective was to compare the per-
formance of various turbulence models. This comparison made it possible to produce the
concentration distribution of the pollutant operating in the wake region of the two-building
conﬁguration of interest. Since no velocity and pressure measurements were available, in the
following sections, only the numerical concentration values will be compared to the wind tun-
nel measurements.
Figure 2.4 Scatter plots of simulation and wind tunnel K data for stack heights of 1 and 3 m
and momentum ratios of 2.2, 4.5 and 5 obtained with (a) SKE turbulence model, (b) RNG
turbulence model and (c) RLZ turbulence model.
2.5.1 Average error of sampler concentrations
Fig. 2.4 shows the scatter plots for the non-dimensional concentration K values from the wind
tunnel measurement and numerical simulations with both stack heights (hs = 1 and 3 m) and
various momentum ratios (M = 2.2, 4.5 and 5) for each turbulence model. Eighty percent
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(80%) of concentration values were located within a range factor of 2, as can be seen through
points situated between the dashed lines on each side of the median line in Fig. 2.4a and c,
for the SKE and RLZ turbulence models, respectively, whereas in Fig. 2.4b, the RNG model
shows 83% ofK values within this range. The average error, ea, for simulated and experimental
concentrations obtained with stack heights of 1 and 3 m (both are momentum ratios for each
stack height) and the SKE turbulence model were approximately 50% and 92%, respectively.
Note that the average error was calculated as deﬁned in Lateb et al. (2010a). The corresponding
average errors for the RLZ model were smaller than those for the SKE model, i.e. 45% and
88%. The RNG model remained the best approach for evaluating concentrations with average
errors of 38% and 56% for stack heights of 1 m and 3 m, respectively. For the lowest stack
height (hs = 1 m) and the lowest momentum ratio (M = 2.2), the RLZ turbulence model
displayed the smallest average error of about 36%. This value was slightly under the values of
37% and 38% obtained with the SKE and RNG turbulence models, respectively. In the case of
a stack height of 1 m and a momentum ratio of 5, the RNG model showed better capability to
approach the experimental results, with an average error of 38% compared to the RLZ and SKE
models, which provided 54% and 63%, respectively. Note that the corresponding correlation
coefﬁcients, R, of the concentration dispersion values in Fig. 2.4, are 0.93, 0.92 and 0.93 for
SKE, RNG and RLZ models, respectively.
2.5.2 Concentrations on the BE building roof and the top of the Faubourg tower
leeward wall
Figs. 2.5 and 2.6 show the concentration values obtained using CFD simulations and wind tun-
nel experiments for the lower stack height (hs = 1 m) and the higher stack height (hs = 3 m),
respectively. Two momentum ratios are shown in each ﬁgure. The non-dimensional con-
centration K values obtained using numerical simulations and wind tunnel experiments are
displayed for each sampler location. The analysis of these results will be discussed separately
for the BE building roof and the Faubourg tower leeward wall. Afterwards, a general tendency
will be expressed.
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2.5.2.1 On the BE building roof
The SKE turbulence model showed an underestimation of the concentration in the central and
south-east part of the roof for both stack heights using the lower momentum ratio (M = 2.2).
The increase in momentum ratio revealed an opposite tendency (an overestimation) in the cen-
tre, while the same tendency (an underestimation) was still roughly observed in the south-east
part of the roof. Major overestimations were noted at samplers located in the windward and
north-west parts of the BE building roof for all the cases studied.
The RNG model also underestimated concentrations in nearly all parts of the roof for both
stack heights with the lower momentum ratio. Only a few samplers located near the perimeter
of the roof were overestimated (R5, R6, R14, and R25). The tendency was reversed for a few
samplers in the centre with the increase of momentum ratio: numerical values overestimated
the experimental ones. The underestimation persisted in the central and upwind parts of the
roof for the case using hs = 1 m and M = 5. For higher stack heights and momentum ratios
(hs = 3 m and M = 4.5), the simulations agreed relatively well with the experimental results
in the centre of the roof. Underestimation was observed, however, for all cases at sampler R4,
near the stack. The overestimation observed in the side parts with hs = 1 m and M = 5 were
still noticeable at the highest stack (hs = 3 m).
The RLZ turbulence model showed under- and overestimation on the BE building roof for both
stack heights (hs = 1 and 3 m) using the lowest momentum ratio (M = 2.2). For the smaller
stack height, an overestimation was observed at many samplers located along the perimeter of
the roof. At the roof centre, an underestimation of concentrations was observed and only a
few samplers saw their concentration tendencies reversed along with increasing stack height
(hs = 3 m). For higher pollutant exhaust velocities, the concentrations of the roof samplers
increased surpassing the experimental values. Only two of the three samplers located near
the upwind edge of the roof remained underestimated: hs = 1 m and M = 5. At the farthest
sampler towards the south-east side, R6, an overestimation of K remained.
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Figure 2.5 Simulation and wind tunnel values of K for a stack
height, hs, of 1 metre with (a) M = 2.2 and (b) M = 5.
2.5.2.2 On the top of the Faubourg tower leeward wall
The results obtained for all the turbulence models underestimated the concentration K on the
Faubourg tower leeward wall, with a lower momentum ratio for both stack heights. Increasing
the exhaust velocity did not signiﬁcantly change the SKE turbulence model: the underestima-
tion remained, except at the sampler in the centre, FB2, and for the highest stack (hs = 3 m).
For the RNG model, the computed concentration was greater than the experimental value for
the higher pollutant velocity at sampler FB3, whereas an underestimation was observed at sam-
pler FB1. All K values obtained using the RLZ model underestimated the experimental results
for M = 2.2 and both stack heights, whereas with the highest pollutant velocities, the RLZ
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model showed an overestimation at almost all samplers except for FB1 and FB3, where K was
underestimated for hs of 1 and 3 m, respectively.
2.5.3 Variation of K along the stack axis on the BE building roof
Fig. 2.7a and b shows the evolution of concentrations K for momentum ratios of 2.2 and 5,
respectively, with a stack height of 1 metre at samplers R4, R23 and P2 located at the stack axis
on the BE building roof. For both momentum ratios, the RLZ model provided the best con-
centration value at sampler R4 near the stack, compared to those obtained with SKE and RNG
models. All models showed slight differences between their results for the higher momentum
ratio. For the lower value of M , however, discrepancies were clearly noticeable at sampler, R4,
near the stack. The RNG model underestimated theK value within 30%, while the SKE model
provided an overestimation of 48%. Far downstream of the stack, agreement between the sim-
ulated concentration values and experimental values was better. The RLZ model seemed to
provide more accurate concentration values at samplers close to the stack, as compared to the
SKE and RNG models.
2.5.4 Concentrations along the Faubourg tower leeward wall
Fig. 2.8 shows the vertical evolution of the measured and simulated concentrations along the
leeward wall of the Faubourg tower. All the turbulence models used overestimated the ex-
perimental values and displayed approximately the same concentration values at the samplers
located at the higher level of the tower leeward wall and at the BE building roof level. Discrep-
ancies between the numerical and experimental values were greater at the building roof level.
At mid-height on the Faubourg tower, the SKE model predicted a more accurate K value,
whereas the RLZ model showed an inadequate result. Although none of the turbulence models
tested reproduced the concentration trend in the upper region between the two buildings, the
RLZ model remained the only one to reproduce the trend slope in the lower region. This seems
to indicate that the RLZ model correctly reproduced pollutant distribution in that lower region.
43
Figure 2.6 Simulation and wind tunnel values of K for a stack
height, hs, of 3 metres with (a) M = 2.2 and (b) M = 4.5.
Figure 2.7 Measured and calculated variation of K at samplers R4, R23 and P2 along
x axis on BE roof with hs = 1 m and for momentum ratios of (a) M = 2.2 and (b) M = 5.
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Figure 2.8 Vertical proﬁles of K on the leeward wall of the Faubourg tower (Wind tunnel
and simulation 1:200 scale values, M = 4.5 and hs = 3 m).
2.5.5 Variation of K at speciﬁed samplers for different stack heights
Fig. 2.9 shows the dependence of concentration on stack height at different samplers located
on the BE building roof and on the Faubourg tower leeward wall. For the BE building roof,
the samplers are those located along the stack axis, i.e. R4, R17 and P2, and those on the
tower leeward wall are FB1, FB2 and FB3. At sampler R4, near the stack, the RLZ model
provided the best overall agreement with the wind tunnel results: a slight overestimation of
K was noted for the lower stack height (hs = 1 m), whereas for higher stack heights (hs = 4
and 7.2 m), very good agreement was observed. For a stack height of 3 m, the SKE model
provided the best approach. The RNG model underestimated K values for all stack heights,
with less discrepancy for hs of 4 and 7.2 m. In the central and the leeward parts of the roof,
represented by samplers R17 and P2 shown in Fig. 2.9b and c, respectively, all models provided
roughly the same results and the same trend. The concentrations obtained remained constant
with increasing stack height, whereas a decrease of K was noted in the experimental values.
On the Faubourg tower leeward wall, the trend of the experimental concentrations was the same
for all three samplers. K concentration increased between stack heights of 1 and 3 m, except
at sampler FB2, where a constant trend was noted; afterwards, K decreased for the remaining
stack heights, with an abrupt decrease between stack heights of 3 and 5 metres. The simulated
concentration trend was showed a slight increase for all models tested at samplers FB1 and FB2,
with a strong underestimation ofK at the lowest stack height (hs = 1 m), and an overestimation
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Figure 2.9 Measured and calculated concentrations K for M = 2.2 and for different stack
heights, hs, at samplers (a) R4, (b) R17, (c) P2, (d) FB1, (e) FB2 and (f) FB3.
for the highest stack height (hs = 7.2 m). All the models provided roughly the same results
at sampler FB1, and better agreement between the numerical and the experimental values of
K was found at the 4-metre stack. At sampler FB3, the RLZ and RNG turbulence models
showed the same evolution as for samplers FB1 and FB2, while the SKE model systematically
underestimated K for all stack heights. The SKE model seemed to be the best model for
hs = 7.2 m at sampler FB3, whereas the RNG and RLZ models displayed improved prediction
using a stack height of 4 m.
2.6 Discussion
The average errors for the numerical concentrations as compared to the experimental mea-
surements indicate that the RNG turbulence model reproduced better concentration for stack
heights of 1 and 3 m, with greater momentum ratios (M = 5 and 4.5). The RLZ model showed
the best agreement with experimental results for the smallest stack (hs = 1 m) using the lower
momentum ratio (M = 2.2). For this case (hs = 1 m and M = 2.2), the RNG and SKE models
showed similar levels in averaged error (ea) values, compared to the RLZ model. Signiﬁcant
discrepancies in ea values were observed mainly for higher stack heights, and greater momen-
tum ratios for the three turbulence models tested, and the largest ea values were observed with
the SKE model. Given the well-known problems of SKE models in reproducing the basic ﬂow
structure around a building, and since the prediction accuracy of dispersion is strongly related
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to the simulated ﬂow ﬁeld, as stated by Tominaga and Stathopoulos (2009), the inaccuracy
of the SKE model was expected, even more so with higher pollutant velocities, where strong
interactions occurred above the stack, between the wind ﬂow and the exhausted pollutant.
The behaviour of the ﬂow ﬁeld in the vertical cross-section at the stack position (y = 0.0155 m)
is shown in Fig. 2.10 for two momentum ratios with stack heights of 1 and 3 m. The signiﬁcant
underestimation obtained at most samplers on the BE building roof and the tower leeward
wall, for both stack heights (hs = 1 and 3 m) and the lowest momentum ratio (M = 2.2),
was due to the pollutant, which was directed at the lower region between the two buildings,
as shown in Fig. 2.10a and c for all the turbulence models used. This behaviour also explains
the underestimated concentrations obtained at samplers located at higher levels, i.e. FB1, FB2
and FB3. For higher exhaust velocities, the pollutant rose towards the upper region between
the two buildings and reached the tower roof, as shown in Fig. 2.10b and d; consequently, an
overestimation of the concentration was observed at sampler FB2, as shown in Fig. 2.6b, and at
samplers located along the tower leeward wall, as indicated in Fig. 2.8. This was predictable,
since none of the turbulence models tested was able to reproduce the upper region between the
two buildings, as stated previously in Fig. 2.8.
The well-established airﬂow pattern around a building, as reported by authors such as Rodi
(1997); Blocken et al. (2011); and ASHRAE (2009), induces a horseshoe vortex system at the
ground level of a building upwind facade. This phenomenon seems to be better represented by
the RNG turbulence model, as compared to the SKE and RLZ models, each of which displays
a very small vortex at the tower upwind wall, as shown in Fig. 2.10. The ﬂow structure in the
horizontal plane (x-y) at different levels from the ground (i.e. height levels of 1/2HBE , 3/2HBE
and 3HBE) for the three turbulence models is depicted in Fig. 2.11. The ﬂow ﬁeld shows
strong curvatures and recirculation zones around the two-building conﬁguration, particularly
at the lower region, as shown in Fig. 2.11a. This lower region shows a complex separated ﬂow
for the RLZ turbulence model, whereas the SKE model shows a conﬁguration with a clear
generation of two main vortices spread out over each side, between the tower and the building.
For the RNG model, the recirculation ﬂuxes seem to occur mainly in the vertical plane. In the
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Figure 2.10 Streamlines on the vertical (x-z) plane through stack position (y = 0.0155 m)
for (a) hs = 1 m and M = 2.2, (b) hs = 1 m and M = 5, (c) hs = 3 m and M = 2.2 and
(d) hs = 3 m and M = 4.5. Columns from left to right represent results for RLZ, RNG and
SKE models, respectively.
BE building wake, two horizontal vortices occur with the RLZ and RNG turbulence models;
however, the only vortex displayed by the SKE model seems to be occurring in the vertical
plane. For higher levels, as indicated in Fig. 2.11b, the streamlines skirt the tower along its
sides and display two wide main recirculation zones in the tower wake. These zones, which
are less signiﬁcant for the SKE model when compared to RLZ and RNG models, become even
smaller as one moves towards the upper levels, as shown in Fig. 2.11c.
Fig. 2.12 shows the ways in which turbulent kinetic energy k is distributed over the vertical
cross-section at the centre of the domain (y = 0 m), obtained using the turbulence models
tested for hs = 1 m and M = 5. As can be seen at the Faubourg tower upstream corner, the
highest turbulent kinetic energy iso-contour value is obtained with the SKE turbulence model.
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Figure 2.11 Streamlines on the horizontal (x-y) plane at different vertical positions for case
hs = 1 m and M = 5. Columns from left to right represent the results of RLZ, RNG and SKE
models, respectively, at height (a) 1/2HBE , (b) 3/2HBE and (c) 3HBE from the ground.
The maximum values for k produced by the SKE model are 13% and 46% higher, compared
to those obtained with RLZ and RNG models, respectively.
This high production of k, as stated by several authors (e.g. Murakami, 1993; Rodi, 1997; Mu-
rakami, 1998; Wright and Easom, 2003; Tominaga et al., 2008), is a well-known shortcoming
of the SKE model, which induces inaccurate wind-ﬂow patterns. According to some of these
authors (Murakami, 1993; Rodi, 1997; Wright and Easom, 2003), this excessive k-production
takes its origin from isotropic turbulent viscosity formulation.
According to Wright and Easom (2003), the wake region exhibits strong turbulence anisotropy
where the lateral Reynolds stress component, u′2u′2, dominates; the inability of the isotropic tur-
bulent viscosity models to simulate correctly the difference between Reynolds normal stresses
produces an underprediction of the lateral Reynolds stresses. Moreover, Nallasamy (1987) has
stressed the assumption of isotropic turbulent viscosity as the main practical limitation of the
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two equation models; Pope (2000) has noted that the assumption of the turbulent viscosity
hypothesis is more reasonable in cases where the mean velocity gradients and turbulence char-
acteristics evolve slowly, following the mean ﬂow. For this reason, since the distribution of
the mean velocity gradients varies signiﬁcantly; since it is dependent upon its relative position
over the conﬁguration (Murakami, 1993), and since it is directly related to the Reynolds stress
components, the complex ﬂow ﬁeld around this two-building conﬁguration may be poorly re-
produced using two equation k−  models. In addition, the ﬂow ﬁeld around the conﬁguration
under study is characterized by vortex shedding from the tower leeward sides and roof, which
generate a strong degree of unsteadiness and periodic ﬂuctuation. On the one hand, turbulence
dispersion is the dominant mechanism for particle spread (Canepa, 2004) and cannot be pre-
dicted accurately by assuming a steady-state process (Chang and Meroney, 2003). On the other
hand, when using steady-state models, Rodi (1997) has emphasized a severe underprediction
of turbulence ﬂuctuations in the wake region, and Shirasawa et al. (2008) have found that tur-
bulent diffusion ﬂux was insufﬁciently spread in lateral directions. Consequently, the steady
state of the tested models is probably an additional weakness that contributes to inaccuracy
regarding the ﬂow and dispersion ﬁelds.
Figure 2.12 Distribution of turbulent kinetic energy k in [m2 s−2], on the vertical (x-z) plane
through the centre of the domain (y = 0 m), obtained with RLZ, RNG and SKE turbulence
models for case hs = 1 m and M = 5.
Fig. 2.13 shows the distribution of the non-dimensional Reynolds stress components (i.e. u′21 /2k,
u′22 /2k, u′23 /2k and
∣∣u′1u′3/2k∣∣) and the turbulent viscosity, νt, in the vertical cross-section
(y = 0 m) for hs = 1 m and M = 5. According to Shih et al. (1995b), the "realizability" con-
dition imposes as requirement (i) the non-negativity of each Reynolds normal stress (0 ≤u′2α ),
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and (ii) Schwarz’s inequality (u′αu′β
2
/u′2α u
′2
β ≤ 1) between any ﬂuctuating quantities in the en-
tire computational domain, to prevent the ﬂow ﬁeld from reproducing non-physical results.
Using the turbulent kinetic energy expression Eq. (2.5), both requirements can be written in
non-dimensional form as 0 ≤u′2α/2k ≤ 1 (non-negativity condition) and 0 ≤
∣∣u′αu′β/2k∣∣ ≤ 1
(Schwarz’s inequality condition). Throughout Fig. 2.13, only the SKE model fails to respect
the realizability criterion, due to the negative values found at the upper region of the tower
windward wall, as shown in Fig. 2.13c. The region of concern is located in the upper region of
the stagnation point, which occurs on the tower windward facade and whence the wind ﬂow is
deviated and accelerated to the upward, downward and sideward zones, inducing strong veloc-
ity gradients along the vertical and lateral directions. Therefore, the negative values of vertical
Reynolds normal stress are mainly due to the great local mean velocity gradients, ∂U3/∂z, in
the vertical direction, since the displayed values of turbulent viscosity νt, in that region are not
very signiﬁcant, as illustrated in Fig. 2.13e of the SKE model. However, Schwarz’s inequality
condition is rigorously respected by all the tested models, as shown in Fig. 2.13d.
To ensure that the requirement of realizability is respected throughout the computational do-
main, other critical planes were analyzed. These included the horizontal plane at the stagnation
point and the vertical plane passing by the stack position, since strong interactions occurred be-
tween the emitted pollutant and the wind ﬂow above the stack exit. The same anomaly was
observed with the SKE model: negative values of vertical Reynolds normal stress, in the ver-
tical plane passing by the stack, due to strong velocity gradients. The SKE turbulence model
was the only model to produce non-physical values in the computed results, whereas the other
models, i.e. RLZ and RNG models, appear to have rigorously respected the physical principle
of the realizability requirement.
The signiﬁcant underestimation of concentration K obtained at most sampler locations on the
BE building roof and at the top of the Faubourg tower leeward wall, with lowest momentum
ratio (M = 2.2) and both stack heights (hs = 1 and 3 m), as stated previously in Figs. 2.5a
and 2.6a, is probably due to a lack of lateral dispersion. To promote the plume dispersion
artiﬁcially, various turbulent Schmidt numbers representing the ratio of turbulent viscosity to
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Figure 2.13 Distribution on the vertical (x-z) plane through the centre of the domain
(y = 0 m) for case hs = 1 m and M = 5 of the non-dimensional Reynolds stress components
(a) u21/2k, (b) u′22 /2k, (c) u′23 /2k, (d)
∣∣u′1u′3/2k∣∣ and (e) turbulent viscosity νt in [m2 s−1].
Columns from left to right represent the results of RLZ, RNG and SKE models, respectively.
Dashed lines indicate negative values.
turbulent mass diffusivity (Sct = νt/Dt) were tested, as suggested by Lateb et al. (2010b).
Various low Sct values (0.1, 0.3 and 0.5), compared to the commonly used number 0.7, were
tested in order to favour turbulent mass diffusivity, Dt, against turbulent viscosity νt (not re-
ported here, for the sake of brevity). Only the SKE and RLZ models were tested, since the
RNG model does not allow a modiﬁcation in the Sct value when using Fluent. Surprisingly, the
results obtained showed no signiﬁcant changes in concentration values, in contrast to some pre-
vious studies (Tominaga and Stathopoulos, 2007; Blocken et al., 2008; Gousseau et al., 2011a;
Chavez et al., 2011), which showed an inﬂuence of Sct on the concentration distributions when
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it is question of a single building. Notwithstanding, Chavez et al. (2011) concluded that the
changes in Sct do not have a major impact on pollutant dispersion in the presence of adja-
cent buildings, which is the case in this study. In addition, Sct varies with different dispersion
problems and ﬂow structures (Hang et al., 2012) and a change of turbulent Schmidt number
inﬂuences only the diffusion mechanism and not the ﬂuid dynamics (Di-Sabatino et al., 2007).
Finally, the dispersion process is probably dominated by the advection transport phenomenon
since it cannot be compensated by promoting the dispersion through low Sct values in this
case of a complex ﬂow ﬁeld where strong separation/recirculation zones occur. Therefore, the
turbulent diffusion mechanism which seems insigniﬁcant – in the wake region where most of
all samplers are located – can be a consequence of a high underestimation of Reynolds normal
stress components and the steady-state methodology.
2.7 Summary and conclusions
Pollutant dispersion in a two-building conﬁguration was investigated using various RANS tur-
bulence k−models (a standard k−model, a RNG k−model and a realizable k−model)
in order to determine the best turbulence model to reproduce pollutant plume dispersion. It was
found that the realizable turbulent k −  model yielded the best agreement with wind tunnel
experimental data for the lower stack height and momentum ratio, while the RNG turbulence
model performed best for the higher stack height and both momentum ratios. Despite an over-
estimation of K using the RLZ model for higher momentum ratios, this model is the only one
that provided the correct trend for concentration distribution in the lower region between the
two buildings. Given the well-known problems of the SKE model in reproducing ﬂow-ﬁeld
structures around buildings, this model was generally found to be inadequate for reproducing
vertical concentration distribution, and was the only turbulence model that failed to satisfy
the realizability requirement, consequently producing non-physical results. For the simulated
complex ﬂow ﬁelds where strong separation/recirculation zones occur, the dispersion process
is probably dominated by the advection transport phenomenon and cannot be compensated
by promoting the turbulent diffusion process through low turbulent Schmidt number values:
the incorrect estimation of the Reynolds normal stresses and the steady-state assumption of
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the turbulence models tested are thought to be the main sources of the insigniﬁcant turbu-
lent diffusivity stated in the wake region, therefore the origin of the lack of lateral dispersion
previously observed. It is recommended that an attempt be made to use unsteady turbulence
models in order to shed light on the effects of steadiness on both the dispersion process and
ﬂow-ﬁeld structure.
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Abstract
The dispersion of exhausted pollutants from a building roof stack situated in the wake of a
neighbouring tower has been studied using the realizable k −  turbulence model and com-
putational ﬂuid dynamics (CFD). Two scales are considered in this work, full scale (1:1) and
wind tunnel scale (1:200). Of primary interest are the distributions of the plume and of the
pollutant concentrations on the building roof as well as on the leeward wall of the tower. Two
stack heights and pollutant exhaust velocities have been considered to study the distribution
of pollutant concentrations in the neighbourhood of the building from which the pollutant is
emitted. Results are compared with measurements from ﬁeld and wind tunnel experiments to
estimate the accuracy of simulations.
Keywords: Numerical simulation, computational ﬂuid dynamics, (CFD) pollutant dispersion,
atmospheric boundary layer (ABL), realizable k −  turbulence model.
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3.1 Introduction
Increasing levels of pollution in urban environments has motivated the development of new
techniques to model the dispersion of pollutants in the atmosphere. This topic is of special
signiﬁcance in urban areas as it is one of the signiﬁcant sources of poor indoor air quality due
to contamination of fresh-air intakes. In the present study, the particular interest is in pollu-
tant emissions from rooftop stacks and how the presence of the tower upstream the emitting
building affects the distribution of pollutant concentrations around buildings.
Current standards for building ventilation systems recommend that rooftop stacks be designed
such that their emissions do not contaminate the fresh-air intakes of the emitting or any nearby
buildings. Several studies have been carried out on the dispersion of pollutants in urban en-
vironments, most of which considering a single building without neighbours. Of note are the
works of Mavroidis et al. (2003) who was interested in pollutant distributions around a cubic
building with a transmitting continuous source of tracer gas, from different lateral and vertical
positions; the research by Li and Meroney (1983a,b), who studied the concentration of ex-
hausted pollutants from a building roof for different wind directions and stack positions; other
works taking into account neighbouring structures have been carried out at wind tunnel scale.
For instance, Stathopoulos et al. (2002) studied pollutant concentration, on the roof and wind-
ward wall of a building, caused by a small roof stack emitting pollutants at various speeds.
Yassin et al. (2005) has reproduced a built-up area within a 500 m radius to study dispersion
under various weather conditions.
Some works have been directed at improving model parameters, such as the prescription of
boundary conditions or wall functions, in order to better reproduce ﬁeld measurements. Among
them, the work of Liu et al. (2003) focussed on the use of two important parameters, namely
roughness height and friction velocity, in establishing velocity and turbulence intensity proﬁles
at the inlet of the domain. The work of Wang and Stathopoulos (2007) considered the impact
of roughness height upstream of the site and on the velocity proﬁle at the domain inlet for
homogeneous and inhomogeneous terrains. Finally, Wagaman et al. (2002) carried out ﬂow
visualizations in the recirculation zones for two different building heights.
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The present study considers a building in the wake of another higher building located upstream.
This research complements previous experimental works completed at Concordia University
in the wind tunnel and at full-scale by applying numerical modelling techniques (Computa-
tional Fluid Dynamics – CFD). The aim is to numerically reproduce experimental works of
Stathopoulos et al. (2004), particularly the ﬁeld experiments of August 12th and 26th, 2002.
These experiments are simulated using the software Gambit 2.4.6 for the domain and mesh de-
sign, and Fluent 6.3.26 for the solution of the system of partial differential equations. Special
attention is given to the analysis of the distribution of pollutant concentrations at various loca-
tions on the roof of the building compared to the site of the stack, while taking into account the
inﬂuence of momentum ratio. The current study also provides an evaluation of the numerical
approach for reproducing controlled and non-controlled experiments.
Figure 3.1 Plan view of the BE building and Faubourg tower. All dimensions in [m].
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3.2 Numerical simulations
3.2.1 Model description
3.2.1.1 Geometric model
The geometric model consists of a building, referred to as BE, and the Faubourg tower which
has the same width and four times the height of BE. The wind arrives perpendicular to the wind-
ward wall of the Faubourg tower which places the BE building in its wake. The dimensions of
the BE building are LBE ×WBE ×HBE = 48 m × 53 m × 12.5 m and those of the Faubourg
tower are thus LFb ×WFb ×HFb = 32 m × 53 m × 45 m. Three structures are situated on the
roof of the BE building. A penthouse is located at the back of the roof, along the down-
stream wall, with dimensions 6.2 m × 18.4 m × 4 m. There is also a skylight, with dimensions
34.6 m × 6.8 m × 2.2 m, and an elevator shaft with dimensions are 10 m × 4 m × 4 m. The
stack, from which the pollutant is exhausted, is at the upstream edge of the roof near the wind-
ward wall of the building. Its diameter is 0.4 m and its height varies from 1 m to 3 m. Only one
structure exists at the centre of the Faubourg tower roof with dimensions 20 m × 37 m × 5 m.
Figs. 3.1 and 3.2 show the layout of these structures in plan view and elevation view, respec-
tively. The origin of the reference frame is located at the base of the wall downstream of the
BE building at its centre. Note that the wind blows in the negative x direction. Not taken into
account in this geometric model are the entry of the building, located on the windward wall,
and a small wall of height 1 m (parapet) that runs along the perimeter of the BE roof.
3.2.1.2 Mathematical model
The realizable k−  turbulence model is used for closure of the system of equations composed
of the continuity equation, the Reynolds-averaged Navier–Stokes equations and an equation
modelling dispersion. This choice is made following the work of Blocken et al. (2008) who
studied the dispersion of pollutants around the BE building without the Faubourg tower by
numerical simulation. The study concluded that the realizable k −  turbulence model with
enhanced wall treatment better predict the recirculation zones near the windward edge and in
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Figure 3.2 Elevation view of the BE building and Faubourg tower. All dimensions in [m].
the wake of the building than the standard k −  model. The set of equations in steady-state
form are summarized below:
Equation of continuity:
∂Ui
∂xi
= 0 (3.1)
Equation of momentum:
Uj
∂Ui
∂xj
= − ∂
∂xi
(
P
ρ
+
2
3
k
)
+
∂
∂xj
(
νt
∂Ui
∂xj
)
+
∂νt
∂xj
∂Uj
∂xi
(3.2)
Equation of transport of k:
Ui
∂k
∂xi
=
∂
∂xi
(
νt
σk
∂k
∂xi
)
+ Pk −  (3.3)
Equation of transport of :
Ui
∂
∂xi
=
∂
∂xi
(
νt
σ
∂
∂xi
)
+ C1S− C2 
2
k +
√
ν
(3.4)
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Equation of dispersion:
Ui
∂C
∂xi
=
∂
∂xi
(
νt
Sct
∂C
∂xi
)
+ S ′ (3.5)
with:
νt = Cμ
k2

(3.6)
and: Cμ = 1/(Ao+AskU
∗

);C1 = max[0.43, η/(η+5)]; Pk = νtS2; η = (k/)S; S =
√
2SijSij;
As =
√
6 cosφ; φ = (1/3) cos−1
√
6W ;W = SijSjkSki/Sˇ3; Sˇ =
√
SijSij; Sij = 1/2(∂Ui/∂xj+
∂Uj/∂xi).
P : Mean pressure [kg m−1 s−2];
Ui: Mean velocity components along the three directions x, y and z [m s−1];
C: Mean concentration of pollutant;
k: Turbulent kinetic energy [m2 s−2];
: Isotropic dissipation of turbulent kinetic energy [m2 s−3];
νt: Turbulent eddy viscosity [m2 s−1];
ρ: Air density [kg m−3];
Sct: Turbulent Schmidt number;
S ′: Mean volume contaminant source generation rate.
The model constants are the same as those deﬁned in Fluent (2005): σk = 1.0; σ = 1.3;
Ao = 4.04; C2 = 1.9; Sct = 0.7.
The pollutant concentration K is deduced after calculation by the following non-dimensional
expression:
K =
CUHH
2
BE10
−6
Qe
(3.7)
with:
Qe =
πd2swe
4
(3.8)
Qe: Emission rate of the pollutant [m3 s−1];
C: Mean concentration of pollutant [ppb];
HBE: Height of the BE building [m];
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ds: Diameter of the stack [m];
UH : Mean velocity of the wind at the roof height of the BE building [m s−1];
we: Exhaust velocity [m s−1].
3.2.1.3 Numerical model
All distances were estimated taking into account the recommendations made by Tominaga
et al. (2008) and Franke et al. (2007) who have proposed a set of guidelines for the CFD
simulation of ﬂows using in urban environments. The calculation domain is deﬁned by an inlet
at a distance 6.5HFb upstream of the Faubourg tower. This conﬁguration was chosen to avoid
perturbation of the velocity and pressure proﬁles in the upwind fetch due to the presence of the
Faubourg tower. The domain outlet is at 11HFb downstream of the BE building. The lateral
limits of the domain are 4.5HFb from each building. This choice has been made not to disturb
the lateral recirculation zones caused by the Faubourg tower. The top of the domain is located
at 5HFb from the top of the Faubourg tower.
Fig. 3.3 gives a global view of the grid around the building, the Faubourg tower and the struc-
tures on their roofs. A detailed grid around the stack is shown in Fig. 3.4. Twenty four cells are
contained in the exhaust cross-section. The domain blockage ratio is 1.7%, thus it does not ex-
ceed 3% as recommended by Tominaga et al. (2008). A structured mesh was generated with
a total number of around 2.29 million cells. At the edges and the walls of the two buildings the
grid is more reﬁned as advised by several authors. Murakami and Mochida (1988, 1989) have
worked particularly on 3D simulations of ﬂow around a cube with the standard k− turbulence
model. They have researched the inﬂuence of the mesh on the velocity and pressure distribu-
tions. Riddle et al. (2004) compared CFD simulations using the software Fluent and ADMS
(Atmospheric Dispersion Modelling System) for atmospheric dispersion modelling. All these
authors have concluded that a reﬁned grid is able to reproduce, with good agreement, the re-
circulation and separation zones at edges and walls. Recently, Hefny and Ooka (2009) have
investigated the effect of cell geometry on CFD results for the pollutant dispersion problem
around buildings. The study compared the computational solutions of hexahedral-based and
tetrahedral-based meshes at various resolutions and has concluded that the hexahedral-based
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Figure 3.3 Plan view of the BE building
and Faubourg tower. All dimensions
in [m].
Figure 3.4 View of the detailed grid
around the stack using the software
Fluent.
mesh style provides the best computational solutions. Although meshes that employ tetrahe-
dral elements can be constructed much faster in complex geometries, they can also increase the
level of numerical diffusion. Factors that may be considered responsible for the deterioration
of grid convergence in tetrahedral-based meshes are poor mesh quality, cell non-orthogonality,
skewness, and non-alignment with the predominant ﬂow direction.
In the present study, the grid is generated using software Gambit, whereas simulations are
carried out with Fluent. The exit of the grid is deﬁned as an outﬂow, the entry as a velocity inlet,
the domain sides and top as symmetry. The segregated solver is used for getting the solution
equations. The SIMPLE (Semi-Implicit Method for Pressure-Linked Equations) algorithm
is used for introducing pressure into the continuity equation and QUICK scheme is used for
discretizing the convection terms of momentum equation. Pressure discretization is taken care
by Standard scheme. For both convection and viscous terms of the other governing equations,
a second-order discretization scheme is used. The pollutant is considered a passive gas without
thermal effects. As the purpose of this project is to compare results against two reports, we
have chosen to take the same simulation characteristics.
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2.1.3.1. Full-scale simulations. Inlet proﬁles are deduced from in situ measurements. The
tests reproduced herein are those of Stathopoulos et al. (2004) carried out on the 12th and 26th
of August, 2002. The wind data collected by the anemometer placed on top of the Faubourg
tower (see Fig. 3.2) provide reference velocities Uref and reference turbulence intensities TIref
measured at the reference height zref .
The proﬁles U (z) and k(z) are varied at the entry until Uref and TIref are obtained at the ref-
erence point. The velocity proﬁle U (z) is estimated using the power law in urban environment
(α = 0.3):
U(z)
Uref
=
(
z
zref
)α
(3.9)
The turbulence intensity TI(z) is deduced from the equation below which relates U (z) and the
turbulent kinetic energy k(z):
k(z) =
3
2
[U(z)TI(z)]2 (3.10)
The rate of dissipation of turbulent energy (z) is given by the equation:
(z) =
u∗3
κz
(3.11)
with u∗ obtained from the reference point situated at zref by the following equation:
U(z)
u∗
=
1
κ
ln
(
z
zo
)
(3.12)
where
κ: Von Karman constant = 0.42;
zo: Roughness length of the model (for ﬁeld zo = 0.66 m and wind tunnel zo = 0.0033 m – see
Stathopoulos et al. (2004)).
2.1.3.2. Wind tunnel scale simulations. For the reproduction of wind tunnel tests (1:200 scale),
boundary conditions are derived from curves presented by Dobrescu (1994), which give the
proﬁles of velocity and turbulence intensity at the inlet. Turbulent kinetic energy and rate of
dissipation proﬁles have been deduced from equations (3.10) to (3.12).
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The turbulence intensity TIs of the pollutant, at its exit from the stack, is calculated from the
following relation:
TIs = 0.16 (Res)
−1/8 (3.13)
where Res = (wedsρe)/μe is the stack Reynolds number and ρe and μe are the density and
dynamic viscosity of the pollutant, respectively.
Tables 3.1 and 3.2 list the simulation parameters used at the ﬁeld and wind tunnel scales,
respectively, where M is the momentum ratio, which is equal to the ratio between the exhaust
velocity of the pollutant and wind velocity at heightHBE of the BE building. Details of vertical
proﬁles of wind speed U (z), turbulent kinetic energy k(z), turbulence dissipation rate (z) and
turbulence intensity TI(z) speciﬁed at the domain entry for stack heights of 1 and 3 m are
shown in the tables.
Table 3.1 Simulation parameters used at ﬁeld scale (1:1).
Stack
height
hs [m]
Momentum
ratio M
(= we/UH)
Emission
rate
Qe [m3/s]
Turbulent
intensity
TIs [%]
Proﬁles at the entry of the domain
Proﬁle
U (z)
Proﬁle
k(z)
Proﬁle
(z)
Proﬁle
TI(z)
1
2.3 0.96 3.45 1.56×z0.3 0.47/z0.4 0.391/z 0.3588/z0.5
4.9 1.98 3.16 1.51×z0.3 0.39/z0.4 0.352/z 0.3398/z0.5
3
1.7 0.86 3.50 1.90×z0.3 0.62/z0.4 0.716/z 0.3383/z0.5
3.9 1.93 3.17 1.85×z0.3 0.54/z0.4 0.653/z 0.3236/z0.5
Table 3.2 Simulation parameters used at wind tunnel scale (1:200).
Stack
height
200hs [m]
Momentum
ratio M
(= we/UH)
Emission
rate ×10−5
Qe [m3/s]
Turbulent
intensity
TIs [%]
Proﬁles at the entry of the domain
Proﬁle
U (z)
Proﬁle
k(z)
Proﬁle
(z)
Proﬁle
TI(z)
1
2.2 4.36 6.20
14.5×z0.3 1.25/z0.4 2.17/z 0.063/z0.55 9.91 5.60
3
2.2 4.36 6.20
4.5 8.92 5.70
65
3.2.2 Error evaluation
In the present study, two different types of errors have been evaluated. The ﬁrst kind concerns
inlet proﬁle inhomogeneity and the second discretization errors due to cell sizes. To analyse
inhomogeneity, the streamwise evolution of inlet proﬁles in an empty domain (mean wind
speed U , turbulent kinetic energy k, turbulence dissipation rate  and turbulence intensity TI)
have been plotted at 200 m intervals starting from the inlet. For the other case, the inﬂuence of
the number of cells on the simulation results has been evaluated.
3.2.2.1 Inhomogeneity error
Recently, many researchers have studied the presence of inhomogeneity in the simulated at-
mospheric boundary layer. Yang et al. (2005) concluded that it is important as a precondition
for numerical simulation to evaluate the quality of the simulated equilibrium boundary layer.
Blocken et al. (2007) also suggested that it is advisable to assess the effects of horizontal in-
homogeneity by performing a simulation in an empty computational domain. In this work,
the error related to inhomogeneity is evaluated as suggested by Blocken et al. (2007) and the
results obtained are comparable to that work.
3.2.2.2 Grid reﬁnement error
Celik et al. (2008) detailed a procedure for the estimation of uncertainty due to discretization
in CFD applications. The study recommended a 5-step process: deﬁne a representative cell,
select three signiﬁcantly different sets of grids, calculate the apparent order, determine the
extrapolated values and evaluate the estimated errors. The ﬁne grid convergence index (GCI)
has been calculated with the averaged relative error of the parameter of interest; in this case,
the concentration K at several samplers. For the evaluation of the grid reﬁnement error, three
grids were selected with a total number of 1.59, 1.99 and 2.29 million cells, respectively. The
process is detailed below.
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The deﬁnition of a representative cell or mesh size l for three-dimensional problems is:
l =
[
1
N
N∑
i=1
Δvi
] 1
3
(3.14)
where Δvi is the volume of the ith cell and N is the total number of cells used in the grid. The
grid reﬁnement factor r is deﬁned as the ratio of representative coarse cell size to representative
ﬁne cell size, illustrated by the following equation:
r =
lcoarse
lfine
(3.15)
Many researchers recommend using a minimal value of this factor between 1.1 and 1.3; the
smaller value being sufﬁcient to differentiate the discretization error from the sources of error
like iterative convergence error or computer round-off error.
The relative error in K, at each sampler, between the coarse and ﬁne resolutions is given by:
e =
∣∣∣∣Ki,coarse −Ki,fineKi,fine
∣∣∣∣ (3.16)
and the average relative error ea for all the concentrations Ki obtained at all samplers and for
all simulations with the same grid is calculated as follows:
ea =
1
J
N∑
i=1
ei (3.17)
where J is the total number of concentrations collected from all samplers for the same grid
resolution (with any height and momentum ratio). The grid convergence index (GCI) then
indicates, as a percentage, how far the computed value is from the asymptotic value. This gives
an idea of how the variables of interest would change with further grid reﬁnement.
GCI = F
ea
rp − 1 (3.18)
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with F as a safety factor and p as the order of the discretization method (if the systems of
interest are based on second-order discretization of all terms in space, then p = 2). The F
value used is 1.25, as suggested by Celik et al. (2008). Table 3.3 gives the details of the
computational cases used for this grid reﬁnement study.
Through the current analysis of discretization error, it appears that the lowest values of ea and
GCI are obtained for the two successively ﬁner grids at both simulation scales. At ﬁeld scale
the lowest average error and grid convergence index are about 0.64% and 7.78%, respectively,
which are lower than those found at wind tunnel scale. This means that the two ﬁner grids
for the ﬁeld scale simulations give concentration values relatively closer to each other than
those obtained in the wind tunnel simulations, in the case of the average relative error. For
the grid convergence index, the percentage value, at ﬁeld scale, is again smaller than that
found at wind tunnel scale. It can be concluded that for the ﬁeld scale simulations, with the
two successively more reﬁned grids, the solution changes less in relative terms than it does at
wind tunnel scale. To obtain comparable values from the wind tunnel simulations, it would be
necessary to further reﬁne the grid. As the concentrations K obtained for the two successive
Table 3.3 Calculation details of the grid reﬁnement error.
Scale
simulation
Total number of
cells [×106]
Grid reﬁnement
factor value r
Average relative
error ea [%]
Grid convergence
index CGI [%]
1:1
1.99 vs 2.29 1.05 0.64 7.78
1.59 vs 1.99 1.08 9.55 71.74
1:200
1.99 vs 2.29 1.05 1.06 12.92
1.59 vs 1.99 1.08 8.72 65.49
reﬁned grids are so close, the errors obtained are acceptable and further grid reﬁnement would
signiﬁcantly increase processing time with only negligible increase in accuracy. Therefore,
2.29 million cells were used for the remainder of the study. Please note that the obtained Y+
values near the walls are in the range of 2-5.
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3.3 Numerical results and validation
The experiments of Stathopoulos et al. (2004) were used to validate the numerical model.
These experiments were carried out, in full-scale, on the roof of a 3-storey building which used
to house the Department of Building, Civil and Environmental Engineering at Concordia Uni-
versity in downtown Montreal. The building is situated 25 m away from a 12-storey tower lo-
cated on its south-west side. The ﬁeld tests were carried out in strong winds (UDorval > 4 m s−1)
according to measurements taken at Dorval airport provided by Environment Canada. The
wind arrives from the south-west and places the BE building in the wake of the Faubourg
tower. Wind speeds of this magnitude correspond, according to classes deﬁned by Pasquill, to
a neutral or slightly unstable atmosphere and lend themselves well to wind tunnel modelling
according to Stathopoulos et al. (2004).
The wind tunnel tests were carried out at the boundary layer wind tunnel of Concordia Uni-
versity. The models of the BE building, Faubourg tower, and surroundings were reproduced
at 1:200 scale. In the windward direction, the surroundings were reproduced up to a dis-
tance of 250 m. In the leeward direction, the neighbouring buildings were included up to a
distance of 50 m.
The results of the ﬁeld and wind tunnel experiments carried out by teams at IRSST (Institut
de recherche Robert-Sauvé en santé et sécurité du travail) and at Concordia University, respec-
tively, have allowed comparisons of concentrations obtained at different samplers located on
the leeward wall of the Faubourg tower and on the emitting building roof, for conﬁgurations of
interest with different stack heights and exhaust velocities of pollutant.
In the present study, numerical results obtained at each scale are presented and compared to
their corresponding experimental values.
3.3.1 Full-scale simulations
Fig. 3.5 presents the K distribution on the BE roof and leeward wall of the Faubourg tower,
for a stack height of 1 m and for a momentum ratio of 2.3. The majority of K values obtained
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are overestimated at most sampler locations. Only those on the windward part of the roof and
in close vicinity of the stack are underestimated. The underestimation average error is about
62%. On the leeward wall of the Faubourg tower, K is underestimated at sampler FB1 whereas
at sampler FB3 it is overestimated. This is due to the staircase shape of the leeward facade
which does not permit a symmetric dispersion of the pollutant in this part between the two
buildings. The highest overestimation errors are found at samplers R35 and R25 located at the
south-east corner of the BE roof.
Fig. 3.6 also presents the distribution of K, but for a momentum ratio of 4.9 with the same
stack height. Again, almost all samplers on the BE roof overestimate K. Only in the close
vicinity of the stack is K underestimated, as in the previous case. On the leeward wall of the
Faubourg tower, overestimation is also observed. However, a reduction in the underestimation
of K around the stack (R3 and R4) with increased exhaust velocity was noted. The highest
average error of overestimation remains at sampler R25. Overall, the increase in exhaust ve-
locity produces a smaller zone around the stack where K is underestimated, and increases the
overestimation of K at the centre of the south-east wall, particularly at samplers R25 and R19.
For sampler R6, located at the south corner of BE building, the effect is completely reversed.
Figure 3.5 Simulation (1:1 scale) and ﬁeld values for K
(M = 2.3 and hs = 1 m).
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Figure 3.6 Simulation (1:1 scale) and ﬁeld values for K
(M = 4.9 and hs = 1 m).
Fig. 3.7 presents a comparison of K values between ﬁeld tests and full-scale simulations for
three samplers (R4, R23 and P2) along the x (stack) axis and for two different exhaust veloci-
ties. The underestimation of the simulated K values noted before, in Fig. 3.5 at sampler R4, is
clearly shown on this ﬁgure. For M = 2.3, the measured concentration is three times higher
than the calculated value at sampler R4. But, for a momentum ratio twice greater (M = 4.9),
the ﬁeld value is just two times that of full-scale simulations. Better results for this case were
expected: doubling the emission velocity should increase the turbulence intensity, the disper-
sion near the stack and consequently K at the sampler R4. However the computed value at
M = 4.9 is still lower than that obtained for M = 2.3. Clearly, the dispersion is not well repro-
duced despite the increase in velocity. The same observation has been made by Stathopoulos
et al. (2004) in their work.
Fig. 3.8 presents the vertical distribution ofK along the leeward wall of the Faubourg tower up-
wind of the stack. Here, simulations signiﬁcantly overestimate K. The calculated distributions
for the lower half of the Faubourg tower have the same form as their measured counterparts
and the overestimation is roughly constant for this region although very signiﬁcant. In con-
trast, the simulated K proﬁle varies in reverse fashion with respect to the ﬁeld proﬁle for the
upper half. The overestimation decreases to its smallest value at the top of the Faubourg tower.
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The pollutant plume does not appear to be as well evacuated vertically as observed in the ﬁeld
experiment. Consequently, the major part of the pollutant is transported to the lower half and
makes the K values overestimated. Since similar evolutions of K are observed in the lower
half region for both measurements and simulations, ﬂow recirculation occurring in the lower
half region seems to be well reproduced.
The dispersion ofK values between ﬁeld tests and simulations at full-scale is given in Fig. 3.9a
and b. On the BE roof (Fig. 3.9a), the majority of samplers have overestimated K, only 21%
of them are underestimated. Forty percent (40%) of values are positioned within a range of
factor 2, as indicated by points situated between the lines on each side of the median line. For
the samplers located at the top of the Faubourg leeward wall (FB1, FB2, and FB3) all values are
within a factor of 2 and overestimation is still the dominant tendency (Fig. 3.9b).
Figure 3.7 Measured and computed (1:1 scale)
variation of K along x axis on BE roof (hs = 1 m).
To summarize, simulation values overestimate, at most samplers, the concentrations compared
to those recorded in the ﬁeld. An underestimation on the windward part of the BE roof is
observed and it is more important around the stack for low pollutant velocity. Doubling the
pollutant exhaust velocity produces a signiﬁcant decrease of the underestimation in this region.
Far from the stack, at the roof centre, the variation with exhaust velocity is less important than
around the stack. The pollutant plume is not sufﬁciently evacuated vertically and the ﬂow
seems to be correctly reproduced in the lower part between the two buildings, but not in the
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Figure 3.8 Vertical proﬁles of K on leeward wall of Faubourg tower
(Field and simulation 1:1 scale values, M = 3.9 and hs = 3 m).
upper part. The dispersion around the stack appears to be poorly predicted, even for the high
exhaust velocity case. Probably, the existence of the parapet in the ﬁeld experiments imprisons
the pollutant at samplers located in the windward zone of the roof and particularly at sampler
R4. This parapet is not simulated in CFD, so it can be the origin of poor prediction in this area.
Figure 3.9 Scatter plots of simulation (1:1 scale) and ﬁeld K data.
(a) On the BE roof and (b) on the Faubourg leeward wall.
3.3.2 Wind tunnel scale simulations
Figs. 3.10 and 3.11 present experimental and simulation values of K at the wind tunnel scale
for a stack height of 1 m and for M = 2.2 and 5, respectively. For moderate exhaust velocity
(Fig. 3.10), almost half of samplers have overestimatedK and the majority of them are situated
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along the south-east wall of the BE roof and on the skylight structure. The sampler R4 near the
stack also overestimates K, but this is the only sampler located along the centre region of the
roof which does so. Most of the others have underestimated K by a factor less than 2.
For higher pollutant velocities (Fig. 3.11), the calculated concentration at most samplers in-
creases and surpasses those measured in the wind tunnel experiments. Only at samplers in
close vicinity to the stack as well as FB1 and R19 K is still underestimated.
Comparing Fig. 3.12, at wind tunnel scale (1:200) with Fig. 3.7 at full-scale, it is clear that
simulations at wind tunnel scale are in better agreement with measurements for samplers lo-
cated near the stack and BE roof centre. As pollutant concentrations decrease away from the
stack, the conclusions of Stathopoulos et al. (2004) that the leeward wall of the BE building,
for this conﬁguration, is the best side to install fresh-air intakes are conﬁrmed.
Figure 3.10 Simulation (1:200 scale) and wind tunnel values for K
(M = 2.2 and hs = 1 m).
Similar to Fig. 3.8, Fig. 3.13 presents the vertical distribution of concentrations along the
leeward wall of the Faubourg tower. An overestimation is also noted for this simulation, but
less signiﬁcant than for the full-scale simulation. Distributions of K again have the same form
in the lower half of the Faubourg tower but are reversed in the upper half. The closest values
74
Figure 3.11 Simulation (1:200 scale) and wind tunnel values for K
(M = 5 and hs = 1 m).
are again reached at the top of the Faubourg tower. The results obtained at the two scales are
comparable, but overestimation is larger at ﬁeld scale.
Figure 3.12 Measured and computed (1:200 scale)
variation of K along x axis on BE roof (hs = 1 m).
In the case of simulations at wind tunnel scale with hs = 3 m and M = 4.5, the peak of K
along the downstream wall of the Faubourg tower is at mid height. This is explained by the
fact that the pollutant plume is evacuated upwards from the stack directly towards the leeward
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wall of the Faubourg tower and it is separated thereafter in two directions: one ascending and
one descending; as it moves away from the impact point, the concentration decreases.
As already observed in full-scale simulation, the pollutant plume does not appear to be as well
evacuated vertically. Thus the general trends of pollutant concentration are well captured in
the lower region, but not in the upper; and it is likely that recirculation has not been well
reproduced above the mid height of the Faubourg tower.
Fig. 3.14a compares the dispersions of K values on the BE roof between wind tunnel experi-
ments and CFD simulations at 1:200 scale. Eighty percent (80%) of concentration values are
situated within a range factor of 2, with 30% of K values being underestimated. For results
obtained on the leeward wall of the Faubourg, as shown in Fig. 3.14b, the same is observed
and all K values are within a range factor of two. But in this case, 80% of results underes-
timate the measured K values contrary to ﬁeld scale simulations where overestimation is the
dominant tendency.
Figure 3.13 Vertical proﬁles of K on leeward wall of Faubourg tower
(Wind tunnel and simulation 1:200 scale values, M = 4.5 and hs = 3 m).
Wind tunnel simulation results show an overestimation of K values around the stack and in
the south-east region of the BE roof. A small underestimation is noted at the other sampler
locations on the roof. A more pronounced underestimation is observed on the leeward wall of
the Faubourg tower. Increasing the pollutant exhaust velocity reduces the difference between
experimental and simulated concentrations, except at sampler R6. The ﬂow ﬁeld is better
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reproduced in the lower part between the two buildings compared to the region above the mid
height of the Faubourg tower.
3.3.3 Summary of simulation results
Differences between measured and calculated concentrations, at almost all sampler locations
on the BE roof and Faubourg leeward wall, are more pronounced at ﬁeld scale than at wind
tunnel scale. At samplers located on the south-east wall (R35, R25 and R19), the variation
of K with stack height and exhaust velocity is different than at other samplers on BE roof.
The upstream ﬂow coming around the Faubourg tower ﬁnds a broader opening on the side
of sampler FB1. This results in greater dilution on this side, thus driving a major part of the
pollutants towards the south-east zone. Consequently, concentration at samplers located on that
part of the BE roof increases. It is possible that the large differences in concentrations between
simulations and experimental results are due to the presence of a neighbouring building which
has not been included in the numerical model. Irrespective of this, overestimations are less
pronounced at the wind tunnel scale.
Figure 3.14 Scatter plots of simulation (1:200 scale) and wind tunnel
K data. (a) On the BE roof and (b) on the Faubourg leeward wall.
At samplers located on the Faubourg tower leeward wall, simulation values of K overestimate
ﬁeld scale data, while for wind tunnel scale simulations, results underestimate experimental
values. The pollutant plume is not sufﬁciently transported vertically in simulations than it has
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been observed in experimental tests. For both scales, the vertical variation of concentration
values shows that the ﬂow between the two buildings has not been correctly reproduced in the
upper half of the tower. However in the lower half, it seems to be correctly simulated.
Finally, simulations at wind tunnel scale have better reproduced the corresponding experimen-
tal values than at ﬁeld scale. This is likely due to the highly controlled environment under
which wind tunnel tests are performed.
3.4 Error analysis
The average error is calculated, using the equation below, over all samplers and for each stack
height and exhaust velocity. Its variation as a function of momentum ratio for each stack
height is shown in Fig. 3.15a and b for ﬁeld and wind tunnel scales, respectively. The standard
deviation is also included for each case.
ea =
1
n
n∑
i=1
∣∣∣∣Ki sampler,simulation(N cells) −Ki sampler,expKi sampler,stack exit
∣∣∣∣ (3.19)
with:
ea: Average relative error of all samplers;
Ki sampler,exp: Concentration measured experimentally;
Ki sampler,stack exit: Concentration obtained numerically at the centre stack exit;
Ki sampler,simulation(N cells): Concentration obtained numerically using a grid with N cells.
With respect to Fig. 3.15a, the average error and standard deviation are lowest for small exhaust
velocities and tall stack heights at ﬁeld scale. At wind tunnel scale, shown in Fig. 3.15b, the
best results are obtained at high exhaust velocity and with the lowest stack height. Comparing
the two ﬁgures, wind tunnel simulations better reproduce experimental results than ﬁeld scale
simulations, as already mentioned.
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Figure 3.15 Average error between measured and calculated K for
different M and hs values. (a) Measured and calculated at (1:1 scale)
and (b) at (1:200 scale).
3.5 Conclusion
This work investigates the dispersion of pollutants emitted from a roof stack in the wake of a
tower in urban environment. Numerical simulations are carried out with the realizable k − 
turbulence model. Two scales are considered, namely full-scale (1:1) and wind tunnel scale
(1:200). During this study, the primary interest is to reproduce ﬁeld and wind tunnel experi-
ments by calculating the distributions of pollutant concentrations in the vicinity of a building
with a roof stack, for two different stack heights and exhaust velocities.
As a result of this work, conclusions can be summarized as follows:
• Simulation results at full-scale (1:1) underestimate pollutant concentrations at samplers
located around the BE roof stack and overestimate them everywhere else. The increase in
exhaust velocity produces a smaller zone around the stack in which K is underestimated and
increases the overestimation of K in the south-east part of the roof.
• Wind tunnel scale (1:200) CFD simulations tend to underestimate the values measured
in wind tunnel experiments (particularly along the centre region of the roof and at leeward
samplers of the Faubourg tower) except around the stack and on the south-east side of the BE
roof. Increasing the exhaust velocity generally reduces differences in K values; however, the
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opposite tendency is observed around the stack and on the south-east part of the Faubourg
leeward wall (due to the staircase shape of the leeward facade). The relative errors are rather
low compared to those at ﬁeld scale.
• The calculated average errors for allK values show that results of wind tunnel scale simula-
tions are closer to experiment than those at ﬁeld scale. This clearly brings light on the numerical
approach capability to reproduce experiments in controlled and non-controlled environments.
• At both scales, CFD simulations did not well reproduce the wake zone observed in the
experiments. The lower region between the two buildings seems to be correctly reproduced,
resulting in the same trends of pollutant concentrations. However the upper half has not been
correctly simulated resulting in a pollutant plume which is not sufﬁciently elevated vertically
when compared to the experiment observations.
• The leeward wall of the BE building remains the best side to install fresh-air intakes for
this building with the conﬁguration considered.
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Abstract
The dispersion of pollutants exhausted from a building roof stack located in the wake of a tower
is investigated by means of the realizable k −  turbulence model. Variations in stack height
and pollutant exhaust velocity are considered to assess their inﬂuence on the distribution of
pollutant concentrations in the neighbourhood of the emitting building. In order to determine
optimum locations for fresh-air intakes, the worst case is considered, namely when the wind
originates directly upstream of the tower and places the emitting building in its wake. Special
attention is given to the evolution of the plume and distribution of pollutant concentrations on
the roof and windward wall of the emitting building, as well as on the leeward wall of the
upwind tower. Simulation results are compared to wind tunnel experiments conducted in a
boundary layer wind tunnel. For this particular conﬁguration, the paper shows that increasing
the stack height has an effect similar to that obtained by increasing the momentum ratio, but
with some differences, depending upon which wall of the two buildings is considered. On the
emitting building, the leeward wall has the lowest concentration values for all stack heights
and momentum ratios considered; thus this is the best location for fresh-air intakes. However,
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for the tower, fresh-air intakes should not be located on the leeward wall due to high pollutant
concentrations. The results show completely different pollutant dispersion patterns from those
for an isolated building. This highlights the importance of accounting for structures that lie in
close proximity to the emitting building.
Keywords: Computational ﬂuid dynamics (CFD), atmospheric boundary layer (ABL), pollu-
tant dispersion, pollutant exhaust velocity, stack height, turbulence model.
4.1 Introduction
Nowadays, pollutant dispersion from roof stacks in urban areas is a factor that can seriously
affect the quality of fresh-air at intakes of the surrounding buildings, potentially compromising
the well-being of these buildings’ occupants. Finding a way to eliminate this harmful and
sometimes hazardous problem poses a challenge for the scientiﬁc and engineering community.
Many parameters affect the dispersion of pollutants from roof stacks, including wind speed
and direction; stack exhaust velocity; the presence of surrounding buildings; topography; stack
location and height; atmospheric stability, and initial pollutant concentration (White and Stein,
1990). Some of these parameters (e.g. stack location and height, fresh-air intake locations,
and pollutant exhaust velocity) are easier to study than others in terms of respecting the air
quality norms inside the surrounding and emitter buildings. Stack height and pollutant exhaust
velocity are the parameters of interest for this study.
Pollutant dispersion studies are generally carried out using ﬁeld measurements, wind tun-
nel testing and, more recently, by numerical simulation with Computational Fluid Dynam-
ics (CFD). Those carried out at ﬁeld and wind tunnel scales, as reviewed by Blocken and
Stathopoulos (2008), provide concentration discrete-point data. CFD allows for easier control
of each parameter and can be a powerful tool for parametric analysis of the factors inﬂuencing
ﬂow and dispersion processes. In this numerical study, the objective is to determine how stack
height and pollutant exhaust velocity inﬂuence the emitted pollutant plume and dispersion, in
order to ﬁnd the fresh-air intake locations which best respect air quality norms. The results
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are compared with experimental measurements carried out by Stathopoulos et al. (2004) in the
boundary layer wind tunnel of Concordia University.
4.2 Review of previous dispersion studies
Several studies have been carried out previously to evaluate pollutant dispersion around build-
ings. Because incoming ﬂow is complex and highly turbulent, most studies have been con-
ducted on isolated buildings (sometimes on cubic buildings) in order to simplify not only the
ﬂow ﬁeld (e.g. Meroney et al., 1999; Blocken et al., 2008; Tominaga and Stathopoulos, 2009;
Santos et al., 2009; Tominaga and Stathopoulos, 2010) but also the implications of certain pa-
rameters. As such, the features of the wind pattern around an isolated building are now well
established in the wind engineering community, as mentioned by several authors (e.g. Mein-
ders and Hanjalic, 1999; Blocken and Stathopoulos, 2008; ASHRAE, 2009; Blocken et al.,
2011). As stated by Blocken et al. (2011) these studies serve as generic basic situations and
have proven quite suitable for validation, veriﬁcation and sensitivity analyses. Although other
studies have been conducted in complex sites (e.g. building groups, urban sites, building com-
plexes), starting from the 1990s, fundamental studies focussing to multiple-building conﬁgu-
rations have been increasingly performed. In these cases, the parameters generally studied are
wind direction (e.g. Yassin et al., 2005; Gousseau et al., 2011a); wind speed (e.g. Stathopou-
los, 2006); the inﬂuence of surrounding buildings on ﬂow and diffusion ﬁelds (e.g. Murakami
et al., 1991; Chavez et al., 2011), or one or more of the other parameters mentioned in the
previous section.
Turbulent plumes exhausted from a building stack have been studied and compared with exper-
imental data gathered by Onbasioglu (2001). These studies show that higher exhaust velocities
affect the entrainment mechanism and that decreasing jet velocity not only limits the vertical
rise of a buoyant plume, but also restricts dilution as compared to higher jet velocities. Al-
though exit temperature does not affect the lateral and vertical coordinates of plume formation,
it decreases the plume in size and its concentration also decreases more rapidly towards the
inside of the stack.
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Nakiboglu et al. (2009) have recently studied pollutant dispersion from a stack located in an
atmospheric boundary layer. Concentration and velocity ﬁelds in a vertical plane were com-
pared with wind tunnel measurements. The experimental concentration ﬁeld was determined
via two methods: Aspiration Probe (AP) measurements and Light Scattering Technique (LST).
Large Scale-Particle Image Velocimetry (LS-PIV) was used to obtain the velocity ﬁeld. Al-
though good agreement was found between CFD and AP measurements when using a Schmidt
number of 0.4, a correction function had to be applied for LST measurements in order to obtain
close agreement.
An analysis of the Reynolds number effect on plume trajectories for pollutants emitted by a
stack was carried out in wind tunnel experiments by Contini et al. (2009); the critical Reynolds
number of stack emissionsRes proved to be approximately 3000 for the particular case studied.
The effect of having a lower Res than the indicated threshold led to an overestimation of the
plume rise in wind tunnel measurements as compared to full-scale emission. This observation
was due to the corresponding Res value in full scale, which is much higher, leading to the
distortion of the emission velocity proﬁle caused by an excess in the emitted momentum ﬂux.
A wind tunnel study evaluating the inﬂuence of stack height was carried out by White and
Stein (1990). Their aim was to determine the minimum stack height necessary in order to keep
the stack outlet free of upstream wake effects. Several cases using various stack heights, stack
locations and wind directions were studied. Within the same context, in order to determine
laboratory exhaust stack height in order to avoid re-entry of exhaust and possible air quality
problems, Ratcliff and Sandru (1999) used the dilution prediction equations from the ASHRAE
(1997) handbook as well as the Halitsky dilution criterion to provide a method for specifying
stack heights in future handbooks. The authors suggested using a comparison with wind tunnel
data for the revised equations.
In previous cases, Blocken et al. (2008), Lateb et al. (2010a) and Gousseau et al. (2011a) have
conducted their studies on the same site with the present study. All these works have a common
point: to compare numerical simulation results with experimental results obtained at Concordia
University wind tunnel. Gousseau et al. (2011a) have reproduced the whole site conﬁguration
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of the wind tunnel experiment using two different turbulence models, i.e. RANS (Reynolds-
averaged Navier–Stokes) standard k −  and LES (large-eddy simulation), and have validated
their work for two different wind directions by comparison with wind tunnel measurements.
Blocken et al. (2008) have simpliﬁed the computational grid including only the BE building,
and the simulations were performed with the Reynolds Stress Model (RSM) and with enhanced
wall treatment. Lateb et al. (2010a) have considered a two-building conﬁguration for two
different scales, i.e. full scale (1:1) and wind tunnel scale (1:200), using two stack heights and
two exhaust pollutant velocities for each scale.
4.3 Problem description
As introduced in the previous section, this study refers to the same site, and uses the same math-
ematical and numerical models as those used in Lateb et al. (2010a). In the following sections,
general information is given concerning the computational domain and governing equations.
4.3.1 Geometric model
The geometry considered in this study is comprised of two in line buildings (referred to as the
BE building and the Faubourg tower), both located in an urban zone in downtown Montreal.
Fig. 4.1 shows the site conﬁguration alone with the dimensions of the two structures. The wind
arrives perpendicular to the Faubourg tower from the south-west and places the BE building in
its wake. For the BE building, only the three most prominent rooftop structures have been taken
into account; an entry located on the windward wall and a one-metre-high parapet running
along the roof perimeter have been omitted. It is worth noting that the leeward wall of the
Faubourg tower takes the form of a horizontal staircase. Consequently, the spacing between
the two buildings increases by 4 metres from the south-east to the north-west ends.
4.3.2 Computational domain
Calculations were carried out on a hexahedral grid in all parts of the domain composed of
187 × 126 × 102 cells. The grid was fairly coarse near the boundaries of the domain, with
cells concentrated near the stack and the building walls, as can be seen in Figs. 4.2 and 4.3.
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Figure 4.1 General view of the two buildings, their structures
and their full-scale dimensions. All dimensions in [m].
The top of the domain is located 5HFb from the top of the Faubourg tower and the lateral
boundaries are 4.5HFb distant from each building. A symmetry condition is imposed for all
(i.e. top and lateral) sides of the domain. This condition implies that there is zero normal
velocity and zero normal gradients for all variables on these planes. The domain entry is at a
distance of 6.5HFb upstream of the Faubourg tower, and a velocity inlet is imposed as boundary
condition. The proﬁles of velocity and turbulence properties, i.e. turbulent kinetic energy k and
turbulent rate dissipation , are speciﬁed and listed in Table 4.1. The error related to horizontal
inhomogeneity is evaluated by performing a simulation in an empty computational domain
using a speciﬁed wall shear stress, at the bottom of the grid, as suggested by Blocken et al.
(2007) and the results obtained are comparable to that work. The domain exit located at 11HFb
downstream of the BE building has an outﬂow boundary condition. This means that the ﬂow is
assumed to be fully developed and there is no diffusion ﬂux for any of the ﬂow variables. An
error analysis of the grid reﬁnement was performed on three computational grids, i.e. 1.59, 1.99
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and 2.29 million cells, following the recommendations of Celik et al. (2008). As the average
relative error of concentrations K obtained for two successive reﬁned grids was found to be
less than 2%, the grid of 2.29 million cells was used for the remainder of the study. Note that
the grid conﬁguration shown in in Fig. 4.3 was created using the software Gambit 2.4.6 with a
skewness angle less than 0.42 for all hexahedral cells. For near-wall modelling, the enhanced
wall function is used; the grid distribution has been controlled by clustering the mesh towards
the walls in such a way that this near-wall treatment can be applied. The obtained Y+ values
for near-wall cells are in the range of 2 to 5. A no-slip condition is used at all walls of the
buildings with zero heat ﬂux.
Figure 4.2 Dimensions of the grid. Figure 4.3 General view of the two buildings.
The wind within the simulated domain can be regarded as an incompressible, turbulent, inert
ﬂow. Air and pollutant densities are assumed to be constant and equal. According to Sini et al.
(1996), this assumption holds for most environmental applications in the lower atmosphere.
Stack discharge was considered to be a neutrally buoyant, passive gas without thermal effects.
Table 4.1 shows a summary of the test cases for various stack heights. The ﬁrst case, i.e.
the case using hs = 1 m and M = 2.2, was reproduced without the Faubourg tower upstream
of the BE building. The parameters hs and M represent stack height and momentum ratio,
respectively, and TIs is the pollutant turbulence intensity at stack exit.
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Table 4.1 Summary of simulation test cases.
Stack
height
200hs [m]
Momentum
ratio M
(= we/UH)
Exhaust
velocity
we [m/s]
Turbulent
intensity
TIs [%]
Proﬁles at the entry of the domain
Proﬁle
U (z)
Proﬁle
k(z)
Proﬁle
(z)
Proﬁle
TI(z)
1
2.2 13.88 6.20
14.5×z0.3 1.25/z0.4 2.17/z 0.063/z0.5
5 31.55 5.60
3
2.2 13.88 6.20
4.5 28.40 5.70
5 31.55 5.60
4
2.2 13.88 6.20
5 31.55 5.60
7.2
2.2 13.88 6.20
5 31.55 5.60
4.3.3 Governing equations and turbulence model
The equations governing the ﬂow ﬁeld consist of the continuity and Reynolds-averaged Navier–
Stokes equations which are an adequate representation of the wind tunnel’s reality for a com-
parison with a wind tunnel experiments according to Franke et al. (2007). The realizable
k −  turbulence model was used, following the work of Wang (2006), to close the system,
which requires the solution of two supplementary transport equations: one for k (turbulence
kinetic energy) and another for  (turbulence dissipation rate). The dispersion equation is given
by the convection-diffusion equation for species transport. Full-model details are available
in Lateb et al. (2010a).
Since the wind tunnel concentration measurements are provided in non-dimensional form, all
calculated concentrations were normalized by:
K =
4CUHH
2
BE10
−6
πd2swe
(4.1)
where C is the mean pollutant concentration [ppb], UH is the mean wind velocity at the roof
height of the BE building [m s−1]; HBE is the BE building height [m]; ds is the stack diameter
[m], and we is the pollutant exhaust velocity from the stack [m s−1]. Note that the pollutant
source concentration, Ce, is equal to 1.
89
4.4 Model validation
The experimental data used to validate the numerical simulations were obtained from a detailed
wind tunnel study by Stathopoulos et al. (2004). The surroundings were modelled up to points
as far as 250 m upwind; buildings within 50 m were included in the downwind direction. In
this paper, the study is limited to the two buildings concerned, i.e. the BE building and the
Faubourg tower, as shown previously in Fig. 4.1. As explained by Blocken and Stathopoulos
(2008), the wind tunnel experiment provides concentrations from samplers located at different
locations on the BE roof and leeward wall of the Faubourg tower. The sampler locations in the
wind tunnel experiment are shown in Figs. 4.4 and 4.5. Most of the measured concentrations
were obtained for stack heights of 1 m and 3 m. The only measurements obtained for higher
hs are those collected at samplers R4, R17 and P2 located along the stack axis on the BE roof
and at samplers FB1, FB2 and FB3 on the Faubourg leeward wall, using a momentum ratio, M ,
equal to 2.2. The following ﬁgures provide a detailed comparison between the wind tunnel
experiments and simulation results.
Figs. 4.4a and 4.4b show the non-dimensional concentrations at samplers on the BE building
roof and on the Faubourg tower leeward wall for a stack height of 1 m, at two different mo-
mentum ratios of 2.2 and 5, respectively. At the majority of the samplers, the experimental
concentrations are underestimated for the smaller momentum ratio. K is overestimated only
upwind of the BE building (R4 and R6) and in the south-east corner. For the higher momen-
tum ratio (M = 5), the opposite tendency is noted, and K is underestimated at only a few of
the samplers; this tendency is also shown upwind of the BE building. On the leeward wall of
the Faubourg tower, K is underestimated at all samplers by around 40%. By increasing the
pollutant velocity, the differences become less pronounced (about 15%) at sampler FB1. An
overestimation of under 2% is noticed at sampler FB3, however.
For a stack height of 3 m, as indicated in Fig. 4.5, the results for the lower momentum ratio
show an underprediction at samplers located on the BE roof centre region and the Faubourg
tower leeward wall. Increasing the pollutant exhaust velocity produces an overestimation of K
for the majority of samplers, except at sampler FB3, where the underestimation persists.
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Figure 4.4 Simulation and wind tunnel values for K for stack
height hs of 1 m. For (a) M = 2.2 and (b) M = 5.
The differences between samplers FB1 and FB3 are probably due to the staircase form of the
Faubourg leeward wall, which does not permit ﬂow ﬁeld symmetry between the buildings. At
sampler R4 near the stack and for both stack heights, a reduction in the difference between the
wind tunnel and simulated values is noted with increasing pollutant velocity; for instance, the
difference is smaller for the lower than for the higher stack height. However, K values at R4
are identical for the higher momentum ratio, with hs = 3 m.
Fig. 4.6 shows the scatter plots of the non-dimensional concentration K values for wind tunnel
tests and CFD simulations for stack heights of 1 and 3 metres. The corresponding correlation
coefﬁcients, R, are 0.93 and 0.92, respectively. About 80% of the concentration values are
positioned within a range of factor 2, as indicated by points situated between the dashed lines
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Figure 4.5 Simulation and wind tunnel values for K for stack
height hs of 3 m. For (a) M = 2.2 and (b) M = 4.5.
on each side of the median line. The averaged errors, ea, for calculated and experimental
values, are about 45% and 88% for stack heights of 1 m and 3 m, respectively.
Fig. 4.7 shows the distribution of K at samplers R4, R17 and P2 with increasing stack height
for a momentum ratio of 2.2. For wind tunnel scale simulations, a small increase in K at all
samplers is observed with increasing stack height. Only at sampler R4 is there a clear decrease
in K between 1 and 3 metres of stack height. For stack heights between 3 and 5 metres,
however, this phenomenon is observed at all three samplers in the wind tunnel experiments.
This may be explained by the fact that the pollutant plume reaches levels above the roof, where
recirculation is present. The strong dilution recorded, which halves the concentration value,
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Figure 4.6 Scatter plots of simulation and wind tunnel K data
for stack heights of (a) hs = 1 m and (b) hs = 3 m.
is observed at lower heights in the simulation results than in the wind tunnel experiments.
The recirculating ﬂow in the tower wake, particularly above the central roof portion of the BE
building, seems to be situated at a lower level in the numerical simulations than in the wind
tunnel experiments. Beyond this critical stack height (between 1 and 3 metres), concentrations
still increase in the numerical simulations at all samplers, while they are observed to decrease
slightly in wind tunnel experiments. However, the concentrations are still overestimated at
samplers R17 and P2 which are located far away downstream from the stack. At sampler R4
near the stack, results are comparable. These overestimations are expected, since the pollutant
plume is continually being drawn by the recirculating ﬂow to a lower level than in the wind
tunnel experiments.
For the samplers located at higher levels on the tower leeward wall, i.e. FB1, FB2 and FB3,
as shown in Fig. 4.8, the same abrupt decrease in concentration levels is observed between
3- and 5-metre stack heights in wind tunnel results. Conversely, the numerical model predicts
a slight increase. The higher altitude of the recirculation zones above the BE roof in the wind
tunnel, as compared to the simulation experiments, remains the best explanation for these ob-
servations. The plume exhausted from the stack is transported higher in the wind tunnel than in
the simulation, even for the lowest stacks, as can be seen through the values obtained for stacks
of 1 and 3 metres. In the case of the higher stacks, the wind tunnel concentrations increase for
the south-east direction from the sampler FB1 to FB3. This is expected, since the wider opening
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Figure 4.7 Measured and calculated concentrations K for
M = 2.2 and various stack heights hs, on the BE building roof at
samplers (a) R4, (b) R17 and (c) P2.
at the lateral north-west side between the two buildings favours a strong stream dilution from
that point, as compared to the opposite side. The concentration values in the simulation re-
sults remain comparable, in the case of higher stacks, between FB2 and FB3. It is possible that
even the lateral recirculation zones are poorly reproduced in the upper section, as previously
found – see Lateb et al. (2010a).
The discrepancies found between CFD simulations and experimental results can be associated
to limitations in the wind tunnel experiments or the numerical simulations. Since experimen-
tal tests were carried out respecting all the necessary criteria, as stated by Stathopoulos et al.
(2004), and according to statements made by several authors (e.g. Blocken et al., 2008; Tomi-
naga and Stathopoulos, 2009, 2010; Lateb et al., 2010b) concerning the capabilities of steady
state RANS for unsteady ﬂows, the most probable source of discrepancies seems to be related
to the weakness of the steady state RANS approach. The differences observed in Fig. 4.8 sug-
gest that steady state results in separated ﬂow may be biased to high and/or low concentrations.
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As mentioned by Blocken and Stathopoulos (2008), the ﬂow pattern exhibits a strong degree
of unsteadiness, while the separation and re-attachment points determined by the interaction
of aerodynamic forces ﬂuctuate with perturbations of the overall ﬂow ﬁeld. Since the wake is
characterized by strong vortices shed from the tower leeward sides and roof, the steady state
nature of a RANS approach remains the main suspected cause for poor resolution of the wake
zone. Notwithstanding the above, the steady state model used in the present study provides
comparable results with the wind tunnel experiments as can be seen through the scatter plots
shown in Fig. 4.6.
4.5 Results and discussion
In this section, results are presented mainly in the form of non-dimensional iso-concentration
contours obtained using numerical simulations for various cases studied on the roof and wind-
ward wall of the BE building, as well as on the Faubourg tower leeward wall. Concentrations
on the BE building lateral walls are also assessed to obtain the best air intake locations for the
BE building, in order to prevent exhausted pollutant from recycling. One case with a stack
height of 1 m and a momentum ratio of 2.2 was studied without taking the tower upstream of
the BE building into account; this was done to draw attention to the need to consider obstacles
and buildings in the vicinity of the building of interest.
4.5.1 Concentrations on the BE building roof for various stack heights
Fig. 4.9 shows the non-dimensional iso-concentration contours on the BE building roof for
various stack heights obtained using a momentum ratio of 2.2. Since the stack is located in
the upstream part of the roof, the emitted plume is entirely swept along the upstream direction
by the recirculation ﬂow, particularly in the case of the lowest stack. Clearly, the most critical
concentrations are observed for lower stack heights in that area of the roof. The concentrations
become less signiﬁcant further from the upstream edge: low concentrations are recorded further
away, downstream of the roof. The iso-concentration contours are oblique with respect to the
upstream edge, with a decrease in their values from the upstream edge towards the downstream
area of the roof.
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Figure 4.8 Measured and calculated concentrations K for
M = 2.2 and various stack heights hs, on the Faubourg tower
leeward wall at samplers (a) FB1, (b) FB2 and (c) FB3.
Concentrations are higher along the upstream edge of the roof, with the strongest concentra-
tions grouped at the extremities of that edge and in the direction upstream of the stack. On
the roof, the iso-concentration contours appear arc-like, with peaks located in the upwind part
of the penthouse structure. For hs = 1 m and just upstream of the stack, the iso-concentration
contours form half-circles, whose centres are located towards the upstream edge of the roof.
The effect of stack height on the distribution of the iso-contours is such that the strongly con-
centrated pollutant zones, at the extremities of the upstream edge, gradually become diluted as
stack height increases. The downstream regions of the roof remain at concentration levels that
are comparable to levels observed at lower heights. For taller stacks, such as hs = 7.2 m, the
iso-concentration contours of the south-east part of the roof become curved in such a way as to
form arcs with peaks directed towards the north-east, as shown in Fig. 4.9d.
Lastly, increasing the stack height signiﬁcantly does not greatly change the concentration levels
obtained over the roof, except in the upstream area. Indeed, the BE building roof is located
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Figure 4.9 Simulation iso-concentration contours obtained on
the roof of the BE building for various stack heights (M = 2.2),
(a) hs = 1 m, (b) hs = 3 m, (c) hs = 4 m and (d) hs = 7.2 m.
entirely inside the wake region of the Faubourg tower, and K is smeared out uniformly on the
roof, except at the upstream lateral sides, which are characterized by their particular forms (i.e.
tilted and set back). The wind ﬂow circumventing the tower modiﬁes the distribution of K
imposed by the wake of the upstream tower.
Fig. 4.10 shows the evolution of the iso-concentration contours for various stack heights when
the momentum ratio is greater (M = 5). In these cases, the iso-concentration contours with
half-circle form observed previously at the front of the stack on Fig. 4.9a do not exist, even for
the lowest stack. The previous changes in the iso-concentration contour pattern observed on
the south-east part of the roof for hs = 7.2 m with M = 2.2, had already appeared for a stack
height of 3 metres, as can be seen on Fig. 4.10b. Increasing the exhaust velocity has the same
impact as does increasing stack height on the BE roof. Indeed, this is clearly illustrated when
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the iso-concentration contour conﬁgurations of Figs. 4.9d and 4.10b are compared. These two
ﬁgures correspond to the case where a stack height and an exhaust velocity increased by factors
of 2.4 and 2.3, respectively, where hs = 3 m and M = 2.2, as shown in Fig. 4.9b.
4.5.2 Concentrations on the BE building windward wall for various stack heights
As indicated in Fig. 4.11, the values for iso-concentration contours obtained on the windward
wall of the BE building are higher than those observed on the BE roof. Most of the emitted
pollutant is transported by the recirculation ﬂow towards the region between the two buildings.
This explains the strong concentrations displayed over the BE building windward wall. The
iso-contours on this facade are arc-shaped and their peaks are ﬂattened at the top level of
the wall. The highest iso-concentration contours are clustered near the ground because the
pollutant directed to this area is imprisoned by the vortices occurring there. The increase in
stack height produces a displacement of these concentrated iso-contours towards the south-east
direction, as shown in Figs. 4.11a to 4.11d.
For a low stack (hs = 1 m) with a low momentum ratio (M = 2.2) as indicated in Fig. 4.11a,
the higher iso-concentration contours are found below the stack. For the highest stack with
the same momentum ratio, these contours move to the south-east part of the wall (the right
side in this ﬁgure) as shown in Fig. 4.11d. For the larger momentum ratio (M = 5) shown in
Fig. 4.12, the higher iso-concentration contours have already reached the south-east extremity
of the wall with the low stack height (hs = 1 m), as shown in Fig. 4.12a. These contours
remain at the same location even for a taller stack (hs = 7.2 m) as can be seen in Fig. 4.12d. It
appears that the pollutant is trapped in that lower area between the two buildings. The lateral
recirculation ﬂow induced by the wind circumventing the upstream tower by the south-east
side prevents the higher iso-concentration contour displacement from leaving the area between
the two buildings.
The pollutant displacement observed on the windward wall of the BE building at M = 2.2 is
probably due to the lack of symmetrical shape in the region between the two buildings caused
by the "staircase" form of the tower leeward wall (see Fig. 4.4). Indeed, the particular form
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of the leeward wall offers favourable access for the lateral wind ﬂow from the north-west side
because of its wider opening as compared to the south-east side. The lower region between the
two buildings is continuously fed by a strong wind ﬂow from the north-west: thus the pollutant
is transported to the opposite side.
Figure 4.10 Simulation iso-concentration contours obtained on
the roof of the BE building for various stack heights (M = 5),
(a) hs = 1 m, (b) hs = 3 m, (c) hs = 4 m and (d) hs = 7.2 m.
Using the case with hs = 3 m and M = 2.2 illustrated in Fig. 4.11b as a reference, increasing
either the stack height by a factor of 2.4 (see Fig. 4.11d) or the momentum ratio by a factor
of 2.3 (see Fig. 4.12b) reveals striking similarities in iso-concentration contour trends. The
highest iso-concentration contour value is approximately 720 when stack height is increased
(i.e. the reduction in highest K value is about 56% with respect to the reference case), whereas
increasing the pollutant exhaust velocity provides a top iso-concentration contour value about
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of 668 (i.e. the reduction in highest K value is about 59% with respect to the reference case).
It appears that increasing the height by a factor of 2.4 would be approximately equivalent to
doubling the pollutant exhaust velocity on the BE building windward wall for the reference
case (hs = 3 m and M = 2.2).
Figure 4.11 Simulation iso-concentration contours obtained on
the windward wall of the BE building for various stack heights
(M = 2.2), (a) hs = 1 m, (b) hs = 3 m, (c) hs = 4 m and
(d) hs = 7.2 m.
4.5.3 Concentrations on the Faubourg tower leeward wall for various stack heights
Figs. 4.13 and 4.14 show the non-dimensional iso-concentration contours for various stack
heights on the tower leeward wall, for momentum ratio values of 2.2 and 5, respectively. For
the lower stack (hs = 1 m) and lower momentum ratio (M = 2.2), the iso-contours display
arc-like shapes. The highest iso-concentration contour is near the ground, located close to
the vertical axis of the stack, as shown in Fig. 4.13a. The other iso-concentration contours
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are smeared out around the iso-contour displaying the highest concentration. The contours
concentration values decrease gradually as one moves away from the highest iso-concentration
contour towards the upper section and sides of the wall. The peaks appearing on the contours
may be attributed to the staircase form of the wall.
Figure 4.12 Simulation iso-concentration contours obtained on
the windward wall of the BE building for various stack heights
(M = 5), (a) hs = 1 m, (b) hs = 3 m, (c) hs = 4 m and
(d) hs = 7.2 m.
The effects of increasing stack height are such that the highest iso-concentration contour de-
creases in value and moves upwards on the tower leeward wall. This vertical elevation is
very likely due to the staircase form of the wall, which prevents displacement towards the
south-east part, despite the wide opening on the north-west side between the two buildings.
During its elevation, the highest iso-concentration contour remains at the same horizontal po-
sition while horizontal displacement was previously observed on the BE building windward
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wall (see Fig. 4.11). For an increase of the stack height from 1 to 7.2 metres, a decrease in the
highest iso-concentration contour value from 2200 to 1250 is noted as shown in Figs. 4.13a
and 4.13d, respectively (i.e. the reduction in highest K value is about 43%).
For a signiﬁcant momentum ratio (M = 5), similar observations are noted as shown in Fig. 4.14
(i.e. the elevation of the iso-contour displaying the highest concentration along the wall and a
decrease in its value as stack height increases). For this momentum ratio (M = 5) and for a
stack height of 4 metres and higher, the arc-like forms of the iso-concentration contours start
to be inversed and become oriented towards the top of the tower leeward wall, as shown in
Figs. 4.14c and 4.14d. For the stack height of 1 metre, the highest iso-concentration contour
is located at the mid-height on the wall, as indicated in Fig. 4.14a, whereas as stack height
increases to 7.2 m, the uppermost iso-contour reaches the upper region of the wall.
When stack height increases by a factor of 2.4, or when the momentum ratio is doubled with
respect to the reference case of hs = 3 m and M = 2.2, the behaviour noted previously on the
BE building windward wall is also valid for the Faubourg tower leeward wall. Contour trend
similarities are clearly shown in Figs. 4.13d and 4.14b. Increasing stack height by a factor of
2.4 induces a reduction in highest K value of 30% at the Faubourg tower leeward wall, while
increasing the pollutant exhaust velocity by a factor of 2.3 results in a reduction of only 8%.
4.5.4 Concentrations on the BE building lateral walls for various stack heights
The evolution of the non-dimensional concentration K along the x direction of both the south-
east and north-west lateral side walls of the BE building are shown in Figs. 4.15a and 4.15b,
respectively, for various stack heights and two momentum ratios (M = 2.2 and 5). The curves
show the distribution of K on the wall at a height of 3/4HBE from the ground. This height was
selected because here the air intakes are generally located at a rather high elevation from the
ground, as recommended by ASHRAE (2007), to remain clear of wind-blown dust, debris and
vehicle exhaust.
As shown in Figs. 4.15a and 4.15b, the strong concentrations are located in the upstream part of
the BE building two lateral walls for all stack heights and both momentum ratios. The highest
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Figure 4.13 Simulation iso-concentration contours obtained on
the leeward wall of the Faubourg tower for various stack heights
(M = 2.2), (a) hs = 1 m, (b) hs = 3 m, (c) hs = 4 m and
(d) hs = 7.2 m.
pollutant concentrations are recorded along the two sides for the lowest stack (hs = 1 m) and
for the lower momentum ratio (M = 2.2). Small K values are observed for the highest values
of both hs and M .
The evolution of K on the south-east lateral wall for hs = 7.2 m and M = 2.2, shown in
Fig. 4.15a, has similar behaviour to that obtained when increasing the momentum ratio by
a factor of 2.3 (M = 5) and reducing stack height by a factor of 2.4 (hs = 3 m). However,
considering the north-west lateral wall (Fig. 4.15b), the stack height should be reduced by a
factor slightly above 2.4 in order to obtain the same evolution when increasing the pollutant
exhaust velocity by a factor of 2.3. In other words, the connecting factor between stack height
and pollutant exhaust velocity must be selected with care and should take into account the
surface of interest if one wishes to obtain absolute similarity between these two parameters.
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Figure 4.14 Simulation iso-concentration contours obtained on
the leeward wall of the Faubourg tower for various stack heights
(M = 5), (a) hs = 1 m, (b) hs = 3 m, (c) hs = 4 m and
(d) hs = 7.2 m.
Lastly, if the circumstances impose air intakes on the BE building lateral sides, these should be
located to the rear of each lateral side.
4.5.5 Concentrations around the hypothetically isolated BE building without the up-
stream Faubourg tower
This section sets out the case while intentionally excluding the Faubourg tower upstream of
the BE building. The parameters considered are hs = 1 m and M = 2.2. Figs. 4.16a and 4.16b
show the computed non-dimensional iso-concentration contours on the roof and the windward
wall of the BE building, respectively. The iso-concentration contours obtained without taking
the upstream tower into account are completely different from those presented previously when
including the presence of the tower.
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Figure 4.15 Simulation K proﬁles at 3/4HBE height from the ground for various hs and M
on the (a) lateral south-east wall and (b) lateral north-west wall of the BE building.
Iso-concentration contour values are negligible on the BE building windward wall and much
greater on the central part of the roof. Given the well-known (i) features of the wind pattern
around an isolated building with a perpendicular wind to its windward facade, as described
by ASHRAE (2009), and (ii) the dispersion evolution of roof stack pollutant emitted from
the upwind part of a roof, as summarized by Blocken and Stathopoulos (2008), the vortices
of the recirculation zone occurring at the upstream edge of the roof serve to trap the pollu-
tant and increase the concentration values in this region, as indicated in Fig. 4.16a. How-
ever, far downstream, although the concentration values decrease in the central region, they
remain signiﬁcant.
At the lateral parts of the roof, concentrations are diluted by the wind ﬂow circumventing
the building, and this greatly lowers iso-concentration contour values. Locations that remain
better adapted for fresh-air intakes are: the building windward wall, where concentrations are
otherwise close to zero; or the lateral side walls, where the values are very low. Since most
of the pollutant is led to the wake region, it is obvious that the building leeward wall must be
avoided as a location for fresh-air intakes.
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Figure 4.16 Simulation iso-concentration contours obtained
without taking the Faubourg tower upstream into account, for
hs = 1 m and M = 2.2, (a) on the BE building roof and
(b) on the BE building windward wall.
4.6 Conclusions
This paper has investigated the dispersion of a pollutant emitted from a roof stack in the wake
of a tower, in a two-building conﬁguration. It was carried out at wind tunnel scale (1:200) by
numerical simulation (CFD) with the realizable k −  turbulence model. This study examines
the effect of stack height and pollutant exhaust velocity on the distribution of pollutant concen-
tration on the emitting building walls as well as on the leeward wall of the tower, to determine
the best locations for fresh-air intakes for the building. As a result of this study, conclusions
for the conﬁguration examined can be summarized as follows:
• Neglecting the impact of the Faubourg tower in the upstream of the building of interest
leads to considerable errors in pollutant dispersion patterns. Clearly, omitting the upwind tower
can lead to major design errors regarding the location of fresh-air intakes. For example, the
presence of the tower induces a decrease in concentration values of about 95% on the emitting
building roof centre.
• Increasing the stack height has an effect that is similar to increasing the pollutant exhaust
velocity and the nature of this effect depends upon the wall of the building under consideration.
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An example for the cases presented: a stack height of 3 metres with a momentum ratio of 2.2
will display approximately the same iso-concentration contour conﬁguration on the emitting
building roof when stack height and momentum ratio are increased by factors higher than 2.
• On the emitting building windward wall and the upstream tower leeward wall, distribution
of the iso-concentration contours remains the same for the example quoted above (hs = 3 m
and M = 2.2) when increasing the two parameters hs and M by factors higher than 2. How-
ever, the reduction in highest iso-concentration contour value obtained on the tower leeward
wall is 22% less when increasing momentum ratio than when increasing stack height. On the
emitting building windward wall, the opposite tendency is observed: increasing momentum
ratio provides 3.2% higher value for the highest iso-concentration contour than does increasing
stack height. Given this difference, it would be worthwhile to study which parameter should
be modiﬁed in order to reduce pollution in certain places. However, the uncertainty of the
concentration in the wind tunnel tests is about 5%, as mentioned by Stathopoulos et al. (2004).
• Varying these two parameters does not sufﬁciently alter the concentration displayed on the
emitting building leeward wall. Their values remain the lower concentrations recorded on these
building walls; this does appear to be the best location for the fresh-air intakes, however. On
the other hand, for the upstream tower, fresh-air intake locations should not be placed on the
leeward wall because of the high pollutant concentrations recorded there.
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Abstract
A numerical simulation is developed using the unsteady-state detached-eddy simulation (DES)
turbulence model on a structured highly reﬁned grid to predict the wind-ﬂow ﬁeld and disper-
sion ﬁeld of a pollutant emitted from a roof stack around a two-building conﬁguration. The
results obtained are compared with those of a steady-state re-normalization group (RNG) k− 
turbulence model, previously reported by the authors, as well as wind tunnel experiments. The
pollutant concentrations are examined on the roof where the stack is located as well as on the
leeward wall of an upstream tower to the emitting building in order to evaluate how the pollu-
tant is dispersed by the DES model compared to RNG model. DES results are discussed against
those from RNG k −  approach and wind tunnel. The study emphasizes limits in reproducing
correctly the wind ﬂow and dispersion ﬁelds due to underestimation and/or overestimation of
the Reynolds stress components and the steady-state methodology when using the RNG k − 
model. Despite such limits, the RNG model produces a similar average error, in terms of con-
centrations, to that obtained with the DES model. However, the DES model demonstrates that
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the unsteady-state approach is clearly better suited to understand the ﬂow-ﬁeld development
and the dispersion process.
Keywords: Dispersion modelling, detached-eddy simulation (DES), rooftop stack emissions,
RNG k −  turbulence model, two-building conﬁguration.
5.1 Introduction
Pollution in the atmospheric boundary layer (ABL) is an important environmental problem
which affects human health. Investigations of pollutant transport and dispersion have received
a lot of attention in recent years, and become a focal point in environmental research because
of the increasing interest for protecting air quality (Assimakopoulos et al., 2003). Besides,
this subject is of great concern especially in the urban environment when the crucial issues of
well-being and human comfort are considered.
Turbulent wind ﬂows have long presented a considerable obstacle to the accuracy and applica-
bility of calculations in industrial applications (Mockett and Thiele, 2007). The types of ﬂows
encountered in the ﬁeld of wind engineering are no exception, and consist of many complex
ﬂow features which may contain recirculation zones and stagnation points (Easom, 2000). In-
deed, in the lower atmospheric boundary layer, speciﬁcally in cities around individual and/or
groups of buildings, the superposition and interaction of the ﬂow patterns induced by buildings
and structures strongly affect the dispersion and govern the movement of pollutants (Chang
and Meroney, 2001). Therefore, complicated and highly unpredictable dispersion phenomena
are created. Clearly, understanding the process of pollution dispersion and its mechanisms still
remains a great challenge for wind engineering researchers. Nonetheless, the scientiﬁc commu-
nity has signiﬁcantly contributed to daily life quality by controlling and maintaining air quality
in buildings and ofﬁces within the acceptable norms typically established and authorised by
governments and/or professional organizations (Sterling, 1988).
Substantial research projects have been carried out and are available in the literature on the
topic of pollutant dispersion. They have used a wide range of different methods (e.g. ﬁeld
tests, laboratory modelling, semi-empirical methods and numerical approaches) to evaluate
109
pollutant dispersion, identifying their advantages and disadvantages (Blocken et al., 2011).
During the past years, especially in urban environments, pollutant dispersion has been studied
extensively by means of both experimental and numerical approaches. Field measurements
(e.g. Schatzmann et al., 2000; Morris et al., 2007), wind tunnel testing (e.g. Brown and Bil-
ger, 1996; Vincont et al., 2000), semi-empirical methods (e.g. ASHRAE, 2007; Hajra and
Stathopoulos, 2012) and numerical modelling (e.g. Kang and Meneveau, 2001; Coceal et al.,
2007; Brethouwer and Lindborg, 2009; Philips et al., 2013) have been performed, on the one
hand to get an insight into the physical pollution processes, and on the other hand, to obtain
a better comprehension of the coupled mechanisms occurring around buildings and/or cluster
of buildings. Among these methods, numerical modelling with computational ﬂuid dynam-
ics (CFD) appears as one of the most accessible and largely spread approach to study wind
environmental problems because of the lower costs, the advantages and reliability of such ap-
proach. However, CFD simulations are not straightforward to perform and their results still
require validation to establish extended acceptability (Campos-Arriaga, 2009). Therefore, the
need of validating numerical studies makes the experimental tests necessary.
Notwithstanding the widespread use of CFD studies, the quality of results depends mainly
on many physical and numerical parameters which can compromise accuracy and reliability.
From that point of view, many authors and organizations have developed practice guidelines
(e.g. EPA, 1978; Snyder, 1981; Meroney, 1987; AIAA, 1998; Oberkampf and Trucano, 2002;
Franke et al., 2007; Tominaga et al., 2008; AIAA, 2010; Franke et al., 2011) to establish
a common methodology for veriﬁcation and validation of CFD simulations in certain cases,
and/or to assist and support the users in making a better implementation of CFD in other cases.
According to Franke et al. (2011), there are basically two types of difﬁculties that can produce
erroneous results in CFD, (i) modelling errors (e.g. turbulence models and physical boundary
conditions) and (ii) numerical approximation errors (e.g. grid design, discretization scheme
and iterative convergence).
Regarding turbulence modelling errors, various turbulence models (i.e. steady Reynolds-averaged
Navier-Stokes (RANS), unsteady RANS (URANS), large-eddy simulation (LES) and hybrid
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URANS/LES) reported in the literature are well known to the computational wind engineer-
ing (CWE) community, as they have been listed by many authors (e.g. Franke et al., 2007;
Blocken et al., 2011). Several studies have investigated and assessed the performance of such
different turbulence models to predict the ﬂow ﬁeld around buildings (e.g. Rodi, 1997; Wright
and Easom, 2003). However all studies agree on the difﬁculty of some models and the differ-
ences between the various approaches to reproduce the complex and random character of the
ﬂow ﬁeld. In addition, the dispersion ﬁeld is closely related to the overall behaviour of the
wind ﬂow as stated by Tominaga and Stathopoulos (2009). Therefore, the choice of the turbu-
lence model is revealed crucial to reproduce an accurate dispersion process, and, consequently,
essential to understand the pollutant transport mechanisms.
The present study follows previous work of Lateb et al. (2013) where various RANS k − 
turbulence models were compared (i.e. standard k−, re-normalized group k− and realizable
k −  referred to as SKE, RNG and RLZ throughout, respectively). Previous work suggested
that the limitations in RANS models to reproduce the experimental results are probably due to
an incorrect estimation of Reynolds stress components and the steady-state methodology of the
tested models. Thus, the purpose of this study is to emphasize the effects of the unsteadiness
and the Reynolds stress component anisotropy in reproducing the ﬂow and dispersion ﬁelds
compared to the RANS approach using Fluent software. Therefore, the use of an unsteady
turbulence model is clearly essential. The detached-eddy simulation (DES) model has been
selected for the present study because of the well established limitations of the two following
models in resolving the internally induced ﬂuctuations of ﬂow and concentration ﬁelds (Salim,
2011), i.e. the high computational cost of LES and the low accuracy of URANS.
According to Franke et al. (2007), the DES model approach is the most widely known hy-
brid URANS/LES. To the knowledge of the authors, the DES model was initially proposed
by Spalart et al. (1997) and mainly developed and improved by the aerospace community
(e.g. Travin et al., 1999; Spalart, 2001; Caruelle and Ducros, 2003; Squires, 2004; Spalart and
Squires, 2004; Spalart et al., 2006; Spalart, 2009; Deck, 2012). The approach however has
been less reported in CWE applications (e.g. Hasama et al., 2008; Bechmann and Sørensen,
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2010; Haupt et al., 2011), and even less in pollutant dispersion problems (Wang et al., 2011).
The DES model presents the advantage of having been implemented in a wide range of existing
RANS models in commercial CFD codes (Bunge et al., 2007). The aim of this hybrid URAN-
S/LES model is to combine the most favourable aspects of the URANS and LES techniques
(Squires, 2004). Indeed, DES treats the boundary layer regions as URANS model and can
be adjusted to predict these regions and their separation well (Spalart, 2009), while the regions
massively separated are predicted with LES. Otherwise, the DES concept allows (i) the eviction
of an excessively reﬁned grid near walls by modelling the isotropic small structures and thus
resulting in considerable savings in terms of central processing unit (CPU) time, and (ii) the use
of LES approach to resolve the large eddies and unsteady structures in the separated regions.
In this work, one case is considered because of the long time required by DES modelling. Re-
garding the objectives of this work cited above, the most critical case is selected, namely when
the pollutant is emitted at high speed from the stack (i.e. hs = 1 m and M = 5, where hs is the
stack height and M the momentum ratio which represents the ratio between the exhaust veloc-
ity of the pollutant we and the wind velocity UH at the height of the BE building). Such case
induces complex pollutant/ﬂow-ﬁeld interactions above the stack. Consequently, the capability
of the DES model to reproduce the dispersion process is severely tested. It is worth noting that
among the various RANS k −  models tested by Lateb et al. (2013), the RNG k −  approach
showed the best results compared to wind tunnel experiments obtained by Stathopoulos et al.
(2004) for the current case (hs = 1 m and M = 5). DES results are thus compared with those
from the RNG approach and wind tunnel experiments.
The paper is organized as follows. Section 2 summarizes the computational details including
the DES concept, the grid generation, the boundary conditions and the solution strategy. Sec-
tion 3 demonstrates the consistency of both constructed grid and statistical averaging period.
The results are described and compared to those of the RNG k −  model and experimental
data in section 4. The analysis and discussion of results are presented in section 5. Finally, the
main ﬁndings of the study are summarized in section 6.
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5.2 Computational details
5.2.1 Detached-eddy simulation model
The strategy of DES model is such that switching from URANS to LES models is realised
according to mesh deﬁnition and not to the local turbulent properties of the ﬂow (Caruelle and
Ducros, 2003). Thus the turbulent viscosity obtained depends on the local grid spacing, Δxi,
and the sub-grid scale (SGS) stresses are parameterized using a turbulent viscosity model. The
RLZ turbulence model is selected to calculate the turbulent viscosity for both strategies (i.e. as
URANS model in boundary layer regions and LES sub-grid scale model in massive separated
regions) since the RLZ model is the only model available in Fluent among the various RANS
k −  models tested by Lateb et al. (2013).
In addition to the continuity and momentum equations, two others are added to estimate the
turbulent viscosity, νt, at each cell. One equation for the turbulent kinetic energy, k, another
for the turbulent dissipation rate, , and their expressions are as follows.
Transport equation of k:
∂k
∂t
+ uj
∂k
∂xj
=
∂
∂xj
(
νt
σk
∂k
∂xj
)
+ Pk − Yk (5.1)
where Pk is the production term due to the mean velocity gradient, Yk the dissipation term
which depends on the local spacing cell Δxi, and the constant σk equal to 1.
Transport equation of :
∂
∂t
+ uj
∂
∂xj
=
∂
∂xj
(
νt
σ
∂
∂xj
)
+ C1S− C2 
2
k +
√
ν
(5.2)
where the constants are σ = 1.2 andC2 = 1.9, andC1 is expressed byC1 = max[0.43, η/(η + 5)]
with η = (k/)S and S as the strain rate tensor.
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The local turbulence parameters k and  are related by the turbulent viscosity, νt, as follows:
νt = Cμ
k2

(5.3)
whereCμ expression writes asCμ = 1/(4.04 + AskU
∗

)withAs =
√
6 cosφ, φ = (1/3) cos−1
√
6W ,
W = SijSjkSki/Sˇ
3, Sˇ =
√
SijSij , U∗ =
√
SijSij + Ω˜ijΩ˜ij , and Ω˜ij = Ωij − 2ijωk.
The dissipation term, Yk, appearing in the turbulent kinetic energy equation is expressed as:
Yk =
k3/2
ldes
(5.4)
where ldes = min(lrke, lles) with lrke = k3/2/ and lles = CdesΔximax . The additional constant
of the calibration, Cdes, is set to 0.61 as suggested in the case of homogeneous turbulence
(Basu et al., 2005), and Δximax = max(Δx,Δy,Δz) is the maximum local length of the cell
in the three directions. Note that a constant Cdes of 0.65, calibrated by means of isotropic
turbulence (Shur et al., 1999), is commonly used by the aerospace community (Fröhlich and
von Terzi, 2008). While this value remains open to revisions, sometimes lower values are used
presumably to compensate for numerical diffusion (Spalart, 2001). However, Bunge et al.
(2007) recommend to calibrate the Cdes constant for each RANS model to be used in DES.
The expression of ldes compares the turbulence length scale (lrke) and the spacing cell (lles).
Near walls in the boundary layer regions, the turbulence length scale remains smaller than the
spacing cells, (lrke  lles) due to the high dissipation occurring there, hence ldes = lrke and the
regions are supported by the RLZ model which performs as an unsteady RANS model. The
dissipation term, Yk, in Eq. (5.4) becomes similar as for RANS simulations and equal to . In
the regions far from the solid walls, where the ﬂow is fully developed, the turbulence length
scale becomes larger than the spacing cells, (lrke  lles), therefore ldes = lles and the RLZ
model works as a sub-grid scale. Consequently, the DES approach provides a LES solution.
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5.2.2 Grid generation
Since the present research is complementary to Lateb et al. (2013) work, the same site is
used. Therefore, the reader can refer to that work for more details about the conﬁguration and
the dimensions of the two buildings. The main difference in the grid generation of these two
studies is the grid reﬁnement required by this unsteady three-dimensional approach particularly
in the separated ﬂow regions where the LES model is used. The "wall function" is used as
near wall treatment for the present study since it is the only approach available when using
DES model. Basically, there are two overlapping layers over walls: an inner layer where
viscous processes dominate, and an outer layer far from these effects (Coceal et al., 2007). The
near wall treatment used bridges the viscosity-affected region between the wall and the fully
turbulent region; therefore, on the one hand a substantial reﬁnement of grid meshing is saved,
and on the other hand the attached boundary layer regions are assured to be modelled by the
URANS model.
The process of reﬁning the grid deals with three criteria. The spacing cells, Δxi, should (i) be
ﬁne enough near wall regions to capture the high gradients which occur within the turbulent
boundary layer, and to reach the slope -5/3, associated with the range of frequencies in which
the energy cascade is dominated by the inertial transfer, (ii) be smaller than the turbulence
length scales, deﬁned previously as lrke = k3/2/, to make sure that the separated ﬂow regions
will be treated by the LES approach out of the turbulent boundary layer, and (iii) keep the
spacing length perpendicular to each wall at least equal or larger than the two other spacing
directions to eliminate the gray zone and thus avoiding a modelled-stress depletion (MSD)
deﬁned and noticed by Spalart et al. (2006).
Starting from the grid used in Lateb et al. (2013) and the results obtained with the steady RLZ
model solution, Taylor microscale lλ = (10νk/)1/2 is evaluated using the k and  parameters
in several planes along x, y and z directions (Liao and Cowen, 2010). Note that lλ is always
much smaller than lrke (Tennekes and Lumley, 1972). As a grid reﬁnement study was already
conducted for that grid (see Lateb et al. (2010a)), the lλ values evaluated remain approximately
the same at each cell even with a further reﬁned grid. Afterwards the smallest lλ value found
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is taken as a benchmark for the spacing grid near solid walls in the three directions, and the
stretching ratio is kept equal to 1 in the entire regions near walls, above the BE building roof
and between the two buildings to respect the criterion (iii). It is worth noting that the grid
is composed by hexahedral cells, hence only one reﬁning is required for each direction. The
spacing cells in these regions is set under the turbulence length scale benchmark to make sure
that, out of the boundary layer regions, the inequality lrke  lles is respected so that the switch
to LES approach can occur. Therefore, the criteria (i) and (ii) are taken into account. Elsewhere,
far from the near walls and between the two buildings, the stretching ratio is extended to 1.1
to respect the commonly recommended value of 1.3 (Tominaga et al., 2008). Finally, the grid
obtained for the unsteady DES simulations is composed of about 11 million cells spread over
321×177×194 cells in x, y and z directions, respectively. Fig. 5.1 shows the neighbourhood
of the two buildings of concern as a general view of the highly reﬁned new grid, and the various
positions of the vertical and horizontal lines evoked in the following sections.
5.2.3 Boundary conditions
After the converged solution obtained on the new grid (i.e. 11 million of cells) using the steady-
state RLZ k −  turbulence model with the same boundary conditions as those used by Lateb
et al. (2013), a spectral synthesizer method, based on the random ﬂow generation technique
originally proposed by Kraichnan (1970) and modiﬁed by Smirnov et al. (2001), is imposed at
the domain inlet to generate ﬂuctuating velocity components with a Fourier harmonics num-
ber set to 100. The number of 100 is considered as the minimum threshold of large numbers
(Fung et al., 1992), and it is desirable to use the minimum number of harmonics since large
numbers increase the computational cost (Maple, 2002). The exit of the domain is referred
as an outﬂow boundary condition, which assumes no velocity gradient in the exit direction,
since the exit plane is sufﬁciently far from the two buildings wake region. Symmetry condi-
tion, which implies zero normal velocity and zero normal gradients for all variables, is used
at the top of the domain. For the side boundaries, periodic conditions are imposed to capture
correctly the vortex shedding which can occur on these planes. The equations are discretized in
time by using a second-order fully implicit scheme, and then iteratively solved using the seg-
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regated solver, for which the SIMPLE (Semi-Implicit Method for Pressure-Linked Equations)
algorithm (Patankar and Spalding, 1972) is used to derive the pressure-correction equations.
The convection terms are discretized using a second-order upwind scheme, whereas for the
momentum equations a second-order central difference scheme is used. All walls of the two
buildings are assumed to be smooth by using no-slip condition.
Figure 5.1 The two-building conﬁguration showing (a) the highly reﬁned meshing and
(b) various positions of horizontal and vertical lines evoked in the present study.
5.2.4 Solution strategy
Primary circulation is carried out to reach the establishment of the ﬂow ﬁeld to remove the
inﬂuence of the initial conditions before averaging to get statistically-steady values. Time
scale of these ﬁrst simulations is evaluated by the residence time of a single particle cross-
ing through the whole computational domain. This time scale, noted t, is of the order of
(20.1HFb+10HFb)/UH , and represents the streamwise length of the computational domain,
20.1HFb, extended by its spanwise length, 10HFb, to take into account the ﬂuctuations and
the deviations underwent by a particle during its residence time in the domain, divided by the
particle velocity, UH , estimated at the BE building height. The calculated time, t, results in a
value of about 1 second.
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The time step, Δt, is chosen by consideration of the Courant-Friedrichs-Lewy (CFL) number
(Courant et al., 1967) which assures the balance of the temporal and spatial scales when it is
kept around 1 (Liu et al., 2010b). The expression used for the time step estimation is Δt =
CFL(Δximin/UH)whereΔximin is the minimum grid spacing of the smallest cell in the domain.
In physical sense, the time step represents the necessary time for a particle to cross the smallest
cell of the domain. In other words, the time step should be able to capture correctly any particle
and its ﬂuctuations passing any cell through the domain regardless of the cell size. It is worth
noting that a small time step is recommended for the accuracy of the results (Spalart, 2001).
For a possible approach of CFL concept (i.e. to obtain a CFL value as close as possible to 1
in the entire domain), the value of the CFL number is set to 0.5 in the evaluation of the time
step. Finally, since the minimum spacing grid, Δximin , in the domain is equal to 0.025HBE , a
time step of 1×10−4 s is obtained. It gave a maximum CFL number of approximately 1.2 with
smaller values than 1 in 99% of the cells.
Since the initial solution used for the DES approach has already converged to 10−5 with RANS
realizable k−  turbulence model before the primary circulation, the monitoring residuals have
shown that 15 sub-iterations are sufﬁcient for each time step to reach the convergence of the
solution. The time is non-dimensionalized by UH and HBE and the ﬂow is averaged, after
the primary circulation, during T = 400 non-dimensional time units (t∗ = tUH/HBE) which
represents 40 000 time steps.
5.3 Consistency of DES simulations
5.3.1 Grid consistency
Plots of power spectral density (PSD) of velocity components, ui, obtained in the three di-
rections using a fast Fourier transform (FFT) algorithm are shown in Fig. 5.2. The velocity
component data are recorded at a point A located in the centreline between the two buildings
(y = 0) and at half-height of the BE building from the ground (z = 1/2HBE) as indicated
in Fig. 5.2. The curves represent the energy cascade which takes its origin from the large
turbulent eddies and transfers that energy to small eddies. The phenomenon occurs mainly in
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the massively separated regions where the dominant unsteady structures are resolved by LES
modelling. The end of the cascade is controlled by the ﬁlter width which activates the SGS
model (Squires, 2004). The range of frequencies associated with the inertial transfer during
the energy cascade is clearly reached as shown in Fig. 5.2 by the slope -5/3. Therefore, the
consistency of the constructed grid is demonstrated and justiﬁed.
Figure 5.2 Power spectral density of velocity components in (a)
streamwise, (b) spanwise, and (c) vertical directions, recorded at
point A located in the centreline between the two buildings and at
half-height of the BE building from the ground (i.e. y = 0 m,
x = 5HBE and z = 1/2HBE , as illustrated in Fig. 5.1b).
5.3.2 Statistical averaging period consistency
To ensure that the averaging period used to obtain statistical values is sufﬁciently acceptable,
the average error, ea, for simulated and experimental values of non-dimensional concentration,
K, at various samplers located on the BE building roof and the top of the Faubourg tower
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leeward wall are calculated. The expression of K is non-dimensionalized using the averaged
time concentrations as follows:
K =
〈c〉
〈co〉 (5.5)
where angular brackets 〈 〉 denotes the time average, 〈c〉 is the pollutant concentration and 〈co〉
the reference concentration given by:
〈co〉 = Qe
H2BEUH
(5.6)
where UH is the mean wind velocity at the roof height of the BE building in [m s−1], HBE is
the height of the BE building in [m] and Qe is the pollutant emission rate in [m3 s−1].
The average error over all samplers is evaluated by the following equation:
ea =
1
N
N∑
i=1
∣∣∣∣Ki,num −Ki,expKi,exp
∣∣∣∣ (5.7)
with N deﬁned as the total number of the concerned samplers (here N is equal to 15 as can
be seen in Fig. 5.5 where all samplers are clearly illustrated), Ki,num and Ki,exp represent the
concentration mesured numerically and experimentally at each sampler, respectively.
Fig. 5.3 shows the evolution of the average error, ea, of K as a function of sampling time. The
average error over all samplers is calculated at each 0.1 second and during a sampling time of
4 s. The distribution of ea presents high ﬂuctuations, in the ﬁrst range of 2 seconds, mainly due
to the transient period. Thereafter, a strong decrease of these ﬂuctuations occurs throughout the
following one second period. Finally, between 2.9 and 4 seconds, a clear stabilisation of the
average error is established, therefore a statistical averaging period of 3.5 s is judged sufﬁcient
for obtaining statistically-steady mean values, which correspond to a full-scale averaging time
of about 12 minutes. Consequently, the non-dimensional concentrations over such a statistical
averaging period are presented in this paper.
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Figure 5.3 Average error between measured and
calculated K over all samplers for time sampling between
1.2 and 4 seconds obtained with the case of hs = 1 m and
M = 5.
5.4 Results and validation
In this section, detailed results obtained with the DES turbulence model are described and
compared to both RNG and wind tunnel results (Lateb et al., 2013) to highlight the differ-
ences between the two modelling approaches (i.e. steady-state RNG k −  and unsteady-state
DES models). Firstly, the comparison focuses mainly on the mean concentration K values
for the various results available from the wind tunnel experiments for the case selected and
studied (hs = 1 m and M = 5). Afterwards, other parameters such as ﬂow-ﬁeld structures and
Reynolds stress components (
〈
u′iu
′
j
〉
) are compared between DES and RNG approaches.
The basic strategy of LES is to resolve most of the turbulent kinetic energy, k, of the ﬂow and
modelling most of the dissipation  (Fröhlich and von Terzi, 2008), and this possible separation
arises from the fact that k is determined by the large scales of motion and  by the small
scales (Tennekes and Lumley, 1972). In addition, LES approach is well known to be superior
to RANS when validating ﬂow ﬁelds and turbulence structures against experimental results
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(Tominaga and Stathopoulos, 2012). Since (i) the 11 million cells grid is rigorously made
by considering the Taylor-microscale resolution (Liao and Cowen, 2010) and uses stretching
ratios equal to 1 near walls and to 1.1 elsewhere, and (ii) the RLZ model is used for modelling
the subgrid scales, known as one of best model among those of RANS k −  models (Blocken
et al., 2008), one can consider that DES results are at least comparable to those that could be
obtained with LES approach using the traditional Smagorinsky model which remains in wide
use (O’Neil and Meneveau, 1997). Consequently, since no wind-ﬂow ﬁeld data is available
from the experimental results, the use of DES results as the reference for the aim of comparison
to RANS is justiﬁed.
5.4.1 Average error of sampler concentrations
Fig. 5.4 compares the dispersion of K values on the BE roof and the top of the tower leeward
wall between wind tunnel and CFD simulation results obtained at different samplers (detailed
sampler locations for the studied case are shown in Fig. 5.5). Good agreement with experi-
mental concentrations is shown by RNG model at the top of the tower leeward wall samplers
compared to DES model whereas both DES and RNG simulations showed approximately the
same dispersion of K over the BE building roof. The average error, ea, provided by DES and
RNG was 37% and 38%, respectively. These values illustrate the insigniﬁcant difference be-
tween the two tested models, while the required simulation time is 30 times greater when using
DES approach. The dashed lines on each side of the median line indicate the limit of values
located within a range factor of 2. Eighty percent (80%) and 86% of the DES and RNG con-
centration K values are within that portion, respectively. However, the correlation coefﬁcient
R of the dispersion K values is 0.96 for DES model and 0.97 for RNG model.
5.4.2 Concentrations on the BE building roof and top of Faubourg tower leeward wall
Fig. 5.5 shows the concentrationK values at different samplers located on the BE building roof
and on the top of the tower leeward wall obtained with both numerical approaches and wind
tunnel experiments. As noted previously through Fig. 5.4a, the DES model showed signiﬁcant
underestimation of K values at samplers (FB1 and FB3) of the tower leeward wall compared to
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Figure 5.4 Scatter plots of simulation and wind tunnel K data
obtained for the case of hs = 1 m and M = 5 with (a) DES and
(b) RNG models.
those obtained by the RNG model whereas the trend of simulation results obtained on the BE
building roof varies from one sampler to the other for both models. Along the central line of
the building roof, the RNG model shows better capability to approach the experimental values
as detailed in Fig. 5.6; only at sampler P2, located far in the back of the roof, DES approach
has shown approximately the same result as RNG model. On the lateral samplers of the roof,
the RNG model remains the best representation of the wind tunnel values at samplers R35, R19
and S5 as can be seen in Fig. 5.5 whereas at samplers R25 and S1, DES yields better results.
At samplers R3 and R6 located near the building upwind wall, DES shows better concordance
with wind tunnel results.
5.4.3 Concentrations along the Faubourg tower leeward wall
Fig. 5.7 indicates the vertical distribution of concentrations K along the leeward wall of the
Faubourg tower. The results displayed for RNG model and wind tunnel experiments are ob-
tained with hs = 3 m and M = 4.5 whereas those shown for DES model are obtained with
hs = 1 m and M = 5. Lateb et al. (2011) have studied the effect of stack height and pollutant
exhaust velocity using the same two-building conﬁguration. The authors have concluded that
increasing the momentum ratio M with a small stack height hs is similar than reducing the
momentum ratio for higher hs and conversely, especially on the leeward wall of the Faubourg
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tower and the windward wall of the BE building. Therefore, the comparison between these
two cases (hs = 1 m with M = 5 and hs = 3 m with M = 4.5) is intended to assess the ver-
tical evolution of the concentrations using DES model since the case of hs = 3 m and M =
4.5 was not considered in this study. The DES model results show good agreement with wind
tunnel results, while the RNG model values overestimate clearly the experimental results. The
vertical trend of K distribution is well reproduced by DES compared to RNG, which shows an
opposite trend in the upper region.
Figure 5.5 Simulation and wind tunnel values of K for
hs = 1 m and M = 5.
As partial deduction for this section of results, DES shows the same average error (37%) com-
pared to RNG model (38%), while RNG provides better distribution of K values. At most
samplers (FB1, FB3, R4, R19, R23, R35 and S5), RNG has produced closer results to experiment,
whereas DES model provides better concordance with experimental values only at few sam-
plers (R22, R3 and R6). DES results depicted in Fig. 5.7 agreed well with the wind tunnel results
along the Faubourg tower leeward wall while the RNG model overestimated signiﬁcantly the
experimental K values along the tower leeward wall.
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Figure 5.6 Measured and calculated variation of K at samplers R4, R23 and P2
along x axis on BE building roof for hs = 1 m and M = 5.
Figure 5.7 Vertical proﬁles of K on leeward wall of the Faubourg tower (Wind
tunnel and RNG simulation values for hs = 3 m and M = 4.5, and DES simulation
values for hs = 1 m and M = 5).
5.5 Analysis and discussion
5.5.1 Flow ﬁeld analysis
Fig. 5.8 shows the streamlines by time averaged wind velocities in the vertical (x-z) plane
through the stack position and the centreline of the domain. The well-known horseshoe vortex
system (Liu et al., 2010b; Blocken et al., 2011) induced by the airﬂow pattern around the tower
is well established in the upwind part of the tower – as shown in Fig. 5.8 by the vortex in front
of the tower – with DES compared to RNG which displayed a very small horseshoe vortex.
Two other vortices are apparent for DES, one between the two buildings and another in the
BE building wake, while RNG showed only the recirculation zone between the two buildings.
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However the other recirculation zone behind the BE building is included in the recirculation
zone induced by the tower roof. In other words, the recirculation region generated by the
tower roof was so extended that it reached the BE building wake, thus forming only one single
recirculation zone in the vertical plane behind the Faubourg tower, as shown in Fig. 5.8 for
RNG model.
Figure 5.8 Vertical (x-z) plane distribution of streamlines by time averaged
velocity for the case of hs = 1 m and M = 5 through (a) the centre of the domain
(y = 0 m) and (b) the stack position (y = 0.0155 m).
In order to gain an insight about the length of the recirculation zone behind the Faubourg tower,
the recirculation cavity length, Lr, of the latter was evaluated using the approximate equation
(Lr = B0.67S B
0.33
L ) recommended for use by ASHRAE (2007); where BS is the smaller of the
tower upwind face dimensions (height or width) and BL is the larger. The length Lr evaluated
for the two-building conﬁguration of interest is about 0.24 m. The RNG model shows clearly in
Fig. 5.8 an overestimation of Lr value (= 0.6 m), while DES exhibits a complex recirculation
zone, without borders clearly delimited. However, at height z = 3/2HBE of the horizontal plan
shown in Fig. 5.9a, an approximate recirculation length of 0.25 m is observed. In addition,
this overestimation issue of recirculation region behind a building when using RANS models
has been already stated by several authors (e.g. Rodi, 1997; Wright and Easom, 2003; Shira-
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sawa et al., 2008; Yoshie et al., 2011). According to Yoshie et al. (2011), this overestimated
reattachment length is mainly due to the steady-state approach of RANS models which did
not reproduce the vortex shedding behind the tower. Consequently, very large velocities in
streamwise direction are induced by the reversed ﬂow (Wright and Easom, 2003).
When analysing the streamlines in the vertical plane passing by the stack presented in Fig. 5.8b,
the exhausted pollutant velocity appears less disrupted by the wind ﬂow above the stack with
DES than does the RNG, because of the higher pollutant emission velocity (M = 5). Indeed,
for RNG the pollutant is directed towards the tower leeward wall immediately when it expelled
from the stack, while with DES the pollutant rose in height then directed towards the tower
leeward wall. This could partly explain the correct approach of the concentration by RNG at
samplers FB1 and FB3 – previously noticed in Fig. 5.5 – which is just a consequence of the
overestimated recirculation zone that, in turn, resulted from the steady-state approach of the
RNG model, as previously explained.
Recently Nozu and Tamura (2012) have noted that using RANS models favour the impris-
onment of the pollutant in the wake regions since the solution lacks of periodic ﬂuctuations.
Therefore, this results in very high concentrations, particularly when the source emission is
located in the wake zone. This observation is clearly illustrated in Fig. 5.7 since the dis-
tribution of K in the vertical direction along the tower leeward wall is quite overestimated.
However, for DES modelling, the reversed ﬂow interacting with the transient vortices and the
tower leeward wall boundary forms a free shear layer, and ﬂuctuated periodically because of
Kelvin-Helmholtz-type instability (Hasama et al., 2008). In additional, the Reynolds number
of 2.5×104 – based on the BE building height – remains an important mixing parameter for
ﬂows in which the shear layers arising from separation of the boundary layers at the salient
edges (Lim et al., 2007), like those of the staircase shape of the tower leeward wall. Conse-
quently, the pollutant carried by the reversed ﬂow from the stack is well mixed and transported
laterally. This could also explain the good agreement of K at samplers R3 and R6 shown in
Fig. 5.5 and along the vertical direction of the tower leeward wall presented in Fig. 5.7.
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Figure 5.9 Horizontal (x-y) plane distribution of streamlines by time averaged
velocity at different vertical positions for the case of hs = 1 m and M = 5 obtained
with (a) DES and (b) RNG models. Columns from left to right represent the results
at height z = 1/2HBE , z = 3/2HBE and z = 3HBE from the ground, respectively.
Fig. 5.9 shows the streamlines by time averaged wind velocities in the horizontal (x-y) plane
at different vertical heights from the ground (z = 1/2HBE , 3/2HBE and 3HBE). The horseshoe
phenomenon is well shown by DES through the horizontal plane (z = 1/2HBE) in Fig. 5.9a. At
higher levels (z = 3/2HBE and 3HBE) shown in Fig.5.9, two main vortices are clearly distin-
guished in the Faubourg tower wake for both models. Vortices illustrated by RNG in Fig. 5.9b
appear more symmetrical than those depicted by DES; while the vortices conﬁguration pre-
sented in Fig. 5.9a for DES simulations showed a north-west side vortex more signiﬁcant than
that of the south-east side. This is due to the difference in width between the two tower sides.
Consequently, the wind-ﬂow ﬁeld produced by DES has better taken into account the horizon-
tal staircase form of the tower leeward wall than RNG, which can be explained by the vortex
shedding reproduced by DES but not with the RNG approach.
Despite the good agreement in concentration values between the RNG model and experimental
results, at the BE roof samplers in general and at the top of the tower leeward wall samplers
(i.e. FB1 and FB3) in particular, three main anomalies are apparent in the wind-ﬂow ﬁeld
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analysis: (i) signiﬁcant overestimation of the recirculation zone length in the tower wake, (ii)
non-consideration of the difference in width between the tower sides, and (iii) insigniﬁcant
reproduction of the horseshoe phenomenon in the upstream part of the tower in spite of the
strong wind-ﬂow velocity. In principle, the lack of all these basic ﬂow characteristics around
an obstacle like the Faubourg tower indicates that the wind-ﬂow structure has not been well
simulated by RNG as opposed to DES which seems to reproduce the wind-ﬂow conﬁguration
far better.
5.5.2 Distribution of Reynolds stress components
Figure 5.10 Distribution of non-dimensional shear stress component 〈u′1u′2〉 /U2H
iso-contours on the horizontal plane (x-y) at height z = 3/2HBE for the case of
hs = 1 m and M = 5 with (a) DES model and (b) RNG model.
The horizontal movement of the vortex shedding towards the lateral directions is mainly ful-
ﬁlled by 〈u′1u′2〉 and 〈u′2u′2〉 shear stress components in the tower wake region. Therefore,
Fig. 5.10 depicts the horizontal distribution of non-dimensional shear stress component 〈u′1u′2〉 /U2H
at height z = 3/2HBE to assess the vortex shedding production behind the tower. Note that
the modelled part of 〈u′1u′2〉 values is less signiﬁcant than those of the resolved part, neverthe-
less the non-dimensional values presented in Fig. 5.10 are estimated as the algebraic sum of
the two parts (〈u′1u′2〉res + 〈u′1u′2〉SGS) when using DES. The distribution of 〈u′1u′2〉 /U2H values
shows clearly the vortices induced by the Faubourg tower sides, directed towards the central
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plane when following the absolute value of 0.04 and 0.02 with DES, see Fig. 5.10a. In con-
trast to the RNG approach shown in Fig. 5.10b, the absolute value of 0.04 remains outside
the wake region, and the movement of vortices of which the absolute value is of 0.02 begins
heading towards the central plane at the end of the extended wake region. The distribution
between the north-west and the south-east leeward wall corners of the tower is clearly differ-
ent for DES with signiﬁcant absolute values of 〈u′1u′2〉 /U2H at the north-west leeward corner,
while the distribution presented by RNG is rather similar at both tower leeward wall corners.
This conﬁrms the non-consideration of the horizontal staircase form of the tower leeward wall
stated previously.
Figs. 5.11 and 5.12 show the distribution of the Reynolds normal stress components 〈u′iu′i〉
normalized by U2H along the horizontal and vertical lines, respectively, located at four stream-
wise positions (i.e. x/HBE = -2, 0, 2 and 5 as illustrated in Fig. 5.1b). Horizontal lines are in
plane (x-y) at height z = 3/2HBE and vertical lines are contained in the central plane (y = 0).
For the RNG model, all non-dimensional component values vary between 0 and 0.125, while
for DES the variation range lies within 0 and 0.235. The trend between the three 〈u′iu′i〉 com-
ponents is almost the same for RNG model when comparing with DES results which, in turn,
show signiﬁcant difference in the Reynolds normal stress component distributions. However,
the streamwise component 〈u′1u′1〉 distributions, in vertical and horizontal lines at the BE build-
ing leeward wall (i.e. x/HBE = 0) shown in Figs. 5.11b and 5.12b with RNG, present small
values because of the reversed ﬂow and the lateral movements which occurred in that region
(see Figs. 5.8a and 5.9b), and therefore promote the lateral and vertical components 〈u′2u′2〉 and
〈u′3u′3〉 as shown in Figs. 5.11 and 5.12. In region above the BE building behind the tower (i.e.
x/HBE = 0 and 2), the DES model showed very large values of 〈u′2u′2〉 component compared
to 〈u′1u′1〉 and 〈u′3u′3〉 as can be seen in Figs. 5.11c and 5.12c.
In many regions of the ﬂow-ﬁeld structure, the RNG model shows large values of 〈u′iu′i〉 com-
pared to DES. For instance, in the lower part along the vertical leeward wall of the BE building
(i.e. x/HBE = 0), the RNG model exhibits large 〈u′1u′1〉 values compared to those of DES
(see Figs. 5.12a and b). This results from large velocities stated previously in the streamwise
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Figure 5.11 DES- and RNG-based distribution of non-dimensional Reynolds normal
stress components (〈u′iu′i〉 /U2H) along horizontal lines at z = 3/2HBE and for four
streamwise positions (i.e. x/HBE = -2, 0, 2 and 5, as illustrated in Fig. 5.1b).
direction when using the RNG model. Far in the wake zone at side regions of the BE building
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Figure 5.12 DES- and RNG-based distribution of non-dimensional Reynolds normal
stress components (〈u′iu′i〉 /U2H) along vertical lines in the central plane (y = 0) and for
four streamwise positions (i.e. x/HBE = -2, 0, 2 and 5, as illustrated in Fig. 5.1b).
(i.e. x/HBE = -2 and 0), the lateral, 〈u′2u′2〉, and vertical, 〈u′3u′3〉, components are also very
large with RNG compared to those of DES as can be seen in Figs. 5.11c–f.
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In summary, this section shows that the DES reproduces well the vortex shedding, while no
such phenomenon is observed with RNG. Since it can be considered that the improvements in
the prediction accuracies of normal stresses and shear stresses are correlated with each other
(Shirasawa et al., 2008), this observation reveals that the lateral momentum diffusion is insuf-
ﬁcient so that it is impossible to reproduce correctly the tower wake region, and thus to accu-
rately evaluate its reattachment length when using the RNG model. In addition, the anisotropy
of the Reynolds normal stress components – that may be associated with the highly intermit-
tent character of the wake region ﬂow (Kang and Meneveau, 2001) – has been well taken into
account by DES, whereas the RNG model has not considered it sufﬁciently. In other words, on
the one hand, the underestimation and/or overestimation of the Reynolds stress components,
when using the RNG approach, results in an incorrect reproduction of the ﬂow-ﬁeld structure.
On the other hand, the steady-state methodology of RNG does not favour the vortex shedding
production, therefore the lateral diffusion is highly underestimated especially in the immediate
wake region. Furthermore, the transient ﬂow plays a very important role when modelling a pas-
sive pollutant concentration ﬁeld (Johnson and Hunter, 1998) and the dispersion of pollutant
gases within urban environment is essentially unsteady (Chang and Meroney, 2003). Conse-
quently, the steady-state RANS methodology, in general, cannot predict the turbulent pollutant
transport process accurately since the dispersion ﬁeld is closely related to ﬂow-ﬁeld behaviour
(Tominaga and Stathopoulos, 2009). Nonetheless, one can say that RNG model remains an
acceptable approach to estimate concentration values for dispersion where advection transport
phenomena dominate – like over the BE roof region – while for regions where the turbulent
diffusion process is more signiﬁcant – like within the immediate wake zone behind the tower –
DES model performs best.
5.6 Conclusions
In the present work, the dispersion of pollutants around a two-building conﬁguration has been
investigated using the unsteady-state detached-eddy simulation approach, and the results have
been compared to steady-state RNG k −  model as well as experimental wind tunnel data.
The purpose is to evaluate the effects of the unsteadiness and the Reynolds stress component
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anisotropy in reproducing the ﬂow and dispersion ﬁelds when comparing between DES and
RNG approaches. The main ﬁndings of the study can be summarized as follows.
• In terms of the ﬂow ﬁeld, DES approach seems to reproduce correctly the recirculation
zone in the wake region, while the RNG model has clearly overestimated the recirculation
region. The horseshoe vortex system induced by the airﬂow pattern around the upstream tower
is well established with DES compared to RNG model. The vortex shedding induced by the
tower sides in the wake region is not reproduced properly by RNG whereas this phenomenon
is clearly observed with DES.
• In terms of pollutant dispersion, both models show approximately the same average error
of concentrations calculated over all samplers. For concentration values at samplers FB1 and
FB3 located at the top of the tower leeward wall, the RNG model shows better agreement with
experimental values compared to DES. This good agreement is likely due to the large stream-
wise velocities in the reversed ﬂow that are a consequence of the steady-state methodology
of RNG model (Wright and Easom, 2003). However the DES model reproduces with good
agreement the distribution of concentrations in the vertical direction along the tower leeward
wall, while the RNG approach exhibits a signiﬁcant overestimation.
• The underestimation and/or overestimation of Reynolds stress components and the steady-
state methodology of RNG k−model tend, respectively, to (i) distort and/or limit the Reynolds
stress component values, and (ii) not reproduce contribution of periodic ﬂuctuation due to the
transient characteristics of the ﬂow ﬁeld, particularly in wake regions where high anisotropy is
exhibited. Consequently, RANS approaches are generally unable to reproduce the wind-ﬂow
structure and the pollutant transport process accurately.
• In terms of CPU time, the DES model required approximately 30 times more comput-
ing time than the RNG model. Given the average errors of concentration obtained by the
DES and RNG approaches, the steady-state RNG model remains an approach that can be used
and trusted for obtaining an insight into the dispersion process at speciﬁc measurement points
where dispersion is mainly dominated by the advection transport phenomenon. Finally, the
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DES model has demonstrated that the unsteady-state approach is clearly better suited to under-
stand the ﬂow-ﬁeld development and the dispersion process.
CONCLUSION
Numerical simulations have been performed for the study of pollutant dispersion around a
two-building conﬁguration in an urban area. The study is concerned with the transportation
of pollutant emissions in the lower atmospheric boundary layer by wind ﬂows especially in an
urban environment. This topic is an important environmental problem since it is connected to
the protection of indoor air quality as well as human health.
This study is based on experiments carried out at full-scale (1:1) and wind tunnel scale (1:200)
in downtown Montreal and in the boundary layer wind tunnel of Concordia University, respec-
tively. The geometry considered consists of two lined up buildings composed of a tower and
a building in its wake from which a pollutant is emitted from a rooftop stack, with a wind
blowing perpendicularly to the windward wall of the upstream tower. The numerical results
are compared against experimental measurements in each part of the different chapters that
compose this work and a number of conclusions are presented and recommendations for future
works are outlined.
Following literature review in Chapter 1, Chapter 2 investigated various RANS k− turbulence
models (i.e. standard, RNG and realizable k −  models) in order to determine the best model
to reproduce pollutant plume dispersion. The standard k −  model showed the worst results
compared to the other models. Indeed, the realizable k −  model yielded the best agreement
with experiments for the lower stack height and momentum ratio, while the RNG k −  model
performed best for higher stack and momentum ratio. The realizable model was the only model
to provide a correct trend for concentration distribution in the lower region between the two
buildings. Given the well-known excessive k-production of the standard k −  model, it was
generally found to be inadequate for reproducing the vertical concentration distribution and
was the only model that failed to satisfy the realizability requirement, therefore reproducing
non-physical results. For the conﬁguration under investigation, favouring the turbulent mass
diffusivity by decreasing the turbulent Schmidt number Sct values – as found by several authors
(e.g. Tominaga and Stathopoulos, 2007; Blocken et al., 2008; Chavez et al., 2011; Gousseau
et al., 2011a) – did not bring improvements to the lack of lateral dispersion observed in the
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wake region and neither signiﬁcant variations in concentration values. Consequently, changes
in Sct value did not have a major impact on pollutant dispersion with complex ﬂows where
strong separation/recirculation zones occur like wake zones. It is thought that the dispersion
process is dominated by the advection transport phenomenon which, in turn, is strongly related
to the correct reproduction of the wind-ﬂow ﬁeld. According to many authors, the inaccuracy of
reproducing correctly the ﬂow ﬁeld is probably due to the incorrect simulation of the Reynolds
stress components (Wright and Easom, 2003) and the steady-state methodology (Shirasawa
et al., 2008). Therefore, an unsteady turbulence model was recommended for use to shed light
on the effects of steadiness on both the dispersion process and ﬂow-ﬁeld structure.
In Chapter 3, simulations at both scales (full-scale and wind tunnel scale 1:200) were carried
out and the average relative error of all concentrations obtained at different samplers located
on the BE roof and Faubourg tower leeward wall were evaluated. The results showed that
numerical results obtained at wind tunnel scale are closer to experiment than those at ﬁeld
scale. Consequently, this clearly highlights the numerical approach capability to reproduce
experiments better in controlled than non-controlled environments. The concentration distri-
bution varied from one sampler to the other when compared to the experimental data for both
scales tested. The CFD simulations did not reproduce well the wake zone observed in the
experiments. However, the lower region between the two buildings seemed to be correctly re-
produced. From these ﬁrst simulations, the leeward wall of the BE building appeared to be the
best location to install fresh-air intakes for this building with the conﬁguration considered.
Chapter 4 dealing with the effects of stack height and exhaust velocity on the transportation
of the pollutant showed clearly that increasing the stack height had an effect similar to that
obtained by increasing the pollutant exhaust velocity, with some differences however depend-
ing mainly upon the wall of the building under consideration. Indeed, the iso-concentration
contour distributions were investigated on the BE building roof and walls as well as on the
Faubourg leeward wall. For instance, on the BE roof, a stack height of 3 metres with a momen-
tum ratio of 2.2 generated approximately the same iso-concentration contour conﬁgurations
when the stack height or the momentum ratio were increased by factors higher than 2. How-
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ever, the reduction in highest iso-concentration contour value obtained on the tower leeward
wall was 22% less when increasing the momentum ratio than when increasing stack height. On
the BE building windward wall, the opposite tendency was observed: increasing momentum
ratio provided an insigniﬁcant change in the highest iso-concentration contour value compared
to increasing stack height. Therefore, given the differences found when increasing stack height
or exhaust velocity, it would be worthwhile to study which parameter should be modiﬁed in
order to reduce pollution in certain places and/or where to install fresh-air intakes. Neglecting
some neighbourhood buildings, like the Faubourg tower upstream of the building of interest in
the case studied, led to considerable errors in the pollutant dispersion pattern, hence major de-
sign errors regarding the location of fresh-air intakes. Varying these two parameters (i.e. stack
height and pollutant exhaust velocity) did not sufﬁciently alter the concentration calculated on
the emitting building leeward wall and their values remained the lower concentrations recorded
on these BE building walls. Therefore the leeward wall of the emitting building appeared to be
the best location for fresh-air intakes as opposed to the tower leeward wall where the fresh-air
intakes should not be placed because of the high pollutant concentrations recorded there.
As a follow up to recommendations made in Chapter 2, an additional study was carried out
and reported in Chapter 5 in which an unsteady model (i.e. detached-eddy simulation DES
model) was presented and tested. Because of the long computing time required by the DES
approach, only one case among those treated in Chapter 2 was studied (hs = 1 m and M = 5).
The results obtained were compared to those from the wind tunnel experiments and the RNG
steady-state model, since the latter provided the best results among the various RANS models
previously tested for the speciﬁc case. The study showed clearly the contribution of periodic
ﬂuctuations in the pollutant dispersion process due to the transient characteristics of the ﬂow
ﬁeld in the wake region when using DES model whereas the steady-state methodology could
not reproduce these transient wind-ﬂow structures. Therefore, it is clear that RANS models are
unable to reproduce accurately the ﬂow-ﬁeld patterns. Additionally, an underestimation/over-
estimation of the shear stress components was observed for the RNG model compared to DES
approach in the wake region where high anisotropy was exhibited. Consequently, the under-
estimation/overestimation of the shear stress components and the lacking transient wind-ﬂow
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structures stated in the wake region made the RANS k −  models generally inadequate to
reproduce accurately the wind-ﬂow ﬁeld in highly anisotropic regions. Despite the shortcom-
ings of RANS methodology to reproduce the wind-ﬂow ﬁeld with good accuracy, the small
differences between the average error of the non-dimensional concentrations obtained with the
two approaches (DES and RNG models) and the relatively short computing requirements of
the RNG model made it, as well as the RANS k−  models in general, acceptable and useful to
obtain an insight of the dispersion ﬁeld at speciﬁc point measurements. However, the DES ap-
proach demonstrated that the unsteady-state approach is clearly better suited to understand the
ﬂow-ﬁeld conﬁguration and consequently the dispersion processes since the two phenomena
are closely related (Tominaga and Stathopoulos, 2009).
In summary, this thesis reports a detailed investigation of pollutant dispersion for a conﬁg-
uration frequently encountered in large towns, namely where a pollutant is emitted from a
rooftop stack on a building completely engulfed in the wake region of another higher building
upstream, by means of numerical simulations. After making a careful assessment of all re-
quirements (e.g. grid design, computational domain size, homogeneity of the simulated ﬂow,
boundary conditions, wall treatment...) necessary for carrying out properly the numerical sim-
ulations, signiﬁcant parameters were identiﬁed, i.e. stack height, pollutant exhaust velocity
and turbulence model, and thoroughly investigated throughout this work for the correct repro-
duction of the wind ﬂow and dispersion ﬁelds that are necessary to determine the best fresh-air
intake locations.
Recommendations for future work
Urban pollutant dispersion is a complex phenomenon and thus many challenges remain for
further study. The present work should therefore be seen as a contribution towards the better
use of numerical simulation approaches for the understanding of pollutant dispersion in urban
areas in terms of wind ﬂow and dispersion ﬁelds around buildings in order to improve indoor
air quality by means of carefully locating fresh-air intakes. For future work, a number of
improvements to simulate better dispersion phenomena can be suggested as follows:
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• In the past, many studies have emphasized the importance of the wind-building interactions
on the wind-ﬂow structure (e.g. Khanduri et al., 1997, 1998) and the effects of neighbouring
building characteristics on the dispersion ﬁeld (e.g. Hajra et al., 2011; Chavez et al., 2011;
Hajra and Stathopoulos, 2012; Chavez et al., 2012). For instance, Khanduri et al. (1998) have
concluded that adjacent buildings can drastically modify the wind load on buildings while
Hajra and Stathopoulos (2012) have shown the importance of the adjacent building character-
istics for reproducing the dispersion ﬁeld in the case of urban areas where the emitting source
is surrounded by a group of buildings. Throughout this research, only one incident wind di-
rection was used, which corresponds to the dominant wind direction in downtown Montreal.
Such assumption appears acceptable as a good initial step since the two-building conﬁguration
under study is in perfect tandem alignment with the wind direction. In future work, it would be
interesting to generalise the dispersion ﬁeld investigation for other wind directions, which will
require taking into account the adjacent building characteristics.
• Regarding the insigniﬁcant changes in concentration values reported in Chapter 4 of this
work when promoting the dispersion through low turbulent Schmidt number values, it would
seem wise to investigate the impact of the turbulent diffusion and advection mass transport
mechanisms that occur during the pollutant dispersion process. This orientation has already
been suggested by several authors (e.g. Tominaga and Stathopoulos, 2007; Blocken et al., 2008;
Gousseau et al., 2011a,b) to emphasize the effects of turbulence on mass transfer when it
consists of turbulent ﬂows. Gousseau et al. (2011b) have analysed the transport process of
a pollutant in the turbulent wind-ﬂow pattern around isolated buildings and clariﬁed the role
of convective and turbulent ﬂuxes in the transport process and in the prediction accuracy of
RANS and LES simulations. The study showed that, in separation regions and in the wake
of buildings, the accuracy of LES is clearly better than RANS since, on the one hand, the
convection is the dominant mechanism of mass transport and, on the other hand, LES model
computes more accurate convective ﬂuxes. The authors stated that the modiﬁcation of turbulent
Schmidt number inﬂuences the pollutant dispersion predicted by RANS models, which in turn,
cannot compensate deﬁciencies of these models in terms of ﬂow-ﬁeld. Since no relation has
been established in this study between the variation of the turbulent Schmidt number and the
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dispersion ﬁeld, it would appear necessary to conduct new research for understanding the mass
transport mechanisms in order to explain better the observed ﬁndings.
• Most of the dispersion numerical studies assume that the contaminant particles are chem-
ically and dynamically passive (Sini et al., 1996). This assumption is most of the time not
fully appropriate, already in the case of inert gases, since exhaust gases are generally warmer
than the surrounding air when they exit from the stack. Consequently, neglecting the exiting
temperature gradients that induce necessarily differences in density between pollutant particles
and the air, may lead to inaccurate dispersion process simulations. Further study considering
temperature effects may result in a better estimation of the transport mechanism, which could
improve numerical simulation results signiﬁcantly.
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