Determination of a differential pencil from interior spectral data  by Yang, Chuan-Fu & Guo, Yong-Xia
J. Math. Anal. Appl. 375 (2011) 284–293Contents lists available at ScienceDirect
Journal of Mathematical Analysis and
Applications
www.elsevier.com/locate/jmaa
Determination of a differential pencil from interior spectral data
Chuan-Fu Yang ∗, Yong-Xia Guo
Department of Applied Mathematics, Nanjing University of Science and Technology, Nanjing 210094, Jiangsu, People’s Republic of China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 4 June 2010
Available online 16 September 2010
Submitted by Steven G. Krantz
Keywords:
Differential pencil
Inverse problem
Eigenvalue
Interior spectral data
In this paper, inverse spectra problems for a differential pencil are studied. By using the
approach similar to those in Hochstadt and Lieberman (1978) [14] and Ramm (2000) [26],
we prove that (1) if p(x) (or q(x)) is full given on the interval [0,π ], then a set of
values of eigenfunctions at the mid-point of the interval [0,π ] and one spectrum suﬃce
to determine q(x) (or p(x)) on the interval [0,π ] and all parameters in the boundary
conditions; (2) if p(x) (or q(x)) is full given on the interval [0,π ], then some information
on eigenfunctions at some internal point b ∈ ( π2 ,π) and parts of two spectra suﬃce
to determine q(x) (or p(x)) on the interval [0,π ] and all parameters in the boundary
conditions.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Inverse spectral analysis has been an important research topic in mathematical physics. Inverse problems of spectral
analysis involve reconstruction of a linear operator from its spectral characteristics [1,3,8–10,20–22,25]. For inverse Sturm–
Liouville problems, such characteristics are two spectra for different boundary conditions, one spectrum and normalizing
constants, spectral functions, nodal points (zeros of eigenfunctions) as given spectral data, scattering data, the Weyl function
[3–6,8–16,18,23,27–29,31]. Such problems play an important role in mathematics and have many applications in natural
sciences. Inverse problems are studied for certain special classes of ordinary differential operators. Typically, in inverse
eigenvalue problems, one measures the frequencies of a vibrating system and tries to infer some physical properties of the
system. An early important result in this direction, which gave vital impetus for the further development of inverse problem
theory, was obtained in [2].
Inverse problem for interior spectral data of the differential operator lies in reconstructing this operator by some eigen-
values and information on eigenfunctions at some an internal point in the interval considered. The similar problems for the
Sturm–Liouville operator was studied in [24,30].
Differential pencil originated from the problem of describing interactions between colliding particles in physics [17]. The
differential pencil is written as⎧⎪⎨⎪⎩
L[y](x) def= −y′′(x) + [q(x) + 2λp(x)]y(x) = λ2 y(x), x ∈ [0,π ],
y′(0, λ) − hy(0, λ) = 0,
y′(π,λ) + Hy(π,λ) = 0,
(1.1)
where h, H ∈ C and the complex-valued functions q(x) ∈ W 02 [0,π ], p(x) ∈ W 12 [0,π ]. M.G. Gasymov and G.Sh. Guseinov [7]
gave the asymptotics of eigenvalues and determination of differential pencil (1.1) from spectral data.
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been considered before. The aim of this paper is to give two uniqueness theorems from some eigenvalues and information
on eigenfunctions at some an internal point in the interval [0,π ]. Note that the results obtained are new and natural
generalizations of the well-known one for the classical Sturm–Liouville operators which were studied in [24], for a special
case that p(x) ≡ 0 and the parameters h and H are ﬁxed in Eq. (1.1). The novelty of this paper lies in a technical expression
for products of the initial solutions for quadratic pencils of Schrödinger equations L[y](x) = λ2 y(x) and L˜[y](x) = λ2 y(x)
with the initial conditions y(0) = 1 and y′(0) = h, which is more complicated than that of the classical Sturm–Liouville
equation, and the representation of certain entire functions that we shall use in the proof of our central results.
2. Main results
It is well known that the spectrum of problem (1.1) consists of eigenvalues λn , n ∈ Z, and the sequence {λn, n ∈ Z}
satisﬁes the classical asymptotic form [7]
λn = n + c0 + c1
n
+ c1,n
n
, (2.1)
where
∑
n |c1,n|2 < ∞ and
c0 = 1
π
π∫
0
p(x)dx, c1 = 1
π
{
h + H + 1
2
π∫
0
[
q(x) + p2(x)]dx}.
Let y(x, λ) be the solution of equation L[y] = λ2 y satisfying the initial conditions y(0) = 1 and y′(0) = h, then
y(x, λ) = cos[λx− α(x)]+ x∫
0
A(x, t) cos(λt)dt +
x∫
0
B(x, t) sin(λt)dt,
where
α(x) = p(0)x+ 2
x∫
0
[
A(ζ, ζ ) sinα(ζ ) − B(ζ, ζ ) cosα(ζ )]dζ,
and kernels A(x, t) and B(x, t) are solutions of the following problem [7]:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
∂2A(x, t)
∂x2
− 2p(x) ∂B(x, t)
∂t
− q(x)A(x, t) = ∂
2A(x, t)
∂t2
,
∂2B(x, t)
∂x2
+ 2p(x) ∂ A(x, t)
∂t
− q(x)B(x, t) = ∂
2B(x, t)
∂t2
,
A(0,0) = h, B(x,0) = 0, ∂ A(x, t)
∂t
∣∣∣∣
t=0
= 0
with
2
d
dx
[
A(x, x) cosα(x) + B(x, x) sinα(x)]= q(x) + p2(x), α(x) = x∫
0
p(t)dt.
Consider a second differential pencil⎧⎪⎨⎪⎩
L˜[y](x) def= −y′′(x) + [˜q(x) + 2λp˜(x)]y(x) = λ2 y(x), x ∈ [0,π ],
y′(0, λ) − h˜ y(0, λ) = 0,
y′(π,λ) + H˜ y(π,λ) = 0,
(2.2)
where h˜, H˜ ∈ C, q˜(x) and p˜(x) have the same properties of q(x) and p(x).
We denote the boundary value problem (1.1) by B(p,q,h, H), and the boundary value problem (2.2) by B (˜p, q˜, h˜, H˜).
Denote by λn and yn(x), n ∈ N, eigenvalues and corresponding eigenfunctions of the differential pencil L, respectively. We
agree that if a certain symbol δ denotes an object related to B(p,q,h, H), then δ˜ will denote an analogous object related to
B (˜p, q˜, h˜, H˜).
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l(n) = n
σ1
(1+ 	1,n), 0 < σ1  1, 	1,n → 0,
r(n) = n
σ2
(1+ 	2,n), 0 < σ2  1, 	2,n → 0; (2.3)
and let μn be the eigenvalues of the operator B(p,q,h, H1), H = H1 ∈ C.
Now we state the main results of this work.
Theorem 2.1. If for any n ∈ Z,
λn = λ˜n, yn(
π
2 )
y′n(π2 )
= y˜n(
π
2 )
y˜′n(π2 )
,
then (1) p(x) = p˜(x) implies that q(x) = q˜(x) a.e. on [0,π ] and h = h˜, H = H˜; (2) q(x) = q˜(x) implies that p(x) = p˜(x) a.e. on [0,π ]
and h = h˜, H = H˜ .
Note that the solution of inverse problem in Theorem 2.1 is not unique without condition
yn(
π
2 )
y′n( π2 )
= y˜n( π2 )
y˜′n( π2 )
, since a single
spectrum cannot determine the potential for Sturm–Liouville operator [3]. In particular, when y′n( π2 ) = 0, equation
yn(
π
2 )
y′n( π2 )
=
y˜n(
π
2 )
y˜′n( π2 )
is replaced by yn( π2 )˜y
′
n(
π
2 ) = y′n( π2 )˜yn( π2 ).
Theorem 2.2. Let l(n), r(n) and b ∈ ( π2 ,π) be such that σ1 > 2bπ − 1, σ2 > 2− 2bπ . If for any n ∈ Z,
λn = λ˜n, μl(n) = μ˜l(n),
y′r(n)(b)
yr(n)(b)
= y˜
′
r(n)(b)
y˜r(n)(b)
,
then (1) p(x) = p˜(x) implies that q(x) = q˜(x) a.e. on [0,π ] and h = h˜, H = H˜ , H1 = H˜1; (2) q(x) = q˜(x) implies that p(x) = p˜(x)
a.e. on [0,π ] and h = h˜, H = H˜ , H1 = H˜1 .
3. Proofs
First, we shall mention some results on products of initial solutions which will be needed later.
Let y(x, λ) be the solution to equation
−y′′(x) + [q(x) + 2λp(x)]y(x) = λ2 y(x) (3.1)
with the initial conditions y(0) = 1 and y′(0) = h, then we get [7]
y(x, λ) = cos[λx− α(x)]+ x∫
0
A(x, t) cos(λt)dt +
x∫
0
B(x, t) sin(λt)dt
= cos[λx− α(x)]+ O(eτ x
λ
)
, (3.2)
where τ = |	λ|. Moreover, we have
y′(x, λ) = −[λ − p(x)] sin[λx− α(x)]+ A(x, x) cos(λx) + B(x, x) sin(λx) + x∫
0
A′x(x, t) cos(λt)dt
+
x∫
0
B ′x(x, t) sin(λt)dt
= −[λ − p(x)] sin[λx− α(x)]+ O (eτ x).
Simple calculations show that the characteristic equation of problem (1.1) can be reduced to w(λ) = 0, where
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0
A′x(π, t) cos(λt)dt
+
π∫
0
B ′x(π, t) sin(λt)dt + H cos
[
λπ − α(π)]+ H π∫
0
A(π, t) cos(λt)dt + H
π∫
0
B(π, t) sin(λt)dt
= −[λ − p(π)] sin[λπ − α(π)]+ O (eτπ ). (3.3)
Similarly, for the solution y˜(x, λ) of equation
− y˜′′(x) + [˜q(x) + 2λp˜(x)]˜y(x) = λ2 y˜(x) (3.4)
with the initial conditions y˜(0) = 1 and y˜′(0) = h˜, there have following analogous results:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
y˜(x, λ) = cos[λx− α˜(x)]+ x∫
0
A˜(x, t) cos(λt)dt +
x∫
0
B˜(x, t) sin(λt)dt
= cos[λx− α˜(x)]+ O(eτ x
λ
)
,
y˜′(x, λ) = −[λ − p˜(x)] sin[λx− α˜(x)]+ O (eτ x),
(3.5)
and the characteristic equation of problem (2.2) can be reduced to w˜(λ) = 0, where
w˜(λ) = −[λ − p˜(π)] sin[λπ − α˜(π)]+ O (eτπ ). (3.6)
The eigenvalue set {λn,n ∈ Z} of L coincides with zeros of w(λ).
Next, using Eqs. (3.2) and (3.5), we can infer that
y y˜ = cos[λx− α(x)] cos[λx− α˜(x)]+ x∫
0
A(x, t) cos(λt) cos
[
λx− α˜(x)]dt
+
x∫
0
A˜(x, t) cos(λt) cos
[
λx− α(x)]dt + x∫
0
B(x, t) sin(λt) cos
[
λx− α˜(x)]dt
+
x∫
0
B˜(x, t) sin(λt) cos
[
λx− α(x)]dt + x∫
0
A(x, t) cos(λt)dt
x∫
0
A˜(x, t) cos(λt)dt
+
x∫
0
B(x, t) sin(λt)dt
x∫
0
B˜(x, t) sin(λt)dt +
x∫
0
A(x, t) cos(λt)dt
x∫
0
B˜(x, t) sin(λt)dt
+
x∫
0
A˜(x, t) cos(λt)dt
x∫
0
B(x, t) sin(λt)dt. (3.7)
By extending the range of A(x, t), A˜(x, t) evenly with respect to the argument t and B(x, t), B˜(x, t) oddly with respect to
the argument t and some straightforward calculations, for brevity denoting θ(t) = α(t) + α˜(t), we can rewrite (3.7) as
y y˜ = 1
2
{
cos
[
α(x) − α˜(x)]+ cos[2λx− θ(x)]+ x∫
0
Hc(x, t) cos
[
2λt − θ(t)]dt
−
x∫
0
Hs(x, t) sin
[
2λt − θ(t)]dt}, (3.8)
where
Hc(x, t) = 2A(x, x− 2t) cos
[
θ(t) − α˜(x)]+ 2 A˜(x, x− 2t) cos[θ(t) − α(x)]− 2B(x, x− 2t) sin[θ(t) − α˜(x)]
− 2B˜(x, x− 2t) sin[θ(t) − α(x)]+ A1(t) cos θ(t) + A2(t) cos θ(t) + B1(t) sin θ(t) + B2(t) sin θ(t)
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Hs(x, t) = 2A(x, x− 2t) sin
[
θ(t) − α˜(x)]+ 2 A˜(x, x− 2t) sin[θ(t) − α(x)]+ 2B(x, x− 2t) cos[θ(t) − α˜(x)]
+ 2B˜(x, x− 2t) cos[θ(t) − α(x)]+ A1(t) sin θ(t) + A2(t) sin θ(t) − B1(t) cos θ(t) − B2(t) cos θ(t)
with ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
A1(t) =
x∫
−x+2t
A(x, s) A˜(x, s − 2t)ds +
x−2t∫
−x
A(x, s) A˜(x, s + 2t)ds,
A2(t) = −
x∫
−x+2t
B(x, s)B˜(x, s − 2t)ds −
x−2t∫
−x
B(x, s)B˜(x, s + 2t)ds,
B1(t) =
x∫
−x+2t
A(x, s)B˜(x, s − 2t)ds +
x−2t∫
−x
A(x, s)B˜(x, s + 2t)ds,
B2(t) =
x∫
−x+2t
B(x, s) A˜(x, s − 2t)ds +
x−2t∫
−x
B(x, s) A˜(x, s + 2t)ds.
Now we can give the proofs of theorems in this work.
Proof of Theorem 2.1. If we multiply (3.1) by y˜(x) and (3.4) by y(x) and subtract, after integrating on [0, π2 ], we obtain
(˜
yy′ − y y˜′)∣∣ π20 +
π
2∫
0
[
( q˜ − q) + 2λ( p˜ − p)]y y˜ dx = 0. (3.9)
Using the initial conditions at 0, then it yields
[
y˜
(
π
2
, λ
)
y′
(
π
2
, λ
)
− y
(
π
2
, λ
)
y˜′
(
π
2
, λ
)]
+ h˜ − h +
π
2∫
0
[
( q˜ − q) + 2λ( p˜ − p)]y y˜ dx = 0. (3.10)
Denote
Q (x) = q˜ − q, P (x) = p˜ − p, H(λ) = h˜ − h +
π
2∫
0
[
Q (x) + 2λP (x)]y y˜ dx. (3.11)
Since y(x, λ) and y˜(x, λ) are entire functions in variable λ, H(λ) is an entire function in variable λ. For λ = λn , by given
assumption it follows that
y˜n
(
π
2
, λn
)
y′n
(
π
2
, λn
)
− yn
(
π
2
, λn
)
y˜′n
(
π
2
, λn
)
= 0,
i.e., the ﬁrst term in (3.10) vanishes and hence
H(λn) = 0,
which implies that the set of zeros of w(λ) (or w˜(λ)) is contained in the set of zeros of H(λ).
From (3.7) and (3.11), we ﬁnd that for all complex λ∣∣H(λ)∣∣ (C1 + C2|λ|)e|τ |π (3.12)
for some positive constants C1 and C2. Deﬁne
Φ(λ) = H(λ)
w(λ)
, (3.13)
which is an entire function from the above arguments and it follows from (3.3) and (3.12) that
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for |λ| enough large. Thus, by Liouville’s theorem, we obtain for all λ
Φ(λ) = C,
where C is a constant.
Let us show that the constant C = 0. We can rewrite equation H(λ) = Cw(λ) in the form
h˜ − h +
π
2∫
0
[
Q (x) + 2λP (x)]y y˜ dx = −C[λ − p(π)] sin[λπ − α(π)]+ O (eτπ ),
i.e.,
h˜ − h
λ
+
π
2∫
0
[
1
λ
Q (x) + 2P (x)
]
y y˜ dx = −C
[
1− p(π)
λ
]
sin
[
λπ − α(π)]+ O(eτπ
λ
)
.
By use of the Riemann–Lebesgue Lemma, we see that the limit of the left-hand side of the above equality exists as λ → ∞,
λ ∈ R. Thus we obtain that the constant C = 0. So we have proved
H(λ) = 0 for all λ. (3.14)
Introduce
H1(λ) =
π
2∫
0
Q (x)y y˜ dx, H2(λ) =
π
2∫
0
P (x)y y˜ dx. (3.15)
From (3.8) we see that H1(λ) and H2(λ) are entire functions, and
h˜ − h + H1(λ) + 2λH2(λ) = 0 for all λ. (3.16)
Here we only prove part (1) since the proof of part (2) is similar to part (1).
Note that the assumption that p(x) = p˜(x) on [0,π ] at the case (1) implies that
h˜ − h + H1(λ) = 0 for all λ, (3.17)
and the assumption that q(x) = q˜(x) on [0,π ] at the case (2) implies that
h˜ − h + 2λH2(λ) = 0 for all λ,
which yields that
h˜ = h and H2(λ) = 0 for all λ. (3.18)
Substituting (3.8) into (3.17), we get
0 = h˜ − h + H1(λ) = h˜ − h + 1
2
π
2∫
0
Q (x)
{
cos
[
α(x) − α˜(x)]+ cos[2λx− θ(x)]+ x∫
0
Hc(x, t) cos
[
2λt − θ(t)]dt
−
x∫
0
Hs(x, t) sin
[
2λt − θ(t)]dt}dx,
which, by changing the order of integration, can be rewritten as
2(˜h − h) +
π
2∫
0
Q (x) cos
[
α(x) − α˜(x)]dx+
π
2∫
0
cos
[
2λt − θ(t)][Q (t) +
π
2∫
t
Q (x)Hc(x, t)dx
]
dt
−
π
2∫
sin
[
2λt − θ(t)][
π
2∫
Q (x)Hs(x, t)dx
]
dt = 0. (3.19)0 t
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2(˜h − h) +
π
2∫
0
Q (x) cos
[
α(x) − α˜(x)]dx = 0 (3.20)
and
π
2∫
0
cos
[
2λt − θ(t)][Q (t) +
π
2∫
t
Q (x)Hc(x, t)dx
]
dt −
π
2∫
0
sin
[
2λt − θ(t)][
π
2∫
t
Q (x)Hs(x, t)dx
]
dt = 0. (3.21)
Denote
Q 1(t) = Q (t) +
π
2∫
t
Q (x)Hc(x, t)dx, Q 2(t) =
π
2∫
t
Q (x)Hs(x, t)dx,
then Eq. (3.21) is represented as
π
2∫
0
cos
[
2λt − θ(t)]Q 1(t)dt −
π
2∫
0
sin
[
2λt − θ(t)]Q 2(t)dt = 0, (3.22)
which can be rewritten as
π
2∫
0
cos(2λt)
[
cos θ(t)Q 1(t) + sin θ(t)Q 2(t)
]
dt +
π
2∫
0
sin(2λt)
[
sin θ(t)Q 1(t) − cos θ(t)Q 2(t)
]
dt = 0. (3.23)
From the completeness of functions (cos(2λt), sin(2λt))T in (L2[0, π2 ])2, it follows that{
cos θ(t)Q 1(t) + sin θ(t)Q 2(t) = 0,
sin θ(t)Q 1(t) − cos θ(t)Q 2(t) = 0, (3.24)
which yields that
Q 1(t) = Q 2(t) = 0, (3.25)
i.e.,
Q (t) +
π
2∫
t
Q (x)Hc(x, t)dx = 0 for 0 < t < π
2
. (3.26)
But this equation is a homogeneous Volterra integral equation and has only a zero solution. Thus we have obtained Q (t) = 0
for 0 < t < π2 , i.e.,
q(x) = q˜(x) a.e. on
[
0,
π
2
]
.
Moreover, from (3.20) it is obvious that h = h˜.
To prove that q(x) = q˜(x) a.e. on [π2 ,π ], we should repeat arguments for the supplementary problem⎧⎪⎨⎪⎩
L[y](x) def= −y′′(x) + [q1(x) + 2λp1(x)]y(x) = λ2 y(x), x ∈ [0,π ],
y′(0, λ) − Hy(0, λ) = 0,
y′(π,λ) + hy(π,λ) = 0,
where q1(x) = q(π − x) and p1(x) = p(π − x). Then we obtain Q (π − t) = 0 for 0 < t < π2 , i.e.,
q(x) = q˜(x) a.e. on
[
π
2
,π
]
and
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The proof of theorem is ﬁnished. 
To prove Theorem 2.2 in this paper, we ﬁrst give a lemma.
Let m(n) be a sequence of natural numbers such that
m(n) = n
σ
(1+ 	n), 0 < σ  1, 	n → 0. (3.27)
Lemma 3.1. (1) Let m(n) and b ∈ (0, π2 ) be such that σ > 2bπ . If for any n ∈ Z,
λm(n) = λ˜m(n),
y′m(n)(b)
ym(n)(b)
= y˜
′
m(n)(b)
y˜m(n)(b)
,
then (1) p(x) = p˜(x) implies that q(x) = q˜(x) a.e. on [0,b] and h = h˜; (2) q(x) = q˜(x) implies that p(x) = p˜(x) a.e. on [0,b] and
h = h˜.
(2) Let m(n) and b ∈ ( π2 ,π) be such that σ > 2− 2bπ . If for any n ∈ Z,
λm(n) = λ˜m(n),
y′m(n)(b)
ym(n)(b)
= y˜
′
m(n)(b)
y˜m(n)(b)
,
then (1) p(x) = p˜(x) implies that q(x) = q˜(x) a.e. on [b,π ] and H = H˜ ; (2) q(x) = q˜(x) implies that p(x) = p˜(x) a.e. on [b,π ] and
H = H˜ .
Proof. (1) Let y(x) be the solution to
−y′′(x) + [q(x) + 2λp(x)]y(x) = λ2 y(x) (3.28)
with the initial conditions y(0) = 1 and y′(0) = h. Similarly, let y˜(x) be the solution of
− y˜′′(x) + [˜q(x) + 2λp˜(x)]˜y(x) = λ2 y˜(x) (3.29)
with the initial conditions y˜(0) = 1 and y˜′(0) = h˜.
If we multiply (3.28) by y˜(x) and (3.29) by y(x) and subtract, after integrating on [0,b], we obtain
G(λ)
def=
b∫
0
[˜
q(x) − q(x)]y(x, λ)˜y(x, λ)dx+ 2λ b∫
0
[˜
p(x) − p(x)]y(x, λ)˜y(x, λ)dx+ h˜ − h
= [˜y′(x, λ)y(x, λ) − y˜(x, λ)y′(x, λ)]∣∣x=b. (3.30)
By the assumption:
y′m(n)(b)
ym(n)(b)
= y˜
′
m(n)(b)
y˜m(n)(b)
,
it follows that
G(λm(n)) = 0, n ∈ Z.
Next, we shall show that G(λ) = 0 on the whole complex plane.
From (3.30) we see that the entire function G(λ) is a function of exponential type  2b. One has∣∣G(λ)∣∣ (C1 + C2r)e2br| sin θ | (3.31)
for some positive constants C1 and C2, λ = reiθ .
Let us deﬁne an indicator of function G(λ) by the formula
h(θ) = limsup
r→∞
ln |G(reiθ )|
r
. (3.32)
Since |	λ| = r| sin θ | and θ = argλ, by virtue of (3.31) and (3.32) one gets
h(θ) 2b| sin θ |. (3.33)
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lim inf
r→∞
n(r)
r
 1
2π
2π∫
0
h(θ)dθ, (3.34)
where n(r) is the number of zeros of G(λ) in the disk |λ| r. From (3.33) one gets
1
2π
2π∫
0
h(θ)dθ  b
π
2π∫
0
| sin θ |dθ = 4b
π
. (3.35)
By the assumption (3.27) and the asymptotic expression (2.1) of eigenvalues λn,n ∈ Z, for the number of zeros of G(λ) in
the disk |λ| r one gets that for suﬃciently large r the estimate
n(r) 2
∑
n
σ [1+O (1/n)]<r
1 = 2σ r[1+ o(1)]. (3.36)
It follows that in the case σ > 2bπ
lim
n→∞
n(r)
r
 2σ > 4b
π
 1
2π
2π∫
0
h(θ)dθ. (3.37)
Inequalities (3.34) and (3.37) imply that G(λ) ≡ 0 on the whole λ-plane. As we already mentioned, if G(λ) ≡ 0, then the
conclusion of lemma is true.
(2) Note that the interval [b,π ] can be converted to an interval [0,π − b] by a transformation of variable x 
→ π − x.
To prove (2), we should repeat arguments in part (1) for the supplementary problem L̂:⎧⎪⎨⎪⎩
L̂[y](x) def= −y′′(x) + [q1(x) + 2λp1(x)]y(x) = λ2 y(x), x ∈ [0,π ],
y′(0, λ) − Hy(0, λ) = 0,
y′(π,λ) + hy(π,λ) = 0,
where q1(x) = q(π − x) and p1(x) = p(π − x). A direct calculation implies that ŷn(x) = yn(π − x) is a solution to the
supplementary problem L̂ and ŷn(π − b) = yn(b). Note that π − b ∈ (0, π2 ). Thus, for the supplementary problem L̂, the
assumption in the case (1) is satisﬁed still. If we repeat the above arguments we can obtain the proof of lemma.
Proof of Theorem 2.2. Since
λr(n) = λ˜r(n),
y′r(n)(b)
yr(n)(b)
= y˜
′
r(n)(b)
y˜r(n)(b)
,
where r(n) satisﬁes (2.3) and σ2 > 2− 2bπ , by Lemma 3.1, we obtain that (q(x), p(x)) = (˜q(x), p˜(x)) a.e. on [b,π ] and H = H˜ .
Thus, we only need to prove that (q(x), p(x)) = (˜q(x), p˜(x)) a.e. on [0,b] and h = h˜, H1 = H˜1.
Similar to (3.30), in the case b ∈ ( π2 ,π), we have
G(λ)
def=
b∫
0
[˜
q(x) − q(x)]y(x, λ)˜y(x, λ)dx+ 2λ b∫
0
[˜
p(x) − p(x)]y(x, λ)˜y(x, λ)dx+ h˜ − h
= [˜y′(x, λ)y(x, λ) − y˜(x, λ)y′(x, λ)]∣∣x=b. (3.38)
To show that G(λ) = 0 on the whole λ-plane.
Eigenfunctions yn(x) and y˜n(x) satisfy the same boundary condition at π and (q(x), p(x)) = (˜q(x), p˜(x)) almost every-
where on [b,π ]. This means that
yn(x) = αn y˜n(x), n ∈ Z (3.39)
on [b,π ], where αn are constants independent of variable x. From (3.38) and (3.39), we obtain
G(λn) = 0, n ∈ Z
and, in the same way, that
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Note that eigenvalues λn and μn possess the asymptotic expression (2.1). We can count the number of λn and μn located
inside the disk of radius r; we get 1+ 2r[1+ O ( 1n )] of λn ’s and 1+ 2rσ1[1+ O ( 1n )] of μn ’s. Thus, the total number of λn ’s
and μn ’s
n(r) = 2+ 2
[
r(σ1 + 1) + O
(
1
n
)]
and
lim
r→∞
n(r)
r
= 2(σ1 + 1).
Using the same method as in Lemma 3.1, by the assumption σ1 > 2bπ − 1 we can show that inequality (3.34) does not hold.
Repeating the last part in the proof of Lemma 3.1 we can prove that G(λ) = 0 on the whole λ-plane. This implies that
(q(x), p(x)) = ( q˜(x), p˜(x)) a.e. on [0,b], consequently, (q(x), p(x)) = ( q˜(x), p˜(x)) a.e. on [0,π ] and h = h˜.
Since μn are eigenvalues of the operator B(p,q,h, H1) and μ˜n are eigenvalues of the operator B (˜p, q˜, h˜, H˜1), by the
relation (p,q,h,μl(n)) = (˜p, q˜, h˜, μ˜l(n)) and the asymptotic expression (2.1), we obtain H1 = H˜1. The proof is complete. 
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