Abstract. We generalize and analyse the method for computing lower bounds of the principal eigenvalue proposed in our previous paper (I.Šebestová, T. Vejchodský, SIAM J. Numer. Anal. 2014). This method is suitable for symmetric elliptic eigenvalue problems with mixed boundary conditions of Dirichlet, Neumann, and Robin type and it is based on a posteriori error analysis using flux reconstructions. We improve the original result in several aspects. We show how to obtain lower bounds even for higher eigenvalues. We present a local approach for the flux reconstruction enabling efficient implementation. We prove the equivalence of the resulting estimator with the classical residual estimator and consequently its local efficiency. We also prove the convergence of the corresponding adaptive algorithm. Finally, we illustrate the practical performance of the method by numerical examples.
1. Introduction. Galerkin method provides a simple and efficient way how to compute approximate eigenvalues and eigenfunctions of differential operators. For symmetric elliptic problems this method naturally yields upper bounds on the exact eigenvalues. Computation of an accurate lower bound is a much more complicated task. It is an old problem and many authors have already approached it from different perspectives.
Concerning recent results, various nonconforming methods to compute the lower bounds [3, 21, 27, 28, 32, 45] have been proposed. These approaches provide typically an asymptotic lower bound in the sense that the lower bound is guaranteed only if the corresponding discretization mesh is sufficiently fine. Guaranteed lower bound for the Laplace eigenvalues with homogeneous Dirichlet boundary conditions are obtained even on coarse meshes in [13] by using Crouzeix-Raviart nonconforming finite elements. A generalization of this approach to a biharmonic operator is provided in [12] . A lower bound on the smallest eigenvalue is obtained in [33] by a nonoverlapping decomposition of the domain into subdomains, where the exact eigenvalues are known. In a sense similar method is proposed in [25] . It is based on an overlapping decomposition of the domain into geometrically simple subdomains and it yields a lower bound on the smallest eigenvalue for homogeneous Neumann or mixed Neumann-Dirichlet boundary conditions. A lower bound on the smallest eigenvalue for a triangle is obtained in [22] using a scaling. An interesting generalization of the method of eigenvalue inclusions [7, 30] for the Maxwell operator is provided in [6] .
In [36] we propose another approach based on a combination of the method of a priori-a posteriori inequalities [37, 24] and a complementarity technique [39, 40] . The main result of [36] is the description of the method and a proof that it yields a lower bound on the principal eigenvalue. However, the crucial flux reconstruction is obtained there by solving a straightforward but global minimization problem. Here, we improve on this by considering the error estimator with the flux reconstructed locally. This enables an efficient and naturally parallel implementation. We use the local flux reconstruction originally proposed in [10] for source problems and we modify it for eigenvalue problems.
The heart of this paper is the proof of the equivalence of the estimator based on the local flux reconstruction with the classical residual estimator. This result has important consequences such as the local efficiency of the proposed estimator and the convergence of the corresponding adaptive algorithm, which we also prove. In addition, we show how to compute lower bounds for theoretically arbitrary eigenvalue. This is an improvement over [36] , where lower bounds for the principal (smallest) eigenvalue only are considered.
In Section 2, we define the eigenvalue problem in an abstract way using a pair of symmetric bilinear forms on a Hilbert space. We briefly summarize the key abstract results, emphasize the importance of compactness, and provide a lemma that translates the classical compactness results, such as the Rellich and trace theorems to the required compactness of the solution operator. We also recall an abstract theorem from [36] yielding lower bounds on the principal eigenvalues. Section 3 introduces a symmetric elliptic eigenvalue problem with mixed Dirichlet, Neumann, and Robin boundary conditions and its finite element discretization. Section 4 recalls the classical residual error indicators and their local efficiency with respect to the residual. Section 5 defines the error estimator based on the local flux reconstruction. In Section 6 we prove that this estimator is controlled by the classical residual estimator and hence that it is locally efficient as well. Section 7 reviews the general assumptions for the convergence of the adaptive algorithm and shows that the adaptive algorithm driven by the proposed error indicators converges. Section 8 presents numerical results and illustrates the practical performance of the method. Finally, Section 9 draws conclusions.
2. Abstract setting. This section briefly describes the general setting of eigenvalue problems based on a pair of bilinear forms in a Hilbert space. This general setting enables to treat the standard types of eigenvalue problems such as the Dirichlet, Neumann, Steklov, etc. in a unified manner.
Let V be a real Hilbert space with a scalar product a(u, v) for u, v ∈ V . In particular the form a(u, v) is continuous, bilinear, symmetric and positive definite. Further, let a form b(u, v) for u, v ∈ V be continuous, bilinear, symmetric, and positive semidefinite, i.e. b(v, v) ≥ 0 for all v ∈ V . We use notation v 2 a = a(v, v) and |v| 2 b = b(v, v) for the norm induced by the scalar product a and the seminorm induced by the bilinear form b, respectively. We will consider an abstract eigenvalue problem to find an eigenvalue λ i ∈ R and a nonzero eigenfunction u i ∈ V such that a(u i , v) = λ i b(u i , v) ∀v ∈ V.
(2.1)
The positivity of eigenvalues λ i and the positivity of the seminorm |u i | b of the corresponding eigenfunctions is easy to show. Lemma 2.1. Let u i ∈ V be an eigenfunction of (2.1) corresponding to an eigenvalue λ i ∈ R, then |u i | b > 0 and λ i > 0.
Proof. It follows immediately from (2.1) and the facts that u i = 0, a(u i , u i ) > 0, and b(u i , u i ) ≥ 0.
In order to verify the well-posedness of eigenproblem (2.1), we consider the solution operator S : V → V . Given u ∈ V , the element Su ∈ V is defined by identity a(Su, v) = b(u, v) ∀v ∈ V.
(2.
2)
The existence and uniqueness of Su as well as the linearity and continuity of S follow from the Riesz representation theorem.
Having defined S, we assume it is compact. This is a crucial assumption and the subsequent analysis relies on it. Further, from the symmetry of both a and b we easily obtain that the operator S is selfadjoint in V , i.e. a(Su, v) = a(u, Sv) for all u, v ∈ V . These properties of S enable to use the Hilbert-Schmidt spectral theorem [18, Theorem 4, Chapter II, section 3]. Considering the eigenproblem
the Hilbert-Schmidt spectral theorem implies the existence of a countable sequence {u i } of eigenfunctions corresponding to nonzero eigenvalues µ i . These eigenfunctions are orthogonal, i.e. a(u i , u j ) = 0 for all i = j, and they generate a subspace M with the property
Here, ⊕ denotes the direct sum and ker(S) = {v ∈ V : Sv = 0} is the kernel of S. In what follows, we will consider eigenfunctions u i to be normalized as
where we use the Kronecker delta. Note that this normalization is well defined due to Lemma 2.1. It is not surprising that eigenproblems (2.1) and (2.3) are linked and we can derive properties of eigenproblem (2.1) from (2.3).
Lemma 2.2. Under the above setting, the following statements hold true. 1. Number λ i ∈ R is an eigenvalue corresponding to the eigenfunction u i ∈ V of (2.1) if and only if µ i = 1/λ i is a nonzero eigenvalue corresponding to the eigenfunction u i of the operator S; see (2.3). 2. The number of eigenvalues λ i of (2.1) such that λ i ≤ M is finite for any M > 0. 3. The smallest eigenvalue of (2.1) is given by λ 1 = inf
This is clearly equivalent to (2.3) with µ i = 1/λ i provided that λ i = 0 and µ i = 0. Since Lemma 2.1 guarantees λ i > 0 for all i = 1, 2, . . . , the only condition is µ i = 0.
2. Let σ(S) stand for the spectrum of S. A well known result about compact operators, see, e.g., [34, Theorem 4.24 (b) ], implies that the set [ε, ∞) ∩ σ(S) is finite for any ε > 0. The claimed statement now immediately follows, because λ i = 1/µ i for all µ i = 0.
3. Since S is selfadjoint in V , the Courant-Fischer-Weyl min-max principle, see, e.g., [38] , implies that
is finite and it is the largest eigenvalue of the operator S. Consequently,
is the smallest eigenvalue of problem (2.1). Equality (2.6) immediately implies an abstract inequality of Friedrichs-Poincaré type, namely
where
. This value of C ab is optimal, because v = u 1 yields equality in (2.7).
Further, eigenfunctions u i , i = 1, 2, . . . , normalized as in (2.5) satisfy the Parseval's identity
The proof is based on the splitting (2.4) and follows the same steps as the proof of Lemma 3.2 in [36] .
Theorem 2.3. Let the solution operator S defined in (2.2) be compact and let λ i , i = 1, 2, . . . , be eigenvalues of (2.1). Let u * ∈ V and λ * ∈ R be arbitrary. Let w ∈ V be such that
(2.8)
Proof. It follows the same steps as the proof of Theorem 3.3 in [36] .
The following theorem is a consequence of Theorem 2.3 and it has been proved in [36, Theorem 3.4 ] in a slightly different context. We repeat it here, because it provides an abstract enclosure on the principal eigenvalue of (2.1) and we use it below in Theorem 5.8 to obtain the lower bound for the general symmetric elliptic eigenvalue problem.
Theorem 2.4 (Abstract complementarity estimate). Let u * ∈ V , |u * | b = 1, λ * ∈ R be arbitrary and let w ∈ V satisfy (2.8). Let the solution operator S given by (2.2) be compact. Let λ 1 be the smallest eigenvalue of (2.1) and let the relatively closest eigenvalue to λ * be λ 1 , i.e., let
Further, let A ≥ 0 and B ≥ 0 be such that w a ≤ A + C ab B and B < λ * (2.10)
is the optimal constant from (2.7). Then
The crucial assumption of the above results is the compactness of the solution operator S. Therefore, we provide a useful tool that enables to utilize standard compactness results such as the Rellich and trace theorems.
Lemma 2.5. Let V be a Hilbert space with scalar product a(·, ·). Let H 1 and H 2 be Hilbert spaces and let γ 1 : V → H 1 and γ 2 : V → H 2 be two compact operators. If the bilinear form b is defined as
for some continuous bilinear forms b 1 and b 2 on H 1 and H 2 , respectively, then the solution operator S :
Proof. First, we define the solution operator S 1 : H 1 → V as follows. Given ϕ ∈ H 1 , we use the Riesz representation theorem to define a unique S 1 ϕ ∈ V such that
Clearly, S 1 is linear and continuous. Since γ 1 is compact, the composition S 1 γ 1 : V → V is compact as well.
In the same way, we can define the solution operator S 2 : H 2 → V and show the compactness of S 2 γ 2 : V → V . Now, using the definition (2.2), we obtain
for all u, v ∈ V . Hence, S = S 1 γ 1 + S 2 γ 2 and it is a compact operator, because it is a sum of two compact operators.
Symmetric elliptic eigenvalue problem.
In what follows we consider elliptic eigenvalue problems formulated in a domain Ω with mixed boundary conditions of Dirichlet, Neumann, and/or Robin type. We seek the eigenvalue λ i ∈ R and the corresponding eigenfunction u i = 0 satisfying
where Γ D and Γ N are portions of the boundary ∂Ω and n stands for the unit outward facing normal to ∂Ω. Note that specific choices of parameters A, c, α, β 1 , β 2 , and the sets Γ N and Γ D yield various well known types of eigenvalue problems, such as the Dirichlet or Neumann Laplace eigenvalue problem, or the Steklov eigenvalue problem. Now, we show that the weak formulation of the eigenvalue problem (3.1) fits into the above abstract setting. We show compactness of the corresponding solution operator and, consequently, the existence of a countable sequence of eigenvalues λ i and the corresponding eigenfunctions u i , i = 1, 2, . . . . We order them such that
In order to introduce the weak formulation rigorously, we assume Ω to be a Lipschitz domain in R 
, coefficients c and β 1 to be in L ∞ (Ω), and coefficients α and β 2 in L ∞ (Γ N ). For technical reasons we also assume coefficients A, c, α, β 1 , and β 2 to be piecewise constant. In order to guarantee the symmetry and ellipticity, we assume coefficients c and α to be nonnegative and the matrix A to be symmetric and uniformly positive definite, i.e. we assume existence of a constant C > 0 such that
∀ξ ∈ R 2 and for almost all x ∈ Ω, where | · | stands for the Euclidean norm. Let us note that the restriction to two spatial dimensions and the assumption of piecewise constant coefficients are due to technical reasons connected with the local flux reconstruction. These assumptions are needed for proofs of properties of the locally reconstructed flux and are not fundamental.
In what follows, we use the notation (·, ·) Q for the L 2 (Q) scalar product and · Q for the L 2 (Q)-norm, where Q typically stands for a subdomain of Ω or ∂Ω. We also adopt the usual convention that if Q = Ω then we omit the subscript Ω. Using this conventions, we define bilinear forms
and the usual space
We assume the form a(u, v) to be a scalar product on V . This is the case if at least one of the following conditions is satisfied: In what follows, we consider the eigenvalue problem of finding u i ∈ V , u i = 0, and
The following theorem shows compactness of the corresponding solution operator. Consequently, eigenproblem (3.4) is well defined and posses all properties listed in Lemma 2.2 and Theorems 2.3 and 2.4. Theorem 3.1. Let bilinear forms a(·, ·) and b(·, ·) be defined by (3.2) and (3.3) with the above listed requirements on the coefficients. Let a(·, ·) be a scalar product in V . Then the solution operator S defined by (2.2) is compact.
Proof. Notice that the form b(u, v) defined in (3.3) has the form (2.12). Indeed,
(Ω) and L 2 (Γ N ) with weighting functions β 1 and β 2 , respectively. Operator γ 1 is the identity from the Sobolev space V to L 2 (Ω) and it is compact due to Rellich theorem [1, Theorem 6.3] . Operator γ 2 is the trace operator from V to L 2 (Γ N ) and its compactness is proved in [23, Theorem 6.10.5 ]; see also [8] . Thus, we can apply Lemma 2.5 and conclude that the solution operator corresponding to problem (3.4) is compact.
We discretize the eigenvalue problem (3.4) by the standard conforming finite element method. To avoid technicalities with curved elements, we assume the domain Ω to be polygonal and consider a conforming (face-to-face) triangular mesh T . Formally, T is a set of closed triangles. For technical reasons we assume that the mesh T is a member of a shape regular family of triangulations F . Namely, we assume existence of a constant C s > 0 such that
where h K = diam(K) is the diameter of the triangle K and ρ K denotes the diameter of the largest circle inscribed into K. We note that the shape regularity (3.5) implies local quasi-uniformity. This can be easily shown by using [26, Theorem 1] . Consequently, there exists a constant C H > 0 such that for all meshes T ∈ F and all elements K ∈ T we have
where ω K stands for the patch of elements sharing at least one vertex with K and by T (ω K ) the set of elements in this patch. More precisely, 8) where int denotes the interior of a domain. Shape regularity also implies that the numbers of elements in patches T (ω K ) are uniformly bounded throughout the whole family F as well as the numbers of patches an element is contained in.
Using the mesh T , we define the finite element space consisting of globally continuous and piecewise polynomial functions of degree at most p. We denote by P p (K) the space of polynomials of degree at most p on the triangle K ∈ T and set
The discrete counterpart to the eigenvalue problem (3.4) reads: Find λ
4. Classical residual error estimator. In this section, we review the classical residual error estimator and show its local efficiency with respect to w a , see (2.8).
We consider an approximate eigenpair λ
the classical residual of the approximation u T i . In order to define the jump residual, we introduce certain notation. We denote by
, and E T D the sets of edges in T , interior edges, edges on the Neumann part of the boundary, and edges on the Dirichlet part of the boundary, respectively. For an edge Γ ∈ E T , we consider an arbitrary but fixed unit normal vector n Γ and assume that for the boundary edges it coincides with the unit outward normal n. Each interior edge Γ ∈ E T I lies between two elements and we denote by K − the one which the normal n Γ aims to. The other element is denoted by K + and we clearly have n K + = n Γ and n K − = −n Γ . Thus, the jump of a function ϕ over the edge Γ ∈ E T I is defined as the function [ϕ] Γ = ϕ| K + − ϕ| K − defined on Γ Proof. Let ψ K be an interior bubble function on the element K, i.e. ψ K > 0 in the interior of K and vanishes on its boundary ∂K. For example, it can be a cubic polynomial. We define a weighted norm ϕ 2 ψK = (ψ K ϕ, ϕ) K . Based on the equivalence of norms on finite dimensional spaces and the inverse inequality, there exist constants C 1 > 0 and C 2 > 0 such that
see e.g. [2, Theorem 2.2] for details. Since ψ K R is supported in K only and since ψ K R ∈ V , we can use it as a test function in (4.4) and obtain a K (w,
, where a K is the restriction of a on K, i.e. a K is defined as in (3.2), but all integrals over Ω are replaced by integrals over K. Consequently, since
where the last inequality follows from the equivalence of the energy and H 1 norms and (4.6). Thus,
Similarly, we can bound the jumps J. Let Γ be an edge, ω Γ = int {K ∈ T : Γ ⊂ ∂K} and T (ω Γ ) = {K ∈ T : K ⊂ ω Γ }. Let ψ Γ be an edge bubble function, i.e. ψ Γ > 0 in ω Γ and vanishes on ∂ω Γ . For example, it can be a quadratic polynomial on each element K ∈ T (ω Γ ). As above, we introduce a weighted norm ϕ 2 ψΓ = (ψ Γ ϕ, ϕ) Γ and consider estimates
where K is any element from T (ω Γ ), see e.g. [2, Theorem 2.4] for details. The jumps J are defined on edges Γ ∈ E T and J| Γ ∈ P p (Γ). For the purpose of this prove we extend J polynomially into the interior of all elements. This extension can be arbitrary but fixed and satisfying
and we can use it as a test function in (4.4) and obtain a ωΓ (w,
Now we use estimates
follow from the equivalence of the energy norm with the H 1 norm and from (4.9)-(4.10), and we obtain
Estimate (4.7) finally yields
Combination of (4.7) and (4.11) finishes the proof. Note that the approximate eigenpair λ 5. Local flux reconstruction and the error estimator. In this section we define the error indicators and the corresponding error estimator based on an H(div, Ω) reconstruction of the flux A∇u T i . In contrast to the classical residual estimator, the estimator based on this flux reconstruction provides a fully computable upper bound on w a . This enables to compute lower bounds on the exact eigenvalues λ i , see Theorem 5.8 below. Technically, we use the flux reconstruction proposed in [10] for source problems and use it for eigenvalue problems of type (3.4) . This approach is local and efficient, because it is based on solving small problems on patches of elements.
We continue to consider λ
to be a fixed approximate eigenpair. First, we introduce the error indicators η K and the resulting error estimator η as
where the norm is defined by q
The description of the local flux reconstruction q T and proofs of its properties are technical and they were inspired mainly by works [17] and [14] . The flux reconstruction q T is naturally defined in the Raviart-Thomas finite element spaces. Therefore, we first review their properties, see e.g. [11] and [31] , and introduce the notation. Then we define the flux reconstruction q T and prove several lemmas and a theorem. The Raviart-Thomas space of order p is defined on the mesh T as
is the vector of coordinates. Functions w T ∈ W T have continuous normal components across the internal edges and div w T | K ∈ P p (K) for all K ∈ T . In addition, the normal components of w T on edges Γ span the whole space P p (Γ) of polynomials of degree at most p on Γ and we have
We introduce the notation for vertices (nodes) of the mesh T . Let N T denote the set of all vertices in T . The subsets of those lying on Γ D , on Γ N , and in the interior of Ω are denoted by N We construct the flux reconstruction q T ∈ W T by solving local Neumann and Neumann/Dirichlet mixed finite element problems defined on patches of elements sharing a given vertex. Let a ∈ N T be an arbitrary vertex, we denote by ψ a the standard piecewise linear and continuous hat function associated with a. This function vanishes at all vertices of T except of a, where it has value 1. Note that
Further, let T a = {K ∈ T : a ∈ K} be the set of elements sharing the vertex a and ω a = int {K : K ∈ T a } the patch of elements sharing the vertex a. We denote by E We also introduce auxiliary quantities
Note that these quantities are defined in such a way that
The local flux reconstruction is defined in the Raviart-Thomas spaces on patches ω a with suitable boundary conditions. We introduce the space
and the affine set
The symbol Π Γ stands for the L 2 (Γ)-orthogonal projection onto the space P p (Γ) of polynomials of degree at most p on the edge Γ. We also define the space
} of piecewise polynomial and in general discontinuous functions. Further, we introduce the space
Using these spaces, we define the flux reconstruction q T ∈ W T as the sum
where q
Let us note that this mixed finite element problem is equivalent to the minimization of ψ a A 1 2 ∇u
. In order to show that the fluxes q T a are well defined and that problem (5.11) is uniquely solvable, we recall a regularity result for the solution of the Poisson equation in polygonal domains, see e.g. [20] . More precisely, we show that the gradient of the solution of the Poisson equation with Dirichlet, Neumann, or mixed boundary conditions lies in L p (Ω) for some p > 2. This result together with the continuous inf-sup condition enables us to present the validity of the associated discrete inf-sup condition.
Lemma 5.1. Let Ω be a polygon. Let ψ be a solution of the Poisson equation with a right-hand side in L 2 (Ω) and with Dirichlet, Neumann, or mixed boundary conditions. Then ∇ψ ∈ [L p (Ω)] 2 for certain p > 2. Proof. The solution ψ is well known to be smooth with the exception of neighbourhoods of vertices of the polygon Ω and points where the type of boundary conditions changes. Let us consider such a point and the angle 0 < θ ≤ 2π between the two adjacent sides. In the vicinity of this point, the solution ψ lies in H s (Ω) for all s < 1 + π/θ provided there is the same type of boundary conditions prescribed on both adjacent sides [20] . If the Dirichlet boundary condition is prescribed on one of these sides and the Neumann boundary condition on the other side then ψ lies in H s (Ω) for all s < 1 + π/(2θ), see [20] .
In particular, we conclude that ψ ∈ H s (Ω) for s ∈ (1, 5/4) in all cases. Thus, ∇ψ ∈ [H t (Ω)] 2 for t ∈ (0, 1/4). To finish the proof, we notice that the Sobolev embedding theorem for fractional orders in two-dimensions yields
Since t ∈ (0, 1/4), we have t * > 2 and the proof is complete.
The following lemma introduces the inf-sup condition, which is formulated in terms of spaces
Proof. Let a ∈ N T be a vertex and ϕ ∈ Z * (ω a Lemma 5.1 implies ∇ψ ∈ W and we can take τ = −∇ψ in the left-hand side of (5.12). We obtain
where we have used the stability of the Poisson problem ∇ψ ωa ≤ C ϕ ωa . Lemma 5.3. There exists β > 0 such that the following discrete inf-sup condition holds: 
for all w T ∈ W 0 a and all v T ∈ P * p (T a ). Equations (5.14) correspond to a linear algebraic system with a square matrix. Therefore, it is sufficient to show that ψ a ∇u Now, we present an important property of the introduced flux reconstruction. Lemma 5.6. Let q T ∈ W T be given by (5.10) and problems (5.11). Then
Using the decomposition of unity a∈N T K ψ a = 1 and (5.16), we obtain
Thus, R q vanishes almost everywhere in all elements K ∈ T and, hence, in Ω.
To prove the second statement, we set J q = αu
N be an arbitrary edge on the Neumann boundary. Clearly, J q ∈ P p (Γ). The decomposition of unity a∈N T Γ ψ a = 1 with N T Γ being the set of the two end-points of the edge Γ and definition (5.8) then give
Thus, J q vanishes almost everywhere on Γ and, hence, on Γ N .
The following lemma shows the distinctive feature of the error estimator η given by (5.
Proof. Using test function v = w in (2.8), expanding the bilinear forms on the right-hand side according to (3.2) and (3.3), and applying the divergence theorem, we end up with the following expression
The last two terms vanish due to (5.18) and (5.19) and hence we can estimate w 2 a by the Cauchy-Schwarz inequality as
We conclude this section by a theorem which shows that the error estimator (5.1) can be used to compute a lower bound on the principal eigenvalue λ 1 . This is only possible thank to the guaranteed upper bound provided by Lemma 5.7.
Theorem 5.8 (Lower bound on the principal eigenvalue). Let λ
, be the approximate principal eigenvalue and the corresponding eigenfunction given by (3.10) and let the error estimator η be given by (5.1). Let λ 1 be the smallest eigenvalue of (3.4) and let it satisfy
Proof. The proof follows straightforwardly from Theorem 2.4 and Lemma 5.7. Indeed, it is easy to verify that condition (5.21) is equivalent to the relative closeness assumption (2.9). Lemma 5.7 implies that quantities A and B in (2.10) are A = η and B = 0 and estimate (2.11) then becomes (5.22).
The lower bound on the principal eigenvalue enables to derive a lower bound on any other eigenvalue as follow. to λ i , i.e.
Using this fact, Theorem 2.3, inequality (2.7), Lemma 5.7, and the bound λ 1 ≤ λ 1 , we obtain
We finish the proof by observing that this inequality is equivalent to (5.24).
Local efficiency of the error indicators. In this section we still keep λ
T to be a fixed approximate eigenpair. We proof that error indicators (5.1) are bounded from above by a constant multiple of the classical residual error indicators (4.3). This result is well known for various source problems, see e.g. [16, 17] and we provide its generalization to eigenvalue problems. The technique of the proof is based on the nonconforming projection method of [4, 5] , see also [43, Section 4.4.2]. The nonconforming projection methods enables to express the solution of the mixed problem (5.14) alternatively as suitable projections of the solution of a specially constructed nonconforming finite element problem.
We start with the definition of the nonconforming finite element space M p (T a ) on the patch T a . It consists of piecewise polynomial and in general discontinuous functions satisfying certain jump conditions on edges. We first define the local space M p (K) as
where P p+2 (Γ) denotes the one dimensional space generated by the Legendre polynomial of degree p + 2 on the edge Γ. Now, we define M p (T a ) as the space of functions m h defined in ω a satisfying the following four conditions:
In the nonconforming projection method, the mixed problem (5.14) corresponds to the problem of findingd T a ∈ M p (T a ) such that
is the L 2 (K)-orthogonal projection with respect to the scalar product (A −1 ·, ·) K onto the Raviart-Thomas space RT p (K) andq T a ∈ W a is fixed as in (5.14).
In [4] it is shown that this problem is uniquely solvable. In addition, the result [4, Theorem 1] considered in the setting of problem (6.5), implies the following lemma.
Lemma 6.1. Letd T a ∈ M p (T a ) be the solution of problem (6.5). Then functions
solve problem (5.14).
We now formulate and prove several auxiliary results.
9) where m h on an edge Γ ∈ E I a can attain values from any of the two elements sharing Γ. Note that sums over empty sets are considered as zero.
Proof. First, we notice the identity
is the set of edges on the boundary ∂ω a . Since q T a | Γ ·n Γ ∈ P p (Γ), we can use (6.2) for all Γ ∈ E I a and, hence, the first sum on the right-hand side vanishes. Concerning the boundary edges Γ ∈ E B a , we have q To prove (6.9), we consider an edge Γ ∈ E I a , its normal vector n Γ , and elements K + and K − sharing this edge. Since ψ a A∇u
, we can use (6.2) to find that
and consequently 
} the broken Sobolev space and consider the discrete nonconforming Poincaré inequality
This inequality is given in [42, Thm. 8.1] together with an explicit expression for C P . This expression and the shape regularity (3.5) then yield C P ≤ Ch 2 a , where C is independent of h a . Similarly, the discrete nonconforming Friedrichs' inequality
a }, see [42] , and the constant C F,D again satisfies C F,D ≤ Ch In this case we derive (6.10) by applying (6.11), which we can use because of (6.2) and (6.4). Similarly, if a ∈ N T D then we obtain (6.10) by (6.12), because m h satisfies (6.2) and (6.3).
Finally, we are in the position to prove that the error indicator (5.1) is bounded from above by a constant multiple of the classical residual indicators (4.3). For that purpose we recall definitions (3.7) and (3.8) of the patch of elements ω K and the corresponding set T (ω K ) of elements contained in this patch.
Theorem 6.4. Let F be a shape regular family of triangulations, see (3.5) . Let the error indicator η K be given by (5.1) with the flux reconstruction (5.10). Let the classical residual error indicator η R,K be given by (4.3). Then there exists a constant C > 0 such that
(6.13)
Proof. Let T ∈ F be fixed. Given K ∈ T , we straightforwardly estimate η K as
. (6.14)
Thus, we fix a vertex a ∈ N T and estimate ψ a A 1 2 ∇u
as in [17] .
In order to do that, we considerd T a ∈ M p (T a ) defined in (6.5) and apply [43, Lemma 5.4, statement (5.3)]. We obtain Ta is defined piecewise as (Π
Using the fact that (6.6) is equivalent to Π
T a | K together with (6.16), uniform positive definiteness of A, and (6.15), we obtain
Considering any m h ∈ M p (T a ), we apply the Green theorem, (5.16), (6.8), (6.9), and derive equality .2), we can express the above result in terms of the classical residual R and jumps J as
Now, we recall the inverse trace inequality
which holds for any polynomial m h on a triangle K and its edge Γ (see [44] for an explicit value of C). Using the Cauchy-Schwarz inequality, this inverse trace inequality, (6.10), quasi-uniformity of triangulations (3.6), and properties of projections Π K p and Π Γ , we estimate (6.18) as follows:
Combining (6.20) and (6.17) finally yields
Using this estimate in (6.14) finishes the proof.
Theorem 6.4 yields immediately the local efficiency of the error indicators η K provided the classical residual estimator η R,K is locally efficient. Combining this result with Lemma 4.1, we obtain the following corollary, where we use a wider patch of elements defined asω Proof. This is an immediate consequence of (6.13) and (4.5).
7. Adaptive algorithm. In this section we consider a general adaptive algorithm, list conditions guaranteeing its convergence, and verify that an algorithm based on error indicators (5.1) satisfies these conditions and is convergent.
We consider the following standard adaptive loop:
We start this loop with an initial mesh T 0 . Module SOLVE returns an approximate solution on the actual mesh T k . Module ESTIMATE computes the error indicators η T k K for all K ∈ T k . Module MARK determines the set of elements M k , which are subsequently refined by the module REFINE and a new mesh T k+1 is constructed.
We will use the result [19] to show the convergence of this algorithm for eigenvalue problems. Before we list the required assumptions on respective modules of the adaptive algorithm, we introduce certain notions. Let T 0 be an arbitrary but fixed initial mesh. Let F (T 0 ) stands for the family of all meshes that can be produced by a finite number of successive applications of REFINE with all possible sets of marked elements. Given a function u ∈ V , we define the residual R(u) : V → R corresponding to the eigenproblem (3.4) as the linear and continuous functional on V given by
where λ = a(u, u)/b(u, u). Considering a mesh T ∈ F (T 0 ) and an approximate eigenpair λ
given by (3.10), we say that error indicators η K provide an upper bound for the residual [19] if there exists a constant C > 0 (uniform over the family F (T 0 )) such that
Similarly, indicators η K are said to be stable with respect to u T i [19] if there exists a constant C > 0 (uniform over the family F (T 0 )) such that
Now, we are ready to list the assumptions on the respective modules of the adaptive algorithm.
(A S ) Given a mesh T ∈ F (T 0 ), module SOLVE provides an approximate eigenpair λ T i ∈ R and u T i ∈ V T satisfying (3.10), where V T is given by (3.9). Note that we require conformity, i.e.
T produced by SOLVE, module ESTIMATE produces error indicators η T K that provide an upper bound for the residual (7.2) and that are stable with respect to u T i in the sense of (7.3). (A M ) Module MARK is assumed to be reasonable [19] . This means that the set of elements M k marked for the refinement contains at least one element K max such that
(A R ) Module REFINE has to refine all marked elements at least once. Module REFINE is assumed to produce shape regular families of triangulations, i.e., the family F (T 0 ) is shape regular in the sense of (3.5). Further, module REFINE has to satisfy the assumption of the unique quasi-regular element subdivision of [29] . This means that there exit constants q 1 , q 2 ∈ (0, 1) such that whenever an element K is refined by REFINE into n(K) subelements K
Note that by a refinement of an element we automatically mean that the resulting subelements form a partition of K, i.e.
Furthermore, due to the conformity, all meshes produced by REFINE have to be compatible with Γ D and Γ N .
These assumptions guarantee convergence of the above adaptive algorithm as it is shown in [19] and [29] . We now verify that these assumptions are satisfied for the eigenvalue problem (3.4) and for the error indicators (5.1).
Assumptions (A S ) on the module SOLVE are satisfied by a standard implementation of the conforming finite element method of order p. Note that strictly speaking, we assume that there are no round-off errors and that the corresponding matrix eigenvalue problems are solved exactly. Module MARK satisfies the assumption (A M ) virtually always, because almost all existing marking strategies are reasonable. In numerical examples below, we implement the bulk criterion of [15] . Concerning module REFINE, the assumption of quasi-regular element subdivision is very natural and it is satisfied by all standard subdivision strategies. However, the crucial assumption of the shape regularity is often not easy to prove. We consider the newest vertex bisection procedure to generate shape regular families of triangulations, see e.g. [35] .
Finally, we need to verify the assumptions on the module ESTIMATE, namely the upper bound on the residual and the stability. The following two lemmas show that indicators (5.1) satisfy these assumptions.
Lemma 7.1 (Guaranteed upper bound for the residual). Let T ∈ F (T 0 ) be a triangulation of Ω. Let λ
T with i ≥ 1 be an approximate eigenpair given by (3.10) . Let the residual R(u T i ) be given by (7.1), and the indicators η K and the estimator η by (5.1). Then indicators η K provide the upper bound on the residual (7.2). Moreover,
where · a ′ is the dual norm corresponding to V endowed with · a . Proof. The proof is a straightforward variant of Lemma 5.7:
6) which is the first estimate in (7.5). The second statement in (7.5) follows from the identity R(u T i ), v = a(w, v) for all v ∈ V . Finally, the upper bound on the residual (7.2) follows from (7.6), because
T0 be the number of degrees of freedom corresponding to the initial mesh T 0 . Let T ∈ F (T 0 ) be a mesh and let λ
T with 1 ≤ i ≤ N 0 be an approximate eigenpair given by (3.10). Let K ∈ T be fixed. Let the classical residual indicators η R,K be given by (4.3). Then there exists C > 0, which depends on problem data and on the initial mesh, but is independent of h K , such that
Proof. Let K ∈ T be fixed. Since A is constant on K and u T i is a polynomial on K, we can use the inverse inequality and derive the estimate div(A∇u
This can be used to bound h K R K , see (4.1), as follows
where we use the fact that λ T i is bounded from above by λ T0 i , which is determined on the initial mesh T 0 and is included in C. To bound J ∂K , see (4.2), we consider an edge Γ ⊂ ∂K and distinguish three cases. If Γ is an interior edge, then there exists an elements K ′ such that Γ = K ∩ K ′ and
where we use the inverse trace inequality (6.19) . Similarly, if Γ ⊂ Γ N then we use the same inverse trace inequality to derive estimate
where we again bound λ T i by λ T0 i . Finally, if Γ ⊂ Γ D then J = 0 and we finish the proof by combining (7.7), (7.8) , and (7.9).
Lemma 7.3 (Stability of error indicators). Let T ∈ F (T 0 ) and
T with 1 ≤ i ≤ N 0 be an approximate eigenpair given by (3.10) and let |u 
As in [19] , we define the set of normalized eigenfunctions corresponding to a given eigenvalue λ ∈ R as E λ = {u ∈ V : a(u, v) = λb(u, v) ∀v ∈ V and |u| b = 1}. This enables to formulate the analogous convergence theorem as [19, Theorem 3.10] . 
Proof. The only difference from [19, Theorem 3.10] is in the stability of error indicators. The stability in [19] is considered with respect to the patch ω K , while in (7.10) we naturally obtained the stability with respect to the wider patchω K . However, this makes no difference, because we still have |ω K | ≤ Ch A problem of Theorem 7.4 is that λ need not be necessarily λ i as we would expected. In some quite pathological cases λ can be an eigenvalue greater than λ i . We will follow [19] and present [19, Theorem 3.12] showing the convergence towards λ i . This result is based on the nondegeneracy assumption. Problem (3.4) satisfies the nondegeneracy assumption if all eigenfunctions u i ∈ V satisfying (3.4) are such that u i | O ∈ P p (O) for all nonempty open subsets O of Ω, see [19] .
Theorem 7.5. Let problem (3.4) satisfy the nondegeneracy assumption. Then under the conditions of Theorem 7.4 we have
Proof. See [19, Theorem 3.12] . Finally, we are in the position to prove the convergence of λ
and to show that this value is a guaranteed lower bound on the corresponding exact eigenvalue λ i provided we have performed sufficiently many adaptive steps. Moreover, there exists k 0 > 0 such that
Proof. First, we prove the convergence of λ
i . Due to (7.12), we can easily show that w T k a → 0 and hence w T k → 0 in V . Consequently, the efficiency result (6.23) yields that η
tend to zero for all K ∈ T k and, thus, η T k tends to zero as well. Formulas (5.22) and (5.24) together with (7.12) now easily imply the convergence λ For example, if the goal is to approximate the eigenvalue λ i within a prescribed relative error tolerance E rel TOL , then we stop the adaptive algorithm as soon as the estimate E rel est = λ
(7.14)
This inequality together with Theorem 7.6 yields E rel ≤ E rel est ≤ E rel TOL . Thus, as soon as the algorithm succeeds to satisfy (7.14), then the true relative error E rel is really below the prescribed error tolerance. Of course, this is guaranteed only if problem of the sufficient accuracy of the approximation λ
such that the relative closeness condition (5.21) or (5.23) is satisfied. Guaranteed verification of these conditions is not possible, unless guaranteed lower bounds of eigenvalues are known. However, since the algorithm is proved to be convergent, we can have a good confidence that the relative closeness conditions hold as soon as the two-sided bounds of eigenvalues are resolved with sufficient accuracy. To be concrete, if λ T k fin i and λ T ℓ fin i+1 denote the lower bounds computed in the final adaptive steps k fin and ℓ fin , respectively, then we test the condition
for all previous adaptive steps k = 1, 2, . . . , k fin . For those adaptive steps, where this test passes, we have a good confidence in the validity of the relative closeness condition. We compute the first ten eigenvalues of this problem by the standard linear finite element method, i.e. we choose p = 1 in (3.9). Approximate eigenpairs are given by (3.10) . We use the adaptive algorithm described in Section 7 and error indicators (5.1) to steer it. The flux reconstruction is computed on patches of elements by solving problems (5.11). In every adaptive step, we compute the lower bounds by using (5.22) for the first eigenvalue and (5.24) for the subsequent eigenvalues. We use the stopping criterion (7.14) with E rel TOL = 0.01. Table 8 The lower and upper bounds on the first ten eigenvalues computed adaptively with the relative error tolerance E rel TOL = 0.01, see (7.14) . Columns N DOF and N AS present the final numbers of degrees of freedom and the numbers of adaptive steps performed. To present the adaptive process, we plot the evolution of the computed bounds for the first four pairs of eigenvalues in Figure 8 .3. As expected, all upper bounds monotonically decrease, because the meshes are nested. Interestingly, we also observe monotone increase of the lower bounds. This is a strong indication that the computed lower bounds are really below the true eigenvalues.
This confidence is even higher if the bounds pass the relative closeness test (7.15) . Using the lower and upper bound from the final adaptive step, we perform the relative closeness test (7.15) for all previous adaptive steps. In Figure 8 .3, we show in grey those data points that fail this test. The points that pass it are plotted in black and for them we have a good confidence that the relative closeness assumption is satisfied and that the computed lower bounds are really below the exact eigenvalues. Notice that this is the case for all eight eigenvalues shown in Figure 8 .3 except for λ 5 and λ 7 .
For these two eigenvalues, the distance to the following eigenvalue is too small to be resolved with the chosen tolerance E rel TOL = 0.01. In the case of λ 5 , the intervals defined by the computed two-sided bounds of λ 5 and λ 6 overlap and the approximation λ This situation, however, does not imply that the relative closeness assumption is not satisfied or that the computed lower bound is not below the exact eigenvalue. In fact, based on an extrapolation of computed eigenvalues, it seems that the resulting lower bounds are really below the exact eigenvalues and that the relative closeness condition (5.23) is satisfied for the last adaptive steps even for λ 5 and λ 7 .
9. Conclusions. In this paper, we define a general symmetric elliptic eigenvalue problem (3.1) and solve it by the standard conforming finite element method to obtain natural upper bounds on the exact eigenvalues. We propose to use complementarity based a posteriori error estimates to compute the corresponding lower bounds. We improve our previous result [36] by reconstructing the flux locally on patches of elements using the reconstruction proposed in [10] . The local flux reconstruction makes the method computationally efficient and since the local problems on patches are independent, they can be solved in parallel.
The main results are theoretical. First, we prove the local efficiency of the proposed error indicator by comparing it to the standard explicit residual error estimator. Second, we prove the convergence of the corresponding adaptive algorithm. To this end we utilize the results in [19] and verify that the proposed error indicator satisfies the required assumptions.
The method guarantees lower bounds on the exact eigenvalues only if the relative closeness conditions (5.21) and (5.23) are satisfied. These conditions are difficult to guarantee a priori. However, if we compute the two-sided bounds of eigenvalues with sufficient accuracy, we can retrospectively verify the validity of these conditions using (7.15) and have a good confidence that the computed lower bounds are really below the true eigenvalues. Interestingly, in the performed numerical experiments, the method yielded lower bounds on the true eigenvalues even on rough meshes -as far as we can judge from the finest two-sided bounds computed. In addition, the computed lower bounds monotonically increase during the adaptive process. All these facts further increase the confidence that the computed lower bounds are really below the exact eigenvalues.
The presented method is quite flexible and enables to compute two-sided bounds of eigenvalues for a wide range of symmetric elliptic eigenvalue problems. Upper bounds are computed by the standard finite element method and lower bounds by flux reconstructions of the finite element eigenfunctions. This reconstruction is efficient, because it is based on solving small problems on patches of elements. The resulting lower bound is proved to be below the exact eigenvalue if the relative closeness condition holds. This condition cannot be guaranteed, but it can be tested and we can have a good confidence in its validity. We believe that these properties are quite favourable and make this method practical for real applications.
