to formulate the binding problem. His claim was that 1. The segmentation problem. Visual scenes normally visual representations based on spatially invariant feacontain multiple objects. To recognize individual obture detectors (to achieve invariant recognition) were jects, features must be isolated from the surrounding ambiguous: "As generalizations are performed indepenclutter and extracted from the image, and the feature dently for each feature, information about neighborhood set must be parsed so that the different features are relations and relative position, size, and orientation is assigned to the correct object. The latter problem is lost. This lack of information can lead to the inability to commonly referred to as the "binding problem" (von der distinguish between patterns that are composed of the Malsburg, 1995). same set of invariant features" (von der Malsburg, 1995). 2. The invariance problem. Objects have to be recogMoreover, as a visual scene containing multiple objects nized under varying viewpoints, lighting conditions, etc.
visual field and routing that information through to higher position, occlusion, and overlap pose additional probvisual areas, while ignoring the remainder of the visual lems not found in an idealized text environment. In parfield. The control signal for the input selection in this ticular, unlike in the text domain where the input consists model is thought to be in the form of the output of a of letter strings, and the extraction of features (letter "blob search" system, one that identifies possible candicombinations) from the input is therefore trivial, the crudates in the visual scene for closer examination. While cial task of invariant feature extraction from the image this top-down approach to circumvent the binding probis nontrivial for scenes containing complex shapes, eslem has intuitive appeal and is compatible with physiopecially when multiple objects are present. logical studies that report top-down attentional modulaWe have developed a hierarchical feedforward model tion of receptive field properties (see the review by of object recognition in cortex (Riesenhuber and Poggio, Reynolds and Desimone, 1999 [this issue of Neuron], or 1999b) as a plausibility proof that such a model can the recent study by Connor et al., 1997), such a sequenaccount for several properties of IT cells, in particular tial approach seems difficult to reconcile with the apparthe invariance properties of IT cells found by Logothetis ent speed with which object recognition can proceed et al. (1995) . In the following section, we will show that even in very complex scenes containing many objects such a simple model can perform invariant recognition (Potter, 1975; Thorpe et al., 1996) , and it is also incomof complex objects in cluttered scenes and is compatipatible with reports of parallel processing of visual ble with recent physiological studies. Thus, this plausiscenes, as observed in pop-out experiments (Treisman bility proof demonstrates that complex oscillationand Gelade, 1980). These and other data suggest that based mechanisms are not necessarily required for object recognition does not seem to depend only on these tasks, and that the binding problem seems to be explicit top-down selection in all situations. a problem for only some models of object recognition. The model consists of layers of linear units that perform a template match over their afferents (blue arrows) and of nonlinear units that perform a MAX operation over their inputs, where the output is determined by the strongest afferent (green arrows). While the former operation serves to increase feature complexity, the latter increases invariance by effectively scanning over afferents tuned to the same feature but at different positions (to increase translation invariance) or scale (to increase scale invariance; not shown). In the version described in this paper, learning only occured at the connections from the C2 units to the top-level view-tuned units. From Riesenhuber and Poggio (1999b The maximum recognition rate is 94% for 18 afferents, to the same feature at, e.g., different locations, will select dropping to 55% if each neuron is connected to all the most strongly activated afferent; i.e., its response 256 afferents. Figure 3c plots the recognition rate as a will be determined by the afferent with the closest match function of the number of afferents to each VTU: the to its preferred feature in its receptive field. Thus, the rate climbs in the beginning as discriminability of differ-MAX mechanism effectively isolates the feature of interent clips increases with the number of afferents, and est from the surrounding clutter. Hence, to achieve rothen falls again as the presence of the second object bustness to clutter, a VTU should only receive input from in the visual field increasingly interferes with the input cells that are strongly activated by the VTU's preferred to the VTU caused by the first object. Interference occurs stimulus (i.e., those features that are relevant to the because the probability that another object activates a definition of the object) and thus less affected by clutter feature detector connected to the VTU more strongly (which will tend to activate the afferents less and will than the preferred object increases as the VTU also therefore be ignored by the MAX response function).
receives input from feature detectors that are excited Also, in such a scheme, two view-tuned neurons receivonly weakly by its preferred object. ing input from a common afferent feature detector will These simulation results have an interesting experitend to both have strong connections to this feature mental counterpart in the work of Sato (1989), who studdetector. Thus, there will be little interference even if ied the responses of neurons in macaque IT to displays the common feature detector only responded to one consisting of one or two simultaneously appearing stim-(the stronger) of the two stimuli in its receptive field due uli within the IT cell's receptive field. He defines a "sumto its MAX response function. Note that the situation mation index," SmI, as would be hopeless for a response function that pools over all afferents through, for example, a linear sum Figure 4a) . In this condition, the monkeys behavioral (42%). Note that the response level of the neurons (but performance decreased slightly (from 98% to 89%), but not the recognition rates) depends on the standard devithe average neuronal response dropped precipitously ation of their Gaussian response function, which is a to 25%. How could the monkey still do the task so free parameter and was set to 0.16 in all simulations, well in the face of such a drastic change in neuronal producing tuning curves qualitatively similar to those response? Furthermore, do we see a similar behavior observed experimentally (Riesenhuber and Poggio, in the model? 1999b): ϭ 0.12, for instance, would give average reSimulation of the experimental paradigm with our sponses of 33% to the stimulus-background combinamodel is straightforward. Foreground stimuli were the tion and 23% to the best distractor. This leads to an 21 clips used in the simulations described previously; average recognition rate of 65% in this condition (unlike backgrounds were randomly generated polygons conin the Missal et al.
[1997] experiment, using no color sisting of eight edges, chosen so that each corner was cues-if features are color selected, performance is at a distance from the center of at least 45% of the likely to increase). The maximum average recognition stimulus size (Figure 4b) . Following Missal et al. (1997), rate was 74% for 100 afferents; the maximum average we only chose backgrounds that did not drive the model rate for one trial (over 21 neurons) was 90% with 105 cells, here defined as generating an input to the VTU afferents. Model parameters were not specially tuned more than two standard deviations away from the prein any way to achieve this performance, so higher recogferred stimulus. Taking the 21 view-tuned cells denition rates (for instance, through pooling the responses scribed above (with 40 afferents out of 256 C2 cells of several neurons tuned to the same object but receiving inputs from different afferents) are very likely achievable. This simulation thus demonstrates that the ability of the MAX response function to ignore nonrelevant information (in this case, the background figure), together with an object definition based on its salient components, is sufficient to perform recognition in clutter.
Discussion
As with most existing theories of the brain, our model is likely to be incomplete at best and quite possibly wrong altogether. It provides, however, a plausibility fact-that the binding problem is not a fundamental for the MAX operation, an intriguing possibility is that instead rely on top-down attentional mechanisms. In the same softmax mechanism might be used in both fact, it has been argued that top-down control might situations, either predominantly driven by bottom-up help in "binding" features together by focusing attention information or using top-down signals that may control on a region of interest (see Reynolds and Desimone, a parameter (equivalent to locally raising q or C) that 1999; Wolfe and Cave, 1999 [both in this issue of Neuswitches off the "competition" between inputs in locaron]). However, we can perfectly well perform very comtions outside the "focus of attention." Several experiplex object recognition tasks (e.g., determining whether ments suggest that the visual system uses a MAX or an image contains a certain object) without focusing softmax operation to select bottom-up among different attention on a specific part of space (cf. Thorpe et al., inputs: for instance, there is evidence that a MAX-like 1996). Our model is bottom-up and does not require an operation is used in tasks involving object recognition explicit top-down signal but is consistent with its use in context (Sato, 1989). As discussed by Nowlan and in certain situations. To explain the latter point, we will Sejnowski (1995), the same active selection mechanism briefly describe a possible approximate implementation underlying preattentive perceptual phenomena may of the MAX operation in terms of cortical microcircuits also be used by top-down overt attentional signals-for of lateral, possibly recurrent, inhibition between neurons instance, when focusing attention to a specific part of visual space (Lee et al., 1999; Reynolds et al., 1999). in a cortical layer. A specific example is a circuit based
