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Abstract
Moderate deviations for random complex zeroes are deduced from
a new theorem on moderate deviations for random fields.
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Introduction
Recent results on moderate deviations for random complex zeroes [7] are
a challenge for probability theory, since they involve complex analysis, in
contrast to asymptotic normality obtained via random fields [8]. Taking up
the challenge, I deduce moderate deviations for random complex zeroes from
a new general theorem on moderate deviations for random fields. As a by-
product, the same general theorem gives the asymptotic normality, avoiding
1This research was supported by the israel science foundation (grant No. 683/05).
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the diagram techniques of [8]. However, I consider only smooth test functions,
leaving aside interesting effects of sharp boundary [7].
The random complex zeroes are singularities of a stationary random field
on the complex plane (the logarithm of the absolute value of a normalized
Gaussian analytic function). This random field transcends the existing theory
of moderate deviations (see [3], [4] and references therein) in several aspects:
(a) it is a random field on the plane, not a random process on the line;
(b) it has some, but not all exponential moments;
(c) it is some function of a Gaussian random field, but the function
(z 7→ ln |z|) is singular at 0, which entangles moderate deviations of the
non-Gaussian field with small deviations of the underlying Gaussian field;
(d) the underlying Gaussian field is non-stationary.
The first part (Sections 1–4) contains the general result in dimension one
(random processes on the line). Dimension two (random fields on the plane)
is treated in the second part (Sections 5–6), using the first part. The third
part (Section 7) deals with random complex zeros.
Main results of the first part and the third part are formulated below.
1 Definition. A stationary random process X = (Xt)t∈R is splittable, if
E exp |X0| < ∞, EX0 = 0, and there exists (on some probability space) a
triple of random processes X0, X−, X+ such that
(a) the two processes X−, X+ are independent;
(b) the four processes X,X0, X−, X+ are identically distributed;
(c) E exp
(∫ 0
−∞ |X−t −X0t | dt+
∫∞
0
|X+t −X0t | dt
)
<∞.
2 Theorem. For every splittable stationary random process X there exists
σ ∈ [0,∞) such that for every compactly supported continuous function
f : R→ R,
lim
r→∞,λ→0
λ log r→0
1
rλ2
lnE exp λ
∫ ∞
−∞
f
( t
r
)
Xt dt =
σ2
2
‖f‖2L2(R) .
That is, for every ε there exist R and δ such that the given expression
is ε-close to the right-hand side for all r ≥ R and all λ 6= 0 such that
|λ| log r ≤ δ.
3 Corollary. Let X , σ and f be as in Theorem 2, and σ 6= 0. Then
lim
r→∞,c→∞
(c log r)2/r→0
1
c2
lnP
( ∫
f
( t
r
)
Xt dt ≥ cσ‖f‖L2(R)
√
r
)
= −1
2
.
Unfortunately, the region of moderate deviations (r →∞, c→∞, c2
r
→
0) is not covered. The condition (c log r)
2
r
→ 0 leaves a small gap between
Corollary 3 and large deviations ( c
2
r
= const).
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4 Corollary. Let X , σ and f be as in Theorem 2. Then the distribu-
tion of r−1/2
∫
f
(
t
r
)
Xt dt converges (as r → ∞) to the normal distribution
N(0, σ2‖f‖2).
Consider now the random entire function ψ : C→ C defined by
ψ(z) =
∞∑
k=0
ζkz
k
√
k!
,
where ζ0, ζ1, . . . are independent standard complex Gaussian random vari-
ables.
5 Theorem. There exists an absolute constant σ ∈ (0,∞) such that for
every compactly supported C2-function h : C→ R,
lim
r→∞,λ→0
λ log2 r→0
1
r2λ2
lnE expλr2
( ∑
z:ψ(z)=0
h
(z
r
)
− r
2
pi
∫
h dm
)
=
σ2
2
∫ |∆h|2 dm ;
here m is the Lebesgue measure on C, and ∆h is the Laplacian of h.
6 Corollary. Let σ and h be as in Theorem 5. Then
lim
r→∞,c→∞
(c log2 r)/r→0
1
c2
lnP
( ∑
z:ψ(z)=0
h
(z
r
)
− r
2
pi
∫
h dm ≥ cσ
r
√∫ |∆h|2 dm ) = −1
2
.
The same holds for (−h), of course.
7 Corollary. Let σ and h be as in Theorem 5. Then the distribution of
r
( ∑
z:ψ(z)=0
h
(z
r
)
− r
2
pi
∫
h dm
)
converges (as r →∞) to the normal distribution N(0, σ2 ∫ |∆h|2 dm).
This is the asymptotic normality established in [8] using moments and
diagrams.
1 A chain of inequalities
Main results of this section, formulated below, are Theorem 1.2 (used in Sect.
2), Proposition 1.5 (also used in Sect. 2), and Proposition 1.6 (used in Sect.
5, see 5.10).
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1.1 Definition. Let X, Y be random variables (possibly on different prob-
ability spaces) and C ∈ [0,∞). We say that Y is a C-duplication of X , if
there exist random variables X1, X2, Z (on some probability space) such that
X1 and X2 are independent,
X1, X2, X are identically distributed,
X1 +X2 + Z and Y are identically distributed,
lnE exp λZ ≤ Cλ2 for all λ ∈ [−1, 1].
1.2 Theorem. Let random variables X1, X2, . . . (possibly on different prob-
ability spaces) and numbers C1, C2, · · · ∈ [0,∞) be such that
(a) Xn+1 is a Cn-duplication of Xn (for all n = 1, 2, . . . );
(b) supn
(
(2θ)−nCn
)
<∞ for some θ < 1;
(c) E exp ε|X1| <∞ for some ε > 0;
(d) EX1 = 0.
Then the following limit exists:
lim
n→∞,λn→0
1
2nλ2
lnE exp λXn .
Given a function f : (0,∞)→ [0,∞] and a number C ∈ [0,∞), we define
another function f+[C] : (0,∞)→ [0,∞] as follows:
(1.3)
f+[C](λ) = inf
p∈[1/(1−λ),∞)
2
p
f(pλ) +
p
p− 1Cλ
2 for λ ∈ (0, 1) ,
f+[C](λ) =∞ for λ ∈ [1,∞) .
Further, we define recursively for n = 0, 1, 2, . . .
(1.4) f+[C0, . . . , Cn+1] = (f+[C0, . . . , Cn])+[Cn+1] .
1.5 Proposition. For every ε, θ ∈ (0, 1),
lim sup
n→∞,λn→0+
1
2n+1λ2
f+[C0, . . . , Cn](λ) ≤
≤ 1
1− ε lim supλ→0
1
λ2
f(λ) +
1
2ε(1−√θ)2 supn
Cn
(2θ)n
.
1.6 Proposition. For every ε, θ ∈ (0, 1), n and λ,
(a) if 0 < λ ≤ εθn/2(1−√θ) then
1
2n+1
f+[C0, . . . , Cn](λ) ≤ (1− ε)f
( λ
1− ε
)
+
λ2
2ε
1
(1−√θ)2 maxk=0,...,n
Ck
(2θ)k
;
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(b) let m ∈ {0, 1, . . . , n−1} be such that (n−m)λ < 1 and µ ≤ εθm/2(1−√
θ), where µ = λ
1−(n−m)λ ; then
1
2n+1
f+[C0, . . . , Cn](λ) ≤
≤ (1− ε)f
( µ
1− ε
)
+
(
µ2
2ε
1
(1−√θ)2 +
λ
2
θm+1
1− θ
)
max
k=0,...,n
Ck
(2θ)k
.
The proof of Th. 1.2 uses Prop. 1.5 (whose proof uses Prop. 1.6). The
relevance of (1.3)-(1.4) and 1.5 to 1.2 stems from Lemmas 1.7, 1.8. The
proofs of Propositions 1.6 and 1.5 are given after Lemmas 1.9, 1.12. For the
proof of Th. 1.2 see the end of this section.
1.7 Lemma. For all random variables X, Y and all p ∈ (1,∞),
p lnE exp
1
p
X − (p− 1) lnE exp
(
− 1
p− 1Y
)
≤
≤ lnE exp(X + Y ) ≤ 1
p
lnE exp pX +
p− 1
p
lnE exp
p
p− 1Y .
(In the lower bound we interpret ∞−∞ as −∞.)
Proof. By the Ho¨lder inequality,
E exp(X + Y ) = E (expX · exp Y ) ≤ (E exp pX)1/p
(
E exp
p
p− 1Y
)(p−1)/p
;
the upper bound follows. We apply the upper bound to 1
p
(X+Y ) and
(−1
p
Y
)
instead of X, Y :
lnE exp
1
p
X ≤ 1
p
lnE exp(X + Y ) +
p− 1
p
lnE exp
(
− 1
p− 1Y
)
;
the lower bound follows.
1.8 Lemma. (a) Let random variables X, Y and a function f : (0,∞) →
[0,∞] be such that
Y is a C-duplication of X ,
lnE exp λX ≤ f(λ) for all λ ∈ (0,∞) .
Then
lnE expλY ≤ f+[C](λ) for all λ ∈ (0,∞) .
5
(b) Let random variables X, Y, Z and a function f : (0,∞) → [0,∞] be
such that
X, Y are independent,
lnE exp λX ≤ f(λ) and lnE exp λY ≤ f(λ) for all λ ∈ (0,∞) ,
lnE expλZ ≤ Cλ2 for all λ ∈ [0, 1] .
Then
lnE exp λ(X + Y + Z) ≤ f+[C](λ) for all λ ∈ (0,∞) .
Proof. Item (a) is a special case of Item (b). Item (b) follows from Lemma
1.7 (the upper bound) applied to λ(X + Y ) and λZ.
1.9 Lemma.
1
2n+1
f+[C0, . . . , Cn](λ) ≤
(
1− (n+ 1)λ)f( λ
1− (n+ 1)λ
)
+
λ
2
n∑
k=0
2−kCk
for 0 < λ <
1
n + 1
.
Proof. Induction in n. For n = 0, the needed inequality
(1.10)
1
2
f+[C](λ) ≤ (1− λ)f
( λ
1− λ
)
+
λ
2
C for 0 < λ < 1
follows from (1.3) for p = 1
1−λ . For n > 0, denoting f+[C0, . . . , Cn−1] by g,
the assumed inequality for n− 1 takes the form
(1.11)
1
2n
g(λ) ≤ (1− nλ)f( λ
1− nλ
)
+
λ
2
n−1∑
k=0
2−kCk for 0 < λ <
1
n
,
while the needed inequality for n becomes
1
2n+1
g+[Cn](λ) ≤
(
1− (n+ 1)λ)f( λ
1− (n+ 1)λ
)
+
λ
2
n∑
k=0
2−kCk
for 0 < λ <
1
n + 1
.
Let 0 < λ < 1
n+1
. By (1.10), 1
2
g+[Cn](λ) ≤ (1 − λ)g(µ) + λ2Cn, where
µ = λ
1−λ . We note that 1− nµ = 1−(n+1)λ1−λ > 0, µ1−nµ = λ1−(n+1)λ and get from
(1.11)
1
2n
g(µ) ≤ 1− (n+ 1)λ
1− λ f
( λ
1− (n+ 1)λ
)
+
µ
2
n−1∑
k=0
2−kCk .
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Thus,
1
2n+1
g+[Cn](λ) ≤ 1− λ
2n
g(µ) +
λ
2n+1
Cn ≤
≤ (1− (n+ 1)λ)f( λ
1− (n+ 1)λ
)
+
λ
2
n−1∑
k=0
2−kCk +
λ
2
2−nCn .
1.12 Lemma. For every ε ∈ (0, 1),
1
2n+1
f+[C0, . . . , Cn](λ) ≤ (1− ε)f
( λ
1− ε
)
+
λ2
2ε
( n∑
k=0
2−k/2
√
Ck
)2
for 0 < λ ≤ εmink=0,...,n 2
−k/2√Ck∑
k=0,...,n 2
−k/2√Ck
.
Proof. Induction in n. For n = 0, the needed inequality
1
2
f+[C](λ) ≤ (1− ε)f
( λ
1− ε
)
+
λ2
2ε
C for 0 < λ ≤ ε
follows from (1.3) for p = 1
1−ε . For n > 0, we write the assumed inequality
for n− 1 in the form
(1.13)
1
2n
g(λold) ≤ (1− εold)f
( λold
1− εold
)
+
λ2old
2εold
σ2old
whenever 0 < λold ≤ εoldmold
σold
and 0 < εold < 1 ;
here g = f+[C0, . . . , Cn−1], σold =
∑n−1
k=0 2
−k/2√Ck and mold =
mink=0,...,n−1 2−k/2
√
Ck. We have to prove that
(1.14)
1
2n+1
g+[Cn](λ) ≤ (1− ε)f
( λ
1− ε
)
+
λ2
2ε
σ2
whenever 0 < λ ≤ εm
σ
and 0 < ε < 1 ;
here σ =
∑n
k=0 2
−k/2√Ck = σold+2−n/2
√
Cn andm = mink=0,...,n 2
−k/2√Ck =
min(mold, 2
−n/2√Cn).
By (1.3) for p = 1
1−εnew ,
g+[Cn](λ) ≤ 2(1− εnew)g
( λ
1− εnew
)
+
Cnλ
2
εnew
whenever 0 < λ ≤ εnew and 0 < εnew < 1 .
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We combine it with (1.13) for λold =
λ
1−εnew :
1
2n+1
g+[Cn](λ) ≤
(1−εnew)
(
(1−εold)f
( λ
(1− εnew)(1− εold)
)
+
λ2
2εold(1− εnew)2σ
2
old
)
+
Cnλ
2
2n+1εnew
.
In order to get (1.14) it remains to find εold, εnew ∈ (0, 1) such that (1 −
εold)(1− εnew) = 1− ε,
(1.15)
σ2old
2εold(1− εnew) +
Cn
2n+1εnew
≤ σ
2
2ε
and λ ≤ εnew, λ1−εnew ≤ εoldmoldσold .
We define
x =
σold
2−n/2
√
Cn
, εold =
εx
x+ 1− ε , εnew =
ε
x+ 1
.
Clearly, εold < 1 (since εx < x < x+1−ε) and εnew < 1 (since ε < 1 < x+1).
Also,
(1− εold)(1− εnew) = x+ 1− ε− εx
x+ 1− ε ·
x+ 1− ε
x+ 1
= 1− ε .
Taking into account that 2−n/2
√
Cn =
σold
x
and σold
σ
= x
x+1
= (1−εnew)εold
ε
we
get
λ ≤ εm
σ
=
ε
σ
min
(
mold,
σ
x+ 1
)
=
= min
(εmold
σ
,
ε
x+ 1
)
= min
(
mold · (1− εnew)εold
σold
, εnew
)
.
Finally, we check (1.15):
σ2old
2εold(1− εnew) +
Cn
2n+1εnew
=
σ2old
2
· x+ 1
εx
+
1
2εnew
(σold
x
)2
=
=
σ2old(x+ 1)
2εx
+
(x+ 1)σ2old
2εx2
=
σ2old(x+ 1)
2εx2
(x+ 1) =
=
1
2ε
(σold(x+ 1)
x
)2
=
σ2
2ε
.
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The reader may wonder, how did I found these formulas for εold, εnew in
the proof of Lemma 1.12. In fact, I have minimized the left-hand side of
(1.15) in εold, εnew restricted by (1 − εold)(1 − εnew) = 1 − ε. The expression(∑
2−k/2
√
Ck
)
2 have appeared afterwards.
Proof of Prop. 1.6. Denote maxk=0,...,n
Ck
(2θ)k
byM . Without loss of generality
we assume that Ck =M(2θ)
k for all k. Then
n∑
k=0
2−k/2
√
Ck ≤
√
M
1−√θ and mink=0,...,n 2
−k/2√Ck = √Mθn/2 .
Item (a) follows immediately from Lemma 1.12.
Proving Item (b), we use Lemma 1.12 for passing from f to g =
f+[C0, . . . , Cm], and Lemma 1.9 for passing from g to g+[Cm+1, . . . , Cn] =
f+[C0, . . . , Cn]. Namely,
1
2m+1
f+[C0, . . . , Cm](µ) ≤ (1− ε)f
( µ
1− ε
)
+
µ2
2ε
M
(1−√θ)2
and
1
2n−m
g+[Cm+1, . . . , Cn](λ) ≤
≤ (1− (n−m)λ)g( λ
1− (n−m)λ
)
+
λ
2
n∑
k=m+1
2−(k−m−1)Ck .
Proof of Prop. 1.5. Let supn
Cn
(2θ)n
= M < ∞ (otherwise there is nothing to
prove). We consider two overlapping cases separately.
The first case: λ≪ θn/2.
Prop. 1.6(a) gives eventually (when θ−n/2λ is small enough),
1
2n+1
f+[C0, . . . , Cn](λ) ≤ (1− ε)f
( λ
1− ε
)
+
λ2
2ε
M
(1−√θ)2 .
It remains to divide by λ2 and note that
(1− ε) lim sup
λ→0+
1
λ2
f
( λ
1− ε
)
=
1
1− ε lim supλ→0+
1
λ2
f(λ) .
The second case: λ≫ θn.
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We choose m ∈ {0, 1, . . . , n− 1} such that
λ2 ≪ θm ≪ λ ,
apply Prop. 1.6(b), observe that µ ∼ λ, λ
2
θm+1
1−θ = o(λ
2) and get
1
2n+1
f+[C0, . . . , Cn](λ) ≤ (1− ε)f
( µ
1− ε
)
+
(
µ2
2ε
1
(1−√θ)2 + o
(
λ2
))
M .
It remains to divide by λ2 and note that
(1− ε) lim sup 1
λ2
f
( µ
1− ε
)
=
1
1− ε lim supλ→0+
1
λ2
f(λ) .
We are not yet in position to prove Theorem 1.2, since the chains of
inequalities considered above are based on the upper bound of Lemma 1.7.
We need similar results on lower bounds.
Given f : (0,∞) → [0,∞] and C ∈ [0,∞), we define f−[C] : (0,∞) →
[0,∞] by
(1.16) f−[C](λ) = sup
p∈[λ+1,∞)
2pf
(λ
p
)
− 1
p− 1Cλ
2 for λ ∈ (0,∞) .
(The supremum is nonnegative, since the limit as p → ∞ is nonnegative.)
Further, we define recursively for n = 0, 1, 2, . . .
(1.17) f−[C0, . . . , Cn+1] = (f−[C0, . . . , Cn])−[Cn+1] .
Lemmas 1.18, 1.19, 1.22 and Propositions 1.26, 1.27 are lower-bound
counterparts of 1.8, 1.9, 1.12, 1.6 and 1.5. Proofs are quite similar, but many
small changes in formulas look unpredictable, especially in the proof of 1.22.
1.18 Lemma. (a) Let random variables X, Y and a function f : (0,∞) →
[0,∞] be such that
Y is a C-duplication of X ,
lnE exp λX ≥ f(λ) for all λ ∈ (0,∞) .
Then
lnE expλY ≥ f−[C](λ) for all λ ∈ (0,∞) .
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(b) Let random variables X, Y, Z and a function f : (0,∞) → [0,∞] be
such that
X, Y are independent,
lnE exp λX ≥ f(λ) and lnE exp λY ≥ f(λ) for all λ ∈ (0,∞) ,
lnE expλZ ≤ Cλ2 for all λ ∈ [0, 1] .
Then
lnE exp λ(X + Y − Z) ≥ f−[C](λ) for all λ ∈ (0,∞) .
Proof. Item (a) is a special case of Item (b). Item (b) follows from Lemma
1.7 (the lower bound) applied to λ(X + Y ) and (−λZ).
1.19 Lemma.
1
2n+1
f−[C0, . . . , Cn](λ) ≥
(
1 + (n + 1)λ
)
f
( λ
1 + (n+ 1)λ
)
− λ
2
n∑
k=0
2−kCk
for 0 < λ <∞ .
Proof. Induction in n. For n = 0, the needed inequality
(1.20)
1
2
f−[C](λ) ≥ (1 + λ)f
( λ
1 + λ
)
− λ
2
C for 0 < λ <∞
follows from (1.16) for p = 1+λ. For n > 0, denoting f−[C0, . . . , Cn−1] by g,
the assumed inequality for n− 1 takes the form
(1.21)
1
2n
g(λ) ≥ (1 + nλ)f( λ
1 + nλ
)
− λ
2
n−1∑
k=0
2−kCk for 0 < λ <∞ ,
while the needed inequality for n becomes
1
2n+1
g−[Cn](λ) ≥
(
1+(n+1)λ
)
f
( λ
1 + (n + 1)λ
)
−λ
2
n∑
k=0
2−kCk for 0 < λ <∞ .
By (1.20), 1
2
g−[Cn](λ) ≥ (1+λ)g(µ)− λ2Cn, where µ = λ1+λ . We note that
1 + nµ = 1+(n+1)λ
1+λ
, µ
1+nµ
= λ
1+(n+1)λ
and get from (1.21)
1
2n
g(µ) ≥ 1 + (n + 1)λ
1 + λ
f
( λ
1 + (n + 1)λ
)
− µ
2
n−1∑
k=0
2−kCk .
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Thus,
1
2n+1
g−[Cn](λ) ≥ 1 + λ
2n
g(µ)− λ
2n+1
Cn ≥
≥ (1 + (n+ 1)λ)f( λ
1 + (n+ 1)λ
)
− λ
2
n−1∑
k=0
2−kCk − λ
2
2−nCn .
1.22 Lemma. For every ε ∈ (0, 1),
1
2n+1
f−[C0, . . . , Cn](λ) ≥ 1
1− εf((1− ε)λ)−
1− ε
2ε
λ2
( n∑
k=0
2−k/2
√
Ck
)2
for 0 < λ ≤ ε
1− ε
mink=0,...,n 2
−k/2√Ck∑
k=0,...,n 2
−k/2√Ck
.
Proof. Induction in n. For n = 0, the needed inequality
1
2
f−[C](λ) ≥ 1
1− εf((1− ε)λ)−
1− ε
2ε
λ2C for 0 < λ ≤ ε
1− ε
follows from (1.16) for p = 1
1−ε . For n > 0, we write the assumed inequality
for n− 1 in the form
(1.23)
1
2n
g(λold) ≥ 1
1− εoldf((1− εold)λold)−
1− εold
2εold
λ2oldσ
2
old
whenever 0 < λold ≤ εold
1− εold
mold
σold
and 0 < εold < 1 ;
here g = f−[C0, . . . , Cn−1], σold =
∑n−1
k=0 2
−k/2√Ck and mold =
mink=0,...,n−1 2−k/2
√
Ck. We have to prove that
(1.24)
1
2n+1
g−[Cn](λ) ≥ 1
1− εf((1− ε)λ)−
1− ε
2ε
λ2σ2
whenever 0 < λ ≤ ε
1− ε
m
σ
and 0 < ε < 1 ;
here σ =
∑n
k=0 2
−k/2√Ck = σold+2−n/2
√
Cn andm = mink=0,...,n 2
−k/2√Ck =
min(mold, 2
−n/2√Cn).
By (1.16) for p = 1
1−εnew ,
g−[Cn](λ) ≥ 2
1− εnew g((1− εnew)λ)−
1− εnew
εnew
Cnλ
2
whenever 0 < λ ≤ εnew
1− εnew and 0 < εnew < 1 .
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We combine it with (1.23) for λold = (1− εnew)λ:
1
2n+1
g−[Cn](λ) ≥ 1
1− εnew
(
1
1− εoldf
(
(1− εnew)(1− εold)λ
)−
− 1− εold
2εold
(1− εnew)2λ2σ2old
)
− 1− εnew
2n+1εnew
Cnλ
2 .
In order to get (1.24) it remains to find εold, εnew ∈ (0, 1) such that (1 −
εold)(1− εnew) = 1− ε,
(1.25)
1− ε
2εold
σ2old +
1− εnew
2n+1εnew
Cn ≤ 1− ε
2ε
σ2
and λ ≤ εnew
1−εnew , (1− εnew)λ ≤ εold1−εold
mold
σold
.
We define
x =
σold
2−n/2
√
Cn
, εold =
εx
x+ 1
, εnew =
ε
x+ 1− εx .
Clearly, εold < 1 (since εx < x < x+1) and 0 < εnew < 1 (since ε+εx < x+1).
Also,
(1− εold)(1− εnew) = x+ 1− εx
x+ 1
· x+ 1− εx− ε
x+ 1− εx = 1− ε .
Taking into account that 2−n/2
√
Cn =
σold
x
, σold
σ
= x
x+1
and 1−ε
ε
εnew
1−εnew =
1
x+1
we get
λ ≤ ε
1− ε
m
σ
=
ε
1− ε min
(
mold,
σold
x
)
· x
x+ 1
1
σold
=
= min
( εxmold
(1− ε)(x+ 1)σold ,
ε
(1− ε)(x+ 1)
)
=
= min
( εold
(1− εold)(1− εnew)
mold
σold
,
εnew
1− εnew
)
.
Finally, we check (1.25):
1− ε
2εold
σ2old +
1− εnew
2εnew
· Cn
2n
=
(1− ε)(x+ 1)
2εx
σ2old +
1− ε
2ε
(x+ 1)
(σold
x
)2
=
=
1− ε
2ε
x+ 1
x
σ2old
(
1 +
1
x
)
=
1− ε
2ε
σ2 .
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1.26 Proposition. For every ε, θ ∈ (0, 1), n and λ,
(a) if 0 < λ ≤ εθn/2(1−√θ) then
1
2n+1
f−[C0, . . . , Cn](λ) ≥ 1
1− εf
(
(1− ε)λ)− λ2
2ε
1
(1−√θ)2 maxk=0,...,n
Ck
(2θ)k
;
(b) let m ∈ {0, 1, . . . , n − 1} be such that µ ≤ εθm/2(1 − √θ), where
µ = λ
1+(n−m)λ ; then
1
2n+1
f−[C0, . . . , Cn](λ) ≥
≥ 1
1− εf
(
(1− ε)µ)− (µ2
2ε
1
(1−√θ)2 +
λ
2
θm+1
1− θ
)
max
k=0,...,n
Ck
(2θ)k
.
Proof. Denote maxk=0,...,n
Ck
(2θ)k
by M . Without loss of generality we assume
that Ck =M(2θ)
k for all k. Then
n∑
k=0
2−k/2
√
Ck ≤
√
M
1−√θ and mink=0,...,n 2
−k/2√Ck = √Mθn/2 .
Item (a) follows immediately from Lemma 1.22.
Proving Item (b), we use Lemma 1.22 for passing from f to g =
f−[C0, . . . , Cm], and Lemma 1.19 for passing from g to g−[Cm+1, . . . , Cn] =
f−[C0, . . . , Cn]. Namely,
1
2m+1
f−[C0, . . . , Cm](µ) ≥ 1
1− εf
(
(1− ε)µ)− µ2
2ε
M
(1−√θ)2
and
1
2n−m
g−[Cm+1, . . . , Cn](λ) ≥
≥ (1 + (n−m)λ)g( λ
1 + (n−m)λ
)
− λ
2
n∑
k=m+1
2−(k−m−1)Ck .
1.27 Proposition. For every ε, θ ∈ (0, 1),
lim inf
n→∞,λn→0+
1
2n+1λ2
f−[C0, . . . , Cn](λ) ≥
≥ (1− ε) lim inf
λ→0+
1
λ2
f(λ)− 1− ε
2ε(1−√θ)2 supn
Cn
(2θ)n
.
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Proof. Let supn
Cn
(2θ)n
= M < ∞ (otherwise there is nothing to prove). We
consider two overlapping cases separately.
The first case: λ≪ θn/2.
Prop. 1.26(a) gives eventually (when θ−n/2λ is small enough),
1
2n+1
f−[C0, . . . , Cn](λ) ≥ 1
1− εf
(
(1− ε)λ)− λ2
2ε
M
(1−√θ)2 .
It remains to divide by λ2 and note that
1
1− ε lim infλ→0+
1
λ2
f
(
(1− ε)λ) = (1− ε) lim inf
λ→0+
1
λ2
f(λ) .
The second case: λ≫ θn.
We choose m ∈ {0, 1, . . . , n− 1} such that
λ2 ≪ θm ≪ λ ,
apply Prop. 1.26(b), observe that µ ∼ λ, λ
2
θm+1
1−θ = o(λ
2) and get
1
2n+1
f−[C0, . . . , Cn](λ) ≥ 1
1− εf
(
(1− ε)µ)− (µ2
2ε
1
(1−√θ)2 + o
(
λ2
))
M .
It remains to divide by λ2 and note that
1
1− ε lim inf
1
λ2
f
(
(1− ε)µ) = (1− ε) lim inf
λ→0+
1
λ2
f(λ) .
Now we combine lower and upper bounds. (See also 5.13 for a more
general statement.)
1.28 Proposition. Let numbers C1, C2, . . . satisfy supn
(
(2θ)−nCn
)
<∞ for
some θ < 1, and functions f1, f2, · · · : (0,∞) → [0,∞] satisfy (fn)−[Cn] ≤
fn+1 ≤ (fn)+[Cn] for all n. Assume existence of the limit limλ→0+
(
λ−2fn(λ)
) ∈
[0,∞) for every n. Then the following limit exists:
lim
n→∞,λn→0+
fn(λ)
2nλ2
∈ [0,∞) .
Proof. By Prop. 1.5, for every m and ε,
lim sup
n→∞,λn→0+
1
2n−mλ2
(fm)+[Cm+1, . . . , Cn](λ) ≤
≤ 1
1− ε limλ→0+
fm(λ)
λ2
+
1
2ε(1−√θ)2 supn>m
Cn
(2θ)n−m−1
.
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Therefore
lim sup
n→∞,λn→0+
fn(λ)
2nλ2
≤ 1
1− ε limλ→0+
fm(λ)
2mλ2
+
θm+1
4ε(1−√θ)2 supn
Cn
(2θ)n
<∞ .
The last term vanishes as m→∞;
lim sup
n→∞,λn→0+
fn(λ)
2nλ2
≤ 1
1− ε lim infm→∞ limλ→0+
fm(λ)
2mλ2
.
Now the factor 1/(1− ε) may be dropped.
The same argument applies to lower bounds (using Prop. 1.27);
lim inf
n→∞,λn→0+
fn(λ)
2nλ2
≥ lim sup
m→∞
lim
λ→0+
fm(λ)
2mλ2
.
It follows that these four numbers are equal.
1.29 Lemma. If EX = 0 then E exp λX ≥ 1 for all λ ∈ R.
Proof. E eλX − 1 = E (eλX − 1− λX) ≥ 0.
1.30 Lemma. If Y is a C-duplication of X and E exp ε|X| < ∞ for some
ε > 0, then E exp δ|Y | <∞ for some δ > 0, and EY = 2EX .
Proof. We use 1.8(a) and note that f(ε) < ∞ implies f+[C]
(
ε
1+ε
)
< ∞ (see
(1.10)), therefore E exp ε
1+ε
Y < ∞. The same holds for (−X), (−Y ), thus
E exp ε
1+ε
|Y | <∞. For Z of Def. 1.1 we have EZ = d
dλ
∣∣
λ=0
lnE expλZ = 0,
therefore EY = 2EX .
Proof of Theorem 1.2. By induction, using Lemma 1.30, E exp εn|Xn| < ∞
for some εn > 0, and EXn = 0. By Lemma 1.29, E expλXn ≥ 1 for all λ.
By 1.8(a) and 1.18(a), the functions
fn(λ) = lnE exp λXn
satisfy (fn)−[C] ≤ fn+1 ≤ (fn)+[C]. Prop. 1.28 ensures existence of the limit
lim
n→∞,λn→0+
fn(λ)
2nλ2
.
The same argument applied to (−Xn) gives us limn→∞,λn→0− fn(λ)2nλ2 . The two
limits are equal, since both are equal to limn→∞
(
2−n−1f ′′n(0)
)
.
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2 Splittable random processes
Theorem 2, Corollary 3 and Corollary 4, formulated in the introduction, are
proved in this section. Theorem 2.16 is used (and generalized) in Sect. 5 (see
5.6), and Lemma 2.3 is used in Sections 3, 5. Many arguments of this section
(especially, proofs of 2.10–2.15) are reused in Sect. 5 (especially, 5.14–5.19).
Splittability is defined in the introduction (see Def. 1) for stationary
random processes. The reader may restrict himself to random processes
with continuous sample functions, but in full generality, a random process is
treated in this work as a measurable map X : R×Ω→ R (given a probability
space (Ω,F , P )). Two such maps X1, X2 : R× Ω→ R satisfying
(2.1) P
({ω : X1(t, ω) = X2(t, ω)}) = 1 for every t ∈ R ,
are the same for all purposes of this work. (Accordingly, we may treat a
random process as an equivalence class.) Every t ∈ R leads to a random
variable Xt : Ω → R, Xt(ω) = X(t, ω), treated as an equivalence class.
Sample paths t 7→ X(t, ω) are defined for almost all ω, but only as equivalence
classes; their (dis-)continuity is irrelevant.
Here is some background (mostly for non-probabilists).
Condition (2.1) ensures that
∫ 1
0
|X1(t, ω)| dt =
∫ 1
0
|X2(t, ω)| dt for almost
all ω. Thus, the random variable
∫ 1
0
|Xt| dt is well-defined as an equivalence
class of functions Ω→ [0,∞].
Two processes X : R × Ω1 → R, Y : R × Ω2 → R are called identically
distributed, if for all n and t1, . . . , tn ∈ R the random vectors (Xt1 , . . . , Xtn)
and (Yt1, . . . , Ytn) are identically distributed. It follows that the random
variables
∫ 1
0
|Xt| dt and
∫ 1
0
|Yt| dt are identically distributed.
The same holds for many other integrals, of course. Some of them are
mentioned in Def. 1, Th. 2 and the corollaries.
A process X is called stationary, if for every s ∈ R the shifted process
(t, ω) 7→ X(s+ t, ω) is distributed like X .
Two processes X, Y : R × Ω → R are called independent, if for all n
and t1, . . . , tn ∈ R the random vectors (Xt1 , . . . , Xtn) and (Yt1, . . . , Ytn) are
independent.
If X is stationary then the distribution of
∫ s+1
s
|Xt| dt does not depend
on s. If X and Y are independent then the random variables
∫ 1
0
|Xt| dt and∫ 1
0
|Yt| dt are independent.
By the Fubini theorem, E
∫ 1
0
|Xt| dt =
∫ 1
0
E |Xt| dt ∈ [0,∞], and if this
value is finite then
∫ 1
0
Xt dt is a well-defined random variable Ω → R, and
E
∫ 1
0
Xt dt =
∫ 1
0
EXt dt.
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We will return to random processes after two quite general lemmas about
random variables.
2.2 Lemma. For every random variable X and numbers C ∈ [0,∞), λ ∈
[−1, 1],
if E coshX ≤ coshC then E cosh λX ≤ cosh λC .
Proof. It is sufficient to find a number u > 0 such that
coshλX − coshλC ≤ u(coshX − coshC) a.s.,
which boils down to the inequality
coshλx− cosh λy ≤ λ sinhλy
sinh y
(cosh x− cosh y)
for all x ∈ R, y ∈ R\{0} and λ ∈ [−1, 1]. In terms of the continuous function
f : R× R→ R defined by
f(x, y) =
coshλx− cosh λy
cosh x− cosh y for x 6= y ,
f(x, x) =
λ sinhλx
sinh x
for x 6= 0 , f(0, 0) = λ2 ,
the needed inequality becomes
f(y, y) ≤ f(x, y) = f(y, x) ≤ f(x, x) whenever 0 < x < y .
In order to prove the latter we note that d
dx
f(x, x) ≤ 0 for x > 0 (since
λ tanh x ≤ tanhλx), and
∂
∂x
f(x, y) = − sinh x
cosh x− cosh y
(
f(x, y)− f(x, x)) .
The function g(x) = f(x, y)− f(x, x) satisfies g(y) = 0 and
g(x) > 0 =⇒ g′(x) > 0 for all x ∈ (0, y) ,
which shows that g(x) ≤ 0 for all x ∈ (0, y). Similarly,
g(x) < 0 =⇒ g′(x) > 0 for all x ∈ (y,∞) ,
which shows that g(x) ≥ 0 for all x ∈ (y,∞).
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2.3 Lemma. For every random variable X and numbers C ∈ [0,∞), λ ∈
[−1, 1],
if E exp |X| ≤ coshC and EX = 0 then E exp λX ≤ exp(AC2λ2)
where A ∈ (0,∞) is an absolute constant.
Proof. We take
A = sup
x∈(0,∞)
ln(2 cosh x− 1)
x2
;
the supremum is finite, since the fraction tends to 1 as x → 0+ and to 0 as
x → ∞. Using Lemma 2.2 and taking into account that coshX ≤ exp |X|
we get
2E cosh λX ≤ 2 coshλC ≤ 1 + exp(A(λC)2) .
On the other hand, E exp(−λX) ≥ 1 by Lemma 1.29. Thus,
E expλX = 2E cosh λX − E exp(−λX) ≤ 2E coshλX − 1 ≤ exp(AC2λ2) .
2.4 Remark. Lemma 2.3 is a uniform version of equivalence between the
following two conditions on a random variable X :
(a) there exists C <∞ such that lnE expλX ≤ Cλ2 for all λ ∈ [−1, 1];
(b) E exp |X| <∞ and EX = 0.
This equivalence is easy to prove without Lemma 2.2, as follows.
(a) =⇒ (b): E exp |X| ≤ E (eX + e−X) ≤ 2eC < ∞; and EX =
d
dλ
∣∣
λ=0
lnE exp λX = 0.
(b) =⇒ (a): the function λ 7→ λ−2 lnE exp λX is continuous on [−1, 0)∪
(0, 1] and has a finite limit at 0, therefore it is bounded.
We return to random processes.
2.5 Lemma.
E exp
λ
r
∣∣∣∣
∫ r
0
Xt dt
∣∣∣∣ ≤ 1r
∫ r
0
E exp λ|Xt| dt .
Proof. By convexity of the function x 7→ eλx,
exp
(
λ
1
r
∫ r
0
|Xt| dt
)
≤ 1
r
∫ r
0
expλ|Xt| dt ;
we take the expectation.
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Here are the main steps toward Theorem 2. Using Th. 1.2 we get the
convergence for f(·) = 1 and r ∈ {1, 2, 4, 8, . . .} (Prop. 2.10), then tor all
r (Prop. 2.13). By ‘concatenation’ (Lemma 2.14) we treat step functions f .
Continuous f are reached by a limiting procedure (Lemma 2.17) based on an
upper bound (Th. 2.16) that holds for all bounded measurable f ; its proof
uses Prop. 1.5.
According to Def. 1, all splittable processes are stationary in this section
(but not in Sect. 5, see Def. 5.5).
2.6 Lemma. Let X be splittable. Then there exists C <∞ such that
(a) for every r ∈ (0,∞), the random variable ∫ 2r
0
Xt dt is a C-duplication
of the random variable
∫ r
0
Xt dt;
(b) for every s, r ∈ (0,∞) and every measurable f : (−s, r) → [−1, 1]
there exist (on some probability space) random variables Y−, Y+ and Z such
that
Y−, Y+ are independent;
Y− is distributed like
∫ 0
−s f(t)Xt dt;
Y+ is distributed like
∫ r
0
f(t)Xt dt;
Y− + Y+ + Z is distributed like
∫ r
−s f(t)Xt dt;
lnE exp λZ ≤ Cλ2 for all λ ∈ [−1, 1].
(c) for s, r and f as in (b) and λ ∈ [−1, 1],
(2.7) lnE exp λ
∫ r
−s
f(t)Xt dt ≤ 1
p
lnE exp pλ
∫ 0
−s
f(t)Xt dt+
+
1
p
lnE exp pλ
∫ r
0
f(t)Xt dt+
p
p− 1Cλ
2 for p ∈
[ 1
1− λ,∞
)
;
(2.8) lnE exp λ
∫ r
−s
f(t)Xt dt ≥ p lnE exp λ
p
∫ 0
−s
f(t)Xt dt+
+ p lnE exp
λ
p
∫ r
0
f(t)Xt dt− 1
p− 1Cλ
2 for p ∈ [1 + λ,∞) .
Proof. Item (a) is a special case of (b). Item (c) follows from (b) by 1.8(b)
and 1.18(b) applied twice: to Y−, Y+, Z and (−Y−), (−Y+), (−Z). In order
to prove Item (b) we take X0, X−, X+ as in Def. 1. Random variables Y− =∫ 0
−s f(t)X
−
t dt and Y+ =
∫ r
0
f(t)X+t dt are independent and distributed like∫ 0
−s f(t)Xt dt and
∫ r
0
f(t)Xt dt respectively. We define Z =
∫ r
−s f(t)X
0
t dt −
Y−−Y+, then the random variable Y−+Y++Z is distributed like
∫ r
−s f(t)Xt dt.
It remains to ensure that lnE expλZ ≤ Cλ2 for λ ∈ [−1, 1].
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We have E exp |Z| ≤ E exp(∫ 0−s |f(t)||X0t −X−t | dt+∫ r0 |f(t)||X0t −X+t | dt)
≤ B, where B = E exp(∫ 0−∞ |X0t −X−t | dt+∫∞0 |X0t −X+t | dt). Also, EZ = 0
(the use of Fubini theorem is justified by finiteness of B). By Lemma 2.3,
lnE exp λZ ≤ AM2λ2 if M is defined by coshM = B.
2.9 Remark. The constant C in 2.6 depends only on the expectation in Def.
1(c).
2.10 Proposition. If a process X is splittable then for every r ∈ (0,∞) the
following limit exists:
lim
n→∞,λn→0
1
2nλ2
lnE expλ
∫ 2nr
0
Xt dt .
Proof. Random variables Xn =
∫ 2nr
0
Xt dt satisfy Conditions (a)–(d) of The-
orem 1.2. Indeed, Lemma 2.6(a) verifies (a) for Cn = C; (b) and (d) are
evident; (c) follows from Lemma 2.5.
2.11 Lemma. Let X be splittable. Then there exists σ ∈ [0,∞) such that
lim
n→∞,λn→0
1
2nλ2
lnE exp λ
∫ 2nr
0
Xt dt =
1
2
σ2r for all r ∈ (0,∞) .
Proof. For each r the limit exists by Prop. 2.10. Denote the limit by ϕ(r).
Applying Lemma 2.6(c) to 2ns, 2nr (and f(·) = 1), dividing (2.7), (2.8) by
2nλ2 and taking the limit we get
1
p
(
ϕ(s) + ϕ(r)
) ≤ ϕ(s+ r) ≤ p(ϕ(s) + ϕ(r))
for all p > 1; thus, ϕ(s+ r) = ϕ(s) +ϕ(r) for all s, r > 0. Being measurable,
such ϕ must be linear. Finally, ϕ(r) ≥ 0, since E expλ ∫ r
0
Xt dt ≥ 1 by
Lemma 1.29.
2.12 Lemma. The convergence in Lemma 2.11 is uniform in r ∈ (0,M) for
every M > 0.
Proof. Denoting
fn(λ, r) =
1
2nλ2
lnE expλ
∫ 2nr
0
Xt dt− 0.5σ2r ,
we have (for every t) fn(λ, r)→ 0 as n→∞, λn→ 0. By (2.7),
2nλ2
(
fn(λ, s+ r) + 0.5σ
2(s+ r)
) ≤ 1
p
2n(pλ)2
(
fn(pλ, s) + 0.5σ
2s
)
+
+
1
p
2n(pλ)2
(
fn(pλ, r) + 0.5σ
2r
)
+
p
p− 1Cλ
2
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provided that (1− λ)p ≥ 1. Thus,
fn(λ, s+ r) ≤ pfn(pλ, s) + pfn(pλ, r) + (p− 1) · 0.5σ2(s+ r) + 2−n p
p− 1C .
By (2.8),
2nλ2
(
fn(λ, s+ r) + 0.5σ
2(s+ r)
) ≥ p2n(λ
p
)2(
fn
(λ
p
, s
)
+ 0.5σ2s
)
+
+ p2n
(λ
p
)2(
fn
(λ
p
, r
)
+ 0.5σ2r
)
− 1
p− 1Cλ
2
provided that p− λ ≥ 1. Thus,
fn(λ, s+ r) ≥ 1
p
fn
(λ
p
, r
)
+
1
p
fn
(λ
p
, r
)
− p− 1
p
· 0.5σ2(s+ r)− 2−n 1
p− 1C .
Given ε > 0, we take N and δ > 0 such that |fn(λ, r)| ≤ ε whenever n ≥ N ,
n|λ| ≤ δ and r ∈ A for some measurable set A ⊂ (0, 2M) of Lebesgue
measure > 3
2
M . Increasing N if needed, we guarantee that δ
N
≤ 1
2
, C
2N ε
≤ 1
2
,
(
1− δ
N
)(
1 +
ε
σ2M
)
≥ 1 and
(
1− C
2Nε
)(
1 +
ε
σ2M
)
≥ 1 .
We take p such that
(
1− δ
N
)
p ≥ 1 ,
(
1− C
2Nε
)
p ≥ 1 , p ≤ 1 + ε
σ2M
, p ≤ 2 .
Then for s, r ∈ (0,M) (and n ≥ N , n|λ| ≤ δ) we have
1
p
fn
(λ
p
, s
)
+
1
p
fn
(λ
p
, r
)
− 2ε ≤ fn(λ, s+ r) ≤
≤ pfn(pλ, s) + pfn(pλ, r) + 2ε .
Assuming in addition that pn|λ| ≤ δ we get
1
p
fn
(λ
p
, s+ r
)
− fn(λ, s)− 2ε
p
≤ fn(λ, r) ≤
≤ pfn(pλ, s+ r)− fn(λ, s) + 2pε .
If s, s + r ∈ A then |fn(pλ, s + r)| ≤ ε, |fn
(
λ
p
, s + r
)| ≤ ε, |fn(λ, s)| ≤ ε,
therefore |fn(λ, r)| ≤ 7ε. It remains to note that for every r ∈ (0,M) there
exists s ∈ A such that s + r ∈ A.
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2.13 Proposition. Let X be splittable. Then there exists σ ∈ [0,∞) such
that
lim
r→∞,λ log r→0
1
rλ2
lnE exp λ
∫ r
0
Xt dt =
1
2
σ2 .
Proof. By lemma 2.12, for every ε there exist N and δ such that∣∣∣∣ 12nλ2 lnE exp λ
∫ 2nr
0
Xt dt− 1
2
σ2r
∣∣∣∣ ≤ ε
whenever n ≥ N , n|λ| ≤ δ, 1 ≤ r ≤ 2. Dividing by r and letting 2nr = s we
get ∣∣∣∣ 1sλ2 lnE exp λ
∫ s
0
Xt dt− 1
2
σ2
∣∣∣∣ ≤ ε
whenever s ≥ 2N and |λ| log2 s ≤ δ.
2.14 Lemma. Let X be splittable, u, v, a, b ∈ [0,∞), and f : (−u, v) →
[−1, 1] a measurable function. Then existence of two limits
lim
r→∞,λ log r→0
1
rλ2
lnE exp λ
∫ 0
−ur
f
( t
r
)
Xt dt = a ,
lim
r→∞,λ log r→0
1
rλ2
lnE exp λ
∫ vr
0
f
( t
r
)
Xt dt = b
implies existence of the following limit, and the equality
lim
r→∞,λ log r→0
1
rλ2
lnE exp λ
∫ vr
−ur
f
( t
r
)
Xt dt = a + b .
Proof. Applying Lemma 2.6(c) to ur, vr (and f(·/r)), dividing (2.7), (2.8)
by rλ2 and taking the limit we get (similarly to the proof of Lemma 2.11)
1
p
(a+b) ≤ lim inf
r→∞,λ log r→0
1
rλ2
lnE exp λ
∫ vr
−ur
f
( t
r
)
Xt dt ≤ lim sup(. . . ) ≤ p(a+b)
for all p > 1.
2.15 Lemma. Let X be splittable. Then there exists σ ∈ [0,∞) such that
lim
r→∞,λ log r→0
1
rλ2
lnE expλ
∫ ∞
−∞
f
( t
r
)
Xt dt =
σ2
2
‖f‖2L2(R)
for every step function f : R → R (that is, a finite linear combination of
indicators of bounded intervals).
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Proof. Induction in the number n of ‘steps’ of f . For n = 1 (a single inter-
val) it follows from Prop. 2.13. The transition to n + 1 is ensured by the
‘concatenation’ Lemma 2.14.
2.16 Theorem. For every splittable process X there exist R ∈ (1,∞), δ > 0
and M <∞ such that
1
rλ2
lnE exp λ
∫ r
0
f(t)Xt dt ≤M
for all r ∈ [R,∞), λ ∈ [− δ
ln r
, 0) ∪ (0, δ
ln r
] and all measurable functions f :
R→ [−1, 1].
Proof. Let λ > 0 (otherwise we turn to (−f)). For every s ∈ (0, 1] Lemma 2.5
gives E exp | ∫ s
0
f(t)Xt dt| ≤ E exp |X0| < ∞. Lemma 2.3 gives a constant
C1 such that E expλ
∫ s
0
f(t)Xt dt ≤ exp(C1λ2) for |λ| ≤ 1. Lemma 2.6 gives
us another constant, denote it by C2. (Note that C1, C2 do not depend on
f .)
Defining functions αn : (0,∞)→ [0,∞] by
α0(λ) =
{
C1λ
2 for λ ∈ (0, 1],
∞ for λ ∈ (1,∞),
αn+1 = (αn)+[C2] for n = 0, 1, . . .
we have for s ∈ (0, 1]
lnE exp λ
∫ 2ns
0
f(t)Xt dt ≤ αn(λ) for λ ∈ (0,∞)
for n = 0, and by induction, for all n; the transition from n to n+1 is based
on (2.7).
By Prop. 1.5,
lim sup
n→∞,λn→0+
1
2nλ2
αn(λ) <∞ ,
which gives us N, δ and C such that 1
2nλ2
αn(λ) ≤ C whenever n ≥ N , λn ≤ δ.
We have
1
2nsλ2
lnE exp λ
∫ 2ns
0
f(t)Xt dt ≤ C
s
≤ 2C
for s ∈ [1
2
, 1]. Therefore
1
rλ2
lnE expλ
∫ r
0
f(t)Xt dt ≤ 2C
whenever r ≥ 2N−1 and λ log2(2r) ≤ δ.
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2.17 Lemma. Let X be splittable, and σ as in Lemma 2.15. Then the set
of all f ∈ L∞(0, 1) such that
lim
r→∞,λ log r→0
1
rλ2
lnE exp λ
∫ r
0
f
( t
r
)
Xt dt =
σ2
2
‖f‖2L2(0,1)
is closed.
Proof. Let g belong to this set, f ∈ L∞(0, 1) and ‖f − g‖ ≤ ε < 1. We
consider random variables
X = λ
∫ r
0
g
( t
r
)
Xt dt , Y = λ
∫ r
0
(f − g)
( t
r
)
Xt dt .
Theorem 2.16 gives us M such that
1
rλ2
lnE exp λY =
ε2
r(ελ)2
lnE exp ελ · Y
ε
≤Mε2
provided that r is large enough and |λ| log r is small enough. We apply
Lemma 1.7 to X, Y , divide by rλ2 and take the limit:
p
σ2
2
∥∥∥1
p
g
∥∥∥2 − (p− 1)M( ε
p− 1
)2
≤
≤ lim inf
r→∞,λ log r→0
1
rλ2
lnE exp λ
∫ r
0
f
( t
r
)
Xt dt ≤ lim sup(. . . ) ≤
≤ 1
p
σ2
2
‖pg‖2 + p− 1
p
M
( p
p− 1ε
)2
for all p ∈ (1,∞). We choose p = 1
1−ε , then
(1−ε)σ
2
2
‖g‖2−ε(1−ε)M ≤ lim inf(. . . ) ≤ lim sup(. . . ) ≤ 1
1− ε
σ2
2
‖g‖2+εM .
Also, ‖f − g‖L2(0,1) ≤ ε. Having such g for every ε we get lim inf(. . . ) =
lim sup(. . . ) = σ
2
2
‖f‖2.
Proof of Theorem 2. If f vanishes outside (0, 1), the claim follows immedi-
ately from Lemmas 2.15, 2.17. In general we take C such that f vanishes
outside (−C,C) and define g by g(t) = f(−C+2Ct), then g vanishes outside
(0, 1), and
1
rλ2
lnE exp λ
∫
f
( t
r
)
Xt dt =
= 2C· 1
2Crλ2
lnE expλ
∫
g
( t
2Cr
)
Xt dt→ 2C·σ
2
2
‖g‖2L2(0,1) =
σ2
2
‖f‖2L2(R) .
25
Proof of Corollary 3. Let rn →∞, cn →∞, (cn log rn)2/rn → 0; we have to
prove that
1
c2n
lnP
( ∫
f
( t
rn
)
Xt dt ≥ cnσ‖f‖√rn
)
→ −1
2
as n→∞ .
By Theorem 2,
1
c2n
lnE exp
λcn√
rn
∫
f
( t
rn
)
Xt dt→ σ
2
2
‖f‖2λ2 as n→∞
for all λ ∈ R. By the Ga¨rtner-Ellis theorem [5] (with the scale cn and speed
c2n), random variables
1√
rncn
∫
f
(
t
rn
)
Xt dt satisfy MDP with the rate function
x 7→ x2
2σ2‖f‖2 .
Proof of Corollary 4. For every λ ∈ (−∞, 0) ∪ (0,∞), by Th. 2,
1
r(λ/
√
r)2
lnE exp
λ√
r
∫
f
( t
r
)
Xt dt→ σ
2
2
‖f‖2 as t→∞ ,
that is,
E exp λ · 1√
r
∫
f
( t
r
)
Xt dt→ exp
(1
2
σ2‖f‖2λ2
)
as t→∞ .
The weak convergence of distributions follows, see for example [1, Sect. 30,
p. 390].
3 Logarithm of a Gaussian process
The main result of this section, Theorem 3.1, is instrumental in checking
splittability of processes of the form Xt = log |ξt| where ξ is a complex-
valued Gaussian process. It is used in Sect. 4. Proposition 3.5 is used in
Sect. 6.
Here is some background. Real-valued random processes on R (X : R×
Ω → R) are defined in the beginning of Sect. 2. Complex-valued random
processes on R (X : R×Ω→ C) are defined similarly. Let X be a complex-
valued process having second moments (that is, E |Xt|2 < ∞ for all t ∈ R)
and centered (that is, EXt = 0 for all t ∈ R). Such a process is called
Gaussian, if for all n ∈ {1, 2, . . . }, t1, . . . , tn ∈ R and a1, . . . , an ∈ C such
that E |a1Xt1 + · · · + anXtn |2 = 1, the distribution of the random variable
a1Xt1 + · · · + anXtn is the standard complex normal distribution γ1, that
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is, has the density z 7→ pi−1e−|z|2 w.r.t. Lebesgue measure on C. The same
holds for processes on (0,∞), on R2, and in fact on any measure space with
a finite or σ-finite measure. Throughout this work, all Gaussian processes
are complex-valued and centered
3.1 Theorem. Let a number C ∈ (0,∞) and Gaussian processes ξ, η, η′ on
(0,∞) be such that
(a) ξ, η, η′ are independent;
(b) η and η′ are identically distributed;
(c) for all u ∈ [0, 1),
∞∑
k=0
(
E |η(k + u)|2)1/2 ≤ C ;
(d) for all u ∈ [0, 1), n ∈ {1, 2, . . . } and a0, . . . , an ∈ C,
E
∣∣∣∣
n∑
k=0
ak
(
ξ(k + u) + η(k + u)
)∣∣∣∣
2
≥
n∑
k=0
|ak|2 .
Then
E exp
∫ ∞
0
ln+
|ξ(t) + η′(t)|
|ξ(t) + η(t)| dt ≤ exp
(
2pi(C2 + C)
)
.
Here ln+(. . . ) means max(0, ln(. . . )). The proof of Th. 3.1, given at the
end of this section, uses finite-dimensional approximation (Prop. 3.5). See
also 6.7.
The standard Gaussian measure γn on Cn has the density x 7→
pi−n exp(−|x|2), x ∈ Cn, w.r.t. Lebesgue measure on Cn.
Let µ be a (finite positive Borel) measure on Cn such that
(3.2)
∫
Cn
∣∣ ln |x|∣∣µ(dx) <∞ .
We denote by Sµ the random variable
Sµ(u) =
∫
Cn
ln |〈x, u〉|µ(dx)
on the probability space (Cn, γn). It is well-defined and integrable by the
Fubini theorem, since∫∫
Cn×Cn
∣∣ ln |〈x, u〉|∣∣µ(dx)γn(du) =
=
∫
Cn
µ(dx)
∫
Cn
γn(du)
∣∣ ln |〈x, u〉|∣∣ = ∫
Cn
µ(dx)
∫
C
γ1(dz)
∣∣ ln |x|+ ln |z|∣∣ ≤
≤
∫
Cn
µ(dx)
(∣∣ ln |x|∣∣+ ∫
C
γ1(dz)
∣∣ ln |z|∣∣) <∞ .
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Let µ, ν be two measures satisfying (3.2). We say that µ and ν are
projectively equal, if
∫
f dµ =
∫
f dν for every bounded Borel function f :
C
n → R such that f(cx) = f(x) for all x ∈ Cn, c ∈ C \ {0}. Clearly, every µ
is projectively equal to some ν concentrated on the unit sphere.
If µ and ν are projectively equal then Sµ − Sν is nonrandom. Namely,
Sµ(u) − Sν(u) = ∆µ,ν for almost all u; here ∆µ,ν =
∫
Cn
ln |x|µ(dx) −∫
Cn
ln |x| ν(dx). Proof: the function fu(x) = ln |〈x, u〉| − ln |x| satisfies
f(cx) = f(x). It is not bounded, however, it is both µ-integrable and ν-in-
tegrable for almost every u. For such u we get
∫
fu dµ =
∫
fu dν, thus
Sµ(u)− Sν(u) = ∆µ,ν .
If µ and ν are projectively equal then the corresponding centered random
variables are equal:
Sµ − ESµ = Sν − ESν .
Let µ be a measure on Cm+n, satisfying (3.2). Then the random variable
Sµ is defined on the product (C
m+n, γm+n) = (Cm, γm) × (Cn, γn) of two
probability spaces. If µ is concentrated on Cm×{0} then Sµ does not depend
on the second argument. If µ is somehow close to Cm × {0}, we may expect
that the second argument has a small impact on Sµ. In order to quantify
this impact we may consider the function
(u, v, w) 7→ Sµ(u, v)− Sµ(u, w) =
∫
Cm+n
µ(dydz) ln
|〈y, u〉+ 〈z, v〉|
|〈y, u〉+ 〈z, w〉|
as a random variable on the probability space (Cm, γm)× (Cn, γn)× (Cn, γn).
An upper bound for this random variable is given in Prop. 3.5 under a quite
technical (but useful) condition on µ formulated in Def. 3.3. The condition
is sensitive to the choice of a measure within a class of projectively equal
measures; the conclusion is not.
3.3 Definition. Let µ be a measure on Cm+n, and A,B ∈ [0,∞). We say
that µ is (A,B)-close to Cm × {0}, if it is an integral convex combination
(that is, µ =
∫ 1
0
µt dt) of measures µt on C
m+n of the following form: each
µt is the counting measure on a finite set {x1, . . . , xK} ⊂ Cm+n (that is,
µt(A) = #{k : xk ∈ A}; both x1, . . . , xK and K may depend on t) satisfying
the following conditions formulated in terms of yk ∈ Cm, zk ∈ Cn such that
yk ⊕ zk = xk:
(a) |z1|+ · · ·+ |zK | ≤ A;
(b) |a1z1 + · · ·+ aKzK | ≤ B whenever ak ∈ C, |ak| ≤ 1 for all k;
(c) |a1x1 + · · ·+ aKxK |2 ≥ |a1|2 + · · ·+ |aK |2 for all a1, . . . , aK ∈ C.
Condition (b) makes sense for B < A (otherwise it follows from (a)).
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3.4 Lemma. Let x1, . . . , xn ∈ CN satisfy |a1x1+ · · ·+ anxn|2 ≥ |a1|2+ · · ·+
|an|2 for all a1, . . . , an ∈ C. Then∫
CN
γN (du)
n∏
k=1
fk(〈xk, u〉) ≤
n∏
k=1
sup
y∈C
∫
C
γ1(dz) fk(y + z)
for all measurable f1, . . . , fn : C→ [0,∞).
Proof. The image of γN under the map CN ∋ u 7→ (〈x1, u〉, . . . , 〈xn, u〉) ∈ Cn
is a centered Gaussian measure γ on Cn such that
∫ |〈a, v〉|2 γ(dv) ≥ |a|2 for
all a ∈ Cn. We define another centered Gaussian measure γ˜ on Cn by∫
|〈a, v〉|2 γ˜(dv) =
∫
|〈a, v〉|2 γ(dv)− |a|2 for all a ∈ Cn
and get ∫
|〈a, v〉|2 γ(dv) =
∫
|〈a, v〉|2 γn(dv) +
∫
|〈a, v〉|2 γ˜(dv) ,
which means convolution,
γ = γn ∗ γ˜ .
Thus,
∫
CN
γN(du)
n∏
k=1
fk(〈xk, u〉) =
∫
Cn
γ(dv)
n∏
k=1
fk(vk) =
=
∫
Cn
γ˜(dv)
∫
Cn
γn(dw)
n∏
k=1
fk(vk + wk) =
=
∫
Cn
γ˜(dv)
n∏
k=1
∫
C
γ1(dz)fk(vk+z) ≤
∫
Cn
γ˜(dv)
n∏
k=1
sup
y∈C
∫
C
γ1(dz)fk(y+z) .
3.5 Proposition. Let a measure µ on Cm+n, satisfying (3.2), be (A,B)-close
to Cm × {0}. Then
∫∫∫
Cm×Cn×Cn
γm(du)γn(dv)γn(dw) exp
∫
Cm+n
µ(dydz) ln+
|〈y, u〉+ 〈z, v〉|
|〈y, u〉+ 〈z, w〉| ≤
≤ exp(pi(A+B2)) .
Here µ(dydz) means µ(dx) where x = y ⊕ z, x ∈ Cm+n, y ∈ Cm, z ∈ Cn.
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Proof. Having µ =
∫ 1
0
µt dt (according to Def. 3.3), we may prove the in-
equality for µt instead of µ (for every t), since exp
∫
µ(dydz) ln+(. . . ) =
exp
∫ 1
0
dt
∫
µt(dydz) ln
+(. . . ) ≤ ∫ 1
0
dt exp
∫
µt(dydz) ln
+(. . . ). The measure
µt being the counting measure on a finite set of vectors xk = yk ⊕ zk
(k = 1, . . . , K, yk ∈ Cm, zk ∈ Cn), we have to prove that∫∫∫
Cm×Cn×Cn
γm(du)γn(dv)γn(dw)
K∏
k=1
max
(
1,
|〈yk, u〉+ 〈zk, v〉|
|〈yk, u〉+ 〈zk, w〉|
)
≤
≤ exp(pi(A+B2)) ,
given that (a)
∑
k |zk| ≤ A, (b) |
∑
akzk| ≤ B whenever |ak| ≤ 1, and (c)
|∑k akyk|2 + |∑k akzk|2 ≥∑k |ak|2 for all a1, . . . , aK ∈ C.
We transform the integral in v and w by the transformation
(v, w) 7→
(v − w√
2
,
v + w√
2
)
that is well-known to preserve the measure γn × γn on Cn × Cn. Using also
the evident inequality
|〈yk, u〉+ 〈zk, v〉|
|〈yk, u〉+ 〈zk, w〉| ≤ 1 +
|〈zk, v − w〉|
|〈yk, u〉+ 〈zk, w〉| ,
we get∫∫
Cn×Cn
γn(dv)γn(dw)
K∏
k=1
max
(
1,
|〈yk, u〉+ 〈zk, v〉|
|〈yk, u〉+ 〈zk, w〉|
)
≤
≤
∫∫
Cn×Cn
γn(dv)γn(dw)
K∏
k=1
(
1 +
|〈zk,
√
2w〉|
|〈yk, u〉+ 〈zk, v + w〉/
√
2|
)
=
=
∫∫
Cn×Cn
γn(dv)γn(dw)
K∏
k=1
(
1 +
2|〈zk, w〉|
|〈√2yk ⊕ zk, u⊕ v〉+ 〈zk, w〉|
)
.
Applying Lemma 3.4 to the Gaussian measure γm × γn on Cm+n, functions
fk(t) = 1 +
2|〈zk, w〉|
|t+ 〈zk, w〉|
and vectors
√
2yk ⊕ zk (k = 1, . . . , K) we get∫∫
Cm×Cn
γm(du)γn(dv)
K∏
k=1
(
1 +
2|〈zk, w〉|
|〈√2yk ⊕ zk, u⊕ v〉+ 〈zk, w〉|
)
≤
≤
K∏
k=1
sup
s∈C
∫
C
γ1(dt)
(
1 +
2|〈zk, w〉|
|s+ t|
)
.
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The supremum is achieved at s = 0 (which is a special case of the Anderson
inequality, see for instance [2, Th. 1.8.5 and Cor. 1.8.6]). Taking into account
that ∫
C
γ1(dt)
|t| =
2pi
pi
∫ ∞
0
1
r
e−r
2
rdr =
√
pi
we get
∫∫
Cm×Cn
γm(du)γn(dv)
K∏
k=1
(
1 +
2|〈zk, w〉|
|〈√2yk ⊕ zk, u⊕ v〉+ 〈zk, w〉|
)
≤
≤
K∏
k=1
(
1 + 2
√
pi|〈zk, w〉|
) ≤ exp(2√pi K∑
k=1
|〈zk, w〉|
)
.
Thus,
∫∫∫
Cm×Cn×Cn
γm(du)γn(dv)γn(dw)
K∏
k=1
max
(
1,
|〈yk, u〉+ 〈zk, v〉|
|〈yk, u〉+ 〈zk, w〉|
)
≤
∫∫∫
Cm×Cn×Cn
γm(du)γn(dv)γn(dw)
K∏
k=1
(
1+
2|〈zk, w〉|
|〈√2yk ⊕ zk, u⊕ v〉+ 〈zk, w〉|
)
≤
∫
Cn
γn(dw) exp
(
2
√
pif(w)
)
,
where f(w) =
∑K
k=1 |〈zk, w〉|; it is sufficient to prove that∫
Cn
γn(dw) exp
(
2
√
pif(w)
) ≤ exp(pi(A+B2)) .
It is well-known that2∫
Cn
exp(λf) dγn ≤ exp
(
1
4
λ2C2 + λ
∫
Cn
f dγn
)
for every f : Cn → R satisfying the Lipschitz condition with constant C, and
every λ ∈ R; see [2, (1.7.8)]. (The coefficient 1/4 before λ2C2 differs from the
coefficient 1/2 in [2] because the standard Gaussian measures on Cn and R2n
have different covariations.) It remains to check that, first,
∫
f dγn ≤ 1
2
√
piA,
and second, f is Lipschitz with the constant (at most) B.
2Alternatively we could use Fernique’s theorem (see for instance [2, Th. 2.8.5]), getting
worse constants.
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The former follows from the inequality
∑
k |zk| ≤ A and the fact that∫
Cn
γn(dw) |〈zk, w〉| = |zk| ·
∫
C
|t|γ1(dt) = |zk| · 2pi
pi
∫ ∞
0
re−r
2
rdr =
√
pi
2
|zk| .
Finally, the gradient of f is of the form
∑
k akzk, |ak| ≤ 1; we know that
|∑k akzk| ≤ B.
Proof of Theorem 3.1. Givenm ∈ {1, 2, . . . }, we restrict our processes ξ, η, η′
to (0, m); accordingly, we replace ‘
∑∞
k=0’ with ‘
∑m−1
k=0 ’ in (c); ‘n ∈ {1, 2, . . . }’
with ‘n ∈ {1, 2, . . . , m− 1}’ (or just ‘n = m− 1’) in (d); and ‘∫∞
0
. . . dt’ with
‘
∫ m
0
. . . dt’ in the conclusion. It is sufficient to prove this modified theorem
(for all m), since the limit m→∞ gives the original theorem.
The random variables ξt for t ∈ (0, m) span a (closed linear) subspace
G(ξ) of the Hilbert space L2(Ω) of square integrable random variables. We
choose an increasing sequence of n-dimensional subspaces G
(ξ)
n ⊂ G(ξ) whose
union is dense in G(ξ). For each n we construct a Gaussian random process
ξn on (0, m) as follows: for every t ∈ (0, m) the random variable ξn(t) is
the orthogonal projection of ξ(t) to G
(ξ)
n . We construct processes ηn in the
same way. (No need to coordinate the choice of G
(η)
n with the choice of G
(ξ)
n .)
Constructing η′n we use the natural unitary correspondence between G
(η) and
G(η
′) (namely, η′(t) corresponds to η(t) for each t), and construct η′n such that
η′n(t) corresponds to ηn(t). Thus, for every n the three processes ξn, ηn, η
′
n
satisfy Conditions (a), (b). Condition (c) is also satisfied (just because the
projection never increases norms). However, Condition (d) may be violated.
Given ε > 0, we’ll prove the theorem with C replaced by (1 + ε)C in the
conclusion (but not in Condition (c)); this is evidently sufficient.
We define measurable sets An ⊂ [0, 1) as follows: u ∈ An if and only if
the inequality
(1 + ε)2E
∣∣∣∣
m−1∑
k=0
ak
(
ξn(k + u) + ηn(k + u)
)∣∣∣∣
2
≥
m−1∑
k=0
|ak|2
holds for all a0, . . . , am−1 ∈ C. The left-hand side is increasing in n (since
ξn+ ηn is a projection of ξn+1+ ηn+1), thus A1 ⊂ A2 ⊂ . . . Also, ξn(k+ u) +
ηn(k + u) → ξ(k + u) + η(k + u) (in L2, as n → ∞); we have an increasing
sequence of quadratic forms on Cm, and their limit is strictly larger than 1
everywhere on the unit sphere. We see that u ∈ An for all n large enough;
that is, An ↑ [0, 1). We introduce Bn =
⋃m−1
k=0 (k + An) and get Bn ↑ [0, m).
On the other hand, ξn(t) → ξ(t) (as n → ∞) a.s. (martingale conver-
gence!) for each t (separately); thus, ξn(t, ω) → ξ(t, ω) for almost all pairs
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(t, ω). Also, ξn(t, ω)1Bn(t) → ξ(t, ω) (here 1Bn is the indicator of Bn). We
apply Fatou’s lemma twice. First,∫ m
0
dt ln+
|ξ(t) + η′(t)|
|ξ(t) + η(t)| ≤ lim infn→∞
∫
Bn
dt ln+
|ξn(t) + η′n(t)|
|ξn(t) + ηn(t)|
for almost all ω; and second,
E exp
∫ m
0
dt ln+
|ξ(t) + η′(t)|
|ξ(t) + η(t)| ≤ lim infn→∞ E exp
∫
Bn
dt ln+
|ξn(t) + η′n(t)|
|ξn(t) + ηn(t)| .
It remains to prove the inequality
E exp
∫
Bn
dt ln+
|ξn(t) + η′n(t)|
|ξn(t) + ηn(t)| ≤ exp
(
2pi((1 + ε)2C2 + (1 + ε)C)
)
for all n. To this end we identify both G
(ξ)
n and G
(η)
n with Cn, define a measure
µ on G
(ξ)
n ⊕G(η)n by∫
ϕ(x⊕ y)µ(dxdy) =
∫
Bn
ϕ
(
(1 + ε)ξ(t), (1 + ε)η(t)
)
dt
(for all bounded Borel functions ϕ : G
(ξ)
n ⊕G(η)n → R), and apply Prop. 3.5,
taking A and B of 3.5 both equal to (1 + ε)C.
4 An example of a splittable process
The random process considered in this section is a one-dimensional counter-
part of the random field examined in Sect. 6. Many arguments of this section
are reused in Sect. 6.
4.1 Proposition. Let ξ = (ξt)t∈R be a stationary centered Gaussian complex-
valued random process such that
E ξsξt = exp
(−0.5|s− t|2)
for s, t ∈ R. Then the stationary real-valued random process X = (Xt)t∈R
defined by
Xt = ln |ξt|+ 0.5CEuler
is splittable. (Here CEuler = 0.577 . . . is the Euler constant.)
Proof. First,
E exp |X0| ≤ exp(0.5CEuler)E max(|ξ0|, 1/|ξ0|) =
= exp(0.5CEuler)
∫
max(|z|, 1/|z|)γ1(dz) =
= exp(0.5CEuler) · 2pi
pi
∫ ∞
0
max(r, 1/r)e−r
2
r dr <∞
and
EX0 = 0.5CEuler +
∫
ln |z| γ1(dz) = 0.5CEuler + 2pi
pi
∫ ∞
0
ln r · e−r2r dr =
= 0.5CEuler + 0.5
∫ ∞
0
ln x · e−x dx = 0 .
We have to find X0, X−, X+ satisfying Conditions (a), (b), (c) of Def. 1.
Defining a map Ξ : R→ L2(R) by
Ξ(t)(s) = (2/pi)1/4 exp
(−(s− t)2) ,
we get
E ξsξt = 〈Ξ(s),Ξ(t)〉 ,
since
〈Ξ(−t),Ξ(t)〉 = (2/pi)1/2
∫
exp
(−(s− t)2 − (s+ t)2)ds = exp(−(2t)2/2) .
We split Ξ into Ξ− and Ξ+,
Ξ−(t) = Ξ(t) · 1(−∞,0) , Ξ+(t) = Ξ(t) · 1(0,∞) ;
as before, 1A is the indicator of A. Clearly,
E ξsξt = 〈Ξ−(s),Ξ−(t)〉+ 〈Ξ+(s),Ξ+(t)〉 .
(In fact, 〈Ξ−(s),Ξ−(t)〉 = Φ(−s− t) exp
(−0.5(s− t)2) and 〈Ξ+(s),Ξ+(t)〉 =
Φ(s + t) exp
(−0.5(s − t)2), where Φ(t) = (2pi)−1/2 ∫ t−∞ e−u2/2 du.) We con-
struct (on some probability space) two independent centered Gaussian com-
plex-valued random processes ξ−, ξ+ such that
E ξ−(s)ξ−(t) = 〈Ξ−(s),Ξ−(t)〉 ,
E ξ+(s)ξ+(t) = 〈Ξ+(s),Ξ+(t)〉 ,
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then the process ξ− + ξ+ is distributed like ξ. Further, we construct (on
some probability space) four independent processes ξ−− , ξ
+
− , ξ
−
+ , ξ
+
+ such that
ξ−− , ξ
+
− are distributed like ξ− each, while ξ
−
+ , ξ
+
+ — like ξ+. The four processes
ξ−− + ξ
−
+ , ξ
−
− + ξ
+
+ , ξ
+
− + ξ
−
+ , ξ
+
− + ξ
+
+ are distributed like ξ each. Also, the two
processes ξ−− + ξ
−
+ , ξ
+
− + ξ
+
+ are independent. We define X
0, X−, X+ by
X0t = ln |ξ−−(t) + ξ++(t)|+ 0.5CEuler ,
X−t = ln |ξ−−(t) + ξ−+(t)|+ 0.5CEuler ,
X+t = ln |ξ+−(t) + ξ++(t)|+ 0.5CEuler
and observe that they satisfy Conditions (a), (b); Condition (c) has to be
verified.
Using the Ho¨lder inequality and evident symmetries,
E exp
(∫ 0
−∞
|X−t −X0t | dt+
∫ ∞
0
|X+t −X0t | dt
)
≤ E exp
(
2
∫ ∞
0
|X+t −X0t | dt
)
= E exp
(
2
∫ ∞
0
(
X+t −X0t
)− dt + 2 ∫ ∞
0
(
X+t −X0t
)
+ dt
)
≤
≤ E exp 4
∫ ∞
0
(
X+t −X0t
)
+ dt = E exp 4
∫ ∞
0
ln+
|ξ+−(t) + ξ++(t)|
|ξ−−(t) + ξ++(t)|
dt =
= E exp
∫ ∞
0
ln+
|ξ˜(t) + η′(t)|
|ξ˜(t) + η(t)| dt ,
where ξ˜, η and η′ are defined by
ξ˜(t) = Rξ++(0.25t) , η(t) = Rξ
−
−(0.25t) , η
′(t) = Rξ+−(0.25t) ;
the constant R ∈ (0,∞) will be chosen later. Finiteness of this expectation
is ensured by Theorem 3.1 provided that Conditions 3.1(a,b,c,d) are satisfied
by ξ˜, η and η′ (for some R and C).
Conditions 3.1(a,b) are satisfied evidently. Condition (c) is satisfied for
C = R
∑∞
k=0 ‖Ξ−(0.25k)‖ <∞, since
∞∑
k=0
(
E |η(k + u)|2)1/2 = R ∞∑
k=0
(
E |ξ−(0.25(k + u))|2
)
1/2 =
= R
∞∑
k=0
‖Ξ−(0.25(k + u))‖ ≤ C .
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It remains to verify 3.1(d). We have
E
∣∣∣∣
n∑
k=0
ak
(
ξ˜(k + u) + η(k + u)
)∣∣∣∣
2
=
= R2E
∣∣∣∣
n∑
k=0
akξ
(
0.25(k + u)
)∣∣∣∣
2
= R2
∥∥∥∥
n∑
k=0
akΞ(0.25k)
∥∥∥∥
2
.
Now we use unitarity of Fourier transform; taking into account that
1√
2pi
∫
Ξ(t)(s)eiλs ds = (2pi)−1/4eiλte−λ
2/4
we get
∥∥∥∑
k
akΞ(0.25k)
∥∥∥2 = ∫ +∞
−∞
∣∣∣∑
k
akΞ(0.25k)(s)
∣∣∣2 ds =
=
∫ +∞
−∞
∣∣∣∣∑
k
ak(2pi)
−1/4 exp(0.25iλk)e−λ
2/4
∣∣∣∣
2
dλ =
= (2pi)−1/2
∫ 8pi
0
∣∣∣∣∑
k
ake
iλk/4
∣∣∣∣
2(∑
l∈Z
exp(−0.5(λ+ 8lpi)2)
)
dλ ≥
≥ 1√
2pi
· 8pi
(∑
k
|ak|2
)
inf
λ∈(0,8pi)
∑
l∈Z
exp(−0.5(λ+ 8lpi)2) .
It remains to choose R such that
R2 · 1√
2pi
· 8pi inf
λ∈(0,8pi)
∑
l∈Z
exp(−0.5(λ+ 8lpi)2) ≥ 1 .
5 Splittable random fields
Random fields on the plane are examined in this section. The main results are
two-dimensional counterparts of Theorem 2 and Corollaries 3, 4, formulated
below (5.2–5.4) after a two-dimensional counterpart of Definition 1.
Random processes on R (X : R × Ω → R) are defined in the beginning
of Sect. 2. Random fields on R2 (X : R2 × Ω → R) are defined similarly.
A random field X is called stationary,3 if for every s ∈ R2 the shifted field
(t, ω) 7→ X(s+ t, ω) is distributed like X .
3In other words, homogeneous.
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5.1 Definition. A stationary random field X = (Xt)t∈R2 is splittable, if it is
C-splittable (see below) for some C ∈ (0,∞).
A stationary random field X = (Xt)t∈R2 is C-splittable, if E exp |X0| ≤ C,
EX0 = 0, and there exists (on some probability space) a family of 9 random
fields Xk,l, k ∈ {−1, 0, 1}, l ∈ {−1, 0, 1}, such that
(a1) the two triples (X−,−, X−,0, X−,+) and (X+,−, X+,0, X+,+) are inde-
pendent,
(a2) the two triples (X−,−, X0,−, X+,−) and (X−,+, X0,+, X+,+) are inde-
pendent;
(b1) each Xk,l is distributed like X ,
(b2) the joint distribution of the three processes Xk,−, Xk,0, Xk,+ does
not depend on k ∈ {−1, 0, 1},
(b3) the joint distribution of the three processes X−,l, X0,l, X+,l does not
depend on l ∈ {−1, 0, 1};
(c1) E exp
∫
R
|X0,0t1,0 −Xsgn t1,0t1,0 | dt1 ≤ C,
(c2) E exp
(∫
R
|X0,00,t2 −X0,sgn t20,t2 | dt2 ≤ C,
(c3) E exp
∫∫
R2
|X0,0t1,t2 −Xsgn t1,0t1,t2 −X0,sgn t2t1,t2 +Xsgn t1,sgn t2t1,t2 | dt1dt2 ≤ C.
Of course, X−,− is an abbreviation of X−1,−1; also, sgn t is −1 for t < 0,
0 for x = 0, and +1 for x > 0.
According to Def. 5.1, all splittable random fields are stationary.
5.2 Theorem. For every splittable random field X there exists σ ∈ [0,∞)
such that for every compactly supported continuous function f : R2 → R,
lim
r→∞
λ log2 r→0
1
r2λ2
lnE expλ
∫∫
R2
f
(t1
r
,
t2
r
)
Xt1,t2 dt1dt2 =
σ2
2
‖f‖2L2(R2) .
For the proof see the end of this section.
5.3 Corollary. Let X , σ and f be as in Theorem 5.2, and σ 6= 0. Then
lim
r→∞,c→∞
(c log2 r)/r→0
1
c2
lnP
( ∫∫
f
(t1
r
,
t2
r
)
Xt1,t2 dt1dt2 ≥ cσ‖f‖r
)
= −1
2
.
5.4 Corollary. Let X , σ and f be as in Theorem 5.2. Then the distri-
bution of r−1
∫∫
f
(
t1
r
, t2
r
)
Xt1,t2 dt1dt2 converges (as r → ∞) to the normal
distribution N(0, σ2‖f‖2).
Random processes are instrumental in examining random fields. We gen-
eralize Definition 1 and Theorem 2.16 to nonstationary processes as follows.
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5.5 Definition. A random process X = (Xt)t∈R is splittable, if it is C-split-
table (see below) for some C ∈ (0,∞).
A random process X = (Xt)t∈R is C-splittable, if for every t ∈ R, first,
E exp |Xt| ≤ C, second, EXt = 0, and third, there exists (on some probabil-
ity space) a triple of random processes X0, X−, X+ such that
(a) the two processes X−, X+ are independent;
(b) the four processes X,X0, X−, X+ are identically distributed;
(c) E exp
(∫ t
−∞ |X−s −X0s | ds+
∫∞
t
|X+s −X0s | ds
) ≤ C.
5.6 Theorem. For every C ∈ (0,∞) there exist R ∈ (1,∞), δ > 0 and
M <∞ such that for every C-splittable process X ,
1
rλ2
lnE exp λ
∫ r
0
f(t)Xt dt ≤M
for all r ∈ [R,∞), λ ∈ [− δ
ln r
, 0) ∪ (0, δ
ln r
] and all measurable functions f :
R→ [−1, 1].
Proof. The proof of Theorem 2.16 (and Lemma 2.6) needs only a trivial
adaptation.
Stationary random fields can lead to nonstationary random processes as
follows. For relevance of the process V see 5.8.
5.7 Lemma. Let X be a splittable random field, Xk,l as in Def. 5.1, and
f : R2 → [−1, 1] a measurable function. Then the random process V defined
by
Vt2 =
∫
R
f(t1, t2)
(
X0,0t1,t2 −Xsgn t1,0t1,t2
)
dt1 for t2 ∈ R
is splittable. Moreover, if X is C-splittable then V is C-splittable (for the
same C).
Proof. Let X be C-splittable, and t ∈ R. We have
E exp |Vt| ≤ E exp
∫
R
|X0,0t1,t−Xsgn t1,0t1,t | dt1 = E exp
∫
R
|X0,0t1,0−Xsgn t1,0t1,0 | dt1 ≤ C ,
since the distribution of
(
X0,0t1,t2−s − Xsgn t1,0t1,t2−s
)
t1,t2∈R does not depend on s.
Clearly, EVt = 0. We define
V kt2 =
∫
R
f(t1, t2)
(
X0,kt1,t2−t −Xsgn t1,kt1,t2−t
)
dt1
for t2 ∈ R and k ∈ {−1, 0,+1}, and check Conditions 5.5(a,b,c).
38
(a) V −, V + are independent, since V − involves only X−,−, X0,−, X+,−,
while V + involves only X−,+, X0,+, X+,+.
(b) Each V k is distributed like V , since the distribution of
(
X0,kt1,t2−s −
Xsgn t1,kt1,t2−s
)
t1,t2∈R does not depend on s and k.
(c)
E exp
(∫ t
−∞
|V −s − V 0s | ds+
∫ ∞
t
|V +s − V 0s | ds
)
=
= E exp
∫
R
|V sgn(t2−t)t2 − V 0t2 | dt2 = E exp
∫
R
|V sgn t2t2+t − V 0t2+t| dt2 =
= E exp
∫
R
dt2
∣∣∣ ∫
R
dt1f(t1, t2+ t)
(
X0,sgn t2t1,t2 −Xsgn t1,sgn t2t1,t2 −X0,0t1,t2 +Xsgn t1,0t1,t2
∣∣∣ ≤
≤ E exp
∫∫
R2
|X0,sgn t2t1,t2 −Xsgn t1,sgn t2t1,t2 −X0,0t1,t2 +Xsgn t1,0t1,t2 | dt1dt2 ≤ C .
Here is a two-dimensional counterpart of Lemma 2.6(b).
5.8 Proposition. For every C ∈ (0,∞) there exist R ∈ (1,∞), δ > 0 and
M <∞ such that for every C-splittable random field X the following holds.
Let G ⊂ R2 be a rectangle of height r ≥ R, split by a vertical line in
two rectangles G1, G2. (In other words: G = [a1, a3]× [b1, b2], G1 = [a1, a2]×
[b1, b2], G2 = [a2, a3]× [b1, b2], and b2−b1 = r ≥ R.) Let f : R2 → [−1, 1] be a
measurable function. Then there exist (om some probability space) random
variables Y1, Y2 and Z such that
(a) Y1, Y2 are independent;
(b) Yk is distributed like
∫∫
Gk
f(t1, t2)Xt1,t2 dt1dt2 (for k = 1, 2);
(c) Y1 + Y2 + Z is distributed like
∫∫
G
f(t1, t2)Xt1,t2 dt1dt2;
(d) lnE expλZ ≤Mrλ2 for all λ ∈ [− δ
ln r
, δ
ln r
].
Proof. Without loss of generality we assume that a2 = 0. Using the 9 random
fields Xk,l of Def. 5.1 we define
Y1 =
∫∫
G1
f(t1, t2)X
−,0
t1,t2dt1dt2 =
∫ 0
a1
dt1
∫ b2
b1
dt2f(t1, t2)X
−,0
t1,t2 ,
Y2 =
∫∫
G2
f(t1, t2)X
+,0
t1,t2dt1dt2 =
∫ a3
0
dt1
∫ b2
b1
dt2f(t1, t2)X
+,0
t1,t2 ,
Z =
∫∫
G
f(t1, t2)
(
X0,0t1,t2 −Xsgn t1,0t1,t2
)
dt1dt2 .
Conditions (a), (b) hold evidently. Condition (c) holds, since Y1 + Y2 + Z =∫∫
G
f(t1, t2)X
0,0
t1,t2 dt1dt2.
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Lemma 5.7 applied to the function (t1, t2) 7→ f(t1, t2) · 1[a1,a3](t1) states
that the process Vt2 =
∫ a3
a1
dt1f(t1, t2)
(
X0,0t1,t2 − Xsgn t1,0t1,t2
)
is C-splittable. We
note that
∫ b2
b1
Vt2 dt2 = Z. Theorem 5.6 gives us R, δ and M (dependent on
C only) such that lnE exp λZ ≤ Mrλ2 provided that b2 − b1 = r ≥ R and
λ ∈ [− δ
ln r
, δ
ln r
].
5.9 Remark. The same holds for a rectangle split by a horizontal line,
since Def. 5.1 is symmetric w.r.t. the interchange of the two coordinates,
(Xt1,t2)t1,t2 7→ (Xt2,t1)t1,t2 .
In the following proposition, the simplest case d = 0 amounts to Prop.
1.5 plus a part (upper bound) of Prop. 1.28. The case d = 1 is used in the
proof of Th. 5.2 in two ways: via 5.20, and via 5.13 - 5.14 - 5.16 - 5.17 - 5.18
- 5.19.
5.10 Proposition. Let functions fn, gn : (0,∞)→ [0,∞] satisfy
fn+1(λ) ≤ 2
p
fn(pλ) +
p− 1
p
gn
( p
p− 1λ
)
for all n, λ and p ∈ (1,∞), and
lim sup
λ→0+
1
λ2
fn(λ) <∞
for all n. Let d ∈ {0, 1, 2, . . .}. If
lim sup
n→∞,λnd→0+
1
(2θ)nλ2
gn(λ) <∞ for some θ ∈ (0, 1) ,
then
lim sup
n→∞,λnd+1→0+
1
2nλ2
fn(λ) = lim
n→∞
lim sup
λ→0+
1
2nλ2
fn(λ) <∞ .
Proof. We take θ ∈ (0, 1), δ > 0 and N such that
sup
n≥N,λnd≤δ
1
(2θ)nλ2
gn(λ) =M <∞ .
Given n > N , we define functions hN , hN+1, . . . , hn : (0,∞)→ [0,∞] by
hk(λ) = fk(δn
−dλ) .
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Then
hk+1(λ) = fk+1(δn
−dλ) ≤ 2
p
fk(pδn
−dλ) +
p− 1
p
gk
( p
p− 1δn
−dλ
)
≤
≤ 2
p
hk(pλ) +
p− 1
p
M(2θ)k
( p
p− 1δn
−dλ
)2
=
=
2
p
hk(pλ) +
p
p− 1M(2θ)
k(δn−d)2λ2
for all p such that p
p−1δn
−dλ · nd ≤ δ, that is, p
p−1λ ≤ 1. It means that
hk+1 ≤ (hk)+[Ck] , where Ck =M(2θ)k(δn−d)2 (k = N,N +1, . . . , n−1) .
By Prop. 1.6(a),
1
2n−N
hn(λ) ≤ (1− ε)hN
( λ
1− ε
)
+
λ2
2ε(1−√θ)2M(δn
−d)2(2θ)N
for ε ∈ (0, 1) and λ ≤ εθ(n−N−1)/2(1−√θ). That is,
1
2n
fn(λ) ≤ (1− ε) 1
2N
fN
( λ
1− ε
)
+
Mλ2θN
2ε(1−√θ)2
for λ ≤ δn−dεθ(n−N−1)/2(1−√θ). (Now we may forget the functions hN , . . . , hn
and release n.) Therefore
(5.11)
lim sup
n→∞,λndθ−n/2→0+
1
2nλ2
fn(λ) ≤ 1
1− ε
1
2N
lim sup
λ→0+
1
λ2
fN(λ) +
MθN
2ε(1−√θ)2 .
On the other hand, by Prop. 1.6(b),
1
2n−N
hn(λ) ≤ (1− ε)hN
( µ
1− ε
)
+
(
µ2
2ε(1−√θ)2 +
λ
2
θm−N
1− θ
)
M(δn−d)2(2θ)N
whenever m ∈ {N + 1, N + 2, . . . , n − 1} is such that λ < 1
n−m and µ ≤
εθ(m−N−1)/2(1−√θ), where µ = λ
1−(n−m)λ . That is,
1
2n
fn(λ) ≤ (1− ε) 1
2N
fN
( λ
1− ε ·
1
1− (n−m)ndδ−1λ
)
+
+
(
λ2
(1− (n−m)ndδ−1λ)22ε(1−√θ)2 +
δλ
2nd
θm−N
1− θ
)
MθN
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provided that λ < δn−d 1
n−m and
λ
1−(n−m)ndδ−1λ < δn
−dεθ(m−N−1)/2(1 − √θ).
Assuming θn−N ≪ λnd ≪ 1
n
, we choose m such that
(λnd)2 ≪ θm−N ≪ λnd ,
then (n−m)ndδ−1λ≪ 1, δλn−dθm−N ≪ λ2 and therefore
lim sup
n→∞,λnd+1→0+,λndθ−n→∞
1
2nλ2
fn(λ) ≤
≤ 1
1− ε
1
2N
lim sup
λ→0+
1
λ2
fN(λ) +
MθN
2ε(1−√θ)2 .
In combination with (5.11) it gives us
lim sup
n→∞,λnd+1→0+
1
2nλ2
fn(λ) ≤ 1
1− ε
1
2N
lim sup
λ→0+
1
λ2
fN(λ) +
MθN
2ε(1−√θ)2 <∞ .
This inequality holds for all N large enough; we take N → ∞ and then
ε→ 0:
lim sup
n→∞,λnd+1→0+
1
2nλ2
fn(λ) ≤ lim inf
N→∞
lim sup
λ→0+
1
2Nλ2
fN(λ) .
However, evidently
lim inf
N→∞
lim sup
λ→0+
1
2Nλ2
fN(λ) ≤ lim sup
N→∞
lim sup
λ→0+
1
2Nλ2
fN(λ) ≤
≤ lim sup
n→∞,λnd+1→0+
1
2nλ2
fn(λ) ,
which means that all these numbers are equal.
Here is the corresponding lower bound.
5.12 Proposition. Let functions fn, gn : (0,∞)→ [0,∞] satisfy
fn+1(λ) ≥ 2pfn
(λ
p
)
− (p− 1)gn
( λ
p− 1
)
for all n, λ and p ∈ (1,∞). Let d ∈ {0, 1, 2, . . . }. If
lim sup
n→∞,λnd→0+
1
(2θ)nλ2
gn(λ) <∞ for some θ ∈ (0, 1) ,
then
lim inf
n→∞,λnd+1→0+
1
2nλ2
fn(λ) = lim
n→∞
lim inf
λ→0+
1
2nλ2
fn(λ) .
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Proof. Let θ, δ, N, n, hN , . . . , hn and CN , . . . , Cn−1 be as in the proof of Prop.
5.10, then hk+1 ≥ (hk)−[Ck]. We use Prop. 1.26(a,b) instead of Prop. 1.6(a,b)
and get (similarly to 5.10)
lim inf
n→∞,λnd+1→0+
1
2nλ2
fn(λ) ≥ lim sup
N→∞
lim inf
λ→0+
1
2Nλ2
fN(λ) .
However, evidently
lim sup
N→∞
lim inf
λ→0+
1
2Nλ2
fN(λ) ≥ lim inf
N→∞
lim inf
λ→0+
1
2Nλ2
fN (λ) ≥
≥ lim inf
n→∞,λnd+1→0+
1
2nλ2
fn(λ) ,
which means that all these numbers are equal.
Now we combine the lower and upper bounds, getting a generalization of
Prop. 1.28.
5.13 Proposition. Let functions fn, gn : (0,∞)→ [0,∞] satisfy
2pfn
(λ
p
)
− (p− 1)gn
( λ
p− 1
)
≤ fn+1(λ) ≤ 2
p
fn(pλ) +
p− 1
p
gn
( p
p− 1λ
)
for all n, λ and p ∈ (1,∞). Assume existence of the limit
lim
λ→0+
1
λ2
fn(λ) ∈ [0,∞)
for all n. Let d ∈ {0, 1, 2, . . .}. If
lim sup
n→∞,λnd→0+
1
(2θ)nλ2
gn(λ) <∞ for some θ ∈ (0, 1) ,
then the following limit exists:
lim
n→∞,λnd+1→0+
1
2nλ2
fn(λ) ∈ [0,∞) .
Proof. The limit exists, since lim sup and lim inf are equal; indeed, by Prop.
5.10 and 5.12 they are both equal to
lim
n→∞
lim
λ→0+
1
2nλ2
fn(λ) <∞ .
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Here are two-dimensional counterparts of 2.10, 2.11, 2.12, 2.13 and 2.15.
5.14 Proposition. For every splittable random field X and all r1, r2 ∈
(0,∞) the following limit exists:
lim
n→∞,λn2→0
1
4nλ2
lnE exp λ
∫ 2nr1
0
dt1
∫ 2nr2
0
dt2Xt1,t2 .
Proof. Let s1, s2 ∈ (0, 1]. We define functions fn : R→ [0,∞] by
fn(λ) = lnE expλ
∫∫
Gn
Xt1,t2 dt1dt2 ,
rectangles Gn of area 2
ns1s2 being
G2k = [0, 2
ks1]× [0, 2ks2] , G2k+1 = [0, 2k+1s1]× [0, 2ks2] .
Note that fn(λ) ≥ 0 by Lemma 1.29, and fn(λ) < ∞ for |λ| ≤ 2−n by (the
evident two-dimensional counterpart of) Lemma 2.5.
The rectangle Gn+1 can be split in two rectangles congruent to Gn (more-
over, shifts of Gn) by a line of length ≤ 2(n+1)/2. Prop. 5.8 (in combination
with Lemma 1.7) provides R, δ andM such that for all λ ∈ R and p ∈ (1,∞),
(5.15)
2pfn
(λ
p
)
− (p− 1)gn
( λ
p− 1
)
≤ fn+1(λ) ≤ 2
p
fn(pλ) +
p− 1
p
gn
( p
p− 1λ
)
,
where gn : R→ [0,∞] satisfy
gn(λ) ≤M · 2(n+1)/2λ2 whenever 2(n+1)/2 ≥ R and |λ|n+ 1
2
ln 2 ≤ δ .
We have
lim sup
n→∞,λn→0
1
(
√
2)nλ2
gn(λ) ≤M ·
√
2 <∞ .
Prop. 5.13 (for d = 1) ensures existence of the limit
lim
n→∞,λn2→0+
1
2nλ2
fn(λ) ∈ [0,∞) .
The same argument applied to (−X) gives us limn→∞,λn2→0− fn(λ)2nλ2 . The two
limits are equal, since both are equal to limn→∞
(
2−n−1f ′′n(0)
)
.
Given r1, r2 ∈ (0,∞), we take m and s1, s2 ∈ (0, 1] such that r1 = 2ms1,
r2 = 2
ms2 and note that
1
4nλ2
lnE exp λ
∫ 2nr1
0
dt1
∫ 2nr2
0
dt2Xt1,t2 = 2
2m · 1
22(n+m)λ2
f2(n+m)(λ) .
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5.16 Lemma. For every splittable random field X there exist σ ∈ [0,∞)
such that
lim
n→∞,λn2→0
1
4nλ2
lnE exp λ
∫ 2nr1
0
dt1
∫ 2nr2
0
dt2Xt1,t2 =
1
2
σ2r1r2
for all r1, r2 ∈ (0,∞).
Proof. Similarly to the proof of 2.11 we denote the limit (given by 5.14) by
ϕ(r1, r2), use Prop. 5.8 for proving additivity in r2 (for any given r1), as well
as in r1 (for any given r2), and conclude that ϕ(r1, r2) = cr1r2.
5.17 Lemma. The convergence in Lemma 5.16 is uniform in r1, r2 ∈ (0,M)
for every M ∈ (0,∞).
Proof. Similarly to the proof of 2.12 we use the (approximate) additivity in
r2 for any given r1 (ensured by Prop. 5.8) and get the uniform convergence
for (r1, r2) ∈ A × (0,M) for some measurable set A ⊂ (0, 2M) of Lebesgue
measure > 3
2
M . Then we use additivity in r1 (for any given r2).
5.18 Proposition. For every splittable random field X there exist σ ∈
[0,∞) such that for every a ∈ (0,∞)
lim
r→∞
λ log2 r→0
1
ar2λ2
lnE exp λ
∫ r
0
dt1
∫ ar
0
dt2Xt1,t2 =
1
2
σ2 .
Proof. Follows from Lemma 5.17 similarly to the proof of 2.13.
5.19 Lemma. For every splittable random field X there exist σ ∈ [0,∞)
such that
lim
r→∞
λ log2 r→0
1
r2λ2
lnE exp λ
∫∫
R2
f
(t1
r
,
t2
r
)
Xt1,t2 dt1dt2 =
σ2
2
‖f‖2L2(R2)
for every function f : R2 → R that is a (finite) linear combination of indica-
tors of (bounded) rectangles.
Proof. Similarly to the proof of 2.15, we apply the concatenation argument
(supported by 5.8) in t2, thus getting (via 5.18) functions f of the form
f(t1, t2) = 1(a,b)(t1)f2(t2) where f2 runs over step functions. Then we apply
the concatenation argument again, this time in t1.
Here is a two-dimensional counterpart of Th. 5.6 (see also 2.16).
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5.20 Theorem. For every C ∈ (0,∞) there exist R ∈ (1,∞), δ > 0 and
M <∞ such that for every C-splittable stationary random field X ,
1
r2λ2
lnE expλ
∫ r
0
dt1
∫ r
0
dt2f(t1, t2)Xt1,t2 ≤M
for all r ∈ [R,∞), λ ∈ [− δ
ln2 r
, 0) ∪ (0, δ
ln2 r
] and all measurable functions
f : R2 → [−1, 1].
Proof. We consider only λ > 0 (otherwise turn to (−f)). We define functions
αn : (0,∞)→ [0,∞] by
αn(λ) = sup
X,f
lnE exp λ
∫∫
Gn
f(t1, t2)Xt1,t2 dt1dt2 ;
here the supremum is taken over all measurable f : R2 → [−1, 1] and all
C-splittable X , and rectangles Gn of area 2
n are as in the proof of 5.14
(for s1 = s2 = 1). We have αn(2
−n) ≤ E |X0| ≤ C < ∞ by (the evident
two-dimensional counterpart of) Lemma 2.5. It follows by Lemma 2.3 that
lim sup
λ→0+
1
λ2
αn(λ) <∞ for all n .
Using the upper bound of (5.15) we get
αn+1(λ) ≤ 2
p
αn(pλ) +
p− 1
p
gn
( p
p− 1λ
)
,
lim sup
n→∞,λn→0+
1
(
√
2)nλ2
gn(λ) <∞ .
By Prop. 5.10 (for d = 1),
lim sup
n→∞,λn2→0+
1
2nλ2
αn(λ) <∞ .
Now the proof is finalized by the argument of the last paragraph of the proof
of 2.16.
Proof of Theorem 5.2. Similarly to the proof of Lemma 2.17, using Th. 5.20
we check that the set of all f ∈ L∞
(
(0, 1)× (0, 1)) satisfying
lim
r→∞
λ log2 r→0
1
r2λ2
lnE expλ
∫ r
0
dt1
∫ r
0
dt2f
(t1
r
,
t2
r
)
Xt1,t2 =
σ2
2
‖f‖2L2((0,1)×(0,1))
is closed. Due to 5.19, it contains all continuous functions. The rest of the
proof is similar to the proof of Th. 2.
Corollaries 5.3 and 5.4 follow from Th. 5.2 in the same way as Corollaries
3 and 4 from Th. 2.
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6 An example of a splittable field
Splittability of the random field examined in this section is significant for
Sect. 7.
We consider a centered Gaussian complex-valued random field ξ = (ξt)t∈R2
such that
E ξsξt = exp(−is ∧ t− 0.5|s− t|2)
(here s∧ t = (s1, s2)∧ (t1, t2) = s1t2− s2t1), and the real-valued random field
X = (Xt)t∈R2 defined by
Xt = α ln |ξt|+ 0.5αCEuler ;
an absolute constant α ∈ (0, 1] will be chosen later. The field satisfies
E exp |X0| <∞ and EX0 = 0 (see the proof of Prop. 4.1).
6.1 Lemma. X is stationary.
Proof. For every r ∈ R2 the random field(
exp(it ∧ r)ξt+r
)
t∈R2
is distributed like ξ, since
E exp(is ∧ r)ξs+rexp(it ∧ r)ξt+r =
= exp
(
is ∧ r − it ∧ r − i(s+ r) ∧ (t+ r)− 0.5|s− t|2) =
= exp(−is ∧ t− 0.5|s− t|2) = E ξsξt .
Therefore the random field
(
α ln |ξt+r| + 0.5αCEuler
)
t∈R2 = (Xt+r)t∈R2 is dis-
tributed like X .
We define a map Ξ : R2 → L2(R2) by
Ξ(t)(s) =
1√
pi
exp
(−it ∧ s− 0.5|s− t|2) .
The following fact is well-known, see for instance [6, (7.49)].
6.2 Lemma. E ξsξt = 〈Ξ(s),Ξ(t)〉 for s, t ∈ R2.
Proof. Using the equality
1
pi
∫
exp(iu ∧ r) exp(−|r|2) dr = exp(−0.25|u|2)
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we get
〈Ξ(s),Ξ(t)〉 =
∫
Ξ(s)(r)Ξ(t)(r) dr =
=
1
pi
∫
exp(−is ∧ r − 0.5|s− r|2 + it ∧ r − 0.5|t− r|2) dr =
=
1
pi
∫
exp
(−i(s− t) ∧ r − |r − 0.5(s+ t)|2 − 0.25|s− t|2) dr =
= exp
(−0.25|s− t|2) 1
pi
∫
exp
(−i(s− t) ∧ (r + 0.5(s+ t))− |r|2) dr =
= exp
(−0.25|s−t|2−0.5i(s−t)∧(s+t)) 1
pi
∫
exp
(−i(s−t)∧r) exp(−|r|2) dr =
= exp
(−0.25|s− t|2 − is ∧ t) exp(−0.25|s− t|2) = E ξsξt .
We introduce Ξ−,−,Ξ−,+,Ξ+,−,Ξ+,+ : R2 → L2(R2) by
Ξa1,a2(t) = Ξ(t) · Ia1,a2 , where
Ia1,a2(t1, t2) =
{
1 if sgn t1 = a1 and sgn t2 = a2,
0 otherwise
for a1, a2 = ±1. Clearly,
E ξsξt =
∑
a1,a2
〈Ξa1,a2(s),Ξa1,a2(t)〉 .
We construct (on some probability space) four independent centered Gaus-
sian complex-valued random fields ξa1,a2 such that
E ξa1,a2(s)ξa1,a2(t) = 〈Ξa1,a2(s),Ξa1,a2(t)〉
for a1, a2 = ±1; then the field
∑
a1,a2
ξa1,a2 is distributed like ξ. Further, we
construct (on some probability space) 16 random fields ξb1,b2a1,a2 (a1, a2, b1, b2 =
±1) such that
(6.3)
the 16 fields ξb1,b2a1,a2 are independent;
each ξb1,b2a1,a2 is distributed like ξa1,a2 .
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We define 9 random fields Xk,l (k, l ∈ {−1, 0, 1}), distributed like X each,
by
X0,0t = α ln
∣∣∣∣ ∑
a1,a2=±1
ξa1,a2a1,a2 (t)
∣∣∣∣ + 0.5αCEuler ,
Xb1,0t = α ln
∣∣∣∣ ∑
a1,a2=±1
ξb1,a2a1,a2(t)
∣∣∣∣ + 0.5αCEuler ,
X0,b2t = α ln
∣∣∣∣ ∑
a1,a2=±1
ξa1,b2a1,a2(t)
∣∣∣∣ + 0.5αCEuler ,
Xb1,b2t = α ln
∣∣∣∣ ∑
a1,a2=±1
ξb1,b2a1,a2(t)
∣∣∣∣ + 0.5αCEuler
for b1, b2 ∈ {−1, 1}. In order to prove splittability of X we check Conditions
(a1)–(c3) of Def. 5.1. Condition 5.1(a1) is satisfied (as well as (a2)), since the
fieldsX−,−, X−,0, X−,+ involve ξb1,b2a1,a2 for b1 = −1 only, whileX+,−, X+,0, X+,+
— for b1 = +1 only.
6.4 Lemma. Conditions 5.1(b1,b2,b3) are satisfied.
Proof. According to (6.3), the four fields ξ+,+a1,a2 are independent and dis-
tributed like ξa1,a2; therefore X
+,+ ∼ X (here ‘∼’ means ‘distributed like’).
The same holds for the four fields ξa1,a2a1,a2 , thus X
0,0 ∼ X . Similarly, Xk,l ∼ X
for all k, l ∈ {−1, 0, 1}, which is (b1).
According to (6.3), the 8-component field (ξ−,b2a1,a2)a1,a2,b2=±1 is distributed
like (ξ+,b2a1,a2)a1,a2,b2=±1. Therefore the triple (X
−,−, X−,0, X−,+) is distributed
like (X+,−, X+,0, X+,+) (which is a part of (b2)). Also, (ξa1,b2a1,a2)a1,a2,b2=±1 ∼
(ξ+,b2a1,a2)a1,a2,b2=±1, since the transformation (a1, a2, b1, b2) 7→ (a1, a2, a1b1, b2)
leaves (6.3) invariant. Therefore (X0,−, X0,0, X0,+) ∼ (X+,−, X+,0, X+,+),
which completes the proof of (b2); (b3) is similar.
6.5 Lemma. Conditions 5.1(c1,c2) are satisfied.
Proof. Restricting the field ξ = (ξt)t∈R2 = (ξt1,t2)t1,t2∈R to the line t2 = 0 we
get a process (ξt,0)t∈R distributed like the process ξ of Sect. 4. On the other
hand, the field ξ is distributed like the sum ξ−+ ξ+ of two independent fields
defined by ξa1 =
∑
a2
ξa1,a2 . Restricting ourselves to the line t2 = 0 we see
that the process (ξt,0)t∈R is distributed like the sum
(
ξ−(t, 0) + ξ+(t, 0)
)
t∈R
of two independent processes. This decomposition is similar to the de-
composition of Sect. 4 (but different; in fact, E ξ−(s, 0)ξ−(t, 0) = Φ((−s −
t)/
√
2) exp
(−0.5(s−t)2) and E ξ+(s, 0)ξ+(t, 0) = Φ((s+t)/√2) exp(−0.5(s−
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t)2
)
. Still,
∑
k ‖Ξ−(0.25k)‖ <∞, where Ξ−(t) = Ξ−,−(t, 0) + Ξ−,+(t, 0). We
introduce four random fields
ξb1a1 =
∑
a2
ξb1,a2a1,a2 ;
they are independent, and each ξb1a1 is distributed like ξa1 . Also,
(6.6)
X0,0 = α ln |ξ−− + ξ++|+ 0.5αCEuler ,
X+,0 = α ln |ξ+− + ξ++|+ 0.5αCEuler ,
X−,0 = α ln |ξ−− + ξ−+|+ 0.5αCEuler .
The argument of Sect. 4 applies, giving
E exp
(∫ 0
−∞
|X−,0t,0 −X0,0t,0 | dt+
∫ ∞
0
|X+,0t,0 −X0,0t,0 | dt
)
<∞ ,
which is (c1); (c2) is similar.
In order to verify (c3) we need a two-dimensional counterpart of Theorem
3.1.
6.7 Proposition. Let a number C ∈ (0,∞), a measurable set A ⊂ R2 and
Gaussian random fields ξ, η, η′ on A be such that
(a) ξ, η, η′ are independent;
(b) η and η′ are identically distributed;
(c) for all u, v ∈ [0, 1),∑
k,l∈Z:(k+u,l+v)∈A
(
E |η(k + u, l + v)|2)1/2 ≤ C ;
(d) for all u, v ∈ [0, 1), n ∈ {1, 2, . . . } and ak,l ∈ C (k, l = 0, . . . , n),
E
∣∣∣∣ ∑
k,l∈{0,...,n}:(k+u,l+v)∈A
ak,l
(
ξ(k + u, l + v) + η(k + u, l + v)
)∣∣∣∣
2
≥
≥
∑
k,l∈{0,...,n}:(k+u,l+v)∈A
|ak,l|2 .
Then
E exp
∫∫
A
ln+
|ξ(t1, t2) + η′(t1, t2)|
|ξ(t1, t2) + η(t1, t2)| dt1dt2 ≤ exp
(
2pi(C2 + C)
)
.
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The proof is left to the reader; it is completely similar to the proof of
Theorem 3.1.
6.8 Lemma. Condition 5.1(c3) is satisfied (for some α).
Proof. We split the given integral over R2 into 8 integrals according to sgn t1,
sgn t2 and sgn(t1 − t2). These 8 integrals being identically distributed (by
symmetry), we take one of them; using the Ho¨lder inequality and evident
symmetries,
E exp
∫∫
R2
|X0,0t1,t2 −Xsgn t1,0t1,t2 −X0,sgn t2t1,t2 +Xsgn t1,sgn t2t1,t2 | dt1dt2 ≤
≤ E exp 8
∫∫
t1>t2>0
|X0,0t1,t2 −X+,0t1,t2 −X0,+t1,t2 +X+,+t1,t2 | dt1dt2 ≤
≤
(
E exp 16
∫∫
t1>t2>0
|X0,0t1,t2 −X+,0t1,t2 | dt1dt2
)1/2
·
·
(
E exp 16
∫∫
t1>t2>0
|X0,+t1,t2 −X+,+t1,t2 | dt1dt2
)1/2
.
By (6.6),
X0,0t1,t2 −X+,0t1,t2 = α ln
|ξ−−(t1, t2) + ξ++(t1, t2)|
|ξ+−(t1, t2) + ξ++(t1, t2)|
.
Similarly to Sect. 4,
E exp 32α
∫∫
t1>t2>0
ln+
|ξ−−(t1, t2) + ξ++(t1, t2)|
|ξ+−(t1, t2) + ξ++(t1, t2)|
dt1dt2 =
= E exp
∫∫
t1>t2>0
ln+
|ξ˜(t1, t2) + η′(t1, t2)|
|ξ˜(t1, t2) + η(t1, t2)|
dt1dt2 ,
where ξ˜, η and η′ are defined by
ξ˜(t1, t2) = 2ξ
+
+
( t1√
32α
,
t2√
32α
)
,
η(t1, t2) = 2ξ
+
−
( t1√
32α
,
t2√
32α
)
,
η′(t1, t2) = 2ξ
−
−
( t1√
32α
,
t2√
32α
)
.
Finiteness of this expectation is ensured by Prop. 6.7 applied to
A = {(t1, t2) : t1 > t2 > 0}
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provided that Conditions 6.7(a,b,c,d) are satisfied by ξ˜, η and η′ (for some α
and C).
Conditions 6.7(a,b) follow from (6.3). Condition (c) is satisfied since
E |η(t1, t2)|2 = 22E
∣∣∣ξ+−( t1√
32α
,
t2√
32α
)∣∣∣2 = 4∥∥∥Ξ−( t1√
32α
,
t2√
32α
)∥∥∥2
is exponentially small whenever t1 ≫ 1 (irrespective of t2); here Ξ−(t1, t2) =
Ξ−,−(t1, t2) + Ξ−,+(t1, t2). (The condition t1 > t2 > 0 is also used.)
In order to check 6.7(d) we consider (for given u, v ∈ [0, 1)) vectors
xk = xk1,k2 = 2Ξ
(k1 + u√
32α
,
k2 + v√
32α
)
and rewrite 6.7(d) in the form∥∥∥∑
k
akxk
∥∥∥2 ≥∑
k
|ak|2 ;
here k runs over a finite subset of Z2. (The condition k1 + u > k2 + v > 0 is
now irrelevant.) We note that in general∥∥∥∑
k
akxk
∥∥∥2 ≥∑
k
|ak|2
(
‖xk‖2 −
∑
l 6=k
|〈xk, xl〉|
)
(since |akal〈xk, xl〉| ≤ 0.5(|ak|2 + |al|2)|〈xk, xl〉|), therefore the condition
‖xk‖2 −
∑
l 6=k
|〈xk, xl〉| ≥ 1 for all k
is sufficient for 6.7(d).
We have
|〈xk1,k2, xl1,l2〉| = 4 exp
(
− 0.5(k1 − l1)
2 + (k2 − l2)2
32α
)
.
Clearly,
∑
l 6=k |〈xk, xl〉| → 0 as α→ 0, uniformly in k. Choosing α such that∑
l 6=k |〈xk, xl〉| ≤ 3 we get ‖xk‖2 −
∑
l 6=k |〈xk, xl〉| ≥ 1, therefore, 6.7(d).
By Prop. 6.7, E exp 32
∫∫
t1>t2>0
(
X0,0t1,t2 − X+,0t1,t2
)
+ dt1dt2 < ∞.
By symmetry, E exp 32
∫∫
t1>t2>0
(
X0,0t1,t2 − X+,0t1,t2
)− dt1dt2 < ∞,
thus, E exp 16
∫∫
t1>t2>0
|X0,0t1,t2 − X+,0t1,t2 | dt1dt2 < ∞. Similarly,
E exp 16
∫∫
t1>t2>0
|X0,+t1,t2 −X+,+t1,t2 | dt1dt2 <∞, since
X0,+t1,t2 −X+,+t1,t2 = α ln
|∑a1,a2 ξa1,+a1,a2(t1, t2)|
|∑a1,a2 ξ+,+a1,a2(t1, t2)| = α ln
|ζ−−(t1, t2) + ζ++(t1, t2)|
|ζ+−(t1, t2) + ζ++(t1, t2)|
,
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where ζb1a1 =
∑
a2
ξb1,+a1,a2 are four independent random fields, and each ζ
b1
a1 is
distributed like ξa1 .
6.9 Remark. Similarity between Sections 4 and 6 is broken near the end; the
proof of 6.7(d) is quite different from the proof of 3.1(d). Fourier transform
works in Sect. 4 but fails in Sect. 6, since the field ξ is not stationary. This
is why α(ln |ξ| + const) is splittable for α small enough in Sect. 6, while in
Sect. 4 it is splittable for α = 1 (and in fact for all α < ∞, by the same
argument). However, it does not matter for Theorems 2 and 5.2, since their
conclusions are insensitive to such coefficients.
All conditions of Def. 5.1 are verified, and we conclude.
6.10 Theorem. The stationary random field X is splittable.
7 Random complex zeroes
Theorem 5, Corollary 6 and Corollary 7, formulated in the introduction, are
proved in this section.
The random entire function ψ(z) =
∑∞
k=0
ζkz
k√
k!
(where ζk are independent
standard Gaussian) is a centered Gaussian complex-valued random field on
C such that Eψ(z1)ψ(z2) = exp(z1z2) for all z1, z2 ∈ C. We define another
centered Gaussian complex-valued random field ξ on R2 by
ξt1,t2 = exp
(−0.5(|t1|2 + |t2|2))ψ(t1 + t2i)
and get
E ξsξt = exp(−is ∧ t− 0.5|s− t|2) ,
just as in Sect. 6.
By a test function we mean a compactly supported C2-function h : R2 →
R. Random variables
Z(h) =
∑
z:ψ(z)=0
h(Re z, Im z)
are investigated in [8] and other works;
EZ(h) =
1
pi
∫∫
R2
h(t1, t2) dt1dt2
(an immediate consequence of the Edelman-Kostlan formula), and
Z(h)− EZ(h) = 1
2pi
∫∫
R2
ln |ξ(t1, t2)|f(t1, t2) dt1dt2
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where f = ∆h, that is, f(t1, t2) =
(
∂2
∂t21
+ ∂
2
∂t22
)
h(t1, t2).
Given r ∈ (0,∞), we introduce
hr(t1, t2) = h
(t1
r
,
t2
r
)
, fr(t1, t2) = f
(t1
r
,
t2
r
)
and note that
∆hr =
1
r2
fr .
By [8, (0.6) and Sect. 3.3],
VarZ(hr) =
κ
r2
‖∆h‖2L2(R2) + o
( 1
r2
)
as r →∞ ,
where κ ∈ (0,∞) is an absolute constant.
Using X and α of Sect. 6 we have ln |ξt1,t2 | = 1αXt1,t2 +const, thus (taking
into account that
∫∫
fr(t1, t2) dt1dt2 = 0),
Z(hr)− EZ(hr) = 1
2piαr2
∫∫
R2
fr(t1, t2)Xt1,t2 dt1dt2 .
By Theorem 6.10, X is splittable. Theorem 5.2 gives σ ∈ [0,∞) (an absolute
constant) such that
lim
r→∞
λ log2 r→0
1
r2λ2
lnE exp λ
∫∫
R2
fr(t1, t2)Xt1,t2 dt1dt2 =
σ2
2
‖f‖2L2(R2) ,
that is,
lim
r→∞
λ log2 r→0
1
r2λ2
lnE exp 2piαr2λ
(
Z(hr)− EZ(hr)
)
=
σ2
2
‖f‖2 ,
or equivalently,
lim
r→∞
λ log2 r→0
1
r2λ2
lnE exp r2λ
(
Z(hr)− EZ(hr)
)
=
σ2
2(2piα)2
‖f‖2 .
It follows that
σ2
2(2piα)2
‖f‖2 = lim
r→∞
1
r2
lim
λ→0
1
λ2
lnE exp r2λ
(
Z(hr)− EZ(hr)
)
=
= lim
r→∞
1
r2
· 1
2
r4VarZ(hr) =
κ
2
‖f‖2 ,
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that is, σ = 2piα
√
κ. We get
lim
r→∞
λ log2 r→0
1
r2λ2
lnE exp r2λ
(
Z(hr)− EZ(hr)
)
=
κ
2
‖f‖2 ,
which proves Theorem 5.
By Corollary 5.3,
lim
r→∞,c→∞
(c log2 r)/r→0
1
c2
lnP
( ∫∫
fr(t1, t2)Xt1,t2 dt1dt2 ≥ cσ‖f‖r
)
= −1
2
,
that is,
lim
r→∞,c→∞
(c log2 r)/r→0
1
c2
lnP
(
2piαr2
(
Z(hr)− EZ(hr)
) ≥ cσ‖f‖r) = −1
2
.
Taking into account that σ = 2piα
√
κ we get
lim
r→∞,c→∞
(c log2 r)/r→0
1
c2
lnP
(
Z(hr)− EZ(hr) ≥ c
√
κ‖f‖
r
)
= −1
2
,
which proves Corollary 6.
By Corollary 5.4, the distribution of r−1
∫∫
fr(t1, t2)Xt1,t2 dt1dt2 converges
(as r →∞) to the normal distribution N(0, σ2‖f‖2). That is,
2piαr
(
Z(hr)− EZ(hr)
)→ N(0, σ2‖f‖2) in distribution.
and therefore
r
(
Z(hr)− EZ(hr)
)→ N(0,(σ‖f‖
2piα
)2)
= N(0, κ‖f‖2) in distribution,
which proves Corollary 7.
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