This paper presents the application of an adaptive output feedback control design for an aeroelastic genetic transport model. The adaptive design uses a novel parameter dependent Riccati equation approach. The adaptive controller is intended to augment a nominal, fixed gain, observer based output feedback control law. Although the formulation is in the setting of model following adaptive control, the realization of the adaptive controller does not require implementing the reference model. In this regard, the cost of implementing the adaptive controller, above that of a fixed gain control law, is far less than that of other methods. In addition, it is applicable to output feedback adaptive control design for non-minimum phase plants.
I. Introduction
Research in adaptive output feedback control of uncertain nonlinear systems is motivated by the many emerging applications that employ novel actuation devices for active control of flexible structures and fluid flows. These applications include actuators such as piezo-electric films and synthetic jets, which are typically nonlinearly coupled to the plant dynamics they are intended to control. Models for these applications vary from accurate low frequency models to models that crudely approximate the true dynamics even at low frequencies. Examples of applications include active damping of flexible structures, control of aeroservoelastic aircraft, and active control of flows. Adaptive control can be used to satisfy performance requirements in the presence of large scale parameter uncertainty, and improved safety in the event of actuator failure.
The adaptive output feedback approach used in this paper is taken from Ref. 1 . It assumes that a state observer is employed in the nominal controller design. The observer design is modified and employed in the adaptive part of the design. This is combined with a novel adaptive weight update law. The weight update law ensures that estimated states follow both the reference model states and the true states so that both state estimation errors and state tracking errors are bounded. Although the formulation is in the setting of model following adaptive control, the realization of the adaptive controller uses the observer of the nominal controller in place of the reference model to generate an error signal. Thus the only components that are added by the adaptive controller are the realizations of the basis functions and the weight adaptation law. The realization is even less complex than that of implementing a model reference adaptive controller in the case of state feedback. The stability analysis employs a Lyapunov candidate function that entails the solution of a parameter dependent Riccati equation (rather than a Lyapunov equation) to show that all error signals are uniformly ultimately bounded (UUB). It is shown how the upper limit for the Riccati equation parameter is employed in the design of the adaptive law, and also influences the ultimate bounds for the state estimate error and the adapted weight error.
The paper is organized as follows. Section II provides preliminaries related to model reference adaptive control (MRAC), the control objective, a standard Luenberger observer, and a weight update law for the output feedback adaptive control design. This section also provides a theorem and corollaries that state the conditions under which the error signals are UUB and provides expressions for the ultimate bounds. Section III provides application results for the aeroelastic GTM model to illustrate the proposed approach. Conclusions are given in Section IV.
II. A Parameter-dependent Riccati Equation Approach to Output Feedback Adaptive Control Design
Consider the uncertain system given by:
where A p ∈ R n p ×n p , B p ∈ R n p ×m , and C ∈ R m×n p are known system matrices; x(t) ∈ R n p is the state vector; u(t) ∈ R m is the control input; ∆(·) : R n → R m is the unknown matched uncertainty; y(t) ∈ R m is the regulated output vector, m elements of which are to be regulated; and the triple {A p , B p ,C p } is minimal.
Remark 2.1. The system given by (1) assumes that the control input vector and the regulated output vector have the same dimension. For the case when the dimension of the control input vector is larger than the dimension of the regulated output vector, due to redundant actuation, one can use matrix inverse and pseudo-inverse approaches, constrained control allocation, pseudo-controls, and daisy chaining [4] [5] [6] to reduce the dimension of the control input vector to the dimension of the regulated output vector. Furthermore, the system can have a sensed output vector denoted by
where y s (t) ∈ R l p , C s ∈ R l p ×n p , l p ≥ m such that the elements of y(t) are a subset of the elements of y s (t).
We will consider the situation in which there is a state observer based nominal controller in which the control of the regulated outputs that are commanded include integral action, whereas the regulated outputs that are not commanded are subject to proportional control. Let
where y 1 (t) ∈ R r , r ≤ m, is regulated with proportional and integral control to track a given command vector r(t) ∈ R r , y 2 (t) ∈ R m−r is regulated with proportional control, C p1 ∈ R r×n p , and C p2 ∈ R (m−r)×n p . The integrator dynamics are defined byẋ
where x int (t) ∈ R r . Considering (1) and (4), the augmented dynamics become:
where
, and n = n p + r. In addition, the augmented sensed output vector becomes
whereȳ s (t) ∈ R l ,C s ∈ R l×n , l = l p + r. Consider the state observer based nominal control law given by
where K x ∈ R m×n is known feedback matrix, K r ∈ R m×r is known feedforward matrix, andx(t) ∈ R n is an observer estimate of x(t) given byẋ
with L ∈ R n×l being the observer gain matrix designed such that A e ≡ A − LC s ∈ R n×n is Hurwitz. This implies that the gain K x has been designed usingx(t) = x(t) with ∆(x p (t)) = 0, so that y(t) is regulated and y 1 (t) tracks r(t) to within some set of specifications on both the transient and steady state performance. Define the reference model:ẋ
where x m (t) ∈ R n is the model state, A m = A − BK x is Hurwitz by design, and B m = BK r . The gains of the nominal control law are designed for the system in (1) assuming full state feedback, with ∆(x p (t)) = 0, so that y(t) tracks y m (t).
Assumption 2.1. The matched uncertainty in (1) can be linearly parameterized as
where W ∈ R s×m is an unknown constant ideal weight matrix that satisfies W = ω * , β (·) : R n → R s is a known basis vector of the form β (
T with |β (x p )| ≤β , and ε(x p ) is the residual error satisfying |ε(x p )| < ε for a sufficiently large domain D ⊂ R n .
Assumption 2.2.
The basis function β (·) in (11) is Lipschitz continuous on D
The adaptive control objective is to preserve the objective of the nominal control design in the presence of un-certainty, without excessive control effort. The nominal control law u n (t) given by (8) is augmented by an adaptive control u ad (t)
andx p (t) is an estimate of x p (t) obtained using a state observer given by (9) . The state observer in (9) is regarded as a part of the nominal control design.
Denote the state estimation error, the estimated state tracking error, the tracking error, and the weight estimate error as:x
The dynamics for the state estimation error,x(t), and the estimated state tracking error,ê(t), are described as:
Consider the parameter dependent Riccati equation
where Q 0 ≥ 0 and 0 < µ <μ defines the set within which there exists a positive definite solution for P. Note that N = 0 corresponds to the situation in which {A e , B,C} is positive real. The asymptotic approach in Ref. 7 is aimed at reducing the size of N, whereas in our approach N = 0 is treated as giving rise to a parameter dependent Riccati equation. Furthermore, consider the following weight update laẇ
where γ ∈ R, σ ∈ R are positive adaptation gains, andỹ(t) = y(t) −ŷ(t).
Remark 2.2. The structure of the adaptive law in (18) is novel in that it contains an additional term depending on µ, the parameter in the Riccati equation in (17). Figure 1 shows the overall adaptive output feedback control system architecture. It should be noted that the reference model is not used in the adaptive output feedback design. The observer serves as the reference model. Its dynamics are the same as the reference model if u ad (t) cancels ∆(x), and in this case the observer error transientỹ(t) goes to zero. So in the end the components that are added to the baseline controller design in order to realize the adaptive control consist of computing the basis functions, forming the adaptive law, and integration ofẆ (t). Remark 2.3. P > 0 for µ = 0 and P depends continuously on µ. Therefore the existence ofμ > 0 is assured.
Remark 2.4.
If N = 0 in (17) then it follows that we have:
which implies that the transfer function associated with the system G(s) = C(sI n − A e ) −1 B is positive real. In this case (17) reduces to a Lyapunov equation associated with the state estimation error dynamics in (16), which is usually employed in the stability analysis of adaptive system, andμ = ∞. This suggests that for the purpose of adaptive control design, when m > 1, it is advantageous to define a new measurement by taking a linear combination of the existing measurements
where M ∈ R m×m is a norm preserving transformation that minimizes a norm measure of N o where
with P o defined as the value of P that satisfies the Lyapunov equation in (19). Taking the Frobenius norm as a measure, it can be shown that the solution for M that minimizes N o F subject to the constraint MC F = C F is given by: The next lemma shows that (17) can be solved for P > 0 using Potter's method. 8 This also means thatμ can be determined by searching for the boundary value that results in a failure of the algorithm to converge. We employ the notation Ric(·) and dom(Ric) as defined in Ref. 9.
Lemma 2.1. Define the Hamiltonian matrix
where Q ≡ Q 0 + µCC T and R ≡ BB T . Then for all 0 < µ <μ, H ∈ dom(Ric) and P = Ric(H).
Proof:
The proof follows from Lemmas 3 and 4 in Ref. 9 .
The uncertainty estimation error∆(t) can be written as
Hence the system error dynamics (16) can be rewritten as:
The next theorem states the main result.
Theorem 2.1. Consider the system comprised of the plant dynamics in (1) and the control law given in (13), made up of the nominal control law in (8) and the adaptive control law in (14), together with the state observer in (9) and the weight update law in (18) Figure 2 we have added the condition that r < R, which implies an upper bound on γ. It can be shown that in this case the upper bound must be such that λ min (P) = γ −1 . With r defined by (26) and λ min (P) = γ −1 , the condition r < R implies
Therefore, the meaning of 'D ζ sufficiently large' in Corollary 3.1 is that R > γλ max (P)Ψ 2 1 + Ψ 2 2 and ζ (0) ⊂ B R . The meaning of 'D sufficiently large' is difficult to characterize since x(t) depends on both r(t) and x(0). UUB by r(1 + v) , where
Proof: See Ref. 
III. Application to the Aeroelastic Model of Longitudinal Dynamics of GTM
This section formulates a state space model of the rigid body pitch dynamics coupled with the flexible body dynamics. The details for this modeling are given in Ref. 2 . It then explains how both the nominal and adaptive portions of the control design were performed, and presents sample simulation results that illustrate both nominal performance and performance under several cases of uncertainty and external disturbances. Realistic levels are senor noise are included in all of the results.
For the configuration with 50% fuel, and with an altitude of 30000 feet and a Mach number of 0.8, a linearized model under nominal conditions ∆(x p (t)) = 0 is obtained in the form of (1) with 
with the state vector being defined as x p (t) = [α(t), q(t), w(t), θ (t),ẇ(t),θ (t)] T , where α(t) denotes the angle of attack, q(t) denotes the pitch angular rate, w(t) denotes the bending modal amplitude, and θ (t) denotes the torsional modal amplitude. The control input is defined as u(t) = [δ e (t), δ f1 (t), δ f2 (t), δ f3 (t), δ f4 (t), δ f5 (t), δ f6 (t)] T , where δ e (t) denotes the elevator deflection and δ fi (t), i = 1, 2, . . . , 6 denote symmetric flap deflections. The regulated output is defined as y(t) = [q(t), w o (t), θ o (t)] T , where w o (t) = 2w(t)/(b/2) and θ o (t) = √ 2θ (t) denote the wing bending and torsion angles at the wing tips, respectively, and b is the wing span.
For the model described above, a control allocation matrix was designed to create a square system in the form of (1) 
of the regulated output variables. A singular value decomposition ofB p = USV T reveals that there are three significant singular values. Let G ca denote the control allocation matrix, so that u(t) = G ca u f (t), and Bp in (1) becomes B p =B p G ca . Choosing G ca as the first three columns of V , and letting s i denote the corresponding singular values, then since both U and V are orthonormal matrices, it follows that
where U i denotes the i th column of U. Examining these three columns reveals that:
From (33) it is evident that selecting G ca in this manner provides nearly independent, relative degree one control of w(t), q(t), and θ (t), with respective control effective gains s 1 , s 2 , and s 3 . However, we chose instead to define G ca in such a way that the elements of u f (t) regulate the outputs in order that they are defined in (31), with unity control effectiveness gains. Thus, G ca was chosen as 
where the boxed entries can nearly be viewed as 1, −1, and 1, respectively, and the others are nearly 0. This verifies that with G ca as the control allocation matrix, we have nearly decoupled control of the regulated output variables, and effectiveness of each fictitious control is balanced (nearly unity).
Computing the transmission zeros for the triple (A p , B p ,C p ) shows that the system has only one transmission zero at 3.17, which is non-minimum phase. Therefore, when designing the controller using LQG theory, we should not expect to be able to recover the guaranteed phase margins of an LQR design. It also means that the output feedback adaptive control approach used to augment the nominal controller should be applicable to non-minimum phase systems. For example, the design approaches in Refs. 7, 10, 11 are not applicable.
The sensed output vector in (2) is taken asȳ s (t) = [y T (t), A z (t), x int ]
T , where A z (t) denotes the normalized acceleration at the aircraft center of gravity and x int denotes the integrator state defined byẋ int = r(t) − q(t). The measurement equation for A z (t) was obtained using the relationship
where U 0 is the equilibrium speed and g is the acceleration due to gravity.
Our simulation includes the effect of actuator dynamics, measurement noise, and analog pre-filtering of the y s (t). The actuator models each have a bandwidth of 12Hz, an amplitude saturation of ±30 degrees, and a rate saturation of ±100 degrees per second. To model sensor noise, we assumed independent band-limited white noise processes with correlation time constants of 0.001 seconds and noise power levels of 3 × 10 −9 , 6 × 10 −9 , 6 × 10 −9 , and 1 × 10 −5 for the elements of y s (t), respectively. The pre-filters each have a bandwidth of 16Hz, which is well beyond the bandwidth of the nominal control design.
The eigenvalues of the rigid aircraft's short period mode, obtained from the 2 × 2 upper left matrix partition of A in (29), are −0.85 ± 1.53 j. The eigenvalues of the aircraft's two flexible modes, obtained from the 4 × 4 lower right matrix partition of (29), are −2.56 ± 8.55 j and −1.07 ± 11.84 j. These correspond to a bending and a torsion mode, respectively. The spectrum of A is ρ(A) = {−0.23 ± 12.31 j, −3.76 ± 8.26 j, and −0.51 ± 0.50 j}, which suggests that there is a significant one-way coupling between the aeroelastic modes and the rigid body dynamics of the aircraft.
LQG theory was used to design the nominal controller, with PI control for tracking a pitch rate command, and proportional control regulation of the wing bending and torsion angles. Thus, C 1 in (3) becomes [1, 0, 0, 0, 0, 0] and the augmented system has dimension n = 7. The controller gain matrix (K x ) was obtained using
to penalize x(t), and
to penalize u(t). This results in 
The command r(t) is also fed forward so that the first column in K x multiplies the error between r(t) andq(t), so K r in (8) is simply the negative of the first column in K x in (39).
The observer gain matrix (L) was obtained as follows. The command and disturbance input columns were scaled and combined into a matrix, B 1 , to form a nominal process noise intensity matrix Q nom = B 1 B T 1 . To this we added a loop transfer recovery (LTR) fictitious noise term 12 to form the total process noise matrix Q L = Q nom + ρ 2 B 2 B T 2 , where ρ is the LTR gain, and
The LTR gain was chosen as ρ = 1. A modest value was used since the system has a non-minimum phase zero. The resulting process noise intensity matrix is: 
and
.
The observer gain matrix (L) that resulted from the above choices is: Figure 3 presents the performance of the nominal control system in the absence of uncertainty, and without external disturbances. The effect of sensor noise in tracking step commands in pitch rate is evident in the upper left sub-figure.
The fictitious controls and actual control surface responses are shown in the first two sub-figures in the bottom row. Note that while the fictitious control is largely made up u f1 (t), there is significant allocation of this control to the flaps. Figure 4 presents the measurement responses and their estimates. The upper left portion of Figure 4 shows that there is a significant amount of sensor noise. The effect of sensor noise is most evident in the estimate of the torsional rate.
For the adaptive control design we used a combination of bias term and sigmoidal basis functions of the form 
hence y o (t) = MCy(t) was used as the system output instead of y(t) when computingỹ(t) for use in the adaptive law in (18) . In what follows we illustrate the performance of this adaptive design. 
Time [s]
u(t)
[deg] 
[Gs] 
A. Nonlinear Uncertainty
We consider the case when there exists a nonlinear uncertainty
in the system dynamics (1). Figure 5 shows the responses with nominal control and Figure 6 shows the responses with adaptive control. The response with nominal control eventually goes unstable, whereas the response with adaptation is stable, and the tracking performance is nearly as good as that observed in Figure 3 without uncertainty. 
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B. External Disturbance
We consider the case when a disturbance d(t) = 2.5sin(t) is applied to the system in the forṁ
where E p = [0, 1, 0, 0, 1, 1] T . Figure 7 shows the nominal control response and Figure 8 shows the adaptive control response, in which the tracking performance is improved with adaptation. 
C. Nonlinear Uncertainty and External Disturbance
The previous two uncertainties are combined in this case. Figure 9 shows that the adaptive control response remains stable and its tracking performance is still reasonably well maintained. 
Az(t) Figure 9 . Pitch rate and elevator responses with adaptive control for the case of nonlinear uncertainty and external disturbance.
D. Change of Inertia
Next we illustrate an example of parameter change, as might be caused by structural damage, in which the moment of inertia is reduced by 5% of its nominal value when t = 6 seconds. Figure 10 shows that the response with nominal control becomes unstable, whereas Figure 11 shows that the effect of this sudden change is noticeable, but the tracking performance is still reasonable. Figure 12 shows that the estimation performance of the observer is somewhat degraded by the uncertainty in this case. 
IV. Conclusion
A parameter dependent Riccati equation approach to output feedback adaptive control architecture has been applied to an aeroelastic model of longitudinal dynamics of a generic transport model. The design method is applicable to non-minimum phase systems. The simulation results show that the proposed output feedback adaptive approach is effective in treating modeling uncertainty in flight control design for a flexible aircraft.
