Abstract. We define for a class of even dimensional asymptotically hyperbolic manifold (X, g) a natural generalized Krein spectral function ξ (on R) with derivative the renormalized trace of the spectral measure of the Laplacian. It is related to the scattering operator S(λ) of ∆g by −2πi∂zξ(z) = TR(∂z S(
Introduction
A large natural class of complete Einstein non-compact manifold has recently been the subject of extensive interests, though its study actually began in the eighties with Mazzeo-Melrose [23] and Fefferman-Graham [7] . Namely, these are Poincaré-Einstein manifolds which are defined to be (n + 1)-dimensional Riemannian non-compact manifold (X, g) such that X compactifies in a smooth manifold with boundaryX and (1) for any smooth boundary defining function x of the boundary M := ∂X (which may be thought as the geometric infinity of X) the metric x 2 g extends smoothly as a metric toX. (2) g is asymptotically Einstein with negative Ricci curvature, that is Ric(g) + ng = O(x n−2 ).
A first interesting property of Poincaré-Einstein manifolds is that they induce a conformal class on the boundary M , the conformal class [x 2 g| T M ] of x 2 g| T M called conformal infinity, arising from the non-uniqueness of the boundary defining function x. The second one is that for any conformal representative h 0 ∈ [x 2 g| T M ], there exists a unique (near M ) boundary defining function of M such that the metric decomposes as
where h(x) is a smooth family of metric on M and h(0) = h 0 , then h(x) has an expansion at x = 0 of the form
with h 2i+1 = 0 if 2i + 1 < n and h 2i is locally determined (by Einstein equation) by h 0 if 2i < n (determination conditions also hold for Tr h0 (h n )). It is then natural to expect extracting natural conformal invariants of the conformal infinity of g from the studies of Riemannian invariants and natural operators of g like the Laplacian ∆ g . This is what Fefferman-Graham [7, 8] or Graham-Zworski [12] showed, the latter relating for instance natural conformal operators on M to residues of the scattering operator S(λ) of g, S(λ) being an operator on M that arises when we solve the natural Poisson problem at energy λ(n − λ) for this geometry.
A larger class of manifolds which will be of interest in this work is composed of asymptotically hyperbolic manifold, these are manifolds (X, g) which satisfy conditions (1) and admit a boundary defining function x such that the metric can be written under the form (1.1). Such a metric will be called even modulo O(x 2k+1 ) if h 2i+1 = 0 for i < k in (1.1), it is proved in [13] to be invariant with respect to x as long as x induces a model form like (1.1) -these boundary defining functions will be qualified of model. Another fact due to Fefferman-Graham is that for any compact manifold M equipped with a conformal class [h 0 ], there exists a unique modulo O(x n ) Poincaré-Einstein manifold with that conformal infinity, moreover if n is odd there exists a unique modulo O(x ∞ ) Poincaré-Einstein manifold even modulo O(x ∞ ) with that conformal infinity and satisfying Ric(g) + ng = O(x ∞ ), then the (h i ) i are all locally determined by h 0 . We will call this case an even Poincaré-Einstein manifold.
The Laplacian on an asymptotically hyperbolic manifold has absolutely continuous spectrum σ ac (∆ g ) = [ ). It is somewhat natural to use spectral parameter λ(n − λ), then Mazzeo-Melrose [23] , completed recently by [13] , proved that if g is even modulo O(x 2k+1 ), the resolvent R(λ) = (∆ g − λ(n − λ)) −1 extends meromorphically from {ℜ(λ) > n 2 } (where it is bounded on L 2 (X, dvol g )) to C \ { (∆ g ) = (2π)
and the spectral measure dΠ is its "derivative" (by abuse of language 2tdΠ(t 2 ) will also be called spectral measure) dΠ(t 2 ) = i 2π R( n 2 + it) − R( n 2 − it) , t ∈ (0, ∞).
Mimicking the case of compact manifold, one could try to compute the trace of Π(t 2 ), which in the compact setting is the counting function of eigenvalues of ∆ g , the trace of dΠ(t 2 ) is then understood in the compact case as a sum of Dirac masses supported at the eigenvalues. Of course in our case Π(t 2 ) is not trace class and one can not expect similar results. It turns out however that there is a perturbation theory developped by Birman and Krein where one can compute a trace of the difference of two spectral projectors associated to close operators P 0 , P 1 , it induces a distribution ξ defined by Tr(f (P 1 ) − f (P 0 )) =:
and is called Krein's spectral shift function. A result of Birman-Krein [5] is that −2πiξ is actually the phase of the determinant of the relative scattering operator, the latter is a unitary operator on a Hilbert space related to the absolutely continuous spectrum of P 0 , which in geometric cases is L 2 of the geometric infinity of the manifold. In our setting, there is definitely a lack of global model, which is the main difficulty of developping Krein's theory. However, due to the relative regularity of the metric at infinity, there is a natural Hadamard renormalization scheme for integrals that do not converge. As far as we know, it has first been used by Guillopé-Zworski [17] in this setting but it is adapted from the b-renormalization of Melrose [24] . If u is a smooth function on X which has a polyhomogeneous expansion at the boundary u(x, y) ∼ where FP stands for "finite part", which means that we keep the constant term in the expansion. It actually depends on x only if I ∈ n − N 0 but Albin [1] showed that if n is odd and if the metric is even modulo O(x n ) with Tr h0 (h n ) = 0 in (1.2) then the 0-integral of u is independent of x if in addition u satisfies evenness conditions in its expansion. Note that the required conditions on the metric in [1] are satisfied for Poincaré-Einstein manifolds and for asymptotically hyperbolic manifolds even modulo O(x n+1 ). One may then expect to compute a renormalized trace, called 0-Trace, of operators K with Schwartz kernels κ by setting 0-Tr(K) := 0 κ| diag where diag is the diagonal of X × X, at least when the 0-integral exists. This 0-Trace was strongly used in [17] for instance to obtain spectral asymptotics on Riemann surfaces. We first prove in this paper that Theorem 1.1. If (X, g) is asymptotically hyperbolic even modulo O(x n+1 ) and n = dim X − 1 is odd, then the 0-Trace of the spectral measure 2tdΠ(t 2 ) is well-defined for t > 0, extends to t ∈ R analytically and is independent of the choice of model boundary defining function x.
Note that Albin [2] proves independently that the 0-Trace of the heat operator on forms renormalizes with same conditions on the metric. We can formally compute 0-Tr(f (∆ g )) for f ∈ C ∞ 0 (R) by pairing f with the function t → 0-Tr(2tdΠ(t 2 )). It is also natural to call ξ(t) := t 0 0-Tr(2udΠ(u 2 ))du the generalized Krein function of ∆ g and a guess from Birman-Krein theory is that the scattering operator should be related to ξ. A reason of that guess is also given in the paper of Carron [6] , where it is proved that the spectral shift function for the comparison of the Laplacian on X with the Laplacian on X \ {x = ǫ} with Dirichlet condition is essentially given by the generalized determinant of the Dirichlet-to-Neumann map on {x = ǫ}. In our setting, the scattering operator can be undesrtood as a Dirichlet-to-Neumann map at infinity, let us then recall its definition. It is proved by Joshi-Sa Barreto [20] and Graham-Zworski [12] that for ℜ(λ) = n 2 and f ∈ C ∞ (M ), there exists a unique solution of (∆ g − λ(n − λ))u = 0 that satisfies u = x λ u 1 + x n−λ u 2 with u i ∈ C ∞ (X) and u 2 | M = f . The scattering operator (actually modified by the Gamma factors) is the map
it is an elliptic ΨDO on M of order 2λ − n and extends meromorphically in λ, one would then expect its determinant to be related to 0-Tr(Π(t 2 )), but this determinant has to be defined.
In the papers [18, 19] , Kontsevich and Vishik introduced a generalized trace functionnal TR on classical pseudo-differential operators (denoted ΨDO) on an n-th dimensional compact manifold M , we call it the KV-Trace. It is constructed as follows:
where ℜ(s) > (ℜ(z) + n)/p and P is any positive self-adjoint elliptic operator of order p ∈ N. It is shown that f (A, s) has a meromorphic extension in s ∈ C with simple poles and analytic at s = 0. The KV-Trace of A is then defined TR(A) := f (A, 0) and [18] show that is is independent of P and is a trace in the sense that it vanishes on the commutators, it is moreover the usual trace if A is trace class. However if A is of integer order (in particular for differential operators), there is in general a pole at s = 0, the residue is called Wodzicki-residue, this is also a trace and it can be expressed as the integral on the unit cotangent bundle S * M of the term of homogeneity −n in the total symbol expansion of a(y, ξ) ∼ ∞ i=0 a z−i (y, ξ) of A in homogeneous terms
defined globally (independent of coordinates, though a −n is). If the manifold is odd-dimensional (n odd), there is actually a natural class of pseudo-differential operators of integer order that contains the differential operators and whose Wodzicki-residue vanishes, this class can be defined by transmission conditions or regular parity of the homogeneous terms in the expansion of its total symbol in coordinates, the condition is a l (y, −ξ) = (−1) l a l (y, ξ) for any l ≥ −n and the KV-Trace is then well-defined for that class. Lesch [21] extended this KV-Trace to ΨDO's which are not classical but have log terms in the symbol expansion and are of non-integer order. For odd-dimensional compact manifold we extend the KV-Trace to ΨDO's of integer order but with log-polyhomogeneous terms in the symbol expansion and satisfying regular parity, in a sense. Actually the reason is the following: since for λ > n 2 the (modified) scattering operator S(λ) is an elliptic self-adjoint operator of order 2λ − n with positive principal symbol, one can define the Kontsevich-Vishik generalized determinant (modeled on Ray-Singer determinant) of S(λ)
where log S(λ) can be taken with respect to some cut in the complex plane. Then at least formally, the logarithmic derivative is
and it turns out that ∂ λ S(λ)S −1 (λ) is a ΨDO of order 0, which is not classical but with logpolyhomogeneous terms in the local total symbol expansion. We thus show that this operator has the regular parity if the metric g on X is even modulo O(x n+1 ), therefore with well-defined KVTrace. In some sense the "renormalizability" of the 0-Trace of operators on X (i.e. independence with respect to boundary defining functions) transforms into "renormalizability" of the KV-Trace at infinity M = ∂X (i.e. extension of the KV-Trace to integer order ΨDO's).
) is an asymptotically hyperbolic manifold even modulo O(x n+1 ) and n is odd, then we have the meromorphic identity in C \ (−N ∪ n + N)
If g is even modulo O(x ∞ ), then the identity holds meromorphically in C.
The natural notion of multiplicity for a resonance λ 0 (i.e. a pole of R(λ)) turns out to be
where Res λ0 means residue at λ 0 . Using previous work [14] , we show that ∂ λ S(λ)S −1 (λ) has only first order poles with integer residues given by the resonances multiplicities plus some conformal invariants of M , this is used to obtain Theorem 1.3. If g is even modulo O(x ∞ ) and n odd, the function det S(λ) extends meromorphically to C with divisor
Moreover det S(λ) is a conformal invariant of the conformal infinity (M, [h 0 ]), the function e −2iπξ(z) has a meromorphic extension and
is a conformal invariant of the conformal infinity depending only on the 2k first derivatives
any model boundary defining function of M inX. For an even Poincaré-Einstein manifold, it is the determinant of the k-th GJMS conformal Laplacian of [9] .
In other words, the Krein function ξ is expressed as a scattering phase (a phase of det S(λ)). Note that if g is even Poincaré-Einstein, P k = S(n/2 + k) is (modulo the pure point spectrum) the k-th GJMS conformal laplacian of [9] on the conformal infinity (M, [h 0 ]), as proved by Graham-Zworski [12] .
As a corollary, this result gives another proof of Theorem 1.5 of Patterson-Perry [27] relating the divisors of Selberg zeta function to resonances for even dimensional convex co-compact hyperbolic manifolds, using that det S(λ) has an explicit relation with Selberg zeta function. We actually obtain Theorem 1.4. Let X = Γ\H n+1 be a convex co-compact quotient of even dimension, P k be the GJMS k-th conformal Laplacian of its conformal infinity, χ(X) be the Euler characteristic ofX and Z(s) be the Selberg zeta function of the group Γ. Then
where the integrals are contour integrals avoiding singularities, the final result being independent of the contour.
This result also gives a functional equation for the Selberg zeta function, a fact which is well-known for compact quotients.
This work leads to several interesting questions, for example one can conjecture the Weyl asymptotic
where 0-vol(X) is a conformal invariant of the conformal infinity, the renormalized volume defined by the 0-integral of 1 (see [11] ). We actually show in this paper that Proposition 1.5. For a convex co-compact quotient X = Γ\H n+1 with dimension of the limit set δ < n/2, we have the Weyl asymptotic
Other natural questions would be for example to see if det S(λ) determines the metric g, or try to deduce an exact trace formula for the wave operator as in [16] . Another important step would be to understand the delicate case of n + 1 odd where things do not renormalize correctly.
The paper is organized as follows: we first describe the Kontsevitch-Vishik trace and its extension to odd log-polyhomogeneous ΨDO's in odd dimension. Then, we recall results of scattering theory, we show the renormalizability of the 0-Trace of the spectral measure and compute this 0-Trace in function of the scattering operator S(λ). We finally define Kontsevitch-Vishik determinant of S(λ) and its relation with Krein's function.
Notations: We use 3 traces and 2 determinants in this work, the usual trace (on trace class operators) is denoted Tr, the 0-Trace is written 0-Tr, the Kontsevitch-Vishik trace is denoted TR, whereas the Fredholm determinant for operators of the form "Id+ trace class" is denoted det Fr and the Kontsevitch-Vishik determinant is simply written det.
2. The KV-Trace and odd log-polyhomogeneous pseudo-differential operators Let M be a compact manifold of dimension n. We will denote by Ψ m (M ) (m ∈ C) the space of classical pseudo-differential operators on M , that is A ∈ Ψ m (M ) if its local symbol σ A (y, ξ) in a chart has an expansion
this condition is actually independent of the choice of coordinates. By use of Fourier transform it can be rephrased in term of the Schwartz kernel A(y, y ′ ) of A by the fact that in each chart U of M with coordinates y = (y 1 , . . . , y n ) ∈ R n there exist distributions A i ∈ C −∞ (U × R n ) homogeneous of degree −m − n + i in the second variable (this is just the Fourier transform A i (y, z) = F ξ→z a m−i (y, ξ)), smooth in the first variable, such that near the diagonal in U × U
where we used y := π * L y, y 
near the front face can be decomposed as the lift by β of a smooth function on M × M \ diag M which near (y, y) ∈ M × M can be written as f (y, r, w) with f smooth and r = |y − y ′ |, w = (y − y ′ )/r; this condition is independent of the choice of coordinates. The reader can find more details about blow-ups in [24, 25] for instance. A smooth function f ∈ C ∞ (M × M ) lifts under β to a smooth function β * f ∈ C ∞ (M × 0 M ) but the converse is in general not true. This induces a push-forward β * :
where the pairings are done with respect to a fixed volume density on M × M and its lift by β (or considering in a more invariant way half-densities). Then it is clear that an expansion (2.1) for all N means that the lift β * (A| M×M\diag M ), as a function, extends to the sum of a function
where r denotes a global boundary defining function of the front face SN (S, M ) in M × 0 M . The first term F is a distribution classically conormal to SN (S, M ) and the push-forward of F + K is the Schwartz kernel of A. In this sense, it is then correct to call F + K "the lift of A under β". Recall also that if m ≥ 0, F is not an L 1 loc distribution but has to be defined as a meromorphic continuation of r z F from ℜ(z) ≫ 0 to C, poles arising when m ∈ N 0 .
Following Lesch [21] , we define the class ψ m,k (M ) for m ∈ C, k ∈ N 0 of log k -polyhomogeneous ΨDO's of order m by the condition that A ∈ ψ m,k (M ) if its local total symbol σ A (y, ξ) has an expansion
this condition is proved in [21] to be invariant of the choice of coordinates and obviously
l for what follows. Let us take k = 1 since this will be the case of interest later, then by Fourier transform we get in term of kernel
and smooth in U × (R n \ {0}). If m / ∈ N 0 , this condition can again be rephrased as pushforward of a conormal log-polyhomogeneous distribution to the front face on M × 0 M , the same discussion than for classical conormality applies here similarly. We have moreover that if
We now define the class Ψ m,k
k -polyhomogeneous ΨDO's of order m with regular parity by the condition that its local total symbol (2.2) satisfies as functions of (y, ξ)
It is straightforward to check that this condition is independent of the choice of coordinates, indeed the change of symbol under diffeomorphism ψ is given (see Shubin [29] ) by
where, setting ψ
x (z).η | z=x which is a polynomial in η of degree less or equal to |α|/2. Then writing σ ψ * A ∼ j∈N b m−j with b m−j of order m − j (i.e. including the log-term) and Φ α (x, η) = |β|≤|α|/2 c β (x)η β we get
where we used that −|β| + i + |α| ≥ i. The space Ψ (M ), indeed it suffices to consider the symbol of the composition of two ΨDO's, given by (see again [29] )
and remark that differential operators of even degree have regular parity, thus in particular multiplication by smooth functions too.
Remark: the regular parity defined by (2.5) involves only the n first terms in the symbol, we can also define similarly a higher order regular parity by replacing n by any N ∈ N, we will then call it the regular parity at order N . With this convention, regular parity means regular parity at order n. From previous considerations, the product of operators with regular parity at order N has clearly the regular parity at order N .
A notion of odd classical ΨDO's of integer orders (≥ −n) has been introduced by KontsevichVishik [18] if M has odd dimensional n, in order to define a generalized trace. Mimicking this notion, we will then say that an operator A ∈ Ψ m,k (M ) with m ∈ −n + 1 + 2N 0 is odd if it has regular parity at order n + m, this defines the odd class Ψ odd (M ) has regular parity at all order, then AB ∈ Ψ m+m ′ ,k odd (M ). In [18] , the regular parity of homogeneous terms in the symbol expansion is asked to be true for all homogeneous terms in the expansion of the symbol but only the regular parity of a finite number of terms is actually sufficient for regularization results. Let us now state a useful fact for later iθ , r ∈ (0, ∞)} for any θ = 0(π) by the method introduced by Seeley (see e.g. Shubin [29] ), it suffices to write P λ for ℜ(λ) < 0 as
for some ρ > 0 such that the negative eigenvalues of P are of modulus larger than ρ, the power z λ taken with respect to this cut. The polyhomogeneous expansion of P λ is given (see [18, Sec. 2] ) by
It is easy, for exemple mimicking [18, Prop. 4.2] to see from the con-
Then the homogeneous term b −d−i is transformed into the homogeneous term a
dλ−j (y, ξ) with homogeneity dλ − j satisfying the regular parity a
j (y, ξ). The same holds for ℜ(λ) > 0 by mutiplying by some P k for k ∈ N, which has regular parity by assumption on P . The part with log P is deduced by differentiating P λ at λ = 0, it clearly has regular parity by considering equation (2.11) of [18] .
Remark: in this Lemma we can clearly replace "regular parity" by "regular parity at order N ", the proof works as well. 
with notations of (2.2) where S * M is the unit bundle of T * M , this number is proved to be globally well-defined. An interesting property of the class Ψ m,k odd (M ), which follows from (2.5), is that the k-th Wodzicki residue is 0 since n is odd, but in fact more happens if P ∈ Ψ p (M ) has regular parity at order n + m, namely f (A, s) extends holomorphically to s = 0, as proved in the
has regular parity at order n + ℜ(m). The result is independent of P , is linear in A and is a trace in the sense that
Moreover this is the usual trace on trace class operators
Proof : we use notation (2.2) and set m ∈ −n + 1 + 2N 0 since the other cases are proved in [21] . Actually the proof is also along the lines of the paper of Lesch [21] . Indeed, he shows that for A ∈ Ψ m,k with m / ∈ −n + N 0 , TR(A) = M ω KV (A) where ω KV (A) is a globally defined density depending only on A, which in the case of trace class operators is the Schwartz kernel restricted to the diagonal: ω KV (A) is the finite part as R → ∞ of the integral of the total local symbol σ A (y, ξ) in balls {|ξ| < R} in the fibres of T * M , times (2π) −n |dx|. It turns out that if m ∈ −n + 1 + 2N 0 and if A ∈ Ψ m,k odd (M ), this density is also globally well-defined depending only on A, see for instance Proposition 5.2 and Lemma 5.3 of [21] with the crucial regular parity of A to the right order so that the integral of a −n,l (x, ξ) on {ξ = 1} vanishes for l ≤ k. We have for ℜ(s) ≫ 0 (2.10)
the last identity holds obviously (see [21, Eq. 5.19] ) since the operator is trace class. Now we will show that ω KV (AP −s ) extends holomorphically to s = 0 thanks to the vanishing of the integral a −n,l (x, ξ) on {|ξ| = 1}, and TR(A) = M lim s=0 ω KV (AP −s ). From the proof of [21, Lem. 5.4], the density ω KV (AP −s ) is equal to (2.11) . In (2.11), the terms with j = n in the integral on {|ξ| = 1} turn out to be 0, this is a consequence of the fact that AP −s ∈ Ψ z(s) (M ) has regular parity at order n + m near
−n,l is odd in ξ) in view of the assumption on P , the remark following Lemma 2.1 and the multiplicative property of regular parity at order n + m. This proves the holomorphic extension at s = 0 of ω KV (AP −s ) and the independence with respect to P since the value of (2.11) at s = 0 depends only on a The last fact about the cyclicity of TR is proved in [18, Prop. 3.2] for classical operators such that the order of AB is not integer, the same proof clearly extends to our case using for instance next Lemma 2.3 or the density ω KV (A).
To compute the KV-Trace A ∈ Ψ −n+m,1 odd (M ) with m ∈ 1 + 2N 0 , it suffices by linearity to compute the KV-Trace of operators supported in charts of the manifold, or in other words to consider operators A ∈ Ψ −n+m,1 odd (U ) in a bounded open set U ⊂ R n , with compactly supported kernel in U × U . We search to express the KV-Trace in term of the Schwartz kernel. Lemma 2.3. Let A ∈ Ψ −n+m,1 odd (U ) be as above with total symbol σ A . Using the decompositions (2.3), (2.4) with N = n, the KV-Trace of A is
) with value 1 near 0 and with ǫ such that {|y − y
Proof : let us consider m = n for simplicity and since it will be the case of interest later, the other cases are obviously similar. Since the term between brackets is the kernel of a trace class operator, its KV-Trace is the trace, thus the integral of the kernel on the diagonal, and it thus remains to prove that
has vanishing KV-Trace. We will use F z→−ξ for the inverse Fourier transform and forget the constant (2π) −n for convenience. Let us first deal with k i := F ξ→y−y ′ a −i (y, ξ) when i < n, the KV-Trace is obtained by looking at the finite part as s = 0 of (2.12)
where φ(r) is a smooth function equal to 1 in [0, 1/2] and r in [1, ∞). Decompose this term using
The second term can be dealt as in [26, Lem. 2.2.1] without difficulty, just adding that a primitive of r λ log(r) is given by (λ + 1) −1 r λ+1 (log(r) − (λ + 1) −1 ), the finite part at s = 0 is then 0. The first one is just the integral since it is L 1 , but this integral vanishes since this is also the integral of (1 − ψ(|y − y ′ |))k i (y, y − y ′ ) on the diagonal by Fourier transform. Let us now deal with the critical term i = n. We denote by hat the inverse Fourier transfom F z→−ξ then F z→−ξ (ψk n ) =k n * ψ (by abuse of notation ψ means ψ(|.|)). In previous discussions, we actually cheat a little since the distributionk n (y, ξ) = a −n (y, ξ) is not a priori well-defined at 0 but it can be, thanks to the regular parity asumption; indeed see for instance [26, Lem. 1.2.5] where it is proved that there exists a unique homogeneous distribution of order −n extending a homogeneous function of order n on R n \ {0} which has regular parity. Here we can use the same proof to deal with our case, i.e. extend d s (y, ξ) := |ξ| s a −n (y, ξ) analytically at s = 0 in the distribution sense, the log-term is not a problem in the proof: using again that a primitive of r λ log(r) is given by (λ + 1)
) we obtain that s = 0 could be a pole of d(s) of order two but the polar part actually vanishes in view of to the regular parity. Let χ ∈ C ∞ (R) be supported in (1, ∞) and equal to 1 in [2, ∞), then (k n χ(|.|)) * ψ is a symbol of order −n. We compute the KV-Trace of this term like in (2.12), it is given by the finite part at s = 0 of (using polar coordinates)
but this integral for ℜ(s) ≫ 0 converges and is actually 0 by changing variables θ → −θ and ω → −ω with the fact that a −n (y, ξ) is odd in ξ, n being odd (we also used that the Fourier transform of ψ(|z|) in z is radial). It remains to deal with H(y, ξ) :
This function is L 1 in (y, ξ) and the integral is
It achieves the proof, the integral being the KV-trace.
In other words this Lemma gives the density ω KV (A) in term of the Schwartz kernel of A by just excluding the singular terms at the diagonal and then restricting at the diagonal. Remark also from this Lemma that if A(y, y ′ ) has an expansion like (2.3)-(2.4) with a remaining term which is a O(|y − y ′ |) then its KV-Trace is zero.
2.1. KV-Trace of a product. Let us first introduce a notation to simplify statements. If U ⊂ R n is a bounded open set and u(y ′ , r, w) is a smooth function on U × (0, 1) × S n−1 with an asymptotic expansion as r → 0
We consider a case which will be of special interest later, that is the composition of 2 polyhomogeneous pseudo-differential operators F ∈ Ψ 2λ−n,1 reg (M ) and L ∈ Ψ n−2λ
First take an atlas U and a partition of unity (χ j ) j of M such that if i, j satisfy suppχ i ∩ suppχ j = ∅, then there exists a chart U ij that contains both supports. If suppχ i ∩ suppχ j = ∅, the Schwartz kernel of χ i F χ j is smooth, thus that of χ i F χ j L too and the KV-Trace of it is the usual trace, that is the integral of the kernel on the diagonal
Then it remains to look at TR(χ i F χ j L) for any i, j such that suppχ i ∩ suppχ j = ∅. We can localize in the chart U ij and, at least formally, we have
Note that y has to be in U ij by assumption and since we are looking at this kernel near the diagonal, we can suppose z ∈ supp(χ i ) ⊂ U ij and all variables then lie in U ij , which means that we can deal as if it was an operator in a subset of R n (diffeomorphic to U ij ). Blowing-up the diagonal of U ij × U ij gives the set
through polar coordinates in a transverse direction
we will note β the blow-down map (y, r, w) → (y, y ′ ).
We want to compute TR(χ i F χ j L) in these coordinates, we could actually work with symbols, which is simpler for composition law, but we prefer to use Schwartz kernels since this is more adapted to next sections. 
Proof : the volume density on U ij is trivialized by (2.14) to simplify notation, the odd parity property of F still holds in view of properties of odd classes discussed before. By assumption on F, L, the lifted kernel of F, L under β in U ij × U ij can be decomposed as (using that L is symmetric)
where r = |y − y ′ |, w = (y ′ − y)/r, and finally
is the kernel of L (the extension is not relevant for what follows but simplifies statements). Since F has compact support in U ij × U ij it is possible to take constants B > A > 0 such that
Identifying operators and Schwartz kernels, the 3 composed operators
thus of trace class, their KV-Trace is the usual trace, that is the integral on the diagonal or equivalently, using polar cordinates,
and the obvious similar formula for both other operators. Let us now deal with the singular term β * (ψF sing )β * (L sing ), according to Lemma 2.3, we have to study the kernel
near y = z, or to consider M (y, y + u) for u ∈ R n small, make an expansion in homogeneous functions of u near u = 0 and get rid of the divergent terms.
We begin with the following term for i + j < n and small u
We split the integral in two M
i,j,log by inserting cut-off functions (1 − χ)(|y ′ |/|u|) and
for small |u|, we obtain through a change of variable y ′ → y ′ |u| that the first integral is, after having set u = |u|θ,
Since for |u| > 0 this is the value of the distribution |y ′ | −2λ+i again a smooth compactly supported function in y ′ , this well-defined integral for ℜ(λ) > n 2 extends meromorphically to C with poles at n 2 − 1 2 N using Taylor expansion of this compactly supported function at y ′ = 0. By differentiating under the integral one clearly gets an expansion as u → 0 of the form
with α k , β k smooth. This is trivial if ℜ(λ) > n 2 since the integral converges but not much more complicated if λ / ∈ n 2 − 1 2 N using the way the meromorphic extension is constructed. If ℜ(λ) > n 2 , each α k , β k is expressed as an integral and it is easy to see by change of variable y ′ → −y ′ in that integral and regular parity of F, L that α k (y, −θ) = (−1) i+j+k α k (y, θ) and the same for β k but |u| −n+i+j+k α k and |u| −n+i+j+k β k are homogeneous of degree −n + i + j + k which implies that M
i,j,log has vanishing KV-Trace using Lemma (2.3) and the remark that follows; the same holds for any λ ∈ n 2 − 1 2 N by meromorphic continuation. Now we consider the second term
where we used ψ(|y ′ |)χ(|y ′ |/|u|) = χ(|y ′ |/|u|) and a change of variable y ′ → |u|y ′ as before in the first integral. The first integral can be dealt with like M
i,j,log since now this is the value of the distribution |y ′ + θ| 2n−2λ−j again a smooth compactly supported function plus the integral of an
. Thus the first integral does not contribute to the KV-Trace. Now the second integral is a smooth function of u since i + j < n and 1 − ψ(|y ′ |) = 0 near y ′ = 0 thus its KV-Trace is the integral of its value on the diagonal u = 0, that is
The part M i,j,log with i + j > n gives a trace class operator, thus its KV-Trace is the trace, the integral of the kernel on the diagonal.
It remains to deal with the critical case where i + j = n. One can decompose as before with the function χ(|y ′ |/|u|) and same arguments show that the only term that could contribute is
here r = |y ′ | and ω = y ′ /r. The second integral is smooth in u, and its value at u = 0 is 0 by using a change of variable y ′ → −y ′ and the oddness properties (2.15), thus its KV-Trace vanishes too. A Taylor expansion of L j (y + u, w) at u = 0 induces an expansion of the first integral as u → 0 of the form
Remark by using change of variable ω → −ω and (2.15) that the integral of γ 0 dω on the sphere (in variable ω) is an odd function of θ. Making an expansion of the form l log(r|u|)r
as r → ∞ of each γ k for some µ l with l ∈ N 0 , one gets an asymptotic expansion of M
i,j,log as u → 0 of the form
for some c, α k , β k smooth and actually a small calculation gives
which vanishes since the integrand is an odd function of ω by (2.15) . This implies that the function M
i,j,log (y, |u|θ) has a limit as |u| → 0 which is c(y, θ) but also c(y, θ) = lim
It remains to observe that this limit is an odd function of θ since it is for any u > 0. Then the KV-Trace of M
i,j,log (y, |u|θ) vanishes and the same arguments work as well for the part without log terms in the integral defining M (y, y + u) (they are actually simpler).
So far we have proved that (recall that we have included
To conclude, we observe that
and since the result holds for arbitrary ψ, this is also true for the limit case ψ = 1l [0,A] . The desired formula holds for the chosen A. Now a straightforward computation leads to The KV-Trace of F L is then obtained by summing on i, j.
Krein's formula
In this section, the dimension n of M will be supposed odd.
3.1. Renormalized integral. Let us recall a result by Graham [11] which says that for any h 0 ∈ [x 2 g| T M ], there exists a unique (in a neighbourhood of M ) smooth boundary defining function x of M = ∂X inX such that the metric has the form, in a collar neighbourhood
for h(x) a smooth 1-parameter family of metrics on M . Then x will be called the model boundary defining function correponding to h 0 .
We now recall a couple of things on renormalized integrals. Let x be a model boundary defining function ofX. As written in the introduction, if u ∈ C ∞ (X) has an expansion in a collar neighbourhood (0, ǫ)
for some N > −ℜ(I), we define the 0-integral of u by
where FP t→0 means "finite part at t = 0", this is the constant term in the expansion, after noticing that there is always an expansion in powers of t and log t with a remaining term being O(t) by assumption on u. The 0-integral depends a priori on the function x. Albin [1, Sec. 2.2] proved that if I = 0 then
here the finite part is the regular part at z = 0 in the Laurent expansion at z = 0, a straightforward computation shows that it also holds if I ∈ C. Actually, if I / ∈ n − N 0 , then the 0-integral of u is independent of the choice of boundary defining function x. Indeed, following [1, Prop.
2.2.], ifx = e
ω x is another model boundary defining function inX then
and the integral on the right is holomorphic at z = 0, this is easily checked by using an expansion of the integrand in (non-integer) powers of x, thus the right hand side vanishes at z = 0. If I ∈ n − N 0 the 0-integral depends on x but it is proved in [1, Th. 2.5] that for n odd and I = 0, if h(x) in (3.1) has an even expansion in x modulo O(x n ) with Tr h0 (∂ n x h(0)) = 0 and if u has an even expansion in x modulo O(x n+1 ), then the 0-integral of u is independent of the choice of x.
3.2. Resolvent. We first recall definitions of blow-upsX × 0X ,X × 0 M , M × 0 M , as defined for instance in [23, 20] (or [25] in another context) and the class of pseudo-differential operators on X which contains the resolvent of the Laplacian. In first section we introduced briefly this concept for a submanifold S embedded in a compact manifold M , it can be actually generalized when S is a submanifold with corners of a manifold with corners. For our case, the blow-upX × 0X is defined as a set
is the spherical normal interior pointing bundle of diag M inX ×X, the front face ofX × 0X is denoted F, the blow-down map is denoted by (3.2) β :X × 0X →X ×X.
A topological and smooth structure of manifold with corners can be given onX × 0X through normal fibrations of diag M inX ×X and polar coordinates: for instance if (x, y) (here y = (y 1 , . . . , y n )) are coordinates on a neighbourhood of y 0 ∈ M , then defining (x, y) := π * L (x, y) and
gives coordinates (x, y, x ′ , y ′ ) near (y 0 , y 0 ) ∈ diag M and a function f onX × 0X supported near the fibre F p of F where p = (y 0 , y 0 ) ∈ diag M is said smooth if β * f , defined out of diag M , can be expressed as a smooth function of the polar variables
This manifold with corners has three kind of boundary hypersurfaces, the front face F defined in these coordinates by R = 0, it is a bundle in quarter of sphere whose interior has a group structure (actually the interior of each fibre is a real hyperbolic space), the two other boundary faces are the top and bottom faces, in these coordinates T := {ρ = 0}, B := {ρ ′ = 0}. The diagonal of X × X lift under β to a submanifold, denoted diag, whose closure is denoted ∂diag and meets only the topological boundary ofX × 0X at F. Coordinates (3.4) are actually not really coordinates in the usual sense, one actually has to consider three systems of coordinates induced by (x, y, x ′ , y ′ ) that cover F near F p . The first two ones are projective coordinates
covering (near F p ) respectively a neighbourhood of F ∩ T, F ∩ B and valid on the whole interior of the front face F (near F p ). Note that F is repectively {x ′ = 0}, {x = 0} in these coordinates and diag = {s = 1, z = 0}, {t = 1, z ′ = 0}. The last system is
cover a neighbourhood of T ∩ B ∩ F but is not defined at ∂diag. If R is a global defining function of F inX × 0X , we have canonically associated global boundary defining functions
is defined similarly and it is direct to see that it is canonically diffeomorphic to the bottom face B of X × 0X . Its front face is denoted F ′ ≃ F ∩ B and the blow-down map β ′ . Then the final blow-up
The space of smooth functions vanishing at all order on a manifold with corners Y are denoted byĊ ∞ (Y ), its topological dual with respect to a pairing induced by a given volume density is the space of extendible distributions C −∞ (Y ). Since β * :Ċ ∞ (X ×X) →Ċ ∞ (X × 0X ) is an isomorphism, there is an induced isomorphism β * between their duals, the push-forward β * is its inverse isomorphism between C −∞ (X × 0X ) and C −∞ (X ×X). Schwartz Theorem [25] asserts in this setting that the set of continuous operators fromĊ
′ are smooth manifolds with corners and assuming volume densities are given (otherwise introduce half-densities).
We define, following [23] , a natural class of differential operators onX degenerating uniformly at M : the set Diff m 0 (X) for m ∈ N 0 is the set of smooth differential operators onX of order m such that P ∈ Diff m 0 (X) if it can be written as
locally near the boundary M = {x = 0}. The Laplacian on an asymptoticaly hyperbolic manifold (X, g) is an operator in Diff 2 0 (X), it can be expressed in a collar neighbourhood arising from a model boundary defining function x by (3.5)
Let R, ρ, ρ ′ be boundary defining functions of the three boundary hypersurfaces F, T, B. We define R j Ψ m,k,l 0 (X) for m, k, l ∈ C, j ∈ N 0 to be the set of continuous linear operators A froṁ C ∞ (X) (this space is defined to be the subset of C ∞ (X) of functions vanishing at all order at the M ) to its dual C −∞ (X) (pairing through the volume density of g) such that the lift of the Schwartz kernel κ A of A by β satisfies
where I m (X × 0X , diag) stands for the set of distribution classically conormal of order m to the interior diagonal, i.e. those which can be written locally as Fourier transform of symbols of order m in the fibres of the normal bundle N (diag,X × 0X ) of diag through a normal fibration. We will also denote by Ψ k,l (X) the operators having a Schwartz kernel in
We know from [23, 13] that the modified resolvent
) which extends to λ ∈ C \ {(n − 1)/2 − k − N} meromorphically with poles of finite multiplicity (the rank of the polar part in Laurent expansion at a pole is finite) if the metric is even modulo O(x 2k+1 ), this results holds for any k ∈ N. The resonances are the poles of R(λ) with finite multiplicity, the multiplicity is defined by
It will also be useful later to know that (n − 2λ)R(λ) is holomorphic on {ℜ(λ) = 
and F λ having a conormal singularity of order −2 at the interior diagonal diag. We will call β * R 2 the normal part of the resolvent. The boundary defining function R and the coordinate ω actually depend on the choice of local coordinates we are using for the blow-upX × 0X , we can actually show a parity regularity, in some sense, for the Taylor expansion of the normal part of the resolvent at the front face F, that is not depending on choice of coordinates. To define regular parity, we use the special class of boundary defining function x ofX, which induces x := π * L x and x ′ := π * R x as model boundary defining functions ofX ×X. The fibre F p of the front face F (with p = (y
there is an involution ι : (w, t, u) → (−w, t, u) that passes to the quotient
Then F p is clearly identified with the quarter of sphere
h0(y ′ ) = 1} this is actually trivial to check that the involution ι is just the symmetry w → −w in that model. In projective coordinates (s = t/u, z = w/u), the interior of the face F p a half-space diffeomophic to H n+1 and the involution becomes z → −z. Recall that β * x ′ is a smooth function that defines globally the interior of F in the sense that it vanishes and has non-degenerate differential there. 
with L 2i having even parity and L 2i+1 odd parity on each F p .
Note that one can define similarly regular parity for a conormal distribution to the interior diagonal diag, the L i will then be conormal distributions to ∂diag := diag ∩ F on F.
Lemma 3.2. The regular parity is invariant with respect of choice of model boundary defining function x ofX as long as the metric g on X is even modulo O(x n+1 ). Moreover, setting
Proof : we consider a neighbourhood of F p for some p = (y 0 , y 0 ) ∈ M × M . Let us take another model boundary defining functionx inX, then from [11] one has that
Thus we obtain, using notations
and it clearly proves the first part of the Lemma since β * π * R f 2i are constant on the fibres of F and only even powers ofx ′ appear up to order (x ′ ) n+1 . The second part is just remarking that in projective coordinates (x ′ , y
and s is a function in the interior of F which is invariant under the involution of the fibres of F near F p . The equivalence holds by symmetry of the blow-up.
Since a function on F with odd parity restricts to 0 at ∂diag = F ∩ diag (the interior diagonal intersects F p at a fixed point of the involution ι of F p ), we get the straightforward
) with a, b ∈ C and suppose that L has regular parity. Then the restriction of F at the diagonal diag is a smooth function even modulo O(x n+1 ) onX in the sense that m ∈ X → β * L(m, m) extends smoothly toX with an even expansion in powers of x(m) modulo O(x n+1 ) if x is a model boundary defining function.
A particularly interesting example of regular parity operator is the resolvent lifted kernel, as we next prove in the Proposition 3.4. Let (X, g) be an asymptotically hyperbolic metric which is even modulo O(x n+1 ), then the normal part of the resolvent R(λ) (see (3.6)) has regular parity in the sense of Definition 3.1, when R(λ) is well-defined.
Proof : to prove this result, one needs to return to the construction of the resolvent parametrix, in particular the part involving the resolution on the front face, that is the normal operator. The regular property is global in the sense that a fibre F p of the front face is a manifold (with corners) but local inX × 0X since defined on each fibre, thus it suffices to work near an arbitrary fibre F p . Note that for ℜ(λ) > n 2 , (3.6) shows that the n first asymptotic terms of the lifted kernel of the resolvent at the front face F are given by those of its normal part. If p = (y 0 , y 0 ) ∈ M × M , we have local coordinates y near y 0 that induce projective coordinates
near the interior {y
, and similarly for y, y ′ . Let us recall a couple of definitions and results about the normal operator, the reader could also read [23, 20] (X) and from [23] we have N p (AB) = N p (A)N p (B) in the sense of composition of the associated operators on X p . Thus if R(λ) is the resolvent for
where again we identifies convolution kernel on F p and operator on X p . From [23] , the normal operator N p (∆ g ) is the Laplacian on the hyperbolic space X p ≃ H n+1 , which is easily seen from using projective coordinates (3.8) in 3.5 with β
and freezing at
is necessarily given by the resolvent of the Laplacian at energy λ(n − λ) on X p . In term of convolution kernel, thus of distribution on F p , we have in projective coordinates (see [23, 20] 
where G λ (x) = x λ F λ (x) for some F λ ∈ C ∞ ([0, 1)) which can be expressed in term of hypergeometric function. Note that the factor in G λ is nothing more than the inverse of the cosh of the hyperbolic distance of (s, z) to ∂ p diag = {s = 1, z = 0} in X p . The result (3.11) holds for any p = (y ′ , y ′ ) if y ′ is near y 0 , with smooth dependence on y ′ then. The first term Q λ,0 (y ′ , s, z) := β * R(λ)| F (y ′ ,y ′ ) of the (normal part of the) resolvent expansion at F clearly satisfies the regular parity property since it is even in z. Locally Q λ,0 can be considered as a kernel near F p , constant with respect to boundary defining function x ′ of the interior of F, it is the (local) lifted kernel of an operator in Ψ −2,λ,λ 0 (X). One has locally near F p
where T λ,0 is the (local) lifted kernel of an operator in RΨ 0,λ,λ 0 (X) and actually in RΨ 0,λ+1,λ 0 (X), see [23] for this fact. Then we proceed by induction. Writing the lifted kernel of the normal part of the resolvent β * R 2 (λ) near F p as
, we assume that for k ≤ j ≤ n − 1 we have the regular parity
and we show that it also holds at order j + 1. Let us denote by P λ the lift of ∆ g − λ(n − λ) under β * , we then have
where T λ,k is the lifted kernel of an operator in Ψ 0,λ,λ−k 0 (X). Since from (3.10), P λ commutes with x ′ , then it is clear that
and, like for the first step, this equation can be solved since
which is certainly convergent for ℜ(λ) ≫ n 2 . Observe that, by a change of variable v → −v in the integral, the regular property of Q λ,j+1 holds if T λ,j (0, y ′ , s, −z) = (−1) j+1 T λ,j (0, y ′ , s, z). We make an expansion of P λ at the front face x ′ = 0. To that aim, we use the fact that h(x) is even modulo O(x n+1 ) and (3.5) to get
for some differential operators P 2i+1 , P 2i,λ smooth in y, such that Z → P 2i,λ (y ′ ; Y, Z) is a polynomial even in Z ∈ R n (of degree 2) and Z → P 2i+1 (y ′ ; Z) is a polynomial odd in Z (of degree 1). Since y = y ′ + x ′ z, β * x∂ x = s∂ s , β * x∂ y = s∂ z , the lift under β gives (using multiindex α ∈ N n )
. As a consequence,
It is then easy to check the regular parity property from (3.12) combined with the parity properties of Z → P 2i,λ (y ′ ; Y, Z), P 2i+1 (y ′ ; Z) and the fact that (−1) k+|α| = (−1) k+|α|+2i . This achieves the proof by induction for ℜ(λ) ≫ n 2 and by meromorphic continuation in λ, the result extends as long as λ is not a pole of R(λ).
Remark: taking a model boundary defining function x and any coordinates y near y 0 ∈ M we have coordinates (x, y,
′ are the projective coordinates on F, it is clear that the regular parity property of a function
Remark: Independently, Pierre Albin proved in [2] a similar result on the renormalization of the resolvent on forms in order to analyze the finite time 0-Trace of the heat operator.
3.3. Eisenstein functions. The Eisenstein functions are defined in this context by Joshi-Sa Barreto [20] as boundary value of the resolvent, or alternatively by Graham-Zworski [12] 
where we identified once again operator and Schwartz kernel. Since the kernel R(λ; m, m ′ ) is symmetric in (m, m ′ ), we have as a consequence of Proposition 3.4 (or its following remark) and the definition of E(λ) a regular parity for E(λ) in the following sense Corollary 3.5. If x a model boundary defining function ofX and y any coordinates near
Let us denote now recall the Green formula relating resolvent kernel and Eisenstein functions (see for instance [13] )
for λ, n−λ such that R(λ), R(n−λ) are defined. Observe that this formula implies the smoothness of the kernel of R(λ) − R(n − λ) in X × X.
Scattering operator.
The scattering operator in (1.3) is the same as usual, defined and studied in this context in [20, 12] but renormalized with the Γ factors to remove the infinite rank poles that it contains at n 2 + N. From its definition in (1.3), we remark that S(λ) depends on the model boundary defining functions ofX used to write the Poisson problem, we get trivially that for another choice of model boundary defining functionsx withx = xe ω for ω ∈ C ∞ (X), the scattering operator obtained in (1.3) is related to S(λ) by the covariant rule
It is also true [12, Prop. 3.3] that S(λ) is self-adjoint for λ ∈ R. Since x,x are model defining functions correponding to respective conformal representative h 0 = x 2 g| T M andĥ 0 = e 2ω0 h 0 of the conformal infinity, S(λ) is a conformally covariant operator on (M, [h 0 ]). It does depend on the whole manifold X but it is proved by Graham-Zworski [12] that
is a differential operator of order 2k depending only on the 2k first derivatives (∂ j x h(0)) j≤2k of the metric at the boundary, it is then local. In the case of an even Poincaré-Einstein manifold, P k is a natural conformal operator on (M, [h 0 ]), called k-th GJMS conformal Laplacian, defined by Graham-Jenne-Manson-Sparling [9] that generalizes Yamabe operator (which is P 1 ) and Paneitz operator (which is P 2 ).
It is proved in [20, 12] that the kernel of S(λ) is obtained by (3.17)
Following [13] , when the metric is even modulo O(x n+1 ) (resp. modulo O(x ∞ )), it is a meromorphic family of Fredholm operators on M in λ ∈ C \ −N (resp. λ ∈ C) if n is odd. In addition, S(λ) ∈ Ψ 2λ−n (M ) with principal symbol
where h 0 = x 2 g| T M is the representative of the conformal infinity associated to x. On the essential spectrum of ∆ g , represented by {ℜ(λ) = n 2 }, S(λ) is a unitary operator satisfying (3.19)
the second identity extends meromorphically in λ ∈ C \ −N if n is odd. A straightforward consequence of (3.5) and (3.17) is Proposition 3.6. If λ is not a singularity of S(λ), the scattering operator
odd (M ). Of course, using Proposition 2.4, this proves that TR(∂ λ S(λ)S −1 (λ)) is well defined.
3.5. The main proof. To obtain Krein's formula, it suffices actually to compute the 0-Trace of the spectral measure dΠ of ∆ g , and by Stone's theorem, its Schwartz kernel satisfies
which is a smooth function in X × X by Green's formula (3.15). First we check that Theorem 3.7. Let (X, g) be an asymptotically hyperbolic manifold of even dimension n + 1 whose metric is even modulo O(x n+1 ). If λ / ∈ 1 2 Z is not a singularity of R(λ), R(n − λ) and if t ∈ (0, ∞), the values 0-Tr((n − 2λ)(R(λ) − R(n − λ))) and 0-Tr(2tdΠ(t 2 )) are well defined and do not depend on x.
Proof : by smoothness of the Schwartz kernel of (n − 2λ)(R(λ) − R(n − λ)) at the diagonal of X × X in view of (3.15) we get that its lifted kernel by β * is in
and is holomorphic on the critical line ℜ(λ) = n/2 since (n − 2λ)R(λ) is holomorphic on this line. Restricting the last two terms (their push-forward) at the diagonal of X × X gives the sum of a function in x 2λ C ∞ (X) and one in x 2n−2λ C ∞ (X) which renormalize independently of x if 2λ ∈ Z according to Subsection 3.1. The two first terms restricted to diag are smooth, thus give a function H ∈ C ∞ (X), this function H is the difference of the normal part of the resolvents (n − 2λ)R(λ) and (n − 2λ)R(n − λ), but Proposition 3.4 shows that these normal parts have regular parity and Lemma 3.3 then gives us that H has an even expansion in x modulo O(x n+1 ). We finally use result of Albin [1, Th. 2.5] to conclude independence with respect to x. The Stone formula gives the desired result for 2tdΠ(t 2 ) if t > 0.
Theorem 3.7 also shows that 0-Tr(2tdΠ(t 2 )) extends analytically to t ∈ R * := R \ {0} as an even function on R * .
Next we compute this 0-Trace in function of the scattering operator. The essential ingredients are the Mass-Selberg relation (consequence of Green's formula (3.15)), the regular parity of the resolvent, Eisenstein function and scattering operator and the Proposition 2.4.
Proof : let us first change the notation and set E(λ) for (2λ − n)E(λ) so that from (3.17), its restricted kernel is the kernel of S(λ). We fix a model boundary defining function x and use Mass-Selberg (following from (3.15)) identity like in Guillopé-Zworski [17] or Patterson-Perry [27] to obtain (2λ − n)
Let us compute the finite part of I 2 (λ, x) as x → 0, the one with I 1 (λ, x) being similar. Let (χ i ) i be a partition of unity of M = ∂X as in Proposition 2.4 which we include in the integral I 2 to work in charts
This integral splits into two parts, one supported near the diagonal of M × M (when χ i χ j = 0) and the other supported far from the diagonal (when χ i χ j = 0). First suppose that χ i χ j = 0, then
with K λ smooth and the integrand of
Since the boundary value of K λ (x, y, y ′ )| x=0 is S(λ; y, y ′ ) and K λ smooth, one obtains directly that (3.20) FP
and we are done for the off-diagonal part.
Now we have to deal with the part where χ i χ j = 0, that is near the diagonal of M × M . Following (3.13) the kernel of E(λ) is decomposed on supp(χ i ) ∩ supp(χ j ) into two parts
An easy computation yields
the smooth term on the diagonal,
the singular term at the diagonal and
is the mixed term involving products of two types. Taking (x −λ E(λ))| ρ=0 in (3.13) the lifted kernel of S(λ) can be decomposed under the form
The finite part of the integral of Q sm (λ) in each chart is obtained directly like (3.20) , that is,
Let us now consider the singular term Q sing (λ) in the chart and on supp(χ i ⊗ χ j ), it is clear that for x < 1, Q sing (λ) is supported in R ∈ [0, A] for some A > 0. Let ψ be a smooth cut-off function equal to 1 in [0, A] and 0 in [A + 1, ∞). We use a Taylor expansion at R = 0 to decompose
where, after identifying densities with functions via the local trivialisation |dydvol h0 (y ′ )|, one has
It is important to remark that the critical terms Q n , Q log,n are odd in the sense that
this is a consequence of (3.14) and that n is odd. Observe that for i < n, a polar change of variable (y, y ′ ) → (u = |y − y ′ |/x, w = (y − y ′ )/|y − y ′ |, y ′ ) gives, using (3.21),
, wu
both integrand are integrable and of the form C(λ)x −n+i for some constant C(λ) if i < n in view of (3.24) and (3.25) . This also implies (3.28) FP x=0 log(x) ψ(R)Q log,i (λ) = 0
The case i = n is quite similar, we have for x > 0
and since we have proved in Subsection 3.2 that Q log,n (ρ, −ω, y ′ ) = −Q log,n (ρ, ω, y ′ ) and the similar relation for Q n , then
thus the finite part is 0. To deal with the remaining terms Q log,n+1 , Q n+1 , it suffices to use (3.24) and Lebesgue theorem to see that
whose finite part is 0 and similarly from (3.26) we get
The important fact deduced from (3.28), (3.29), (3.30) and (3.31) is that the finite part of the integral of Q sing (λ) involves only FP ρ=0 Q sing (λ)| ρ=0 (identifying functions and densities as before). Actually, a Taylor expansion of FP ρ=0 Q sing (λ) at r = R| ρ=0 = 0 gives
and getting back to the definition of Q sing (λ) and S sing (λ), we deduce
where we dropped the density drdw S n−1 dvol h0 (y ′ ). Then combining (3.28-3.31) we deduce (3.32)
with notations (2.13). To conclude, it remains to study the mixed terms, and actually this can be done by analytic continuation in λ ∈ 1 2 Z. Indeed for half of the terms (those with R −2λ ), one can take the limit in the integral (Lebesgue theorem) if ℜ(λ) > n 2 , this gives the limit as x = 0 thus a finite part which admits a meromorphic continuation in λ, the other terms (those with R 2n−2λ ) are dealt with similarly. As a consequence, we finally get, setting
where we used (3.22) again. The part I 1 (x, ǫ) is not more complicated and yields the same finite part but with coefficient λ instead of n − λ. Note that since the result holds for any cut-off function ψ and is independent of the choice one can take the limit case ψ = 1l [0,A] . The proof is achieved using Proposition 2.4 with F := ∂ λ S(λ) and L := S(n − λ) = S −1 (λ) which express the KV-Trace of F L in term of lifted Schwartz kernels. Note that we need t S(n − λ) = S(n − λ), which is a consequence of R(n − λ) = t R(n − λ) and (3.17).
Since ∂ λ S(λ)S −1 (λ) is meromorphic in λ ∈ C \ (−N ∪ n + N) (resp. C) and holomorphic on {ℜ(λ) = n 2 } with values in Ψ 0,1 odd (M ) according to Proposition 3.6 when g is even modulo O(x n+1 ) (resp. even modulo O(x ∞ )), then the formula of Lemma 2.3 clearly implies that TR(∂ λ S(λ)S −1 (λ)) is meromorphic in C \ (−N ∪ n + N) (resp. C) and holomorphic on the line {ℜ(λ) = n 2 }. Thus 0-Tr(2tdΠ(t 2 )) extends analytically to t ∈ R and meromorphically to C \ (i(n/2 + N) ∪ i(−n/2 − N)) (resp. to C) if g is even modulo O(x n+1 ) (resp. even modulo O(x ∞ )). We can then define the generalized Krein function by
analytic in t ∈ R, and odd on R. Formally, ξ(t) is the 0-Trace of Π(t 2 ). We have the identity
. Let us now study the singularities of TR(∂ λ S(λ)S −1 (λ)).
Proposition 3.9. The function s(λ) := TR(∂ λ S(λ)S −1 (λ)) has only first order poles in the set C \ (−N ∪ n + N) with residues
Proof : we define as in [15] the operator
where h 0 = x 2 g| T M if S(λ) has been defined using model boundary defining function x. Then using Lemma 2.1 and (3.18) we have S(λ) ∈ Ψ 0 odd (M ) and S(λ)−1 ∈ Ψ −1 (M ) is a family of compact operators. We have from Gohberg-Sigal theory (see [10] or [15, Eq. 2.2]) the factorization near λ 0
where U 1 , U 2 are holomorphically invertible bounded operators on L 2 (M ), P i some orthogonal projectors with rank P l = 1 if l > 0, m l=0 P l = 1, P i P j = δ ij P i = δ ij P j , and k l ∈ Z \ {0}. The inverse has to be 
Let us first compute (3.39)
Using Lemma 2.1 with P (which has regular parity since differential of order 2), all the terms that appear have regular parity, this means from (2.9) that we can use cyclicity of the KV-Trace and deduce
Now from (3.37) we get
where we have set k 0 = 0. The polar part has finite rank (the term l = j = 0 is holomorphic at λ 0 ) thus of trace class, this implies that the KV-Trace (viewed as TR(A) := Tr(AP s )| s=0 and not necessarily on ΨDO's)
is well-defined and analytic, at least for λ = λ 0 . Using cyclicity of the trace Tr(AB) = Tr(BA) if A is bounded and B trace class, we get that the trace, or KV-Trace, of the polar part is the sum of the following two terms
the last identity Thus the term (3.41) is meromorphic, it remains to prove that its polar part at λ 0 is 0. This can be done easily by setting Z(λ) the polar part (with finite rank) of ∂ λ S(λ) S −1 (λ) and checking that for ℜ(s) ≪ 0 and i ∈ N 0
is a little circle around λ 0 . As a conclusion u(λ) is holomorphic at λ 0 and combining this fact with (3.41), (3.42 For g even Poincaré-Einstein manifold, if n 2 /4 − k 2 / ∈ σ pp (∆ g ) then dim ker S(n/2 + k) are conformal invariants depending only on the conformal infinity since S(n/2 + k) = P k is the k-th GJMS conformal Laplacian of (M, [h 0 ]).
A particular case of interest is when the curvature is constant, that is essentially when X = Γ\H n+1 is a quotient of the hyperbolic space by a convex co-compact group. There is in this case a dynamical zeta function introduced by Selberg
where γ runs over the primitive closed geodesics of X, l(γ) is the length of γ and G γ (m) := e
if P γ is the Poincaré linear map associated to the primitive periodic orbit γ of the geodesic flow on the unit tangent bundle. It is well-known that the infinite sum converges for ℜ(λ) > δ if δ is the dimension the limit set of the group Γ, or equivalently the exponent of convergence of the Poincaré series of the group.
We then clearly deduce for this case, using Patterson formula (see e.g. the proof of Theorem 1.1 of [16] ), Corollary 3.10. If (X, g) is a convex co-compact hyperbolic quotient X = Γ\H n+1 with n odd, we then have
where Z(λ) the Selberg zeta function of Γ, 0-vol(X) is the 0-volume of X -i.e. the 0-integral of 1-which is equal by [27, Appendix] to 0-vol(X) = (−2π) 
Applications to determinants
In this part we define the determinant of S(λ) for n odd and for even modulo O(x ∞ ) asymptotically hyperbolic metrics.
Since S(λ) is an elliptic self-adjoint classical ΨDO of order 2ℜ(λ) − n for ℜ(λ) > n 2 , one can define its regularized determinant using the method of Sec. 2] . Let us first take λ ∈ n 2 + N. If S(λ) is invertible (which is the case for almost any λ ∈ ( n 2 , +∞)) the logarithm of S(λ) and the complex power S(λ) s for s ∈ C can be constructed using a spectral cut of S(λ), here for instance any L θ := {re iθ , r ∈ (0, ∞))} works as long as θ = 0(π). It then allows to define the zeta related function by
where the trace is the KV-Trace. In view of [18, Prop. 3.4] this function is meromorphic in s ∈ C with at most simple poles at (2λ − n) −1 (−n + N), the residue at a pole s is given by the Wodzicki residue of S(λ) −s . It can then be shown to be holomorphic at s = 0 since Wodzicki residue of Id vanishes and one can set Note now that for 2λ − n = 2k ∈ 2N, S(λ) is a differential operator which is in the odd class Ψ 
Moreover det S(λ) is a conformal invariant of the conformal infinity and satisfies
where ξ is the extension in C, defined modulo Z, of Krein's function introduced in (3.34) and C ∈ C constant.
Remark that this allows to consider ξ as a scattering phase, i.e a phase of the scattering operator. We now want to consider det S(λ) where S(λ) was defined in (3.36), in order to compute the contant C of last Theorem. Before defining this determinant, recall that the construction of det A for an elliptic self-adjoint operator with positive principal symbol A ∈ Ψ a (M ) with a ∈ R + can be defined as we did for S(λ) (see again [18] ) by
If the order a is negative it is still possible to define the complex powers, thus the spectral zeta function, by A det S(λ) := det( S(λ)P ) det P here P := (1 + ∆ h0 ) is clearly odd since it is differential and the dimension of M is odd, thus S(λ)P too. It is proved in [18, Cor. 4 .1] that the obtained determinant does not depend on P , is also equal to (4.5) det S(λ) = det(P S(λ)) det P , det S(λ) = det( S(λ)P l ) det P l for any power l ∈ N. We wish to relate det S(λ) to det S(λ), to that aim we need a multiplication result for determinant due to Kontsevich-Vishik [18, Th. 4.1], or actually a generalization. and Λ 4 is the circle of radius R oriented opposite to the clockwise (θ − 2π ≤ ϕ ≤ θ). The term log η is the derivative at t = 0 of η t and this amounts to replace z t by log z in (4.6). Using Corollary 2.1 in [18] and after multiplying by η ∈ Ψ 0 odd (M ) the Wodzicki residue in (4.7) vanishes. The proof is achieved.
As a consequence we get the formulae det(P Remark that it is straightforward to see that (4.9) det(P α ) = e αTR(log P ) , α ∈ R * using exactly same arguments than those we explained for S(λ).
Now the interesting fact is that S(n−λ) S(λ) = 1, and det(1) = det(P )/ det(P ) = 1 as defined by the method of [18, Cor. 4 .1], thus 1 = det(1) = det( S(λ) S(n − λ)) = det( S(λ) S(n − λ)P 2 ) det(P 2 ) = det( S(λ)P ) det P det( S(n − λ)P ) det P = det S(λ) det S(n − λ)
where we used (4.5) and Lemma 4.2 for det(P 2 ) = (det P ) 2 . This equation can be rephrased, in view of (4.8) and (4.9), into det S(λ) det S(n − λ) = 1.
Combining this identity with Proposition 4.1 and the fact that ξ is odd, we finally deduce where ± means that one can not decide if it is plus or minus for the moment. As a matter of fact, it is proved in [27, Lem. 4.16] or [17, Lem. 4.3] that S( n 2 ) = 1 − 2P X for some finite dimensional projector P X with rank equal to the multiplicity m(n/2) of n/2 as resonance of ∆ g . Using Proposition 6.4 of [18] we obtain det S( n 2 ) = det S( n 2 ) = det(S( n 2 )P ) det P = det Fr S(
where det Fr is the Fredholm determinant defined for operators of the form "Identity plus trace class". But here it is trivial to see, from properties of S(n/2) that det Fr S(n/2) = (−1) m( if P k is invertible whereas det P k = 0 if ker P k = 0. The determinant det P k is a conformal invariant of the conformal infinity (M, [h 0 ]) of (X, g) which depends only on the first 2k derivatives (∂ j x x 2 g| M ) j≤2k . In the case of an even Poincaré-Einstein manifold, this is the determinant of the k-th GJMS conformal Laplacian of (M, [h 0 ]).
It is clear that det P k = 0 if ker P k = ker S(n/2 + k) = 0 and n 2 /4 − k 2 / ∈ σ pp (∆ g ), indeed we can use Proposition 4.1 to see that the divisor of det S(λ) is positive at n/2 + k.
We conclude this discussion by an application to convex co-compact hyperbolic manifolds. Let us first define the function 
the integral is to be understood as a contour integral avoiding the singularities, the final result remaining independent as proved before. Since the resolvent R(λ) is analytic in ℜ(λ) > δ for δ the dimension of the limit set of Γ, we remark that if δ < n+1 is a convex co-compact quotient of even dimension and P k the GJMS k-th conformal Laplacian of its conformal infinity, suppose also that n 2 /4 − k 2 / ∈ σ pp (∆ X ) then if P k is invertible Note that the integral of L(t) on [0, k] is certainly well defined for k < n/2, otherwise the integral is to be understood as a contour integral avoiding the singularities.
It is interesting to compare such a result with that of Sarnak [28] for instance, where he proved for Riemann surfaces the identity between some determinant of Laplacian with the Selberg zeta function, see also the recent paper of Borthwick-Judge-Perry [4, Th. 5.1] where in this case this is the determinant of the Laplacian on the interior (the non-compact hyperbolic manifold) which is related to Z(λ). An approach as in [3] could also be used to define a generalized determinant d(z) = det(∆ g − n 2 /4 − z), our results would be interpreted as an identity relating d(z + i0)/d(z − i0) to det S(n/2 + iz 1 2 ) for z ∈ (0, ∞).
Finally we remark that a Weyl type asymptotic holds for ξ for hyperbolic convex co-compact quotient if the dimension δ of the limit set is smaller than n/2. Proposition 4.5. If X = Γ\H n+1 is a convex co-compact quotient with n odd and the dimension δ of the limit set of Γ is smaller than n/2, then ξ(t) = (4π)
0-vol(X)t n+1 + O(t n−1 ), t → +∞.
proof : it suffices to apply Corollary 3.10 with the estimate on zeta function
clearly obtained from its definition in (3.44) and the absolute convergence of this sum on the line ℜ(λ) = n/2 if δ < n/2. This gives actually a more complete asymptotic than what is stated.
