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RESUMO 
 
Este trabalho apresenta uma metodologia baseada em princípios da estatística clássica 
para determinar as regiões de estabilidade robusta de sistemas lineares ou não 
lineares, com um nível de conservadorismo muito menor que àqueles apresentados 
pelas metodologias determinísticas. O caráter aleatório das raízes da equação 
características do sistema, representado pelas distribuições de probabilidades diz 
respeito ao universo de todos os resultados possíveis para o fenômeno, sendo assim 
possível estabelecer o mapeamento das raízes através da métrica da distância 
estatística associada a função chi-quadrado para um nível de significância α. Desta 
forma, as raízes podem ser coletadas, gerando as distribuições de probabilidade, bem 
como também determinada a região no plano complexo que as contém. Um dos 
problemas da metodologia determinista reside em não considerar as interações entre 
as variáveis, como também o assim chamado “problema inverso”. Ainda no âmbito da 
análise determinística, pode-se observar que tal análise considera as raízes da 
equação característica distribuídas de acordo com a distribuição uniforme. 
Comparações com os métodos clássicos de análise da estabilidade como o lugar das 
raízes, o conceito de entrada limitada/saída limitada, ou ainda a teoria de estabilidade 
definida por Liapunov, também estão inclusas nas análises realizadas neste trabalho. 
Tais comparações têm indicado que os resultados obtidos através da metodologia 
desenvolvida são menos conservativos, e consequentemente produz uma análise e 
mapeamento da região de estabilidade robusta mais realista, pois considera todas as 
variáveis, os parâmetros e as interações simultâneas entre eles, sem a necessidade de 
avaliar contribuições isoladas relativas a análise de estabilidade. O método proposto 
permite também monitorar continuamente a região de estabilidade, avaliando a sua 
tendência, e com isso determinando a necessidade de tomada de decisão, em tempo 
hábil, a fim de restaurar tal região. A fim de analisar o comportamento da metodologia e 
os efeitos que a descreve, é utilizado um sistema reativo e outro sistema não reativo. 
Palavras-chave: Estabilidade, Análise do lugar das raízes, Equação característica, 
Estatística clássica, PID.  
  
 
 
Abstract 
 
This work presents a methodology based on classical statistics principles with a view to 
determining the regions of robust stability of linear or non-linear systems, with a reduced 
level of conservatism relative to deterministic methods. The random nature of the roots 
of the characteristics equation of the system represented by their probability 
distributions is with regard to the universe of all possible outcomes for the phenomenon. 
This means that it is possible to map the roots by using the statistical distance as a 
metric associated with the chi-squared function to a level of significance α. Thus, the 
roots can be collected, thereby generating the probability distributions. In addition, the 
region in the complex plane that contains them is thereby established. One of the 
problems of deterministic methodology lies in not considering interactions between 
variables and another problem is the so-called "inverse problem". Within the scope of 
deterministic analysis, it is observed that such an analysis considers the roots of the 
characteristic equation are distributed uniformly. Comparisons with the classical 
methods of analysis of stability such as the root-locus, the concept of bounded 
input/bounded output and Lyapunov stability theory, are also included in the analysis 
made in this article. Such comparisons have indicated that the results obtained using 
the methodology presented are less conservative, and therefore producing an analysis 
and mapping of robustness of stability more realistically, because it considers all 
variables, parameters and simultaneous interactions between them, without the need to 
assess the individual contributions of each variable, related to stability analysis. The 
proposed method also allows a check on the stability region to be run continuously, thus 
assessing its tendency, and therefore determining the need for decision-making, in a 
timely manner, in order to restore such a region. In work is used a reactive system and 
other non-reactive system, in order to evaluate the behavior of the methodology and it is 
effects. 
 
Keywords: Stability, Analysis of the place of the roots, Classical, Statistical 
characteristic equation, PID. 
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1. INTRODUÇÃO 
1.1. Motivação do trabalho proposto 
 
A estabilidade é uma das características mais importantes dos sistemas de 
controle (Ogata, 2010). A análise da estabilidade deve ser aplicada não somente em 
relação a dinâmica do sistema de controle, mas também em relação as etapas iniciais 
dos projetos de tais sistemas. De acordo com Nerendra e Annaswamy (2012), o 
primeiro passo para verificar a estabilidade de um sistema seria o desenvolvimento de 
modelos do processo adequados para descrever o comportamento do sistema 
dinâmico.  
Visto que estabilidade está relacionada com a análise dos efeitos das forças 
perturbadoras em um sistema, desde que tais forças estão invariavelmente presentes 
em todos os sistemas físicos, o estudo da estabilidade é de vital importância tanto por 
razões teóricas, mas, sobretudo devido às razões de natureza prática. 
Os trabalhos acadêmicos no âmbito de sistemas de controle têm tratado as 
incertezas, em sua maioria, como determinísticas ou vinculadas à estimação de 
probabilidade associada aos métodos clássicos de otimização. Nesse sentido, as 
perturbações introduzidas a um sistema estão associadas às raízes da equação 
característica, que são consideradas variáveis aleatórias, havendo, portanto, uma 
distribuição de probabilidade vinculada a cada uma delas.  
Diferentes metodologias têm sido utilizadas para análise de estabilidade robusta e 
essas metodologias têm recebido particular atenção de engenheiros e profissionais 
envolvidos com o controle do processo, devido basicamente aos efeitos das incertezas 
presentes nos sistemas, as quais podem exercer um papel fundamental no 
desempenho e na estabilidade dos sistemas de controle. 
 Tais metodologias têm como principal objetivo a obtenção de uma melhor relação 
custo/benefício, buscando o maior rendimento industrial com a minimização dos 
impactos ambientais e utilizando sistemas estáveis com baixo custo energético. 
Entretanto, as metodologias mencionadas tratam os sistemas do ponto de vista 
determinístico, analisando a estabilidade para cada distúrbio isoladamente e, portanto, 
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sendo não apropriadas para tratar vários distúrbios simultaneamente, revelando-se, por 
isso, conservadoras.  
Doyle (1982) afirma que a limitação mais séria dos métodos baseados em 
valores singulares, está associada com o tratamento limitado que é aplicado a classe 
das incertezas, uma vez que, não há nenhum mecanismo sistemático para a 
exploração de informações sobre a estrutura de uma perturbação. 
 Ribeiro (2013) afirma que para determinar um método para obter uma região de 
confiança, o primeiro passo seria determinar o caminho a percorrer e em seguida 
calcular a direção, desse modo, o método apresentaria grandes dificuldades para se 
trabalhar com perturbações em um determinado sistema.  
Este trabalho apresenta os conceitos de estabilidade clássica com uma visão 
determinística e com o seu correspondente tratamento matemático, o qual não apenas 
considera as efetivas interações entre as variáveis analisadas, mais essencialmente a 
estabilidade do ponto de vista estatístico, procedimento esse que pode estabelecer a 
estabilidade do sistema para qualquer conjunto de perturbação ocorrida no mesmo. 
Vale salientar que o tratamento estatístico diz respeito ao universo de todos os 
resultados possíveis para o fenômeno. Diferente de outros métodos de análise da 
estabilidade, que requerem a estimação de probabilidade, baseada no método de 
Monte Carlo em sua essência, a estabilidade fundamentada em princípios estatísticos é 
direcionada a estabelecer a região de confiança para cada raiz da equação 
característica do processo (SILVA et al, 2012a).  
Para identificar a condição de estabilidade do sistema, inclusive sob o aspecto 
dinâmico, este trabalho visa estabelecer o mapeamento do lugar onde se encontram as 
raízes no plano complexo, determinando a região de estabilidade do sistema, além de 
estabelecer um comparativo entre as metodologias clássica e estatística, associando a 
uma estrutura de auto sintonia dos parâmetros do controlador PID, onde esse 
controlador PID possui a robustez necessária para a determinação da estabilidade. 
Um dos objetivos de um projeto de sistemas de controle robusto é garantir o 
desempenho do sistema na presença de perturbações no processo. Sendo a robustez 
uma característica desejável de sistemas de controle, o sistema deve operar 
satisfatoriamente, ainda que em condições operacionais distintas daquelas 
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consideradas no projeto inicial, absorvendo as perturbações aplicadas a ele, e também 
que as condições de robustez possam ser utilizadas com o objetivo de adotar um 
modelo de projeto mais simples, assim facilitando a sua análise, reduzido a 
complexidade do controlador final (Morari e Zafiriou, 1989). 
Inicialmente, foi construída uma planilha computacional que recebe os dados 
gerados aleatoriamente, organizando-os em pontos, os quais são tratados fornecendo 
uma equação característica. Em seguida, essa equação passa por um tratamento 
matemático, estabelecido pela metodologia proposta, e os resultados obtidos são 
comparados com as regiões de estabilidade estabelecida a partir de outras 
metodologias como a metodologia Distribuição Normal Multivariada ou simplesmente 3 
Sigma (utiliza três vezes o desvio padrão) e a Função Erro. 
A fim de comprovar a eficácia do procedimento, foram simulados processos 
industriais reativos (produção de Propileno Glicol) e não reativos (separação de Água-
Metanol via Flash) no software Aspen Plus®. Os dados gerados na simulação são lidos 
por uma ferramenta do software Matlab® e identificados em equações características. 
Após tratamentos matemáticos, de acordo com o método proposto, é gerada a região 
de estabilidade para cada um dos sistemas e, a leitura de dados desses sistemas é 
feita via planilha computacional Excel®/VBA.  
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1.2. Justificativa 
 
Uma vez que nem todos os distúrbios de um sistema podem ser considerados 
em uma análise, pois muitos desses distúrbios são completamente desconhecidos, 
outros apresentam efeitos diminutos e alguns possuem contribuições significativas, 
cabe a Análise de Estabilidade de Sistemas a investigação da contribuição desses 
distúrbios para o processo.  
Visto que diferentes conceitos de estabilidade são encontrados na literatura, o 
uso de cada um deles depende do contexto. Pesquisas recentes vêm estudando 
problemas de estabilidade por meio de conceitos estatísticos e apresentando bons 
resultados, tornando essa uma ferramenta bastante útil para a análise de estabilidade 
robusta.  
Do ponto de vista teórico, tem sido demonstrado à possibilidade de determinar a 
região de estabilidade robusta não só apenas para o estado estacionário, mas também 
para uma abordagem dinâmica.  
O que faz esse trabalho relevante, é que se propõe a apresentar uma 
metodologia capaz de predizer à ocorrência da perda de estabilidade, com a tendência 
de o sistema perder a estabilidade e, caso seja necessário, tomar uma decisão a fim de 
restituir a região robusta de estabilidade.  
Diferente das clássicas abordagens determinística via Valor Singular Estruturado 
ou a Teoria do Pequeno Ganho ou ainda a Estabilidade por Liapunov, entre outros, nas 
quais cada distúrbio é considerado isoladamente, o uso do ferramental estatístico 
permite analisar os distúrbios conjuntamente e isso é substancialmente vantajoso, pois 
pode reduzir o conservadorismo da análise, aproximando–se da realidade. 
É importante salientar que a ciência estatística tem como base inferências 
tomada do universo de resultados possíveis, haja vista que as metodologias 
desenvolvidas na análise estatística permitem a reconstrução de tal universo a partir de 
poucas amostras. Desse modo, tanto a parte real como a parte imaginária das raízes da 
equação característica são variáveis aleatórias, que podem ter um índice de tendência 
central dada pela distância estatística diferente em cada variável e nas frações as 
dispersões nos eixos coordenados complexos não são uniformes. Logo, a métrica 
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estatística representa melhor tal dispersão, sendo capaz de gerar uma região de 
estabilidade robusta para o sistema considerado. 
1.3. Organização do trabalho 
 
 O trabalho está dividido em tópicos, de forma a facilitar a cronologia das 
atividades realizadas.   
 O tópico 1, consiste na introdução e justificativa para o presente trabalho  
 O tópico 2, foram desenvolvidos o objetivo geral, e os objetivos específicos e as 
metas para o presente trabalho; 
 O tópico 3, apresenta as metas esperadas para o presente trabalho; 
 O tópico 4, é composto de uma revisão bibliográfica sobre os temas controle de 
processo, estabilidades clássicas, teorias de robustez e Modelos de distribuição 
estatísticos a serem comparados. 
 Já no tópico 5, consiste na apresentação da estabilidade baseada em princípios 
estatísticos, com todos os desenvolvimentos matemáticos para a obtenção da 
região de confiabilidade robusta do controlador clássico PID – Proporcional, 
integral e derivativo.  
 O tópico 6, é apresentado o modo que foi construída uma planilha 
computacional, com dados aleatórios onde é obtida a equação característica. 
Como também são testadas todas formulações matemáticas apresentadas 
anteriormente, e a comparação entre os métodos. 
 No tópico 7, dois estudos de caso são apresentados, ambos simulados através 
do Aspen Plus® e suas equações características formuladas através do 
Matlab®, e os resultados apresentados neste tópico.  
 Finalmente no tópico 8 são apresentadas as conclusões deste trabalho. 
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2. OBJETIVOS 
2.1. Objetivo Geral 
 
Aplicar o conceito de estabilidade robusta baseada em princípios estatísticos aos 
sistemas reativos e não reativos para controladores do tipo PID, com apresentação da 
saída de resultados através de planilhas computacionais, obtendo assim os dados 
relativos à estabilidade robusta dos sistemas, comparando com as metodologias. 
2.2. Objetivos específicos 
 
 Desenvolver planilhas computacionais - Excel/VBA (Visual Basic for 
Applications), para aplicar a metodologia apresentada obtendo a saída de dados 
relativos à robustez da estabilidade; 
 Associar os conceitos de estabilidade robusta determinística e estabilidade sobre 
a ótica estatística; 
 Analisar a dificuldade para usar os métodos determinísticos para determinação 
da estabilidade; 
 Implementar a metodologia apresentada para análise de estabilidade e de 
desempenho em sistemas de controle com controladores PID. 
 Aplicar a metodologia de obtenção da região de estabilidade apresentados, a fim 
de obter a região de estabilidade robusta, a partir de dados simulados através do 
software Aspen Plus® com as equações características obtidas através do 
software Matlab®, utilizando o conceito de distância estatística; 
 Comparar os resultados obtidos pela metodologia com resultados obtidos com 
outras metodologias, a exemplo da 3 Sigmas e Função Erro. 
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3. REVISÃO BIBLIOGRÁFICA  
3.1. Contextualização histórica  
 
Com o objetivo de apresentar o histórico das técnicas de Controle, surgem fatos 
que ajudam no entendimento do controle moderno com o uso de algumas técnicas 
embrionárias de controle que nasceram na Grécia e em Alexandria descritos em alguns 
documentos.  
Segundo Mayr (1970) a estratégia por retroalimentação teve sua origem com os 
reguladores de nível dos mundos Helênico e Árabe usados para controlar tais 
dispositivos. 
Já nos séculos XVII e XVIII vários dispositivos de controle foram criados visando 
resolver algumas dificuldades práticas. O primeiro sistema de controle por 
retroalimentação europeu independente foi o regulador de temperatura de Cornelius 
Drebbel (1572-1633). Mas foi a revolução industrial no século XVIII, com o 
desenvolvimento de processos industriais, que deu o impulso ao desenvolvimento das 
técnicas de controle, onde ficava cada vez mais claro para os pesquisadores que os 
sistemas de controle eram propensos a instabilidade, o que levou a uma pesquisa 
teórica da razão destes desempenhos irregulares. 
 Na tentativa de resolver alguns problemas James Watt, no ano de 1788, 
desenvolve o regulador mecânico para a pressão do vapor, a máquina passou a ter um 
uso industrial importante, com isso a pressão do vapor era regulada automaticamente 
por um aparelho, esse sistema de controle foi chamado pêndulo de Watt, isto permitia o 
controle em malha fechada da velocidade controlado a injeção de vapor em máquinas a 
vapor.  
Em 1868, James Clerk Maxwell publicou um trabalho avaliando o desempenho 
dinâmico dos sistemas de controle. A abordagem usada foi a modelagem do sistema 
por equações diferenciais. No entanto, Maxwell comprovou que para determinadas 
faixas de valores dos parâmetros, as soluções das equações eram instáveis. 
 Nesta mesma época, Edward John Routh na Inglaterra e Adolf Hurwitz na Suíça 
desenvolveram técnicas que permitiam determinar diretamente a estabilidade do 
sistema sem a necessidade da solução das equações. Esse método fornece 
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informações sobre a estabilidade sem precisar calcular os polos do sistema em malha 
fechada (NISE, 2002). 
Um dos mais importantes trabalhos sobre a teoria da Estabilidade deve-se ao 
russo Alexander Liapunov. Coughanowr e Kopell (1986), afirmam que é devido ao 
teorema de Liapunov que a teoria linear de controle tem sido tão bem-sucedida no 
projeto de sistemas de controle.  
Inicialmente a análise da estabilidade foi tratadas como um ramo da matemática. 
Pouco publicado no ocidente, o trabalho de Lyapunov continuou a ser desenvolvido na 
então União Soviética, o que proporcionou aos pesquisadores soviéticos grandes 
avanços notadamente na teoria de sistemas não-lineares e uma liderança no campo 
que se manteve até os anos 1950. 
O surgimento do avião acrescentou uma nova dimensão para o problema de 
estabilização. Já nos anos 1920, engenheiros dos Laboratórios Bell, entre ele Harry 
Nyquist e Hendrik Wade Bode, trabalhavam com o problema de comunicação a longa 
distância nos Estados Unidos. O problema de reforço de sinais através de 
amplificadores levou ao desenvolvimento de técnicas no domínio da frequência. No 
início da Segunda Guerra mundial pesquisadores do MIT (Instituto de Tecnologia de 
Massachusetts) foram estimulados a efetuar pesquisas em sistemas de controle para o 
uso militar. 
A análise teórica de Nicholas Minorky (1885-1970) verifica que o controle não 
estava vinculado apena ao erro atual, mas também ao erro passado e erro futuro. 
Surge assim os termos de controle PID, sendo aplicados em processos industriais da 
década de 1930, impulsionando a necessidade de sistema de controle de alto 
desempenho para armas.  
A teoria de controle, ao final dos anos 1950, já versava de um corpo de 
conhecimento estabilizado, com forte ênfase em técnicas baseadas no uso de métodos, 
de frequências e com muitas aplicações industriais. No entanto a demanda por novas 
técnicas, de maneira especial no florescente setor aeroespacial, incentivou o 
desenvolvimento do chamado controle moderno. O controle moderno retomou muitas 
das ideias de Lyapunov, usando técnicas no domínio do tempo.  
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Já os primeiros trabalhos publicados sobre a análise da estabilidade, para 
sistemas de controle, datam a década de 60, onde tratavam sempre do Teorema do 
Pequeno Ganho, os resultados garantiam condições necessárias e suficientes para a 
estabilidade de um conjunto de sistemas lineares. Os distúrbios envolviam perturbações 
lineares invariantes no tempo (LTI), limitadas matematicamente e sem estrutura. O que 
se pode inferir dessa técnica é que ela se mostra muito conservadora, motivada pela 
utilização de valores singulares e trata as incertezas mistas como uma só incerteza não 
estruturada baseada nesta constatação, encontrar controladores que apresentem 
robustez na presença de incerteza é um dos maiores desafios das teorias de controle 
moderno. 
 
 
3.2. Conceito de estabilidade clássica  
 
A análise de estabilidade de um sistema tem sido normalmente realizada por duas 
teorias clássicas para equacionar os problemas derivados de tal análise: a teoria da 
estabilidade devida a Lyapunov e a teoria da estabilidade Entrada-Saída, as quais são 
baseadas em técnicas de análise funcional (NERENDRA e ANNASWAMY 2012).  
Decorrentes de tais teorias surgem os conceitos para estabilidade de Lyapunov, 
que considera a estabilidade como uma propriedade interna do sistema e trata o efeito 
de perturbações momentâneas, resultando em mudanças nas condições iniciais. 
Já as definições para a teoria da estabilidade Entrada-Saída, como o nome 
sugere, considera o efeito de perturbações externas sobre o sistema. Em alguns casos 
considera-se que as perturbações introduzidas na entrada e o erro da entrada deve ser 
menor que o erro da saída. 
A definição de limites previamente estabelecidos para as variáveis de interesse, 
dentro dos quais o sistema deve permanecer estável, também tem sido adotado como 
uma estratégia para se garantir a estabilidade do sistema dinâmico. Entretanto, tais 
estratégias têm se mostrado substancialmente conservadoras. 
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Com o avanço dos estudos envolvendo a estabilidade, surgem alguns conceitos 
que a define. Um dos conceitos básicos de estabilidade dos sistemas de controle 
provém da consideração de que a estabilidade de um sistema linear em malha fechada 
é determinada pela localização dos polos da equação característica no plano complexo. 
Se qualquer um destes polos estiver no semi-plano direito do plano complexo, 
considera-se que o sistema é instável caso contrário tem-se um sistema estável.  
A Figura 1 representa bem as afirmações e mostra a possível área de 
estabilidade robusta, onde o contorno da elipse é determinado com base nos princípios 
estatísticos que fazem uma junção do conceito de distância estatística em conjunto com 
a distribuição chi-quadrado. 
Figura 1: Representação gráfica do local das raízes forma da elipse, provável local da raiz 
estável. 
 
 
  
 
 Um sistema qualquer é estável se e somente se para toda e qualquer entrada 
limitada, a saída correspondente também for limitada. Segundo NISE (2002) esse 
enunciado de definição de estabilidade entrada-limitada saída-limitada é também 
chamado de estabilidade BIBO (Bounded Input, Bounded Output).  
 Outra definição surge quando se tem sistemas lineares e invariantes no tempo, 
um sistema linear, invariante no tempo e com parâmetros concentrados é estável se e 
Imaginário 
Real 
 somente se o módulo de sua resposta ao impulso unitário for integrável em
infinito, ou seja, um sistema é estável se a resposta natural tender a zero quando o 
tempo tender a infinito, e também um sistema é dito instável se a resposta natural 
tender a infinito quando o tempo tender a infinito.
 Na Figura 02, é ilustra
sistema é estável quando possui suas raí
alguma de suas raízes ultrapassa os limites do círculo A e marginalmente estável 
quando alguma de suas raízes retorna ao valor de 
Figura 2– Representação 
Fonte: Adaptado de Narendra e Annaswamy (1989)
 
 
3.3. Estabilidade e o local das raízes
 
 As definições de estabilidade estão bem estabelecidas e exploradas não só do 
ponto de vista acadêmico, mas também como resultado da implementação prática. 
Entretanto, visando ilustrar tais conceitos, a 
no plano complexo, no qual as raízes típicas estão localizadas e descritas com as suas 
coordenadas. 
 
do outros conceitos usados para definir estabilidade: todo 
zes dentro do círculo A; instável quando 
0x . 
 
gráfica das definições de estabilidade
 
 
Figura 3 representa bem essas definições 
A 
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 um intervalo 
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 Figura 3- Localização de raízes típicas da equação característica 
 
 
Fonte: (Coughanowr e Koppel 1965) 
 
 Assim, a definição de estabilidade para sistemas lineares pode ser resumida com 
a seguinte declaração: um sistema de controle linear é instável se qualquer das raízes 
de sua equação característica estiver sobre o eixo imaginário ou a sua direita. Caso 
contrário, o sistema é estável (Coughanowr e Koppel 1965). 
 Um dos problemas da metodologia determinística reside em não considerar as 
interações entre as variáveis como também o assim chamado “problema inverso”, 
podendo-se ainda observar que as raízes do sistema estão claramente associadas ao 
modelo probabilístico com densidade de probabilidade uniforme, mostrada na Figura 4. 
Desta forma, as raízes da equação característica podem ser estabelecidas com a 
definição de sua localização. 
 
Imaginário 
Real 
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Figura 4– Diagrama da distribuição uniforme. 
 
 
 
 
 
 
 
 
 
 Outra desvantagem da análise do lugar das raízes está em não conseguir lidar 
com o atraso de tempo. Assim, usa-se uma aproximação mais simples a fim de 
aproximar uma função dada por funções mais simples, é chamada de aproximação de 
Padé, requerendo também soluções iterativas da equação característica não linear e 
não racional tornando-se muito complexo para resolução. 
 Um sistema básico de controle com malha única é mostrado na Figura 5, cujo 
objetivo é determinar a função caraterística e as suas raízes. A partir dessas raízes, 
determinar a estabilidade do sistema. Mesmo sendo um sistema básico, ao resolvê-lo é 
encontrado alguns problemas para a sua implementação e identificação da 
estabilidade, qualquer distúrbio U que entre no sistema faz com que todas as raízes 
sejam recalculadas, afim de verificar se o sistema continua estável ou se torna instável.  
 
Figura 5– Sistema básico de controle em malha única 
 
 
Fonte - Conughanowr e Koppel (1965) 
 xFx
y 
a b x 
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3.4. Estabilidade de Lyapunov  
 
 Alexander M. Lyapunov (1857-1918) formou-se em matemática na universidade 
de São Petersburgo em 1880. No ano de 1884, Lyapunov defendeu sua Dissertação de 
Mestrado com o título “ On the stability of ellipsoidal forms of equilibrium of rotating 
fluids” (Sobre a estabilidade de Formas Elipsoidais de Equilíbrio de Fluídos Rotativos) 
tema sugerido por seu professor Chebyshev. Em 1892, Lyapunov defendeu sua Tese 
de Doutorado intitulada “General Problem of Stability of Motion” (Problema Geral de 
Estabilidade do Movimento). Lyapunov é conhecido pelo desenvolvimento da teoria de 
estabilidade de um sistema dinâmico e suas contribuições à física-matemática e teoria 
de probabilidade. 
 O método de Lyapunov, também conhecido como método direto, caracteriza-se 
por não necessitar conhecer a solução do sistema e equações, uma vez que sabendo o 
ponto crítico do sistema tem-se conclusões sobre estabilidade ou instabilidade, esse 
resulado é obtido através da função de Lyapunov (Kreider, 1972).  
As funções de Lyapunov foram descobertas para serem usadas em sistemas de 
energia não conservativos, ou seja, sistemas onde a energia não é preservada pela 
trajetória. 
 O interesse principal está na estabilidade de sistemas adaptativos, representado 
pelo vetor não-linear de equações diferenciais da forma da Equação 01. Em tais casos, 
temos de assegurar a existência de soluções para todas as condições iniciais ),( 00 tx
onde 
nx 0  e 
0t . A origem do espaço estado x = 0 é um estado de equilíbrio da 
Equação Erro! Fonte de referência não encontrada. e a preocupação principal será 
com suas propriedades de estabilidade (Narendra e Annaswamy, 1989). 
 
),( txfx                        0),0( tf , 0tt   01 
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3.4.1. Funções de Lyapunov – Definições 
 
Partindo de um sistema descrito pela equação diferencial não-linear, Equação 01,  
onde 00)( xtx   e 
nf : existe uma solução ),;( 00 txtx para todo 0tt  . Desde 
,0),0( tf isto implica que a origem é um estado de equilíbrio. As definições 
apresentadas referem-se a noções básicas da estabilidade segundo Lyapunov em 
estado de equilíbrio. 
 
Definição 01. O estado de equilíbrio ( 0x )  da Equação 01 é estável se para cada  
0  e ,00 t  desde que exista um 0),( 0 t  tal que 0x  implicando em 
00,;( txtx , 0tt  , resultado apresentado na Figura 6, onde pode-se verificar a 
estabilidade. 
 
Figura 6-  Representação da definição 01 
 
 
Fonte: Adaptação Narendra e Annaswamy 1989 
 
x
0
 
X(t)  
 
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 Essencialmente, a definição 01 afirma que pequenas perturbações resultam em 
pequenos desvios do estado de equilíbrio, ou mais precisamente, que podemos manter 
a trajetória perto da origem, iniciando-se suficientemente perto. 
 
Definição 02 O estado de equilíbrio  ( 0x ) da Equação 01 é dito ser Atrativo se para 
alguns 0  e cada   ,00 t  existe um número ),;( 00 txT  ) tais que 0x implica que 
),;( 00 txtx  para todos os Ttt  0 . 
 Atratividade é um conceito importante pois corresponde a facilidade de um 
sistema ser “atraído” para a origem, implica que todas as trajetórias começando de uma 
vizinhança da origem eventualmente aproximar da origem (Narendra e Annaswamy, 
1989). 
Se o vetor inicial 0x   tem uma norma inferior a  , então durante todo o tempo t  
maior do que a Tt 0 . A trajetória é inferior a uma distância de   a partir da origem, 
Mas a atratividade e estabilidade foram mostrados para ser conceitos independentes. 
 
Definição 03. O estado de equilíbrio ( 0x ), da Equação 01 é dito ser assintoticamente 
estáveis se é estável e atrativa. 
As propriedades de estabilidade de muitos sistemas não dependem do tempo 
inicial 0t . Sistemas autônomos e sistemas periódicos são exemplos típicos para 
autônoma e alguns sistemas periódicos são exemplos típicos. Isso motiva as definições 
de estabilidade uniforme e estabilidade uniforme assintótica. 
 
Definição 04. O estado de equilíbrio ( 0x )  da Equação 01Erro! Fonte de referência 
não encontrada. é dito ser uniformemente estável se na definição 01,   é 
independente do tempo inicial 0t . 
 
Definição 05. O estado de equilíbrio ( 0x ) da Equação 01 é uniformemente estável 
assintoticamente (u.a.s.) se é uniformemente estável e por alguns 01   e cada 02  , 
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que exista um  0),( 21 T tal que, se 10 x , então 200 ,;( txtx para todos os 
Ttt  0 .  Conforme a Figura 7: 
 
 
 
 
Figura 7 - Estabilidade assintótica uniforme conforme Definição 05. 
 
 
 
Fonte: Adaptação Narendra e Annaswamy (1989) 
 
Definição 06. O estado de equilíbrio 0x , da Equação 01 é exponencialmente estável 
se existem constantes a>0 e b>0 tal que atxtx 00 ,;(   xttb )(exp 0 , 0tt   para 
todo 0t  e em uma determinada vizinhança   da origem. 
 
3.4.2. Método direto de Lyapunov e Estabilidade exponencial. 
 
Estabilidade para sistemas não-lineares dada pela teoria de Lyapunov. 
Consideremos o seguinte sistema: 
00 )( xtx   02 
x
0
 
x(t) 


 


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Kreider (1972) afirma que a técnica para determinar o comportamento das 
trajetórias da equação 01 nas vizinhanças da origem, tem denominação de o método 
direto de Lyapunov, com mínimo local.  
Uma versão mais geral do Teorema de Lyapunov  consistir em usa-lo, 
parcialmente, para mostrar a conexão entre estabilidade exponencial e observabilidade 
para sistemas lineares (Sastry e Bodson, 2011). 
Considerando o sistema linear com propriedades uniformes, representado pela 
Equação 04: 
00 )( xtxxAx 

                                      03 
 
Teorema 01. Lyapunov: 
a) Todos os autovalores A rementem ao semiplano esquerdo aberto; 
b) Sendo x = 0 um ponto de equilíbrio estável exponencialmente da Equação 01; 
c) Para todos os mxnC   (com m arbitrário), tal que o par ],[ AC é observável, 
existe uma matriz simétrica positiva definida
nxnP   que satisfaz;  
CCPAPA TT    
d) Para alguns mxnC   (com m arbitrário), tal que o par ],[ AC está sendo 
observado, existe uma matriz simétrica positiva definida 
nxnP  satisfazendo a 
Equação 03.      
Todas as definições remetem a condição de não determinar analiticamente as 
equações diferenciais, essas definições analisam qualitativamente as equações sem de 
fato resolve-las. 
 
 
3.5. Estabilidade entrada-saída 
 
Outra abordagem geral da estabilidade é baseada nas técnicas de análise 
funcional, usada por Popov e posteriormente desenvolvida por Sandberg e Zames 
(Nerendra e Annaswamy, 2012). Os resultados obtidos com esse método de entrada e 
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saída, apresentam uma grande semelhança aos resultados obtidos pelo método de 
Lyapunov. 
A Figura 8 mostra um diagrama de um sistema por realimentação na sua forma 
canônica, a partir do qual uma análise mais detalhada da configuração resulta nas 
expressões descritas abaixo. Tal formalismo mostra-se particularmente útil na análise 
de estabilidade de sistemas interconectados, apresentando o problema típico do 
sistema determinístico por realimentação. 
 
Figura 8– Representação de um sistema canônico realimentado  
 
 
 
 A partir da análise da Figura 8, pode-se obter as seguintes equações: 
  111 Gy   02 
222 Gy   03 
211 yu   06 
 122 yu   07 
 
Com isso encontra-se as seguintes expressões para 2121  e , , yy ; 
1111 By    04 
  2222 By    05 
 21211 yuyu   6 
 12211 Bu    7 
 
Substituindo o valor de  2 na Equação 7, encontra-se as seguintes correlações: 
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  112211 Byuu    
8 
   12222211 BBuu    
9 
           
 
 
Onde:  
 
   12222211 BBuu    10 
     1221122211 BBuu    11 
  1222211121 BBuu    12 
 
 122221
12
1
1
1
BBuu 

 

  13 
 
Realizando as considerações das Equações 18 e 19 para a resolução do 
problema e lembrando que 21  e  são variáveis aleatórias, então: 
 
  21T    14 
  21T    15 
  121   16 
Portanto, considerar 112  implica em uma região instável para o sistema 
realimentado, desde que a Equação 16 tende a infinito. A estabilidade só será mantida 
caso 112  . Vale ressaltar que tal resultado é alcançado para os casos onde nenhuma 
correlação entre as variáveis é verificada.  
A Figura 9 representa um processo químico, com as entradas e saídas, está 
representação demostra toda dificuldade em quantificar todas as variáveis envolvidas 
em um processo. Cada variável de entrada ou de saída tem sua função de 
transferência e quando sofre algum distúrbio essas funções de transferência sofrem 
alterações, e será necessário analisar a estabilidade novamente. No Anexo 01 
 (Demonstração da resposta de y em malha fechada, em termos de variável desvio, no 
domínio tempo) verifica-se 
sistema de controle. 
 
 
 
 
Figura 9 – Processo químico com representação de entradas e saídas e 
Fonte: Adaptado de STEPHANOPOULOS (1984)
3.6. Controladores PID
 
A planta química é um conjunto de 
de calor, bombas, colunas de destilação absorvedores, evaporadores, tanques etc.), 
integradas umas com as outras de maneira sistemática e racional. O objetivo principal 
a dificuldade de encontrar a função de transferên
possíveis
 
 
 
 
 
 
 
 
 
unidades processadoras (reatores, trocadores 
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 distúrbios. 
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da planta é converter meterias primas em produtos com maior valor agregado, por 
intermédio do uso mais econômico das fontes de energia disponíveis (Stephanopoulos, 
1984).  
A aplicação de controladores em plantas químicas tem como objetivo principal a 
redução de custos e uma operação mais estável. 
A introdução de um controlador em um determinado sistema tem como principal 
objetivo a modificação de sua dinâmica, manipulando a relação entrada/saída através 
da atuação sobre um ou mais dos seus parâmetros, com o objetivo de agregar certas 
especificações com relação a sua resposta (Ogata, 2010). Os parâmetros do sistema 
de controle que sofrem uma ação direta de um controlador, são designadas de 
variáveis manipuladas (MV), enquanto que os parâmetros para o qual se deseja obter 
as modificações que agradem as dadas especificações, denominam-se variáveis 
controladas (CV). 
Diversas técnicas de controle podem ser empregadas em um sistema, a qual a 
mais utilizada é a do controle proporcional, integral e derivativo (PID). A ampla 
aceitação e popularidade dos controladores PID está ligado à sua simplicidade 
funcional, permitindo assim ser aplicado no sistema de forma simples e direta e também 
ao seu desempenho e robustez em muitas condições de funcionamento. Seborg et. al 
(2011) afirma que cerca de 97% dos sistemas de controle existes utilizam o controle 
PID. 
No ano de 1935, Ralph Clarridge da Taylor Instrument Companies criou o 
controlador de três termos, ao utilizar um controlador que antecipava a variação no sinal 
de erro para solucionar um problema de oscilação de uma malha de controle de 
temperatura em uma indústria de celulose. Chamada inicialmente de pelos engenheiros 
da empresa de pré-act, a ação derivativa foi testada apenas em casos especiais até o 
ano de 1939, quando uma versão totalmente reprojetada do controlador Proporcional-
Integral-Derivativo PID Fulscope foi oferecida como padrão nos sistemas de controle 
comerciais da empresa. 
A estrutura de um controlador PID é a combinação do controle proporcional, 
controle integral e controle derivativo.  O cálculo do controlador PID envolve três 
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parâmetros: Proporcional, Integral e Derivativo. A expressão do controlador PID é dada 
pela Equação 21: 
dt
de
kdte
k
ekf
t
dct
i
c
tctc
)(
0
)()()(




 17 
onde: 
 
)(tc
f Saída do controlador em relação ao tempo. 
 
)( te  O erro entre o processo e o ponto de operação;  
 ck É a constante proporcional; 
 i É a constante tempo integral; 
 d É a constante tempo derivativo. 
 
Essa função do controlador PID produz um valor na saída proporcional ao erro 
obtido na Realimentação. O problema efetivo do controlador proporcional é a geração 
de offset. O controle proporcional é meramente uma resposta proporcional ao erro de 
controle, que é dado pela diferença entre o valor desejado e o valor da variável de 
processo a ser controlada. Quando o controle proporcional e usado de forma individual 
pode gerar um erro estacionário, ou seja, pode encontrar um ponto de equilíbrio em que 
existe um desvio entre o valor desejado e a variável a ser controlada (CAMPOS e 
TEIXEIRA, 2010). 
Já o controle integral está inteiramente relacionado com a exatidão do sistema, 
ele é responsável pelo erro zero no estado estacionário. Por causa da ação integral, o 
controlador consegue fazer a saída do processo acompanhar os sinais de referências, 
minimizar o desvio do processo em relação ao ponto de operação. Uma desvantagem 
da ação integral é o fenômeno conhecido como reset windup, se um erro de controle 
persistir o termo integral se tornará grande fazendo com que a saída do controlador 
fique saturada.  
A função derivativa representa a antecipação ao erro, aumentando a velocidade 
de resposta do sistema caso a presença do erro seja detectado, diferença entre a saída 
do processo e o valor desejado, o que pode tornar o controlador mais eficiente.  
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Logo, em sistemas de resposta lenta como controle de temperatura, a ação 
derivativa permite antecipar o aumento do erro e aumentar a velocidade de resposta do 
sistema. Todavia, desde que o operador 
dt
de t )(  representa quão rápido )(te  varia, a 
função derivada pode causar sérios problemas principalmente quando a oscilação é 
muito pronunciada, pois, nesse caso o valor do operador torna-se muito alto, fazendo 
aumentar a saída do processo, gerando o erro bem próximo a zero.  
Essa função pode diminuir o "overshoot" da função anterior e pode melhorar a 
estabilidade do controlador.  Desta forma a ação de controle derivativa compensa o 
efeito saturador da ação integral, porque tende a aumentar a estabilidade relativa do 
sistema e ao mesmo tempo torna a resposta do sistema mais rápida, devido ao seu 
efeito de antecipação.  
A ação derivativa atua calculando a tangente em cada instante da variável do 
processo, fazendo com que ocorra antecipação do comportamento da ação do 
controlador. A ação antecipativa evita previamente que o desvio se torne maior quando 
o processo se caracteriza por ter uma correção lenta comparada com a velocidade do 
desvio. A desvantagem desta ação é o fato de amplificar os sinais de ruído, o que pode 
causar um efeito de saturação nos atuadores do sistema. 
A associação das três ações de controle resulta um tipo de controlador que 
reúne vantagens individuais de cada tipo de ação e por isto, é comumente utilizada 
para diversas estratégias de controle de processo (ROLLINS, 1999). Ao unir as três 
técnicas de controle, consegue-se obter o controle básico do proporcional, com a 
eliminação do erro da integral e com a redução de oscilações do derivativo, sendo que 
é necessário o ajuste da intensidade de cada um dos termos através de um processo 
chamado de sintonia de controladores PID. O comportamento das ações proporcional, 
integral e derivativa é apresentado na Figura 10 
Figura 10 - O comportamento das ações proporcional, integral e derivativa. 
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Adaptado de Seborg et, al 2011. 
  
y 
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4. FUNDAMENTAÇÃO TEÓRICA  
4.1. Associação entre estabilidade robusta determinística e a 
estabilidade sobre a ótica estatística. 
 
 
 A estabilidade robusta determinística pode ser associada ao conceito de 
distribuição uniforme, que revela uma distribuição de máxima entropia, e cujas as 
variáveis aleatórias são uniformemente distribuídas. Como uma função densidade de 
probabilidade, que é constante sob o intervalo em consideração.  
Na distribuição uniforme a sua visualização pode permitir a conclusão de que a 
falta de informação é máxima, com isso pode-se revelar a associação desta distribuição 
com a distribuição de máxima entropia, o que pode designar a falta de informação de 
uma determinada variável aleatória. 
Na análise da estabilidade do ponto de vista determinístico para sistemas de 
várias variáveis, estabelece-se a faixa de variação de cada variável pelo cruzamento 
dos limites extremos de cada variável e para tal especificação são determinadas as 
condições do processo para se manter estável, ou seja, a região de estabilidade 
robusta seria para duas variáveis, por exemplo, dada pelo retângulo da Figura11(b).  
Igualmente pode ser observado que a Figura 11 (a) reflete o mesmo 
comportamento apresentado pela distribuição uniforme bivariada, ou seja, dizer que as 
variáveis não têm grau algum de interação pode ser semelhante dizer que obedecem a 
uma distribuição uniforme de acordo com a Figura 11 (b) do ponto de vista estatístico, 
visto que não há contração de espaços. Entretanto, não é razoável assumir que as 
variáveis aleatórias sejam sempre distribuídas uniformemente. Portanto, a análise do 
ponto de vista determinístico mostra-se ser um caso particular da análise de 
estabilidade sob ótica estatística.   
A Figura 11 (b) representa a função de distribuição conjunta de probabilidade 
(fdcp), onde admite-se a independência das variáveis. Ela mostra também a forma de 
uma superfície plana limitada pelos eixos x e y, cuja representação revela a 
correspondência com a Figura 11(a). 
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Figura 11-  a) Representação da região conjunta bivariada. b) Função de distribuição uniforme 
bivariada (fdcp). 
 
 
4.2. A estabilidade robusta do ponto de vista estatístico 
 
De forma diferente de outros métodos que requerem a estimação de 
probabilidade em suas estratégias, baseada no método de Monte Carlo com 
implicações na previsão dos resultados, a estabilidade com base em princípios 
estatísticos é direcionada a estabelecer a região de confiança para cada raiz da 
equação característica do processo em questão. Outra observação é a dependência da 
eficiência do método de Monte Carlo com o número de amostras, o que é um fator 
limitante. (Tempo et al., 1997). Esse fator limitante também pode ser melhorado usando 
o método de Monte Carlo modificado. 
Stengel e Ray (1991) garantem que a robustez do sistema de controle é definida 
como a capacidade de manter as características de estabilidade ou um desempenho 
satisfatório do sistema na presença variações nos parâmetros.  
A técnica empregada neste trabalho considera a relação existente entre a 
métrica euclidiana e a distância estatística. A distância estatística tem essa 
denominação uma vez que utiliza variância e covariância das amostras.  
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Para tornar possível a determinação dos contornos da elipse, região de 
confiança, as formas quadráticas são estabelecidas. Esses resultados se originam das 
partes reais e imaginarias de números complexos vinculados à distribuição chi-
quadrado (Silva et. al, 2012b). 
 
4.3. Distância Euclidiana e distância estatística 
 
Partindo de um plano complexo com a sua parte real ( 1x ) e imaginária ( 2x ) como 
coordenadas toma-se qualquer ponto P. A distância Euclidiana de P para origem O, é 
dada por: 
 
2
2
2
1 )()(),( xxPOd   
18 
 
A Equação 18 é tida como imprópria para a maior parte das finalidades 
estatísticas, já que na maioria dos casos, as dispersões das coordenadas axiais, que 
representam a variabilidade não são iguais como é mostrado na Figura 12 (Johnson e 
Wichern, 1992). 
 
Figura 12- Representação de dispersão geral de variabilidade 
 Considerando tal dispersão e normalizando as coordenadas
representa a distância estatística:
2
2
2
1
21
),(


















xx
xx
POd

 
A Equação 24 representa a distância estatística de forma geral, em notação 
vetorial: 
 
XXPOd   12 '),(  
Com 
ix
  indicando
],[' 21 xxX  . A Equação 
covariância. 
 










2
2
2
1
0
0
x
x


 
 
 
 
 
 a variância de componentes do vetor
25 é apresentada como sendo a matriz de variância
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 a Equação 23 
19 
20 







2
1
x
x
X , onde
-
21 
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A Equação 20 representa uma elipse centrada na origem, sendo assim uma 
forma quadrática. Quando 
yx   é observado um caso particular, onde a distância 
estatística transforma-se na distância Euclidiana.  
No caso de uma elipse, que está centrada no valor esperado da variável 
aleatória X, um ponto diferente da origem, e considerando também  como a matriz de 
variância-covariância, a Equação 20 pode ser generalizada para originar a Equação 26: 
 
)()'(),( 12 XX XXPOd      22 
 
A Equação 26, descreve os contornos de uma elipse centrado em ),( yx  , para 
uma variável aleatória bidimensional X,  os eixos não são necessariamente na mesma 
direção que o plano de coordenadas. 
O gráfico da Equação 22 para o plano 1x  e 2x , pode ser ilustrado na Figura 13, 
que apresenta o primeiro passo para rotacionar e translatar os pontos da equação 
característica: 
 
Figura 13- Conjunto de pontos que representam uma elipse sem perder a generalidade 
 
 
Sabendo que 1x  e 2x  estão interligados, o que corresponde a uma matriz com 
valores não nulos, desse modo, por meio de movimentos ajustados de translação e 
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rotação dos eixos após uma transformação linear, é possível eliminar a expressão de 
covariância cruzada da Equação 22.  
A Equação 27 representa a transformação linear a ser usada na translação e 
rotação expressa por: 
 
)()( ** XXXX  P  23 
 
Desde que P seja uma matriz, que aplicando conceitos de geometria elementar, 
demostrados no Anexo II, a transformação linear pode ser obtida, resultando em uma 
matriz ortogonal dada pela Equação 28, que também satisfaz a identidade 
IPPPP TT   
 





 



cossin
sincos
P
 
24 
Com a análise da matriz Equação 24 surge dois casos particulares, primeiro a 
chamada matriz de reflexão, cujo o determinante é igual a -1, este caso ocorre desde 
que a matriz ortogonal (2x2) escrita na forma 





dc
ba
onde a é um número real no 
intervalo [-1, 1], ou seja, cosa ,   , gerando assim a matriz da Equação 24 que 
é uma matriz de rotação com determinante igual a 1. 
Os eixos ),( *2
*
1 xx  são rotacionados por um certo ângulo θ a partir dos pontos de 
origem ),( 21 xx . Deve-se observar que o valor do determinante de )(det PP  é igual a 1, o 
que assegura o movimento de rotação. 
Substituindo a Equação 23 na Equação 22, é obtida a Equação 29: 
 
)()]'([),( *
*1
*
*2
XX XXPd     PP  25 
   
Que pode ser reescrita na forma da Equação 30 
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)(')]'[(),( *
*1
*
*2
XX XXPd     PP  26 
 
Todas matrizes (2x2) podem ser diagonalizáveis, e sua demonstração é com 
facilidade executada (Poole, 2005).  Uma matriz nxnA  é diagonalizável se e somente se 
ela possui n autovetores linearmente independentes. O método para obtenção dos 
autovalores e autovetores estão demostradas no Anexo IV.  
Em seguida, uma vez que a matriz -1 é simétrica e P é uma matriz ortogonal, tal 
matriz pode diagonalizar -1 resultando em uma matriz diagonal D conforme a Equação 
31: 
PP    11 'D  27 
Substituindo a Equação 27 na Equação 26, é obtida a Equação 32: 
)()'(),( *
*1
*
*2
XX XDXPd  
  28 
A Equação 28 é a forma quadrática de uma elipse centrada no valor esperado da 
variável aleatória X* sem o termo covariância cruzada. Já a Equação 28 pode ser 
reescrita para duas dimensões conforme mostrado na Equação 33: 
 
2
2*
2
2
2*
12
*
2
*
2
*
1
*
1
)()(
),( *
x
x
x
x
X
xx
Pd









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Vale salientar a definição da variável aleatória 2  (chi-quadrado) dada pela 
Equação 34; 
 
2
2





 

i
ii
i
X
U


 30 
 
A Equação 34 denota o cálculo dos quadrados das variáveis normais padrão 2
iU , 
é o seu somatório. Deste modo define uma nova variável aleatória chamada de chi-
quadrado (HIMMELBLAU, 1970), a qual de modo geral pode ser escrita na forma da 
Equação 35: 
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 
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2
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

  31 
 
Onde: 
  Denota os graus de liberdade;  
 U  Uma variável normal padronizada.  
 
Assim é notório que a Equação 29 possui uma distribuição 2 , ou seja, é igual a 
2  com  graus de liberdade. Também é importante observar que a diferença ( iiX  ) 
é relacionada com a média correspondente a translação onde a origem da elipse pode 
ser encontrada em qualquer posição com a relação ao sistema cartesiano 
 A importância da distribuição 2 é descrita por Schwaab (2007). Ele mostra que 
a distribuição 2 tem enorme importância pratica, porque, ela permite impor limites 
precisos sobre a região de confiança onde deve estar a variância verdadeira, a partir de 
valores amostrados.  
Soong (1986) garante que a distribuição Chi-quadrado é um dos principais 
instrumentos na área de inferência estatística e teste de hipóteses 
É fundamental observar que a diferença )( iiX   está associada com a média 
de acordo com a instrução da Equação 36. Desta forma obtém-se a Equação 36: 
 
2
,22
2*
2
2
2*
12
*
2
*
2
*
1
*
1
)()(
),( * 




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


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x
x
x
x
X
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Pd  32 
 
A Equação 32 expõe o fato de que 2,2
2 ),( *  Pd X 	 pode ser considerado como 
o contorno de uma elipse que contem (1–)100% da probabilidade, para a qual,  
corresponde à nível de significância e  = 2. 
Deste modo *1x  e 
*
2x  podem descrever as coordenadas retangulares dos pontos 
que representam as raízes da equação característica de um sistema de segunda 
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ordem, que nos dão a primeira indicação sobre a estabilidade do sistema, então, a 
elipse estabelecida está relacionada com a robustez da estabilidade. 
 
 
 
 
 
 
 
 
 
 
 
 
 
4.4. Cálculo da Estabilidade do Sistema  
 
Partindo do diagrama mostrado na Figura 14 é representado uma estratégia de 
controle adotada no presente estudo, isto é: 
 
Figura 14 -  Diagrama de blocos para o sistema de controle em malha fechada de um 
sistema de controle genérico. 
 
Fonte - Adaptado de Lathi (1998) 
 
A resposta em malha fechada para o processo considerado pode ser dada pela 
Equação 37: 
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O critério clássico de estabilidade afirma que o sistema em malha fechada é 
considerado estável se todas as raízes da sua equação característica estão localizadas 
à esquerda do eixo imaginário do plano complexo, com isso a Equação 38 deve 
satisfazer tais exigências.  
01  mvcp GGGG  34 
Analisando as funções de transferências do sensor e atuador unitário, e o 
processo de primeira ordem, considerando a função de transferência do controlador, 
podemos assumir que a equação acima pode se aproximar de um sistema de segunda 
ordem, sem perda de generalidade, dada pela Equação 39: 
0
1
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Onde: 
    é a constante de tempo, ou seja, o tempo natural de oscilação que 
determina a velocidade de resposta do sistema do sistema; 
    é o fator de amortecimento, que mostra o grau de oscilação em uma 
resposta do processo depois de uma perturbação.  
A constante de tempo é o fator de amortecimento podem ser obtidos a partir da 
Equação 40 e da Equação 41, que resultam nas Equações 42 e 43: 
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Deste modo assumindo as seguintes condições, tem-se:  
I. Se 12  > 0, onde as raízes apresentam apenas parte real Equação 42: 



 122 
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II. Se 12  < 0, onde as raízes são complexas, Equação 43: 
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Como os parâmetros  e  podem ser expressos como uma função de kc , i, e d,  
pode ser observado nas Equações 38 e 39,  são os parâmetros de sintonia de um 
controlador PID, desde que sejam considerados variáveis aleatórias, então,  e  
também são variáveis aleatórias, tendo como características básica a distribuição de 
probabilidade associada com cada uma deles. 
Para o procedimento analítico as considerações de que ambas as partes real e 
imaginária de cada raiz complexa são, por consequência estocástica quando 
representadas no plano complexo, resultando em pontos dispersos em torno do valor 
médio. 
Considerando a distância estatística antes abordada como uma métrica, os 
contornos do elipsóide que limitam a região da robustez de estabilidade, com um nível 
particular de significância podem ser mapeados.  
Embora o modelo probabilístico seja interessante, deve ser observado que a 
metodologia de controle robusto visa muito mais os limites de incerteza do que a sua 
distribuição de probabilidade. 
 
4.5. Robustez da estabilidade  
 
Normalmente A robustez da estabilidade e do desempenho tem sido tratadas de 
forma determinística, sendo avaliada apenas a variabilidade imposta aos parâmetros de 
interesse do sistema de controle, sem levar em conta uma distribuição de probabilidade 
para esses parâmetros (SILVA 2013).  
Uma vez que as raízes da equação característica de segunda ordem podem ser 
obtidas de acordo com as Equações 38 e 39, considerando a natureza estocástica do 
processo, uma dispersão das mesmas pode ser observada no plano complexo, como 
mostra a Figura 15.  
 Figura 15– Dispersão das raízes no plano complexo 
  
De certa forma, tanto os parâmetros do sistema de controle quanto os distúrbios 
externos e internos, influenciarão nas incertezas aplicada ao sistema de controle. 
mostrado na Equação 32, o contorno da região de confiança ao nível de significância 
pode ser determinado.  
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Do ponto de vista estatístico, mapear a região de confiabilidade das raízes no 
plano complexo consiste em determinar os contornos dessa dispersão, resultando na 
quantificação da variabilidade global do sistema de controle em tempo real, além de 
avaliar a tendência do comportamento da estabilidade do sistema. Desta maneira, a 
região pode ser denominada de região robusta de estabilidade.
A região robusta de estabilidade obtida a partir 
aplicando as conversões de c
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Com a Equação 41 
originais, chamadas de X* (Real*,
Figura 16– Dispersão das raíze
 
2
,22
2*
2
*
2
*
2
)





x
x
 
 
da Equação 
oordenadas apropriadas, como segue: 
é obtido um novo sistema de coordenadas usando os dados 
Imag.*) , como é mostrado na Figura 16
s no novo sistema de coordenadas
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Como 
 
40 
45, onde será 
41 
.  
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Permitindo calcular a variância 2 *X . Com a dispersão está centrada em X*c(0,0), 
os semi-eixos podem ser determinados pela Equação 46:  
 
)2/1(2
,2
2* )( *  XrX   42 
  
A Equação 46 pode ser utilizada para determinação da borda da elipse, referente 
aos dados das posições das raízes na nova orientação no plano complexo, o retorno a 
coordenadas originais resultará no mapeamento desejado para a estabilidade robusta. 
A volta ao sistema de coordenada originais e efetuada através de uma nova rotação e 
translação, ou seja, os pontos são centrados na origem para serem mapeados, com o 
mapeamento realizado, retomando aos dados originais tem-se os dados mapeados, 
podendo assim recalcular as bordas da elipse, agora mapeada. 
A medida da robustez da estabilidade pode sofrer redução, tal redução pode ser 
avaliada pelo acompanhamento do contorno da região de confiabilidade da dispersão 
das raízes, ou seja, a medida que o contorno da elipse sofre deslocamento, este 
deslocamento pode ser entendido como afastamento da região de confiabilidade.  
A Figura 17 mostra o exemplo de descolamento com perda de robustez da 
estabilidade, a migração do contorno da elipse cruzando o eixo imaginário para o semi-
plano real positivo, antes mesmo que as raízes, indicará que alguma irregularidade no 
sistema está ocorrendo e poderá levar a instabilidade (Silva et. al, 2012a). 
Real* 
Imaginário* 
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Figura 17– Redução da robustez da estabilidade. 
 
 A leitura da equação característica que é função de vários parâmetros, fornece 
sempre o par de raízes, que podem ser mapeadas mostrando a tendência do sistema 
ser estável ou instável.  
 
4.6. Robustez do Desempenho  
 
A atuação de um controlador pode ser avaliada pela sua capacidade de manter a 
variável controlada próximo ao valor desejado, mesmo em presença de perturbações 
externas (Luyben, 1990). 
 Quando é obtido o contorno da robustez da estabilidade, é possível obter ao 
mesmo tempo as respostas para o desempenho sugestivo a esse contorno, também é 
obtida a distribuição de probabilidade para a saída do processo, facilitando a 
determinação da variação do processo. A Figura 18 mostra os contornos da elipse 
como saída de dados dos processos.  
 
Figura 18 – Respostas da saída do processo a partir do contorno da elipse. 
Real 
Imaginário 
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A determinação dos parâmetros de sintonia do controlador referente às bordas 
da elipse pode ser determinada pelas seguintes equações: 
 Se 12  > 0, onde as raízes apresentam apenas parte real, então para cada 
valor de sp da região especificada, teremos que encontrar três valores (kc,i, d), ou 
seja, teremos duas equações e três variáveis, Equação 47. 
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 Se 12  < 0, onde as raízes são complexas, para o par  Img) (Real,  da região 
especificada, teremos que encontrar três valores (kc,i, d)p, ou seja, teremos três 
equações e três variáveis Equações 48 e Equação 49. 
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Devido ao grau de complexidade de não-linearidade das equações 46 a 48, um 
método que possibilita a resolução desses sistemas é o de Levenberg-Marquardt 
(Nocedal e Wright, 1999). 
Segundo Silva (2013), as respostas da saída são obtidas para as bordas da 
elipse e para a dispersão das raízes gerada pelo processo, sendo possível obter a 
região de robustez da performance associada a região de robustez da estabilidade. A 
base para a performance pode ser escolhida em função dos critérios desejados para o 
processo, por exemplo, overshoot, velocidade de resposta, taxa de decaimento ou 
tempo de resposta, etc. ou também outro índice que necessite da variabilidade da saída 
do processo. 
  Como exemplo, toma-se como base a saída processo no domínio tempo de 
acordo com a Equação Anexo I.15, gerada pelas raízes para  
p
t

  igual a 1. Além das 
respostas geradas pela borda da região de robustez da estabilidade, uma distribuição 
da mesma pode ser obtida, caracterizando assim a variabilidade da saída do sistema 
em função das incertezas do processo. 
A resposta da saída do processo em t/p = 1, caracterizada como variável 
aleatória, considerando distribuição de probabilidade não conhecida.  
Deste modo é apresentado o teorema e o Teorema Central do Limite, usado para 
amostras aleatórias independente (X1, X2, ..., Xn) retiradas de uma população com 
média x   e variância 
2, a distribuição amostral da média X  aproxima-se de uma 
distribuição normal com média x  e variância
n
2
, quando n tende ao infinito 
(Montgomery, 2003). Na prática pede-se um n > 5, isto é; 
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Uma maneira de calcularmos uma estimativa de um parâmetro desconhecido é 
construir um intervalo de confiança para o parâmetro desconhecido com uma 
probabilidade  %1   (nível de confiança) de que um intervalo contenha o verdadeiro 
parâmetro. Observa-se que  %1    pode ser igual a 99%, 95%, 90% , 80%, etc. 
Desta maneira  corresponde ao nível de significância, isto é, o erro que é cometido ao 
afirmar que, por exemplo, 95% das vezes o intervalo 
21
ˆˆ   contém   será de 5%.  
O Teorema Central de Limite e o intervalo de confiança de  %1   para a média 
populacional  , para uma amostra de n > 30, os limites de confiança da média podem 
ser expresso pela Equação 51: 
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Sendo  1)-t(n o valor crítico t-student com n-1 grau de liberdade e erro  %
.Com isso, tanto os limites de confiança quanto a distribuição da saída do processo 
podem ser obtidos. 
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5. RESULTADOS E DISCUSSÃO 
5.1. Planilha computacional Excel/VBA 
 
A estrutura computacional para saída dos dados do sistema foi desenvolvida em 
ambiente Excel/VBA. A escolha de planilha computacional foi motivada pelo desejo de 
comprovar que a metodologia utilizada neste trabalho não requer aparatos 
computacionais sofisticados, ou seja, computadores que contenha um simples editor de 
planilha é suficiente para utilizar a metodologia.  
Para elaboração da planilha, inicialmente foi criada uma entrada de dados 
aleatórios, usando uma função randômica, e limitadas por desvios estipulados. A 
criação dessa entrada de dados tem como objetivo simular a captura de dados de um 
controlador PID, a Tabela 1 exemplifica a entrada de dados utilizada. 
 
Tabela 1-  Representação da planilha de entrada de dados genéricos dos parâmetros 
do sistema. 
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A entrada de dados através da Tabela 01 são essenciais para o cálculo das 
raízes no plano complexo. Para esse cálculo é necessário calcular a Constante de 
Tempo )(  e a Constante de Amortecimento )( , calculados através das Equações 
genéricas para as constantes de um controlador PID são dadas pelas Equações 52 e 
53: 
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Com os resultados obtidos através das Equações 48 e 49 é calculado os valores 
das raízes no plano complexo: 










2
2
2
2
1
::01
)1(
::01










js
imagináriaerealparteapresentamraízesas
s
realparteapenasapresentamraízesas
 50 
Após aplicação das Equações 51 a 53 com os dados da Tabela 1, obtém-se 
como resultado o gráfico apresentado na Figura 19: 
Figura 19 – Representação das raízes no plano Complexo. 
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Após o cálculo das raízes da equação caraterística, foi efetuado o cálculo da 
matriz de covariância através da Equação 55, do ângulo de rotação dado pela Equação 
56 a 59 e dos autovetores e autovalores – equações apresentadas no Anexo II cálculo 
do ângulo de rotação e Anexo IV cálculos dos autovetores e autovalores:  
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Com os movimentos de rotação e translação os pontos coincidem com a origem 
dessa maneira pode-se calcular a representação da dispersão geral de variabilidade 
que pode ser visualizado na Figura 20. 
 
Figura 20 - Representação da dispersão geral de variabilidade rotacionada  
e transladada para origem. 
 
A rotação e a translação são necessárias para eliminar a correlação entre as 
variáveis. Após ter obtido as distâncias, pode-se então calcular a região de 
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confiabilidade variáveis normalizadas, representado pela Figura 21, que considera a 
volta dos pontos da equação caraterística a seu valor original: 
 
Figura 21 - Região de confiabilidade das variáveis normalizadas. 
 
 
Com a rotação e translação aplicadas de maneira inversa, os pontos retornam 
para sua posição original, que é mostrado na Figura 22. 
 
Figura 22 – Respostas da saída do processo a partir do contorno da elipse. 
 
 
Os contornos da elipse são calculados através da equação de distância 
estatística, dada pela Equação 60: 
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Assim com as médias já definidas e rearranjando a Equação 56, pode-se então 
definir os contornos da elipse, com as Equações de 61 a 67: 
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Para obter os valores requeridos, são utilizados os dados apresentados na 
Tabela 2: 
Tabela 2- Dados utilizados dos valores da distribuição chi-quadrado 
Intervalo de confiança (1-), % = 95 
Nível de significância (% = 5 
Número de variáveis, v = 2 
2,a = 5,991 
 
Os dados da Tabela 2 indicam que a cada 100 testes 95% das vezes os pontos 
encontrados estarão representados pela elipse com nível de significância de 5%, isto 
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para duas variáveis, com isso pode-se determinar o valor de 2,a( distribuição chi-
quadrado) que são tabelados e apresentados no Anexo III. 
Após normalização das variáveis é determinado a região de confiabilidade das 
variáveis normalizadas. É nesta etapa que acontece a transformação linear com o 
movimento de rotação e translação. A Figura 23 apresenta o resultado obtido com a 
aplicação da metodologia desenvolvida, definida como região de estabilidade robusta 
gerados a partir de um controlador PID, com parâmetros genéricos.  
 
Figura 23 – Região de estabilidade robusta, para parâmetros do controlador PID. 
 
 
O resultado confirma que a teoria proposta é de fácil aplicação e que o resultado 
obtido tem grade importância para a determinação da estabilidade de um sistema.  
Os valores podem estar diferentes em cada figura apresentada devido a função 
Randômica usada na planilha. 
 
5.2. Análise comparativa entre as teorias de probabilidade 
estabilidade (Estatística, 3 Sigmas e Função Erro). 
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Nesta seção o comparativo entre três teorias é estabelecido e verificado, com 
objetivo de verificar se a metodologia proposta apresenta vantagens sobre as demais. 
Deste modo duas funções são apresentadas com perspectivas determinísticas, a da 3 
Sigmas (três vezes o desvio padrão) e Função Erro, comparadas com os resultados 
obtidos com a perspectiva estocástica.  
 
5.2.1. Metodologia Distribuição Normal Multivariada -  3 Sigma 
 
Partindo da análise da Figura 24, observa-se que 99,73% dos resultados 
possíveis estão dentro do intervalo de confiança da metodologia, ou seja, apena 0,27% 
dos resultados possíveis não são representados pela análise.    
Figura 24 - Distribuição de probabilidade das médias, representação gráfica uma 
distribuição normal 
 
 
Os limites da distribuição dos valores individuais são chamados de limites 
naturais e os limites da distribuição de probabilidade das médias são chamados de 
limites de controle.  
A distribuição é limitada, por necessidade, visto à impossibilidade de trabalhar 
com valores de   e  , e esses limites são intervalos de confiança em torno da 
68,28% 
99,73% 
95,44% 
3 1 2 -1 0 -3 -2 Z 
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média. Como a análise do processo é realizada através de amostragem, a estimativa da 
média e da variabilidade do processo é realizada através de uma estrutura intervalar 
que proporciona um intervalo no qual se admite que esteja a verdadeira média e 
variabilidade populacional.  
Como não se sabe ao certo onde estará o verdadeiro parâmetro populacional, 
deve ser usada uma atribuição probabilística do intervalo em que o verdadeiro valor 
possa estar. Como já debatido na seção anterior, esse intervalo chama-se intervalo de 
confiança, e a confiança associada é 1 - , onde  é a probabilidade do erro. Um 
intervalo de confiança de 100(1-)% é estabelecido a partir de dois limites, tais que a 
probabilidade do valor verdadeiro do parâmetro possa estar. 
Uma vez identificada a distribuição dos valores individuais calcula-se os limites 
naturais. Caso a distribuição dos valores individuais seja Normal, os limites naturais são 
calculados considerando-se a extensão de seis desvios-padrões (6). Dessa forma, os 
limites compreendem 99,73% dos valores, ou seja, teoricamente 99,73% das raízes da 
equação característica estarão dentro dos limites e 0,27% estarão fora dos limites. 
 Outro motivo associado ao uso da análise 3 Sigma está na Figura 25. Wheeler e 
Chambers (1992) afirmam que a maior parte das distribuições estão com um certo nível 
de significância da região de confiança para vários métodos de distribuição de 
probabilidade. 
 
 
 
 
 
 
 
 
 
 
Figura 25 - Representação das amostras 3 Sigma, para vários métodos de distribuição 
de probabilidade 
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Tabela 3– Valores usados para delimitar a Função 3Sigma 
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Na Figura 26 são apresentados os resultados da região de estabilidade, 
destacado em vermelho, para a função 3 Sigma; 
Figura 26 – Resultados da região de estabilidade obtidos para função 3 Sigma. 
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5.2.2. Função Erro 
 A função erro foi estabelecida como o valor da variância Sigma multiplicado por 
2%, ou seja,  , pois se aproxima muito dos valores do intervalo de confiança 
usados. 
 Com os valores já calculados a função erro foi aplicada com o valor de , com 
base nodados da Tabela 4. 
Tabela 4– Valores usados para delimitar a função erro com %2 . 
 
Os valores calculados são os limites que determinam a figura geométrica 
formada com os pontos obtidos a partir do cálculo da distância estatística para 
formação da região robusta da elipse.  
 Na Figura 27 é apresentada região de estabilidade referente a função erro, com 
%2  destacado em verde. 
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Figura 27 – Resultados da região de estabilidade obtidos para função erro ( %2 ). 
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5.2.3. Resultados Comparativos 
 
A Figura 28 representa os resultados obtidos pela comparação entre as 
perspectivas determinística e estocástica, indicando que os resultados obtidos com a 
metodologia proposta devem-se ao seu menor nível de conservadorismo, e isso pode 
ser observado facilmente nos resultados.  
 
Figura 28 – representação dos resultados obtidos da comparação entre as perspectivas 
determinística e estocástica 
 
As comparações entre as perspectivas têm indicado que os resultados obtidos 
através da metodologia desenvolvida e mostrados na Figura 28 são menos 
conservativos, e consequentemente produz uma análise e mapeamento da região de 
estabilidade robusta mais realista. 
  
 6. ESTUDOS DE CASO
6.1. Sistema Não Reativo 
 
A introdução de alguns conceitos básicos 
processo de separação através de uma destilação com Tanque Flash.
separação Metanol - Água 
reativo A Figura 29 ilustra que 
alimentação líquida e a Figura 30
líquida ou condensação parcial da alimentação superaquecida, ambas consideram
tipos de alimentação, dispositivos de cont
destilação flash. 
 
Figura 
Fonte: Adaptação notas de aula professor Nagel Alves 20
 
Um flash corresponde a
alimentação é parcialmente 
que é o componente mais volátil
líquida é aquecida sob pressão e apó
Se o aquecimento (ou a redução de pressão) for suficiente uma nova fase (vapor) 
aparecerá. O tanque flash tem a finalidade de separar as 
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29 – Flash com valvula de controle de pressão.
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Figura 30 – Flash com temperatura de alimentação controlada. 
 
Fonte: Adaptação notas de aula professor Nagel Alves 2009 
 
6.1.1. Resultados para o processo Não Reativo 
 
Com o uso do AspenPlus®, simula-se o processo “Não Reativo”, a separação 
Água – Metanol, inicialmente no estado estacionário conforme a Figura 31, após obter 
resultado relativos a simulação no estado estacionário, analisar se os resultados 
obtidos são condizem com os resultados esperados, tais como composição da fase 
vapor e na fase liquida. No sistema de separação Água – Metanol espera-se que na 
saída da fase vapor só exista o componente mais volátil (espera-se metanol), e que na 
saída da fase liquida só exista o componente menos volátil (espera-se água) que nessa 
aplica é a Água.  
 Outros resultados esperados na simulação estão na análise, do gasto energético 
do processo de separação, um gasto energético muito alto pode ser inviável para o 
processo de separação ser efetuado conforme representado na Figura 31, onde está 
simulado o processo de separação Água – Metanol no estado estacionário.  
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Figura 31– Representação do Tanque flash -  Sistema não reativo – Simulação no 
estado estacionário 
 
  
A simulação dinâmica do processo “Não Reativo” – separação Água-Metanol, é 
mostrado na Figura 32, foi realizado com o uso do AspenPlus®. Nessa etapa são 
colocados os controladores PID na simulação, afim de obter os seus parâmetros. Com 
o sistema de separação funcionando, são obtidos os pontos que são usados nas etapas 
da identificação, da equação característica que rege o processo, ou seja, a função de 
transferência que rege o sistema. 
Figura 32– Representação do Sistema Dinâmico -  Sistema não reativo – Simulação 
AspenPlus®; 
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No processo de identificação da função de transferência. Os valores para a 
função de transferência encontrada estão apresentados na Equação 69. Para encontrar 
a função de transferência foi usado a função Ident no software Matlab®, que está 
detalhada no Anexo V. 
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 Nota-se que com os valores de 04965,01 Pk  e 9624,0s , foi gerado o valor de 
)(1 sGP , e uma vez gerado o valor de )(1 sGP  pode-se estimar os valores que compõem o 
limite superior e o limite inferior, representados por 1Pk  e 1P . Desta forma resulta 
a Equação 70 e a Equação 71, representada na Figura 34.  
 
1
9624.0
1
9624.0
04965.0
9624.0
04965.0
)(
1
1
1
1
1












s
k
s
sG
P
P
k
P
P
P




 70 
  10391.1
0516.0
)(
1
1
1



s
k
sG
P
P
P

 71 
 
E101
F101
V101
V102
V103
V104
FEED
LIQUID
VAPOR
CF101
CT101
CL101
  
77 
 
A Figura 33 representa o modelo do sistema não reativo, onde foi gerado um 
distúrbio após o tempo 5 minutos, a fim de ser comparado com o modelo experimental. 
É possível observar que o valor do modelo encontrado coincide com os valores do 
modelo experimental, essa informação demonstra que o modelo identificado está bem 
próximo do modelo experimental, e também que o sistema chega ao seu set point 
estabilizado.  
 
 
 
 
 
 
 
Figura 33– Representação do modelo identificado e do modelo experimental após um distúrbio 
de 10% no tempo 5 minutos.  
 
 
 Para simular os valores para um 1Pk  e 1P , submete-se  )(1 sGP  a um 
degrau de 10 % do valor inicial, onde encontramos os valores máximos para a diferença 
entre o menor valor e o maior valor. A Figura 34 mostra a função )(1 sGP submetida à 
essa variação; 
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 As mesmas simulações foram executadas para a temperatura e para a pressão, 
onde a função característica )(2 sGP (Equação 72) com o intuito de ter uma segunda 
prova para a estabilidade. 
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Figura 34– Representação da função de transferência )(1 sGP  submetida a um degrau com a 
variação superior e inferior . 
 
 
 
 
6.1.2.  Cálculos da estabilidade a partir da função de transferência 
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Com os valores da função de transferência calculados, é possível mostrar que o 
sistema de separação Água Metanol simulados são ou não estáveis. De forma análoga 
ao procedimento com dados aleatórios mostrados no Tópico 6 (Resultados e 
Discussão), são efetuadas as entradas de dados, conforme mostrado na Tabela 5. 
Nesta tabela estão o exemplo de alguns dados de entrada para o cálculo da região de 
estabilidade. 
 
 
 
 
 
 
 
 
 
 
 
Tabela 5– Representação da planilha de entrada de dados do processo não reativo  
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Com os dados de entrada efetuados através da Tabela 5, e com o 
processamento matemático já desenvolvido no Tópico 6, a planilha é novamente 
executada apresentando os resultados para todos os passos. Os resultados têm sido 
suprimidos uma vez que todos os passos já foram demostrados e só será apresentado 
como resultado a comparação entre as perspectivas determinística e estocástica. 
A Figura 35 representa os resultados obtidos pela comparação entre as 
perspectivas determinística e estocástica, indicando que os resultados obtidos com a 
utilização da metodologia proposta, baseada em princípios estocásticos, representa o 
seu menor nível de conservadorismo, o que pode ser observado facilmente nos 
resultados.  
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Figura 35 – Representação dos resultados obtidos da comparação entre as 
perspectivas determinística e estocástica para o sistema Não Reativo 
 
 
 
Mais uma vez as comparações entre as perspectivas têm indicado que os 
resultados obtidos através da metodologia desenvolvida, mostrados na Figura 35, são 
menos conservativos, e consequentemente produz uma análise e mapeamento da 
região de estabilidade robusta mais realista.  
No Apêndice 01 é apresentada a densidade de probabilidade para o sistema não 
reativo de separação Água - Metanol, onde pode-se observar a semelhança com uma 
distribuição uniforme. 
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6.2. Sistema Reativo – Produção de Propileno Glicol 
 
Uma das características principais do Propileno Glicol é ser um excelente 
solvente para uma grande gama de produtos orgânicos insolúveis em água. Entre suas 
propriedades estão: líquido claro, incolor, ligeiramente viscoso e completamente 
miscível com água. Por Propileno Glicol oferecer diversas maneiras de ser usado, ele 
se tornou uma ótima opção para as indústrias de cosméticos, alimentos e produtos 
farmacêuticos. Algumas das aplicações do Propileno Glicol mais comuns incluem (THE 
DOW CHEMICAL COMPANY, 2000): 
 Solvente para aromas na indústria de aromas, essências e fragrâncias. 
 Umectante para resinas naturais; 
 Solvente para xaropes e preparações farmacêuticas contendo ingredientes 
solúveis em água; 
 Agente de acoplamento em formulações de filtros solares, xampus, cremes de 
barbear e outros produtos similares; 
 Um meio de transferência de calor para baixas temperaturas em sistemas de 
resfriamento em cervejarias e indústrias de laticínios, assim como outros 
equipamentos de refrigeração possuindo serpentinas de resfriamento em contato 
direto com alimentos ou bebidas; 
 Em solução aquosa, apresenta excelentes propriedades anticongelantes; 
 Solvente para tintas de impressão; 
 Estabilizador de espumas em cremes de barbear; 
 Solvente e acoplador para muitas outras aplicações; 
 Umectante em coco ralado. 
O Propileno glicol é resultado da reação do Óxido de Propileno e a água 
catalisada pelo ácido sulfúrico, conforme disposto na Figura 36. Após a reação no 
reator CSTR, os produtos seguem para as etapas de purificação, através de torres de 
destilação. A reação de produção do Propileno glicol foi escolhida como exemplo de um 
sistema reativo para a análise através da metodologia de análise estatística de 
estabilidade (AEE), exposta neste trabalho.  
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Figura 36– Esquema do Modelo de produção do Propileno Glicol. 
 
Fonte: Modelos Aspen Plus® 
 
6.2.1. Resultados para o processo Reativo 
 
Os resultados foram obtidos através de uma simulação do processo de 
fabricação do Propileno glicol. A Figura 37 ilustra o processo simulado no estado 
estacionário, sem os controladores PID. Os valores obtidos no processo de produção 
do Propileno glicol no estado estacionário encontram-se disposto no Apêndice 4.  
 
Figura 37– Simulação do processo de produção do Propileno Glicol no estado Estacionário 
 
 
CSTR 
Segue para 
processos de 
separação 
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A Figura 38 apresenta a simulação do processo de produção do Propileno glicol 
gerada através do AspenPlus®. Nesta figura o processo encontra-se com todos os 
controladores PID em funcionamento, e com isso pode-se determinar as equações 
características que regem esse processo de produção. A Figura 39 encontra-se 
novamente no Apêndice 3 ampliada para uma melhor visualização,  
Figura 38– Simulação do processo de produção do Propileno Glicol no estado dinâmico. 
 
 
 
No processo de identificação da função de transferência, a função Ident do 
software Matlab® foi utilizada - detalhado no Anexo VI- os valores para a função de 
transferência encontrada estão apresentados na Equação 73. 
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Observa-se que com os valores de 01398,01 Pk  e 7781,0s , é possível gerar o 
valor de )(1 sGP , uma vez gerado o valor de )(1 sGP  pode-se estimar os valores que 
compõem o limite superior e o limite inferior, representados por 1Pk  e 1P . Desta 
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forma tem-se a Equação 74 e Equação 75, as quais encontra-se reproduzidas na 
Figura 40; 
 
1
7781.0
1
7781.0
01398.0
)(
1
1
1









s
k
sG
P
P
P

 74 
  12852.1
01798.0
)(
1
1
1



s
k
sG
P
P
P

 75 
 
Para o sistema reativo de produção de Propileno glicol, foi utilizado o 
procedimento análogo ao realizado no processo de separação Água – Metanol, 
gerando um distúrbio no processo após cinco minutos, que permite a comparação com 
o modelo experimental, (Figura 39), esta informação ratifica que o modelo identificado 
está bem próximo do modelo experimental, e também que o sistema chega ao seu set 
point estabilizado.  
 
Figura 39– Representação do modelo identificado e do modelo experimental após um distúrbio 
de 10% no tempo 5 minutos 
 
 
A metodologia foi aplicada ao sistema reativo de modo análogoao utilizado para 
o sistema não reativo. Assim para simular os valores para um 1Pk  e 1P submete-
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se )(1 sGP  a um degrau, onde encontra-se os valores para a diferença entre o menor 
valor e o maior valor.  A Figura 40 mostra a função )(1 sGP submetida à essa variação, 
podendo ser observado que a função mantem-se estável para todo limite de variação; 
 
Figura 40 - Representação da função de transferência )(1 sGP  submetida a um degrau com a 
variação superior e inferior 
 
  
 
 
7.2.1.2. Cálculos da estabilidade a partir da função de transferência 
 
Com os valores da função de transferência calculados, é possível mostrar que o 
sistema de produção de Propileno glicol simulados são ou não estáveis. De forma 
análoga ao procedimento com dados aleatórios mostrados no Tópico 6 (Resultados e 
Discussão).  São efetuadas as entradas de dados, conforme mostrado na Tabela 6. 
Nesta tabela estão o exemplo de alguns dados de entrada para o cálculo da região de 
estabilidade. 
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Tabela 6– Representação da planilha de entrada de dados do processo reativo. 
 
 
Com os dados de entrada efetuados através da Tabela 6, e com o 
processamento matemático já desenvolvido no Tópico 6, a planilha é novamente 
executada apresentando os resultados para todos os passos. Os resultados têm sido 
suprimidos uma vez que todos os passos já foram demostrados e só será apresentado 
como resultado a comparação entre as perspectivas determinística e estocástica. 
A Figura 41 representa os resultados obtidos pela comparação entre as 
perspectivas determinística e estocástica, indicando que os resultados obtidos com a 
metodologia proposta baseada em princípios estatísticos representam um menor nível 
de conservadorismo, e isso pode ser observado facilmente nos resultados.  
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Figura 41 – Representação dos resultados obtidos da comparação entre as 
perspectivas determinística e estocástica para o sistema Reativo 
 
 
 
Mais uma vez as comparações entre as perspectivas têm indicado que os 
resultados obtidos através da metodologia desenvolvida (Figura 42) são menos 
conservativos, por conseguinte, produz uma análise e mapeamento da região de 
estabilidade robusta mais realista.  
No Apêndice 02 é apresentada a densidade de probabilidade para o sistema 
reativo de produção do Propileno glicol, onde pode-se observar a semelhança com uma 
variável aleatória. 
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8. CONCLUSÕES 
 
Desde que a estabilidade robusta determinística está associada a estabilidade na 
ótica estatística, pode ser observado que a estabilidade robusta determinística segue o 
modelo da distribuição uniforme, onde a probabilidade das raízes características é a 
mesma durante todo intervalo, enquanto o modelo estatístico apresenta a determinação 
da região de estabilidade robusta levando em consideração as interações entre todas 
as variáveis consideradas no processo. Isto tem permitido mapear a região de 
estabilidade do sistema, com possibilidade de monitoramento do sistema.  
Diferente das clássicas abordagens determinísticas, nas quais cada distúrbio é 
considerado isoladamente, o uso do ferramental estatístico permite analisar os 
distúrbios conjuntamente e isso é substancialmente vantajoso, pois pode reduzir o 
conservadorismo da análise, aproximando–se da realidade, conforme apresentado nos 
resultados.  
O trabalho usa uma metodologia baseada em princípios da estatística clássica 
tendo como objetivo de estimar a região robusta de confiança para a estabilidade de um 
sistema e, consequentemente, mapear os contornos das elipses resultantes associadas 
com as raízes aleatórias da equação característica.  
Tal metodologia, denotada por análise estatística de estabilidade (AEE), 
estabelece os limites para as variáveis de interesse, raízes do sistema, com base nos 
princípios estatísticos e, com isso, a região de confiança robusta. A estratégia implica 
em uma associação do conceito de distância estatística com a distribuição Chi-
quadrado.  
A metodologia AEE baseia-se na medida da distância estatística denominada 
métrica estatística, sendo a distância euclidiana um caso particular desta e, ao aplica-
las aos processos Reativo e Não reativo, obteve-se a região de confiança para esses 
sistemas observados. 
Ao comprar a metodologia AEE com os métodos determinísticos 3 Sigma e 
Função Erro, obtém-se como resultado a redução do conservadorismo da análise, visto 
que a região a ser analisada é bem menor e diminuindo possíveis erros na análise dos 
dados, aproximando–se da realidade do sistema em estudo. 
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O método AEE oferece resultados satisfatórios, com grau de confiança maior que 
os obtidos com os métodos deterministas citados. Nos sistemas analisados, as regiões 
geradas a partir dos métodos 3 Sigma e Função Erro, quando comparadas a região 
obtida pelo método AEE, apresentaram valores mais conservadores, logo, mais distante 
da realidade. 
A aplicação do ferramental estatístico usado neste trabalho gera resultados com 
o mínimo esforço computacional, partindo da utilização de uma planilha computacional 
juntamente com as equações características explicitadas. Desse modo, os resultados 
obtidos permitem uma tomada de decisão mais rápida e eficiente, visto que o contorno 
da elipse (região gerada) indica a tendência de o sistema continuar estável ou torna-se 
instável com mais confiabilidade. 
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9. SUGESTÕES PARA TRABALHOS FUTUROS 
 Simular mais equipamentos, afim de verificar a estabilidade destes 
equipamentos; 
 Usar controladores MPC, com objetivo de usar a metodologia proposta neste 
trabalho, e comprovar o seu possível uso. 
 Comparar os resultados obtidos com os Controladores PID e os resultados 
obtidos com o MPC; 
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Anexo I 
 
Demonstração da resposta de y em malha fechada, em termos de variável desvio, no 
domínio tempo.  
Partindo do diagrama de blocos mostrado na Figura 42, onde são apresentadas 
as variáveis e parâmetros envolvidos no sistema de controle: 
Figura 42- Diagrama de bloco para o sistema de controle em malha fechada 
 
Fonte - Adaptado de Lathi (1998) 
A resposta em malha fechada pode ser obtida como mostra o resultado na 
Equação I-01: 
)(
1
)(
1
)( sd
GGGG
G
sy
GGGG
GGG
sy
mvcp
d
sp
mvcp
vcp




 
I-01 
A equação característica pode assumir a seguinte forma: 
01  mvcp GGGG  I-02 
 
 Uma vez que podemos assumir um processo de primeira ordem, e a função 
transferência para o clássico PID, como segue nas equações seguintes 
respectivamente.  
1

s
k
G
p
p   
I-03 
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kG dc
i
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cc 
 
I-04 
 Considerando as funções de transferência do sensor e atuador como sendo
vv kG   e mm kG  , ou seja, apenas proporcionais. A substituição dessas considerações 
na Equação 01, resulta na Equação I-05, a partir da seguinte demonstração: 
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         Como pode-se ver, a Equação I-05 pode ser reescrita como segue: 
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Onde: 
                     ,1
,
,
3
2
1



a
ta
ta
i
id
                        e                        .
),(
),(
3
2
1
m
im
cpv
i
cpv
i
idm
kb
tk
kkk
t
b
kkk
t
tkb




 
Aplicando o método das frações parciais e do mascaramento (Heaviside) 
(Lathi,1998), Equação I-07, a função y(s), onde pode ser escrita como somatório de 
termos de primeira e de segunda ordem. 
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A correspondência com o domínio tempo e o domínio de Laplace pode ser obtida 
por:  
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Considerando 0)( sd , rearranjando para isolar os termos s2, uma vez que um 
degrau permita estimular a função 08, onde 
s
k
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sp )( , a Equação I-06 resulta em: 
s
k
b
b
s
b
b
s
a
a
s
a
a
s
b
a
sy
set





















1
3
1
22
1
3
1
22
1
1)(
 
I-09 
 
Aplicando o método das frações parciais: 
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Aplicando o método Heaviside: 
I. Para K1, onde s= 0, multiplicando ambos os membros por s: 
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Obtém-se: 
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II. Para A e B, multiplicando ambos os membros por 
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Resultando em: 
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Reescrevendo em termos de constantes K1, K2, A, B, a e c, tem-se: 
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O denominador do segundo termo da Equação I-13 pode também ser escrita na 
forma dos polos da equação característica,  ip  , como segue: 
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Aplicando as definições do sistema de equações 08, a resposta ao processo 
pode ser escrita por:  
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Portanto, a resposta no domínio tempo para o sistema em questão é definido 
por: 
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ou ainda: 
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Que pode ser reescrita da forma abaixo:  
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Anexo II 
 
Considerando o sistema ortogonal ),( yx , a rotação de ângulo   pode ser 
realizada com a finalidade de obter um novo sistema ),( ** yx . A representação de um 
ponto P pode ser obtido considerando a relação angular entre os dois sistemas de eixo 
como mostra a Figura 43. 
Figura 43– Diagrama representativo do ponto P no novo sistemas de eixos 
 
 
 
Os segmentos dos eixos podem ser expressos por:  
*yPTyPRxOTxOR    e    ,  *, . 
 Por sua vez os mesmos podem ser representados pela dependência angular. 
Figura 44– Representação do ponto P nos dois sistemas de eixos. 
 
 
 
Para x, podem ser considerados os segmentos mostrados na Figura 43, onde: 
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 PTsenOTRQOQxOR    cos  
 senyx *  cos*  
Assim, x  pode ser reescrito em relação a *x , *y e  : 
 senyxx *  cos*  
Já para y, são considerados os segmentos mostrados na Figura 45 onde: 
 cosPTOTsenSPRyPR  S   
 cos* * ysenx   
Figura 45– Representação do ponto P nos dois sistemas de eixos 
 
Dessa maneira, y  pode ser reescrito em relação a *x , *y e  : 
 cos* * ysenxy   
Com as equações obtidas para x e y, o sistema de equações define bem o ponto 
P: 








senyxx
ysenxy
*
*
 
 
cos
cos
*
*
 
 Que também pode ser reescrita na forma matricial: 
 













 






*
*
cos
cos
y
x
sen
sen
y
x


 
 
Que é a chamada matriz rotacional. 
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Anexo III  
 
Representação da função Chi-quadrado 
 
Figura 46-  Representação gráfica da densidade de probabilidade 2  : 
 
Fonte: Adaptado de Himmelblau (1970) 
 
Tabela 7– Distribuição de probabilidade Chi-quadrado 
  P (n
2) - Probabilidade 
  0,005 0,01 0,025 0,05 0,1 0,25 0,5 0,75 0,9 0,95 0,975 0,99 0,995 
1 0,00 0,0002 0,001 0,004 0,02 0,10 0,46 1,32 2,71 3,84 5,02 6,64 7,88 
2 0,01 0,02 0,05 0,10 0,21 0,58 1,39 2,77 4,61 5,991 7,38 9,21 10,60 
3 0,07 0,12 0,22 0,35 0,58 1,21 2,37 4,11 6,25 7,82 9,35 11,35 12,84 
4 0,21 0,30 0,48 0,71 1,06 1,92 3,36 5,39 7,78 9,49 11,14 13,28 14,86 
5 0,41 0,55 0,83 1,15 1,61 2,68 4,35 6,63 9,24 11,07 12,83 15,09 16,75 
6 0,68 0,87 1,24 1,64 2,20 3,46 5,35 7,84 10,65 12,59 14,45 16,81 18,55 
7 0,99 1,24 1,69 2,17 2,83 4,26 6,35 9,04 12,02 14,07 16,01 18,48 20,28 
8 1,34 1,65 2,18 2,73 3,49 5,07 7,34 10,22 13,36 15,51 17,54 20,09 21,96 
9 1,74 2,09 2,70 3,33 4,17 5,90 8,34 11,39 14,68 16,92 19,02 21,67 23,59 
10 2,16 2,56 3,25 3,94 4,87 6,74 9,34 12,55 15,99 18,31 20,48 23,21 25,19 
11 2,60 3,05 3,82 4,58 5,58 7,58 10,34 13,70 17,28 19,68 21,92 24,73 26,76 
12 3,07 3,57 4,40 5,23 6,30 8,44 11,34 14,85 18,55 21,03 23,34 26,22 28,30 
13 3,57 4,11 5,01 5,89 7,04 9,30 12,34 15,98 19,81 22,36 24,74 27,69 29,82 
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14 4,08 4,66 5,63 6,57 7,79 10,17 13,34 17,12 21,06 23,69 26,12 29,14 31,32 
 
 (Continuação) – Distribuição de probabilidade Chi-quadrado 
15 4,60 5,23 6,26 7,26 8,55 11,04 14,34 18,25 22,31 25,00 27,49 30,58 32,80 
16 5,14 5,81 6,91 7,96 9,31 11,91 15,34 19,37 23,54 26,30 28,85 32,00 34,27 
17 5,70 6,41 7,56 8,67 10,09 12,79 16,34 20,49 24,77 27,59 30,19 33,41 35,72 
18 6,27 7,02 8,23 9,39 10,87 13,68 17,34 21,61 25,99 28,87 31,53 34,81 37,16 
19 6,84 7,63 8,91 10,12 11,65 14,56 18,34 22,72 27,20 30,14 32,85 36,19 38,58 
20 7,43 8,26 9,59 10,85 12,44 15,45 19,34 23,83 28,41 31,41 34,17 37,57 40,00 
21 8,03 8,90 10,28 11,59 13,24 16,34 20,34 24,94 29,62 32,67 35,48 38,93 41,40 
22 8,64 9,54 10,98 12,34 14,04 17,24 21,34 26,04 30,81 33,92 36,78 40,29 42,80 
23 9,26 10,20 11,69 13,09 14,85 18,14 22,34 27,14 32,01 35,17 38,08 41,64 44,18 
24 9,89 10,86 12,40 13,85 15,66 19,04 23,34 28,24 33,20 36,42 39,36 42,98 45,56 
25 10,52 11,52 13,12 14,61 16,47 19,94 24,34 29,34 34,38 37,65 40,65 44,31 46,93 
26 11,16 12,20 13,84 15,38 17,29 20,84 25,34 30,44 35,56 38,89 41,92 45,64 48,29 
27 11,81 12,88 14,57 16,15 18,11 21,75 26,34 31,53 36,74 40,11 43,20 46,96 49,65 
28 12,46 13,57 15,31 16,93 18,94 22,66 27,34 32,62 37,92 41,34 44,46 48,28 50,99 
29 13,12 14,26 16,05 17,71 19,77 23,57 28,34 33,71 39,09 42,56 45,72 49,59 52,34 
30 13,79 14,95 16,79 18,49 20,60 24,48 29,34 34,80 40,26 43,77 46,98 50,89 53,67 
40 20,71 22,16 24,43 26,51 29,05 33,66 39,34 45,62 51,81 55,76 59,34 63,69 66,77 
50 27,99 29,71 32,36 34,76 37,69 42,94 49,34 56,33 63,17 67,51 71,42 76,15 79,49 
60 35,53 37,49 40,48 43,19 46,46 52,29 59,34 66,98 74,40 79,08 83,30 88,38 91,95 
70 43,28 45,44 48,76 51,74 55,33 61,70 69,33 77,58 85,53 90,53 95,02 100,43 104,22 
80 51,17 53,54 57,15 60,39 64,28 71,15 79,33 88,13 96,58 101,88 106,63 112,33 116,32 
90 59,20 61,75 65,65 69,13 73,29 80,63 89,33 98,65 107,57 113,15 118,14 124,12 128,30 
100 67,33 70,07 74,22 77,93 82,36 90,13 99,33 109,14 118,50 124,34 129,56 135,81 140,17 
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Anexo IV  
 
Calculo dos autovetores e autovalores, para linearização dos pontos da equação 
característica.  
autovetorvsautovalore
aa
aa
A ,,
2221
1211 





  
Sabe- se que vAv  , para o cálculo dos autovalores  , tem-se 
0)(  vIA   
ticacaracterisFunção  
0)det()(  IAf   
0)det(
2221
1211 






aa
aa
IA  
0))(( 12212211  aaaa  , dai obtém-se a equação característica: 
0)()( 122122112211
2  aaaaaa  , definindo: 
)( 2211 aab   
)( 12212211 aaaac   
02  cba   
a
acbb
2
42
1

  
a
acbb
2
42
2

  
Onde 1 e 2 são soluções para a equação característica, tornando-se Autovalores 
da matriz de covariância A. 
Levando a dispersão para as coordenadas do novo eixo 
0)(  ii vIA   




















0
0
2,
1,
2221
1211
i
i
i
i
v
v
aa
aa


 
2,
11
12
1,
)(
i
i
i v
a
a
v

  
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0)(
)(
22
11
12
21 







i
i
a
a
a
a 

 
0)(
)(
222,2,
11
12
21 

iii
i
avv
a
a
a 

 





0)(
0)(
:sistema no resulta Logo
222,1,21
2,121,11
iii
iii
avva
vava

  
 
;seobtem ,1,
;seobtem,1,
;seobtem,1,
;seobtem,1,
:queobservar  se-pode resuldaos esses: Com
22122
11211
12222
21111
vv
vv
vv
vv








 
 
 





































22
12
22
12
2212
2
22
22
12
2
21
11
21
11
2111
1
11
21
11
1
i
11
,
11
,
1
:λaassociadoautovetordoElementos
v
v
v
v
vv
v
vvv
v
v
v
v
v
tv
v
vvv
v
v
vv
v
T
T
i
i
T
i
i


 
;
)(
,1,
;
)(
,1,
;
)(
,1,
;
)(
,1,
:.
12
211
12
22122
21
111
21
11211
22
12
211
12222
11
21
111
21111
v
a
a
vv
v
a
a
vv
v
a
a
vv
v
a
a
vv
Obs
















 
Logo a matriz dos autovetores é a matriz que ortogonaliza a dispersão: 
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.,
0
0
.,
2
1
22
*
221
*
1
**
2
12
*
211
*
1
**
1
2221
1211
diagonalmatrizD
vxvxx
vxvxx
ortogonalmatriz
vv
vv
v
kkk
kkk


















 
Onde a Figura 47 representa o significado físico da matriz de autovalores: 
Figura 47- Significado físico da matriz de autovalores 
 
Desde que sejam obedecidas as condições a seguir: 







2221
1211
vv
vv
v ;
2222
2121
1212
1111
cos
cos
cos
cos
v
v
v
v








 
 
 
 
 
 
 robusta de estabilidade. 
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Anexo V  
 
Cálculo para identificação da função de transferência que rege o sistema de 
separação Água – Metanol: 
f1 = 
  
  From input "u1" to output "y1": 
  0.04965 
  ---------- 
  s + 0.9624 
  
Name: tf1 
Continuous-time identified transfer function. 
Parameterization: 
   Number of poles: 1   Number of zeros: 0 
   Number of free coefficients: 2 
   Use "tfdata", "getpvec", "getcov" for parameters and their uncertainties. 
Status:                                           
Estimated using TFEST on time domain data "z1".   
Fit to estimation data: 98.93% (simulation focus) 
FPE: 0.007317, MSE: 0.00723  
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Anexo VI  
 
Cálculo para identificação da função de transferência que rege o sistema de 
produção do Propileno Glicol: 
 
 
tf1 = 
  
  From input "u1" to output "y1": 
   0.01398 
  ---------- 
  s + 0.7781 
  
Name: tf1 
Continuous-time identified transfer function. 
Parameterization: 
   Number of poles: 1   Number of zeros: 0 
   Number of free coefficients: 2 
   Use "tfdata", "getpvec", "getcov" for parameters and their uncertainties. 
Status:                                           
Estimated using TFEST on time domain data "z1".   
Fit to estimation data: 95.31% (simulation focus) 
FPE: 0.04838, MSE: 0.04707 
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Apêndice 01 
 
 Densidade de probabilidade para o sistema não reativo de separação de Água e 
Metanol: 
Figura A01- Densidade de probabilidade para o sistema não reativo; 
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Apêndice 02 
 
Densidade de probabilidade para o sistema reativo de separação de produção do 
Propileno glicol: 
Figura A02- Densidade de probabilidade para o sistema reativo 
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Apêndice 03 
Figura 48– Reapresentação da Simulação do processo de produção do Propileno Glicol no estado dinâmico. 
 
 
 
EXCHANGE
MIXER
REACTOR
LC_R
TC_R
V101
V102
V103
V104
V105
1
10
2 3
4
5 6
7
8
9
FCF1
FCF2
TCF
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Apêndice 04 
 
 
Tabela 8– Valores obtidos através da simulação do processo de produção do Propileno glicol. 
 
 
PROPILENO GLICOL
Stream ID 1 2 3 4 5 6 7 8 9 10
Temperature F       58 ,0       58 ,0       58 ,0       58 ,0       58 ,4       58 ,4       75 ,0       75 ,0      1 03,7      1 03,8
Pressure psia      4 4,09      4 4,09      3 6,74      3 6,74      3 6,74      2 9,39      2 9,39      2 2,04      2 2,04      1 4,69
Vapor Frac      0 ,0 00      0 ,0 00      0 ,0 00      0 ,0 00      0 ,0 00      0 ,0 00      0 ,0 00      0 ,0 00      0 ,0 00      0 ,0 00
Mole Flow lbmol/h r    11 3,410    80 6,203    80 6,203    11 3,410    91 9,613    91 9,613    91 9,613    91 9,613    90 4,902    90 4,902
Mass Flow lb/hr   4 708 ,0 75  145 23,96 6  145 23,96 6   4 708 ,0 75  192 32,04 1  192 32,04 1  192 32,04 1  192 32,04 1  192 32,04 1  192 32,04 1
Volume Flo w cuft/h r     91,02 3    23 1,706    23 1,708     91,02 5    32 3,023    32 3,027    32 6,307    32 6,311    32 8,224    32 8,228
En th alp y MMBtu /h r     -9 ,6 21    -99,26 5    -99,26 5     -9 ,6 21   -10 8,885   -10 8,885   -10 8,616   -10 8,616   -10 8,674   -10 8,674
Mole Flow lbmol/h r           
  PROPA-01                                                                                     14,71 1     14,71 1
  PROPY-01     41,25 4                         41,25 4     41,25 4     41,25 4     41,25 4     41,25 4     26,54 3     26,54 3
  W ATER              80 6,203    80 6,203              80 6,203    80 6,203    80 6,203    80 6,203    79 1,492    79 1,492
  METHA-01     72,15 6                         72,15 6     72,15 6     72,15 6     72,15 6     72,15 6     72,15 6     72,15 6
