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ABSTRACT
Intermediate-Severity (IS) faults present milder symptoms com-
pared to severe faults, and are more difficult to detect and diagnose
due to their close resemblance to normal operating conditions. The
lack of IS fault examples in the training data can pose severe risks to
Fault Detection and Diagnosis (FDD) methods that are built upon
Machine Learning (ML) techniques, because these faults can be
easily mistaken as normal operating conditions. Ensemble models
are widely applied in ML and are considered promising methods
for detecting out-of-distribution (OOD) data. We identify common
pitfalls in these models through extensive experiments with several
popular ensemble models on two real-world datasets. Then, we
discuss how to design more effective ensemble models for detecting
and diagnosing IS faults.
CCS CONCEPTS
• Computing methodologies → Bagging; Supervised learn-
ing by classification.
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1 INTRODUCTION
In Fault Detection and Diagnosis (FDD) applications1, it is common
to encounter fault data examples whose symptoms correspond to
different Severity Levels (SLs). Figure 1 shows a real-world exam-
ple where faults are categorized into four different SLs, from SL1
1In this paper, a “fault” can mean either a machine fault in industrial applications or a
human disease in health applications.
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(slightest) to SL4 (most severe). The ability of accurately assessing
the severity of faults/diseases is important for FDD applications,
yet also very difficult especially on low-severity examples; SL1 data
clusters are much closer to the normal cluster than to their corre-
sponding SL4 clusters in Figure 1. An FDD system needs to be very
sensitive to identify the low-severity faults; at the same time, it
should not have too many false positives, which makes the design
of such decision systems a challenging task.
If labeled data from different SLs are available, then regular re-
gression or classification approaches are suitable, as already exem-
plified by previous research [16, 20]. However, these fine-grained
labeled datasets can take much effort to prepare and we may not
always have a priori access to a full spectrum of fault SLs. In an
extreme case, as illustrated in Figure 2, suppose we only have access
to the two ends (i.e. SL0 & SL4) of the fault SL spectrum, and the
Intermediate-Severity (IS) fault instances are not available to us. If
we train a classification system only using the available SL0 and
SL4 data, the resulting classifier may have great performance on
in-distribution data (SL0 & SL4). However, it may fail badly on iden-
tifying the IS data. For example, most SL1 faults may be mistakenly
recognized as normal by any of the decision boundaries shown in
Figure 2. More generally, classical supervised learning approaches
designed for achieving maximal separation between labeled classes
(e.g. margin-based classifiers, (discriminative) neural networks, etc),
are no longer effective in detecting IS fault instances.
In the absence of labeled data for certain categories of fault
instances, common practices are to develop generative models, such
as Gaussian mixture model [29], Principle Component Analysis
(PCA) [11, 27], Long Short-Term Memory (LSTM) network [7] and
autoencoder [14, 24]. A potential problem for these models is that
SL4
SL0
SL2 SL1
SL3
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SL3 SL4
Figure 1: Visualization of part of the RP-1043 data [4]. The
normal condition and two fault conditions (each with four
SLs) are shown.
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theymay not always generalize well—that is, a single-trainedmodel,
when applied to an unseen IS fault instance during test time, can be
classified as normal (i.e., false positive) [6]. The solution we propose
in this paper is based on ensemble learning [28], i.e., on the process
of training multiple classifiers and leveraging their joint decisions
to recognize IS faults. In literature, a variety of ensemble methods
have been proposed on the estimation of decision uncertainties [9,
17, 18]. Figure 2 shows that the individual classifiers have much
disagreement on the SL2 data. The amount of disagreement can be
used to measure the decision uncertainties, and is therefore useful
for indicating IS faults. However, for SL1 data that are much closer
to the normal cluster, the above approach will be less effective.
We find this is a common phenomenon in our empirical studies. A
remedy to the problem is to increase the statistical power of the base
learners by moving the decision boundaries towards the normal
cluster. In this paper, we focus on the special considerations required
for designing effective ensemble models for FDD applications.
We believe our methods are a useful complement to the liter-
ature on multi-grade FDD systems [16, 19, 20], specifically under
cases where the available fault data for training are insufficient and
cannot cover the entire severity spectrum. In this paper, we give
some caveats and an easy-to-use recipe for ML practitioners to de-
velop ensemble FDD models that can more effectively recognize IS
examples. We summarize our contributions in this paper as follows:
• We show by experiments that IS examples, when missing
from the training distribution, can pose severe risks for sev-
eral popular supervised and unsupervised ML-based FDD
models.
• Further experiments show that the appropriate setting of the
statistical power of ensemble classifiers has a vital impact
on the FDD performance. We propose using an adaptive
approach, cfar (i.e. Constant False Alarm Rate) for setting
decision thresholds that improve the statistical power, while
at the same time keeping the False Positive Rate (FPR) under
control.
• In order to aggregate the probabilistic outputs from ensemble
classifiers, we propose a novel statistic mean-std. mean-std
leads to similar detection performance as the simple average
method (mean) for aggregating probabilities; however, exper-
iments show that mean-std yields significant improvement
on the diagnosis performance of ensemble models.
The rest of this paper is organized as follows. We formulate the fault
detection and diagnosis problems in Section 2. Next, in Section 3, we
describe in details our methodology. The two datasets used in our
empirical study are briefly described in Section 4, and in Section 5
experimental results are presented. In Section 6, we review related
research topics found in the literature. We summarize the findings
in this paper and discuss future work in Section 7.
2 PROBLEM FORMULATION
Suppose an FDD system aims at differentiating the normal condition
from n − 1 fault conditions by monitoring the system state x . A
classifier that takes x as input can be used for that purpose. Let
z ∈ {0, 1, 2, . . . ,n−1} be the ground-truth label of state x ∈ Rd . An
“ordinary” classifier is some rule, or function, that assigns a class
label zˆ ∈ {0, 1, 2, . . . ,n − 1} to an input example x . Without loss of
in-distribution 
severe fault data
in-distribution 
normal data
out-of-distribution 
intermediate-severity data
SL1 SL2 SL3 SL4SL0
increasing statistical power
Figure 2: Illustration showing how an ensemble classifier
can conceptually help detect IS faults. The gray lines repre-
sent the decision boundaries of base learners in the ensem-
ble.
generality, we will use index 0 for the normal condition, and the
fault conditions will be denoted by 1, 2, . . . ,n − 1, respectively.
Fault Detection. LetX be the set of data points, andM be amodel
class. EachM ∈ M defines an anomaly score function sM : X → R
that characterizes how likely a data point corresponds to a fault
state; a larger sM (x) implies a higher chance of a data point x
being a fault. For a given threshold value s˜ , we can define the False
Negative Rate (FNR) and False Positive Rate (FPR) of the modelM
on the test data distribution as follows:
FNR(sM , s˜) = E
[
1{sM (x) ≤ s˜} | x is a fault
]
.
FPR(sM , s˜) = E
[
1{sM (x) > s˜} | x is normal
]
.
Let Xtrain be a subset of labeled data points for training, each
labeled as one of the n healthy states. Ideally, the goal is to learn an
anomaly score function s∗ by minimizing its classification error on
Xtrain, and then decide a corresponding threshold s˜ , such that (s∗, s˜)
can optimize the FNR and the FPR on unseen test data. However,
in practice, one has to make a trade-off between the two metrics.
In this paper, we aim to learn (s∗, s˜) that minimizes the FNR (i.e.,
missed detections of faults), while ensuring that the FPR is below a
certain level.
Fault Diagnosis. A fault diagnosis model not only needs to de-
tect the existence of faults, but should also be able to differentiate
between faults of different classes, and come up with a diagnosis
decision. In this paper, we view a fault diagnosis task as ranking the
n health states by the likelihood of the system to be in that state.
The actual form of diagnosis decisions is based on the context.
For evaluating the diagnosis performance, we can generally use the
top-k metric that is widely applied in multiclass classification tasks.
The top-k metric measures how accurately a model can rank the
true class label into the top k labels. Given k , our goal is to train a
classifier that can maximize the top-k accuracy on unseen test data
which may include OOD IS faults.
3 METHODOLOGY
In this paper, we restrict our attention to classifiers that produce
probabilistic outputs p ∈ Rn . Each output pi can be interpreted as
the likelihood of input x belonging to class i . Typical classification
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schemes falling under this category include Neural Network (NN)
and Decision Tree (DT) models. In the sequel, we describe our
methodology of using ensemble learning for FDD. In particular, we
adopt a statistical hypothesis testing view when designing the FDD
algorithms. The null hypothesis will be “x is in normal condition”,
and we will decide whether to reject the null hypothesis based on
the outputs from the trained classification models.
3.1 Fault Detection Tasks
Suppose we havem data points for testing, and they are organized
into a design matrix X ∈ Rm×d . The output probabilities can be
accordingly written as am×n matrix Yˆ . Now consider an ensemble
case with r members (learners) in the ensemble. The output proba-
bilities from the ensemble model form an r ×m × n tensor. Using
the superscripts to differentiate ensemble members, we can denote
the prediction results from learner k (k = 0, 1, 2, . . . , r − 1) by
Yˆ (k ) =
©­­­­­­«
yˆ
(k)
0,0 yˆ
(k )
0,1 . . . yˆ
(k )
0,n−1
yˆ
(k)
1,0 yˆ
(k )
1,1 . . . yˆ
(k )
1,n−1
...
...
. . .
...
yˆ
(k)
m−1,0 yˆ
(k )
m−1,1 . . . yˆ
(k )
m−1,n−1
ª®®®®®®¬
(1)
The two subscripts i, j indicate the index of data points (0, 1, . . . ,m−
1), and the index of classes (0, 1, . . . ,n − 1).
To come up with a decision threshold for each input xi , we need
to first find a way to aggregate the r probability values from each
learner into test statistics. A simple and widely used way, a.k.a. soft
voting [28], is to take their arithmetic average (hereafter referred
to as mean).
µi, j ≜
1
r
r−1∑
k=0
y
(k )
i, j . (2)
mean captures the consensus among ensemble members, but does
not reflect the disagreement well. To better capture the disagree-
ment among ensemble members, the standard deviation of the
ensemble probabilities σi, j is a better choice.
Intuitively, the higher the standard deviation, the greater the
amount of “disagreement” among ensemble members. We propose
to combine the first-order and second-order moment information
using the formula below (hereafter referred to as mean-std),
θi, j ≜
{
µi, j − λσi, j , j = 0,
µi, j + λσi, j , j = 1, 2, . . . ,n − 1.
(3)
We would like θi, j to be a statistic that indicates how likely xi
belongs to class j. Recall that yˆi, j is an estimation of Pr(zi = j | xi ).
For j = 0 (the normal class), a large standard deviation σi, j reflects
a larger risk in believing xi is in normal condition, which is the
reason why we introduce a discount of λσi, j in the above definition.
For similar reasons, we add an extra term to θi, j for cases where
j , 0.
By comparing the two definitions mean and mean-std, we can
immediately see that mean is a special case (λ = 0) of mean-std.
The setting of λ is itself a topic that is worth further investigation;
in this study for mean-std we will fix λ = 1 for simplicity.
3.1.1 argmax detection. The argmax rule picks the class with the
largest entry (probability etc.) as the prediction, which is a widely
applied decision method for ML-based classification schemes. For
detection, we can simply check whether the predicted class is nor-
mal (index 0) or not. Considering mean as a special case of mean-
std and use θ as the symbol for test statistics in general, the decision
rule for detection can be written as,
xi is
{
normal, if argmaxj θ j = 0,
fault, otherwise.
(4)
In a binary classification scenario, the argmax detection rule is
equivalent to using 0.5 as the decision threshold.
3.1.2 cfar detection. Target detection is an important task in radar
systems. In real-world applications, the background noise is often
unknown and difficult to characterize, making it challenging to
decide the detection threshold that maximizes the chance of correct
detection while keeping the false alarm rate low. The Constant False
Alarm Rate (CFAR) scheme [23] is an adaptive approach for varying
the detection thresholds as a function of the sensed environment,
such that the false alarm rate is always controlled to be below a
certain level.
The challenge that we encounter in ML-based FDD applications
is similar: a trained modelM will assign (non-zero) anomaly scores
to both normal and fault examples, andwe need to decide an optimal
detection threshold to divide them. Due to the costs associated with
false alarms as explained earlier in Section 2, we want to control the
FPR to be below a preset level of α . Recall that θi,0 can be used as a
statistic for evaluating how likely xi belongs to the normal class.
To achieve this goal in practice, we choose a detection threshold ζ
such that the FPR on the training distribution is α .
1Xtrainnormal
∑
i ∈Xtrainnormal
I(θi,0 < ξ ) = α , (5)
whereXtrainnormal represent the set of normal data points in the training
set. In other words, ζ is the α-percentile of all θi,0 values on the
training set normal data. The detection rule can now be written as,
xi is
{
normal, if θi,0 > ξ
fault, otherwise.
(6)
Due to the similarity of Equation (5) to the CFAR scheme in radar
systems, we will hereafter refer to our decision criterion (6) as cfar.
In addition to supervised classification tasks, the cfar scheme
can also be applied to autoencoder models for deciding a threshold
on the reconstruction error for detecting anomalies.
3.2 Fault Diagnosis Tasks
When there is more than one type of fault, a subsequent step to de-
tection tasks are diagnosis tasks; we want to find out potential root
causes of anomalous behaviors. Unsupervised learning approaches
are typically not suitable for diagnosis tasks, because they by nature
lack the ability to discriminate between different types of faults.
To use a supervised classifier for fault diagnosis, an easy and
commonly used approach is to use the argmax decision rule—pick
the class with the highest (top-1) score. The approach is sound
and reasonable; however, it can be further improved by taking into
, , B. Jin, et al.
account the detection decision and the class with the second highest
score. Suppose that an alarm has been raised by some detection
system for a given input xi . Even if the top-1 probability still points
to the normal class, we already know from detection results that
there is probably some anomaly happening, so the highest-score
class (the normal class in this case) will not matter anyway. If
now the class with the second highest probability is the actual
fault class, we will still obtain the correct diagnosis. Therefore,
the top-2 accuracy is a reasonable metric for evaluating the fault
diagnosis performance of multi-class classifiers, in addition to the
top-1 accuracy.
3.3 Creating Diversity among Ensembles
Diversity is recognized as one of the key factors that contribute
to the success of ensemble approaches [2]. As illustrated in Fig. 2,
the diversity among ensemble members is crucial for improved
detection performance on OOD data instances. In our empirical
study to be described later, we will employ bagging and dropout
techniques for creating diversity among ensemble members. The
two techniques will be briefly reviewed next.
3.3.1 Bagging. Bagging [1] (or bootstrap aggregation) is a classical
approach for creating diversity among ensemble members. The
core idea is to construct models from different training datasets
using randomization. In the original bagging approach [1], a random
subset of the training samples is selected for training each member
classifier. A later variant, the so-called “feature bagging” selects a
random subset of the features for training. One famous application
of bagging in ML is the Random Forest (RF) model. In our empirical
study, we will use both “sample bagging” and “feature bagging” to
induce diversity among ensemble classifiers.
In this study, only homogeneous base learners, i.e. models of the
same type, are used to construct ensembles. The case of heteroge-
neous ensembles is an interesting setting and we leave it for future
investigation.
3.3.2 Monte Carlo Dropout (MC-Dropout). Dropout [26] is a pop-
ular and powerful regularization technique to prevent overfitting
neural network parameters. The key idea is to randomly drop units
along with their connections from the network during training.
Each individual hidden node is dropped at a probability of p (i.e. the
dropout rate). Recently, Gal and Ghahramani proposed using MC-
dropout [9] to estimate a network’s prediction uncertainty by using
dropout also at test time. By sampling a dropout modelM using
the same input forT times, we can obtain an ensemble of prediction
results with T individual probability vectors. In effect, the dropout
technique provides an inexpensive approximation to training and
evaluating an ensemble of exponentially many similar yet different
neural networks. The MC-dropout technique was also applied to
the estimation of decision uncertainty in diabetic retinopathy di-
agnosis [18] and also the detection of low-severity faults in chiller
systems [13].
4 DATASET DESCRIPTIONS
4.1 RP-1043 Chiller Dataset
We used the ASHRAE RP-1043 Dataset [4] (hereafter referred to as
the “chiller dataset”) to test out the proposed ensemble approach
Chiller: 13912
Wine: 149
Chiller: 15789
Wine: 141
Chiller: 6861
Wine: 34
Chiller: 7769
Wine: 39
Chiller: 20642
Wine: 1457
Chiller: 20503
Wine: 2198
Chiller: 20272
Wine: 880
SL4
SL3
SL2
SL1
SL0
Chiller: 10314
Wine: N/A
Training Set
In-distribution
Test Set 
Out-of-distribution
Test Set
Figure 3: Layout of the training sets and test sets used in this
study.
for detecting and diagnosing IS faults. In RP-1043 dataset, sensor
measurements of a typical cooling system—a 90-ton centrifugal
water-cooled chiller—were recorded under both fault-free and vari-
ous fault conditions. In this study, we include the six faults (FWE,
FWC, RO, RL, CF, NC) as used in Jin et al’s previous study [13];
each fault was introduced at four levels of severity (SL1–SL4, from
slightest to severest). For feature selection, we also follow previous
study [13] and use the sixteen key features therein for training our
models.
To give the readers an intuitive view about the distribution of
RP-1043 data, we employ the Linear Discriminant Analysis (LDA)
algorithm to reduce the data into two dimensions, and visualized
part of the reduced-dimension data as shown in Figure 1 that was
described earlier. We can also see a general trend that, data points
will deviate further away from the normal cluster when the corre-
sponding fault develops into a higher SL.
Figure 3 illustrates the layout of the training and test sets gen-
erated from the chiller dataset that will later by used in our case
study. For training our classification models, only part of the SL0
and the SL4 data are used; the rest are reserved for testing purposes.
We have two test sets in this study, the first test set is comprised
of only SL0 and SL4 data (referred to as the in-distribution test set).
Another test set (i.e. the OOD test set) includes SL1–SL3 data (IS
faults). Also included in the OOD test set is a different set of SL0
data (normal data collected under different circumstances than in
the training distribution). The number of data points in each subset
can also be found in Figure 3 in the appendix. More details about our
preprocessing steps of the chiller dataset will be given in Section B
in the appendix.
4.2 Wine Quality Dataset
The wine quality dataset (hereafter referred to as the “wine dataset”)
contains the physicochemical properties and the associated ratings
that characterize samples of the Portuguese “Vinho Verde” wine [5].
We pick the white wine part of the dataset for our case study.
Each data point is comprised of 11 sensor measurements and the
associated numeric rating (ranging from 1 to 10) of a wine sample.
For the ease of exposition, we will use the same notions of SLs (SL0
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- SL4) as in the chiller dataset, instead of the original ratings, to
describe the wine quality levels. Wines that receive a rating of 8 or
above were considered normal (SL0). Ratings 7, 6, 5 are mapped to
SL1, SL2, and SL3, respectively. Wines with a rating of 4 or below
are considered SL4. As illustrated in Figure 3, the training and test
sets generated from the wine dataset follow a similar layout as with
the chiller dataset.
There are two major differences between the chiller dataset and
the wine dataset: 1) the normal subset of the wine data has far fewer
data points than the chiller dataset, and 2) there is not an “OOD SL0”
subset in the wine dataset. More details about our preprocessing
steps of the wine dataset will be given in Section C in the appendix.
5 EXPERIMENTAL RESULTS
Real-world ML practitioners perform extensive model selection to
search for models that are likely to perform well on training and
test sets. In our empirical study, we will employ a similar workflow.
For each type of model under study, we will conduct an extensive
sweeping of hyperparameter settings to assess whether or not our
proposed method can deliver consistent performance improvement.
It is worthy to note that, our model selection process is purely based
on available training data (SL0 & SL4), and does not have access
to the model’s performance on IS faults. More details about our
experimental setup and implementations will be given in Section A
in the appendix.
Since we care about the performance improvement that is achiev-
able by using model selection procedures with available data, the
performance metrics to be shown next will be the distributions of
the top K selected models2. We will use K = 100 for all the results
to be reported next. For visualizing the distributions of the selected
models, we will plot the 95% confidence interval (CI) of the perfor-
mance indices. The CI is computed with the bootstrap method by
repeatedly sampling for 5000 times.
Since there is naturally a tradeoff between FPR and FNR, two
classification models are not directly comparable unless one domi-
nates the other in both aspects. To get a clearer understanding of
the performance distributions of the generated classifier instances,
we first group them into different bins by their FPR on the training
data, and then plot the performance indices of the K models with
lowest FNR (highest sensitivity). The reason for binning classifiers
first by their FPR is because FDD systems usually prioritize high
specificity (as few false alarms as possible) over sensitivity. The
detection rates (proportion of data points detected as faults) of the
three types of supervised FDD models (mean is used as the aggre-
gation function) on the two datasets are plotted in Figure 4. Also,
In Figure 11 in the appendix, the number of models falling under
each FPR interval is given.
We can see from the left panels of Figure 4 that all three su-
pervised models, especially those using cfar, can achieve high
sensitivity and specificity on in-distribution data, across a wide
range of FPR levels. In comparison, models using cfar deliver su-
perior performance than those using argmax on in-distribution
(SL4) and OOD faults (SL1–SL3), which is probably due to the in-
creased statistical power (sensitivity) in models with cfar. For the
upcoming plots and analyses on the chiller dataset, we will use
2If there are fewer than K models before selection, we will use all of them.
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Figure 4: Performances of the selected supervised classifiers
under different FPR intervals. The performance indices for
models using cfar are shown in colors, and indices for mod-
els using argmax are shown in gray.
1% as the FPR threshold for model selection. Similar plots for the
wine dataset are shown in the right panels of Figure 4. It can be
seen that it is more difficult to achieve high accuracy for the wine
dataset. For the wine dataset, we will use 10% as the FPR threshold
for model selection.
5.1 Bagging Ensembles
In our empirical study, we evaluated bagging ensembles made up
of DT or NN base learners. Four different combinations of aggrega-
tion functions (mean & mean-std) and detection rules (argmax &
cfar) were examined. For each model, an extensive grid search was
performed over different combinations of hyperparameters, such as
ensemble size and training epochs. The details of our experimental
setup can be find in Section A in the appendix.
The detection performances of selected classifiers (with FPRs
under the set thresholds) are plotted in Figure 5 for the chiller
dataset, and in Figure 6 for the wine dataset. The plots show the
trends in the detection rate for each data subset for ensembles of
different sizes. For each ensemble size, we again plot the 95% CI of
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Figure 5: FDD performance of ensemble models on the chiller dataset. In plots for detection performance, cfar (colored) and
argmax (gray) are compared. In plots for diagnosis performance, mean-std (colored) and mean (gray) are compared.
the performance indices of the topK models. Below are the findings
and our analyses.
5.1.1 Improved detection performance from cfar. From Figures 5& 6,
we can see that cfar gives improved fault detection performance
in almost all scenarios for bagging ensembles (RF & NN), with little
impact on the FPR on normal data. For RF models, we can see that
the detection rates on SL4 faults converge to 100% under cfar than
under argmax. In other words, with the cfar rule smaller-sized
RFs can achieve better detection performance than with argmax
on in-distribution fault data. Similar phenomena do not appear for
NN ensembles because single-learner NN models already achieve
almost 100% detection rate under either argmax or cfar, probably
due to the fact that NNs are much stronger learners than individ-
ual DTs. On OOD (SL1–3) faults, we can see that cfar also gives
improved performance compared to argmax, especially in the RF
case. The performance gap between cfar and argmax becomes
increasingly evident with large ensembles: about 15% on the chiller
data and about 35% on the wine data for RF models. The gaps widen
fast at the beginning and then saturate at ensemble sizes of 32 and
64.
It is also interesting that bagging ensembles lead to slightly
increased detection rates on the test set SL0 data from the wine
dataset; see Figure 6 for details. We speculate the “false positives”
are because the training and the test SL0 data may follow different
distributions. One possible cause is the small sample size (only 141
SL0 instances) of the training data, which may not be enough to
represent the true distribution of SL0 data. A boxplot is shown in
Figure 7 to show the distribution of each feature in the SL0 wine
data. As can be seen from the plot, the training and the test SL0
data distributions do not fully overlap, indicating some potential
distribution shift between the two.
5.1.2 Degraded detection performance from argmaxwith ensembles.
One surprising phenomenon is that under the argmax detection
rule, the detection performance on low-severity faults even assumes
a declining trend with increasing ensemble sizes. In comparison,
with the cfar rule we can see some slight increase in the detection
performance on SL1 faults. To understand the causes of declining
performance on SL1 faults under argmax, we pick two examples,
an RF model and an NN model, to take a deeper look. Both models
consist of 64 base learners and are trained on the chiller data. 90%
of the 16 original features (i.e. 14 features) and 80% of the original
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Figure 6: Detection performances of ensemble models on
the wine dataset. cfar (colored) and argmax (gray) are com-
pared.
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Figure 7: Box plot for visualizing the distribution of each
feature in the SL0 wine data.
20272 training examples are randomly chosen for training each base
learner in the bagging ensembles. To visualize the performances
of each individual base learner in detecting SL1 faults, we plot
Figures 8a& 8b where the horizontal axes show the indices of SL1
examples and the vertical axes show the “cumulative” number of
detected faults. A point (i, j) on the plot means that a total of j data
points among x0,x1, . . . ,xi will be identified as faults by a model.
The SL1 fault examples xi ’s are sorted in ascending order by their
µi,0, such that data points that are more likely to be recognized as
normal are sorted towards the right. In other words, the faults on
the right are presumably more difficult to detect.
In Figures 8a& 8b, the thin lines (red and blue) show the de-
tection performance of individual base learners, where red lines
signify base learners that achieve below 2%3 FPR and FNR on the
training distribution. As can be seen, there is large variation in their
performances. The dark thick line shows the performance of an
ensemble model made up of all 64 base learners (aggregated using
mean), and the red thick line corresponds to an ensemble consisting
of only the learners in red. As can be seen, all red lines achieve a
better performance than the dark one, meaning that a better perfor-
mance on IS faults could have been achieved by ensemble models
had cross-validation been applied to exclude poorly-performing
base models.
5.1.3 Small performance differences between mean-std and mean.
By comparing Figures 5& 6, it is interesting to see that the differ-
ences betweenmean-std andmean are ratherminimal for detection
tasks. One possible explanation is that the disagreement among
ensemble members has already been captured by the mean statistic,
resulting in minimal gain from applying mean-std for the detec-
tion tasks. However, as we are going to show shortly, the choice
between mean-std and mean does yield a difference in diagnosis
performance.
5.1.4 Diagnosis performance. In Figure 5, we visualize both the
top-1 and the top-2 accuracy results from the RF and ensemble NN
models. As expected, the top-2 accuracy values are much higher
than their top-1 counterparts. The same models as we have selected
to evaluate the detection performances in Figure 5 are used to
evaluate the diagnosis performances. Again, we plot the 95% CI
associated with each performance index. For bagging ensembles
(RFs and NNs), we can see obvious improvement in both the top-1
and the top-2 accuracy by using mean-std (colored lines) compared
to mean (gray lines), especially with large ensembles. The gain is
more evident with RF models than with NN models. For RF, the
top-2 diagnosis accuracy on SL1 faults reaches almost 60% with
size-64 ensembles.
5.2 Dropout Ensembles
Similar to our experiments on regular NN models, we use grid
search to evaluate MC-dropout models under different hyperpa-
rameter settings (e.g., dropout rates and batch sizes) and network
structures. Additional details about our experimental setup can be
found in Section A.2.
Similar to what we discovered with bagging ensembles, with
dropout ensembles we can see some small performance gains from
using mean-std instead of mean. In addition, we can see that the
detection performances of dropout ensembles are not sensitive to
the ensemble size, unlike bagging ensembles. To understand the
reasons behind that, we pick an MC-dropout model with dropout
rate of 0.15 and plot the individual detection performance as we
did with bagging ensembles, as shown in Figure 8c. It can be seen
3The 2% cutoff threshold for individual learners is chosen to be less tight than the 1%
threshold we use for selecting ensemble models, because in ensemble learning we can
allow individual learners to be weaker and still get satisfactory performance when the
individual learners are aggregated.
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Figure 8: Cumulative number of detected SL1 faults.
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Figure 9: Detection performances of one-class classifiers.
that there is very little variation in the prediction performances
from each individual member (shown as thin blue lines), indicating
a lack of diversity among the ensemble members. The performance
of the aggregate model (shown as dark line) is close to those of
ensemble members.
In terms of diagnosis performance, the differences betweenmean
and mean-std on the chiller dataset for dropout NNs are rather
small; see Figures 5k& 5l for a comparison. The gains in top-1 and
top-2 accuracy from using larger ensembles are on the level of 5 to
10 percentage points.
To summarize, dropout ensembles deliver slightly inferior detec-
tion and diagnosis performances to RF and NN ensembles; however,
since they require less effort to train, they can serve as cheaper
alternatives to bagging ensembles.
5.3 Comparison with One-Class Models
One-class models such as One-Class Support Vector Machines
(OC-SVMs) [25] and autoencoders [24] are classical models for
semi-supervised anomaly detection and can be used to detect IS
faults. They only use the negative class (normal) data to learn a
decision boundary that encompasses the negative class data.
It will not be fair to directly compare the performances of one-
class models and supervised models, because the SL4 data are not
utilized in training one-class models. To evaluate the two families of
models on a fair basis, we use SL4 data for selecting one-classmodels
after training, which will help us find good hyperparameter settings
for one-class models that achieve high sensitivity and specificity.
The performances of one-class models are plotted in Figure 9
in a similar fashion as in Figure 4. Again, only the performance
indices of the top K models in each FPR interval are shown on the
plot. By comparing the plots in Figures 4& 9, we can immediately
see that all three supervised methods have superior performance to
semi-supervised models; the selected models give low performance
even on SL4 data. Considering the fact that top models are chosen
based on their detection rates on SL4 in the model selection process,
this is a surprising result.
Now let us compare the detection performances on IS faults. For
the chiller dataset, we use performance indices under the [0.005, 0.01)
FPR bin for comparing all model classes, because the one-class mod-
els with lower FPR give much lower detection rates. By comparing
Figures 9a& 9c, we can see that autoencoders have slightly better
performance than OC-SVMs. Comparing to the supervised models,
autoencoder gives a similar performance (around 50%) in detecting
SL1 faults; however, its detection performance on SL2–SL4 faults is
much behind supervised models on the chiller dataset. For the wine
dataset, we can see from Figures 9b& 9d that both one-class models
give similar performances. In addition, the detection performances
on SL1–SL4 faults do not vary much for models with below 0.1
FPR. The performances given by one-class models are much worse
than those from the supervised models; the gaps in detection rates
are at least 0.2 across all SLs. The results show that supervised
information from severe (SL4) faults is very helpful for detecting IS
faults.
6 RELATEDWORK
In recent years, several papers have been published related to the
detection of OOD data, especially in the deep learning community.
While it is obviously impossible for us to give a complete account
of related research in this paper, we give a brief overview of the
most relevant papers and highlight their connections to our work.
Model uncertainty. There have been a strong and growing inter-
est in estimating the prediction uncertainty [9, 17] of supervised
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models, especially in the deep learning community. Two primary
main motivations of this area of research are 1) to understand when
to trust a model’s predictions, and 2) to design defense mecha-
nisms against adversarial examples. One application of uncertainty
estimation is to detect OOD examples with supervised deep learn-
ing models. Deep ensembles [17] and MC-dropout [9, 13] are two
popular approaches in academia, and interestingly they both explic-
itly or implicitly employ the ensemble idea. Although promising
results from these deep ensemble approaches have been demon-
strated on certain types of OOD data such as dataset shift and
unseen/unknown classes [17], it is difficult to evaluate their effec-
tiveness in general, because the OOD part of the world is obviously
much “larger” than its in-distribution counterpart and is presum-
ably much harder to analyze. In contrast, our work still embraces
a closed-world assumption, and restricts the focus to IS faults—a
special subset of OOD data that has a close connection to the in-
distribution data. We speculate that some knowledge necessary
for detecting IS faults is already entailed in the training data, thus
making the detection of IS faults possible with supervised methods.
Model calibration. Another line of work aims to produce good
probability outputs using model calibration techniques [10, 21], e.g.
temperature scaling [10]. The calibration techniques are typically
applied in a post-processing manner; in other words, a calibration
method learns a transformation that is applied to a model’s un-
calibrated output probabilities, without affecting the parameters
(weights) of the original model itself. Although good confidence
measures are important in many other fields, we are skeptical about
the role of model calibration in the context of anomaly detection,
either with the more commonly used argmax method or our pro-
posed cfar method. By design, calibration methods should only
adjust probabilities, but not class predictions. Therefore, under
argmax the predicted class of input xi , as well as the anomaly
detection decisions, will not change. Under cfar, as previously
mentioned, it is the ranking of a test data point’s score among those
of the normal training data points that determines the detection
decision. If the calibration method results in an isotonic transfor-
mation (as are popular methods), the rankings will not change. Nor
will the detection decisions.
7 CONCLUSIONS AND FUTUREWORK
Intermediate-Severity (IS) examples can pose critical risks to Fault
Detection and Diagnosis (FDD) systems built upon Machine Learn-
ing (ML) techniques, especially under situations where these ex-
amples are lacking in the training data. The resulting classifier
trained without IS examples can easily mistake them for normal
ones, which can lead to costly consequences because the best time
for treatment is missed.
To tackle this problem, we study how to use ensemble methods
to improve the detection and diagnosis performance on out-of-
distribution (OOD) IS anomaly instances. In fact, ensemble meth-
ods have been considered popular candidates for detecting OOD
examples [17]; however, there are caveats when applying them to
FDD. In this paper, we focused on a special type of OOD data—IS
faults, and find that ensemble methods are effective in detecting
and diagnosing IS faults only when proper aggregation functions
and detection rules are used for interpreting the probability values
generated by ensemble classification models.
In the future, we plan to extend the proposed ensemble-based
FDD approach to high-dimensional data (e.g., thermal infrared
temperature measurement data of 3D printing process [14]).
ACKNOWLEDGMENTS
This work is supported in part by the National Research Foundation
of Singapore through a grant to the Berkeley Education Alliance for
Research in Singapore (BEARS) for the Singapore-Berkeley Building
Efficiency and Sustainability in the Tropics (SinBerBEST) program,
and by the National Science Foundation under Grant No. 1645964.
BEARS has been established by the University of California, Berke-
ley as a center for intellectual excellence in research and education
in Singapore. We appreciate Prof. Jiantao Jiao and Mr. Xiangyu Yue
for their valuable suggestions.
REFERENCES
[1] Leo Breiman. 1996. Bagging predictors. Machine learning 24, 2 (1996), 123–140.
[2] Gavin Brown, JeremyWyatt, Rachel Harris, and Xin Yao. 2005. Diversity creation
methods: a survey and categorisation. Information Fusion 6, 1 (2005), 5–20.
[3] François Chollet et al. 2015. Keras. https://keras.io.
[4] MC Comstock and JE Braun. 1999. Development of analysis tools for the eval-
uation of fault detection and diagnostics in chillers. ASHRAE Research Project
RP-1043. American Society of Heating, Refrigerating and Air-Conditioning Engi-
neers, Inc., Atlanta. Also, Report HL (1999), 99–20.
[5] Paulo Cortez, António Cerdeira, Fernando Almeida, Telmo Matos, and José Reis.
2009. Modelingwine preferences by datamining from physicochemical properties.
Decision Support Systems 47, 4 (2009), 547–553.
[6] Min Du, Zhi Chen, Chang Liu, Rajvardhan Oak, and Dawn Song. 2019. Lifelong
Anomaly Detection Through Unlearning. In Proceedings of the 2019 ACM SIGSAC
Conference on Computer and Communications Security. 1283–1297.
[7] Min Du, Feifei Li, Guineng Zheng, and Vivek Srikumar. 2017. Deeplog: Anomaly
detection and diagnosis from system logs through deep learning. In Proceedings
of the 2017 ACM SIGSAC Conference on Computer and Communications Security.
1285–1298.
[8] John Duchi, Elad Hazan, and Yoram Singer. 2011. Adaptive subgradient methods
for online learning and stochastic optimization. Journal of machine learning
research 12, Jul (2011), 2121–2159.
[9] Yarin Gal. 2016. Uncertainty in deep learning. University of Cambridge (2016).
[10] Chuan Guo, Geoff Pleiss, Yu Sun, and Kilian Q Weinberger. 2017. On calibration
of modern neural networks. In Proceedings of the 34th International Conference
on Machine Learning-Volume 70. JMLR. org, 1321–1330.
[11] Ling Huang, XuanLong Nguyen, Minos Garofalakis, Michael I Jordan, Anthony
Joseph, and Nina Taft. 2007. In-network PCA and anomaly detection. In Advances
in Neural Information Processing Systems. 617–624.
[12] Baihong Jin, Yuxin Chen, Dan Li, Kameshwar Poolla, and Alberto Sangiovanni-
Vincentelli. 2019. A One-Class Support Vector Machine Calibration Method for
Time Series Change Point Detection. arXiv preprint arXiv:1902.06361 (2019).
[13] Baihong Jin, Dan Li, Seshadhri Srinivasan, See-Kiong Ng, Kameshwar Poolla,
and Alberto Sangiovanni-Vincentelli. 2019. Detecting and diagnosing incipient
building faults using uncertainty information from deep neural networks. In 2019
IEEE International Conference on Prognostics and Health Management (ICPHM).
IEEE, 1–8.
[14] Baihong Jin, Yingshui Tan, Alexander Nettekoven, Yuxin Chen, Ufuk Topcu,
Yisong Yue, and Alberto Sangiovanni Vincentelli. 2019. An Encoder-Decoder
Based Approach for Anomaly Detection with Application in Additive Manufac-
turing. arXiv preprint arXiv:1907.11778 (2019).
[15] Diederik P Kingma and Jimmy Ba. 2014. Adam: A method for stochastic opti-
mization. arXiv preprint arXiv:1412.6980 (2014).
[16] Jonathan Krause, Varun Gulshan, Ehsan Rahimy, Peter Karth, Kasumi Widner,
Greg S Corrado, Lily Peng, and Dale R Webster. 2018. Grader variability and the
importance of reference standards for evaluating machine learning models for
diabetic retinopathy. Ophthalmology 125, 8 (2018), 1264–1272.
[17] Balaji Lakshminarayanan, Alexander Pritzel, and Charles Blundell. 2017. Simple
and scalable predictive uncertainty estimation using deep ensembles. In Advances
in Neural Information Processing Systems. 6402–6413.
[18] Christian Leibig, Vaneeda Allken, Murat Seçkin Ayhan, Philipp Berens, and
Siegfried Wahl. 2017. Leveraging uncertainty information from deep neural
networks for disease detection. Scientific reports 7, 1 (2017), 17816.
, , B. Jin, et al.
[19] Dan Li, Guoqiang Hu, and CostasJ Spanos. 2016. A data-driven strategy for de-
tection and diagnosis of building chiller faults using linear discriminant analysis.
Energy and Buildings 128 (2016), 519–529.
[20] Dan Li, Yuxun Zhou, Guoqiang Hu, and Costas J Spanos. 2016. Fault detection
and diagnosis for building cooling system with a tree-structured learning method.
Energy and Buildings 127 (2016), 540–551.
[21] Alexandru Niculescu-Mizil and Rich Caruana. 2005. Predicting good probabilities
with supervised learning. In Proceedings of the 22nd international conference on
Machine learning. 625–632.
[22] F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B. Thirion, O. Grisel, M.
Blondel, P. Prettenhofer, R. Weiss, V. Dubourg, J. Vanderplas, A. Passos, D. Cour-
napeau, M. Brucher, M. Perrot, and E. Duchesnay. 2011. Scikit-learn: Machine
Learning in Python. Journal of Machine Learning Research 12 (2011), 2825–2830.
[23] Mark A Richards. 2005. Fundamentals of radar signal processing. Tata McGraw-
Hill Education.
[24] Mayu Sakurada and Takehisa Yairi. 2014. Anomaly detection using autoencoders
with nonlinear dimensionality reduction. In Proceedings of the MLSDA 2014 2nd
Workshop on Machine Learning for Sensory Data Analysis. ACM, 4.
[25] Bernhard Schölkopf, John C Platt, John Shawe-Taylor, Alex J Smola, and Robert C
Williamson. 2001. Estimating the support of a high-dimensional distribution.
Neural computation 13, 7 (2001), 1443–1471.
[26] Nitish Srivastava, Geoffrey Hinton, Alex Krizhevsky, Ilya Sutskever, and Ruslan
Salakhutdinov. 2014. Dropout: a simple way to prevent neural networks from
overfitting. The Journal of Machine Learning Research 15, 1 (2014), 1929–1958.
[27] Jingxin Zhang, Hao Chen, Songhang Chen, and Xia Hong. 2017. An improved
mixture of probabilistic PCA for nonlinear data-driven process monitoring. IEEE
transactions on cybernetics 49, 1 (2017), 198–210.
[28] Zhi-Hua Zhou. 2012. Ensemble methods: foundations and algorithms. Chapman
and Hall/CRC.
[29] Bo Zong, Qi Song, Martin Renqiang Min, Wei Cheng, Cristian Lumezanu, Daeki
Cho, and Haifeng Chen. 2018. Deep autoencoding gaussian mixture model for
unsupervised anomaly detection. (2018).
Are Ensemble Classifiers Powerful Enough for the Detection and Diagnosis of Intermediate-Severity Faults? , ,
A IMPLEMENTATION DETAILS
The code for our empirical studies was implemented in Python 3.6,
and will be publicly released on GitHub upon paper acceptance.
The code during the review phase can be downloaded via https:
//tinyurl.com/kdd20-ensemble-fdd. sklearn [22] and Keras [3]
packages were used for implementing the ML models used in our
experiments. The hyperparameters we used in the grid search are
summarized in Table 1, the “—” symbol is used to indicate inappli-
cable entries for a certain model class. With some abuse of notation,
we used the MATLAB notation to represent linearly spaced vec-
tors in a closed interval, e.g., 0:0.2:1 means {0, 0.2, 0.4, 0.6, 0.8, 1.0}.
In our grid search, all combinations of the hyperparameters are
experimented, resulting in a large number of trained models. At
the bottom of Table 1, we also report the total number of models
generated for each model class. Models with different statistical
power (e.g., controlled by the cfar cutoff parameter α ) are counted
as separate models, even if the parameters (weights) of the models
are identical. As a result, the actual number of training runs during
our grid search is much smaller.
A.1 Bagging Ensembles
The bagging ensembles in this study are implemented using the
Bagging module from the sklearn package [22], which allows us
to create bagging models with different types of base learners. The
sizes of random feature subsets and sample subsets for training
each base learner can be configured through the max_features and
max_samples options in the BaggingClassifier class. In our ex-
periments, we sweep max_features from 50% to 100%, and max_samples
from 10% to 100%.
A.1.1 Random Forest (RF). The base learners in RFs are imple-
mented as instances of the DecisionTreeClassifier class from
sklearn, which are then aggregated into RFs using the Bagging
module. To increase the randomness among base learners, we set
the splitter option in DecisionTreeClassifier to “random” so
that the best random split will be chosen at each node. The depths
of DTs range from 8 to 15 for the chiller dataset, and from 4 to 15
for the wine dataset. Only trees with the same max_depth settings
are aggregated into an RF. In addition, we experiment RFs of six
different sizes (1, 4, 8, 16, 32, 64). We leave the settings as default
for everything else.
A.1.2 Neural Network (NN) ensembles. The neural networks are
implemented in Keras and then interfaced with sklearn Bagging
module through a wrapper class in Keras. Since the design space
of NNs is huge, it is impossible for us to enumerate all possible
network topologies; as a result, in our experiments we only explore
NNs that have a uniform width (same number of nodes across
all layers except for the last one) but with varying depths; see
Table 1 for further details. In addition, different optimizer options
(adam [15] and adagrad [8]) and batch size settings (32, 64, 128) are
also explored. Each NN is trained for 100 epochs minimizing the
cross-entropy loss. As with RFs, we test six different ensemble sizes
(1, 4, 8, 16, 32, 64).
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Figure 10: Parameters for autoencoder specifications
A.2 Dropout Ensembles
The MC-dropout networks are also implemented in Keras using
the same topologies as the regular NNs described above. The only
difference is the additional dropout layers inserted between every
adjacent fully connected layers. For each dropout NN instance, the
same dropout rate is used across all dropout layers. Each dropout
network is trained for 200 epochs minimizing the cross-entropy
loss. In the experiments, we sweep over five different dropout rate
settings (0.05, 0.10, 0.15, 0.20, 0.25); see Table 1 for further details.
A.3 Autoencoders
Autoencoders are NN models with the same number of input and
output nodes and a narrow bottleneck in the middle. In our exper-
iments, we explore a restricted subset of the autoencoder design
space, where the network topology can be parameterized by two
variables, the network depth d and the “width decrease rate” β .
Illustrated in Figure 10, the network has d layers (including the
input and the output layers); the number of nodes reduces by β by
each layer towards the middle. The depth parameter d takes value
in {4, 6, 8, 10}, and β takes value in {1, 2}. Suppose the width of
the input layer (number of input features) of our model is n. For a
parameter combination to be feasible, we require the width of the
bottleneck to be positive, i.e. n−
( ⌊
d
2
⌋
− 1
)
β > 0. Each autoencoder
network is trained for 200 epochs minimizing the ℓ2 reconstruction
error.
A.4 OC-SVM
The OC-SVM models in our experiments are implemented using
the OneClassSVM class in sklearn. Radial Basis Function (RBF) is
used as the kernel type due to its flexibility in modeling complex
distributions. ν and γ are the two configurable hyperparameters
with the RBF kernel. The ν parameter takes a value between 0
and 1, which upper bounds the fraction of training errors and
lower bounds the fraction of support vectors [12]. The γ parameter
controls the width of the RBF kernel used for training. The larger
the γ parameter is, the smaller the width of the kernel. If γ is too
large, the model may overfit the data. As with other models, we
conduct a grid search over different hyperparameter settings; see
Table 1 for details.
, , B. Jin, et al.
Dataset Chiller Dataset Wine Dataset
Model Class RF Regular NN Dropout NN Autoencoder OC-SVM RF Regular NN Dropout NN Autoencoder OC-SVM
α (cfar) 10{−2:0.2:0} — 10{−2:0.2:0} —
Max Features % (Bagging) {50, 60, 70, 80, 90, 100} — — {50, 60, 70, 80, 90, 100} — —
Max Samples% (Bagging) {20, 40, 60, 80, 100} — — {20, 40, 60, 80, 100} — —
# Layers (NN) — {2, 4, 6, 8} {2, 4, 6, 8} {4, 6, 8, 10} — — {2, 4, 6, 8} {2, 4, 6, 8} {4, 6, 8, 10} —
Max Depth (RF) {8, 10, 12, 15} — — — — {4, 6, 8, 10, 12, 15} — — — —
Optimizer (NN) — adam, adagrad — — adam, adagrad —
Batch Size (NN) — {32, 64, 128} — — {32, 64, 128} —
Dropout Rate — — {5, 10, 15, 20, 25} — — — — {5, 10, 15, 20, 25} — —
ν (OC-SVM) — — — — 10{−2:0.1:2} — — — — 10{−2:0.1:2}
γ (OC-SVM) — — — — 10{−3:0.1:3} — — — — 10{−3:0.1:3}
β (Autoencoder) — — — {1, 2} — — — — {1, 2} —
# Models 21060 120960 36288 704 2501 21060 120960 36288 704 2501
Table 1: Hyperparameters used in our experiments.
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Figure 11: Histograms showing the number of supervised
classifiers falling under different FPR intervals. The top K
classifiers among each FPR bin are used to produce Figure 4.
B RP-1043 CHILLER DATASET
The RP-1043 chiller dataset is not publicly available but available
for purchase from ASHRAE. The same sixteen features and six
types of faults as used in previous work [14] (see details therein)
are used to train our models in our empirical study. A few bad data
points are removed first. For models other than RFs, the data are
standardized before they are used for training. The layout of the
Normal
RL fault
RO fault
(a) Normal & RL faults & RO faults
Normal
CF fault
NC fault
(b) Normal & CF faults & NC faults
Figure 12: Additional visualization of the chiller dataset.
Faults with lower SLs are plotted with lighter color inten-
sities.
generated training and test sets is illustrated in Figure 3. During
training, 20% of the training data is held out as the validation set.
In Figure 12, we provide additional illustrations of the spatial
relationship between the normal data and the fault data (RL, RO,
CF and NC faults) that are not depicted in Figure 1. By comparing
Figure 12 and Figure 1, we can see that the RL, RO, CF and NC
faults are much closer to the cluster of the normal data than FWE
and FWC faults. Some IS faults even overlap with the normal data
in the reduced-dimension space, making them presumably much
harder to detect.
C WINE TASTING DATASET
The wine tasting dataset [5] is available for download from the UCI
machine learning repository. All 11 original features in the wine
data are used for training our models in our studies. For models
other than RFs, the data are standardized before they are used for
training. The layout of the generated training and test sets can also
be found in Figure 3. During training, 20% of the training data is
held out as the validation set.
