Abstract. Motivated by a problem in quasiconformal mapping, we introduce a new type of problem in complex analysis, with its roots in the mathematical physics of the Bose-Einstein condensates in superconductivity. The problem will be referred to as geometric zero packing, and is somewhat analogous to studying Fekete point configurations. The associated quantity is a density, denoted ρ C in the planar case, and ρ H in the case of the hyperbolic plane. We refer to these densities as discrepancy densities for planar and hyperbolic zero packing, respectively, as they measure the impossibility of atomizing the uniform planar and hyperbolic area measures. A related density ρ * H , called the discrepancy density for tight hyperbolic zero packing, has the property that ρ H ≤ ρ * H , and we believe that ρ H = ρ * H holds. The universal asymptotic variance Σ 2 associated with the boundary behavior of conformal mappings with quasiconformal extensions of small dilatation is related to one of these discrepancy densities:
1. Introduction 1.1. Basic notation. We write R for the real line and C for the complex plane. Moreover, we write C ∞ := C∪{∞} for the extended complex plane (the Riemann sphere). For a complex variable z = x+iy ∈ C, let ds(z) := |dz| 2π , dA(z) := dxdy π , denote the normalized arc length and area measures as indicated. Moreover, we shall write
for the normalized Laplacian, and
for the standard complex derivatives; then ∆ factors as ∆ z = ∂ z∂z . Often we will drop the subscript for these differential operators when it is obvious from the context with respect to which variable they apply. We let D denote the open unit disk, T := ∂D the unit circle, and D e the exterior disk:
We will find it useful to introduce the sesquilinear forms ·, · T and ·, · D , as given by
where, in the first case, fḡ ∈ L 1 (T) is required, and in the second, we need that fḡ ∈ L 1 (D). At times we need the notation 1 E for the characteristic function of a subset E, which equals 1 on E and vanishes off E. (1 − |z| 2 )|g (z)| = 0 is called the little Bloch space. We shall study growth properties of Bloch function, where functions in the little Bloch space are seen to grow too slowly. In other words, the properties will take place in the quotient space B(D)/B 0 (D). An immediate observation we can make at this point is that provided that g(0) = 0, we have the estimate
which is sharp pointwise. (1 − zw) 2 dA(w), z ∈ D, be its Bergman projection. It is the orthogonal projection to the holomorphic functions in L 2 (D), and acts boundedly on L p (D) for each p in the interval 1 < p < +∞ (see, e.g., [21] ). By appealing to the Hahn-Banach theorem, we may identify the dual space of However, as for f ∈ A 1 (D) and g ∈ PL ∞ (D), it may happen that fḡ fails to be in L 1 (D), the identification via the sesquilinear form requires some care. The following calculation shows that that f, g D remains meaningful for f ∈ A 1 (D) and g = Pµ with µ ∈ L ∞ (D) ( f r (z) := f (rz) denotes the r-dilate of f ):
Here, we use the facts that the Bergman projection P is self-adjoint on L 2 (D) and preserves A 2 (D), and that we have the norm convergence f r → f as r → 1 − in the space A 1 (D). It was shown by Coifman, Rochberg, and Weiss [11] that as a linear space, PL ∞ (D) equals the Bloch space B(D), but actually, the endowed norm differs substantially from the seminorm (1.2.1). Recently, Perälä [40] obtained the rather elementary estimate
and showed that the constant 8/π is best possible. In the other direction, the best constant is not known, but up to a little Bloch function, the constant 1 works. In conclusion, trying to understand PL ∞ (D) in terms of the Bloch seminorm involves a substantial loss of information.
1.4.
Hyperbolic zero packing and the main result. We mention briefly the topic of optimal discretization of a given positive Riesz mass as the sum of unit point masses. The optimization is over the possible locations of the various point masses. While this problem has a classical flavor, it seems to have never been pursued in the precise context we now present. For r with 0 < r < 1 and a polynomial f , we consider the function Φ f (z) := (1 − |z|
which we call the hyperbolic discrepancy function. The function Φ f cannot vanish even locally, because Φ f (z) = 0 means that | f (z)| = (1 − |z| 2 ) −1 , which is not possible for holomorphic f because in the sense of distribution theory, ∆ log | f | is a sum of half unit point masses, whereas ∆ log 1 1−|z| 2 = (1 − |z| 2 ) −2 , which is a smooth positive Riesz density. We are interested in the quantity , where the infimum runs over all polynomials f . The number ρ H , which obviously is confined to the interval 0 ≤ ρ H ≤ 1, will be referred to as the minimal discrepancy density for hyperbolic zero packing. It measures how close the function Φ f can be to 0, on average. There is also a more geometric interpretation (compare with Remark 4.1.2). A very similar density appeared in the context of the plane C in the work of Abrikosov (see [2] and [3] for a more mathematical treatment) on Bose-Einstein condensates in superconductivity.
In connection with the universal asymptotic variance Σ 2 defined below, a variant of the density ρ H is more appropriate, which we denote by ρ * H
. We write , and we call it the minimal discrepancy density for tight hyperbolic zero packing. Clearly, we see that ρ H ≤ ρ * H . Conjecture 1.4.1. We believe that ρ * H = ρ H .
This amounts to the belief that there are approximate minimizing polynomials f for ρ H with modest growth and hence few zeros in the annulus D \ D(0, r). As for an actual extremal function f 0 for a given r, it is sure to exist as a holomorphic function in D(0, r) by a normal families argument and Fatou's lemma. A reasonable approach to this would be to start with this function f 0 , and use a smooth cut-off functions χ to form the function χ f 0 which is localized to the disk D(0, r). This localized function is of course not a polynomial as it is not even holomorphic, but it is close to extremal. It needs to be corrected so that it becomes a polynomial of appropriate degree. Here, the∂-methods of Ameur, Hedenmalm, and Makarov [4] (with given polynomial growth control) should come in handy. Note that by a variational argument which compares f 0 with f 0 + h where h is polynomial and ∈ C tends to 0, we would automatically know that the extremal function f 0 meets
where P r denotes the Bergman projection corresponding to the disk D(0, r). (b) To better explain geometric zero packing, our exposition in Section 4 begins with the planar case where the expression Ψ f (z) := (| f (z)|e
2 is the planar discrepancy function. We believe that the equilateral triangular lattice has a good chance to be extremal for planar zero packing, and in Section 4, we explain how to evaluate the planar average of the corresponding Ψ f as an integral over a single rhombus (which is the union of two adjacent triangles). (c) The hyperbolic zero packing problem considered here belongs to a more extensive family of problems. Indeed, it is equally natural to consider, more generally, for positive p and q, the hyperbolic (p, q)-
The instance p = q = 2 is related to the possible improvement in the application of the Cauchy-Schwarz inequality in [23] and [24] .
We now present the main result of this paper.
Theorem 1.4.3. The minimal discrepancy density for hyperbolic zero packing enjoys the following estimate:
The proof of this theorem is supplied in Section 5. The importance of Theorem 1.4.3 comes from its consequences.
, and if g r denotes the dilate g r (ζ) := g(rζ), then
In other words, with
as McMullen's asymptotic variance [38] , and
as the universal asymptotic variance, we have that
In fact, the first inequality is an equality. Theorem 1.4.5. We have that
In the paper [5] by Astala, Ivrii, Perälä, and Prause, the estimate Σ 2 ≥ 0.87913 was obtained. As a consequence of the inequality (1.4.4), we obtain that ρ H ≤ ρ * H ≤ 0.12087. This is where the estimate from above of Theorem 1.4.3 comes from. This estimate is much smaller than the value 1 − π 4 = 0.214 . . . which is the expected value of the discrepancy density for an appropriately tailored Gaussian Analytic Function (see Subsection 4.5) .
The approximately extremal polynomial f for the definition (1.4.1) of the discrepancy density ρ H should have its zeros as hyperbolically equidistributed as possible, with a prescribed density. Since it stands to reason that we may model these approximately minimizing polynomials by a single holomorphic function f in the disk D, we could try to look for f which is a diffential of order 1 (or a character-diffential of the same order 1), periodic with respect to a Fuchsian group Γ such that D/Γ is a compact Riemann surface. The most natural choice would be to also ask that the zeros of f are located along a hyperbolic equilateral triangular lattice. For instance, we may compare with the analogous planar case the bound achieved by the unilateral triangular lattice is ρ C ≤ 0.061203 . . .. However, the structure of hyperbolic lattices is more rigid than the corresponding planar one, and the relevant quantities are harder to evaluate. Remark 1.4.6. McMullen's notion of asymptotic variance is very much related to Makarov's modelling of Bloch functions as martingales [33] , [34] , [35] . Compare also with Lyons' approach [32] to understand Bloch functions as maps from hyperbolic Brownian motion to a planar Brownian motion (but for it, the speed of the local variance is variable but at least bounded) [32] .
We note in passing that in [19] , the related notion of asymptotic tail variance was introduced.
1.5. The quasiconformal integral means spectrum and the dimension of quasicircles. For 0 < k < 1, we consider the class Σ k of normalized k-quasiconformal mappings ψ : C ∞ → C ∞ , where C ∞ := C ∪ {∞} is the Riemann sphere, which preserve the point at infinity and are conformal in the exterior disk D e . The normalization is such that the mapping has a convergent Laurent expansion of the form
The integral means spectrum for the function h := log ψ (which is defined in D e only) is the function
The universal integral means spectrum is obtained as B(k, t) := sup ψ β h (t), where h = log ψ and ψ ranges over Σ k . In [28] , Ivrii obtains the following asymptotics for B(k, t).
The universal integral means spectrum enjoys the asymptotics
Here, Σ 2 is the universal constant which appears in (1.4.4), so that Σ 2 ≤ 1 − ρ H < 1. Hence a combination of Theorems 1.4.4 and 1.5.1 refutes the general conjecture to the effect that B(k, t) = for real t with |t| ≤ 2/k [29] , [43] . We now comment on Ivrii's proof of his theorem. It is an important for the proof that for small k, the function
, where S denotes the Beurling transform
Moreover, after an inversion of the plane, Sµ essentially becomes Pµ. While this is standard technology in quasiconformal theory, the first important observation Ivrii makes is the "box lemma", which says that for g = Pµ with µ L ∞ ≤ 1, the control of the right-hand side integral in
can be localized to a hyperbolic disk of large fixed radius instead. This is a kind of weak control of square function type (compare with e.g. Bañuelos [8] ), which tells us we are in the right ballpark. A clever combination with the Lipschitz property of Bloch functions [21] then gives the control from above and below, more or less simultaneously.
Ivrii actually obtains slightly better control than stated above. In any case, he also derives the following dimension expansion via the Legendre transform formalism connecting the dimension and integral means spectra (see, e.g., [34] , [35] , and [42] , p. 241). 
Here, a k-quasicircle is simply the image of the unit circle T under a k-quasiconformal mapping of the Riemann sphere C ∞ . In particular, Astala's well-known conjecture D(k) = 1 + k 2 is incorrect. In fact, Prause made the observation that D(k) < 1 + k 2 holds for every 0 < k < 1, based on a combination of Corollary 1.5.2 and the methods developed by Prause and Smirnov [47] , [43] . 2. Identities for dilates of harmonic functions 2.1. Identities involving dilates of harmonic functions. The following identity interchanges dilations, and although elementary, it is quite important. We write f r and g r for the dilates f r (z) := f (rz) and g r (z) := g(rz), respectively. 
This is Lemma 5.1.1 in [19] . We also need the following identity. [10] , [50] ) found a nice analytical approach to this fact, which gave the estimate
Here,
As for (3.1.1), the geometrically relevant case is when f is the derivative of the conformal mapping from disk D to the domain enclosed by the loop. There is of course no converse to the isoperimetrical inequality, since for a given enclosed area, the length of the boundary may be infinite. However, if the boundary curve is regularized by replacing it with a level curve of the Green function, the reverse problem starts to make sense. We will not need here the appropriate regularized reverse version of (3. 
We say that f ∈ A (D). We shall be interested in obtaining a reverse inequality after dilation, with p = 1 and α = 0: Is it true that, for some positive constant C 2 (r),
Here, f r (ζ) = f (rζ) and 0 < r < 1. The question at hand is to obtain in explicit form, or at least to estimate from above, the optimal constant C 2 (r), for 0 < r < 1. By the Cauchy-Schwarz inequality, we have that
This immediately shows that the optimal constant in (3.1.2) is at most
We intend to improve this estimate.
Suboptimality of the Cauchy-Schwarz inequality.
We need to analyze the degree of suboptimality in the Cauchy-Schwarz inequality in various situation. To this end, the following lemma is helpful.
Lemma 3.2.1. If H is an R-linear Hilbert space, the following three conditions are equivalent for two given vectors u, v ∈ H and a real θ with 0 ≤ θ ≤ 1:
Proof. If v = 0, all the three conditions are trivially met. Next, we assume v 0. By expanding the square, we find that
which for v 0 attains its minimum for c = v
The equivalence of (a) and (c) for n 0 is immediate from this formula. As for (b), we note that if introduce the reciprocal constant c = 1/c, the inequality reads c u − v H ≥ θ v H , which is the same as (a) if we switch the roles of u and v. Moreover, since (c) is preserved under such a switch, the equivalence of (b) and (c) now follows from the equivalence of (a) and (c). , we see that there exists a parameter = (r) with 0 ≤ ≤ 1 and (r) → 0 as r → 1 − , such that
It is immediate from (3.3.1) and Lemma 3.2.1 that
where initially, f is a polynomial, but by approximation, (3.3.1) holds for any holomorphic f in D(0, r) such that the right-hand side integral is finite. Next, we pick a bounded holomorphic function h : D → C with h(0) = 0, and apply Lemma 2.1.2 combined with (1.3.1):
It now follows that
|h |dA, and we may put this together with the estimate (3.3.2), with f = h , and arrive at
By the elementary inequality 1 − |z| 2 ≤ log 1 |z| 2 and the standard Paley identity ( [14] , p. 236) for the H 2 norm (which is a consequence of Green's formula), we know that
, where in the last step, we used that h(0) = 0. We put this together with (3.3.3):
We plug in h := zg r , which gives that
− , the claimed estimate now follows.
We now turn to the proof of Theorem 1.4.5.
Proof of Theorem 1.4.5. In the same way as (3.3.2) follows from the definition of ρ H , we read off from the definition of ρ * H that (3.3.4)
for some positive with = (r) → 0 as r → 1 − . Moreover, the positive constant ρ * H is the biggest universal constant so that (3.3.4) holds. We will use duality to obtain the assertion that
. To see this, let D r denote the dilation D r f (z) = f (rz), and observe that (3.3.4) expresses the operator bound
With respect to ·, · D , the dual space to the weighted Bergman space
.
Since the bound (3.3.4) is asymptotically sharp, we then have
With respect to the dual action ·, · D , Lemma 2.1.1 tells us that D * r = D r , and we recall that isometrically, the dual space to
Since by basic functional analysis the norm of an operator and its adjoint are the same, we get from (3.3.6) that
, which shows that
as r → 1 − . It follows from this combined with (3.3.7) that lim sup
Now, the left-hand side expresses a uniform version of the asymptotic variance Σ 2 , which actually equals Σ 2 , by a generational construction of an approximately simultaneously extremal µ in the unit ball of L ∞ (D) using successive annuli which have hyperbolic width tending to infinity. The details are left to the reader.
Geometric packing of zeros
Here, we consider a new type of extremal problems in complex analysis, which we call geometric zero packing problems. We first explain the planar zero packing problem, and then turn to the hyperbolic zero packing problem.
4.1.
A packing problem for zeros in the plane. We first study a packing problem for zeros pertaining to the Bargmann-Fock space of entire functions. It is well-known that there is no entire function f :
The reason is that in the sense of distribution theory, ∆ log | f | is a sum of half unit point masses located at the zeros of f (counting multiplicities), so that off the zeros, log | f | is harmonic, while ∆|z| 2 = 1. In particular, the nonnegative function (| f (z)|e
as |z| → +∞, and we would know that the discrepancy function
is bounded. Note also that for the trivial function f = 0, the discrepancy Ψ f = Ψ 0 equals the constant 1. It is now a natural question to ask how small the discrepancy Ψ f can be, on average, since it cannot vanish even locally. So, we consider the minimal average of Ψ f in a disk D(0, R) of large radius R:
where the infimum is taken over all polynomials f . Here, the use of the origin as the base point is inessential since in (4.1.1), we can take the infimum over all entire f without changing the value of ρ 0 (R), and, in addition, by the change-of-variables formula, we have for a ∈ C the translation invariance
where f a denotes the Fock-space translate f a (z) := e −|a| 2 −2āz f (a + z). In view of Lemma 3.2.1, this discrepancy density ρ 0 (R) gives the best constant for the improved Cauchy-Schwarz inequality
2 dA(z).
Definition 4.1.1. For the above problem, the the minimal discrepancy density for planar zero packing is ρ C := lim inf R→+∞ ρ 0 (R).
The limsup might be considered as well, but we expect it to equal the liminf.
(b) In more geometric terms, the quantity ρ C is a measure of how well the planar metric ds = |dz| can be approximated by a metric obtained in the following manner: take the surface with the Gaussian metric
2 |dz|, where f is a polynomial, which then has curvature form
where {z j } j are the zeros of f , and δ ξ is the unit mass delta function at ξ ∈ C. The point masses in the curvature correspond to "branch" or "flabby cone" points with an opening of 4π in case of simple zeros, and more generally, an opening of 2(n + 1)π for a zero of multiplicity n.
Since polynomials are determined up to a multiplicative constant by their zeros, we feel that the terminology "geometric zero packing" or "geometric packing of zeros" is appropriate. The Weierstrass sigma function σ(z) can be used to analyze the asymptotic discrepancy density for the equilateral triangular lattice. Let ω 1 , ω 2 ∈ C be the half-periods associated with the lattice
where it is assumed that ω 1 , ω 2 are R-linearly independent. We choose ω 1 := α and ω 2 := αe iπ/3 , where α is a positive real, and observe that the associated lattice Λ ω 1 ,ω 2 is the equilateral triangular lattice with spacing 2α between nearby points. We recall the formula for the associated sigma function [1] , [17] :
The function σ(z) is entire, with periodicity-type formulae (see [1] , [17] )
where ζ(z) := σ (z)/σ(z) denotes the logarithmic derivative (the Weierstrass zeta function). We consider in the planar zero packing problem the function f
where a is a positive amplitude constant, and η ∈ C is a parameter to be determined. We would like the associated function
to be periodic with the two complex periods 2ω 1 , 2ω 2 . As it turns out, if we pick α, η in the following way,
this is the case. The asymptotic discrepancy density associated with this particular choice can then be calculated over a single fundamental rhombus D for the tiling C/Λ ω 1 ,ω 2 ,
where we are free to minimize over the parameter a. Here, |D| A = 1 2 is the normalized area of the fundamental rhombus. The right-hand side of (4.1.4) is in a natural sense the average of Ψ f over the torus C/Λ ω 1 ,ω 2 .
Remark 4.1.4. Numerical implementation of the above integral (4.1.4), minimized over the parameter a, was carried out by Wennman [52] using Mathematica, which resulted in the value 0.061203 . . ., so that in particular, ρ C ≤ 0.061203 . . .. We suggest that this inequality is actually an equality.
4.2.
The stochastic minimization approach to planar zero packing. It is difficult to know offhand what kind of packing of zeros would be optimal for the calculation of the asymptotic minimal discrepancy density ρ 0 (∞). A reasonable approach is to let a stochastic process do the digging for the optimal configuration, as in the so-called Bellman function method, exploited repeatedly in harmonic analysis (see, e.g., the survey [39] ). First, we note that the assumption that the function f should be a polynomial in (4.1.1) is excessive, since polynomials are dense in many spaces of holomorphic functions. In particular, the density ρ 0 (R) is unperturbed if we minimize e.g. over all entire functions f . Here, we will replace f by a Gaussian analytic function (GAF) with close-to-optimal behavior. To set the notation, we let N C (0, 1) stand for the standard rotationally invariant Gaussian distribution with probability measure e −|ζ| 2 dA(ζ) in the plane C. We pick independent copies ξ j ∈ N C (0, 1) for j = 0, 1, 2, . . ., and let F be the GAF process [27] 
The way things are set up,
is a stationary process in the plane C, with distribution from the standard normal N C (0, 1). Given a positive amplitude constant b, we observe that the associated density
is stochastic, and we may ask for the number
where P(e) stands for the probability of the event e. Then clearly, ρ 0 (R) ≤ ρ 1 (R), and we actually have equality.
Proposition 4.2.1. We have that ρ 0 (R) = ρ 1 (R), and hence that ρ C = lim inf R→+∞ ρ 1 (R).
Proof. We will fix the parameter b := 1, which only makes things harder. Since every holomorphic f modulo O(z N+1 ) occurs with positive density in the process F(z) (i.e., every finite sequence of the first N Taylor coefficients occurs with positive density in the stochastic sequence 2 j/2 ξ j / j!, j = 0, . . . , N), and for fixed R, the infimum in (4.1.1) is almost achieved by by polynomials of sufficiently high degree, we can conclude that ρ 0 (R) = ρ 1 (R) should hold. The influence of the remaining stochastic Taylor coefficients 2 j/2 ξ j / j! for j > N to the stochastic integral ρ F (R) = ρ bF (R) can be shown to be insignificant for big enough N.
Let E stand for the expectation, and observe that
which tells us that the expected value of ρ bF (R) is minimized for the amplitude b = 1 2 √ π, and that the minimal expected value equals 1 − π 4 = 0.214 . . .. We obtain immediately an upper bound for ρ C : Proposition 4.2.2. We have the following bounds:
Remark 4.2.3. By the planar analogues of the methods we develop in Section 5 for the hyperbolic setting, it can established that ρ C > 0. We remark that the estimate from above is far from sharp, since Wennman found that ρ C ≤ 0.061203 . . . (see Remark 4.1.4).
4.3.
Hyperbolic zero packing. We will work with an analogous packing problem coming from hyperbolic geometry, related to the possible improvement in the Cauchy-Schwarz inequality, in line with Lemma 3.2.1. This time, the discrepancy is given by
for a polynomial f , or more generally, f which is holomorphic in D. Again, Φ f (z) = 0 is the same as the equality (1 − |z| 2 )| f (z)| = 1 is possible only when both f and c equal vanish. The reason is the same as before: log | f | is harmonic off the zeros of f , while ∆ log 
and we could consider the inf over f and then the liminf as r → 1 − . However, in hyperbolic geometry, the length of boundary of D(0, r) is substantial the cutoff is a bit rough. To reduce the boundary effects, we instead average further before taking the ratio (compare, e.g. with Seip's densities [46] ),
So, the minimal average discrepancy we are after is, for 0 < r < 1,
where the infimum is over all polynomials f , or, which gives the same result, over all holomorphic functions f : D → C. In view of Lemma 3.2.1, this discrepancy is the best constant for the improved Cauchy-Schwarz inequality
Definition 4.3.1. For the above problem, the the minimal discrepancy density for hyperbolic zero packing is ρ H := lim inf r→1 − ρ 2 (r). Although the zero packing problem involves global issues, it probably has some analogies with the more local hyperbolic circle packing problems (see, e.g., [49] ).
Hyperbolic Schäfli tilings.
One strategy for hyperbolic zero packing would be to pack according to a lattice configuration, for instance given by a tiling of the disk by hyperbolic regular p-gons with q-fold vertices (provided p, q ≥ 3). We illustrate with a fourfold octagonal (p = 8, q = 4) tiling of Figure  4 .4.1. Such a Schäfli tiling exists provided that a p,q := 1 4 (p − 2 − 2p q ) > 0, and then the hyperbolic dA H -area of the p-gon is precisely a p,q . A Schäfli tile is not always a fundamental domain for a Fuchsian group Γ, as this happens if and only if the Poincaré cycle condition is fulfilled (see [36] ).
We are particularly interested in a Schäfli tiling which has normalized area a p,q := . Such a tiling cannot correspond to a fundamental domain because the Poincaré cycle condition is not fulfilled. However, if we really want to, we can still glue together the edges of the octagon in the standard fashion (which means that every other edge gets glued pairwise, cyclically), but the resulting compact surface then obtains an irregular point with angle 4π around it (we might call it a branching point, a ramified point, or a flabby cone point). Another rather immediate way to see it is to use the Gauss-Bonnet theorem, which gives that the dA H -area of a fundamental domain equals the integer g − 1 ≥ 1, where g is the genus of the corresponding compact Riemann surface.
4.5. The stochastic minimization approach to hyperbolic zero packing. As in the planar case, it is difficult to know offhand what kind of packing of zeros would be optimal for the calculation of the asymptotic minimal discrepancy density ρ H . Again, a reasonable approach is to let a stochastic process do the digging for the optimal configuration, and we look for an appropriate GAF process to supply random holomorphic functions in D. As before, we pick independent copies η j ∈ N C (0, 1) for j = 0, 1, 2, . . ., and let G be the GAF process
The way things are set up, (1 − |z| 2 )G(z) is a stationary process in the disk D, with distribution from the standard normal N C (0, 1). Given a positive amplitude constant b, we observe that the associated density ρ bG (r) := 1 log
Then clearly, ρ 2 (r) ≤ ρ 3 (r), and in analogy with Proposition 4.2.1, we have equality.
Proposition 4.5.1. We have that ρ 2 (r) = ρ 3 (r), and hence ρ H = lim inf r→1 − ρ 3 (r).
The proof is essentially identical to that of Proposition 4.2.1, and left to the reader. As for the value of the asymptotic density ρ H , we observe that (4.5.1) Eρ bG (r) = 1 log
which tells us that the expected value of ρ bG (R) is minimized for the amplitude b = 1 2 √ π, and that the minimal expected value equals 1 − π 4 = 0.214 . . .. We obtain immediately an upper bound for ρ H , which is the same as in the planar case. This bound is substantially weaker than the one found by Astala, Ivrii, Perälä, and Prause in [5] (ρ H ≤ 0.12087).
Proposition 4.5.2. We have the following bounds:
Remark 4.5.3. In Section 5, we will obtain the estimate ρ H > 2 × 10 −8 . While this is far from optimal, it does give an improvement in the Cauchy-Schwarz inequality (4.3.3).
5. The proof of the estimate from below on ρ H 5.1. Auxiliary results. For a real parameter α, let dA α (z) = (1 − |z| 2 ) α dA(z) denote the standard weighted area measure on D. We shall need the following estimate.
Lemma 5.1.1. We have the following pointwise estimates, for a holomorphic function f : D → C and 0 < r < 1:
provided that z ∈ D(0, r).
Proof. The proof involves direct computation of the corresponding Bergman kernel, which leads to the stated estimates.
Let ∇ := (∂ x , ∂ y ) stand for the usual gradient, if z = x + iy is the representation of the complex coordinate.
Lemma 5.1.2. Suppose f : D → C is holomorphic and nontrivial. Then the function z → (1 − |z|
2 )| f (z)| has local minima only at the zeros of f . Moreover, for 0 < r < 1, the gradient of this function enjoys the estimate
holds off the zeros of f , the critical points of the function z → log(1 − |z| 2 )| f (z)| can only be local maxima or saddle points, and this carries over to the function z → (1 − |z| 2 )| f (z)| as well. The estimate of the gradient uses the estimates of Lemma 5.1.1 together with the product rule
and the facts that |∇|z| 2 | = 2|z| and |∇| f || ≤ | f |. The necessary details are left to the reader.
The fundamental local estimate.
We need to estimate the hyperbolic zero packing constant ρ H from below. The hard part consists in obtaining the following local estimate.
Proposition 5.2.1.
There exists an absolute constant ρ 1 , with 0 < ρ 1 < 1, such that for holomorphic f : D → C,
For instance, ρ 1 := 1.3 × 10 −8 will do.
Proof. We observe that we may replace f by b f , where b is a positive constant, and show instead that
under the following normalization:
By Lemma 5.1.2, we know from the normalization (5.2.2) that
where we decided to estimate on a slightly smaller disk. Next, a straightforward calculus exercise shows that the minimum over b > 0 is attained at the value
Moreover, a well-known calculation shows that (5.2.4) 
. We consider the set Ω f given by
18 . We divide Case II further according to the properties of the set Ω f .
Case IIa: Suppose that Ω f = D(0, 
so that by the maximum principle applied to 1/| f |,
As a consequence, we obtain that . By Lemma 5.1.2, the function F(z) = (1 − |z| 2 )b f | f (z)| has no local minima off the zeros of f . Then we just follow the direction of steepest descent of the graph, which is well-defined by gradient flow except at the critical points. At the critical points, if it is a local maximum we could choose any direction at random (we would never get there, only the starting point could be a local maximum), and at a saddle point, we go in the direction of the largest negative directional second derivative. In any case, we obtain a path L f (z 0 ) inside the disk D(0, 5 ). For a given δ > 0, we associate to the path L f (z 0 ) the domain
Along the path L f (z 0 ), the function F is decreasing, so that in particular,
and hence, by (5.2.5),
We pick δ such that δ < 1 738 , which guarantees that F < 1 on D f (z 0 , δ). Then (5.2.6) 
In view of (5.2.6), then, we obtain that
where, in the last step, we implemented the choice δ = 5 ) and F(z 1 ) = 0, so that in view of the gradient estimate (5.2.5), we have that Remark 5.2.2. We should mention that Borichev [9] came up with an absolute lower bound via a somewhat different argument.
Modification of the fundamental local estimate.
As it turns out, we will need to compare locally not just with the constant 1 but with a family of functions whose logarithms are harmonic.
Proposition 5.3.1. There exists an absolute constant ρ 2 with 0 < ρ 2 < 1, such that for all holomorphic f : D → C and all points ξ ∈ D,
For instance, ρ 2 = 4 9 ρ 1 will do, where ρ 1 is the constant of Proposition 5.2.1. Proof. We consider the auxiliary holomorphic function g(z) := (1 −ξz) f (z). An application of Proposition 5.2.1 with g in place of f gives that
which expresses the asserted estimate.
5.4.
The global estimate from below. We now turn the local estimate into a global one.
Proof of Theorem 1.4.3. As mentioned in the introduction, the estimate from above ρ * H ≤ 0.12087 follows from the work of Astala, Ivrii, Perälä, and Prause [5] , so it remains to establish the estimate from below. Our starting point is Proposition 5.3.1, which tells us that there exists an absolute constant ρ 2 , with 0 < ρ 2 < 1, such that for each λ ∈ D and each holomorphic function h : D → C,
Given λ ∈ D, we introduce the mapping γ λ given by
which is an involutive Möbius automorphism of the unit disk D (so that γ λ • γ λ (ζ) = ζ). Moreover, a direct calculation shows that the derivative of γ λ equals
We make the auxiliary observation that
Let h λ denote the holomorphic function
and observe that by (5.4.2) and the change-of-variables formula,
, and, in the last step, we invoked (5.4.1) withh in place of h. If we write H in place of h λ , we obtain from (5.4.3) that
We are of course free to integrate both sides with respect to a positive finite measure:
Moreover, we calculate that 
Geometric zero packing for exponent β
In this section, we introduce, for a positive real β, the β-exponent analogues of the planar and hyperbolic zero packing problems considered in Section 4.
6.1. Planar zero packing for exponent β. We introduce the β-exponent deformation of the density ρ C . Definition 6.1.1. For a positive real β, let ρ β (C) be the density
where the infimum is taken over all polynomials f . We call this number ρ β (C) the β-exponent minimal discrepancy density for planar zero packing.
Note that as a matter of definition, when β = 1, we recover the density ρ C , since ρ 1 (C) = ρ C . On the other hand, the choice β = 2 appears in the work of Abrikosov (see [2] ) on Bose-Einstein condensates, and in that case, it is shown rigorously in [3] that the equilateral triangular lattice (see Figure 4 .1.1) is optimal among the lattices. We observe that in [3] , it is shown that for β = 2, the corresponding Bargmann-Fock space function f solves the Bargmann-Fock analogue of the standing wave equation for the cubic Szegő equation (for the cubic Szegő equation, see e.g. [15] and [41] ). This Bargmann-Fock analogue is known as the lowest Landau level equation (or LLL-equation), see, e.g., [16] , but we might also suggest the term cubic Bargmann-Fock equation. We take a look at this matter in the following subsection (Subsection 6.2). Conjecture 6.1.2. (Abrikosov) the equilateral triangular lattice is optimal for β-exponent planar zero packing for each positive β.
In other words, Conjecture 6.1.2 maintains that The proof uses the following scaling invariance of the density ρ β (C):
where the infimum is taken over all polynomials f , provided α is a positive constant.
Proof. We consider the function
which extends smoothly across t = 1, with the value F(β, β , 1) := log(β/β ). Note that along the diagonal β = β , the function trivially vanishes: F(β, β, t) ≡ 0. The partial derivative with respect to β is
and as a consequence, F(β, β , t) < F(β , β , t) ≡ 0 for β < β . It now follows that
and, consequently, for any polynomial f ,
Together with the above-mentioned scaling invariance, this gives the asserted monotonicity in β.
Remark 6.1.4. Given the monotonicity, it is a natural question to ask what is the limit of ρ β (C) as β → 0 + and as β → +∞. We believe that
The first assertion is intuitively clear, since a sum of small point masses can approximate well a uniform distribution. This can probably form the backbone of a rigorous proof. The intuition behind the second assertion is that it should be impossible to reasonably approximate a uniform distribution using sums of very large point masses.
6.2. Planar zero packing for exponent β = 2 and the cubic Bargmann-Fock equation. Suppose f 0 is a minimizer f 0 of the right-hand side integral in (6.1.1) for fixed R. We then use a variational argument comparing f 0 with f 0 + h for a polynomial h and an ∈ C with | | tending to 0 to show that
This should be interpreted with some care for 0 < β < 1 since it might then be the case that | f 0 | β /f 0 develops bad singularities at multiple zeros of f 0 (alternatively, a separate argument would be needed to rule out multiple zeros). Here, Π α is the Bargmann-Fock projection on the plane C with the Gaussian weight E α (z) := e −α|z| 2 . More explicitly, Π α is given by
Expecting some kind stability as R → +∞, we naturally look for entire solutions f 0 with (6.2.1)
For β = 2, the equation (6.2.1) just says that
The cubic Bargmann-Fock equation (or LLL-equation) we alluded to in the preceding subsection is
where u = u(t, z) is assumed differentiable in t and entire in z, and such that the integral expression defining the right-hand side of (6.2.3) is well-defined. A stationary wave (= a traveling wave with zero speed) is a solution of the form u(t, z) = e −iωt f (z), where ω is a real constant and f is entire. The equation (6.2.3) then reduces to
which for the value ω = 1 we recognize as the equation (6.2.2). Note that for the right-hand side of (6.2.4) to be well-defined, it is enough to assume that e.g. . We should also point out the possibility to include some higher Landau levels as well, as in [18] . Indeed, the corresponding higher Landau level equation analogous to (6.2.3) is (6.2.5)
is the N-analytic Bargmann-Fock projection, for N = 1, 2, 3, . . .. This is the orthogonal projection on the Gaussian weighted space L 2 (C, E 1 ) onto the subspace of N-analytic functions v, which solve the partial differential equation∂ N v = 0.
6.3. Hyperbolic zero packing for exponent β and field strength α. We turn to the β-exponent analogue of the hyperbolic zero packing problem, where we also introduce the positive real parameter α, which in a sense corresponds to field strength. Definition 6.3.1. For a positive reals α, β, let ρ α,β (H) be the density
where the infimum is taken over all polynomials f . We call this number ρ β (C) the β-exponent minimal discrepancy density for hyperbolic zero packing with field strength α.
The choice of parameters α = β = 1 corresponds to the by now familiar density ρ H , that is, ρ 1,1 (H) = ρ H . The analogue of Proposition 6.1.3 in this hyperbolic context reads as follows. Proof. For k = 1, the proof essentially amounts to a repetition of the argument used in Proposition 6.1.3. As for k = 2, 3, 4, . . ., we just need to observe that for a holomorphic function f , its power f k is holomorphic as well, which gives the conclusion that ρ α,β (H) ≤ ρ α,kβ (H) ≤ ρ α ,β (H), where the last inequality follows from the k = 1 case. More intuitively, only local effects become important as we increase the field strength α.
Note that if we dilate the disk appropriately, the weight (1 − |z| 2 ) α becomes
which has the limit e −|z| 2 as α → +∞. This shows the connection with the planar density.
Remark 6.3.5. There is a variant of (1.4.3) which applies for more general α, β. A minimizer f 0 for fixed r meets
where P α−1,r is the weighted Bergman projection corresponding to the disk D(0, r) and the weight (1 − |z| 2 ) α−1 . As we noticed previously, the case when 0 < β < 1 must be treated with additional care, as | f 0 | β /f 0 may have nonintegrable singularities at zeros of high multiplicity of f 0 . Naturally, the instance α = β = 1 gives us back (1.4.3). If β = 2, the above equation says that
and we are enticed to let r → 1 − , and consider the equation
where P α−1 is the weighted Bergman projection on the unit disk D with the weight (1 − |z| 2 ) α−1 :
As in the preceding subsection, there is a corresponding time evolution equation
which we understand as a hyperbolic geometry analogue of the LLL-equation (6.2.3).
7. Geometric zero packing for compact Riemann surfaces using logarithmic monopoles
Our experience with geometric zero packing from Section 4 suggests a strong relation with regular configurations of lattice type, which suggests that the problem should be introduced on the quotient surface level, which should then be a compact Riemann surface. Moreover, the notion of a logarithmic monopole becomes very natural. It is the natural analogue of the Green function for the Laplacian in the context of compact surfaces. 7.1. Logarithmic monopoles for compact Riemann surfaces. We consider a compact Riemann surface S with genus g, where g ≥ 0 is an integer. Then, by the uniformization theorem, S is has one of the following forms: (i) if g = 0, then S is topologically a sphere, which can be modelled by S = S/Γ for a finite subgroup Γ of the automorphism group of the Riemann sphere S, (ii) if g = 1, then S is a torus modelled by S = C/Λ for a nontrival lattice Λ, and (iii) if g ≥ 2, then S is modelled by S = H/Γ, where H is the hyperbolic plane and Γ is a discrete subgroup of the automorphism group of H. In each of the cases (i)-(iii), we have a complete Riemannian metric with constant curvature on the respective covering surfaces S, C, H, which then induces a canonical Riemannian metric on the surface S. In a similar fashion, the canonical normalized area measures dA S , dA, dA H induce a normalized area measure on S, which we denote by dA S . The dA S -area of the whole surface S is denoted by a(S). The logarithmic monopole U(z, w) = U S (z, w), for points z, w ∈ S, is a real-valued function which for fixed w has
where ∆ S is the normalized Laplace-Beltrami operator. The expression δ w stands for the unit point mass at w, treated as a 2-form. The existence of this function is guaranteed by Corollary 8-2 of [48] , which guarantees the existence of the corresponding logarithmic bipole L(z, w, w ) (see, e.g., [48] , p. 213), which has a source at w and a sink at w . To obtain the monopole U(z, w), we just average this bipole function L(z, w, w ) with respect surface area in the w variable. It is unique up to an additive real constant.
For a nontrivial lattice Λ with two generators, the torus C/Λ is of course a compact Riemann surface with genus 1. In this case, the logarithmic monopole may be expressed explicitly in terms of the classical Weierstrass sigma function (see Subsection 7.4 below). We will also consider the spherical genus 0 case, as well as the (hyperbolic) genus ≥ 2 case. 7.2. Geometric zero packing on compact Riemann surfaces. We turn to the geometric zero packing problem for general compact surfaces. Definition 7.2.1. Let U(z, w) denote the logarithmic monopole on the compact surface S. Then for a positive real β, the minimal average discrepancy for geometric β-zero packing on S is the sequence of numbers
where the infimum is over all positive reals b and all points z 1 , . . . , z n ∈ S. A collection of points {z 1 , . . . , z n } which realizes the infimum for some value of b is called an equilibrium configuration (for exponent β).
We observe that by standard Hilbert space methods,
where the supremum runs over all real-valued functions g in the unit ball of L 2 (S). This is somewhat analogous to the Kantorovich-Wasserstein distance used in optimal transport [51] . The quantity ρ n,β (S) measures how evenly we can place the n points z 1 , . . . , z n on the surface so as to minimize the average discrepancy.
As for monotonicity issues, the approach used in Propositions 6.1.3 and 6.3.2 also shows the following. We suppress the analogous proof. ρ n,β (S) ≤ ρ n,β (S), 0 < β < β < +∞.
Regarding the possible convergence as n → +∞ for a fixed exponent β, we suggest the following, which is similar to Conjecture 6.3.4.
Conjecture 7.2.3. We believe that lim
for any fixed compact surface S and any fixed positive real β.
To arrive at an equilibrium configuration {z 1 , . . . , z n }, we may appeal to the gradient flow method. For simplicity of notation, we write, for a positive real γ,
which we may think of as a marginal partition function for the n-point β-ensemble on the surface S (see [30] , also [31] for the sphere with γ = 2), and associate to it the following probability measure on the surface S:
Expectation with respect to this surface probability measure will be written E γ z 1 ,...,z n . The optimal value of b in the definition of ρ n,β (S) is given by
and since
it is immediate that
Now, application of the gradient flow method tells us that the n-tuple of points (z 1 , . . . , z n ) should move in the direction of biggest increase, given by the vector
Here, we write V(z, w) :=∂ w U(z, w), where we made a smooth choice of the free constant involved with U(z, w), and we differentiate with respect to the global complex coordinate associated with the universal covering surface (which is either the Riemann sphere, the complex plane, or the hyperbolic plane). In particular, for an optimal configuration z 1 , . . . , z n , the above vector coincides with the zero vector: Proposition 7.2.4. If {z 1 , . . . , z n } is an equilibrium configuration for exponent β on the compact Riemann surface S, then, writing V(z, w) =∂ w U(z, w), we have
Note that the above necessary condition for an equilibrium configuration differs from the corresponding condition for Fekete configurations [45] as well as from that of spherical designs, e.g. [12] . The space of n-tuples (z 1 , . . . , z n ) has complex dimension n, while the proposition supplies n complex nonlinear conditions (and hence 2n real conditions), which is basically well-posed.
Spherical zero packing.
We briefly mention what happens when the compact Riemann surface has genus 0. We will consider the Riemann sphere S := C ∞ = C ∪ {∞} with the standard metric ds S := (1 + |z| 2 ) −1 |dz|, which has constant positive Gaussian curvature. The associated spherical normalized area measure is dA S (z) := (1 + |z| 2 ) −2 dA(z). The associated logarithmic monopole is the function U(z, w) := log |z − w| − 1 2 log(1 + |z| 2 ) + A(w), z, w ∈ C, z w, where we are free to choose the real number A(w). The choice A(w) := − 1 2 log(1 + |w| 2 ) would seem to be the most appropriate, since it gives the symmetry property U(z, w) = U(w, z), typical of Green functions. Then we may define U(z, w) for w = ∞ as well: U(z, ∞) = − 1 2 log(1 + |z| 2 ). After all, the basic property of the logarithmic monopole is that
in the sense of distribution theory, where δ w is unit point mass at w, thought of as a 2-form. Here, it is important that the area of the sphere is normalized to be a(S) = 1. Let us look at the minimal average discrepancy for spherical β-zero packing, that is, the numbers ρ n,β (S), for n = 1 and n = 2. Since
where the infimum is over all positive reals a and all complex numbers z 1 , . . . , z n , we calculate that (with
(2 + β) 2 . As for n = 2, it is intuitively clear that the two points should be antipodal in the optimal configuration, and we then pick z 1 = 0, z 2 = ∞. As a consequence,
, which we may compare with ρ 1,β (S). Computer work suggests strongly that ρ 1,β (S) ≥ ρ 2,β (S) for all positive β (this is from [52] ). For instance, with β = 1, we find that ρ 1,1 (S) = 0.111 . . ., whereas ρ 2,1 (S) = 0.07472 . . ., which is much smaller and considerably closer to the conjectured value of ρ C (which is 0.061203 . . ., see Remark 4.1.4). Here one might naïvely guess that the function n → ρ n,β (S) is decreasing for fixed β. While this may be true for small β, it is certainly false for large β, as evidenced by further numerical work for n = 3. Compare also with Conjecture 7.2.3.
Logarithmic monopoles for a torus.
We turn to the case of a compact Riemann surface with genus 1. Such a Riemann surface is a torus, and can be modelled by C/Λ ω 1 ,ω 2 , in the notation of Subsection 4.1. Note that if we take logarithms in (4.1.3), we obtain the real-valued function
and, we may define, more generally, U(z, w) := U(z − w). Since the positive constant a is free, the function U(z, w) is real-valued and well-defined up to an additive constant. Moreover, it is Λ ω 1 ,ω 2 -periodic in both z and w, with Laplacian
in the sense of distribution theory, where δ ξ is the unit point mass at the point ξ ∈ C.
7.5. Logarithmic monopoles for higher genus surfaces and character-modular forms. We turn to the case when the Riemann surface S has genus g ≥ 2. We then equip the surface with a metric of constant negative curvature, and use the hyperbolic plane H as the universal covering surface. We model the hyperbolic plane H by the unit disk D with the Poincaré metric. This gives us the identification S D/Γ, where Γ is a Fuchsian group of Möbius automorphisms. We write D Γ for a corresponding fundamental polygon bounded by hyperbolic geodesic segments. We denote by a(Γ) the dA H -area of D Γ , which is the same as the corresponding area of the surface a(S). We first relate two properties of periodicity type.
Proposition 7.5.1. Suppose f : D → C is holomorphic. Then, for real α, the following are equivalent:
Proof. This is an immediate consequence of the identity We want to analyze the property (a) of Proposition 7.5.1 more carefully. First, for an automorphism γ ∈ aut(D), the derivative γ is nonzero, which permits us to define its logarithm log γ holomorphically in D (any two choices will differ by an integer multiple of i2π). The group Γ is finitely generated, and we pick generators γ 1 , . . . , γ m , and choose the corresponding logarithms log γ j for j = 1, . . . , m any way we like (the freedom is up to i2πZ). We then represent an arbitrary element γ ∈ Γ as a composition of the generators, and define log γ to be determined by the natural property that
This then allows us to define consistently
and we then have
A Γ-character is a function χ : Γ → T with the multiplicative property χ(γ • γ) = χ(γ)χ(γ) for all γ,γ ∈ Γ.
Proposition 7.5.2. Suppose f : D → C is holomorphic. Then, for real α, the following are equivalent:
Proof. We observe from (a) that for given γ ∈ Γ, the two holomorphic functions (γ ) α f • γ and f have the same modulus. This is only possible if one is a unimodular constant times the other, that is, (γ ) α f • γ = χ(γ) f , for some constant χ(γ) of modulus 1. All that remains is to show that χ is a Γ-character. To this end, we pick two elements γ,γ ∈ Γ, and observe that
which shows that χ(γ • γ) = χ(γ)χ(γ) and hence χ is a Γ-character.
A function f which meets condition (b) of Proposition 7.5.2 is said to be character-periodic (or modular) of weight α, with respect to the character χ : Γ → T. By the way, when α = 1, they are called Prym differentials. It is a natural question when there exist nontrivial functions f with this property, depending on the value of α. To sort it out, we consult Proposition 7.5.1, which says that the associated function F(z) := (1 − |z| 2 ) α | f (z)| ≥ 0 is Γ-periodic, and note that the (real-valued) logarithm
is Γ-periodic as well. We now turn to the logarithmic monopole U(z, w) for the surface S D/Γ, which has
in the sense of distribution theory, where δ ζ denotes is the unit point mass at ζ, considered as a 2-form. Note that on the right-hand side of (7.5.3), we have a 1 2 point mass per tile (i.e., image of D Γ under an element of Γ), which is perfectly compensated on each tile by the hyperbolically uniform measure − 1 2a(Γ) dA H . As we apply the Laplacian to the relation (7.5.2), we find that
where Z( f ) denotes the zeros of f , counting multiplicities. Note that since F was Γ-periodic, the zero set Z( f ) is Γ-periodic as well. As the surface S was compact, F (and equivalently f ) can have have only finitely many zeros in D/Γ, say ζ 1 , . . . , ζ n ∈D Γ , where some of the points are allowed to be on the boundary of the fundamental polygon. We now form the function V F , in the sense of distribution theory. Moreover, since the points γ(ζ j ), with j = 1, . . . , n and γ ∈ Γ, run through the zero set Z( f ), the above relation simplifies to (7.5.5) (∆V F )dA = − n 2a(Γ) dA H + 1 2
which we may compare with (7.5.4). The difference of V F and log F is Γ-periodic, with Laplacian (7.5.6) (∆(V F − log F))dA(z) = α − n 2a (Γ) dA H , which expression has constant sign. Since a subharmonic function on a compact Riemann surface must be constant, we conclude that this is only possible if V F − log F is constant and hence α = n 2a(Γ) . Finally, an application of the Gauss-Bonnet theorem gives that a(Γ) = g − 1, where g ≥ 2 is the genus of the surface S D/Γ. We gather these simple observations in a proposition. Proof. All the assertions are settled by the arguments preceding the statement of the proposition, except that it remains to show that a function F given by (7.5.7) can be written as F(z) = (1 − |z| 2 ) α | f (z)| with α = n 2a(Γ) , for some holomorphic f . We see from (7.5.7) that the purported f should have | f (z)| = (1 − |z| 2 ) −α F(z) and hence log | f (z)| = −α log(1 − |z| 2 ) + log F(z) = −α log(1 − |z| 2 ) + log C + n j=1 U(z, ζ j ).
Taking Laplacians on both sides we get that
in the sense of distribution theory, where we use that α = n 2a(Γ) . This just asks for f to have zeros (counting multiplicities) along the sequence of points γ(ζ j ), with γ ∈ Γ and j = 1, . . . , n. A version of the Weierstrass factorization theorem (see, e.g., [44] ) assures us that there exists a holomorphic function h : D → C with precisely the zeros prescribed for f , and then the difference u := log | f | − log |h| must be harmonic. By forming the harmonic conjugate to u we obtain a holomorphic function U : D → C with real part equal to u. Finally, we realize that the choice f := e U h is holomorphic with the right modulus so that F(z) = (1 − |z| 2 )| f (z)| holds.
Remark 7.5.4. The proof of the preceding proposition should be compared with the well-known SchottkyKlein prime function [7] , [13] , [25] . where b is a positive real and z 1 , . . . z n ∈ S. We would like to see how this fares compared with the hyperbolic densities ρ α,β (H) defined in Subsection 6.3. We use Proposition 7.5.3 to see that there exists a holomorphic function f with zeros (counting multiplicities) exactly at the points γ(z j ) when j = 1, . . . , n and γ ∈ Γ, such that b e βU(·,z 1 )+···+βU(·,z n ) = (1 − |z| 2 )
and both sides express Γ-periodic functions. Now, for the right-hand side we could try to compute the discrepancy density with respect to the disk D as well: 
Proof. To simplify the notation, we write that is, averages formed in two different ways coincide. Such assertions remind us of ergodic theory. Indeed, it follows from the well-known ergodicity of geodesic flow on compact hyperbolic surfaces, originally due to Hopf and later extended to higher-dimensional manifolds by Anosov (see, e.g., Hopf's expository paper [26] ). The "time average" of Φ f over the geodesic ray z = tζ with |ζ| = 1 and radial parameter t with 0 < t < r, is , while the "space average" is expressed by the right-hand side of (7.6.1). The limit of the ratio (7.6.2) as r → 1 − is clearly unperturbed if we replace Φ f (tζ) by tΦ f (tζ), and hence (7.6.1) results from (7.6.2) by integration over the circle T in ζ. Here, we used the elementary observation that The proof is complete. Remark 7.6.2. Using more refined control of the error term in the ergodicity of geodesic flow, it is possible to obtain a comparison of the densities ρ n,β (S) and ρ α ,β (H), to the effect that ρ α ,β (H) ≤ ρ n,β (S) where α = nβ 2a (Γ) and S D/Γ.
The question comes to mind if, for fixed α and β, the right-hand side expression can be made arbitrarily close to the left-hand side expression by varying suitably the surface S and the number of points n.
