Deterministic super-resolved estimation towards angular displacements
  based upon a Sagnac interferometer and parity measurement by Zhang, Jian-Dong et al.
Deterministic super-resolved estimation towards angular displacements based upon a
Sagnac interferometer and parity measurement
Jian-Dong Zhang, Zi-Jing Zhang,∗ Longz-Zhu Cen, Jun-Yan Hu, and Yuan Zhao†
Department of Physics, Harbin Institute of Technology, Harbin, 150001, China
(Dated: September 14, 2018)
Super-resolved angular displacement estimation is of crucial significances for quantum information
process and optical lithography. Here we report on and experimentally demonstrate a protocol for
angular displacement estimation based on a coherent state containing orbital angular momentum. In
the lossless scenario, with using parity measurement, this protocol can theoretically achieve 4`-fold
super-resolution with quantum number `, and shot-noise-limited sensitivity saturating the quantum
Crame´r-Rao bound. Several realistic factors and their effects are considered, including nonideal state
preparation, photon loss, and imperfect detector. Finally, given mean photon number N¯ = 2.297
and ` = 1, we show an angular displacement super-resolution effect with a factor of 7.88, and the
sensitivity approaching shot-noise limit is reachable.
PACS numbers: 03.65.Wj, 42.50.Ar, 06.20.-f, 03.67.Bg
I. INTRODUCTION
As is known to all, a light beam can carry two forms of
angular momenta: spin angular momentum (SAM), and
orbital angular momentum (OAM). SAM corresponds to
the polarization of the light, and the angular momentum
of each photon is σ~, where σ = +1 and σ = −1 stand
for the left-handed and the right-handed polarized light,
respectively. OAM is associated with the azimuthal dis-
tribution of the light, and each photon in the OAM beam
carries an angular momentum `~ with quantum number
`. The polarization of the light is discovered early and is
applied among a great deal of fields, feature detections,
target imaging, and material identifications, to name a
few [1–3]. The fact that a beam with an azimuthal phase
dependence of exp (i`θ) is capable of carrying OAM is put
forward by Allen et al. in 1992 [4]. Since then, plenty
of theoretical and experimental studies have focused on
this subject [5–7]. The infinite orthogonal dimensions of
OAM place no limit on the amount of information that
can be carried by a single photon. Therefore, within past
decade, OAM has played a significant role in the fields
of quantum communications, quantum computing, and
quantum metrology [8–10]. Due to the characteristic of
helical phase exp (i`θ), an OAM state can take the part of
‘angular amplifier’, which converts an angular displace-
ment θ into the amplified displacement `θ [11].
Phase shifts and optical rotations, the fundamental op-
erations for photonic qubit gates, are two vital degrees
of freedom in parameter estimation. For the past few
years, phase estimation has been discussed in numerous
physical protocols [12, 13], many exotic quantum states
and measurement strategies are presented. Angular dis-
placement estimation is also widely analyzed in quantum
process tomography [14] and weak measurement [15–17],
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however, it is seldom mentioned in interferometric quan-
tum metrology. On the other hand, almost all quantum
states are sensitive to photon loss, and they are also lim-
ited by difficult preparation for large photon number. In
the scenario of high loss channel, these facts downplay the
advantages arising from quantum resources, and coher-
ent states come across as ideal candidate. In this paper,
we demonstrate a novel estimation protocol towards an-
gular displacements using a coherent state and a Sagnac
interferometer (SI) combined with a Dove prism.
The remainder of this paper is organized as follows.
In Sec. II, we introduce the fundamental principle and
measurement strategy of our protocol. Section III focuses
on studying the effects of several realistic factors on our
protocol, such as nonideal state preparation, photon loss,
and imperfect detector. In Sec. IV, we discuss the fun-
damental sensitivity limit of our protocol by calculating
quantum Fisher information (QFI), and compare it with
the previous Mach-Zehnder interferometer (MZI) proto-
col. An experimental realization is demonstrated in Sec.
V, and the performance is briefly analyzed. Finally, we
summarize our work in Sec. VI.
II. FUNDAMENTAL PRINCIPLE AND
MEASUREMENT STRATEGY OF THE
PROTOCOL
To begin, let us consider the angular displacement es-
timation protocol of which the setup is a SI consisting
of three mirrors and a 50/50 beam splitter arranged in
a square, as illustrated in Fig. 1. The coherent state
is generated from a laser, and its OAM degree of free-
dom is added by a spatial light modulator [18, 19]. The
polarizer is used to filter the polarization which is not
suitable for the spatial light modulator, and rectangular
aperture is responsible for passing the first-order diffrac-
tion. In accordance with the theory of quantum optics,
the input state can be described as |ψin〉 = |α`〉A|0〉B ,
where α`=
√
N and N is the mean photon number in the
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2coherent state. Then, the input enters the SI and is di-
vided into two paths, in turn, the state becomes |ψ1〉 =∣∣α`/√2〉A∣∣iα`/√2〉B . Here we assume that the clockwise
direction in the interferometer loop is path A, and the
counterclockwise one is path B. The beams in two paths
pass through the Dove prism [20] with an angular dis-
placement ϕ, which is the parameter we would like to es-
timate. After such an evolution process, the state can be
expressed as |ψ2〉 =
∣∣α`ei2`ϕ/√2〉A∣∣iα`e−i2`ϕ/√2〉B . Fi-
nally, the state goes through the beam splitter again, and
the output has the following ket representation |ψout〉 =
|iα` cos (2`ϕ)〉A|−iα` sin (2`ϕ)〉B .
FIG. 1. Schematic of the angular displacement estimation
protocol. The full names of the abbreviations in the figure:
L, laser; P, polarizer; SLM, spatial light modulator; RA, rect-
angular aperture; BS, beam splitter; DP, Dove prism; RM,
reflection mirror; PNRD, photon-number-resolving detector.
Comparing with the MZI, our protocol has two main
advantages. On the one hand, the beams in two paths
are more likely to experience identical optical paths and
photon losses in our protocol, in that SI is a self-balanced
interferometer. On the other hand, our protocol is equiv-
alent to the scenario that the two Dove prisms in the two
paths of MZI are reversely rotated with same angular
displacement.
We turn now to the measurement strategy. Parity
measurement is originally discussed by Bollinger et al.
for enhanced frequency measurement with an entangled
state[21], subsequently, Gerry and Campos apply it to
optical interferometers [22, 23]. Generally, the implemen-
tation of parity measurement requires a photon-number
resolving detector, and the details of the detector can be
found in Refs. [24–26]. In this strategy, the counts are as-
signed as +1 and −1 for even and odd photon numbers,
respectively. Therefore, the parity operator for output
port B can be written as Πˆ = exp
(
ipibˆ†bˆ
)
.
In the Fock basis, the output state is recast as
|ψout〉 =e− 12N
∞∑
n=0
[iα` cos (2`ϕ)]
n
√
n!
×
∞∑
m=0
[−iα` sin (2`ϕ)]m√
m!
|n,m〉 . (1)
Further, the probability of simultaneously detecting n
photons at port A and m ones at port B is
P (n,m) =
e−N
n!m!
[
Ncos2 (2`ϕ)
]n[
Nsin2 (2`ϕ)
]m
. (2)
Consequently, the conditional probability Peven or Podd
for port B can be calculated through a series sum of
P (n,m) over the parity of the photon number n,
Peven=
1
2
{
1 + exp
[−2Nsin2 (2`ϕ)]} , (3)
Podd=
1
2
{
1− exp [−2Nsin2 (2`ϕ)]} . (4)
In the light of the definition of the parity operator, we
can obtain the expectation value of the output,〈
Πˆ
〉
= exp
[−2Nsin2 (2`ϕ)] . (5)
Further, with the help of error propagation, the sensitiv-
ity is given by
∆ϕ =
√〈
Πˆ2
〉
−
〈
Πˆ
〉2
∣∣∣∂ 〈Πˆ〉/∂ϕ∣∣∣ =
√
exp
[
4Nsin2 (2`ϕ)
]− 1
|4`N sin (4`ϕ)| .
(6)
By using first-order approximation, when ϕ approaches
0, the sensitivity arrives at its minimum,
∆ϕmin =
√
1 + 4Nsin2 (2`ϕ)− 1
|4`N sin (4`ϕ)|
∣∣∣∣∣∣
ϕ→0
=
1
4`
√
N
. (7)
In the above derivation, we have used a property of
the parity operator, Πˆ2 = 1. For intuitively observing
the variation on the resolution caused by mean photon
number N and quantum number `, we plot Fig. 2. From
the figure we can find that the number of oscillating out-
put fringes increase with increasing `, and each fringe
gets narrow as the increase of N . Hence, the resolution
of the protocol can be improved with an increasing value
of either N or `. Moreover, the visibility of the output is
approximate to 100%, in that the maximum sits at 1 and
the minimum approaches 0 for large N . The definition
of visibility refers to [27]
V =
〈
Πˆ
〉
max
−
〈
Πˆ
〉
min〈
Πˆ
〉
max
+
〈
Πˆ
〉
min
. (8)
In Fig. 3, we show the full widths at half maximum
(FWHMs) with different values of N and `. FWHM is a
universal super-resolution criterion, i.e., the smaller the
FWHM is, the higher the resolution is. Figure 3 indicates
that the increase of N or ` can provide an enhancement
of the resolution, and a more apparent resolution increase
is obtained whenever both N and l are increased. With
respect to the sensitivity, Eq. (7) shows a shot-noise-
limited sensitivity as the factor 4` is a classical effect.
The effect arising in OAM is equal to the increase of the
number of trials. The results mean that the increases of
both N and ` have an enhanced effect on the sensitivity.
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FIG. 2. The resolution of parity measurement as a function
of angular displacement. (a) N = 10. (b) ` = 3.
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FIG. 3. The FWHM of parity measurement as a function of
mean photon number.
III. EFFECTS OF REALISTIC FACTORS
Since a setup is inevitably immersed in its surrounding
environment, the realistic factors will affect the estima-
tion. In this section, we analyze the effects of several re-
alistic factors on the resolution and the sensitivity. These
factors may take place in three stages: state preparation;
state evolution; and state measurement. Each stage will
be discussed in this section, and the subscript k stands
for the k-th realistic factor.
A. Nonideal state preparation
We start off with the nonideal state preparation. In
this scenario, the input must be described by a density
matrix, rather than a state vector [28, 29]. Let us assume
that the conversion efficiency of the spatial light modu-
lator is η, consequently, we can write the input density
matrix as
ρin = [η |α`〉 〈α`|+ (1− η) |α0〉 〈α0|]⊗ |0〉 〈0| . (9)
In the light of the evolution process mentioned, the
reduced output density matrix for mode B can be ob-
tained. Further, the expectation value of parity operator
is〈
Πˆ
〉
1
= Tr
(
ΠˆρBout
)
= η exp
[−2Nsin2 (2`ϕ)]+ 1− η,
(10)
using first-order approximation again, we have the opti-
mal sensitivity,
∆ϕ2 =
sin (2lϕ)
√
1− ηNsin2 (2lϕ)∣∣2l√ηN sin (4lϕ)∣∣
∣∣∣∣∣∣
ϕ→0
=
1√
η
1
4l
√
N
(11)
Equation (9) suggests that only the photons added with
OAM degree of freedom play a role in measurement, and
the unmodulated photons boost the minimum of the out-
put. This nonideal efficiency reduces the visibility since
the minimum is boosted, in turn, the sensitivity is also
deteriorating by a factor of
√
η.
B. Photon loss
We next take into account the effect of a type of in-
evitable realistic factor, photon loss, on the resolution
and the sensitivity. The measured information in the
output is acquired through counting the results of mul-
tiple trials. The lossy photon in each measurement is
random, however, the statistical results are subject to
a certain probability distribution. In general, the the-
oretical simulation of photon loss is realized by insert-
ing a virtual beam splitter in the interference loop, the
transmissivities of the two paths are
√
TA and
√
TB
[30, 31]. Further, the parameters LA = 1 − TA and
LB = 1 − TB represent two path losses. On the basis
of this theory, the output state for mode B reduces to
|ψout〉B =
∣∣α` (√TBe−i2`ϕ −√TAei2`ϕ)/2〉. The expres-
sion of the resolution and the sensitivity corresponding to
this output state can be calculated through the analysis,〈
Πˆ
〉
2
= exp
[
N
√
TATB cos (4`ϕ)−N
2
(TA + TB)
]
(12)
and
∆ϕ2 =
√
exp
{
N
[
TA + TB − 2
√
TATB cos (4`ϕ)
]}
− 1
× 1|4` (TA + TB)N sin (4`ϕ)| . (13)
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FIG. 4. (a) The resolution of parity measurement as a func-
tion of angular displacement, where N = 10. (b) The sensi-
tivity of parity measurement as a function of two path losses,
where N = 10 and ` = 3.
From Eq. (12) we can find that only if the condition
TA = TB is satisfied does the maximum of output take
on the value of 1. This is consistent with the interference
condition of classical optics. Meanwhile, for the SI pro-
tocol, TA ≈ TB is facile to be satisfied as the two light
fields experience the same path. Figure 4(a) manifests
the FWHM is broadening as the two transmissivities de-
crease, and the visibility remains changeless. As for the
sensitivity, Fig. 4(b) indicates that, for the identical total
loss, the optimal sensitivity is achieved under the same
photon losses in two paths.
C. Imperfect detector
Detection efficiency, response-time delay and dark
counts are three typical imperfect factors of the detec-
tor [32]. Specific results of the analysis are as follows.
1. Detection efficiency
In general, there is no guarantee that a detector keeps
a 100% efficiency, and this process is also simulated by
inserting a virtual beam splitter in front of the detector,
where the transmissivity is κ [33], also known as detection
efficiency. The output state for mode B can be rewrit-
ten as |ψout〉B = |−i
√
καl sin (2`ϕ)〉, and the expectation
value is 〈
Πˆ
〉
3
= exp
[−2κNsin2 (2`ϕ)] . (14)
One can find that this equation is the same as Eq.
(12) when TA = TB = κ. This shows that the effect of
the detection efficiency is identical with that of the pho-
ton loss, and the previous conclusions are still applicable.
This phenomenon stems from the fact that photon loss
is a linear loss, that is, a coherent state maintains its dis-
tribution under linear loss, the presence of loss after the
SI completely equals a lossless SI fed by a weaker input
[34].
2. Response-time delay and dark counts
In the practical measurements, response-time delay
and dark counts also affect the performance of the de-
tector. The former forces the width of the sampling de-
tection gate to increase, as a result, the rate of the latter
will rise, and a detailed analysis of this process is avail-
able in Appendix A. A thoughtful discussion of the effect
of the dark counts on the output with parity measure-
ment has been proposed in Ref. [35]. Here we invoke
this conclusion, and the expectation value of the parity
operator equals 〈
Πˆ
〉
4
= e−2r
〈
Πˆ
〉
, (15)
where the parameter r is the rate of the dark counts.
With the help of error propagation, the sensitivity can
be calculated. Under the current technology, the range
of r is generally between 10−8 to 10−3.
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FIG. 5. The effects of the response-time delay and the dark
counts on the sensitivity. Where the curve of r = 0 is the
ideal curve, the curves of r = 10−3 and r = 10−2 respec-
tively correspond to the scenarios: only dark counts; and the
combination of dark counts and the response-time delay.
The impact of response-time delay on dark counts will
increase the rate of dark counts by a factor which is gen-
erally less than 10. Hence, we choose 10−3 and 10−2 to
5represent the scenarios: only dark counts; and the com-
bination of dark counts and the response-time delay. The
results in Fig. 5 exhibit that the change of sensitivity is
slight with only dark counts, however, the deterioration
of sensitivity becomes obvious due to the simultaneous
existence of the response-time delay and dark counts.
IV. ANALYSIS OF FUNDAMENTAL
SENSITIVITY LIMIT
In the above sections, we merely calculate the sensitiv-
ity of measurement strategy, the fundamental sensitivity
limit over all possible positive operate valued measures
(POVMs) is not given. Here we systematically compare
the our protocol and previous MZI protocol from the per-
spective of QFI.
FIG. 6. Diagram of the angular displacement estimation pro-
tocol. The full names of the abbreviations in the figure: DP,
Dove prism; D, detector; BS, beam splitter; SI, Sagnac inter-
ferometer; MZI, Mach-Zehnder interferometer.
The current angular displacement estimation protocols
can be divided into the following two categories: SI and
MZI protocols, as illustrated in the Fig. 6. For the above
two protocols, the rotation of Dove prism can be de-
scribed as the following operators Uˆϕ1 = exp
(
i4`Jˆzϕ
)
and Uˆϕ2 = exp (i2`nˆaϕ), respectively. The operator for
beam splitter is UˆBS = exp
(
ipiJˆx/2
)
, where
Jˆx=
1
2
(
a†b+ ab†
)
, (16)
Jˆy= − i
2
(
a†b− ab†) , (17)
Jˆz=
1
2
(
a†a− b†b) (18)
are the angular momentum operators in the Schwinger
representation [36]. These operators satisfy the cyclic
commutation relations for the Lie algebra of SU(2):[
Jˆx , Jˆy
]
= iJˆz;
[
Jˆy , Jˆz
]
= iJˆx; and
[
Jˆz , Jˆx
]
= iJˆy.
The input density matrix can be written as ρin = ρa⊗ρb,
where ρa = |α`〉 〈α`| and ρb = |0〉 〈0|. Here we define the
counterclockwise path in Fig. 6 is mode a, and the clock-
wise one is mode b.
In accordance with the above analysis, we calculate
the QFI for two scenarios. As for SI protocol, the output
density matrix evolves into ρout = Uˆϕ1UˆBSρinUˆ
†
BSUˆ
†
ϕ1,
and in terms of the equation ∂ρout/∂ϕ = −i
[
ρout, Rˆ
]/
~,
we can obtain the estimator Rˆ. For the case of a pure
state input, the QFI is simplified as 4
〈
∆2Rˆ
〉
in
[37–39].
Therefore, the QFI for SI is calculated as
FSI= 4
[
〈ψ|
(
4`Jˆz
)2
|ψ〉 − 〈ψ| 4`Jˆz|ψ〉2
]
= 16`2N. (19)
In the above derivation, we have used the formula
UˆBS |α〉 |0〉 =
∣∣α/√2〉 ∣∣iα/√2〉 ≡ |ψ〉. And the relation-
ship between the optimal sensitivity ∆ϕmin and QFI is
∆ϕmin = 1
/√
νF , where ν is the number of trials. The
parameter ν does not lead any quantum effects into the
sensitivity since it is a classical experiment repeat. In the
next discussion we focus on single trial, that is, ν = 1.
The optimal sensitivity of the SI protocol can be calcu-
lated, ∆ϕSI = 1/4` |α`|.
For the scenario of the MZI protocol, we have
FMZI= 4
[
〈ψ| (2`aˆ†aˆ)2 |ψ〉 − 〈ψ| 2`aˆ†aˆ|ψ〉2]
= 8`2N. (20)
It is obvious that the QFI of the SI protocol is superior
to that of the MZI one, i.e., SI protocol is more sensitive
to angular displacement.
An interesting and perplexing phenomenon with re-
spect to FMZI is that the optimal sensitivity correspond-
ing to Eq. (20) is ∆ϕMZI = 1
/
2
√
2` |α`|. After remov-
ing the factor 2` originating from OAM, the QFI also
implies a sub-shot-noise-limited sensitivity. In order to
solve this confusion, we can use the phase-averaging ap-
proach to ascertain whether a measurement strategy can
break through the shot-noise limit with only a coherent
state in the absence of additional source. This approach
can give a low-down on sensitivity limit with only using
input source. A simplified understanding for its idea is to
disrupt the input state into a mixed state losing all phase
references. Based on this approach, we obtain the QFI of
the MZI protocol, Fρ¯ =
∑∞
n=0 pn4`
2n = 4`2N . This QFI
implies the sensitivity limit is shot-noise limit, and the
details can be found in Appendix B. Hence, the QFI in
Eq. (20) contains a part of information stemming from
additional sources. Ascertaining the special additional
sources which can assist MZI protocol to achieve the sen-
sitivity in Eq. (20) is still a meaningful and challenging
research content, for many practical measurements can
be classified as the MZI configuration. Overall, the SI
protocol is more sensitive for angular displacement esti-
mation, and its sensitivity is twice as much as that of
MZI protocol.
6V. EXPERIMENTAL REALIZATION
As the last part of the work in this paper, we perform
the proof of principle with ` = 1. The working prin-
ciple and measuring results about the photon-number-
resolving detector are supplied in Appendix C. As can be
seen from Fig. 7, the experimental results are in agree-
ment with the theoretical analysis. In Fig. 7(a) we fit the
expectation value of the output in terms of experimental
data,〈
Πˆ
〉
= 0.9507 exp
{−4.594sin2 [2 (ϕ− 0.7022)]} . (21)
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FIG. 7. Experimental data as a function of angular displace-
ment with ` = 1. (a) The blue line is a fit to the output. Error
bars are one standard deviation due to propagated Poissonian
statistics. (b) The red line is sensitivity deduced from the fit
of the output, blue dots are the sensitivities calculated from
the experimental data, and the black dashed line is the shot-
noise limit defined in accordance with N¯
This equation implies that the mean photon number
arriving at the detector is N¯ = 2.297, and the visibility of
the output is 98%. Note that here N¯ = TκN , the effect
of photon loss is not reflected in Eq. (21) as we only
record the mean photon number arriving at the detector.
By calculating the FWHM, the experimental data
demonstrates that our protocol has an enhanced reso-
lution with a factor of 7.88. This also points out that
our protocol can be applied to the field of optical lithog-
raphy [40]. Moreover, ignoring the relative position of
the maximum, the Eq. (21) can be recast as
〈
Πˆ
〉
= exp
[−4.594sin2 (2ϕ)− 0.0506] . (22)
That is, the rate value r is 0.0253 in the experiment, and
comprises dark counts, response-time delay, and back-
ground noise. These noises result that the maximum in
Fig. 7(a) cannot reach 1.
Figure 7(b) presents the sensitivities calculated from
experimental data. The results mean that the sensitivi-
ties tally with the theoretical analysis and the output fit.
Note that the optimal sensitivity is slightly inferior to the
shot-noise limit due to the noise photons, and this sce-
nario is similar to the discussion about the dark counts
of imperfect detector.
VI. CONCLUSION
In conclusion, we introduce a novel interferometric
setup, a SI with a Dove prism, which can realize super-
resolved angular displacement estimation using parity
measurement. The input state is a coherent state car-
rying OAM, and in lossless scenario we can obtain 4`-
fold resolution fringe and shot-noise-limited sensitivity.
The resolution and the sensitivity can be improved by
increasing mean photon number and quantum number,
independently or simultaneously. We also discuss the ef-
fects of several realistic factors on the performances of
the output. Nonideal preparation efficiency brings the
deteriorations on the resolution, the visibility and the
sensitivity. With respect to photon loss, for identical to-
tal loss, the scenario that two same path losses provides a
better resolution and an optimal sensitivity. The effects
of dark counts and response-time delay on the sensitivity
are unconspicuous, and the resolution is not affected by
them. Additionally, the fundamental sensitivity limits of
our protocol and MZI one are given by calculating QFI,
the results suggest that the sensitivity of SI protocol is
saturated by QCR bound and is twice as much as that of
MZI protocol. Finally, a proof of principle is performed,
the experimental data tally with the theoretical analy-
sis. For mean photon number N¯ = 2.297, we achieve a
super-resolved output which is enhanced by a factor of
7.88 and a nearly shot-noise-limited sensitivity.
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7Appendix A: The effect of the response-time delay
on the rate of dark counts
Here we offer the explanation about the relationship
between the response-time delay and dark counts. In the
practical measurements, the response-time delay can be
expressed as a mean time delay attached to a delay jit-
ter τ . The mean delay has no effect on the estimation
results, for the measurement strategy is to count the pho-
ton number, rather than arriving time.
Schematic diagram for the effect of the response-time
delay on the detection results is shown in Fig. 8, where
the blue rectangle is the theoretical standard response-
time. However, the time of the practical arriving signal
may occur at any point in the τ of a period of time in the
presence of the response-time delay. The parameter T is
the time width of sampling detection gate and the rela-
tionship τ ≤ T is satisfied to guarantee that only one sig-
nal in each gate. The red rectangle expresses the pulse of
the dark counts of which the distribution is random and
the statistical results follow the Poissonian distribution.
Moreover, the dark counts outside the sampling detec-
tion gate do not affect the measurement. The width of
the gate has to be increased owing to the response-time
delay, hence, the effect of time delay on the measurement
results is to increase the rate of dark counts.
FIG. 8. Schematic of the effect of the response-time delay on
the measurement results.
Appendix B: QFI of MZI protocol using
phase-averaging approach
In this part of Appendix, we give an elaborate cal-
culation process for the phase-averaging method. In this
framework, phase randomization is required for the input
density matrix, i.e.,
ρ¯1 =
1
2pi
∫ 2pi
0
exp (iδnˆa) exp (iδnˆb) ρa
⊗ρb exp (−iδnˆa) exp (−iδnˆb) dδ
=
∞∑
n=0
pn |n〉 〈n| ⊗ |0〉 〈0|. (B1)
Where pn = N
n exp (−N)/n! is the probability of emerg-
ing n photons in OAM coherent state |α`〉. It is easy to
find that the off-diagonal elements of the density matrix
disappear at this point, that is, the coherence informa-
tion is erased.
Then the density matrix passes through the first beam
splitter and becomes
ρ¯2= UˆBSρ¯1Uˆ
†
BS
=
∞∑
n=0
pn
n∑
m=0
Cmn |n−m〉 〈n−m| ⊗ |m〉 〈m| , (B2)
where Cmn is binomial coefficient. In view of the orthogo-
nality of the Fock state (〈n|m〉 = δnm) and the convexity
of the QFI, the QFI of the entire mixed state equals the
sum of that of each Fock state in the light of the weight
factor pn. For a two-mode Fock state |n〉 |0〉 and a uni-
tary evolution process Uˆϕ2UˆBS, its QFI can be calculated
as
FFock= 4
[〈
UˆBS
(
2`aˆ†aˆ
)2
Uˆ†BS
〉
−
〈
UˆBS
(
2`aˆ†aˆ
)
Uˆ†BS
〉2]
= 4`2n. (B3)
The expectation values are taken over the Fock state
|n, 0〉, here we have used the Baker-Hausdorff lemma
e−ipiJˆx/2aˆ†aeipiJˆx/2 = Jˆy + Jˆz and the unitary property
of the operator UˆBS. Consequently, the QFI of input
density matrix in Eq. (B1) goes to
Fρ¯ =
∞∑
n=0
pn4`
2n = 4`2N. (B4)
Note that the above result is the shot-noise limit, that
is, the optimal sensitivity of the MZI protocol is the shot-
noise limit in the scenario of a coherent state input and
without additional driving sources.
Appendix C: The working principle and measuring
results of the photon-number-resolving detector
The photon-number-resolving detector we used in ex-
periment is a Geiger mode avalanche photodiode (Gm-
APD) array. Each APD only responses to the presence
or absence of photons at output port, i.e., there is no
knowledge of exact photon number. For low-intensity
output, it is a considerable probability that each photon
is assigned to different APD units. Therefore, the to-
tal photon number in each measurement is the sum of
all APD trigger counts. As can be seen from the Fig.
9(a), to each trigger introduced by single APD there cor-
responds to an analog voltage of 0.02 V. We calculate
the mean photon number that experimental output, and
plot the Poissonian distribution of same photon number.
The theoretical and experimental probability distribu-
tions are shown in Fig. 9(b). We use the credibility
defined as H =
∑
i
√
xiyi to quantify the similarity be-
tween the experimental probability distribution {xi} and
the theoretical one {yi} with respect to the Fig. 9(b).
After calculating we have H = 0.9914, this implies the
detector has a superb credibility.
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FIG. 9. (a) The analog voltage signals displayed by oscillograph, and each signal is converted from single statistical trigger
counts. (b) The probability distribution of output photon state and Poissonian distribution fit.
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