While object detection is a relatively well-developed field with respect to visible light photographs, there are significantly fewer algorithms designed to work with other imaging modalities. X-ray radiographs have many unique characteristics that introduce additional challenges that can cause common image processing and object detection algorithms to begin to fail. Examples of these problematic attributes include the fact that radiographs are only represented in gray scale with similar textures and that transmission overlap occurs when multiple objects are overlaid on top of each other. In this paper we not only analyze the effectiveness of common object detection techniques as applied to our specific database, but also outline how we combined various techniques to improve overall performance. While significant strides have been made towards developing a robust object detection algorithm for use with the given database, it is still a work in progress. Further research will be needed in order to deal with the specific obstacles posed by radiographs and X-ray imaging systems. Success in this project would have disruptive repercussions in fields ranging from medical imaging to manufacturing quality assurance and national security.
INTRODUCTION
The goal of this work is to develop the ability to perform image-based queries on a database of a collection of component radiographs. In other words, using a database of radiographs of multiple different objects, we wish to be able to perform object detection in any given test image to see if the test image contains one or more objects of interest. Further, accurate detection under various conditions (noise, occlusion, out-of-plane rotations, etc.) is desired.
One of the main obstacles in this work is the fact that the majority of computer vision research was done specifically with visible-light photographs in mind. The result of this is that many of the unique properties associated with X-ray images have not been addressed. In particular, the segmentation issues related to X-ray penetration and the lack of color information need to be considered. Additionally, keeping in mind that this work has a specific application in mind, work needed to be done to prepare our database for use, as it wasn't originally intended for use with object detection algorithms. Preparation of the database was outlined in our previous paper.
1
Due to the properties of X-rays that aren't shared by visible light, current object detection techniques needed to be analyzed to check performance on our database in particular and with radiographs in general. Many conventional object detection techniques rely on the use of feature detectors and descriptors. A "feature" can be any number of things including a corner, a "blob", or a region of uniform intensity; in general, it is simply anything that can be used to identify or describe a given picture. Once a key point has been identified (detection step) and described mathematically (description step), the features can then be compared against each other in an attempt to find a match.
In this work, three main feature detectors/descriptors were used: SIFT (Scale Invariant Feature Transform), 2 SURF (Speeded Up Robust Features), 3 and MSER (Maximally Stable Extremal Regions). 4 All of the results shown here are with SIFT features, as they proved most accurate. The trade-off was a significantly longer run time, but performance is of higher importance than run time for the moment. 
Experiment
While it's true that most object detection algorithms were designed with the specific intent that they be used with visible-light photographs, that doesn't mean that they can't be adapted to fit the needs of radiographs. The first step of our work was to assess the validity of pre-existing software packages as applied to our database. By identifying what tools worked best, we were then able to determine where they needed to be adjusted to address the additional problems associated with radiographs. The three software packages that were considered were:
• Software packages 3. VLFeat MATLAB proved to be a good sandbox for testing and learning about new algorithms, but most of the work shown here is a result of OpenCV. VLFeat was only used for implementing SIFT features in MATLAB. Some of our other work 5 outlines in more detail the advantages and disadvantages of each software package.
Apply
Once a desired software package was selected, the next step was to identify which tools (feature detectors/descriptors, segmentation algorithms, bounding box calculators) worked best and to test them on our database. As was mentioned, the primary library that we used was OpenCV due to its large set of functions (including computer vision, image processing, and machine learning) and the fact that it is open source. SIFT, SURF, and MSER were then considered and compared against each other and experimentation was done using various segmentation techniques.
Many common metrics for object detection rely upon the use of bounding boxes (the smallest possible box that can be drawn that still encloses the whole object). Calculations of bounding boxes were done using built-in functions from the OpenCV library. By first matching points between a database image and a test image, a homography could then be approximated and a perspective transform calculated to describe the relationship between the two sets of points. The bounding box is then drawn as the outline of the transformed plane (see figure 2 ).
Another significant aspect of object detection is the selection of a useful matching metric. The purpose of any object detection algorithm is to return some confidence measure of how likely it is that an object of interest is contained within a test image. This metric could either be a simple Boolean value (present/absent) or some type of scale ranging from 0 (object not in image) to 1 (perfect match found). Some common metrics utilize the area or shape of the bounding box, while other more complicated metrics compare graphs of image regions between the ground truth image and the test image. In our case, for ease of development, a simple ratio of the area of the ground truth bounding box to the area of the test image box was used. In the future, it will be worthwhile to implement a more advanced metric.
For testing purposes, three main tests were used:
• Performance with basic obstacles such as noise, rotation, and scaling
• Detection in a group
• Top-N matching Each of these tests is intended to simulate a more real-world situation. In reality, objects will almost never be matching to identical images, but rather be expected to match even when there are unclean test images, when multiple objects can be found in a single test image, and when the image being compared isn't an exact match (may be missing pieces, have additional components, etc.).
Experiment
Once appropriate software packages and functions have been selected and applied, the next step is to begin implementing advanced methods specifically designed for working with radiographs. Various machine learning techniques and improvements to feature descriptors were considered. This will be discussed more later.
RESULTS
Again, see 5 for further explanation into why OpenCV and SIFT were used over the other options. The important point is that SIFT was found to have the highest performance considering the importance of accuracy over speed. Further, the SIFT algorithm used by OpenCV proved to be much faster than its MATLAB counterpart (in our case, the VLFeat implementation). The results here will instead demonstrate the performance of OpenCV's SIFT when used in our various tests.
Noise, rotation, scaling
The negative effects of noise and rotation can be witnessed in two different ways in our results. First, as can be seen in figure 3 , there are significantly fewer matched features. Regardless, a highly accurate bounding box has still been drawn. Second, it is noticeable in both figures that the lines drawn between matched features are no longer parallel to each other. Notice that although many fewer features are being matched and that some of them are now mismatched, a bounding box can still be accurately calculated. These results are mirrored in the rotated example.
This suggests that either the detector's ability to find key points or the quality of the descriptors has been compromised. The implication being that there is a greater number of false-positive matches between features. Keep in mind that only three points are necessary to define a plane in Cartesian coordinates, so as long as at least three good matches are found, a bounding box can still be drawn.
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Detection in a group
A more interesting test is seeing if the algorithm can accurately identify an image out of a group of images.
In figures 5a and 5b, the left-hand side of the image is a database image, while the right-hand side is a 2x2 array of images that have been stitched together. Notice that in figure 5a the object in the top right-hand position has been accurately identified with a clear bounding box. Though not shown here, all four objects can be similarly identified and the test were replicated using 3x3, 4x4, and 5x5 arrays. Larger arrays weren't used due to the exponentially increasing run times. Figure 5a is an example of a "good match", but this is not always the case. Figure 5b demonstrates the behavior with a match that isn't as good. Here, the matching lines have been drawn in for emphasis. 
Top-N matching
The final test that we were interested in was similarity matching, being able to identify the best matches in the database for a given test image. Here, figure 6a is the test image, while figure 6b is the image's top ten "best" matches. 
DISCUSSION
Our results not only demonstrate some of the strengths of our current work, but also some of the weaknesses. The most significant drawback is the inability to do similarity matching. Considering figures 6a and 6b, there is seemingly no correlation between the test image and the top ten "best" matches. In our desired application, test images may commonly have slightly altered objects where components have been added, removed, or obscured. An inability to do similarity matching means that altered objects would not be able to be positively detected. This is an extremely important behavior, and one that must be addressed. A second problem that hasn't been studied yet is the segmentation issue that arises from occlusion. Our past work outlines this problem well. Notice that in the original image (7a), the triangle and the rectangle have been overlaid on top of each other. Since typical segmentation techniques rely on finding edges, defined as sharp gradient changes, the artificial edge caused by the transmission overlap results in unexpected segmentation. Not only has the triangle been sliced into two layers, but the rectangle has also been distorted into a radically different shape. This is not a problem that a visible-light photograph would have, as occlusions completely eliminate the information in the background without interfering with the object in the foreground.
A third point worth mentioning is the behavior that we see in figure 5b where the ratio of mis-matched features to correctly matched features is too high, leading to a poorly drawn bounding box.
Although there are some problems, the work thus far is still promising. The algorithm can successfully handle noise, occlusion, and scaling. Additionally, the ability to detect objects in groups is extremely encouraging. This provides a solid foundation to build up from. Again, the goal is to develop a complete object detection algorithm for use in a specific application. This means that part of the task is to bring everything together into a single software package that can be provided to the customer. Improvements will continue to be made in order to fully round out the algorithm.
FUTURE WORK
It is worth mentioning here that the current state of this project is in the beginning of the "Experiment" step. After choosing a toolbox and bringing together the various tools that we wanted to use, the next step is to begin improving on them. The previously mentioned problems that object detection algorithms encounter when used on radiographs are not able to be addressed using only the pre-existing software. Not only must advanced methods specific to radiographs be analyzed, but research must also be put into developing alternative methods for use with our specific database.
Bag of Words
One of the most promising improvements that we are looking to make is to utilize the Bag of Words method. Originally designed for language processing and text analysis, the idea behind the Bag of Words method is that it creates a simplified version of an object. 6 For example, a document about Christmas could be decomposed into keywords such as "presents", "tree", "ornaments", "lights", etc. There is a clear analog into the world of computer vision world where instead of a document being described using its key words, an image can now be described using its features.
The benefits of this approach are that similarity matching would be possible. The Bag of Words method is a machine learning technique where the machine learning algorithm can be trained to identify generalized versions of different shapes. In our case, that means that it could identify, for example, capacitors, batteries, or circuitry, regardless of if there were slight dissimilarities in their structures. Additionally, it is possible to detect multiple objects at the same time. Going back to the Christmas document example, if there were also multiple counts of key words such as "ghosts" and "pumpkins", that might suggest that the document is about Halloween as well as Christmas. This could be combined with the top-N matching technique, where an object could first be grouped into a certain bin with the Bag of Words method and then the algorithm could return the images that are the top-N best representatives of the given group.
Improved features
All of the results provided here were obtained using feature-based techniques. Clearly, as shown in figures 5a and 5b, the better the feature matching (specifically, the fewer the number of mismatched features), the more accurately bounding boxes can be calculated. MIFT 7 is one example of how features can be improved. MIFT is simply a mirror-reflection invariant version of SIFT, but performance is markedly better. It is reasonable to assume that if MIFT were used, the skewed bounding box displayed in figure 5b would have been much more accurate.
MIFT is just one example of how feature detectors and descriptors may be improved. A common problem with radiographs is that objects can look radically different when seen under an out-of-plane rotation. Figures 9a and 9b are the same object, just viewed from different angles. Using only the pre-existing feature descriptors, there is an extremely low probability that these two images will be positively detected as being the same object (especially without RGB color information). If a feature descriptor were developed that were (partially) invariant to out-of-plane rotations, performance could be noticeably better. Ideally, it would be possible to develop the ability to match multiple viewpoints of the same object to each other.
CONCLUSION
While there is a large number of pre-existing software packages to choose from, few were specifically designed for use with X-ray images. Many of the tools taken from these libraries have proven to be a good starting point for any hybrid object detection algorithm, but require adjustments before being applied to radiographs. Improvements to feature detectors and descriptors as well as implementation of various machine learning techniques are both promising routes to be considered. Our work thus far has established a solid foundation for our algorithm and is ready for further development looking towards addressing the unsolved problems that arise from the unique properties of X-rays.
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