Abstract-A call center is a system used by companies to provide a number of services to customers, which may vary from providing simple information to gathering and dealing with complaints or more complex transactions. The design of this kind of system is an important task, since the trend is that companies and institutions choose call centers as the primary option for customer relationship management. This paper presents an evolutionary algorithm based on Dandelion encoding to obtain near-optimal service trees which represent the structure of the desired call center. We introduce several modifications to the original Dandelion encoding in order to adapt it to the specific problem of service tree design. Two search space size reduction procedures improve the performance of the algorithm. Systematic experiments have been tackled in order to show the performance of our approach: first, we tackle different synthetic instances, where we discuss and analyze several aspects of the proposed evolutionary algorithm, and second, we tackle a real application, the design of the call center of an Italian telecommunications company. In all the experiments carried out we compare our approach with a lower bound for the problem based on information theory, and also with the results of a Huffman algorithm we have used for reference.
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I. Introduction C ALL CENTERS are now an established way of managing the relationship with customers, and they are used by many companies. Though estimating their number is a nearly impossible task, a recently reported estimate is of about 300 000 all over the world, with a continuous growth [1] , since it can be envisaged that companies and public institutions will choose call centers as a primary means of customer relationship management. M. Naldi is with the Dipartimento di Informatica, Sistemi e Produzione, Universitá di Roma Tor Vergata, Rome 00133, Italy (e-mail: naldi@disp.uniroma2.it).
Digital Object Identifier 10.1109/TEVC. 2009.2039142 A typical call center is set up to provide a number of services to customers, which may vary from providing simple information to gathering and dealing with complaints or more complex transactions. In a call center an interaction takes place between the customer and the system, which has to provide answers to the customers' queries. The interaction may be managed by a fully automatic system (the so-called interactive voice response (IVR) system) or require the intervention of a human agent. The customer's satisfaction evaluated over the full service cycle is one of the most important parameters when judging the overall call center's quality [2] , [3] .
A simplified approach is taken in [4] , for the case of call centers managed by human agents, where the service quality is measured along two dimensions: qualitative (psychological) and quantitative (operational). The former relates to the way in which service is provided and perceived (usefulness of answers, friendliness of the agent, etc. [5] ). The latter is more related to service accessibility. Thus, the quality of service is typically embodied by a single parameter (the time spent waiting for the agent, for example), though it can also be defined through different parameters, such as the average waiting time or one or two of its percentile values. In this context, the most important effect of the desired quality level is to require a proper level of staffing. In addition, the definition of the correct dimensioning of the system on the basis of the desired waiting time has required a large number of research efforts [4] .
However, if the interaction with the customers takes place also through automated systems rather than by human agents alone, we cannot focus just on the time spent waiting for the agents. In this case many answers are provided directly by the IVR, and so the time spent within the IVR becomes relevant for the overall service quality. In today's call centers the IVR is getting more and more important, mainly due to the need to streamline the staff: the usage of IVRs accounted for 38% of all calls handled in 2000, with a growing trend to over 70% in 2005 [6] , and is typically higher in some contexts, e.g., in call center for financial services, where the percentage of self-served calls through IVR was 65% already in 1999 [7] . The heavier reliance on IVRs implies that a longer slice of the service time is spent by the customer navigating through the IVR menu [8] . Greater attention should therefore be devoted to the proper design of the IVR in order to minimize the time that a customer is within the system.
A few works have dealt with the optimal design and management of call centers so far. Extensive reviews are contained 1089-778X/$26.00 c 2010 IEEE in [4] and [19] . Among the most recent works we can cite [9] , [10] , and [20] , which examine different queuing models for call center staffing. On the other hand, in [8] the tree structure of the service menu proposed by IVRs is highlighted, and its relationship with quality-of-service parameters is considered.
In this paper, we propose an evolutionary algorithm based on Dandelion encoding [12] , to optimally design IVR systems. The Dandelion encoding has been recently proposed as a powerful method to encode trees in evolutionary algorithms, with good properties of locality under evolutionary operators [13] . Several modifications to the basic Dandelion decoding algorithm are needed in order to adapt it to the specific characteristics of IVR design systems, and to improve the performance of the algorithm. These modifications are included due to the following facts: first, the IVR design problem needs to encode rooted trees, whereas the basic Dandelion encoding manages trees without root, so a small modification is needed to solve this point, and second, we introduce two search space size reductions by using equivalent trees to the specified by the Dandelion string. This improves considerably the performance of the proposed evolutionary algorithm. Our Dandelion encoded evolutionary algorithm has been tested on the design of several call centers based on IVR, involving from 50 up to 300 services, which may be considered as large and very large systems. Also, a real application, the design of the call center of the Italian company Telecom Italia Mobile (TIM) has been carried out.
The rest of the paper has the following structure. The next section provides an overview of how to design IVR systems, and shows that this problem is equivalent to the design of the rooted tree of minimum average service time, in which the leaves are the services. Section III specifically defines the problem, and relates it with the source coding theorem which has been formulated in the context of digital communication systems. In this section, a lower bound based on the entropy of the systems is presented, and the Huffman algorithm is proposed as reference algorithm. Section IV presents the Dandelion encoded evolutionary algorithm we propose in this paper. Also the case of rooted trees and the search space size reduction procedures are introduced at this point. In Section V, we test the performance of our approach by solving different IVR design instances, with different number and probability distributions of services. This section also analyzes other aspects of the algorithm, such as the performance of the search space reductions, the performance of the algorithm with different operators and a detailed analysis of the computation time of the approaches analyzed in the paper. Finally, Section VI gives some final conclusion on the work carried out and some lines for future research.
II. Service Trees in Call Centers
A typical call center employs an IVR system as a frontend for its customers. The use of an IVR allows to reduce the number of human operators needed to manage the call center. This results in savings on the overall workforce costs, which represent the major part of the costs incurred in call center operations. Note that many of the services provided by the call center require standardized answers (such as the answers to frequently asked questions) or answers that result from database query searches (such as the balance on a bank account or the state of a purchase order), and therefore do not need to involve a human intervention. The range of services amenable to be directly provided by an IVR is therefore quite wide. In some cases the IVR is employed not only to provide an automatic response, but also to select the most appropriate set of operators for the service requested. Hence, of all the services provided by the call center, some will be provided by an automatic system, while others will require a talk with a human operator.
The IVR typically represents the first stage in the customercall center interaction, so that the human intervention is configured as the last chance. The complete service chain, including both the IVR and the operator-assisted portions, is reported in Fig. 1 [4] .
After dialing the call center phone number, the customer is driven through a menu listing a number of options (leading to different services) and providing a code to signal the customer choice. At each stage the users can choose (by dialing the appropriate code) among a number of options, which may either provide them with the required service (in the form of an answer uttered by a synthetic voice or by the connection to a human operator) or lead them to a further option choosing stage. The service therefore requires the users to go through a number of stages where they have to exercise a choice. The guided navigation through the service menu can be described by a graph in the form of a service tree, where each node represents a message announcing the various options (the node's cost is the message duration) and the links represent the possible options that exist, leading either to the service provision or to a new option menu further down the service tree. The tree leaves represent the services finally delivered to the user.
An example of service tree is presented in Fig. 2 . It describes the current service tree of the Customer Service of a prominent Italian telecommunications operator, as reported in [8] . The circles representing the nodes include the message duration, expressed in seconds. The links include the code to be dialed to choose the corresponding option. In this tree, the number of leaves (including the recurring leaves, which have not been included for the sake of readability) are 25.
As can be seen, the number of options announced within a message can be quite variable (in the example of Fig. 2 it goes from a minimum of 2 in the node Operator to a maximum of 6 in the node Promotions). In the following, we refer to the case where the number of options in each announcement is constant (say k) as a regular k-ary tree. In the general case of an IVR with M services (i.e., a service tree with M leaves), we indicate by p i the probability of the ith service to be requested and by t i the time needed to get it. It is important to point out that this time t i is given by the sum of the durations of the announcements to be listened in order to get the service i, which in our examples are considered to be equal for all the announcements, so differences in t i are given by the number of messages to be listened in a given route to a service. With these definitions, the most relevant figure of merit of the IVR is the average service time, defined as M i=1 t i p i , similarly to the widespread usage in call centers (see, e.g., [14] and [15] ). Therefore, the optimal design of an IVR system consists of, given a set of services with the corresponding probabilities, obtaining a service tree (T ) which minimizes the following objective function:
III. The Service Tree Design Problem and Its Relation to Source Coding Since the number of services is typically set in advance, the tree design problem is basically the search for a grouping of services that minimizes the resulting average service time given by (1); if we move a service up in the tree, we lower the duration of the message (the donor node) announcing that service (and therefore reduce the time needed to get the services announced in the nodes child to the donor node), but at the same time we add to the duration of the message (the recipient node) where the service is now announced (and therefore increase the time needed to get the services announced in the nodes child to the recipient node). The final result may be positive or negative depending on the tree structure and on the probability values associated with the different services. Note that the problem is similar to assign codewords to a set of messages to be transmitted (digital transmission in communications networks) so that the mean length of the codeword is minimized. The parallel can be made more precise if we consider a binary tree, e.g., in Fig. 3 .
If we assign to either of the branches leaving each node the symbol 0, and to the other branch the symbol 1, the path from the root message to the final service can be described by a codeword whose length represents the number of tree levels traversed. For example, if we assign the symbol 0 to the left branch, the service 4 (assigning numbers to services starting from the leftmost leaf of the tree) is represented by the codeword 110, whose length is 3. If the duration of each message is constant, the codeword length is proportional to the service time. The problem of minimizing the average service time is therefore equivalent to minimizing the average codeword length. Of course, the binary codes case (binary trees) is readily extended to k-ary codes (k-ary trees). This analogy allows us to use the well-known results obtained in the past for coding. In particular, we can use the noiseless coding theorem [11] to establish a lower bound for the average codeword length, and therefore the average service time. That theorem states that the average codeword length l using an alphabet of k symbols is always larger than the uncertainty measure represented by the entropy of the system. For a set of M services (whose probabilities are
In our case, we can derive the lower bound for the average service time for a regular k-ary tree with a portfolio of M services (whose probabilities are again
where d ann is the common duration of the announcements for each option. It can be seen that the lowest lower bound is reached for k = 3, which is therefore an absolute benchmark. In fact, we can write the lower bound in the following form: (4) where the dependence on the tree order (i.e., on the number of options for each message) is through the function k/ln(k) which is reported in Fig. 4 ; this function represents the entropic bound for the service time, normalized to the entropy expressed in the base e and to the announcement duration. Of course, this does not mean that a ternary tree is always a better choice than any other regular k-ary tree, or a non-regular tree. The optimal value of k for a given design procedure will depend on the probability values of the set of services. Since our service tree design problem has been shown to be analogous to source coding, we can resort to the existing set of entropy-based source coding algorithms for which: a) an alphabet of k symbols is used; b) the probability of occurrence of each message (service) is known. A natural choice in this case is the Huffman coding, which, though being more than 50 years old [16] , provides near-optimal performance. In fact, its inefficiency, i.e., the difference between the expected service time and the optimum, given by the entropy, is bounded by [17] 
where
For the sake of completeness, we report here the Huffman coding methodology, adapted to our case, through the list of its steps. 1) List the services.
2) Order the services starting with the most likely one.
3) Choose the number k of options for each message. 4) Create a parent node for the least likely services by grouping the k least likely services (if it is the first grouping and (M − 1)/(k − 1) is not an integer then group under the new node the M mod (k − 1) least likely services). 5) Assign to the new node a probability being the sum of the probabilities of its sons. 6) Redefine an ordered list formed by the so far ungrouped services and the grouped services as represented by their parent nodes. 7) Go back to step 4 until no ungrouped services are left.
IV. Evolutionary Design of Service Trees
In this paper, an evolutionary algorithm based on a recently proposed tree encoding (Dandelion encoding) is presented for near-optimal design of services trees in a call center. In the next subsection we present the different parts of the algorithm, including the encoding using the Dandelion code, and a modification of the algorithm to manage rooted trees, two search space size reductions, and the main operators and parameters used in the core of the evolutionary algorithm.
A. Evolutionary Algorithm Encoding: The Dandelion Code
The Dandelion code is a Cayley-like encoding which has been recently described and used for encoding trees in evolutionary algorithms [12] , [13] . In 1889, Cayley proved that in a complete labeled network with n nodes there are n n−2 different spanning trees. In 1918, Prüfer gave a constructive proof of the Cayley's result, using a bijection between the spanning trees on n vertices and the strings of length n − 2 over an alphabet of n symbols. Mathematically, for each n ≥ 2, let C n be the set of strings consisting of (n−2) integers from the set [1, n] = {1, 2, . . . , n}, with repetitions allowed. For a given n, C n are known as Cayley strings, or Cayley codes. For each n ≥ 2 let n be the set of labeled trees on the vertex set [1, n] . The Cayley result showed that | n | = n n−2 , and |C n | = | n |. Thus, the trees in | n | can be put in one-to-one correspondence with the Cayley strings C n , and there are (n n−2 )! Cayley codes (different possible assignments of trees to Cayley strings).
In [12] , [13] , it is shown that the Dandelion encoding is a suitable way of encoding a tree in an evolutionary algorithm, better than other types of encodings like Prüfer encoding for example, since Dandelion code ensures locality (i.e., small changes in the code, make small changes in the tree), whereas Prüfer encoding or other types of tree representation do not have this important feature, so their performance is usually worse.
There are several decoding algorithms (string to tree) for the Dandelion code. In this paper we use the so-called fast algorithm, proposed by Piccioto in [18] , which has been also used in [13] . 1) Input: a Dandelion code C = (c 2 , c 3 , . . . , c n−1 ). 2) Output: the tree T ∈ n corresponding to C.
Note that the value of this function φ C in i corresponds to the ith position of the encoding (c i ). 4) Step 2: calculate the cycles associated to the function
. . , Z L (see [12] for an example). Let b i be the maximum element in cycle Z i . We assume that the cycles are recorded such that b i is the rightmost element of Z i , and that
Step 3: form a single list π of the elements in Z 1 , Z 2 , . . . , Z L , in the order they occur in this cycle list, from the first element of Z 1 to the last element of Z L . 6) Step 4: construct the tree T ∈ n corresponding to C in the following way: take a set of n isolated vertices (labeled with the integers from 1 to n), create a path from vertex 1 to vertex n by following the list π from left to right, and then create the edge (i, c i ) for every i ∈ [2, n − 1] which does not occur in the list π. We will illustrate this fast algorithm using the example in Fig. 5 . This figure proposes the Dandelion code C = (4, 6, 2, 5, 9, 1, 12, 6, 2, 9). Note that there are three cycles in this case, Z 1 = (6, 9), Z 2 = (5), and Z 3 = (2, 4). Note also that the order in which we have recorded these cycles follows the indications in step 2 of the fast decoder algorithm. We form then the list π = [6, 9, 5, 2, 4], and construct the first part of the tree T starting from vertex 1, ending in vertex 12, and following the numbers in π. The rest of the tree is constructed by creating the corresponding edges (i, c i ) for i which are not in the list π, in this case the vertices 7, 3, 11, 10, and 8.
B. The Oriented-Tree Case
Dandelion code considers the case of un-oriented trees, in which there is not a root node to start the tree. In the design of call centers a rooted tree is required, i.e., one node acts as root node, and the rest are directly attached to it or as subbranches in lower nodes. Thus, a given encoding for a Dandelion code represents n − M possible directed trees (note that M of the tree leaves cannot be considered as root nodes). After the decoding of the Dandelion string, we evaluate the n−M possible different directed trees, and keep the best tree in terms of the objective function as represented by the Dandelion string, (see Fig. 6 as an example).
Another important point to consider in the oriented-tree case is that M nodes of the oriented-trees must be leaves. Thus, a procedure that ensures this fact is necessary. We implement a procedure based on a property of the Dandelion codes: the leaves of a tree in a Dandelion code are the nodes whose numbers do not appear in the Dandelion string. As an example, Fig. 5(a) shows a Dandelion code in which numbers 7, 3, 8, 10, and 11 are not included, and consequently the nodes with these numbers become the tree leaves [ Fig. 5(b) ]. In this way, the procedure consists of not using the first M nodes numbers (1 to M) in the random generation of the initial codes (at the beginning of the evolutionary algorithm), nor in the mutation operator. Note that this implies that elements in the Dandelion codes used in the proposed evolutionary algorithm (EA) are in the range [M + 1, n − 2].
In our evolutionary algorithm, we use a fixed-length tree encoding, i.e., trees with a given constant number of nodes equal to n = 2M − 1. Note that 2M − 1 is the worst case, that is, any tree with larger number of nodes than 2M − 1 can be transformed into a better fitness tree with less than Fig. 6 . Example of root selection in a directed tree; it is supposed that the best fitness is obtained when the node number 9 is considered the tree root.
or equal to 2M − 1. Moreover, these constant-length codes allow us to perform a search for trees of any number of nodes. That is because a tree which has some leaves with associated numbers larger than M (and consequently a tree with more than M leaves) is equivalent to another tree without these leaves (both trees produce the same value of the fitness function, because we consider that only the M first leaves of the tree are relevant to calculate the average number of bifurcations). See an example of this in the tree of Fig. 7 . In this example M = 7, thus the nodes 8, 11, and 12 (all of them larger than M) which appear in the tree on the left-hand side do not influence the number of bifurcations, so the tree on the right-hand side is equivalent.
C. Search Space Size Reductions
Two search space size reductions can be considered when the Dandelion code is applied to obtain the optimal service tree. Both reductions are related to the position of the tree leaves and the intermediate nodes. The objective of these search space reductions is to eliminate redundant trees in the search space. Note that these search space reductions do not eliminate the optimal tree from the search space.
1) Search Space Reduction 1: There is one quite intuitive space size reduction that may be applied in order to save computation time in the algorithm. Recall that in the correspondence between codewords and service trees that we employ in the use of the Huffman algorithm, each codeword represents a service in the call center, and the length of each codeword is related to the time a given user needs to reach that service, or, equivalently, the number of bifurcations from the root node to the leaf (service). The idea is that the most frequently requested services must be associated to the smallest times (smallest number of bifurcations), as the Huffman algorithm does. In order to force this, we sort the services in increasing order of probability, and the positions where these services (leaves) can be placed in decreasing order of time to reach them, and then match the elements of both list in an one-to-one fashion. Note that this procedure always provides a solution at least as good as the initial one, so the resulting search space will contain the global optimum to the problem. Fig. 8(a) and (b) shows an example of this search space reduction procedure. This example considers a service tree with M = 7 services, with the service 1 being the most probable, the service 2 the second most probable, and so on.
2) Search Space Reduction 2: The second search space size reduction deals with the reallocation of the n − M last nodes. Recall that the first M numbers in nodes identify the tree services, but there are still n − M nodes in the tree which do not represent services, and have influence in the encoding of the tree. The idea is that these n−M nodes must be reallocated as a function of the M leaves of the tree, in such a way that two trees with the leaves in the same position (same fitness), have the same encoding. Note that this procedure reduces (n − M)! trees, all them equivalent (same fitness), into just one, and therefore part of the existing encoding redundancy is eliminated. Fig. 8(b) and (c) shows an example of this point. Fig. 9 . Outline of the evolutionary algorithm proposed in this paper, including the search space reduction (SR) procedures. Fig. 8(d) shows a tree equivalent to the one given in (c), a process similar to the one shown in Fig. 7 .
D. Evolutionary Algorithm Operators and Parameters
Our evolutionary algorithm is structured in the traditional form, with procedures of selection, crossover, and mutation. The encoding of the proposed EA is the Dandelion encoding described in Section IV-A, specific for the direct tree case, as described in Section IV-B. Once the root is selected, the two local searches for reducing the search space are applied. At this stage, the individual is ready for the calculation of its final fitness value. Several operators of selection and crossover are used in the experiments carried out, whereas the mutation operator is maintained unchanged. We describe the election of selection and crossover in each experimental subsection. The mutation operator is a little bit different than in a classical evolutionary algorithm. Recall that we reserve the first M numbers to represent the leaves of the tree, so they cannot appear in the encoding. Thus, the mutation operator chooses one point in the Dandelion string and randomly replaces it with another integer number randomly chosen from [M + 1, n − 2] (range of the elements of the Dandelion codes). An outline of the proposed EA is shown in Fig. 9 .
Regarding the parameters of the algorithm, we have implemented the standard values of crossover (P c = 0.6) and mutation (P m = 0.01) operators. The population size is 100 and the generations number has been fixed to 750, after which we keep the best tree encountered so far.
V. Experiments and Results
In order to test the performance of the algorithms proposed in this paper we have tackled the design of a number of call centers, structuring the experiments in synthetic instances and a real application.
In the case of synthetic instances we test different aspects of the algorithm using different number and probability distribution of services. Specifically, we have solved synthetic instances from 50 to 300 services, in steps of 50. In these instances we test the differences in performance of the algorithm when the search space reduction is applied, we analyze the Used for reference and comparison in the rest of the paper.
computational time required and several possibilities to reduce it, and finally the performance of the algorithm when different evolutionary operators are applied. To offer a direct comparison of the results obtained in the different experiments, we used the Huffman algorithm's results and the entropic bound described in Section III (see Table I ). Regarding the real application, it corresponds to the design of a call center to the Italian mobile communications company TIM. In all the experiments carried out in this paper a number of 30 independent runs for each instance are considered.
In the experiments carried out on synthetic problems instances we use two models for the probability of services: a classical uniform probability distribution and a Zipf probability distribution. According to the latter model, the probability of a given service is related to its popularity rank. Assigning ranks in order of decreasing popularity the probability that the ith ranked service in a group of M is chosen is inversely proportional to its rank, i.e.,
P[X
where X is the random variable expressing the choice. This expression represents the simplest form of the original formulation by Zipf [21] where the probability of interest is inversely proportional to a power of the rank (though the power was close to unity in the original model). Though arising in the field of linguistics, to model the frequency of appearance of words in a written text, the model has quickly established itself to describe rank-frequency relationships in a number of application fields. Unfortunately, there are no studies, as far as the authors know, on popularity models for the services offered by a call center, but the Zipf model has been widely used in similar and related contexts. Among the most relevant we can cite the popularity of web documents [22] , information dissemination [23] , queries in P2P systems [24] , web services on personal digital assistants (PDAs) [25] , and wide-area infrastructure services [26] . We can therefore consider the Zipf model as a valid candidate to represent the popularity of call center services.
A. Experiments to Test the Proposed Search Space Reductions
In the first round of experiments, we show the effect of introducing the search space reductions described in Section IV-C. For these experiments we consider the proposed EA with a multi-point crossover operator and roulette wheel selection, the rest of parameters of the EA are the ones described in Section IV-D. Table II shows the results obtained by our approach with search space size reductions: NSPR stands for the case of the EA working without any search space reduction, SPR1 stands for the first search space reduction, SPR2 stands for the second search space reduction, and SPR refers to the application of the two search space reductions. This table shows the results for the Zipf probability distribution of services. Table III shows similar results for the case of uniform distribution of services. Note that in all cases considered the proposed EA works much better when the two SPR are applied. The EA working with SPR1 shows better performance than the EA working with SPR2. Regarding the comparison with the Huffman algorithm (reference values also provided in Tables II and III), note that the EA with SPR obtains better solutions in terms of the objective function for both cases (Zipf and uniform distribution of services), however, the EA without SPR is not able to obtain better results than the Huffman approach. It is interesting that the EA with the SPR1 is able to improve the results of the Huffman algorithm, but the EA with the SPR2 is only able to obtain better results than the Huffman approach for the first (smallest) instances. The improvement of performance of the EA with SPR (both reductions of the search space included) is evident in these experiments. On the other hand, note how close the results obtained by the EA with SPR are to the entropic bound.
As conclusion for these experiments, we stress the good performance of the algorithm when the two proposed procedures for reducing the search space size are applied. The reason for this good performance is, of course, that the algorithm needs to look for the optimal tree in a smaller search space. In order to measure this reduction, we need to estimate the number of trees remaining after applying the search space reductions in a problem with M services. First, note that if the reduction is not applied, the number of trees of n nodes is given in [12] as n n−2 . Recall that n = 2M − 1 and also that the first M elements are reserved for the tree services, so the total number of trees (search space size) is in this case (M − 1) 2M−3 . In the case that the first search space reduction is applied, there are M! ways of sorting M services, among which we select the best one. Therefore, the search space size in this case yields
In the case that the second search space reduction is applied, there are (M −1)! ways of enumerating those nodes which are not services, among which we select one. Therefore, the search space size in this case yields Also, finally, if the two proposed search space size reductions are applied, the minimum possible number of trees yields Fig. 10 shows the number of trees (search space size in logarithmic scale) versus the number of services in the tree, with the different search space size reductions and without reduction. Note that the reduction of the search space introduced by SPR1 and SPR2 is similar (they only differ in a scale factor M). Note also the very large reduction of search space size obtained, including the two proposed search space size reductions for large values of M (about 200 to 300 leaves).
B. A Note on the Computational Cost of the Algorithm
Regarding the computational cost of the algorithm, it depends much on the problem instance. For the smallest instance tackled, the one with 50 services, the real computation time of the complete evolutionary algorithm (including a complete search space size reduction), in a computer with an INTEL Core II processor was about 5 s. For the largest instance with 300 services the computation time was about 300 s. Note that this is the case when all the nodes are tested as root nodes (as explained in Section IV-B). The question is if we can control the algorithm's computation time by reducing the number of nodes tested as root nodes, and, of course, how this affects the algorithm performance. To answer these questions, we have carried out a set of experiments on the synthetic problems defined above, with different numbers of services, Zipf and uniform service distributions and different numbers of nodes tested as a root node in the algorithm. Tables IV and V show the results of these experiments, and Fig. 11 shows the computation time for various cases, including the computation time of the Huffman algorithm. Note that, as expected, the best performance of the EA is obtained when all the nodes are tested to be the root. Fig. 12 shows the best and mean values obtained with the proposed EA, and the Huffman value, on average from all the experiments carried out (from 50 to 300 nodes, Zipf and uniform distributions), for different numbers of nodes tested as root of the tree. From this figure it is possible to see that we need to test about 40% of the roots to beat the Huffman algorithm, and 85% to beat Huffman on average. Regarding the computation time, it is straightforward that the time complexity reduction is proportional to the reduction in the number of tested roots, i.e., testing 50% of the roots reduces the computation time by a factor of 2. This reduction of the computation time is only worth if the Huffman algorithm's performance is improved (in best value), which is obtained when over 40% of nodes are tested as root nodes. In this case, the improvement over Huffman is worth the computational cost.
C. Experiments With Various Types of Selection and Crossover Operators
Another important aspect of this research is to test the performance of the proposed algorithm using different operators in the evolutionary search. To do this, we use the same set of instances as in the previous sections, and we run the proposed evolutionary algorithm with search space reduction, using twopoint crossover, multi-point crossover, roulette wheel selection and tournament selection, and compare the performance of the four possible combinations of these operators (all nodes tested as possible roots). Tables VI and VII show the results obtained with the different combinations of operators in the instances with a Zipf and a uniform probability distribution of services, respectively. The results show that the proposed EA performs slightly better using a combination of two-point crossover and tournament selection for the Zipf probability distribution of services, than with other combinations of operators. In the case of uniform distribution of services, multi-point crossover with tournament selection also provides very good performance, specially in problems with a large number of services. A comparison of these results with the Huffman and lower bound given in Table I shows that in all cases the EA improves the results of the Huffman approach, and it is quite close to the entropic bound. Anyway, note that the results obtained by the proposed EA with different operators are quite similar, in many cases the differences between different configurations of the algorithm are not significant. This means that the proposed approach performs well independently of the chosen set of crossover and mutation operators.
D. Experiments Involving the Huffman Algorithm
To finish the experimental part of the paper based on synthetic instances, we carry out a study of the possibility of using the Huffman algorithm to improve the performance of the EA. Specifically, we analyze the possibility of initializing the population of the EA with mutated versions of the Huffman solution. Tables VIII and IX show the results of a EA with the best combination possible of selection and crossover operators, for different percentages of mutation of the initial Huffman solution, for the case of Zipf and uniform distributions of services, respectively. First, note that this initialization slightly improves the performance of the EA in the case of considering a Zipf distribution of services. This can be seen by comparing Table VIII with the corresponding Table VI, Table X , where results for the Zipf and uniform services distributions are jointly displayed. Note that the Monte Carlo simulation works fine, obtaining solutions of good quality for the problem. However, the proposed EA performs better, as can be seen in the comparison of Table X, both for the Zipf and uniform services distributions.
E. Design of a Real Call Center With the Proposed Approach
To illustrate the performance of our approach in a real case, we tackle the design of a call center for the Italian mobile In this paper, we examine the redesign of the customer care service call center, offered by TIM through its "green" number 119. The IVR (service tree) used by TIM is formed by 50 different services, structured as shown in Fig. 13 . Table XI shows the probabilities associated to each service, obtained from the company. This initial service tree is representative of a call center managing a very large number of customers each day, with very different range of services. The entropic bound for this real system is 179.3241 s. Fig. 14 shows the best tree obtained for the TIM call center with the proposed approach, with an average time of users in the system (objective function value) of 181.0245. On the other hand, Fig. 15 shows the tree obtained with the Huffman algorithm, with an average time of 185.9082, almost 6 s worse than the best tree obtained with our approach. In this real example, we also test the possibility of including constraints on grouping the nodes. A company owning the call center may wish to group certain services to better structure the call center. In this case, our algorithm is still applicable: let us suppose that we want to group services s 1 , s 2 , and s 3 , with probabilities p 1 , p 2 , and p 3 , respectively. The idea is to form an auxiliary node which represents s 1 , s 2 , and s 3 , with a probability p a = 3 i=1 p i . Then the EA is run using this auxiliary service, and a tree T * is obtained. The auxiliary node a is then expanded to represent again nodes s 1 , s 2 , and s 3 , so the tree is now the complete one (T ) with the objective function given in this case by f (T ) = f (T * ) + 3 · The entropic lower bound, the initial Huffman value, and the best value obtained with the proposed EA are also shown for comparison. we are dealing with grouping three nodes. In order to show an example of this procedure, let us consider the design of the TIM call center with two groups of services, on one hand s 2 , s 3 , and s 4 and on the other hand s 18 , s 19 , s 20 , and s 21 . Fig. 16 shows the final service tree obtained with the EA and services groups constraint (groups of services in boldface). In this case, the average time of this tree is 192.509, whereas the Huffman algorithm obtains a tree with an average time of 195.8301.
VI. Conclusion
This paper has proposed an evolutionary algorithm for designing interactive voice response systems within call center systems in an optimal way. The problem is equivalent to the design of an oriented tree with the minimum average service time. The proposed evolutionary algorithm uses an encoding based on the Dandelion code, recently proposed as a good technique for tree encoding in heuristic algorithms. Several modifications of the Dandelion encoding have been applied in order to adapt it to the specific problem tackled and to improve the performance of the algorithm. Specifically, two search space size reduction procedures have been presented which improves the quality of the solutions found by the evolutionary algorithm. Systematic experiments have been carried out in order to test the performance of our approach, including a real case of the design of a call center for an Italian mobile telecommunications company. The results obtained showed that our approach is able to obtain very good services trees improving the results of a Huffman approach and very close to a lower bound (entropic bound) for the problem. As future work, we can consider the recursive use of the algorithm for the case of grouping services in such a way that tree substructures can be considered for the nodes which must be grouped. Also, the joint optimization of the IVR part and human part of the call centers can be accomplished with certain modifications in the algorithm.
