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Abstract
Recently, the ﬁrst author introduced some cryptographic functions closely related to the Difﬁe–Hellman problem called P-
Difﬁe–Hellman functions. We show that the existence of a low-degree polynomial representing a P-Difﬁe–Hellman function on a
large set would lead to an efﬁcient algorithm for solving the Difﬁe–Hellman problem.Motivated by this result we prove lower bounds
on the degree of such interpolation polynomials. Analogously, we introduce a class of functions related to the discrete logarithm
and show similar reduction and interpolation results.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Let Fq denote the ﬁnite ﬁeld of order q with a prime power q and let 0 =  ∈ Fq be an element of order t. The security
of the Difﬁe–Hellman key exchange (see e.g. [13, Chapters 3.7 and 12.6]) for the group generated by  depends on the
intractability of the Difﬁe–Hellman mapping DH deﬁned by
DH(x, y) = xy, 0x, y t − 1.
For breaking the Difﬁe–Hellman cryptosystem it would be sufﬁcient to have a low-degree polynomial that coincides
with the mapping DH on a large subset of {0, 1, . . . , t − 1}2. In [3,21] it was shown that such a polynomial does not
exist for several types of subsets. Since
2xy = (x+y)2−x2−y2 ,
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and square roots in ﬁnite ﬁelds can be efﬁciently calculated (see e.g. [1, Chapter 7]) we may consider the univariate
mapping
dh(x) = x2 , 0x t − 1,
instead of the bivariate mapping DH. For lower bounds on the degree of interpolation polynomials of dh see [2,9,18,19].
Obviously, the Difﬁe–Hellman key exchange depends also on the hardness of the discrete logarithm ind deﬁned by
ind(x) = x, 0x t − 1.
For results on interpolation polynomials of ind see [2,11,12,14–16,18–20,22].
In the present paper we consider mappings of the form
P -dh(x) = P(x), 0x t − 1, (1)
for a nonlinear polynomial P(X) ∈ Zt [X] of small degree, with respect to t, say,
2 deg(P ) log(t).
In [5] the ﬁrst author suggested a toolbox of cryptographic functions called P-Difﬁe–Hellman functions including
these mappings. In particular, he proved that computing P -dh is computationally equivalent to computing dh. Hence, a
low-degree polynomial representation of P -dh would solve the Difﬁe–Hellman problem and an investigation of P -dh
becomes very important.
Moreover, for the case when q = p is a prime, we consider
Q-ind(x) = Q(x), 0x t − 1, (2)
for a non-constant polynomial Q(X) ∈ Fp[X], where we assume that deg(Q) is small, say,
1 deg(Q) log(p).
After some preliminary results in Section 2 we prove that dh can be evaluated with an algorithm using O(log2(t)
log2(q)) bit operations and deg(P )− 1 evaluations of P -dh in Section 3.1, which improves the result of [5]. We prove
lower bounds on the degree and sparsity of interpolation polynomials of P -dh in Section 3.2.
The sparsity spr(f ) (or weight) of a polynomial f (X) ∈ Fq [X] is the number of its non-zero coefﬁcients.
In Section 4 we prove similar reduction and interpolation results for the mapping Q-ind. Finally, in Section 5 we
mention some extensions of our work.
2. Preliminaries
The following result motivated by Newton’s interpolation formula is essential for the reduction algorithms and the
proofs of the interpolation results.
Lemma 1. Let D be a commutative ring with identity 1. Let B0 be an integer and P(X) ∈ D[X] a polynomial of
degree DB with leading coefﬁcient aD . Then we have
D−B∑
d=0
(
D − B
d
)
(−1)D−B−dP (X + d) = aDD!
B! X
B + TB−1(X),
where TB−1(X) is a polynomial of degree at most B − 1 with the convention that the degree of the zero polynomial
is −1.
328 E. Kiltz, A. Winterhof / Discrete Applied Mathematics 154 (2006) 326–336
Proof. Fix B0. For D = B the result is trivial. For DB + 1 with the convention
(
D−1−B
−1
)
= 0 we have
S :=
D−B∑
d=0
(
D − B
d
)
(−1)D−B−dP (X + d)
=
D−B∑
d=0
((
D − 1 − B
d
)
+
(
D − 1 − B
d − 1
))
(−1)D−B−dP (X + d)
=
D−1−B∑
d=0
(
D − 1 − B
d
)
(−1)D−1−B−d(P (X + 1 + d) − P(X + d))
=
D−1−B∑
d=0
(
D − 1 − B
d
)
(−1)D−1−B−dQ(X + d),
where Q(X) := P(X + 1) − P(X) has degree D − 1 and leading coefﬁcient aDD. By induction we get
S = aDD(D − 1)!
B! X
B + TB−1(X),
where TB−1(X) is a polynomial of degree at most B − 1. 
In the case when D = K is a ﬁeld of positive characteristic a more general result can be proven.
Lemma 2. Let K be a ﬁeld of characteristic p> 0 and P(X) ∈ K[X] a polynomial of degree D<p. Let 0BD
be an integer, I = {a0, a1, . . . , aD−B} a set of pairwise distinct elements from K of cardinality |I | = D − B + 1, and
b ∈ K. Then there are coefﬁcients ci ∈ K, 0 iD − B, with
D−B∑
i=0
ciP (X + ai) = bXB + TB−1(X),
where TB−1 ∈ K[X] is a polynomial of degree B − 1.
Proof. Put P(X) :=∑Dn=0 wnXn with wD = 0. For any ai ∈ I it obviously holds true that
P(X + ai) =
D∑
n=0
wn
n∑
k=0
(n
k
)
an−ki X
k
.
Thus, for any c0, c1, . . . , cD−B ∈ K we have
D−B∑
i=0
ciP (X + ai) =
D∑
k=0
dkX
k
,
where
dk :=
D−B∑
i=0
ci
D∑
n=k
wn
(n
k
)
an−ki , 0kD − B.
Now we show the existence of a vector c := (c0, c1, . . . , cD−B)t such that
dk = 0 for B + 1kD and dB = b.
Writing in a matrix form we get
E · c = (0, 0, . . . , 0, b)t , (3)
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where E = (Ek,i) with entries
Ek,i =
D∑
n=k
wn
(n
k
)
an−ki , BkD, 0 iD − B.
Note that since D<p, all occurring binomial coefﬁcients are non-zero in K. Therefore, after some simple algebraic
transformations the set of linear equations (3) is equivalent to
E′ · c =
(
0, . . . , 0, b
/(
wD
(
D
B
)))t
,
where E′ is the Vandermonde Matrix of I = {a0, a1, . . . , aD−B}. Since
det(E′) =
∏
ai ,aj ∈I
i>j
(ai − aj ) = 0,
Eq. (3) has a solution c. 
The next lemma gives a relation between the number of zeros and the sparsity of a polynomial over a ﬁnite ﬁeld.
Although this result can already be found in the literature ([18, Lemma 3.3; 19, Lemma 2.5] for t = q − 1 and [7,
Lemma 1] for the general case) we include a proof to make this paper self-contained.
Lemma 3. Let  ∈ Fq be an element of order t and f (X) ∈ Fq [X] a non-zero polynomial of degree at most t − 1 with
at least b zeros of the form x with 0x t − 1. Then for the sparsity of f (X) we have
spr(f ) t
t − b .
Proof. Put w = spr(f ), let N t − b be the number of 0x t − 1 with f (x) = 0 and T the number of pairs (y, i),
0y t − 1, 0 iw − 1 with f (y+i ) = 0. Since x = x+t we have T = wN . Using properties of Vandermonde
matrices we can verify that for every 0y t − 1 there exists an 0 iw − 1 with f (y+i ) = 0 and thus w(t −
b)wN = T  t . 
3. The Difﬁe–Hellman case
Throughout this section we restrict ourselves to the case when the order t of  is a prime. The generalization to
composite t is discussed in the last section.
3.1. A reduction algorithm
In this section we present results emphasizing the importance of analyzing the interpolation polynomials of P -dh
from (1). More precisely, we show that a polynomial f (X) that coincides with P -dh on some ﬁxed and known points
 can be used as an oracle to efﬁciently compute dh.
Theorem 1. Let 0 =  ∈ Fq be an element of prime order t,P(X) ∈ Zt [X] a polynomial of degree D with 2D t−1,
and f (X) ∈ Fq [X] such that
f (x) = P(x), x ∈ S,
for a set S ⊆ {N + 1, . . . , N + H } of cardinality |S| = H − s with 1H t . Then there exist a subset R ⊆ S of
cardinality |R|H − D + 2 − (D − 1)s and a deterministic algorithmA that computes
A(x) = x2 ,
330 E. Kiltz, A. Winterhof / Discrete Applied Mathematics 154 (2006) 326–336
for all x ∈ R, with
O(D log(t)max(D, log2(q)))
bit operations and D − 1 evaluations of f (X).
Proof. Let R be the set of x ∈ {N + 1, . . . , N + H } for which x + i ∈ S for 0 iD − 2. Then obviously
|R|H − D + 2 − (D − 1)s.
Let x be given for ﬁxed x ∈ R. The algorithmA proceeds as follows. We evaluate f (X) in x+d , 0dD − 2, and
put
d = f (x+d) = P(x+d), 0dD − 2.
Then we get by Lemma 1 with B = 2
 :=
D−2∏
d=0

(
D−2
d
)
(−1)D−d
d = 
∑D−2
d=0
(
D−2
d
)
(−1)D−dP (x+d) = ex2+c1x+c0
with some constants c1 and c0 and e := aDD!/2. This needs O(D2) additions in Zt for determining recursively all
binomial coefﬁcients modulo t, O(D) powers, inversions, and multiplications in Fq , i.e.,
O(D log(t)max(D, log2(q)))
bit operations (cf. [1, Chapters 5 and 6]). Next we eliminate the linear term by computing
 :=  · (x)−c1−c0 = ex2 .
Finally, we determine the unique root of Xe − , i.e., x2 = e−1 , where e−1 denotes the inverse of e modulo t, in
O(log(t)log2(q)) bit operations (cf. [1, Theorem 7.3.1]). 
3.2. Interpolation
In this section we prove lower bounds on degree and sparsity of interpolation polynomials of the mappings P -dh of
the form (1).
Theorem 2. Let 0 =  ∈ Fq be an element of prime order t,P(X) ∈ Zt [X] a polynomial of degree D with 2D t−1
and leading coefﬁcient aD , and f (X) ∈ Fq [X] such that
f (x) = P(x), x ∈ S,
for a set S ⊆ {N + 1, . . . , N + H } of cardinality |S| = H − s with 1H t . Then we have
deg(f ) max
(
H − (D + 1)(s + 1) + 1
2D−1
,
H − D(s + 1) + 1 − r
2D−2
)
,
where r denotes the least residue of aDD! modulo t. For the sparsity of f (X) we have
spr(f ) max
((
t
2(t − H + (D + 1)(s + 1) − 1)
)21−D
,
(
t
2(t − H + D(s + 1) − 1)
)22−D)
.
Proof. The basic idea of the proof is the following. We construct a set R of high cardinality and a non-zero polynomial
F(X) having (by construction) at least |R| zeros. Since F(X) is non-zero and we are working in a ﬁnite ﬁeld, we
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can derive that deg(F ) |R| and spr(F ) t/(t − |R|). Furthermore, we show that deg(F ) and deg(f ) and spr(F ) and
spr(f ), respectively, are related, i.e., that a lower bound on deg(F ) implies a lower bound on deg(f ) and a lower bound
on spr(F ) implies a lower bound on spr(f ). We describe two slightly different constructions which yield results that
complement each other. Details follow.
Construction of R1: Let R1 be the set of x ∈ {N + 1, . . . , N + H } for which x + i ∈ S for 0 iD. We see that
|R1|H − D − (D + 1)s.
By Lemma 1 with B = 0 we have
D∏
d=0
f
(
x+d
)(D
d
)
(−1)D−d = 
∑D
d=0
(
D
d
)
(−1)D−dP (x+d) = aDD!, x ∈ R1.
Construction of F1(X): The polynomial
F1(X) =
D∏
d=0
D−d even
f (dX)
(
D
d
)
− aDD!
D∏
d=0
D−d odd
f (dX)
(
D
d
)
has at least |R1| zeros, namely x with x ∈ R1. Analogously to Lemma 1 we get
D∑
d=0
D−d even
d
(
D
d
)
=
D∑
d=0
D−d odd
d
(
D
d
)
and the leading coefﬁcient of F1(X) is not zero. F1(X) is not identical to zero and thus deg(F1) |R1|. Now we have
deg(F1) =
D∑
d=0
D−d odd
(
D
d
)
deg(f ) = 1
2
D∑
d=0
(
D
d
)
deg(f ) = 2D−1 deg(f )
and thus
deg(f ) |R1|
2D−1
.
Note that
spr(g + h)spr(g) + spr(h) and spr(gh)spr(g)spr(h).
Hence,
spr(F1)2spr(f )2
D−1
.
On the other hand Lemma 3 yields
spr(F1)
t
t − |R1| .
Construction of R2: Now let R2 be the set of x ∈ {N + 1, . . . , N + H } for which x + i ∈ S for 0 iD − 1. We
see that
|R2|H − D + 1 − Ds.
By Lemma 1 with B = 1 we have
D−1∏
d=0
f (x+d)
(
D−1
d
)
(−1)D−1−d = 
∑D−1
d=0
(
D−1
d
)
(−1)D−1−dP (x+d)
= aDD!x+b, x ∈ R2,
for some integer b.
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Construction of F2(X): The polynomial
F2(X) =
D−1∏
d=0
D−1−d even
f (dX)
(
D−1
d
)
− bXr
D−1∏
d=0
D−1−dodd
f (dX)
(
D−1
d
)
is non-zero and it has at least |R2| zeros, namely x with x ∈ R2. We have
deg(F2) = 2D−2 deg(f ) + r
and thus
deg(f )(|R2| − r)/2D−2.
Moreover, we have
spr(F2)2spr(f )2
D−2
and
spr(F2)
t
t − |R2| ,
from which the lower bound on spr(f ) follows. 
4. The discrete logarithm case
Now we prove similar results for the functions Q-ind of the form (2). We focus to the case when q = p is a prime.
For the general case, similar results can be obtained using techniques from [16,22]. More details are given in the last
section.
4.1. Reduction
Analogously to Section 3.2 we present reduction results that emphasize the importance of analyzing the interpolation
polynomials of Q-ind from (2). Since now the polynomial Q(X) is acting on the ﬁnite ﬁeld Fp, things are easier than
in the Difﬁe–Hellman case. Details follow.
Let Q(X) ∈ Fp[X]. Assume there exists a polynomial f (X) ∈ Fp[X] that evaluates to Q(x) for all x , where x is
in a ﬁxed set S.
Let x be given for ﬁxed x ∈ S. The goal of the reduction algorithm is to compute x. But given the value  :=
f (x) = Q(x), we can compute all possible roots of the equation
Q(X) −  = 0.
This can be done with a randomized algorithm using an expected number of
O(D log2(D) log(log(D))log3(p))
bit-operations (see e.g. [4]). One of the (at most D) roots must be x. Since we also know x , we can test which
solution is the correct one. The overall time consumption is clearly dominated by computing all roots, i.e., by
O(D log2(D) log(log(D))log3(p)) bit operations. For 1D4 explicit formulas for the roots of Q(X) are known
which provide fast deterministic reduction algorithms.
Obviously, Lemma 1 can be used to design a deterministic reduction algorithm that computes x for all x in a certain
subset of S using
O(D min(D, log(p)) log(p))
bit operations and D − 1 evaluations of f (X).
E. Kiltz, A. Winterhof / Discrete Applied Mathematics 154 (2006) 326–336 333
Now the proof of the following reduction result is obvious.
Theorem 3. Let 0 =  ∈ Fp be an element of order t, Q(X) ∈ Fp[X] a polynomial of degree D with 1Dp − 1,
and f (X) ∈ Fp[X] such that
f (x) = Q(x), x ∈ S,
for a set S ⊆ {N + 1, . . . , N +H } of cardinality |S|=H − s with 1H t . Then there exists a randomized algorithm
A1 that computes
A1(
x) = x, x ∈ S,
in an expected number of
O(D log2(D) log(log(D))log3(p))
bit operations. Moreover, there exist a subsetR ⊆ S of cardinality |R|H −D+1−Ds and a deterministic algorithm
A2 that computes
A2(
x) = x, x ∈ R,
with
O(D min(D, log(p)) log(p))
bit operations and D − 1 evaluations of f (X).
4.2. Interpolation
In this section we prove lower bounds on degree and sparsity of interpolation polynomials of the functions Q-ind.
Theorem 4. Let 0 =  ∈ Fp be an element of order t, Q(X) ∈ Fp[X] a polynomial of degree D with 1Dp − 1,
and f (X) ∈ Fp[X] such that
f (x) = Q(x), x ∈ S,
for a set S ⊆ {N + 1, . . . , N + H } of cardinality |S| = H − s with 1H t . Then we have
deg(f )H − (D + 1)(s + 1) + 1.
Furthermore,
spr(f ) t
t − H + (D + 1)(s + 1) − 1 − 1.
Proof. The proof follows along the lines of the proof of Theorem 2 instead that since now the polynomial Q(X) is not
longer in the exponent, the construction of F1(X) must be adapted and therefore leads to a tighter reduction. Let aD
be the leading coefﬁcient of the polynomial Q(X). Let R1 be as in the proof of Theorem 2 the set of elements x from
S such that x + i ∈ S for 0 iD. Again, |R1|H − D − (D + 1)s and using Lemma 1 with B = 0 it can be easily
veriﬁed that the polynomial
F1(X) =
D∑
d=0
f
(
dX
)(D
d
)
(−1)D−d − aDD!
has at least |R1| zeros (all elements x with x ∈ R1). Since F1(0) = −aDD! = 0, it is non-zero and we conclude the
bound for the degree by noting that
|R1| deg(F1) deg(f ).
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By construction, F1(X) contains spr(F1)spr(f )+ 1 monomials. Since we are dealing with x = 0, we may assume
deg(f ) t − 1. Applying Lemma 3 we see that
spr(f ) + 1 t
t − |R1| ,
and the result follows. 
Theorem 4 is only non-trivial if the set S is almost consecutive, more precisely, we need
|S|
(
1 − 1
D + 1
)
H + 1.
Now we prove a bound for general but sufﬁciently large sets S.
Theorem 5. Let 0 =  ∈ Fp be an element of order t, Q(X) ∈ Fp[X] a polynomial of degree D with 1Dp − 1,
and f (X) ∈ Fp[X] such that
f (x) = Q(x), x ∈ S,
for a set S ⊆ {0, 1, . . . , t − 1} of cardinality at least D + 2. Then we have
deg(f ) |S|!(t − 1 − D)!
2D(|S| − 1 − D)!(t − 1)! .
Proof. Let A be the set of all vectors a := (a1, a2, . . . , aD) ∈ {1, 2, . . . , t − 1}D with pairwise different coordinates
satisfying ai ≡ yi − x mod t for some pairwise distinct elements x, y1, . . . , yD ∈ S. Then we have
|A| (t − 1)!
(t − 1 − D)!
and there exists a vector a ∈ A such that
Ra := {x ∈ S : ai + x ∈ S or ai + x − t ∈ S for 1 iD}
has at least
|S|!
(|S| − 1 − D)!|A|
|S|!(t − 1 − D)!
(|S| − 1 − D)!(t − 1)!
elements. Now we have
f (ai+x) = Q(ai + x − i (x)t) with i (x) ∈ {0, 1}, i = 1, 2, . . . , D,
and at least one of the 2D equation systems
f (ai+x) = Q(ai + x − i t), i ∈ {0, 1},
has at least |Ra|/2D solutions x ∈ S. We take the i from this system. For any 0 = b ∈ Fp, Lemma 2 provides
coefﬁcients c0, c1, . . . , cD with
D∑
i=0
ci = 0
such that
D∑
i=0
cif (
ai+x) =
D∑
i=0
ciQ(ai + x − i t) = b
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for at least |Ra|/2D different x ∈ S and the polynomial
F(X) =
D∑
i=0
cif (
aiX) − b
has at least |Ra|/2D zeros. Since
F(0) = f (0)
D∑
i=0
ci − b = −b = 0,
we get
deg(f ) deg(F ) |Ra|
2D
and the bound on the degree of f (X) follows. 
Theorem 5 is only non-trivial if |S| is at least of the order of magnitude t1−1/(D+1).
5. Final remarks
Extension of the Difﬁe–Hellman results to composite t: Put e := aDD!/2. With the restriction gcd(e, t)=1 Theorem
1 is also valid for composite t. Without this restriction the solution of Xe −  in the proof of Theorem 1 is not unique,
but in many cases the right solution can be efﬁciently determined depending on the prime factorization of e.We quickly
sketch how to compute the rth root of  for every prime factor r of e using ideas mentioned in [1, Chapter 7.3]. Note
that since xab = (xa)b, taking the rth root for every prime factor r of e is sufﬁcient to solve the problem of taking the eth
root. Now let r be a prime factor of t. If gcd(r, t) = 1 then ﬁnding the rth root can be done as described in Theorem 1.
Otherwise let t = rsu with ru. For m|t , let Cm denote the unique subgroup of order m contained in G, where G ⊆ F∗q
is the subgroup of order t generated by . Then we have the isomorphism
GCrs × Cu.
Thus, we can represent any element x ∈ G as a pair (xr , xu) ∈ Crs ×Cu. The transformation is given by x → (xu, xrs )
and (xr , xu) → xr xu , where u + rs = 1. The idea is to compute the rth root of  by computing it in each direct
factor separately. The rth root of  in Cu is unique and can be efﬁciently computed as mentioned in the proof of
Theorem 1. Instead of computing the rth root of  in Crs we compute x
2 in Crs directly from x . This can be done by
a “baby step–giant step” algorithm [17], see also [13]. For every prime factor r of e, the running time is O(r log4(t))
bit operations. The overall running time to compute the eth root is O(T (e)log4(t)) bit operations, where T (e) denotes
the sum of the prime factors of gcd(e, t).
With the restriction t aDD! Theorem 2 is valid for composite t.
Extension of the discrete logarithm results to arbitrary ﬁnite ﬁelds: The results on the discrete logarithm can be
extended to arbitrary ﬁnite ﬁelds in the following way (cf. [16,22]). Let q = pr and ﬁx a basis {1, . . . , r} of Fq over
Fp. Then we identify the integer n with 0nq − 1 with the element
n = n11 + · · · + nrr
if
n = n1 + · · · + nrpr−1, 0n1, . . . , nrp − 1,
is the unique p-adic expansion of n. Then we investigate the mapping P(X) deﬁned by
P(
n) = n, 0nq − 2.
This mapping was introduced in [14]. Now we can prove analogs of the results of Section 4. However, the interpolation
results are somewhat weaker since we have to exclude the elements of the set R with n+i = n +i for some 1 iD
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in the proof of an analog of Theorem 4 and we have 2r different possibilities  ∈ Fq such that n+a = n +  for
some a and get an additional factor 1/2r in an analog of Theorem 5. For some special Dp the method in the proof
of [10, Theorem 4] can be used to prove an analog of Lemma 2.
Bivariate case of the Difﬁe–Hellman mapping: With the method of [21] we can prove lower bounds on the degree
of interpolation polynomials of the mappings P-DH(x, y) = P(x)y with an univariate polynomial P(X). Lemma 1
can be used to design a reduction algorithm to DH. In [6] the same authors obtained similar results for the general case
when P-DH(x, y) = P(x,y) with a nonlinear bivariate polynomial P(X, Y ).
Comparison with [5]: Note that in [5] similar results as given in Section 3.1 were proven though the presented results
in this work are more efﬁcient in terms of running time of the reduction algorithm and number of evaluations of the
function f (X). The reason for the more efﬁcient reduction is that in our setting the points x for which the polynomial
f (x) coincides with the function P(x) are known. In [5], the function f (X) is viewed as an oracle that produces the
correct answers P(x) for a certain fraction of all inputs, randomized over internal coin tosses. So, for a ﬁxed x it is not
known if f (x) = P(x) does hold true or not.
Elliptic curves: The existence of subexponential algorithms for solving the discrete logarithm problem in ﬁnite ﬁelds
motivates the consideration of other groups. An alternative used in practice is the group of points on an elliptic curve
over a ﬁnite ﬁeld. Lower bounds on the degree of interpolation polynomials of the Difﬁe–Hellman mapping were
obtained in [8] and of the discrete logarithm in [7].
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