Abstract-This paper presents a fast approach to represent and recognize human actions. For representation, a feature vector is constructed from spatiotemporal data of silhouettes based on appearance and motion. For classification, a new Radial Basis Function Network (RBF), called Time Delay Input Radial Basis Function Network is proposed by introducing time delay units to the RBF in a novel approach. The proposed network has a few desirable features such as easier learning process and more flexibility. The representational power and speed of the proposed method for action recognition were evaluated using a publicly available dataset. Based on experimental results, implemented in MATLAB and on standard PCs, the average time for constructing a feature vector for a high-resolution video is almost 20 ms/frame. Furthermore, the proposed approach demonstrates good performance in terms of execution time and overall performance (a new performance measure that combines accuracy and speed into one metric).
I. INTRODUCTION
Recently, understanding human activities from a stream of video has attracted the attention of many researchers in the computer vision society due to a wide range of promising applications such as automatic visual surveillance [1] [2], robotics and Human-Computer Interaction (HCI) [3] , elderly health care centers [4] , training and analysis of sport activities [5] , and art performances [6] .
Understanding human actions is complex and challenging due to the following reasons: 1) the number of potential actions performed by humans is large; 2) human actions are dynamic in time and space and vary from person to person; 3) spatial and temporal characteristics of some actions are very close. Over the last two decades, extensive research efforts have been devoted to the problem of human action recognition and very impressive progress has been made. These researches have mostly focused on proposing/using new descriptors and classifiers to attain methods with high accuracy (improving discrimination power) either without or with one of the following abilities: robustness to parameters such as the camera view and occlusion [7] [8] [9] [10] [11] learning from few examples [12] [13] , and ability to reject unseen data [13] . Early attempts to represent actions were mainly based on appearance [14] , and it is still an important part of recent methods [15] [13] [16] . Motion provides very good cues about moving objects, and therefore, has been widely used for action description [17] [18] . In current action recognition systems, it plays an essential role in modeling actions [15] .
In spite of these recent developments, there have been very few studies on the real-time action recognition [18] . This is mainly because the majority of existing methods, to achieve high recognition rate, have employed very complex features to describe human actions, and hence time-consuming methods. On the other hand, using simple features can improve the speed but undesirably causes accuracy reduction. Dealing with this paradox is the main motivation of this work. The proposed strategy to resolve this problem is to find optimal descriptors, which have low dimensionality and time complexity while preserving required power of presentation to reach a high-accuracy rate. For this reason, this study uses spatiotemporal data of silhouettes for action representation. Early applications of silhouettes for action recognition were reported in the 1990s [14] , However, it is still used due to its efficiency (for a recent example, please see [19] ). The other sources motivating this paper are: 1) Successful application of TDRBFs to speech recognition [20] . 2) TDRBFs offer a few advantages such as the ability to cope with time series and being shift-invariant in time, good performance, fewer numbers of parameters compared with Time Delay Neural Networks (TDNNs), and simplicity and high speed in training [21] . 3) Despite reporting excellent performance for TDRBFs and their good characteristics, to the best of our knowledge, there is no report of using them for human action recognition. 4) There have been studies showing that RBF networks are suitable for real-time applications [21] , but it is not clear whether TDRBFs inherit this characteristic from them. 5) TDRBFs require a simpler process of model selection, compared with TDNNs.
This paper presents a new method to represent and recognize human actions in video sequences. The processing flow of the proposed method is shown in Fig. 1 . For action representation, this method uses spatiotemporal data of silhouettes and constructs a feature vector at each frame based on the center of mass (CoM), bounding box, and gridbased shape descriptors. Then an input sequence, represented by a sequence of these feature vectors, is classified as one of the several actions learned in a training phase. This paper proposes a TDIRBF for this classification task, and it introduces a new growing-based algorithm to train the network. A TDIRBF, in addition to preserving the desirable features of TDRBFs, has a simpler structure and an easier learning process. Furthermore, it can be trained to meet different objectives (high speed and high accuracy), and hence applicable to a wider range of applications: flexibility.
The rest of this paper is organized in the following way. Section II presents the proposed method for action representation. Section III discusses a new architecture for action classification. Section IV reports the experimental results and assesses the performance of the proposed method. Eventually, Section V concludes the paper.
II. ACTION REPRESENTATION
Representing actions with feature vectors is an important step in action recognition and usually involves several processes depending on the type and complexity of the features. The proposed action descriptor is extracted in a few steps. Each step is discussed in a separate section below.
A. Bounding box
A human in an image can be limited to regions surrounded by a rectangle. This box can be obtained by projecting silhouettes onto the image plane axes as shown in Fig. 2 .
B. Grid-based shape feature
This work adopted a type of grid descriptors [14] [22] from [13] . The process of extracting shape features is depicted in Fig. 3 . The outcome is a grid with 72 (2×2×18) Figure 2 . The bounding box extraction using projection. bins. At each time a feature is assigned to each bin by accumulating human body's pixels at the corresponding bin:
where I(x, y, t) is the image value at point (x, y) at time t. Then all these features are combined into a shape feature vector
Preliminarily results demonstrated that this descriptor is not sufficiently discriminative. Therefore, we also employ motion features based on the mass center and the bounding box, as will be discussed in the next two sections.
C. Mass center
The center of mass (CoM) for an object with uniform density is the centroid of the object. For rigid objects, having motion information of this point is sufficient to describe the movement of the object. Although the human body is non-rigid, this point still carries important cues about human motion. Therefore, this paper suggests the changes in the CoM within consecutive frames as another information channel to describe actions.
From classical physics [23] , CoM for an object with continuous mass distribution can be expressed by
where r is a vector representing a point in 3D space, ρ(r) denotes the mass density, and V is the volume of the object. In this work, the concept of the CoM has been adapted for image representation. As the result, Eq. (1) for image I with width w and height h in 2D Cartesian coordinates can be rewritten as follows
where x cm and y cm are the x and y components of the CoM. Finally, the mass center descriptor is defined as follows:
D. Box corners
Large scale human actions such as walking, running, and sitting up result in changing the bounding box over time. These changes follow patterns that can be used to differentiate actions. There have been studies that demonstrated the usefulness of bounding box as a complementary feature for object classification; e.g., the aspect ratio of the human for object classification [24] . However, here a different use of the bounding box is presented. Since the corners provide more information than the width, length, and aspect ratio, they are used for creating an extra channel representing motion. These points can be described by a 4D vector composed of x 1 , y 1 , x 2 , and y 2 as shown in Fig. 4 . Using these components, the box corner feature is formed as
E. Action description
In the previous sections, the process of extracting three feature vectors from images was explained. The computations are simple and hence appropriate for real-time applications. To the best of our knowledge, the last two descriptors have not been used for action representation before this work. After normalization, these three feature vectors are stacked into a vector called the frame descriptor, i.e.,
There are three different strategies to describe an action: 1) using all consecutive frames; 2) subsampling; and 3) using key frames or key points [25] . Furthermore, one may use whole sequence or a part of it. To obtain an efficient descriptor, this work follows a few guidelines. First, using all consecutive frames is too dense and often leads to redundancy in representation. Second, a representation with key frames can be too sparse and results in missing some important data. Third, a reliable decision can often be made using only some parts of an action instead of the entire sequence. Fourth, in practice, access to whole sequence of an action is often impossible. Consequently, the action descriptor is defined as follows:
where τ is the length of the sequence, and t s is the sampling interval for frames of an action. A recent study [26] used almost similar approach, called snippets.
III. ACTION RECOGNITION USING TDIRBF
To classify action, this paper introduces a new TDNN based on RBFs, called TDIRBF. This model was motivated by previous works such as [27] [20] [21] . Although the new model has some similarities to traditional time delay RBFs [20] , there are clear distinctions between the two networks in both structure and features. The proposed network, in addition to keeping the desirable features of TDRBFs, has a simpler structure and an easier learning process.
A. Architecture of the TDIRBF
The proposed TDIRBF consists of an input layer, a hidden layer, and an output layer (see Fig. 5 ). The input layer distributes the input data between the hidden layer units. Its hidden layer, similar to TDRBFs, is composed of RBF units with a time delay (TD) line at its input. Using the TD units at this layer allows RBF units look at the input sequence over a time window (w 1 ). In contrast to TDRBFs, this is the only use of TD units in the TDIRBF. The structure of the TDIRBF has two other major distinctions with TDRBFs: there is neither sliding window nor integration layer in the TDIRBF. In TDRBFs, a sliding window scans the input sequence and enables RBF units to be fed by different portions of the input in time. This sliding window makes TDRBFs shift-invariant in time, but it also imposes a costly training to find the optimal window. In the TDIRBF, it is removed to eliminate the problem of parameter selection. However, this property (shift-invariant) is maintained by using an appropriate training algorithm. Finally, the output layer is composed of competitive neurons. This layer does not need any training, and this is another benefit of the TDIRBF over TDRBFs.
A RBF is a radial kernel which maps an input to the output layer based on distance between the input and the kernel center. Between possible choices for RBFs, this work makes use of the Gaussian kernel. Thus the output of RBF unit j is
where X(t)=[x(t−w 1 +1), x(t−w 1 +2), ..., x(t)], μ j and Σ j are the mean vector and covariance matrix of the function for unit j, respectively. In the RBF layer, several units represent each class.
B. Recognition in the TDIRBF
In the TDIRBF network, recognition is achieved through a simple and fast process. At each time instant t, each RBF unit has access to a portion (of length w 1 ) of the input sequence. Each unit separately compares its input with its stored prototype (learned in a training phase) then generates an output depending on how close they are to each other, as described by Eq. (7). In the last layer, there exist Q competitive neurons, each of which represents a class. They receive their inputs only from units of the corresponding classes and choose the biggest output from each class as the representative of the respective class, i.e., y q = max {ϕ j |j ∈ class(q), q = 1, 2, . . . , Q}.
Now, the classifier predicts the input sequence as the class with the maximum output value: q * = argmax y q .
C. Training
Training of the TDIRBF is considerably simpler than TDRBFs, because TDRBFs have an extra parameter (the size of the integration window). Moreover, TDRBFs involves two steps of learning, but the TDIRBF is trained in only one step since the output layer does not need any training.
Several options for training of the TDIRBF are possible. One can employ an approach similar to the one in [21] or [20] . Algorithm in [21] is simple, but impractical for large datasets and too slow for real time application. A more practical algorithm to train the RBF layer is "the growing cell structure" [20] . In this approach, new prototypes are added to the network when necessary, and the radii of all stored units are adjusted to avoiding clashes between distinct classes. Application of this method for the proposed network here is limited due to two drawbacks. First, suggested algorithm in [20] is susceptible to poor performance for unseen data (i.e., generalization problem) because of using "signum" function. Second, there is no control over the process of storing prototypes in the network; it is merely imposed by the distribution of data.
In order to overcome these problems, this paper proposes a new algorithm by extending the original growing cell structure in [20] . First, a Gaussian function is used instead of signum to remove crisp boundaries and improve generalization. The second problem is addressed by introducing a parameter (l ad ) into training algorithm to control adding new prototypes to the network. This parameter is a real number between zero and one. Another desirable feature of l ad is that it allows controlling the trade-off between speed and accuracy, and hence choosing an optimal training. This parameter is empirically obtained to meet the required objective (see the next section).
As already mentioned, the TDIRBF is shift-invariant in time despite this fact that there is no sliding window in its architecture. To achieve this property, it stores an adequate number of prototypes for each action in training phase. For a detailed description of training procedure, please see Algorithms 1 -2.
IV. RESULTS AND DISCUSSION
For experiments, the UIUC human action dataset [13] was used. It contains 14 different actions (walking, running, jumping, waving, jumping jacks, clapping, jump from sit up, raise one hand, stretching out, turning, sitting to standing, sitting to standing, crawling, pushing up, standing to sitting) performed by eight actors; for simplicity in reporting results, each one is assigned a number (1-14) , respectively. For a fair comparison, the provided silhouettes by the dataset without any enhancement were used. Fig. 6 shows example frames and the extracted silhouettes. This work was evaluated using net ← initialize-TDIRBF(Q, t s , τ, l ad )
sil(t) ← extract-silhouette(img(t))
6:
net ← TRAIN-TDIRBF(net, x, i)
t ← t + 1 increment time t to read a new frame 9: if t ≤ N fr (i, j) then j ← j + 1 increment j to select a new example 13: if j ≤ N ex (i) then
14:
t ← 1, and go to 4 15: end if 16: i ← i + 1 increment i to select a new action 17: if i ≤ Q then 18: j ← 1, t ← 1, and go to 4 19: end if 20: save net 21: end procedure leave-one-actor-out protocol (see [13] ). In the first step of tests, the effects of the model parameters (t s , τ,l ad ) on the performance were studied by performing many tests using different set of parameters. The tests were implemented in Matlab 7 and run on an Intel dual core 2.53 GHz PC with 4GB of RAM. The results demonstrated several issues as follows.
First, the average processing time for extracting the proposed features for each frame was 20 msec, hence suitable for real-time applications with a frame rate slower than 50 fps. Second, an optimal training according to required objective is achievable by choosing an adequate value for l ad : increase in l ad improves accuracy while degrading speed, and vice versa. However, a logarithmic relation between accuracy and l ad was observed for l ad > 0.5. This explains the fact that in the beginning of training when the network for k = τ : −1 : 2 do 3:
end for 5: (1)), // compute ϕ j using Eq. 7 7: if j * ∈ class c then 8:
go to 22 10: else // add a new prototype to the network 11: newP rototype ← add-prototype(X(1)) 12 : end if 22: end procedure does not have sufficient information about actions, adding prototypes to the network significantly improves accuracy, but after this step it is not effective anymore. Consequently, the existence of parameter l ad provides flexibility since it allows users to control the trade-off between speed and accuracy, and hence choosing an optimal training based on their objectives. To measure the performance of the classifier for different applications, two objectives were set: 1) Objective 1: to achieve the highest possible speed. 2) Objective 2: to achieve the best possible accuracy.
net.class(c).node(L(c)) ← newP rototype
To meet each of these objectives, a different set of parameters was empirically set: 1) To meet objective 1: t s = 4, τ = 17, and l ad = 0.1. 2) To meet objective 2: t s = 2, τ = 17, and l ad = 0.75. To measure a more realistic prediction of the model performance and avoiding the risk of biasing, further experiments were carried out using unseen data and the two mentioned parameter sets. The results are given in Table I .
When choosing the first objective, the execution time for the classifier is approximately 0.064 second. This speed is almost enough for real-time applications with frame rates less than or equal to 15 fps. For objective 1, the average of recognition error is 9%. However, when the speed is not the main concern, the accuracy can be improved by choosing objective 2: the error rate is reduced to less than 6%. For distribution of error for each class please see the corresponding confusion matrix (Fig. 7) . The main reasons for these confusions are the high degree of similarity for some actions and high level of self-occlusion for singleview silhouettes. For instance, in actions raise one hand and waving, the movement of the hand for several frames is mainly covered with torso and head.
Performance evaluation using either speed, without considering accuracy, or accuracy without speed, is not rational. Furthermore, comparing performance of different methods using the two factors, separately, is not tangible enough. Therefore, this paper proposes a new metric for performance measurement by combining accuracy and speed into a new measure, named overall performance, as follows:
where acc and sp denote accuracy (in %) and speed (in fps), w and h are width and height of images in pixels, and λ is a binary parameter (λ = 0, 1) such that for applications in which speed is not important it is zero, otherwise one; for λ = 0, the overall performance is identical to accuracy. Since the speed is a subjective issue influenced by the size of images, this factor has been also added to the formula. In this way, comparing methods in which different image sizes have been used for test becomes possible. The results given in Table I under the column of overall performance have been calculated using Eq. (9). The results shows that the proposed method outperforms Metric Learning [13] , one of state-of-the-art methods, in terms of execution time and overall performance: 1) the proposed action descriptor is 8500 = times increases, in overall performance is observed.
V. CONCLUSION
This paper presents a fast algorithm to understand human actions from video sequences. To achieve this goal, a new action descriptor based on appearance and motion and an action classifier (TDIRBF) have been proposed. The TDIRBF has a few advantages over TDRBFs, including simplicity (in structure and training) and flexibility (ability to train for different objectives). Furthermore, the application of the proposed method is not limited to a specific type of actions like cyclic and acyclic; instead, it can be used for the both groups. Based on empirical evidence, as summarized in Table I and discussed in Section IV, the proposed descriptor is appropriate for real-time applications with a frame rate slower than 50 fps. It also significantly improves upon previous works in terms of speed and overall performance while preserving an average accuracy above 90%. The best obtained accuracy for the UIUC dataset is 94.5%. For this setting, the overall system is at least 380 times faster than [13] .
