, where Γ is a function that maps a node to its neighbors.
mcc). We first give a polynomial-time approximation algorithm for the T-mcc problem. Then, we show how we can use this algorithm as a subroutine in an approximation algorithm for the A-mcc problem.
We show that the T-mcc problem on graphs with maximum degree ∆ has a polynomial-time algorithm with approximation factor (2 − O (1/∆)). We then consider the A-mcc problem. If the incremental degree (see Section 4) d of the input graph is a constant, we achieve an O(d) approximation ratio in polynomial time.
Related Work: From the approximability point of view the A-mcc problem has been considered in [6] .
In that paper a polynomial time approximation algorithm for the A-mcc problem is given. The algorithm achieves an approximation ratio of 8k, where k is the cost of the optimal solution to the A-mcc problem.
Notice that the approximation ratio of the algorithm proposed in [6] is not fixed but it depends on the cost of the optimal solution to the A-mcc problem. Chain graphs have also been investigated in [2] . However, the graph-modification problem arising in [2] is different from the ones studied in this paper.
The rest of this paper is organized as follows. In Section 2 we give the necessary definitions and describe the different ways of looking at the problem. Section 3 gives the basic algorithm for the T-mcc problem.
Section 4 investigates that more difficult A-mcc problem. We conclude in Section 5.
Preliminaries

Definition 1 A bipartite graph G = (U, V, E) is a chain graph ([9]) if there is a bijection π : {1, . . . , |U |} → U (an ordering of U ) such that Γ (π (1)) ⊇ Γ (π (2)) ⊇ . . . ⊇ Γ (π (|U |)), where Γ is a function that maps a node to its neighbors.
An equivalent definition of a chain graph is the following.
Definition 2 A bipartite graph G(U, V, E) is a chain graph if and only if it does not contain a pair of independent edges. In other words, a chain graph is 2K 2 free.
For a fixed permutation of the nodes in U and V , π U and π V respectively, we may represent G(U, V, E) on the 2-dimensional plane so that node u ∈ U with rank π U (u) corresponds to the interval (0, π U (u) − 1), (0, π U (u)) on the y-axis. Similarly, node v ∈ V with rank π V (v) corresponds to interval (π V (v) − 1, 0), (π V (v), 0) on the x-axis. Every possible edge (u, v) corresponds to a unit square defined by the points
. Visually, existing edges in G(U, V, E) will correspond to shaded unit squares and absent edges to white unit squares. We call this representation of G a grid representation. We call this 2-dimensional representation of the bipartite graph G as M G . We will often resort to this representation when explaining our algorithm. We can use the G and M G representations interchangeably to represent graph G. In fact, M G can also be represented as a matrix, where the square with its top right corner being at point (i, j) is represented by M G (i, j) and M G (i, j) = 1 if the corresponding square is black and M G (i, j) = 0 otherwise. We additionally use M G [u, :] 
In terms of the 0-1 matrix M G Problem 1 can be rephrased as the optimal number of 0-entries that need to be transformed into 1's so that the M G matrix becomes nested. Different cost functions define optimization problems with different approximation properties. In this paper we discuss the following two.
the minimum set of edges F that need to be added to G such that the bipartite graph G = (U, V, E ), where 
find the minimum set of edges F that need to be added to G such that the bipartite graph G = (U, V, E ),
is a chain graph. The value of the solution is |F |.
Since the A-mcc problem is NP-hard ( [9] ) so is the T-mcc problem; it is easy to see that the optimal solution of the two problems are identical. However, the two problems have different approximation properties. Since our algorithms will connect the Mcc problem with vertex covers of bipartite graphs we give the following definition that will prove useful.
Definition 4 Consider bipartite graph G(U, V, E) and a sequence of vertex covers of
G, C 1 = (U 1 , V 1 ), . . . , C k = (U k , V k ), with U i ⊆ U and V i ⊆ V . We say that C 1 , . . . , C k are nested sequence of vertex covers if U i+1 ⊆ U i and V i+1 ⊇ V i for all 1 ≤ i < k.
Approximating the T-mcc problem
In this section we give a constant factor polynomial time approximation algorithm for the Total Minimum Chain Completion problem. We have the following result. we find the best such permutations, our algorithm would optimal for T-mcc problem. However, we are only able to find bucket orders of the nodes rather than total orders 1 .
We construct the bucket orders b U and b V , on the nodes of U and V , respectively, by constructing a sequence of consecutive and nested vertex covers of the input graph G. Let there be k such vertex covers Then, the combined knowledge of the nested vertex covers (U , V ) and (U , V ) allows us to conclude that all the unit squares in area defined by the union of A and A will be white, and thus the corresponding edges do not exist in G. This is illustrated in Figure 1 (c).
Vertex covers and min-cuts: Computing the vertex covers of bipartite graphs is central for our algorithm. The minimum vertex cover of the input graph can be computed using flow techniques. Given an input
The set of directed edges E H consists of the following edges: The edges (u, v) ∈ E become directed edges (u → v). These edges are assigned weight ∞. The edges (x → u) for all u ∈ U . These edges are assigned weight α. Finally, the edges (v → y) for all v ∈ V . Those edges are assigned weight 1 − α. The following proposition is a straightforward result of this construction. [1, 3, 8] 2 . The n − 1 or fewer line segments forming the graph of f (α) correspond to n − 1 distinct cuts (and thus distinct vertex covers). Using the results of [3] we can compute these breakpoints in polynomial time.
We can now prove Theorem 1. Using the results of [3] and Proposition 1, for all values of α ∈ [0, 1]
we can produce a linear number of vertex covers (
Lemma 1 we know that this sequence of vertex covers is a nested sequence. We may rearrange the nodes in U and in V so that all nodes in U i are grouped together and the first |U i+1 | nodes of the group correspond to the nodes in U i+1 . Similarly, the nodes in V are rearranged so that all nodes in V i+1 are grouped together and the first |V i | nodes of the group are the nodes in V i . Due to this rearrangement, the marked points in An example of such a curve is shown in Figure 2 Proof. Compared to C , the area underneath C has extra triangles (
(see Figure 2(c) ). These triangles have the same area as the corresponding triangles (
. But these latter triangles are already included in C . Thus A ≤ 2A .
The preceding analysis suggests the following 2-approximation algorithm for the T-mcc problem:
1. For input bipartite graph G(U, V, E) that is not a chain graph construct the extended graph H α .
2. Apply the parametric min-cut max-flow algorithm of [3] on the extended graph H α and obtain a 
Therefore, the approximation factor of this improved algorithm is
The following corollary is an application of the techniques described above and thus its proof is omitted. 
Corollary 1 In the special case where the input bipartite graph G(U, V, E) is a forest, the T-mcc
We can now prove the following approximation result for the A-mcc problem.
Theorem 2 Consider bipartite graphs G(U, V, E) with constant incremental degree d. The optimal solution
to the A-mcc problem can be approximated in polynomial time within 8d + 2. Consider now case (b): we may assume that while removing vertices of degree at least r/2 we do not remove any vertex of degree at most r/4 ≥ n/8. In a graph there are at most 8d vertices with degree at least r/2. We thus remove at most 8d vertices. When we are done, the next vertex to be removed will be of degree less than r/2, so unless we already have r/4 isolated vertices we will add r/4 ≥ n/8 edges as before.
Proof
By calling the 2-approximation algorithm of Theorem 1 we get the 8d + 2 factor as before.
Running Time: The algorithm thus reduces to producing all possible sequences of at most 8d vertices of degree at least r/4, say f (d) such sequences, and then reducing r to 3r/4. The recurrence gives g(rs) = f (d)g(3rs/4), which is n O(log f (d)) , a polynomial running time.
As for the T-mcc problem, we have the following result for the approximability of the A-mcc problem for input graphs that are forests. The remaining case removes first the vertex of degree 1 + r/2 and proceeds inductively after removing the 3 this is because n ≤ 2r
Corollary 2 If the input bipartite graph G(U, V, E) is a forest (having incremental degree
We have studied the approximation properties of the Minimum Chain Completion problem. More specifically, we showed that when we want to minimize the total number of edges in the output chain graph there is a polynomial time factor 2 − O (1/∆)-approximation algorithm, where ∆ is the maximum degree of the graph. For the case where the goal is to minimize just the additional number of edges added to the input graph so that it becomes a chain graph, we gave an polynomial time O(d)-approximation algorithm, where d is the incremental degree of the input graph. The approximation algorithm for the A-mcc problem uses as a subroutine the approximation algorithm for the T-mcc problem.
Several problems remain open. For example, the bipartite complement of a chain graph is also a chain bipartite graph. Thus the problem that asks for the minimum number of edges to remove from a bipartite graph so that it becomes a chain graph is as hard as the A-mcc problem. However, this problem seems harder to approximate, just as independent set is harder to approximate than vertex cover. Only the case of very dense graphs seems easier, just as sparse graphs were easier for the A-mcc problem. The case where simultaneous additions and deletions are allowed in the input graph and the problem is to make the minimum number of edge modifications in an input bipartite graph so that a chain graph is a subject of further study.
