Abstract-The problem of computing any-order expectations of trajectories generated by discrete-time one-dimensional chaotic systems is addressed by means of a suitable generalization of the Perron-Frobenius operator and its quantization. Tools from tensor algebra are introduced and analytical expressions for the special case of piecewise-affine Markov maps are obtained. Results are further specialized for a family of maps with quite general features. As an example application, some cross-and self-interference terms are computed, which are involved in the evaluation of the performance of chaos-based DS-CDMA systems in an asynchronous multipath environment.
I. INTRODUCTION

R
ECENT developments have highlighted that a statistical approach may greatly benefit the study of causal systems that exhibit a chaotic behavior. In this case, in fact, critical dependence on initial condition prevents the study of single trajectories from giving information which are globally valid. On the contrary, considering a set of trajectories of nonvanishing measure allows to track the mixing mechanism causing the loss of information and to characterize it quantitatively.
This approach has recently found many promising applications in fields like communication [1] - [3] , data encryption [4] , noise generation [5] , or suppression [6] .
Yet, realistic, complex signal processing tasks involve blocks with memory in which the signals are nonlinearly combined with their delayed versions. The higher the nonlinearity of the block (e.g., the higher the number of significant terms in its multidimensional Taylor expansion), the higher the order of the signal correlations that are needed to compute even the simple variance of its output. Such a situation is ubiquitous in real systems as nonlinear equalization, noise filtering, correlation receivers coping with complex channel models, etc.
Hence, the topic of computing higher order statistics of trajectories generated by a chaotic dynamics is emerging as one of the Publisher Item Identifier S 1057-7122(00)09918-9.
points to tackle to fully exploit the potentiality of chaos-based techniques in real applications. Some pioneering work in this field can be traced back to [7] - [9] . In [8] , nonquantized trajectories produced by piecewise-affine fully stretching maps are considered and any-order expectation function involving polynomial observables are given an analytical expression. In [9] a generalization to -dimensional map is proposed, although the main aim is to address implementation issues.
This work tries to formulate a general setting in which any-order expectations of possibly quantized trajectories generated by one-dimensional chaotic maps can be easily expressed. Though the results will be nothing that specializations of what can be done by iterating classical Perron-Frobenius methods, the tools provided will easily lead to analytical expression for quantities whose computation can become quite intricate by means of conventional notations.
In Section II a suitable generalization of the Perron-Frobenius operator is introduced, some stationarity properties of mixing dynamics highlighted, and the relationship between trajectory quantization and tensor algebra is introduced. In Section III piecewise-affine maps are considered such that their quantized dynamics can be assimilated to that of a Markov chain. Such a link is formally demonstrated for any-order statistics and connected to well-known characteristic quantities of the map itself. A family of maps is then introduced in Section IV, whose degrees of freedom allow to span many interesting cases already presented in literature [2] , [3] , [10] , [11] . For these maps, closed form expressions for any-order expectations are derived. In Section V, after a brief introduction to chaos-based DS-CDMA systems affected by multipath, the results obtained in the previous sections are used to compute the basic terms accounting for cross-and self-interference at the receiver. Some conclusions are finally drawn. The closed form expression obtained in Section V are used in the companion paper [12] to derive and discuss an analytical estimation of the performance of a chaos-based DS-CDMA system affected by multipath propagation.
II. EXPECTATIONS OF QUANTIZED CHAOTIC TRAJECTORIES
Consider a piecewise-continuous map whose iteration starts from an initial condition 1057-7122/00$10.00 © 2000 IEEE
. Let be the set of probability densities defined on and assume that is randomly drawn according to . Consider also the family of operators : defined in the following. Definition 1: For any and any integers set and define
From Definition 1 we get that can be applied to the probability density regulating the distribution of to obtain the joint probability density of the random vector . From Definition 1 it is also evident that is nothing but the well-known Perron-Frobenius operator [13, chap. 3] such that . The operators in Definition 1 implicitly contain all the statistical properties of the chaotic systems. In fact, for any integrable function , where is the set of complex numbers
The last equality, which is due to the causality of the system, being the analogous of the duality between the Koopman and Perron-Frobenius operator [13, chap. 4] extended to more than one time steps.
A further link between the operator in Definition 1 and the Perron-Frobenius operator is given by the following.
Theorem 1: The operator in Definition 1 admits the following alternative expression:
where is the Dirac's generalized function. Proof: Note first that is the th iteration of the Perron-Frobenius operator so that the point distributes according to . Yet, from on, the points are linked by the causal nature of the map. Hence, the joint probability of the random vector collecting samples of the trajectory at different time steps is vanishing whenever such a link is not fulfilled (i.e. whenever ), and depends only on the distribution of the first point . Fig. 1 shows the support (i.e., set of points in which it is nonnull) of when is the well-known logistic-map . Note how the causal link between the subsequent map states is encoded in the projections of such a support on the coordinate planes whose profile is the ; ;
) and its projection on the coordinate planes when M is the logistic map.
shape of the iterate linking the state at the two corresponding time steps.
From the definition we can also easily derive that the operator is linear with respect to . In the following we will assume that is mixing [13, chap. 4 ] so that where is the invariant probability density function, i.e.,
. From this a few properties descend highlighting stationarity features of the chaotic dynamics. To help the following discussion let us define a shortcut operator.
Definition 2:
The following properties hold. Beyond these asymptotic considerations, a noteworthy simplification holds even for finite . In fact, the following property is analogous to Property 1 and follows from the invariance of and from Theorem 1.
Property 2:
Hence, the adoption of initial conditions distributed according to makes all the characteristic features of the resulting trajectories to appear stationary even though the underlying system is causal.
When this stationarity condition holds, the transition mechanism of the map state variable can be assimilated to that of a continuous-state Markov chain (i.e., a memory-one process) as indicated by the following.
Theorem 2:
Proof: Use Definition 2, Theorem 1 and the invariance of to express the product in the right-hand side as Note then that to obtain the required result.
Note how the quantity plays the role of a conditioned probability density quantifying the probability of moving from to given the density of . From now on we will consider trajectories generated with . With this, the distribution of the initial state is the same of the states obtained by map iteration and we can exploit all the stationarity properties highlighted so far.
We also consider observables which quantize the state space, i.e. we will assume that at each time step the function is constant in each of intervals partitioning . The -dimensional vector is defined so that . As an example, Fig. 2 shows the functions , , and constant on each of the four interval of a partition of the state space. A different quantization is adopted at different time steps and different trajectories are associated to different values depending on which intervals they visit.
The th order expectations of the quantized trajectories can be obtained from (1) . More formally, assuming from now on , we have in which the integral term is nothing but the probability that a trajectory starting in falls in at time step , in at time step , etc. We can collect all the values of such a term in a -dimensional tensor which will be indicated as the symbolic dynamic tracking tensor (SDTT) as it tracks the symbolic evolution [14] of the systems at prescribed time steps.
Since multi-index quantities like the SDTT will be useful in the subsequent discussion let us here define some basic operators acting on tensors along with few related properties. For the sake of clarity, although other more general operators can be defined, we here distinguish those specialized forms that are most useful in the following discussion.
Definition 3: Given two -dimensional tensors and with identical index ranges, their inner product is a scalar defined as where every index sweeps all its range.
The inner product is a commutative bilinear operator. Definition 4: Given an -dimensional tensor and an -dimensional tensor , their outer product is an -dimensional tensor such that where every index sweeps all its range. The outer product is a noncommutative, associative, and bilinear operator.
Definition 5: Given the -dimensional tensor and the -dimensional tensor such that the range of the last index of is the same of the first index of , their product is an -dimensional tensor such that where sweeps all the common range. The product is a noncommutative, associative, and bilinear operator. Definition 6: Given the -dimensional tensor and the -dimensional tensor such that the range of the last index of is the same of the first index of , their chain product is an -dimensional tensor such that
The chain product is a noncommutative associative bilinear operator.
Definition 7: Given the hyper-cubic -dimensional tensor and the matrix whose first index has the same range as the indexes of , the hyper-cubic -dimensional tensor is defined as where all the index span their whole range. The tensor products defined above enjoy few distributive properties which are recalled without proof in the following. With the previous definitions, note that the terms for spanning the range , can be also compounded in the -dimensional tensor , and that (2) Though this will be of no help in further derivations, for the sake of completeness we here note that the above expression is redundant whenever the are such that if then for any and their codomains contain only different complex symbols . In fact, an expression analogous to (2) exists entailing tensors instead of tensors. To obtain such an expression construct the matrix , depending on , and the as if otherwise as well as an -dimensional tensor which are such that . With this, and with the aid of Property 3 we easily get where the last equality implicitly defines the SDTT related to the symbolic dynamics of the largest multi-intervals in which the are constant.
III. SPECIALIZATION TO PIECEWISE AFFINE MARKOV MAPS
In the following we will assume that the map is a piecewise affine Markov map with respect to the quantization intervals, i.e., that restricted to any is affine and that, for any and , either or . The adoption of piecewise affine Markov maps allows the following theorem.
Theorem 3: If is piecewise affine Markov with respect to the quantization intervals then where the invariant measure is defined as . Proof: Consider the mapping mechanism of a piecewise affine Markov map as depicted in Fig. 3 .
From that figure we get that, as is the probability that the map state belongs to at time for , it is the invariant measure of the intersection of all the counterimages . If the further condition is added, such an intersection is restricted to have an invariant measure equal to . Yet, from the piecewise affine nature of the map we know that is constant in each and from the Markov property, the intersection with the additional counterimage divides the previous intersection in two parts proportional to the ratio of points in that are mapped into . With this we may write
Yet, by definition, the last term is nothing but the probability that a trajectory starts with a point uniformly distributed in and is in at time , i.e., where is the usual flat interval measure. As is constant in each we may rewrite the last expression as which can be substituted in (3) . Recalling the linearity of , and noting that and for every , we finally get the required result.
Note how Theorem 3 is the analogous of Theorem 2 for the symbolic dynamics instead of the real dynamics. Note also that Theorem 2 allows the factorization of multi-indexes operators into one-index operators and that Theorem 3 allows the factorization of multi-dimensional SDTT into two-dimensional SDTT's.
In fact, recalling the definition and the associativity of the chain product we may rewrite the SDTT as Note that this factorization property is a key point distinguishing from . In fact, the operator in Definition 7 cannot be, in general, factored.
In the following, we will concentrate on piecewise affine Markov maps with . In this case, the two-dimensional tensor can be related to a well-known matrix characterizing the statistical behavior of trajectories. It is defined component-wise as (4) and is often referred to as the kneading matrix since its entry in the th row and th column records the fraction of that is mapped into . From this it easily follows that the sum of the row entries of any kneading matrix is always one. It can be proved [3] that is the restriction of the Perron-Frobenius operator to the space of functions which are constant in each .
As can also be seen to belong to that space it can be written as where the vector is the unique eigenvector of corresponding to a unit eigenvalue, i.e.,
. From this we get that, if then and also the sum of the column entries of is always 1, i.e., is a doubly stochastic matrix.
We are now ready to state the following.
Theorem 4: If for then
Proof: Let us first prove that where is the th entry of the th power of the kneading matrix. To see this proceed by induction, the property being true by definition for . Note then, that from the fact that either or and from the piecewise affinity of we have which is nothing but the matrix product . As far as is concerned, note that it may be written as Note that, Theorem 4 is a further step in the direction of Theorem 3. In fact, while the latter allows factorization of multi-indexes SDTT into single-index SDTT's, the former states that single-index SDTT's are actually powers of a matrix which is characteristic of the map.
In the light of all the previously stated Properties, the expression of the -order expectation of the quantized trajectories becomes (5) where and which can be effectively exploited noting the following property.
Theorem 5: If is a piecewise affine Markov map such that is a primitive matrix (i.e., a power of exists in which no entry is null), a family of matrixes exists such that with exponentially vanishing as and with . Proof: As is primitive and doubly stochastic it enjoys special spectral properties [15] . In fact, only is an eigenvector with an unit eigenvalue and all the other eigenvalues are such that . Hence, for any vector , exponentially approaches as so that exponentially approaches . Using Theorem 5, the expression in (5) Proof: The required result simply follows noting that in all the three left-hand side expression the right term of the inner product is independent, respectively, from the first, th and th index.
The above property can be exploited in a particular but common case to substantially reduce the number of different terms entailed in the computation of (5). contains all the binary vectors whose first and last entry are oneand in which no two subsequent entries are both null.
Proof: Substitute Theorem 5 in (5) and exploit the linearity of and of the inner product to obtain With this, the required result follows noting that all the terms corresponding to a binary vector not belonging to may be factored as in Property 5 to obtain quantities proportional to a vanishing sum.
Note that all the terms in the sum of Theorem 6 are of the kind to which Property 4 applies giving products of the kind where are chain products of for .
A. Examples
To clarify some possible uses of the previous results we here give examples of the computation of a second, third and fourth order expectation under conditions whose significance will be clarified in the final applicative section. which clarifies that any-order expectations depend on partial inner product of the kind (6).
Example 1(a): If then
IV. THE CASE OF -TAILED SHIFTS
In this section a particular family of piecewise affine Markov maps is considered. They will be called -tailed shifts and are defined as if otherwise for
. The family of -tailed shifts includes some of the maps already analyzed in the chaos-based DS-CDMA framework [2] like the -way Bernoulli shift (which is a -tailed shift) and the -way tailed shift (which is a -tailed shift). These maps have proven themselves able to optimize the performance of standard DS-CDMA systems operating in certain environments [16] , [17] and are therefore of great interest. As an example, Fig. 4 shows a -tailed shifts. we have , i.e., times the outer product of the first column of and the first row of .
The first column of can be easily computed to be with unit entries. The required result easily follows.
From the above theorem it is also clear that another characteristic of the family of -tailed shifts is their ability of featuring a kneading matrix whose second largest eigenvalue modulus can be made arbitrarily close to any real value in . In fact given a desired modulus , if is the integer closest to then is an approximation of whose accuracy increases when . As the importance of in selecting maps with optimal crossinterference has been highlighted in [16] , the availability of a family of maps whose densely spans the whole is of great interest.
Moreover, the following theorem gives a general expression for the building blocks of any-order expectations of trajectories generated by an -tailed shift.
Theorem 8:
where . Proof: To simplify the derivation consider the matrix which takes into account the block structure of and it is defined assuming that (see 
Theorem 7)
. The linearity of the inner product immediately allows us to write
As the generic is constant in each of its four blocks, also can be partitioned into a number of blocks in which it is constant. Once that these blocks are identified, the value of can be collected in the contribution to the global inner product so to leave a product of sums of components of .
From the block structure of we get that the value of the final chain product in (7) will be different if either or . As every indexes for is the second index of and the first index of the value of the final chain product in (7) will be different if either , if or . From the block structure of we get that the value of the final chain product in (7) will be different if either or . To take all the possible combinations of the above condition into account we introduce the graph representation in Fig. 5 . Each of the possible path beginning from one of the two leftmost nodes in the graph and ending in one of the two rightmost ones correspond to one of the possible contribution to the final inner product. Along the path, quantities associated to edges multiply up to the value of the tensor in the corresponding block while quantities associated with nodes are the result of collecting such a value and extracting partial sums of the components of .
By inspection of Fig. 5 it is easy to see that, if indicates the whole inner product (and thus the sum of all the possible product paths) in (7) then where is the contribution to the inner product in (7) of all the product paths beginning with the bottom leftmost node (i.e., that corresponding to the condition ). Noting that, in general , the above expression can be simplified to give Further inspection of the column related to reveals that where is the contribution to the inner product in (7) of all the product paths starting from the second bottom node of the second column of the graph (i.e., such that and considering ). Let us now define to be the contribution to the inner product in (7) of all the product paths starting from the bottom note of the th column of the graph (i.e., such that and considering ). Again, direct graph inspection reveals that, for ,
A final graph inspection easily gives that so that the required result is then given by trivial back-substitution of the .
Theorem 8 has a straightforward specialization to the case in which for every . In this case the statement becomes and, noting that (8)
A. Examples
To show the use of the above results we here further develop the expressions derived in Examples 1(a), 2(a), and 3(a).
Example 1(b):
If then we may recall Example 1(a) and substitute (8) Note how all the quantities at the right-hand side of the above examples can be computed from the knowledge of , and the quantizations. Furthermore, in general one could take the expression in Example 4 and substitute (8) to obtain an expression depending on the same quantities which gives an explicit value to any th order expectations.
This kind of result can obviously be extended to any family of maps whose matrix is block-constant. Hence, even if we here report the full derivation only for the -tailed shifts, it can be intuitively accepted that the SDTT-based approach is an effective tool for proper bookkeeping in the computation of anyorder expectations of quantized trajectories of many families of maps.
Note also that the final form of the expectations reveals how the dependency structure of the process of the quantized states depends on both and the quantization. Hence, though a thoroughly discussion of such a topic goes beyond the scope of this paper, a proper exploitation of these degrees of freedom may lead to the design of processes with independent, loosely correlated or strongly correlated symbols.
V. APPLICATION TO DS-CDMA SYSTEMS IN ASYNCHRONOUS AND MULTIPATH ENVIRONMENTS
In DS-CDMA systems each user multiplies its narrow-band information signal by a rapidly varying PAM signal whose symbol sequence can be complex and is usually indicated as the spreading sequence.
All the users transmit this spread signal at the same time and over the same band and they are distinguished only by means of different spreading sequences.
At the receiver, symbol recovery is made by correlating the incoming signal with the synchronized local replica of the spreading sequence of the useful user.
The other users are considered not synchronized due to their random and varying position with respect to the receiver. Moreover, in the most general setting, the channel multipath characteristic introduces delayed versions of all the signals which add up at the receiver.
The key to estimating the performance of such a communication system is the knowledge of how much the nonuseful signals affect the receiver output, i.e., on how much they are correlated with the spreading sequence of the useful user.
In chaos-based DS-CDMA systems, spreading sequences are obtained quantizing by means of a function and periodically repeating a slice of consecutive states of the map evolution starting from an initial condition which is independently assigned to each user [2] 
as in
The function is constant in each intervals and it defines the -dimensional symbols vector so that and to generalize the classical bipolar sequences with . The correlation properties of the spreading sequences and their periodic nature are taken into account defining the so-called partial correlation function as where is the slice of chaotic trajectory generating the spreading sequence of the th user.
Though a more formal modeling of a possible multipath channel is discussed in the companion paper [12] , it can be intuitively accepted that two kinds of effects are present in a DS-CDMA communication systems affected by multipath propagation.
The first is due to the presence of users other than the useful one whose spreading sequence are partially correlated with the useful one and can be thought to enter the final symbol reconstruction stage as a random Gaussian disturbance term [2] . The variance (and thus the impact) of such a disturbance depends on terms of the kind [18] , [12] (9) where the expectation is taken over all the possible pairs of spreading sequences of two different users and is either 0 or 1.
The other effect is due to the presence of delayed versions of the useful signal which add up at the receiver. The correlation between delayed versions of the same spreading sequence is then responsible for a further disturbance whose impact depends on terms of the kind [18] , [12] (10) where the expectation is taken over all the possible spreading sequences and . Hence, the quantities involved in the performance of chaosbased DS-CDMA systems affected by multipath depends on second-, third-, and fourth-order correlations of the spreading sequences. Such quantities can be computed by means of the previous results when -tailed shifts are adopted to generate spreading sequences with . As far as the cross-interference term is concerned, recall (9) along with the stationarity highlighted by Property 2 and (1) to write (11) which holds for or . In the above expression a statistical average and a secondorder expectation appear. The average can be easily computed to give and the second-order expectation can be derived from Example 1(b) so that setting one gets
The two expressions for the average and the second-order expectation can be substituted into (11) to obtain a mixed polynomial-exponential sum that can be closed by means of [19] to obtain the cross-interference as Almost the same path can be followed for the self-interference term. In this case the stationarity highlighted by Property 2 allow us to write Re (12) where second-and fourth-order expectation appear. A deeper look at (12) reveals that when the third-order expectation also appear since the index of the sum may be equal to . The main goal of the paper is to formalize a set of tools allowing the explicit computation of any-order expectations of possibly quantized trajectories generated by chaotic maps. To do so, a suitable generalization of the Perron-Frobenius operator is introduced whose quantization reveals the tensor structure of the expectations.
Such a structure is specialized first for piecewise-affine Markov maps and then for a family of maps defined to span many interesting cases already presented in literature.
As an example application, the cross-and self-interference terms appearing in the performance evaluation of a chaos-based DS-CDMA system affected by multipath are given closed analytical forms.
The expressions of such quantities are the starting point of the analysis carried out in the companion paper which aims at defining possible performance improvements with respect to the classical approach.
