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Conformational changes
Major histocompatibility proteins share a common overall structure or peptide binding groove. Two
binding groove domains, on the same chain for major histocompatibility class I or on two different chains
for major histocompatibility class II, contribute to that structure that consists of two α-helices (“wall”)
and a sheet of eight anti-parallel beta strands (“ﬂoor”). Apart from the peptide presented in the groove,
the major histocompatibility α-helices play a central role for the interaction with the T cell receptor.
This study presents a generalized mathematical approach for the characterization of these helices. We
employed polynomials of degree 1 to 7 and splines with 1 to 2 nodes based on polynomials of degree 1
to 7 on the α-helices projected on their principal components. We evaluated all models with a corrected
Akaike Information Criterion to determine which model represents the α-helices in the best way without
overﬁtting the data. This method is applicable for both the stationary and the dynamic characterization of
α-helices. By deriving differential geometric parameters from these models one obtains a reliable method
to characterize and compare α-helices for a broad range of applications.
Program summary
Program title: MH2c (MH helix curves)
Catalogue identiﬁer: AELX_v1_0
Program summary URL: http://cpc.cs.qub.ac.uk/summaries/AELX_v1_0.html
Program obtainable from: CPC Program Library, Queen’s University, Belfast, N. Ireland
Licensing provisions: Standard CPC licence, http://cpc.cs.qub.ac.uk/licence/licence.html
No. of lines in distributed program, including test data, etc.: 327565
No. of bytes in distributed program, including test data, etc.: 17433656
Distribution format: tar.gz
Programming language: Matlab
Computer: Personal computer architectures
Operating system: Windows, Linux, Mac (all systems on which Matlab can be installed)
RAM: Depends on the trajectory size, min. 1 GB (Matlab)
Classiﬁcation: 2.1, 4.9, 4.14
External routines: Curve Fitting Toolbox and Statistic Toolbox of Matlab
Nature of problem: Major histocompatibility (MH) proteins share a similar overall structure. However,
identical MH alleles which present different peptides differ by subtle conformational alterations. One
hypothesis is that such conformational differences could be another level of T cell regulation. By this
software package we present a reliable and systematic way to compare different MH structures to each
other.
Solution method: We tested several ﬁtting approaches on all available experimental crystal structures
of MH to obtain an overall picture of how to describe MH helices. For this purpose we transformed
Abbreviations: MH2c, MH helix curves (name of software); TR, T cell receptor; p, peptide; MH, major histocompatibility; MH1, major histocompatibility class I; MH2, major
histocompatibility class II; G, binding groove; CDR, complementarity determining region; MD, Molecular Dynamics; PDB, Protein Data Bank; VMD, Visual Molecular Dynamics;
PCA, Principal Component Analysis; PC, principal component; AIC, Akaike Information Criterion; cAIC, corrected Akaike Information Criterion; IMGT®, the international
ImMunoGeneTics information system®.
✩ This paper and its associated computer program are available via the Computer Physics Communications homepage on ScienceDirect (http://www.sciencedirect.com/
science/journal/00104655).
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E-mail address: bernhard.knapp@meduniwien.ac.at (B. Knapp).0010-4655 © 2012 Elsevier B.V.
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1482 B. Hischenhuber et al. / Computer Physics Communications 183 (2012) 1481–1490all complexes into the same space and applied splines and polynomials of several degrees to them. To
draw a general conclusion which method ﬁts them best we employed the “corrected Akaike Information
Criterion”. The software is applicable for all kinds of helices of biomolecules.
Running time: Depends on the data, for a single stationary structure the runtime should not exceed a few
seconds.
© 2012 Elsevier B.V. Open access under CC BY-NC-ND license.1. Introduction
The interaction between a T cell receptor (TR), a peptide (p) and
a major histocompatibility (MH) protein is an essential process in
adaptive immunology. However, its detailed structural interaction
mechanism for eliciting the immune response is still not clear. One
hypothesis proposes an induction of conformational changes in the
TR/pMH interface [3]. In this context the complementarity deter-
mining regions (CDR) of the TR play a major role: The centrally
located and hypervariable CDR3 loops are the most structurally
diverse CDR and mainly recognize the peptides presented by the
MH (for a standardized nomenclature see [18,20]). In contrast, the
CDR1 and CDR2 loops mainly recognize the rather conserved α-
helices of the MH [18,20,32]. Hence, beside the presented peptide,
these α-helices are of major interest for recognition by the TR.
In this context the question arises how these α-helices can be
characterized in a convenient way to allow further detailed inves-
tigations and comparisons. For the stationary case sequence-based
methods [4], sequence-based methods with illustration on three-
dimensional images [8] or two-dimensional sequence-based meth-
ods [19] exist. However, these methods are not satisfactory [23,24],
if one adds structural and even dynamical aspects, as for exam-
ple provided by Molecular Dynamics (MD) simulations [22]. Cur-
rently several hundred experimentally derived structures of pMH
(bound or not to TR) are available from the Protein Data Bank
(PDB) [1] and annotated in IMGT®/3Dstructure-Data Bank, the in-
ternational ImMunoGeneTics information system® [6,7]. Most of
them have roughly the same overall structure: A binding groove
(G) ﬂanked by two α-helices. However, these helices differ in their
overall structure and/or in subtle arrangements. Although both he-
lices depend on MH class I (MH1) and MH class II (MH2) classes,
genes and alleles, especially the latter depends on different pep-
tides bound to the MH and on different TR binding characteristics.
On this basis the question arises how to classify and discriminate
changes in the MH α-helices.
As a ﬁrst step to handle these problems mathematically we
introduce approximations via splines. Spline interpolation was uti-
lized before to visualize macromolecules in convenient ways [13],
with coloring schemes [28] or visualization of long secondary
structures via Chebyshev polynomials [33]. The description of
structural parts of macromolecules by mathematical functions will
allow to calculate several differential geometric parameters char-
acterizing biological information. For example, Mohapatra et al.
developed a quantitative description of the structure of transmem-
brane helix bundles [29], whereas Enkhbayar et al. investigated
the Leucine-Rich Repeat (LRR) proteins and observed structural
changes [9]. Koh et al. analyzed the surface of a β-sheet by the
help of the mean curvature [25]. The emphasis of this study differs
from previous work by applying spline interpolation to investi-
gate the α-helices of MH in a systematic way. For this purpose
we present the software package MH2c (MH helix curves).
2. Methods
2.1. Helix ﬁtting
Some authors suggest that the interaction process is guided by
the side-chains of the α-helices [34], while others propose that thebackbone interaction is more important [17]. For our purpose we
extracted the Cα-coordinates (x1,i, x2,i, x3,i)i∈N of the amino acids
of the MH α-helices according to the classiﬁcation of Visual Molec-
ular Dynamics (VMD) implementing the STRIDE [11] and DSSP [21]
algorithms. For each α-helix we performed a Principal Component
Analysis (PCA) employing the Statistics Toolbox of Matlab version
7.11.0.584. This procedure yielded the coordinates (z1,i, z2,i, z3,i)i∈N
of each α-helix by projection of the data points (x1,i, x2,i, x3,i)i∈N
on the 3 principal components (PC). To represent the characteris-
tic structure of an α-helix, we employed a vector-valued function
in parametric form as a function of the 1st PC z1, which, by deﬁ-
nition, represents the largest variation in the data:
⎛
⎝ z1z2
z3
⎞
⎠=
⎛
⎝ f1(z1)f2(z1)
f3(z1)
⎞
⎠ ; z1, z2, z3 ∈R. (2.1)
We determine for the functional form f1 of the 1st vector com-
ponent z1 the identity function id(z1). In Fig. 1 we illustrate the
2nd vector component z2, representing the overall length of the α-
helices, and the 3rd vector component z3. From this ﬁgure one can
recognize that the periodic turns of the α-helices generate propor-
tionally more noise in the 3rd vector component z3. Consequently
we calculated a centered moving average [30] with period 4 ac-
cording to
z3,i = 18 z3,i−2 +
1
4
z3,i−1 + 14 z3,i +
1
4
z3,i+1 + 18 z3,i+2 (2.2)
to remove the α-helices’ turns in the 3rd vector component z3
(Fig. 1). We obtained from Eq. (2.1)
⎛
⎝ z1z2
z3
⎞
⎠=
⎛
⎝ id(z1)f2(z1)
f3(z1)
⎞
⎠ ; z1, z2, z3 ∈R. (2.3)
As functional forms, of our vector components, f i , i = 2,3, we
considered polynomials and splines. Polynomials of degree m are
deﬁned as
P [m] :=
{
p :R→R
∣∣∣ p(x) = m∑
i=0
aix
i; ai ∈R, i = 0, . . . ,m
}
.
To deﬁne splines with N nodes we consider the set Z := {a =
w0 < w1 < · · · < wN < wN+1 = b} which yields a decomposi-
tion of the interval [a,b] in N + 1 subintervals (w j−1,w j), j =
1, . . . ,N + 1. The set of splines Sm(Z) consists of smooth func-
tions, which are polynomials of degree m on the subintervals
(w j−1,w j). We will consider 21 different models to approximate
f2 and f3 in Eq. (2.3), respectively. In particular we study polyno-
mials (see Fig. 1), splines with N = 1 node and splines with N = 2
nodes, and in each case we let the polynomial degree vary within
m = 1, . . . ,7.
We employed the least-squares spline approximation algorithm
from the Curve Fitting Toolbox of Matlab to ﬁt the transformed
data points of the vector components z2 and z3 by the above de-
scribed models.
B. Hischenhuber et al. / Computer Physics Communications 183 (2012) 1481–1490 14832.2. Model selection via information criteria for single stationary
structures
Information criteria can be used to determine which models are
most suitable to approximate given data. Usually there is a tradeoff
between the goodness of ﬁt and the complexity of a model, and
information criteria typically incorporate penalties for the model
size. To identify models which are suitable for describing our α-
helices, we employed the corrected Akaike Information Criterion
(cAIC) [16]:
cAIC = nlog SSE
n
+ 2k + 2k(k + 1)
n − k − 1 . (2.4)
Here SSE represents the Sum of Squared Error SSE2 =∑n
j=0(z2, j − f2(z1, j))2 for the 2nd vector component and SSE3 =∑n
j=0(z3, j − f3(z1, j))2 for the 3rd vector component; n is the num-
ber of data points and k is the number of model parameters.
The 1st term of Eq. (2.4) corresponds to the negative maximum
likelihood of the regression model, and decreases with model com-
plexity. The 2nd term 2k is the penalty of the original Akaike
Information Criterion (AIC), which obviously increases with model
complexity. The ﬁnal term (Eq. (2.4)) is a second-order correction
of AIC for small sample sizes, which is recommended to be used
when nk < 40 (see [2,16]). The criterion cAIC is computed for all 21
models, and those models with minimal cAIC are regarded as best.
For a more general comparison of results for different crystal
structures, we calculated the cAIC-Differences p [12] for each
cAIC-value (Eq. (2.4)),
p = cAICp −mincAIC; p ∈ {1, . . . ,21}. (2.5)
Consequently p = 0 for the model which minimizes cAIC, but
also other models with small p might be considered as describ-
ing the data well. We refer to this procedure as “cAIC approach for
the stationary case”.2.3. Model selection via information criteria for whole trajectories of
structures
Since dynamic trajectories over time yield deeper insight than
single stationary structures, we extended our method to trajecto-
ries obtained from MD simulations. For this purpose we chose 4
exemplary structures from the PDB (see Section 2.5). On the basis
of these structures we carried out MD simulations using Gromcas 4
[15] with the following settings:
We immersed each complex into an explicit artiﬁcial water bath
allowing for a minimum distance of 20 Å between protein and
box boundary. We applied periodic boundary conditions and min-
imized the energy of the complexes using the steepest descent
method. Subsequently we warmed them up to 310 K. Finally we
started MD simulations for a real time of 10 ns using the param-
eter sets approved by Omasits et al. [31]. On the basis of these
simulations we investigated the effects of helical deformation on
our spline models.
Each simulation consists of a sequence of stationary structures,
hence the methodology for the stationary case can be applied
for each time step of the MD simulations, resulting in 21 cAIC-
Differences p(t) (see Eq. (2.5)) for every time step t of each
simulation. As a result of the PCA applied to the α-helices, the
functional form of the 2nd vector component z2 is more stable
than that of the 3rd vector component z3. Consequently the poly-
nomial degree of the best model is stable over time for the 2nd
vector component z2, whereas for the 3rd vector component z3
one observes severe ﬂuctuations. To deal with this instability we
considered the performance of different functional forms over the
whole time line. Speciﬁcally we added up the cAIC-Differences of
Eq. (2.5) of each functional form over time
Sp =
∑
p(t) (2.6)
tFig. 1. Projections of the α-helix of G-ALPHA of a pMH2 complex with the PDB accession code 3l6f: Transformed coordinates of Cα -atoms are colored in blue. The moving
average (Eq. (2.2)) of the 3rd vector component (Eq. (2.3)) is colored in green. The ﬁtted polynomials of degrees 1 to 7 are colored in red. (For interpretation of the references
to color in this ﬁgure legend, the reader is referred to the web version of this article.)
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of visualization of the cAIC-Differences p(t) we applied a robust
version of local linear regression (Matlab function rlowess) using
the Curve Fitting Toolbox of Matlab. We refer to this method as
“cAIC approach for the dynamic case”.
2.4. Employed test set: stationary case
For the selection of an appropriate approximation of MH α-
helices satisfying the balance between the goodness of ﬁt and thecomplexity of a model, we applied the “cAIC approach for the sta-
tionary case”. For this purpose we extracted all 453 available crys-
tal structures of (TR)/pMH complexes according to IMGT®, the in-
ternational ImMunoGeneTics information system® [6,27] (accessed
August 2011), from the PDB [1]. Out of this test set we excluded
10 complexes for reasons like incomplete helices or non-classical
helices. This ﬁltering yielded a test set of 443 crystal structures
(Table 1).
We classiﬁed these crystal structures ﬁrst in MH class I (MH1)
and class II (MH2). We then classiﬁed these complexes based on
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Overview over the sets and the respective number of crystal structures. (The re-
maining complexes are omitted in the analysis, for the sake of completeness we
added these complexes in this table.)
MH1 MH2 Sum
pMH 323 24 347
TR/pMH 55 18 73
Remaining complexes 4 19 23
Sum 382 61 443
the absence of TR (pMH1, pMH2) or presence of TR (TR/pMH1 and
TR/pMH2) in the crystal structures. A few crystal structures do not
belong to one of these subsets, since their additional ligands are
not TR (e.g. antibody pMH binding, natural killer cell receptor pMH
binding, etc.). We collected these structures in Table 1 in the set of
remaining complexes, but omitted them in our analysis. In total
this leads to 4 subsets: pMH1, pMH2, TR/pMH1 and TR/pMH2 (Ta-
ble 1).
2.5. Employed test set: dynamic case
We applied the “cAIC approach for the dynamic case” to our
trajectories from MD simulations. For each of the ﬁrst four sets
in Table 1 we considered one MD simulation, with the following
respective starting structures: PDB accession code 1hsa for pMH1,
PDB accession code 1mi5 for TR/pMH1, PDB accession code 1sjh
for pMH2 and PDB accession code 1fyt for TR/pMH2. In all cases
we investigated which functional form has p in an ε-neighbor-
hood.3. Results
3.1. Single stationary structures
In general, functional forms f i , corresponding to splines with 1
or 2 nodes have large cAIC-Differences p . Therefore these mod-
els do not represent eﬃcient α-helix approximations. The lowest
cAIC-Differences p were observed for polynomials, with different
degrees for f2 and f3.
In the ﬁrst part of this section we will present the results for
the MH1 and MH2 complexes. We will observe that the differences
between the two MH-classes were reﬂected in the polynomial de-
gree of models selected for the α-helices. In the second part of
this section we will present results for the 2 subsets TR/pMH and
pMH of each class investigating the inﬂuence of the TR binding at
the α-helices.
The boxplots of Figs. 2 and 3 illustrate the differences between
MH1 and MH2 in terms of cAIC-Differences for polynomials (we
illustrate all models including splines in Figs. S1 and S2 as supple-
mentary data).
The best functional forms f2 and f3 resulting from our analysis
for the MH1 are described in Table 2. Detailed information on the
performance of different functional forms is provided as supple-
mentary data in Table S1. From Fig. 2 and Table S1, we observe that
for the 2nd vector component of both α-helices, as well as for the
3rd vector component of G-ALPHA1 [26] polynomials of degree 4
also perform well. In comparison, the 3rd vector component of G-
ALPHA2 [26] requires a higher polynomial degree between m = 4
and m = 6. Actually according to Table S1 the number of instancesFig. 2. cAIC-Differences p for the polynomial models over all crystal structures of MH1. (A) MH1 α-helix of G-ALPHA1: 2nd vector component f2. (B) MH1 α-helix of
G-ALPHA2: 2nd vector component f2. (C) MH1 α-helix of G-ALPHA1: 3rd vector component f3. (D) MH1 α-helix of G-ALPHA2: 3rd vector component f3.
1486 B. Hischenhuber et al. / Computer Physics Communications 183 (2012) 1481–1490Fig. 3. cAIC-Differences p for the polynomial models over all crystal structures of MH2. (A) MH2 α-helix of G-ALPHA: 1st vector component f2. (B) MH2 α-helix of G-BETA:
1st vector component f2. (C) MH2 α-helix of G-ALPHA: 2nd vector component f3. (D) MH2 α-helix of G-BETA: 2nd vector component f3.Table 2
The functional forms f2 and f3 belonging to the vector-valued function (Eq. (2.3))
for the α-helices of MH1 (Fig. 2) and MH2 (Fig. 3) resulting from the “cAIC approach
for the stationary case”.
Single stationary structures
α-helix of G-ALPHA1 (MH1),
G-ALPHA (MH2)
α-helix of G-ALPHA2 (MH2),
G-BETA (MH2)
f2 ∈ P [.] f3 ∈ P [.] f2 ∈ P [.] f3 ∈ P [.]
MH1 3 3 3 5
MH2 2 3 3 6
for which polynomials of degree 4, 5 or 6 perform best are almost
identical. The number of the parameters for this functional form
f3 based on our method strongly depends on the angle of the kink
in the α-helix; the more the enclosed angle is acute the higher is
the resulting polynomial degree needed to approximate f3.
In comparison to the MH1 complexes, the results for the MH2
complexes appear quite different (see Fig. 3): The best functional
forms for these α-helices are again listed in Table 2. Figs. 3A, 3C
and Table S2 provide more details. Thus for G-ALPHA [26], poly-
nomials with degree 3 for the 2nd vector component are possible
as well as polynomials with degree 2 for the 3rd vector compo-
nent. For some instances a functional form f3 ∈ P [1] is also a good
approximation according to the cAIC-Differences p , however we
would not recommend this choice (see Section 4). The architec-
ture of the α-helices of G-BETA [26] is slightly more complicated.
Hence this structure requires polynomials with higher degrees.
Apart from the functional forms f i given in Table 2 also f2 ∈ P [4]
(Fig. 3B) and f3 ∈ P [7] (Fig. 3D) are appropriate.Table 3
The functional forms f2 and f3 belonging to the vector-valued function (Eq. (2.3))
for the α-helices of the pMH and TR/pMH of each MH class resulting from the “cAIC
approach for the stationary case”.
Single stationary structures
α-helix of G-ALPHA1 (MH1),
G-ALPHA (MH2)
α-helix of G-ALPHA2 (MH1),
G-BETA (MH2)
f2 ∈ P [.] f3 ∈ P [.] f2 ∈ P [.] f3 ∈ P [.]
pMH1 3 3 3 5
TR/pMH1 3 4 3 6
pMH2 2 3 3 7
TR/pMH2 2 3 3 6
In the second part of this section we will present results for the
TR/pMH and pMH of each class. We performed the same descrip-
tive statistic as used above. Corresponding ﬁgures and tables are
presented as supplementary data (Fig. S3 for TR/pMH1, Fig. S4 for
pMH1, Fig. S5 for TR/pMH2 and Fig. S6 for pMH2; the frequencies
of TR/pMH1 and pMH1 are listed in Table S1 and the frequencies
of TR/pMH2 and pMH2 in Table S2). The best functional forms are
illustrated in Table 3.
Comparing the TR/pMH1 with pMH1, the results demonstrate
that the polynomial degree of f2 is the same in both α-helices. In
the 3rd vector component the TR/pMH1 complexes showed a ten-
dency to be approximated better with polynomials of higher de-
gree (Figs. S3C and S3D). The best functional form f3 of G-ALPHA1
is f3 ∈ P [4] (Fig. S3C). Optional functional forms are f3 ∈ P [3] and
f3 ∈ P [5]. The 3rd vector component of G-ALPHA2 required a func-
tional form f3 ∈ P [6], however f3 ∈ P [4] and f3 ∈ P [5] are also
suitable (Fig. S4D). These results show that the functional forms of
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and S4). In summary the effect of the TR binding on the polyno-
mial degree is rather small and insigniﬁcant. However, the effect
of such binding will become noticeable in the coeﬃcients of the
model (see example in Section 4).
In Figs. S5 and S6 we illustrate the differences between
TR/pMH2 and pMH2. Only the 3rd vector component f3 of G-BETA
showed minor differences. The complexes of pMH2 showed a ten-
dency to a functional form f3 ∈ P [7]. However, this effect is so
small, that in general the functional forms of TR/pMH2 and pMH2
are the same. Similar to MH1 complexes, the effect of the TR bind-
ing at the α-helices will become noticeable in the coeﬃcients of
the model.
3.2. Dynamic structures
For our 4 MD simulations we applied the “cAIC approach for
the dynamic case” (see Section 2), where we select the model for
which Sp (Eq. (2.6)) had the lowest value. Results for f2 and f3
are presented in Table 4. One illustrative example is given in Fig. 4,
where we plotted the rlowess of the cAIC-Differences p in each
time step for polynomials (similar plot including splines is Fig. S7
in the supplementary data). We have shown for the single station-
ary case, that functional forms f i , corresponding to splines with
nodes, yield in general larger cAIC-Differences p , since they suf-
fer from too many parameters. Consequently we consider here only
polynomials f i for the vector components of our dynamic model.
Informations about other functional forms are listed in Table S3
for MH1 and Table S4 for MH2.Table 4
The functional forms f2 and f3 belonging to the vector-valued function (Eq. (2.3))
for the α-helices of pMH and TR/pMH of each MH class resulting from the “cAIC
approach for the dynamic case”.
Dynamic structures
α-helix of G-ALPHA1
(MH1), G-ALPHA (MH2)
α-helix of G-ALPHA2
(MH1), G-BETA (MH2)
f2 ∈ P [.] f3 ∈ P [.] f2 ∈ P [.] f3 ∈ P [.]
pMH1 (1hsa) 3 6 3 7
TR/pMH1 (1mi5) 3 7 4 6
pMH2 (1sjh) 2 4 3 7
TR/pMH2 (1fyt) 2 1 3 6
As we already mentioned in the Methods section (see Sec-
tion 2), that the 2nd vector component is more stable than the
3rd vector component, which results from applying the PCA. Con-
sequently the best model for the 2nd vector component has almost
everywhere the same polynomial degree for the dynamic and the
stationary structures (compare Section 3.1). The only differences to
mention are polynomial degrees for the dynamic structures, that
are almost always higher than for the single stationary structures.
For example, pMH1 and TR/pMH1 need higher polynomials in the
3rd vector component for dynamics than for static structures.
In summary the results of the “cAIC approach for the dynamic
case” are in line with the results of the “cAIC approach for the
stationary case”: We found differences in the polynomial degrees
in the functional forms for the α-helix of MH1 and MH2. We did
not ﬁnd any signiﬁcant differences in the choice of the functional
forms between TR/pMH and pMH, neither in the stationary caseFig. 4. rlowess of the cAIC-Differences p belonging to the polynomial models over the time for the MH1 complex with the PDB accession code 1hsa. (A) MH1 α-helix of
G-ALPHA1: 2nd vector component f2. (B) MH1 α-helix of G-ALPHA2: 2nd vector component f2. (C) MH1 α-helix of G-ALPHA1: 3rd vector component f3. (D) MH1 α-helix
of G-ALPHA2: 3rd vector component f3.
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come visible in the coeﬃcients of the polynomials, as described in
the example in the discussion.
3.3. Open interface for further analysis provided
The above described methodology is additionally supported by
an open source code allowing the user to develop customized anal-
ysis procedures for the curves. Examples of such extensions are
already provided in our implementation (see Appendix A) and dis-
cussed below.
4. Discussion
In this study we introduced splines to characterize the α-
helix of the MH. Splines are a well-known concept in the context
of molecular modeling where they were mainly used to visual-
ize proteins in a convenient way (see Section 1). To our knowl-
edge no method uses them to compare and investigate MH α-
helices. Previously reported was the sequence-based IMGT/Collier-
de-Perles tool [5,19] whose aim is also to make MH and their
α-helices comparable. However, in contrast our method is entirely
of structure-based origin. It will be of beneﬁt to the community
since in the literature one frequently reads sentences like: “After
TR/peptide/co-receptor/superantigen binding the helix is deformed
marginally/slightly/signiﬁcantly/severely. . . ”. These vague descrip-
tions are diﬃcult to interpret. Our method enables scientists to
describe deformations in a structured, comparable and meaningful
way.
Initially it sounds like a straight forward approach to charac-
terize α-helix by curves. However, in this study several scientiﬁc
challenges had to be addressed. The ﬁrst question was to ﬁnd
an appropriate coordinate representation: We formulated a vector-
valued function in parametric form consisting of polynomials and
polynomial splines, since these functions are continuously differ-
entiable. In our ﬁrst approach we ﬁtted the curves through coor-
dinates of the α-helix obtained from the PDB. This procedure had
the disadvantage that the approximations of the different α-helices
were not comparable to each other, since the rotation and transla-
tion of the molecule complexes differ. In our second approach we
used a rotation matrix to transform the α-helix into the diagonal
of the Cartesian coordinate system. The advantage of this approach
in comparison to our ﬁrst ﬁt was that the stationary structures
were comparable to each other. However, in MD simulations we
lost this advantage again, due to the movement over time. Conse-
quently, in our third approach, we applied PCA to obtain a local
coordinate system. After we established the different models with
polynomials and splines with 1 or 2 nodes in combination with
polynomials of degree 1 to 7 yielding 21 models on the basis of
the PC, we used the cAIC to determine the most appropriate model
for our α-helix. One representative example is depicted in Fig. 5.
The results, that polynomials are better approximations than
splines, were quite surprising since the architecture of a single
stationary α-helix is based on a model with polynomials or poly-
nomial splines with one or two kinks (extremal values). How-
ever, during a MD simulation α-helices undergo conformational
changes, which could not be represented by splines with nodes
in a convenient way. One might consider further improvements
for our splines. Instead of using equidistant nodes, the deﬁnition
of the nodes at the kink points would be an improvement in the
stationary case. The models would ﬁt the α-helix more precisely.
However, in the dynamic case one would have to deﬁne the nodes
based on the ﬁrst frame, yielding a very good model for this frame
but not necessarily for others. During the simulation the kinks of
the α-helix could shift, whereas the predeﬁned nodes are ﬁxed.
This problem can be solved by redetermination of the nodes inFig. 5. Visualization of a single stationary TR/pMH1 complex (PDB accession code
1mi5) with our recommended model according to Table 5.
every time step according to shifts of the kinks. This would lead
to another more general approach where a dynamic search of the
number of nodes and the location of these in each time step would
be necessary. However, this redeﬁnition would make the compari-
son over time diﬃcult and lead to an exponential increase in com-
putational time, rendering this approach impractical for longer MD
trajectories. Hence the use of polynomials without nodes seems to
be most appropriate (see recommendation in Table 5).
If the difference in the cAIC-Differences p between models
was found marginal we recommend using higher polynomials, par-
ticularly in the 2nd vector components, since this yields additional
degrees of freedom and can ﬁt α-helix during conformational
changes more ﬂexibly.
We do not recommend the polynomial f2 ∈ P [1], since linear
functions are not ﬂexible enough to guarantee good approxima-
tions for new complexes. The data show that for the α-helix of
G-BETA (Table S4) the functional forms f2 ∈ P [4] and f2 ∈ P [7]
are possible alternatives. In contrast to the results of the MH1 G-
ALPHA2, the 2nd vector component of the α-helix of MH2 G-BETA
needs a functional form with one higher polynomial degree. In this
way the major differences [32] between the 2 MH classes are re-
ﬂected in our results (see Section 3).
Furthermore our approach yielded interesting insights regarding
the particular information on the α-helix which is represented in
the different PC: (i) The plane spanned by the 1st and the 2nd
PC contains the curvature of the α-helix. (ii) In the plane spanned
by the 1st and the 3rd PC the torsion is described. Therefore the
main information is found in the 2nd vector component and subtle
information in the 3rd vector component.
Since there are hardly any differences in the selected functional
forms between pMH and TR/pMH the same model can be applied,
which is then suitable for calculating differences between com-
plexes: The 2 MH2 complexes I–Ak (PDB accession code 1iak [10])
and I–Au (PDB accession code 1k2d [14]) differ by a helical dis-
placement, as described by He et al. [14]. We applied our method
to each complex yielding the same functional form as optimum
(α-helix of G-ALPHA: f2 ∈ P [3], f3 ∈ P [4], α-helix of G-BETA:
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Recommended models.
Single stationary structures Trajectories of structures
α-helix of G-ALPHA1 (MH1),
G-ALPHA (MH2)
α-helix of G-ALPHA2 (MH1),
G-BETA (MH2)
α-helix of G-ALPHA1 (MH1),
G-ALPHA (MH2)
α-helix of G-ALPHA2 (MH1),
G-BETA (MH2)
f2 ∈ P [.] f3 ∈ P [.] f2 ∈ P [.] f3 ∈ P [.] f2 ∈ P [.] f3 ∈ P [.] f2 ∈ P [.] f3 ∈ P [.]
MH1 4 4 4 5 4 7 4 7
MH2 3 4 4 7 3 5 4 7
Fig. 6. Helical displacement of MH2 I–Ak and I–Au. (A) The interhelical distances [nm] in each equidistant, discrete evaluation point of the curves (I–Ak is colored blue, I–Au
is colored red). (B) The differences of the interhelical distances [nm] of these two complexes in each equidistant, discrete evaluation point of the curves. (For interpretation
of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)f2 ∈ P [4], f3 ∈ P [7]), but with different coeﬃcients. Based on this
we calculated the interhelical distances between curve approxima-
tion of the α-helix of G-ALPHA and the α-helix of G-BETA. The
results nicely illustrate the displacement in a structured and mean-
ingful way (Fig. 6A). The helical displacement toward the peptide
of I–Au is characterized by the shallower curve of the interhelical
distance. This effect becomes more visible in Fig. 6B showing the
differences of the interhelical distances. To obtain a measure for
this helical displacement, we calculated the approximation, using a
triangulation, of the area of the ruled surface spanned by the two
helices of each complex: The area of I–Ak amounts to 6.7255 nm2
and the area of I–Au amounts to 6.6575 nm2. The difference be-
tween these two areas is 0.068 nm2.
5. Conclusions
Altogether our method is a very general approach to model he-
lices and can be applied to various parts of macromolecules to
investigate their structural changes. Our method has potential ap-
plications for several areas of structural bioinformatics. For exam-
ple, quantifying how α-helices rearrange in reaction to weak and
strong MH binding peptides, binding processes by TR, co-receptors
and superantigens. For this purpose our method provides mod-
els which can be evaluated with respect to differential geometric
parameters like curvature, torsion and inter helical distances and
spanned areas. In this way a convenient representation of the α-
helices of the MH will be achieved yielding a big potential to
shed light on the interaction mechanisms between MH and bind-
ing partners.
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The whole software, entitled MH2c, for the choice of the func-
tional forms and simple examples for the characterization of ar-
bitrary helices are available for free for academic researchers. The
software package is implemented in Matlab version 7 and there-
fore available as platform independent source code from: http://
www.meduniwien.ac.at/msi/md/sourceCodes/mhHelices/mhHelices.
htm.
Appendix B. Supplementary material
Supplementary material related to this article can be found on-
line at doi:10.1016/j.cpc.2012.02.008.
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