Neurons exhibit a wide range of properties in addition to postsynaptic potential (PSP) summation and spike generation. Although other neuronal properties such as pairedpulse facilitation (PPF) and slow PSPs are well characterized, their role in information processing remains unclear. It is possible that these properties contribute to temporal processing in the range of hundreds of milliseconds, a range relevant to most complex sensory processing. A continuous-time neural network model based on integrate-andfire elements that incorporate PPF and slow inhibitory postsynaptic potentials (IPSPs) was developed here. The time constants of the PPF and IPSPs were estimated from empirical data and were identical and constant for all elements in the circuit. When these elements were incorporated into a circuit inspired by neocortical connectivity, the network was able to discriminate different temporal patterns. Generalization emerged spontaneously. These results demonstrate that known time-dependent neuronal properties enable a network to transform temporal information into a spatial code in a self-organizing manner-that is, with no need to assume a spectrum of time delays or to custom-design the circuit.
The elements in most neural network models consist of simple interconnected units that take the weighted sum of their inputs and generate an output by means of an activation function (1) . These elements are meant to represent the summation of fast excitatory and inhibitory PSPs (EPSPs and IPSPs, respectively) and spike generation. Indeed, these models have been effective in performing complex computations and have provided many insights into how the nervous system processes information. Neurons, however, exhibit many additional properties, such as PPF, paired-pulse depression, voltage-dependent excitatory currents, rebound facilitation, bursting, and slow IPSPs and EPSPs (2) . To date, few models have incorporated these properties, in part because the role of these properties in information processing is unclear. One possibility is that these properties contribute to the processing of temporal information in the range of tens to hundreds of milliseconds. Most network models have dealt primarily with tasks in which information is encoded in the spatial patterns of the inputs (1, 3) ; yet, the nervous system must also extract information from the temporal features of input patterns. Speech recognition, frequency discrimination, music perception, and motion processing are a few tasks in which information is encoded in the temporal domain (4) . It 
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To address whether time-dependent neuronal properties may underlie temporal processing, we used a neural network composed of integrate-and-fire elements that incorporated PPF and slow IPSPs in addition to fast EPSPs and IPSPs (5) (Fig. 1) . We focused on PPF and slow IPSPs because they have been described in some detail in cortical neurons (6) (7) (8) To analyze the ability of the network to generalize, we tested it with double-pulse stimuli for intervals between 30 and 330 ms (1 0-ms steps), and interpulse interval tuning curves were then constructed. (B) The same network was also trained to discriminate between four stimuli consisting of 400-ms trains of pulses at frequencies of 5, 10, 20, and 40 Hz. After training the output units to recognize frequency-specific patterns, we tested the network with 20 frequencies (3 to 80 Hz). Tuning curves were constructed from 100 and 50 presentations of each stimulus for (A) and (B), respectively.
work. To demonstrate that the ability of the network to perform temporal discriminations was a result of the time dependency of the PPF and the slow IPSPs, we performed a control experiment in which PPF and slow IPSPs followed a step function (dashed lines in Fig. 1 ). In these control simulations, the output units were unable to discriminate among any of the trained intervals.
To examine the ability of the network to discriminate complex temporal patterns, we tested it with three tasks: frequency, random pattern, and phoneme discriminations. In the frequency discrimination task, each output unit was trained to one of four frequencies (5, 10, 20, and 40 Hz) . After training, the network was tested with a range of frequencies. Each output unit exhibited a tuning curve centered around the frequency on which it was trained (Fig. 3B) . The second task consisted of training the network to discriminate between four stimuli, each consisting of four pulses with randomly assigned interpulse intervals. Again, each output unit responded preferentially to the stimulus it was trained on (Fig. 4A) ( 12) . After training, the output units exhibited a response curve qualitatively similar to that observed psychophysically (1 1) (Fig. 4B) .
We have shown that by using elements with realistic neuronal properties, temporal processing emerges as a result of state-dependent changes imposed on network dynamics. Without (Fig. 3A) . Although each output unit had been trained to respond to one . The network was then tested at all VOTs. Tuning curves were constructed from 100 presentations of each stimulus.
to respond to the most frequent synchronous input patterns, which in our tasks corresponded to the first pulse, which was common to all stimuli. Thus, the network became more responsive to the first pulse and less to the later pulses that contained temporal information. Hebb's rule is well suited to reinforce simultaneous activity coming from spatially distinct inputs, but it remains to be determined how well it will generalize to continuous-time networks that need to extract temporal as well as spatial information. Previous models that have dealt with temporal processing have often assumed the existence of delay lines or elements with a spectrum of different time constants ( 13) or thresholds ( 14) . These models often require an ad hoc architecture or do not generalize well to more complex temporal stimuli. Our simulations suggest that known time-dependent neuronal properties (not limited to PPF and slow IPSPs) with fixed and equal time constants permit a randomly connected network to transform temporal information into a spatial code (a place code). This transformation will occur at each layer of a network and will thus be amplified throughout layers. The general framework that emerges is that temporal combination-sensitive neurons (15) may arise as a result of time-dependent changes in network state that is, if stimulus "A" then "B" is presented to an animal, "A" will produce a change in cortical network states as a result of time-dependent neuronal properties and stimulus "B" will then produce a pattern of activity that 1030 codes for "B" preceded by "A," rather than simply "B." D. Mauk, Neural Comput. 6, 38 (1994) ; F. Worgotter and C. Koch, J. Neurosci. 11, 1959 (1991 440, 735 (1990) . 8. R. Creager, T. Dunwiddie, G. Lynch, J. Physiol. (London) 299, 409 (1980) . 9. The integrate-and-fire elements of Fig. 1 
