ABSTRACT In order to understand the organization of the PSI core antenna and to interpret results obtained from studies of the temperature and wavelength dependence of energy transfer and trapping in the PSI particles, we have constructed a model for PSI in which spectral heterogeneity is considered via a self-consistent approach based on Forster transport. The temperature dependence of the absorption and emission spectra of the individual Chl molecules in the protein matrix is calculated based on a model Hamiltonian which includes a phonon contribution. Time and wavelength resolved kinetics of PSI at different temperatures are investigated by means of two-dimensional lattice models. We conclude that wavelength-dependent fluorescence decay kinetics result only when two or more bottlenecks exist in the energy transfer and trapping process. A single trap or several pseudo-traps with spectrally identical environments do not lead to wavelength dependent decays. Simple funnel arrangements of the spectral types can be ruled out. At least one pigment with energy lower than the photochemical trap located close to the reaction center is required to produce the trends of the fluorescence lifetimes observed experimentally. The remainder of the core antenna is consistent with a random arrangement of spectral types. 
INTRODUCTION
A complete description of energy transfer and trapping in the light harvesting process is a formidable task. It can be approached at a variety of levels from the description ofenergy transfer between a single pair ofantenna molecules up to the organization and operation of the entire antenna system. Difficult and unanswered questions remain at all levels of description. For example, little is known at the molecular level about the organization of the antenna, although the recent work of Kuhlbrandt and Wang (1991) on the light harvesting complex II (LHCII) is an important step forward. However, it is important to note that even very detailed structural information will not necessarily allow a complete picture of the dynamics. A major reason for this is that the protein perturbs the electronic states of the chlorophyll (Chl) molecules quite significantly both through "solvent shifts" and through conformational distortion (Gudowska-Nowak et al., 1990) . For example, in the antenna complex of Prosthecochloris aestuarii (P. aestuarii) Gudowska-Nowak et al. (1990) find that the Qy transition energies ofthe bacteriochlorophyll (BChl) molecules vary by up to 2,700 cm-' as a result ofinteractions with the protein. Clearly, such large shifts will greatly influence the details of energy transfer no matter what the microscopic mechanism is. For the crudest model of energy flow in which the actual structure is used it is necessary to know which molecule absorbs at which wavelength. Despite the fact that structural information has been available on this protein for over fifteen years no completely satisfactory calculation of its absorption and circular dichroism spectra is yet available (Pearlstein, 1991) .
For descriptions on the largest scale a number of "low resolution" approaches have been used. Initially, kinetic schemes were developed by Butler (1975a Butler ( , 1975b and have been exploited more recently by Holzwarth and co-workers (1986 Holzwarth and co-workers ( , 1987 Holzwarth and co-workers ( , 1989 Holzwarth and co-workers ( , and 1991 , Wittmershaus (1987) , and Mukerji and Sauer (1989) . Analytical regular lattice models were developed by Pearlstein (1982; Hemenger et al., 1972) and used with some success on photosystem-I core particles by Owens et al. (1987 Owens et al. ( , 1988 Owens et al. ( , and 1989 . In order to explore issues of spatial and spectral inhomogeneity, numerical versions ofthe lattice model were studied by Jean et al. (1989) and Pullerits and Freiberg (1991) . In all these approaches the spatial characteristics of the antenna are considered at various levels of approximation but the couplings between the molecules are taken as empirical parameters. On the more microscopic level, Small and co-workers (Gillie et al., 1989) and Lyle and Struve (1991) have modeled the temperature dependence of a single energy transfer step using multiphonon radiationless transition theory (Jortner, 1976) . In these calculations no attempt was made to consider the influence of spatial and spectral heterogeneity in the antenna as a whole. At the microscopic level many challenging questions exist. Can energy flow be described by weak coupling theory (Forster, 1965) , strong coupling theory (Forster, 1965) , or a mixture of the two as the result of weak coupling between groups of strongly coupled chromophores (Lyle and Struve, 1991) ? At any level of description, what is the role of protein modes (phonons)? Can vibrational dephasing be assumed to be fast on the time scale of the energy transfer? Studies of the temperature dependence ofenergy transfer should shed light on a number ofthese questions. To date, however, the experimental situation is not especially clear. Small and co-workers (Gillie et al., 1989; and Lyle and Struve, 1991) have concluded, from studies of photosystem I preparations that contain both core and peripheral antenna , that energy transfer is very slow at low temperature (e.g., 300 ps at 1.6 K). By contrast, van der Laan et al. (1990) find that energy transfer in the antenna of Rhodobacter sphaeroides (R. sphaeroides) is rapid and shows little temperature dependence between 1.2 and 30 K. In addition, energy migration within the bacterial reaction center is still unresolvably rapid at 10 K .
We have recently completed a study of the temperature dependence of energy transfer and trapping in PSI core particles (40-50 Chl a/P700) and in whole cells of a PSI-only mutant (Werst et al., 1992) . Fluorescence decay measurements on whole cells and PSI core particles of the PSI-only mutant of Chlamydomonas reinhartii, A4d , show that a short component (15-80 ps) dominates the kinetics (Werst et al., 1992) . Owens et al. (1988) showed that P700 activity is directly correlated Chl a/P700), the short lifetimes for all emission wavelengths 680, 690, 700, 710, and 720 nm are in the range of 15-25 ps at room temperature. The emission monitored at 680 and 690 nm shows little temperature dependence from 10-20 ps in the range 36-295 K. However, the lifetimes of the short components monitored at 700, 710, and 720 nm all increase from -20 ps at 295 to 45, 70, and 80 ps at 36 K, respectively. These data form the basis of our criterion for excluding models of the PSI core antenna. This paper is an attempt to deal with a number ofthe issues raised above and provide a description of our data which sheds light on the structure of the core PSI antenna system.
Many factors are clearly relevant in the temperature dependence ofenergy transfer and trapping. In considering the microscopic details ofenergy transfer two factors seem of particular significance: the temperature dependence ofthe spectral overlaps, and the role ofBoltzmann factors in controlling the rates of "uphill" transfers. A major goal of this paper is to consider the competition between these two factors. The role of low energy (red) pigments (if such species exist) in focusing energy to the reaction center has been discussed ( van Grondelle et al., 1988 ) and it appears that our time and wavelength resolved data (Werst et al., 1992) are particularly suited to an examination of these issues.
Our starting point is the absorption spectrum of the system. The availability of a very detailed set of FrankCondon factors for Chl a in PSI (Gillie et al., 1989) , and of modern matrix methods to calculate spectra with many degrees of freedom (Friesner et al., 1985; Munn and Silbey, 1978) , given a model Hamiltonian, allow the "first principles" calculation ofthe absorption and emission spectra of individual Chl molecules in the protein matrix. Coupling to a low frequency phonon mode is included and thus (at a certain level of approximation) all homogeneous spectral broadening mechanisms are explicitly included in the Hamiltonian (Harris et al., 1986) . Thus, the temperature dependence ofthe spectral width of a given Chl molecule can be calculated without further input. In this approach the spectral broadening arises from the thermal population of the low frequency modes. In order to model the in vivo spectrum we must consider the effects of inhomogeneous broadening (or diagonal disorder). It is not obvious whether a continuous distribution of transition energies or a set of discrete spectral types (each with some inhomogeneous width) is the more appropriate description. Gaussian deconvolution of antenna absorption spectra has been a routine practice (Ikegami, 1983; Ikegami and Itoh, 1988; Jennings et al., 1990; Owens et al., 1988) and the use of spectral types has become common. Some support for this approach comes from the molecular orbital calculations of Gudowska-Nowak et al. (1990) , where large (up to 2,700 cm-') shifts in transition energies as a result of pigment-protein interactions are calculated for BChl a molecules in the antenna complex of P. aestuarii. Our approach is to use a combination of spectral types (typically 5-7 plus P700) each with a temperature independent 200-cm-1 inhomogeneous spectral width which is taken from the hole-burning work of Small and coworkers (Hayes et al., 1988) . With this model, the absorption spectrum of the entire model antenna can then be calculated under the further assumption ofweak coupling between the antenna chromophores.
Given the temperature dependence of the spectral properties of the various spectral types we then investigate energy migration and the time and wavelength resolved kinetics by means oftwo-dimensional lattice models using the methods developed by Jean et al. (1989) . If energy transfer is assumed to occur by the Forster mechanism all that is required is the spatial arrangement and temperature dependent spectral overlaps. Thus, the calculation is self consistent in the weak coupling limit.
Of particular interest in our simulations is the existence of the red pigments (pigments that absorb at a wavelength longer than the reaction center (RC) absorption maximum), the temperature dependence, and wavelength dependence of energy transfer in the PSI core antenna. If the red pigments do exist, we expect the locations of these low energy sites to play an important role in the energy transfer in the PSI core antenna. (Gillie et al., 1989) (Hsu and Skinner, 1984) and is similar to that discussed by Harris et al . as a simple model for pure dephasing in optical absorption (Harris et al., 1986 
CALCULATION
To calculate the absorption spectrum we use the exponent combining algorithm developed by Friesner et al. ( 1985) . The interested reader is referred to this reference for details. We briefly sketch the matrix method here. The transition dipole autocorrelation function involves the thermal average ofa product ofexponentiated operators. The Hamiltonians of Eqs. 2 and 3a do not commute, and, moreover, the commutator of the two does not commute with either one, so the product of the two exponentiated forms is given by (Wilcox, 1967) Brezan, 1969) e"iHte-"Ho') = Kei )t>.
After transforming to a suitable basis, the thermal average of this exponentiated effective Hamiltonian can be carried out exactly by using standard many-body techniques (Munn and Silbey, 1978 (North et al., 1978) which is assumed to be temperature independent.
(b) Temperature dependence of PSI absorption spectral width The Qy region of the absorption spectrum of PSI is very broad (-660 cm-'). The simulated absorption spectrum for the entire antenna complex can be obtained by introducing the contribution from static broadening or diagonal disorder. It has been proposed that there are multiple-spectral types of Chl a molecules in PSI (Ikegami, 1983; Ikegami and Itoh, 1988; Owens et al., 1988 Forster (1965) . For excitation transfer between any two spectral types, we need to compute the spectral overlap between the relevant absorption (a) and emission (e) spectra for the two Chls. This is given by
F'"j=h cn4R (9) where R,j is the distance between chromophores, K the orientation factor, n the refractive index. and ,4 are the transition dipole moments for absorption and emission, respectively. The details ofour method for computing the Forster rates will be given in the next section. We point out here that our use of the calculated spectra for the Chl a molecule coupled to the low frequency mode ofthe protein in the Forster calculation assumes that the protein motion is local in nature, i.e., that its correlation length is smaller than the inter-chromophore separation. The fluctuations in chromophore energies experienced at the donor site are thus completely uncorrelated from those at the acceptor site and the Forster picture is valid. Excitation transfer between chromophores coupled by a delocalized phonon has been discussed by other authors (Gillie et al., 1989; Lyle and Struve, 1991) . Furthermore, the assumption of diagonal disorder within a given spectral type is problematic for the Forster calculation. In particular, no assumption is made concerning the correlation between spatial location and spectral position within a given spectral type. In the lattice models discussed in the next section, for the coarse grained inhomogeneous broadening (i.e., that due to the presence of different spectral types), the spectral-spatial correlation is, of course, treated explicitly. This results in two levels of averaging with regard to spectral disorder.
-2a
SIMULATION OF ENERGY TRANSFER (a) Lattice model
Our approach to modeling energy transfer in PSI is based on a Forster hopping model (Pearlstein, 1982) . The Forster transfer rate is determined by the overlap ofthe donor emission spectrum and the acceptor absorption spectrum. Direct integration of the product of the calculated absorption and fluorescence lineshapes yields the Forster overlap.
Alternatively, we fit the calculated single site absorption and fluorescence lineshapes with a Gaussian. 42(W) in Eq. 9 can be expressed as (Jean et al., 1988) Au(w)
where the wo denotes the peak frequency and a, the width of the band.
w2(wo) is chosen so that
( 1 1) i.e., the single site absorption and fluorescence lineshapes are normalized to their transition dipole strength, ji2, which can be obtained from experiments (Shipman, 1977 
where i\ is the separation of donor emission and acceptor absorbance maxima. At low temperature, the overall trapping time is limited by the energy transfer from low energy pigments (red pigments) to the reaction center (vide infra). The high frequency tail ofthe absorption spectrum and the low frequency tail of the fluorescence spectrum make little contribution to the energy transfer from 298-77 K. Thus, the Gaussian spectrum approximation appears justifiable for this study.
The number of spectral types and absorption maxima ofthe spectral types are chosen to be similar to those obtained by Ikegami and Itoh (1988) . The absorption spectrum of PSI is obtained by summing the contribution of all individual spectral types weighted by the number of Chl of each spectral type. The number of Chl of each spectral type is determined by comparing the width of the calculated PSI absorption spectrum with the experimental value. In a few cases, the absorption maxima and the number of Chls of each spectral type used for simulations are obtained from deconvolution of the room temperature PSI absorption spectrum (for details, see next section).
We assume as an approximation that the structures ofthe proteins in the antenna system do not change with temperature. With this assumption, K and Rij will have no temperature dependence. We also assume that the refractive index and transition dipole strengths have no temperature dependence. As described in the previous section, the spectral width of individual spectral types will be temperature dependent. The fluorescence spectral width ofan individual spectral type is assumed to have the same value as the individual absorption spectral width because of the absence of significant frequency shifts between So and S,.
A change of temperature not only has an effect on the Forster rate but also on the trapping kinetics in the Master equation as shown below (Jean et al., 1989) , (13) where pi(t) is the probability that an excitation resides on the ith site at time t; Fij is the rate constant for energy transfer from pigment j to 
where bAi, is the difference between the peak frequencies of the two absorption bands. This assures that in the absence of deexcitation, the site populations relax to a Boltzmann distribution. Thus, the ratio of the uphill and downhill rates for any pair of pigments is strongly temperature dependent. The charge separation rate may also be temperature dependent. We assume that the temperature dependence of the charge separation rate is small in the temperature range 77-298 K. This is justified from the experimental results of the temperature dependence of bacterial RC The model systems we simulated contain 49 pigments (sites) comprising 48 core antenna and one reaction center (700 nm). The number of sites is chosen to mimic the core antenna size of the PSI particles studied by Werst et al. (1992) . A total of nine models were studied. In these models, the number of pigments for each spectral type and their absorption maxima (see Table 1 Fig. 1 . The simulation results according to the spectral properties in Table 1 or Fig. 1 show little difference. In all the simulations, the width of every spectral type is taken to be the same and is obtained from the results of absorption lineshape calculations at the given temperature. The center-to-center distance between sites in models 1-9 is 11.5 A. This is consistent with estimates based on the pigment and protein densities and with the experimentally observed Chl-Chl distance in LHCII (Kuhlbrandt and Wang, 1991) . A time constant of -1 ps for pairwise transfer to a neighboring site at 298 K is obtained at this distance. This is similar to that obtained experimentally by Owens et al. (1987) . The charge separation time is 3.4 ps (Owens et al., 1987) . Assuming the orientations of Chl a in PSI are random, the orientation factor, K2, is set to two-thirds as the result of a static average. The transition dipole strength is chosen to be 21.7 D2 (Shipman, 1977) . Nonneighbor hopping between sites is included. This is expected to become more important at low temperatures because it facilitates the escape ofan excitation from a low energy species (an alternative trap) in the antenna. The fluorescence decay time in the absence of energy transfer and trapping is taken as 3 ns for all sites. A time step of 5 ps was used for most of the calculations. The excitation wavelength is chosen as 654 nm to simulate the conditions used in the single photon counting measurements (Werst et al., 1992) . The initial (t = 0 ps) population of a spectral type is calculated according to the contribution to the absorption cross-section of the given spectral type at the excitation wavelength (Jean et al., 1989) . The initial excitation density of a spectral type is then evenly distributed among sites of the same spectral type.
We first outline our studies and in the following paragraphs give detailed descriptions of each of the models. We begin our simulations with funnel and random models without and with red pigments. Models 1-4 (Fig. 2) (Fig. 2) is a random model without red pigments in which pigments of different spectral types are haphazardly arranged around the trap. A random model (model 4) with these additional "red" spectral types was also studied (Fig. 2) . In both of the funnel-type models (Fig. 2 , model 1 and model 2), the spatial arrangements of all pigments are ordered so that the energy transfer is most efficient. We shall show that these funnel and random models are not adequate to describe the experimental data. Models 5-8 (Fig. 3 ) are used to address the issues raised above and to understand the temperature and wavelength dependence ofthe fluorescence decay obtained in models 1-4. From these calculations we propose model 9 (Fig. 4) to simulate the experimentally observed temperature and wavelength dependence of PSI particles and to compare with model 4. In model 5 (Fig. 3) , the two red pigments (705 nm) are away from the reaction center and the two 697 nm pigments serve as a bridge for facilitating the escape of excitation from the additional traps (i.e., the red pigments) in this model. The other pigments that surround the red pigments are significantly bluer so that at low temperature the uphill transfer from red pigments to reaction center occurs only through the 697-nm pigments neighboring the red pigments at low temperature. The two red pigments (705 nm) have effectively similar environments because an excitation, after concentrating at a red pigment, has to escape through the same 697-nm pigments. Therefore, the wavelength dependence of the trapping dynamics is expected to be small in model 5. However, the temperature dependence is expected to be larger in model 5 than in model 2. In model 6 (Fig. 3) , the two 705 and two 697 nm pigments are at the corners ofthe array. This arrangement is intended to focus energy to two different kinds ofpigments, i.e., the 697 nm pigments and 705 nm pigments which are distant from the reaction center. The arrangement is intended to probe the effect of the two different kinds of alternative traps on the overall trapping dynamics, in particular the wavelength dependence. In model 7 (Fig. 3) , we try to confirm the wavelength dependence of the trapping kinetics we obtained in model 6 by substituting the two 697-nm pigments with another two 705 nm pigments. In model 8 (Fig. 3) , one red pigment is in a different environment from the other three red pigments. In model 9 (Fig. 4) , the two red pigments are placed next to the reaction center, whereas other pigments are randomly arranged. For the random models, i.e., models 3, 4 and 9, the reported decays from 50 configurations of the arrangements of spectral types are averaged for each calculation of a random model.
RESULTS AND DISCUSSION
(a) Chi a and PSI absorption spectra
The temperature dependence of the calculated absorption lineshape of a single spectral type of Chl a bound to a protein, represented by a single low frequency mode of 22 cm-' (Gillie et al., 1989 ) is shown in Fig. 5 . An inhomogeneous width of 200 cm-' (Hayes et al., 1988) has been added to bring the calculated width into closer agreement with experimental results (Fig. 1) . The total linewidth (FWHM) of the main peak narrows from 430 cm-l at 298 K to 235 cm-' at 30 K. As expected, the homogeneous contribution to the width, due largely to the low frequency protein phonon, decreases sharply with temperature. There is also a very slight red shift, --2 nm, that occurs on lowering the temperature. The use of an Einstein model for the protein is certainly unrealistic, however, the dominance of the 22-cm-l mode in the hole-burned spectra of Gillie et al. (1989) their amplitudes, and peak positions are shown along with the experimental result for PSI particles at 298 K (Fig. 1) . The number ofspectral types and the absorption maxima of each spectral type are similar to those obtained by Ikegami and Itoh (1988) . Inclusion of pigments redder than P700 is consistent with Ikegami (1983) , who found red pigments (700-702 nm) in reconstituted PSI particles containing 29 Chl a molecules per P700.
(b) Simulations in PSI Simulation of PSI particles In the first set of simulations, models 1-4, we focus on two issues: (i) whether funnel or random models are capable ofreproducing the experimental trends in the temperature and wavelength dependent fluorescence decays, and (ii) whether low energy species ("red pigments") are required in these models.
Simulations of energy transfer in the funnel model without red pigments (model 1, Fig. 2) show single exponential kinetics. The lifetime of the excitations in this model decreases from 24 ps at 298 K to 3.5 ps at 77 K and is independent ofemission wavelength. This result is expected because at low temperature (77 K) the excitation is concentrated on the RC in less than a few picoseconds and the energy transfer from the RC back to the core antenna (uphill transfer) is slow because of the Boltzmann factor. Thus, the overall trapping time is lim- ited by the charge separation rate. These simulations suggest that the relatively small temperature effects observed experimentally (Werst et al., 1991) There is no emission wavelength dependence in this model because the slow uphill transfer from the red pigments to the reaction center determines the wavelength dependence and the two red pigments have similar environments. More detailed studies of the wavelength dependence will be discussed for models 5-8. The lack of spectral dependence of the trapping time in model 2 enables us to exclude it. The simulation results at 30 K show a significant decrease of the energy trapping rate (560 ps decay time). Our results are unlikely to be realistic at very low temperature because we ignore the temperature dependence of the charge separation rate. In addition, the actual three-dimensional arrangement of pigments should be included at low temperatures. In three-dimensional models, more pigments are close to the RC than in two-dimensional models. The energy transfer in three-dimensional models will be more efficient at low temperature because an excitation on a given pigment has a larger number of possible low energy pathways to the RC. At high temperature, the difference in trapping times between two-and three-dimensional models containing the same number of pigments is small because the uphill transfer rate is fast.
The lifetime of the excitations for the random model (model 3, Fig. 2 ) without red pigments at room temperature is -36 ps and emission wavelength independent (see Table 3 ). The decays at low temperature are nonexponential and show that the lifetime increases between 680 and 700 nm and decreases between 700 and 720 nm at 77 K. To compare with experiments, we added two low amplitude long lifetime components (800 ps and 4 ns) and convoluted the simulated curve with a measured instrument response function. An example of the decay after convolution is shown in Fig. 6 . On fitting the resulting curve and extracting the short component we find that at 77 K, the lifetime increases from 14.5 to 21 ps as the emission wavelength is increased from 680 to 700 nm. This increase reflects the presence of shallow traps, i.e., redder antenna pigments surrounded by bluer pigments. Since the difference among all the antenna spectral types is small in this model, the pseudo-traps are not deep. The phonon energy required for the excitation to leave the shallow trap is comparable to kbT at 77 K, so the calculated wavelength dependence is small. The lifetime decreases from 21 to 14 ps for emission wavelength from 700 to 720 nm. This is because P700 is the spectral type with the lowest energy in model 3. The redder the emission wavelength we monitor, the greater the contribution from the reaction center. The emission from the reaction center is efficiently quenched by the rapid charge separation process, so the apparent decay time constant decreases from 700 to 720 nm. These wavelength-dependent results are not consistent with experiments.
The lifetime ofthe excitation at 298 K for the random model, which includes red pigments, (model 4, Fig. 2) is -50 ps and shows minor wavelength dependence (see Table 4 ). At 77 K the decay kinetics are multi-exponential and strongly wavelength dependent. This wavelength dependence is clearly seen in the average fluorescence lifetime which is defined as (Table 4) show that the amplitude of the fast component is strongly wavelength dependent at 77 K in contrast with the experimental data of Werst et al. (1992) . A slow rise time also shows up clearly in the long wavelength emission, which is due to the lack ofthe funnel process, because excitation cannot directly visit the red pigments without being trapped by other shallow pseudo-traps. A corresponding decay component in the blue part of the spectrum is not observed because of the large number of overlapping rise and decay components The excitation wavelength is 654 nm. r* and A * are the fast component and its amplitude obtained from the fit after two long lifetime components (800 ps, 7%; 4.4 ns, 4%) have been added to the decay. The decay is also convoluted with a 60-ps measured instrument function and Gaussian noise is also added. x2 < 1.2.
in this region. The 705-nm pigments in this model constitute deep pseudo-traps at low temperatures. The environment ofthe two spectral types may be quite different. Table 3 . Excitation and emission wavelengths are 654 and 680 nm, respectively. Two long lifetime components (800 ps, 7%; 4.4 ns, 4%) have been added to represent the antenna without traps and disconnected Chls according to Werst et al. (1991) . The decay has been convoluted with a 60-ps measured instrument function. Gaussian noise was also added. X2 = 1. (1992) . So we cannot rule out the "completely" random model with one red pigment. The important conclusion here is that including one or more red pigments in the random array is necessary for the simulation of the observed wavelength dependence of fluorescence lifetimes. The relatively small change in lifetime for the temperature range 70-36 K (Werst et al., 1992) suggests that the red pigment(s) is close to the trap. A red pigment away from the trap would result in more drastic temperature dependence (see results from models 5-8).
In the following four simulations (models 5-8) motivated by suggestions of Wiltmershaus (1987) and Mukerji and Sauer (1988) on the location of the red pigments, we examine how the pigment location influences the time and wavelength resolved decays.
The decay of the excitation in model S (Fig. 3) for which the red pigments are not close to the reaction perature dependence is expected because the red pigments are distant from and therefore decoupled from the trap. In fact, the energy transfer is so slow that the charge separation time (-3 ps) shows up separately from the overall trapping time (see Table 5 ). The red pigment(s) cannot be located away from the RC to show a small temperature dependence. The long overall trapping time for model 6 is strongly wavelength dependent in agreement with our prediction. From the simulations, we determine that the strong wavelength dependence of the fluorescence comes from the two significantly different kinds ofpseudo-traps (B or C) formed in this model. One way to reduce the wavelength dependence is to couple the red pigments to the RC as we will show in model 9.
We simulated model 7 to show that one slow uphill transfer rate (i.e., all the rate determining pigments having the same environment) is not sufficient to generate a wavelength dependence at 77 K. In model 7, the 697-nm pigments are replaced by 705-nm pigments and all the red pigments are in the same environment. The other antenna pigments also have the same or similar environments. No wavelength dependence ofthe lifetimes (T, = 3.4 ps and r2 = 1865 ps) is found. The reason for this is Table 6 ). At 77 K we add two long lifetime components (800 ps, 4.4 ns) and convolute as described above. The short component after the convolution varies from 10 ps to 57 ps as the wavelength increases from 680 to 720 nm. Including one red pigment and using spectral properties according to Fig. 1 , the lifetime of the short component after the convolution varies from 14 to 44 ps (680-720 nm) . Thus, this model shows the same trends in the wavelength and temperature dependence as the experimental data. Fig. 7 shows calculated time-resolved emission spectra for a random model with one red pigment fixed close to the RC at both 77 and 298 K with 654 nm excitation.
The key issue determining the sensitivity of the fluorescence lifetime with emission wavelength is the time it takes the excitation to become spectrally random compared with the trapping time. This will of course depend both on the single step transfer time and on the local environment near the pigments that are excited, in other words the number of "hops" an excitation has to make before it visits a representative number of spectral types. In Fig. 7 a it is seen that the emission spectrum at 298 K undergoes spectral evolution over the first few picoseconds reaching a quasi-steady-state in less than 4 ps. At longer times there is a very slight narrowing of the low energy side of the lineshape resulting from transfer of excitations from red pigments to the nearby P700 and subsequent irreversible electron transfer. Thus, the fast spectral equilibration time results in trapping kinetics that are independent of emission wavelength. In Fig. 7 [ 1992] ). This may be explained by the fact that the fluorescence emission comes from all spectral types at long wavelengths (-700 nm or above). When the detection wavelength is changed from 700 to 720 nm, the contribution of the fluorescence emission from long wavelength pigments increases. Emission from these long wavelength pigments is responsible for the increase of the fluorescence lifetime. The cells contain more Chl ( 120 per P700) than do the particles (-40-50 per P700) (Werst et al., 1992) . If we assume that the percentage of red pigments in cells is less than that in particles, the contribution of fluorescence from red pigments in cells will be less than that in the particles at 700 nm. Thus, we expect that the In this section we briefly discuss the relationship of our model to those proposed by other workers. These models can be divided into three general classes.
(i) Kinetic schemes in which the antenna is modeled as a single species (Butler, 1975; Holzwarth, 1986 Holzwarth, , 1987 Holzwarth, , 1989 Holzwarth, and 1991 . In photosystem II such schemes have proven very valuable in elucidating the influence of charge separation and recombination processes on the fluorescence decay (Schatz et al., 1988) .
(ii) Communicating box models in which the antenna is subdivided into a small number of components representing different spectral types. Within each box rapid equilibration is assumed (Wittmershaus, 1987; Mukerji and Sauer, 1988 ). The cluster model of Lyle and Struve (1991) is similar in spirit but in this case the cluster contains a representative sample of all spectral types. Rapid intra-cluster energy transfer is assumed.
(iii) Lattice models originally developed in analytical form by Pearlstein (1982) Clearly, the simple kinetic schemes make no comment on the role of spectral heterogeneity in the antenna. The communicating box models implicitly assume a time scale separation of the different spectral types; if, on the other hand, the different species are distributed through the protein pigment complexes such a time scale separation is not warranted. Here a distinction between the core and peripheral antennae seems appropriate. In considering the entire light harvesting apparatus a special separation of, for example, LHC proteins containing Chl b and Chl a and core proteins containing only Chl a seems appropriate. However, in discussing the PSI core where 80-120 Chl molecules (Zipfel and Owens, 1991) (Zipfel and Owens, 1991) of our original suggestion ) that Chlamydomonas mutant A4d has a PSI core ofabout halfthe size of the wild type.
Three representative models for the overall spectral and spatial arrangement of the antenna are the funnel model (Seely, 1973) , the random model (Owens et al., 1988) , and the subunit model (Causgrove et al., 1989) . Our data for PSI (Werst et al., 1992) , when compared with simulations, seem to rule out a funnel picture. As discussed above, models in which spectral types are placed randomly and a single low energy species is placed close to the photochemical trap are consistent with our data. The subunit model, at least in its simplest form, does not predict any wavelength dependence of the fluorescence decay because equilibration within each subunit is assumed fast, and, thus, in its simplest form is inconsistent with the data. We therefore conclude, at the present crude level of structural knowledge, that the PSI core antenna is best described by a model in which different spectral types are randomly distributed throughout the antenna. An exception to this is that a small number (one or two) of pigments of lower energy than P700 are required to reproduce the spectral and lifetime data, and these pigments must be in the near vicinity of P700r.Whe therefoareasugeesttfollwn the phromphosaleovan will retain qualitative validity once more detailed structural information becomes available. Several approximate aspects of our calculations should be improved upon. By preaveraging the inhomogeneous site broadening we focus on the role ofthe spectral types. This preaveraging approximation removes any wavelength dependence coming from the 200-cm-1 site broadening and makes the nonrandom models appear more homogeneous than they really are. The influence ofdimensionality should also be considered. As the temperature is lowered and uphill transfer becomes more difficult, the number of pathways out of a pseudotrap will become progressively more important. The relative orientations of Chl molecules are ignored in the current calculation as has the possibility of temperature dependence ofthe spectral position. Finally, a more realistic model for the charge separation process including the possibility of radical pair recombination should be incorporated. All these refinements can be implemented in a straightforward fashion, and will lead to much greater insight once structural informational becomes available.
