Introduction
This 1 chapter addresses the problems of minimum mean square error (MMSE) estimation in non-Gaussian linear and nonlinear systems. In many scientific and practical problems (such as control, astronomy, economic data analysis, communication and radar surveillance), estimation of time-varying system state using a sequence of noisy measurements is performed using the dynamic state-space (DSS) modeling approach. In the DSS approach, the time-varying dynamics of an unobserved state are characterized by the state vector. In most problems, the Bayesian approach can be efficiently used for system state estimation. The posterior probability density function (PDF), which contains the complete statistical information for the system state estimation, can be used for optimal (in any sense) state estimation [1] . Unfortunately, many practical applications, such as target tracking in radar systems are nonlinear and non-Gaussian. Thus, in maneuvering target tracking applications, a heavy-tailed distribution is usually used to model the abrupt changes of the system state due to target maneuver [2] . In addition, changes in the target aspect toward the radar may cause irregular electromagnetic wave reections, resulting significant variations of radar reections [3] . This phenomenon gives rise to outliers in angle tracking, and it is referred to as target glint [4] . It was found that glint has a long-tailed PDF [3] , [5] , and its distribution can be modeled by mixture of a zero-mean, small-variance Gaussian and a heavy-tailed Laplacian [6] . The Gaussian mixture model (GMM) with two mixture components is widely used in the literature for abrupt changes of the system state and glint noise modeling [3] , [7] . This model consists of one small variance Gaussian with high probability and one large variance Gaussian with low probability of occurrence. The nonlinearity behavior in target tracking systems is due to the fact that the target dynamics are usually modeled in Cartesian noise. In the recent decade, a new class of filtering methods has been proposed based on the sequential Monte Carlo (MC) approach. The sequential importance sampling technique forms the basis for most MC techniques [32] . In these techniques, the filtering is performed recursively generating MC samples of the state variables. These methods are often very exible in non-Gaussian problems due to the nature of the MC simulations [33] . One of the popular techniques of this approach is the PF, which is a suboptimal estimator that approximates the posterior distribution by a set of random samples with associated weights. The PF models the posterior distribution using discrete random samples rather than using an analytic model [34] . The Gaussian sum particle filter (GSPF) [35] implements the PF assuming Gaussian mixture distributions for the system and measurement noises. The GSPF generalizes the GSF introducing a new model order reduction method. Thus, the model order of the system state PDF remains constant over iterations, discarding mixands with small weights. The PF has been extensively used for maneuvering target tracking (e.g. [2] ). In [36] , the PF was applied to the problem of tracking in glint noise environment. As it was shown in [37] and [38] , the PF outperforms the IMM algorithm when the likelihood function is multi-modal. Different application-driven PFs are presented in the literature, but there is no precise rule, which type of PF should be used in each application. This implies that no rigorous PF exists, which is one of the disadvantages of the PF approach. In this chapter, two recursive methods, based on the MMSE estimator of the GMM distributed state vector, are presented. The first is Gaussian mixture Kalman filter (GMKF), derived in [39] , [40] , for a linear model with non-Gaussian system and measurement noise. This algorithm relies on the fact that any PDF can be closely approximated by a mixture of finite number of Gaussians [41] . A greedy EM-based model order reduction method for the problem of exponential model order growth, discussed in [18] , [21] and [19] , is derived. The greedy learning algorithm controls the GMM order of the system state PDF, which might vary over the iterations, but remains finite. The EM-based model order reduction method is optimal with respect to the Kullback-Leibler divergence (KLD), that is, it minimizes the KLD of the reduced-order estimated PDF from the "true" PDF of the system state. The GMKF addresses a general estimation problem with non-Gaussian system and measurement noise, modeled by the GMM. This problem is of a great practical interest, for example, in maneuvering target tracking in the presence of glint noise [31] . The second recursive algorithm, named as nonlinear GMKF (NL-GMKF), extends the GMKF to nonlinear models [44] - [46] . The NL-GMKF considers the case of non-Gaussian system and measurement noises as well as nonGaussian posterior PDF of the state vector. The expected significance of the NL-GMKF is in practical applications of low to moderate maneuvering target tracking, when maneuver detection is difficult. The advantage of the NL-GMKF over other tracking algorithms is significant especially in the presence of glint measurement noise with small probability of detection and high significance. The correlation between the statistics of glint noise and maneuver (that characterizes a maneuvering target consisting of multiple scattering centers) makes the problem of maneuvering target tracking in the presence of glint noise extremely challenging, due to the difficulty of maneuver and glint detection and filtering simultaneously. The NL-GMKF does not require prior knowledge of the target dynamics such as coordinated turn model, therefore, it might be useful when tracking targets with a complicated maneuvering profile that cannot be modeled by a finite set of simple dynamic models. where GMM(α j , μ j , Γ j , j = 1,..., J) denotes a Jth-order proper complex Gaussian mixture distribution with weights, {α j } , mean vectors, {μ j } , and covariance matrices, {Γ j } . The driving noise u[n] and the measurement noise w[n] are temporally independent, i.e. u[n] and u[n'], and w[n] and w[n'] are mutually independent for any time instances n = 0, 1, 2,..., n' = 0, 1, 2, ...; n ≠ n' . The PDF of a GMM-distributed random vector y ~ GMM(α yj , μ yj , Γ yj ; j = 1,..., J) is given by (6) where Φ(y; θ j ) is a Gaussian PDF and θ j contains the mean vector, μ yj and the covariance matrix, Γ yj . In the following, we will use the term Gaussian for proper Gaussian distributions.
B. Non-linear model
The nonlinear and non-Gaussian DSS model is: www.intechopen.com from the observed data X [n] for the linear and nonlinear non-Gaussian models. To this end, the MMSE criterion resulting in the conditional mean estimator (9) is employed.
MMSE-based filters

A. GMKF
For the linear DSS model, stated in Section IIA, the MMSE estimator of the state vector s[n] from the measurements X[n] can be implemented by the following recursive algorithm, named as GSF.
GSF Theorem
Initialization:
Initialize the GMM parameters of the state vector at time instance n = -1 for l = 1,..., L.
(10) (11) (12) where η sl [n] , l = 1,..., L is the random mixture indicator [47] - [48] . Set n = 0.
Prediction 2a. Predicted state PDF parameters:
in which (13) (14) (15) The PDFs of the state and system noise are modeled by GMM of order L and K, respectively, and therefore in the prediction stage, the number of mixture components grows to LK. The random indicator for this mixture is denoted as η lk [n] , l = 1,..., L; k = 1,...,K. 
2b. Prediction of the state vector:
(16)
Kalman gain:
The measurement noise PDF is modeled by GMM of order M, and therefore at the estimation stage the number of mixture components grows to LKM. The random indicator for this mixture is denoted as η lkm [n] , l = 1,..., L; k = 1,..., K; m = 1,..., M. 
Estimation
5.
Set n →n + 1, go to step 2. Note that according to this theorem, the model order grows during the prediction (stage 2) due to the non-Gaussian system noise, and during the estimation (stage 4) due to the nonGaussian measurement noise. The GMKF algorithm consists of the GSF followed by a model order reduction algorithm implemented after the estimation stage: (27) The operator EM LKM→L means that the parameters of an L-order GMM are estimated via synthetic data generation according to the GMM PDF with LKM components. Note that in general, the GMM order of the posterior state PDF can vary from iteration to iteration. The GMKF stages that are similar to the KF (see e.g. [49] ) are schematically presented in Fig. 1 . Proof: In the following, an algorithm for obtaining ŝ [n⏐n] is developed from ŝ [n -1⏐n -1]. Let the MMSE prediction of x[n] from X [n -1] be defined as (28) and the innovation process be (29) If the transformation
T is one-to-one, then the conditional 
where ŝ [n -1⏐n -1] is the conditional mean estimator of the state vector s[n -1] from data X [n -1]. The innovation process in (29) can be expressed using (1), (2) and (30), as
Using (1), (30) and (31) it can be obtained that (32) www.intechopen.com 
The first terms in the RHS of (43) and (44) 
By substitution of (31) into (53) we obtain
where (54) 
Equations (39), (43) , and (44) prove the estimated mixture statistics in (23) , (24) and (25) . Using the estimated parameters of the distribution in (37), the MMSE state estimation is which proves the state vector estimate in (26) . This result is identical to the GSF presented in [19] . The GSF derived here suffers from exponential model order growth over the iterations. The system state PDF order grows twice: during prediction stage, derived in Lemma 1, and during the innovation process in Lemma 2. Section C.A presents a new model order reduction algorithm, which is optimal in the KLD sense. □ The proof for this theorem appears also in [42] - [43] , for the case of non-stationary Gaussian noise processes with Markov noise statistics and Gaussian initial conditions. The assumption of mutually-independent i.i.d. noises enables to provide a simpler closed-form solution.
Model order reduction
In [19] it was shown that the use of GMM distributions for the system state, measurement and system noises results in exponential growth of the number of the mixture components over iterations, and therefore, the GSF is impractical [18] , [21] . Several suboptimal techniques for model order reduction have been presented in [21] . In this section, an optimal model order reduction algorithm based on the minimization of the KLD is proposed. The model order reduction stage is implemented once at the end of each iteration. The main idea of the proposed model order reduction scheme is to approximate the posterior LKM order system state distribution
. Estimation of the reduced order distribution involves minimization of the distance between the estimated and the "true" PDFs. The KLD is widely used to measure the distance between distributions:
This induces that our main goal is to obtain: (58) In [50] , [51] , it is shown that this minimization problem can equivalently be solved using Monte-Carlo realizations by the maximization of the likelihood function: (59) where s j , j = 1,..., J are artificial samples generated from the distribution
Note that the size of the artificial data is theoretically unlimited and it is practically set according to the processor computational resources. There is no closed form solution for this maximization problem and the maximization can be carried out by the EM algorithm [50] , using the following iterative expressions for mixture parameters estimation:
]} and Φ(s j ; θ l ) was defined in (6) . One of the computationally efficient variations of the EM algorithm is the greedy EM algorithm, which iteratively minimizes the KLD of the estimated from the "true" distributions. The resulting reduced order mixture estimated using the greedy EM algorithm [51] is:
Note that in general, the number of the mixture components may vary with n. Thus, the GMM order might be obtained using model order selection algorithms, such as the minimum description length (MDL) [52] . Alternatively, L can be set as an upper bound on the number of mixture components in the conditional PDF of s[n]⏐X [n] . Note that the EM role in the proposed order reduction scheme differs from the off-line EM algorithm presented in [21] . The proposed KLD-based model order reduction stage can be summarized as follows:
, obtained by the GSF at the end of the estimated stage:
2. Estimate a reduced order GMM with L mixture components using the greedy EM algorithm as follows [50] , [51] : a. Initialization: calculate the ML estimation of the first Gaussian parameters, θ 0 , using the training data set, {s j } in order to obtain (s). Set K = 1. b. Generate a new mixture by (60) where are numerically obtained by:
See [51] for further details. c. Apply the EM algorithm on the mixture (s), initialized by the mixture parameters, obtained in the previous step. significant information was lost during the model order reduction process, and the reduced order distribution adequately represents the data distribution. Next, the KLD was used to evaluate the distortion caused by the mixture order reduction procedure. A Gaussian measurement noise was assumed also in this example, i.e. M = 1. The system noise was modeled as GMM of order two. The proposed KLD-based model order reduction method was compared to the MR clustering method proposed in [22] . The first row in Fig. 3 shows the PDF of the system state in sequential steps. The uncertainty ellipses represent Gaussians with means marked by 'x' and their widths correspond to 2 (2 standard deviations). Ellipses with solid, and dashed-dot lines correspond to mixture component weights www.intechopen.com
• Sample artificial data vectors s j , ∀j = 1,..., J from the increased order GMM, representing the posterior state PDF.
• Evaluate the KLD using Monte-Carlo simulations:
In this example, the artificial data size was chosen to be J = 5000. The KLD between these distributions is shown at the last row as a function of the mixture order of f s[n]⏐ [n] for the two tested model order reduction methods. It is shown that for the proposed model order reduction method (a) the KLD decreases when the mixture order grows, (b) the proposed model order reduction method outperforms the ad-hoc MR method in the KLD sense. Fig. 3 shows that the distribution obtained by the proposed model order reduction method, represents the data fairly good.
B. NL-GMKF
In this section, the recursive NL-GMKF for the nonlinear and non-Gaussian model described in Section IIB, is derived based on the MMSE criterion.
Summary
The following summarizes the NL-GMKF for recursive estimation of s[n] from X [n].
Initialization:
Initialize the L-order GMM parameters of the state vector at time instance n = -1.
Set n = 0.
Mixture parameters of the state and measurement prediction:
• Generate an artificial data set D from the conditional distribution of given 
where (63) www. 
6b. Estimation of the state vector:
Obtain the system state estimation:
7. Set n → n + 1, go to step 2. The NL-GMKF algorithm is schematically presented in Fig. 4 .
and the innovation process defined as x [n], is given by 
In the following, the parameters required in (85) and (86), are obtained. Let Then, by using (7), (8) and (78) The MMSE estimator in (9) is obtained using (85) and (92) as follows: (102) This completes the derivation of the NL-GMKF. Note that the GMM order of the conditional distribution y[n]⏐X [n -1] might be obtained using model order selection algorithms, such as the minimum description length (MDL) [52] . Alternatively, L can be set as an upper bound on the number of mixture components in the conditional PDF. In this work, the vector parameter [n⏐n -1] is obtained from the data D'using the greedy EM algorithm [50] . The greedy learning algorithm controls the GMM order of the estimated PDF, which varies over the iterations. In [51] it was shown that the greedy EM algorithm is insensitive to the initialization. The PDF estimation using the greedy EM algorithm appears in [51] , [50] and is summarized in the appendix.
Simulation results
A. GMKF
In the following scenarios, the estimation performance of the GMKF is evaluated for different linear DSS models, and compared to the IMM, PF and GSPF in terms of root-mean-square error (RMSE) of the estimate of the first element in the state vector. Additionally, the performance of the GMKF is compared to the GSF with clustering MR algorithm [22] . In these scenarios, the standard sampling importance resampling (SIR) PF was used [1] with 10000 particles. In the scenarios with real-valued Gaussian measurement noise, a common IMM algorithm was used [18] . The number of models corresponds to the number of mixture components in the PDF of the system noise. The GMKF performance is evaluated for various system noise PDFs and it is tested for N = 100 time instances. For estimation performance evaluation, each test was performed over 100 trials. In the first three scenarios, a practical application of maneuvering radar target tracking is addressed. In these scenarios, the state vector is composed of the target range and radial velocity, where the target range is observed by the radar. The DSS and measurement models are given by: The GMKF is initialized at time instance n = -1 with
where ρ is a large number. For the GSPF, the conditional distribution of the state vector s[n], given X [n] was assumed to be GMM of order L = 16, and the number of particles for each Gaussian in the mixture was chosen to be 2000. For the GSF with MR algorithm, the number of mixture components at the output of the MR was selected to be the same as in the GMKF.
A.1 Maneuvering target tracking
The measurement noise, w[n], was assumed to be zero-mean Gaussian θ w = {μ w = 0, = 0.1}. The target maneuvers (timevarying acceleration) are simulated by white-noise acceleration [61] . This model is commonly used for small, random maneuvers which are usually modeled by zero-mean Gaussian system noise with time-varying variance: 1, 2,. .., where β[n] controls the target maneuvering. In the first part of the simulation (n = 0,..., 21) this parameter was β[n] = 0.01 to represent approximately constantacceleration. In the second part of the simulation n = 22,..., 82, the target's time-varying acceleration was simulated by a random vector with "wider" Gaussian, defined by β[n] = 1. For the GMKF, the GSPF and the GSF with MR, the system noise was modeled by GMM with two mixture components:
where α u = 0.2. For the PF, the system noise is modeled by a single Gaussian with the following first and second order statistics:
The IMM consisted of two KFs, which correspond to the two modes characterized by the following system and measurement noise parameters:
Mode 2: maneuvering -θ u2 , θ w = {0, 0.1}. The transition probability matrix between the two models was selected to match the transition probabilities to the mean sojourn time in each mode [18] : (105) which corresponds to 20 samples in first and 60 in a second mode. Note that the estimation performances of the IMM were weakly sensitive to small changes of the transition probabilities. The range and velocity estimate RMSE of GMKF, IMM, PF, GSPF, and MR are presented in Fig. 5 . This figure shows that in the first part of the simulation (nonmaneuvering target), the estimation RMSEs of all the tested methods are close. However, beyond the switching point (maneuvering target), the GMKF outperforms the other tested algorithms. 
A.2 Comparison with the GSF
The estimation performance of the GMKF is compared to the GSF (GMKF without the order reduction stage), which is optimal (but computationally impractical) in the MMSE sense. The measurement noise, w[n], was assumed to be real-valued zero-mean Gaussian with variance = 0.1. The target maneuvers are modeled by GMM with two mixture components: where and α u = 0.2. As it was shown in Section III-A, the GSF is optimal with respect to the MMSE, but it is impractical due to the model order growth. Therefore, the estimation RMSE of the GSF can be interpreted as a lower bound for the RMSE of GMKF. The range estimation performance of the GMKF and the GSF are shown in Fig. 6 for maneuvering target tracking. The GMKF performance is evaluated for N = 13 only, because longer runs are computationally impractical due to exponential model order growth. This figure shows that the GMKF performance is close to the lower bound provided by the GSF which is the exact MMSE. Fig. 6 . GMKF vs. GSF for maneuvering target tracking.
A.3 Non-Gaussian glint measurement noise
The Middleton class-A model is widely used for glint measurement noise [3] , [62] . This model consists of one Gaussian with high probability of occurrence and small variance and another with small probability of occurrence and very high variance:
where α w = 0.9, θ w1 = {μ w1 = 0, 1 = 0.01}, θ w2 = {μ w2 = 0, 2 = 1}. For the PF, the measurement noise is modeled by a single Gaussian with the following first and second order statistics:
www.intechopen.com In this scenario, it was assumed that the glint is time-independent. Therefore, the transition probability matrix between the two models is [20] :
The estimation performances of GMKF, IMM, PF, GSPF, and MR are presented in Fig. 7 . This figure shows that the GMKF outperforms the other tested algorithms. Fig. 7 . GMKF vs. IMM, PF, GSPF, and MR for non-Gaussian glint measurement noise.
A.4 GMKF sensitivity
The main motivation of this test is to show that the estimation performance of the GMKF is weakly sensitive to the assumed GMM order of the posterior distribution. In addition, the sensitivity of the GMKF performance to the size of the artificial data used in the model order reduction algorithm, is tested. The DSS model, used in the previous scenario was adopted here. It was assumed that the elements of the system noise u , was assumed to be zero-mean Gaussian with variance = 0.1. The Laplacian PDF of the system noise vector is approximated by a GMM of order K = 16. Fig. 8 shows that for any number of Gaussians in the mixture, the GMKF estimation performance improves as the size of the artificial data in the EM stage increases. It can be observed that the estimation performance improves to a turning point, from which the estimation performance degrades. The reason for the estimation performance degradation is the overfitting problem [63] . The threshold for the number of the components in the mixture increases with the size of the artificial data used in the EM stage. This figure shows that only a minor improvement in the estimation performance is achieved with increase of the GMM order.
B. NL-GMKF
In this section, the NL-GMKF performance is evaluated using the following nonlinear DSS model with non-Gaussian driving and measurement noise distributions.
Maneuvering target tracking model
Maneuvering target tracking involves modeling of a maneuver control signal, which is unknown to the tracker. Typically, the control signal is modeled as a random process [18] , [64] . Most maneuver models assume that target maneuvering is uncoupled in Cartesian coordinates. The well-known Singer model [65] assumes that the target acceleration is a zero-mean first-order Markov process. In this example, a two-dimensional target tracking problem is addressed. The two-dimensional time-varying target dynamics can be described by the system state vector, which consists of the target position [r x r y ] T , velocity [ r x r y ] T , and acceleration [ r x r y ] T :
The discrete-time Singer model is described by the linear transition function:
where T is the sampling interval, and is reciprocal of the maneuver time constant τ , that describes the maneuver duration. Note that this model can describe both maneuvering and nonmaneuvering motions. Thus, as maneuver time decreases, the Singer model reduces to the constant velocity (CV) model, and as the maneuver time increases, the Singer model reduces to the constant acceleration (CA) model. According to the Singer model, the target position change is determined by its velocity, the target velocity change is determined by its Fig. 8 . GMKF sensitivity testing. acceleration, and the acceleration change is driven by the system noise. Therefore, an alternative way to model target maneuver is to model abrupt changes of target acceleration that corresponds to increased variance of the system noise.
Observation model
The measurements from a typical two-dimensional radar consist of the target range and bearing. Therefore, the measurement equation is nonlinear. Assuming that the radar is placed at the origin (x, y) = (0, 0), the radar measurements: range, r [n] , and bearing, β[n], of the target are described by the measurement function where w[n] is a zero-mean additive noise.
Glint noise model
The mixture approach is widely used in modeling the non-Gaussian glint noise. The glint is Gaussian-like around the mean and has a non-Gaussian, long-tailed nature in the tail region [3] . The data at the tail region represent outliers caused by the glint spikes. The outliers with low occurrence probability have a significant inuence on the conventional target tracking algorithms, such as the KF. In [3] , [16] and [36] , the glint noise was modeled as a mixture of two zero-mean Gaussians, where the outliers were represented by a zero-mean Gaussian with large (comparing to the thermal noise) covariance matrix. In [6] and [20] , it was proposed to model the heavy-tailed distribution of the glint noise for each measurement component as a mixture of a zero-mean Gaussian noise with high occurrence probability and a Laplacian noise with low probability of occurrence: (108) where α w is the glint probability, and L(w, θ w2 ) is the Laplacian PDF in which θ w2 contains the mean and the variance. The estimation performance of the NL-GMKF was compared to PF, IMM-EKF, UKF, and GSPF. The performances were tested for N = 150 time instances with sampling interval T = 1 sec. The following target tracking cases were tested: 1. Nonmaneuvering target tracking in the presence of glint measurement noise 2. Maneuvering target tracking with Gaussian measurement noise 3. Maneuvering target tracking in the presence of glint measurement noise 4. Maneuvering target tracking in the presence of glint measurement noise, whose statistics depend on the target maneuver 5. Coordinated turn (CT) maneuvering target tracking in the presence of Gaussian or glint measurement noise. Table 1 shows time-varying statistical parameters of the system and measurement noises for the first four scenarios. In these scenarios, the target maneuver was modeled by Gaussiandistributed system noise with time-varying variance and the following parameters:
• Stages 1 and 3: Table 1 .Parameters of the system and measurement noise for scenarios 1-4
The following parameters for the measurement noise in (108) were selected in all the scenarios: θ wi = {μ wi , Γ wi }, i = 1, 2, where μ w1 = μ w2 = 0, = diag ([10m, 0.5mrad]), and Γ w2 = ψ 2 Γ w1 . In the first two scenarios, target tracking performances were evaluated for a variety of glint noise statistics and maneuvering levels, respectively. In the first scenario, tracking performances of the different methods are evaluated for different probabilities of glint, α w , and different glint noise levels, ψ in the range of [1, 10] . In the second scenario, maneuver cases [18] , [31] , starting from low maneuvering target (commercial aircraft) to extremely highly maneuvering target, modeled by different values of ξ in the range [1, 100], were tested. Thus, ξ = 1 models extremely low acceleration standard deviation (STD) of about 0.1g, and ξ = 100 models extremely high acceleration STD of about 10g. In all the scenarios, the initial target position, velocity and acceleration were as follows: are evaluated in the following scenarios using 100 trials. In all the tests, the NL-GMKF was initialized at time instance n = -1 with where ρ is a large number, and I is an identity matrix. For the NL-GMKF and the GSPF, the conditional distribution of the state vector s[n], given X [n] was assumed to be GMM of order L = 16. For the GSPF, the number of particles for each Gaussian in the mixture was chosen to be 400 (totally 6400 particles). Addressing the nonlinear problem, the GSPF was implemented using first-order linearization in the time-update stage [35] . In the following tests, the standard sampling importance resampling (SIR) PF with 10000 particles was implemented [1] . For the PF, UKF and the GSPF, the first and second order statistics of the state vector s[n], given X [n] were initialized with In the UKF [55] , the parameter that determines the spread of the sigma points was set to α = 0.95. The scaling parameter, k, was set to 0, and the parameter β, used to incorporate prior knowledge of the distribution [55] , was set to 2.
B.1 Nonmaneuvering target tracking in the presence of glint measurement noise
The tracking performance of the NL-GMKF in the presence of non-Gaussian glint noise is tested in this scenario. A nonmaneuvering target was considered in order to evaluate the inuence of the non-Gaussian measurement noise on the tracking performance. In practice, this situation might occur when glint noise arises due to environmental factors such as turbulence and vibration and not due to target maneuver [53] , [54] . Tracking performances of the tested algorithms are evaluated for various levels of glint noise covariance and its probabilities. In the NL-GMKF, the system noise was assumed to be Gaussian with parameters θ u1 . The measurement noise was modeled by the mixture in (108), with parameters defined in Table 1 . The IMM consisted of two EKFs, which correspond to the two modes characterized by the following system and measurement noise parameters:
• Mode 1: no glint: θ u1 , θ w1 , • Mode 2: glint: θ u1 , θ w2 . In this scenario, it assumed that the glint is time-independent. Therefore, the transition probability matrix between the two models is [20] (109)
The tracking performances of the NL-GMKF, PF, IMM-EKF, UKF and GSPF in terms of mean RMSE, are shown in Fig. 9 for the two-dimensional position and velocity. It can be observed that the NL-GMKF outperforms the other tested algorithms. The tracking performances as a function of the glint probability, α w , and glint level, ψ, at time instance n = 75 are shown in Figs. 10 and 11 , respectively. It can be observed that the NL-GMKF outperforms the other tested algorithms for the tested probabilities of glint and the tested glint levels. Note that the estimation performance of the NL-GMKF remains almost constant across the entire range of the tested probability of glint and glint level. 
B.2 Maneuvering target tracking
In this scenario, target tracking performances of the NL-GMKF without glint noise are evaluated for a wide range of maneuvers, from low, hardly detectable, to very high. The glint produced by small targets at long distances may be negligible and target tracking errors arises solely due to target maneuver. The tracking performance of the NL-GMKF is tested in a wide range of maneuvers in order to test its ability to track highly maneuverable targets as well as slow maneuverable targets with low probability of maneuver detection. In this example, the maneuvering target was simulated during the second interval of the simulation. In the NL-GMKF, the system noise statistics were modeled by the mixture of two components: and the probability of target maneuver was selected to be α u = 0.2. The measurement noise model was assumed to be Gaussian with parameters θ w1 . The IMM consisted of two EKFs, which correspond to the two modes characterized by the following system and measurement noise parameters:
Mode 2: maneuvering -θ u2 , θ w1 . The first model represents the target motion in the first and third parts of the simulation, and the second represents the target motion in the second part. The transition probability matrix between the two models was selected to match the transition probabilities to the mean sojourn time in each mode [18] : (111) which corresponds to 50 samples at each mode. The estimation performance of the IMM was found to be weakly sensitive to small changes of the transition probabilities. The tracking performances of the NL-GMKF, PF, IMM-EKF, UKF, and GSPF in terms of mean RMSE are presented in Fig. 12 . This figure shows the mean RMSE of the target position and velocity estimation. It can be observed that at the first and the third parts of the simulation (nonmaneuvering target), the estimation performances of the tested algorithms are close. However, at the second part of the simulation (maneuvering target), the NL-GMKF outperforms the other tested algorithms. It is expected that the estimation errors in tracking highly maneuvering targets would be larger. However, high maneuvers can be easily detected and the estimation errors can be significantly reduced using a proper model. A more challenging scenario arises when tracking slow-maneuvering targets with low probability of maneuver detection. In this case, large errors may be due to mismatch in the model. These situations can be modeled by small covariance matrices of the system noise representing the maneuver, Γ u2 , which is determined by ξ. The tracking performance of the proposed NL-GMKF at time instance n = 75 as a function of the maneuvering level, ξ, is tested and presented in Fig. 13 for accelerations in the range 0.1g -10g, which covers the entire range of maneuvering aircrafts [7] . This figure shows that the NL-GMKF outperforms the other tested algorithms for all tested maneuvering levels. This figure also shows that the performance of the NL-GMKF is almost constant for all tested maneuvering levels while the tracking performances of other tested algorithms degrade for higher maneuvering levels.
B.3 Maneuvering target tracking in the presence of glint measurement noise
In this example, maneuvering target tracking in the presence of glint noise was tested. It is assumed that the glint noise arises due to environmental factors such as turbulence and vibration and not due to target maneuver per se, and thus it is present during the entire simulation and its statistics are independent of the target maneuver. This scenario occurs in tracking close targets (such as a group of aircrafts) [20] , [53] , [54] and tests the effect of the glint noise on tracking the maneuvering target with various levels of maneuverability. The target maneuvering during the second interval, modeled by zero-mean Gaussian system noise with time-varying statistics described in scenario 2 with ξ = 10, was considered in this example. In the NL-GMKF, the statistics of the system noise used in scenario 2 was adopted. The measurement noise was modeled by the mixture in (108), with parameters defined in Table 1 . The IMM-EKF algorithm for maneuvering target in the presence of glint noise was implemented using an efficient layered implementation [31] . According to this scheme, two sets of modes are used. One corresponds to the presence or absence of target maneuvering and the other to the presence or absence of glint. Therefore, the IMM is implemented with four modes with transition matrices, defined in (107), (111) according to [31] . The parameters of the measurement and system noise were identical to those defined in scenarios 1 and 2, respectively. The IMM consisted of four EKFs, which correspond to the four modes characterized by the following system and measurement noise parameters: 
B.4 Maneuvering target tracking in the presence of correlated statistics of glint noise
In this example, a scenario of great practical interest in which the statistics of the glint noise and the target maneuver are correlated, was tested. In target tracking, changes in the target aspect with respect to the radar due to maneuver dramatically increases the radar cross section uctuations resulting in significant glint noise [20] , [53] - [57] . Therefore, glint noise increases dramatically during the maneuver. This scenario is modeled by correlated timevariations of the statistics of the measurement noise and the system noise. In this example, it was assumed that there is no glint noise during nonmaneuvering parts of the simulation (first and third parts), while it is present during the maneuvering part of the simulation (second part). The models for the tested tracking algorithms presented in the previous scenario, are adopted here too. The tracking performances of NLGMKF, PF, IMM-EKF, UKF, and GSPF of the maneuvering target with glint, are shown in Fig. 15 in terms of mean RMSE of the two-dimensional position and velocity. It can be observed that the NL-GMKF outperforms the other tested algorithms during the entire simulation interval. Note that in contrast to other tested scenarios, the performance of the NL-GMKF degrades at the switching point (comparing to almost constant performance obtained in the previous examples in Figs. 9, 12, and 14) . This behavior occurs due to simultaneous changes in the system and measurement noise statistics and the difficulty to associate those changes, expressed by the innovation vector statistics, with glint noise or target maneuver. Fig. 16 shows the tracking performances for various combinations of maneuvers and glint noise levels. One can notice that the tracking performance of the NL-GMKF does not monotonically decrease as a function of ξ or ψ. This phenomenon can be explained by the difficulties of the NL-GMKF to associate the increase in the innovation process variance to glint or to target maneuver. Note that Fig. 16 is in conformance with results in scenarios 1 and 2. The first column in Fig. 16 (ξ = 1) corresponds to the NL-GMKF performance in the non-maneuvering scenario shown in Fig. 11 , and the first row in Fig. 16 ( ψ= 1) corresponds to the NLGMKF performance in the scenario without glint noise shown in Fig. 13 . The NL-GMKF provides higher performance than the other tested algorithms, since it employs prior knowledge on the non-Gaussian PDF of system and measurement noise by approximating the non-Gaussian system state PDF by GMM and it does not attempt to estimate their parameters from the data. Therefore, performance degradation of the NL-GMKF in maneuvering or glint noise scenarios is due to reduction of information carried by the system model or measurements during maneuvering or glint samples, while in the other tested algorithms, it is due to modeling mismatch.
B.5 Coordinated turn
In this example, we consider a scenario in which the target maneuver is modeled by motion dynamics and not by increased system noise level. In air traffic control applications, the motion of the civil aircraft can be modeled by combination of intervals of constant velocity (CV) motion and intervals of CT with constant turning speed and a constant angular rate [18] , [58] - [60] . In the considered scenario, the radar is positioned at [0m, 0m], and the target initial position at time t = 0 is [5km, 5km]. During the first 10 seconds, the target approaches the radar along the y-axis with constant speed of 100m/sec. Next, the target executes a coordinated turn during 10 seconds with angular velocity of rad/sec, which corresponds to acceleration of about 4.5g. Finally, the target continues at constant speed of 100m/sec motion along x-axis for the next 10 seconds. The target trajectory is shown in Fig. 17 . Two scenarios with Gaussian and glint measurement noise correlated to the maneuver statistics, were considered. In the first scenario, a zero-mean Gaussian measurement noise, defined in scenario 1, was considered during the entire simulation. In the second scenario, it was assumed that there is no glint noise during the CV intervals of the target motion and the glint noise increases during the CT interval. The measurement noise PDF in the 3 stages of target maneuver was taken according to the 3 stages of scenario 4. In the NL-GMKF, the statistics of the measurement noise, considered in scenario 3, was adopted here. The statistics of the system noise were modeled by a mixture of two components, as modeled in scenario 2. The covariance matrix of the second mixture component was selected to be = diag ([50m/sec 2 , 50m/sec 2 ]). Two types of IMM-EKF algorithms were tested in this scenario: IMM-EKF (1) consists of two CV kinematics models with different system noise levels (similar to the IMM-EKF that was used in scenario 4), and IMM-EKF (2) consists of the CV and the CT models [18] . The IMM-EKF (1) parameters were set to be similar to the IMM-EKF in scenarios 2 and 4, respectively. The covariance matrix of the system noise in the second mode of the IMM-EKF (1) was set to:
= diag ([50m/sec 2 , 50m/sec 2 ]). The first mode of the IMM-EKF (2) is similar to mode 1 of the IMM-EKF in scenario 4. In the second mode of the IMM-EKF (2) , the CT model [18] was incorporated by including the turn rate as part of the state vector. The system noise standard deviations of the CT model were 0.5m/sec 2 and 0.03rad/sec. The transition probability matrix, defined in (111) was used for the IMM-EKF (2) . The tracking performance of the NL-GMKF and IMM-EKFs algorithms for non-glint and glint scenarios are shown in the first and the second columns of Fig. 17 , respectively. The two-dimensional CV-CT-CV trajectories estimated by the NL-GMKF and the IMM-EKFs, are shown in the first to third rows. The estimation performances of the tested algorithms as a function of time are shown in Fig. 18 . This figure shows that performances of the NL-GMKF and the IMM-EKF (2) are similar and that both outperform the IMM-EKF (1) in the first scenario.
However, the NL-GMKF outperforms both IMM-EKF algorithms in the second scenario, in the presence of glint noise during the CT interval. It should be noted that the model of IMM-EKF (2) is tailored to specific scenarios of CV and CT, while the NL-GMKF does not use such prior information. The use of CV and CT models can enable using smaller system noise variance and could be simply incorporated within the NL-GMKF. However, such a prior information increases the algorithm sensitivity to other types of target maneuvering. The target position and velocity estimation RMSEs in this scenario are slightly higher than the corresponding RMSEs presented in Fig. 16 due to modeling mismatch. Finally, the tracking performance of the NL-GMKF was evaluated for a scenario with longer maneuvering duration with the same high acceleration. This scenario models higher maneuvering intensity. In this scenario, the target executes a coordinated turn during 50 seconds with acceleration magnitude of about 4.5g. As in the previous case, the acceleration vector varies, and this variation is not modeled in the NL-GMKF. The estimation performances of the tested algorithms as a function of time are shown in Fig. 19 . This figure shows that performances of the NL-GMKF and the IMM-EKF (2) are similar and both of them outperform the IMM-EKF (1) in the first scenario, while the NL-GMKF outperforms both IMM-EKF algorithms in the second scenario, in the presence of glint noise during the CT interval.
B.6 NL-GMKF sensitivity
The main motivation of this test is to show that the performance of the NL-GMKF is weakly sensitive to the assumed GMM order of the posterior distribution. In addition, the sensitivity of the NL-GMKF performance to the size of the artificial data used in greedy EM learning, is tested. Note that the size of the artificial data is theoretically unlimited and it is practically set according to the processor computational resources [40] . The scenario 4 is considered here and the position estimation performance at time instance n = 75 is used for sensitivity testing. Fig. 20 shows that for the tested number of Gaussians in the mixture, the NL-GMKF estimation performance improves as the size of the artificial data in the EM stage increases. It can be observed that the estimation performance improves to a turning point, from which the estimation performance degrades. The reason for the estimation performance degradation is the overfitting problem [63] . The threshold for the number of the components in the mixture increases with the size of the artificial data used in the EM stage. This figure shows that only a minor improvement in the estimation performance is achieved with increase of the GMM order.
Conclusions
Two new recursive filters, named as GMKF and NL-GMKF, for linear and nonlinear, nonGaussian problems were presented in this chapter. The GMKF algorithm consists of the GSF followed by an efficient model order reduction method. The GSF provides a rigorous solution for state vector estimation in a linear DSS model with GMM-distributed system and measurement noises and it generalizes the original KF to GMMs. Practical implementation of the optimal GSF is limited due to the exponential model order growth. The GMKF solves this problem via an efficient model order reduction method. The problem of exponential growth of the model order was solved via the mixture PDF estimation at each step using the greedy EM algorithm. It was shown that greedy EM-based order reduction scheme does not signi_cantly reduce the GMKF estimation performance. The estimation performance of the GMKF was tested for non-Gaussian cases using simulations, and it was shown that the GMKF outperforms the PF, IMM and the KF. However this superiority comes at the cost of the extra computational complexity caused by the use of EM for model order reduction procedure. The NL-GMKF was also derived based on the MMSE criterion. It assumes a nonlinear DSS model with general non-Gaussian distributions for the system and measurement noise. The posterior distribution of the state vector is modeled by GMM whose parameters are determined to minimize its estimated KLD from the true distribution. The NL-GMKF was applied to a nonlinear problem of maneuvering radar target tracking in the presence of glint noise. The performance of the derived NL-GMKF was evaluated via simulations and compared to the PF, the IMM-EKF and the EKF. The simulations showed that the NL-GMKF outperforms the PF, the IMM-EKF and the EKF in the considered cases.
APPENDIX
Proposition 1: Consider two M-order jointly GMM-distributed random variables x and y whose joint distribution can be written as (112) The MMSE estimator of y from x is (113) where θ m consists of the mean and covariance matrix of the mth mixture component of the PDF of x. The proof of this proposition can be obtained by noting that E(y⏐x) = E η m E y⏐x,η m (y⏐x, η m ) where η m is the random mixture indicator of the mth Gaussian [47] . Therefore, the conditional distribution of y⏐x, η m is Gaussian, and this implies that the MMSE estimator of a GMM-distributed random vector is a weighted sum of linear MMSE (LMMSE) estimators. Note that the MMSE in (113) is nonlinear for M > 1, as expected in non-Gaussian problems. Proposition 2: Consider two statistically independent GMM-distributed random vectors x ~ GMM(α xk , μ xk , Γ xk ; k = 1,..., K) and y ~ GMM(α yl ,μ yl ,Γ yl ; l = 1,..., L). The random vector z, defined as: (114) is GMM-distributed of order J = KL : z ~GMM(α zj , μ zj , Γ zj ; j = 1,..., J), with where the cross-covariance of x and y vanishes, because x and y, conditioned on the Gaussian indicator, η lk , are statistically independent. www.intechopen.com
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