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Memory is a fundamental and widely studied function of the brain. Yet, our knowledge of how the brain encodes large amounts of information remains crucially limited. The long-term modification of synaptic strength-namely potentiation (LTP) and depression (LTD)-remains the number one mechanism believed to underlie memory storage (Lynch, 2004) . Synapses, however, consist of two partners: a presynaptic and a postsynaptic. Thus, changes in the strength of synapses are likely to emerge from the concerted effects of both pre-and postsynaptic processes. While the phenomenology of both LTP and LTD has been extensively described (Malenka and Bear, 2004) , the individual contributions of pre-and postsynaptic plasticity processes are less known. Moreover, most theoretical studies of LTP and LTD describe plasticity as a postsynaptic phenomenon, completely ignoring the experimental findings reporting high variability in the relative contributions of pre-and postsynaptic mechanisms. What causes this variability and what-if any-could be its functional significance remains unclear.
In this issue of Neuron, Costa et al. (2017) introduce a theoretical framework (statistical long-term synaptic plasticity, statLTSP) that explains this variability as a natural consequence of a basic optimization process. Their model is based on a simple, but powerful, hypothesis: that long-term plasticity optimizes the statistics of postsynaptic responses to achieve a specific mean postsynaptic response with as little variance as possible. The statistical nature of this theory entails that each individual synapse can undergo different presynaptic and postsynaptic modifications, as long as the overall mean is optimized and variance is minimized. In the proposed framework, it is the state of the synapse at the time of plasticity induction that determines the relative contribution of pre-and postsynaptic mechanisms.
Based on this model, a flow field can be generated to predict the amount of presynaptic (release probability, P rel ) and postsynaptic (quantal amplitude, q) changes for every possible state of a synapse. This field thus acts like a ''map'' that directs synapses as to ''which route to take'' in order to achieve the optimal response statistics. By comparing their theoretical predictions to hippocampal potentiation data (Larkman et al., 1992) , Costa et al. (2017) show that their map replicates the observed changes with high accuracy, outperforming simpler models in which synapses head to the optimal solution via a straight or a random path. The model also replicates results from layer 5 visual cortex LTP experiments (Sjö strö m et al., 2001) , and, remarkably, the optimal ''target values'' for postsynaptic responses are similar between the visual cortex and the hippocampus data.
The statLTSP model also performs well when applied to LTD experiments. Here, both P rel and q can be decreased to achieve LTD; however, presynaptic P rel was found to be statistically more efficient: it requires fewer optimization steps to reach the target response. This theoretical finding can help explain the experimental observations of presynaptically expressed LTD (Zakharenko et al., 2002) .
The success of the model in capturing the experimental observations raises a key question: how does the postsynaptic terminal communicate the required changes-or route to follow-to the presynaptic one? Costa et al. (2017) follow up on the idea that retrograde signaling is employed to coordinate plasticity during induction. They propose that the initial plasticity ''command'' is communicated to the presynaptic terminal through the release of nitric oxide (NO) and then adjusted according to the postsynaptic state during induction via the release of endocannabinoids (eCBs). Support for this proposition comes from NO blockade data, in which the correlation between observed values of P rel and theoretical predictions is greatly reduced. eCB blockade has the reverse effect: it specifically removes the correlation between predicted and observed q (Sjö strö m et al., 2007). Such an explanation is plausible and in line with experimental evidence. The requirement for postsynaptic calculation and trans-synaptic communication paint the underlying molecular mechanisms as the real coordinators of plasticity, as ''error signals,'' and invaluable parts of a synaptic optimization mechanism that is orchestrated between two or more cells.
Interestingly, the same model can be used to study synaptic modifications during inhibitory plasticity. Inhibitory plasticity has been suggested to balance excitatory input in order to maintain neural dynamics within a physiologically normal range. Costa et al. (2017) thus tested whether inhibitory plasticity aims to modify the statistics of inhibitory postsynaptic response in such a way as to match the excitatory input optimally (i.e., the excitatory inputs are now the target for inhibitory modifications). It turns out that the predicted (pre-and postsynaptic) changes under this assumption match well with experimental observations of inhibitory plasticity. The agreement of model and data is not as strong as in the case of excitatory plasticity, possibly due to less precise measurements and a general lack of available data. An additional factor at play may be the dendritic locations of excitatory and inhibitory synapses investigated in the experiment, the effect of which is not intuitive (Kastellakis et al., 2015) .
Nevertheless, the proposed model encompasses various forms of plasticity and provides a simple, but powerful, unifying principle: presynaptic and postsynaptic modifications aim for a statistically optimal postsynaptic response. The required response (i.e., target) is presumably determined externally, e.g., through cell-wide spike detection mechanisms and/or through reward-based modulation, and the statLTSP model provides the optimal procedure for modifying each synapse presynaptically and postsynaptically in order to achieve this effect. Costa et al. (2017) show convincing results from LTP and LTD experiments in the hippocampus and the visual and auditory cortex. It will be important to test this theory beyond these regions and under different LTP/LTD induction protocols, as LTP and LTD are widely varying phenomena (Malenka and Bear, 2004) .
Finally, statLTSP provides a good model for early LTP changes, but how synaptic modifications that occur later in time relate to these changes remains unclear. The later stages of LTP (late-LTP) are believed to require protein synthesis and/or gene expression while the stabilization of synapses depends on factors such as the availability of plasticityrelated proteins (Redondo and Morris, 2011) . As late-LTP is related to structural modifications (such as a change in the number of release sites), the simple version of statLTSP would most likely need to be extended to describe such changes. In addition, other slow-acting mechanisms, such as homeostatic plasticity (Turrigiano, 2008) or the plasticity of dendritic excitability, can modify the long-term response statistics in unintuitive ways (Kastellakis et al., 2015) . Further work will be needed to account for these phenomena in a theoretical model like statLTSP.
In summary, the paper by Costa et al. (2017) goes beyond a single level of understanding and addresses the decadeold riddle of pre-versus postsynaptic contributions to plasticity with an elegant idea based on simple principles. Its validity and generality remains to be shown in future experiments.
