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Abstract 
This thesis presents the study photoionization cross sections of three different propargylic 
biofuels; dipropargyl ether, propargyl alcohol, and propargylamine, in chlorine radical-initiated 
combustion experiments at the Chemical Dynamics Beamline (9.0.2) at the Advanced Light 
Source of the Ernest Orlando Berkeley National Laboratory in Berkeley, California. 
Additionally, the unimolecular dissociative photoionization mechanism of furfural was studied 
using photoelectron photoionization coincidence (PEPICO) spectroscopy at the vacuum 
ultraviolet beamline at the Swiss Light Source of the Paul Scherrer Institut in Villigen, 
Switzerland. Dissociation products and mechanisms for furfural were identified over a photon 
energy range of 10.9 to 14.5 eV. Lastly, a study of the potential superbasicity of several 
hyperlithiated species using high-level ab initio techniques is presented on Li3F2O and 
Li3F2(OH)n (n = 1, 2, or 3) to calculate their relative proton affinities and gas-phase basicities.  
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Chapter 1: Introduction 
1.1: The Atmosphere and Climate Change 
The composition of Earth’s atmosphere has changed several times throughout its approximately 
4.5-billion-year existence, and has gone from the earliest atmosphere, which likely contained traces of 
hydrogen and simple hydrides of common volatiles found in the solar nebula, to today’s oxygen-nitrogen 
rich atmosphere.1 Ice-core samples from ancient glaciers and the polar ice caps that can date back to over 
800,000 years as well as sedimentary samples, and sedimentary rock dating back billions of years, reveal 
much about how our climate has evolved over very long periods of time. Ice-core samples can contain 
trapped air bubbles, pollen, volcanic ash which can inform about changes in the prevailing oxygen isotope 
ratio, and indicate how the buildup of ice changed over a period of time.1-2 One such example consists of 
the ice-core samples taken from around the Vostok facility, a Russian Antarctic research facility located 
within Princess Elizabeth Land, East Antarctica one of the coldest places on Earth. These samples show 
that despite the climate having gone through a series of glacial and interglacial periods over the past 800,000 
years, the rate of warming and the synchronous rise in atmospheric CO2 levels are unique to the present.2-3 
It was later found that this was mirrored in the Northern Hemisphere (concurrent for the specific stadial and 
interstadial periods) when further drilling for ice-cores was done in Greenland.4 The sedimentary rock can 
contain fossils of plankton, pollen, animals, or other vegetation, as well as changes in sea-level. Combined, 
these data allow us to construct a history of our atmosphere and the climate as the composition of the 
atmosphere has changed over time. While the accuracy of our understanding of the ancient climate drops 
the further we go back in time, there is enough information to allow for the construction of models showing 
how events altered the climate and how plant and animal life of that time may have been affected.1 And the 
knowledge of past climatic events allows us to predict the outcome of future climatic events within a given 
set of parameters using computer-generated models. Measurements of today’s atmosphere as compared to 
that of various points in the past indicates that the current rise in average global temperatures strongly 
 2 
correlates with human (anthropogenic) activity, specifically the burning of fossil fuels and deforestation.5-
6 
Figure 1.1.1: The complex and interconnected components of Earth’s climate system which all must be 
taken into account when modeling the climate system as a whole. ‘GCM’: General Climate Model.7 
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Of particular current interest is the effect caused by carbon dioxide on the balance of our climate. 
Carbon dioxide is a known “greenhouse gas”, a gas, which can be either natural and anthropogenic in origin 
and which absorbs and emits radiation within the thermal infrared spectrum.8 Anthropogenic sources of 
carbon dioxide mostly come from the burning of fossil fuels, such as petroleum, coal, and natural gas, as 
well as a contribution coming from deforestation (see figures 1.1.2a and 1.1.2b).5  
 
Figure 1.1.2a: Simplified diagram showing both natural and anthropogenic sources of carbon parts of the 
“Carbon Cycle”. Units in: Pg yr-1. Source: Carbon Dioxide Information Analysis Center, United States 
Department of Energy (2012).9 
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Figure 1.1.2b: Descriptive graphic showing “Carbon Cycle” sources and sinks. Black lines are the main 
natural fluxes in the carbon cycle, while red lines indicate fluxes deriving from anthropogenic sources of 
carbon dioxide. ‘GPP’: Gross (terrestrial) primary production. Large fluxes are considered to have 
uncertainties of approximately ±20%. Data shown are relevant to the end of 1994. Source: Carbon Dioxide 
Information Analysis Center, United States Department of Energy (2012).9 
 
The two figures above describe what is known as the “Carbon Cycle”, which is the flow of carbon, 
often in the form of carbon dioxide, between the ground, the ocean, lithosphere, terrestrial biosphere, and 
the atmosphere.8 The anthropogenic sources of carbon dioxide ultimately cause the total amount of 
atmospheric CO2 to rise at a higher rate than the rate at which natural carbon sinks sequestration 
mechanisms.,8 can respond and therefore, increasing the amount of carbon dioxide in the atmosphere.10-11 
Importantly, the last 50 years have seen a noted uptick in the amount of CO2 being added to these carbon 
sinks.12 This excess carbon dioxide further amplifies the natural “greenhouse effect”, by which ambient 
carbon dioxide slows the escape of thermal radiation into space (by virtue of infrared (IR) re-radiation) and 
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traps it closer to the surface thereby heating of the planet.8 The most effective natural carbon sinks on Earth 
are the oceans. The Southern Ocean alone accounts for about 40% of total oceanic carbon dioxide 
sequestration.10  
 
 
Figure 1.1.2c: Global annual mean energy budget from Mar 2000 to May 2004, where the broad arrows 
indicate the schematic flow of energy in proportion to their importance.13 
 
A further consequence of increased carbon dioxide in the atmosphere is that when it dissolves in 
water, it converts into carbonic acid and releases a proton, i.e. CO2 + H2O => HCO3- + H+. As this happens, 
the oceans begin to become more acidic, which can become hostile, or even deadly, to the species which 
inhabit them. One species in particular to be affected is coral. Coral reefs are built via calcification, but at 
lower pH levels, the increased protons generated following the dissolution of carbon dioxide in water reacts 
with carbonate ions needed in the calcification process, which generates further protons, which then creates 
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a cycle that ultimately causes erosion of reef-building coral. As coral reefs are one of the most biologically 
diverse and economically important regions on Earth, their continued erosion would not only represent a 
serious economic threat to fisheries and inhabitants of coast lines that would lose the natural protection of 
reef systems, but would also cause the loss of the many unique species that make up these ecosystems.14 
The amount of carbon dioxide in the atmosphere has sharply increased since the beginning of the 
industrial revolution in the 18th – 19th centuries, and with it, caused a similarly sharp rise in average global 
temperatures. Using instrument data, it has been shown that over the past century, average global 
temperatures have risen about 0.6 ºC and are projected to rise anywhere from 2–6 ºC over the next century.6 
In order to plot average global temperatures and atmospheric carbon dioxide levels in the years prior the 
industrial revolution and instrumental data, it is necessary to make use of “proxy evidence”, e.g., tree rings, 
historical documentation/records, ice-core samples, ocean and lake sediment samples, glacial length 
records, fossils, etc. Combined with modeling and regression analysis, this type of evidence has allowed 
for the construction of a detailed plot going back over a thousand years, which revealed that, at least in the 
past millennium, the current trend of warming is unprecedented, even when taking the Medieval Warm 
Period (~ A.D. 1000)15 into account (see figures 1.1.3a and 1.1.3b).6 
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Figure 1.1.3a: Smoothed reconstructions of large-scale (Northern Hemisphere mean or Global mean) 
surface temperature variations taken from six different research projects16-22 using different proxy evidence 
spanning about 1100 years. This data is paired with the instrumental record (black line) dating from the 
industrial revolution to the present. The gray shading seen on the plot indicates the relative uncertainty, 
with uncertainty increasing the further back in time the data goes and is shown by the increasingly darker 
gray shading.6 
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Figure 1.1.3b: Time series plot of global temperature deviations and carbon dioxide concentrations from 
the industrial revolution to the early 2000’s showing that the rise in carbon dioxide concentrations closely 
follows that of rising surface temperatures, although other greenhouse gases play a role in this as well (vide 
infra).7 
 
The role of CO2 in being a driving force of the temperature regulation for the planet was initially 
suggested in the mid 19th century as part of an attempt to explain the fiercely debated evidence of the time 
that practically all of Northern Europe was apparently covered in ice tens of thousands of years ago, in what 
we now would call an “ice age”. Irish scientist, John Tyndall, proposed that the composition of gases in the 
atmosphere changed over time.23-24 He was building on work by earlier scientists, such as Joseph Fourier, 
who understood that radiation from the sun might pass easily through the atmosphere and be absorbed by 
the surface, which would then radiate it back out, but some of the radiation might be absorbed by the air 
and radiates back down to the surface. Tyndall’s experiments showed that this was correct and he found 
that water vapor and carbon dioxide both did as Fourier had proposed and trapped heat radiation. Going 
further, Swedish scientist, Svante Arrhenius, noted that because water vapor was sensitive to small changes 
in temperature, if the amount of CO2 emissions changed, even by a relatively small amount, the amount of 
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water vapor in the atmosphere would change radically, which might then bring further changes due to its 
own power as a greenhouse gas. Arrhenius thus further noted that CO2 regulated atmospheric water vapor 
levels, and that CO2 levels were the main determining factor in the planet’s thermal equilibrium. Attempting 
to quantify this effect, Arrhenius calculated that if the amount of CO2 were to drop by half, the temperature 
in Europe would drop approximately 4–5 ºC, effectively lowering the average temperature to a point where 
an ice age could occur.25 In 1896, a colleague of Arrhenius, Arvid Högbom, had estimated both the CO2 
output from natural geochemical and anthropogenic sources, and what he found was that humans were 
adding CO2 to the atmosphere at nearly the same rate that natural processes emitted or absorbed carbon 
dioxide. Given this information, Arrhenius considered the possibility of a warming rather than a cooling 
effect and calculated that given a doubling of the amount of CO2 in the atmosphere, the average global 
temperature would increase by about 5–6 ºC. They didn’t view this as a concern at the time though, as they 
assumed the oceans would absorb about five-sixths of the total excess CO2, which would technically be 
true in the long run, provided that the rate of carbon dioxide output did not exceed the rate at which the 
ocean could absorb the CO2, in which case, it might begin to lag behind.11 A later experiment by an assistant 
of Knut Ångström seemed to disprove Arrhenius’ assumptions about CO2 when he found that about the 
same amount of radiation was absorbed by a tube containing about 1/3 of the carbon dioxide found in a 
similar volume of ambient air (about 0.4% less was absorbed, although modern calculations later corrected 
this to about 1%).24, 26 Arrhenius would respond to this by questioning the methods used and making a 
strong point that the amount of carbon dioxide in the upper atmosphere is more important than water vapor 
would be at lower levels due to the upper levels being comparably dry. Today, we know that the temperature 
is regulated by some very thin upper layers of CO2 in the atmosphere and even a 1% change in the amount 
of CO2 would upset a very delicate balance and cause a significant change in surface temperatures. Despite 
being technically correct, albeit oversimplified, Arrhenius’ hypothesis was considered disproven and so the 
consequences of atmospheric carbon dioxide would go on to be effectively ignored for several decades.24 
Apart from CO2, the other major greenhouse gases include: CH4, NO2, O3, and H2O,8 and like 
carbon dioxide, human activity has substantially increased the amount of CH4, NO2, and O3 in the 
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atmosphere.27 As noted by Tyndall and others, water vapor can, and does, act as a potent greenhouse gas,28 
and today it is known to play the greatest role in the natural greenhouse effect, however, its atmospheric 
levels fluctuate greatly on a daily basis both globally and locally, and the upper atmosphere tends to be 
drier than the lower levels, and has been determined to have a negligible effect on climate change overall.24, 
28 Methane emissions provide the second greatest warming contribution after carbon dioxide, as well as 
further contributing to levels of carbon dioxide through interactions with the ozone- and aerosol-ecosystems 
(specifically the hydroxyl radical), which leads to a further warming effect.28-29 Methane may be emitted 
from both natural sources and anthropogenic sources.27 Methane is the primary component of the fossil 
fuel, natural gas, and some methane is lost during the mining, processing, transportation, distribution, and 
usage of natural gas, which contributes a large amount to anthropogenic methane emission.28 Nitrogen 
dioxide, like methane and carbon dioxide, is continuously emitted and absorbed naturally by the various 
cycles, however, anthropogenic sources, such as that generated from burning fossil fuels, burning biomass, 
waste incineration, and the use of synthetic and manure fertilizers have contributed to a greater atmospheric 
concentration of nitrogen dioxide. Nitrogen dioxide in the atmosphere has increased over 21% since the 
pre-industrial period, to levels not seen for at least the last 800,000 years.2-3, 28 The primary oxides of 
nitrogen (NOx) that are involved in air pollution are nitrogen dioxide and nitric oxide and both are 
tropospheric ozone producers, which contributes to ground-level smog that can harm lung tissue and worsen 
conditions, such as asthma, and studies have shown lung function to be worse in regions with higher 
concentrations of NO2. Studies done specifically with NO2 at ambient concentrations, however, show no 
discernible health issues outside of those who have pre-existing conditions, so it is likely that the health 
consequences of excess nitrogen dioxide are caused by its production of tropospheric ozone.30 Nitrogen 
dioxide is photolyzed by ultraviolet radiation from the sun and produces ozone through a reaction with O2.31 NO# + ℎ𝜈'	)	*+,-. → NO + O																																													(𝐸𝑞𝑛. 1.1.1𝑎) => O+ O# → O+																																																								(𝐸𝑞𝑛. 1.1.1𝑏) 
And ozone is then decomposed into nitrogen dioxide and molecular oxygen by a reaction with nitric oxide.31  O+ + NO → NO# + O#																																																				(𝐸𝑞𝑛. 1.1.2) 
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And it is when this balance is disrupted that excess ozone builds up and pollution occurs. This is often 
caused by interactions with atmospheric peroxides, which are themselves formed from the oxidation of 
volatile organic compounds (VOCs), e.g. hydrocarbons. Tropospheric ozone (O3) is a major contributor to 
smog and air pollution at the ground level, and ozone itself is a serious health hazard that has been shown 
to cause damage to lung tissues and there is evidence that it also causes harm to the cardiovascular system, 
there is some evidence, albeit far from decisive, that it may even act as a carcinogen.31 
 
1.2: Energy and Fuel Basics 
1.2.1: Combustion Basics 
Combustion is defined as “a chemical process in which a substance rapidly reacts with oxygen and 
gives off heat.”32 The chemical substance that reacts with oxygen is called the fuel and the source of oxygen 
is called the oxidizer, both can be either a solid, liquid, or a gas. A source of energy is often needed to 
commence a combustion reaction, and is often supplied as heat, i.e., liquid petroleum (gasoline) and air 
(oxygen source) present in a vehicle’s gas tank do not spontaneously ignite until energy is supplied, such 
as from a battery-powered spark plug. New chemical substances are created through the combustion 
reaction and these are then expelled as exhaust.32  
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Fig. 1.2.1: Basic layout for a combustion reaction.32 
 
For a combustion reaction between oxygen and a hydrocarbon-based fuel, i.e., petroleum (such as in a 
typical automobile), water and carbon dioxide are some of the most common products produced. Such that 
the general equation for combustion is as follows: 𝐹𝑢𝑒𝑙 + O# → H#O + CO# + ℎ𝑒𝑎𝑡																																																				(𝐸𝑞𝑛. 1.2.1) 
In combustion processes where air is the primary oxidizer, the production of oxides of nitrogen (NOx, e.g., 
nitrogen dioxide) also occurs.32  
 
1.2.2: Brief Overview of the Energy Consumption and Greenhouse Gas Emission by 
the United States in Recent Decades 
 As previously discussed, many of the major factors behind global warming and climate change are 
CO2, NOx, and CH4 that are anthropogenic in origin and arise from the burning of fossil fuels for energy 
purposes. Worldwide demand for these fossil fuels has only increased as of late due to population and 
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economic growth, particularly in developing nations, putting additional carbon dioxide in the air and 
accelerating the pace of climate change.33-34 Although demand has increased, particularly for petroleum in 
the transportation sector, the potential for future discovery of oil deposits will significantly decrease, even 
as the demand continues to climb, creating an unsustainable situation (figure 1.2.2). 
 
 
Figure 1.2.2: A plot showing the rate of production with the projected future for the discovery of new oil 
deposits.35 
 
In 2007, the United States was responsible for about 20% of the entire world’s energy consumption, 
and about 86% of domestic energy is supplied by the burning of fossil fuels (figure 1.2.3).34  
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Figure 1.2.3: Plot showing a breakdown of fuel consumption in 2007 for the United States by energy 
source in both percentages (pie chart) and in quadrillion Btu (bar graph).34 
 
As of 2015, the main source of CO2 production within the US energy sector is still driven by fossil 
fuel combustion, and electricity generation made up 34% of total energy consumed from fossil fuels and 
emitted 38% of the total amount of CO2 produced from fossil fuel combustion (see figures 1.2.4, 1.2.5, and 
1.2.6).28  
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Figure 1.2.4: The Gross Greenhouse Gas Emissions by the United States from 1990 – 2015, by gas emitted, 
converted to equivalent amount of CO2.28  
 
Figure 1.2.5: The relative contributions of several different kinds of fuel types to the total CO2 emitted by 
the United States divided by sector in 2015.28 
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Figure 1.2.6: A plot of power generation by US electricity generators separated by fuel type as well as 
showing power output and total CO2 emissions every year from 1990 to 2015, note that within this 
timeframe, coal is being supplanted by natural gas as the fuel source, which is partially responsible for the 
drop-in levels of CO2 emissions from this sector. This drop though has other causes, such as warmer 
winters.28 
 
1.2.3: Basics of Biofuels as a Sustainable/Renewable Energy Source and Intermediate Fuel 
The need to find alternative sources of cleaner and renewable energy to reduce dependence on non-
renewable fossil fuels has become greater due to the increasing threat of climate change and heightened 
energy demand.28, 34 This search is made more difficult by the lack of a viable emission-free and 100% 
renewable energy source options that could be deployed immediately as a significant replacement for 
current energy sources. Finding cost-effective, cleaner, and abundant intermediate sources of energy offer 
the possibility to serve as viable immediate solutions. One such possibility is to generate fuel through the 
use of biomass, which are known as biofuels.33 Much of the current biofuel production is made up of ethanol 
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derived from corn grain, which means that food supplies are lost in the diverting of some corn towards 
biofuel production, which decreases food supplies while increasing costs and diverting vital water supplies. 
For example, in the early 2000s, the use of corn as an ethanol source contributed to a 14-43% rise in corn 
prices in the US.36 A better source of biofuels that does not require the use of foodstuffs can be made from 
lignocellulosic plant sources, such as hard and soft woods, oat hulls, and various grasses.33, 37 One major 
drawback to the use of these biofuels is that the methods and economics of production are still being worked 
out, although there have been breakthroughs for some important feedstocks, such as a compound that will 
be discussed in chapter 4 of this work, furfural.38  
 
1.3: The Purpose of this Work 
 Unimolecular dissociation reactions are beneficial for the understanding of a molecule’s bonding 
characteristics, which can relate directly to how it behaves during combustion, as well as a further 
understanding of the potential compounds that may be expelled as exhaust if used for combustion. Because 
of this, two different experiments were performed to analyze this behavior, the first is the unimolecular 
photoionization dissociative reactions of the potential biofuel, furfural, using the iPEPICO (imaging 
photoelectron photoion coincidence spectroscopy) to observe the dissociation dynamics of furfural. The 
second experiment was done using the multiplexed photoionization mass spectrometric (MPIMS) method 
to gain an understanding of the fragmentation behavior of three propargylic systems: propargyl alcohol, 
propargylamine, and dipropargyl ether. From this data, it was also possible to obtain the photoionization 
cross sections for two of these molecules, which are used to describe the likelihood of ionization following 
being struck by a photon of a certain energy.  
 Finally, a purely theoretical study of the proton affinities of a collection of a relatively new group 
of systems, superalkalis, were investigated in the gas-phase using ab initio techniques. The goal was to find 
if any of the studied compounds may qualify as a “superbase” – a very strong base (according to IUPAC). 
The unique properties of alkali metals, such as lithium, are what allows alkali hydroxides and oxides to be 
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some of the most potent bases known to exist in the gas-phase, so a study of proton affinity for hyperlithiated 
species coupled with increasing numbers of hydroxide constituents is intended to build upon this fact and 
try to find these “superbases”. The potential for unique properties of the compounds that are found to be 
superbases may prove useful in organic and inorganic synthesis.  
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Chapter 2: Theoretical Concepts 
 
2.1: Introduction 
 In order to describe the nature of atoms and molecules in terms to be able to make accurate 
predictions about their behavior, we must employ quantum theory. Scientists such as Planck, 
Einstein, Dirac, Bohr, de Broglie, Born, Oppenheimer, Fermi, Compton, Bell, Lamb, Heisenberg, 
Schrödinger, and many others developed this new theory during the first half of the 20th century. 
Hitherto classical Newtonian mechanics named for famed 17th/18th century English physicist and 
mathematician, Sir Isaac Newton, had been used to describe the fundamental forces of nature such 
as electromagnetism and gravity, but when it was used to explain behavior related to light and 
atomic-level interactions, it could not accurately account for the experimental results.1 This chapter 
gives an in depth explanation of the theory used in the collection and analysis of the data and major 
findings that will be presented here. We also include some of the more general theory and 
operational principles behind the equipment and computational/data analysis software used in 
Professor Meloni’s research group.  
 
2.2: Light, Photoionization, and the Franck-Condon Principle 
2.2.1: Light and Matter 
 Classically, light, as defined by English and Scottish scientists, Michael Faraday and James 
Clerk Maxwell, respectively, is a self-propagating electromagnetic wave that travels at constant 
speed, which unlike sound does not require a medium, such as air, to pass through. German 
scientist, Heinrich Hertz, who found that other forms of electromagnetic radiation (in his case radio 
waves) behaved the same as visible light, confirmed this behavior.1 It was later found, however, 
that these wave-based theories could not explain certain phenomena such as atomic spectral lines. 
While trying to solve the Black-Body problem, physicist Max Planck developed a hypothesis that 
an oscillating dipole could only radiate energy in discrete units known as ‘quanta’ and that the 
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radiant energy carried by this quantum (later defined as the ‘photon’) must be proportional to the 
dipole oscillation frequency. The relationship between the energy and the frequency is now known 
to follow the Planck-Einstein relation:2-3  																						𝐸	 = 	ℎ𝜈																																																								(𝐸𝑞𝑛. 2.2.1)	
where E is energy, h is Planck’s constant (6.626	𝑥	10012	𝐽 ∗ 𝑠), and ν is the frequency.2 In 1905 
Albert Einstein established that the known photoelectric effect was due to light of a certain 
frequency striking a clean metal surface, causing ejection of electrons.2, 4 When the kinetic energy 
of the ejected electrons is plotted as a function of the frequency of the light used, a graph like Fig. 
2.2.1 is produced.  
                                       
Figure 2.2.15 Typical behavior in studies of photoelectric effect 
 
Figure 2.2.1 shows a minimum frequency, ν0, which is the frequency below which no electrons 
are emitted and after this point a linear relationship emerges. The relationship is given in the 
equation:2  𝐾. 𝐸.= 	ℎ(𝜈 − 𝜈8)																																																		(𝐸𝑞𝑛. 2.2.2)	
which states that the kinetic energy (K.E.) is proportional to the difference between the incident 
frequency of light (ν) and the minimum frequency, ν0. The constant of proportionality is found 
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to again be Planck’s constant, h. While Einstein assumed that light was concentrated into corpuscles 
(the ‘photon’), he maintained that this did not invalidate the evidence that light obeyed the laws of 
wave motion. As observed light is always quantized, meaning we always observe photons and not 
light waves, we can say that light is a stream of photons and that the mathematical laws of wave 
motion somehow describe the way they move.2 This breakthrough idea has since come to be known 
as “wave-particle duality”. This can be taken one step further if we look at the smallest stably 
charged particle, the electron. In a “double slit experiment” using a stream of velocity-selected 
electrons instead of a beam of monochromatic photons, the same interference pattern is seen at the 
detector.2 French scientist, Louis de Broglie, hypothesized a generalization of the wave-particle 
duality concept and proposed the equation,3 𝜆 = ℎ 𝑝; 																																																										(𝐸𝑞𝑛. 2.2.3) 
where 𝜆 is the wavelength, h is Planck’s constant, and p is the linear momentum of the incident 
quantum particles. American scientists, Davisson and Germer, offered the proof of de Broglie’s 
hypothesis in 1927.2, 6 De Broglie’s wavelength equation is now known as the ‘matter wave’ and it 
showed that electrons, which are matter, obeyed the same laws of wave motion that photons 
followed and could be mathematically represented in the same manner. The mathematical 
representation for this new discovery would come from Austrian physicist, Erwin Schrödinger (vide 
infra). The German/British physicist, Max Born, interpreted from Schrödinger’s mathematical 
expression that all the information that we can have about the electron is contained in the 
wavefunction: Ψ. The absolute value of the square of this expression yields the probability of 
finding the electron at a given location.3 The reason for the probabilistic nature is explained by 
Werner Heisenberg’s Uncertainty Principle, which, in short, states that when attempting to define 
two complementary variables of a system at some given time, there will always be an inherent 
uncertainty in defining them.2  Using the example of position and momentum, their uncertainties 
have been proven by the following inequality:3  
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𝜎>𝜎? ≥	ℏ2																																																						(𝐸𝑞𝑛. 2.2.4) 
where 𝜎>𝜎?  is the standard deviation of position (x) multiplied by the standard deviation of 
momentum (p), and ℏ is the reduced Planck constant (equal to Planck’s constant divided by 2π). 
The Schrödinger equation includes the wavefunction as a means of describing both the motion of 
the particle as well as its probabilistic nature. The general form of the (time-independent) equation 
is as follows:3 ĤΨ = EΨ																																																					(𝐸𝑞𝑛. 2.2.5) 
where Ψ is the wavefunction, Ĥ is the Hamiltonian (total energy) operator, and E is the eigenvalue 
of the total energy. This general form of the equation assumes a stationary state where the 
wavefunction is an eigenfunction of the Hamiltonian with the eigenvalue E. The Hamiltonian is 
defined as the sum of the kinetic and potential energy operators of the system. The Schrödinger 
equation can be applied to practical problems such as determining the energy of a system. It may 
be solved for any simple one-electron system, but is not possible to solve for multi-body systems 
because of the mathematical inability to accurately account for electron-electron interactions. For 
this reason, approximate methods are required, and the methods by which this may be accomplished 
will be discussed in section 6.3, 7  
 
2.2: LASER’s 
 A LASER (Light Amplification by Stimulated Emission of Radiation)8 utilizes certain 
unique aspects of the interaction between electromagnetic radiation and matter. The origin of the 
Laser action is a predictable extrapolation from a postulate by Albert Einstein in 1917, where he 
hypothesized the process of stimulated emission.9 Using Planck’s Black-Body Distribution Law 
and Boltzmann’s population distribution, Einstein demonstrated that the processes of spontaneous 
and stimulated absorption/emission could explain the thermodynamic equilibrium between 
radiation and matter.9 A fundamental principle that had been used in the justification of 
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Boltzmann’s distribution was the principle of “detailed balance.” This principle explains that 
equilibrium is a dynamic process, and that as one action alters the balance, another counter action 
nullifies the overall effect. For example with the effect of radiation on matter in an equilibrium 
state, where some atoms are absorbing the energy, others are emitting energy allowing the overall 
effect to remain balanced.10 The Boltzmann Distribution is given in the following equation:2 
 	𝑁H𝑁I = 𝑒0KLM NO; P𝑒0KLQ NO; P = 𝑒0KRSMQ NO; P																																				(𝐸𝑞𝑛. 2.2.6)	 (𝑇𝑟𝑢𝑒	𝑜𝑛𝑙𝑦	𝑎𝑡	𝐸𝑞𝑢𝑖𝑙𝑖𝑏𝑟𝑖𝑢𝑚) 
The normal Boltzmann population distribution is such that in undisturbed conditions, Nm < Nn; it 
is the process of inverting this distribution that leads to stimulated emission. This is known 
experimentally to be true and is known as Boltzmann’s Principle, which states that at thermal 
equilibrium, there are always fewer atoms in the higher energy state, than in the lower; the principle 
holds true only under positive absolute temperature conditions.8 The addition of energy to the 
quantum system from a coupled electromagnetic field can alter this balance and lead to what is 
known as population inversion. In such a case, more atoms or molecules occupy the upper energy 
level than the lower energy level and both the resonance response and the population difference 
terms will change signs as emission eclipses absorption.8 In order to use a laser then, it is necessary 
to establish a steady-state condition where emission is continually stimulated by virtue of a 
“pumping process.”8 A pumping process, in general, must replenish the supply of atoms/molecules 
in the higher energy quantum state to be stimulated for laser action, without which, the population 
would become non-inverted and absorb the energy from the field rather than emitting light.8  
The first apparatus to successfully utilize Einstein’s postulated mechanism was a MASER 
(Microwave Amplification by Stimulated Emission of Radiation) built at Columbia University by 
C. H. Townes in 1954.8, 11 Ammonia, was diffused, under vacuum, into a non-uniform electrostatic 
field which acted like a lens to select and focus those molecules that were in the higher energy state 
and separate them from those that were in lower states. The atoms in the higher energy state then 
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pass from the focuser into the resonance cavity, which induces the emission of photons. The 
resonance frequencies were determined by scanning the frequency of the incident energy until 
emission peaks in energy were observed in the resonance cavity, which signaled successful 
amplification of the light field by the stimulated, collecticve emission of photons.12 A schematic of 
the original is shown below in Fig. 2.2.2.
 
Fig. 2.2.2: Ammonia Maser Design, designed by C. H. Townes, et al. at Columbia University12 
 
 
The resonance cavity (oscillator) consists of two mirrors on either side of a vacuum pumped empty 
space through which the molecules diffuse and are then induced to emit light by an electromagnetic 
field (in this case, microwaves),12 which is emitted towards either mirror and bounces off and is 
amplified with more light. One of the mirrors is just slightly more transparent than the other, which 
allows a small fraction of the internal light field to eventually be able to pass through this mirror 
and exit as a coherent beam.8, 11 The exit beam was discovered to be more monochromatic than any 
other known source of waves at the time.12 The extraordinary monochromaticity of the beam is due 
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to laser cavity resonance being allowed only for the frequency range which satisfies the following 
equation:11 𝜈 = 𝑛𝑐2𝑑																																																										(𝐸𝑞𝑛. 2.2.7) 
 
where ν is the frequency, c is the speed of light in a vacuum, d is the distance between the mirrors 
on either side of the laser cavity, and n is the integral number of half-wavelengths apart the mirrors 
are. This resonance condition limits the frequency dispersion in the cavity and so limits the 
wavelength range of light that is emitted.11  
One important quality of lasers is that the light they produce is coherent. When the system 
is induced to emit photons the response is directly proportional to the flux of the electromagnetic 
field and is phase coherent with the field as well.8 The reaction of the system against the 
electromagnetic signal causes the amplitude of the signal to increase, but leaves its phase 
unchanged or shifted by some constant amount. The applied electromagnetic field and the atomic 
response are coherently related.8 This coherence allows light produced by lasers to be 
distinguishable over long distances and the high concentration of the light due to the coherence is 
what allows lasers to be used as cutting implements for metal and as an intense localized heating 
source.11  
In the experiments performed for Professor Meloni’s research, we often make use of a type 
of laser known as an excimer laser. This type of laser is also known as an ‘exciplex’ laser, which 
is short for excited complex.13 An excimer is an associated dimeric species which is stable only in 
excited electronic states which readily dissociates to the ground state. This type of laser operates 
by creating molecules in the upper excited state (necessary for inversion discharge) by virtue of 
energetic collisions (pumping process) occurring between the two dissociated atoms, either, or 
both, of which may be in an excited state. The metastable excimers decay with lifetimes on the 
order of nanoseconds, typically emitting UV photons as they do so. The lasing wavelength depends 
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on the types of atoms being used; combinations of a noble gas such as Ar or Xe and a halogen, such 
as Cl or F, are common. This type of laser generally has a high efficiency.11   
 
Fig. 2.2.3: General Schematic of an Excimer Laser.14 
 
Figure 2.2.3 shows a general setup for an excimer laser. The laser cavity consists of the mixture of 
the lasing gases being used, such as Xe and F2, as well as any inert buffer gas being used, such as 
helium or neon. An electric current is provided from the voltage source, causing the electrons to 
excite the molecules and if the energy is enough to ionize both the noble gas and the halogen 
species, these may then rearrange into the necessary bound excimer species. As these decay, they 
release UV light, the energy of which may be determined by the wavemeter.15 
 
2.2.3: Photoionization, Photoionization Efficiency Curves, Cross Sections, the 
Synchrotron, and Monochromator 
 As discussed in subsection 2.2.2, atoms and molecules can absorb energy (radiation) and 
be excited into higher energy states. The Bohr relation gives the difference in energy between two 
states:10 ℎ𝜈HI = (𝑉H − 𝑉I) ∗ 𝑒																																											(𝐸𝑞𝑛. 2.2.8) 
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where h is Planck’s constant, e is the charge of the electron, νmn is the oscillation frequency of the 
absorbed radiation necessary to take the system from state n to state m (the lower and upper states, 
respectively), and (Vm – Vn) is the critical potential for the transition such that eVm and eVn are the 
energies of quantum states m and n. As the wavelength of incident light becomes shorter, the series 
limit is encountered, represented herein by the wavelength, λi, and frequency, νi. This limit is the 
photoionization energy (reference Eqn. 2.2.1 using νi) of the atom/molecule.10 Ionization is the 
process by which an atom or molecule becomes either positively or negatively charged due to the 
loss or gain of an electron, respectively.13 In the context of the work presented herein, only the 
generation of positive ions will be of interest. Photoionization then refers to the process wherein an 
atom or molecule absorbs light of sufficient energy as to result in the ejection of an electron.13 The 
minimum energy that the light must possess (reference the series limit and Eqn. 2.2.1) in order to 
cause an electron ejection is known as an ionization energy.16 Before the absorption of light an 
atom/molecule exists in a discrete, bound quantum state. The final state following the absorption 
of a photon and the ejection of an electron into “a free state of positive energy in the continuum, 
with kinetic energy (k2 ) and related to the absorbed photon by”:10 ℎ𝜈 = (𝑒𝑉d + 𝑘g)																																																	(𝐸𝑞𝑛. 2.2.9) 
where Vi is the ionization threshold energy.  
The area of the spatial region where an atom or molecule has the highest probability of 
ionization by an incident photon is known as the photoionization cross section. At a given 
frequency, the theoretical cross section is described by:10 
𝜎i = 8𝜋1𝑒g𝜈3𝑐𝑔dlℎ𝜈′m n𝑀dpng																																						(𝐸𝑞𝑛. 2.2.10𝑎) 
𝑤ℎ𝑒𝑟𝑒				n𝑀dpng =rrst𝜓p∗r𝑟v𝜓d𝑑𝜈v s
g 																			(𝐸𝑞𝑛. 2.2.10𝑏)pd 	 
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where hν’ is the excess energy of the incident photon above the ionization threshold, gi is the 
statistical weight of the initial discrete state, and |Mif|2 is the matrix component containing the 
wavefunction for the initial and final states. When these are normalized to unity and the summation 
carried out over the degenerate states (both initial and final) we are left with the following 
equation:10 
𝜎i(𝑖) = 4𝜋1𝛼𝑎8g3 𝑉d + 𝑘g𝑔d n𝑀dpng																															(𝐸𝑞𝑛. 2.2.10𝑐) 
where a0 is the Bohr radius and α is the fine structure constant (Sommerfeld’s constant). This 
becomes quite complicated to calculate as you progress beyond Hydrogen-like atoms (multi-
electron systems) and requires approximation with techniques such as the Central Field 
Approximation or the Quantum Defect Method.10 A more contemporary approach to approximate 
the absolute photoionization cross section has been made by Gozem et al.17 where they take the 
initial and final states of the system and condense this information into a Dyson orbital. The 
information describing the initial and final electronic states of the system is then encoded into the 
photoelectron matrix element, DkIF:17 𝐷Nyz = 𝑢〈𝜙yz} |𝑟|𝜓N〉																																							(𝐸𝑞𝑛. 2.2.11𝑎) 
where u is a unit vector in the direction of the polarization of the light, r is the dipole moment 
operator, ϕIFD is the Dyson orbital, and ψkel is the wavefunction of the ejected electron. The Dyson 
orbital connects the initial N-electron state, and the final N-1 state thusly,:17  
𝜙yz} = √𝑁t𝜓(1,… , 𝑛)𝜓0(2, … , 𝑛)𝑑2…𝑑𝑛																			(𝐸𝑞𝑛. 2.2.11𝑏) 
It is possible to assume a strong orthogonality between the Dyson orbital and the wavefunction of 
the ejected electron by making use of Koopmans’ theorem. Koopmans’ theorem18 states that for 
closed-shell Hartree-Fock theory, the ionization energy of a molecular system is equal to the 
negative of the orbital energy of the HOMO (Highest Occupied Molecular Orbital) of the ground 
state. The Dyson orbital itself is a correlated analogue of the Hartree-Fock orbital describing the 
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initial state of the ionized electron within Koopmans’ theorem. This assumption allows for the 
expression for the total cross section, as shown below:17 
𝜎N = 4𝜋g𝑘𝐸𝑐 n𝐷Nyzng																																									(𝐸𝑞𝑛. 2.2.11𝑐) 
where E is the energy of the ionizing radiation, c is the speed of light in a vacuum, and k is the 
magnitude of the photoelectron wave vector related to its kinetic energy, Ek, by 𝑘 = 2𝐸N. For 
multiple channels, where there are various final states accessible at a given energy, the total cross 
section is the sum of the cross sections computed for each channel using its respective cross section. 
Using these assumptions, it is possible to treat larger systems.17  
Collecting an experimental photoionization efficiency curve (measuring ion count as a 
function of photon energy) of the atom or molecule in question thus allows approximate 
experimental determination of the cross section. Under ideal conditions, the photoionization cross 
section is equal to the total continuous absorption cross section, since the ionization efficiency is 
unity. Under less than ideal conditions, however, the efficiency of the photoionization when less 
than unity is equal to:10 𝜂 = 𝜍d𝜍 																																																			(𝐸𝑞𝑛. 2.2.12) 
where ςi is the number of ions formed per second and ςtotal is the number of incident photons 
absorbed per second. At unity, every photon absorbed causes ionization. From data collected while 
experimentally taking the photoionization efficiency curve, it is possible to calculate the 
experimental photoionization cross section at a specific photon energy using the following 
equation:19 
𝜎O(𝐸) = 𝑆O(𝐸)𝜎(𝐸)𝛿𝐶𝑆(𝐸)𝛿O𝐶O 																																				(𝐸𝑞𝑛. 2.2.13) 
where ST(E) and SS(E) are the signal counts for the target molecule and the standard molecule 
respectively at a specific energy, CT and CS are the concentrations of the target and standard 
molecule respectively, δT and δS are the mass-dependent responses for the target and standard 
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molecules (dependent on the device being used), and σS is the photoionization cross section of the 
standard molecule at a specific energy. Equation 2.2.13 requires the photoionization cross section 
of a known molecule, which means that a reference (standard) molecule must have its absolute 
photoionization spectrum taken when measuring the target molecule.19  
 In Professor Meloni’s research group photoionization spectra are taken at the Chemical 
Dynamics Beamline (9.0.2) of the Advanced Light Source (ALS) located at the Ernest Orlando 
Lawrence Berkeley National Laboratory (LBNL) in Berkeley, California. The ALS is a third-
generation synchrotron light source that produces quasi-continuously tunable vacuum ultraviolet 
(VUV) and soft X-Ray radiation by accelerating electrons near the speed of light around a giant 
ring using electromagnets.20 These electrons are generated via an electron gun, which does so at 
the cathode by thermionic emission from heated barium aluminate. The newly generated electrons 
are then accelerated through a linear accelerator, which is a series of electric fields. The electrons 
are then passed to a booster ring, which continues the acceleration until they are nearly at the speed 
of light, which then passes the electrons to the main 1.9 GeV electron storage ring, where the 
electrons travel around the ring with the aid of undulators. The undulators, which possess 10 cm 
periods, assist in preventing the electrons from colliding into the side of the storage ring by using 
bending magnets with alternating poles so as to fine tune the trajectories of the electrons.20 This 
process produces a nominal light flux of 1016 photons/s with a 2.5% bandwidth.21 When the electron 
changes trajectory, it emits radiation, which is the light used at the endstations to conduct 
experiments. It is possible to extract specific photon energies from the storage ring (7.2 – 25 eV at 
the Chemical Dynamics Beamline) by altering the distance between the bending magnets within 
the undulator. This alters the degree of trajectory change of the electrons, and this alters the energy 
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of the radiation produced. 
 
Fig. 2.2.4 ALS Synchrotron Radiation Production from Bending Magnets and Undulators21 
Using Eqn. 2.2.1 (Planck-Einstein Relation) and the following relationship between frequency (ν
) and wavelength (λ):3 
𝜈 = 1𝜆																																																												(𝐸𝑞𝑛.		2.2.14) 
it is possible to determine the energy of the light by the following equation:22  
𝜆> = 𝜆2𝛾g 1 + 𝐾g2 + 𝛾g𝜃g																																	(𝐸𝑞𝑛. 2.2.15𝑎) 
𝑤ℎ𝑒𝑟𝑒	𝐾 = 𝑒𝐵8𝜆2𝜋𝑚8𝑐																																			(𝐸𝑞𝑛. 2.2.15𝑏)	 
where λx is the wavelength of light produced from the undulator, λu is the wavelength of the 
magnetic field alternating along the undulator based on the space between the magnets, γ is the 
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energy of the electron beam in the storage ring passing into the undulator, θ is the direction of the 
radiation emission, and K is the undulator strength parameter. In Eqn. 2.2.15b e is the charge of the 
electron, B0 is the strength of the magnetic field, and c is the speed of light in vacuum. Combining 
equations 2.2.1, 2.2.14, and 2.2.15a allows us to construct the following equation for the energy:15, 
21-22 
𝐸 = 2ℎ𝛾g𝜆  11 + 12𝐾g + 𝜃g𝛾g																										(𝐸𝑞𝑛. 2.2.15𝑐) 
As the light leaves the undulator, it is directed to a windowless gas filter containing a noble gas, 
such as Ar or Kr at a pressure of 30 Torr in order to remove higher-order harmonic photons from 
the undulator.15, 23 The extent to which this filter removes the higher-order photons may be 
quantified using the Beer-Lambert Law:13 𝐼𝐼8 = 𝑒0																																															(𝐸𝑞𝑛. 2.2.16) 
where I is the transmitted photon intensity, I0 is the incident photon intensity, N is the density of 
the gas present, l (lower case ‘L’) is the path length of the gas cell, and σ is the photoabsorption 
cross section. Once the light has passed through the gas filter, it is passed on to an optical 
monochromator, which is an optical device that is designed to mechanically select a specific set of 
wavelengths from a wide selection of wavelengths, it may do so either by the using a prism or 
through diffraction grating.13 While the undulator is capable of roughly selecting wavelengths by 
moving the distance between the magnets, the monochromator is able to select and focus those 
specific wavelengths most relevant to the work at hand. The monochromator used at the Chemical 
Dynamics Beamline is a 3 m Eagle off-plane monochromator, which uses diffraction grating to 
perform the wavelength selection.21 Diffraction gratings are a series of parallel, tightly spaced 
grooves cut into some reflective surface, such as a mirror.13, 15 The diffraction grating in the Eagle 
monochromator may be rotated to provide different wavelengths.21  
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Fig. 2.2.5: Overview of Diffraction Grating23 
Using this process, it is possible to direct the desired light wavelength through the exit slit of the 
monochromator to intersect with the molecular beam at the endstation apparatus.15, 21  The Eagle 
monochromator at the ALS is capable of achieving a narrow bandwidth of about 10-50 meV at the 
cost of photon flux (~ 1013 – 1014 photons-1.21 
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Fig. 2.2.6: Overview of the Eagle beamline showing the path taken by the light from the undulator to 
the endstation.23 
 
To collect photoionization spectra and photoionization cross sections, a photoionization 
mass spectrometric (PIMS) method is used. The PIMS method will be discussed in more detail in 
section 3 of this chapter, and the apparatus will be discussed in greater detail in the next chapter, 
3.1.3. The absolute photoionization spectrum is obtained by comparing the experimental spectrum 
of the target molecule with a well-defined compound at the same energies as the target molecule, 
in our case is one of three calibration gases: ethene, propene, and 1-butene.19  
 2.4: The Franck-Condon Principle 
 The Franck-Condon principle has its origins in the observation by Stern and Volmer who 
noticed that when a diatomic molecule at low pressure is struck by photons carrying energy that is 
greater than its dissociation energy (the “primary reaction”) absorption does not necessarily cause 
dissociation (the “elementary process”), but the molecule is excited instead.24 The excitation only 
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becomes chemical energy when the excited molecule strikes another molecule that may or may not 
be excited. If collision does not occur, then the energy will be emitted as light, as discussed in 
subsection 2.2.2 on Lasers.  
While neither the Born-Oppenheimer approximation nor the Schrödinger equation had yet 
been described, Professor James Franck was able to hypothesize the behavior of a molecule that 
absorbs a photon with enough energy to cause a jump in the electronic level.24 The Born-
Oppenheimer approximation25 makes the assumption that because the mass of the electron is much 
less than that of the nucleus, the nucleus moves so much more slowly than the electron and so the 
nuclear components of the wavefunction and its total energy eigenvalue can be treated 
parametrically. This also implies that the shifts of electron density which accompany electronic 
state charges will be instantaneous compared to nuclear (vibrational) motions. The energy of the 
electron(s) can thus be treated as part of the energy field in which the nucleus moves. Quantum 
mechanically, this allows the electronic, vibrational, and rotational components of the 
wavefunction to be factorized into an approximate “total” wavefunction of the molecule and the 
energies of these components may be treated additively. This separation of the electronic, 
vibrational, and rotational molecular wavefunctions11 underlies the Franck-Condon principle which 
treats the nuclei as if they were moving through a force field dependent only on an average electric 
potential generated by the electrons .26  
In a more qualitative sense, Franck postulated that it is possible to construct two laws of 
force for two nuclei in a molecule that governs their motion relative to one another and then plot a 
curve of this relationship as relative non-vibrational and non-rotational (only electronic) molecular 
energy versus the distance between the two nuclei. Multiple allowed electronic energy levels of a 
molecule may be plotted in this fashion and then it can be used to compare several energy states, 
such as the Swan bands of diatomic carbon plotted in Fig. 2.2.7.  
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Fig. 2.2.7: Swan bands of the C2 state of carbon.27 
 
Franck further postulated that in an electronic transition from one state where the nuclei are not 
vibrating (which is to say located near the relative minimum of the potential energy well of an 
initial electronic state) to a higher energy electronic state, the nuclei will remain virtually 
motionless over the very brief timescale of the transition. The reason for this was later derived 
quantum mechanically by Edward Condon using the Born-Oppenheimer approximation in 1927, 
but in his work, Franck used an argument from classical mechanics that the mass of the electron 
relative to that of the nucleus was negligible and should have only negligible immediate influence 
on the much heavier nucleus.11 Once in the higher energy electronic state the nuclei would be at 
the same relative positions as before, but these would no longer necessarily be in equilibrium state 
for the law of force of the higher electronic state, so the molecule would begin to vibrate.27 This 
implies that the most probable electronic transition to a higher energy state is at a point where the 
distance between two nuclei does not change, despite this not necessarily being the lowest energy 
point for a given law of force.27 This postulate was later expanded to states in which the molecule 
may be vibrating at the time of the transition, and the most probable transition in this state would 
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be where the nuclei are positioned relative to each other the same distance as they were right at the 
moment of the transition.  
Condon treated the vibronic transitions quantum mechanically found that their intensities 
were proportional to the square of the relevant transition moment, given by Rev,11 𝑅 = t𝜓′∗𝜇𝜓" 𝑑𝜏 																																									(𝐸𝑞𝑛. 2.2.18𝑎) 
where μ  is the electric dipole moment operator, and ψ ev’ and ψ ev’’ are the vibrational 
wavefunctions for the upper and lower states, respectively. Using the Born-Oppenheimer 
approximation, he went on to factor the electronic and vibrational wavefunctions together and 
integrate over the electron coordinates to get the following expression by assuming the nuclei were 
stationary relative to the electrons:11 
𝑅 = 𝑅 t𝜓′𝜓′′𝑑𝑟																																					(𝐸𝑞𝑛. 2.2.18𝑏) 
where r is the internuclear distance, the terms under the integral are known as the vibrational 
overlap integral, and Re is the electronic transition moment as shown below,11 𝑅 = t𝜓′∗𝜇𝜓′′𝑑𝜏 																																				(𝐸𝑞𝑛. 2.2.18𝑐) 
The vibrational overlap integral is a measure of the degree to which the two vibrational 
wavefunctions coupled by photon-induced change in ψev overlap spatially; the square of this term 
is known as the Franck-Condon factor. The Franck-Condon factor modulates the probability, and 
hence is defined qualitatively as the magnitude of the intensity of the vibronic transition between 
the two electronic states.11 
 
2.3: Mass Spectrometry  
2.3.1: Time-of-Flight Mass Spectrometry (TOF-MS) 
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  Time-of-flight mass spectrometry (TOF-MS) is based upon the notion that the 
measurement of the amount of time an ion takes to traverse a certain specified distance after falling 
through a known and consistent potential is characteristic of its mass.16 Originally, homogenous 
and constant magnetic fields were required to allow a charged ion stream under high vacuum to 
move with a constant velocity, but these conditions were expensive and difficult to maintain.28 In 
1926, Caltech research scientist, William R. Smythe, suggested using an easily tunable and 
maintainable high frequency oscillating electric field, as could be generated using a new technique 
in radio.28 Building on this original concept, another type of TOF-MS was created known as the 
pulsed-beam mass spectrometer. This type utilizes a long potential-free drift tube, after an 
acceleration through a region of known potential gradient, in which the ions move from their source 
to the detector at the other end.16 As an injected ion passes through the acceleration region of a 
given voltage, U, its potential energy becomes kinetic energy:29 
𝐸 = 𝑒𝑧𝑈 = 12𝑚𝑣g = 𝐸N																																										(𝐸𝑞𝑛. 2.3.1) 
where Eel is the energy uptake of an ion moving through an electric field of known voltage, U, e is 
the elementary charge of the electron, z is the integer number of electron charges, m is the mass of 
the ion, v is the velocity, and Eke is the kinetic energy term. For a drift tube of given length, L, the 
time required to reach the detector from the source is given by:16 
𝑡 = 𝐿 ∗ l𝑚 2𝑒𝑧𝑈; mg																																																(𝐸𝑞𝑛. 2.3.2) 
Equation 2.3.2 shows the relationship between the length of the drift tube, the energy acquired from 
the acceleration field, the value of t determined at the detector, and the characteristic m/z ratio. The 
ratio, m/z, or mass-to-charge, is a description of the fact that the determination of the mass depends 
on the charge state being greater than 0. In the work presented herein, z will always have a value 
of 1, meaning a singly positive charge.  
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One of the greatest problems with mass spectrometers that used electric rather than 
magnetic fields was that they had very poor resolutions.16 Wiley and McLaren then created a new 
design with higher resolution in 1955. The design of the Wiley-McLaren TOF-MS utilizes a 
different ion source that contains two acceleration regions rather than only one16 as in Figure 2.3.1. 
 
 
 
 
 
 
 
 
 
Fig. 2.3.1 Wiley-McLaren Bendix TOF-MS Design:30 
 
Despite only showing one named acceleration region, there are in fact two, the first being in the 
ionization region itself, which precedes the named acceleration region in the figure. In the 
ionization region ‘s’, an electric field of strength, Es, is there while the ions are being formed, in 
the case of Wiley and McLaren this was accomplished by pulsed transverse electron 
bombardment.16, 30 This electric field, formed from a potential in the source backing plate, has a 
magnitude that is the same as the first grid. The second region, the named acceleration region ‘d’ 
in the figure, has a constant electric field with strength, Ed, and from here the ions progress towards 
the drift region, D, which contains no electric field.16, 30 The ions are pushed from the source 
following a positively charged pulse (electric field Es), which continues until all the ions have left 
the ionization region, proceeding into the acceleration region and on to the detector through the 
drift region.[13, 22] The time of flight from this design can be determined by adding together the three 
different times of flights for each of the regions (reference Eqn. 2.3.2), although the energy term in 
the denominator for the drift region now becomes the total energy gained from across the two 
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acceleration regions.30 One issue that arises from this is a difference in where the ions were within 
the ionization field when they are subject to the first electric field, such that the ions that are further 
in the chamber will have less distance to travel to the second acceleration region than those that 
were closer to the back.16, 30 This also implies that they will have different starting velocities as 
some are subject to the field longer than others.16, 30 To account for this issue, Wiley and McLaren 
proposed two possible techniques, first a space focusing technique, such that the velocity is 
dependent on the position within the ionization region, ‘s’, and the ion charge to reduce the 
difference in time-of-flight due to this initial starting point.30 The second method that they proposed 
was an energy resolution technique through the use of a time lag, where the time differential due 
to different starting points was reduced by adding time to the times that were recorded by the 
detector. They found the proper time lag was proportional to the square root of the mass (m1/2).30 
An alternative method for correcting for this issue came later with the introduction of the reflectron 
TOF-MS. This method is similar to the Wiley-McLaren design, with the addition of reflecting 
electrical fields that reverse the direction of the ions. The ions proceed to the reflecting field and 
are slowed until they have zero kinetic energy, and then begin to proceed in the reverse direction 
at a specified angle (determined by the angle of the reflectors) towards the detector through a 
“second” drift region. This substantially increases resolution in the detection of ion mass.29  
 
Figure 2.3.2 – A Reflectron TOF-MS Design.31 
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An issue that arises is ion scattering, which is caused by the differences in kinetic energy 
coming from the ionization region described in the Wiley-McLaren design having different 
distances required to reduce the kinetic energy of the ions to zero in the reflectron. When the ions 
are reversed in direction, the angle that they are diverted to is dependent on how far they progressed 
into the reflectron, and so this causes the ions to be scattered as they approach the detector. This 
error is of less importance when compared to the ability of the reflectron to minimize the initial 
energy spread. These TOF-MS’s can have up to two reflectrons, which improves resolution, but 
which introduces a problem with increased ion scattering and makes using more than two 
reflectrons impractical.29 
 
3.2: Multiplexed Photoionization Mass Spectrometry (PIMS) 
 Photoionization mass spectrometry (PIMS) is the utilization of mass spectrometry 
following ionization by light. In Professor Meloni’s research group, a multiplexed photoionization 
mass spectrometer located at the Chemical Dynamics Beamline of the ALS is utilized. The PIMS 
apparatus is designed and maintained by Drs. David L. Osborn and Craig A. Taatjes of the 
Combustion Research Facility at Sandia National Laboratory.32 The photoionization synchrotron 
light source at the ALS is described in section 2.3. The device is capable of detecting multiple 
masses at once (multiplexed) and is able to resolve chemical kinetics of reactions.21 The apparatus 
at the ALS is able to resolve isomers by the evaluation of the photoionization efficiency spectra, 
the photoionization cross section, and the appearance energy of possible fragments, all of which 
will be unique to a particular structure.21 The apparatus itself consists of the reaction chamber and 
vacuum system, the photoionization source, the mass spectrometer, the ion detector, and data 
acquisition system.21 The original design of the mass spectrometer was based on Mattuach-Herzog 
geometry,21 but now utilizing a Wiley-McLaren design TOF mass spectrometer able to 
continuously detect photoionized reactants and products over a range of masses.15  
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Fig. 2.3.3 shows the PIMS apparatus at the ALS, a further description of the device itself will be 
given in chapter 3 of this work.  
 
3.3: Other Ionization Techniques 
 The source of ions through striking the molecule with a photon (photoionization) has been 
discussed throughout both sections 2 and 3 so far. Some of the other forms of ionization will be 
discussed here. Due to the nature of work presented herein, only the creation of positive ions will 
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be considered. One of the earliest methods of ionization is gas discharge ionization, which was first 
observed by Goldstein in 1886.16 The principle behind this method is to use a tube at low pressure 
with gas flowing through and to excite the molecules by discharging a voltage of anywhere from 
20,000 to 50,000 Volts, whereas the specific voltage depends on the pressure and the electrode 
geometry. However, this method is very unsteady and can easily ionize volatilized material from 
the tube itself leading to possibly ionized contaminates present in the gas.16 This method also causes 
a wide energy spread among the ions and there is no real control or reproducibility among the 
experiments.16 A more modern, but similar, ionization process to the gas discharge ionization is the 
electron impact (bombardment) ionization. Electron impact ionization uses a stream of 70–90 eV 
electrons at the right angle to the molecular or atomic beam.16 More modern techniques and 
instruments typically operate at 70 eV, and there are certain techniques whereby this can be brought 
down to between 7–8 eV.21 One advantage for this method is there isn’t any molecule or atom that 
cannot be ionized at 70 eV.29 Another advantage is that the ions formed from this method are nearly 
homogenous in energy due to the narrow electron beam size.16 However, the large energy of the 
electrons means that there is likely to be a high rate of fragmentation for any molecule that has a 
dissociation energy lower than the likely amount of energy transferred from the electron to the 
molecule. This means it is not useful or any experiment or procedure intended to resolve the 
fragments,[24] as it would lead to a very messy spectrum with many overlapping bands caused by 
so many fragments being created by the high energy of the electrons.21 An ionization method that 
overcomes the issue of fragmentation is electrospray ionization.33 This method succeeds in ionizing 
extremely large molecules, including complex biomolecules, without causing the excessive 
fragmentation common with older methods such as photoionization. Electrospray ionization, 
according to the description of the apparatus used by Fenn et al.,33 works by first injecting a sample, 
which is dissolved in some solvent, into the electrospray chamber through a hypodermic needle 
maintained at a potential of a few kilovolts different than the surrounding chamber walls. This field 
charges the surface of the emerging sample solution, which proceeds to disperse according to 
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Coulomb forces that lead to a fine droplet spray. As the droplets proceed towards the other end of 
the chamber, driven by electric forces, they run into a countercurrent of bath gas under about 800 
Torr of pressure with temperatures around 320-250 K, and this leads to evaporation of the solvent 
from the solution in the droplets. As the radius of the droplet decreases the charge density increases 
until it reaches a point where the Coulomb repulsion is the same as the surface tension. This results 
in what is known as the “Coulomb explosion.” The droplet tears itself into charged daughter 
droplets which then evaporate. This process continues until the radius of curvature of a daughter 
droplet is such that the field due to the surface charge density and electric field are strong enough 
to desorb ions from the droplet into the ambient gas. The desorbing ions include cations to which 
neutral solvent or solute species are sufficientlly attached and that the aggregates can then be 
accurately mass analyzed.33 The issue, however, with this method is that it has a limited focus in 
use as it can only generate very low kinetic energy ions.34  
 
2.4: Photoelectron Photoion Coincidence Spectroscopy (PEPICO) 
2.4.1: PEPICO  
 PEPICO (Photoelectron Photoion Coincidence) is a technique used to analyze the 
dissociation dynamics and thermochemistry of energy-selected ions.34 PEPICO may therefore be 
used to model the unimolecular dissociation of molecules to determine which fragments will form 
at certain energies and to model the kinetics of the process. This has application in determination 
of potential atmospheric pollutants which may interact with ozone or pre-existing NOx compounds 
in the upper atmosphere and thermosphere. The method of ionization used in the PEPICO employed 
by Professor Meloni’s research group is photoionization by vacuum ultraviolet (VUV) light. This 
can, but does not by itself, generate energy-selected ions as the energy from the photon is distributed 
between the ion’s internal energy as well as the kinetic energy of the ejected electron. The nature 
of this relationship is given by the following equation:34 
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𝐴𝐵 + ℎ𝜐 → 𝐴𝐵§(𝐸dI) + 𝑒0(𝐾𝐸) − 𝐼𝐸																														(𝐸𝑞𝑛. 2.4.1)	 
where AB is the neutral molecule, AB+ is the cation, IE is the molecule’s ionization energy, KE is 
the kinetic energy of the electron, and Eint is the internal energy of the ion.34 Only a subset of the 
ions generated will actually be measured, as PEPICO works by detecting the photoelectron and the 
photoion in coincidence, and so typically only detects photoelectrons in coincidence with energy-
selected ions, which should be the same electrons that were ejected during ionization. It becomes 
possible, therefore, to choose the energy of the ion by altering the energy at which the electron is 
collected. The disadvantage is that this has an extremely low collection efficiency as the probability 
of an electron going in the correct direction towards the detector is quite low.34 A general 
requirement for PEPICO is that the light source be either continuous or use a pulsed source with a 
very high repetition rate, such that ionization events may be distributed in time. The reason is that 
within a gap, electrons and ions form, which are not counted.34-35  
 When used for unimolecular dissociation of ions, PEPICO allows for the determination of 
the rates of the energy-selected ions, the translational energy released during the dissociation, and 
allows for the creation of a breakdown diagram. The breakdown diagram is a graph of percent 
abundance of a particular mass as a function of energy. The diagram shows the fractional 
representation of ions at various energies, so at the ionization energy, where no fragments are 
forming, the parent ion would always be at one hundred percent, until it reached an energy where 
some of the parent ions can dissociate, creating the first daughter ion. As the energy is scaled up, 
the likelihood of forming the daughter ion increases and so its percentage against the parent rises 
as the parent percentage falls by an equal percentage. This continues for all other daughter ions.34-
35  
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Fig. 2.4.1: Example of Breakdown Diagram from miniPEPICO program  
 
Figure 2.4.1 shows an example of a breakdown diagram taken from one of the experiments that 
will be presented in chapter 4 of this work, the dissociative unimolecular photoionization of 
furfural. The colored dots are the experimental data points while the curved lines are the calculated 
fractional abundances. The y-axis is fractional abundance (in %) and the x-axis is photon energy 
(in eV). The green line is the parent, furfural (m/z = 96), the red line is daughter ion m/z 95, and 
the blue line is second daughter ion, m/z = 68. The miniPEPICO program will be described later in 
subsection 2.4.4. 
The rates at which these unimolecular reactions happen are estimated by RRKM theory.34 
RRKM theory (Rice-Ramsberger-Kassel-Marcus theory) is a method that takes into account how 
the various normal-mode vibrations and rotations contribute to a reaction (also allowing for zero-
point energies). Therefore, according to the RRKM theory, the rate depends on:13 
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𝑃(𝜀∗)𝑁(𝜀dIªd)																																																					(𝐸𝑞𝑛. 2. 4.2) 
where P(ε*) is the sum of the active quantum states of the activated complex ε*, N(εinactive) is the 
density of states having energy between ε* and ε* + dε*, and εinactive is the inactive quantum state. 
RRKM theory is an extension on RRK (Rice-Ramsberger-Kassel) theory,36-38 which states that the 
rate is proportional to the number of ways that ε may be distributed among the internal degrees of 
freedom in the reactant molecule, such that the critical energy εc may be localized in one degree of 
freedom.13 The addition by Marcus took into account the transition state theory developed by 
Professor Henry Eyring.2, 13, 39  
There are two possible ways at higher energies beyond the single dissociation from parent 
to daughter that a molecule may fragment, either via parallel (also known as competitive) or by 
sequential paths.40  
 
Fig. 2.4.2 Parallel Dissociation Path General Mechanism.40  
 
As shown in figure 2.4.2 the parallel (competitive) pathway has two potential dissociation pathways 
that operate in competition with one another.40  
 
Fig. 2.4.3 Sequential Dissociation General Mechanism.40 
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Whereas in figure 2.4.3, the sequential pathway has only one path where it ionizes and then creates 
a daughter ion, which then itself dissociates into a granddaughter ion. There is no competition 
between the formation of the daughter and granddaughter, as the granddaughter ion has the 
daughter as its direct parent.40  
 The thermochemistry of the process may also be measured by the PEPICO technique. This 
may be demonstrated using the following simple unimolecular dissociation reaction:34 𝐴𝐵 + ℎ𝜐 → 𝐴§ + 𝐵 + 𝑒0																																												(𝐸𝑞𝑛. 2.4.3) 
where the appearance energy (AE) of the reaction may be determined via experimental procedure. 
When there is no barrier to dissociation, the AE may be related to the enthalpy by the following:34 𝐴𝐸 ≈ Δ𝐻8 = Δ𝐻p8(𝐴§) + Δ𝐻p8(𝐵) − Δ𝐻p8(𝐴𝐵)																											(𝐸𝑞𝑛. 2.4.4) 
Typically, issues of this equation arise from the difficulty in establishing the relationship between 
the enthalpy and the AE, as the molecule B is often small and can be known, but the ion A+ may 
not be known experimentally.34  
 
2.4.2: TPEPICO 
TPEPICO (Threshold Photoelectron Photoion Coincidence) is a PEPICO technique that 
corrects for the problem of low electron collector efficiency. It does so by varying the photon 
energy, but setting the electron energy to 0, which has the advantage of looking only at electrons 
without any initial velocity is that they can be collected at near unit efficiency due to only needed 
very weak electric fields to collect them.34 The energy selection is based on the angular motion of 
the energetic electrons. This implies that the energetic electrons should proceed towards the 
detector at an angle, while the zero kinetic energy (threshold) electrons should travel in a relatively 
straight line towards the detector.34  
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Fig. 2.4.4: A typical TPEPICO setup.34  
 
Fig. 2.4.5: An example reflectron TPEPICO setup showing angular discrimination of electrons.40 
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Fig. 2.4.6: A typical two-stage reflectron TPEPICO setup.34 
 
Figure 2.4.4 is a typical TPEPICO setup showing the separation of the ions and electrons as well 
as the small tube that preferentially favors the threshold electrons. There is often a long acceleration 
region for the purposes of measuring dissociation kinetics by modeling an asymmetric TOF 
spectrum. The dissociation threshold is often a key measurement in TPEPICO experiments and in 
order to derive the dissociation rate constants, k(E), by RRKM theory, it must be measured as a 
function of energy and then extrapolated to the ionization threshold, E0.34 Figure 2.4.5 is an example 
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of a reflectron TPEPICO setup used in an experiment. It shows on the left side of the image the 
angular discrimination of electrons where the hot electrons have an angular momentum to them 
and strike around the center, while the zero initial kinetic energy electrons strike near the center of 
the detection plate.40 Typically, the initial acceleration region is too short to allow the ions to 
dissociate, as the rate constant is often very low, so they add a second acceleration to compensate 
for this, which is shown in Fig. 2.4.6.34 This figure shows the two acceleration regions as a space 
focusing correction determined with Wiley-McLaren space focusing conditions, as well as a 
reflectron to perform an energy focusing correction as described in section 3.34 In the first drift 
region, the formation of metastable fragments creates an issue such that these will appear at a 
different TOF than the ions created in the acceleration region. It is possible to account for this when 
finding the rate constant by creating a ratio fragment ion signal between the times to enter and exit 
the drift region and dividing this into the total sum of the signal of the parent ion and all the other 
daughter ion signals:34 𝑇𝑂𝐹	𝐴𝑟𝑒𝑎(𝑑𝑟𝑖𝑓𝑡	1)𝑇𝑂𝐹	𝐴𝑟𝑒𝑎	(𝑡𝑜𝑡𝑎𝑙) = ∫ 𝑒0N𝑑𝑡²³²´∫ 𝑒0N𝑑𝑡µ8 																																			(𝐸𝑞𝑛. 2.4.5) 
where τ1 and τ2 are the entry and exit times from the drift region respectively.   
 
2.4.3: iPEPICO 
 The TPEPICO has good resolution, however it has one major disadvantage. This 
disadvantage is that the threshold detector is contaminated with hot electrons that manage to make 
it close enough to the center due to the simplistic nature of a line of sight analyzer that differentiates 
hot from threshold electrons only by angular divergence.41 One attempt to correct for this error was 
to use velocity-focusing optics. This was set up so that the electrons were separated from the 
molecule and passed through two acceleration regions and then through deflection plates. The 
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electrons are thus electrostatically focused so that the zero kinetic energy electrons focus towards 
the center of the plate and the energetic “hot” electrons are focused on the rings around the center.42  
 
 
Fig. 2.4.7: Setup of TPEPICO velocity focusing optics technique.42  
 
This setup allows for subtraction of the hot electrons and therefore noise suppression creating a 
cleaner TOF spectrum.42 Building on this technique, the idea to use of imaging on the electrons 
was considered so that it would be possible to analyze the whole photoelectron spectrum from 0 to 
about 1 eV, which can be collected and then visualized to aid in the subtraction of the hot electrons. 
This technique was installed in an apparatus termed the “iPEPICO” (imaging photoelectron 
photoion coincidence) at the Paul Scherrer Institut’s VUV beam line in the Swiss Light Source 
facility in Villigen, Switzerland.41 The iPEPICO acts as a cross between the PEPICO and TPEPICO 
setups, to compromise between the disadvantages of both methods with dispersive electron kinetic 
energy analyzers. The analysis of the electron kinetic energy and the ion TOF analysis are taken 
simultaneously.41 The advantage of crossing these two together is that it allows for both the higher 
collection efficiency of the TPEPICO with the higher extraction fields of the PEPICO.41 Then, 
when added to the velocity imaging technique, this creates a device that is able to have reasonably 
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high TOF spectra resolution due higher extraction fields along with a electron kinetic energy 
analysis with a resolution of better than 1 meV.41  
 
2.4.4: The miniPEPICO Modeling Program 
 As seen in figure 2.4.1 in subsection 2.4.1, it is possible to model a theoretical breakdown 
diagram to try to match to experimental data using the miniPEPICO program, developed by 
Professor Bálint Sztáray and others.43 The program is capable of modeling the dissociative 
photoionization in the TPEPICO and iPEPICO experimental apparatuses by computing: the 
thermal energy distribution of the neutral molecule, the energy distribution of the molecular ion as 
a function of photon energy, and the resolution of the experiment. It is possible to model both 
parallel and consecutive dissociation paths and from this, is able to reproduce experimental 
breakdown curves and TOF distributions.43  
The breakdown diagram is the fractional ion abundances as a function of the photon energy, 
which is modeled using the calculated ion energy distributions and the dissociation rates. For a fast, 
single dissociation all ions that have more energy than the dissociation limit will dissociate and 
lead to the fragment ion observed, so the ratio of the parent ion may be given as:43 
𝐵𝐷(ℎ𝜈) = t 𝑃d(𝐸, ℎ𝜈)	𝑑𝐸L¶0yL8 																																					(𝐸𝑞𝑛. 2.4.6𝑎) 
where Pi is the normalized internal energy distribution of the parent ion given as a function of the 
internal energy at a given photon energy. However, for a slow dissociation, not all ions with enough 
energy to dissociate may do so within the timescale of the experiment. This leads to what is known 
as a “kinetic shift”. This means another term must be added to equation 2.4.6a to account for the 
ions that are not able to dissociate within the maximum time an ion has to dissociate in to be 
recorded as a fragment ion (τmax):43 
𝐵𝐷(ℎ𝜈) = t 𝑃d(𝐸, ℎ𝜈)	𝑑𝐸L¶0yL8 + t 𝑃d(𝐸, ℎ𝜈) ∗ exp(−𝑘(𝐸) ∗ 𝜏H>) 	𝑑𝐸										(𝐸𝑞𝑛. 2.4.6𝑏)§∞L¶0yL  
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where k(E) is the internal energy-dependent rate constant. This allows the fragment ion fractional 
abundance to be:43 
𝐵𝐷pº»HI(ℎ𝜈) = t 𝑃d(𝐸, ℎ𝜈) ∗ (1 − exp(−𝑘(𝐸) ∗ 𝜏H>))	𝑑𝐸§∞L¶0yL 									(𝐸𝑞𝑛. 2.4.6𝑐) 
When trying to model a parallel dissociation, the breakdown curve for some fragment ion ‘i’ is:43 
𝐵𝐷d(ℎ𝜈) = t 𝑃d(𝐸, ℎ𝜈) ∗ 𝑘d(𝐸)∑ 𝑘½(𝐸)½ ¾1 − 𝑒𝑥𝑝−r𝑘½(𝐸)𝜏H>½ ¿ 	𝑑𝐸§∞L¶0yL 									(𝐸𝑞𝑛. 2.4.6𝑑) 
where NÀ(L)∑ NÁ(L)Á  are the branching ratios at a particular ion internal energy.43 
TOF distributions are used to determine the experimental dissociation rates.43 Figure 2.4.8 shows 
an example of a TOF model. In figure 2.4.8 the green dots represent experimental TOF distributions 
with the red line passing through being the computed TOF distribution. The fragment ion peak 
shape may be computed by the following formula:43 
𝐹𝑟d(ℎ𝜈) = t 𝑃d(𝐸, ℎ𝜈)§∞L¶0yL∗ lexpl−𝑘(𝐸) ∗ 𝜏(𝑇𝑂𝐹d)m − expl−𝑘(𝐸) ∗ 𝜏(𝑇𝑂𝐹d§)mm𝑑𝐸															(𝐸𝑞𝑛. 2.4.7) 
where Fri(hv) is the normalized height of the fragment ion peak in channel i at a given 
energy, P(Ei, hv) is the internal energy distribution of the parent ion, and τ(TOFi) is the τ value 
that corresponds to the time of flight of channel i.43 
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Fig. 
2.4.8: An example of a TOF distribution in the miniPEPICO program.43 
 
The dissociation rates may be modeled by using one or more of the three unimolecular rate theories 
implemented in the program: RRKM theory, VTST (variational transition state theory), and the 
simplified adiabatic channel model (SSACM). In all of the rate theories the usual transition state 
theory expression may be employed to obtain the dissociation rates:43 
𝑘(𝐸) = 𝜉𝑁‡(𝐸 − 𝐸8)ℎ𝜌(𝐸) 									(𝐸𝑞𝑛. 2.4.8) 
where 𝑁‡(𝐸 − 𝐸8) is the sum of the states of the transition state, 𝜌(𝐸) is the parent ion density of 
states, and 𝜉 is the reaction degeneracy.43  
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2.5: Computational Approaches  
2.5.1: Computational Methods, Basis Sets, and Shells 
 As discussed in section 2 of this chapter, the exact solution of the Schrödinger equation for 
any system beyond one electron is impossible; it is, however, possible to approximate its solution. 
Two major methods of molecular structure approximation exist: Molecular Mechanics and 
Electronic Structure Methods.44 The former uses the laws of Newtonian (classical) mechanics to 
approximate the optimized structure and energy with force fields. Molecular mechanics focuses 
more on the movements and interactions of the nuclei rather than the electrons, which means that 
any effect by the electrons is essentially ignored, and specific properties cannot be calculated using 
this method. The latter method, the electronic structure method, includes several major classes: 
semi-empirical, ab initio, and density functional theory. Electronic structure method employs 
quantum theory and attempts to approximate the solution of the Schrödinger equation. The first 
class, semi-empirical theory uses some experimental data to generate parameters that are then used 
to approximate the Schrödinger equation. The second class, ab initio, which translated from Latin, 
as “from the beginning,” uses no experimental data and attempts to approximate the solution to the 
Schrödinger equation numerically using only the laws of quantum mechanics. The third class, 
density functional theory (DFT), is very similar to ab initio, in that it approximates solutions 
numerically using only the laws of quantum theory but differs in how it treats the electron 
interactions. DFT attempts to account for electron correlation, wherein the electrons in a molecular 
system attempt to avoid one another individually, whereas traditional ab initio only approaches this 
problem through averaging. More recent versions of ab initio calculations, known as post-Hartree-
Fock methods may account for electron correlation as well.44 The program used in Professor 
Meloni’s research group to perform these calculations is the Gaussian09 suite of programs.45 For 
the purposes of this work, only ab initio and DFT methods will be considered.  
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 In order to approximate the structure of a molecule, the molecular orbitals must be 
considered, and the mathematical representations of them in the computational methods are known 
as “basis sets”. The basis set constrains a particular electron to a given region of space within the 
molecule, and the larger the basis set, the fewer the constraints, it allows for better approximations 
of the electron location. In quantum theory, the electron’s location is not considered deterministic, 
but rather probabilistic, and so the fewer constraints on its location, the more accurate the 
approximation. The basis set is made up of a linear combination of pre-defined one-electron 
functions called “basis functions,” such that a single molecular orbital can be defined as the 
following:44 
𝜙d = r 𝑐vd𝜒vvÆ 																																																				(𝐸𝑞𝑛. 2.5.1) 
where c is known as the molecular orbital expansion coefficients, and χ is the basis function. The 
major downside in using larger basis sets is that it requires ever more resources to compute.44 
 It is possible to consider electron spin as well in these calculations and whether the 
electrons will be contained within “open” or “closed” shells, otherwise known as “unrestricted” 
and “restricted,” respectively. The restricted shells have an even number of electrons paired into up 
and down spin states. Whereas the unrestricted shell is for systems that have an odd number of 
electrons, such as in the case of an excited state, meaning it has an unpaired electron. The main 
difference is that in closed shell systems, the paired electrons are paired into a single spatial orbital, 
and in open shell systems the electrons of opposite spins are placed in separate spatial orbitals.44  
 
2.5.2: The Hartree-Fock Self-Consistent Field Method 
  The simplest ab initio method is Hartree-Fock, named for British physicist Douglas Hartree 
and Soviet physicist Vladimir Fock. The Hartree-Fock method uses a concept known as the 
 62 
variation principle, which is derived from the variation method. The variation method is designed 
to calculate the lowest energy state of a system and makes the assumption that the integral:46 
𝐸 = t𝜙∗𝐻𝜙𝑑𝜏																																																			(𝐸𝑞𝑛. 2.5.2𝑎) 
𝑤ℎ𝑒𝑟𝑒	𝐸 ≥ 𝑊8																																																							(𝐸𝑞𝑛. 2.5.2𝑏) 
is the upper limit of the energy W0 of the lowest state of a system, where E is the energy at the 
given state; H, is the Hamiltonian operator (described in more detail in section 2), ϕ is a function 
of the coordinates of the system that satisfies the auxiliary conditions for a satisfactory wave 
function. The inequality from equation 2.5.2b is the mathematical representation of the variation 
principle, which states, in simple terms, that the energy of the exact wavefunction is essentially the 
lower bound to the energies calculated using any other normalized antisymmetric function.46 
Symmetry in wavefunctions may be described using the resonance phenomenon in quantum 
mechanics, and it may be shown for a zeroth-order wavefunction for the state with:46  𝑊′ = 𝐽È + 𝐾È																																																						(𝐸𝑞𝑛. 2.5.3𝑎) 
where W’ is the perturbation energy, Js is a Coulomb integral, and Ks represents a resonance integral 
(also known as an interchange integral). The wavefunction for this state in a two-electron system 
may be shown as:46 1√2 {1𝑠(1)	2𝑠(2) + 2𝑠(2)	1𝑠(2)}																																					(𝐸𝑞𝑛. 2.5.3𝑏) 
the atom in this state can be described as resonating between the structure in which the first electron 
is in the 1s orbit and the second electron is in the 2s orbit and that in which the electrons have been 
interchanged. This type of wavefunction is said to be symmetric in the positional coordinates of the 
two electrons, inasmuch as the interchange of the coordinates that takes place between the two 
electrons leaves the function unchanged. However, the similar wavefunction:46 1√2 {1𝑠(1)	2𝑠(2) − 1𝑠(2)	2𝑠(1)}																																				(𝐸𝑞𝑛. 2.5.3𝑐) 
 63 
is said to be antisymmetric in the positional coordinates of the electrons, as their interchanges 
causes the sign of the function to change. This symmetry in the wavefunction is found to exist in 
all systems that contain identical particles, where it is impossible to tell them apart.46 The value of 
the ϕ function at the value of E sufficiently close to W0 would be a close approximation of the real 
wavefunction, ψi, of the system.46 The problem thus becomes one of finding the proper set of 
coordinates to minimize the value of E to approach W0.44, 46 Recalling the molecular orbital 
expansion coefficients from subsection 2.5.1, it is possible to use the variation principle to describe 
these coefficients in terms of matrices:44 
rl𝐹vi − 𝜀d𝑆vim𝑐vd = 0					𝑤ℎ𝑒𝑟𝑒	𝜇 = 0, 1, 2…𝑁																						(𝐸𝑞𝑛. 2.5.4𝑎)iÆ  𝑤ℎ𝑖𝑐ℎ	𝑏𝑒𝑐𝑜𝑚𝑒𝑠						𝐹𝐶 = 𝑆𝐶𝜀																																					(𝐸𝑞𝑛. 2.5.4𝑏) 
where each element is a matrix: Fμν is the Fock matrix and is defined as the average effects of the 
field of all the electrons on each orbital, ε is the diagonal matrix of orbital energies, where each 
element is a one-electron orbital energy of the molecular orbital, χi, and S is the overlap integral, 
meaning the overlap between orbitals. The Fock matrix and the molecular orbitals rely upon the 
expansion coefficients, so they must be solved iteratively, the method through which this is done 
is known as the self-consistent field. When this method converges, it has reached a point where the 
energy is at a sufficient minimum and the orbitals generate a field that produces the same orbitals, 
which is why it is called self-consistent.44 Electrons treated by Hartree-Fock only see the average 
effect of all the other electrons (see Fock matrix) and so no individual electron-electron interactions 
are considered.44  
 
2.5.3: Density Functional Theory (DFT), Post Hartree-Fock, and the Complete Basis Set 
(CBS) 
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 Hartree-Fock theory could generate substantial deviations from the true value when 
determining the energy due to the lack of treating electron-electron interactions robustly enough, 
so methods built on the same concepts were designed with the purpose of solving this issue and are 
known as post Hartree-Fock methods. One correction was attempted through the development of 
Configuration Interaction (CI), which includes more than the one determinant used by Hartree-
Fock by assuming potential interactions between virtual and occupied orbitals, creating different 
electron configurations to try to account for electron interaction effects. This method requires an 
enormous amount of computational resources and is only useful on small molecules.44 Another 
attempt to account for this deviation was the Møller-Plesset perturbation theory.44, 47 This theory 
looks at electron correlation as a perturbation of the Fock matrix drawing on the many-body 
perturbation theory.44 Perturbation theory can be thought of as a deviation from the exact solution 
due to some “perturbation” of the system. If there is an example of a known solution for the 
Schrödinger equation:2 𝐻8𝜓I8 = 𝐸I8𝜓I8																																																			(𝐸𝑞𝑛. 2.5.5𝑎) 
If it is assumed that the Hamiltonian, H, is close to H0, and introducing the parameter, λ, in a term 
λH(1), which is the effect of perturbation, so the following equation can be created to relate these 
terms by dividing the Hamiltonian into two parts:2 𝐻 = 𝐻8 + 𝜆𝐻()																																															(𝐸𝑞𝑛. 2.5.5𝑏) 
So now the new Schrödinger equation accounting for the perturbation can be written:2 l𝐻8 + 𝜆𝐻()m𝜓I = 𝐸I𝜓I																																						(𝐸𝑞𝑛. 2.5.5𝑐) 
This equation implies that if the parameter, λ, is made zero it would reduce to Eqn. 2.5.5c, and 
thus would be the “unperturbed” equation. Solving this equation becomes the necessary part of this 
method.2 Møller-Plesset theory takes this idea and uses it to add a non-iterative correction to the 
variation method used in Hartree-Fock, and in this case, Møller-Plesset theory makes the 
Hamiltonian, H, equal to the sum of the one-electron Fock operators:44 
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𝐻8 =r𝐹dd 																																																						(𝐸𝑞𝑛. 2.5.5𝑑) 
where Fi is the Fock operator acting on the ith electron. This method has the potential to overcorrect 
due to its non-iterative nature, and higher orders of the correction can even be positive, meaning 
that instead of lowering the energy, it will increase it, thereby making the value worse than before 
the correction.44 
 Density functional theory (DFT) has its origins in the Thomas-Fermi model,48-49 work done 
by Slater, and the Hohenberg-Kohn50 theorem. The last of which showed that there existed a 
functional that could describe the ground state energy and density exactly, but they could not 
provide the form of this functional. DFT method use an approximate form of this functional that 
accounts for the energies coming from the kinetic energy of the electrons, ET, the potential energy 
of the attraction between the nucleus and electrons and the repulsion between multiple nuclei, EV, 
electron-electron repulsion, EJ, and the exchange correlation term to account for the other electron-
electron interactions, EXC.44  𝐸 = 𝐸O + 𝐸Ë + 𝐸Ì + 𝐸ÍÎ																																												(𝐸𝑞𝑛. 2.5.6) 
All terms other than the nuclear-nuclear repulsion term are dependent on the electron density, and 
EXC, which is actually the pairing of the exchange functional and the correlation functional, is 
determined entirely by the electron density.44 The DFT calculations proceed in a similar fashion to 
the Hartree-Fock method, but includes the new term, EXC, which when it is being calculated can be 
estimated analytically by integration. An example of such a DFT method is the BLYP method, 
which pairs Becke’s (the B in BLYP) 1988 gradient-correct exchange functional51 with the 
gradient-corrected correlation functional developed by Lee, Yang, and Parr52 (the LYP in BLYP). 
The gradient-corrected portion refers to the dependence on both the electron density and its 
gradient.[39] A later formulation of this method combined the iterative nature of the Hartree-Fock 
method with BLYP and defined EXC to contain a combination Hartree-Fock/DFT exchange 
functional and a DFT correlation functional:44  
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𝐸RÏÐºdÑÍÎ = 𝑐Òz𝐸ÒzÍ + 𝑐}zO𝐸}zOÍÎ 																																									(𝐸𝑞𝑛. 2.5.7) 
where c is a constant and HF refers to Hartree-Fock.44 This type of formulation is used in the B3LYP 
method.44, 52-53  
 The Complete Basis Set (CBS) method is a special computational model that does not use 
only one method to calculate the approximate the solution to the Schrödinger equation, but several 
ones in a certain order. Its conception comes from the notion that large errors from ab initio 
calculations derive from basis set truncation.54-56 It computes the total energy by performing a series 
of calculations where the size of the basis set used decreases with an increase in method complexity. 
Once it has completed calculating, an extrapolation is performed across the values found using 
these various methods to better approximate the solution. The extrapolation is based on the Møller-
Plesset expansion and creates the following:44 𝐸 = 𝐸Òz + 𝐸(g) + 𝐸(1→∞)																																										(𝐸𝑞𝑛. 2.5.8) 
and this extrapolation involved computing the second and infinite order corrections to the energy. 
The CBS method uses the known asymptotic convergences of pair natural orbital expansions of the 
pair energies to extrapolate from the calculations using a finite basis set to the estimated complete 
basis set limit.54 The extrapolation towards the CBS values uses the asymptotic forms for the pair 
natural orbital expansions of these terms, and if operating without degeneracies, the dominant 
correction to finite basis set calculations will be the complete basis set extrapolation of the second-
order pair energies.54-56 In the CBS methods, the zero point energy (ZPE) is calculated at lower 
levels of theory and then combined with the total electronic energy calculated from higher levels 
of theory in order to obtain a composite total molecular energy. One major form of the CBS method 
is the CBS-Q method, which uses second-order Møller-Plesset theory (MP2) for the optimized 
structure calculation to include an instance of electron-correlation and utilizes the self-consistent 
field method for the ZPE calculation. This leads to a potential source of error from large spin 
contamination brought in from the use of unrestricted Hartree-Fock (UHF) and unrestricted MP2 
 67 
(UMP2), where the frequencies and geometry calculations may become unreliable.55  The method 
CBS-QB3 is the primary method of calculation used in Professor Meloni’s research group. The 
CBS-QB3 method is an attempt to correct the error(s) that may potentially be generated in the CBS-
Q method. CBS-QB3 takes advantage of DFT, in the form of B3LYP, by using the CBS-Q general 
design for energy calculation, but employing B3LYP geometry and frequency calculations. The 
order of calculation for the CBS-Q method is as follows:55 
1. UHF/6-21G geometry optimization and frequencies 
2. MP2(FC)/6-31G optimized geometry 
3. UMP2/6-311+G(3d2f, 2df, 2p) energy 
4. MP4(SDQ)/6-31+G(d(f), p) energy 
5. QCISD(T)/6-31+G energy 
In CBS-QB3, steps 1 and 2 are replaced with B3LYP/6-311G(2d,d,p) for geometry optimization 
and zero point energies. Step 5 was replaced with the CCSD(T) method (Coupled Cluster for 
singles, doubles, as well as perturbative triples), but maintains the ‘Q’ to refer to its connection to 
the original CBS-Q method.55 CBS-QB3 was shown to be, in almost all cases, to be as or more 
reliable than the CBS-Q method with a few exceptions. It was found to be good for stable molecules 
and will offer good consistency in transition states. One exception is the error in the energy 
calculation for species with high levels of spin contamination, which increases drastically, even 
due to small errors in geometry. For the CBS-Q method, a correction term may be used to account 
for the deviation due to spin contamination:55 Δ𝐸(𝑠𝑝𝑖𝑛) = −9.20𝑚𝐸RΔ〈𝑆g〉																																							(𝐸𝑞𝑛. 2.5.9)	 
which adds a correction proportional to the error in the UHF 〈𝑆g〉.55 CBS-QB3 uses a similar term 
that is proportional to the deviation in the UHF expectation value of the spin-squared operator 〈𝑆g〉 
from the values that would be appropriate for a pure spin state (e.g., 0.75 for a doublet). This 
correction works well for many species, particularly highly contaminated species, however for 
systems with low levels of spin contamination, the correction term has been shown to overcorrect.57   
 68 
 
2.5.4: Transition State Theory, Potential Energy Surface Scans, Frequency Calculations, 
and Thermochemistry 
In between reactants and products in a reaction is a state known as the transition state, 
which is a particular assembly of atoms with a higher molar Gibbs energy and is a state through 
which a molecule must pass on its way from being a reactant to a product (in either direction). The 
assembly of atoms formed at the transition state is known as the “activated complex.” The transition 
state is characterized by its possession of one (and only one) imaginary frequency (characterized 
as a negative frequency). The theory through which its behavior is explained is known as transition 
state theory (TST).13 Transition state theory can provide insight into the way a chemical reaction 
progresses, or if using an experimentally determined rate, can calculate various thermochemical 
values, such as the standard entropy, enthalpy, and Gibbs energy of reaction. This theory depends 
on two major equations, the Arrhenius equation58 and the Eyring equation.59 The Arrhenius 
equation was developed first to calculate rates of reaction:3 
𝑘 = 𝐴𝑒0LÓÔO																																																(𝐸𝑞𝑛. 2.5.10) 
where k is the rate constant (or rate coefficient), A is the pre-exponential factor, Ea is the activation 
energy, R is the universal gas constant, and T is the temperature in Kelvin. This equation though 
was determined empirically and the formulations of the pre-exponential factor and the activation 
energy were not yet understood. This led to the Eyring equation, which was to explained the 
derivation of their formulation:2-3, 59  
𝑘 = 𝑘Õ𝑇ℎ 𝑒0ÖÒ‡ÔO 𝑒Ö‡Ô 																																									(𝐸𝑞𝑛. 2.5.11) 
Through this theory, it became possible to understand that the activation energy needed was 
actually a “barrier” that had to be surmounted before a reaction could actually occur where reactants 
become products. Located at the peak of this barrier is the transition state.  
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Fig. 2.5.2: Hypothetical reaction profile showing the barrier and location of transition state.60  
 
Figure 2.5.2 shows a hypothetical reaction profile whereas the reaction progresses in either the 
forward or reverse direction it must surmount a barrier, which is not the same for either direction, 
as can be noted by the Ea(forward) and Ea(reverse) being of different size. It can also be seen in the 
image the location of the transition state atop the barrier, as well as the enthalpy of reaction, which 
is shown as the difference in potential energy of the products and reactants. This type of plot may 
be theoretically calculated and observed as a series of individual points along the curve and from 
this, the transition states may be seen and their energies then evaluated; this type of graph is known 
as a potential energy surface and the calculation to observe it theoretically is known as a potential 
energy surface scan. This may be done by modifying the length of a particular bond or by moving 
one atom closer to another for purposes of bonding or transfer, such as a hydrogen transfer. Using 
a pre-defined step size, it is possible to construct a graph from individual points each calculated at 
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the distance moved according to the step size. As the internuclear bond distances are altered from 
the initial state, the energy will also change.2 From this constructed graph it is possible to observe 
potential transition states and then, using this structure, observe its energy and optimized structure 
using one of the theoretical methods described in previous concepts within this section. The 
difference in the calculation of a transition state versus a normal state is that the value being looked 
for represents a local maximum, or a “saddle point” at the top of the potential energy surface 
curve.44 
Frequency calculations are important aspects in the calculation of several fundamental 
properties of systems being studied. They may be used for the generation of rate constants in 
RRKM theory, for the prediction of IR and/or Raman spectra, to identify the nature of stationary 
points along a potential energy surface, for the determination of the thermochemistry of a system, 
as well as to make determinations about the energy of a system.44 Each of the various types of 
motion, translational, electronic, vibrational, and rotational has an effect in the calculation of 
thermochemical values. The computation of the thermochemical values, within the Gaussian09 
suite of programs, is derived from statistical thermodynamics. Gaussian makes the approximation 
that the systems that are being modeled are made up of non-interacting particles, therefore must 
follow ideal gas conditions, i.e.:3, 7, 61-62 𝐼𝑑𝑒𝑎𝑙	𝐺𝑎𝑠	𝐿𝑎𝑤:	𝑃𝑉 = 𝑛𝑅𝑇																																					(𝐸𝑞𝑛. 2.5.12) 
This assumption introduces error into the calculations, the magnitude of which is dependent on 
how far the system deviates from ideal behavior. Gaussian also makes the assumption for the 
electronic contribution that the first and all higher excited states are inaccessible to the system and 
are therefore ignored. This assumption only introduces error when the system being measured has 
a low-lying electronic excited state(s).61 The starting point for the calculation of the entropy, 
energy, and heat capacity is to make use of the total partition function, q(V, T), for each of the 
contributing forms of motion: electronic, translational, vibrational, and rotational. The partition 
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function from any of these forms of motion may be used to solve for the thermodynamic quantity 
contribution from that form of motion. The entropy (S) for a system may be calculated as:61 
𝑆 = 𝑁𝑘Õ + 𝑁𝑘Õ ln 𝑞(𝑉, 𝑇)𝑁  + 𝑁𝑘Õ𝑇 𝜕 ln(𝑞)𝜕𝑇 Ë 															(𝐸𝑞𝑛. 2.5.13𝑎) 𝑑𝑖𝑣𝑖𝑑𝑒	𝑏𝑦	𝑛 = 𝑁𝑁Ü 				𝑎𝑛𝑑		𝑢𝑠𝑖𝑛𝑔	𝑡ℎ𝑒	𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛𝑠ℎ𝑖𝑝:		𝑁Ü𝑘Õ = 𝑅 
=> 𝑆 = 𝑅 ln(𝑞(𝑉, 𝑇)𝑒) + 𝑇 𝜕 ln(𝑞)𝜕𝑇 Ë																						(𝐸𝑞𝑛. 2.5.13𝑏) 𝑤ℎ𝑒𝑟𝑒	𝑞(𝑉, 𝑇) = 𝑞𝑞𝑞º𝑞																																(𝐸𝑞𝑛. 2.5.13𝑐) 
where qt, qe, qr, qv are the partition functions for translational, electronic, rotational, and vibrational 
motion respectively that make up the entire partition function, q(V,T). The internal thermal energy, 
E, and the heat capacity, CV may also be calculated from the partition function:61 
𝐸 = 𝑁𝑘Õ𝑇g 𝜕 ln(𝑞)𝜕𝑇 Ë 																																(𝐸𝑞𝑛. 2.5.13𝑑) 
𝐶Ë = Þ𝜕𝐸𝜕𝑇ß,Ë 																																									(𝐸𝑞𝑛. 2.5.13𝑒) 
Equations 2.5.13.b, d, and e will be used to calculate all of the other thermodynamic components. 
In order to calculate the Gibbs free energy and the enthalpy from the information provided by 
Gaussian, the following correction terms must be known:61 𝐻ªºº = 𝐸 + 𝑘Õ𝑇																																				(𝐸𝑞𝑛. 2.5.14𝑎) 𝐺ªºº = 𝐻ªºº − 𝑇𝑆 																																(𝐸𝑞𝑛. 2.5.14𝑏) 
where Hcorr and Gcorr are the correction terms to enthalpy and Gibbs free energy respectively and 
the temperature, T, is either defined by the user prior to the program being executed or given the 
default value of 298.15 K. Using the correction terms, the calculated values for enthalpy of reaction 
and Gibbs free energy of reaction respectively are:61 ∆º𝐻°(298.15𝐾) =r(𝜀8 + 𝐻ªºº)?ºÑªÈ −r(𝜀8 + 𝐻ªºº)ºªIÈ 									(𝐸𝑞𝑛. 2.5.15𝑎) 
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∆º𝐺°(298.15𝐾) =r(𝜀8 + 𝐺ªºº)?ºÑªÈ −r(𝜀8 + 𝐺ªºº)ºªIÈ 										(𝐸𝑞𝑛. 2.5.15𝑏) 
where ε0 is the total electronic energy. These two equations both require both the initial and final 
states of the system. It is also possible to calculate Gibbs free energy of formation and the enthalpy 
of formation for a molecule.61 The general Gibbs free energy equation:3, 61 𝐺 = 𝐻 − 𝑇𝑆																																																				(𝐸𝑞𝑛. 2.5.16𝑎) =>	∆p𝐺°(298𝐾)= ∆p𝐻°(298𝐾) − 𝑇 K𝑆°(𝑀, 298𝐾) −rK𝑆°(𝑋, 298𝐾)PP										(𝐸𝑞𝑛. 2.5.16𝑏) 
where So(M, 298K) is the molecular entropy at 298 K and So(X, 298K) is the entropy of each 
element (X) that makes up the molecule (M). The molecular entropy may be found from the 
Gaussian output in the form of equation 2.5.16a as the “Thermal Correction to Gibbs Free Energy” 
and S may be solved for. The enthalpy of formation is still needed and may be solved for using the 
atomization energy of the molecule, (Σ D0(M)), the enthalpy of formation for the molecule at 0 K 
(ΔfH°(M,0K)), and the enthalpy of formation for the atoms at 0 K (ΔfH°(X,0K)):61 
r𝐷8(𝑀) = r 𝓍𝜀8(𝑋) − 𝜀8(𝑀) − 𝜀äåL(𝑀)HÈ 																							(𝐸𝑞𝑛. 2.5.17) 
where 𝓍 is the number of atoms of element X in molecule M, 𝜀8(𝑀) is the total energy of the 
molecule, 𝜀8(𝑋) is the total energy of element X, and 𝜀äåL(𝑀) is the zero-point energy of the 
molecule and the constituent atoms. The enthalpies of formation for the molecule and the 
constituent atoms may be found from experimental data if it is available, although they may also 
be calculated from data that Gaussian provides. So the enthalpy of formation at 298 K may be 
calculated by:61 ∆p𝐻°(𝑀, 298𝐾)= ∆p𝐻°(𝑀, 0𝐾) + K𝐻æ° (298𝐾) − 𝐻æ° (0𝐾)P
− r 𝓍 K𝐻Í° (298𝐾) − 𝐻Í° (0𝐾)PHÈ 																																																										(𝐸𝑞𝑛. 2.5.18) 
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Using this information, the Gibbs free energy of formation may now also be calculated (reference 
Eqn. 2.5.16a).61  
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Chapter 3: Experimental Methodologies 
3.1: Synchrotron Photoionization Mass Spectrometry at the Ernest Orlando 
Lawrence Berkeley National Laboratory 
Photoionization mass spectrometric experiments are performed using the multiplexed photoionization mass 
spectrometer (MPIMS) on the Chemical Dynamics Beamline (9.0.2) at the Advanced Light Source facility 
of the Lawrence Berkeley National Laboratory (LBNL) located in Berkeley, California, in order to 
investigate the photoionization cross sections of three propargylic compounds: propargylamine, propargyl 
alcohol, and dipropargyl ether, which are presented in chapter 5 of this work. As discussed in chapter 2.2.3, 
photoionization cross sections are defined as the area on an atom or molecule where the probability of 
ionization by a striking photon of a given energy, that is at or greater than its ionization energy, is highest.1  
 
Subsection 3.1.1: Sample Preparation and the Bubbler 
A selected compound is obtained commercially, typically from Sigma-Aldrich, in the liquid phase, and 
when it is time to prepare the sample, a small amount of sample is taken and placed in a bubbler to be 
purified using the freeze-pump-thaw method.  
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Fig. 3.1.1a: Shows the sample preparation setup in a hood within the chemical lab of the ALS at LBNL. On 
the right side are empty tanks, which can be filled with a sample, they are connected to a vacuum pump, 
two MKS pressure transducers, and Baratron® digital pressure readers (far left). The digital reader on top 
is connected to a the high-pressure MKS transducer, which goes up to 10,000 Torr, while the bottom reader 
is connected to a low pressure MKS transducer, which can precisely read pressure from 1-10 Torr.2  
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Figure 3.1.1b: Image taken on September 24, 2015 in the chemical sample preparation room at the LBNL 
showing the sample in the bubbler submerged in liquid nitrogen during a freezing cycle. The bubbler is 
sealed shut and connected to a vacuum (metal tubing on right side of bubbler). 
 
The bubbler is connected with a vacuum pump using a steel line with an Ultratorr connector and Swageloks. 
To begin the purification process, the sample is submerged in a vat of liquid nitrogen (see Fig. 3.1.1b), and 
once it is frozen it is removed from the vat and the valve for the vacuum is opened in order to remove any 
dissolved gases that may be present in the sample as well as any air within the bubbler. The valve is then 
closed and the sample is allowed to thaw out. This process is performed one or two more times to ensure 
that the sample has been thoroughly degassed and purified.  
 The cylinders, as seen on the far right in Fig. 3.2.1a, are first “flushed” with around 2000 – 3000 
Torr of helium several times in order to remove any “sticky” gas molecules that may still be there 
following previous experiments, and are then vacuum pumped for some time until they reach a stabilized 
pressure of ~0.001 – 0.004 Torr. At this point, they can be filled with a new sample. To do so the cylinders 
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are closed off from the vacuum and the rest of the line in order to do the freeze-pump-thaw method with a 
new sample. Once the new sample has been purified, the valve to a clean cylinder is opened very slowly, 
allowing the sample vapor to flow through the line and effuse into the cylinder. The pressure may be 
monitored with the digital pressure readers and should equalize at some point close to its vapor pressure, 
and this experimental value must be recorded. The cylinder is then sealed from the line and the line must 
be pumped to remove any extra sample molecules trapped there. Once pumped, the line is then sealed from 
the vacuum pump and can then be filled with helium gas from a high-pressure tank connected to the main 
line using pressure gauges and valves, at which point the valve to the cylinder containing the sample can 
be opened slowly, allowing helium gas to enter. The helium must be flowed into the cylinder to dilute the 
sample until a 1% partial sample pressure is reached, measured using the digital pressure reader (up to 
10,000 Torr). The total pressure with the sample and helium should be recorded. The sample is now 
prepared and may be taken to the beamline for use in a PIMS experiment.  
 
3.1.2: The Advanced Light Source and the Chemical Dynamics Beamline 
The Advanced Light Source (ALS) at the LBNL acts as the vacuum ultraviolet (VUV) photon source for 
the experiments performed with the MPIMS apparatus. The ALS and the Chemical Dynamics Beamline at 
the LBNL are described in greater detail in section 2.2.3 of the previous chapter.  
 The ALS is a third-generation synchrotron light source that produces quasi-continuous vacuum 
ultraviolet (VUV) and soft X-ray radiation. The electrons used are generated using thermionic emission 
from heated barium aluminate at the cathode of an electron gun and then accelerated through the linear 
accelerator (linac) using a series of electric fields. The electrons then pass into the booster ring, which 
continues the acceleration, until the electrons are traveling at nearly the speed of light (see Fig. 3.1.2a). The 
booster ring injects the newly accelerated electrons into the 1.9 GeV storage ring, where the electrons 
continue around the ring using bending magnets with alternating poles that alter the trajectory of the electron 
as it passes through the fields.3 This produces a nominal photon flux of 1016 photons per second with a 2.5% 
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bandwidth. Whenever the electron changes direction, it emits a photon, which is the light used by 
endstations to conduct experiments. In our case, the Chemical Dynamics Beamline is used and it provides 
tunable VUV light over a range of about 7.2 – 25 eV. The ability to select a light energy is made possible 
by altering the gap between dipole magnets, which alters the trajectory change taken by the electrons, 
which, in turn, alters the energy of the photon emitted (see figure 3.1.2b).4 The theory behind the function 
of the undulators has been covered in greater detail in subsection 2.2.3 of chapter 2 of this work.  
 
Fig. 3.1.2a: Top-down view of the layout of the ALS, showing relative locations of electron generation, 
acceleration, and injection into the storage ring, as well as the layout of beamlines around the ring.  
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Fig. 3.1.2b: ALS synchrotron radiation production from bending magnets and undulators.4 
 
 At the Chemical Dynamics Beamline, the generated undulator light passes through a windowless 
gas filter containing a rare gas, such as Argon or Krypton, which is kept a constant pressure of 30 Torr. The 
gas filter utilizes the ionization energies of the rare gas or gases to suppress higher order harmonic energy 
contamination arising from the presence of large magnetic fields; when a photon possessing an energy at 
or greater than the ionization energy of the gas enters the filter and strikes an atom of the gas, it is fully 
absorbed by the gas.5 The extent of this suppression is described by the Beer-Lambert Law:5-8 𝐼𝐼" = 𝑒%&'(																																																																			(𝐸𝑞𝑛. 3.1.1) 
where I and I0 are the transmitted and incident photon intensities, respectively, 𝑙 is the path length, s is the 
photoabsorption cross section, and N is the gas density.5 Next, the light passes into the monochromator, 
which is described in greater detail in section 2.2.3 of the previous chapter, and is, in brief, an optical device 
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which mechanically selects a specific set of wavelengths from a broad range of wavelengths originating 
from the undulator using either a prism or diffraction grating, which at the Chemical Dynamics Beamline 
is a 3 m Eagle off-plane monochromator that uses diffraction grating to select certain wavelengths. The 
grating may be rotated to obtain different wavelengths. The Eagle monochromator achieves a narrow 
bandwidth of about 10 – 50 meV, which comes at the cost of some of the photon flux (~1013 – 1014 photons 
per second). An overview of the Chemical Dynamics Beamline setup is detailed in figure 3.1.3.  
 
 
 
Fig. 3.1.3: Overview of the Chemical Dynamics Beamline setup, showing the path the light takes from the 
undulator to the endstation.9  
 
3.1.3: The Multiplexed Photoionization Mass Spectrometer Apparatus and Experiment 
The multiplexed photoionization mass spectrometer (MPIMS) apparatus at LBNL utilizes a Wiley-
McLaren time-of-flight mass spectrometer design,10 which allows for the continuous detection of ionic 
species at different m/z values simultaneously. It is used to identify product molecules following 
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photoionization using quasi-continuous tunable synchrotron-generated vacuum ultraviolet (VUV) radiation 
provided by the ALS. There are several advantages to using MPIMS to identify products made in this way; 
as all molecules, whether stable or not, may be ionized, thus allowing for a universal detection tool; the 
time-of-flight detection allows for a wide range of species to be detected simultaneously, which grants a 
multiplexed detection system. MPIMS also allows isomers to be distinguished by their unique 
photoionization spectra (PI curve), which are plots of ion intensity versus photon energy.4, 11 An example 
of the usefulness of this technique is for the study of combustion reactions and photoionization cross 
sections, and it has been used in many cases to do so. This includes allowing for the first direct observation 
of a key, but elusive, combustion intermediate, a hydroperoxyalkyl radical (QOOH), along with the first 
study of its reaction kinetics.12 This technique also permitted the first direct observation and kinetics study 
of the Criegee intermediate (carbonyl oxides, such as CH2OO), biradicals that had been predicted in 1949 
by Rudolf Criegee, who postulated that ozonolysis of alkenes proceeded via carbonyl oxide biradicals. This 
is of great importance to the study of tropospheric oxidation of unsaturated hydrocarbons, which is very 
relevant to the study of climate change.13-14  
For the purposes of the experiment detailed in chapter 5 of this work, only the operation of the 
MPIMS without the photolysis laser will be described, i.e., no reaction is occurring. This type of operation 
is used in an absolute photoionization efficiency scan, where the goal is to obtain the absolute 
photoionization efficiency (PIE) curve of the parent molecule and any fragments that resulted from a 
dissociative photoionization process. This is done by flowing a calibration gas (a gaseous mixture 
containing known concentrations of ethene, propene, and 1-butene) into the apparatus with the sample 
molecule where they are both ionized and mass-analyzed in order to determine the absolute and relative 
photoionization cross sections of the sample molecule and any resulting fragments, respectively.  
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Fig. 3.1.4: An outline of the multiplexed photoionization mass spectrometer, showing the introduction of 
the sample and the orthogonal photoionization leading to the time-of-flight mass spectrometer for mass-
analysis.2, 15  
 
 When a sample has been prepared as described in an earlier section of this chapter and is ready to 
be analyzed, (as visualized in figure 3.1.4) it is flowed along with the calibration gas into a heatable slow-
flow quartz tube, which is 62 cm long with an internal diameter of 1.05 cm.16-21 During the experiments 
described later in this thesis, the quartz tube is maintained at a constant pressure of 4 Torr and temperature 
of 298 K. The pressure is kept constant by a capacitive manometer and controlled using a closed-loop 
feedback valve with the vacuum being generated using a 3200 L s-1 oil-free turbomolecular vacuum coupled 
with a Roots pump. The vacuum pump is located at the end of the slow-flow reactor tube. The quartz tube 
 88 
is insulated with 18 µm thick Nichrome tape, which also allows for the uniformity of temperature 
distribution, which is measured by a closed-loop circuit.21 The flow-rates of the various gases are measured 
by calibrated mass-flow controllers (MFCs). The flow-rates allow for the calculation of the concentration 
(in molecules cm-3) of the gases:2 
𝐶𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 = (3.24	 ×	10>?)(𝑃) A𝐹C𝐹DE A 𝑇298.15	𝐾E%> 																												(𝐸𝑞𝑛. 3.1.2) 
where FS is the flow-rate of the sample (assuming 100% purity; if the sample has been prepared with a 
specific purity, this value should be used to calculate the proper concentration), FT is the total flow-rate, P 
is the pressure, and T is the temperature of the reactor in K.2 The total flow used in the experiment described 
in chapter 5 is 100 sccm (standard cubic centimeters per minute). The gaseous mixture is then continuously 
sampled through a pinhole about halfway down the length of the quartz tube, which is about 650 µm in 
diameter. The gases form an effusive molecular beam, which travels towards a 1.5 mm diameter skimmer, 
which is located about 0.2-0.3 cm from the pinhole in order to direct the molecular beam into a differentially 
pumped ionization chamber. The molecular beam is then intersected orthogonally with quasi-continuous 
VUV radiation produced by the ALS, and the resulting sample ions and potential dissociative fragment ions 
are then detected with an orthogonal-acceleration time-of-flight mass spectrometer, which under the current 
experimental conditions has a mass resolution (m/∆m) of approximately 1600. The vacuum in the ionization 
chamber is maintained by a separate 1600 L s-1 pump, and there is a 600 L s-1 vacuum pump for the ion 
detection region. Following detection, the ion signals are normalized at each photon energy for the photon 
current of the ALS measured using a calibrated VUV sensitive photodiode positioned in the ionization 
chamber.2, 17-21 In order to reach the detector, the cations must first travel through a series of DC electric 
fields, which are used to focus the beam of molecules to the end of the flight tube, where they are then 
subjected to a negative “puller” and a positive “pusher” electric fields, each of ~150 V, in order to direct 
the overall trajectory towards the channeltron plates for detection. These forces are designed to be uniform, 
so that when combined with a known flight tube length, the kinetic energy (KE) should be equal for each 
ion. This way, the only thing that is different between the ions is their mass, which will affect their inertia. 
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Therefore, the velocity of the ions is inversely proportional to the square root of its mass-to-charge (m/z) 
ratio. For the purpose of these experiments, the value of the charge, z, can be taken as +1, as the energies 
used are typically not high enough to cause double ionization. So, the kinetic energy of the ion is then:22 
𝐾𝐸 = 𝑚𝑣M2 = 𝑧𝑉																																																												(𝐸𝑞𝑛. 3.1.3𝑎) 
where m is the mass of the ion, v is the velocity of the ion, and V is the voltage applied with the electric 
field. This equation implies that for a charge, z, of +1, the kinetic energy of an ion is equal then to the 
voltage of the electric field. The time (t) for an ion within a flight tube of given length, L, to reach the 
detector from the source is then:23 
𝑡 = 𝐿𝑣 																																																																						(𝐸𝑞𝑛. 3.1.3𝑏) 
If there are several ions with known masses and detected at certain TOFs, a calibration curve can be created 
with a linear relationship between the time-of-flight and the square root of the mass of the given ion, such 
that the time-of-flight (t) for an ion to reach the detector: 𝑡 = 𝛼 + 𝛽U𝑚/𝑧																																																											(𝐸𝑞𝑛. 3.3.2𝑐) 
where a is the y-intercept and b is the slope. With this equation, it is possible to then assign time-of-flight 
values to their corresponding m/z ratio.  
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Fig. 3.1.5: Shows ions moving from source to detector and how they begin to separate based upon their 
mass within the drift region, thereby allowing for the creation of a time-of-flight spectrum.24  
 
3.1.4: Vacuum Pumps 
 The purpose of vacuum pumps within these experiments is to maintain a contamination-free 
experimental environment. As discussed, there are three turbomolecular vacuum pumps used with the 
apparatus: the 3200 L s-1 pump coupled to a Roots pump that has a backing scroll pump, and there are the 
1600 L s-1 and 600 L s-1 pumps located within the ionization chamber and ion detection region, respectively. 
A turbomolecular pump is a system of moving (‘rotors’) and stationary (‘stators’) blades, which are 
arranged by levels, similar in design to a turbine. As the rotors move, they strike gas molecules that have 
entered the vacuum, and subsequently provide them with the momentum and correct angle to head towards 
a stator directing them towards the next level of rotors moving the gas to higher pressures.  
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Fig. 3.1.6: A basic outline of the general operation of a turbomolecular pump.25 
 
In other words, the rotors act as a system that gives momentum to the gas molecules that are directed by 
stators to move down to a sequence of lower rotor/stator pairs, such that they continue to become 
compressed until they reach a pressure where they can be removed by a mechanical backing pump. The 
efficiency of the turbomolecular pump is expressed using the compression ratio, K, by the following: 
𝐾 = 𝑃WXY'ZY𝑃[\Y]^Z 																																																																		(𝐸𝑞𝑛. 3.1.4𝑎) 
𝐾_]` = aexp e U𝑣f𝑀U2𝑘f𝑁j𝑇k 𝑓mn\ 																																												(𝐸𝑞𝑛. 3.1.4𝑏) 
where P is the pressure at the outlet and the intake, vb is the velocity of the rotors, M is the molar mass of 
the gas, kb is Boltzmann’s constant, NA is Avogadro’s constant, T is the temperature in Kelvin, n is the 
number of blades in the pump, and ff is the function of blade angle. Equation 3.1.4b shows that the 
efficiency increases with the molar mass of the gas being removed, so lighter gases, like hydrogen or 
helium, have a lower efficiency than heavier gases; the equation also shows that efficiency can be 
increased by increasing the velocity of the rotors.  
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The scroll pump, which is the mechanical backing pump for the 3200 L s-1 pump, operates using 
two spirals (see figure 3.1.7), with one fixed and the other rotating. As the one spiral rotates, the volume 
between the rotating and fixed spirals expands as it draws in gas, and as it continues to rotate, the volume 
is isolated and eventually removed.  
 
Fig. 3.1.7: Depiction of the operation of a scroll pump.26  
The Roots pump, which is coupled to the 3200 L s-1 turbomolecular pump, contains two rotors, which are 
both shaped like an “8”, which operate in opposite directions, but do not make contact with one another 
(see figure 3.1.8b). The design of the Roots pump is given in figure 3.1.8a.  
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Fig. 3.1.8a: The general outline of the Roots pump with labels for each part.27 
 
 
Fig. 3.1.8b: The operation of the Roots pump pistons, shown in five phases.27 
 
When gas enters into the intake port (given the label 3 in figure 3.1.8a) during phase 1, the rotors take a 
small amount of this gas and expel it following a rotation of both pistons; so, when the pistons rotate with 
a high velocity, a large volume of gas may thus be expelled. The Roots pump has a range of 75 to 30,000 
m3 h-1 and an operating range from 101 – 103 mbar.2  
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3.1.5: MPIMS Data Analysis 
The data obtained from the MPIMS is a three-dimensional plot (see figure 3.1.9), which shows the m/z 
ratio, time, and photon energy. For the purposes of the work that will be presented in chapter 5 of this thesis, 
only the signal of a given ion (m/z) at each photon energy is used. It is possible to take a two-dimensional 
slice of the data while holding a third variable constant (see figure 3.1.9). Using an in-house designed ALS 
kinetics procedure file, containing the code for functions used in the analysis of the raw data, the data is 
extracted and visualized in IGOR Pro, a proprietary program by Wavemetrics.28 Taking a further vertical 
slice from the two-dimensional data, which is an image of the signal intensity of each m/z ratio versus the 
photon energy, a photoionization (PI) spectrum may be extracted. As discussed in the previous chapter of 
this thesis, a PI spectrum is a plot of ion signal intensity as a function of photon energy for a single m/z 
ratio. The PI spectra may then be used to compare computed adiabatic ionization energies of sample species 
with the experimental values from the photoionization spectra, or for the determination of experimental 
photoionization cross sections (PICS). The shape of the PI spectrum should be the same as that of the PICS, 
and as shown in the previous chapter, it is possible to calculate the experimental PICS from the spectrum 
at a single photon energy:21 
𝜎D(𝐸) = 𝑆D(𝐸)𝜎C(𝐸)𝛿C𝐶C𝑆C(𝐸)𝛿D𝐶D 																																																								(𝐸𝑞𝑛. 3.1.5) 
where ST(E) and SS(E) are the signal counts for the target molecule and the standard molecule, respectively, 
at a specific energy, CT and CS are the concentrations of the target and standard molecule, respectively, δT 
and δS are the mass-dependent responses for the target and standard molecules, respectively, and are 
dependent on the device being used, σT(E) is the photoionization cross section of the target molecule at a 
specific energy, and σS(E) is the photoionization cross section of the standard molecule at a specific energy. 
An already well-characterized molecule must be used for the standard in order to determine the 
experimental cross section for the target molecule. In the experiment presented in chapter 5, the chosen 
standard is propene, as it has been previously measured by Person and Nicole29 and has been successfully 
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used in other PIMS investigations for the determination of the photoionization cross sections for those 
molecules.20-21  
 
 
Fig. 3.1.9: Example of three-dimensional data set taken from an MPIMS experiment.4  
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3.2: Photoelectron Photoion Coincidence Spectroscopy at the Paul Scherrer Institut 
Unimolecular dissociative photoionization experiments were carried out using the imaging photoelectron 
photoion coincidence (iPEPICO) spectroscopy apparatus at the VUV beamline of the Swiss Light Source 
facility, located at the Paul Scherrer Institut in Villigen, Switzerland. This technique was used to explore 
the potential energy surface of the unimolecular photoionization dissociative mechanism of furfural (furan-
2-carbaldehyde), which is presented in chapter 4 of this work. While MPIMS, described in the previous 
section, allows for the discernment of different isomers using the PI spectrum, this method becomes more 
difficult, and is thus, more unreliable, when working with more than three isomers at the same mass-to-
charge ratio (m/z) and they have similar ionization energies.11 iPEPICO offers a solution to this problem, 
while still maintaining the multiplex advantages of MPIMS. PEPICO detects the photoelectron and 
photoion produced by photoionization in coincidence, meaning the photoion may be paired with the 
photoelectron that was produced from it during photoionization. As discussed in chapter 2.2.4 of this work, 
the detection of the photoelectron is the start-signal and the detection of the corresponding photoion with a 
time-of-flight10 mass spectrometer, is the stop-signal. The photoelectrons are discriminated based on kinetic 
energy, such that only zero-kinetic energy electrons may be considered valid, and so a mass-specific 
threshold photoelectron spectrum (ms-TPES) may be generated for each mass-to-charge (m/z) ratio. With 
a suitably low ionization rate (as found with most common laboratory light sources), the 
photoion/photoelectron pairs may be separated well in time, and an ion is detected within a suitable time-
of-flight window, creating a well-resolved time-of-flight spectrum, from which kinetic information for the 
dissociation may be derived; these detections are “true” photoion/photoelectron coincidences as both arise 
from the same neutral molecule. A “false” coincidence is one in which an ion/electron pair did not arise 
from the same neutral molecule. An initial problem with threshold-PEPICO (TPEPICO) was that it required 
high count rates to observe products, especially when the concentration of the reactant is low; high count 
rates increase the amount that false coincidences add to the spectrum. Specifically, this occurs when the 
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count rate is greater than the reciprocal of the coincidence time window.11 The solution to this problem is 
found with two new techniques: multistart-multistop (MSMS) detection and velocity map imaging (VMI). 
With MSMS, the false coincidence background is constant throughout the time-of-flight spectrum (using 
Poisson noise) and the rate of false coincidences increases quadratically with the ionization rate, such that, 
the noise on this background increases linearly, which is the same as the true signal.11, 30 VMI allows for 
the measurement of a large range of electron kinetic energies at once, so that the energetic (non-zero-kinetic 
energy electrons) may be removed, permitting a high collection efficiency of threshold electrons.11, 30-32 
 
3.2.1: The Swiss Light Source and the VUV Beamline 
The photons for the photoionization process for the iPEPICO are generated by the Swiss Light Source 
(SLS), a third-generation synchrotron, located at the Paul Scherrer Institut and is similar in design to the Advanced 
Light Source described in a previous chapter of this work. Briefly, the electrons are produced with a 90 keV DC 
electron gun, which produces electron trains of 1 ns pulses at a desired repetition frequency, and then 
accelerated in a 100 MeV linear accelerator (linac) that is designed to produce an electron beam with 500 
MHz structure and single-bunch purity of < 0.01 (see figure 3.2.1). The electron stream then proceeds into 
a full energy booster synchrotron with a maximum energy of 2.7 GeV and, from there, are injected into a 
storage ring, which is 288 m in diameter, and is designed to handle an operational beam energy of 2.4 GeV 
with a relatively constant beam current of 400 mA in top-up mode, i.e., the 400 mA beam current is kept 
constant to within 1 mA by periodically (~every 1–2 minutes) injecting newly accelerated electrons into 
the storage ring.33-35  
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Fig. 3.2.1: Drawing of Swiss Light Source electron beam production.33 
  
The X04DB bending magnet port at the vacuum ultraviolet (VUV) beamline at the SLS emits 
radiation from a radially accelerating electron beam that has a vertical size of 45 µm FWHM (full width at 
half maximum) and a horizontal size of 185 µm. Light emitted from an electron beam accelerated radially 
through a bending magnet in a synchrotron is linearly polarized in the plane of the storage ring and is 
elliptically polarized above and below the plane. The beamline optics were designed with a horizontal 
acceptance angle of 8 mrad and a vertical acceptance angle of ±2 mrad (corresponding to a FWHM of a 10 
eV light cone). While the spectrum of radiation that is emitted into the beamline does not depend upon the 
horizontal angle, it does depend on the vertical angle. The need for a wider vertical acceptance angle is due 
to the emitted spectrum of radiation from the electron beam being accelerated through the bending magnet, 
which includes hard X-rays down to softer radiation, such as VUV radiation. As VUV radiation is desired 
and as X-rays are generally found in the plane of the storage ring, while VUV light has a larger light cone 
that extends above and below the plane, the larger vertical acceptance is used to collect VUV radiation.  
 The bending magnet source (BM) typically delivers a total of 260 W of radiation power into the 
beamline itself (shown in Fig. 3.2.2) and a photon energy on the order of hn > 150 eV. Once the light has 
entered the beamline through the vertical (Sv) and horizontal (Sh) openings, it first approaches an X-ray 
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blocker (XB), which is a water-cooled copper tube that is designed to remove the central ±0.2 mrad of the 
vertical radiation. The purpose of this is not only to remove the X-rays, but to eliminate as much heat as 
possible so that it will not thermally deform the first mirror (M1). Due to the bending magnet radiation 
being a function of the photon energy and the vertical angle, this process ultimately removes about 80% of 
the overall heat load while only losing 15% of the available VUV flux. The light that is not blocked at the 
XB continues to a copper collimating mirror with platinum reflective coating, M1, where the 12º grazing 
incidence angle cuts off photon energies above 150 eV, and has a high reflectivity for light that is within 
the VUV electromagnetic range. M1, along with the subsequent two optical elements: the monochromator 
plane grating (G) and the refocusing mirror (M2) form a constant deviation angle monochromator.35 The 
plane grating (G) is made up of two interchangeable35 silicone gratings that have 600 and 1200 mm-1 line 
densities, and are used in the constant deviation configuration, which produces monochromatic light with 
104 resolving power in the 5 – 15 and 5 – 30 eV ranges, respectively. The wavelength of light generated 
from the diffraction grating in the monochromator is determined by the following equation: 𝑚𝜆 = 2𝑑 cos Θ sin𝜙																																																												(𝐸𝑞𝑛. 3.2.1) 
where m is the diffraction order, l is the wavelength, d is the line spacing, f is the scan angle, and Q is the 
constant deviation angle, and in this case 2Θ = 𝛼 − 𝛽 = 135.9∘, where a is the incident angle and b is the 
diffracted angle. The second mirror then focuses the now collimated light onto 110 – 1000 µm vertical slits 
in the gas filter (GF).32 The third mirror (M3) is used to send light to the second endstation, E2, if desired, 
however this is not used in our experiment and light is only sent to the first endstation, E1. The removal of 
higher harmonics (where from Eqn. 3.2.1: 𝜆 = }~|_| 	𝑤ℎ𝑒𝑟𝑒	𝑚 ≥ 2) is necessary as they contribute to the 
monochromatized beam, so Laminar gratings are used in the monochromator to reduce some of the 
harmonic contamination. In order to further suppress harmonic contamination, a gas filter (GF) is used in 
the VUV beamline (see Fig. 3.2.3).35 
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Fig. 3.2.2: Top and side views of VUV beamline optics from the storage ring (on left) to the endstation (on 
right).35 See text for identification of abbreviations.  
 
A gas filter contains a noble gas that is capable of absorbing higher photon energies through absorption.5 
The pressure in the VUV beamline must be no higher than 10-8 mbar near the storage ring, although closer 
to the endstation, this limit is more relaxed. In this region a pressure of 5 x 10-7 mbar is desired to ensure 
the maximum mean free path in the endstation. Argon and neon gases are typically used in combination (in 
a 1:3 Ar:Ne mixture) to remove higher harmonics from a range of 15.46 – 90 eV. Argon absorbs light from 
its first ionization energy, 15.46 eV up to 40 eV, and neon filters higher harmonics from its first ionization 
energy, 21.56 eV up to around 90 eV (see Fig. 3.2.3b). Above 90 eV, the combined usage of the gas filter 
and the other beamline optics are sufficient to suppress these harmonics.35   
 
Fig. 3.2.3a: Side view of gas filter at the VUV beamline that shows individual sections, where each section 
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is 90 mm in length. Light enters from the left side (section 1). Section 7 is where the monochromator exit 
slit is located. Total length: 0.9 meters.35  
 
 
Fig. 3.2.3b: Plot showing the calculated VUV absorbance by argon (dashed line – at 2 mbar) and neon 
(solid line – at 6 mbar), such that: 𝐴 = log>"(𝑇%>), where A is absorbance and T is the transmission.35  
 
Subsection 3.2.2: The iPEPICO Apparatus, the Experiment, and Data Analysis 
Under high vacuum, the vapor of the liquid sample that is being studied with the iPEPICO is first effused 
into the source chamber through a 10-100 µm diameter opening in a nozzle using the technique as described 
by Buckland and co-workers.32, 36 In order to maintain the desired flow of the molecular beam of about 1-3 
L/h, the source chamber must be kept under vacuum, and so it is continuously pumped by a 5000 L s-1 
Leybold COOLVAC 5000 CL cryopump and a 1250 L s-1 Pfeiffer TPH 1201 UP turbomolecular pump (see 
Fig. 3.2.4). The pressure in the source chamber is generally kept around 5 x 10-7 mbar prior to the entrance 
of the sample. The sample molecular beam then is pumped through a 1 mm opening of a Beam Dynamics 
skimmer into the experiment chamber. This skimmer was made in-house at the Paul Scherrer Institut’s 
machine shop and is based upon the slim valve designs for use under high vacuum proposed by Chaban 
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and Reutt-Robey,37 Stolow,38 and Küpper et al.32, 39 The experiment chamber is pumped by a 1500 L s-1 
Leybold COOLVAC 1500 CL cryopump and a 500 L s-1 Pfeiffer TMH 521 YP turbomolecular pump. Both 
cryopumps have a Leybold COOLPAK 6000D series compressor, which itself uses a backing Adixen ACP 
40 G series 2 Roots pump. The turbomolecular pumps use and Adixen ACP 28 G series 2 Roots pump as 
the backing pump.32  
 
Fig. 3.2.4: The iPEPICO apparatus with labeled vacuum pumps as well as a representation showing the 
interior of the experimental chamber from the point of ionization to detection of both photoelectrons and 
photoions.32  
 
Once through the skimmer/slim valve, the sample entered the ionization chamber, where it would 
then be intersected orthogonally by the tunable synchrotron light that passed into the VUV beamline (see 
previous subsection) and, if the energy of the incident light is at or greater than the ionization energy of the 
molecule, ionization will occur. The photoelectrons and photoions are then accelerated in an electric field 
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of between 40-80 V cm-1 that exists between two plates separated by 11 mm. The electrons (both the zero-
kinetic energy and “hot” electrons – see previous chapter) are accelerated upwards (as shown in Fig. 3.2.4) 
through a 20 mm opening, which allows for the velocity imaging, and fly through a 265 mm long electron 
flight tube towards a Roentdek DLD40 delay line detector, which has a 40 mm diameter, with Chevron-
type resistance matched Photonics microchannel plates. The photoelectrons that have no transverse 
momentum (zero-kinetic energy electrons) are imaged within an inner diameter of 1 mm on the detector 
and represents the threshold photoelectron signal at a given photon energy.32  
The photoions are accelerated downwards through a second 20 mm opening, which is in the shape 
of two half-moons to allow a potential difference to be applied orthogonal to the ion extraction axis and 
parallel to the molecular beam axis, which consents for the correction of lateral drift of ions at the detector 
that was caused by the initial transverse velocity in the molecular beam. The ions proceed to fly through 54 
mm of a constant acceleration field and are accelerated to –550 V (assuming a 40 V cm-1 field) in about 10 
mm. The ions then enter a 550 mm long drift region with no field present and are space focused onto a 
Jordan microchannel plate detector, which is 40 mm in diameter, and mass analyzed.32, 40   
 The data from the Roentdek detector represents the distribution of electrons as a function of their 
initial velocities immediately prior to their acceleration towards the detector (see Fig. 3.2.5a). The electrons 
that strike near the very center of the detector are the zero-kinetic energy electrons, those that had no 
transverse momentum prior to acceleration, meaning they were accelerated following ejection during 
photoionization so that they have a corresponding photoion. The electrons that strike the detector outside 
of the center are the “hot” electrons, or those that possessed non-zero-kinetic energies and likely do not 
correspond to a photoionization event. Contamination of the threshold signal by hot electrons can be 
subtracted from the threshold signal based upon the average count rate in the area of the ring surrounding 
the center. This technique does not create artifacts, provided that the photon energy is proportionate with 
the expected electron kinetic energy within the ring area.  
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Fig. 3.2.5a: Electron velocity map image taken from an iPEPICO experiment involving furfural at a photon 
energy of 11.98 eV. The center of the circle shows a small white spot, brighter than the surrounding circle, 
this area represents the zero-kinetic energy (ZKE), or “threshold” electrons.  
 
 The raw data, such as that shown in Fig. 3.2.5a, is visualized using a custom designed program by 
Dr. Andras Bodi of the Paul Scherrer Institut, one of the principal designers of the iPEPICO apparatus. The 
most updated version of the program is available free of charge and may be acquired from the website of 
the Paul Scherrer Institut’s VUV beamline on the PEPICO page.41 This program is used to see the velocity 
map information for the electrons as well as the time-of-flight (TOF) mass spectrometric data from the 
detection of the photoions. The TOF intensities that are needed are for those ions that were detected in 
coincidence with the threshold photoelectrons. In the program, it is possible to graphically construct a ring, 
where the inner portion contains the threshold photoelectrons, while outside the ring are the “hot” electrons 
(see Fig. 3.2.5b).  
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Fig. 3.2.5b: Same electron velocity map shown in Fig. 3.2.5a, but now with the yellow ring drawn around 
the center, which graphically represents the areas from which the photoelectron counts will be extracted for 
the inner circle and outer ring by the program.  
 
The area of the inner circle created by the yellow ring shown in Fig. 3.2.5b contains the threshold 
photoelectrons, while the yellow portion of the ring provides the hot electron counts that will be averaged 
and subtracted from the threshold spectrum, to eliminate the false coincidence contamination. The electron 
velocity map image and time-of-flight data are used in combination to extract the threshold signal, which 
allows for the construction of a breakdown diagram and actual analysis of the dissociative photoionization 
mechanism of the sample. The breakdown diagram, which is described in greater detail in the previous 
chapter of this work, is a plot of the fractional ion abundance as a function of photon energy. In order to 
extract the needed information, it is necessary to examine the time-of-flight data for multiple photon 
energies, for which it is possible to use the known integer molar mass value of the starting molecule (the 
parent ion) and convert the time-of-flight information (in µs) to mass-to-charge ratios (m/z) at an early 
photon energy (either at or slightly higher than the parent’s ionization energy), where the signal for the 
parent ion should be at its strongest and so shows the highest intensity. By examining the TOF information 
for each photon energy over the whole scan, it is possible to determine what the m/z values for the 
dissociative products are, and then by using the parent’s TOF peak range as a guide, it is possible to 
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ascertain the TOF ranges for each of the products. The values needed are the time, in µs, where the signal 
begins and the time where the signal goes back down to the baseline, and are used as the limits between 
which the signal area is integrated to obtain total count information. The TOF also makes it possible to see 
any potential metastable ions, in which the TOF peak is asymmetric/non-Gaussian, which indicates a slow 
dissociation, as discussed in more detail in the previous chapter of this work. The use of a relatively low 
extraction field in combination with a long drift region is required to obtain the unimolecular rate 
information that is found within the asymmetric peaks, however doing so makes baseline separation of the 
peaks for the parent and an H-loss daughter ion difficult due to the widening of the TOF distributions. A 
deconvolution process may be applied to try to separate these distributions by using the center of gravity.40, 
42-43 
𝜇 = ∫ 𝑡 ∗ 𝑇𝑂𝐹(𝑡)𝑑𝑡∫ 𝑇𝑂𝐹(𝑡)𝑑𝑡 																																																										(𝐸𝑞𝑛. 3.2.2𝑎) 
where µ is the center of mass for the combined peaks over which the TOF(t) will be integrated. Using Eqn. 
3.2.2a, it is possible to then solve for the relative fractional ion abundances of the parent and daughter ion 
distributions using the following equation:40, 42-43 𝜇 = 𝑎𝑡> + (1 − 𝑎)𝑡M																																																								(𝐸𝑞𝑛. 3.2.2𝑏) 
where a is the contribution of the parent ion, such that 0 ≤ 𝑎 ≤ 1, and t1 and t2 are the arrival times of the 
parent ion and H-loss daughter ion, respectively. The contribution of the H-loss daughter ion then is equal 
to [1 − 𝑎]. In the event that there is a parallel dissociation involving an H-loss daughter and some other 
daughter ion that is well-separated from the parent, then Eqn. 3.2.2b must be altered to account for this with 
a new term, b, which represents the well-separated daughter ion’s fractional abundance, such that:40, 42-43 
𝜇 = [𝑎𝑡> + (1 − 𝑏 − 𝑎)𝑡M](1 − 𝑏) 																																																				(𝐸𝑞𝑛. 3.2.2𝑐) 
A script is then written for the program, where the dimensions of the ring in the electron velocity map and 
the TOF ranges are inputted and the program is told to use this information to extract the total counts for 
each of the m/z peaks following the subtraction of the false coincidence background. The program creates 
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a text output of this data in a tabular form and it can then be used to construct a breakdown diagram in a 
separate computer program, such as Microsoft Excel.  
 The construction of the breakdown diagram begins by importing the text data into a separate 
computer program, which in this case was Microsoft Excel. Once imported, the counts are converted into 
the fractional abundance for each m/z value and then may be plotted as a function of photon energy, which 
yields the experimental breakdown diagram. The conversion is done by first subtracting the counts of the 
ring from the counts of the inner circle, both of which are provided by the output of the previously described 
program, and then finding the ratio of each m/z as they each relate to the total counts for all m/z values. 
These may be taken for each m/z value and added into the miniPEPICO program, described in detail in the 
previous chapter, which uses RRKM rate theory44-47 to model the unimolecular dissociative photoionization 
process.48 Ab initio calculations using the Gaussian09 suite of programs49 are performed to determine the 
dissociative pathways that lead to the products seen in the breakdown diagram. The shape of the individual 
curves within the breakdown diagram can provide useful information about their particular dynamics and 
how they relate to the other dissociation pathways, provided they remain statistical. For example, for a 
given parallel dissociation, meaning that at least two daughter ions are forming in competition with each 
other,50 the rate at which one species’ abundance grows relative to the other species can suggest that the 
species that has an earlier and faster rise has a lower activation enthalpy than one that rises slower, even if 
the dissociation itself is actually fast. An example of this from a previous PEPICO study51 is seen in Fig. 
3.2.6.  
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Fig. 3.2.6: A breakdown diagram showing the unimolecular dissociative photoionization of Si2Cl6+ from 
10.6 – 12.4 eV. The solid lines are the modeled curves, while the open polygons represent experimental 
data.48, 51  
 
As can be seen from the parallel dissociation in Fig. 3.2.6, the formation of SiCl2+ by the loss of SiCl4 rises 
in abundance and nearly reaches 100% of the total abundance, while a second dissociation to form SiCl3+ 
begins to appear later, but begins to rise steadily as the photon energy increases until it has nearly caught 
up with the former pathway. Several things can be observed from this breakdown diagram, such as the 
broad appearance of the first dissociation leading to the SiCl2+, spanning nearly 600 meV, which indicates 
that it is very likely a slower dissociation, despite appearing to rise first. It can also be observed that the 
formation of SiCl3+ is likely a fast process, despite appearing second. The reason as to why the slower 
process appears first is that it likely has a lower activation enthalpy, meaning that the product is 
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thermochemically more stable than the other product. Indeed, the calculations from this experiment are 
reported to show that the slower formation of the more stable SiCl2+ ion does, in fact, have a lower activation 
enthalpy than that of the other pathway, which is a fast process due to only being a simple bond breakage, 
which is why it able to catch up with the other dissociation at higher photon energies where it is easier to 
overcome this barrier.48, 51 This information helps to guide the ab initio calculations to determine the 
pathway for each dissociation. In order to model the breakdown diagram, the harmonic vibrational 
frequencies of the highest (if more than one along the potential energy surface leading to the product) 
transition state for each dissociation are needed from these calculations along with the highest activation 
enthalpy (barrier energy) for each dissociation.48  
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4.1: Abstract 
The unimolecular dissociation reactions of energy-selected furfural cations have been studied by 
imaging photoelectron photoion coincidence spectroscopy at the VUV beamline of the Swiss Light 
Source. In the photon energy range of 10.9 to 14.5 eV, furfural ions decay by numerous 
fragmentation channels. Modeling the breakdown diagram yielded the 0 K appearance energies of 
10.95 ± 0.10 eV, 11.16 eV, and 12.03 eV for the c-C4H3O–CO+ (m/z = 95), c-C4H4O+ (m/z = 68), 
and c-C3H3+ (m/z = 39) fragment ions, respectively, formed by parallel dissociation channels. An 
internal conversion from the A″ to the A′ electronic state via a conical intersection takes place along 
the reaction coordinate in case of the H-loss channel (c-C4H3O–CO+ formation). Quantum chemical 
calculations and experimental results confirmed a fast conversion to the A′ state and that the rate 
determining step is a tight transition state on the potential energy surface. Appearance energies 
were also derived for the sequential dissociation products from the furan cation, c-C4H4O+, for the 
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formation of CH2CO+ (m/z = 42), C3H4+ (m/z = 40), and CHO+ (m/z = 29) at 12.81 eV, 12.80 eV, 
and 13.34 eV, respectively. Statistical rate theory modeling of the breakdown diagram can also be 
used to predict the fractional ion abundances and thermal shifts in mass spectrometric pyrolysis 
studies to help assigning the m/z channels to either ionization of the neutrals or to dissociative 
ionization processes, with potential use for combustion diagnostics. The cationic geometry 
optimizations yielded functional-dependent spurious DFT minima and a deviating planar MP2 
optimized geometry, which are briefly discussed. 
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4.2: Introduction 
The search for viable alternative fuel sources has become, and will continue to be, one of 
the most significant scientific and policy challenges of this century, to reduce dependence on 
nonrenewable fossil fuels as well as to discover fuels that are cleaner to use and to manufacture. 
This search is complicated by the lack of abundant and emission-free options that could be used 
immediately as a significant energy source. Therefore, one has to look for alternative, cost-
effective, cleaner, and renewable energy sources to serve as practical intermediate solutions. 
Biofuels, defined by the U.S. Department of Energy as liquid or gaseous fuel derived from biomass, 
have been put forward as a realistic candidate to take on this role.1 We must also consider 
compounds that may act as an economical and renewable chemical feedstock for the production of 
alternative biofuels and fuel additives. 
Furfural (furan-2-carbaldehyde or FAL), the simplest aldehyde derivative containing a 
furan ring, has been proposed as a potential biomass-derived intermediate biofuel, as well as a 
practicable liquid transport fuel.2-4 The furan ring is also considered to be one of the most important 
oxygen-containing molecules found in coal.2 Furfural itself has already had extensive use in the 
petroleum industry as a solvent for extracting napthalenes, sulfur compounds, aromatics, and other 
contaminants.5 
In the first half of the 20th century, the Quaker Oats Company generated furfural in large 
quantities from cellulose in oat hulls.6-7 Cellulose is the most important source of photosynthetically 
fixed carbon, which means any viable biofuel would almost undoubtedly need to be derived from 
this source; ethanol being a prime example.8 FAL may be synthesized using agricultural products 
such as hard woods, soft woods, and grasses;6 it is most commonly derived via acid-catalyzed 
hydrolysis followed by dehydration of C5 monosaccharide sugars (pentose, C5H10O5), mainly 
xylose and arabinose, which are found in the hemicellulose of lignocellulosic materials.3 FAL may 
thus be synthesized directly from cellulose without the need for fermentation and it may be derived 
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from agricultural waste, rather than from foodstuffs. Most methods of FAL production, however, 
have a large energy cost and return only 50–60% yield.3 Recently, a paper by Huber et al.9 detailed 
a new optimized method of production using waste aqueous hemicellulose solutions (containing 
about 11 wt% xylose) derived from Northeastern hardwood trees using a continuous two-zone 
biphasic reactor. They found that the process not only generated high yield (up to 90%) and high 
purity (>99%), but also consumed between 67–80% less energy and was also cheaper than 
traditional industrial FAL syntheses.9  
 In order to better understand the behavior of FAL, as it may pertain to use as a fuel, it is 
necessary to explore the dissociation mechanisms of both neutral FAL and its cationic state. Neutral 
FAL has been previously studied in several thermal unimolecular decomposition experiments. One 
such experiment by Grela et al.2 used temperatures above 1040 K to cause unimolecular 
decomposition at low pressures and then examined the dissociation products by on-line modulated-
beam mass spectrometry. They found that FAL begins to thermally decompose above 1090 K and 
yields mass spectral peaks at m/z = 68 (C4H4O+), m/z = 40 (C3H4+), and m/z = 28 (CO+).2 Vasiliou 
et al.10 conducted a more recent pyrolysis study of FAL using a heated micro-tubular flow reactor 
and a photoionization mass spectrometer at 118.2 nm (10.49 eV) for product detection. They 
showed that, over a temperature range of 1200–1800 K, FAL dissociates into m/z = 95, 68, 42, 40, 
and 39.10 These experiments can be used as a helpful guide to assess the results of this investigation 
and to compare decomposition processes on the neutral and cationic potential energy surface. The 
latter is essential to distinguish between true neutral decomposition processes and fragmentation 
products of the cation in the mass spectrometer, for instance. 
 Klapstein et al.11 studied the He photoelectron spectrum of FAL and identified the first 
three photoionization bands and assigned them with molecular orbitals (vide infra).11 A more recent 
investigation by da Silva et al.12 studied the VUV electronic spectrum of FAL between 3.5–10.8 
eV, which confirmed and expanded on the results found by Klapstein et al.11 
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In this study, we present the unimolecular dissociative photoionization reactions of FAL 
recorded by Imaging Photoelectron Photoion Coincidence Spectroscopy, iPEPICO, at the Swiss 
Light Source (SLS), Paul Scherrer Institute.13-17 PEPICO has been accepted as a flexible tool to 
explore dissociation mechanisms and to determine highly accurate energetics for the dissociation 
of gas phase ions.18-20 In iPEPICO, photoelectrons are kinetic energy analyzed with velocity map 
imaging and photoions are detected in delayed coincidence. The coincident electron kinetic energy 
and ion time-of-flight analysis permits the recording of photoion mass-selected threshold 
photoelectron spectra (ms-TPES) as a function of photon energy. The fractional abundances of the 
parent and daughter ions in the threshold photoionization mass spectrum yield the breakdown 
diagram as a function of the photon energy. At low photon energies, where no parent ion is 
energetic enough to dissociate, 100% of the fractional ion abundance corresponds to the parent ion 
signal. As the photon energy is increased, the fractional ion abundance of the parent ion begins to 
decrease, and the first daughter ion signal reaches 100%, this is the dissociative photoionization 
threshold energy, E0, at which all of the parent ions can dissociate. The fractional ion abundances 
also depend on the kinetics of the dissociation reactions and at high internal energies (photon 
energies) they show what species the original energy selected precursor ion dissociated into. 
Therefore, at higher energies only the daughter ions are present as their parent ion(s) have already 
dissociated within the flight time to ion detection.18-19, 21 Quantum chemical calculations are 
performed to map out the dissociative ionization channels leading to the detected fragments, and 
Rice−Ramsperger−Kassel−Marcus (RRKM) simulations are employed to model the experimental 
breakdown diagram and determine experimental 0 K appearance energies.22-25  
 
4.3: Experimental and Theoretical Methods 
4.3.1: Photoelectron Photoion Coincidence Spectroscopy 
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Furfural (≥99% purity) was purchased from Sigma-Aldrich and used without further 
purification. The iPEPICO apparatus has been described in detail elsewhere,13-16 and only a short 
description of the instrument will be given here. The sample was introduced into the ionization 
chamber through a room temperature effusive inlet system. The ionization chamber pressure was 
set to 5.5–9.5 × 10–7 mbar, using a needle valve. The effused sample was photoionized by tunable 
monochromatic vacuum ultraviolet radiation in a 2 mm × 2 mm interaction region, with a photon 
energy resolution of 3−5 meV. The photon energy was calibrated using Ar 11sʹ–14sʹ autoionization 
lines in the first and second order of the grating, and scanned from 10.9 to 14.5 eV with step sizes 
ranging from 0.01 to 0.03 eV. Higher harmonic radiation was suppressed by a differentially pumped 
gas filter filled with 10 mbar of Ne or a Ne–Ar–Kr mixture, depending on the photon energy. The 
photoelectrons and photoions were accelerated in opposite directions by a constant electric field of 
120 V cm–1. The electrons were velocity map imaged onto a position-sensitive delay-line Roentdek 
DLD40 detector with better than 1 meV kinetic energy resolution at threshold. Detection of the 
photoelectron was the start signal for the coincident photoion time-of-flight (TOF) analysis in a 
multiple-start/multiple-stop data acquisition scheme.14 As velocity map imaging only separates 
electrons based on their lateral velocity, threshold and energetic, or “hot”, electrons with only axial 
velocity are both focused onto the same center spot on the detector. The hot electron contamination 
(kinetic energy electrons without an off-axis momentum) of the threshold electron signal, was 
approximated by the average count rate in a ring area around the center spot, and the corresponding 
coincidence spectrum was subtracted from the center signal to obtain the threshold photoionization 
signal.17 Photoions were space-focused and mass analyzed via a two-stage Wiley-McLaren TOF 
mass spectrometer,26 which has a 5.5 cm long extraction, a 1 cm long acceleration, and 55 cm long 
drift region, and detected by a nonimaging Jordan TOF C-726 microchannel plate (MCP) detector. 
 The breakdown diagram (Figure 1) was constructed by plotting the fractional ion 
abundances in the threshold photoionization mass spectra as a function of photon energy. The long 
extraction region combined with the low, 120 V   cm–1, extraction field allows for ion residence 
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times in the order of several microseconds. This permits metastable parent ions that dissociate in 
the extraction region to be detected somewhere between the parent and daughter ion times of flight, 
yielding an asymmetric TOF peak, from which unimolecular dissociation rate constants in the 103 
s–1 < k < 107 s–1 range are directly measured.15, 17-18, 21 Thus, relative rate constants in parallel 
dissociations are obtained as branching ratios in the breakdown diagram, whereas absolute rate 
constants of metastable parent species manifest themselves as quasi-exponential daughter ion peak 
shapes in the threshold photoionization mass spectrum. 
However, as a consequence of the low extraction field, the mass resolution is insufficient 
for baseline separation of the parent and the hydrogen-loss daughter ions.18, 20 In order to separate 
the peaks and determine the fractional abundances for the breakdown diagram construction, a 
center of gravity (CoG) deconvolution process was used.18 The CoG applied to the parent and the 
H-loss daughter ion is determined by 
𝜇 = ∫ 𝑡 ∙∗ TOF(𝑡)d𝑡∫ TOF(𝑡)d𝑡 																																														(𝐸𝑞𝑛. 4.3.1) 
where µ is the center of gravity for the combined peaks from the integrated time of flight signal, 
TOF(t). The contributions from each peak (parent and H-loss daughter ions) may then be found by 𝜇 = 𝑎𝑡6 + (1 − 𝑎)𝑡9																																													(𝐸𝑞𝑛. 4.3.2) 
where t1 and t2 are the arrival times of the parent and daughter ions, respectively, and a is the 
fraction of parent ions contributing to the observed TOF peak, such that 0 ≤ a ≤ 1.18, 20-21 
 
4.3.2: Computational and Theoretical Methods 
Ab initio quantum chemical calculations were carried out using the Gaussian09 suite of 
programs.27 Potential energy surface (PES) scans were used to examine the reaction paths and to 
approximate the transition state (TS) structures by adjusting bond lengths and angles; the stationary 
points were calculated by taking the approximate TS structure and performing an optimization 
searching for a first-order saddle point.19, 28 Geometry optimizations of the minimum and saddle 
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point structures of possible transition states on the PES were performed using the B3LYP/6-31G(d) 
level of theory.29-31 The reaction coordinate was followed by intrinsic reaction coordinate (IRC)31,32 
calculations from the transition states to verify the forward and reverse reaction mechanism. Any 
resulting minima from the IRC scans were recalculated to confirm the lowest energy structures at 
either end. B3LYP computations were followed up by CBS-QB3 composite method calculations,32 
which have a reported mean average deviation (MAD) of ± 0.05 eV, i.e., 4–5 kJ mol–1, at least for 
neutrals.32-33 Computed vibrational frequencies and rotational constants were used to calculate the 
thermal energy distribution of the neutral FAL. Densities and numbers of state functions were also 
calculated based on harmonic frequencies, and used in the dissociation rate constants’ calculation 
and the product energy distribution calculation of the intermediate fragments using statistical 
theory.18, 21  
Details of the Rice-Ramsperger-Kassel-Marcus (RRKM) and energy distribution 
calculations within the statistical framework have been described earlier,21 and are only briefly 
discussed here. The 0 K appearance energies and the harmonic vibrational frequencies of the 
transitional modes were scaled using a single factor for each transition state to reproduce the 
experimental data.21 The unimolecular rate constant, k, for each dissociation pathway at a given 
energy E, was calculated as follows:21 
𝑘(𝐸) = σ𝑁‡(𝐸 − 𝐸?)ℎ𝜌(𝐸) 																																														(𝐸𝑞𝑛. 4.3.3) 
where σ is the reaction symmetry, N‡(E – E0) is the sum of the states of the TS from 0 to E – E0, 
and ρ(E) is the density of states of the parent ion at energy E. The Beyer-Swinehart direct count 
algorithm computes the latter two parameters using harmonic vibrational frequencies.18, 21, 34 
 
4.4: Results and Discussion 
4.4.1: Experimental Breakdown Diagram 
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Threshold photoionization time-of-flight mass spectra of room temperature furfural were 
recorded from 10.9 to 14.5 eV photon energy. The breakdown diagram (Figure 1) shows that over 
this energy range, furfural (C5H4O2+, m/z = 96) cations [1] decay by six dissociation channels by 
the formation of the following daughter ions: C5H3O2+ (m/z = 95) [3], C4H4O+ (m/z = 68) [5], C3H3+ 
(m/z = 39) [7], C3H4+ (m/z = 40) [9], C2H2O+ (m/z = 42) [11], and CHO+ (m/z = 29) [13].  
 The dissociation mechanism can be predicted based on the overall appearance of the 
breakdown diagram and TOF mass spectra. Below 12.5 eV the parent ion, C5H4O2+ (m/z = 96) [1], 
and its first two fragments, namely C5H3O2+ (m/z = 95) [3] by H-loss and C4H4O+ (m/z = 68) [5] by 
CO-loss, were detected. While the CO-loss daughter ion appears symmetric, indicative of a fast 
dissociation, its intensity is low. The m/z = 95 peak centers are not obviously shifted over to longer 
TOF, either, as was shown for H-loss from ethanol cations previously.35 The CoG of the daughter 
ion can be used to determine absolute rate constants,35-37 but, as discussed previously, we used that 
of the parent and H-loss peaks together to plot the breakdown diagram. Therefore, absolute H-loss 
rate constants could not be deduced from the TOF distributions alone. Nevertheless, an 
experimental kinetic shift could be derived by modeling the breakdown diagram, in particular its 
width, in the light of the experimental temperature, vide infra.  
 At a photon energy of 12.8 eV, the C3H4+ (m/z = 40) [9] and C2H2O+ (m/z = 42) [11] 
fragment ions appear as sequential dissociation channels from the C4H4O+ (m/z = 68) [5] cation. At 
around the same photon energy, a mild rise in the C3H3+ (m/z = 39) [7] ion abundance and a 
coincident drop in the C5H3O2+ [3] signal indicate that these are parallel dissociation channels. The 
CHO+ (m/z = 29) [13] fragment ion also appears as a minor channel with a maximum intensity of 
≈5%. This minor product ion can be formed by a C3H3-loss as a sequential dissociation channel 
from the C4H4O+ (m/z = 68) [5] fragment. 
 124 
 
Figure 1. Breakdown diagram of furfural in the 10.9–14.5 eV photon energy range. Open symbols 
are experimentally measured ion abundances and lines show the statistical modeling of the 
experimental data. The derived 0 K appearance energies are also shown.  
 
4.4.2: Structure of Furfural 
Two possible isomers were considered when determining the lowest energy structure of 
FAL. Based on CBS-QB3 quantum chemical calculations, we found that, both in the neutral and 
cationic states, the trans-isomer is more stable than the cis-isomer by 3.2 kJ mol–1 and 7.5 kJ mol–
1, respectively. This agrees very well with an earlier study by Klapstein et al.,11 who measured the 
photoelectron spectrum of several 2-carbonyl furans, including FAL, also finding that the trans-
isomer was more stable than the cis-isomer by about 4 kJ mol–1. The adiabatic ionization energy 
(AIE) of FAL [1] was calculated to be 9.22 eV using the CBS-QB3 composite method, in agreement 
with the study by Klapstein et al., who reported the experimental value of 9.22 ± 0.02 eV, 
corresponding to an e– ejection from a delocalized π-bonding orbital on the aldehydic side of the 
ring.11 
 125 
 Only density functional theory results with the M06-2X functional38 and the def2-TZVP 
basis set yielded a single planar cationic minimum geometry with the expected bonding pattern. 
MP2 optimizations maintained CS symmetry, but yielded significantly different C–CHO and C=O 
bond lengths. The B3LYP functional, also used in numerous composite methods, predicted a saddle 
point in the cation at the planar geometry, and a minor, 0.7 kJ mol–1 stabilization at a 7° torsional 
angle of the aldehydic group. The ωB97X-D functional39 yielded a spurious, high energy planar 
minimum in addition to the “true” one. While the unrestricted Hartree–Fock reference suffers from 
high spin contamination at <S2> = 0.88 and 1.06 using the def2-TZVP and GTBas1 basis sets, 
respectively, the DFT results do not offer an easy diagnostic to identify this issue. While spurious 
stationary points are not unheard of in DFT, and systematic approaches have been published to 
detect them,40 the furfural cation appears to be a particularly severe case, although the B3LYP 
geometry is close enough to the true planar one and, thus, its error does not severely influence the 
composite method energetics. 
 
4.4.3: Statistical Modeling of the Dissociation of FAL+ 
The breakdown diagram for furfural is plotted in Figure 1. In the statistical model, an 
adiabatic ionization energy of 9.22 eV was used, and the temperature was relaxed to 290 K for the 
best fit of the data, in reasonable agreement with the experimental 300 K. The model was 
constructed in several steps. For the first step, the integrated signal for the sequential dissociation 
products, namely the C2H2O+ [11], C3H4+ [9] and CHO+ [13] ions, were added to their parent ion 
signal, C4H4O+ [5], to establish the 0 K appearance energies from modeling only the parallel 
dissociation channels. The lack of direct rate information for the H-loss channel means that its 
experimental uncertainty can only be determined with the help of the breakdown diagram. Several 
models were constructed by varying the appearance energy of the H-loss channel and optimizing 
the neutral precursor’s model temperature to match the slope of the breakdown diagram to the 
 126 
experimental data. Qualitatively acceptable fits in the 200–350 K range could be achieved with 
appearance energies of 10.95 ± 0.10 eV for the C5H3O2+ [3] fragment ion, in good agreement with 
the CBS-QB3 calculated transition state energy of 10.90 eV, indicating a 130 meV reverse barrier 
to the final products (vide infra). To evaluate the reliability of the appearance energy, two more 
models were constructed using the B3LYP/6-31G(d) and ωB97X-D/def2-TZVP calculated 
precursor ion and H-loss transition state vibrational frequencies. The 0 K appearance energies based 
on these ab initio rigid activated complex-RRKM rate curves were determined to be 10.92 eV and 
10.93 eV, respectively, in good agreement with the 10.95 ± 0.10 eV determined from the relaxed 
temperature – kinetic broadening model, which indicates a 450 meV kinetic shift. Activation 
entropies for the formation of m/z = 95, m/z = 68, and m/z = 39 were calculated from the model to 
be 17.46, 13.41, and 61.20 J mol-1 K-1, respectively at 600 K.  
The appearance energies and transitional frequencies of the transition states belonging to 
the CO-loss fragment ion C4H4O+ (m/z = 68) [5] and C2HO2-loss fragment ion C3H3+ (m/z = 39) [7] 
fragment ions were then fitted. The optimized E0 values in the best fit, 11.16 eV and 12.03 eV, 
respectively, agree reasonably well with the calculated transition state energies of 11.15 eV and 
12.34 eV. 
Willett and Baer investigated the unimolecular dissociative photoionization of furan using 
PEPICO spectroscopy.41 They found that for energies less than 14 eV, the main dissociation 
pathways of furan, in order of increasing appearance energy, were: C2H2-loss to form C2H2O+ at 
m/z = 42, CO-loss to form C3H4+ at m/z = 40, CHO-loss to form C3H3+ at m/z = 39, and C3H3-loss 
to form CHO+ at m/z = 29.41 Knowing that these ions may be generated by the fragmentation of 
furan cations helped to guide the investigation into the unimolecular dissociation mechanisms for 
furfural as many of these ions were also observed in this study, suggesting that m/z = 68 may act 
as an intermediate and yield some of the lighter fragment ions observed at higher energies in 
sequential dissociation reactions. It appears that the furan breakdown diagram is, thus, contained 
within the furfural one. Nested breakdown diagrams can offer the possibility of cross-checking 
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statistical models and so they are hoped to be used as an internal standard for the statistical model, 
somewhat similarly to using different parent ions in collision induced dissociation experiments.42 
The previously reported appearance energies for fragment ions were used to compare ionic bond 
dissociation energies for the furan cation. From their results, the experimental ionic bond 
dissociation energies for m/z = 42, m/z = 40, and m/z = 29, were determined, which are 2.9 eV, 2.7 
eV, and 4.3 eV, respectively.41 Using the experimental data (vide infra) and a calculated 
thermochemical limit of furan of 9.02 eV, both the semi-experimental and calculated (in 
parentheses) ionic bond dissociation energies for the same fragments were determined, which are 
3.79 eV (3.43 eV), 3.78 eV (3.38 eV), and 4.03 eV (4.32 eV), respectively. The reason for the large 
discrepancy is believed to be caused by the large internal energy of the furan cation created in this 
experiment compared to the furan cation used in Willett and Baer’s study. 
A more recent paper by Rennie et al. also investigated the unimolecular dissociative 
photoionization mechanism of furan using TPEPICO spanning a wide photon energy range of 8–
30 eV.43 Between the photon energies 11.6–12.5 eV, they confirmed the results of Willett and 
Baer41 that furan dissociated into m/z = 42, m/z = 40,  and m/z = 39. They also detected CHO+ (m/z 
= 29) around 13.0 eV, but suspect a significant kinetic shift. However, in the absence of a high 
accuracy breakdown diagram for furan and a fitted statistical model, we can only evaluate the 
sequential furan channels from [5] only semi-quantitatively in the next step. 
 The TS vibrational frequencies and appearance energies fitted in the previous step were 
kept constant, only optimizing the onsets of the C3H4+ (m/z = 40) [9], C2H2O+ (m/z = 42) [11], and 
CHO+ (m/z = 29) [13] ions. The fragment ion internal energy distributions were calculated by 
modeling with two translational degrees of freedom, using the B3LYP/6-31G(d) vibrational 
frequencies of the C4H4O+ ion [5] and the CO neutral fragment. Thus, the 0 K appearance energies 
of 12.81 eV, 12.80 eV, and 13.34 eV, were determined for the C3H4+ (m/z = 40) [9], C2H2O+ (m/z 
= 42) [11], and CHO+ (m/z = 29) [13] ions, respectively. When compared with the previous furan 
cation results and the calculated potential energy well of furan (Figure 2), this indicates that most 
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of the excess energy in CO loss from the furfural cation is distributed statistically past the rate 
determining transition state [4], and only a minor amount, about 0.3–0.4 eV is lost deterministically 
as translational energy upon CO release. Figure 3 presents the calculated CBS-QB3 optimized 
molecular geometries for the species, including transition states, shown in Figure 2. 
 
4.4.4: Potential Energy Surface 
 
Scheme 1. General dissociation pathways of furfural cations [1] in the 10.9 to 14.5 eV photon 
energy range. 
  
Six dissociation channels (Scheme 1 and Figure 2) are investigated using quantum 
chemical calculations, and are discussed according to the order of their appearance in the 
breakdown diagram (Figure 1). The furfural cations decay by three parallel dissociative ionization 
channels by the formation of m/z = 95, 68, and 39. Three more sequential dissociation pathways 
were examined from the CO-loss daughter ion, m/z = 68, namely the formation of m/z = 40, 42, and 
29.  
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Figure 2. CBS-QB3 calculated potential energy surface diagram for unimolecular dissociation of 
furfural cations. Dashed lines mean multiple steps involved, only the highest barrier is shown for 
each reaction. Structures, relevant bond lengths, and bond angles of computed minima and 
transition states are found in Fig. 3.   
 
4.4.5: H-loss from the FAL+ Cation [1] Yielding C5H3O2+ [3] at m/z = 95. 
The first dissociation channel is the loss of the H-atom from FAL+’s [1] aldehydic group. Although 
H-loss appears to be a simple bond breaking process, the associated geometry change in the C=O 
moiety suggests that there could be a saddle point along the reaction coordinate. Constrained 
potential energy surface scans along all C–H bond lengths were performed to confirm this and 
locate the transition state leading to the H-loss product, m/z = 95 [3]. The CBS-QB3 calculated 0 
K bond dissociation energies (BDE) were compared, and it was also determined that the c-C4H3O–
CO+ [3] structure appears to be the most stable isomer accessible by bond rupture with the lowest 
BDE of 150 kJ mol–1. Transition state [2] was located at 10.90 eV (Figure 2), where the distance 
between the aldehydic carbon and hydrogen is 2.17 Å. The bond energies of the other hydrogen 
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atoms range between 480 and 560 kJ mol–1, and are not expected to be involved in H-loss. These 
values are consistent with hydrogen bond energies reported for other furans.44  
 Understanding the mechanism of H-loss is not only complicated in the light of the spurious 
geometry optimization results discussed previously, but also because of the obligatory internal 
conversion from the A″ to the A′ electronic state via a conical intersection along the reaction 
coordinate. Similarly to quinoline,20 the ground ionic state is of A″ symmetry, but a closed shell 
cation and a totally symmetric hydrogen atom is formed in H-loss, i.e., a system of A′ symmetry. 
The modeled appearance energy at 10.95 eV is clearly above the calculated dissociative 
photoionization energy of 10.77 eV. Therefore, either the entirety of the seam of the conical 
intersection has to lie above 10.77 eV, or there has to be a tight transition state governing the 
kinetics of H-loss. The composite methods CBS-QB3 and W1U predicted a reverse barrier to 
dissociation, whereas G3 and G4 predicted none. EOM-CCSD calculations using the cc-pVTZ 
basis set and Q-Chem45 as well as TD-DFT calculations using ωB97X-D/6-311++G(d,p) functional 
and basis set were both inconclusive but suggested that the two states cross below a transition state 
of A′ symmetry. This is in good agreement with the experimentally determined kinetic shift, which 
suggests a tight transition state and slow dissociation at threshold instead of fast coupling between 
the A″ and A′ electronic states above the dissociative photoionization energy. Thus, calculations 
and experimental considerations are in agreement that the system converts to A′ symmetry quickly, 
and the rate determining step is passing a transition state on this potential energy surface. 
 
4.4.6: CO-loss from the FAL+ cation [1] yielding c-C4H4O+ [5] at m/z = 68. 
The second dissociation channel is a CO-loss yielding C4H4O+ [5], which appears 0.4 eV 
higher than the H-loss product c-C4H3O–CO+ ion [3]. Various possible C4H4O+ (m/z = 68) 
structures were explored, out of which the two most stable are the furan (c-C4H4O+) [5] and vinyl 
ketene (CH2–CH=CH=C=O+) cations with the thermochemical onset of 9.02 eV and 9.12 eV, 
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respectively. The formation of both structures involves a higher lying transition state at 11.15 eV 
and 11.55 eV, respectively. Because the onset of vinyl ketene production lies almost 0.4 eV above 
the appearance of the furan cation, C4H4O+ [5], it can be excluded. 
The formation of the c-C4H4O+ [5] involves a 1,2-hydrogen migration from the aldehydic 
group of FAL+ [1] to the ring, preceding CO-loss at 11.15 eV (Scheme 3). The experimental 
appearance energy of 11.16 eV for the m/z = 68 fragment is in good agreement with the calculated 
TS energy for the furan cation [5]. However, in a previous PEPICO study of furan,41 Willett and 
Baer argued that furan cations can dissociate either directly or, possibly, via a rate-determining 
isomerization step to vinyl ketene. This study and the slight deviation between the experimental 
breakdown diagram and the statistical model of m/z = 68 above 12.5 eV encouraged us to explore 
the isomerization between the furan and vinyl ketene cations. A tight TS at 14.00 eV (relative to 
the FAL neutral) was found, which is almost 3 eV higher than the initial experimental onset energy 
of m/z = 68. Hence, the vinyl ketene cation is unlikely to be formed from the isomerization of furan 
ion [5] even at higher energies, because dissociation channels open up 1.5 eV lower than the 
isomerization transition state.  
 
 
Scheme 2. Formation of m/z = 68 (furan) [5] from furfural cation [1]. 
 
It is also noteworthy that the formation of m/z = 68 has been reported in several pyrolysis 
studies on furfural. In an early work by Hurd and Goldsby, the production of furan and CO was 
suggested.46 Later, Grela et al.2 argued that vinyl ketene and CO are the main products of FAL 
pyrolysis, based on their infrared and mass spectroscopic studies. However, in a recent experiment 
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by Vasiliou et al.,41 it was determined that the pyrolysis of FAL can be explained by unimolecular 
decomposition to furan and its pyrolysis products. No evidence was found for the significant 
production of vinyl ketene, however, its presence could not be ruled out completely. 
Photoionization mass spectra also revealed the presence of m/z = 39, 40, 41, and 42, where m/z = 
41 was identified as the 13C isotopomer of m/z = 40. This is in line with the fragment ions detected 
in dissociative photoionization of FAL in the current study, which suggests an uncanny 
resemblance between the neutral and ionic dissociation channels. In practice, this means that in 
pyrolysis studies the neutral photodissociation and the dissociative photoionization processes 
contribute to the same peaks. Hence, a priori knowledge of the FAL breakdown diagram is essential 
to apportion m/z channels to ionization processes of neutrals and dissociative ionization of the 
sample in mass spectrometric pyrolysis studies. A statistical model also allows us to compute the 
fractional ion abundances at an arbitrary temperature, and take thermal shifts explicitly into 
account. 
 
4.4.7: C2HO2-loss from the FAL+ Cation [1] Yielding c-C3H3+ [7] at m/z = 39. 
The m/z = 39 [7] fragment ion, corresponding to C3H3+, rises slowly but continuously to be 
the second most abundance fragment ion at a photon energy of 14.5 eV. Its mild rise and the 
coincident drop in the C5H3O2+ [3] signal indicate a parallel dissociation channel. The formation of 
m/z = 39 takes place via a tight transition state at 12.34 eV (Figure 2), and shown in Scheme 3. In 
a previous pyrolysis study of furfural by Vasiliou et al.10 the m/z = 39 was also detected as a 
unimolecular dissociation product of the neutral furfural, and identified as the propargyl radical in 
pyrolysis. On the ionic potential energy surface, however, quantum chemical calculations indicate 
that the most likely dissociative photoionization product of C3H3+ composition is in fact the 
cyclopropenylium cation [7], since the thermochemical onset for the formation of the propargyl 
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cation is 13.24 eV, which lies almost 1 eV above the TS [6] leading to the cyclopropenylium cation 
[7]. 
The C3H3+ fragment ion was also reported by Willett and Baer as a product of the 
dissociative photoionization of furan.41 They noted that the photoionization efficiency curve of m/z 
= 39 has an almost continuously increasing intensity, and by 14 eV it is intensity is equal to that of 
the parent, furan. The C3H3+ fragment ion formation was assumed to proceed directly by a CHO-
loss, however, no simple explanation for the steadily increasing ion yield was found. These results, 
despite the strong indication for a parallel dissociation channel, encouraged us to examine the furan 
cation [5] as a potential parent ion of the m/z = 39 fragment using CBS-QB3 calculations. Transition 
state energies for the propargyl and cyclopropenylium cation formation were found above 13.24 
eV, which is too high to account for the initial m/z = 39 [7] appearance. Similarly, the production 
of m/z = 40 [9] followed by an H-loss can be ruled out because of the high barrier of 13.81 eV. In 
addition, the H-loss fragment ion, m/z = 95 [3] was also considered as a precursor for the C3H3+ [7] 
formation, however quantum chemical calculations revealed a higher lying TS above 13.2 eV. It is 
nevertheless possible that these pathways contribute to the C3H3+ signal intensity at higher photon 
energies. 
 
 
Scheme 3. Formation of m/z = 39 [7] from FAL+ [1]. 
 
4.4.8: CO-loss from the c-C4H4O+ Cation [5] Yielding C3H4+ [9] at m/z = 40. 
The m/z = 40, C3H4+ [9] fragment ion is formed in a consecutive dissociation channel from 
the c-C4H4O+ cation [5] by a hydrogen transfer on the furan ring leading to ring opening, followed 
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by a second hydrogen transfer causing CO to break off (Scheme 4). Two possible structures for this 
ion are considered: propyne, CH≡C–CH3+, and allene, CH2=C=CH2+, at 12.14 eV and 12.18 eV 
calculated appearance energy, respectively. To resolve this question, an ab initio RRKM model 
was constructed using the CBS-QB3 appearance energies and the B3LYP/6-31G(d) transition state 
frequencies to compare the branching ratios. The model appears to predict that the allene TS is 
looser by so much that it in fact outcompetes propyne production even though its onset is 0.04 eV 
higher. However, the exact activation entropies and barriers determine which isomer is formed, and 
because these are not known with sufficient certainty, it is impossible to rule out either pathway. 
 
 
Scheme 4. Formation of m/z = 40 [9] from the furan cation [5]. Pathway (A) leads to formation of 
the propyne ion and (B) leads to formation of the allene ion. 
 
It is interesting to compare these results with photoionization efficiency spectra of the 
neutral pyrolysis products of furan47 and FAL.11 In the neutral fragmentation mechanism, propyne 
is by far the more abundant product, with allene appearing only in small abundances above 1500 
K. As with the m/z = 68 [5] signal assignment, we have also considered the possibility of the 
different m/z = 40 [9] species interconverting after they are formed. Indeed, the transition state lies 
much lower, at 12.55 eV computed at the CBS-QB3 level of theory, which means that equilibrium 
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may set in at higher energies with both isomers present, irrespective of the original dissociative 
photoionization product. 
 
4.4.9: C2H2-loss from the c-C4H4O+ cation [5] yielding C2H2O + [11] at m/z = 42. 
  The formation of the m/z = 42, ketene (C2H2O)+ [11] fragment ion is in direct competition 
with the formation of m/z = 40 [9], and confirms it to be a parallel acetylene loss channel from the 
furan intermediate at m/z = 68 [5]. CBS-QB3 calculations establish the mechanism shown in 
Scheme 5, and yield a computed onset energy of 12.46 eV. Although this value does not agree all 
too well with the statistical model yielding 12.81 eV, the m/z = 42 channel is too small for the 
model to account for the competitive shift any better. Willett and Baer also confirmed ketene as a 
dissociative photoionization product of furan,41 and ketene has indeed been reported to be a major 
pyrolysis product of FAL, proposed to be formed by the furan intermediate by Vasiliou et al.10 This 
points to a further similarity between the dissociation mechanism of energetic FAL cations and 
neutrals.  
 
 
Scheme 5. Formation of the ketene cation at m/z = 42 [11] from the furan ion [5]. 
 
4.4.10: C3H3-loss from the c-C4H4O+ Cation [5] Yielding CHO+ [13] at m/z = 29. 
The formyl cation, CHO+ [13], appears above 13.7 eV as a minor channel with a maximum 
intensity of less than 5%. This ion was also observed in the PEPICO study of furan by Willett and 
Baer, which provides some basis to conclude that the furan cation is its likely precursor.41 Our 
calculations yielded the reaction path shown in Scheme 6 with a higher lying TS at 13.10 eV, which 
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together with the belated and slow rise of the formyl breakdown curve indicates a large competitive 
shift, similar to the competitive shift affecting the C3H3+ signal. 
 
 
Scheme 6. Formation of the formyl ion [13] from the furan cation [5]. 
 
Figure 3. CBS-QB3 optimized structures showing the computed minima for each cation as well as 
the highest lying transition state for each dissociation pathway shown in Fig. 2 along with bond 
lengths and angles where appropriate. Bond lengths are given in angstroms.  
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4.5: Conclusions 
We have investigated the unimolecular dissociation reactions of energy selected furfural 
cations by imaging photoelectron photoion coincidence spectroscopy. FAL+ ions dissociate by 
numerous parallel and sequential dissociation channels in the 10.9–14.5 eV photon energy range. 
Fractional ion abundances, plotted in the breakdown diagram, were modeled using statistical 
energy distributions and RRKM rate theory. Quantum chemical calculations were used to explore 
the dissociation channels in the theoretical realm. 
 The first dissociation channel is a H-loss at the 0 K appearance energy of 10.95 ± 0.10 eV. 
Although the formation of the c-C4H3O–CO+ (m/z = 95) [3] fragment ion appears to be a simple 
bond breaking process, understanding its mechanism is complicated in consideration of two factors. 
First, the unexpected anomaly in the optimized FAL+ geometries was perplexing, i.e. diverging 
wave function theory and functional dependent DFT results in terms of symmetry, bond lengths 
and angles in the cationic minimum. Second, there is an internal conversion from the A″ to the A′ 
electronic state via a conical intersection along the reaction coordinate. However, experimental 
results and quantum chemical calculations confirm that the system quickly converts to A′ symmetry 
and that the rate determining step is a tight transition state on the potential energy surface. 
Two more parallel dissociation channels appear yielding c-C4H4O+ (m/z = 68) [5] and c-
C3H3+ (m/z = 39) [7] fragment ions by a CO-loss and C2HO2-loss, at 11.16 eV and 12.03 eV, 
respectively. Three higher lying consecutive reactions were also analyzed from the furan c-C4H4O+ 
[5] cation, and the 0 K appearance energies of 12.81 eV, 12.80 eV, and 13.34 eV were determined 
for the CH2CO+ (m/z = 42) [11], C3H4+ (m/z = 40) [9], and CHO+ (m/z = 29) [13] ions, respectively. 
This also implies that the breakdown diagram of furan is contained in that of furfural. The 
matryoshka principle could be used as a further anchor in determining the internal energy 
distribution and statistical weight of the intermediate furan fragment ion, which is an additional 
incentive to record a state-of-the-art furan breakdown diagram and fit a statistical model to it. 
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The formation of m/z = 68, 42, 40, and 39 has been also reported in pyrolysis studies on 
furfural. The exceptional resemblance between the ionic and neutral dissociation channels creates 
an essential requirement of the knowledge of dissociative photoionization appearance energies and 
TS models to interpret high-temperature mass spectra as well as to apportion m/z channels in mass 
spectrometric pyrolysis and combustion studies. In addition, the statistical dissociation model 
allows us to compute the fractional ion abundances in high-temperature settings and take thermal 
shifts explicitly into account in a combustion environment. 
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5.1: Abstract 
Absolute photoionization cross sections for two potential propargylic fuels (propargylamine and 
dipropargyl ether) along with the partial ionization cross sections for their dissociative fragments are 
measured and presented for the first time via synchrotron photoionization mass spectrometry. The 
experimental set-up consists of a multiplexed orthogonal time-of-flight mass spectrometer and is located at 
the Advanced Light Source facility of the Lawrence Berkeley National Laboratory in Berkeley, California. 
Data for a third propargylic compound (propargyl alcohol) was taken, however, because of its low signal, 
due to its weakly bound cation, only the dissociative ionization fragment from the H-loss channel is 
observed and presented. Suggested pathways leading to formation of dissociative photoionization 
fragments along with CBS-QB3 calculated adiabatic ionization energies and appearance energies for the 
dissociative fragments are also presented.  
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5.2: Introduction 
A critical factor in determining the usefulness of a potential fuel is its energy density. Currently, 
gasoline and diesel have the highest energy content per unit volume (although not per unit weight) for use 
in everyday transportation, which explains their overwhelming usage in this area.1 For systems in which 
high propulsion is required, such as in rocket propellant, but where space is a pressing issue, energy density 
becomes even more important. Interest has fallen on acetylene derivatives, especially propyne 
(methylacetylene), although it has a low density and is highly volatile. However, propargylic derivatives 
have higher densities due to the inclusion of heteroatoms and so they are considered candidates for use in 
rocket propellants.2  
 For propellants, energy density is defined as the difference between the heat of formation (∆Hf) of 
the reactants and the products on a per gram basis. What distinguishes the energy density of propellants and 
individual components is that the energy density of the propellant is the combined density of its individual 
ingredients and so it is the high combustion energy density of the whole propellant, rather than that of an 
individual component that makes it a good propellant. In general, substances that contain acetylene groups 
or strained rings are capable of adding to the heat of formation, without sacrificing energy density, making 
them good candidates for investigation.2  
 In this study, the photoionization cross sections (PICS) for three propargylic compounds are 
investigated: propargylamine, propargyl alcohol, and dipropargyl ether. To the best of our knowledge, no 
photoionization cross sections have been previously measured for these compounds. Propargylamine has 
previously been suggested by NASA as an alternative hydrocarbon fuel as part of research done for the 
Advanced Fuels Program under the Advanced Space Transportation Program.3 All three compounds have 
also been suggested as potential additions for higher density rocket fuel mixtures due to their energy dense 
alkyne group.2, 4 Using a series of NASA-designed computational programs,5-8 written to calculate 
thermodynamic properties of substances at chemical equilibrium, combined with Benson group increment 
theory,9 a United States Air Force (USAF) project2 calculated the heats of formation for these compounds 
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with oxygen in the neutral state and then compared them to hydrocarbons traditionally used in rocket fuel 
mixtures, e.g., acetylene, cubane, quadracyclane, and RP-1 (a standard kerosene type rocket fuel).2 RP-1 is 
less efficient than acetylene, cubane, or quadracyclane, however, pure acetylene is an explosion hazard, and 
cubane and quadracyclane are costly and difficult to synthesize in bulk. Propargylamine was specifically 
singled out as a potentially useful additive in hydrocarbon/LOX (liquid oxygen) based fuel mixtures.2 
Propargylamine was also noted in the USAF study for several salts that were synthesized from it.  
The use of photoionization mass spectrometry (PIMS) to measure photoionization cross sections 
by comparing measured data to known standards, such as ethene, propene, or 1-butene, was developed by 
Cool et al.10-11 and has since been used to investigate many molecular photoionization cross sections.11-13 A 
common issue frequently encountered when using this technique is working with compounds that have very 
low vapor pressures, (<5 Torr at 25 ºC) making quantification in the gas-phase difficult. The purpose of 
these measurements is to provide a way to quantify fuels via photoionization mass spectrometry and the 
development of quantitative kinetic modeling for complex combustion of potential fuels. Prior to the use 
of PIMS, a double ion beam in a dual ionization chamber as performed by Haddad et al.14 was used to 
determine the photoionization cross section of water, or a merged beam method measured the 
photoionization cross sections of selected ions as described by West15 and Kjeldsen.16  
 
5.3: Experimental and Theoretical Methods 
5.3.1: Experimental Setup  
Multiplexed time-resolved synchrotron photoionization mass spectrometry (PIMS) experiments are 
carried out at the Chemical Dynamics beamline (9.0.2) of the Advanced Light Source (ALS) at the 
Lawrence Berkeley National Laboratory. The details of this experiment have been described before in detail 
and will only be discussed briefly here.13, 17-20 
  The species under investigation, the calibration gas (consisting of a 1% mixture of ethene, propene, 
and 1-butene), and a buffer gas (He) are introduced into a heatable slow-flow quartz tube, which is 62 cm 
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long with an inner diameter of 1.05 cm, and is maintained at a constant pressure of 4 Torr and 298 K. The 
total flow is 100 sccm (standard cubic centimeter per minute), which yields a total number density in the 
reactor of approximately 1.3	 ×	10'( molecules cm-3. The gaseous mixture is then continuously sampled 
through an orifice, approximately 650 µm in diameter, and proceeds through a 1.5 mm skimmer into a 
differentially pumped ionization chamber. The molecular beam intersects orthogonally with quasi-
continuous tunable vacuum ultraviolet (VUV) synchrotron radiation produced by the ALS and the resulting 
ions are then detected in an orthogonal-acceleration time-of-flight mass spectrometer, which under the 
current experimental conditions has a mass resolution (m/∆m) of approximately 1600. Following detection, 
the ion signals are normalized at each photon energy for the photon current of the ALS measured using a 
calibrated VUV sensitive photodiode.   
 
5.3.2: Measurement 
Propargylamine (≥ 98 %), propargyl alcohol (≥ 99 %), and dipropargyl ether (≥ 98 %) are purchased 
from Sigma-Aldrich and are then degassed using the freeze-pump-thaw method. Propargylamine is stored 
as a 0.97% mixture (27.0 Torr propargylamine in 2776 Torr total with He) and is flowed at a rate of 0.981 
sccm, which gives a concentration of 2.52	×	1013 molecules cm-3. Propargyl alcohol is stored as a 0.72% 
mixture (7.1 Torr propargyl alcohol in 989 Torr total with He) and is flowed at a rate of 3.01 sccm giving 
a concentration of 2.80	×	1013 molecules cm-3. Dipropargyl ether is stored as a 0.51% mixture (10.43 Torr 
dipropargyl ether in 2048 Torr total with He) and is flowed at a rate of 1.99 sccm giving a concentration of 
1.26	×	1013 molecules cm-3.  
 The AIE for the parent and the appearance energies (AE) for dissociative ion fragments (daughter 
ions) are determined by extrapolating the initial onset in the photoionization (PI) spectrum or curve using 
the method described by Ruscic and Berkowitz,21 which employs an exponential function in the form of 1 − 𝑒+,- , where b is an adjustable constant and E is the photon energy in electron volts. The AE’s are 
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found by using both a pre- and post-threshold exponential function. This method has an associated 
uncertainty of ± 0.05 eV that accounts for the presence of hot bands and photon energy calibration.19  
 Using the photoionization spectra of well-characterized species, such as ethene, propene, and 1-
butene, it is possible to calibrate the experimental instrument to obtain the absolute photoionization 
spectrum of the experimental data. This is done by flowing these three calibration gases into the cell with 
a known concentration. The relationship between an individual species’ factors is represented by Eqn. 
(5.3.1)  	𝑆(𝐸) = 𝑘𝜎(𝐸)𝛿𝐶																																																																					(𝐸𝑞𝑛. 5.3.1) 
where S(E) is the ion signal at a given photon energy E, k is the instrumentation constant, 𝜎(𝐸) is the 
photoionzation cross section at a given photon energy, d is the mass-dependent response (which is equal to 𝑚;.<(, where m is the mass of the species), and C is the concentration. The mass-dependent response was 
experimentally determined by Savee et al.22 In this work, “ion signal” refers to the ion count at a specific 
m/z ratio.  
 Combining the factors from Eqn. 5.3.1 with those of a well-characterized species (standard), it is 
possible to determine the target molecule’s absolute photoionization cross section as a ratio of its signal 
intensity (𝑆=) to that of the standard (𝑆>), the concentrations of both the target and standard (𝐶=  and 𝐶>), 
their mass-discrimination factors (𝛿= and 𝛿>), and the absolute photoionization cross-section of the standard 
(𝜎>).19, 23 
𝜎=(𝐸) = ?𝑆=(𝐸)𝑆>(𝐸)@ ∗ B𝐶>𝐶=C ∗ B𝛿>𝛿=C ∗ 𝜎>(𝐸)																																												(𝐸𝑞𝑛. 5.3.2) 
 Of the three calibration gases, propene, which has a previously measured photoionization cross 
section by Person and Nicole with a reported 10% error, is used as the standard.24 The uncertainty is 
estimated to be about 1.00% for the ion signal and concentrations and 15.0% for the mass-discrimination 
factor, and combined with the 10.0% uncertainty in the literature photoionization cross section of propene, 
the uncertainty in the measurement of the cross sections from this mass spectrometer is approximately ± 
17%.  
 149 
 
5.3.3: Theoretical Calculations 
Ab initio quantum chemical calculations are carried out using the Gaussian09 suite of programs25 
with molecules visualized using GaussView 5.9.26 The CBS-QB3 composite method,27 which has a reported 
mean average deviation (MAD) of ± 0.05 eV, i.e., 4–5 kJ mol–1, at least for neutrals,27-28 is used to perform 
geometry optimization and energetics calculations for the neutral and cationic states. The zero-point 
vibrational corrected total electronic energies (E0) for both neutral and cationic molecular structures are 
used to determine the adiabatic ionization energy (AIE). 𝐴𝐼𝐸 = 𝐸;GHI − 𝐸;JKL																																																																(𝐸𝑞𝑛. 5.3.3) 
Molecular orbital (MO) calculations are performed using the B3LYP/6-311G(2d,d,p) level of 
theory, which is the same as used in CBS-QB3 composite method calculations for geometry optimization,27-
28 and with the use of Koopmans’ theorem,29 excitation energies (term energies) for excited electronic states 
of the cations are determined as the difference in orbital energies. Koopmans’ theorem states that the 
negative absolute energy of the HOMO is equal to the ionization energy, and this approach has been 
rigorously tested for Hartree-Fock wavefunctions. Absolute B3LYP MO’s energies are not used in this way 
to determine the ionization energy due to the potential for poor approximations of orbital energy values, 
which is in a large part dependent upon the approximation used for the exchange-correlation energy 
functional. This has been shown to cause an underestimation, up to several electron volts, in the 
approximation of the first ionization energy from the HOMO energy.30-34 However, their use in determining 
excitation energies for excited electronic states as the difference in orbital energies has been shown to be 
reliable.31, 35-37  
 Appearance energies (AE) of observed dissociative fragments at 0 K are determined by the zero-
point vibrational corrected total electronic energy of the reactants subtracted from that of the products, with 
the assumption of no barrier to dissociation (thermochemical limit). Eqn. 5.3.4 shows the dissociation of 
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some neutral molecule AB into a daughter ion A+ and neutral fragment B, caused by a photon of a given 
energy, ℎ𝜈. 
𝐴𝐵 PQRS 𝐴T + 𝑒+ + 𝐵																																																																				(𝐸𝑞𝑛. 5.3.4) 
A+ is the daughter ion with the lowest ionization energy. 
 
5.4: Results and Discussion 
Table 1. The absolute photoionization cross sections (s) of propargylamine (PAM) and 
dipropargyl ether (PET) and the partial photoionization cross sections of their dissociative 
fragments reported in megabarns (Mb) at selected photon energies (eV). 
Energy 
(eV) 
PAM m/z = 54 PET m/z = 93 m/z = 64 m/z = 65 m/z = 55 m/z = 40 
9.1 0.00 0.00 N/D N/D N/D N/D N/D N/D 
9.2 0.035 0.00 N/D N/D N/D N/D N/D N/D 
9.3 0.097 0.00 N/D N/D N/D N/D N/D N/D 
9.4 0.344 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
9.5 0.711 0.044 0.00 0.00 0.00 0.00 0.00 0.00 
9.6 1.20 0.223 0.00 0.00 0.00 0.00 0.00 0.00 
9.7 2.21 0.761 0.00 0.00 0.00 0.00 0.00 0.00 
9.8 3.03 3.72 0.107 0.00 1.40 0.432 0.00 0.00 
9.9 3.16 8.01 0.410 0.00 5.74 2.77 0.00 0.717 
10.0 3.08 13.9 0.600 0.400 25.5 11.5 5.99 2.80 
10.1 2.82 17.2 0.293 1.46 65.0 26.8 7.13 7.91 
10.2 3.17 21.9 0.580 2.10 158 65.3 9.31 19.4 
10.3 2.98 24.4 0.562 3.17 286 135 16.7 48.7 
10.4 3.02 33.1 1.27 7.77 419 198 22.7 75.3 
10.5 2.97 39.9 2.01 11.8 550 261 47.6 109 
10.6 2.88 47.2 2.43 14.36 679 321 74.0 149 
10.7 2.81 52.6 3.36 21.1 829 403 102 206 
10.8 2.88 59.7 4.12 23.4 969 463 137 261 
10.9 2.80 64.3 4.42 28.0 1.12E+03 553 178 324 
11.0 2.82 69.6 4.39 27.5 1.27E+03 618 201 388 
11.1 2.90 72.4 N/D N/D N/D N/D N/D N/D 
N/D means no data were taken at that energy 
 
5.4.1: Propargylamine (m/z = 55) 
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The photoionization spectrum over the experimental photon energy range (9.1 – 11.1 eV) for 
propargylamine (PAM) is shown in Figure 1, along with the extrapolated AE for the single daughter ion 
produced, m/z = 54, which represents an H-loss (Scheme 1). The CBS-QB3 calculated AIE of PAM is 9.18 
± 0.05 eV, which agrees well with the extrapolated experimental value of 9.19 ± 0.05 eV using the 
procedure described by Ruscic and Berkowitz.21 A potential energy surface scan at the B3LYP/6-31G(d) 
level of theory for fragment formation showed no reverse barrier and has a CBS-QB3 calculated 
thermochemical limit of 9.90 ± 0.05 eV, which appears to be slightly too high to be the direct cause of the 
signal for this fragment, suggesting that some isomerization occurs prior to dissociation.  
 
Scheme 1. m/z = 54 formation from propargylamine. 
 
Figure 1. Absolute photoionization spectrum of propargylamine (m/z = 55) and its dissociative fragment 
m/z = 54.  
 
NH2 NH2 +   H
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One considered isomerization is an H-transfer from the CN carbon to the neighbor interior alkynic 
carbon. Potential energy surface scans at the B3LYP/6-31G(d) level of theory show a reverse barrier with 
a CBS-QB3 calculated barrier energy of 9.62 ± 0.05 eV. However, no H-loss pathway from this structure 
could be found with all resulting m/z = 54 structures having too high of an appearance energy to match the 
experimental product, which rises at approximately 9.60 ± 0.05 eV.  
The spectral band observed in the PI spectrum is the result of the removal of a lone pair electron 
on the nitrogen, with some small possible contribution coming from the C–N σ* orbital, as shown in Figure 
2. This is suggested by a both lack of a significant bond change on the alkynic group (elongation by only 
0.004 Å) and the shortening of the CN bond by 0.054 Å between the neutral and cationic states. Analysis 
of the atomic orbitals at the B3LYP/CBSB7 level of theory further suggests that the main contribution for 
the HOMO comes from the lone pair electron centered on the nitrogen, as the strongest contribution comes 
from the 2p orbital on the nitrogen. Koopmans’ theorem predicts that the second spectral band (first excited 
electronic state of the cation) should appear at approximately 9.52 eV and the B3LYP/CBSB7 level of 
theory shows that the largest atomic orbital contribution is from the p orbital on both alkynic carbons, 
suggesting that this spectral band is due to a π bonding electron from the alkynic group.  
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Figure 2. HOMO – HOMO-1 energy and electron distribution of propargylamine calculated at the 
B3LYP/CBSB7 level of theory. 
 
From the photoionization efficiency curve (Figure 3) of propargylamine, a shoulder in the signal around 
9.58 ± 0.1 eV very likely corresponds to this electronic transition.  
 154 
 
Figure 3. Absolute photoionization cross section of PAM showing location of second spectral band.  
5.4.2: Dipropargyl ether (m/z = 94) 
The experimental photoionization spectrum for dipropargyl ether (PET) is taken over the photon 
energy range 9.4 – 11 eV and is shown in Figure 4, along with the extrapolated AE’s for several daughter 
ions produced at m/z = 93, 65, 64, 55, and 40.  
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Figure 4. Absolute photoionization spectrum of dipropargyl ether (m/z = 94) and its dissociative ionization 
fragments.  
 
The CBS-QB3 calculated AIE for PET is 9.84 ± 0.05 eV, which agrees well with the extrapolated value of 
9.85 ± 0.05 eV. The first spectral band is thought to be caused by the loss of a lone pair electron from the 
oxygen. Analysis of bond length changes at the B3LYP/CBSB7 level of theory shows that there is a bond 
elongation on the alkynic groups of 0.099 Å and a bond shortening of 0.004 Å for both CO bonds. 
Subsequent analysis of the atomic orbitals at the same level of theory show that the strongest contribution 
on the HOMO comes from the 2p orbital on the oxygen, which is indicative of a lone pair electron. Using 
the B3LYP/CBSB7 level of theory, Koopmans’ theorem predicts the second spectral band should appear 
at approximately 10.11 eV. Due to the overall low signal of PET caused by dissociation just above its AIE, 
it is difficult to observe a spectral feature in the photoionization efficiency curve at this energy. Analysis of 
the atomic orbitals at the same level of theory shows that the strongest contribution to the HOMO – 1 comes 
from the p orbitals on both alkynic C (π bonding MO).  
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Figure 5. Orbital energy and electron distribution of dipropargyl ether calculated at the B3LYP/CBSB7 
level of theory. Atomic numbering is conserved, such that the structures are superimposable as shown.  
 
 Because of its low signal, it is unclear if dipropargyl ether is indeed bound in the cationic ground 
state, and so multiple calculations are performed using the CBS-QB3 composite  model,27, 38 the coupled 
cluster method with single and double excitation (CCSD),39 and the Weizmann-1 composite method40 with 
Brueckner’s Doubles41 (W1BD). All calculations suggested that PET does, in fact, remain bound in its 
cationic ground state. Time-dependent density functional theory (TD-DFT)42-46 calculations are also 
performed to examine neutral excited states to observe if PET encounters a conical intersection and crosses 
to another potential energy surface. The investigation of the neutral excited states does not reveal a conical 
intersection, although TD-DFT may not have been able to detect it along PET’s potential energy surface 
and it may need to be investigated further with the complete active surface self-consistent field (CASSCF) 
method.47-52 Furthermore, calculations using TD-DFT are performed to check if excited cationic states also 
remained bound. With these calculations, it is found that for the excited states investigated, dipropargyl 
ether appears to remain bound.  
 The hydrogen loss (m/z = 93) with a measured AE of 9.85 ± 0.05 eV is originally thought to come 
from either carbon surrounding the oxygen, however, when this hydrogen is removed in the cationic state 
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the structure splits apart into a propiolaldehyde cation and a propargyl radical, and removing the hydrogen 
from the alkyne requires too much additional energy, meaning an isomerization must likely take place 
before this process becomes possible. This isomerization is believed to be some cyclization of PET. The 
first possibility that is considered is that there are two hydrogen transfers to the central alkynic carbons on 
both sides, causing unpaired electrons on both of the terminal carbons, which then join together, shown in 
scheme 2, forming a bicyclic structure, followed by an H-loss.  
 
Scheme 2. One possible isomerization of PET. 
 
The process for one H-transfer is calculated by CBS-QB3 to be about 10.3 ± 0.05 eV, which is far 
too high to explain the daughter ions created from it. As the removal of one of the interior hydrogens leads 
to an unbound molecule, some other pathway must lead to the formation of the resulting daughter ions. It 
is also considered that a resonance of the propargyl moiety might play a role in the formation of the daughter 
ions following photoionization. Experimental studies as well as a theoretical analysis of the electron 
localization function of the C3H3 radical have supported a resonance description with nearly equal 
contributions from the propargyl and allenyl forms.53-54 In this case, the two terminal alkynic carbons would 
come together, forming a slightly different bicyclic ring structure (as shown in scheme 3) than the one 
shown in scheme 2. Potential energy surface scans at the B3LYP/6-31G(d) level of theory for this 
possibility reveal a reverse barrier for this process, and the theoretical appearance energy from CBS-QB3 
calculations for this process is 9.75 ± 0.05 eV. While slightly lower than the measured AIE for PET, it is 
within the overall error range for this process. It is also possible that there is a slightly higher lying transition 
state that was not observed in the potential energy surface scan at the given level of theory.  
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Scheme 3. The second and energetically favorable possible isomerization of PET. 
 
 
Scheme 4. Possible H-loss mechanism from PET forming m/z = 93 
 
The CBS-QB3 calculated thermochemical limit for the H-loss process from PET following the 
isomerization is 9.68 ± 0.05 eV (scheme 4). Potential energy surface scans at the B3LYP/6-31G(d) level of 
theory show that when trying to remove one of the hydrogens from the methylene bridge group, it instead 
moves towards the adjacent carbon that has no hydrogens and bonds to it, this, in turn, breaks the remaining 
O–CH2 bond and opens the ring. This process is the first step in the proposed formation of m/z = 65 (vide 
infra), which may help explain the relatively low signal for the H-loss daughter ion as it potentially 
competes with the formation of m/z = 65. The potential energy surface scan for this H-transfer also reveals 
a reverse barrier, with an expected AE of 8.70 ± 0.05 eV. The formation of the most abundant fragment, 
m/z = 64, is thought to take place from the same bicyclic structure shown in scheme 3, an H-transfer 
precedes a ring opening mechanism, which leads to a loss of formaldehyde forming m/z = 64 (scheme 5).  
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Scheme 5. H-transfer and ring opening mechanism for formation of m/z = 64 following loss of 
formaldehyde. 
 
The theoretical CBS-QB3 appearance energy for the formation of m/z = 64, assuming no reverse 
barrier, is 9.61 ± 0.05 eV. Potential energy surface scans at the B3LYP/6-31G(d) level of theory showed a 
possible reverse barrier, however all attempts to find a transition state with CBS-QB3 failed. The formation 
of m/z = 65 is thought to be caused by a similar mechanism that forms m/z = 64, but with a neutral CHO 
(formyl radical) loss from the bicyclic structure following a ring opening mechanism (scheme 6), leading 
to a CBS-QB3 calculated thermochemical limit of 8.47 ± 0.05 eV.  
 
Scheme 6. Ring opening mechanism and CHO loss to form m/z = 65.  
The formation of m/z = 55 is caused by the loss of a propargyl radical from PET (schemes 7 – 10). 
The first possibility is a direct loss of propargyl and the daughter ion then most likely isomerizes into an 
alcohol radical structure, which is resonance stabilized, as shown in scheme 8.  
 
Scheme 7. Loss of propargyl radical from PET to form m/z = 55. 
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Scheme 8. Isomerization and resonance of m/z = 55. 
 
It is also thought that resonance following photoionization (shown in scheme 9) may play a role as 
well, where one of the propargyl groups undergoes an isomerization to the allenyl form, allowing the 
hydrogen transfer to the oxygen and breaking off of propargyl radical to form m/z = 55 (shown in scheme 
10).  
 
Scheme 9. Resonance of propargyl group on PET. 
 
Scheme 10. Hydrogen transfer leading to m/z = 55 formation from PET. 
 
CBS-QB3 calculations show that the thermochemical limit for the formation of m/z = 55 is 9.63 ± 
0.05 eV. Potential energy surface scans at the B3LYP/6-31G(d) level of theory show that both of these 
processes have a reverse barrier. The first proposed mechanism (schemes 7 and 8) has a CBS-QB3 
calculated appearance energy of 11.34 ± 0.05 eV. This appearance energy, however, is too high to account 
for the experimental appearance energy of 10.4 ± 0.1 eV. The second proposed mechanism has a theoretical 
appearance energy of 11.06 ± 0.05 eV, lower than the first pathway, but again too high to account for the 
experimental appearance energy, meaning there must be an alternative pathway for the formation of m/z = 
55. The formation of m/z = 40 (scheme 11) is most likely caused by a hydrogen transfer from one methylene 
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bridge group to the other within the PET parent structure, and energetics suggest that the propyne group 
will isomerize to the more stable allene conformer at the point of leaving. Potential energy surface scans at 
the B3LYP/6-31G(d) level of theory show there may be a reverse barrier, however no transition state could 
be confirmed for this transfer. The thermochemical limit for the process of allene formation with no reverse 
barrier is 9.61 ± 0.05 eV. 
 
Scheme 11. Formation of m/z = 40 from PET.  
 
 As can be seen from the various dissociative fragments in PET, the thermochemical limits and 
barrierless appearance energies are lower than the calculated AIE for PET (9.84 ± 0.05 eV), which shows 
that indeed reverse dissociation barriers must exist. This means a more in-depth study of the potential 
energy surface (PES) is required to map out the true isomerizations and dissociations that take place over 
this energy range to find the activation barriers for these processes and compare them to the experimental 
data. A technique with a better capacity to differentiate isomers is needed to determine exactly which 
pathway is followed to form each of these dissociative fragments and to more precisely describe how PET 
decomposes over this energy range.  
5.4.3: Propargyl alcohol (m/z = 56) 
The experimental photoionization spectrum for propargyl alcohol (POH) is taken over the photon 
energy range 9.3 – 11 eV and the absolute photoionization cross section plot shown in Figure 6 (represented 
by blue circles), along with the lone daughter ion produced, m/z = 55 (represented by open gray squares), 
which would represent an H-loss. Propargyl alcohol has the same integer m/z value as 1-butene, one of the 
calibration gases, and so the counts for pure 1-butene are subtracted from the total signal and what is left is 
the genuine POH signal. The result is only a small signal of POH, and the signal-to-noise ratio is not high 
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enough to permit an adequate analysis for the absolute photoionization cross section, and so it is not 
presented here. 
 
 
Figure 6. Absolute photoionization spectrum of m/z = 56, which contains combination of 1-butene and 
propargyl alcohol counts, and m/z = 55 fragment (H-loss) counts.  
 
Several possibilities are considered for this result: (a) POH is unbound in the cationic state; (b) 
there is a rapid isomerization to an unbound state prior to detection; or (c) there is intersystem crossing 
from an excited state to an unbound cationic POH. Regarding the first possibility, calculations done at the 
CBS-QB3 level show that the ground cationic state is bound. However, similarly to PET, it was considered 
that the B3LYP method, used in the geometry optimization step, may be unable to adequately describe this 
system, so several other methods are attempted, including a 4th order Møller-Plesset perturbative method 
with singles, doubles, and quadruples (MP4SDQ),55-56 the coupled cluster method with singles and doubles   
(CCSD),39, 57 and the Weizmann-1 composite method40 with Brueckner doubles (W1BD).41 In all three 
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cases, the structure remained bound in the cationic state. For the second possibility, several alternative 
structures are considered, however, no feasible isomerization pathway could be found with CBS-QB3 
calculations. With regard to the third possibility, time-dependent density functional theory (TD-DFT)42-46 
calculations are carried out to explore the excited states of POH, however, following multiple attempts, no 
such unbound excited state is found. If such an unbound excited state exists, it may need to be found through 
analysis using complete active space self-consistent field (CASSCF)47-48, 52 calculations. As with PET, these 
computations are considered to be beyond the scope of the present study. The CBS-QB3 calculated AIE for 
propargyl alcohol is 10.40 ± 0.05 eV, which is in somewhat reasonable agreement with the literature vertical 
ionization energy of 10.51 ± 0.03 eV measured by Kowski et al. using gas-phase UV photoelectron 
spectroscopy (UV-PES).58 The UV-PES spectra of POH taken by Kowski et al. showed that the first two 
spectral bands (with vertical ionization potentials 10.51 ± 0.03 eV and 10.92 ± 0.03 eV, respectively) are 
both the result of a loss of a π bonding electron from the alkyne.58 Figure 7 shows the computed molecular 
orbitals for the HOMO and HOMO-1 at the B3LYP/CBSB7 level of theory, which predicts that the HOMO 
has a π bonding character that agrees with the finding of Kowski et al.58, and a contribution originating 
from the 2p orbital on the oxygen, indicative of a lone pair electron. According to Koopmans’ theorem a 
second spectral band should appear at about 10.88 eV, which is also in agreement with the second spectral 
band recorded by Kowski et al.58 The second band is also predicted to have a π bonding character.  
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Figure 7. Orbital energy and electron distribution of propargyl alcohol calculated at the B3LYP/CBSB7 
level of theory. 
 
 The lone fragment, m/z = 55, is the result of a hydrogen loss from the primary carbon following an 
isomerization where one of the hydrogens from the primary carbon transfers to the neighboring alkynic 
carbon (experimental AE = 10.25 eV), which lowers the energy. Following the hydrogen loss from the 
primary carbon, the structure again isomerizes into a cyclic alcohol (hydroxycyclopropenyl cation), as 
shown in scheme 12.  
 
Scheme 12. Formation of m/z = 55 from propargyl alcohol.  
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The CBS-QB3 calculated thermochemical limit for this process is 10.56 ± 0.05 eV. At around 10.60 
± 0.1 eV in Figure 6, there appears to be a shoulder for m/z = 55, which could be indicative of a dissociation 
coming from propargyl alcohol, rather than signal resulting from an H-loss from 1-butene, as an H-loss 
from 1-butene is reported to take place beyond 11.00 eV,59 which would be too high to account for this 
dissociation. 
 
5.5: Conclusions 
The adiabatic ionization energies, appearance energies, and photoionization cross sections of the 
parent and dissociative fragments for two propargylic compounds, propargylamine and dipropargyl ether, 
are presented. Data for a third propargylic compound, propargyl alcohol, is also presented. Propargyl 
alcohol has the same integer m/z value as one of the calibration gases; the pure signal for this gas (1-butene) 
is subtracted from that of propargyl alcohol, and the resulting signal-to-noise ratio is too low to generate an 
adequate absolute photoionization cross section. For the propargyl alcohol the adiabatic ionization energy, 
appearance energy of its lone daughter ion, and the photoionization efficiency curve are presented. CBS-
QB3 calculated energies are used to determine the AIE’s for the molecules under investigation, which agree 
well with experimental results, and the AE’s for the dissociated fragments. Using Koopmans’ theorem 
along with calculated B3LYP/6-311G(2d,d,p) level molecular orbital energies, the transition to the first 
excited electronic state of the cation is calculated for each of the molecules under investigation, and are 
found to be in agreement with the experimental results.  
 Relative partial photoionization cross sections are directly related to the ratio of the ion’s signal 
(branching ratio) compared the total count,60 so the large relative partial photoionization cross sections for 
the dissociative fragments paired with the comparatively low photoionization cross sections for their 
respective parent suggest that, while all three are computationally shown to be bound in the cationic state, 
these three compounds dissociate rather easily almost immediately after passing their ionization threshold 
energy. The calculated energetics also suggest that a large number of structural changes occur upon 
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ionization and further electronic excitation, and in order to fully map the potential energy surface with these 
changes and how they affect the dissociation process, it would be necessary to investigate these compounds, 
particularly PET, with a more isomer-specific technique, such as PEPICO (photoelectron photoion 
coincidence spectroscopy).61-63 The utilization of this technique would make it possible to more precisely 
measure the dissociation of PET over this energy range and would be able to differentiate between structural 
isomers to be able to fully determine the PES for PET.  
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6.1: Abstract 
A systematic investigation on the potential basicity of several novel hyperlithiated species based upon the 
superalkali cluster Li3F2 was conducted using high-level ab initio techniques on Li3F2O and Li3F2(OH)n (n 
= 1, 2, or 3). Equilibrium structures for both the neutral and anionic states in the gas-phase were identified 
and their relative stabilities using atomization enthalpies are analysed and compared with their respective 
proton affinities and gas-phase basicities. Our calculations, using a modified form of the CBS-QB3 
composite method, identified several unique structures that possess superbase potential, as compared to the 
proton affinity of Roger Alder’s canonical Proton Sponge. The calculations show that, in general, as the 
number of hydroxide groups increase, so too does the proton affinity. 
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6.2: Introduction 
One of the fastest and most important reactions in the gas phase is the proton transfer, which makes 
the study of proton affinity of a molecule and its intrinsic basicity in the gas phase fundamental to the 
understanding of its reactivity, and when a proton transfer is exothermic, it is usually the dominant 
reaction.1-4 Such investigation is useful in that it informs our understanding of such chemical 
transformations and can drive the innovation of novel compounds and reactions. A molecule with a 
particularly high basicity may be described as a “superbase” (vide infra),5 and it is known that alkali 
hydroxides and oxides are some of the most potent inorganic bases that can exist in the gas phase.6 Tian et 
al.7 reported that LiO- was a stronger base than even the methide anion with a proton affinity of 1792 ± 8 
kJ mol-1, making it one of the strongest bases currently known.8 Recently, an even stronger superbase was 
observed experimentally for the first time in the gas-phase, the ortho-diethynylbenzene dianion. It was 
calculated to have a proton affinity of 1843.3 ± 2.8 kJ mol-1, making it the strongest base currently known 
to exist.9 These species are such strong bases that they can only be useful in aprotic solvents, such as 
tetrahydrofuran.9 In an aqueous environment, bases with a proton affinity greater than that of the hydroxide 
anion (PA[OH-] = 1633.14 ± 0.04 kJ mol-1),10-11 will abstract a proton from water, making the PA of the 
hydroxide anion the upper limit for such a base that can be used in an aqueous environment.  
It is known that the addition of electronegative substituents will stabilize negative ions and increase 
their acidity, so in order to create stronger bases it would follow that the use of electropositive substituents, 
like lithium, should decrease the acidity,7 and, indeed, the high proton affinity of LiO- and similar 
compounds is attributed to the strong electron donating character of the substituent alkali metal. This effect 
is so intense that for the protonated species, the charge resides almost exclusively on the alkali metal.6 This 
unique characteristic of alkali metals has also allowed for the creation of hypervalent clusters consisting of 
an excess of these electropositive atoms, which, due to collective effects, have a lower ionization energy 
than that of the alkali metals, which are known to have the lowest ionization energies of all the elements 
(ranging from 5.4-3.9 eV). These hypervalent structures were given the name “superalkalis” by Gutsev and 
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Boldyrev,12 who first proposed them in the early 1980’s, and have a general formula of XMn+1, where n is 
defined as the formal valence of the electronegative atom, X.8, 13 Since then, many novel and interesting 
species have been described in the literature,8, 13-21 particularly those based on lithium. The first 
experimental evidence of superalkalis was found by Wu et al., who detected the hypervalent species Li3O 
in the gas phase during a mass spectrometric investigation of lithium oxide.17 Despite violation of the octet 
rule, Li3O was later found to even be thermodynamically stable, and this trend of thermodynamic stability 
continues for subsequent additions of Li atoms.18 These superalkalis may be combined with a superhalogen 
(species which have a larger electron affinity than the halogens), e.g. BF4,22 creating what is known as a 
“supersalt,” so called due to their preference to dissociate into their ionic superalkali and superhalogen 
constituents, as well as having significant nonlinear optical properties, which have been the subject of 
previous studies.8, 23-24 
  This work investigates the addition of one monoxide group and several hydroxide groups to three 
isomeric structures of a previously described small superalkali cluster, Li3F2.13 The hydroxide additions 
take the form of Li3F2(OH)n, where n is equal to 1, 2, or 3. While the neutral alkali hydroxides have proven 
to be among the most popular inorganic bases detailed in the literature, it is known that the basicity of 
anionic bases tend to be greater than that of the neutral bases.6, 8 Similar to several previous theoretical 
studies,2, 8 we have studied the basicity of the monoxide and three hydroxides of a superalkali cluster, Li3F2 
in this case, to see if they possess similar attributes to the alkali hydroxides. In this study, the base forms 
were calculated in both the neutral and anionic states in line with the expectation that an anionic base should 
be stronger, and less stable, than a neutral base. Anionic superbases, such as LiO-, are conjugate bases of 
very weak gas-phase acids, and their neutral radicals have a low electron affinity (EA).9 The proton 
affinities and gas-phase basicities were analysed to identify any potential superbase behaviour (vide infra) 
among the resulting optimized geometries. The highest occupied molecular orbital (HOMO) and lowest 
unoccupied molecular orbital (LUMO) for the base and protonated forms of each structure are also 
presented along with the HOMO-LUMO gap energies, which are useful for analysis of the relative stability 
and reactivity of the resulting structures. The SOMO (singly occupied molecular orbital) is shown in lieu 
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of the HOMO, where appropriate. Corresponding natural bond orbital (NBO) energies are also presented 
in order to analyse the localization of the charges on the resulting structures.  
 
6.3: Theoretical Methods 
6.3.1: Computational Methodology 
Ab initio quantum chemical calculations were performed using the Gaussian0925 suite of programmes 
and all resulting structures were visualized with GaussView 5.26 Initially, the CBS-QB3 method of 
Petersson and co-workers was used,27-28 however, the geometry optimization step uses the Pople basis set 
6-311G(2d,d,p) (also known as CBSB7), which contains no diffuse functions. Such functions are necessary 
to properly assess the intramolecular interactions between the highly electronegative atoms and the 
remaining atoms, particularly hydrogen.29 Furthermore, the addition of diffuse functions to the B3LYP 
hybrid functional has been shown to reduce the overall underestimation of atomization energies in certain 
cases as well as to help alleviate non-convergence issues in some cases.30 Fluorine is a very electronegative 
species and the addition of diffuse functions caused a noticeable alteration in the geometry optimizations 
of structures containing at least one OH group, and, on the whole, typically lowered the overall energies. A 
secondary problem with using the CBS-QB3 method is that it makes no attempt at a correction for diffuse 
functions in the energy calculation, unlike several of the more recent Gaussian-n methods of Curtiss and 
co-workers, e.g., Gaussian-4 (G4) theory.31 In order to maintain the same basic setup and calculation time 
of a CBS-QB3 job, but add diffuse functions to the geometry optimization step, a multistep job was 
constructed using the same basic setup as CBS-QB3, including the use of a density functional method for 
the geometry optimization and frequency steps. Only one change was made to the series of calculations; 
the Becke 3-parameter hybrid functional with the non-local correlation functional of Lee, Yang, and Parr 
(B3LYP)32-33 was kept, but the basis set used was changed to the Pople basis set, 6-311+G(2d,d,p) (also 
referred to as CBSB7+), thereby adding diffuse functions to the geometry optimization step as well as to 
the vibrational frequency analysis step. Where appropriate, the restricted open-shell B3LYP (ROB3LYP) 
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was employed. All other aspects of this job remain the same as outlined by Petersson and co-workers for 
their CBS-QB3 method, and because of this, the mean average deviation (MAD) is tentatively taken to be 
approximately the same, 4–5 kJ mol-1, at least for neutrals.27-28 Throughout this work, this method will be 
referred to as CBS-QB3+. This modification to the CBS-QB3 composite method has previously been 
defined by Martin et al.,34 which they referred to as CBS-QB3(+), in analogy to earlier work by Radom and 
co-workers,35-37 who defined the G2(+) composite method, which modified the geometry optimization step 
of the Gaussian-2 (G2) method of Curtiss and co-workers by adding diffuse functions.38 For clarity, the 
order and purpose of the job steps for CBS-QB3+ are as follows: 
1. B3LYP/CBSB7+: DFT geometry optimization (ROB3LYP used where appropriate) 
2. B3LYP/CBSB7+: DFT vibrational frequency analysis (As for step 1, ROB3LYP used where 
appropriate) 
3. CCSD(T)/6-31+G(d’): Coupled cluster single-point energy with single, double, and quasi-triple 
excitations39 
4. MP4SDQ/CBSB4: 4th order Møller-Plesset perturbative method single-point energy with single, 
double and quadruple excitations40-42 
5. MP2/CBSB3: 2nd order Møller-Plesset perturbative method40 single-point energy followed by the 
CBS extrapolation of Petersson and co-workers28 (includes spin-correction term) 
The CBS-QB3 energies at 0 K, as well as the enthalpy and Gibbs free energy at 298.15 K, were then 
calculated manually using data from steps 2-5, following the sequence of equations defined for CBS-
QB3.27-28, 43-47 The veracity of performing a CBS-QB3 calculation this way was determined by comparing 
results from a normal CBS-QB3 job to a multi-step job constructed the same way as described above, except 
for the use of the CBSB7 basis set. This was tested with both the neutral and cationic forms of several 
compounds using the exact same starting geometry and job parameters: water, ammonia, furan, furfural, 
and Li3F2. The results showed that the 0 K energy values for a given compound was the same from both 
methods, and this was true for all the compounds tested.  
6.3.2: Theoretical Background 
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Superbasicity is defined qualitatively by IUPAC as a substance with a “very high basicity, such as 
lithium diisopropylamide”,5 however for the purposes of this study, a superbase is defined semi-
quantitatively as a substance that has a higher proton affinity and gas-phase basicity than 1,8-
Bis(dimethylamino)naphthalene, otherwise known as the original “Proton Sponge” (as trademarked by 
Sigma-Aldrich), as described by Alder et al,48 which has a proton affinity of 1026 kJ mol-1 and a gas-phase 
basicity of 1000 kJ mol-1.2, 49  Although stronger bases have been described since,9, 50 it is thought that this 
compound acts as a good benchmark for the theoretical compounds described herein.  
Gas-phase basicities (GB) and proton affinities (PA) refer to the following equilibrium equation:1 H"(g) + B()*(g) ⇄ HB((g)																																																						(𝐸𝑞𝑛. 6.3.1) 
where n on the protonated base is typically either 0 or +1. The gas-phase basicity of the base  (Bn–1) is then 
equal to the negative of the standard Gibbs free energy change (∆Gº), while the proton affinity for the base 
is the negative of the standard enthalpy change (∆Hº) for the reaction,1, 6 such that the PA’s at 298 K may 
be defined in the following way:1 𝑃𝐴 = ∆𝐸89 + ∆𝐸:;<(=>?@9 + ∆𝐸;A:>?@9 + ∆(∆𝐸BCD)>?@9 + ∆𝑃𝑉																						(𝐸𝑞𝑛. 6.3.2a) 𝑤ℎ𝑒𝑟𝑒	∆𝐸89 = [𝐸MA:(𝐵()*) + 𝐸MA:(𝐻") − 𝐸MA:(𝐻𝐵()] + ∆𝑍𝑃𝐸																	(𝐸𝑞𝑛. 6.3.2b) 
where ∆ZPE is the difference in the zero-point vibrational energies between the reactants and products, 
ETot(H+) is the total energy of the proton and is, by definition, equal to 0, the values, ETot(Bn–1) and ETot(HBn) 
are the total energies for the base and protonated forms, respectively. The terms ∆𝐸:;<(=>?@9 , ∆𝐸;A:>?@9, and ∆(∆𝐸BCD)>?@9 represent the energy differences from the translational modes, rotational modes, and 
vibrational modes, respectively, between the reactants and products between 298 K, and absolute zero. 
Finally, ∆PV is the change in the PV work term, which, given ideal behavior, is equal to (–RT).  
 The adiabatic electron affinities (AEA), the HOMO-LUMO gap energies, and the enthalpies of 
atomization (∆atH0º) were also calculated. The difference between the CBS-QB3+ zero-point corrected 
energies (ZPEs) for the neutral and its corresponding anionic species is equal to the AEA of the neutral. 
The HOMO-LUMO gap energy was determined by taking the difference in the eigenvalues (energies) 
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corresponding to the highest occupied and lowest unoccupied molecular orbitals, as calculated at the 
B3LYP/CBSB7+ level of theory. The enthalpies of atomization for the neutral species were calculated by 
taking the difference between the ZPE corrected total electronic energy of the molecule and the sum of the 
computed electronic energies for the constituent atoms, such that: ∆<:𝐻8A = T 𝑥𝜀8(𝑋)<:AX= − 𝜀8(𝑀)																																																						(𝐸𝑞𝑛. 6.3.3𝑎) 
where xe0(X) is the ZPE corrected electronic energy of a given atom X multiplied by a coefficient x, which 
represents the total number of the given atom that are found in one molecule, and e0(M) is the ZPE corrected 
electronic energy of the molecule, M. The enthalpies of atomization for the anionic species were calculated 
in the following way: ∆<:𝐻8A = T 𝑥𝜀8(𝑋) + 𝜀8(𝑋)) − 𝜀8(𝑀)																																									(𝐸𝑞𝑛. 6.3.3𝑏)<:AX=  
where all the terms are the same as equation 3a, except X– represents the anion of the most electronegative 
atom in the molecule. For example, the atomization energy of [Li3F2OH]- would be: ∆<:𝐻8A = ((3 ∗ 𝜀8(𝐿𝑖)) + _𝜀8(𝐹)a + _𝜀8(𝑂)a + (𝜀8(𝐻))) + (𝜀8(𝐹)))− 𝜀8([𝐿𝑖c𝐹>𝑂𝐻]))																																																																																																							(𝐸𝑞𝑛. 6.3.3𝑐) 
It is known that enthalpies of atomization relate directly to the overall stability of a molecule, such that the 
greater the atomization energy, the greater the stability.  
 
6.4: Results and Discussion 
6.4.1: Starting Geometries 
Three hyperlithiated structural isomers of Li3F2, which were previously analysed using CBS-QB3,13 
were used as the starting points for the calculation of the most stable products, and isomer (a) with C2v 
symmetry (as shown in Figure 1) was found to be the most stable.13 
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Figure 1: F2Li3 isomers from a previous study used as starting structures. Bond lengths are all given in Å. 
Isomer (a) has C2v symmetry, isomer (b) has Cs symmetry, and isomer (c) has D3h symmetry.13 
 
The structures for the starting superalkali geometries were calculated with both the CBS-QB3 and CBS-
QB3+ methods and their adiabatic ionization energies (AIE) were compared. It was found that the 
calculated AIE’s for all structures were equivalent using both methods and reconfirmed their superalkali 
status. Isomer (a) was found to have an AIE of 3.80 eV, isomer (b) an AIE of 4.18 eV, and isomer (c) an 
AIE of 3.86 eV. All three structures would be used to ensure that as many stable final structures as possible 
could be found and analysed. The stability of these hyperlithiated geometries can likely be attributed to the 
effect caused by the character of the lithium atom. While typically monovalent, the lithium atom has a 
preference for bonding to other atoms, especially other lithium atoms, which allow for the construction of 
complex “cages” of Li–Li bonds with a delocalized bonding character.13 The stabilizing ability of these 
hyperlithiated clusters has been noted by Yokoyama and co-workers,21 who also observed that the 
introduction of oxygen into an Li3F2 cluster led to enhanced stability. 
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Table 1: Calculated proton affinities, gas-phase basicities, HOMO-LUMO gap energies, adiabatic electron 
affinities, and enthalpies of atomization, along with the symmetries for each of the studied systems. 
Systema Protonation Reaction 
Base Form 
Symmetry 
Protonated 
Form 
Symmetry 
PAb GBb 
HOMO/ 
LUMO 
Gapc,d 
AEAe ∆<:𝐻8ef 
Li3F2O [1] à [2] C2v C1 893.7 897.2 7.10 1.83 1978.7 
[Li3F2O]- [3] à [4] Cs C1 1640.0 1645.3 2.00 - 1793.4 
Li3F2OH [5] à [6] C2v C2v 952.9 957.2 6.56 -0.13 2426.1 
[Li3F2OH]- [7] à [8] C2v C1 1325.8 1331.5 0.33 - 2142.9 
Li3F2(OH)2 [9] à [10] Cs C1 1183.6 1201.1 7.82 5.61 2759.4 
Li3F2(OH)2 [11] à [12] C1 C1 966.8 992.0 6.28 3.62 2932.5 
Li3F2(OH)2 [13]g à [14] C2v C1 923.4 926.3 7.39 - 2964.9 
[Li3F2(OH)2]- [15] à [16] C1 C1 1308.7 1338.2 4.26 - 2970.9 
[Li3F2(OH)2]- [17] à [18] C1 C1 1486.7 1488.2 2.45 - 2951.6 
Li3F2(OH)3 [19,g,h C1 - - - 0.38 - 3754.0 
Li3F2(OH)3 [20]g,h C1 - - - 0.51 - 3230.5 
 
a Some systems have more than one structure associated with the same formula. b Proton affinity (PA) and gas-phase 
basicity (GB) at 298.15 K, in kJ mol-1. c HOMO/LUMO gap energy in eV. d HOMO/LUMO gap shown is for the base 
form. e Adiabatic electron affinity (AEA) for neutral base species, for which an anionic form converged, in eV. f 
Enthalpies of atomization at 0 K, in kJ mol-1.  g No protonated form converged for these species, base forms only. h 
No anionic form converged for these species.  
 
6.4.2: Li3F2O (SAOX) 
Cochran and Meloni presented three neutral and one anionic monoxide isomers,13 which they 
optimized using the CBS-QB3 composite method, however, when these species were optimized using the 
CBS-QB3+ method (vide supra), only one of them converged to a minimum (shown in figure 2) with all 
real frequencies; this discrepancy is believed to be an effect of the diffuse functions employed in the CBS-
QB3+ method acting on the fluorine and oxygen atoms, both of which are highly electronegative species. 
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Figure 2: The neutral base and protonated forms of the superalkali oxide (SAOX) compound showing bond 
lengths (in angstroms) and bond angles. Values in parentheses represent NBO values, in elementary charge 
(e).  
 
The neutral base form of SAOX [1] is a planar ring with C2v symmetry and the bond lengths on either side 
of the oxygen are equivalent. Upon protonation [2], the molecule loses its symmetry and becomes non-
planar with C1 symmetry following a bond breakage and ring opening between the hydroxide group and 
one of the lithium atoms on either side. The OH twists out of the plane further lengthening the distance 
between the oxygen and the Li that it had separated from an initial bonding length of 1.83 Å to 2.08 Å after 
breakage. The OH twisting out of the plane gives a new dihedral angle of 62.7º on [2] from an initial 0.00º 
on [1] for the O–Li–F–Li group. The Li–O bond length also lengthens from an initial 1.83 Å to 1.98 Å. As 
shown in table 1, [1] has a proton affinity of 893.7 kJ mol-1 and a gas-phase basicity of 897.2 kJ mol-1, 
which is well below the threshold set by the Proton Sponge, so, in that context, it cannot be considered a 
superbase.  
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Figure 3: The anionic base [3] and its protonated form [4] for the SAOX system, showing bond lengths in 
angstroms, and bond angles. Values in parentheses represent NBO values, in e.  
 
 The anionic base form [3] (figure 3) was found to have the same geometry as presented by Cochran 
and Meloni for the anionic monoxide structure.13 The distances between the lithium atoms and the oxygen 
atom are shorter compared to the neutral base [1], while the Li–F bonds lengthen, which creates a more 
rectangular appearance. As the Li–O distance shortens, the lithium atoms form a cage around the oxygen, 
showing that the strongest interaction is between the lithium cage and the oxygen atom, which is further 
indicated by the uneven distribution of the negative NBO energies (figure 3), where the oxygen has a charge 
of -1.653e, whereas the fluorine atoms have charges of -0.877e each. Upon protonation [4] (figure 3), the 
proton binds to the oxygen and the overall structure begins to take on a very similar shape to that of the 
neutral base [1], where the Li–O bonds lengthen and the Li–F bonds shorten compared to the base form, 
[3]. As shown in table 1, [3] has a proton affinity of about 1639.9 kJ mol-1, which is the largest proton 
affinity of any of the other compounds investigated in this study, and a gas-phase basicity of 1645.2 kJ mol-
1. These values are well above the threshold for set by the Proton Sponge, and so can be described as a 
superbase.  
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Figure 4: The HOMO and LUMO for the neutral base form of the SAOX (Li3F2O) species, calculated at 
the B3LYP/CBSB7+ level of theory.  
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Figure 5: The HOMO and LUMO for the anionic base of the SAOX (Li3F2O) species, calculated at the 
B3LYP/CBSB7+ level of theory. (Isovalue set to 0.013 from 0.02 to better show orbitals). 
 
The SOMO and LUMO for the neutral base form [1] are shown together in figure 4 and the HOMO 
for the anionic base form [3] is shown in figure 5. The gap energy for the neutral was calculated to be 7.10 
eV, while the gap energy for the anion was calculated to be 2.00 eV. In a previous study on cationic F2Li3 
clusters, Tong et al.51 attributed the magnitude of the HOMO-LUMO gap to the molecular stability and 
reactivity of the clusters, such that a larger energy gap implied decreased reactivity and, therefore, increased 
molecular stability. This should also mean that an increased molecular stability will result in a reduced 
ability to undergo protonation, and so, will be a weaker base. Indeed, [1] has the lowest proton affinity of 
all the compounds, both neutral and anionic, presented in this work (see table 1), being about 48 kJ mol-1 
lower than the next lowest proton affinity. The difference in stability can be ascertained by comparing the 
respective enthalpies of atomization, and as shown in table 1, the atomization enthalpy for the anion is 
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about 154 kJ mol-1 lower than the neutral base, which indicates that the neutral is indeed more stable than 
the anion. The SOMO for the neutral base species [1] (figure 4) shows that the main interaction occurs 
between the antibonding p orbital of the oxygen and the s orbitals of the two surrounding lithium atoms. 
Contribution to the SOMO also comes from the p orbitals of the two fluorine atoms. The anionic base [3], 
on the other hand, retains the much smaller, more conductor-like, gap energy that is seen in the superalkali 
clusters,13 and the effect of this change is evident in the vast difference in proton affinity where the anionic 
base is about 746 kJ mol-1 higher than the neutral base, and, in fact, has the highest proton affinity of all the 
studied species in this work. The HOMO for the anionic base [3] (figure 5) is mainly governed by the 
interaction between the three lithium atoms (Li cage) and the oxygen, which shows a delocalization of the 
additional electron over this group, which provides stability to the overall structure giving it a larger gap 
energy than would be expected based on the high proton affinity of this species. The interaction between 
the oxygen and the lithium atoms is the driving factor in the geometry change from the neutral [1] to the 
anionic [3] base. This effect can be observed in the anionic structure (figure 3) as the Li–O bonds become 
shorter, while the Li–F bonds become longer, and a new bond is formed between the oxygen and the third 
lithium atom that was previously not bound to the oxygen in the neutral state. The relatively low AEA for 
the neutral base (1.83 eV), is also a contributing factor in the high proton affinity of the anionic base [3].   
 
6.4.3: Li3F2(OH) (SAMH) 
Like the monoxide system, only one structure could be found for the neutral base form of the 
monohydroxide system (SAMH) regardless of which isomer was used or where the OH was placed. The 
base form [5] (figure 6) is a planar ring with C2v symmetry and has a similar structure as [1]. 
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Figure 6: Superalkali hydroxide (SAMH) neutral base and protonated structures. Showing bond lengths (in 
angstroms) and bond angles. Values in parentheses represent NBO values in units of elementary charge (e). 
 
Upon protonation [6] (figure 6), the structure undergoes a significant change following a bond breakage 
between Li and O and the structure begins to take a similar appearance of the starting isomer b with a “fin”-
type geometry. The proton affinity and gas-phase basicity for the neutral base [5] (table 1) was calculated 
to be 941.9 kJ mol-1 and 957.2 kJ mol-1, respectively. This puts this species’ proton affinity about 60 kJ mol-
1 lower than the threshold set by the Proton Sponge, indicating that this cannot be described as a superbase.  
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Figure 7: Optimized SAMH anionic base and neutral protonated structures. Bond lengths in angstroms. 
Values in parentheses represent NBO values in units of elementary charge (e).  
 
The anionic base form [7] (figure 7) is also a planar ring with C2v symmetry and has a nearly 
identical structure to that of the neutral base form [5], however the Li–F bond lengths increase by about 
0.01 angstroms. Unlike the protonation for the neutral base, protonation [8] of the anionic base (figure 7) 
mostly retains its ring structure, but the bonds between the now tetravalent oxygen and the lithium atoms 
lengthen from 1.78 Å to 1.99 Å, while the Li–F bonds (of the O–Li–F group) shorten from 1.73 Å to 1.69 
Å. The proton affinity and gas-phase basicity for the anionic base [7] were calculated to be 1325.8 kJ mol-
1 and 1331.5 kJ mol-1, respectively, which is well above the threshold set by the Proton Sponge, and so can 
be described as a superbase.  
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Figure 8: The HOMO and LUMO for the neutral SAMH species [5], calculated at the B3LYP/CBSB7+ 
level of theory.  
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Figure 9: The SOMO for the anionic SAMH species [7], calculated at the B3LYP/CBSB7+ level of 
theory. Isovalue set to 0.017 from an initial 0.02 in order to allow for better visualization of the orbitals.  
 
 The HOMO and LUMO are shown together for the neutral base [5] in figure 8, and the SOMO is 
shown for the anionic base [7] in figure 9. The gap energy for the neutral base [5] was calculated to be 6.59 
eV, while the gap energy for the anionic base [7] was calculated to be a remarkably low 0.33 eV. The 
HOMO for the neutral base [5] is mostly governed by the trivalent oxygen as the bonding p orbital extends 
further outward and draws the lithium atoms closer than in similar bonds found in the neutral SAOX base 
[1]. This is further indicated by the uneven distribution of the negative NBO energy values, where the 
oxygen has the largest negative charge (-1.340e) compared to either of the two fluorine atoms (-0.890e 
each). The SOMO for the anionic base [7] shows highly localized orbitals on the outside of the ring for 
each lithium atom and spaced away from each other, while not showing any significant overlap aside from 
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an antibonding s orbital from the hydrogen overlapping with the antibonding s orbital on the oxygen. The 
extremely low gap energy (0.33 eV) for the anion [7] indicates that this species is likely to be highly 
reactive, making it a rather poor candidate for practical use. The anion is also much less stable than the 
neutral species, as the enthalpy of atomization for the anion (table 1) is about 342 kJ mol-1 lower than the 
neutral. One of the likely causes of this instability is that the neutral base [5] has a negative AEA of -0.13 
eV (table 1), meaning that the addition of an electron requires energy, which would mean that the resulting 
ion should likely be unstable.  
 
6.4.4: Li3F2(OH)2 (SADH) 
 
Figure 10: Optimized neutral base and cationic protonated form for the first SADH structural isomer. Bond 
lengths are in Å and NBO values (in parentheses) are in units of elementary charge (e).  
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Figure 11: Optimized neutral base and cationic protonated form for the second SADH structural isomer. 
Bond lengths are in Å and NBO values (in parentheses) are in units of elementary charge (e).  
 
Figure 12: Optimized neutral base and cationic protonated form for the third SADH structural isomer. Bond 
lengths are in Å and NBO charges (in parentheses) are in units of elementary charge (e).  
 
Three structural isomers were identified for the neutral dihydroxide (SADH) species. The first isomer 
(shown in figure 10) is derived from isomer (a) starting geometry where an OH was placed on each of the 
terminal Li atoms. The neutral base form [9] (figure 10) for this first isomer becomes nearly linear, with Cs 
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symmetry. Upon protonation [10] (figure 10), the main structure remains nearly linear, whereas the Li–O 
bonds on both the protonated and non-protonated sides lengthen, from 1.76 Å initially to 1.90 Å and 1.97 
Å on the protonated and non-protonated sides, respectively. The proton affinity and gas-phase basicity for 
this first isomer are 1183.6 kJ mol-1 and 1201.1 kJ mol-1, respectively. These values are above the threshold 
set by the Proton Sponge, so this isomer can be considered a superbase. The neutral base of the second 
isomer [11] (figure 11) has one hydroxide group within the superalkali moiety ring and the second 
hydroxide is bound to the structure, as a “tail.” Upon protonation of the “tail” oxygen [12] (figure 11), the 
cage surrounding the interior oxygen is broken open and the hydroxide group moves outward forming a 
second “tail” hydroxide group. The proton affinity and gas-phase basicity for this isomer are 966.8 kJ mol-
1 and 992.0 kJ mol-1, respectively. As these are below the threshold set by the Proton Sponge, this isomer 
cannot be described as a superbase. The final neutral isomer [13], with C2v symmetry, has the two hydroxide 
groups bound to the terminal lithium atoms from starting isomer (a), however, unlike [9], each hydroxide 
group forms a bridge between the terminal lithium atoms, so that each oxygen is trivalent, with each 
hydroxide group repelling the other out of the plane in opposing directions. Upon protonation of one of the 
hydroxide groups [14], opposing oxygen bridge bonds break and the ring is pushed open as the OH and 
OH2 groups twist further away from one another, forcing the lithium atoms bound to the oxygens to be 
pulled out of the plane as well. This causes the bond Li–F distance on the protonated side to lengthen by 
0.06 Å from an initial 1.73 Å and the Li–F bond on the non-protonated side to decrease by 0.01 Å. The 
interior F–Li–F bond angle decreases from 126º to 105º, reflecting an inward “scissor” motion from both 
the protonated and non-protonated sides as they twist away from one another. The proton affinity and gas-
phase basicity for this isomer were calculated to be 923.4 kJ mol-1 and 926.3 kJ mol-1, which are well below 
the threshold values set by the Proton Sponge, and so cannot be described as a superbase.  
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Figure 13: Optimized anionic base and neutral protonated form for the first SADH structural isomer. Bond 
lengths are in Å and NBO charges (in parentheses) are in units of elementary charge (e).  
 
Figure 14: Optimized anionic base and the neutral protonated form for the second SADH structural isomer. 
Bond lengths are in Å and NBO charges (in parentheses) are in units of elementary charge (e).  
 
 Two anionic base structural isomers were identified for the SADH species. The first [15] (figure 
13), is derived from [9], and remains nearly linear. Upon protonation [16], The Li–O bond on the protonated 
side is elongated by 0.19 Å, while the adjacent Li–F bond is shortened by 0.05 Å. The proton affinity and 
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gas-phase basicity of this anionic isomer are 1308.7 kJ mol-1 and 1328.2 kJ mol-1, respectively. As these 
are well above the Proton Sponge threshold, this anionic isomer can be considered a superbase. The second 
anionic structural isomer, [17] (figure 14) is derived from [11] and has a similar appearance. Upon 
protonation [18] (figure 14) of the “tail” hydroxide, the Li–O bond is elongated by 0.2 Å from 1.78 Å to 
1.98 Å, the Li–F bond, seen in [11] reforms, creating a ring. The adjacent Li–F bond is shortened by 0.06 
Å from 1.89 Å to 1.83 Å. The proton affinity and gas-phase basicity for this anionic isomer are 1486.7 kJ 
mol-1 and 1488.2 kJ mol-1, respectively. As these are well above the threshold set by the Proton Sponge, 
this anionic isomer can be described as a superbase.  
  
 
Figure 15: SOMO and LUMO for the neutral first SADH structural isomer calculated at the 
B3LYP/CBSB7+ level of theory.  
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Figure 16: SOMO and LUMO for the neutral second SADH structural isomer, calculated at the 
B3LYP/CBSB7+ level of theory. 
 
 
 
Figure 17: SOMO and LUMO for the neutral third SADH structural isomer, calculated at the 
B3LYP/CBSB7+ level of theory.  
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The SOMO and LUMO for the neutral base forms of the three structural isomers, [9], [11], and 
[13], are shown in figures 15, 16, and 17, respectively, while the HOMO of the two anionic base forms, 
[15] and [17], are shown in figures 18 and 19, respectively. The SOMO for the first neutral isomer [9] is 
mainly centred on the two hydroxide groups at either end of the structure, which corresponds to the p orbital 
that contains the lone pair. The HOMO for its anionic form [15] is again centred on the p orbitals of the 
hydroxide groups but is larger than in the neutral state [9], which can be seen from the placement of the 
negative NBO charges (figure 13), where the oxygens have the strongest negative NBO charges. This also 
explains why both of the Li–O bonds are shorter on the anionic form by 0.09 Å. It is interesting to note that 
the enthalpy of atomization for the anion is larger than that of the neutral, which indicates that the anionic 
form is more stable than the neutral. Furthermore, the AEA of the neutral [9] is the 5.61 eV, which is the 
highest AEA calculated for the neutrals (table 1), which would explain why the structure is stabilized by 
the additional electron. The HOMO-LUMO gap energy for the neutral [9] (7.82 eV) is also the highest of 
all the compounds studied, which indicates that this species should be less reactive, yet it has the highest 
proton affinity of all the neutrals studied and is the only neutral structure to be described as a superbase.  
 
Figure 18: HOMO for the anionic first SADH structural isomer, calculated at the B3LYP/CBSB7+ level of 
theory. 
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Figure 19: HOMO for the anionic second SADH structural isomer, calculated at the B3LYP/CBSB7+ level 
of theory.  
 
The HOMO-LUMO gap energy for the anionic form [15] (4.26 eV) is the highest for any of the anions 
studied, and has an enthalpy of atomization that is about 211 kJ mol-1 greater than that of its neutral, making 
it the more stable form. [15] also has a larger proton affinity than its neutral [9], but the difference of about 
125 kJ mol-1 is the most modest difference compared to that seen in the other species studied. The SOMO 
(figure 16) for the neutral second structural isomer [11] is mainly centred on the p orbital of the interior 
oxygen, as opposed to the ‘tail’ hydroxide group. This is further shown by the distribution of the negative 
NBO charges, (figure 14) with the largest negative values being localized on that oxygen alone, with a 
charge of -1.329e compared to -0.536e on the second oxygen (‘tail’) in the structure. The HOMO for the 
anionic form [17] shows that it is now mostly centred on the p orbital of the “tail” oxygen, as opposed to 
the one within the interior structure as it was in the neutral [11] state. As with the neutral first structural 
isomer [9], the neutral form of the second structural isomer [11] has an atomization enthalpy, which is lower 
than that of its anionic form [17], showing that the anionic form is likely the more stable conformation of 
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this species. The atomization enthalpy difference between the neutral [11] and anionic [17] forms for the 
second structural isomer, however, is only about 19 kJ mol-1. The atomization enthalpy for [11] is already 
lower than that of [9], showing that the second structural isomer is more stable in the neutral form, however 
the atomization enthalpy of [15] is greater than that of [17], making the first structural isomer more stable 
in the anionic state. The HOMO-LUMO gap energies for both [11] and [17] are smaller than those for [9] 
and [15], in their respective states, showing that the second structural isomer is likely to be more reactive 
than the first. The SOMO (figure 17) of the neutral third structural isomer [13] is mainly concentrated on 
the p orbitals of the oxygens making up the hydroxide ‘bridge’ groups. The enthalpy of atomization for this 
isomer is the highest of all the other SADH isomers (see table 1) indicating that it should be quite stable. 
The HOMO-LUMO gap energy for [13] is also quite high, at 7.39 eV, which would indicate that this form 
is also not very reactive. Despite repeated attempts to locate one, no anionic form of the third structural 
isomer could be found to converge with all real frequencies.  
 
6.4.5: Li3F2(OH)3 (SATH) 
 
Figure 20: Optimized neutral structure for the first SATH structural isomer. Bond lengths are in Å and NBO 
charges (in parentheses) are in units of elementary charge (e).  
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Figure 21: Optimized neutral structure for the second SATH structural isomer. Bond lengths in Å and NBO 
charges (in parentheses) are in units of elementary charge (e).  
 
Two neutral base structural isomers were identified for the trihydroxide species (SATH), the first [19] 
(figure 20) was derived from isomer a, and takes on a similar appearance to the neutral base form of the 
SADH isomer, [9], with hydroxide groups on each of the terminal lithium atoms, where one of them has a 
second hydroxide group attached, which is repelled by the first hydroxide group and points away from it, 
inward towards the centre. The second isomer [20] takes a very similar appearance to the third starting 
isomer (c) as it has a trigonal bipyramidal structure. Each of the three lithium atoms within the structure is 
bound to an OH group, which fan out from the centre and end up approximately equidistant from the other 
OH groups. Despite repeated attempts, no protonated structure could be found from either base form, so no 
direct analysis is possible on their proton affinities. Furthermore, despite repeated attempts, no anionic base 
form could be found for either isomer.  
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Figure 22: HOMO and LUMO for the neutral first SATH structural isomer, calculated at the 
B3LYP/CBSB7+ level of theory.  
 
Figure 23: HOMO and LUMO for the neutral second SATH structural isomer, calculated at the 
B3LYP/CBSB7+ level of theory. Atomic numbering is conserved between the HOMO and LUMO.  
 
 The HOMO and LUMO for the neutral bases [19] and [20] are shown in figures 22 and 23, 
respectively. The gap energy for both isomers is very low, 0.38 eV and 0.51 eV for [19] and [20], 
respectively. This indicates that these two species are both likely to be highly reactive. The difference in 
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the enthalpy of atomization between the two isomers (table 1) shows that [19] is far more stable than [20], 
as its atomization enthalpy is about 523 kJ mol-1 higher.  
 
6.5: Conclusions 
The basicity of several compounds derived from the hyperlithiated superalkali cluster, Li3F2, were 
investigated using high level ab initio methods to both observe potential geometries in both the neutral and 
anionic states. A single oxygen atom or n hydroxide group(s) (n = 1, 2, or 3) were added to the superalkali 
cluster in different conformations in both the neutral and anionic states to find potentially useful novel bases 
and superbases through the calculation of proton affinities. It was found that the neutral SADH species, [9], 
had the highest proton affinity of all the neutral bases in this work, and was strong enough to be described 
as a superbase, the only neutral base species to be so described in this work. Furthermore, the anionic SADH 
species [15] had a higher proton affinity than the neutral [9], but also had an atomization energy that was 
about 211 kJ mol-1 greater than the neutral, which was likely a direct consequence of [9] having the highest 
AEA of all the neutral species (5.61 eV). The second SADH anion measured [17] also had a higher 
atomization energy than its corresponding neutral [11], although only by about 19 kJ mol-1. Overall, the 
general pattern for the neutral base species shows that as the number of hydroxide groups increase, so too 
does the proton affinity, although the SADH species, [13], was an exception as it had a lower proton affinity 
than the SAMH species, [5]. The pattern for the anionic bases does not appear to be dependent on the 
number of hydroxide groups or oxygen atoms, but, as noted earlier, would seem to be mostly based on the 
electron affinities of the corresponding neutral, those with lower electron affinities showed higher basicity 
upon ionization.  
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