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A generalized version of Komlos' theorem [6], combined with a useful
property of denting points in the style of [17, 22], gives a new, very ecient
proof of Visintin's theorem and its generalizations [24, 2, 10, 21, 7], on
equivalence of weak and strong convergence in L
1
-spaces under denting
point conditions.
1 Introduction
It is of some analytical interest to investigate the conditions under which weak conver-
gence of a sequence of L
1
-functions implies its strong convergence. Roughly speaking,
this means that any oscillatory behavior of the sequence has to be suppressed. One
way of achieving this is by requiring the values of the limit function to be pointwise
extreme in some sense with respect to the "limit values" of the sequence of functions.
The origins of these ideas lie in work of Tartar (who already demonstrated the
usefulness of Young measure theory for this purpose when the functions are uniformly
bounded) and DiPerna on existence results for hyperbolic conservation laws. See [13,
II] for an exposition of these ideas.
A dierent but related formulation of the problem was given by Visintin [24], who
gave a result of this nature, and applied it to a Stefan type problem, a homogeneniza-
tion problem and a well-posedness problem. Visintin's proof follows a rather classical
pattern (see also [22, pp. 5.9-5.10]). Subsequently, Visintin's result was extended to
innite dimensions and given a sharper form { in both nite and innite dimensions
{ by the present author [2], using Young measure theory. (Actually, this follows from
an observation by Valadier in [23, Theorem 22]; see also [22, section 4] and [8, 7].)
The Young measure approach has also been pursued in further extensions by Castaing
[10] and the present author [7, 8]. The latter two papers involve generalizations of
results by Rzezuchowski, viz. an extension of Visintin's result to extremal faces [20]
and an innite-dimensional extension using denting points instead of extreme points
[21]. (In both these works Rzezuchowski gives a proof along the more classical lines
followed by Visintin.)
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The relevance of Young measures for Visintin's problem can be understood as fol-
lows: the relevant Young measures, which are the generalized limits of (subsequences
of) the sequence of ordinary functions, provide a clear `ngerprint' of the oscillatory
behavior of the sequence (one could say that at each point they measure of each value
the relative frequency with which it is attained by the sequence `in the limit'). The
extremality conditions necessary to prevent oscillations can then be simply seen to
force a probability measure (i.e., the pointwise value of the Young measure describing
these pointwise relative frequencies) to become degenerate.
Although it remains the rm conviction of the present author that the Young
measure approach is superior in terms of transparency and overall generality (see
our concluding comments), the present note introduces yet another approach to the
subject. This approach applies very directly to denting point conditions, and then
produces some strong results. However, its eectiveness seems limited to situations
where this strenghtened extreme point condition can be found present (fortunately, in
a number of interesting cases, the notions of extreme and denting point coincide.) In
this connection mention should be made of recent work of Amrani-Castaing-Valadier
[1], where denting properties are combined with certain truncation arguments.
The approach to the problem taken in this note is based on changing the mode of
weak convergence in a new way: instead of looking at underlying narrow convergence
in the sense of Young measures, we apply Komlos' theorem, which transforms weak
convergence of the whole sequence intoK-convergence, i.e., pointwise a.e. convergence
of arithmetic averages for subsequences. This theorem of Komlos is quite well-known
in nite dimensions [16, 14]; it has been instrumental in the formulation of the so-
called subsequence principle [11]. For pointwise strong convergence it was extended
by Garling [15] to superreexive Banach spaces, and by the present author to { inter
alia { pointwise weak convergence in reexive Banach spaces [3, 6, 4].
In contrast to Young measure convergence, K-convergence gives less information
in the limit (for the limit function remains an ordinary function, which merely reects
an average taken over oscillations), but is rather more informative in terms of the
limiting process itself, for it makes microscopic information available about a very
orderly kind of pointwise a.e. convergence of arithmetic averages, while the weak
convergence of the original sequence, as well as the narrow convergence towards the
limiting Young measures, is purely macroscopic (i.e., stated in terms of integrals).
This makes the approach by means of K-convergence more dynamic than the Young
measure approach.
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From this description it will be clear that the properties of
neighborhoods of extreme points become important; for this reason denting properties
of extreme points play such an essential role here.
2 Preliminaries
Let (E; k  k) be a Banach space. The topological dual of E is denoted by E

, the
corresponding duality by < ;  >, and the weak topology on E by (E;E

).
1
For the record: it is also possible to approach Young measure convergence by K-convergence
(pointwise one then encounters classical, narrow convergence of probability measures); cf. [6, 7].
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Recall that a point e in a subset C of E is said to be a denting point of C if
e 62 cl co(CnB(e; )) for every  > 0:
Here B(e; ) := fx 2 E : kx, ek < g, and cl; co form the usual notation for closures
and convex hulls in E. Of course, a denting point of a set is always an extreme point
of that set. When the set in question is convex and closed, the converse is also known
to hold in nite dimensions (e.g., see [19] or [22, Lemma 1]). Some more general
results in this direction are as follows:
Recall that e 2 C is a point of continuity for C  E if the identity mapping
 : (C; (E;E

))! (C; k  k) is continuous at e [17]. The following result extends the
equivalence (i) , (iii) in [17, Theorem, p.526] { of which the proof can be found in
[18]) { to the unbounded case.
Proposition 2.1 Suppose that C  E is closed and convex. Then e is a denting
point of C if and only if e is both an extreme point of C and a point of continuity for
C.
Proof. If C is in addition bounded, the result follows by [17, Theorem, p.526].
Let us see how the present unbounded case can be reduced to this situation.
Notice rst that e is a denting point of C if and only if e is a denting point of
C\cl B(e; ) for some  > 0. To see that the nontrivial implication is true, we consider
arbitrary ; 0 <  < . By the Hahn-Banach theorem there exists a closed hyperplane
separating e and D := C \ cl B(e; )nB(e; ). So there exists an open halfspace H
containing e such that D is contained in EnH. But then EnH also contains CnB(e; ),
for if there were any x in H \ CnB(e; ), then y := e+ (x, e)=kx, ek would be in
D \H, which is clearly impossible.
Next, notice that when e is a point of continuity for C, it is so for C \ cl B(e; )
a fortiori. Also, when e is an extreme point of C, it must be an extreme point of
C \ cl B(e; ). So, combined with the above, this goes to show that e is a denting
point of C when e is point of continuity and extreme in C. The converse implication
follows directly, by the Hahn-Banach theorem, from the denition of denting point.
Q.E.D.
Corollary 2.2 Suppose that C  E is closed and convex and suppose that for e 2 C
there exists  > 0 such that C \cl B(e; ) is norm-compact. Then e is a denting point
of C if and only if e is an extreme point of C.
Proof. The identity  : (C
0
; (E;E

)) ! (C
0
; k  k) is continuous; here C
0
:=
C \ cl B(e; ). Hence, e is a denting point of C
0
by Proposition 2.1; the rst part of
the proof of that proposition shows then that e is also a denting point of C.
Q.E.D.
The following result, our rst main tool, was extracted from the proof of an
extension to the unbounded case, due to Valadier [22, Theorem 15] of the equivalence
(i), (ii) in a theorem of Lin-Lin-Troyanski [17, p.526].
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Proposition 2.3 Suppose that (x
i
) is a sequence in E such that
(E;E

)- lim
n!1
1
n
n
X
i=1
x
i
= e;
where e 2 E is a denting point of the set C := cl co fx
i
: i 2 Ng. Then
lim
n!1
1
n
n
X
i=1
kx
i
, ek = 0:
Proof. For  > 0 we dene
I

n
:= f1  i  n : kx
i
, ek  g;
y
n
:= jI

n
j
 1
X
i2I

n
x
i
;
z
n
:= jn, I

n
j
 1
X
1in;i62I

n
x
i
:
Here jI

n
j stands for the cardinality of I

n
, etc. First, we claim that for every  > 0
lim
n!1
jI

n
j=n = 0: (1)
Suppose this were not true, then, taking a suitable subsequence and renumbering, we
can suppose that  := lim
n
jI

n
j=n exists and is strictly positive. But  cannot be 1,
since in that case the identity
1
n
n
X
i=1
x
i
=
jI

n
j
n
y
n
+ (1 ,
jI

n
j
n
)z
n
(2)
would give in the limit e 2 cl co (CnB(e; )), which is impossible. Now either kz
n
,
ek ! 0 or not. In the former case, elementary algebraic manipulations in (2) show
that in the limit 
 1
(e, (1, )e) 2 cl co (CnB(e; )), which again is impossible. In
the latter case, we have, by taking a suitable subsequence and renumbering, that (z
n
)
stays away from e, say at a distance of at least  > 0. Now the identity (2) gives
in the limit the absurd statement e 2 cl co (CnB(e;min(; ))). This contradiction
proves the claim in (1).
Next, we study certain bounds imposed by the denting property of e (these form
the essential improvement introduced by Valadier in his proof mentioned above):
By the Hahn-Banach theorem there exist a nonnull x

2 E

and  2 R such that
< e; x

><  and < x; x

>>  for all x 2 CnB(e; 1). Thus, for every x 2 C the
inequality <x; x

>  implies that kx, ek < 1, and the opposite strict inequality
<x; x

>>  implies then kx,ek  m(x);wherem(x) :=<x,e; x

> =(, <e; x

>).
This is seen by noting that then y := x=m(x) + (m(x), 1)e=m(x) belongs to C and
satises <y; x

>= , and rewriting the ensuing inequality ky , ek  1.
Now the proof can be nished. Letting J
n
be the set of all 1  i  n for which
<x
i
; x

> , it is easy to deduce from the above that the following holds
1
n
X
in;i62I

n
kx
i
, ek  ;
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so we can concentrate on the remainder, for which
1
n
X
i2I

n
kx
i
, ek  jI

n
j=n +
1
n
X
i2I

n
nJ
n
m(x
i
):
By (1) the rst term on the right converges to zero. The second term on the right
can be decomposed as follows:
1
n
X
i2I

n
nJ
n
m(x
i
) = m(
1
n
n
X
i=1
x
i
),
X
in;i 62I

n
m(x
i
)=n,
X
i2I

n
\J
n
m(x
i
)=n:
Because the function m is ane and continuous, with m(e) = 0, the rst term on
the right must converge to zero. Also, the second term on the right is majorized in
absolute value by kx

k

=(, < e; x

>), and the third term by jI

n
jkx

k

=n(, <
e; x

>), an expression which converges to zero by (1). Combining the above, we
conclude that
P
n
i=1
kx
i
, ek=n can be made arbitrarily small.
Q.E.D.
Of course, in the above proposition e is a point of continuity for C. Therefore, the
weak convergence of the averages to e is automatically equivalent to their strong con-
vergence. The result shows that much more can be said: for instance, by Lemma 2.5
below, (x
i
) itself converges strongly to e along some subsequence of density 1.
Let us also observe that arithmetic averages form a special kind of barycenter. A
more general version of the result, in terms of barycenters of probability measures, can
also be distilled from the proof of [22, Theorem 15] (of course, this comes very close
to what was actually done there in terms of expectations of a sequence of random
E-valued variables on some probability space).
Under a anking strong compactness condition, it is possible to derive a parallel
result whose denting point condition is weakened. Recall that the limes superior (for
the norm topology) of a sequence (x
i
)  E is dened by
Ls
kk
(x
i
) := \
1
p=1
cl fx
i
: i  pg;
i.e., this is the set of all limit points of the sequence (x
i
).
Proposition 2.4 Suppose that (x
i
) is a sequence in E such that
(E;E

)- lim
n!1
1
n
n
X
i=1
x
i
= e;
where e 2 E is an extreme point of the set cl co (Ls(x
i
)). Suppose also that K :=
k  k-clfx
i
: i 2 Ng is compact for the norm topology. Then
lim
n!1
1
n
n
X
i=1
kx
i
, ek = 0:
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Proof. Dene probability measures 
n
on (E; k  k) by setting 
n
(A) := jfx
i
2
A; 1  i  ngj=n, for A in the Borel -algebra B(E) on E. Since all measures 
n
are
carried by the compact set K, it follows from [12, 12.7] that every subsequence of
(
n
) has a further subsequence (
m
) which converges in the vague topology to some
probability measure 

on K. Hence, for every x

2 E

we get
R
K
<x; x

> 

(dx) =
lim
m
<
P
m
i=1
x
i
=m; x

>=<e; x

>. It follows that the barycenter of 

equals e. On
the other hand, for every p 2 N we have 1 = lim inf
m

m
(F
p
)  

(F
p
) for the closed
subset F
p
:= k  k-cl fx
i
: i  pg of K. Hence, 

is carried by \
p
F
p
= Ls
kk
(x
i
), so
e, its barycenter, belongs to the closed convex hull of that set. But of that same set
e is an extreme point, so 

has to be the Dirac measure at e [12, Excercise 26.2].
We therefore conclude that the entire sequence (
n
) converges narrowly to the Dirac
measure at e. Applying this knowledge to the continuous function x 7! kx , ek on
K gives immediately the desired statement.
Q.E.D.
The following lemma can give more insight in this connection:
Lemma 2.5 Suppose that (
i
)  R; 

2 R are such that
lim
n!1
1
n
n
X
i=1
j
i
, 

j = 0:
Then there exists a subsequence (
j
)
j2J
of density 1 (i.e. jJ \ f1;    ; ngj=n ! 1)
such that lim
j2J

j
= 

.
This is the implication (1) ) (2) in Theorem 1.8 of [25]. (In [25] additional
boundedness is requested, but it can be checked that boundedness does not play a
role in the proof of the implication in question.)
The second main tool for the approach of this note is a recent extension of Komlos'
theorem [16]. From now on (
;F ; ) will denote a nite measure space.
2
The space
of all E-valued Bochner-integrable functions on (
;F ; ) will be denoted by L
1
E
().
Outer integration over (
;F ; ) will be denoted by
R



; cf. e.g. [9]. Also,  will denote
a locally convex topology on E that is not weaker than (E;E

) and not stronger
than the norm topology.
3
Theorem 2.6 ( [5, Theorem 2.1]) Suppose that (f
k
)  L
1
E
() is such that
sup
k
Z



h(!; f
k
(!))(d!) < +1
for some function h : 
  E ! (,1;+1] with the following properties:
(i) h(!; ) is convex and inf-compact for  on E for every ! 2 
,
2
The results presented here continue to hold { when properly interpreted { if  is a -nite
measure; cf. [2, 7].
3
The topology could vary per point ! (by the pointwise character of Theorem 2.6), but we shall
not bring this out; cf. [21].
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(ii) h(!; x)  kxk+ (!) for all ! 2 
; x 2 E for some  > 0 and  2 L
1
R
().
Then there exist a subsequence (f
m
) of (f
k
) and a function f

2 L
1
E
() such that for
every subsequence (f
m
i
) of (f
m
)
 - lim
n!1
1
n
n
X
i=1
f
m
i
(!) = f

(!) for a.e. ! 2 
:
In the terminology of [6], the subsequence (f
m
) is said to K-converge to f

. For
nite-dimensional E, Theorem 2.6 amounts to a deep and famous result of Komlos
[16, 11, 14]. The above innite-dimensional extension, as well as several applications
to scalarly measurable functions and multifunctions, was given in [3, 4, 5, 6].
Some relevant situations to which the above result applies instantly, are the fol-
lowing two. They will be used in the next section.
Example 2.7 Suppose that the Banach space E is reexive and that
sup
k
Z


kf
k
(!)k(d!) < +1:
Then for  := (E;E

) the conditions of the above theorem are met trivially by
h(!; x) := kxk;  := 1;  := 0:
Example 2.8 Suppose that for a.e. ! 2 

cl co ff
k
(!) : k 2 Ng has  -compact intersections with all closed balls,
and that
sup
k
Z


kf
k
(!)k(d!) < +1:
Then the conditions of the above theorem are met by setting h(!; x) := kxk if x 2
cl co ff
k
(!) : k 2 Ng, and h(!; x) := +1 otherwise, and further by setting  :=
1;  := 0. Note in particular that h(!; ) is inf-compact for  : for every   0 the
set fx 2 E : h(!; x)  g is precisely the intersection of cl B(0;) and cl co ff
k
(!) :
k 2 Ng, which is  -compact by hypothesis.
3 Main results
Let T denote any locally convex topology on L
1
E
() such that for any sequence (g
n
) 
L
1
E
()
T - lim
n
g
n
= g
0
and (E;E

)- lim
n
g
n
(!) = g
0
(!) a.e. imply g
0
(!) = g
0
(!) a.e.
(For instance, T could be weak or strong convergence in L
1
E
() or convergence in
measure.)
From Proposition 2.3 and Theorem 2.6 the following abstract result is immediate.
It says that when a sequence T -converges to a limit function of which almost all
values are denting points of the closed convex hull of the corresponding values of the
other functions, then a much stronger form of convergence is actually present:
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Theorem 3.1 Suppose that (f
k
)  L
1
E
() converges in T to f
0
2 L
1
E
() having the
following property:
f
0
(!) is a denting point of cl co ff
k
(!) : k 2 Ng a.e. (3)
Suppose also that
sup
k
Z



h(!; f
k
(!))(d!) < +1
for some function h : 
  E ! (,1;+1] with the following properties:
(i) h(!; ) is convex and inf-compact for (E;E

) on E for every ! 2 
,
(ii) h(!; x)  kxk+ (!) for all ! 2 
; x 2 E
for some  > 0 and  2 L
1
E
().
Then every subsequence of (f
k
) has a subsequence (f
m
) such that
lim
n!1
1
n
n
X
m=1
kf
m
(!), f
0
(!)k = 0 a.e. (4)
Moreover, if (f
k
) is uniformly integrable, this implies
lim
k!1
Z


kf
k
, f
0
kd = 0:
Proof. Apply Theorem 2.6 to obtain the K-convergent subsequence (f
m
) with
K-limit f

. By the local convexity of T we have
P
n
m=1
f
m
=n ! f
0
in (L
1
E
();T ).
Hence, by the other property of T and K-convergence it follows that f

(!) = f
0
(!)
a.e. So Theorem 2.6 now gives for (f
m
) (and more generally for every subsequence of
(f
m
)):
(E;E

)- lim
n!1
1
n
n
X
m=1
f
m
(!) = f
0
(!) a.e.
In view of (3), Proposition 2.3 turns this directly into (4).
Under the additional condition, we dene  := lim sup
k
R
kf
k
, f
0
kd. There is a
subsequence (f
p
) of (f
k
) with  = lim
p
R
kf
p
, f
0
kd. Applying the above, we nd
that there exists a subsequence (f
m
) of (f
p
) with
lim
n!1
Z


1
n
n
X
m=1
kf
m
(!) , f
0
(!)k(d!) = 0;
by a version of the dominated convergence theorem. On the other hand, the choice of
(f
p
) { of which (f
m
) is a subsequence { gives  = lim
n
1
n
P
n
m=1
R
kf
m
, f
0
kd. Hence
 = 0, and the result follows.
Q.E.D.
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Theorem 3.2 Suppose that (f
k
)  L
1
E
() converges in T to f
0
2 L
1
E
() having the
following property:
f
0
(!) is an extreme point of cl co Ls(f
k
(!)) a.e. (5)
Suppose also that
sup
k
Z



h(!; f
k
(!))(d!) < +1
for some function h : 
  E ! (,1;+1] with the following property:
h(!; x)  kxk+ (!) for all ! 2 
; x 2 E
for some  > 0 and  2 L
1
E
(), and suppose that
cl ff
k
(!) : k 2 Ng is k  k-compact a.e.
Then every subsequence of (f
k
) has a subsequence (f
m
) such that
lim
n!1
1
n
n
X
m=1
kf
m
(!), f
0
(!)k = 0 a.e.
Moreover, if (f
k
) is uniformly integrable, this implies
lim
k!1
Z


kf
k
, f
0
kkd = 0:
Proof. The only dierence with the previous proof is that one has to modify h so
as to get the desired inf-compactness: dene h
0
(!; x) := h(!; x) for x 2 cl coff
k
(!) :
k 2 Ng and h
0
(!; x) := +1 if not. Note that by Krein's theorem the set cl coff
k
(!) :
k 2 Ng is also compact. Therefore, h
0
satises the demands of Theorem 2.6, and by
using Proposition 2.4 the proof is now an easy adaptation of the previous one.
Q.E.D.
Remark 3.3 By Lemma 2.5 the convergence statement (4) in Theorem 3.1 and its
counterpart in Theorem 3.2 imply that for the subsequence (f
m
) for a.e. ! the fol-
lowing holds:
kf
j
(!) , f
0
(!)k ! 0 along some subsequence J
!
of N with density 1:
Remark 3.4 In Theorems 3.1-3.2 there is, under the additional uniform integrability
hypothesis, actually equivalence between the K-convergence statement and the nal
L
1
-convergence statement
R


kf
k
, f
0
kd! 0. For the latter implies that f
k
! f
0
in
measure. Hence each subsequence of (f
k
) contains a further subsequence (f
m
) such
that kf
m
(!), f
0
(!)k ! 0 a.e.
We now give some applications of Theorems 3.1, 3.2.
In the rst application, which is Visintin's original result [24, Theorem 1], the
denting point property appears in the form of an (equivalent) extreme point condition:
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Corollary 3.5 (Visintin [24]) Suppose that E is nite-dimensional and suppose
that (f
k
)  L
1
E
() converges weakly to f
0
2 L
1
E
() having the following property:
f
0
(!) is an extreme point of cl co ff
k
(!) : k 2 Ng a.e.
Then lim
k!1
R


kf
k
(!), f
0
(!)k(d!) = 0.
Proof. By Corollary 2.2 f
0
(!) is a denting point of cl co ff
k
(!) : k 2 Ng as well.
So the result follows from Theorem 3.1 and Example 2.7.
Q.E.D.
By almost the same proof one obtains the following innite-dimensional version
[21, Theorem 2], [7, Proposition 3.2]:
Corollary 3.6 Suppose that E is a reexive Banach space and suppose that (f
k
) 
L
1
E
() converges weakly to f
0
2 L
1
E
() having the following property:
f
0
(!) is a denting point of cl co ff
k
(!) : k 2 Ng a.e.
Then lim
k!1
R


kf
k
(!), f
0
(!)k(d!) = 0.
The following corollary generalizes [1, Lemma 10], where the extreme point con-
dition involves, instead of cl co Ls(f
k
(!)), the larger set \
p
cl co ff
k
(!) : k  pg.
Corollary 3.7 Suppose that (f
k
)  L
1
E
() converges weakly to f
0
2 L
1
E
() having
the following property:
f
0
(!) is an extreme point of cl co Ls(f
k
(!)) a.e.
Suppose furthermore that
cl co ff
k
(!) : k 2 Ng is k  k-compact.
Then lim
k!1
R


kf
k
(!), f
0
(!)k(d!) = 0.
Proof. Apply Theorem 3.2 with h(!; x) := kxk.
Q.E.D.
It is interesting to note, following [1, Example, p.15] that in the above result the
anking strong compactness condition cannot be replaced by a weak compactness
condition of the same sort. Also, using the present methods, we were not able to derive
the related result [1, Theorem 11], which extends Corollary 3.7 by the present methods
(even though Theorem 2.6 applies). Yet the Young measure approach immediately
applies to that result. The same can be said about the main result of [2]. Therefore,
although the results obtained here in Theorems 3.1-3.2 and Remark 3.3 are of an
exceptionally strong pointwise character when uniform integrability is replaced by
uniform L
1
-boundedness, the author is led to the initial conclusion that the method
described in this note can only be of limited value, and that the Young measure
approach seems to be preferable in terms of allround generality [7].
Evidently, there remains a good deal of work to be done towards unifying the
various convergence methods (classical methods [24, 20, 21], Young measure approach
[2, 10, 23, 7], truncation methods [1], and the K-convergence method introduced
here).
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