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ABSTRACT
Speaker diarization based on bottom-up clustering of speech seg-
ments by acoustic similarity is often highly sensitive to the choice
of hyperparameters, such as the initial number of clusters and fea-
ture weighting. Optimizing these hyperparameters is difficult and
often not robust across different data sets. We recently proposed
the DOVER algorithm for combining multiple diarization hypothe-
ses by voting. Here we propose to mitigate the robustness problem
in diarization by using DOVER to average across different parame-
ter choices. We also investigate the combination of diverse outputs
obtained by following different merge choices pseudo-randomly in
the course of clustering, thereby mitigating the greediness of best-
first clustering. We show on two conference meeting data sets drawn
from NIST evaluations that the proposed methods indeed yield more
robust, and in several cases overall improved, results.
Index Terms— Speaker diarization, acoustic clustering, robust-
ness, meeting diarization, ensemble classification, randomization,
DOVER.
1. INTRODUCTION
Speaker diarization is the task of segmenting and co-indexing audio
recordings by speaker. The way the task is commonly defined [1],
the goal is not to identify known speakers, but to co-index segments
that are attributed to the same speaker; in other words, diarization
implies finding speaker boundaries and grouping segments that be-
long to the same speaker, and, as a by-product, determining the num-
ber of distinct speakers. In combination with speech recognition, di-
arization enables speaker-attributed speech-to-text transcription [2].
A common approach to diarization, especially when the number
of speakers is not known, is agglomerative clustering. The audio is
split into initial segments, which are then successively merged based
on acoustic similarity until a stopping criterion is met [3, 4, 5]. The
initial clusters can be of short, equal length to capture mostly sin-
gle speakers, or come from an initial speaker change detection step.
Often a clustering step is followed by a realignment step to match
acoustic frames to the revised clusters. The stopping criterion is usu-
ally based on a version of the Bayes information criterion (BIC), a
cost function that combines model fit to the data with model com-
plexity [6]. Another approach is to stop clustering early and make
final merging decisions using a speaker verification criterion [5].
Despite these variations, all commonly used bottom-up clus-
tering approaches for diarization share a greedy, one-best approach
when deciding which preliminary clusters to merge. Clustering is it-
erative, and at each step the best (according to a similarity criterion)
∗Research done while author was with the Speech and Dialog Research
Group at Microsoft.
two clusters are combined. Small changes to the hyperparameters
of the algorithm that change the decision of best merge during the
course of clustering can have large effects on the outputs, making it
hard to estimate these hyperparameters robustly from development
data.
A possible solution to the robustness problem would be to ex-
plore a variety of hyperparameter settings, and average results over
them, in a form of ensemble classification [7]. The question then
becomes how to carry out an averaging or voting over multiple di-
arization outputs. Unlike classification or recognition tasks that pre-
dict labels or label sequences over a shared vocabulary, diarization
is not amenable to a simple voting among alternative outputs, or a
sequence alignment step followed by voting, as in the ROVER algo-
rithm [8].
The DOVER (diarization output voting error reduction) algo-
rithm was recently proposed to deal with precisely this problem,
although originally motivated by a need to reconcile alternative di-
arizations obtained from multiply audio channels [9]. In this paper,
we apply DOVER to the combination of multiple diarization outputs
derived from a single audio input, obtained by varying several hy-
perparameters, or by explicitly randomizing hard decisions made in
clustering. The hope is that such a “diversification” strategy yields
more robust behavior across different test sets, and possibly overall
improved accuracy.
In Section 2 we review the DOVER algorithm. Section 3
presents the experiment setup for our investigation, and Section 4
presents the results. Conclusions and open questions are given in
Section 5.
2. THE DOVER ALGORITHM
In order to allow voting among different alternative diarization out-
puts, the DOVER algorithm first maps the anonymous speaker labels
from the various diarization outputs1 into a common label space.
Following the mapping, majority voting among the labels can take
place for each region of audio. A “region” for this purpose is a max-
imal segment delimited by any of the original speaker boundaries,
from any of the input segmentations. The combined (or consensus)
labeling is then obtained by stringing the majority labels for all re-
gions together.
The key question is how labels are to be mapped to a com-
mon label space. We do so by using the same criterion as used
by the diarization error (DER) metric itself, since the goal of the
algorithm is to minimize the expected mismatch between two di-
arization label sequences. Given two diarization outputs using la-
bels A1, A2, . . . , Am and B1, B2, . . . , Bn, respectively, an injec-
1Without loss of generality, we can assume the labels used in the different
diarization outputs to be disjoint.
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Fig. 1. DOVER run on three system outputs (speaker labelings).
Horizontal extent represents time. The original labels are of the form
“B3”, meaning “speaker 3 from system B”
tive mapping from {Ai} to {Bj} is found that minimizes the total
time duration of speaker mismatches, as well as mismatches between
speech and nonspeech.2 Any labels that have no correspondence
(e.g., due to differing numbers of speakers) are retained. For more
than two diarization outputs, a global mapping is constructed incre-
mentally: after mapping the second output to the labels of the first,
the third output is mapped to the first two. This is repeated until
all diarization outputs are incorporated. Whenever there is a conflict
arising from mapping the ith output to each of the prior i − 1 out-
puts, it is resolved in favor of the label pairing sharing the longest
common duration (overlap in time).
Speech/nonspeech decisions are aggregated by outputting a
speaker label if and only if the total vote tally for all speaker labels
is at least half the total of all inputs, i.e., the probability of speech
is ≥ 0.5. (This issue will not arise in experiments reported here
because all diarization outputs shared the same speech/nonspeech
segmentation.)
A detailed formal description of the algorithm can be found in
[9]. Here we only aim to convey an intuitive understanding by work-
ing through an example.
Figure 1 shows how the algorithm processes three inputs A, B,
and C. For simplicity, non-speech regions are omitted. Also for
simplicity, the inputs are given equal weight (the generalization to
weighted inputs and voting is straightforward). Step 1 shows the
original speaker labelings. In Step 2 of the algorithm, the labels
from System B have been mapped to labels from System A, using
2Such an optimal mapping can be found efficiently using a bipartite graph
matching algorithm. In our implementation, we invoke the NIST DER eval-
uation script [10] as md-eval.pl -M to save the mapping to a file.
Table 1. Statistics of the NIST RT conference meeting sets used
RT-07 RT-09
No. meetings 8 7
No. sites 4 3
Duration/meeting 22 minutes 19-30 minutes
Speakers/meeting 3 - 16 4 - 21
Total speakers 31 38
the minimum-diarization-cost criterion. In Step 3, the output of Sys-
tem C has been mapped to the (already mapped, where applicable)
outputs from Systems A and B. The result is that all three diarization
versions now use the same labels where possible, and in the final step
(voting) the consensus labels are determined by taking the majority
label for each segmentation region.
Note that the final output contains one region (shown in blue
shading) for which no majority label exists, since each of the la-
bels “A1”, “A2” and “C2” had only one vote. In our experiments,
we break ties by picking the first label. Alternatively, a random la-
bel could be picked, or the region in question could be apportioned
equally to the competing labels (e.g., choosing a temporal ordering
that minimizes speaker changes).
As discussed in [9], it may matter in which order the inputs are
processed, and how ties are to be broken in a principled way. Both is-
sues can be addressed by ranking the inputs according to their overall
agreement with all the other inputs. In experiments described here,
we do not employ such a ranking and process inputs in a pseudo-
random order.
3. DATA AND METHOD
3.1. Data
We chose two evaluation sets from the NIST Rich Transcription (RT)
evaluation series to validate our approach. The first dataset was the
“conference meeting” set from the RT-07 evaluation [11]; the second
set was the corresponding meetings from the RT-09 evaluation. Both
sets had a variety of recording sites, microphone types and numbers,
and different numbers of speakers per meeting. The meetings were
hour-long, but only a portion of each meeting was annotated and
used for evaluation, for a total evaluation duration of about three
hours per set. Table 1 summarizes the statistics for the two data sets.
We used the audio provided for the “multiple distant microphone”
test condition, preprocessed into a single audio stream as described
below.
In our experiments we will use RT-07 as the “development” or
tuning set, and RT-09 as the “evaluation” set.
3.2. Diarization system
To generate the raw diarization output from audio we used a reim-
plementation of the ICSI diarization algorithm [12]. The algorithm
starts with a uniform segmentation of the audio into snippets of equal
duration, such that each segment constitutes its own speaker cluster.
This is followed by iterative agglomerative clustering and resegmen-
tation/realignment. Distance between speaker clusters is measured
by the log likelihood difference between a single-speaker hypothe-
sis (one Gaussian mixture model) versus the two-speaker hypothesis
(two GMMs). In each iteration, the two most similar speaker clusters
are merged, followed by a resegmentation of the entire audio stream
by Viterbi alignment to an ergodic HMM over all speaker models.
The merging process stops when a BIC-like criterion [13] indicates
no further gains in the model likelihood.
The acoustic feature front-end was also borrowed from the ICSI
RT diarization system, employing a weighted combination of 19-
dimensional Mel cepstra (MFCCs), and a vector of time delays
of arrival (TDOAs) between the different microphones [14]. The
MFCCs are computed from a single beamformed audio signal, ob-
tained using the BeamformIt tool [15]. The TDOAs are also esti-
mated by BeamformIt, and are combined with the MFCCs by model-
ing the two feature streams with a weighted combination of separate
diagonal-covariance GMMs [14]. Because the dimensionality of the
TDOA features varies across meetings, we scale their likelihoods by
the inverse of the number of audio channels. This way, the relative
likelihood contribution of the two streams remains roughly constant,
other things being equal.
Speech activity information was obtained from an HMM-based
audio segmenter that was part of the SRI-ICSI meeting recognition
system originally used in the NIST RT-07 evaluation [16]. No at-
tempt is made to detect overlapping speech; therefore all our results
have an error rate floor that corresponds to the proportion of over-
lapped speech.
3.3. Hyperparameters and randomization
We explored two principled ways to generate diverse diarization out-
puts for the same input. One method was to vary certain hyperpa-
rameters that affect clustering decisions, specifically
Stream weight The relative weight given to the TDOA model like-
lihoods, as compared to the MFCC model likelihoods. The
value is varied around a point roughly optimized on the de-
velopment set
Initial clusters The initial number of clusters that are formed by
segmenting the input speech at equal-size time intervals. This
value was historically set at 16 in the ICSI algorithm for RT-
style meetings.
Number of Gaussians The number of Gaussians allocated to each
initial cluster. (The number of Gaussians in cluster models
increases as clusters are merged.)
A second way we can introduce diversity into the diarization
result is to explicitly randomize clustering decisions, instead of al-
ways merging the two clusters that are deemed to be closest accord-
ing to the likelihood criterion. Specifically, the ICSI algorithm al-
ways chooses the pair of clusters for which a merge produces the
biggest increase in model likelihood, after pooling and reestimating
the Gaussians involved. (If no merge produces an increase, cluster-
ing stops.) We modify the best-first approach by merging the pair
with second highest likelihood delta with probability p, as long as
that second best delta is still positive and within relative L of the
best. The latter condition is necessary to rule out very poor merge
decisions, which typically lead to bad final results. Empirically, we
found p = 0.3 and L = 1 gives final results that are close (and
sometimes better) than those obtained with a strict best-first clus-
tering strategy. The multiple diarization outputs thus obtained may
then be combined with DOVER. The spirit of this strategy is similar
to random forests of decision trees [17], except that diversity is in-
duced by making lower-ranked local choices in a greedy algorithm,
rather than selecting subsets of features.
Table 2. Results with standard best-first clustering and randomized
second-best clustering under different random seeds. The final row
represents the DOVER combination of the randomized trials.
Method Seed RT-07 RT-09
Best first 4.1 8.5
Randomized 1 2.8 7.5
2 2.4 8.1
3 3.7 8.3
4 3.6 8.7
5 5.4 8.5
DOVER 3.3 8.1
4. RESULTS
4.1. Randomization
In this experiment, a pseudo-random number between 0 and 1 is
generated at each iteration of the clustering algorithm. If the second-
best merge pair still produces a positive change in the likelihood,
and the random value is less than p = 0.3, the second-best merge
is chosen over the first-best merge. For each meeting the diarization
was run five times with changing random seed values to generate
diverse outputs, which were then combined with DOVER. (An odd
number of trials was chosen to make ties less likely at the DOVER
voting stage.)
Results for all experiments are shown in Table 2. Since all exper-
iments use the same speech activity detection output, results differ
only in the speaker error rate, which is reported in the table. (The
missed speech rates are 3.8% for RT-07 and 5.8% for RT-09. False
alarm rates are 4.6% for RT-07 and 4.8% for RT-09.)
An immediate observation is that results vary quite a bit with
randomized second-best merge picking, with both higher and lower
error rates than obtained with the standard best-first clustering. The
range from best to worst is 73% of the baseline for RT-07, and 14%
for RT-09.
Of course there is no predicting which random seed gives the
best results (and there is no possible correlation between develop-
ment and test performance for a given seed). However, DOVER-
voting among all five outputs reduces speaker error by 20% relative
on RT-07, and by 5% relative on RT-09, relative to the best-first base-
line.
4.2. Hyperparameter variation
In the following experiments, we vary each one of the three hyper-
parameters described in Section 3.3. In each case, we observe the
ensuing variation in results for both dev and evaluation set, as well
as the effect of DOVER-voting among the multiple outputs.
4.2.1. Feature stream weight
Table 3 gives results for the TDOA weight hyperparameter. It jumps
out that the results vary in a non-smooth fashion while sweeping
the parameter value, and that development set minima (2.6% error)
do not predict optimal results on the eval set (achieved at 0.735, with
7.2% error). The DOVER combination yields an slight improvement
over the best result on RT-07 (7.3%), and is close to the oracle result
on RT-09 (7.4%).
Table 3. Speaker errors with varying TDOA stream weights
TDOA weight RT-07 RT-09
0.715 2.9 7.7
0.720 2.6 7.5
0.725 2.8 9.0
0.730 5.7 7.9
0.735 5.7 7.2
0.740 3.7 7.9
0.745 2.6 7.7
0.750 4.1 8.5
0.755 2.8 7.5
0.760 2.8 7.5
DOVER 2.5 7.4
Table 4. Speaker errors with varying initial cluster number
Initial no. clusters RT-07 RT-09
16 (default) 4.1 8.5
18 2.6 7.4
20 2.5 7.4
22 3.1 7.2
24 5.5 6.7
DOVER 2.1 6.5
4.2.2. Initial cluster number
Table 4 shows the results from varying the number of initial clusters
in the ICSI algorithm. The TDOA stream weight was fixed at 0.75.
The number of clusters was increased in steps of two starting from
the old default value of 16. Again we find a non-smooth dependency
of the dev error rate on the parameter value, and poor correlation
between dev and eval results. In fact, the worst choice for the dev set
(24 initial clusters) gives the best result on the eval set. The DOVER
combination improves on the best single parameter choice for both
RT-07 (2.1% versus 2.5%) and RT-09 (6.5% versus 6.7%).
4.2.3. Initial Gaussian number
Table 5 shows the results from varying the number of Gaussians al-
located to initial cluster models for the MFCC features (the TDOA
features always receive one initial Gaussian per cluster, consistent
with a unimodal distribution). Here, for once, the eval set results
seem to track the dev set nicely, and a close to optimal result can be
achieved by picking a hyperparameter value on the dev set (3 or 4
Gaussians). The only countervailing result is that an even better eval
result could have been achieved by using 10 Gaussians, a choice that
gives very poor results on the dev set. DOVER combination of the
three choices with reasonable devset results (3, 4, 5) gives a result
that is consistent with a majority vote among the three inputs.
Table 5. Speaker errors with varying initial number of Gaussians
Initial no. Gaussians RT-07 RT-09
3 3.0 7.7
4 3.0 7.7
5 (default) 4.1 8.5
10 5.8 7.3
DOVER (3,4,5) 3.0 7.7
5. CONCLUSIONS AND FUTUREWORK
We have presented an novel approach for making diarization out-
puts more robust to choice of hyperparameters and greedy optimiza-
tion, a problem that is pronounced for algorithms based on best-first
agglomerative clustering. The DOVER algorithm is used to vote
among the multiple diarization outputs generated from the same in-
put. Random choice of second-best merges is one technique to mit-
igate the greediness of the clustering decisions, and in combination
with DOVER averaging, yields gains over the best-first clustering
algorithm.
Among the hyperparameters investigated, the relative weighting
of features streams and the initial number of clusters are shown to be
very difficult to optimize, both because of non-smooth results and
poor generalization across test sets, as the hyperparameters are var-
ied. In this situation, DOVER improves robustness, and often the
overall best achievable result, by averaging diarization outputs over
multiple hyperparameter settings.
Future exploration of the ideas presented here could include:
varying hyperparameters along multiple dimensions jointly; other
forms of randomization within the logic of the clustering algorithm;
and application to other forms of clustering.
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