Abstract. This paper proposes the Novel Differential Evolution (NDE) method for solving the environmental economic hydrothermal system dispatch (EEHTSD) problem with the aim to reduce electricity generation fuel costs and emissions of thermal units. The EEHTSD problem is constrained by limitations on generations, active power balance, and amount of available water. NDE applies two modified techniques. The first one is modified mutation, which is used to balance global and local search. The second one is modified selection, which is used to keep the best solutions. When performing this modified selection, the proposed method completely reduces the impact of crossover by setting it to one. Moreover, the task of tuning this factor can be canceled. Original Differential Evolution (ODE), ODE with the first modification (MMDE), and ODE with the second modification (MSDE), and NDE were tested on two different hydrothermal systems for comparison and evaluation purposes. The performance of NDE was also compared to existing methods. It was indicated that the proposed NDE is a very promising method for solving the EEHTSD problem.
Introduction
Hydrothermal systems are composed of thermal plants and hydropower plants that supply electricity load through transmission lines. For electricity generation, thermal power plants use expensive fossil fuels and release huge amounts of emissions into the air. Thus, the EEHTSD problem aims to minimize electricity generation fuel cost and emissions released from thermal plants while all constraints are satisified [1] [2] [3] [4] [5] .
The EEHTSD problem has been widely and successfully applied so far by using different optimization algorithms. The simulated annealing-based goal-attainment (SA-BGA) method [3] has been implemented for fuel cost and emission dispatch but only some weight values were used. Therefore, the best emission was small but the best fuel cost was much higher than an appropriate value. Improved particle swarm optimization (IPSO) [4] has been proposed by using PSO and Lagrange optimization. This method can reduce a high number of control variables and shorten the search process. However, its application is stopped when nonconvex functions are employed. The Non-dominated Sorting Genetic Algorithm-II (NSGA-II) [5] has been proven to be effective and was compared to other methods such as the Real-coded Genetic Algorithm (RCGA) and Multi-objective Differential Evolution (MODE). Multiplier updating combined with the ε-constraint technique (IGA-MU) in [6] was stated to be better than conventional GA, but there was no result comparison in this study. Another method, based on the integration of predator-prey optimization, is the Powell search and penalty handling method (PPO-PS-PM) [7] , which obtained better results than PPO-PS, PPO-PM, PSO-PS and PSO-PM. The application of a distribution method based on an improved regularity model (IRMDM) was not compared to other methods, not even its own conventional version [8] . An efficient cuckoo algorithm (CA) [9] showed superiority over other methods in [5] [6] [7] [8] in terms of better solutions and faster execution time. A modified Realcoded Genetic Algorithm approach using mutation based on random transfer vectors (RCGA-RTVM) was presented in Haghrah, et al. [10] . A combination of improved Mühlenbein mutation and RCGA is proposed in Nazari-Heris, et al. [11] and the Parallel Multi-objective Genetic Algorithm (PMOGA) is proposed in Feng, et al. [12] . A modified dynamic neighborhood learning-based particle swarm optimization (MDNLPSO) [13] and multi-objective quantumbehaved particle swarm optimization (MOQBPSO) [14] obtained better cost than most methods, including conventional PSO. Multi-objective improved artificial physical optimization (MOIAPO) [15] was demonstrated to be more effective than other methods, i.e. MOPSO, MODE, and NSGA-II. Dynamic non-linear programming (DNLP) [16] has shown its potential with much better cost than other methods but emission reduction was not considered as an objective.
The original differential evolution (ODE), developed by Storn and Price in 1997 [17] , is a family of effective meta-heuristic algorithms dealing with power system optimization problems considering a non-differentiable objective function, nonlinear constraints and complicated constraints [18] . Apart from that ODE has two main advantages, i.e. fast convergence and few control parameters [19] . However, it still suffers from limitations such as feeble local search ability, low convergence to global optimum solutions, and easily getting trapped in local optima [20] . In Reference [21] , Qin, et al. report the use of the mutation operation and point out its limits including easy convergence to local optimal solutions and difficulty for the selection of the most appropriate mutation factor. Padhye, et al. [22] have suggested elitist selection. Many DE variants have been constructed, such as DE with adaptive mutation [20] [21] , DE with elitist selection [22] , DE with ancestor tree [23] , DE with adaptive mutation and elitist selection [24] , DE with penalty method [25] , and surrogate differential evolution (SDE) [26] .
In this study, we propose our NDE method, which uses two new techniques, i.e. modified mutation and modified selection. 
Problem Formulation
The considered hydrothermal system with N 1 thermal units and N 2 hydro units working in M scheduled sub-intervals is mathematically formulated as follows.
Objective Function
The objective function of the problem aims to determine the task of reducing the thermal units' costs and emissions for the overall scheduled time of M subintervals. The fuel cost function neglecting and considering the loading effects are respectively represented in Eqs. (1) and (2) as follows:
Emission gas from each thermal unit can be expressed in the form of a quadratic function (See Eq. (3)) and the sum of a quadratic function and an exponential function (See Eq. (4)) [7] :
where  si ,  si ,  si ,  si , and  si are the emission coefficients of thermal unit i.
The objective function of the multi-objective problem is converted into a single function by using the sum of the two functions in Eq. (5) [7] :
where in Eq. (6):
Transmission Grid Constraints and Generator Constraints

Demand-supply Balance Constraint
The relationship of total generated power, load demand and power losses should satisfy the following Eq. (7) rule:
where m is the subinterval index; power loss P L,m is calculated by using Kron's loss formula [2] .
Limits on Power Output
The operation ranges of hydro generation and thermal generation are bounded by their capability in Eq. (8) 
Limits on Water Discharge
The following limitations should be imposed on water discharge as in Eq. (11) 
The mutation of ODE uses three randomly different existing solutions in Eq. (13) as follows:
Crossover is then performed by the definition below in Eq. (14):
where RN x is a random number between 0 and 1 for individual x and is the crossover factor, which is chosen in the range between 0 and 1.
At the end of each iteration, selection is carried out by using the following Eq. (15):
The Proposed Novel Differential Evolution
The proposed NDE method is an improved version of ODE obtained by proposing two modifications of the mutation and selection techniques. The two modified techniques are explained in detail below.
Modified Mutation Technique
As seen from Eq. (13), ODE uses an updated step size based on two random solutions for producing new solutions by mutation. The updated step size is always used in the search process, resulting in the possibility of a local optimum as a result of premature convergence or a nearby global optimum. Thus, the following modified mutation technique is suggested:
rand/1:
rand/2:
best/1:
best 2:
current-to-best:
Among the formulas (Eqs. (16) to (20), global search ability is enhanced by using rand/1 and rand/2, while local search ability is concentrated by the application of best/1 and best/2. It can be seen that the rand modes aim to search solutions nearby the existing solutions and the zone of search is extensive but the two best modes search the zone around the so-far best solution and the zone of search is small. All in all, the rand modes and the best modes must satisfy different limitations on fast convergence with a global optimum if they are applied separately. The rand modes are promising for global search but they are weak for local search, while the two best modes are not highly effective for global search but they are capable of improving local search. In addition, current-to-best mode also has the same impact on the result as the mode of rand/2. Therefore, the selection of either current-to-best or rand/2 is a stochastic determination. For this operation, a uniform random number ε 1 is produced in the range between 0 and 1; this number is compared to probability at 0.5. If ε 1 is higher than 0.5, the rand/2 mode is employed, otherwise current-to-best is chosen. In our paper, we propose modified mutation based on the five suggested mutation modes including rand/1, rand/2, best/1, best/2, and current-to-best, where rand/1, rand/2 and current-to-best belong to the global search group while best/1 and best/2 belong to the local search group. The decision to employ the global search group or the local search group is based on a comparison between a predetermined tolerance τ and fitness ratio θ x , which is calculated by the following expression in Eq. (21):
Because fitness ratio θ x is higher than predetermined tolerance τ, solution x is far away from the so-far best solution and it is likely that the global search group is a better choice than the local search group. Thus, the rand modes are used in this case. However, when θ x is equal to or lower than τ, solution x is close to the so-far best solution and the local search group is a more appropriate choice. Therefore, best modes are started in this case. On the other hand, the condition for the selection of either rand/1 or rand/2, and best 1/2 or best/2 is also constructed. Thus, mutation mode parameter (MMP) is proposed and compared to a random number.
Modified Selection Technique
The modified selection technique has better performance than conventional selection in ODE in terms of optimal solution quality and solution quality stabilization. 
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Implementation of the Proposed NDE for the Considered EEHTSD Problem
Initialization and Handling Equality Constraints
In the EEHTSD problem, each solution U x represents thermal units P si,m,x and water discharge q j,m,x and is initialized in Eqs. (22) and (23) as below: 
Water discharge q j,m,x is first obtained by using Eq.(9) and then hydro generation is determined by using Eq.(10) [9] . Finally, P s1,m,x is obtained by using Eq. (7) [9].
Fitness Function Evaluation
The quality of all solutions can be evaluated via the following fitness function in Eq. (24):
where PT 1,m,x is the amount of penalty for slack thermal units in each subinterval according to solution x; PT 2,j,x is the amount of penalty for slack discharged water of hydro unit j according to solution x [9] ; and K s and K q are penalty factors.
Generating New Solutions and Fixing Boundary Violations
The proposed NDE can produce new solutions by using the modified mutation technique. Then all new solutions are checked and fixed for limitations so they are always within their feasible zone, as follows:
Entire Computing Process
The details of the overall procedure of the proposed NDE for solving the two HTS problems are as follows:
Step 1: Select NDE parameters, i.e. number of individuals N pop , maximum iteration number G max , mutation mode parameter MMP, mutation factor MF, and predetermined tolerance τ.
Step 2: Initialize the population randomly using Eqs. (22) and (23) .
Step 3: Calculate hydro generation and slack thermal generation.
Step 4: Calculate the fitness value for all new solutions using Eq. (24) and choose the so-far best solution S best that has the lowest fitness value; set the initial iteration counter G = 1.
Step 5: Perform modified mutation to generate new solutions; verify limitations and fix using Eq. (25).
Step 6: Calculate hydro generation and slack thermal generation.
Step 7: Calculate the fitness function for the new solutions using Eq. (24).
Step 8: Carry out modified selection to keep N pop best solutions.
Step 9: Find the best solution S best with the lowest fitness value.
Step 10: If G < G max , G = G + 1 and return to Step 5. Otherwise stop.
Numerical Results
The performance of the NDE method was tested on two hydrothermal systems. The first system had two hydropower plants and two thermal plants scheduled in 3 subintervals with 8 hours for each and the second system had two hydropower plants and four thermal plants scheduled in 4 subintervals with 12 hours for each. The data of the first system and the second system were taken from [5] and [7] respectively. In addition, ODE and its two improved versions, MMDE and MSDE, were also implemented to illustrate the impact of each modification on ODE and the effectiveness of application of the two modifications on ODE. The four methods were implemented under the same conditions on the same Matlab platform and the same PC with a 2 GHz processor and 2 GB of RAM, and with 50 independent trials for each case study.
Analysis of Control Parameter Impact on the Proposed Method
The impact of the control parameters on the results obtained by the proposed method was analyzed by setting them to different values. For the sensitivity test, the economic load dispatch of test System 1 was carried out according to the following five scenarios.
In the first and the second scenario, we tested the impact of N pop and G max on the obtained results by setting them to 7 values with a change of 10 while MMP = 0.6, MF = 0.6 and τ = 10 -2 were fixed. In addition, G max = 50 was adopted for the first scenario and N pop = 30 was adopted for the second scenario. In the third and the fourth scenario, the impacts of MMP and MF were observed by setting them to 5 values from 0. In fact, the best cost could not be improved, whereas other costs such as average cost, maximum cost and standard deviation cost could be much improved. For instance, these costs were $64606.6699, $64623.2675 and $2.7150 at N pop = 30 and G max = 50, and $64606.008, $64606.019 and $0.0031 at N pop = 70 and G max = 50. Similarly, these costs were $64606.224, $64609.298 and $0.6633 at N pop = 30 and G max = 100. On the other hand, computation time tended to be higher when N pop and G max were set to higher values. Clearly, population size and maximum iteration number had the same impact on the results, namely better results with higher values.
The results in Table 3 indicate that MMP is effective when it is set to 0.2, 0.4 or 0.6 for obtaining the lowest costs, while the values of 0.8 and 1 did not result in the best cost. However, standard deviation cost was more stable when MMP was set to higher values. Table 4 shows that MF = 0.6 was the best value, leading to the best cost of $64606.0037 and acceptable standard deviation cost, while other values of MF, i.e. 0.2, 0.4, 0.8 and 1, could not enable the proposed method to reach to this optimum. The lowest costs shown in Table 5 tell us that τ = 10 -1 , 10 -2 can result in a best cost of $64606.0037, while the three remaining values did not enable the proposed method to find this optimal solution. In addition, different values of τ had less impact on the search ability stabilization once standard deviations were from 1.7 to 5.2. . A comparison of results from the proposed method with those from the other methods are presented in the following section.
Test System 1
This section focuses on the implementation of the four methods for solving the first system, after which the numerical results are summarized and analyzed. The four methods were run for fuel cost dispatch, emission dispatch and fuel cost-emission dispatch by setting population size and maximum iteration number to 30 and 50, respectively. As a result, Table 6 and Table 7 report the minimum value, mean value, highest value and standard deviation value of the fitness function for 50 trial runs and the mean computation time for each run. The lowest-cost comparison indicates that the value obtained by the proposed NDE was respectively lower than ODE, MMDE and MSDE by $0.8035, $0.1666 and $0.1257. Similarly, the proposed NDE obtained lower cost than these methods by $32.6297, $13.0369, and $14.9227 for mean cost, and by $106.8649, $25.2055, $27.6303 for highest cost, and by $19.8135, $7.203, $6.5076 for standard deviation cost. Clearly, for the fuel cost dispatch, the two modifications of the proposed NDE managed to find an improvement on the solution quality as reflected in the lowest cost, quality stabilization as reflected in the mean, the highest and the standard deviation. Besides that, each modification carried out on ODE was also efficient, since both MMDE and MSDE had better minimum cost and standard deviation cost than ODE. The same figures were also seen for the emission dispatch based on comparisons of the minimum, average, maximum and standard deviation values were done.
The curves reflecting fitness vs. iteration for the fuel cost dispatch and emission dispatch are depicted in Figures 1 and 2 . The curves show the advantage of the proposed NDE over the three other DE methods. For the case of multi-objective optimization, the best compromise solution must be determined among a set of non-dominant solutions that have been obtained by using different values for these two weight factors. In fact, when the selection of the fuel cost weight is close to 1, the obtained solution produces very low costs but very high emissions and when setting the fuel cost weight close to 0 and the emission weight close to 1, the obtained solution produces very high costs but very low emissions. There is clearly a trade-off between fuel cost and emission for this solution. Consequently, there must exist a set of solutions. Determination of one solution for multi-objective optimization can be done by using a fuzzy method [27] . For the case of determination of a compromise solution for multi-objective optimization, a set of 26 non-dominant solutions is found and then the priority factor k D  is obtained as described in [27] .
The non-dominant solutions and the best compromise solution of the proposed NDE are shown in Figure 3 . Similarly, the best compromise solutions have also been obtained for ODE, MMDE and MSDE. As a result, NDE, MMDE and MSDE obtained the same best cost and best emission with $65,054.9 and 593.9688 lb, which were both lower than those from ODE, $65,055.4 and 594.2 lb. Based on the indication from the three dispatch cases, it can be concluded that the two modifications of the ODE method proposed in this paper are very effective and robust. In order to clarify the performance of the proposed NDE, the results obtained by NDE and other methods, from [5, 7, 9] , are shown in Table 8 for the system. The comparisons for three dispatch cases indicate that the proposed NDE obtained the lowest cost for economic dispatch, excluding the comparison with CA [9] (which had the same cost) and the lowest emission for emission dispatch and the lowest cost and emission for the environmental economic dispatch. Furthermore, the execution time from the proposed NDE was also the shortest. Clearly, there is enough evidence of better solution quality reflected by lower costs and lower emissions and faster convergence reflected by shorter execution time to conclude that the proposed NDE is more efficient than the other methods. The optimal solutions obtained by the proposed method for System 1 are given in the Appendix.
Test System 2
In order to implement the proposed NDE for System 2, the number of individuals and the maximum number of iterations were set to 50 and 700, respectively. The cost and emission results for the fuel cost dispatch, emission dispatch and environmental dispatch are compared in Table 9 . Lower costs and emissions were obtained by the proposed NDE compared to the best method from each study, which indicates the superiority of NDE over these methods.
Among the methods applied in [5] , NSGA-II was the best one. Equally, IGA-MU was the best method in [6] and PPO-PS was the best method in [7] . Compared to the best methods for the fuel cost dispatch, the proposed method obtained lower fuel costs than SA-BGA [3] by $5,921, IGA-MU [6] by $1,742, PPO-PS [7] by $770, CA [9] by $192. The superiority of the proposed NDE over the other methods can also be seen from the environmental dispatch, where the proposed NDE obtained lower emissions than SA-BGA [3] , IGA-MU [6] , PPO-PS [7] , and IRMDM [8] by 382 lb, 405 lb, 10 lb, and 214 lb, respectively. Equally, the best cost and best emission for the environmental economic dispatch obtained by NDE were also better than PPO-PS [7] by $440 and 458 lb, CA [9] by $19 and 109lb, respectively. The result comparisons show that the proposed NDE obtained better solutions than all other methods for the three cases. The execution time comparison shows that the proposed NDE is the fastest method, with an execution time of around 11 seconds, while the other methods needed from 22 seconds to 1492 seconds. Consequently, it can be concluded that the proposed NDE was very effective for System 2 with nonconvex fuel cost function. The optimal solutions obtained by the proposed method for the system are given in the Appendix.
Conclusion
This paper presented the application of the NDE method for solving two hydrothermal systems related to the environmental economic hydrothermal system dispatch problem. The proposed NDE uses two modifications of DE, i.e. modified mutation and modified selection. The two modifications enable the proposed NDE to obtain higher solution quality with faster convergence than the original DE method. As compared to other methods, the proposed NDE is also more effective in terms of solution quality and speed. Consequently, it can be concluded that the proposed NDE is a very promising method for solving the EEHTSD problem. 
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