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Order preserving operator inequality
Let A be a positive deﬁnite operator and B be a self-adjoint operator.





via an order preserving operator inequality. By using the solutions
we also give concrete examples of positive semideﬁnite matrices.
© 2009 Published by Elsevier Inc.
1. Introduction
An operator T on a Hilbert space H is said to be positive semideﬁnite (denoted by T  0) if (Tx, x) 0
for all x ∈ H, and T is said to be positive deﬁnite (denoted by T > 0) if T is positive semideﬁnite and
invertible.

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Fig. 1.
Theorem LH (Löwner–Heinz inequality, denoted by (LH) brieﬂy).
If A B 0 holds, then Aα  Bα for any α ∈ [0, 1]. (LH)
This was originally proved in [12,8]. Many nice proofs of (LH) are known. We mention [13,1].
Although (LH) asserts that A B 0 ensures Aα  Bα for any α ∈ [0, 1], unfortunately Aα  Bα does






The following result has been obtained from this point of view.




































hold for p 0 and q 1 with (1 + r)q p + r.
The original proof of Theorem A is shown in [5], an elementary one-page proof is in [6] and
alternative ones are in [4,9,7]. It is shown in [14] that the conditions p, q and r in Fig. 1 are best
possible.
On the other hand we have the following result.
Theorem B [3]. Let A be a positive deﬁnite matrix and B a positive semideﬁnite matrix. The solution X of
the following matrix equation is always positive semideﬁnite:
A2X + XA2 = AB + BA. (1.1)
In [3] the following question was posed associated with Theorem B: How can one characterize all
the functions f such that the solution of the matrix equation
f (A)X + Xf (A) = AB + BA (1.2)
is positive semideﬁnite?




where B is of special type.
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2. Main result and its proof
Theorem 2.1. Let A be a positive deﬁnite operator and B be a positive semideﬁnite operator. Let m and n be
natural numbers. There exists positive semideﬁnite operator solution X of the following operator equation:
n∑
j=1










⎠ A nr2(m+r) (2.1)
for r such that
{
r  0 if nm (i),
r  m−n
n−1 if m n 2 (ii).
Corollary 2.2. Let A be a positive deﬁnite operator and B be a positive semideﬁnite operator. There exists




2 X + XA 2+r2 = A r2 (AB + BA)A r2 for r  0.
(ii) A
(2+r)2
3 X + A 2+r3 XA 2+r3 + XA (2+r)23 = A r2 (AB + BA)A r2 for r  0.
(iii) A
(3+r)2
3 X + A 3+r3 XA 3+r3 + XA (3+r)23 = A r2 (A2B + ABA + BA2)A r2 for r  0.
(iv) A
3+r
2 X + XA 3+r2 = A r2 (A2B + ABA + BA2)A r2 for r  1.
(v) A
5+r
2 X + XA 5+r2 = A r2 (A4B + A3BA + A2BA2 + ABA3 + BA4)A r2 for r  3.
We state the following lemma to give a proof of Theorem 2.1.
Lemma 2.3. Let Abeapositive deﬁnite operator andBbeapositive semideﬁnite operator. Letmbeanatural
number and t  0. Let the following equation be the polynomial expansion of (A + tB)m with respect to t:
(A + tB)m = Am + tF1(A, B,m) + t2F2(A, B,m) + · · · + tjFj(A, B,m) + · · · + tmBm. (2.2)
Then F1(A, B,m) can be expressed as
F1(A, B,m) = Am−1B + Am−2BA + · · · + Am−jBAj−1 + · · · + BAm−1. (2.3)
Proof. In the case m = 1, F1(A, B, 1) = B and (2.3) is trivial. Assume (2.3) holds for m. Then (2.2)
implies
(A + tB)m+1 = Am+1 + tF1(A, B,m + 1) + t2F2(A, B,m + 1) + · · · + tm+1Bm+1. (2.4)
On the other hand we have
(A + tB)m+1
= (A + tB)m(A + tB)
=
[
Am + tF1(A, B,m) + t2F2(A, B,m) + · · · + tjFj(A, B,m) + · · · + tmBm
]
(A + tB) by (2.2)
= Am+1 + t [AmB + F1(A, B,m)A]+ · · · + tm+1Bm+1 (2.5)
and comparing (2.4) with (2.5) with respect to t we have
F1(A, B,m + 1) = AmB + F1(A, B,m)A
= AmB + Am−1BA + · · · + Am−jBAj + · · · + BAm by (2.3)
and this relation means that (2.3) holds form + 1. 
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Proof of Theorem 2.1. The inequality (i) of Theorems A and LH ensure:








p+r α  B(1+r)α for p 1, r  0 and α ∈ [0, 1]. (2.6)




2 (A + tB)mA r2
} 1+r
m+r α  A(1+r)α for m 1, t  0, r  0 and α ∈ [0, 1]. (2.7)
For 1+r
m+rα = 1n in (2.7) we take α as follows:
α = m + r
n(1 + r) ∈ [0, 1] for r such that
{
r  0 if nm (i),
r  m−n










n for r under the condition (i) or (ii). (2.8)
Then (2.8) ensures Y(t) Y(0) = Am+rn for any t  0. Therefore
X = Y ′(0) 0. (2.9)
By differentiating the equation Yn(t) = A r2 (A + tB)mA r2 and then letting t = 0,






2 (A + tB)mA r2
]∣∣∣∣
t=0
= A r2 (Am−1B + Am−2BA + · · · + Am−jBAj−1 + · · · + BAm−1)A r2 by (2.2) and (2.3)
and we have the following operator equation for X = Y ′(0) 0 since Y(0) = Am+rn holds:
A
(m+r)(n−1)
n X + A (m+r)(n−2)n XA (m+r)n + · · · + A (m+r)(n−j)n XA (m+r)(j−1)n + · · · + XA (m+r)(n−1)n
= A r2 (Am−1B + Am−2BA + · · · + Am−jBAj−1 + · · · + BAm−1)A r2 (2.10)
and we can replace A by A
n
m+r in (2.10), so that (2.10) can be rewritten as
n∑
j=1










⎠ A nr2(m+r) .  (2.1)













⎠ A r2 (2.10)
and the formula (2.10) is available to obtain Corollary 2.2 and Proposition 3.1.
Proof of Corollary 2.2
(i) We have only to putm = n = 2 in (2.10).
(ii) We have only to putm = 2 and n = 3 in (2.10).
(iii) We have only to putm = 3 and n = 3 in (2.10).
(iv) We have only to putm = 3 and n = 2 in (2.10).
(v) We have only to putm = 5 and n = 2 in (2.10). 
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3. Concrete examples of positive semideﬁnite matrices obtained by Theorem 2.1
Proposition 3.1. Let the diagonal matrix A = diag(a1, a2, . . . , al) with each aj > 0 and B be the l × l
matrix all of whose entries are 1. Let m and n be natural numbers. There exists positive semideﬁnite matrix












⎠ A r2 (2.10)
for r such that
{
r  0 if nm (i),
r  m−n
n−1 if m n 2 (ii).





























Proposition 3.1 easily follows by Theorem 2.1 since (2.10) is equivalent to (2.1) (see Remark 2.1), the
ﬁrst half of Proposition 3.1 follows by Theorem 2.1 and the latter half follows by simple calculations.
Examples of positive semideﬁnite matrices
Let the diagonal matrix A = (a1, a2, . . . , an) with each aj > 0 and B be n × n matrix all of whose























































































































for r  3.
These results are easily derived from Proposition 3.1.
When the conditions in Corollary 2.2 change, the equation may have non-positive semideﬁnite
solutions as the following two examples. When r = 1
4
in (iv) of Corollary 2.2, take positive deﬁnite















1+8×21/4 3 × 21/4
⎞
⎠ .




8 X + XA 138
= A 18 (A2B + ABA + BA2)A 18 =
(
3 21 × 21/4
21 × 21/4 48 × 21/2
)
.
and this example satisﬁes (iv) for r = 1
4
, but X  0 because the eigenvalues of X are {5.12435735 . . . ,
−0.056736014 . . .}.
When r = 1 in (v) of Corollary 2.2, take positive deﬁnite matrix A, positive semideﬁnite matrix B






























and this example satisﬁes (v) for r = 1, but X 0 because the eigenvalues of X are {42.736065733 . . . ,
−0.2360657336 . . .}.
4. Concluding remarks
Wewould like to state thatwe can obtainmany concrete examples of positive semideﬁnitematrices
as stated in Section 3 by applying Theorem 2.1.
We remark thatmany types of useful operator equations related to Lyapunov equation are discussed
in [10] and [11].
Also we can ﬁnd the following example quite similar to our Example X2 in Section 3:









We would like to remark that the idea of deriving positive semideﬁnite matrices from solutions of
matrix equations appeared in [16].
Other useful examples of positive semideﬁnite matrices are found in [17, p. 197, Problem 21].
The following more general type operator equation is discussed in [2]:
n∑
j=1
An−jXBj−1 = Y .
We remark that the referee kindly informed the author of the existence of [2].
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