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At atmospheric pressure, hexagonal ice (Ih) is thermodynamically stable relative to
cubic ice (Ic), although the magnitude and underlying physical origin of this stability
difference are not well defined. Pure Ic crystals are not accessible experimentally, and
hence computer simulations have often been used to interrogate the relative stabili-
ties of Ih and Ic; however, these simulations are dominated by molecular interaction
models which ignore the intramolecular flexibility of individual water molecules, do
not describe intermolecular hydrogen-bonding with sufficient accuracy, or ignore the
role of nuclear quantum effects (NQEs) such as zero-point energy. Here, we show
that when comparing the relative stability of Ih and Ic using a flexible, anharmonic
molecular interaction model, while also accurately accounting for NQEs, a new pic-
ture emerges: Ih is stabilised relative to Ic as a result of subtle differences in the
intramolecular geometries and intermolecular interactions of water molecules which
are modulated by NQEs. Our simulations hence suggest that NQEs are a major
contributor to the stabilisation of Ih under terrestrial conditions, and thus contribute




The thermodynamics and kinetics associated with the nucleation and crystallization of ice
remains a challenge to both experimental and computational chemistry. Under terrestrial
conditions, hexagonal ice Ih is the thermodynamically-stable form, leading to the well-known
six-fold symmetry commonly observed in snowflakes. However, both experimental investiga-
tions and computer simulations have indicated that Ih is only just the thermodynamically-
preferred ice polymorph. In particular, it is predicted that the cubic ice polymorph (Ic) is
only ∼30-150 J mol−1 higher in free energy than Ih at typical temperatures accessible on
Earth,1–3 an extremely small energy difference which tips the balance of stability in favour
of Ih, such that pure Ic crystals have never been observed to date.
Resolving the small free energy difference between the Ih and Ic polytypes of ice I stands
as a challenge to our current understanding of hydrogen-bonding in water and ice. The struc-
ture of Ih comprises alternating double-layers of water molecules stacked in an ABAB . . .
arrangement. The hydrogen-bonding structure of Ih is determined by the Bernal-Fowler ‘ice
rules’;4 there is no proton ordering, but each oxygen atom participates in two short (covalent)
O-H hydrogen bonds, and two long (intermolecular) hydrogen bonds. The Ic polymorph also
obeys the ‘ice rules’, but the stacking arrangement of hydrogen-bonded layers in Ic follows
the ABCABC . . . pattern of cubic close-packed systems. In addition, so-called stacking-
disordered ices,5 in which stacking patterns intermediate between those of Ih and Ic, are also
observed; stacking-disordered ice variants are strongly implicated in the nucleation process
of ice, particularly in the lower-temperature conditions found in the upper atmosphere6–8.
Based on their known (or predicted) physical properties, Ih and Ic are found to behave
in surprisingly similar fashions, despite their different stacking patterns. The calculated
vibrational spectra of these two different ice forms are very similar,9–11 highlighting the sim-
ilar local hydrogen-bonding environments created by the proton disorder. In addition, the
density, thermal expansivity and configurational entropy of Ih and Ic are all found to be very
similar.12–14 The main structural differences between Ih and Ic become evident in simulated
radial distribution functions (RDFs), where it is found that the first-nearest-neighbour envi-
ronment in each structure is essentially identical, but with the oxygen sub-lattices of Ih and
Ic showing pronounced differences in the second neighbour shell and beyond;
9,10 these differ-
ences are a consequence of the different oxygen hexamer arrangements in the two structures,
2
with Ih exhibiting both chair- and boat-type hexamers, whereas Ic exhibits only chair-type
hexamers.
Because Ic cannot (to date) be prepared in a pure crystalline form (and noting that much
experimental data on notionally cubic ice actually corresponds to the stacking-disordered
form with varying degrees of cubicity), computer simulations have been one of the most
commonly applied tools to investigate the relative thermodynamic stability of pure Ih and
pure Ic. Several previous studies have employed empirical water models in which the water
monomer geometries are fixed at some idealized reference geometry (e.g. the TIP4P family
of water models10,12,14–16); combined with normal mode analysis and standard expressions for
(classical or quantum) partition functions, these simulations have suggested that the differing
vibrational density-of-states in the librational region give rise to the lower free energy of
Ih. Going beyond empirical models, several studies have employed density functional theory
(DFT) to calculate the ice vibrational density-of-states and corresponding quantum partition
functions and free energies.9,17,18 Most relevant for this work, DFT simulations (with the PBE
functional) have been used to calculate both harmonic and anharmonic free energies for Ic
and Ih; contrary to the previous TIP4P-based simulations, these DFT results suggest that
anharmonicity, particularly in the O-H stretching region of the spectrum, is responsible for
the relative free energy ordering of Ih and Ic.
9
However, none of these previous simulations have been able to provide a complete pic-
ture or explanation of the relative stability of ice Ih and Ic. For example, simulations based
on the single-site mW model posses no librational motion nor O-H bonds and hence the
two polytypes might be expected to posses equal stability. The stability of Ih relative to
Ic has been accurately quantified for this model
7 and is indeed very much smaller than the
enthalpy released per mole when stacking disordered ice transforms to ice Ihin calorimetry
experiments. Nevertheless, the mW model is apparently consistent with calculations of the
relative Ih / Ic stability extracted from fitting a model of dislocation loop shrinkage dynamics
to experiment19,20, suggesting either a problem with the defect dynamics model, or with the
calorimetry experiments. Other popular models based on TIP4P and similar rigid water
geometries also neglect the role of intramolecular flexibility;10,12,14–16 previous simulations
have shown that the competition between intramolecular molecular geometry distortion and
intermolecular interactions can have an important bearing on predicted physical properties
in water and other hydrogen-bond systems.21 In addition, calculated free energies based on
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harmonic analysis (or its vibrational self-consistent field (VSCF) extension to include an-
harmonicity) do not sample the fully-coupled configurational fluctuations associated with
thermal motion; this is most obvious in calculated vibrational spectra in the O-H region,
which tend to exhibit more well-defined peaks in harmonic (and self-consistent) analyses,
rather than the broadened vibrational peaks observed in experiment or direct molecular
dynamics (MD) simulations. Furthermore, it is also worth noting that previous DFT sim-
ulations using VSCF predict an anharmonic free energy difference of around 630 J/mol,
which is difficult to reconcile against experimental measurements of the enthalpy released
upon transformation of stacking disordered ice into Ih.
9 Finally, nuclear quantum effects
(NQEs22–27) such as zero-point energy are most commonly treated by using either quantum
harmonic-oscillator partition functions,10,14 or by explicit calculation of vibrational eigen-
states in a self-consistent field picture;9,17,18 the explicitly-correlated effects of NQEs on
sampled configurational space and unit cell fluctuations are therefore usually ignored. As
we show here, once one accounts fully for the influence of NQE, configurational sampling
and anharmonicity, a different picture of the relative stability of Ih and Ic emerges.
The main aims of this paper are three-fold. First, we investigate what the empirical
q-TIP4P/F water model predicts with regards to the influence of NQEs on the relative
stability of Ih and Ic using direct free energy calculations for the different ice phases. Second,
we investigate the impact of anharmonicity in the relative stability of Ih and Ic. Finally,
we attempt to rationalize the role of NQEs on the Ih and Ic stability on simple geometric
and energetic grounds. As we show here, once one accounts fully for the influence of NQE,
configurational sampling and anharmonicity, a more complete picture of the relative stability
of Ih and Ic emerges.
II. SIMULATION DETAILS
We have performed a series of molecular simulations to assess the free energy difference
between Ih and Ic while simultaneously accounting for the role of NQE, configurational
sampling and vibrational anharmonicity.23,28 Our simulations employed the empirical q-
TIP4P/F model to describe intra- and intermolecular interactions.21 This model describes
the intramolecular O-H stretching motions using an anharmonic quartic expansion of a
Morse potential, while the potential energy contribution due to intramolecular H-O-H bend-
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ing is described using a harmonic function of the bend angle. Intermolecular interactions are
described using Lennard-Jones dispersion terms between oxygen atoms on different water
molecules, along with Coulomb interactions between fixed partial-charges positioned on each
hydrogen atom and at an off-atom site along the H-O-H bisector. The q-TIP4P/F model
was parameterised such that several experimental observables, particularly RDFs, diffu-
sion coefficients and infrared vibrational frequencies, were reproduced for liquid water when
performing quantum-mechanical (path-integral-based) simulations; further simulations with
q-TIP4P/F have shown that it gives a good approximation of a number of other properties
which were not included in the original parameterisation, including the melting temperature
of Ih and the well-known liquid density anomaly.
21 Of particular relevance in this work is
the fact that q-TIP4P/F exhibits “competition” between intramolecular and intermolecu-
lar NQEs; this feature has been shown to be responsible for the ability of q-TIP4P/F to
correctly account for NQEs in diffusion coefficients, isotopic fractionation ratios,29 solvent
exchange around ion solvation shells,30 and proton momentum distributions.31 Of course, we
acknowledge that q-TIP4P/F is an approximate interaction model and does not capture all
aspects of NQEs in liquid water; for example, it is well known that the anomalous trend in
molar volumes of H2O and D2O is not captured by q-TIP4P/F.
32 However, as noted further
below, recent alternative simulations33 performed using a machine-learned PES based on
revPBE0 reproduce the effects we discuss here (although do not provide the same structural
interpretation as is enabled by our results). This finding, as well as the detailed characteri-
zation of q-TIP4P/F which is now available, give us some degree of confidence that the role
of NQEs in the relative free energies of Ic and Ih are correctly captured here.
We have calculated the Gibbs free energy of Ih and Ic using the q-TIP4P/F water model
at a pressure of 1 bar and temperatures ranging from 200 K to 250 K; the (classical) melting
point of Ih using the q-TIP4P/F water model is 258 K,
21,23,28 so our temperature range of
interest spans a regime in which Ih is naturally expected to be thermodynamically stable
in the bulk limit. Our molecular dynamics simulations for both Ih and Ic were performed
with simulation cells containing 432 water molecules in periodic boundary conditions; ini-
tial oxygen atom positions were chosen according to the known ice structures, while the
hydrogen atoms were positioned according to the Bernal-Fowler ice-rules4 using a Monte
Carlo algorithm to sample different proton orderings34, leading to fully-disordered proton
arrangements. Notably, this approach, and the simulation box sizes, gives access to proton
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configurations which can’t be obtained by repeating a single unit cell. All calculated free
energies (both classical and quantum-mechanical) were averaged over three different proton-
disordered simulation cells for both Ih and Ic. Following previous work,
28 classical (that is,
completely neglecting the role of NQEs) free energies of Ic and Ih were calculated in a two-
step process: (i) The Debye crystal free energy for molecular models of each ice structure
were evaluated in averaged unit cells obtained in classical isothermal-isobaric MD simula-
tions of the respective ice structure, and (ii) The free energy difference between the Debye
crystal and the fully-interacting q-TIP4P/F model was evaluated using Thermodynamic
integration (TI) simulation along an order parameter which connects these two different de-
scriptions of the ice structure. Together, these two free energy contributions (Debye crystal
free energy and thermodynamic integration to q-TIP4P/F model) yielded the final classical
free energies of Ih and Ic. To calculate quantum-mechanical free energies (that is, completely
accounting for the role of NQEs), we used the well-known path-integral molecular dynamics
(PIMD) methodology. In particular, we perform TI using isothermal-isobaric PIMD sim-
ulations along an order parameter which connects the fully-classical description of the ice
structure to a fully-quantum PIMD system;23 the free energy difference along this path is
added to the known classical free energy to obtain the quantum free energy. It is important
to emphasise that our classical and quantum simulations give the exact free energy of the
ice structures for the q-TIP4P/F water model (within statistical errors); all relevant effects,
notably configurational sampling (of both individual water molecules and unit cell fluctua-
tions), anharmonicity and NQEs, are correctly included in our simulations. Further details,
such as details of the q-TIP4P/F model and simulation times, can be found in Supplementary
Information.
III. RESULTS AND DISCUSSION
Figure 1(a) shows the calculated free energy difference between Ih and Ic for the q-TIP4P/F
water model at temperatures between 200 K and 250 K, as determined in both classical and
quantum simulations. In the case of the classical free energy difference, we find that Ih is
more stable than Ic by about 10 J/mol across the whole temperature range; in other words,
q-TIP4P/F finds that Ih is more stable than Ic, although the free energy difference is smaller
than the expected ∼30 -150 J/mol range.1–3,9
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However, a key conclusion of this work is that the quantum-mechanical free energy dif-
ference between Ih and Ic is much greater than the classical result; for the anharmonic
q-TIP4P/F water model, we find that NQEs stabilise Ih relative to Ic by up to 30 J/mol.
This is a significant contribution which brings the calculated free energy difference from a few
J/mol (similar to the mW model) into much better agreement with the order-of-magnitude
expected based on experimental estimates. However, the most interesting observation is
that, while classical simulations show that Ih is only just thermodynamically-stable relative
to Ic, our simulations show, for the first time, that NQE are a significant driver in deter-
mining the relative stabilities of these ice polytypes. As an aside, we note that the (classical
and quantum) free energy differences between different proton configurations is of the order
of 5-10 J/mol for both Icand Ih; the stabilizing effect of NQEs is more significant than the
differences due to different proton configurations.
Why do NQEs result in stabilisation of Ih relative to Ic? In answering this question,
we first consider the role of anharmonicity in the relative free energies of Ih and Ic; in
particular, previous path-integral-based simulations of aqueous systems have shown that
harmonic and anharmonic interaction models can give rise to largely different behaviours in
predicted physical properties, particularly when NQEs are important.21,29,35,36 Furthermore,
recent simulations have suggested that vibrational anharmonicity, particularly in the higher-
frequency O-H vibrational modes, serves to stabilise Ih over Ic;
9 these simulations employed
DFT, along with either harmonic analysis or VSCF, in order to calculate the vibrational
spectra, vibrational partition function and free energies of Ih and Ic. Investigating the role
of O-H vibrational anharmonicity in our direct free energy calculations is straightforward;
because the intramolecular potential energy term in q-TIP4P/F employs all terms up to
fourth-order in the O-H bond distance, we can derive a corresponding harmonic model by
simply truncating this expansion at the quadratic term (See Supplementary Information).
Repeating our classical and quantum free energy calculations using this harmonic version of
q-TIP4P/F (with all other terms in the model as in the original q-TIP4P/F potential) gives
the results in Fig. 1(b); we find that the relative free energies of Ih and Ic are essentially
unchanged relative to the fully anharmonic q-TIP4P/F model, suggesting no significant role
for O-H anharmonicity in our simulations.
A possible origin for the difference between our results and previous work with regards
to the role of anharmonicity is the different interaction models employed; we used an em-
7





























FIG. 1: (a) Free energy difference between Ih and Ic calculated in classical (blue dashed
line) and quantum-mechanical (orange solid line) simulations of the anharmonic q-TIP4P/F
water model. (b) Free energy difference between Ih and Ic calculated in classical (blue dashed
line) and quantum-mechanical (orange solid line) simulations of a harmonic version of the
q-TIP4P/F water model, with the intramolecular O-H stretching term truncated at quadratic
level. In both (a) and (b), negative free energy differences correspond to Ih being more
thermodynamically stable than Ic. The error bars represent one standard error in the free
energy values calculated for the three different proton-disordered configurations used in each
calculation (see Supplementary Information).
pirical force-field, whereas Engel et al employed DFT with the PBE exchange-correlation
functional.9 However, it is well known that PBE consistently “overbinds” molecules in
hydrogen-bonded systems;37 for example, liquid water RDFs calculated using PBE are
strongly over-structured, the liquid water diffusion coefficient calculated with PBE is typi-
cally predicted to be too small (usually by a factor of ∼2-437,38) relative to experiment, and
the Ih melting point is estimated to be ∼420 K when calculated using the PBE functional,39
an over-estimate of around 150 K compared to experiment. In contrast, q-TIP4P/F is now
well-established as providing a surprisingly accurate description of liquid water; the liquid
density (and its temperature-dependence) behaves correctly, the liquid diffusion coefficients
and RDFs are in excellent agreement with experiment, and the Ih melting point (calcu-
lated using quantum free energy calculations) for q-TIP4P/F is 251 K (just 22 K lower
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than experiment). In regards to calculating vibrational contributions to free energy val-
ues, the PBE functional is known to give a poor reproduction of vibrational frequencies in
hydrogen-bonded clusters, specifically (H2O)n (n=2-6); comparison of harmonic frequencies
determined with PBE to CCSD(T) benchmarks shows that PBE vibrational frequencies can
be in error by an average of 100 cm−1 (and even up to 500 cm−1).40 The q-TIP4P/F model
has been found to demonstrate errors of up to 100 cm−1 for some vibrational bands for
H2O6
41, although the vibrational spectrum of liquid water is specifically tuned to give good
agreement with experiment in q-TIP4P/F21 and the anharmonic vibrational component of
this model has been found to be essential in reproducing isotopic fractionation ratios.29
Finally, it is also important to note that the simulations on the q-TIP4P/F potential per-
formed here yield the exact classical and quantum-mechanical free energy values (within
statistical error), fully accounting for explicit correlation between all water molecules, as
well as explicit correlation between the molecular configuration and the unit cell; in the case
of VSCF-type calculations, used in combination with DFT calculations out of computa-
tional necessity, intermode-coupling is captured in a mean-field or perturbative treatment,42
providing a further point of contrast between our work and previous DFT-based calculations.
Altogether, our simulations, along with the comments about anharmonicity and inter-
action models above, suggest that other phenomena are at play in stabilising Ih over Ic; in
particular, our results predict that NQE play an important role too. To help understand
why, Fig. 2(A) shows the different contributions to the free energy difference between Ih
and Ic. Here, it is clear that the free energy change on moving from classical mechanics to a
quantum-mechanical description of the nuclei predominantly accounts for stabilisation of Ih,
resulting in a stabilisation of around 30 J/mol on top of the ∼10 J/mol found in our classical
simulations. Furthermore, the different intermolecular and intramolecular contributions to
the quantum-to-classical free-energy change can also be separated in our q-TIP4P/F simu-
lations; these results, shown in Fig. 2(B), clearly demonstrate that the stabilisation upon
including NQEs comes from the intermolecular interaction terms. In other words, NQEs
induce changes in the Ih and Ic structures such that intermolecular interactions in Ih are
preferentially stabilised relative to Ic.
Some initial insights into the role of NQEs in modifying the relative intermolecular inter-
action energies of Ih and Ic can be understood by considering the molecular geometries of the
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FIG. 2: (A) Major contributions to free energy differences between Ih and Ic; the Debye
crystal contribution and classical TI term go into calculating the classical free energy; addition
of the quantum-classical (QC) TI term leads to the calculated quantum free energy. (B) The
QC TI difference contribution can be broken down into contributions from the intermolecular
and intramolecular energy; the most important contribution is from changes the intermolecular
term.
3. The classical molecular simulation results (Fig. 3, upper panels) show that there are small
but definite differences in the geometry of water molecules in Ih and Ic. In the intramolecular
part of the O-H RDF, the difference distribution (calculated in all cases as f(Ih) − f(Ic))
shows that there is a very slight shift to smaller O-H bond-lengths in Ih, although we find
that the net effect on the average bond-lengths is similar in magnitude to the associated
error bars in the calculation. In the case of the molecular H-O-H bond-angle distribution,
the characteristic shape of the difference distribution for the classical simulation shows that
the bond angle distribution for Ic shifts probability from lower to higher bond angles when
compared to Ih.
Now consider the same results but from quantum simulations accounting for NQEs (lower
panels, Fig. 3); the difference distributions are markedly different from those found in clas-
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sical simulations. In particular, we find that differences in the O-H bond lengths, the H-O-H
intramolecular bond angles and the molecular dipole moments are all effectively “washed
out” by NQEs. This arises because of the well-known effect of NQEs on intermolecular
hydrogen-bonding, which tends to be weakened by the inclusion of ZPE.21,27,43 However,
because the classical bond-angle distributions are different for Ih and Ic, this indicates that
the change in the intramolecular energy on going from classical to quantum-mechanical sim-
ulations will also be different; this effect is observed in Fig. 2, where it is found that the
change in the intramolecular free energy contribution for Ih is greater than that in Ic, as
suggested by the differing behaviour of the bond angle distributions.
This effect carries through to the molecular dipole moment, which depends on both the
O-H bond length and the H-O-H bond angle. The fact that the molecular dipole difference
distribution is identical in shape and symmetry to the bond angle difference distribution
indicates that changes in the bond angle are responsible for changes in the dipole distribution.
Reflecting the angular distribution, the dipole distribution suggests a very slight shift to
larger dipole moments in Ic relative to Ih. Given that the molecular dipole moment is a
representative guide of intermolecular interaction strength in models such as q-TIP4P/F,
these results that the flexibility of the q-TIP4P/F model allows a very slight strengthening
of instantaneous intermolecular interactions in Ic compared to that observed in Ih. This
intermolecular interaction strengthening effect again appears to be “washed out” when NQEs
are included in the simulations, suggesting that the difference in free energy apparent in Fig.
2 is driven more through destabilization of Ic, rather than stabilization of Ih.
The impact on the intermolecular energies upon including NQEs can be more clearly
visualized by mapping interactions between different dimers in the Ih and Ic structures, as
in Fig. 4. Here, 5 × 106 water dimer configurations were extracted from either classical or
quantum PIMD simulations. In the case of PIMD simulations, the atomic coordinates of a
single ring-polymer bead were extracted; due to the cyclic invariance of the ring-polymer,
the actual identity of the chosen bead does not matter. For each dimer, the intermolec-
ular interaction energy was calculated; Figs. 4(A) and 4(B) show the quantum-classical
difference between these distributions for Ih and Ic, respectively, plotted as a function of
O-O distance and energy. We note that, because q-TIP4P/F uses an intermolecular pair
potential, the interaction energy between a pair of dimers calculated in vacuum is the same


























































FIG. 3: Calculated O-H RDFs (left column), H-O-H bond-angle distributions (centre col-
umn) and molecular dipole momentum distribution (right column) determined in classical
simulations (top row) and quantum (path-integral) simulations (bottom row). In each case,
the distributions are shown for Ih and Ic. The difference between these two is also illustrated;
in the case of the bond-angle and dipole distributions, the difference distribution is scaled by
a factor of 100 for clarity.
In the case of Ic, these plots reveal that the changes in the intermolecular interactions upon
quantization are quite small; the difference distribution appears to be reasonably featureless
across the sampled range. However, in the case of Ih, there are clear features which suggest
changes in the intermolecular interaction energy distribution within both the short-range
and long-range dimer pairs. This complexity of interaction strengths is clearly evident in
Fig. 4(A), where a strong pattern of changes in dimer interaction strengths is observed at
distances of 5-6 Å. These distances correspond to second-nearest-neighbour water molecules
and beyond. In seeking to rationalize where these changes come from, it is natural to consider
the impact of NQEs on radial distribution functions (RDFs), as shown for H-H distances in
Figs. 4(C) and (D). As has been pointed out by Needs et al, the Ih and Ic structures have
different local hydrogen-bonding motifs as characterised by the presence of ‘chair’ and ‘boat’
conformations, which can give rise to distinct H-H RDFs for these structures beyond the
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first coordination shell. This is evident in Fig. 4(C) where the classical RDFs have some
differences in structure which can be attributed to the presence of distinct ‘chair’ and ‘boat’
forms (for example, Fig. 4(C) can be compared to Fig. 11 in reference 41); specifically, Ih
comprises ‘chair’ and ‘boat’ hexagonal structures, whereas Ic comprises exclusively ‘chair’
structures. Upon inclusion of NQEs, these structural distinctions are largely washed away
in both Ih and Ic; as a result, the dimer difference distributions of Fig. 4(A) and (B) are less
related to whole-scale changes in structure, and are instead a consequence of small changes
in hydrogen-bonding interactions which necessarily propagate through the crystal structure
to preserve the ice rules. Our results thus lead us to speculate that the differing responses of
‘chair’ and ‘boat’ arrangements upon inclusion of NQEs gives rise to the observed difference
in Fig. 4(A), and ultimately contribute significantly to the energy difference between Ih
and Ic. Specifically, at least for the proton orderings which we have averaged over in our
simulations, there is a suggestion that ‘boat’ hexamers may be preferentially stabilised in
Ih; identifying exactly how this effect arises is a subject for future work.
To summarize, we have shown that (at least for the proton disordered configurations con-
sidered here) the empirical q-TIP4P/F water model predicts that NQEs stabilize Ih relative
to Ic by around 30 J mol, and we have also sought to break down this stabilization effect
into contributions from intramolecular geometry changes and intermolecular interactions.
This has proven to be non-trivial, notably because of the fact that these two factors are in-
terconnected, as noted in much previous work investigating ‘competing quantum effects’.21
As a final point, during preparation of this manuscript we became aware of a study which
has similarly investigated the influence of NQEs on the relative stability of Ic and Ih.
33 In this
recent work, the authors combined DFT and sampling on machine-learned PESs to calculate
the relative free energy of Ic and Ih. It is interesting to note that both our simulations (using
an empirical force-field) and these other related simulations (using a DFT-based PES) reach
similar conclusions regarding the important role of NQEs, while the observed trends in both
empirical force-field simulations and DFT-based simulations give us some confidence in the
reliability of q-TIP4P/F in these simulations. Together, these studies provide convincing
evidence that subtle NQEs can lead to interesting phenomenon observed in macroscopic
observables such as phase stability.
13
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FIG. 4: (A) Quantum-Classical difference in dimer interaction energy distributions in Ih. (B)
Quantum-Classical difference in dimer interaction energy distributions in Ic. (C) H-H radial
distribution functions from classical simulations of Ih and Ic. (D) H-H radial distribution
functions from quantum (PIMD) simulations of Ih and Ic.
IV. CONCLUSIONS
Overall, our simulation results suggest that NQEs play an important role in stabilising Ih
relative to Ic, and contribute to the observation that bulk ice observed under typical atmo-
spheric conditions is exclusively Ih. Our results suggest that changes to the intramolecular
bond angle and dipole distributions upon quantization lead to destabilization of Ic; in ad-
dition, we have also shown how the related changes in hydrogen bonding lead to shifts in
the relative energy of Ih and Ic such that Ihis stabilized. However, due to the complexity of
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hydrogen-bonding patterns throughout the Ih and Ic structures, it is not straightforward to
disentangle these two effects, or to decipher how changes to the hydrogen bonding network
propagate through the structures; these investigations are left for ongoing work. Overall,
our simulations add to the increasingly evidenced picture that NQEs play an important
yet subtle in modifying molecular geometries and intermolecular interactions in liquids and
solids.
SUPPLEMENTARY MATERIAL
Supplementary information, outlining the q-TIP4P/F interaction model, simulation details,
free energy calculation methods and error estimates, is available online.
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