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Abstract
In which is developed a new form of superselection sectors of topological origin.
By that it is meant a new investigation that includes several extensions of the tradi-
tional framework of Doplicher, Haag and Roberts in local quantum theories. At first
we generalize the notion of representations of nets of C∗–algebras, then we provide
a brand new view on selection criteria by adopting one with a strong topological
flavour. We prove that it is coherent with the older point of view, hence a clue to a
genuine extension. In this light, we extend Roberts’ cohomological analysis to the
case where 1–cocycles bear non trivial unitary representations of the fundamental
group of the spacetime, equivalently of its Cauchy surface in case of global hyper-
bolicity. A crucial tool is a notion of group von Neumann algebras generated by
the 1–cocycles evaluated on loops over fixed regions. One proves that these group
von Neumann algebras are localized at the bounded region where loops start and
end and to be factorial of finite type I. All that amounts to a new invariant, in a
topological sense, which can be defined as the dimension of the factor. We prove
that any 1–cocycle can be factorized into a part that contains only the charge con-
tent and another where only the topological information is stored. This second part
resembles much what in literature are known as geometric phases. Indeed, by the
very geometrical origin of the 1–cocycles that we discuss in the paper, they are es-
sential tools in the theory of net bundles, and the topological part is related to their
holonomy content. At the end we prove the existence of net representations.
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1 Introduction
A large class of effects in physics can be explained using the features and language of
topology. Starting from those due to non-trivial topology of configuration spaces in
classical and quantum physics, one also finds intriguing topological effects in general
relativity and quantum field theory. To name just a few of the most interesting ones
we recall the Ehrenberg-Siday-Aharonov-Bohm effect [21, 1] in quantum mechanics and
its generalization named Pancharatnam-Berry phase [43, 7], or its classical counterpart
called Hannay’s angle [29], the Jahn-Teller effect [33], Wheeler’s geons [58] and the
Casimir effects [15].
The aim of the present paper is to trace the route for a rigorous attack to the de-
pendence on topology of certain structures in quantum field theory. In particular, we
aim at a complete model independent description, at least in a preliminary case where
the topological effects under interest are those related to specific topological features
of spacetimes. The language is that of local quantum theory [28, 9] (otherwise called
algebraic quantum field theory) where, as it is well known, one finds the best understand-
ing about the nature and properties of structural properties of quantum field theories.
The proper setting is that related to the prominent case of superselection sectors where
charged quantum numbers find their definition as attributes associated to unitary equiv-
alence classes of representations of the net of local observable algebras satisfying certain
selection conditions.
The traditional analysis of such selection criteria – and associated equivalence classes
of representations thereof – goes mainly by the names of Doplicher, Haag, and Roberts
[18]. They worked out the structure of charges localizable into bounded regions, whilst
it is due to Buchholz and Fredenhagen [13] the study of charges that can be localized in
unbounded regions, i.e. spacelike cones. All that was done for quantum field theories on
Minkowski spacetime in dimensions d ≥ 3. Other groups of researchers have been able
to follow the same route in various directions, especially in the direction of conformal
quantum field theory in two dimensions, and besides the crucial results of Fredenhagen,
Rehren and Schroer [24], the main success was obtained by Kawahigashi and Longo in
[34], where they have been able to completely classify theories with central charge less
than one.
The authors of the present paper have recently put forward an analysis of the struc-
ture of superselection sectors [12] that provides a new perspective both by the adopted
techniques and in the fact that superselection theory is now applicable to the larger set-
ting of locally covariant quantum field theories [11]. The obtained results confirm that
sectors of the kind that Doplicher, Haag and Roberts studied long ago find their most
natural position in the locally covariant framework. In fact, we can associate with any
4-dimensional globally hyperbolic spacetime a unique, symmetric, tensorial C∗–category
(that possesses conjugates in case of finite statistics) and that to any isometric embed-
ding between such spacetimes the previous categories can be contravariantly related as
to guarantee that charges are preserved under the embedding.
The local covariance of sectors comes from the analysis of 1–cocycles associated
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with the Roberts’ cohomology of posets [45, 46, 47, 48, 53] that carry a trivial unitary
representation of the fundamental group of the spacetime.
It is natural to try to understand the kind of 1–cocycles that carry a non-trivial
unitary representation and to see whether one can associate with them a different kind
of superselection sector and charge, now attributable to the possible non-trivial topology
of the spacetime. The main results of the following analysis show that this is indeed
possible and fruitful.
We have now a clear relation between topological properties of a spacetime and
structural properties of 1–cocycles carrying non-trivial representations of the fundamen-
tal group of the spacetime. The analysis that follows, however, is not yet casted into
a locally covariant form, although our initial aim was into that direction. We will be
working on a fixed, but otherwise arbitrary, 4-dimensional globally hyperbolic spacetime.
We hope to return elsewhere to the locally covariant analysis, and consider this paper
as the third one of the announced series in [12].
The main ingredients are the following: first, a generalization of the usual notion
of representations of a net of local algebras, something that we termed “unitary net
representations;” secondly, the association of this new notion with a 1–cocycle, in the
sense of Roberts’ cohomology of posets; thirdly, a new selection criterion that generalizes
that of Doplicher, Haag and Roberts, for the sake of attributing a non-trivial dependence
on the spacetime topology to the superselection sectors so defined; fourthly, one defines
a von Neumann algebra which is the group algebra generated by a 1–cocycle evaluated
on all loops over a fixed bounded region, as a starting and ending point, and proves that
this algebra is localized, i.e. it is a subalgebra of the von Neumann algebra of the net
that is localized in the chosen region. This last ingredient is the key structural element
of the analysis that follows. It allows us to attribute to each 1–cocycle generating its
own group von Neumann algebra a new invariant, called “topological dimension,” that
resembles much, and has similar properties of a charge quantum number, and carries
non-trivial informations about the topology of the spacetime.
Furthermore, we prove that any 1–cocycle can be splitted into a part that carry only
information on the charge content of the sector and a part that carry the topological
information of spacetime. This last resembles much what we cited at the beginning as
geometric phases. For more on that see also Section 7, where we also prove the existence
of net representations.
Abstract as they are, one would like to have concrete examples of constructions of
this non-Abelian kind of geometric phases. A recent work, done by one of the authors
in collaboration with Franceschini and Moretti [8], provides a first explicit example of a
1–cocycle induced by the non-trivial topology of spacetime in the simple case of massive
bosonic quantum field theory on the 2-dimensional Einstein cylinder.
A further glance at models may indicates other situations where our analysis may
apply. For instance, in cosmology one looks for visible effects of the non-trivial topology
of spacetimes by searching for additional images in the sky of the same galaxy, due to
the possible presence of a cosmic string. Besides that, we mention also that there is a
large class of physically meaningful multiply connected spacetimes. These spacetimes
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are a class of Friedmann-Lamaˆıtre models, solutions of the Einstein equations which are
used as cosmological models (see [36, 55]).
We finally point the reader to a recent interesting paper by Morchio and Strocchi
[40] where, in the case of quantum mechanics on manifolds, they describe a classification
of topological effects in close analogy to our results. Also, papers by Do¨bner et alt. [17]
and Landsman [37], have a similar flavour.
The paper has been structured in such a way to mantain a decent ratio between size
and completeness, hence many results are presented into the simplest form that we could
think of. We refer the reader to [38, 19, 53, 12] for a deeper introduction to some of the
mathematical notions that we use.
2 The category of net representations
We introduce the notion of net representations for nets of C∗–algebras. We analyze in
particular the class of unitary net representations pointing out their topological content.
The importance of this new notion resides in the fact that a new class of superselection
sectors induced by the topology of spacetimes is described in terms of net representations
(see next sections). We shall use the tool of cohomology of posets to make explicit the
topological information carried by net representations. Within this section we shall also
discuss, very briefly, preliminary informations on the simplicial set associated with a
poset and the first degree of its cohomology. Details can be found in [48, 53, 12, 50].
Let K be a poset with order relation ≤. We consider the simplicial set Σ∗(K) of
singular simplices associated with K. We use the standard symbols ∂i and σi to denote
the face and degeneracy maps, and denote the compositions ∂i∂j , σiσj respectively by ∂ij
and σij . We pass now to a brief definition of the set Σn(K) of n–simplices. A 0–simplex
is just an element of K. Inductively, for n ≥ 1, and n–simplex x is formed by n + 1,
(n − 1)–simplices ∂0x, . . . , ∂nx and by an element of the poset |x|, called the support
of x, such that |∂ix| ≤ |x| for i = 0, . . . , n. We shall denote 0–simplices either by a or
by o, 1–simplices by b, and 2–simplices by c. Given a 1–simplex b the reverse b is the
1–simplex having the same support as b and such that ∂0b = ∂1b, ∂1b = ∂0b.
Composing 1–simplices one gets paths. A path p is a finite ordered set of 1–simplices
bn ∗ · · · ∗ b1 satisfying the relations ∂0bi−1 = ∂1bi for i = 2, . . . , n. We define the 0–
simplices ∂1p
.
= ∂1b1 and ∂0p
.
= ∂0bn and call them, respectively, the starting and the
ending point of p. The support of a path is defined as the union of the supports of the
1–simplices by which it is composed. By p : a→ a˜ we mean a path starting from a and
ending at a˜. The reverse of p is the path p : a˜→ a defined by p
.
= b1 ∗ · · · ∗ bn. If q is a
path from a˜ to aˆ, then we can define, in an obvious way, the composition q ∗ p : a→ aˆ.
The poset K is said to be pathwise connected whenever for any pair a,a˜ of 0–simplices
there is a path from a to a˜.
Let p = bn ∗ · · · ∗ b1 be a path. An elementary deformation of p consists in replacing
a 1–simplex ∂1c of the path by the pair ∂0c ∗ ∂2c, where c ∈ Σ2(K), or conversely in
replacing a consecutive pair ∂0c∗∂2c by a single 1–simplex ∂1c. Two paths with the same
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endpoints are homotopic if they can be obtained from one another by a finite sequence
of elementary deformations. Homotopy defines an equivalence relation ∼ on the set of
paths with the same endpoints which is compatible with reverse and composition. The
first homotopy group of the poset π1(K,a), with base point a, is the quotient of the
set LoopsK(a) of all paths p : a → a in K with respect to the homotopy equivalence
relation. If K is pathwise connected the first homotopy group does not depend, up to
isomorphism, on the base point. The isomorphism class is the fundamental group π1(K)
of the poset and we will say that K is simply connected whenever the fundamental group
is trivial.
We conclude this introductive part with two remarks. First, we recall that if K is
upward directed, namely if for any a1, a2 ∈ K there is a3 ∈ K with a1, a2 ≤ a3, then it
is pathwise and simply connected. Secondly, let M be a topological space and consider
a basis of its topology formed by open arcwise and simply-connected open sets of M . If
K is a poset formed by the elements of this basis with the inclusion order relation ⊆,
then π1(M) = π1(K).
We now turn to the definition of net representations. From now on we fix a poset
K and assume that it is pathwise connected. A net of C∗–algebras AK on a poset K is
given by the following data: there is mapping a 7→ A(a) from K to unital C∗–algebras;
for any pair a˜, a ∈ K with a˜ ≤ a, there is an injective ∗–morphism aa˜ : A(a˜) → A(a).
The morphisms aa˜ are called inclusion morphisms. These morphisms are required to
satisfy the following coherence property
aa˜ a˜aˆ = aaˆ , aˆ ≤ a˜ ≤ a . (2.1)
A net representation of AK is a pair {π, ψ}, where π denotes a function that associates
a representation πa of A(a) on a Hilbert space H
pi
a with any a ∈ K; ψ denotes a function
that associates an injective linear operator ψaa˜ : H
pi
a˜ →H
pi
a with any pair a, a˜ ∈ K, with
a˜ ≤ a. The functions π and ψ are required to satisfy the following relations
ψaa˜ πa˜ = πa aa˜ ψaa˜ , a˜ ≤ a , and ψaa˜ ψa˜aˆ = ψaaˆ , aˆ ≤ a˜ ≤ a . (2.2)
An intertwiner from {π, ψ} to {ρ, φ} is a function T associating a bounded linear oper-
ator Ta : H
pi
a →H
ρ
a with any a ∈ K, and satisfying the relations
Ta πa = ρa Ta , and Ta ψaa˜ = φaa˜ Ta˜ , a˜ ≤ a . (2.3)
We denote the set of intertwiners from {π, ψ} to {ρ, φ} by the symbol
(
{π, ψ}, {ρ, φ}),
and say that the net representations are unitarily equivalent if they have a unitary
intertwiner T , that is, Ta is a unitary operator for any a.
The definition of net representation is suggested by the theory of bundles over posets
[50]. There is, in fact, an underlying structure of a net bundle and, as we shall point
out, some results on net representations are analogous to those of net bundles. The
contact point resides in the defining properties of the function ψ, which are the same
as the net structure of a net bundle. However, net representations already appeared
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in the literature of algebraic quantum field theory, although not in this general form.
They have been considered by Buchholz, Haag and Roberts in an unpublished paper.1
Fredenhagen and Haag encountered this class of representations in the reconstruction of
a theory from its germs [23]. An argument used in that paper allows us to show how
net representations arise. We call a net state a function ω associating a state ωa of A(a)
with any a ∈ K, and which is compatible with the inclusion morphisms, i.e.,
ωa jaa˜ = ωa˜ , a˜ ≤ a . (2.4)
Given a net state ω, denote the GNS–construction of ωa by {πa,Ha,Ωa}, and define
ψaa˜ πa˜(A)Ωa˜
.
= πa(aa˜(A))Ωa , a˜ ≤ a . (2.5)
By using (2.4), we have that ψaa˜ : Ha˜ →Ha is an isometry. Furthermore, it is a routine
calculation to check that ψaa˜πa˜ = πaaa˜ψaa˜ for any a˜ ≤ a. Finally observe that, by the
defining equation of ψ and by (2.1) we have
ψaa˜ ψa˜aˆ πaˆ(A)Ωaˆ = ψaa˜ πa˜(aa˜(A))Ωa˜ = πa(aa˜ a˜aˆ(A))Ωa
= πa(aaˆ(A))Ωa = ψaaˆ πaˆ(A)Ωaˆ
for any aˆ ≤ a˜ ≤ a and A ∈ A(aˆ), and this implies that ψaa˜ ψa˜aˆ = ψaaˆ. So the pair {π, ψ}
is a net representation.
In the present paper we are interested in unitary net representations. A net represen-
tation {π, ψ} is said to be unitary whenever ψaa˜ is a unitary operator for any a˜ ≤ a. An
interesting feature is that, since K is pathwise connected, any unitary net representation
is equivalent to a unitary net representation on a fixed Hilbert space. The argument is
the same as that used to prove that any net bundle has a standard fibre (see [50, Propo-
sition 4.5]). Since the operators ψaa˜ are unitary, by a standard argument, one defines a
unitary operator Va from a fixed Hilbert space H to H
pi
a for any a ∈ K. Afterwards one
defines
ρa
.
= V ∗a πa Va , a ∈ K , φaa˜
.
= V ∗a ψaa˜ Va˜ , a˜ ≤ a .
The pair {ρ, ψ} is a unitary net representation on the Hilbert space H; the function
V : K ∋ a → Va defines a unitary intertwiner from {ρ, φ} to {π, ψ}. From now on we
will consider only unitary net representations in a fixed Hilbert space.
We denote by Repnet(A) the set of unitary net representations of A and by the
same symbol the category having unitary net representations of A as objects and the
corresponding intertwiners as arrows. We call this one the category of unitary net repre-
sentations of A. If the target of an arrow T is equal to the source of S, the composition
S · T is defined by (S · T )a = Sa Ta for any a ∈ K. The identity arrow 1{pi,ψ} is
(1{pi,ψ})a = 1Hpi for any a. Furthermore, Rep
net(A) is a C∗–category. The adjoint ∗ is
defined as the identity on objects, while on arrows T it is defined as (T ∗)a = T
∗
a for any
a. Finally, given an arrow T , then ‖T‖
.
= supa∈K ‖Ta‖ is a norm which makes Rep
net(A)
a C∗–category. Note that by (2.3), since K is pathwise connected, ‖Ta‖ is constant.
1Private communication by J. E. Roberts.
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We now use the cohomology of posets to make explicit the topological content of
unitary net representations. We give only a brief introduction of this topic and refer the
reader to the papers quoted at the beginning for details. Consider a Hilbert space H. A
1–cocycle z of the poset K, with values in B(H), is a function z : Σ1(K) ∋ b → z(b) ∈
B(H) of unitary operators of H satisfying the equation
z(∂0c) z(∂2c) = z(∂1c) , c ∈ Σ2(K) . (2.6)
The trivial 1–cocycle ı is defined by ı(b) = 1H for any 1–simplex b. A 1–cocycle is a
1–coboundary if there is a function v : Σ0(K) ∋ a → va ∈ B(H) of unitary operators
such that z(b) = v∗∂0b v∂1b for any 1–simplex b. We denote the set of 1–cocycles by
Z1(K,B(H)). Given a pair z, z˜ of 1–cocycles an intertwiner t from z to z˜ is a function
t : Σ0(K) ∋ a→ ta ∈ B(H) satisfying
t∂0b z(b) = z˜(b) t∂1b , b ∈ Σ1(K) . (2.7)
We denote the set of intertwiners from z to z˜ by (z, z˜). The category of 1–cocycles is
the category whose objects are 1–cocycles and whose arrows are the corresponding set of
intertwiners. We denote this category by the same symbol Z1(K,B(H)) as that used to
denote the corresponding set of objects. This is a C∗−category: composition of arrows
and the adjoint are defined in the same way as in Repnet(AK) (see [47, 53] for details).
Two 1–cocycles z, z˜ are unitarily equivalent if there exists a unitary arrow t ∈ (z, z˜).
Observe that any 1–coboundary is unitarily equivalent to the trivial 1–cocycle ı.
We extend a 1–cocycle z from 1–simplices to paths by setting
z(p)
.
= z(bn) · · · z(b2) z(b1) , p = bn ∗ · · · ∗ b1 .
It is easily seen that z(p) = z(p)∗ for any path p, and if p and q are homotopic then
z(p) = z(q) (homotopic invariance). These properties imply that any 1–cocycle defines a
unitary representation, denoted by z, in H of the fundamental group of the poset. Using
this result the topological content of a unitary net representations is easily analyzed.
Indeed, given a unitary net representation {π, ψ}, define
ζpi(b)
.
= ψ∗|b|,∂0b ψ|b|,∂1b , b ∈ Σ1(K) . (2.8)
One can check that ζpi is a 1–cocycle of K with values in the group of unitary operators
of Hpi ([50]). This 1–cocycle defines a representation of the fundamental group of the
poset. Thus, we say that a net representation {π, φ} is topologically trivial whenever ζpi
is a 1–coboundary. Thus, if K is simply connected then any unitary net representation
is topologically trivial.
Lemma 2.1. Assume that {π, ψ} and {ρ, φ} are unitarily equivalent. Then the corre-
sponding 1–cocycles ζpi and ζρ are equivalent.
8
Proof. Let W ∈ ({π, ψ}, {ρ, φ}) be unitary. Then
W∂0b ζ
pi(b) =W∂0b ψ
∗
|b|,∂0b
ψ|b|,∂1b = (ψ|b|,∂0bW
∗
∂0b
)∗ ψ|b|,∂1b
= (W ∗|b| φ|b|,∂0b)
∗ ψ|b|,∂1b = φ
∗
|b|,∂0b
W|b| ψ|b|,∂1b
= ζρ(b)W∂1b .
Hence W ∈ (ζpi, ζρ) and this proves the assertion.
Thus, equivalent unitary net representation have the same topological content (the
converse, in general, does not hold as we will see at the end of this section).
Lemma 2.2. Let {π, ψ} be a topologically trivial unitary net representation. Then {π, ψ}
is equivalent to a unitary net representation of the form {ρ,1}.
Proof. Since ζpi is a 1–coboundary there exists a family of unitary operatorsWa : H → H
such that ζpi(b) =W∂0b
∗W∂1b. For any 0–simplex a, define ρa(A)
.
=Wa πa(A)Wa
∗, with
A ∈ A(a). It is clear that Waπa = ρaWa. Moreover, Wa ψa,a˜ = W
a ζpi(a; a, a˜) =
Wa˜, where (a; a, a˜) is the 1–simplex whose support is a, and whose 0– and 1–face are
respectively a and a˜. This completes the proof.
A unitary net representation can be easily defined starting from a representation χ
of the fundamental group of K with values in the complex number C. It is shown in [53]
that there is a 1–cocycle, associated with χ. We maintain the symbol χ to denote this
1–cocycle and define (see the previous proof for notation)
ψχa˜a
.
= χ(a˜; a˜, a) , a ≤ a˜ . (2.9)
Consider now a topologically trivial net representation {π,1}. Since ψχ takes values in
the complex numbers, the pair {π, ψχ} is a unitary net representation (note that {π, ψχ}
and {π,1} are not equivalent because of Lemma 2.1). So, if the fundamental group of
the poset is Abelian, then there are topologically non-trivial unitary net representations
(clearly if the net is not trivial). For the non-Abelian case, topologically non-trivial
examples, which are of interest for the theory of superselection sectors, will be given in
Section 7. Finally, note that the above example shows that there are non equivalent
unitary net representations whose 1–cocycles are equivalent.
We conclude this section with some observations.
(1) A net is nothing but a precosheaf. By reverting the arrows, the results of this
section apply also to the duals, i.e. to presheaves, either of C∗–algebras or of groups.
Briefly, given a presheaf over a poset, if we have a presheaf representation on a Hilbert
space whose restriction morphisms are implemented by unitary operators satisfying re-
lations corresponding to (2.2), then the presheaf representation carries a representation
of the fundamental group of the poset. Proceeding as done for net representations, one
gets a 1–cocycle of the dual poset K◦ (the poset having the same elements as K with
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opposite order relation). However, as shown in [50], the fundamental group of K is
isomorphic to that of K◦.
(2) The notion of representation of a net of C∗–algebras, usually considered in the
applications to quantum fields theory (see for instance [30, 18, 13, 26, 53, 12]), corre-
sponds, in our framework, to a topologically trivial net representation. To see this note
that, in the cited papers, by a representation of a net AK it is meant a function π asso-
ciating to any a ∈ K a representation of A(a) in a fixed Hilbert space Hpi, and such that
πa aa˜ = πa˜ for any a˜ ≤ a. An intertwiner S from a representation π to a representation
ρ, is a bounded linear operator S : Hpi → Hρ such that Sπa = ρaS for any a ∈ K.
Now, it is clear that a representation is a unitary net representation of the form {π,1}.
Moreover, if T is an intertwiner from {π,1} to {ρ,1}, then, according to (2.3), we have
Ta = Ta˜ for any a˜ ≤ a. Since K is pathwise connected, we have Ta = Taˆ for any pair
a, aˆ. So T is constant. This shows that our definition is indeed a generalization, and
in particular that the category of representations is equivalent to the full subcategory
of Repnet(AK) whose net representations are topologically trivial. We will denote this
category by Repnett (AK).
(3) Carpi, Longo and Kawahigashi have considered representations of net over the
covering spaces of S1 [14]. We think that unitary net representations are of the same
nature of those considered by them. We prefer however not to explore this topic in the
present paper.
3 Charged sectors induced by topology
In [18], Doplicher, Haag and Roberts were able to select a class of superselection sectors
of the observable net which manifest a covariant charge structure. These sectors, known
as DHR–sectors, are representations of the observable net, in Minkowski spacetime,
which are sharp excitations of the vacuum representation. This feature has been used
to extend the notion of a DHR–sector to curved spacetimes [26]. In 4–dimensional
globally hyperbolic spacetimes, DHR–sectors have a charge structure [26, 48, 53], which
is generally covariant [12]. It is now clear that these sectors are not induced by the
topology of spacetimes since they are associated with representations of the observable
net which are, in the terminology introduced in the present paper, topologically trivial.
In this section, by taking into account unitary net representations, we try to check
whether they lead to genuine superselection structures. We start by discussing aspects
of the causal structure of globally hyperbolic spacetimes, introduce the observable net,
and the reference unitary net representation of the theory. The definition of sharply
localized unitary net representations concludes the section. For simplicity, from now on
by a net representation we will always mean a unitary net representation.
3.1 The observable net
We start by discussing some aspects of the causal structure of globally hyperbolic space-
times. The focus is on the set of diamonds, the class of regions that we will use as
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indices of the observable net. Standard properties of globally hyperbolic spacetimes can
be found [22, 4, 42, 54, 57]. Some advanced aspects can be found in [5, 6, 39].
Consider a 4–dimensional connected globally hyperbolic spacetime M . The causal
disjointness relation is a symmetric binary relation ⊥ defined on subsets ofM as follows:
o ⊥ o˜ ⇐⇒ o ⊆M \ J(o) , (3.1)
where J denotes the causal set of o. The causal complement of a set o is the open
set o⊥
.
= M \ cl(J(o)). An open set o is causally complete whenever o = o⊥⊥. Now,
the observable net over the spacetime M is a correspondence from open sets of the
spacetime to the observables localized within these regions. In general not all the open
sets are suited for this scope, since one needs a family of sets which fits very well both the
topological and the causal properties ofM . Moreover, additional conditions are imposed
by the study of the observable nets derived from models of quantum fields [56, 52]. A
family of sets that satisfies all these requirements is the set K(M) of diamonds of M
[53]. A diamond of M is a subset o of M such that there is a spacelike Cauchy surface
C, a chart (U, φ) of C, and an open ball B of R3 such that
o = D(φ−1(B)) , cl(B) ⊂ φ(U) ⊂ R3 , (3.2)
where D(φ−1(B)) is the domain of dependence of φ−1(B), and such that cl(o) is compact.
We will say that o is based on C and call φ−1(B) the base of o. It turns out that, a
diamond is an open, relatively compact, connected and simply connected subset of M .
Any diamond o is causally complete, and the causal complement o⊥ is connected. The
set of diamonds K(M) of M is a base for the topology of M . Some technical properties
of diamonds are shown in Appendix B. Notice that our present definition of diamonds
differs, by the request of compactness of the closure, from the original one in [53]. The
results provided there and in [12] do not change after restriction to this smaller class.
We call a subspacetime of M any globally hyperbolic open connected subset of M .
Diamonds and their causal complements are examples of subspacetimes of M . Another
example is the causal puncture x⊥ in a point x ∈ M . This is nothing but the causal
complement of the point x. Now, it is an easy consequence [12] of a powerful result on
the deformation of Cauchy surfaces [6], that
K(N) = {o ∈ K(M) : cl(o) ⊂ N} , (3.3)
for any subspacetime N of M .
We now move toward the definition of the observable net, and consider the poset
formed by the set of diamonds of M ordered under inclusion ⊆. Some topological
information of the spacetime can be deduced from the poset K(M). First of all, the
poset K(M) is pathwise connected since M is connected. Secondly, the first homotopy
group of K(M) is isomorphic to the first homotopy group of M . Furthermore, recall
that if a poset is upward directed, then it is simply connected (see Section 2). Thus
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K(M) is not upward directed, when M is not simply connected. The same happens
when M has compact Cauchy surfaces.
The observable net in the Minkowski spacetime is defined according to the Haag-
Kastler axioms [30] (see also [28]). A generalization to a 4–dimensional globally hyper-
bolic spacetime M has been provided in [26]. The observable net AK(M) is defined as a
correspondence
o 7→ A(o) , (3.4)
associating with any diamond o of M a unital C∗-algebra A(o) representing the algebra
generated by all the observables localized within o, and satisfying the isotony relation
o ⊆ o˜ ⇒ A(o) ⊆ A(o˜) . (3.5)
Isotony implies that the observable net is a net of C∗–algebras over the poset K(M).
Now, the Haag-Kastler axioms include the Einstein’s causality principle, saying that
observables localized in causally disjoint (spacelike separated) regions must commute.
However, when the indices of the observable net is a non-upward directed poset this prin-
ciple cannot be fully implemented. Recall that K(M) fails to be upward directed when
the spacetime is not simply connected or when it has compact Cauchy surfaces. Follow-
ing [26], we restore this principle to the level of net representations of the observable
net. A net representation {π, ψ} of AK(M) is said to be causal whenever
o ⊥ o˜ ⇒ πo(A(o)) ⊆ πo˜(A(o˜))
′, (3.6)
where the prime stands for the commutant of the algebra.
3.2 Sharply localized net representations: a selection criterion
We start by introducing the reference net representation. This net representation, that
turns out to be a DHR–like representation because of the request of topological triviality,
shall play for the theory the same roˆle as the vacuum one in Minkowski spacetime. We
conclude by giving the definition of net representations which are a sharp excitation of
the reference one.
As a reference net representation of the observable net we consider a faithful, causal
and topologically trivial net representation in an infinite separable complex Hilbert space
H0. Thus, according to Lemma 2.2, we take a net representation of AK(M) of the form
{ι,1}. Moreover, let RK(M) be the net of von Neumann algebras
o 7→ R(o) ,
where R(o)
.
= ιo(A(o))
′′, that is, the observable net in the reference representation. Note
that because of causality if o ⊥ o˜ then R(o) ⊆ R(o˜)′. Then, we require that RK(M)
satisfies the following properties.
Irreducibility : C1 = ∩{R(o)′ | o ∈ K(M)};
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Outer regularity : R(o) = ∩{R(o˜) | cl(o) ⊂ o˜};
Borchers property : given o ∈ K(M) and a non-zero orthogonal projection E ∈ R(o),
for any o˜ with cl(o) ⊂ o˜ there exists an isometry V ∈ R(o˜) such that V V ∗ = E;
Punctured Haag duality : given a point x ∈M there holds
R(o) = ∩
{
R(o˜)′ : o˜ ∈ K(M), o˜ ⊥ o, cl(o˜) ⊥ {x}
}
,
for any o ∈ K(M) with cl(o) ⊥ {x}.
Apart from the explicit request of topological triviality and outer regularity, the refer-
ence representation is defined in the same way as in [53]. Outer regularity, in particular,
enters the theory only at one point, namely at the equivalence between sharply local-
ized representations and net cohomology (see Appendix A). We stress that physically
meaningful examples of representations satisfying the defining properties of the reference
representation are the representations of a free scalar field which satisfy the microlocal
spectrum condition [56, 52], a generalization to globally hyperbolic spacetimes of the
spectrum condition [10, 44].
As a consequence of the above assumptions (see [53]) the net RK(M) satisfies Haag
duality, i.e., R(a) = ∩
{
R(a˜)′ : a˜ ⊥ a}, for any a ∈ K(M); and it is locally definite,
i.e., C1 = ∩{R(o) : x ∈ o} for any x ∈ M . Punctured Haag duality can be better
understood by looking at the restriction of the theory to the causal punctures of the
spacetime (see Section 3.1). Let RK(x⊥) be the net obtained by restricting RK(M) to the
set of diamonds K(x⊥) with x ∈M . Then RK(x⊥) is an irreducible net satisfying Haag
duality. We recall that the restriction to the causal punctures was the key idea for the
understanding of the charge structure of DHR-sectors on globally hyperbolic spacetimes,
mainly because the point x plays for the set K(x⊥) the same roˆle as the spacelike infinity
in Minkowski spacetime.
The purpose now is to generalize the criterion, used in [26, 53] to select DHR-sectors,
to net representations. DHR-sectors are topologically trivial net representations {π,1}
of AK(M) which are a sharp excitation of the reference, in symbols
π ↾ o⊥ ∼= ι ↾ o⊥, (3.7)
for any o ∈ K(M). This means that for any o there is a unitary operator Uo : Hpi →H
such that Uo πa = ιa U
o for any a ⊥ o. This definition does not work if one takes
into account net representations which are not topologically trivial. In fact assume that
{π, ψ} is topologically non-trivial. If {π, ψ} were equivalent to {ι,1} on o⊥, by Lemma
2.1 the 1–cocycle ζpi would be trivial on o⊥ and this leads to a contradiction. Indeed, let
ℓ be a loop of K(M) over a 0–simplex whose closure is contained in o⊥. By Corollary
B.7 ℓ is homotopic to a loop ℓ′ whose support has closure contained in o⊥. Then by
homotopic invariance of 1–cocycles ζpi(ℓ) = ζpi(ℓ′) = 0. Hence ζpi should be trivial on
K(M).
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This observation suggests how to modify (3.7): we shall require that the above
criterion is satisfied only in restriction to simply connected subspacetimes of M (see
Section 3.1). To be precise, we say that a causal net representation {π, ψ} is a sharp
excitation of the reference one, if for any o ∈ K(M) and for any simply connected
subspacetime N of M , such that cl(o) ⊂ N , there holds
{π, ψ} ↾ o⊥ ∩N ∼= {ι,1} ↾ o⊥ ∩N . (3.8)
This amounts to saying that there is a family WNo
.
= {WNoa : cl(a) ⊂ N, a ⊥ o} of
unitary operators from Hpi to H0 such that
1. WNoa πa = ιaW
No
a ;
2. WNoa ψaa˜ =W
No
a˜ for any a˜ ⊆ a ;
3. WNo =WN
′o for any simply connected subspacetime N ′ with N ⊆ N ′.
These three equations represent the selection criterion. Observe that while equations
1 and 2 derive from (3.8) and from the definition of equivalent net representations,
equation 3 does not. The latter equation is a compatibility request.
Our next aim is to prove that this criterion is indeed a generalization of (3.7). Con-
sider a causal representation of the form {π,1} satisfying the above selection criterion.
Given o and N as above, since N is pathwise connected then WNoa is constant, i.e. in-
dependent of a (see the first observation at the end of Section 2). So we can rewrite it
as WNo. By the third equation of the selection criterion we have
WN
′o =WNo =W N˜o , N ⊆ N ′ ∩ N˜ .
This observation and, once again, pathwise connectedness of M implies that WNo is
independent of the region N . So we have obtained the DHR notion of sharp excitation
for topologically trivial representations.
Denote the set of representations satisfying the selection criterion by SC(AK(M)),
and consider the C∗–subcategory of Repnet(AK(M)) whose set of objects is SC(AK(M)).
We denote this category by the same symbol SC(AK(M)) used to denote the correspond-
ing set of objects. We denote the full C∗–subcategory of SC(AK(M)) whose objects are
topologically trivial net representations by SCt(AK(M)). Because of the Borchers prop-
erty, a routine calculation shows that these two categories are closed under direct sums
and subobjects. Unitary equivalence classes of irreducible objects of SC(AK(M)) are
the superselection sectors of the theory, and the analysis of their charge structure and
topological content will be our scope from now on. Note that the superselection sectors
of the subcategory SCt(AK(M)) are the DHR-sectors analyzed in [53].
4 Net cohomology and the localization of the fundamental
group
The category of the net representations satisfying the selection criterion admits an equiv-
alent description in terms of the net cohomology of the poset K(M) with values in the
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observable net. In the present section we prove a property of net cohomology which is
at the base of this equivalence, the localization of the fundamental group, i.e., the rep-
resentation of the first homotopy group defined by a 1–cocycle is localized. As we shall
see in the following, this property is the key for understanding both charge structure
and topological content of superselection sectors.
Consider the observable net in the reference representation RK(M), and denote the
category of 1–cocycles of the poset K(M) with values in the net RK(M) by Z
1(RK(M)).
This is the C∗–subcategory of Z1(K(M),B(H0)) whose objects z and whose arrows
t ∈ (z, zˆ) satisfy the locality condition, i.e.,
z(b) ∈ R(|b|) , b ∈ Σ1(K(M)) , (4.1)
and
ta ∈ R(a) , a ∈ Σ0(K(M)) . (4.2)
Now, as any 1–cocycle defines a representation of the fundamental group of the poset
K(M), we denote the full C∗–subcategory of Z1(RK(M)) whose objects are trivial rep-
resentations of the fundamental group by Z1t (RK(M)). Sometimes we shall refer to the
elements of Z1t (RK(M)) as topologically trivial 1–cocycles. Note that topologically trivial
1–cocycles are nothing but that 1–coboundaries in Z1(K(M),B(H0)).
Before diving further into the deep sea of net cohomology, some words of explanation
are in order. As pointed out in Section 3.1, the set of indices of the observable net in a
globally hyperbolic spacetime is non-directed under inclusion when the spacetime either
is multiply connected or has compact Cauchy surfaces. In such situations it is not
possible to define the C∗–algebra of all local observables, i.e., the C∗-inductive limit.
This does not happen in Minkowski spacetime where there is a canonical choice of the
set of indices, the set of double cones, which is directed under inclusion. This fact reflects
in the way how DHR-sectors have been analyzed in these two situations. A key step
of DHR analysis was the understanding that all the information of sectors is encoded
in a unique Hilbert space: that one related to the vacuum. The category of DHR-
sectors in Minkowski spacetime turns out to be equivalent to the category of localized
and transportable endomorphisms of the algebra of all local observables defined in the
vacuum representation [18]. In globally hyperbolic spacetimes DHR-sectors are still
encoded in the vacuum Hilbert space (the reference) but in a different form. There is a
notion of localized and transportable endomorphisms of the observable net defined in the
vacumm representation, but the corresponding category is not equivalent to the category
of DHR-sectors anymore when the set of indices is non-directed under inclusion [26]. The
functor from the latter to the former category is not full, and it is not clear how to define
the functor in the opposite direction. However, as pointed out by Roberts, in Minkowski
spacetime DHR-sectors can be equivalently described in terms of the operators that in
DHR analysis play the roˆle of charge transporters: 1–cocycles of double cones taking
values in the observable net defined in the vacuum representation [45, 47]. As shown in
[26], this equivalence maintains in arbitrary globally hyperbolic spacetimes: the category
SCt(AK(M)) is equivalent to the category Z
1
t (RK(M)) (see also [53]). Analyzing the
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category Z1t (RK(M)), the charge structure and the general covariance of DHR-sectors
have been understood [26, 48, 53, 12].
Our first step for understanding sectors introduced in the present paper according to
the selection criterion (3.8) consists in proving that the category SC(AK(M)) is equiv-
alent to Z1(RK(M)). However, in this case, we have to pay attention, since non trivial
topological objects are involved. To begin with, we show the property of net cohomology
which underlies this equivalence.
Let π1(K(M), a) be the first homotopy group of the poset K(M) based on the 0–
simplex a. Given a 1–cocycle z of Z1(RK(M)), we call the von Neumann algebra defined
by
Rz(M,a)
.
= {z(ℓ) : ℓ ∈ LoopsK(M)(a)}
′′, (4.3)
the group algebra associated with z, where the double prime stands for the bicommutant.
The next theorem, to which we shall refer as the localization of the fundamental group,
asserts that this von Neumann algebra is localized.
Theorem 4.1. Given z ∈ Z1(RK(M)), the following assertions hold :
(i) z(ℓ) ∈ R(a), ∀ℓ ∈ LoopsK(M)(a);
(ii) Rz(M,a) ⊆ R(a) .
Proof. Note that if we prove that z(ℓ) ∈ R(o)′ for any diamond o such that o ⊥ a, then
Haag duality implies that z(ℓ) ∈ R(a). To this end, observe that if o ⊥ a then, by
Corollary B.7, the loop ℓ is homotopic to a loop ℓ1 whose support
2 is contained in the
causal complement of o. By homotopic invariance of 1–cocycles we have z(ℓ) = z(ℓ1) ∈
R(o)′ completing the proof.
In [26] it was proved that any 1–cocycle z of Z1t (RK(M)) satisfies the following local-
ization properties: First, given a path p, then
z(p) ∈ R(o)′, o ⊥ ∂p , (4.4)
where ∂p denotes the boundary of the path, i.e., ∂p = {∂0p, ∂1p}; secondly, let p, q be
paths with ∂0p = ∂0q, and let o be a diamond such that ∂1p, ∂1q ⊥ o, then
z(p)Az(p)∗ = z(q)Az(q)∗, A ∈ R(o) . (4.5)
Thanks to the localization of the fundamental group we now are able to prove that these
properties hold in full generality.
Corollary 4.2. Any 1–cocycle of Z1(RK(M)) satisfies (4.4) and (4.5).
2The support of a path is the union of the supports of the 1–simplices that form the path.
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Proof. Let us prove (4.4). As the causal complement of o is pathwise connected, there
is a path q with ∂q = ∂p and |q| ⊥ o. Observe that q ∗ p is a loop whose endpoint, say
a, is causally disjoint from o. Since z(q ∗ p) ∈ R(a) because of Theorem 4.1, we have
z(p)A = z(q) z(q ∗ p)A = z(q)Az(q ∗ p) = Az(q) z(q ∗ p) = Az(p), for any A ∈ R(o)
and this proves relation (4.4).
Let p, q and o be as in (4.5). As q ∗ p satisfies, with respect to o, the hypotheses
of (4.4), we have z(p)Az(p)∗ = z(q) z(q ∗ p)Az(q ∗ p)∗ z(q)∗ = z(q)Az(q)∗, for any
A ∈ R(o).
Now, the first application of this corollary is the crucial equivalence between sharply
localized net representations and net cohomology.
Theorem 4.3. SC(AK(M)) and Z
1(RK(M)) are equivalent categories.
We prefer to postpone the, rather technical, proof of this equivalence in Appendix.
We only point out that the functors that define the equivalence are an extension of the
functors that define the equivalence between SCt(AK(M)) and Z
1
t (RK(M)). On these
grounds the superselection sectors are described by the unitary equivalence classes of
the irreducible objects of the category Z1(RK(M)). So from now on, the analysis of
superselection sectors will be carried out on Z1(RK(M)).
Corollary 4.2 applies also to the analysis of the charge structure of superselection
sectors which is the subject of the next section.
5 Charge Structure
The purpose of the present section is to show that the superselection sectors previously
introduced manifest a charge structure. As observed in the previous section, this analysis
will be performed on the category Z1(RK(M)). At this point it is worth recalling that the
charge structure of topologically trivial cocycles has been completely understood: the
C∗–category Z1t (RK(M)) has a tensor product, a permutation symmetry and a conjuga-
tion. This amounts to saying that the quantum numbers, i.e., the labels of sectors, have
a composition law, a particle-antiparticle symmetry and an additional number saying
that a sector has either the para-Bose or the para-Fermi statistics.
The study of the category Z1t (RK(M)) resembles a standard argument of differential
geometry. One first restricts the attention to the causal punctures of the spacetimes,
namely to the categories Z1t (RK(x⊥)). The advantage is that in these regions the point
x has properties similar to the spacelike infinite in the Minkowski space. So one can
prove the existence of a tensor product, permutation symmetry, left inverses and conju-
gated object in Z1t (RK(x⊥)) for any point x. Then, one observes that for 1–cocycle z of
Z1t (RK(M)) the local definitions, i.e. on the causal punctures, of tensor product, permu-
tation symmetry and conjugated objects can be glued together to form the corresponding
global notions.
It is now important to note that most of the constructions made for Z1t (RK(M)),
the tensor product, the permutation symmetry and the conjugation do not involve the
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topological triviality of 1–cocycles directly but rather relations (4.4) and (4.5). Thus,
by Corollary 4.2, these constructions can be straightforwardly applied to Z1(RK(M)).
Only one point of that analysis cannot be extended to the general case: the proof of the
existence of left inverses (and consequently the definition of statistics) because it relies
on the fullness of the restriction functor from Z1t (RK(M)) to Z
1
t (RK(x⊥)), a property that
does not hold for general 1–cocycles. However, although we will not prove the existence
of left inverses for all the objects of Z1(RK(M)) we will be able to define objects with
finite statistics via a detour.
We assume that the reader is familiar with symmetric tensor C∗–categories and
related notions. Two references for this topic are [19, 38]. Other references whose focus
is on the theory of superselection sectors are [47, 3, 48, 32].
5.1 DHR-like endomorphisms
Any 1–cocycle defines a class of endomorphisms that are localized and transportable in
the same sense of those used in DHR analysis, but live on a presheaf associated with the
observable net. Although these endomorphisms do not contain all the information about
superselection sectors (see Remark 5.2), they enter the definitions of tensor product,
permutation symmetry and conjugation.
Given a diamond o, the algebra of its causal complement is the C∗-algebra R⊥(o)
generated by all the algebras R(a) with a ⊥ o. The presheaf R⊥
K(M) associated with the
observable net is the correspondence o→ R⊥(o).
Consider a 1–cocycle z of Z1(RK(M)). Fix a 0–simplex o, and let a be a 0–simplex
such that a ⊥ o. Define
yza(o)(A)
.
= z(p)Az(p)∗ , A ∈ R⊥(a) , (5.1)
where p is path with ∂1p ⊆ a and ∂0p = o. By (4.4) and (4.5) this definition does not
depend on the path chosen p and on the choice of the starting point ∂1p. Therefore
yza˜(o) ↾ R
⊥(a) = yza(o) , a˜ ⊆ a . (5.2)
Fix a point x of the spacetime M . Since K is a base for the topology of M , the
collection of 0–simplices K(x)
.
= {a˜ : x ∈ a˜} is downward directed. The stalk in a point
x can be seen either as the C∗-inductive limit of the system R⊥(o) with o ∈ K(x) or as
the C∗−algebra generated by the algebras R(o) for any o in K(x⊥).
Then, by property (5.2), the collection
yzx(o)
.
= {yza(o) | a ∈ K(x)} , o ∈ K(x
⊥) , (5.3)
is extendible to a morphism of the stalk R⊥(x).
Lemma 5.1. On the premises outlined before, we have that yzx(o) is an endomorphism
of R⊥(x) satisfying the following properties:
(i) yzx(o) ↾ R(o˜) = idR(o˜) for any o˜ ∈ K(x
⊥) with o˜ ⊥ o ;
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(ii) z(p) yzx(∂1p) = y
z
x(∂0p) z(p) for any path p in K(x
⊥);
(iii) to y
z(o) = yz1(o) to, with t ∈ (z, z1);
(iv) yz(o)(R(o˜)) ⊆ R(o˜) for any o˜ ∈ K(x⊥) with o ⊆ o˜ .
The proof of these properties is the same as the proof of [53, Lemma 4.5]. We
only observe that the first three properties are a consequence of the localization of the
fundamental group (Properties (4.4) and (4.5)). Property (iv) derives from property (i)
and from punctured Haag duality, because the restriction of RK(M) to K(x
⊥) satisfies
Haag duality (see Section 3.2).
Remark 5.2. The family {yzx(o) | o ∈ K(x
⊥)} of endomorphisms of R⊥(x) are localized
(i) and transportable (ii) in the same sense of DHR analysis. So, using the interpretation
given in DHR analysis we may think of yzx(o) as a charge localized within the diamond
o and the 1–cocycle z as the transporter of these charges. As said at the beginning of
this section, these endomorphisms do not contain all the information of superselection
sectors. Among the various difficulties, the simplest one is to observe that if z is an
irreducible object but carries a non-trivial representation of the fundamental group then,
by property (ii) of Lemma 5.1, the corresponding endomorphism is not irreducible.
We finally point out two useful relations. The first one, an obvious consequence of
(5.2), says that
yzx(o) ↾ R
⊥(a) = yzx˜(o) ↾ R
⊥(a) , (5.4)
where x, x˜ ∈ a and o ∈ K(x⊥) ∩K(x˜⊥). This, in turn, implies that
yzx(o)(z(p)) = y
z
x˜(o)(z(p)) , (5.5)
for any pair x, x˜ of points and any path p such that |p| ⊆ K(x⊥) ∩ K(x˜⊥). The proof
of these two properties is given in [53] where they are called gluing conditions, because
they allow to extend cocycles and arrows defined on causal punctures over all K(M).
5.2 Tensor structure
Thanks to the localization of the fundamental group, we shall define the tensor product
and the permutation symmetry in Z1(RK(M)) by the same formulas as those used to
define the corresponding notions in Z1t (RK(M)) [53]. In that paper these formulas are
first defined on the causal punctures and after extended globally by the gluing conditions.
For brevity we shall give directly the global definitions. Clearly, most of the proofs are
omitted, with some exceptions because they need modifications from the original ones.
We start by introducing a preliminary definition. Given z, z1 ∈ Z
1(RK(M)) and
t ∈ (z, z1), s ∈ (z2, z3), define
z(p)×x z1(q)
.
= z(p) yzx(∂1p)(z1(q)) , p, q paths in K(x
⊥) ,
ta ×x sa˜
.
= ta y
z
x(a)(sa˜) , a ∈ Σ0(K(x
⊥)) .
(5.6)
19
As a consequence of properties (ii) and (iii) of localized transportable endomorphisms
(see Lemma 5.1) we have
z(p ∗ pˆ)×xz1(q ∗ qˆ) = z(p)×xz1(q) z(pˆ)×xz1(qˆ) , (5.7)
and
t∂0p×xs∂0q z(p)×xz1(q) = z2(p)×xz3(q) t∂1p×xs∂1q , (5.8)
(cfr. [53, Lemma 4.6]). Furthermore we have the following
Lemma 5.3. Given a pair of paths p, q of K(x⊥). Then
z(p)×x z1(q) = z1(q)×x z(p) ,
whenever ∂ip ⊥ ∂iq for i = 0, 1.
Proof. There are in K(x⊥) two paths p1 = bjn ∗ · · · ∗ bj1 and q1 = bkn ∗ · · · ∗ bk1 such that
|bji | ⊥ |bki | for i = 1, . . . , n and ∂p1 = ∂p, ∂q1 = ∂q, see [53, Section 3.2.1]. For these
paths we have z(p1)×x z1(q1) = z1(q1)×x z1(p1) (cfr. [53, Lemma 4.8]). Using this and
(5.7) we have
z(p)×x z1(q) = z(p1)×x z1(q1) z(p1 ∗ p)×x z1(q1 ∗ q)
= z1(q1)×x z(p1) z1(q1 ∗ q)×x z(p1 ∗ p)
= z1(q)× z(p) ,
where we have used the fact that
z(p1 ∗ p)×x z1(q1 ∗ q) = z(p1 ∗ p) z1(q1 ∗ q) = z1(q1 ∗ q) z(p1 ∗ p) = z1(q1 ∗ q)×x z(p1 ∗ p) ,
because z(p1 ∗ p) ∈ R(∂1p), z1(q1 ∗ q) ∈ R(∂1q), ∂1p ⊥ ∂1q, and property (i) of localized
and transportable endomorphisms of stalks.
The tensor product is a particular case of the expressions (5.6). Given z, z1 ∈
Z1(RK(M)) and t, s arrows of Z
1(RK(M)) define
(z ⊗ z1)(b)
.
= z(b) ×x z1(b) , b ∈ Σ1(K(M)) ,
(t⊗ s)a
.
= ta ×x˜ sa , a ∈ Σ0(K(M)) ,
(5.9)
where x and x˜ are points of M such that x ⊥ cl(|b|) and x˜ ⊥ cl(a). One first observes
that these definitions behave as a tensor product when restricted to the causal puncture
K(x⊥) of M in x. Afterwards one observes that by (5.5) the definitions are independent
of the choice of the point ([53, Proposition 4.7 and Lemma 4.17]).
The following lemma characterizes the morphism of stalks associated with the tensor
product of two 1–cocycles.
Lemma 5.4. Let z, z˜ ∈ Z1(RK(M)). Then y
z⊗z1
x (o) = y
z
x(o)y
z1
x (o), for any o ∈ K(x
⊥).
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Proof. Let a be a 0–simplex in K(x) (see Section 5.2) such that cl(a) ⊥ o. Let p be a
path in K(x⊥) such that cl(∂1p) ⊂ a and ∂0p = o. Take A ∈ R
⊥(a). According to the
definition (5.3) we have
yz⊗z1x (o)(A) = y
z⊗z1
a (o)(A)
= (z ⊗ z1)(p)A (z ⊗ z1)(p)
∗
= (z(p)×x z1(p)
)
A
(
z(p)×x z1(p)
)∗
=
(
z(p) yzx(∂1p)(z1(p))
)
A
(
z(p) yzx(∂1p)(z1(p))
)∗
= z(p) z(q) z1(p) z(q)
∗ A
(
z(p) z(q) z1(p) z(q)
∗
)∗
,
where q is a path in K(x⊥) such that ∂0q = ∂1p and cl(∂1q) ⊂ a and ∂1q ⊥ ∂1p.
3
Applying (4.4) we have z(q)∗Az(q) = A; thus
yz⊗z1x (o)(A) = z(p) z(q) z1(p)A(z(p) z(q) z1(p))
∗
= z(p ∗ q) z1(p)A (z(p ∗ q) z1(p))
∗
= z(p ∗ q) yz1x (o)(A) z(p ∗ q)
∗
= yzx(o)
(
yz1x (o)(A)
)
,
where we have used the relation yz1x (o)(A) ∈ R
⊥(a) which is a consequence of property
(iv) of localized and transportable endomorphisms of stalks.
The permutation symmetry ε is defined, for any pair z, z1 in Z
1(RK(M)), by
ε(z, z1)a
.
= z1(q)
∗ ×x z(p)
∗ z(p)×x z1(q) , a ∈ Σ0(K(M)) , (5.10)
where x is any point ofM with x ⊥ cl(a), and p, q are two paths of K(x⊥) with ∂0p ⊥ ∂0q
and ∂1p = ∂1q = a. Once again one restricts the attention to the causal punctures. First
one observes that the above definition does not depend on the choice of the paths p and
q, and shows ε is indeed a symmetry in restriction to the causal punctures. Afterwards,
one checks that the above definition does not depend on the choice of the point x (see
[53]). A useful relation for analyzing the topological content of 1–cocycles is provided in
the following lemma.
Lemma 5.5. Given o and x ∈M with cl(o) ⊥ x, then
ε(z, z1)o z(ℓ)×x z1(ℓ
′) = z1(ℓ
′)×x z(ℓ) ε(z, z1)o ,
where ℓ, ℓ′ ∈ LoopsK(x⊥)(o).
3Note that such a path exists since cl(∂1p) ⊂ a, by Lemma B.5, there are two diamonds o1 and o2
such that cl(o2) ⊂ a and cl(o1) ⊥ cl(∂1p). So we can take q to be the 1–simplex whose support is o2, the
1–face is o2, and the 0–face is ∂1p.
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Proof. Consider a point x and two paths p and q as in the definition of ε. By (5.7) we
have
ε(z, z1)o z(ℓ)×x z1(ℓ
′) = z1(q)
∗×xz(p)
∗ z(p)×xz1(q) z(ℓ)×xz1(ℓ
′)
= z1(q)
∗×xz(p)
∗ z(p ∗ ℓ)×xz1(q ∗ ℓ
′)
= z1(ℓ
′)z1(q ∗ ℓ
′)∗×xz(ℓ)z(p ∗ ℓ)
∗ z(p ∗ ℓ)×x z1(q ∗ ℓ
′)
= z1(ℓ
′)×xz(ℓ) z1(q ∗ ℓ
′)∗×xz(p ∗ ℓ)
∗ z(p ∗ ℓ)×xz1(q ∗ ℓ
′)
= z1(ℓ
′)×x z(ℓ) ε(z, z1)o
because p ∗ ℓ and q ∗ ℓ′ are paths satisfying the definition of ε.
Note that if we take in this lemma ℓ′ as the trivial loop, i.e., ℓ′ = σ0o then ε(z, z1)o z(ℓ) =
yz1x (o)(z(ℓ)) ε(z, z1)o. Since the unitaries z(ℓ) generate the algebra R
z(M,o) and since
yz1x (o) is normal on this algebra we have
A = ε(z1, z)o y
z1
x (o)(A) ε(z, z1)o , A ∈ R
z(M,o) , (5.11)
with o ∈ K(x⊥).
5.3 Statistics and Conjugation
Our purpose now is to identify the objects of Z1(RK(M)) having conjugates. The first
step will be to understand what are the objects with finite statistics. To reach this
goal we shall not follow the traditional way, rather we shall identify a C∗–subcategory
Z˜1(RK(M)) closed under tensor product, direct sums, subobjects and having left inverses,
and containing all the simple objects of Z1(RK(M)). Within this category we shall define
the objects with finite statistics in a same way as in DHR analysis. Afterwards, we prove
that any object with finite statistics has conjugates.
We recall that a left inverse φ of an object z of a tensor C∗–category is a family of
linear mappings φz1,z2 : (z⊗z1, z⊗z2)→ (z1, z2), for pair any z1, z2 of objects, satisfying
the following relations: given X ∈ (z ⊗ z1, z ⊗ z2), then
φz1⊗z˜,z2⊗z˜(X ⊗ 1z˜) = φz1,z2(X)⊗ 1z˜ ,
φz′,z′′(1z ⊗ S ·X · 1z ⊗R) = S · φz1,z2(X) ·R , S ∈ (z2, z
′′) , R ∈ (z1, z
′) .
A left inverse of z is said to be positive whenever, for any object z˜, φz˜,z˜ sends positive
elements of (z⊗ z˜, z⊗ z˜) in to positive elements of (z˜, z˜); normalized whenever φι,ι(1z) =
1ι. A positive left inverse φ of z is said to be faithful whenever, for any object z˜,
φz˜,z˜(X) 6= 0 for any positive and non-zero element X of (z ⊗ z˜, z ⊗ z˜).
From now on, by a left inverse we will always mean a positive and normalized left
inverse.
An object u ∈ Z1(RK(M)) is said to be simple whenever
ε(u, u) = χ(u) · 1u⊗u , where χ(u) ∈ {1,−1} . (5.12)
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If u is simple, it turns out that yux(o) : R
⊥(x) → R⊥(x) is an automorphism for any
o ∈ Σ0(K(x
⊥)) (cfr. [53, Proposition 4.12, Theorem 4.22]). If we denote the inverse of
yux(o) by y
u
x(o)
−1 it is easily seen that
φz1,z2(t)o
.
= yux(o)
−1(to) , t ∈ (u⊗ z1 , u⊗ z2) , (5.13)
where x is a point of M causally disjoint from the closure of o, is a faithful left inverse
of u. So any simple object of Z1(RK(M)) has faithful left inverses.
Denote by Z˜1(RK(M)) the full C
∗–subcategory of Z1(RK(M)) whose objects have
faithful left inverses. By applying formulas (A.1) (A.2) and (A.3) in [51], it easily
follows that this category is closed under tensor product, direct sum, subobjects and
equivalence. Furthermore, this category is not trivial. In fact, as observed above, any
simple object of Z1(RK(M)) belongs to this category.
Since the category Z˜1(RK(M)) has left inverses and since it is closed under tensor
product, direct sums and subobjects, it is possible to apply the mathematical machinery
of DHR analysis to define and classify the objects with finite statistics (see references
quoted at the beginning of Section 5). An object z of Z˜1(RK(M)) has finite statistics if
it admits a standard left inverse φ, that is
φz,z(ε(z, z))
2 = c · 1z , c > 0 .
Let Z1(RK(M))f be the full C
∗–subcategory of Z˜1(RK(M)) whose objects with finite
statistics. Then, Z1(RK(M))f is closed under tensor product, direct sum and subob-
jects. Any object of this category is a finite direct sum of irreducible objects with finite
statistics. Given an irreducible object z of Z1(RK(M))f and a left inverse φ, then
φz,z(ε(z, z)) = λ(z) · 1z ,
where λ(z) is an invariant of the equivalence class of z, called the statistics parameter,
and it is the product of two invariants:
λ(z) = κ(z) · d(z)−1 where κ(z) ∈ {1,−1} , d(z) ∈ N .
The possible statistics of z are classified by the statistical phase κ(z) distinguishing para-
Bose (1) and para-Fermi (−1) statistics and by the statistical dimension d(z) giving the
order of the para-statistics. Ordinary Bose and Fermi statistics correspond to d(z) = 1.
In a symmetric tensor C∗-category an object z has conjugates if there exists an object
z and a pair of arrows r ∈ (ι, z ⊗ z) and r ∈ (ι, z ⊗ z) satisfying the conjugate equations
r∗ ⊗ 1z · 1z ⊗ r = 1z , r
∗ ⊗ 1z · 1z ⊗ r = 1z . (5.14)
It is a well known fact that if an object has conjugates, then it has a faithful left inverse
and finite statistics. So any object of z having conjugates belongs to Z1(RK(M))f . We
now show that any object of this category has conjugates. To this end it is enough to
prove that simple objects have conjugates. So, consider a simple object u. Define
u(b)
.
= yux(∂0b)
−1(u(b)∗) , b ∈ Σ1(K(M)) , (5.15)
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for some x with x ⊥ cl(|b|). Again, one first observe that the definition is independent of
the choice of the point x. Finally, one checks that (u⊗u)(b) = 1 and that (u⊗u)(b) = 1.
So, if we take r = r = 1, then r and r satisfy the conjugate equations for u and u, cfr.[53].
Then, the above observation leads to the following conclusion.
Theorem 5.6. Any object of Z1(RK(M))f has conjugates.
6 The topological content
The twofold information contained in 1–cocycles, the charge and the topological content,
can be splitted. We shall see that any 1–cocycle z can be written as a suitable com-
position (the join) of two 1–cocycles: the charge component 〈z〉, a topologically trivial
1–cocycle having the same charge quantum numbers as z; the topological component
χz, a 1–cocycle that carries the same representation of the fundamental group of M as
z but it does not take values in the observable net. This decomposition holds for any
1–cocycle of Z1(RK(M)). When we specialize to the finite statistics case, we shall find a
relation between the statistics and the topological content of 1–cocycles. This relation
shall lead us to discover a new invariant: the topological dimension.
In order to decompose 1–cocycles into charge and topological component, we intro-
duce the notion of path-frame which assigns to any 0–simplex a path-coordinate with
respect to a fixed 0–simplex, the pole. To be precise we fix a 0–simplex o, the pole.
For any 0–simplex a, we pick a path p(a,o) from o to a such that p(o,o) is homotopic
to the trivial loop over o, i.e., the degenerate 0–simplex σ0o. We call the collection
Po
.
= {p(a,o) | a ∈ Σ0(K(M))} a path-frame with pole o. The translation of a path-
frame Po is the path-frame Po ∗ o1 whose elements, denoted by p(a,o1), are of the form
p(a,o) ∗ p(o1,o). Note that the translation Po ∗ o1 ∗ o can be identified with Po since they
have homotopic elements.
6.1 Splitting
We now show the splitting of a 1–cocycle into charge and topological component.
Fix a path-frame Po with pole o. Given a 1–cocycle z of Z
1(RK(M)) define
〈z〉(b)
.
= z(p(∂0b,o) ∗ p(∂1b,o)) , b ∈ Σ1(K(M)) . (6.1)
We call 〈z〉 the charge component of z.
It is very easy to see that 〈z〉 is a topologically trivial 1–cocycle, i.e., 〈z〉 ∈ Z1t (RK(M)).
In fact, it follows straightforwardly from the definition that 〈z〉 is a 1–coboundary of
Z1(K(M),B(H0)). Moreover, given a 1–simplex b for any 0–simplex a with |b| ⊥ a by
(4.4) we have 〈z〉(b) ∈ R(a)′. Thus 〈z〉(b) ∈ R(|b|) by Haag duality.
We now show that definition (6.1) is independent, up to equivalence, of the choice
of the path-frame and of the choice of the pole. Given another path-frame Qo define
sa
.
= z(q(a,o) ∗ p(a,o)) for any 0–simplex a. Then
s∂0b z(p(∂0b,o) ∗ p(∂1b,o)) = z(q(∂0b,o) ∗ p(∂1b,o)) = z(q(∂0b,o) ∗ q(∂1b,o)) s∂1b ,
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for any 1–simplex b. Furthermore, since q(a,o) ∗ p(a,o) is a loop over a, then sa ∈ R(a)
because of the localization of the fundamental group. Thus, different choices of path-
frames with the same pole lead to equivalent charge components of z. Now, consider
another pole o1 and the translation Po∗o1 of Po. Since 1–cocycles are homotopic invariant
we have
z(p(∂0b,o) ∗ p(∂1b,o)) = z(p(∂0b,o1) ∗ p(∂1b,o1)) , (6.2)
because the paths p(∂0b,o) ∗p(∂1b,o) and p(∂0b,o) ∗p(o,o1) ∗p(o,o1) ∗p(∂1b,o) = p(∂0b,o1) ∗p(∂1b,o1)
are homotopic. This completes the proof of our claim.
We now go deep inside the relation between z and its charge component. We fix a
path-frame Po. The first important observation is that the morphisms of stalks associated
with z and 〈z〉 are equal. According to (5.3) and (5.1), it is enough to see that given a
path q and a 0–simplex a, with |q| ⊥ a, and A ∈ R(a), then
z(q)Az(q)∗ = z(p(∂0q,o) ∗ p(∂1q,o))Az(p(∂0q,o) ∗ p(∂1q,o))
∗ = 〈z〉(q)A 〈z〉(q)∗ ,
where we have applied (4.5) since the paths q and p(∂0q,o) ∗p(∂1q,o) satisfy the hypotheses
of that relation.
Lemma 6.1. The mapping Pc : Z
1(RK(M)) → Z
1
t (RK(M)), which sends an object z to
its charged component 〈z〉, with respect to a fixed path-frame Po, and acts as the identity
on arrows t→ t, defines a faithful and symmetric, covariant ∗-functor.
Proof. It is easily seen that Pc a faithful and covariant
∗–functor. We only observe that
if t ∈ (z, z1), then
t∂0b 〈z〉(b) = t∂0b z(p(∂0b,o) ∗ p(∂1b,o)) = z1(p(∂0b,o) ∗ p(∂1b,o)) t∂1b = 〈z1〉(b) t∂1b ,
for any 1–simplex b. We now prove that Pc preserves the tensor product. Given a 1–
simplex b, pick x ∈ M such that |b| ∈ K(x⊥). Moreover, pick pole o1 in K(x
⊥). Given
z, z1, and using (6.2) we have
Pc(z ⊗ z1)(b) = 〈z ⊗ z1〉(b)
= z ⊗ z1 (p(∂0b,o) ∗ p(∂1b,o))
= z ⊗ z1 (p(∂0b,o1) ∗ p(∂1b,o1)) ,
where p(a,o1) is the path associated with the translation Po ∗ o1. Since |b|, o1 are in
K(x⊥), there are paths q0 and q2 in K(x
⊥) which are homotopic respectively to p(∂0b,o1)
and p(∂1b,o1) (Corollary B.7). The previous equation and the homotopic invariance of
1–cocycles lead to Pc(z ⊗ z1)(b) = z ⊗ z1(q0 ∗ q1). Finally, by definition of the tensor
product, by (5.7) and by applying again homotopic invariance of 1–cocycles we have
Pc(z ⊗ z1)(b) = z ⊗ z1(q0 ∗ q1) = z(q0 ∗ q1)×x z(q0 ∗ q1)
= z(p(∂0b,o1) ∗ p(∂1b,o1))×x z(p(∂0b,o1) ∗ p(∂1b,o1))
= 〈z〉(b)×x 〈z1〉(b)
= 〈z〉 ⊗ 〈z1〉 (b) ,
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for any 1–simplex b. Note that we have used the fact that z and 〈z〉 define the same
morphisms of stalks, as observed just before this lemma. Finally we prove that ε(z, z) =
ε(〈z〉, 〈z〉). To this end, using the same notation in (5.10), recall that ε(z, z)a does not
depend on the choice of the paths p and q in (5.10). Now the paths p(∂0p,o) ∗ p(a,o) and
p(∂0q,o) ∗ p(a,o) have the same endpoints as p and q respectively. However we cannot
replace in the definition of ε(z, z)a the paths p and q by p(∂0p,o) ∗p(a,o) and p(∂0q,o) ∗p(a,o)
respectively, since the latter do not belong to K(x⊥) in general. However, we note that
by Corollary B.7 (see the observation below the corollary) there are two paths p1 and
q1 lying in K(x
⊥) which are homotopic to p(∂0p,o) ∗ p(a,o) and p(∂0q,o) ∗ p(a,o) respectively.
So we have
ε(z, z)a = z(q)
∗ ×x z(p)
∗ z(p)×x z(q) = z(q1)
∗ ×x z(p1)
∗ z(p1)×x z(q1) .
Observing (5.6) and applying homotopic invariance of 1–cocycles
z(p1)×x z(q1) = z(p1) y
z
x(∂0p1)(z(q1))
= z(p(∂0p,o) ∗ p(a,o)) y
z
x(∂0p1)(z(p(∂0q,o) ∗ p(a,o)))
= 〈z〉(p) yzx(∂0p)(〈z〉(q))
= 〈z〉(p) y〈z〉x (∂0p)(〈z〉(q))
= 〈z〉(p)×x 〈z〉(q) ,
where we have used the identities z(p(∂0p,o) ∗ p(a,o)) = 〈z〉(p) z(p(∂0q,o) ∗ p(a,o)) = 〈z〉(q),
which derive from (6.1), and that z and 〈z〉 define the same endomorphisms of stalks.
Remark 6.2. Two observations on Pc are in order. First, it easily follows from the
definition that Pc is a projection, i.e. PcPc = Pc. Secondly, the functor Pc is not full in
general. In fact, assume that z carries a non-trivial representation of the fundamental
group. Take ℓ a loop over o, define ta
.
= z(p(a,o) ∗ ℓ ∗ p(a,o)) for any a ∈ Σ0(K(M)).
By the localization of the fundamental group ta ∈ R(a) for any 0–simplex. More-
over, t∂0b 〈z〉(b) = z(p(∂0b,o) ∗ ℓ ∗ p(∂0b,o)) z(p(∂0b,o) ∗ p(∂1b,o)) = z(p(∂0b,o)) z(ℓ)z(p(∂1b,o))
= 〈z〉(b) t∂1b. So, t ∈ (〈z〉, 〈z〉), while t 6∈ (z, z) in general.
We now introduce a second 1–cocycle encoding the topological content of z. Fix a
path-frame Po. Define
χz(b)
.
= z(p(∂0b, o) ∗ b ∗ p(∂1b, o)) , b ∈ Σ1(K(M)) . (6.3)
We call χz the topological component of z.
The topological component χz is a 1–cocycle of K(M) taking values in R(o). In fact,
by the localization of the fundamental group, χz takes values in R(o). Moreover
χz(∂0c)χz(∂2c) = z(p(∂00c,o) ∗ ∂0c ∗ p(∂10c,o)) z(p(∂02c,o) ∗ ∂2c ∗ p(∂12c,o))
= z(p(∂01c,o)) z(∂0c) z(p(∂02c,o)) z(p(∂02c,o))z(∂2c)z(p(∂11c,o))
= z(p(∂01c,o)) z(∂1c)z(p(∂11c,o))
= χz(∂1c) ,
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for any 2–simplex c. Hence χz is a 1–cocycle of the category Z
1(K(M),R(o)). We now
observe that z and χz contains the same topological information, namely
χz(ℓ) = z(ℓ) , ℓ ∈ LoopsK(M)(o) (6.4)
In words z and χz define the same representation of the first homotopy group. In fact
assume that ℓ is of the form ℓ = bn ∗ · · · ∗ b1. Then
χz(ℓ) = z(p(∂0bn,o) ∗ bn ∗ p(∂1bn,o)) z(p(∂0bn−1,o) ∗ bn ∗ p(∂1bn−1,o)) · · ·
· · · z(p(∂0b2,o) ∗ b2 ∗ p(∂1b2,o)) z(p(∂0b1,o) ∗ b1 ∗ p(∂1b1,o))
= z(p(∂0bn,o)) z(bn) z(bn−1)z(p(∂1bn−1,o)) · · ·
· · · z(p(∂0b2,o)) z(b2)z(b1) z(p(∂1b1,o))
= z(σ0o) z(ℓ) z(σ0o)
= z(ℓ) .
Note that equation (6.4) says that the representation of the fundamental group carried
by the topological component of a 1–cocycle depends neither on the choice of the path-
frame nor on the choice of the pole.
Remark 6.3. We point out the geometrical meaning of the topological component of a
1–cocycle z of Z1(R(K(M)). We recall that 1–cocycles of a poset taking values in a group
are flat connections of the poset (see [49, 50]). So the topological component χz is a
holonomy of the flat connection z. We also note that the definition of χz is the same as
the definition of the reduced connection in the Ambrose-Singer theorem for posets [49,
Theorem 4.28].
Further informations about the relation between z and its topological and charge
components will be obtained by means of the following embedding theorem.
Theorem 6.4. Given z ∈ Z1(RK(M)), fix a path-frame Po and, for any X ∈ R
z(M,o),
define
̺a(X)
.
= z(p(a,o))X z(p(a,o))
∗ , a ∈ Σ0(K) . (6.5)
Denote the family of mappings X → ̺a(X), a ∈ Σ0(K(M)), by ̺. Then
(i) ̺ : Rz(M,o)→ (〈z〉, 〈z〉) is a injective ∗–morphism;
(ii) ̺ : Z(Rz(M,o))→ (z, z),
where Z(Rz(M,o))
.
= Rz(M,o) ∩Rz(M,o)′, the centre of Rz(M,o).
Proof. Let us start by observing that ̺a(X) ∈ R(a). To this end, let us consider a loop ℓ
over o. Observe that ̺a(z(ℓ)) = z(p(a,o) ∗ℓ∗p(a,o)), and that p(a,o) ∗ℓ∗p(a,o) is a loop over
a. Then ̺a(z(ℓ)) belongs to the von Neumann algebra R
z(M,a). Since the unitaries
z(ℓ) generate Rz(M,o) and since ̺a is, clearly, normal we have ̺a(X) ∈ R
z(M,a). By
Theorem 4.1 we have ̺a(X) ∈ R(a).
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(i) Given a 1–simplex b we have
̺∂0b(X) 〈z〉(b) = z(p(∂0b,o))X z(p(∂0b,o))
∗ z(p(∂0b,o)) z(p(∂1b,o))
∗
= z(p(∂0b,o))X z(p(∂1b,o))
∗
= 〈z〉(b) ̺∂0b(X) .
Thus ̺∂0b(X) ∈ (〈z〉, 〈z〉).
(ii) Assume that X belongs to the centre of Rz(M,o). Given a 1–simplex b we have
̺∂0b(X) z(b) = z(p(∂0b,o))X z(p(∂0b,o))
∗ z(b)
= z(p(∂0b,o))X z(p(∂0b,o) ∗ b ∗ p(∂1b,o)) z(p(∂1b,o))
∗
= z(p(∂0b,o)) z(p(∂0b,o) ∗ b ∗ p(∂1b,o))X z(p(∂1b,o))
∗
= z(b) z(p(∂1b,o))X z(p(∂1b,o))
∗
= z(b) ̺∂0b(X) ,
because p(∂0b,o) ∗ b ∗ p(∂1b,o) is a loop over o.
The first application of Theorem 6.4 derives from the following observation. Given a
1–cocycle z, define (z, z)a
.
= {ta | t ∈ (z, z)} as the component a of the set of intertwiners
of the 1–cocycle. It is easily seen that any component of the algebra of intertwiners is
a von Neumann algebra and that, since the poset is pathwise connected, this algebra
is isomorphic to the full algebra of intertwiners. Now, since, by definition, p(o,o) is
homotopic to σ0o we have ̺(X)o = X for any X ∈ R
z(M,o). Then by Theorem 6.4 we
have
Rz(M,o) ⊆ (〈z〉, 〈z〉)o , (6.6)
Z(Rz(M,o)) ⊆ (z, z)o . (6.7)
The next result is a direct consequence of (6.7).
Corollary 6.5. Let z be a 1–cocycle of Z1(RK(M)). If z is irreducible, then the represen-
tation of π1(M,o) associated with z is a factor representation, i.e., Z(R
z(M,o)) = C1.
6.2 Joining
We learned that a 1–cocycle z splits in a pair (χz, 〈z〉) of 1–cocycles: 〈z〉 is topologically
trivial but contains the charge structure of z (this will be clearly shown in Subsection
6.3); χz encodes the topological content of the z. We now show that two such 1–cocycles
can be joined together to form a 1–cocycle of Z1(RK(M)).
Consider a topologically trivial 1–cocycle z ∈ Z1t (RK(M)), and a 1–cocycle ϕ of the
category Z1
(
K(M),R(o)
)
. We say that ϕ and z are joinable whenever ϕ(b) ∈ (z, z)o for
any 1–simplex b, and define the join of ϕ and z, with respect to a path-frame Po, as
(ϕ ⋊⋉ z)(b)
.
= z(b) z(p(∂1b,o))ϕ(b) z(p(∂1b,o))
∗, b ∈ Σ1(K(M)) . (6.8)
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Our aim is to show that the join ϕ ⋊⋉ z is 1–cocycle of Z1(RK(M)), whose topological
and charge component are equivalent to ϕ and z, respectively, and that any 1–cocycle
of Z1(RK(M)) arises as the join of its topological component and its charge component
(note that, because of (6.6), these are joinable).
We start by showing a property of the join.
Lemma 6.6. Fix a path-frame Po. Let z ∈ Z
1
t (RK(M)) and ϕ ∈ Z
1
(
K(M),R(o)
)
be
joinable. Then
(ϕ ⋊⋉ z)(q) = z(p(∂0q,o))ϕ(q) z(p(∂1q,o))
∗ ,
for any path q.
Proof. We start by observing that a 1–cocycle z is topologically trivial if, and only if,
it is path-independent, that is, z(p) = z(p˜) for any pair p, p˜ of paths with the same
endpoint. With this in mind, note that the above formula holds for paths which are
formed by a single 1–simplex. By induction, assume that the formula holds for paths
formed by n 1–simplices. Let q be a path formed by n 1–simplices and consider the path
q1 = q ∗ b. Then
(ϕ ⋊⋉ z)(q1) = (ϕ ⋊⋉ z)(q) (ϕ ⋊⋉ z)(b)
= z(q) z(p(∂1q,o))ϕ(q) z(p(∂1q,o))
∗ z(b) z(p(∂1b,o))ϕ(b) z(p(∂1b,o))
∗
= z(q) z(p(∂1q,o))ϕ(q) z(p(∂1q,o) ∗ b ∗ p(∂1b,o))ϕ(b) z(p(∂1b,o))
∗
= z(q) z(p(∂1q,o))ϕ(q)ϕ(b) z(p(∂1b,o))
∗
= z(p(∂0q,o))ϕ(q ∗ b) z(p(∂1b,o))
∗
= z(p(∂0q1,o))ϕ(q1) z(p(∂1q1,o))
∗ ,
where we have used topological triviality of z (z gives the same value on paths having
the same endpoints).
Note that as a consequence of the above lemma, the join does not depend on the
choice of the path-frame. This follows directly from the formula in the statement of
Lemma 6.6 and from the topological triviality of the 1–cocycle z.
We now are in a position to prove the main result of this section.
Theorem 6.7. Fix a path-frame Po. Let z ∈ Z
1
t (RK(M)) and ϕ ∈ Z
1
(
K(M),R(o)
)
be
joinable. Then the following assertions hold.
(i) The join ϕ ⋊⋉ z is a 1–cocycle of Z1(RK(M)) whose topological and charge compo-
nents are equivalent to ϕ and z, respectively.
(ii) Any 1–cocycle z of Z1(RK(M)) is the join χz ⋊⋉ 〈z〉, with respect to Po, of its
topological component χz with its charged component 〈z〉.
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Proof. (i) Clearly by Lemma 6.6 the join satisfies the 1–cocycle identity. Moreover ϕ ⋊⋉ z
is localized. In fact take a 1–simplex b which lies in K(x⊥) and let a be a 0–simplex in
K(x⊥) such that a ⊥ |b|. Then
(ϕ ⋊⋉ z)(b)A = z(b) z(p(∂1b,o))ϕ(b) z(p(∂1b,o))
∗A
= z(b) z(p(∂1b,o))ϕ(b) y
z
x(o)(A) z(p(∂1b,o))
∗
= z(b) z(p(∂1b,o)) y
z
x(o)(A)ϕ(b) z(p(∂1b,o))
∗
= z(b) yzx(∂1b)(A) z(p(∂1b,o))ϕ(b) z(p(∂1b,o))
∗
= z(b) yzx(∂1b)(A) z(p(∂1b,o))ϕ(b) z(p(∂1b,o))
∗
= yzx(∂0b)(A) z(b) z(p(∂1b,o))ϕ(b) z(p(∂1b,o))
∗
= A (ϕ ⋊⋉ z)(b) ,
where we have used the properties of localized transportable endomorphisms of stalks
and the fact that χ ∈ (z, z)o. By Haag duality (ϕ ⋊⋉ z)(b) ∈ R(|b|); hence ϕ ⋊⋉ z ∈
Z1(RK(M)). We now prove that the topological component χϕ⋊⋉z is equivalent to ϕ.
First of all, given a loop ℓ = bn ∗ · · · ∗ b1 over o, observe that
χϕ⋊⋉z(ℓ) = (ϕ ⋊⋉ z)(ℓ)
= z(bn) z(p(∂1bn,o))ϕ(bn) z(p(∂1bn,o) ∗ bn−1 ∗ p(∂1bn−1,o))ϕ(bn−1) · · ·
· · ·ϕ(b2) z(p(∂1b2,o) ∗ b1 ∗ p(∂1b1,o))ϕ(b1) z(p(∂1b1,o))
= z(bn ∗ p(∂1bn,o))ϕ(bn)ϕ(bn−1) · · · ϕ(b2)ϕ(b1)z(p(∂1b1,o))
= z(p(o,o))ϕ(ℓ)z(p(o,o))
= ϕ(ℓ) ,
because z(p(∂1bk+1,o) ∗ bk ∗ p(∂1bk ,o)) = 1, with k = 1, . . . , n − 1, since z is topologically
trivial. So define sa
.
= ϕ(p(a,o)) for any 0–simplex a. Then sa ∈ R(a) and by the above
identity we have
s∂0b χϕ⋊⋉z(b) = ϕ(p(∂0b,o)) (ϕ ⋊⋉ z)(p(∂0b,o) ∗ b ∗ p(∂1b,o))
= ϕ(p(∂0b,o))ϕ(p(∂0b,o) ∗ b ∗ p(∂1b,o))
= ϕ(b)ϕ(p(∂1b,o))
= ϕ(b) s∂1b ,
for any 1–simplex b; thus χϕ⋊⋉z is equivalent to ϕ in Z
1(K(M),R(o)). We prove that
〈ϕ ⋊⋉ z〉 is equivalent to z in Z1t (RK(M)). Define ta
.
= z(p(a,o))ϕ(p(a,o))
∗ z(p(a,o))
∗, for any
0–simplex a. We first observe that ta ∈ R(a). In fact, since the topological component of
the join is ϕ we have that Rϕ⋊⋉z(o) = Rϕ(o). Now, by Lemma 6.2 and using topological
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triviality of z we have
̺ϕ⋊⋉za (ϕ(p(a,o))
∗) = (ϕ ⋊⋉ z)(p(a,o))ϕ(p(a,o))
∗ (ϕ ⋊⋉ z)(p(a,o))
= z(p(a,o))ϕ(p(a,o)) z(p(o,o))
∗ϕ(p(a,o))
∗ z(p(o,o))ϕ(p(a,o))
∗ z(p(a,o))
∗
= z(p(a,o))ϕ(p(a,o))
∗ z(p(a,o))
∗
= ta ,
for any 0–simplex a, where ̺ϕ⋊⋉z is the embedding (6.5) associated with the join. The
preceding observation and Theorem 6.4 imply that ta ∈ R(a). According to (6.1) and
by Lemma 6.6 we have
t∂0b 〈ϕ ⋊⋉ z〉(b) = t∂0b (ϕ ⋊⋉ z)(p(∂0b,o) ∗ p(∂1b,o))
= t∂0b z(p(∂0b,o))ϕ(p(∂0b,o) ∗ p(∂1b,o)) z(p(∂1b,o))
∗
= z(p(∂0b,o))ϕ(p(∂0b,o))
∗ ϕ(p(∂0b,o) ∗ p(∂1b,o)) z(p(∂1b,o))
∗
= z(p(∂0b,o))ϕ(p(∂1b,o))
∗ z(p(∂1b,o))
∗
= z(p(∂0b,o)) z(p(∂1b,o))
∗ z(p(∂1b,o))ϕ(p(∂1b,o))
∗ z(p(∂1b,o))
∗
= z(b) t∂1b ,
for any 1–simplex b, and this proves the equivalence.
(ii) As already observed if z ∈ Z1(RK(M)), then χz and 〈z〉 are joinable. Then
(χz ⋊⋉ 〈z〉)(b) = 〈z〉(b) 〈z〉(p(∂1b,o))χz(b) 〈z〉(p(∂1b,o))
= z(p(∂0b,o) ∗ p(∂1b,o)) z(p(∂1b,o)) z(p(∂0b,o) ∗ b ∗ p(∂1b,o)) z(p(∂1b,o))
∗
= z(b) ,
for any 1–simplex b, and this completes the proof.
As an easy consequence of this theorem, we have the following
Corollary 6.8. Assume that the fundamental group of M is Abelian. Fix a path-frame
Po. Then for any irreducible 1–cocycle z we have that χz ∈ Z
1(K(M),C) and
z(b) = χz(b) 〈z〉(b) , b ∈ Σ1(K(M)) .
Proof. Since π1(M,o) is Abelian the algebra R
z(M,o) is Abelian. Hence Rz(M,o) = C1
because of Corollary 6.5(ii). The proof now follows from Theorem 6.7.
6.3 The topological dimension
We now focus on irreducible 1–cocycles having finite statistics. We shall see that the
charge component completely encodes the charge structure of 1–cocycles and find a
relation between the statistical dimension and the topological content of 1–cocycles:
the representation of the fundamental group carried by the 1–cocycle is, up to infinite
multiplicity, irreducible and finite dimensional. The dimension of this representation is
bounded from above by the statistical dimension, and is a new invariant of sectors: the
topological dimension.
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Proposition 6.9. Let z be an irreducible object of Z1(RK(M))f whose statistical param-
eter λ(z) is equal to κ(z) d(z)−1. Fix a path-frame Po. Then the following assertions
hold.
(i) If r and r solve the conjugate equations for z and z, then the same arrows solve
the conjugate equations for 〈z〉 and 〈z〉.
(ii) 〈z〉 is an object with finite statistics which is, in general, a finite direct sum 〈z〉 =
z1 ⊕ · · · ⊕ zm, with m ≤ d(z), of irreducible objects of Z
1
t (RK(M))f having the
same statistical phase as z and whose statistical dimension d(zi) satisfies d(z) =
d(z1) + · · ·+ d(zm).
Proof. (i) The mapping Pc : Z
1(RK(M)) → Z
1
t (RK(M)), sending an object z into its
charge component 〈z〉, with respect to Po, and acting as the identity on arrows is a
faithful and symmetric tensor ∗–functor (Lemma 6.1). It follows straightforwardly from
these properties that if r and r solve the conjugate equations for z and z, then Pc(r) = r
and Pc(r) = r solve the conjugate equations for 〈z〉 and 〈z〉. This, in particular, implies
that 〈z〉 has finite statistics.
(ii) Given z′, z′′ ∈ Z1t (RK(M))f , define
ψz′,z′′(X)
.
=
1
d(z)
Pc(r)
∗ ⊗ 1z′′ · 1Pc(z) ⊗X · Pc(r)⊗ 1z′ , (6.9)
with X ∈ (Pc(z)⊗ z
′,Pc(z)⊗ z
′′)4. By [38, Prop.4.5], the collection ψ
.
= {ψz′,z′′ | z
′, z′′ ∈
Z1t (RK(M))f}, defines a standard left inverse of 〈z〉, within the category Z
1
t (RK(M))f .
Moreover 〈z〉 has the same statistical dimension as z. In addition, since Pc is symmetric
we have
ψ〈z〉,〈z〉(ε(〈z〉, 〈z〉)) = d(z)
−1 Pc(r)
∗ ⊗ 1〈z〉 · 1Pc(z) ⊗ ε(〈z〉, 〈z〉) · Pc(r)⊗ 1〈z〉
= d(z)−1 Pc(r
∗ ⊗ 1z) · Pc(1z ⊗ ε(z, z) · Pc(r ⊗ 1z)
= d(z)−1 Pc
(
r∗ ⊗ 1z · 1z ⊗ ε(z, z) · r
∗ ⊗ 1z
)
= Pc(λ(z) 1z)
= λ(z) 1〈z〉 .
It is a well known fact, see for instance [18], that this relation implies that 〈z〉 is a finite
direct sums of irreducible object of Z1t (RK(M))f which have the same statistical phase
as z and the sum of their statistical dimensions is equal to d(z).
Proposition 6.10. The following assertions hold for any irreducible 1–cocycle z with
finite statistics.
(i) Let r, r be arrows solving the conjugate equations for z and z. Then the functional
ωzo(X)
.
=
1
d(z)
r∗o y
z
x(o)(X) ro , X ∈ R
z(M,o) , (6.10)
4Note that ψz′,z′′(X) = d(z)
−1 r∗ ⊗ 1z′′ · 1〈z〉 ⊗X · r⊗ 1z′ with X ∈ (〈z〉 ⊗ z
′, 〈z〉 ⊗ z′′), according to
the definition of Pc.
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is a normal and faithful tracial state of Rz(M,o).
(ii) The algebra Rz(M,o) is a type Im factor with m ≤ d(z).
Proof. Fix a path-frame Po and consider the charge component 〈z〉, with respect to Po,
of z.
(i) We have seen in the proof of Proposition 6.9 that 〈z〉 has a standard left inverse
ψ in Z1t (RK(M)), defined by equation (6.10). This implies that ψι,ι is a faithful tracial
state of the algebra (〈z〉, 〈z〉). Observe in particular that
ψι,ι(t)o =
1
d(z)
(r∗ ⊗ 1ι)o (1〈z〉 ⊗ t)o(r ⊗ 1ι)o =
1
d(z)
r∗o y
z
x(o)(to) ro = ω
z
o(to) .
Hence ωzo is a faithful tracial state of (〈z〉, 〈z〉)o because so is ψι,ι ↾ (〈z〉, 〈z〉)o. Now the
proof follows by (6.6) and by observing that the morphisms of stalks of 1–cocycles are
locally normal.
(ii) Note that (〈z〉, 〈z〉)o is a finite dimensional algebra having at most d(z) minimal
mutually orthogonal projection. According to the definition of a finite type I factor (see
[35]), the proof follows by Corollary 6.5 and by (6.6).
On the ground of this result we can introduce the following notion.
Definition 6.11. Given a 1–cocycle z with finite statistics, the topological dimension
τ(z) of z is the dimension of the factor Rz(M,o).
Let us see which are the main properties of this new notion and its meaning. First,
the topological dimension is a quantum number of superselection sectors, i.e., it is an
invariant of the equivalence class of a 1–cocycle, since Rz(M,o) is spatially equivalent
to Rz1(M,o) whenever z is equivalent to z1. Secondly, the topological dimension is
bounded from above by the statistical dimension ((ii) of Proposition 6.10). Thirdly, the
topological dimension and the tracial state defined in (6.10) characterize the topological
content of a 1–cocycle. To explain this point we need a preliminary result which is an
easy consequence of Proposition 6.10.
Corollary 6.12. Let z be an irreducible object with finite statistics. Then:
(i) z, as a representation of π1(M,o), is equivalent to a representation of the form
1H0 ⊗ σz where σz is a τ(z)-dimensional irreducible representation of π1(M,o);
(ii) the normalized character cσz of σz satisfies the equation
cσz ([ℓ]) = ω
z
o(z(ℓ)) , ℓ ∈ LoopsK(M)(o) ,
where ωzo is the functional (6.10)
Proof. (i) Since Rz(M,o) is a type Iτ(z) factor, there is a unitary operator U : H0 →
H0 ⊗ C
τ(z) such that Rz(M,o) ∼= 1H0 ⊗Mτ(z). Then the representation σz of π1(M,o)
defined by
1H0 ⊗ σz([ℓ])
.
= U z(ℓ)U∗ ℓ ∈ LoopsK(M)(o) ,
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is irreducible, because 1Ho ⊗ (σz)
′′ = (1Ho ⊗ σz)
′′ = U Rz(M,o)U∗ = 1⊗Mτ(z).
(ii) follows from (i) and from uniqueness of the trace for the algebra Mτ(z).
Now, recall that the category of finite dimensional representations of a topological
group is equivalent to the category of finite dimensional representations of its Bohr-
compactification [16, Prop.16.1.3]. Accordingly, finite dimensional representations of a
topological group are classified by their characters, and this shows our claim. Fourthly,
the topological dimension is stable under conjugation, this is the content of the next
result.
Lemma 6.13. Let z be an irreducible object with finite statistics. Then z and the
conjugate z have the same topological dimension.
Proof. Since z is irreducible, z is irreducible and d(z) = d(z). Let σz and σz be the
τ(z)- and τ(z)-dimensional representations of π1(M,o) associated, respectively, with z
and z by Corollary 6.12, and let cσz and cσz be the corresponding normalized characters.
Given a loop ℓ over o, using equation (5.11) we have
d(z) ωzo(z(ℓ)) = r
∗
o y(o)(z(ℓ)) ro = r
∗
o y(o)(z(ℓ)) z(ℓ) z(ℓ)
∗ ro
= r∗o (z × z)(ℓ) z(ℓ)
∗ ro = r
∗
o z(ℓ)
∗ ro
= r∗o ε(z, z)o y(o)(z(ℓ)
∗) ε(z, z)o ro = r
∗
o y(o)(z(ℓ)
∗) ro
= d(z) ωzo(z(ℓ)
∗) ,
where we have used the relation that r = κ(z) · ε(z, z) · r (see [38]). Hence
ωzo(z(ℓ)) = ω
z
o(z(ℓ))
∗ , ℓ ∈ LoopsK(M)(o) . (6.11)
This relation and (ii) of Corollary 6.12 imply that cσz is equal to the adjoint of cσz .
Hence σz is equivalent to the conjugated representation of σz; the latter is irreducible
and has dimension τ(z).
Remark 6.14. We do not define the topological dimension for reducible objects. This
can be understood by the following observation. If z is an irreducible 1–cocycle with finite
statistics, then the representation of the fundamental group associated with z⊕ z and z
are equivalent. In fact by Corollary 6.12 we have (1H0 ⊗ σz) ⊕ (1H0 ⊗ σz)
∼= 1H0 ⊗ σz,
because of the infinite multiplicity. Thus, it is not possible to extend the topological
dimension to reducible objects by additivity.
Finally, we show the structure of those 1–cocycles whose topological dimension equals
the statistical dimension.
Lemma 6.15. Let z be an irreducible object with finite statistics. Assume that τ(z) =
d(z).
(i) Then 〈z〉 = u⊕τ(z) the τ(z)–fold direct sum of a simple object u of Z1t (R(K(M)).
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(ii) If d(z) = 1 then τ(z) = 1, so 〈z〉 is a simple object, while χz takes values in C;
hence
z(b) = χz(b) 〈z〉(b) , b ∈ Σ1(K(M)) .
Proof. (i) If τ(z) = d(z), then (〈z〉, 〈z〉) has d(z) mutually orthogonal projections. Since
〈z〉 has statistical dimension equal to d(z) and since the statistical dimension is additive,
〈z〉 is a finite direct sum of d(z) simple subobjects ui. Moreover, all the subobjects of
〈z〉 are equivalent. Note that Rz(M,o) is type Iτ(z) factor. So as a linear vector space
it has dimension τ(z)2. Observe that if there were a subobject u1, to say, which is not
equivalent to the other subobjects of 〈z〉, then the algebra (〈z〉, 〈z〉)o would have, as
linear vector space, dimension less than (τ(z) − 1)2 + 1. This leads to a contradiction
because Rz(M,o) ⊆ (〈z〉, 〈z〉)o. (ii) follows from (i).
7 Existence and physical interpretation
The first aim of this section is to show that for any irreducible finite dimensional repre-
sentation of the fundamental group of the spacetime M , there is an irreducible object
with finite statistics carrying, up to infinite multiplicity, this representation. This says
that the category Z1(RK(M))f describes the Bohr-compactification of the fundamental
group of the spacetime. The second aim is to show how the topology of spacetime af-
fects the charges associated with Z1(RK(M))f and to point out the analogy with the
Ehrenberg-Siday-Aharonov-Bohm effect.
Recall that any representation of the fundamental group of the spacetime M defines,
up to equivalence, a unique representation of the fundamental group of K(M). Thus, let
σ be an irreducible n–dimensional representation of π1(K(M), o). Now, pick a a simple
object u, possibly u = ι, of Z1t (RK(M)) with say Bose-statistics. Define z
.
= u⊕n and
note that the algebra (z, z)o is spatially equivalent to 1H0 ⊗Mn. Let U : H0 → H0⊗C
n
be the unitary operator yielding this equivalence. Define
σ˜([ℓ])
.
= U∗ 1H0 ⊗ σ([ℓ])U , [ℓ] ∈ π1(K(M), o) .
Observe that σ˜ is a factor representation taking values in (z, z)o. Following [53], by
this representation we can define a 1–cocycle ϕσ of K(M) taking values in (z, z)o. The
representation of π1(K(M), o) associated with ϕσ is equal to σ˜. Now, define
zσ
.
= ϕσ ⋊⋉ z .
By Theorem 6.7 zσ is a 1–cocycle of Z
1(RK(M)) such that the representation of the
fundamental group associated with zσ is σ˜ (see within the proof the cited theorem).
Hence, this fact and Theorem 4.3 prove the existence of topologically non-trivial net
representations for the observable net AK(M).
We now show that zσ is an irreducible object with Bose-statistics and statistical
dimension equal to n. We need a preliminary observation. Since χzσ is equivalent to
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ϕσ and 〈zσ〉 ∼= z (Theorem 6.7), without loss of generality, from now on we assume
χzσ = ϕσ and 〈zσ〉 = z. We now prove that zσ is irreducible. Assume that there is a
non-zero projection t ∈ (zσ , zσ) such that t 6= 1. Clearly t ∈ (z, z) and to commutes with
ϕσ. Moreover, U to U
∗ is a non-zero projection of 1H0 ⊗Mn which is different from the
identity of this algebra and commutes with σ. This leads to a contradiction because σ
is irreducible. Hence zσ is irreducible.
Concerning the statistics, one can deduce by the particular form of z, that there is
an isometry t ∈ (v, z⊗n) such that t · t∗ = anz , where a
n
z is the totally antisymmetric
projection of (z⊗n, z⊗n) defined by the representation εnz of the permutation group P(n)
associated with z, and v is a Bosonic simple subobject z⊗n (see [18]). Now, we observe
that as a consequence of Lemma 6.1 the representation εnz equals the representation ε
n
zσ
for any n (note that the functor Pc in Lemma 6.1 acts as the identity on arrows). This,
in particular, implies that anzσ = a
n
z and ε(z
⊗n
σ , z
⊗n
σ ) = ε(z
⊗n, z⊗n).
On these premises, using the defining properties of a permutation symmetry, since v is
a Bosonic simple object, we have 1 = ε(v, v) = t∗⊗t∗·ε(z⊗n, z⊗n)·t⊗t, which is equivalent
to saying that anz ⊗ a
n
z = a
n
z ⊗ a
n
z · ε(z
⊗n, z⊗n). Hence anzσ ⊗ a
n
zσ = a
n
zσ ⊗ a
n
zσ · ε(z
⊗n
σ , z
⊗n
σ ).
Accordingly, the subobject w of z⊗nσ associated with the projection a
n
zσ is a simple object.
This is enough to prove that zσ has finite statistics [51]. By Proposition 6.9 zσ is Bosonic
and has statistical dimension equal to n.
This leads to the following existence theorem.
Theorem 7.1. Let σ be an irreducible and n-dimensional representation of the funda-
mental group of the spacetime M . Then, there exists a 1–cocycle z of Z1(RK(M)) having
the following properties
(i) z is an irreducible object with finite statistics whose statistical and topological di-
mension are equal to n;
(ii) the representation of the fundamenal group of the spacetime M associated with z
is equivalent to 1H0 ⊗ σ.
We draw on some consequences of this result. First, we point out that Theorem 7.1
implies the existence of topologically non-trivial superselection sectors even when the
only DHR-sector of the net RK(M) is the vacuum, i.e., Z
1
t (RK(M)) is formed by finite di-
rect sums of the trivial 1–cocycle ι. Secondly, since any finite dimensional representation
of π1(M,o) appears, up to infinite multiplicity, as the representation of π1(M,o) associ-
ated with a 1–cocycle with finite statistics, what we have shown is that the topological
content of the category Z1(RK(M))f is the Bohr-compactification of the fundamental
group of M .
We now turn to explain how the topology of the spacetime M affects, if not trivial,
the charges Z1(RK(M))f . Consider an irreducible 1–cocycle z with finite statistics. Fix
a point x of the spacetime, and consider the family yzx(o), with o ∈ K(x
⊥), of localized
transportable endomorphisms of the stalk R(x⊥) associated with z. According to the
interpretation given in DHR analysis, yzx(o) is a representation describing a charge within
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the region o; the 1–cocycle z is the transporter of this charge (see Remark 5.2). Then,
transport this charge from o to another region o˜ along two different paths p and q such
that the loop p ∗ q over o is not homotopic to the trivial loop. Then
z(p ∗ q) yzx(o) = z(p) y
z
x(o˜)z(q) = y
z
x(o)z(p ∗ q) 6= y
z
x(o) .
This means that, analogously to the Ehrenberg-Siday-Aharonov-Bohm effect [21, 1] the
final state differs from the initial one of the unitary z(p ∗ q). The analogy is actually
tighter if one thinks of 1–cocycles as flat connections of a principal bundle over the poset
K(M) [49, 50]). Then the difference from the initial to the final state is the parallel
transport of the flat connection z along the loop p ∗ q.
8 Comments and outlook
The present paper is, in our opinion, an interesting contribution to the topic of the
existence of quantum effects induced by the topology of spacetimes. We have shown
the existence of a new class of superselection sectors having well defined charge and
topological contents, in the case in which the spacetime is multiply connected. These
sectors are sharply localized in the same sense of those discovered by Doplicher, Haag
and Roberts [18], but they are affected by the spacetime topology in a way similar to
the quantum geometric phases. In a certain sense, the results of the present paper bring
some support to the idea, suggested by Ashtekar and Sen [2], that non-trivial topologies
may induce the existence of a new kind of particles (see also [31]). We think that the
main and the new contribution given by the present paper to that idea resides in the
fact that the exposed results are model-independent and based on a few, physically
reasonable, assumptions.
We have shown the charge and the topological content of sectors of Z1(RK(M)) in
a fixed spacetime background M . As said at the beginning, it would be interesting to
understand the locally covariant [11] behavior of these sectors. This may clarify some
issues in the analysis of the locally covariant structure of DHR-sectors [12].
We now point out a central question arising from our results.
Is there an underlying gauge theory giving rise to the charged sectors of Z1(RK(M))f?
We are asking whether it is possible either to provide models of gauge fields giving
rise to sectors Z1(RK(M))f and, in general, whether one is able to reconstruct the fields
and the gauge group underlying the charges Z1(RK(M))f , as Doplicher and Roberts have
shown to happen for DHR-sectors and for BF-sectors (the Buchholz-Fredenhagen charges
[13]) in Minkowski spacetime [20].
As far as models are concerned, a first positive, but very preliminary step has been
provided in [8]: there, it is proven that a a massive bosonic quantum field in a 2-
dimensional spacetime (the Einstein cylinder) has a non-trivial topological cocycle that
gives rise to non-trivial unitary representations of the fundamental group of the circle.
Note that, on 2-dimensional Minkowski spacetime, the model does not have any DHR
sector of the usual kind besides the vacuum [41]. It is an intriguing question whether
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our selection criterion gives something really different from DHR, or new perspectives,
in low dimensions. We hope to return elsewhere to this question too.
As far as the abstract construction is concerned, the question about Doplicher-
Roberts reconstruction Theorem has, in our opinion, two different answers according
to whether the fundamental group of the spacetime is Abelian or not. In the Abelian
case, we think that there are no important differences from the scenery suggested by
the Doplicher-Roberts reconstruction: there should exist a field net acted upon globally
by the gauge group (in this direction goes the example in [8]). Conversely, in the non-
Abelian case, we expect the scenery of the Doplicher-Roberts reconstruction to break
down. It is reasonable to think that this happens because of the operation of join (6.8)
that couples the charge and the topological component of sectors. When the fundamen-
tal group is not Abelian the coupling between the topological and the charge component
is, in general, local : the function describing that coupling within Definition (6.8) de-
pends on 1–simplices. Conversely, this coupling is global in the Abelian case because
this function reduces to the identity for any 1–simplex (Corollary 6.8).
It is not clear what could be the mathematical structure of the field theory underlying
the charges Z1(RK(M))f in the non-Abelian case. One wonders whether it may resemble,
at least in a certain sense, what people describes as topological field theories. Indeed,
in that framework, theories of flat connections (for instance, Chern-Simons [25]) are
considered, as much as we do at the quantum level by considering 1-cocycles with values
operators.
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and John E. Roberts. We wish to warmly thank Miguel Sa´nchez for sharing with us his
insights in Lorentzian geometry.
A Proof of Theorem 4.3
We prove the equivalence between SC(AK(M)) and Z
1(RK(M)).
Let {π, ψ} and element of SC(AK(M)). Given a 1–simplex b, take a simply connected
subspacetime N such that cl(|b|) ⊂ N , and define
zpi(b)
.
=WN∂0ba W
N∂1b
a
∗
, cl(a) ⊂ N, a ⊥ |b| . (A.1)
where WNo is the unitary satisfying the selection criterion (3.8). First of all we prove
this definition is well posed. By property 2 of (3.8), if a˜ ⊆ a then
WN∂0ba˜ W
N∂1b
a˜
∗
=WN∂0ba ψaa˜ ψ
∗
aa˜W
N∂1b
a
∗
=WN∂0ba W
N∂1b
a
∗
.
Since cl(|b|) ⊂ N we have that |b| is a diamond of N . So the causal complement of
|b|, relatively to N , is pathwise connected. This and the above identity leads to the
independence of the choice of a. Concerning the independence of the choice of N ,
consider a second simply connected subspacetime N ′ such that cl(|b|) ⊆ N ′ ∩ N . By
Lemma B.5 there is a diamond O and a diamond a such that O ⊆ N ′∩N , cl(|b|), cl(a) ⊂
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O and |b| ⊥ a. Note that O is a simply connected subspacetime of M . Property 3 of
(3.8) implies that WN∂iba = W
N ′∂ib
a = W
O∂ib
a for i = 0, 1. This and the independence of
the choice of a, leads to the independence of the choice of N . Hence zpi is well defined.
Now, the cocycle identity follows from the definition of zpi and from the independence of
the choice of N and a. In fact given a 2–simplex c take N such that cl(|c|). By Lemma
B.5 there is a such that cl(a) ⊂ N and c ⊥ a. Then
zpi(∂0c)z
pi(∂2c) =W
N∂00c
a W
N∂10c
a
∗
WN∂02ca W
N∂12c
a
∗
=WN∂01ca W
N∂10c
a
∗
WN∂10ca W
N∂11c
a
∗
=WN∂01ca W
N∂11c
a
∗
= zpi(∂1c) .
Concerning the locality condition, note that by outer regularity and Haag duality it
is easily seen that R(o) = ∩{R(o˜)′ | cl(o) ⊥ cl(o˜)} (see for instance [52]). So given a
1–simplex b pick a 0–simplex o such that cl(|b|) ⊥ cl(o). By the smoothability argument
[6] there is a spacelike Cauchy surface C which contains the closure of the bases of the
diamonds |b| and o. Moreover, since the closure of the bases of |b| and o are disjoint there
is a simply connected open subset G of C which contains the closure of both the bases.
Then, the domain of dependence of G is a simply connected subspacetime N which
contains cl(|b|) and cl(o). Since (A.1) is independent of the choice of a, by property 1 of
(3.8) we have
zpi(b) ιo(A) =W
N∂0b
o W
N∂1b
o
∗
ιo(A) = ιo(A)W
N∂0b
o W
N∂1b
o
∗
= ιo(A) z
pi(b) ,
for any A ∈ A(o). Since this holds for any cl(o) ⊥ cl(|b|), the above observation implies
that zpi(b) ∈ A(|b|). This proves that zpi ∈ Z1(RK(M)).
Consider now {σ, φ} ∈ SC(AK(M) and an arrow T ∈ ({π, ψ}, {σ, φ}). For any 0–
simplex a take o ⊥ a and N such that cl(a), cl(o) ⊂ N . Define
ta
.
= V N ao ToW
Na
o
∗
. (A.2)
where W and V are the unitary associated with {π, ψ} and {σ, φ}, respectively, by the
selection criterion. As above t is well defined and independent of the choices of o and
N . Given a 1–simplex b, pick N with cl(|b|) ⊂ N and let o be such that |b| ⊥ o and
cl(o) ⊂ N . Then
t∂0bz
pi(b) = V N∂0bo ToW
N∂0b
o
∗
WN∂0bo W
N∂1b
o
∗
= V N∂0bo ToW
N∂1b
o
∗
= zσ(b) t∂1b .
One can also easily see that ta ∈ R(a), hence t ∈ (z
pi, zσ).
We now construct the map from net cohomology to net representations satisfying
the selection criterion. Given a 1–cocycle z ∈ Z1(RK(M)), define
πza(A)
.
= z(qa) ιa(A) z(qa)
∗ , a ∈ K(M) , A ∈ A(a) ,
ψza,a˜
.
= z(a, a˜) , a˜ ⊆ a ,
(A.3)
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where qa is a path with ∂1q = a and ∂0q ⊥ a, and (a, a˜) denotes the 1–simplex such
that ∂1(a, a˜) = a˜, ∂0(a, a˜) = |(a, a˜)| = a. The independence of the chosen path qa is a
consequence of (4.5). This also implies that πza = z(a, a˜)π
z
a˜ z(a, a˜)
∗ = ψzaa˜ π
z
a˜ ψ
z
aa˜
∗ for
any a˜ ⊆ a. Hence the pair {πz, ψz} is a net representation. Note that the 1–cocycle ζpi
z
,
associated with this net representation by (2.8), is equivalent to z. In fact, we have
ζpi
z
(b) = ψz|b|∂0b
∗ ψz|b|∂1b = z(|b|, ∂0b)
∗ z(|b|, ∂1b) = z(b) .
for any 1–simplex b. We now prove that this net representation satisfies the selection
criterion (3.8). Given o ∈ K(M), let N be simply connected subspacetime such that
cl(o) ⊂ N . Given a ⊥ o, with cl(a) ⊂ N , define
WNoa
.
= z(po,a) , (A.4)
where po,a is the path from a to o whose support has closure contained in N . Clearly
this definition does not depend on p since N is simply connected. Furthermore, given a
path qa as in definition (A.3), by relation (4.4) we have
WNoa π
z
a(A) = z(po,a) z(qa) ιa(A) z(qa)
∗
= z(po,a ∗ qa) ιa(A) z(qa)
∗ = ιa(A) z(po,a)
= ιa(A)W
No
a ,
for any A ∈ A(a), because the endpoints of po,a ∗ qa are causally disjoint from a. Hence
{πz, ψz} is a sharp excitation of the reference representation. Finally, given t ∈ (z, zˆ)
define
Ta
.
= ta, a ∈ Σ0(K(M)) . (A.5)
Given A ∈ A(a) we have
Ta π
z
a(A) = ta z(qa) ιa(A) z(qa)
∗ = zˆ(qa) t∂1qa ιa(A) z(q)
∗
= zˆ(qa) ιa(A) t∂1qa z(qa)
∗ = zˆ(qa) ιa(A) zˆ(qa)
∗ ta
= πzˆa(A)Ta.
Moreover, it is easily seen that Taψ
z
a,a˜ = ψ
zˆ
a,a˜Ta˜, if a˜ ≤ a. Thus, T is an intertwiner from
{πz, ψz} to {πzˆ, ψzˆ}.
Now, the functor F : SC(AK(M)) → Z
1(RK(M)) defined by means of the equations
(A.1) and (A.2): given {π, ψ}, {σ, φ} and T ∈
(
{π, ψ}, {σ, φ}
)
define
F ({π, ψ})(b)
.
= zpi(b) , b ∈ Σ1(K(M)) ,
F (T )a
.
= V Nao ToW
Na
o
∗
, a ∈ Σ0(K(M)) ,
(A.6)
whereW and V are the operators associated with {π, ψ} and {σ, φ}, respectively, by the
selection criterion. The functor G : Z1(RK(M)) → SC(AK(M)) is defined by equations
(A.3) and (A.4): given z, zˆ ∈ Z1(RK(M)) and t ∈ (z, zˆ), define
G(z)
.
= {πz, ψz} ,
G(t)
.
= t .
(A.7)
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We first study the composition FG. Consider a 1–simplex b. Pick a 0–simplex a with
cl(a) ⊂ N and a ⊥ |b|. By using (A.4) and (A.1) we have
FG(z)(b) = z(p∂0b,a) z(p∂1b,a)
∗ = z(p∂0b,a ∗ p∂1b,a) = z(b) ,
because p∂0b,a ∗ p∂1b,a is a path from ∂1b to ∂0b and its closure is in N . Hence it is
homotopic to b because N is simply connected. Moreover by (A.5) (A.4) (A.2) we have
FG(t)a = zˆ(pa,o) to z(p˜a,o)
∗ = ta for any 0–simplex a, because pa,o and p˜a,o are paths
from o to a. Hence FG = idZ1(RK(M)). We now show that there is a natural isomorphism
from GF and idSC(AK(M)). First of all, given a, take a simply connected region N which
contains cl(a) and pick o, a˜ such that o ⊥ a, a˜ and a˜ ⊥ o. Define
Sa({π, ψ})
.
=WNa˜a
∗
WNa˜o W
Na
o
∗
, (A.8)
where W are the unitaries associated with {π, ψ} by the selection criterion. By the
definitions of G and F we have
GF ({π, ψ})a(A) = F ({π, ψ})(qa) ιa(A)F ({π, ψ})(qa)
∗ =WNao W
Na˜
o
∗
ιa(A)W
Na˜
o W
Na
o
∗
,
where a˜ ⊥ a. In fact, the path qa is from a to a
⊥. Since, the definition of F ({π, ψ}) does
depend neither on the choice of the path nor on the choice of the 0–simplex in a⊥, we
have considered a path which lies N from a to a˜. Finally since N is simply connected
F ({π, ψ})(qa) depends only on the endpoints of qa. Thus F ({π, ψ})(qa) = W
Na
o W
Na˜
o
∗
.
Using this and (A.8) we have
Sa({π, ψ})GF ({π, ψ})a(A) = Sa({π, ψ})W
Na
o W
Na˜
o
∗
ιa(A)W
Na˜
o W
Na
o
∗
=WNa˜a
∗
ιa(A)W
Na˜
o W
Na
o
∗
= πa(A)W
Na˜
a
∗
WNa˜o W
Na
o
∗
= πa(A)Sa({π, ψ}) .
Furthermore, given a1 ⊆ a we have
ψaa1 Sa1({π, ψ}) = ψaa1 W
Na˜
a1
∗
WNa˜o W
Na1
o
∗
=WNa˜a
∗
WNa˜o W
Na1
o
∗
=WNa˜a
∗
WNa˜o W
Na
o
∗
WNao W
Na1
o
∗
= Sa(π)ψ
zpi
aa1
.
This proves that S({π, ψ}) is a unitary intertwiner from GF ({π, ψ}) to {π, ψ}. Finally,
given T ∈ ({σ, φ}, {π, ψ}) then
Sa({π, ψ})GF (T )a = Sa({π, ψ})F (T )a
=WNa˜a
∗
WNa˜o W
Na
o
∗
WNao To V
Na
o
∗
=WNa˜a
∗
WNa˜o To V
Na˜
o
∗
V Na˜o V
Na
o
∗
=WNa˜a
∗
WNa˜a Ta V
Na˜
a
∗
V Na˜o V
Na
o
∗
= Ta V
Na˜
a
∗
V Na˜o V
Na
o
∗
= Ta Sa({σ, φ}) ,
where the property WNa˜o To V
Na˜
o
∗
=WNa˜a Ta V
Na˜
a
∗
has been used; W and V denote the
unitaries associated, respectively, with {π, ψ} and {σ, φ} by the selection criterion. This
completes the proof of Theorem 4.3.
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B Miscellanea on the causal structure
In this section we provide some results about the causal structure of globally hyper-
bolic spacetimes. In what follows M denotes a connected globally hyperbolic spacetime.
References for this appendix are the same as those quoted in Section 3.1.
To begin with, we recall that if A is a closed acrhonal set then the closure of D±(A)
is the union of those points such that any inextendible past (forward) directed timelike
curve starting from these points meets A. D±(A) denotes the future (past) domain of
dependence of the set A defined according to the convention of [22, 42].
The first result is due to the courtesy of Miguel Sa´nchez. We are indebted with him
for the nice short proof.
Lemma B.1 (M. Sa´nchez). Let C be a spacelike Cauchy surface of M , and let K be a
nonempty closed subset of C. Then D±(K) is closed.
Proof. Let q be a point in the boundary of D+(K) not included in D+(K). Then
there is a past-directed inextendible causal curve through q which does not cross K.
Nevertheless, it will cross C at some point p. As K is closed in C, a neighborhood U of
p in C does not intersect K. Easily, there are points in U chronologically related to q.
(p lies in J−(q), which is included in the adherence of I−(q)). Let p1 be one such point.
The past directed timelike curve from q to p1 cannot intersect K (as cannot intersect C
again). This contradicts the fact that cl(D+(K)) is the set of points x of M such that
every inextendible timelike curve through x crosses K.
If A ⊆ C let us denote by intC(A) the internal part of A in the relative topology of
C. Note that as C is a closed subset of M , the closure of A in the relative topology of C
coincides with its closure in the topology of M .
Lemma B.2. Let C be a spacelike Cauchy surface of M , and let K be a nonempty closed
subset of C. Assume that K ⊆ cl(intC(K)). Then cl(D
±(intC(K))) = D
±(K).
Proof. As far as the first inclusion is concerned, as D+(intC(K)) ⊂ D
+(K), we have
cl(D+(intC(K))) ⊆ D
+(K) by Lemma B.1.
For the opposite inclusion, take x ∈ D+(K). Note that if x ∈ K then x ∈
cl(D+(intC(K))). In fact as K ⊆ cl(intC(K)) we have that K ⊂ cl(D
+(intC(K))).
So assume that x ∈ D+(K) \K. Since, by Lemma B.1, D+(K) is closed, we have that
I−(x) ∩ C ⊂ K. However, I−(x) is open in M , hence I−(x) ∩ C is open in the relative
topology of C; thus I−(x) ∩ C ⊆ intC(K). Take a sequence of points {yn} converging
to x such that yn ∈ I
−(x) ∩ I+(K) for any n ∈ N. Note that J−(yn) ⊂ I
−(x) because
yn ∈ I
−(x). Hence J−(yn) ∩ C ⊂ I
−(x) ∩ C ⊆ intC(K). Thus yn ∈ D
+(intC(K)) for any
n. Since yn → x, then x ∈ cl(D
+(intC(K))). The same argument applies to the past
development and the proof is over.
Corollary B.3. Let C be a spacelike Cauchy surface of M , and let O be a nonempty
open subset of C in the relative topology of C. Assume that intC(cl(O)) ⊆ O. Then
cl(D±(O)) = D±(cl(O)).
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Proof. Note that the closed set K
.
= cl(O) satisfies the hypothesis of Lemma B.2. In fact
intC(cl(O))= O, because O is open; hence cl(intC(K))= cl(intC(cl(O)))= cl(O) = K,
and the proof follows by Lemma B.2.
This result applies to diamonds. Let o be a diamond whose base G lies on a spacelike
Cauchy surface C. G is an open and relatively compact subset in the relative topology
of C. Moreover, intC(cl(G)) = G. Then as a consequence of the previous result we have
cl(o) = cl(D(G)) = D(cl(G)) . (B.1)
We now are in a position to prove the following property of diamonds.
Lemma B.4. Let o be a diamond of M . Then there is a sequence {on, an} of pairs of
diamonds based on the same Cauchy surface as C and satisfying the following properties:
(i) cl(on+1) ⊂ on for any n ∈ N and ∩non = cl(o);
(ii) cl(an) ⊂ on and cl(an) ⊥ cl(on+1) for any n ∈ N.
Proof. The proof is splitted in two parts. In the first step we construct, by induction,
a sequence of pairs of “formal” diamonds satisfying all the properties in the statement.
By a formal diamond we mean a set satisfying all the properties to be a diamond with
the exception that it might be non relatively compact. In the second step we prove that
from the above sequence it is possible to extract a subsequence of diamonds.
First step. According to the definition of diamonds there is a spacelike Cauchy surface
C, a chart (U, φ) of C, and an open ball B of R3 such that cl(B) ⊂ φ(U), o = D(G)
where G
.
= φ−1(B). Define W1
.
= U . Since cl(B) is a proper compact subset of the open
φ(W1) the distance d of B from R
3 \ φ(W1) is strictly positive. Accordingly, denoting
the radius of B by r, define B1 as the open ball having the same centre as B and radius
r1
.
= r + d/2, and let L1 be an open ball such that cl(L1) ∩ cl(B) = ∅ and cl(L1) ⊂ B1.
Observe that if we define G1
.
= φ−1(B1) and H1
.
= φ−1(L1), then by construction and
by Lemma B.2, we have
cl(o), cl(D(H1)) ⊂ D(G1) , cl(o) ⊥ cl(D(H1)) , cl(G1) ⊂W1 . (∗)
By induction, for n ≥ 1, assume that we have a 3-tuple (Gn,Hn,Wn) satisfying (∗).
Define Wn+1
.
= (Wn \ cl(Hn)) ∩ Gn. Applying the above construction with respect to
Wn+1 we get a pair Gn+1 and Hn+1. This procedure leads to a sequence {Gn,Hn,Wn}
satisfying (∗) for any n. Furthermore, by construction we have that cl(Hn) ⊥ cl(Gn+1)
and cl(Gn+1) ⊂ Gn for any n; moreover
∩nGn = cl(G) . (∗∗)
Define on
.
= D(Gn) and an
.
= D(Hn). Hence we have cl(on+1) ⊂ o; cl(an) ⊂ on and
cl(an) ⊥ cl(on+1) for any n. We now show that ∩non = cl(o). Clearly cl(o) ⊆ ∩non.
Let x ∈ ∩non. Since the sets Gn belong to the same Cauchy surface C, there are two
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possibilities either x ∈ D+(Gn) for all n, or x ∈ D
−(Gn) for all n. Assume x ∈ D
+(Gn)
for all n. Then, J−(x) ∩ C ⊆ Gn for all n; hence by (∗∗) J
−(x) ∩ C ⊆ cl(G), thus
x ∈ D+(cl(G)) = cl(D+(G)) ⊂ cl(o). The same argument applies if x ∈ D−(Gn) for all
n. This proves our claim.
Second step. We now prove that the sequence {on, an} is definitively formed by
diamonds of M . To start with, note that there is a smooth foliation F : Σ× R→M of
the spacetime, by spacelike Cauchy surfaces, such that F (Σ, 0) = C [6]. To be precise,
F : Σ × R → M is a diffeomorphism such that F (Σ, t) is a spacelike Cauchy surface
for any t ∈ R and the curve γy(t)
.
= F (y, t) as t varies in R, for a fixed y ∈ Σ, is
an inextendible forward directed timelike curve. The inverse function F−1 is equal to
(h(x), τ(x)) where h and τ are smooth functions from M to Σ and R, respectively. On
these grounds, since cl(o) is compact there are t1, t2 ∈ R such that t1 < t2 and
t1 < {τ(x) ∈ R | x ∈ cl(o)} < t2 ;
in other words cl(o) is a proper subset of F (Σ, (t1, t2)). Define Let K
Σ .= {h(x) ∈
Σ |x ∈ cl(G1)}, where G1 is the first set constructed above. K
Σ is a compact subset
of Σ. Note that, by the properties of the foliation, we have cl(on) = cl(D(Gn)) is
contained in F (KΣ,R) for any n. Consider now the cylinder F (KΣ, [t1, t2]). We claim
that there exists a k such that cl(on) ⊆ F (K
Σ, [t1, t2]) for n ≥ k. If it were not so,
there should be a sequence of points xn ∈ cl(on) ∩ (F (K
Σ, t1) ∪ F (K
Σ, t2)). So, extract
a subsequence {xsn} which belongs say to cl(osn) ∩ F (K
Σ, t1). This is a compact set
because so is F (KΣ, t1). So there is a subsequence {xrsn} converging to a point x.
Clearly x ∈ F (KΣ, t1). Moreover x ∈ cl(o) because x ∈ cl(orsn ) for any n. This leads
to a contradiction because by construction cl(o) ⊂ F (KΣ, (t1, t2)). Finally, for n ≥ k
the sets on, an are contained in the compact set F (K
Σ, [t1, t2]), so they are relatively
compact, and the proof follows.
Lemma B.5. Let o be a diamond of M and let W be an open subset of M such that
cl(o) ⊂W . Then there are two diamonds o˜ and a based on the same Cauchy surface as
o such that cl(o˜) ⊂W , cl(o), cl(a) ⊂ o˜ and cl(o) ⊥ cl(a).
Proof. Let {on, an} be a sequence of diamonds satisfying the properties of Lemma B.4.
The idea of the proof is the same as the second step of the proof of Lemma B.4. Briefly,
assume that cl(on) ∩ (M \ W ) 6= ∅ for any n. Take a sequence of points {xn} with
xn ∈ cl(on) ∩ (M \W ). Since cl(on) ∩ (M \W ) ⊂ cl(o1), for any n, and since the latter
is compact, there is a subsequence {xsn} converging to a point x. The limit point x is
in cl(o) ∩ (M \W ) and this lead to a contradiction. So there is k such that for n ≥ k
cl(on) ⊂W , and the proof follows by the properties of the sequence {on, an}.
We now show a homotopy deformation result whose proof is very similar to the proof
of the Van Kampen theorem about the fundamental groups of topological spaces (see
[27]).
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Lemma B.6. Let M be a globally hyperbolic spacetime with dimension d ≥ 3. Let o be
a diamond of M . If γ : [0, 1] →M is a curve with γ(0), γ(1) ∈ o⊥, then γ is homotopic
to a curve γ˜ lying in o⊥.
Proof. Let x = γ(0) and y = γ(1). Since o⊥ is connected, there is a curve γ˜ : [0, 1]→ o⊥
such that γ˜(0) = y, γ˜(1) = x. So, the composition γ1 ∗ γ is a loop over x.
By the definition of causal complement and since diamonds are relatively compact,
we have that o⊥ = (cl(o))⊥. So the point x is causally disjoint from cl(o). Let G be the
base of the diamond o. By Lemma B.5 there is a diamond o1 whose base G1 is contained
in the same Cauchy surface as G and such that cl(G) ⊂ G1, G1 \ cl(G) is connected and
cl(o1) ⊥ x. By [6], there is a Cauchy surface C which contains G,G1 and x and cl(G1) is
disjoint from x. Since any Cauchy surface is a deformation retract of M the loop γ1 ∗γ is
homotopic to a loop γ2 lying in C. The loop γ2 meets cl(G) (otherwise the proof would
be completed), hence it meets G1 \ cl(G). Let z be a point where γ1 meets G1 \ cl(G).
Since C \ cl(G) is connected there is a curve τ , in C \ cl(G), from x to z. Then τ ∗ γ2 ∗ τ
is a loop over z (τ is the reverse of τ).
Since G1 and C \ cl(G) form an open cover of C, we have that τ ∗ γ1 ∗ τ ∼ βn ∗ βn−1 ∗
· · · ∗ β1 where βi is a curve, in C, contained either in G1 or C \ cl(G) (the Lebesgue’s
covering lemma for [0, 1]). However we can assume that any βi is a loop, over z, either in
G1 or C \cl(G), because G1 \cl(G) is connected. Hence observing that G1 is contractible,
we have that τ ∗ γ1 ∗ τ ∼ β, where β is a loop over z in C \ cl(G). Thus γ2 ∼ τ ∗ β ∗ τ .
Clearly τ ∗ β ∗ τ lies in o⊥. Since γ2 ∼ γ1 ∗ γ, then γ ∼ γ˜ where γ˜
.
= γ1 ∗ τ ∗ β ∗ τ is a
curve from x to y lying in o⊥.
It is obvious but worth observing that the same result holds if we replace in the
statement of this lemma o⊥ with the causal complement x⊥ of a point x of M .
We now provide a version of this lemma in terms of the poset K(M).
Corollary B.7. Let M be a globally hyperbolic spacetime with dimension d ≥ 3. Let o
be a diamond of M .
(i) If p is a path with ∂1p, ∂0p in o
⊥, then p is homotopic to a path q whose support
is contained in o⊥.
(ii) If p is a path with cl(∂1p), cl(∂0p) in o
⊥, then p is homotopic to a path q whose
support has closure contained in o⊥.
Proof. The proof is an easy consequence of Lemma B.6 and [53, Lemma 2.17].
As before we observe that the results of this corollary hold if we replace in the
statement o⊥ with the causal complement x⊥ of a point x of M .
References
[1] Y. Aharonov, D. Bohm. Significance of electromagnetic potentials in quan-
tum theory. Phys. Rev. 115, (1959), 485–491.
45
[2] A. Ashtekar, A. Sen. On the role of space-time topology in quantum phenom-
ena: superselection of charge and emergence of nontrivial vacua. J. Math.
Phys. 21, (1980), 526–533.
[3] H. Baumga¨rtel, M. Wollenberg. Causal nets of operator algebras. Akademie-
Verlag, Berlin, 1992.
[4] J. K. Beem, P. E. Ehrlich, K. L. Easley. Global Lorentzian geometry. Marcel
Dekker, Inc. New York. 1996, 2nd. edition.
[5] A.N. Bernal, M. Sa´nchez. Smoothness of time functions and the metric split-
ting of globally hyperbolic spacetimes. Commun. Math. Phys. 257, (2005),
43–50. Available as arXiv:gr-qc/0401112.
[6] A. N. Bernal, M. Sa´nchez. Further results on the smoothability of Cauchy hy-
persurfaces and Cauchy time functions. Lett. Math. Phys. 77, No.2, (2006)
183–197. Available as arXiv:gr-qc/0511016.
[7] M. V. Berry. Quantal phase factors accompanying adiabatic changes. Proc.
Roy. Soc. London Ser. A 392 (1984), No.1802, 45–57.
[8] R. Brunetti, L. Franceschini, V. Moretti. Topological cocycles in two dimen-
sional Einstein cylinder for massive bosons. To appear.
[9] R. Brunetti, K. Fredenhagen. Algebraic Quantum Field Theory. Encyclope-
dia of Mathematical Physics, Elsevier, ed. J.-P. Franoise, G. Naber, S. T.
Tsou, 2006. Available as arXiv:math-ph/0411072
[10] R. Brunetti, K. Fredenhagen, M. Ko¨hler. The microlocal spectrum condition
and Wick polynomials of free fields on curved spacetimes. Commun. Math.
Phys. 180, (1996), 633–652. Available as arXiv:gr-qc/9510056.
[11] R. Brunetti, K. Fredenhagen, R. Verch. The generally covariant locality
principle – A new paradigm for local quantum physics. Commun. Math.
Phys. 237, (2003), 31–68. Available as arXiv:math-ph/0112041.
[12] R. Brunetti, G. Ruzzi. Superselection sectors and general covariance.
I. Comm. Math. Phys. 270, (2007), No.1, 69–108. Available as
arXiv:0801.3365 [gr-qc].
[13] D. Buchholz, K. Fredenhagen. Locality and the structure of particle states.
Commun. Math. Phys. 84, (1982), 1–54.
[14] S. Carpi, Y. Kawahigashi, R. Longo. Structure and classification of super-
conformal nets. arXiv:0705.3609 [math-ph]
[15] H. B. G. Casimir, D. Polder. The Influence of Retardation on the London-
van der Waals Forces. Physical Review, 73, (1948), 360–372.
46
[16] J. Dixmier. C∗–algebras. North Hollands Publishing Company, Amsterdam
- New York - Tokio, 1997.
[17] H. D. Doebner, P. Sˇtˇovicˇek, J. Tolar. Quantization of kinematics on con-
figuration manifolds. Rev. Math. Phys. 13, (2001), 799–845. Available as
arXiv:math-ph/0104013.
[18] S. Doplicher, R. Haag, J. E. Roberts. Local observables and particle statistics
I. Commun. Math Phys. 23, (1971), 199–230. Local observables and particle
statistics II. Commun. Math Phys. 35, (1974), 49–85 .
[19] S. Doplicher, J. E. Roberts. A new duality theory for compact groups. Invent.
Math. 98, No.1, (1989), 157–218.
[20] S. Doplicher, J. E. Roberts. Why there is a field algebra with a compact
gauge group describing the superselection sectors in particle physics. Com-
mun. Math. Phys. 131, No.1, (1990), 51–107.
[21] W. Ehrenberg, R. E. Siday. The refractive index in electron optics and the
principles of dynamics. Proc. Phys. Soc. B62, (1949), 8–21.
[22] G. F. R. Ellis, S. W. Hawking. The large scale structure of space-time.
Cambridge University Press, 1973.
[23] K. Fredenhagen, R. Haag. Generally covariant quantum field theory and
scaling limits. Commun. Math. Phys. 127, (1990), No.2, 273–284.
[24] K. Fredenhagen, K.-H. Rehren, B. Schroer. Superselection sectors with braid
group statistics and exchange algebras. II: Geometric aspects and conformal
invariance. Rev. Math Phys. Special Issue, (1992), 113–157.
[25] D. S. Freed. Classical Chern-Simons theory. I. Adv. Math. 113, (1995),
No.2, 237–303. Available as arXiv:hep-th/9206021.
[26] D. Guido, R. Longo, J. E. Roberts, R. Verch. Charged sectors, spin and
statistics in quantum field theory on curved spacetimes. Rev. Math. Phys.
13, No.2, (2001), 125–198. Available as arXiv:math-ph:9906019.
[27] B. Gray. Homotopy Theory: An Introduction to Algebraic Topology. Aca-
demic press, New York, 1975.
[28] R. Haag. Local Quantum Physics. Springer Texts and Monographs in
Physics, 1996, 2nd edition.
[29] J. H. Hannay. Angle variable anholonomy in adiabatic excursion of an in-
tegrable Hamiltonian. J. Phys. A: Math. Gen. 18, (1985), 221-230.
[30] R. Haag, D. Kastler. An algebraic approach to quantum field theory. J.
Math. Phys. 5, (1964), 848–861.
47
[31] S. Hollands. Renormalized quantum Yang-Mills fields in curved spacetime.
arXiv:0705.3340 [gr-qc].
[32] H. Halvorson, M. Mu¨ger. Algebraic quantum field theory.
arXiv:math-ph/0602036.
[33] H. Jahn, E. Teller. Stability of polyatomic molecules in degenerate electronic
states. I. Orbital degeneracy. Proceedings of the Royal Society of London.
Series A, Mathematical and Physical Sciences, 161, (1937), 220–235.
[34] Y. Kawahigashi, R. Longo. Classification of local conformal nets. Case
c < 1. Ann. of Math. (2) 160, (2004), 493–522. Available as
arXiv:math-ph/0201015.
[35] R. V. Kadison, J. R. Ringrose. Operator Algebras I and II, Academic Press,
Inc., Orlando and New York, 1983 and 1986.
[36] M. Lachieze-Rey, J. P. Luminet. Cosmic Topology. Phys. Rept. 254, (1995),
135–214. Available as arXiv:gr-qc/9605010
[37] N. P. Landsman.Quantization and superselection sectors. I. Transformation
group C∗-algebras. Rev. Math. Phys. 2, (1990), 45–72.; Quantization and
superselection sectors. II. Dirac monopole and Aharonov-Bohm effect. Rev.
Math. Phys. 2, (1990), 73–104.
[38] R. Longo, J. E. Roberts. A theory of dimension. K-Theory 11, No.2, (1997),
103–159. Available as arXiv:funct-an/9604008.
[39] E. Minguzzi, M. Sanchez. The causal hierarchy of spacetimes.
arXiv:gr-qc/0609119.
[40] G. Morchio, F. Strocchi. Quantum mechanics on manifolds and topological
effects. arXiv:0707.3357 [math-ph].
[41] M. Mu¨ger. The superselection structure of massive quantum field theories
in 1+ 1 dimensions. Rev. Math. Phys. 10, (1998), 1147–1170. Available as
arXiv:hep-th/9705019.
[42] B. O’Neill. Semi–Riemannian geometry. Academic Press, New York, 1983.
[43] S. Pancharatnam. Generalized theory of interference, and its applications.
Part I: Coherent pencils. Proc. Indian Acad. Sciences 44, (1956), 247–262.
[44] M. J. Radzikowski. Micro-local approach to the Hadamard condition in
quantum field theory on curved space-time. Comm. Math. Phys. 179, (1996),
No.3, 529–553.
[45] J. E. Roberts. Local cohomology and superselection structure. Commun.
Math. Phys 51, No.2, (1976) 107–119.
48
[46] J. E. Roberts. Net cohomology and its applications to field theory. “Quan-
tum Fields—Algebras, Processes” (L.Streit ed.) Springer, Wien, New York,
1980.
[47] J. E. Roberts. Lectures on algebraic quantum field theory. In: The alge-
braic theory of superselection sectors. (Palermo 1989), D. Kastler ed., 1–112,
World Sci. Publishing, River Edge, NJ, 1990.
[48] J. E. Roberts.More lectures in algebraic quantum field theory. In : Noncom-
mutative geometry C.I.M.E. Lectures, Martina Franca, Italy, 2000. Editors:
S. Doplicher, R. Longo, Springer (2003).
[49] J. E. Roberts, G. Ruzzi. A cohomological description of connections and
curvature over posets. Theo. App. Cat. 16 (2006), No.30, 855–895. Available
as arXiv:math/0605435.
[50] J. E. Roberts, G. Ruzzi, E. Vasselli. A theory of bundles over posets. Avail-
able as arXiv:0707.0240 [math.AT].
[51] G. Ruzzi. Essential properties of the vacuum sector for a theory of supers-
election sectors. Rev. Math. Phys. 15, No.10, (2003), 1255–1283. Available
as arXiv:math-ph/0304005.
[52] G. Ruzzi. Punctured Haag duality in locally covariant quantum field
theories. Commun. Math. Phys. 256, (2005), 621–634. Available as
arXiv:math-ph/0402027.
[53] G. Ruzzi. Homotopy of posets, net-cohomology, and theory of superselection
sectors in globally hyperbolic spacetimes. Rev. Math. Phys. 17, No.9, (2005),
1021–1070. Available as arXiv:math-ph/0412014.
[54] J. M. M. Senovilla. Singularity theorems and their consequences. Gen. Rel.
Grav. 29, No.5 (1997), 701–848.
[55] T. Souradeep. Spectroscopy of cosmic topology. Indian J. Phys. 80, (2006),
1063–1069. Available as arXiv:gr-qc/0609026.
[56] R. Verch. Continuity of symplectically adjoint maps and the algebraic struc-
ture of Hadamard vacuum representations for quantum fields in curved
spacetime. Rev. Math. Phys. 9, No.5, (1997), 635–674. Available as
arXiv:funct-an/9609004
[57] R. M. Wald. General Relativity. University of Chicago Press, 1984.
[58] J. A. Wheeler. Geons. Phys. Rev. 97, (1955), 511–536.
49
