This paper presents a robust analysis approach to stochastic stability of the uncertain Markovian jumping discrete-time neural networks (MJDNNs) with time delay in the leakage term. By choosing an appropriate Lyapunov functional and using free weighting matrix technique, a set of delay dependent stability criteria are derived. The stability results are delay dependent, which depend on not only the upper bounds of time delays but also their lower bounds. The obtained stability criteria are established in terms of linear matrix inequalities (LMIs) which can be effectively solved by some standard numerical packages. Finally, some illustrative numerical examples with simulation results are provided to demonstrate applicability of the obtained results. It is shown that even if there is no leakage delay, the obtained results are less restrictive than in some recent works.
Introduction
In the past two decades, neural networks have received considerable attention and have been successfully applied in many areas such as image processing, pattern recognition, associative memories, signal processing, optimization solvers, and so on [1 -3] . In particular, these applications heavily depend on the stability of the equilibrium of neural networks. More precisely, the stability analysis is a necessary step for the applications of neural networks. In practice, the discrete-time neural networks become more important than the continuous-time counterparts when implementing the neural networks in a digital way. Some important results related to the stability issue have been reported for discrete-time neural networks in [4 -12] . On the other hand, both in biological and artificial neural networks, the interactions between neurons are generally asynchronous which inevitably result in time delays. In electronic implementations of neural networks, the delays are usually time-varying due to the finite switching speed of amplifiers. It is known that the existence of time-delay is often a source of instability, oscillation, and poor performance in neural networks [13] . Therefore, it is of both theoretical and practical importance to study the problem of stability analysis of discrete-time neural networks with time-varying delays. Moreover, neural networks with Markovian jumping parameters are of great significance in modelling a class of neural networks with finite network modes. Many interesting results about the stability of time-delayed neural networks with Markovian jumping parameters have been proposed via the linear matrix inequality (LMI) approach [14 -19] .
Moreover, in studying the applications of neural networks, the connection weights of the neurons depend on certain resistance and capacitance values which include uncertainties. Thus, the stability problem of uncertain discrete-time neural networks has got much attention, and many interesting results have been proposed to guarantee the asymptotic, exponential and stochastic stability analysis of uncertain neural net-works with various types of time delays [20 -22] . However, the conditions imposed on the neural network are determined by the characteristics of activation functions as well as network parameters. Thus, the generalization of activation functions will provide a wider scope for neural network design and applications [23] .
Further, the time delay in the leakage term has also a great impact on the dynamical behaviour of neural networks. Thus, the stability analysis of neural networks with time delay in leakage also has primary significance in the research of neural networks. Although the stability analysis of neural networks has received much attention, the stability of stochastic neural networks with time delay in leakage has not been fully investigated. So far, few results have been reported for the stability analysis of neural networks with time delay in leakage (or "forgetting") term [24 -27] . In [28] , the delay dependent sufficient conditions have been derived for the existence of a unique equilibrium as well as its asymptotic and exponential stability conditions for the bidirectional associative memory (BAM) neural networks with constant delay in the leakage term and pointed out that time delay in the stabilizing negative feedback term could destabilize a system. Recently, Balasubramaniam et al. [29] studied the delaydependent passivity analysis for Markovian jumping neural networks of neutral type with time delay in the leakage term and distributed delays. It is shown via simulation results that the neural network is stable when there is no leakage delay and it becomes unstable when a small amount of leakage delay occurs. This indicates that the stability of neural networks may be affected due to the sensitiveness of the time delay in the leakage term. All the above mentioned results are derived for the continuous-time neural networks, to the best of authors knowledge, no result has been reported for the discrete-time case with time delay in the leakage term.
Motivated by the above discussion, in this paper we consider the stochastic stability analysis for Markovian jumping discrete-time neural networks (MJDNNs) with time delays in the leakage term. By employing a Lyapunov-Krasovski functional (LKF) and LMI technique, some novel delay-dependent conditions are obtained to ensure the stochastic stability for a class of MJDNNs in the presence of time delays in the leakage term. Further, the result is extended to derive the stability conditions for uncertain discrete-time neural networks in which the parameter uncertainties are assumed to be time-varying but norm bounded. The derived conditions are established in terms of LMIs which can be easily calculated by MATLAB LMI toolbox. In particular, it is shown that in the absence of a leakage delay, the obtained results are less conservative than some recent works. Finally, some numerical examples and their simulations are given to show the effectiveness of the obtained results.
Notations: Throughout this paper, unless otherwise specified, the superscripts 'T' and '−1' stand for matrix transposition and matrix inverse respectively; R n×n denotes the n×n-dimensional Euclidean space; the notation P > 0 means that P is real, symmetric, and positive definite; diag{·} denotes the block-diagonal matrix; we use an asterisk ( * ) to represent a term that is induced by symmetry. Matrices which are not explicitly stated are assumed to be compatible for matrix multiplications. Z denotes the set including zero and positive integers. Moreover, let (Ω , F, {F t } t≥0 , P) be a complete probability space with a filtration {F t } t≥0 satisfying the usual conditions (i.e., the filtration contains all P-null sets and is right continuous). E[·] stands for the mathematical expectation with respect to the given probability measure P.
Problem Formulation and Preliminaries
Consider the following discrete-time neural network with leakage delay and Markovian jumping parameters;
where x(k) ∈ R n is the state vector; A(r k ) = diag{a 1 (r k ), a 2 (r k ), . . . , a n (r k )} is the positive diagonal matrix that represents the self-feedback term with |a( Let S = {1, 2, . . . , N} and {r k , k ∈ Z} be a homogeneous, finite-state Markovian process with right continuous trajectories on the probability space (Ω , F, {F k } k≥0 , P) with generator Π = [π i j ] n×n , i, j ∈ S given by Pr(r k+∆k = j/r k = i) = π i j , where π i j is the transition rate from mode i to mode j, satisfying
, and we assume that the parameter uncertainties
, and ∆C i = ∆C(k, r k ) are time-varying and described by
where N 1i , N 2i , N 3i , and E i are known constant matrices of appropriate dimensions and F i (k) is an known time-varying matrix with Lebegue measurable elements bounded by
Assumption 1 ([30])
. For s ∈ {1, 2, . . . , n}, the neuron activation functions f s (·) in (1) are continuous and bounded, satisfying
where F − s and F + s are constants.
The following definition and lemmas will be used in the proof of our main results.
Definition 1.
For every initial condition (φ , r 0 ), the MJDNNs (1) is said to be stochastically stable if satisfying the following condition:
where x k (φ , r 0 ) denotes the solution of (1) at time k under the initial conditions φ and r 0 .
Lemma 1 ([31]). For any symmetric constant matrix
where
Lemma 2 ([22]).
For any vector x, y ∈ R n , matrices A, P, D, E, and F are real matrices of appropriate dimensions with P > 0, F T F ≤ I, and scaler ε > 0, the following inequalities hold:
Stability Results
In this section, we derive the conditions for stochastic stability of MJDNNs in the presence of time delay in the leakage term. First, we study the stochastic stability of MJDNN (1) when the uncertainties ∆A i = 0, ∆B i = 0, and ∆C i = 0. For presentation convenience, we denote 
Theorem 1. Under the Assumption 1, the MJDNN (1) without uncertainties is stochastically stable if there exist matrices P
and the remaining terms are zero.
Proof. In order to prove the stochastic stability results, we consider the following LKF:
along the trajectory of (1), we get
By using Lemma 1, we get
On the other hand, for any matrices M i , i = 1, 2, 3, 4, we have the following [32] :
In addition, we have,
From Assumption 1, for any s = 1, 2, . . . , n, we have 
Similarly for
Combining (4) - (19) and taking mathematical expectation on both sides, we get
Let λ 0 = min {Ψ , i ∈ L}, then λ 0 > 0 due to Ψ . Finally from (20) , we obtain that for any k ≥ 0
Setting k = 0 and k = 1 in (21) yields
and
Taking expectation E[·/X 0 , r 0 ] on both sides of (23), with the aid of (22), leads to
Then one can continue the iterative procedure (21) to obtain
which implies that
Hence the MJDNN (1) without uncertainties is stochastically stable in the sense of Definition 1, and thus the proof is completed.
In the next theorem, we consider the robust stochastic stability of uncertain MJDNNs that exhibit parametric uncertainty. In particular, we derive a sufficient condition in terms of LMIs for the robust stochastic stability of uncertain MJDNN (1) with time-varying delays by extending the results of the previous theorem. Proof. By replacing the matrices A i , B i , and C i with
Theorem 2. Under the Assumption 1, the MJDNN (1) is robustly stochastically stable, if there exist matrices
in Theorem 1 and applying Schur complement and Lemma 2, we can obtain (24) .
Next, we give a corollary to show that our main results cover some cases that have been studied in the literature. In the absence of leakage delay the uncertain discrete-time Markovian jumping neural network (1) becomes a standard uncertain MJDNN as follows:
In the following corollary, we will deduce the robust stability results to the model (25) 
where 
T and it can be verified from Assumption 1 that F 1 = diag {0, 0} and F 2 = diag {0.6, −0.5} . By using the MATLAB LMI toolbox, we can obtain feasible solutions by solving the LMIs in Theorem 1 which are not given here due to the page constraint. If we set the leakage delay σ = 2, the obtained time delay upper bounds for different time delay lower bounds are given in Table 1 , for which the considered MJDNN is stochastically stable. Figure 1 follows from Theorem 1 that the considered MJDNN is stochastically stable.
Example 2.
Consider the two-neuron and two-mode MJDNN model with the following parameters:
, 
The activation function is taken as
It can be easily seen from Assumption 1 that F 1 = diag {0, 0} and F 2 = diag {0.5, −1} . By solving the LMIs in Theorem 2 using Matlab LMI toolbox, we get the feasible solutions which are not given here due to the page constraint. If we set the leakage delay σ = 1, the obtained time delay upper bounds for different time delay lower bounds are given in Table 2 . The corresponding numerical sim- ulation is given in Figure 3 Taking the activation function as f (x(k)) = [tanh(−0.6x 1 (k)) tanh(0.4x 2 (k)) tanh(0.2x 3 (k))]
T , it also can be verified from Assumption 1 that F 1 = diag {0, 0, 0} and F 2 = diag {−0.3, 0.2, 0.1} . By solving the LMIs in Corollary 1 using MATLAB LMI toolbox, we can obtain feasible solutions. The obtained time delay upper bounds for various time delay lower bounds are given in Table 3 and are compared with the results obtained in [31, 33, 34] . It is observed from the Table 3 that the delay dependent stability results proposed in this paper are less conservative than those in [31, 33, 34] . Further, the simulation results of the state responses for the considered example is shown in Figure 4 It is concluded from Corollary 1 that the considered neural network is robustly stochastically stable.
Conclusion
In this paper, we have investigated the robust stochastic stability results for the uncertain Markovian jumping discrete-time neural networks with leakage delay. By constructing a Lyapunov-Krasovski functional combined with the free weighting matrix tech-nique, new delay-dependent conditions for the robust exponential stability of the MJDNNs are derived in terms LMIs. Finally, some numerical examples with simulation results are provided to illustrate the applicability, less conservatism, and effectiveness of the proposed results.
