Let G be a multiplicative subgroup of the prime field F p of size |G| > p 1−κ and r an arbitrarily fixed positive integer. Assuming κ = κ(r) > 0 and p large enough, it is shown that any proportional subset A ⊂ G contains non-trivial arithmetic progressions of length r. The main ingredient is the Szemerédi-Green-Tao theorem.
Theorem 1. Given r ∈ Z + , there is some κ = 1 r 2 r+1 > 0 such that the following holds. Let δ > 0, p a sufficiently large prime and G < F * p a subgroup of size |G| > p 1−κ .
Then any subset A ⊂ G satisfying |A| > δ|G| contains non-trivial r-progressions.
The proof is based on the extension of Szemerédi's theorem for pseudorandom weights due to Green and Tao, which is also a key ingredient in their proof of arithmetic progressions in the primes. (See [8] .) In §.2 we will recall the precise statement of that result and the various underlying concepts.
The next point is that a multiplicative group behaves like a pseudorandom object (for the relevant notaion of pseudo-randomness). The latter fact is established by rather straightforward applications of Weil's theorem for character sums with polynomial argument. As an introductory result, we illustrate its use by proving Proposition 2. Let r ∈ Z + be fixed, p large enough and G < F * p a multiplicative group of size |G| > c r p ensuring G to contain non-trivial triplets a, a + b, a + 2b in arithmetic progression. This last result is simple and well-known, but though one could conjecture a condition of the form |G| > cp Concerning three-term arithmetic progressions in general sets, we recall Sanders' result [19] which provides the strongest form of Roth's theorem to date and, in the setting of subsets of F n q , q fixed, the solution to the cap set problem due to Ellenberg and Gijswijt [11] . In negative direction, Behrend's lower bound of r 3 (n) has been slightly improved by Elkin [10] . (See also [3] , [6] , [16] , [17] , [18] , [21] .)
It is also natural to expect that when r is large, a condition of the type |G| > p 1−ǫr with ǫ r → 0 as r → ∞ should be necessary for Proposition 2 to hold. We are not able to show that and could only establish the following.
Proposition 3.
There is a function η r → 0 as r → ∞ and arbitrarily large primes p for which there is a subgroup G < F * p containing no r-progressions and
The argument is closely related to a construction in [4] . We note that a more satisfactory result would be (0.3) with exponent 1 − η r but Related to additive shifts of multiplicative subgroups of prime fields, we should also mention the paper of Shkredov and Vyugin [20] , generalizing results of Konyagin, Heath-Brown and Garcia, Voloch. (See [13] , [14] , [15] .)
Notations. We recall that the notation U = O(V ) is equivalent to the inequality |U| ≤ cV with some constant c > 0, while with the notation U = o(V ), in the above inequality, the constant c goes to 0. We denote by htF (x) the height of the polynomial F (x), which is the max of the modulus of the coefficients of F (x). For a set G, I G is the indicator function of G. By E(f | x ∈ S), we mean the average of f (x) over x ∈ S. The constant c r is a constant depending on r and may vary even within the same context.
Arithmetic progressions in multiplicative
groups.
In this section we will prove Proposition 2. First we note that the progression a, a + b, . . . , a + rb ∈ G is equivalent to that a ∈ G and 1 + a −1 b, . . . , 1 + ra
Hence we will analyze
Using the representation
we write
So we write (1.1) as
where
with max taken over all r-tuples χ 1 , . . . , χ r of multiplicative characters which are 1 on G and at least one of them non-trivial. We now bound the sum in (1.5). For the r-tuple χ 1 , . . . , χ r obtaining the max, let I = {s ∈ [1, r] :
Since Y is of order p −1 and f (x) is not a p −1-power, Weil's theorem implies
. It follows that (1.4) and hence (1.1) is bounded below by
Therefore, G contains at least c r |G| p r p|G| many non-trivial r+1-progressions.
Remark 1.1. We note that if G ⊂ F * p is a random set, then the expected size of (1.1) would also be 2 Progressions in large subsets of multiplicative groups.
An interesting problem is the following. How large can G ⊂ F * p be without containing an r-progression? In this section we will prove Theorem 1. We will use the Green-Tao extension of Szemerédi's theorem for large subsets of pseudo-random sets. (See Theorem 2.2 in [9] .) Theorem GT. Let ν : Z N → R + be a pseudo-random weight, and let r ∈ Z + . Then for any δ > 0, there is c r (δ) > 0 satisfying the following property. For any f :
we have
(Note that here the notation E refers to the normalized sum.)
In order to apply this result, one will need to verify that under appropriate assumptions, I G for G ⊂ F * p , satisfies the required pseudo-randomness conditions.
We call that ν is a pseudo-random weight if ν satisfies the following two conditions. (1). Condition on linear forms. Let m 0 , t and L ∈ Z be constants depending on r only. Let m ≤ m 0 be an integer and ψ 1 , . . . , ψ m : Z t N → Z N be functions of the form
3)
. Condition of correlations. Let q 0 ∈ Z be a constant. Then there exists τ :
such that for all q ≤ q 0 and h 1 , . . . , h q ∈ Z N (not necessarily distinct), we have
Remark 2.1. As Y. Zhao pointed out that in his paper [5] with D. Conlon and J. Fox, they showed that in applying Theorem GT one only needs to verify the m 0 -linear forms condition (with m 0 = r 2 r−1 ), and that the correlation condition is actually unnecessary.
Proof of Theorem 1. In our application of Theorem GT, Z N will be F p with additive structure and ν = p−1 |G| I G . We will verify the condition on linear forms above by using Weil's theorem. Using the representation (1.3), we have
In (2.4), the trivial character χ 0 contributes for 1 and the additional contribution may be bounded as in §1 by for s ∈ I. We obtain
To introduce a new variable z, we perform a shift x → x + za, where a ∈ {1, . . . , m} t may be chosen such that Recall that |L s,j | ≤ L and the m vectors (L s,j ) j=1,...,t ∈ Z t are pairwisely non-collinear. Hence we may choose a as above to fulfill (2.10) and moreover t j=1 L s,j a j ≡ 0 (mod p). We estimate (2.9) as 1 p
Clearly, f x (z) will not be a (p − 1)-power of a polynomial, if the following expressions 
For (2) we estimate trivially.
Since (L s,j ) 1≤j≤t and (L s ′ ,j ) 1≤j≤t are not collinear (and bounded), there is some j 0 such that
This shows that (2.15) is bounded by r 2 p t−1 . Therefore, we proved that (2.11) is bounded by rp t− 3 Construction of large multiplicative groups with no r-progressions.
In this section we will prove Proposition 3. Our argument is very similar to the proof of Theorem 39 in [4] , where it is shown that there is a subset ∆ ⊂ P T = {p : p is a prime, and p ≤ T }, |∆| < δ T log T with δ = δ(r) → 0 as r → ∞ and such that for any p ∈ P T \ ∆ and any t ∈ Z max ord p (t + 1), . . . , ord p (t + r) > T Obviously, (3.1) implies that
which is the only relevant property for us. As in §1, if a, a + b, . . . , a + rb ∈ G ⊂ F * p , and b ∈ F * p , then 1 + t, 1 + 2t, . . . , 1 + rt ∈ G, t ≡ a −1 b (mod p) and hence we obtain t ∈ Z, t ≡ 0 (mod p) such that ord p 1 + t, . . . , 1 + rt ≤ |G|.
Thus our purpose is to ensure that for all t ≡ 0 (mod p) such that ord p 1 + t, . . . , 1 + rt > p holds for all p ∈ P T \ ∆ with |∆| < δ T log T , it will then suffice (taking η = cδ) to invoke Lemma 3.1. Let notations be as above. Then
Proof. In Bombieri-Vinogradov theorem, taking
we have 
.
Clearly, (3.7) and the prime number theorem imply that
Let σ < 2η be a parameter (to be specified). From the preceding, there is a subset S ⊂ I ∩ P, S ∩ Ω = ∅, such that
and since S ∩ Ω = ∅, we have for all q ∈ S |A q | ≥ T 2 log T q , where A q := {p < T : p ≡ 1 (mod q)}. From the inclusion/exclusion principle and the Brun-Titchmarsh theorem, the left hand side of (3.4) is at least
Since φ(q 1 q 2 ) = (q 1 − 1)(q 2 − 1), and q 1 q 2 ≤ T 1−η for q 1 = q 2 in S, (3.10) is bounded below by
for some small c > 0 and appropriate choice of σ.
Returning to the proof of Theorem 39 in [4] , a key ingredient is Lemma 17 (in [4] ) depending on a result from [7] on additive relations in multiplicative subgroups of C * . Keeping (3.3) in mind, the appropriate variant of Lemma 17 we will need is the following. Lemma 3.2. Let z ∈ C * and r ∈ Z + be sufficiently large. Consider the set A = {1 + sz : 1 ≤ s ≤ r} ⊂ C. Then there is a multiplicative independent subset A 0 ⊂ A of size |A 0 | > c log r.
The proof is the same as Lemma 17 in [4] . Note that one distinction is that we have to assume z = 0, which will also lead to a small modification in the proof of Theorem 39 in [4] , in order to establish (3.3). Thus Lemma 3.3. There is a subset ∆ ⊂ P T , |∆| = o T log T such that every p ∈ P T \ ∆ has the following property. If t ∈ Z, t ≡ 0 (mod p), then 12) where δ = δ(r).
Proof. The basic strategy is the same as that of Theorem 39 in [4] . We fix an integer r 0 = [log r], let 13) and choose u ∈ Z + such that
Let E be the collection of all subsets E ⊂ {1, . . . , r}, |E| = r 0 . Next, given any two subsets By (3.14) and (3.13), for T sufficiently large, we can bound the exponent in (3.19) as r 2r 0 u 2r 0 +4 < r 2r 0 T 1−2δ+
Therefore, there is a set ∆ ⊂ P T of primes p ≤ T, with |∆| = o T log T such that (p, B) = 1 for all p ∈ P T \ ∆. Now, take p ∈ P T \∆ and suppose there exists some t ∈ Z, t ≡ 0 (mod p) such that ord p 1 + t, . . . , 1 + rt < u r 0 .
Then, for all E ∈ E, there are E 1 , E 2 ⊂ E, E 1 ∩ E 2 = ∅, |E 1 | + |E 2 | ≥ 1 and u = (u s ) s∈E 1 ∪E 2 such that F E 1 ,E 2 ,ũ (t) ≡ 0 (mod p). Hence there is a factor f E (x) of F E 1 ,E 2 ,ũ (x) such that f E (t) ≡ 0 (mod p). Since t ≡ 0 (mod p), f E (x) = x. For all E, F ∈ E, since f E (x), f F (x) have common root t (mod p)
Res(f E , f F ) ≡ 0 (mod p). If f E = cf F , then Res(f E , f F )|B, contradicting (B, p) = 1. Thus f E = cf F for all E, F ∈ E and hence have a common root z ∈ C * . But by Lemma 3.2, there is a set E ∈ E such that {1 + sz : s ∈ E} are multiplicatively independent, implying F E 1 ,E 2 ,ũ (z) = 0, f E (z) = 0, which is a contradiction. 
