Aust. J. Phys., 1982,35,699-707 A general law is given for sputtering coefficients as a function of the energy of hydrogen and helium isotope ions incident on metallic and graphite walls and limiters. The average over a Maxwellian spectrum is performed analytically.
Introduction
Conceptual design studies of fusion reactor performance, such as the INTOR project, are being undertaken by many nations. A recent review paper by Hershman and Sigmar (1981) gives full details of the effect of impurities in plasmas; another by Ashby and Hughes (1981) combines the evaluation of radiation loss for impurities (Post et al. 1977) with transport codes to conclude that in INTOR the temperature radial profile will collapse inwards from the wall. Post et al. claimed that the plasma temperature near the wall would be about 200 eV, a temperature at which impurities, particularly from heavy metals, have quite large radiation losses. It is not clear which wall reflective properties were considered to contribute to such losses, but these authors pointed out that the main source of impurities which has considerable power rate coefficients is sputtering from the walls and limiters.
At the AAEC Research Establishment there is insufficient effort to carry out extensive compilations of sputtering coefficients for the hydrogen and helium isotopes, but such a compilation was carried out by Thomas et al. (1979) . At about the same time, McCracken and Stott (1979) reviewed the semi-empirical theory of sputtering, but their use of the spectral law, developed by Bohdansky, and scaling coefficients did not lead to a particularly good fit of the data and no maximum was predicted in the spectral curve, which occurs in almost all of the data around 1 keY. We have used all available data from Thomas et al. to fit the spectrum and to discover the appropriate scaling rules.
Semi-empirical Laws
We have chosen the evaluations by Thomas et al. to fit the elements Be, C, Ti, Fe, Co, Ni, Cu, Nb, Mo, Ag, Ta, W, Au and U to the rational function (1) where E ~ ED S (E) is the sputtering coefficient for the incident ion beam energy E, and ET = Es/ {y(l -y) }, (2a, b) m 1 and m2 are the atomic masses of the elements in the wall and incident beam respectively and A(m1' m2) is the scaling coefficient. The threshold energy ET can be obtained directly from the sublimation energy of the wall material, defined as Es (eV), which, in turn, can be obtained from the relation
where· LH is the latent heat of sublimation (Smithells 1976) . If the latent heat is not tabulated, one can use the rough approximations where Mp is the melting point and Bp is the boiling point in K. We have used the second correlation for graphite and silicon only.
It was not possible to find sufficient data to check whether ET in equation (2a) is the experimental threshold, so we have assumed the theoretical value and computed the constants A and B from the fits to the equation (5) in which A = l/ai and B = a O /a 1 • The elements used were Be, C, Ti, Fe, Co, Ni, Cu, Nb, Mo, W, Au and U. The maximum of the spectrum occurs when (6) and the width is so broad that the fits are very insensitive to B. We observed the correlation (7) for Ti, Fe, Ni, Mo, Wand Au, where Z1 is the atomic number of the element in the wall and, with an error weighting of 5 %, obtained the values b o = -2' 5429 keY and b1 = 0·7879 keV.
We could just as well have found a rough correlation of Em• x with m1 but, for interpolation purposes, equation (7) suffices.
We note that the scaling factor A(m1, m2) in equation (1) can be well approximated by the law (8) where c is an average value of m 1 and m 2 • For this average, we used the data from Thomas et al. (1979) for Ti, Fe, Ni, Mo and Au to find c = 1·0. 
in which the scaling law
holds. For a least-squares fit over region (i) for five atoms, we obtained
Assuming the same slope in region (ii), we found, from the accurate Mo data, that similarly, using the Au information,
Details of Data
As was the case with the ADL-1 atomic data library (Clancy et al. 1981) , preparation of the sputtering coefficient ·data library was based on the use of all experimental information, resorting to the constants in the fitted law (1) only for interpolation and extrapolation when experimental data were unavailable. The best fits for E s , En y, A and B are displayed in Table 1 . The predicted values of A and B are shown in Table 2 for AI, Si, Sc, Y, Cr, Zn, Zr, Rh, Ag and Ta. The elements AI, Zr and Ta can be normalized to the measured value of A(m1' I).
The compilation by Thomas et al. gives tables and plots for the sputtering of incident H+, D +, T+, Het and Het ion beams from the elements Be, C, Ti, Fe, Co, Ni, Cu, Nb, Mo, Ag, Ta, W, Au and U, although the information is sometimes very scanty indeed. The fitted spectra of some of these elements are given in Fig. I on a log-log scale. It is noted that the deviation from the experimental values is the largest at very low energies; we believe that this is because S (E) is very small in this region and that the predicted values of ET could be in error. The data here are very sensitive to the value of E T • McCracken and Stott (1979) also gave a general curve for SeT), the average value of S (E) over a Maxwellian ion energy distribution, which is appropriate for plasmas. Because of their use of the Bohdansky spectral law, the necessary integral cannot be evaluated analytically. In contrast, the form of equation (1) can be averaged analytically.
Maxwellian Averaged Sputtering Coefficients
The integral which has to be calculated is
where T is the temperature of the plasma edge in keY. This can be written
Substituting equation (1) into (16), we find that (Gradshteyn and Ryzhik 1965) Jooo
where n = 4rtJ.l-t exp(tz2)D_4(Z),
and A is defined by equation (8). In these equations
(20) and Diz) is the parabolic cylinder function. This function is tabulated by Abramowitz and Stegun (1965) for 0 ~ z ~ 5, and can be computed from the recurrence relation of Erdelyi et al. (1953) For the first two cases where
For very low temperatures, the asymptotic series
can be used, and higher terms can be found in equation (21).
The second integral in equation (16) can be approximated very well by expanding both the exponential term and the denominator into Taylor series and integrating term-by-term. From this we get 00
with a maximum error of about 1 % close to threshold.
Discussion
It will be noticed that in Fig. 1 the first few experimental points sometimes fall below the calculated threshold, in the low temperature region; various effects can account for this. The most probable explanation is that the thermal spread of the local bonding in the region of the incident ion impact smears out the values of the sublimation energy, so that sub-threshold sputtering becomes possible. Unfortunately, none of the data reported by Thomas et al. (1979) contain point-by-point errors, hence we could not perform a systematic error analysis on the data fits to equation (1).
McCracken and Stott (1979) found an appreciable upward shift in their Maxwellian average maximum temperature. This is because the Bohdansky law predicts a continuous rise in the spectrum, and the contribution from the high temperature region is much too large. We found a much smaller upward shift.
A full library of Maxwellian averages for all of the elements analysed by Thomas et al . is available at the AAEC. It is proposed that this information be included in the ADL-1 atomic data library for computations of plasma behaviour in conceptual fusion reactor design studies. A zero-dimensional code, SCORCH, has been written to enable benchmark calculations to be carried out as a check on the data from the plasma devices now in use.
