With performance in mind, we propose two general improvements to the popular class of turbulent inlet boundary conditions known as the 'synthetic eddy method', originally proposed 10 years ago by Jarrin 2006. Our updated version offers improvement in both statistical accuracy and computational efficiency. We first demonstrate that the original approach led to inaccuracies where eddy length-scale prescription was inhomogeneous. We then describe a correction to the normalisation procedure to ensure that prescribed statistics can be correctly recovered. A second improvement focusses on the computational efficiency of the method; by generalising the method to allow for arbitrary eddy placement, the required number of eddies whilst conserving the target 'eddy density' is reduced. The former enhancement is observed to deliver a consistent and measurable improvement over the standard formulation, whilst the latter provides efficiency savings of around 1-2 orders of magnitude. The original SEM has spawned a number of derivatives over the past decade, many of which would be expected to benefit from the improvements reported herein (whether they are used as boundary conditions, volume source terms or as part of a dynamic forcing algorithm). We apply the improved formulation to the case of a turbulent channel flow at two Reynolds numbers as well as to the case of an asymmetric planar diffuser, which is set up to exhibit a pressure-induced separation expected to be highly sensitive to upstream flow conditions. It is demonstrated that even apparently small errors in the imposed flow field can persist in such cases, adversely affecting the downstream flow prediction.
Introduction
Numerical simulation of turbulent flow will typically consider a computational domain that covers a subset of the physical space which the test fluid occupies. This is clearly practical since there is little to be gained by solving for the complete flow field in a large scale system (e.g. a closed loop wind tunnel) if the region of interest (e.g. the test section) is much smaller. This approach does, however, introduce artificial boundaries to the domain in the form of inlets and outlets; the treatment of which must be considered carefully.
In this paper, we consider the inflow boundary problem. At Reynolds numbers of practical engineering interest, the incoming flow will often be turbulent. The generation of turbulent inflow boundary conditions for scale-resolving simulations poses a formidable challenge. A stochastically varying inlet condition must * Corresponding author: E-mail address: alex.skillen@stfc.ac.uk (A. Skillen). be created from a reduced set of low order statistical data: while knowledge of the low order statistics tends to be available (or, at least, can be intuitively gauged), a full time history of the inflow data is almost certainly not. Furthermore, in cases where it might be made available, by pre-cursor simulation for instance, the storage requirements may not always be practical.
An early solution to this problem was proposed by Lund et al. (1998) in the form of a 'recycling method'. This approach was based on the sampling of data from a location within the simulation itself, to be rescaled and reapplied at the inlet location. Inherently limited to self-similar flows, the original method was also based on empirical observations of a zero pressure gradient boundary layer, which further restricted the generality of the method. In certain specific cases, this approach works well and is relatively simple to implement, and has subsequently been extended by several researchers (see e.g. Araya et al. (2011) ; Shur et al. (2011) ; Spalart et al. (2006) ). Nevertheless, the technique remains somewhat inadequate in regions of strong pressure gradients and tends to suffer from issues of spurious periodicity introduced by the recycling process, which manifest as non-physical peaks in the spectra ( Tabor and Baba-Ahmadi, 2010 ).
Synthetic inlet turbulence
To overcome the need for a self-similar flow, various methods were then proposed to generate fluctuating turbulent quantities from mean flow data provided at the plane of the inlet. By performing a Reynolds decomposition on the velocity field, one can split the flow into mean and stochastic components. The mean component is required as an input to the method, while the stochastic component is synthetically generated so as to have a variance and covariance consistent with a prescribed Reynolds stress tensor. From the users perspective, the inflow problem is then reduced to the prescription of low-order statistical data over the inlet plane itself. In practise, these low order statistics may be obtained by experiment, theoretical approximation, or as is perhaps the most common, by a separate or 'precursor' RANS study. Indeed RANS statistics may be interpolated from an entirely independent calculation with different mesh, numerics and underlying code. As a natural evolution of this concept, it might then become useful to couple the RANS data generated in one mesh, with the generation of synthetic turbulence and subsequent turbulent simulation in another; such an approach can be termed Embedded LES (ELES).
Since the synthetic inflow condition is generated without solving the Navier-Stokes equations, the algorithm tends to be cheap. However, as the boundary condition is not fully consistent with 'real' or 'mature' turbulence, there is a development length over which a realistic turbulent flow is recovered. One important objective of the inflow generation method is to minimise this development length. This is important, not only from the computational cost viewpoint (since it allows for a smaller computational domain), but also since it may -if a suitably small development length can be found -allow for the application of inlet conditions in spatially developing or non-equilibrium regions of the flow. This is particularly relevant to ELES, where this development length should be minimised to reduce to required size, and thus the cost, of the LES region within the RANS domain.
The simplest form of stochastically varying inflow condition is white noise. The intensity and sign of the noise can be set so as to yield the prescribed first and second order statistics. However, despite accurate reproduction of the Reynolds stresses and mean flow at the inlet, it is well recognised that the characteristic development length tends to be long ( Aider et al., 2007 ) . The missing ingredient is coherence; the length and time scales of white-noise are of the order of the cell size and time-step size respectively. Since the energy is evenly distributed between low and high wavenumber ranges of the spectrum, the classical energy cascade is not established, and the fluctuations are quickly dissipated. It is thus apparent that practical synthetic turbulence generators must take into account some higher order statistics; either explicitly, or implicitly through the use of a length-scale.
There are several classes of synthetic methods available in the literature. These include, but are not limited to, methods based on the following:
It is beyond the scope of this paper to discuss in detail all these methods. The interested reader is instead referred to the review paper of Tabor and Baba-Ahmadi (2010) , who provide a detailed review of inlet boundary conditions for LES, particularly for the approaches 1-3 listed above. We also point the reader towards the work of Shur et al. (2014) , who in addition to defining a method themselves, also provide a useful classification of how synthetic methods can be used with wall modelled LES in the context of hybrid RANS-LES. In the following, we limit our focus to the last of the above listed approaches, i.e. the convection of 3D virtual eddies, wherein the Synthetic Eddy Method is defined.
Methods based on convection of 3D virtual eddies
Motivated by extending the 2D 'vortex' method of Sergent (2002) to provide correlation in a third direction also, Jarrin et al. (2006) developed the Synthetic Eddy Method (SEM). In the SEM, Lagrangian spots (or synthetic eddies) are generated with the intensity and sign of the fluctuations set to satisfy the prescribed first and second order statistics. The size of the synthetic eddies is a required user input, generally correlated to mean turbulence inlet data from a precursor RANS calculation. In what was to become a benchmark of quality for such approaches, the original method reported a development length equal to around four half channel heights ( δ) for the plane turbulent channel flow at Re τ = 395 . The SEM has proven simple to implement, and provides a reasonable approximation to turbulent inflow at a low computational cost. Since its inception several derivatives of the SEM have been proposed, which incrementally improve on the performance and in some cases result in an almost zero development length.
Following a slightly different line of thought, Kornev and Hassel (2007) presented a method whereby a synthetically generated stochastic fluctuating velocity field is made to match prescribed two-point spatial correlations and one-point temporal autocorrelations. Similarly, their method defined a finite number of Lagrangian instances of turbulent eddies, represented as regions of compact support, or 'spots', over which the mean field is perturbed by an artificial fluctuation, and weighted by a prescribed shape function. The extent of the support domain for each spot is set through the solution of a non-linear least squares problem, such that the prescribed higher-order statistics are approximately realised. From an engineering viewpoint, the prescription of higher-order statistics by the user is undesirable since such information tends not to be readily available. It is then preferable to work with the integral values of turbulence, i.e. the length-scales, which can be approximated from experimental data or lower order turbulence modelling methods such as RANS. Perhaps recognising this, Kornev and Hassel (2007) also describe a prediction-correction algorithm, whereby the integral length-scale is approximately reproduced in a two-step process. Pamiès et al. (2009) improved the SEM for external boundary layer flows by splitting the inlet plane into discrete regions, or modes. Within each region a different calibration of the SEM is applied, in order to realise a specific arrangement of eddies with certain characteristic size and shape. The eddy properties in each mode are set to match the local flow physics -e.g. streaks near walls, with more isotropic eddies at modes away from the wall. In Pamiès et al. (2009) , the selection of modes and corresponding eddy properties are described to be suitable for a zero pressuregradient boundary layer, for example. The method has been very successful for such flows Deck (2012) but is not expected to be fully general on account of the level of calibration undertaken to a specific type of flow. The adoption of the method for a significantly different flow type would involve identifying the appropriate eddy characteristics and recalibrating the modes; which assumes the availability of relevant DNS or experimental data for this purpose.
Please cite this article as: A. Skillen et al., Accuracy and efficiency improvements in synthetic eddy methods., International Journal of Heat and Fluid Flow (2016), http://dx.doi.org/10.1016/j.ijheatfluidflow.2016.09.008 JID: HFF [m5G; September 23, 2016; 9:2 ] Another extension of the SEM, the Divergence-Free SEM (DF-SEM), was proposed first for isotropic Poletto et al. (2011) then anisotropic turbulence Poletto et al. (2013) , with the intention of reducing non-negligible violations of mass-flow rate conservation, previously identified to cause numerical problems in the original method. Since the generated synthetic turbulence is divergencefree, pressure fluctuations that would otherwise develop near the inlet are reduced. For a compressible solver, this has the advantage of reducing the spurious noise introduced at the inlet. For an incompressible solver, Poletto et al. (2013) report a reduction in the number of inner iterations required on the pressure solver for convergence. This is, however, problem dependent, and assumes that the stiffness of the pressure equation is as a result of the near-inlet cells. In a complex geometry, this will not generally be the case.
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More recently the SEM was extended to incorporate a feed-back forcing mechanism by de Meux et al. (2015) , via a physically intuitive system of 'anisotropic forcing' of the Reynolds stresses. Forcing terms are defined analogous to production terms, and the computational domain is extended a short distance of between 1 and 7.5 times δ upstream of the inlet plane, to enable the flow to be forced towards its 'natural' periodic state. The method was demonstrated to be effective and flexible according to the upstream extent of the domain available for forcing, and enabled a faster recovery to within a reasonable degree of accuracy. The ability to achieve an exact recovery of turbulent quantities a long way downstream of the inlet appeared to be reduced versus the original method; indicating that the forcing has a non-negligible impact on the definition of the boundary condition.
In the current study, we present two improvements to the original SEM, ten years after its original publication, that provide both improved performance and efficiency. The improved formulation allows for an arbitrary eddy distribution size without detriment to its performance. It will be demonstrated that this leads to a reduction in the development length, increased flexibility and improved computational cost. Furthermore, it is expected that many of the SEM derivatives that have arisen over the past decade will derive benefit from the modifications presented herein, which are simple to implement.
The original synthetic eddy method
In this section, we start with a brief overview of the Synthetic Eddy Method, as proposed in Jarrin et al. (2006) , before outlining our improvements to the method. In essence, the algorithm consists of defining a fixed number of synthetic eddies of compact support, generated at random within a virtual Cartesian box enclosing the inlet. These eddies contribute towards a preliminary (unscaled) fluctuating velocity field as follows:
where is an integer representing the 'direction' or sign of the eddy ( = ±1 ), V box and V eddy are the volumes of the Cartesian box and eddies respectively, N is the total number of eddies, and f is a shape function (a weighting based on the distance from the eddy centre). The shape function is chosen to satisfy the normalisation condition
The shape function has compact support on R 3 space, with extents defined by the associated eddy length-scale, σ . A truncated Gaussian function is used in the present study.
The inner product of the preliminary fluctuating field with the Cholesky decomposition of the prescribed Reynolds stress tensor is then assumed to yield a velocity field with the prescribed second order statistics and zero mean (though in general, this is not necessarily the case, as we discuss in the next section). This is then superimposed onto the mean velocity, U :
where L is the Cholesky decomposition of the prescribed Reynolds stress tensor, given by
and R ij are the Reynolds stresses. At each time-step, the position of all eddies is updated by advecting them by the bulk velocity of the inflow. If an eddy leaves the box as a result of this advection step, that eddy is regenerated at a random location on the opposite face to which it left. The size of the box is set such that any eddies generated on a face of the box do not (initially) intersect with any faces of the flow domain inlet. The minimum sized box that satisfies this constraint is selected for efficiency reasons.
Limitation to homogeneous turbulence
We now proceed to analyse the statistical properties of the synthetic signal generated by the original SEM. In order to yield the correct statistics, it is essential for the preliminary field given by Eq. (1) to have zero mean, unit variance and zero covariance. Since is positive or negative with equal probability, it can readily be seen that the zero mean condition, u j = 0 , is satisfied automatically. To asses the variance condition, we multiply Eq. (1) by itself, and average, to obtain the following:
We note that, under the assumptions of a statistically homogeneous spatial distribution and uniform eddy size, the ratio of the total volume of all eddies ( NV eddy ) to the volume of the virtual Cartesian box within which the eddies reside ( V box ) can be thought of as the 'eddy density' or 'eddy concentration' -a measure of the statistical coverage level by the eddies. Similarly, since the eddies are convected through the inlet with fixed speed and with a random regeneration location, the time-average of the square of the shape function at a point for a single eddy, f 2 , is equivalent to a numerical integration of Eq. (2) , weighted by the time-fraction that that particular eddy is active at that point. Since the shape function is normalised such that the integral in (2) is unity, the summation of these contributions from all the eddies is also a measure of the statistical coverage level, and the terms balance. Therefore, under the stated assumptions (i.e. statistically uniform distribution, uniform convection velocity, and homogeneous eddy size), Eq. (5) will indeed satisfy the unit variance condition, u 2 j = 1 . Finally, the covariance condition can trivially be demonstrated to hold by noting that i j = 0 for i = j , and hence the crosscorrelations are zero.
Where the initial distribution of eddies is random, and all eddies are advected by the same velocity, the spatial distribution of eddies within the box will remain statistically uniform throughout the simulation. However, the inlet conditions are of course often needed perpendicular to a physical boundary, and should therefore be applied with an inhomogeneous eddy size. Indeed for best results this is generally the recommended practice, as it improves the correlation statistics; both two-point and auto-correlations. The price to pay is in the form of errors introduced in the reproduction of the second order one-point statistics, due to this violation of the assumption of homogeneous turbulence. JID: HFF [m5G; September 23, 2016; 9:2 ] 3. Improved normalisation for the SEM Here, we propose an alternative, general, normalisation factor, which can be found by taking the running average of the eddy concentration:
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The operator · AVG is a form of averaging. An exponential weighted moving average (EWMA) has been used here since any initial transient is quickly eliminated. The EWMA is defined as
which can be discretised as 8) where N is the number of samples contributing to the average at time t . We wish to find the EWMA at the next time, t + t:
where α = t/T . In the present study, T is taken as one eddy convection time for the largest eddy, for reasons to be explained below. Note that in Eq. (12) , the running average is updated without any reference to the time history of φ, thereby minimising storage requirements.
The advantage of this formulation over the original SEM is that the desired statistical properties, u j = 0 and u 2 j = 1 are obtained independent of the eddy spatial distribution and lengthscale. This can easily be seen by multiplying Eq. (6) by itself, and averaging, giving
which satisfies the unit variance condition precisely, provided the exponential weighted average is consistent with the averaging used to gather the statistics (e.g. a simple time average). For statistically steady inflow, this is the case provided T is large enough.
In determining a suitable timescale T , on one hand, we require T to be sufficiently large as to minimise spurious variance in the averaging operator (i.e. the EWMA should return a steady value for statistically steady flows), while on the other hand, we wish for T to be small so as to minimise the duration of the initial transient. Values of T greater than one eddy convection time, 2 σ x / U bulk (conservatively based on the largest synthetic eddy) was found to suitably satisfy the former constraint. Values of T equal to one, five, and ten eddy convection times were tested, with no noticible sensitivity to this parameter, and hence the minimum suitable value of one eddy convection time was used herein. For statistically unsteady flows, where there is a scale separation between the largescale unsteadiness and the turbulence time-scale, a suitable value of T would be expected to be of the same order as the large-scale unsteadiness, although such an extension is left as future work.
Improvements in eddy positioning
In the original SEM, the recommended number of eddies, N , is set to provide statistical coverage at all points of the inlet:
Here, V eddy can be taken to be the minimum volume of all eddies. This is the 'safe' approach, but tends to be computationally wasteful. A better approach may be to take the average volume of all eddies, in which case, N must be found iteratively. In any case, it is apparent that when there is a large disparity in eddy sizes (leading to a large box to contain the larger eddies, with a small average or minimum eddy size), the number of eddies required for statistical coverage will be large. In many practical situations, the number of eddies can become sufficiently large as to command significant computational cost, in terms of both CPU time and memory requirements.
Motivated by the realisation that our generalised SEM no longer requires a uniform eddy distribution, we attempt to find a more efficient eddy placement. In the original SEM, the SEM box was essentially a book-keeping tool to maintain a uniform eddy distribution. In the generalised SEM, significant cost savings can be made by removing the box, which is now no longer needed.
Instead of generating eddies inside a box, eddies are initially generated directly on the inlet, and are projected by a random distance normal to the inlet surface, in the range (−σ, σ ) . Eddies are advected each time-step in the usual way, and are regenerated once they no longer intersect any inlet faces (e.g. once their origin reaches a distance σ downstream for a planar, flow-aligned inlet).
In the regeneration step, eddies are projected upstream of the inlet by the minimum distance required to no longer intersect any inlet faces. In this way, all eddies will be active on at least one inlet face for every time-step. This is in contrast to the original SEM where smaller eddies tend to spend a significant time inactive on the inlet. The number of eddies required for statistical coverage is now:
where A inlet is the area of the inlet, and A eddy is the mean effective cross-sectional area of the eddies, taking into account the threedimensionality of the eddies. In Fig. 1 a, we schematically illustrate the situation where, for a fixed number of randomly placed eddies (an insufficient number by the standards of Eq. (14) ), the original SEM's positioning of eddies has led to insufficient coverage at regions where the length-scale is small. In Fig. 1 b, using the new placement just described, all eddies are active, and clearly the coverage is better in the small length-scale regions. Note that the new definition for N in Eq. (15) is naturally a smaller value than the old definition, in Eq. (14) , which will translate to a reduction in computational expense. This can be illustrated by considering the idealised case of spherical eddies with radius σ + and σ − for the largest and smallest eddies respectively, and a square boundary of dimension L = 2 δ. In this case the ratio of new definition to old definition, i.e. N new / N old will always be less than unity for an inhomogeneous eddy size as follows:
For turbulent channel flow, for example, σ + tends to be O(δ) = Re τ in wall units, while σ − tends to be clipped to the streamwise cell dimension (typically x + ≈ 25 − 50 ). The ratio σ − /σ + will therefore be O( x + /Re τ ) , which for practical applications, will lead to a significant saving. There is still further room for improvement, since it is apparent from Fig. 1 b that the coverage at regions where the length-scale is large tends to be greater than that of regions where the lengthscale is small. Although all eddies are active at all times, since the eddy positions are random, there still tends to be a greater concentration of eddies where the lengthscale is large. To regulate this, in the eddy-regeneration step, we generate the eddy as described, but choose to keep it only if it is randomly created in a region where few eddies have so-far hit, here defined as regions in which
where the overline indicates a spatial average of all inlet faces. If this condition is not satisfied, we repeat the eddy re-generation process. This can be repeated a fixed number of times. The resulting eddy placement is schematically illustrated in Fig. 1 c. 
Results
In the following we report results series of three test cases. The first, a simple 'two-scale test', aims to illustrate the error in the original formulation when applied to inhomogeneous length-scales of turbulence. We then report results from both original and improved schemes for a turbulent channel flow, before final application to the 2D planar asymmetric diffuser; demonstrating that apparently similar behaviours in one case may not preclude differences in cases where the flow is more sensitive to the boundary condition.
Two-scale test problem
It has been demonstrated in the previous section that the original SEM does not, in general, completely satisfy the unit variance condition on the preliminary velocity field ( Eq. 1 ). It is our aim now to quantify the magnitude of the issue, as well as to provide a greater understanding of how it arises. For the purposes of demonstration, we define a simple test in which both the original SEM and our new SEM are used to generate the preliminary fields given by Eqs. (1) and (6) respectively. A rectangular planar inlet is defined of height H . The lengthscale is set to σ = 0 . 06 H for y < 0.5 H and σ = 0 . 12 H otherwise. See Fig. 2 .
We plot the variation of the value u 2 j obtained from the two methods across the inlet as Fig. 3 . From the figure it is apparent that, in this case, there is a discrepancy of around 15% in the variance condition for the original SEM around the location where the lengthscale prescription is changed. This would, of course, be translated into an error in the reproduced Reynolds stresses, were they to be computed. To understand better the origin of the discrepancy, consider first a point at the maximum in u 2 j from the original SEM. In this region, the length-scale is small, and the point is completely surrounded by small eddies. The correct statistics would therefore be obtained by considering the contributions from these small eddies only. However, there are also contributions from some larger eddies from above, which overlap the region, and hence the stress is over-predicted. At the minima in u 2 j , the opposite effect is happening. Since the support domain of the smaller near-wall eddies is insufficient to reach this region, the statistics are driven primarily by a one-sided subset of the eddies -hence the underprediction. This is illustrated in Fig. 4 , where we use a regular eddy placement for illustration; in reality the eddy placement is random. The new formulation does not produce such discrepancies, as it takes account of the actual eddies seen at each position.
Turbulent channel flow
In this section, we investigate the performance of the original SEM and new SEM, in providing inlet conditions for an LES of turbulent channel flow at two Reynolds numbers ( Re τ = 395 and Re τ = 590 ). Grids were generated with the properties as shown in Table 1 . To enable a comparison between the Reynolds numbers, the grid spacing was kept constant in terms of wall units. The filtered Navier-Stokes equations govern the flow development, with an algebraic eddy viscosity model providing closure for the subgrid stresses ( Smagorinsky, 1963 ) . The model's constant is set dynamically according to the Germano-Lilly procedure ( Germano et al., 1991 ; Lilly 1992 ) . A pure central-differencing scheme is used in the spatial discretisation of all terms, while Crank-Nicholson was used for temporal discretisation. Statistics were gathered over 10 0 0 convective time units ( U bulk t/δ = 10 0 0 , where δ is the channel halfheight) following the decay of the initial transient.
In generating inlet conditions, we set the SEM target statistics to those obtained from a precursor DNS study. The eddy lengthscale is set to the integral length scale obtained of the precursor DNS:
This lengthscale is then clipped such that it is at least the local value of the maximum cell dimension; σ = max (σ , x, y, z) .
For the Re τ = 590 case, Fig. 5 shows the resulting profile of the preliminary stress u 2 j . It can be seen that the discrepancy in the unit variance condition using the original SEM is significant (up to 10%) for this case where realistic lengthscales have been employed following recommended practice, while the new method matches the desired unit variance condition precisely. A broadly similar level of discrepancy was observed for the Re τ = 395 case (not presented).
In Fig. 6 we report the skin-friction, C f , development along the channel walls. The improvement of the new SEM relative to the old is apparent, even if modest. Both methods recover (to within 2% of the theoretical value) by x ≈ 4 δ at Re τ = 590 , and almost immediately for Re τ = 395 . It can be seen from the figure that for the original SEM, there is an over-prediction in C f following the initial drop (at x > ∼5 δ). It is believed that this is partly due to the spurious peak in u 2 j at the inlet (see Fig. 5 ), which takes some time to recover. This is supported by profiles of the shear stress ( Figs. 7 and 8 for Re τ = 395 and Re τ = 590 ) which exhibit an exaggerated peak in negative shear-stress at the inlet, which persists for a significant downstream distance.
While the improvement in the development length due to the new SEM is apparent for this case, the main advantage here is the reduced number of eddies required for statistical coverage. JID: HFF [m5G; September 23, 2016; 9:2 ] (a) Original SEM (b) New method For the present SEM, this is reduced to O(10 3 ) in accordance with Eq. (15) .
ARTICLE IN PRESS

Flow through a planar two-dimensional asymmetric diffuser
We now proceed to apply the above SEM formulation as an inlet condition for an LES of the flow through a planar asymmetric diffuser, for which the inlet condition has been applied at the location x/δ = −10 , where 2 δ is the inlet channel height, and the coordinate system's origin is located at the upstream corner (see Fig. 9 ). This geometry has been used in previous experimental and computational studies, and is well documented following the experimental work by Obi et al. (1993) , and Buice and Eaton (20 0 0) . The inclined surface is set at 10 °so that the flow separation occurs along this section itself, rather than at the upstream corner. Shortly following the pressure induced separation on the sloped wall, there is a reattachment in the tail section. In a detailed LES study of the same case, a strong sensitivity of the flow field to the inlet conditions was reported Kaltenbach et al. (1999) , making the case particularly challenging for synthetic inflow methods. If a flow is to be correctly simulated the flow must recover quickly downstream of the inlet. Any inaccuracies to the incoming turbulence levels (for example, due to the inlet section being shorter than the development length), would act to alter the turbulent momentum transfer in the separating boundary layer, as well as the fluid entrainment into the shear layer; both effects would change the size, shape and position of the recirculation zone, which would be likely to have a dramatic global effect on the flow.
We have computed this case with both the new SEM, and the original SEM. In both cases, the same mesh density as that employed by Kaltenbach et al. (1999) was used (their finest mesh). The flow evolves according to the filtered Navier-Stokes equations, with discretisation schemes and turbulence closure the same as those reported in the previous section. The Reynolds number, Re b = U b δ/ν = 9 , 0 0 0 , matching the conditions of Buice and Eaton (20 0 0) ; Kaltenbach et al. (1999) ; Obi et al. (1993) . The corresponding Reynolds number based on wall shear is Re τ = 500 . The computational domain extended 8 δ in the spanwise direction, where periodic boundary conditions were employed. The inlet statistics for the SEM were gathered from a pre-cursor RANS study using the EBRSM model ( Manceau and Hanjali ć, 2002 ) . Fig. 10 shows mean velocity profiles at various sections along the diffuser, compared to the LES results of Kaltenbach et al. (1999) (where a pre-cursor LES was used to generate the fullydeveloped channel inflow). We observe good agreement for the new SEM against Kaltenbach et al. (1999) inal SEM leads to a flow field that appears to give a significantly smaller separated region than the LES of Kaltenbach et al., with correspondingly lower velocity levels close to the upper wall. The new formulation leads to a flow field that rapidly corresponds to fully-developed turbulent flow, not far downstream of the inlet, and hence gives results that agree very closely with the reference profiles at all locations through the diffuser. Fig. 11 shows the corresponding shear stress profiles. The new SEM again shows an improved agreement relative to the original SEM when compared with the LES results of Kaltenbach et al. (1999) . Despite apparently good agreement of the original SEM near the inlet, small errors are soon amplified for this flow, and by x / δ ≈ 18 there is a marked discrepancy relative to the reference data. For the new SEM, this is significantly improved, and all ensuing profiles are in close agreement with the reference LES solution. Note that both the original SEM and the new SEM converged to the reference data, with negligible differences between all three profiles, in preliminary tests with a longer inlet section (20 δ), and hence we attribute the differences presented here to the inflow condition.
The size of the mean separation region can be ascertained more precisely from plots of the skin-friction coefficient, reported in Fig. 12 . This underlines the previous observations that the prediction of the new SEM is significantly closer to the reference than that of the original, and corroborates our expectation that while mean flow quantities at the inlet may appear to be similar, small errors introduced at this location can play a major role in downstream flow development. The present SEM is significantly cheaper to apply computationally than the pre-cursor LES employed by Kaltenbach et al. (1999) .
Conclusion
A new normalisation algorithm for the SEM is proposed. It is shown that the new method recovers the target first and second order statistics at the inlet, regardless of the eddy distribution and homogeneity. This is not generally the case for the original SEM, where inhomogeneity of the eddy properties introduces an error in the reproduction of the Reynolds stresses. The seemingly small errors of the original SEM (due to an inhomogeneous eddy size), can have a significant impact on the downstream flow development for cases that are sensitive to the inlet conditions. The improvement of the new SEM in this situation is demonstrated for the case of flow in a two-dimensional asymmetric diffuser.
The new SEM presented herein also allows for the arbitrary placement of eddies in space, which was not previously possible. This introduces the possibility of making improvements to the efficiency of the SEM, by ensuring that all eddies are active on the inlet at all timesteps. The potential cost saving of this, relative to the original SEM, is problem dependent. For a planar inlet, the saving is linked to the ratio between the sizes of the largest and smallest eddies across the inlet (see Eq. (16) ). Where this ratio is large (as is typically the case in a boundary layer profile or atmospheric flows, for example), the majority of eddies will be unused at each timestep in the original SEM formulation, leading to a waste of resources. Since the smallest eddies employed in the SEM tend to be clipped to the streamwise cell dimension, the potential saving will also be greatest for finer grids, such as those typically used in Please cite this article as: A. Skillen et al., Accuracy and efficiency improvements in synthetic eddy methods., International Journal of Heat and Fluid Flow (2016), http://dx.doi.org/10.1016/j.ijheatfluidflow.2016.09.008
wall-resolved LES. The normalisation presented here could, at least in principle, be applied within other SEM variants.
In the general case, where the inlet adopts some non-planar shape, the potential cost saving is greater still. In such cases, the box of the original SEM must enclose both the inlet shape and largest synthetic eddies. Clearly in such cases, employing a Cartesian bounding box (necessary for normalisation in the original SEM), can lead to situations in which regions within the box's volume lie far from the inlet faces. The total number of eddies required for statistical coverage can quickly become prohibitively large in such cases. On the other hand, when using the new method presented herein, all eddies are active on the inlet at all times, and the requisite number of eddies for statistical coverage is based on the area of the inlet plane (rather than the volume of the box). The new SEM will thus be particularly relevant in the application of a general embedded LES, given the likely need to employ non-planar inlets.
