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Summary
The Landau-Ginzburg-Wilson (LGW) paradigm is the backbone of the modern understanding
of critical phenoma. It rests on the assumption that a continuous phase transition can be
described solely in terms of a fluctuating order parameter. In this sandwich thesis, we analyze
several quantum phase transitions in two-dimensional systems where this basic assumption is
violated. Our analysis is structured in three parts:
In the first part, two ordering transitions in metals are studied, where the presence of
gapless fermionic modes invalidates the pure order parameter description. Instead, we apply a
renormalization group approach which retains both fermionic and bosonic (order paramater)
degrees of freedom, using the deviation from an upper critical dimension of d = 5/2 as a
control parameter. We first apply this technique to describe the quantum phase transition
between a normal metal and an inhomogeneous (FFLO) superconductor. Our analysis
rigorously confirms the mean field expectation that this transition is continuous, and shows
that interesting non-Fermi liquid physics can arise at the critical point, manifesting itself in
unusual scaling of various observables. The second case study is the onset of incommensurate
2kF charge density wave order. While non-Fermi liquid features are less pronounced at this
transition, we find a strong dynamical nesting of the Fermi surface, which stabilizes the
density wave formation and results in a continuous transition, opposed to early theoretical
claims.
In the second part, we present a novel case study of “deconfined criticality” for a quantum
magnet: Here, symmetries are broken on both sides of the phase transition, which would be
first order within a conventional two-order-parameter LGW description. By contrast, the
scenario of deconfined criticality predicts a continuous transition, driven by condensation of
topological defects which carry quantum numbers of the opposite phase. Its paradigmatic
application is the transition from a SU(2)-Neél state to a valence-bond solid (a singlet covering
configuration that breaks spatial symmetries) on the square lattice. Here, we propose a
novel extension and study a SU(3) antiferromagnet on a triangular lattice, which supports a
transition between a magnetic, three-sublattice color-ordered phase and a trimerized SU(3)
singlet phase. We provide a critical theory in terms of fractional bosonic degrees of freedom
(and with a topological defect interpretation), and study its fixed point properties with
functional renormalization group. This yields a critical fixed point in a suitable large-N -limit,
implying a continuous transition in accordance with the deconfined criticality framework.
In the third and final part, we study the “polaron”-problem of a single impurity coupled
to a majority Fermi sea, which is particularly interesting when formation of a bound state
(“molecule”) between impurity and majority is allowed for. Starting from the exactly solvable
limit of infinite impurity mass, we present a controlled computation of impurity spectra (both
single- and two-particle) for heavy impurities based on Feynman diagram techniques, with an
eye for experiments on doped semiconductors and ultracold gases. Furthermore, we discuss
various aspects of the “molecule-to-polaron” transition that occurs in these systems, which
also defies a simple LGW description in the single-impurity limit.
iZusammenfassung (German summary)
Das Landau-Ginzburg-Wilson (LGW) Paradigma bildet den Grundpfeiler des modernen
Verständnisses kritischer Phänomene. Es beruht auf der Annahme, dass ein kontinuierlicher
Phasenübergang erschöpfend mittels eines fluktuierenden Ordnungsparameters beschrieben
werden kann. In dieser kumulativen Arbeit analysieren wir mehrere Quantenphasenübergänge
in zweidimensionalen Systemen, bei denen diese Grundannahme verletzt ist. Unsere Analyse
ist in drei Teile gegliedert:
Im ersten Teil werden zwei Phasenübergänge in Metallen betrachtet, bei denen eine
reine Ordnungsparameterbeschreibung aufgrund von fermionischen Moden ohne Energielücke
fehlschlägt. Stattdessen verwenden wir eine kontrollierte Renormierungsgruppenmethode, in
der sowohl fermionische als auch bosonische (Ordungsparameter-) Freiheitsgrade beibehalten
werden. Der Kontrollparameter ist die Abweichung von der oberen kritischen Dimension bei
d = 5/2. Zunächst wenden wir diese Methode auf den Quantenphasenübergang zwischen
einem Normalleiter und einem inhomogenen (FFLO) Supraleiter an. Unsere Analyse bestätigt
auf rigorose Weise, dass es sich um einen kontinuierlichen Phasenübergang handelt (wie auch
von der Molekularfeldtheorie vorhergesagt), und zeigt interessante Nicht-Fermiflüssigkeits-
Physik am kritischen Punkt auf. Diese äußert sich im ungewöhnlichen Skalierungsverhalten
diverser Observablen. Weiterhin untersuchen wir das Auftreten von nicht-kommensurablen
2kF−Ladungsdichtewellen. An diesem Phasenübergang ist die Nicht-Fermiflüssigkeits-Physik
weniger stark ausgeprägt. Stattdessen finden wir eine starke dynamische Abflachung der
Fermiflächen, welche die Dichtewellenformation stabilisiert und zu einem kontinuierlichen
Phasenübergang führt, in Widerspruch zu frühen theoretischen Arbeiten.
Im zweiten Teil stellen wir einen neuartigen Fall von “deconfined criticality” in Quanten-
magneten vor: Hier werden Symmetrien auf beiden Seiten des Phasenübergangs gebrochen,
was im Rahmen einer konventionellen LGW Beschreibung (unter Verwendung zweier Ord-
nungsparameter) zu einem unstetigen Phasenübergang führen würde. Im Gegensatz dazu
sagt das “deconfined criticality”-Szenario einen kontinuierlichen Phasenübergang voraus.
Dieser wird durch die Kondensation von topologischen Defekten bewirkt, die Quantenzah-
len der gegenteiligen Phase tragen. Das Paradebeispiel ist der Übergang zwischen einem
SU(2)-Neél Zustand und einem valence-bond-solid (einem Singlet-Bedeckungsmuster, welches
räumliche Symmetrien bricht) auf dem Quadratgitter. Als Erweiterung betrachten wir hier
einen SU(3)-Antiferromagneten auf einem Dreiecksgitter, wo ein Phasenübergang zwischen
einer magnetischen, Farben-geordneten Phase mit einer dreifachen Untergitterstruktur, so-
wie einer trimerisierten SU(3)-Singlet-Phase stattfinden kann. Wir stellen eine kritische
Theorie auf Basis von fraktionalisierten bosonischen Freiheitsgraden auf, für die auch eine
Interpretation im Sinne topologischer Defekte möglich ist. Weiterhin untersuchen wir die
Fixpunkteigenschaften dieser Theorie mit Hilfe der funktionellen Renormierungsgruppe. In
einem geeigneten Grenzfall grosser N ergibt dies einen kritischen Fixpunkt und entsprechend
einen kontinuierlichen Phasenübergang, in Einklang mit dem “deconfined criticality”-Konzept.
Im dritten und letzten Teil untersuchen wir das “Polaron”-Problem, in dem ein einzel-
nes Fremd-Teilchen an ein Fermi-Ensemble von Mehrheitsfermionen gekoppelt ist. Dieses
Problem ist besonders interessant, wenn ein gebundener Zustand zwischen Fremd- und
Mehrheitsteilchen (“Molekül”) gebildet werden kann. Mittels Feynmandiagrammmethoden
berechnen wir hier auf kontrollierte Weise Fremdteilchen-Spektra (sowohl Einteilchen- als
ii
auch Zweiteilchenspektra) für schwere Fremdteilchen, indem wir vom exakt lösbaren Grenzfall
unendlich schwerer Fremdteilchen ausgehen. Dies ist für die Beschreibung von Experimenten
in Halbleitern und kalten Gasen relevant. Weiterhin diskutieren wir verschiedene Aspekte
des “Molekül-nach-Polaron”-Übergangs in diesen Systemen, für den eine einfache LGW-
Beschreibung aufgrund des Ein-Fremdteilchen-Grenzfalls unmöglich ist.
iii
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11 Introduction
Oftentimes, at the heart of a successful physical theory there is an ingenious and concise set
of ideas, forming a “story” we can understand intuitively. These stories help us to navigate
through the complexity of nature, and scientific progress is commonly made by spinning new
stories from old ones.
The story told in the Landau theory of phase transitions [Lan37](1937) is an especially
compelling and beautiful one, with symmetry and universality as its main protagonists. In
short, it goes like this: When a continuous phase transition occurs in a physical system
by cooling below a critical temperature Tc, the internal symmetry of the system is reduced
(broken). Knowledge of the symmetries above and below Tc, encapsulated in a bosonic order
parameter φ, uniquely specifies the properties of the phase transition, in particular the critical
exponents. As a result, transitions in very diverse physical systems (e.g., the transition from
normal to superfluid helium and from a para- to a ferromagnet) are captured by a single
universal theory if their symmetries match.
In this simplicity, the story sounds almost too good to be true, and in fact some refinements
have to be made. In the Landau theory the critical properties are independent of the
dimensionality, which matches poorly e.g. to what is known from the 1D and 2D Ising models
– the former shows no phase transition, while the latter does. This oversimplification of
Landau theory is due to the neglect of local fluctuations of the order parameter, and include
them we must replace φ→ φ(x). Thus, Landau theory amounts to a mean field treatment,
which nevertheless can yield accurate results depending on microscopic parameters, e.g. for
the normal-metal-to-superconductor transition. A simple way to estimate the strength of the
fluctuations and thus to assess the validity of the Landau approach is given by the Ginzburg
criterion [Lev59, Gin61], formulated in the late fifties.
A systematic study of these fluctuations required a new framework, the renormalization
group (RG), whose development was spearheaded by Wilson [WK74] in the seventies, building
mainly on prior work of Kadanoff [Kad66]. The conglomerate of the Landau-Ginzburg order
parameter description and the Wilsonian RG treatment is known as the Landau-Ginzburg-
Wilson (LGW) paradigm, which is the backbone of the modern understanding of critical
phenomena.
Soon after the RG development, a new testing ground for the LGW paradigm came about
through the advent of quantum phase transitions (QPTs) [Sac11]: these occur at T = 0
upon variation of a non-thermal control parameter (like pressure or magnetic field), and are
dominated by quantum fluctuations. To describe QPTs, one must allow for dynamical order
parameters, φ(x)→ φ(τ,x), which brings about a new critical exponent z. Modified in this
way, the LGW paradigm often still upholds, e.g. when dealing with “quantum-rotor models”
which provide a description of ordering transitions in insulators (see [Sac11] for a detailed
discussion, including references to experiments).
Alas, sometimes even the best story comes to an end, and so various exceptions to the
LGW paradigm have been discovered. The exceptions mostly occur in 1D/2D, where quantum
fluctuations are especially severe. Focusing on 2D, an example for a continuous non-LGW
transition in the classical realm is the Kosterlitz-Thouless transition [Kos74] in the 2D XY
model. Here, different phases are not distinguished by an order-parameter, but rather by
qualitatively distinct correlations. As we will discuss in this thesis, for many relevant QPTs
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the basic assumptions of the LGW paradigm can fail as well. Based on five publications, we
will shed light on three instances of LGW violation in two-dimensional systems:1
First, in ordering transitions of two-dimensional metals the presence of gapless fermions
invalidates the pure order parameter description, and one must retain both fermionic and
bosonic degrees of freedom. The associated QPTs are of relevance for many correlated
materials – doped cuprates, heavy fermion materials, organic superconductors, and transition
metal dichalcogenides, just to name a few. Consequently, their proper theoretical description
could contribute to the solution of long-standing theoretical mysteries such as high-Tc
superconductivity and strange metallicity.
Another instance of LGW violation arises in insulating quantum magnets, which can be
described by antiferromagnetic Heisenberg-type Hamiltonians (and their SU(N) cousins):
Here, symmetries are broken on both sides of the transition. In the LGW framework, this
requires a two-order-parameter description, and generically implies a first order transition.
However, a continuous transition is possible if it is driven by condensation of topological
defects, which carry quantum numbers related to the opposite phase. This scenario is known
as “deconfined criticality”, and a proper low-energy description rests on fractional degrees of
freedom coupled to gauge fields.
Finally, we will analyze a Fermi impurity (polaron problem) which also gives rise to an
interesting quantum phase transition related to the formation of a bound state, dubbed
“molecule-to-polaron transition”. This transition occurs in a zero-dimensional subsystem only,
and is potentially first order – both these facts inhibit a straightforward LGW-type analysis.
The QPTs under study are either newly proposed by us, or analyzed rigorously with RG
methods for the first time, along with various experimental predicitions. Thus, our results
contribute to a better understanding of non-LGW criticality, which is about to grow into
a firm story of its own [SBS+04, Xu12]. Most certainly, many exciting plot-twists of this new
story still await us in the future.
Outline
The remainder of this thesis has the following detailed structure:
◦ In the short chapter 2 we will flesh out the LGW paradigm with some more details, and
give a quick introduction to quantum critical points.
◦ The next chapter 3 contains our results on quantum critical metals. We give a systematic
introduction to this broad field in Sec. 3.1, discussing Fermi liquids, their instabilities,
and the standard RG diagnosis thereof. Furthermore, we introduce the commonly used
hot spot description of these instabilites. Next, we review the early, LGW-type approach
to the hot spot theories, which turned out to be incorrect in retrospect. By contrast, a
perturbatively controlled approach to metallic criticality is provided by the -expansion.
We describe it along with a short juxtaposition between the field-theoretic RG used in this
context and the usual Wilsonian RG. Our novel application of the -expansion for so-called
FFLO quantum criticality (related to inhomogeneous superconductivity) is detailed in
Sec. 3.2: we start with an introduction to FFLO physics and a list of our main results
on the FFLO-normal metal transition, reprinting the article thereafter. Then, in Sec. 3.3
we move to our work on 2kF -criticality, introducing the reader to charge density waves
and highlighting our results, again followed by the paper. All subsequent “paper-sections”
follow this structure as well.
1 This does not exhaust all LGW-violating scenarios, for instance we do not discuss transitions involving
topological order [Xu12].
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◦ Our results for two-dimensional quantum magnets are discussed in chapter 4. To begin
with, in Sec. 4.1 we introduce the reader to transitions involving two symmetry-broken
phases, which arise as consequence of the Lieb-Schultz-Mattis-theorem. We also sketch
the LGW view on these transitions. Next, we provide a completely different view, in
terms of “deconfined criticality” which involves a gauge theory and fractionalized degrees
of freedom. For the RG-description of deconfined criticality, our method of choice is the
functional renormalization group, and we give a lightning recap along with its gauge theory
version. Finally, in Sec. 4.2, we present our results on a SU(3)-generalization of deconfined
criticality, which arises naturally for triangular lattices.
◦ The next chapter 5 is devoted the so-called “Fermi polaron problem” of a single impurity
interacting with a Fermi sea, which is introduced in Sec. 5.1, including a discussion of
its experimental realizations. Our main attention in the two publications of this chapter
actually lies on the computation of impurity spectra far from any phase transition. The
starting point for our analysis is always the limit of infinite mass impurities, and we
give a phenomenological overview of the resulting spectra, and the leading finite mass
modifications thereof. In the first paper (Sec. 5.2) we then zoom in on two-particle spectra,
mainly in the context of optical experiments involving semiconductor-microcavities. The
second paper (Sec. 5.3) moves to single-particle spectra, with a focus on ultracold gas
experiments. Last, in Sec. 5.4 we discuss our ongoing (and, we caution, preliminary!)
work on a potential (non-LGW) transition in the impurity model (“molecule-to-polaron
transition”), which is related to bound state formation.
◦ Finally, we conclude and present an outlook on selected topics in Sec. 6.
42 The LGW paradigm of critical phenomena
To set the stage, let us flesh out the introductory discussion of the LGW paradigm and
QPTs with some technical details. We begin with the Landau mean field theory (see,
e.g., [TT87, Xu12]), which is formulated in terms of a (multi-component) order parameter
φ = (φ1, . . . φN ), i = 1, . . . N . φ carries an irreducible representation of the high-temperature
symmetry group G. The thermal expectation of φ should fulfill 〈φ〉 = 0 for T > Tc, and
〈φ〉 6= 0 for T < Tc. This can be achieved by introducing a Landau free energy of the form
FL(φ) = rφ2 +
∑
ijkl
uijklφiφjφkφl , r = r0(T − Tc) , (2.1)
with r0 a positive constant. Here, FL has to be invariant under all symmetry transformations
g ∈ G, and must also be bounded from below, which restricts the set of (constant) coefficients
u in the fourth order term. We have also assumed that a third-order term is forbidden by
symmetry (which e.g. holds in the simplest case of Ising symmetry, G = Z2); if it is not, the
Landau theory predicts a first order transition. Now, depending on the precise form of the
fourth order term, for T < Tc minimization of FL with respect to φi leads to a manifold
M (or a discrete set) of degenerate ground state configurations φα = 〈φ〉, which can be
individually invariant under a subgroup G′ ( G (i.e. g′ ◦ φα = φα for g′ ∈ G′). The relation
between G,G′, and M is G/G′ = M; for continuous symmetries, this is nothing but the
Goldstone theorem counting the number of gapless modes.
Now, to describe thermal fluctuations, we must allow for a local order parameter φ(x).
For brevity, let us focus on a scalar parameter φ(x) (related to the breaking of an Ising
symmetry) in the following. In the usual statistical mechanics formulation, we can then
introduce a partition function for the critical degrees of freedom as [vLRVW07]
Z =
ˆ
D (φ(x)) exp(−βELG[φ]) , (2.2)
with inverse temperature β (setting kB = ~ = 1 troughout), and a Landau-Ginzburg energy
functional
ELG[φ] =
ˆ
ddx rφ(x) + (∇xφ(x))2 + uφ4(x) , (2.3)
corresponding to the celebrated φ4 model. In this formulation, we can associate the prefactor
of the quadratic term (r+k2) in Fourier space with the inverse order parameter susceptibility
χ−1(modulo a prefactor). χ(k = 0) diverges at the critical point where r → 0. r is
also proportional to the inverse correlation length, r ∝ ξ−2, which accordingly scales as
ξ ∝ (T − Tc)−1/2 when the interaction term is neglected. Of course, the divergence of the
correlation length at T = Tc is the pinnnacle of criticality.
The general formulation of Eq. (2.3) allows us to assess the validity of the Landau approach
[Eq. (2.1)] by comptuting the expectation value of fluctuations. On a qualitative level, the
mean field treatment is legitimate as long as [KSF01]
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G ≡ 〈(φ(x)− 〈φ(x)〉)
2〉
〈φ(x)〉2 . 1, 〈φ〉 =
1
Z
ˆ
D(φ(x))φ(x) exp(−βELG[φ]), (2.4)
which is known as Ginzburg criterion. For the φ4-model, one finds [KSF01] G ∝ (T − Tc)D−42 ;
this means that, close to the critical temperature, the mean field treatment is valid for D > 4,
but invalid for smaller dimensions; in reality, however, the proportionality factor can be small,
and sometimes the mean field exponents are still observed fairly close to the critical point
(this is the case for 3D superconductors).
If the mean field treatment is invalid, one must apply RG methods to treat Eq. (2.3). As
realized by Wilson and Fisher [WF72], one way to get the RG under control is to expand
around d = 4; the special role of four dimensions is already seen in the Ginzburg reasoning
above. We will not discuss the (standard) RG further here (for an introduction see, e.g.
[Sac11]). Some thoughts on the relation between the field-theoretical and usual Wilsonian
(momentum cutoff) RG for the φ4-model are presented in Sec. 3.1.5. Instead, let us directly
make the leap to the quantum case, paraphrasing Ref. [vLRVW07].
Quantum critical points
To incorporate quantum fluctuations, we must allow for an imaginary-time dependence of the
order parameter fields, and lift the classical partition function of Eq. (2.2) to a quantum one:
Zq =
ˆ
D(φ(τ,x)) exp (−S[φ]) , (2.5)
with a quantum action
S[φ] =
ˆ β
0
dτ
ˆ
ddx Lkin[φ(τ,x)] + rφ2(τ,x) + (∇xφ(τ,x))2 + uφ4(τ,x) . (2.6)
Here, we view r as a renormalized parameter which parametrizes the distance from the phase
transition. The kinetic (or Berry-phase) contribution Lkin determines the quantum critical
behaviour. For phase transitions at at finite temperature T , Lkin vanishes since φ is essentially
time-independent. In short, the reason is that the typical energy scale near criticality is
r → 0, while the energy scale of modes at a finite Matsubara frequency ωn is ωn ∝ T .1 Thus,
all modes φ(ωn,k) are gapped and can be integrated out (yielding an unimportant prefactor
in the partition function), except for the one with vanishing Matsubara frequency φ(0,k)
corresponding to classical fluctuations φ(x). Thus, finite temperature phase transitions are
essentially classical.
By contrast, for a true quantum phase transition at T = 0 the dynamical fluctuations
contained in Lkin are crucial. In the simplest (relativistic-like) case, Lkin ∝ ω2nφ2(ωn,k),
which implies that the T → 0 limit of the quantum action is simply a (d+ 1)-dimensional
version of the Landau-Ginzburg energy functional (2.3). But Lkin can also involve different
powers of ωn, implying an “anisotropy” between time and space directions. Including Lkin
and the effect of interactions (in some approximate fashion) then gives rise to a generalized
order parameter susceptibility χ, which is proportional to a scaling factor
χ(ωn,k) ∝ χ˜(k2ξ2, ω2nξ2τ ), ξ ∝ |r|−ν , ξτ ∝ |r|−zν . (2.7)
1 We will move freely between real and Fourier space in the following.
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Here, the correlation length ξ is the characteristic scale for spatial fluctuations, while ξτ can
be seen as a correlation “length” in the imaginary time direction. Both these scales diverge as
the critical point r → 0 is approached; the divergence of ξ is given by the correlation length
exponent (ν = 1/2 within the mean field treatment discussed before), while the divergence
of ξτ involves the additional “dynamical critical exponent” z – for the relativistic-like case,
z = 1.
A prototypical phase diagram which contains a quantum-critical point (and where r now
denotes the distance from that point) is shown in Fig. 2.1.
rr = 0
〈φ〉 6= 0 〈φ〉 = 0
T
region
Disordered phase
Quantum critical
Ordered phase
T ∝ |r|zν
Figure 2.1 Schematic phase diagram near a metallic quantum critical point, see main text.
The quantum critical point may or may not be the endpoint of a line of finite-temperature
transitions.2 The region of this phase diagram of most interest to us is the “scaling fan”
at finite temperature which emanates from the quantum critical point, surrounded by the
ordered phase with r < 0, 〈φ〉 6= 0, and the disordered symmetric phase with r > 0, 〈φ〉 = 0.
The scaling fan is delimited by the crossover lines T ' |r|zν . For T > |r|zν , the temporal
correlation length ξτ ∝ |r|−zν is larger than the typical inverse energies 1/ωn ∝ 1/T , and the
system is essentially critical. This critical behaviour also imprints itself on typical obervables
(as e.g. discussed in the next section), until our low-energy description eventually looses its
validity at temperatures that are too high.
As advertised in the introduction, in the forthcoming sections we will discuss situations
where the above order-parameter description is incomplete, starting with quantum critical
metals. Still, we will mostly assume that the schematic phase diagram of Fig. 2.1 is valid,
although the critical exponents will change once we deviate from the pure order-parameter
theory.
2 In a strict 2D situation, this is forbidden by the Mermin-Wagner theorem for order parameters related to
continuous symmetries, unless the phase-transition is of Kosterlitz-Thouless type.
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3.1 Introduction
3.1.1 Phenomenology of metallic criticality
Landau’s Fermi liquid theory (see, e.g., [Mah00, vLRVW07]) forms the basis for a phenomeno-
logical description of any “good” metal. At its heart lies the idea that particle-hole excitations
in a system of interacting fermions can be seen as quasiparticles which inherit the quantum
numbers of the non-interacting fermions. At low energies ω ∝ |k − kF | (with kF the Fermi
momentum) and small temperatures T , the quasiparticles become long lived, with diverging
lifetime ∝ ω−2 (self-energy ω2). Interactions between the quasi-particles can be parametrized
by a few dimensionless “Landau-parameters”, which imprint themselves in the quasipar-
ticle effective mass and density of states, and appear in the prefactors of thermodynamic
observables. However, within Fermi liquid theory, the interactions do not compromise the
one-to-one correspondence with the free fermions. Typical signatures of a Fermi liquid are
the resistivity (from electron-electron scattering in a system without translational invariance)
ρ ∝ T 2, the specific heat CV (T ) ∝ T , or the constant spin susceptibility χ.
The correspondence with the free Fermi gas, and hence the validity of Fermi liquid theory,
breaks down if electronic instabilities occur. As a result, the system spontaneously develops a
new kind of order, with order parameter 〈φ〉 6= 0. Within Fermi liquid theory, this is signaled
by large negative values of the Landau parameters, which lead to divergent susceptibilities
∝ 〈φφ〉. Paradigmatic examples of ordered phases relevant to us here are those associated with
a breaking of rotational symmetries (nematic order arising from “Pomeranchuk” instabilities
[DM06]) or translational invariance (density-waves), which can both be accompanied with
magnetic order. Further, the ordered phase may or may not have a residual metallic character.
In this work, we will mostly be interested in the quantum critical point associated with
the instability. According to our discussion in Sec. 2, this critical point gives rise to a “scaling
fan” at finite temperatures. In this fan, physics is dominated by critical correlations, which
can be in marked contrast to Fermi liquid expectations. In particular, interactions with the
critical order parameter fluctuations can fully decohere the Landau quasiparticles, such that
the quasi-particle weight Z vanishes.1 As a result, the physical observables show non-Fermi
liquid, or “strange metal” behaviour. Let us list some of its hallmark manifestations, with
the obvious caveat that often deviating origin stories for these phenomena can be found.
◦ linear-in-T resistivity: The typical low-temperature resistivity of a metal scales as
ρ = ρ0 + ATα with temperature T , where ρ0 is a residual impurity contribution. For a
Fermi liquid, α = 2 if phononic contributions can be disregarded (they lead to α = 1).
Genuine Non-Fermi liquid behaviour with exponent α = 1 for quasi two-dimensional
systems is e.g. frequently found in d- and f - electron metals [Ste01], cuprates at optimal
doping [Hus08], as well as iron-pnictide superconductors [INH09].
◦ no resistivity saturation: In a good metal, the resistivity eventually saturates at high
temperatures. As a rule of thumb, the upper bound is reached when the mean free path
1 Note that the Fermi surface may still be well-defined, for instance via a kink singularity in the momentum
distribution function [Sen08].
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` (with ρ ∝ 1/`) is of the order of the interatomic distance (“Mott-Ioffe-Regel limit”).
The cuprates are a prominent exception to this rule, with the resistivity overshooting the
Mott-Ioffe-Regel limit already at moderate temperatures [GCH03].
◦ non-linear specific heat: Another important non-Fermi liquid signature is a non-linear
T -dependence of the specific heat. Often, a logarithmic enhancement CV ∝ T log(1/T )
is observed, for example again in the d- and f - electron metals [Ste01], or very recently
in the cuprates [MGB+19] upon magnetic field-induced suppression of superconductivity.
Furthermore, CV (T )/T also shows an upswing in organic superconductors [LWD+07] which
may be indicative of an FFLO quantum critical point (see [PZS16] and Section 3.2).
◦ high-Tc-superconductivity: In principle, the non-Fermi liquid behaviour should be
observable down to the lowest temperatures. While this is the case for certain heavy-
fermion metals [vLRVW07], and possibly the FFLO case, in the high-Tc materials the
putative quantum critical point is hidden beneath a superconducting “dome”. In fact,
the presence of the critical point constitutes a possible explanation for high-Tc: broadly
speaking, the associated critical order parameter fluctuations act as a “pairing glue”, which
induces Cooper pair formation, and yields a critical temperature Tc well above the ordinary
phonon-mediated one (see, e.g. [LSBK15]). On the other hand, the decoherence of the
fermions at the critical point counteracts pairing. The competition of these two effects is a
very active, and controversial, field of research [MMSS15, WAA+16].
3.1.2 RG diagnosis of Fermi liquid instabilities
After the phenomenological overview of the last section, let us have a deeper microscopical
look into non-Fermi liquid criticality, by first understanding how instabilities in a Fermi liquid
arise. A particularly clear diagnosis is obtained with RG methods. To illustrate how this
works, let us sketch the standard (T = 0) RG treatment of 2D Fermions with a spherical
Fermi surface, following [Sha94]. We start from an action
S =∑
k,σ
ψ¯σ(k)(−iω + k2/2m− µ)ψσ(k) +
∑
k1,k2k′1,k
′
2;σ1,σ2
u(k1, k2; k′1, k′2)ψ¯σ1(k′1)ψ¯σ2(k′2)ψσ2(k2)ψσ1(k1),
k = (ω,k),
∑
k
=
∑
ω,k
, (3.1)
where u ∝ δ(2)(k1 + k2 − k′1 − k′2) · δ(ω1 + ω2 − ω′1 − ω′2) is a generic short-ranged interaction,
without further frequency dependence beyond energy conservation. µ = k2F /2m is the Fermi
energy. To parametrize momentum, we use spherical coordinates, writing k = (kF + q) ·eθ. In
a low-energy limit, we may then expand k2/2m− µ ' vF q, with Fermi velocity vF = kF /m;
this linearization is approximately valid up to a cutoff Λ, see Fig. 3.1. Thus, our momentum
scales read |q| < Λ kF .
To run the RG program (see, e.g., [Sac11]), the standard way is to integrate out momenta
|q| ∈ [Λ/b,Λ], with a scale factor b & 1, and subsequently rescale Λ/b→ Λ. Frequencies are
left untouched. This decimation procedure can be done loop order by loop order.2 At tree
level (no loops), it just corresponds to a scaling analysis, and leads to the following conclusions
for the interaction u: First, the dependence of u on radial momenta k is irrelevant, as found
by Taylor expansion. Thus, one just has to analyze u(θ1, θ2; θ′1, θ′2) – we’ll suppress spins
which don’t do much here. From this remaining coupling function, only a one-dimensional
2 We implicitly assume that u is small to render the loop expansions controlled; this will be discussed at
length below for a related problem.
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set of coupling survives (is marginal), the rest abruptly renormalizes to zero. The surviving
couplings are, first, the couplings related to forward scattering, for which θ′1 = θ1, θ′2 = θ2
(or permuted). Second, the pairing interaction is of importance, with θ2 = −θ1, θ′2 = −θ′1.
kF
θΛ
Figure 3.1 Spherical Fermi-
surface with radial cutoff Λ
To infer the ultimate fate of the couplings, one must go to
one-loop order. In effect, one finds that the pairing interaction
is relevant (i.e., diverges during the RG flow), if it starts out
attractive (or at least one angular momentum component of
it). By contrast, forward scattering is exactly marginal, and
does not renormalize at all. Thus, pairing is the only potential
weak-coupling instability of fermions with a spherical Fermi
surface.
For a realistic material with a more complicated Fermi-
surface geometry, additional instabilities can occur. For exam-
ple, nested Fermi surfaces, for which the fermion dispersions
fulfill (k) = (k + Q) with a nesting wave-vector Q, are generically prone to density wave
instabilities [Sha94] (in the charge or spin channel, see below).
3.1.3 Bose-Fermi hot spot theories
In principle, a purely fermionic description is all we need to correctly identify the critical
behavior of the system. However, since an action of the form (3.1) is hard to treat in all but
the simplest cases, in practice often two deformations are applied. Let us discuss them in
term.
Order parameter theory
One way to simplify the RG analysis is to focus on a single instability channel, and to perform
a Hubbard-Stratonovich decoupling in it. In a very schematic fashion (see, e.g., [Rei06] for
a detailed account), this works as follows: We start from the fermionic partition function
in a functional integral formulation Z =
´ D(ψ, ψ¯) exp(−S), and multiply it by a unity of
the form 1 =
´ D(φ, φ) exp(−φ¯(−u)φ). Here, we have assumed that u is attractive (which
generates an relevant RG flow according to our discussion above), and suppressed indices.
Then, we shift φ by a fermion bilinear X ∼ ψψ or ψ¯ψ, related to the decoupling channel in
question. This eliminates the four-fermion interaction term, trading it for a Yukawa-type
coupling of the form uX¯φ+ uφ¯X. φ can also be seen as order parameter field indicating
a non-trivial ordering of the fermions, since a non-zero expectation value 〈φ〉 6= 0 implies
〈X〉 6= 0 on mean-field level.
For concreteness, let’s consider a decoupling in the direct density channel without spins
and focus on an interaction that depends on the transferred momentum q only, u = u(q).
The decoupling then produces a term of the form
Sint =
∑
ω,ν
k,q
u(q)ψ¯(ω + ν,k + q)ψ(ω,k)φ(ν,q) , (3.2)
with a real field φ. Furthermore, a quadratic term for φ will be generated, of the form
1
2
∑
ν,q φ(ν,q)u(q)φ(−ν,−q). We can also rescale the boson φ→ φ/u, which will lead to a
quadratic term ∝ φ2/u, and remove u from the interaction term. In any case, the coefficients
of the interaction term and the quadratic term for the bosons are linked. However, once
we start the renormalization process, i.e. integrate out high-energy degrees of freedom, the
terms will renormalize independently. For the boson quadratic term, we may assume that
this renormalization will initially produce analytic terms (as is always the case in a Wilsonian
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RG scheme), and the boson quadratic term should read
Sφ = 12
∑
ν,q
φ(ν,q)χ−1(ν,q)φ(−ν,−q), (3.3)
where the order parameter susceptibility χ is of Ornstein-Zernicke form [ACS03]
χ−1(ν,q) = ν2 + p2 + r , q = Q + p . (3.4)
In the latter expression, we have assumed that the susceptibility is peaked around a momentum
Q; a nonzero value of Q corresponds to the breaking of translational symmetries. The
mass/gap r ∝ ξ−2 is proportional to the squared inverse correlation length, and r → 0
indicates an instability.3 It is clear that we can associate the boson mass r with our tuning
parameter from Sec. 2.
Finally, it is common to relabel the Yukawa coupling as λ(q), and assume that it can
be expanded as λ(q) ' λ(Q) +O(q −Q) ≡ λ, dropping the momentum dependent terms
because of RG irrelevance.
For our derivation of the bosonic action, we have relied on a microscopic “parent” theory
at high energies which was purely fermionic. However, this is not really necessary, since after
all we do not know the correct high-energy fermionic theory for a realistic problem either. So,
if one is interested in universal properties of a phase transition, one can directly write down
a Bose-Fermi theory from symmetry arguments, similar to the original Landau approach
(Sec. 2), but retaining the fermions. This is exemplified for an Ising-type order parameter φ
in Ref. [MS10b].
Restriction to a hot spot
Let’s return to the fermions. So far, we assumed them to live near the whole Fermi surface.
For the textbook problem of the superconducting instability of fermions on a spherical
Fermi surface sketched in Sec. 3.1.2, this is indeed unavoidable, since fermions with arbitrary
momenta (k,−k) can form a Cooper pair. For other instabilities, and more realistic Fermi
surfaces, it is often permissible to restrict the fermions to a set of hot spots. That is, we
expand the Fermion dispersion around certain fixed momenta qα on the Fermi surface. In
the two papers discussed in this chapter, these points are determined from a “pseudo-nesting”
condition, as illustrated in Fig. 3.2:
q− q+
p+
k
Q = q− − q+
x
y
Figure 3.2 Hot spot description of a density wave instability.
E.g. the dispersion of fermions with momenta p+ = (q++k), |k|  |q+|, can be approximated
by p+ ' kx + k2y, with kx and ky measured in the dashed coordinate system indicated in
3 which matches with the fermionic description of Sec. 3.1.2 if we imagine that r ∝ 1/u.
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the figure. The prefactors of the dispersion are removed by rescaling, and the sign of the
linear term is determined by the Fermi surface orientation. If this fermion absorbs a “2kF -
wavevector” Q = q−−q+ in a scattering process, it ends up close to the hot spot q−, with an
energy −kx + k2y. In particular, a fermion with a momentum tangent to the Fermi surface at
q+ still has a small energy ∼ k2y after scattering, since the tangents at q−,q+ are parallel; this
constitutes the “pseudo-nesting”.4 Due to the large scattering phase space, Q is a preferential
density wave-vector (as well as −Q for inversion symmetric problems), and the fermions in
the “hot regions” close to the hot spots q−,q+ are prone to density wave formation, while
the rest of the Fermi surface remains cold, i.e. Fermi liquid like.
It should be noted that for the fine-tuned case of a perfectly circular Fermi surface the
density wave susceptibility will actually be peaked for all momenta with |Q| = 2kF . However,
for a generic Fermi surface, this degeneracy will be lifted and the hot spot description is valid,
as e.g. exemplified for a lattice model exhibiting a CDW instability with d-wave symmetry in
Ref. [HM12].
Let us formulate the hot spot theory by expanding around the relevant momenta. We
denote φ(ν,±Q + p) ≡ φ±(ν,p) ≡ φ±(p) and ψ(ω,q± + k) ≡ ψ±(k). In these variables, a
prototypical low-energy action that describes a density wave transition reads
SDW =
∑
s=±;σ
ˆ
k
ψ¯s,σ(k)
(
−iω + skx + k2y
)
ψs,σ(k) +
ˆ
k
φ+(p)
(
ν2 + p2x + p2y + r
)
φ−(−p)
+ λ
∑
σ
ˆ
k,p
[
φ+(p)ψ¯+,σ(k + p)ψ−,σ(k) + φ−(−p)ψ¯−,σ(k − p)ψ+,σ(k)
]
,
ˆ
k
=
ˆ
dω
(2pi)3dkxdky . (3.5)
Here, we have taken a continuum limit to transform sums into integrals, which have an
implicit UV cutoff Λ similar to Sec. 3.1.2. In the expansion of the Bose fields, we have retained
analytical terms only, as in Eq. (3.4); as we will see below, non-analytical terms will eventually
be generated due to the coupling to the fermions. Furthermore, we have reintroduced spins,
and assumed a spin-independent order parameter φ and a Yukawa coupling that is diagonal
is spin space. Thus, φ describes a charge density wave (see Sec. 3.3), i.e. a periodic spatial
variation of the fermion density without spin structure.
At this point, let us give an (incomplete) overview over related hot spot theories which
frequently appear in the literature. First, in the above we have implicitly assumed that Q
is incommensurate, i.e. it is not a rational multiple of a reciprocal lattice vector. In the
commensurate case, in particular if Q is a reciprocal lattice vector by itself, one must
identify φ ≡ φ+ = φ−. This drastically changes the renormalization group analysis, as already
discussed in one of the first works on the subject by Altshuler et al. [AIM95].
In addition to charge density waves, one can also decouple in the spin density wave
(SDW) channel, corresponding to antiferromagnetic order. This requires inclusion of a
vector order parameter ~φ = (φx, φy, φz) which schematically couples to the Fermions as
~φψ¯+,σ~τσσ′ψ−,σ′ , where ~τ is a vector of Pauli matrices. Typically one considers antiferro-
magnetism on a square lattice (Néel order), associated with a commensurate wave-vector
of Q = (pi, pi). The SDW critical point is e.g. relevant for the description of the hole-doped
cuprates [ACS03], where the wave-vector couples four pairs of hot spots on an open Fermi
surface centered around (pi, pi) as shown in Fig. 3.3(a). In this case, the tangents at a pair of
hot spots are not parallel.
4 “perfect nesting” would mean that the Fermi surface at q−,q+ is completely flat.
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Q
(a) (b)
〈φ〉 = 0〈φ〉 6= 0
(c)
p
Figure 3.3 Fermi surface geometries for paradigmatic hot spot theories. (a) Typical Fermi surface
and density wave vector at the SDW critical point. (b) Change of the Fermi surface across an Ising
nematic transition. (c) Hot spots in the Ising nematic case. The Figs. are adapted from [Sac11].
Another class of instabilities at finite wave-vector is related to superconductivity of 2D
electrons in an in-plane magnetic field. Here, spin polarization of the Fermi surface leads to
formation of Cooper pairs with non-zero net momentum Q, with associated order parameter
(superconducting gap) ∆(Q). A detailed analysis of this case (the first proper RG treatment
to date) is performed in this thesis, see Sec. 3.2.
Let us turn to instabilities with Q = 0. The onset of ferromagnetic ordering [CPR04] is
an example in the spin channel. A (Q = 0)-instability in the charge channel corresponds
to deformations of the Fermi surface, the paradigmatic example being the Ising nematic
phase transition. As sketched in Fig. 3.3(b), it corresponds to a reduction of the Fermi
surface symmetry from fourfold to twofold rotational invariance, and can be captured by a
real Ising order parameter φ coupled to fermions. In a purely fermionic language, the Ising
nematic transition is the result of a “Pomeranchuk instability” in a higher angular momentum
component of forward scattering [DM06].
An order parameter boson peaked at Q = 0 can couple to the full Fermi surface. Neverthe-
less, a hot spot description is legitimate: One can show that bosons with small fixed momenta
p can only efficiently scatter fermions around points on the Fermi surface to which p is
tangent [MS10a], see Fig. 3.3(c). Thus, although the full Fermi surface is “hot”, fermions at
points with different tangents effectively do not mix, and it is enough to restrict a low-energy
description of the transition to an (arbitrary chosen) pair of hot spots. An appropriate action
reads:
SIsing =
∑
s=±;σ
ˆ
k
ψ¯s,σ(k)
(
−iω + skx + k2y
)
ψs,σ(k) + 12
ˆ
k
φ(p)
(
ν2 + p2x + p2y + r
)
φ(−p)
+ λ
∑
s=±;σ
ˆ
k,p
φ(p)ψ¯s,σ(k + p)ψs,σ(k) , (3.6)
which looks rather similar to the density wave case (but the small formal differences result in
sizeable physical changes).
3.1.4 RG description of hot spot criticality - early approaches
Let us take a first swing at an RG analysis of hot spot theories by performing a power
counting analysis. If we require that the fermionic kinetic part of Eqs. (3.5), (3.6) is scale
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invariant, this leads to the following (Gaussian) scaling:
ω′ = ω · b, k′x = kx · b, k′y = ky ·
√
b, ψ′(k′) = ψ(k) · b−7/4, φ′(k′) = φ(k) · b−7/4,
r′ = r · b2, λ′ = λ · b1/4 . (3.7)
As per usual, the mass term is strongly relevant. More importantly, the Yukawa coupling λ is
relevant as well, because λ increases under successive rescaling transformations. This means
that the theory will flow to strong coupling in the low-energy limit, and any perturbative
expansion in λ is bound to fail – a simple fact that makes the analysis of metallic criticality
both challenging and interesting.
Hertz-Millis approach
An influential historical attempt to get the RG behaviour under control is due to Hertz
[Her76] (later refined by Millis [Mil93]). Hertz took the Hubbard-Stratonovich idea one
step further, and integrated out the fermions completely (see also [Sac11]). The result is a
purely bosonic, Landau-Ginzburg-type theory similar to the one we discussed in Sec. 2,
but “microscopically derived” (see also Appendix A of 3.2.2). For the Ising nematic, it is of
the form [MS10a]:
SHertz =
∞∑
n≥2,even
ˆ
p1
. . .
ˆ
pn
Γn(p1, . . . pn)φ(p1) . . . φ(pn) . (3.8)
Terms with an odd number of fields can be neglected on symmetry grounds. The even vertices
Γn are determined by the Feynman diagrams shown in Fig. 3.4
Γ2 Γ4 . . .
Figure 3.4 Feynman diagrams that determine the coefficents Γn. Straight lines denote fermions,
(amputated) wavy lines bosons.
Evaluation of Γ2 using the hot spot fermion propagators of Eq. (3.6) leads to Γ2(p1, p2) =
δp1,−p2 · γ|ν|/|py|, with a numerical coefficient γ. This term, commonly denoted Landau
damping by analogy to Landau’s theory of damping of charged waves in a plasma, is of
crucial importance. It reflects the fact that the bosonic excitations are completely overdamped
due to decay into particle-hole pairs of the Fermi sea. In the diagram for Γ2, one must
integrate over all internal fermion momenta, and not just over large ones as in the RG.
As a result, Landau damping predominantly comes from low-energy fermions, and is non-
analytic, whereas the (Wilsonian) RG exclusively produces analytic terms (as well as the
phenomenological Landau-Ginzburg ansatz). While the hot spot electrons yield the Landau
damping only, integration over electrons from the full Fermi surface (which we neglected) will
yield analytic terms similar to the Ornstein-Zernicke result (3.4). In total, an appropriate
quadratic term reads
SHertz,2 =
ˆ
p
φ(p)
(
p2x + p2y + γ
|ν|
|py| + r
)
φ(−p) , (3.9)
where we have dropped the terms ν2 which are strongly subleading compared to the Landau
damping term in the low-energy limit. Let us perform a scaling analysis of (3.9), similar
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to Eq. (3.7). Since the reference to the Fermi surface is lost, we can scale px, py equally.
Ensuring the scale-invariance of the Landau damping term, the total scaling reads
ν ′ = ν · b3, p′x = px · b, p′y = py · b, φ′(p′) = φ(p) · b−7/2, r′ = r · b2 . (3.10)
The modified scaling of frequencies implies a dynamical critical exponent z = 3, which is
crucial for the subsequent analysis.
What about the quartic terms? Somewhat ad hoc, Hertz assumed that Γ4 possesses an
analytic expansion, and the quartic term can be written to leading order as
SHertz,4 = u
ˆ
p1,p2,p3,p4
δ
( 4∑
i=1
pi
)
φ(p1)φ(p2)φ(p3)φ(p4) , (3.11)
with a constant factor u. Under the scaling (3.10), u transforms as u′ = u/b, i.e. it is strongly
irrelevant. This comes about due to the effective increased dimensionality D = d + z for
z = 3. As a result, boson interactions can naively be disregarded, and the scaling (3.10) is
exact.
Given our hot spot scaling in (3.7), this seems weird, since we clearly found that (Bose-
Fermi) interactions are important. Furthermore, a non-analytic term was already obtained
for Γ2. And indeed, in later works [MS10a, ACS03] it was shown that the basic assumption
of Hertz is incorrect, and a careful evaluation of the term Γ4 in Fig. 3.4 does yield singular
non-analytic terms with a complicated momentum and frequency dependence. These terms
can be relevant. Similar conclusions hold for theories with a Q 6= 0 order parameter [ACS03].
Therefore, integrating out the gapless fermions does not allow for an economic treatment. In
relation to the LGW paradigm, we can thus say the following:
A basic assumption of the LGW paradigm is that the Landau functional possesses an analytic
expansion in powers and gradients of the order parameter. However, in problems with a Fermi
surface where the order parameter couples to gapless fermionic excitations, non-analytic
contributions can arise! To correctly find the critical behaviour, one must therefore treat
bosons and fermions on the same footing.
Large N expansion
Let us therefore return to the Bose-Fermi hot spot theories (3.5), (3.6). A priori, these
theories do not possess any small parameter. The basic idea of a perturbative RG is to
introduce a small parameter α artificially by deforming the action in a non-invasive fashion,
and then extrapolate to the physical limit α→ O(1).
One very simple way to do so is a 1/N expansion: One extends the number of fermionic
flavors (spins), or equivalently the number of hot spots [ACS03] to N , at the same time
rescaling λ→ λ/√N . The standard RPA diagram for the Bose self-energy (equivalent to the
the diagram for Γ2 in Fig. 3.4) incures a factor of N due to the fermion loop and is O(1).
Other diagrams are suppressed by factors of 1/N , enabling a systematic expansion in 1/N .
But yet again, hot spot theories cannot be treated with such a simple expansion [Lee09,
MS10b]: Essentially due to the anisotropic scaling (3.7), diagrams that contain bare boson
lines are IR divergent. As a result, one must reorder the perturbation series, and work
with RPA dressed bosons instead (see also Sec. 3.1.5). This reorganization spoils the naive
1/N power counting; there are important diagrams at every loop order (so-called “planar”
diagrams), the evaluation of which is very difficult.
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3.1.5 RG description of metallic criticality - -expansion
Dimensional extension
Another useful tool which yields perturbatively controlled and even numerically accurate
results e.g. for the φ4 theory is -expansion. In the φ4 case, one allows the space dimension to
take continuous values, and expands around d = 3 + 1 where the four-boson coupling becomes
marginal by power counting, as already evidenced by the Ginzburg-criterion of Eq. (2.4).
When adapting this idea to the hot spot case, one encounters the following obstacle: now
there are momentum directions tangential and perpendicular to the Fermi surface, thus the
dimensional extension is not unique. How to increase the dimensions precisely?
Probably the simplest choice would be to increase the dimensionality of space and of
the Fermi surface alike (“fixed co-dimension”), by adding terms of the form ψ¯(k)k2zψ(k) to
the action. However, this has a downside: as indicated in Fig. 3.5, on a Fermi surface with
Figure 3.5 Higher-
dimensional Fermi surface.
Fig. adapted from [Lee18].
dimensionality higher than 1, any two points share a common
tangent vector, in contrast to the standard 2D theory where
this is true for the hot spots only (see Fig. 3.2). This leads
to the explicit appearance of non-universal UV scales ∼ kF in
the theory, also known as UV-IR mixing, and spoils locality in
momentum space [ML15].
A particularly elegant prescription to circumvent this prob-
lem was given by Dalidovich and Lee (DL) [DL13], building on
previous work by Senthil and Shankar [SS09]. DL argued that
one should perform the extension in such a way that the Fermi
surface (a line in two dimensions) stays one-dimensional. In
other words, one adds dimensions perpendicular to the Fermi
surface, increasing its co-dimension.
For the Ising nematic case this is schematically done as follows: one introduces two-
component spinors of Dirac type,
Ψσ(k) =
(
ψ+,σ(k)
ψ¯−,σ(−k)
)
, Ψ¯σ(k) = Ψ†σ(k)σy , (3.12)
and rewrites the kinetic term for the electrons as
Sψ =
∑
σ
ˆ
k
Ψ¯σ(k) (−ik0σy + iσxδk) Ψσ(k), δk = kx + k2y , (3.13)
where we have relabeled ω → k0. Gapless fermions, i.e. those on the Fermi surface, are
determined by δk = 0. Now, it is well known (e.g. from the Haldane model of Graphene)
that a Hamiltonian of the from H = a · σx + b · σy + c · σz with a, b, c ∈ R has a spectrum
E = ±√a2 + b2 + c2. Accounting for the factors of i in (3.13), we can thus add a term
Ψσ(k)(−ikzσz)Ψσ(k) = −kz
∑
σ
ψ¯+,σ(k)ψ¯−,σ(−k) + h.c. , (3.14)
leading to a dispersion Ek = ±
√
k2z + δ2k. As a result, the spinor Fermi surface is given by
kz = 0, δk = 0, i.e. it is still a one-dimensional line embedded in a three-dimensional space.
Similar to the Haldane model, the price we have to pay for introducing these terms is
a reduction of symmetry: as seen in (3.14), the added term is of triplet pairing form, and
is neither invariant under U(1) phase rotations related to charge conservation, nor under
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SU(2) spin rotations. We will operate under the assumption that this symmetry breaking is
harmless (see also below), and the modified model correctly reproduces critical exponents.
To allow for general continuous dimensions, we again relabel kx → kd−1, ky → kd,
and introduce a vector Γ = (γ0, γ1, . . . γd−2) of “Gamma matrices” fulfilling the Clifford
algebra {γα, γβ} = 2δαβ. More pedestrian, in our cases of interest we can simply choose
Γ = (σy, σz . . . σz). This allows us to completely generalize the Ising nematic action of
Eq. (3.6) to d dimensions:
SIsing,d =
∑
σ
ˆ
kd+1
Ψ¯σ(k) [−iΓ ·K + iσxδk] Ψσ(k) + 12
ˆ
kd+1
φ(k)
[
|K|2 + k2d−1 + k2d
]
φ(−k)
+ λ
∑
σ
ˆ
kd+1,qd+1
φ(q)Ψ¯σ(k + q)iσxΨσ(k) , K = (k0, k1, . . . kd−2) ,
ˆ
kd+1
=
ˆ
dd+1k
(2pi)d+1 .
(3.15)
Here, we have tacitly erased the boson mass r, i.e. we tune to the critical point. We can now
repeat our hot spot scaling analysis of (3.7), and find
K ′ = K · b , k′d−1 = kd−1 · b , k′d = kd ·
√
b ,
Ψ′(k′) = b
−
(
d
2 +
3
4
)
Ψ(k) , φ′(k′) = b
−
(
d
2 +
3
4
)
φ(k) , λ′ = λb
5
4−
d
2 . (3.16)
The scaling equation for the Yukawa coupling λ is of particular interest: as λ becomes
marginal in d = 5/2, we can perform a controlled expansion in d = 52 − .
Field-theoretical renormalization group
To extract the renormalization group behaviour, the field-theoretical method of choice is
“dimensional regularization with minimal subtraction”. A detailed account can be found
elsewhere [KSF01, Vas04]; here, we just pinpoint the relation to the usual Wilsonian RG.
As the simplest case of illustration, we again consider d-dimensional Euclidean φ4 theory:
Sφ =
ˆ
ddx
1
2
[
(∇xφ(x))2 + rφ(x)2
]
+ u4!φ(x)
4 , (3.17)
where we introduced some unimportant multiplicity factors. Let us recall the Wilsonian
renormalization of the interaction u [Sac11]. One RG step proceeds by integrating out UV
scales k ∈ [Λ/b,Λ]. Perturbatively in u, the leading contribution comes from the standard
one-loop diagram L shown below, with external momenta set to zero. After this decimation
step, the modified value of u reads
L =
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shown below. After this decimation step, the modified value of u reads
u˜ = u≠ u2 32
ˆ  
 /b
ddk
(2ﬁ)d
1
k4
, (2.18)
with a combinatorial factor 32 . After decimation, the theory e ectively has a reduced cuto 
 /b. In the standard RG, we must then rescale kÕ = k · b to restore the original cuto , which
amounts to uÕ = bd≠4u˜. Setting b = 1 + dl and expanding in dl then leads to
uÕ ≠ u
dl
(2.19)
u u ⇒ u˜ = u+
(
−u2 32
ˆ Λ
Λ/b
ddk
(2pi)d
1
(k2 + r)2
)
, (3.18)
with a combinatorial factor 32 . The new theory effectively has a reduced cutoff Λ/b. In the
standard RG, we must then rescale k′ = k · b to restore the original cutoff, which amounts to
setting u′ = bd−4u˜. We then let b = 1 + dl and expand in dl. Furthermore letting r → 0 for
brevity, this leads to
u′ − u
dl
= du
dl
= (4− d)u− u2 32SdΛ
d−4 , (3.19)
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with Sd a numerical phase factor. Finally, we introduce a dimensionless variable ur, which
gives the ultimate IR beta function
ur = u/Λ4−d ,
dur
dl
= (4− d)ur − u2r
3
2Sd , (3.20)
which has the stable Wilson-Fisher fixed point u?r ∝ (4− d); for 4− d =  1, the expansion
thus becomes perturbatively controlled.
The field-theoretical renormalization group arrives at the same result [KSF01], but from
a different ideological viewpoint. The basic principle is to analyze the theory in the limit
Λ→∞. This is physically motivated in fundamental high-energy theories such as QED, since
there is no underlying lattice which provides a natural short distance cutoff; in the condensed
matter context we can simply view this as a technical trick to derive the flow equations.
In Eq. (3.18), we never used explicitly that Λ is large (but we are certainly free to do
so), and the derivation worked for any dimension. If we now let Λ→∞, and want to mimic
the decimation of UV scales, we must let d↗ 4: for dimensions strictly smaller than four,
the integral is convergent, and the contribution from k ∼ Λ is suppressed with powers of Λ.
d > 4 might also work, but will not be used since we are ultimately interested in d = (2 + 1).
With this in mind, let us look at the interaction part
SI,bare(u) =
ˆ
ddx
1
4!uφ
4(x) . (3.21)
for d = 4 −  from a field-theoretical perspective, and delay the RG for a moment. This
term is a function of a bare coupling u. As soon as perturbative corrections, such as L in
Eq. (3.18), are added, u will change. However, if we evaluate the associated integral without
any restriction of momenta, k ∈ R, this will clearly yield a divergent result as d↗ 4, such
that the modified u will be divergent as well.
To get rid of this unphysical divergence, we make a change of variable, and introduce a
renormalized theory by writing
SI,bare(u) = SI,ren(µ, ur) =
ˆ
ddx
1
4!µ
 · urZuφ4(x) ⇒ u = µurZu . (3.22)
We have done two things: first, we inserted an arbitrary momentum scale µ5 and boldly
called the remaining dimensionless coupling ur, which parallels the rescaling in Eq. (3.20). µ
effectively takes the place of Λ in the Wilsonian approach. Second, we have introduced a
renormalization constant Zu, which should absorb all divergences arising from perturbative
corrections (order by order in ur). Thus, ur is a finite, physical, and dimensionless coupling.
In principle, the fields φ will renormalize as well, but we can neglect this renormalization to
lowest order in ur.
To find Zu, we have to evaluate the diagram L with u replaced by urµ; as shown below
Zu ' 1 + ur, and thus it does not have to be included in the coupling to leading order in ur
when computing the diagram.
For evaluation of L we will employ the standard extrapolation to continuous dimensions
via Gamma functions (dimensional regularization). We can then assign the relevant integral
5 Of course, this has nothing to do with the chemical potential µ used before.
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a value in any dimension except d = 4, 6, 8 . . .. One obtains [KSF01]:
− 23u
2
rµ
2
ˆ
ddk
(2pi)d
1
(p2 +m)2 = (3.23)
− 23u
2
rµ
2Γ(/2)
(4pi)2
( 1
m2
)/2
= −23
u2rµ

(4pi)2
[
2

+O
(
1, µ
2
m
)
+O()
]
.
Let us call the divergent part (as → 0)
− 43
u2rµ

(4pi)2 ≡ urµ
 (−Zu,1) (3.24)
Without the term Zu in Eq. (3.22), ur would pick up a divergent one-loop correction
ur → ur − urµZu,1. To erase this divergence, we effectively subtract it from the action, by
finally defining
Zu = (1 + Zu,1) = 1 +
4
3
ur
(4pi)2 . (3.25)
Note that the divergent part −Zu,1 we have subtracted only depends on ur and not on m,µ,
which is known as “minimal subtraction”. Such a convenient subtraction method can always
be applied in renormalizable theories [KSF01].
So how about the RG? Our goal must be to find the scale dependence of ur. To this end,
we go back to Eq. (3.22), and make the trivial observation that the bare coupling u does not
depend on µ. This immediately implies
0 = µdu
dµ
= µurZu + µβuZu + µur
dZu
dur
βu , βu = µ
dur
dµ
. (3.26)
Note the following: in the Wilsonian scheme, the contribution of L was added to u; in the
field-theoretic scheme, it is effectively subtracted in Zu. However, in the above we see that
µdu/dµ should compensate µdZu/dµ, such that the signs of the flow agree in the Wilsonian
and field-theoretical cases.
We can solve Eq. (3.26) for βu by making the ansatz
βu(ur, ) = β0(ur) + β1(ur) , (3.27)
and comparing the coefficients O(1),O(). With this ansatz, we miss contributions to the
beta function of order u3r/, but this is fine since our computation is controlled to order u2r
only. In this way, we find
βu = −ur + u2r
3
(4pi)2 . (3.28)
The betafunction so obtained is of UV type, measuring the change of ur as the momentum
scale is increased; to find the IR beta function, we define µ = µ0 exp(−l)⇒ µd/dµ = −d/dl,
and thus
dur
dl
= ur − u2r
3
(4pi)2 . (3.29)
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This result almost agrees with our previous one of Eq. (3.20), apart from a different prefactor
of the quadratic term. However, this is completely immaterial, as we can always rescale
ur → ur/α with an arbitrary number α, and thus change the offending prefactor at will.
While the field-theoretical RG is somewhat less intuitive than the Wilsonian one, it yields
the same results, and turns out to be technically much more convenient for the evaluation of
hot spot theories. In particular, it spares us from complicated d-dimensional angular integrals
that are unavoidable in the Wilsonian scheme when external momenta are retained in the
Feynman diagrams.
Validity and key results of the -expansion
Can we trust the -expansion? In the classical φ4 problem, it is known to work extraordinary
well [KSF01]: up to five-loop results are available, which nicely agree with space-shuttle
experiments with superfluid helium. For the computation to yield numerically accurate critical
exponents, Borel-type resummation techniques have to be applied, since the -expansion is
an asymptotic series only.
We cannot be so ambitious here, but rather assume that the leading loop  expansion
correctly reproduces the order of the phase transitions and the order of magnitude of the
critical exponents. On the one hand, this is suggested by the fact that our physical parameter
 = 5/2− d is indeed somewhat small in the physical case d = 2. Further, the validity of the
-expansion can be checked in the SDW case by comparison to an accidental exact solution
[SLL17]. One finds that the critical exponents are indeed smooth functions of the space
dimension and thus the basic results of the -expansion should hold, although some subtle
problems might inhibit the full knowledge of subleading scaling of the correlation functions
[SLL18].
Let us list a few key results in metallic criticality obtained via -expansion.
◦ For most hot spot theories studied so far, the -expansion produces a stable fixed point at
a coupling λ? = O(), with the mass term being the only relevant perturbation. This is a
strong indication that the corresponding phase transition is continuous. To my knowledge,
the possibility of a first order transition is only left open for the CDW case in the geometry
of Fig. 3.3 (a), where a two-loop analysis indicates a breakdown of the -expansion [SL16].
◦ The RG also allows to obtain the scaling form of bosonic or fermionic correlation functions
which determine observable quantities, e.g. in scattering experiments with light or neutrons.
The fermionic correlations Gψ are proportional to scaling functions, with a most general
form f(ω1/z/kx, ω1/z/|ky|2zy). Here, zy parametrizes the reshaping of the Fermi surface
during the RG flow – in the Ising nematic case, zy = 1 is fixed by a “sliding symmetry”,
but in other problems (such as the CDW case discussed in Sec. 3.3) a different value can
arise. The dynamical critical exponent z is typically found to be larger than one, e.g.,
z = 3/2 when extrapolated to d = 2 in the Ising nematic case [DL13]. After analytical
continuation, a legitimate form of Gψ is
Gψ(ω + i0+) =
1
ω − kx − |ky|2zy + i|ω|1/z . (3.30)
This implies a large decay rate Γ ∝ |ω|1/z, and a breakdown of the quasiparticle picture
(quasiparticle weight Z = 0). Thus, the RG analysis yields the anticipated non-Fermi liquid
fixed point.
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◦ The -expansion is also a suitable framework for studying “competing instabilities”, in
particular superconductivity [SL15, Man16], and the usual finding is that superconductivity
is indeed enhanced by the bosonic fluctuations.
◦ Last, the -expansion can also be used to control finite T computations, and resolve
thermodynamic observables. A typical scaling result for the specific heat is CV (T ) ∝
T (d−θ)/z. Here, θ is an exponent which indicates whether hyperscaling (a simple relation
between thermodynamic and correlation function exponents) is obeyed or not. For the
SDW, where the critical degrees of freedom are located near isolated hot spots, hyperscaling
is obeyed [PSS15] (θ = 0). In the Ising nematic case, where the full Fermi surface is hot, it
is violated with θ = 1 [EMS16].
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3.2 FFLO quantum criticality
3.2.1 Overview
In the previous discussion of hot spot physics, we mostly avoided the superconducting
channel, since it usually does not comply with a hot spot description. As elucidated in
[PZS16], there is one exception: superconductivity at a finite wave vector, the so-called
Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) order, which arises in strong magnetic fields h.
h couples to the orbital and spin degrees of freedom of the electrons forming the Cooper
pairs in a superconductor, and increasing h eventually induces pair breaking. In type-II
superconductors, the orbital coupling leads to formation of an Abrikosov vortex lattice,
and superconductivity is lost at a critical field horb where the vortices overlap. The spin
coupling favours a spin polarization of the Fermi surface due to the Zeeman effect (Pauli
paramagnetism). At a field hP, the Zeeman energy equals the superconducting condensation
energy, destroying superconductivity. The relative strength of these effects is described by
the Maki parameter [MT64] αM =
√
2horb/hP, which is typically of order ∆/F [MS07], with
∆ the superconducting gap and F the Fermi energy. Thus, in most cases the orbital effect
dominates (i.e., destroys superconductivity at smaller fields), and αM  1. The opposite
limit αM  1 can arise in two types of systems: First, αM can be large in heavy-fermion
compounds with a small effective Fermi energy [MS07]. Second, if the magnetic field is
applied in-plane in 2D systems, the orbital motion of the electrons is inhibited, and the
Zeeman effect wins. We will be interested in the latter systems in particular.
If one just considers the competition of BSC superconductivity and the Zeeman effect,
at low temperatures the transition towards the normal state will be first order (as usual in
transitions involving two competing energy scales). However, as independently found in the
sixties by Fulde and Ferrell [FF64] and Larkin and Ovchinnikov [LO65], at high enough h the
energy of the superconducting state can actually be lowered by allowing for Cooper pairs with
a non-zero total momentum. For an anistropic Fermi surface, a sketch is shown in Fig. 3.6(a):
(a) (b)
Figure 3.6 FFLO order. (a) Spin polarization and FFLO wave vectors on a anisotropic Fermi surface
(b) Phase diagram of an FFLO superconductor with a quantum critical point (QCP) at T = 0. The
dashed line indicates a first order transition. Fig. is adapted from our publication [PMPP18] and Ref.
[PZS16].
Pseudo-nested portions of the spin polarized Fermi surfaces (with Fermi momenta kF,↓
and kF,↑) are separated by wave vectors ±QFFLO. Cooper pairs with momenta ±QFFLO
are energetically favoured, leading to an inhomogeneous superconducting gap, ∆(x) '
∆0 cos(QFFLO · x). The corresponding h− T phase diagram is shown in Fig. 3.6(b): at large
h, on mean field level there is a first order transition (dashed line) from the homogeneous
BSC superconductor towards the FFLO phase [MS07]. At even higher fields, the normal
metal appears via a continuous transition.
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Although the FFLO phase has been predicted decades ago, its experimental detection
has been hindered by several obstacles for a long time. To begin with, appearance of FFLO
order requires very strong (' 20T ) and perfectly in-plane magnetic fields. FFLO order is
also fragile with respect to disorder [Asl69], thus demanding very clean samples. Finally, in
isotropic systems the simple phase diagram above is replaced by a cascade of phases with
more and more complex order parameters [MC04], and so a sizeable anisotropy is favourable.
These strict requirements are met in organic superconductors [Wos18], which are cleanly
grown, layered 2D materials with strongly elliptic Fermi surfaces. In 2007, FFLO was first
observed in the organic superconductor κ− (ET)2Cu(NCS)2 via specific heat measurements
[LWD+07]. The experiment nicely reproduced the normal-metal-superconductor transition
line of Fig. 3.6(b), in particular its increased slope at small temperatures, which is a clear
indication for the FFLO phase. Successful observations in other materials, and with other
methods (such as NMR) followed suit [Wos18].
We have only discussed the finite T properties so far. In addition, tuning h at T = 0 gives
rise to an interesting quantum critical point with an associated non-Fermi liquid scaling fan
[see Fig. 3.6(b)], both for the isotropic [SM06] and anisotropic [PZS16] cases. In particular Ref.
[PZS16] made interesting predictions for organic superconductors departing from a Bose-Fermi
type theory, with the critical degrees centered around the hot spots indicated in Fig. 3.6(a).
The role of the order parameter bosons is played by the fluctuating superconducting gap (in
Fourier space) ∆(q). The hot spot action was then analyzed with RPA-like perturbation
theory. Similar to previous works, Ref. [PZS16] also contains a Hertz-Millis type argument
(see Sec. 3.1.4) for the continuity of the phase transition.
In the article below, our goal was to understand the anisotropic case from a rigorous RG
perspective. In particular, as explained before, the mean-field or Hertz-Millis description of
FFLO criticality is questionable, and it is essential to retain the fermionic degrees of freedom.
The main findings of this analysis are as follows:
◦ Via a controlled -expansion (see Sec. 3.1.5) we have obtained a fixed point at a finite
Yukawa-coupling λ?, with only one relevant RG direction ∝ r|∆|2. This strongly supports
the scenario of a continuous phase transition.
◦ The computed critical correlations confirm the notion of a non-Fermi-liquid fixed point.
For instance, the quasiparticle decay rate has a non-Fermi-liquid power law dependence
Γ ∝ ω2/3. Thermodynamic quantities like specific heat are also estimated to be of non-Fermi
liquid type, with CV (T ) ∝ T 2/3 if hyperscaling is violated (although this is a somewhat
subtle point).
◦ One particularly interesting aspect of FFLO criticality is that the critical point is potentially
“naked”, and not covered by a (BCS) superconducting dome. To show this, and also scan
through other competing instabilities, we evaluated the one-loop anomalous dimension of a
generic fermion bilinear ∝ ψ¯ψ, ψψ. Indeed, we do not find an enhancement of ordinary
superconductivity by the FFLO fluctuations. The only possible competitor revealed by
this analysis is a charge-density wave (CDW) with momentum 2kF,↓ or 2kF,↓ (see Sec. 3.3).
◦ From a technical point of view, we presented the first analysis of a hot spot theory involving
the superconducting channel. One difficulty encountered therein is the appearance of a
complicated “
√
”- form in the one-loop Bose propagator. To simplify the calculations,
we performed an expansion in the relative Fermi velocity δv of ↓ − and ↑ − fermions (see
publication), which maps the “
√
” into a Landau damping form. The expansion in small
δv seems justified for physical systems, but a better understanding of its implications is
desirable and left for future work.
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When a 2D superconductor is subjected to a strong in-plane magnetic field, Zeeman polarization of the Fermi
surface can give rise to inhomogeneous FFLO order with a spatially modulated gap. Further increase of the
magnetic field eventually drives the system into a normal metal state. Here, we perform a renormalization group
analysis of this quantum phase transition, starting from an appropriate low-energy theory recently introduced
in Phys. Rev. B 93, 085112 (2016). We compute one-loop flow equations within the controlled dimensional
regularization scheme with fixed dimension of Fermi surface, expanding in  = 5/2 − d . We find a new stable
non-Fermi-liquid fixed point and discuss its critical properties. One of the most interesting aspects of the FFLO
non-Fermi-liquid scenario is that the quantum critical point is potentially naked, with the scaling regime observable
down to arbitrary low temperatures. In order to study this possibility, we perform a general analysis of competing
instabilities, which suggests that only charge density wave order is enhanced in the vicinity of the quantum critical
point.
DOI: 10.1103/PhysRevB.98.024510
I. INTRODUCTION
A variety of strongly correlated electron materials show
unusual metallic behavior, which cannot be described within
Landau’s Fermi liquid theory. In many cases, this non-Fermi-
liquid regime seems to be tied to the presence of a quantum
critical point (QCP) between a normal metal and a different
symmetry broken phase [1]. One paradigmatic example are
certain heavy Fermion materials, where the non-Fermi-liquid
regime seems to extend out of a QCP related to the onset of
antiferromagnetic order [2].
Of special interest and practical relevance are quasi-two-
dimensional systems, where the coupling between electrons
and order parameter fluctuations in the vicinity of the QCP is
particularly strong. This leads to a loss of electronic quasipar-
ticle coherence due to an intricate interplay between electronic
degrees of freedom and the order-parameter dynamics [3–8].
The fact that no well-defined quasiparticle excitations exist in
such strongly coupled systems makes the theoretical descrip-
tion of these non-Fermi liquids especially challenging.
Two notable theoretical developments added considerably
to our understanding of such non-Fermi liquids. First, it was
realized that models of fermions coupled to order parameter
fluctuations can be numerically simulated using quantum
Monte Carlo techniques avoiding the infamous sign problem
under certain conditions [9]. Second, it was shown that field-
theoretical approaches can be controlled by increasing the
co-dimension of the Fermi surface, which allows for the
computation of critical exponents in a systematic epsilon
expansion [10,11]. In this work, we will make use of the latter
ideas in particular.
*d.pimenov@physik.lmu.de
So far, most of the theoretical works focused on the
experimentally relevant cases of spin-density wave or Ising-
nematic critical points in metals. Here, we consider a different
problem instead and study the quantum critical point between
a normal metal and an inhomogeneous Fulde-Ferell-Larkin-
Ovchinnikov (FFLO) superconductor [12,13] in two dimen-
sions. This scenario was put forward by Piazza et al. [14],
who showed that, for appreciable in-plane anisotropy of the
Fermi surface, there is a strong coupling between electrons
and FFLO fluctuations in the vicinity of hot spots on the Fermi
surface, potentially giving rise to non-Fermi-liquid behavior in
the quantum critical regime extending from the QCP at finite
temperature, see Fig. 1. A similar treatment of the isotropic
case can be found in Ref. [15].
The stabilization of FFLO phases requires clean super-
conducting materials with suppressed orbital pair breaking
effects plus highly anisotropic Fermi surfaces, such as the ones
shown by layered materials [16]. Several strong indications
of such phases are found in an increasing number of ex-
perimental cases, involving organic superconductors [17–20],
heavy-fermion systems [21,22], iron-based superconductors
[23,24], Al films [25], as well as superconductor-ferromagnet
bilayers [26,27].
While the previous study [14] of FFLO non-Fermi liquid
criticality was based on a perturbative, RPA-type approach,
we will employ the epsilon expansion by Dalidovich and Lee
[11] in this work. This allows us to compute critical exponents
in a systematic expansion around d = 5/2 dimensions, similar
to the Ising-nematic problem.
One intriguing aspect of non-Fermi liquids in the vicinity of
FFLO critical points is that the QCP is potentially “naked” and
not masked by a competing order. Indeed, in the Ising-nematic
as well as the SDW scenarios, the order parameter fluctuations
give rise to an effective attraction between the electrons,
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FIG. 1. Typical temperature-magnetic field phase diagram of a
superconductor susceptible to FFLO pairing. This picture was adapted
from Ref. [14].
burying the QCP deep underneath a superconducting phase
[28–35]. One consequence of this competing superconduc-
tivity is that the scaling regime of the QCP might be hardly
accessible in experiments. By contrast, there is no obvious
superconducting order parameter with a different symmetry
competing with FFLO superconductivity, which could poten-
tially mask the FFLO QCP. It might be possible, however, that
other types of competing orders, such as charge density waves,
are enhanced by fluctuations of the FFLO order parameter. We
will discuss this issue in detail later in this work.
The rest of this paper is outlined as follows. First, we will
give a nontechnical overview of our main results and their
physical consequences in Sec. II. Detailed computations are
presented in the subsequent sections. In Sec. III, the system
under consideration is introduced, studied on mean-field level,
and lifted to higher dimensions. In Sec. IV, we discuss one-loop
quantum corrections, from which the renormalization group
flow and critical properties are derived in Sec. V. Possible
competing instabilities are analyzed in Sec. VII. Finally, a
conclusion is presented in Sec. VIII. Technical details of the
computations are carried out in Appendices.
II. SUMMARY OF RESULTS
An appropriate field-theoretical description of the FFLO-
normal metal quantum phase transition has to include dynam-
ics of a bosonic FFLO order parameter  (a spatially modu-
lated gap) coupled to the relevant “slow” electronic degrees of
freedomψ . As we show in Sec. III, such a description is accom-
plished by a low-energy action which contains three parameters
{m,g,δv}. Here, m is the “boson mass,” respectively, inverse
correlation length, which is proportional to the deviation from
the critical magnetic field hc and allows us to tune through
the phase transition, g is the strength of the electron-boson
coupling (which is proportional to the microscopic electron
attractive interaction), and δv is a parameter, which describes
the relative spin velocities of the electrons perpendicular to the
Fermi surface (which we call the kx direction).
An RG analysis of this low-energy action, which treats
fermions and bosons on equal footing, is the only rigorous
way to gain insight into the critical features of the transition,
TABLE I. Critical exponents at the FFLO fixed point, g = g.
Here, z is the dynamical critical exponent, ηψ = η are the anomalous
dimension of fermions and bosons (which coincide in O(), and ν is
the correlation length exponent.
Critical Exponent Value in d = 2 at O()
z dyn. crit. exponent 3/2
ηψ = η anomalous dim. −1/4
ν corr. length. exp. 1
see, e.g., Chap. 18 of Ref. [36] for an introduction. In the RG,
the parameters of the low-energy action will flow as a function
of the energy/length scale. In this work, we study the simplified
flow of the interaction parameter g at the quantum critical point
(m = 0), and also set δv = 0 for technical reasons.
The first goal of the RG analysis is to locate a fixed
point g = g, which gives access to critical exponents and
correlations. To our knowledge, this was not yet accomplished
in the study of FFLO criticality. Using an epsilon-expansion
method introduced in the context of metallic quantum critical
points [11], we find a stable fixed point corresponding to a
continuous transition at g ∝ 3/4, where  = 5/2 − d = 1/2.
The critical exponents obtained in our analysis of this
new fixed point are presented in Table I. In this table, z is
the dynamical critical exponent, which determines how the
timelike direction scales compared to the spacelike directions.
ηψ,η are the anomalous dimensions of the fermions and
bosons (which coincide at one-loop level), i.e., the deviation
from the scaling determined by power counting for the free
theory. ν is the correlation length exponent, given by the inverse
RG eigenvalue of the mass term m.
The main value of these critical exponents lies in the fact that
they determine the critical correlations, i.e., the electron and
boson propagators. In accordance with the RPA-type treatment
of Ref. [14] (which is thereby set on solid ground), the scaling
forms of the two-point correlators in 2D agree with
G(ω,kx,ky) = 1
iω − δk − 
(ω) ,
δk ∝ kx + k2y, Im[
(ω)] ∝ g4/3ω2/3 (1)
for electrons. For bosons, one obtains
D(ω,kx,ky)= 1
k2y − (ω,ky)
, (ω,ky) ∝ −g2 |ω||ky | , (2)
where  is the inverse pair propagator. The kx dependence
of the boson propagator is irrelevant in the RG sense. The
nonanalytic behavior of the self-energies supports our claim
that the quantum critical point is of non-Fermi liquid type.
Under assumption of ω/T scaling, signatures of these critical
correlations are measurable in the non-Fermi liquid region
indicated in Fig. 1. This region is delimited by the two crossover
lines satisfying kBT ∼ |h − hc|zν with zν = 3/2 according
to our results. Examples for physical observables include the
following.
(1) Magnetic susceptibility χ : a simple computation (see
Appendix F and Refs. [15,37]) shows that the fluctuation
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FIG. 2. Typical Fermi surface of an anisotropic metal susceptible
to FFLO pairing. Fluctuations of the pairing amplitude  strongly
couple left branch fermions with right branch fermions with opposite
spin at the hot spots. This picture was adapted from [14].
contribution to the magnetic susceptibility χ scales as χ ∝
ln(h − hc).
(2) Fermionic decay rate  and density of states ρ(ω): from
(1) one immediately sees that the quasiparticle decay rate has a
non-Fermi-liquid-like power law dependence  ∝ ω2/3, while
by integrating the spectral function over momenta [14], one
finds ρ(ω) ∝ ω1/3.
(3) Specific heat capacity: although the determination of
thermodynamic quantities is a somewhat subtle issue (see
Sec. VIII), we expect that C(T ) ∝ T 43 − 23 θ . Here, θ = θ (δv)
is a hyperscaling violation exponent, which should fulfill
θ (δv = 0) = 1.
Finally, our RG analysis also identifies possible competing
orders which may preempt the FFLO transition and lead to a
“competing order dome” around the FFLO critical point. We
find a charge density wave (CDW) peaked at 2kF to be the most
promising candidate. Since 2kF is much larger than QFFLO, an
experiment sensitive to momentum (e.g., using x-ray scattering
techniques) could serve to distinguish between the FFLO and
CDW orders, although in practice difficulties may arise due to
the required low temperatures and high magnetic fields [38].
III. CRITICAL THEORY
A. Critical theory in 2+ 1 dimensions
When an anisotropic 2D metal at T = 0 is subjected to
a strong in-plane magnetic field h, and orbital effects can
be neglected, the electron Fermi surface is spin-polarized. A
typical sketch is shown in Fig. 2. Let us now assume that the
electrons interact with some generic short-range interaction
Hint = −g
∫
d2r ψ
†
↑(r)ψ†↓(r)ψ↓(r)ψ↑(r), (3)
resulting in Cooper pairing. To derive a low-energy ef-
fective action, which makes this pairing explicit, one can
perform an exact Hubbard-Stratonovich decoupling of the
interaction term (3) in the Cooper channel; thereby, one
introduces bosonic fields (r) and ¯(r) with a free action∫
dτd2r g|(r)|2, which couple to the Fermions in Yukawa-
like manner, ∝g(r)ψ↑(r)ψ↓(r). Due to the spin polarization
and the anisotropy of the Fermion dispersion, the bosonic
fields (which correspond to the pairing amplitude) are peaked
at momenta ±QFFLO = 0, which is the very definition of the
FFLO state. Due to the electron fluctuations, the bosonic mass
term gets renormalized, g → m ≡ g − (0,0;h), where  is
the inverse pair propagator at vanishing energy-momentum,
and we explicitly denoted its magnetic field dependence.1 As
h is increased above the Pauli upper critical field h = hc,
the renormalized mass changes from negative to positive
values, and the system crosses from the FFLO phase to the
normal metal phase along the (T = 0) line in the phase
diagram of Fig. 1. Accordingly, m is proportional to the
reduced magnetic field, m ∝ (h − hc)/hc, in precise analogy
to Ginzburg-Landau theory. Further details on the procedure
described above are presented in Appendix A, illustrated by
a mean-field discussion of the phase transition for a specific
microscopic model.
By phase-space considerations, the low-energy fermions at
the four hot spots with vanishing curvature in the ky direction
shown in Fig. 2 are most strongly susceptible to pairing,
with Cooper pair wave vectors ±QFFLO. Following the above
rationale, a zero temperature action which captures the phase
transition between the FFLO and normal metal phases can be
readily derived along the lines of Ref. [14] [see Eq. (4) therein]:
S =
∫
k2+1
∑
i=L,R
α=↑,↓
¯ψiα(k)
(− ik0 + viαkx + k2y)ψiα(k)
+
∫
k2+1
(
m + k20 + k2x + k2y
)|(k)|2
− g
∫
k2+1,p2+1
[ ¯(k)ψL↓ (p)ψR↑ (k − p)
+ ¯(k)ψR↓ (p)ψL↑ (k − p) + H.c.], (4)
where k0 = ω, and
viα =
{−vα, i = L
+vα, i = R , vα > 0, and
∫
kd+1 ≡
∫
dd+1k
(2π)d+1 .
(5)
Here, the fermion fields ψiα are expanded around the respective
hot spots (see Fig. 2), while the boson fields  are expanded
around±QFFLO. For simplicity, we assume that the pairing is of
Larkin-Ovchinnikov type [13], (r) ∝ cos(QFFLO · r), peaked
around ±QFFLO with equal amplitude.
By the Hubbard-Stratonovich procedure sketched above,
the bosonsoriginally just have a mass termm ∝ g and no dis-
persion. However, the kinetic terms and the renormalized mass
will be automatically generated during the RG procedure, when
high-energy degrees of freedom are integrated out (or, equiv-
alently, arise from the leading analytical boson self-energy
corrections involving fermions [14]). Since an action which
is appropriate for RG analysis should contain all analytical
RG-relevant terms (nonanalytical terms do not renormalize),
we include these additional boson terms here from the start.
Note that terms (k20 + k2x)||2 are actually RG-irrelevant by
1We perform the Hubbard-Stratonovich decoupling in such a way
that  ∝ g2, which is why our bare boson mass is g instead of 1/g.
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(a) δv ' 1.3 (b) δv ' 1.3 (c) δv ' 0.2
kx
ky
FIG. 3. Fermi surfaces in the FFLO phase at mean-field level.
(a) Fermi surface without pairing, i.e., g0 = 0. (b) Fermi surface
for electron/hole operators (see main text), at δv 	 1.3. Dashed lines:
g0 = 0. Full lines: g0 = 0.05. (c) Same as (b), but δv 	 0.2.
tree-level power counting (see below), which is why we do
not need curvature coefficients for them. Alternatively, one
can just view the boson terms as expansion in powers and
gradients of an FFLO pairing order parameter , as familiar
from other non-Fermi-liquid scenarios like Ising-nematic [7]
or SDW order [8].
B. Mean-field analysis of superconducting phase
As a first step, let us recall the mean-field level treatment
of the action (4) (compare, e.g., Refs. [39–41]) in the super-
conducting phase, which amounts to the replacement (k) →
0 δ
(3)(k),|0| > 0. For clarity, we focus on the fermionic
branches ψR↑ ,ψL↓ , with dispersions
ξR↑ (k) = v↑kx + k2y, (6)
ξL↓ (k) = −v↓kx + k2y.
A zoom-in on the respective Fermi surfaces (compared to
Fig. 2, momenta are shifted towards a common origin) is shown
in Fig. 3(a). The parameter that determines the Fermi surface
shapes is the velocity detuning δv:
δv ≡ 2(v↑ − v↓)/(v↑ + v↓). (7)
We now introduce Nambu spinors in the standard fashion:
(k) = (ψR↑ (k), ψ
L
↓ (−k))T . (8)
This means that we perform a particle-hole transformation
for the spin-down electrons; the Fermi surface of the new
fermionic degrees of freedom without pairing is shown in
Fig. 3(b) (dashed lines). The mean-field pairing Hamiltonian
derived from Eq. (4) is then readily diagonalized by Bogoli-
ubov transformation, with rotated degrees of freedom:
γ+(k) = ukψR↑ (k) − vkψ
L
↓ (−k), (9)
γ−(k) = vkψR↑ (k) + ukψ
L
↓ (−k).
where uk,vk are some weights. The corresponding dispersions
read
E± = ± 12 (ξR↑ (k) − ξL↓ (−k)
±
√
(ξR↑ (k) + ξL↓ (−k))2 + 4g2|0|2). (10)
Unlike in the BCS problem, gapless fermionic degrees of
freedom remain; the ground state of the system is a condensate
of Cooper pairs with a Fermi sea of γ± on top. A plot of
the corresponding γ+ Fermi surface for δv 	 1.3 is shown in
Fig. 3(b) (full green line); γ− fermions are gapped for δv > 0.
Microscopically, the parameter δv grows monotonously for
increasing magnetic fields. This parameter also controls the
effectiveness of pairing. Indeed, for δv → 0, the full Fermi
surface gaps out; the problem becomes BCS-like. This trend
is demonstrated in Fig. 3(c), which shows the same quantities
as Fig. 3(b), but for a significantly smaller value δv 	 0.2.
As already seen in Fig. 3, the limit δv → 0 is rather peculiar.
Still, taking this limit will be required later on to gain analytical
control over the problem. The implications of this procedure
will be discussed in more detail below [(see Sec. IV and
Appendix D)].
C. Critical theory in d + 1 dimensions
Let us now focus on the phase transition from the FFLO
to the normal metal phase, which can be driven by tuning
the boson mass m in Eq. (4) from negative to positive values.
Going beyond a Landau-Ginzburg type analysis of the phase
transition (as found, e.g., in Refs. [42,43]), we will treat both
bosons and fermions as dynamical degrees of freedom, and
look for the critical RG fixed point of the action (4) in the IR.
However, this fixed point is located at strong coupling; to access
it perturbatively, we must introduce a small parameter  into the
action which suppresses quantum fluctuations. A convenient
way of doing so is to increase the space dimension d, thereby
successively tuning the Yukawa interaction between bosons
and fermions marginal as d approaches the critical dimension
dc. For d = dc, the interacting critical fixed point then collapses
with the noninteracting Gaussian one, and we can therefore
derive RG flow equations perturbatively in  = dc − d.
In the presence of a Fermi surface, one may increase
the number of dimensions tangential or perpendicular to it
[44,45]. Some aspects of the scheme with increased tangential
dimensions (or fixed codimension), where dc = 3, are outlined
in Appendix E; in short, this extension is problematic because
it leads to a breakdown of the hot spot theory in the parameter
regime where the computations are analytically tractable.
Let us therefore follow [10,11] and increase the perpendic-
ular dimensions. That is, the Fermi surface is always one-
dimensional, and the fermionic density of states is successively
reduced. This amounts to an expansion around dc = 5/2.
To implement this dimensional extension in practice, we
employ the formalism and techniques introduced in Ref. [11],
where renormalization group equations are computed within
the dimensional regularization (called DIMREG henceforth)
and minimal subtraction schemes (see Refs. [46,47] for an
introduction). We will work at T = 0; thermal fluctuations on a
different, isotropic model for the FFLO transition were recently
studied in Ref. [48] with functional RG methods.
For shorter notation, we define fermionic “spinors” :
α(k) =
(
ψRα (k)
¯ψLα (−k)
)
, ¯α(k) =
(
¯ψRα (k), ψLα (−k)
) · σy,
(11)
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where σy is a Pauli matrix. The kinetic term for the fermions
can then be generalized to d + 1 dimensions as∑
α=↓,↑
∫
kd+1
¯α(k)(−i · K + iσxδα(k))α(k). (12)
Here, K = (k0,k1, . . . ,kd−2), and the momenta kx,ky are rela-
beled as kx →kd−1,ky →kd . δα is the right branch fermion dis-
persion, δα = vαkd−1 + k2d .  = (γ0,γ1, . . . ,γd−2) is a vector
of two-dimensional Gamma matrices, which fulfills the Clif-
ford algebra, {γα,γβ} = 2δαβ . In the integer cases of interest:
d = 2 : K = k0,  = σy, (13)
d = 3 : K = (k0,k1),  = (σy,σz). (14)
To uniquely specify the Gamma-matrix structure, in general
dimensions, we choose the continuation
 = (σy,
) = (σy,σz, . . . σz), (15)
where the “vector” 
 has (d − 2) entries.
The introduction of generalized Gamma matrices is a stan-
dard tool in DIMREG of fermionic theories, see, e.g., Ref. [49].
In the condensed matter context, an alternative point of view
is the following: we add one extra dimension perpendicular
to the Fermi surface, extending the action with terms of
triplet-pairing form [11]:
¯α(k)(−ik1σz)α(k) = k1
⎛
⎝ ∑
α=↓,↑
¯ψRα (k) ¯ψLα (−k) + H.c.
⎞
⎠.
(16)
These terms gap out the Fermi surface except for the one-
dimensional branches of Fig. 2. In all computations, we then
continuously tune the “weight” of this extra dimension, by
using a radial integral measure
∫
dk1k
d−3
1 /(2π )(d−2). It should
be noted that by introducing these extra terms we have broken
the spin-rotation symmetry in the xy plane of the original
action (4).
The kinetic term for the bosons in the (d + 1)-dimensional
action generalizes to∫
kd+1
(|K |2 + k2d−1 + k2d + m)|(k)|2. (17)
The terms in the noninteracting parts of the action (12) and
(17) are invariant under the scaling transformations:
K = K
′
b
, kd−1 =
k′d−1
b
, kd = k
′
d√
b
,
(18)
(k) = b d2 + 34  ′(k′) , (k) = b d2 + 34 ′(k′).
At tree level, the terms (|K |2 + k2d−1)||2 are irrelevant, and
will stay so in  expansion as long as  is small. Let us therefore
erase these terms from the action. Furthermore, as we are
mostly interested in the quantum critical point, we will set the
renormalized massm = 0 in the following. The IR divergences
resulting from these two steps can be regularized by using
dressed boson propagators in all computations [11].
Inserting the spinor definitions (11), the interaction term
is easily rewritten in higher dimensions. In total, the critical
(a)
(b)
(c)
FIG. 4. One-loop diagrams. Dashed wavy lines (a) indicate bare
boson propagators, while straight lines indicate electron propagators.
Full wavy lines [(b) and (c)] represent bosons dressed with the self-
energy of (a). External lines are amputated.
action in d + 1 dimensions then reads
S =
∫
kd+1
¯α(k)
(−i · K + iσx(vαkd−1 + k2d))α(k)
+
∫
kd+1
k2d |(k)|2 − gμ/2
∫
kd+1,pd+1
[
¯(k)σαα′y ¯α(−p)
×M1α′(k − p) + (k)σαα′y ¯α(k − p)M2α′ (−p)
]
,
(19)
where we introduced matrices acting in spinor space
M1 =
(
1 0
0 0
)
, M2 =
(
0 0
0 1
)
, (20)
and employed a summation convention for spin indices. Note
that the pairing terms of the original action (4) have the form of
a standard density term in the spinor language. We have made
the tree-level scaling dimension of the interaction explicit by
replacing g → gμ/2, where μ is an arbitrary mass scale, and
 = 5/2 − d. (21)
In the standard logic of -expansion, we will work in the
limit  → 0, where the interaction term becomes marginal,
and determine the critical exponents at the interacting fixed
point to order . Extrapolating to the physically relevant value
 = 1/2, we can then make a controlled qualitative estimate
of critical exponents and the universality class of the problem.
IV. ONE-LOOP DIAGRAMS
To compute the flow equations in DIMREG, one needs to
evaluate the possible one-loop corrections to the action (19),
whose diagrammatic representations are shown in Fig. 4.
Note that tadpole contributions to the fermion self-energy are
disregarded since they can renormalize the chemical potential
only. Higher loop diagrams are multiplied with a higher power
of the coupling g. Below, we will show that g ∝ 3/4 at the
critical point, thus higher-loop diagrams are suppressed for
 → 0. In this work, we will disregard them altogether. To
evaluate these diagrams analytically, we need to make one
important approximation: we consider the limit of vanishing
velocity detuning, δv → 0 [cf. Eq. (7)].
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scattering
allowed
(b)
(a) kd
k1, . . . kd−1
q2
scattering
forbidden
(c) q1 q2
q1
FIG. 5. Zoom-in of Fig. 2, showing the two Fermi surface
branches of fermions coupled by pairing fluctuations at +QFFLO,
shifted towards a common origin in momentum space. (a) Case
of nonzero velocity detuning δv = 0, where only fermions with
momenta close to k = 0 are strongly entangled. (b) Case of vanishing
velocity detuning δv → 0, where the electrons with momenta ±k1
and tangent vector q1 can be scattered to close-by momenta ±k2 with
similar tangent vector q2. (c) Same initial configuration as Fig. 5(b),
but with different final momenta ±k2; now, the final tangent vector
q2 differs strongly from the initial one, and the phase space for the
scattering is negligible.
In a realistic experimental setup, δv = O(0.1) [14] is indeed
small. However, the limit δv → 0, while being computation-
ally convenient, is somewhat singular, as already indicated
in Sec. III B. This can be seen pictorially in Fig. 5: for
nonvanishing velocity detuning [Fig. 5(a)], two Fermi surface
branches interacting with each other have different curvatures.
Thus only electrons with momenta close to the hot spot at
k = 0 (the branches are shifted towards a common origin)
scatter strongly with FFLO fluctuations. For any electron close
to the Fermi surface with large momentum k away from the
hot spot [red dot in Fig. 5(a)], the corresponding electron
with momentum −k (indicated by a dashed line and a blue
dot), which would be most susceptible to FFLO pairing, has
momentum far from the Fermi surface, and thus pairing is
suppressed.
On the other hand, if the two spin velocities are equal
[Figs. 5(b) and 5(c)], an arbitrary electron on the Fermi surface
with momentum k1 can scatter against its counterpart with
momentum −k1, as also demonstrated in Sec. III B. How-
ever, the FFLO fluctuations can only scatter these electrons
efficiently into a pair of electrons with momenta ±k2, such
that k2 	 k1. The tangent vector to the Fermi surface of the
initial pair q1 must almost coincide with the final tangent vector
q2, as shown in Fig. 5(b). If q2 	 q1, as shown in Fig. 5(c),
the scattering process is energetically suppressed. The fact
that scattering processes are only local in momentum space
prevents the explicit appearance of UV scales and thereby
justifies application of the hot spot theory. Note that this
argument remains true only as long the Fermi surface is strictly
1D; for higher-dimensional Fermi surfaces, which arise in
the RG scheme with fixed codimension, the limit δv → 0
is even more singular and results in UV-IR mixing [44],
eventually leading to a breakdown of the hot spot expansion;
see Appendix E for further details.
Despite its smallness, in a fully fledged RG analysis of the
problem, δv should be treated as a running coupling. We will
leave this involved task for future (numerical) work, and focus
on δv → 0 from now on, which should be qualitatively correct
as long as δv does not exhibit a runaway flow in the full RG
procedure.
Let us now evaluate the boson self-energy  of Fig. 4(a).
This diagram dresses the bare boson Green’s function
D0(k) ≡ 〈(k) ¯(k)〉0 = 1/k2d , (22)
where the subscript 0 indicates that averages are taken with
respect to the noninteracting action and reads
(k) = −g2μ
∫
pd+1
∑
α =α′
Tr[Gα(−p)M1Gα′ (k − p)M2].
(23)
Here, the electron Green’s function is defined by
Gα(k) ≡ 〈α(k) ¯α(k)〉0 = −i
− · K + σxδk
K 2 + (δk)2
, (24)
where δk = kd−1 + k2d , i.e., we have scaled out the equal
velocities. Evaluation of (23) is done in Appendix B 1 and
yields
(k) = χd g
2μ
|kd |
(
d k20 + |
k|2
) (
k20 + |
k|2
) d−3
2 , (25)
with
χd = ((1 − d)/2)2d+2π (d+1)/2
(d/2)2
(d) ,
χ5/2 	 −0.0178. (26)
In Eq. (25), 
k are the extra dimensions inserted in the DIMREG
scheme, i.e., K = (k0,
k). The fact that we have an anisotropy in
K space is a peculiarity of the original pairing vertex, leading
to a matrix structure in spinor space with matrices M1 and M2
[see Eqs. (19) and (20)], which are not Gamma matrices. This
anisotropy can be easiest understood taking the fermion self-
energy as an example, see below. For d = 2, there are no extra
dimensions, and Eq. (25) simplifies to the 2D result found in
Ref. [14].
Two further comments on the result (25) are in order.
First, to arrive at (25), we had to make a trivial regularization
by subtracting (0,kd ) (in any dimension). The residual
momentum dependence of this subtraction is an artefact of the
δv → 0 limit; for δv = 0, at least in the physical case d = 2,
one obtains a finite result for the self-energy by subtracting
(δv = 0,k = 0). If we could take δv → 0 in the last step of
the computation, i.e., before dropping momentum cutoffs, this
trivial mass renormalization (which is perfectly legitimate as
we focus on the critical point where the boson is massless)
would always suffice. However, in practice we have to take
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FIG. 6. Anomalous contributions to the fermion self-energy (in
terms of the original fermion fields ψ). At one-loop, such contribu-
tions are impossible (a), but can arise at two loop (b).
the limit δv → 0 first, and subtract (0,kd ) (which amounts
to a “superconducting logarithm”) in effect. A more detailed
justification of this step is presented in Appendix D. Second,
although at first glance of the Fermi surface of Fig. 2 one could
expect  to have a SDW-type behavior (k) ∼ |K | [8], our
result (25) is a standard Landau damping term familiar from the
Ising-nematic case [11], apart from the anisotropy discussed
above. This is again a consequence of the pairing structure of
the original vertex.
As in the Ising-nematic case, the boson self-energy is UV
finite as d → 5/2. Still, this contribution is crucial, as the
further loop corrections of Figs. 4(b) and 4(c) are only IR finite
if the boson lines are taken to be dressed, which we will do in
the following, compare Ref. [11].
Let us now evaluate the fermion self-energy of Fig. 4(b).
For a fermion of spin κ , there are two contributions,

κ1 (k) = g2μ
∫
pd+1
D(p)M1Gβ(k + p)M2σκβy σ βκy , (27)

κ2 (k) = g2μ
∫
pd+1
D(−p)M2Gβ(k + p)M1σκβy σ βκy , (28)
representing the two ways to draw the arrow on the boson
line. Evaluating these integrals in leading order in  (see
Appendix B 2), we obtain

(k) = 
κ1 (k) + 
κ2 (k)
= ugg
4/3

σy (−ik0) + finite terms,
ug 	 −0.0813. (29)
Thus we find that the fermion self-energy only depends on
the frequency, and not on the extra momenta 
k as for the
Ising-nematic [11]. This is easily understood as follows: as
discussed before, see Eq. (16), insertion of extra dimensions 
k
gives rise to triplet pairing terms already at the noninteracting
level, or, in other words, to anomalous terms in the bare
fermion Green’s function ∝
k, when expressed in terms of the
original fermion fields ψ (see, e.g., Ref. [50]). Therefore, to
obtain a contribution to 
(k) ∝ 
k, there must be an anomalous
contribution to the self-energy. However, this is not possible
at one loop. This is seen pictorially in Fig. 6(a), which shows
an impossible diagram (since four fermions are annihilated at
the vertices) in terms of original fermion fields. Note that at
higher loop level such contributions can arise, see Fig. 6(b).
Last, we need to compute the vertex correction of Fig. 4(c).
In d = 2, this diagram is trivially absent, but not in d > 2 (due
to the anomalous terms). However, we still find that there is
no -divergent vertex correction; further details are relocated
to Sec. VII, where we discuss general vertex corrections that
reflect possible competing orders.
V. RENORMALIZATION
A. Flow equation
To obtain a UV finite renormalized action, we have to
add the fermion self-energy as a counter-term, employing the
minimal subtraction scheme where the counterterm depends
on g only:
SCT =
∑
α=↓,↑
∫
kd+1
Z1,1(g)

¯α(k)(−iσy k0)α(k),
Z1,1(g) = ug g4/3. (30)
Then, the renormalized action is obtained as Sren = S + SCT.
We define a renormalization constant Z1 = 1 + Z1,1/ and
introduce unrenormalized (bare) fields and couplings as
kb0 = k0 Z1, 
kb = 
k, kbd−1 = kd−1, kbd = kd,
b(kb) = Z−1/21 (k), b(kb) = Z−1/21 (k),
gb = Z−1/21 μ/2g. (31)
These relations bring the renormalized action back in the form
of the initial bare action (19) except for the dimensionful
coupling gb:
Sren
=
∫
(kb)d+1
¯bα(kb)
(−i · K b + iσx(kbd−1 + (kbd)2))bα(kb)
+
∫
(kb)d+1
(
kbd
)2 |b(kb)|2
− gb
∫
(kb)d+1,(pb)d+1
[
¯b(kb)σαα′y ¯bα(−pb)M1bα′ (kb − pb)
+b(kb)σαα′y ¯bα(kb − pb)M2bα′ (−pb)
]
. (32)
Let us determine the flow of the renormalized coupling g at a
fixed UV value of the bare coupling gb as the mass scale μ is
decreased. It is described by the beta function
β = dg
d ln(μ) , (33)
which fulfills the equation
β
(g
2
Z′1 − Z1
)
− 
2
gZ1 = 0. (34)
We may solve it making the standard ansatz β = β0 + β1,
where β0,1 depend on g only. Comparing the coefficients of
the parts regular in  of Eq. (34) yields2
β = −ug
3
g7/3 − 
2
g. (35)
The beta function has a fixed point at
g =
(
3
−2ug
)3/4
, ug 	 −0.0813. (36)
2Note that the solution (35) violates Eq. (34) at order g11/3/. This
is a standard artefact of approximating the renormalization constant
Z1 	 1 + Z1,1/ at one-loop level, and should be successively im-
proved by higher loop contributions.
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Writing μ = μ0e−, the RG eigenvalue of g at g = g in the
IR ( → ∞) is − 23, i.e., the fixed point is stable (respectively,
critical, as we have dropped the RG relevant mass term from the
action). This indicates a second-order phase transition between
the FFLO and normal metal phases. A continuous transition
was also found in the mean-field study of our precursor work
[14] and other 2D studies [51,52].
B. Critical properties
Let us discuss critical properties of this new fixed point,
which are intimately linked with experimental observables.
First, we define the dynamical critical exponent z:
z = 1 − d ln(1/Z1)
d ln(μ) = 1 +
1
Z1
Z′1β. (37)
At the fixed point, we find
z = 1 + . (38)
From the renormalization of fields in Eq. (31), the anomalous
dimensions of bosons and fermions read
η = η = 12
d ln(1/Z1)
d ln(μ) =
1 − z
2
= −
2
∣∣∣∣
z=z
. (39)
z and η feed into the scaling behavior of correlation functions,
which can be determined in the standard way, defining renor-
malized Green’s functions by
〈(k1) . . . (km) ¯(km+1) . . . ¯(k2m)(k2m+1) . . .
(k2m+n) ¯(k2m+n+1) . . . ¯(k2m+2n)〉
= G(m,m,n,n)({ki}; g,μ)
× δd+1
⎛
⎝ m∑
i=1
ki +
2m+n∑
i=2m+1
ki −
2m∑
j=m+1
kj −
2m+2n∑
j=2m+n+1
kj
⎞
⎠,
(40)
with spin and space-time indices suppressed. These correlators
are related to the bare ones derived from the bare action (32) by
multiplicative renormalization and fulfill the scaling equation{2m+2n∑
i=1
z ki,0
∂
∂ki,0
+ 
ki∇
ki + ki,d−1
∂
ki,d−1
+ ki,d
2
∂
∂ki,d
−β ∂
∂g
− 2m
(
η − 4 − 2
)
− 2n
(
η − 4 − 2
)
+ ( − z − 2)
}
G(m,m,n,n)({ki}; g,μ) = 0. (41)
At the fixed point where β = 0, and the RG exponents are
given in Eqs. (38) and (39), Eq. (41) implies a scaling form of
the fermion two-point function:
G(k) ∝ 1
δk
f
(
k
1/(1+)
0
δk
,
|
k|
δk
)
, δk = kd−1 + k2d , (42)
where f is a universal scaling function. In particular, in d = 2
( = 1/2), this scaling form is consistent with the fermion self-
energy ∝k2/30 obtained in Ref. [14]. We therefore find, for  >
0, non-Fermi-liquid behavior where the quasiparticle nature of
fermions is destroyed by strong order parameter fluctuations;
exactly at  = 0, the system is a marginal Fermi liquid. For
bosons, one finds the same scaling form as in Eq. (42) with δk
replaced by k2d :
D(k) ∝ 1
k2d
f
(
k
1/(1+)
0
k2d
,
|
k|
k2d
)
. (43)
Apart from the critical correlations (42), also the scaling
behavior on the normal metal side is of interest, characterized
by the correlation length exponent ν. To find it, we need to
include a mass perturbation m||2 in the action, and ν is
given by the inverse RG eigenvalue of m. Then, we need to
compute the boson self-energy (0)—the mass will acquire
an anomalous dimension if (0) shows a (logarithmic) 1/
divergence. In our evaluation of  in Appendix B 1, such a
logarithmic divergence does not arise, at least at one-loop in
the analytically controlled limit δv → 0. By power counting,
we can thus conclude
ν = 1 + O(2). (44)
What is more, our theory is similar to the nematic case, where
the boson self-energy does not diverge up to 3-loop, [11]. So,
we can expect that the estimate (44) holds to higher loop level
as well.
VI. PHYSICAL OBSERVABLES
Equations (42) and (43), obtained in a controlled perturba-
tive procedure, are the major result of this work. Equation (43)
tells us the scaling form of the pair susceptibility D. For
ordinary BCS [53–55] as well as unconventional high-Tc
[56] superconductors, the imaginary part of this quantity is
proportional to the Josephson current in a SIN junction setup
for a small applied bias voltage; it remains to be seen if this idea
can be carried over to FFLO superconductors. Furthermore,
by integration over D2 (see Appendix F), one can obtain the
fluctuation contribution to the spin susceptibility χ in the
normal state. For d = 2, we find a weakly divergent behavior
as a function of the reduced magnetic field, χ ∝ ln[(h −
hc)/hc]. This is in agreement with the RPA result of Ref. [15].
The correlator G in Eq. (42) describes the fate of electronic
excitations. In d = 2, they decay in non-Fermi-liquid manner,
with a large rate (k0) ∝ k2/30 . The hot-spot density of states
ρ(k0) of these excitations can be found by integrating the
electronic spectral function over momenta [14], ρ(k0) ∝ k1/30 .
In addition, a constant contribution to ρ(k0) from the cold,
Fermi-liquid-like parts of the Fermi surface will arise.
As long as ω/T scaling is not violated [57–59], these
overdamped excitations will strongly influence the temperature
dependence of observables within the quantum critical region
of Fig. 1. This region is delimited by the two crossover lines
satisfying kBT ∼ |h − hQCP|zν with zν = 3/2 according to our
results. For instance, one can extract the critical contribution to
the specific heat, which scales asC ∝ T (d−θ)/z = T 43 − 23 θ . Here,
θ is an exponent which describes hyperscaling violation. Usu-
ally, hyperscaling violation occurs in systems with a critical
Fermi surface, where the integral of the singular part of the free
energy along the entire Fermi surface alters the thermodynamic
properties [60]. In the context of the FFLO critical point
discussed here, hyperscaling violation is not expected to occur
for a sizable velocity detuning δv, when the critical degrees
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of freedom live in the vicinity of isolated hot spots. Then,
θ = 0 and therefore C ∝ T 4/3. This is similar to the SDW
hot spots studied in Refs. [61,62]. By contrast, for the case
of vanishing velocity detuning to which our RG computation
was restricted, the entire Fermi surface becomes hot. As a
result, one expects a hyperscaling violation exponent θ = 1
and therefore C ∝ T 2/3. We emphasize again, however, that
the hot spot theory (our field theoretical starting point) remains
applicable in this limit as well: the infinite set of hot spot pairs
decouple in the low energy limit, because electrons can only
scatter with small momentum transfer tangential to the Fermi
surface, similar to the Ising-nematic case. For this reason,
we are confident that our RG computation remains valid for
finite velocity detunings as well, even though thermodynamic
observables may depend strongly on the velocity detuning via
the hyperscaling violation exponent θ .
From the low-energy form of ρ(k0) of the hot quasiparticles,
one can also make a prediction for the temperature dependence
of the NMR relaxation rate, 1/(T T1) ∝ T 2/3 [14]. Note that for
strong velocity detuning, the cold electrons give an additional
constant contribution to 1/(T T1) (Korringa law).
In organic superconductors, measurements of specific heat
[63,64] and NMR rates [19] within the putative quantum-
critical region have been already taken. While one may see
indication for non-Fermi-liquid behavior in the data (see
Ref. [14]), quantitative statements and meaningful estimates
on critical exponents cannot be made yet. A new round of
data taking on a larger temperature interval might provide a
conclusive insight.
VII. COMPETING ORDERS
Non-Fermi liquid fixed points, where the critical corre-
lations take a form similar to Eqs. (42) and (43), arise in
numerous physical contexts. As discussed above, in principle,
the zero-temperature form of the correlations manifests itself
in a quantum-critical region at finite temperatures, see Fig. 1.
However, the critical scaling is often masked by a “dome”
of a competing, mostly superconducting order [31,33,62,65],
at least for conventional critical points associated with the
onset of broken symmetry [32]. The FFLO-normal metal fixed
point is different in this regard: since we deal with a phase
transition towards superconductivity already, one can expect
the fixed point to be “naked.” Other superconducting orders,
e.g., of triplet type, may of course occur, but seem unlikely
given the Fermi surface geometry of Fig. 2, in accordance
with a recent Monte-Carlo study of a Hubbard model with spin
imbalance [66].
Going beyond these naive expectations, one may answer
the question how competing instabilities are modified close
to our new non-Fermi-liquid fixed point systematically in the
DIMREG framework; following the treatment of Ref. [67], we
consider the insertion of a generic fermion bilinear into the
critical action (19). In the spinor language, this term can be of
two types: either
type 1 : λ
∫
kd+1
¯α(k)Aβ(k)Bαβ or (45)
type 2 : λ
∫
kd+1
Tα (k)Aβ(−k)Bαβ + H.c. , (46)
k
kG(p)
G(p)
k − p
A
M1
M2
k
−kG(−p)
GT(p)
k − pA
M1
M2
(a) (b)
FIG. 7. Generic one-loop vertex correction in spinor space:
(a) type-1 vertex (b) type-2 vertex.
where A and B are 2 × 2 Hermitian matrices: A acts in spinor
space, while B acts in spin space. λ is a real-valued scalar,
which can be viewed as an external source field coupling to
the respective order parameter.
Restricting ourselves to instabilities where the bare vertex
is momentum independent, a general vertex can be written
as sum of such terms. As seen explicitly below, the quantum
corrections do not mix at one-loop level, so it suffices to study
the terms individually. We aim to classify the quantum correc-
tions V to these operators at one-loop level. The corresponding
diagrams are shown in Fig. 7.
In leading order in , these diagrams renormalize λ as
λ → λ(1 + uλg4/3/); for uλ > 0 (< 0), the instabilities are
enhanced (suppressed). In RG formulation, the associated beta
functions fulfill
βλ = dλ
d ln μ
= λ(−1 − ηλ) (47)
with anomalous dimension ηλ. Proceeding as in the previous
section, we find
ηλ = 23uλg
4/3 =
∣∣∣∣
g=g
− uλ
ug
. (48)
To compute one-loop corrections V to the fermion bilinears
of Eqs. (45) and (46), as a basis for the matrices A and B we
choose 1,σx,σy,σz. The calculations are then fairly straight-
forward; technical details are presented in Appendix C. Let
us sketch the results, starting with type-1 competing orders.
For A = 1 or A = σz, the -divergent vertex corrections are
proportional to
V ∝
∫
pd+1

 · 
p · f (| 
p|), (49)
where 
 is the vector of Gamma matrices for the extra inserted
dimensions (i.e., this vector has one entry in d = 3), and f is
some function. In d = 2, there are no extra dimensions, and
(49) vanishes trivially. Indeed, type-1 corrections with diagonal
spinor matrices A correspond to superconducting instabilities;
for these, the one-loop vertex correction is trivially absent as
the diagram simply cannot be drawn. In higher dimensions,
Eq. (49) also vanishes by antisymmetry. In particular, the FFLO
boson-fermion vertex correction vanishes as already stated in
Sec. IV. Thus superconducting vertices are not modified at the
critical point at one-loop level. Of course, for pairing vertices,
one should also take into account momentum dependent form
factors, but these should only render the vertex less RG-
relevant.
For A = σx , the corrections V are shown to vanish as
well, similar to the vertex corrections in the Ising-nematic
case [11]. Finally, for A = σy , the corrections vanish for
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TABLE II. Type-1 instabilities, of the form ¯ασyβBαβ , modified by the FFLO at one loop.
Spin matrix B Terms in action Anomalous dimension ηλ
1 ¯ψRα ψ
R
α − ¯ψLα ψL1α 1.00, enhanced
σx ¯ψ
R
↑ ψ
R
↓ + ¯ψR↓ ψR↑ − ¯ψL↑ ψL↓ − ¯ψL↓ ψL↑ −1.00, suppressed
σy i( ¯ψL↓ ψL↑ + ¯ψR↓ ψR↑ ) − i( ¯ψR↑ ψR↓ + ¯ψL↑ ψL↓ ) 1.00, enhanced
σz ¯ψ
R
↑ ψ
R
↑ − ¯ψR↓ ψR↓ − ( ¯ψL↑ ψL↑ − ¯ψL↓ ψL↓ ) −1.00, suppressed
d = 2 only (by Cauchy’s integral theorem). Near d = 5/2,
there are nonzero contributions; these lead to enhancement
or suppression depending on the spin matrix B. Writing out
the vertex (45) in terms of ordinary fermions ψ , the results are
summarized in Table II.
Thus the type-1 vertices influenced by FFLO fluctuations
correspond to density interactions between fermions with the
same sheet index, with relative phases locked in various ways.
Let us go over to type-2 competing orders, as these are easier
to interpret and quantitatively more important. In particular,
they also pick up sizable corrections for d = 2. For spinor
matrices A = 1,σz, the quantum corrections vanish analo-
gously to Eq. (49). For A = σx,σy , nontrivial corrections can
arise. Evaluating all combinationsTα (k)Aβ(−k)Bαβ is again
straightforward and shown in Appendix C; some combinations
of A and B vanish trivially due to anticommutation of fermion
fields. The results are summarized in Table III.
As indicated in Table III, competing orders that acquire a
nontrivial one-loop correction from FFLO order correspond to
the spin density-wave (SDW) or charge density-wave (CDW)
channel. Only the latter order, with a wave vector peaked at
2kF,↓ or 2kF,↑, is enhanced. Note that this order, which is
referred to as 2kF scattering in Ref. [11], is suppressed in the
Ising-nematic case; the change in sign can be cross-checked by
integrating out bosons and noting that the resulting effective
four-fermion interaction has an opposite sign when decoupled
in the 2kF channel in the Ising-nematic case compared to
the FFLO case. In summary, our analysis of instabilities
identifies the 2kF CDW as the only serious competitor for
FFLO criticality in d = 2.
Of course, this DIMREG computation can only predict how a
tendency to order is enhanced, but not if there is an instability
in the first place. A first indication that CDW order may
indeed be important here can be obtained by straightforward
evaluation of the corresponding vertex diagram with both
fermions and bosons dressed by FFLO self-energies, which
indeed shows a logarithmic divergence. To unambiguously
answer the question which ordering tendency (FFLO or
CDW) is more important, one would need to perform an RG
analysis of an action, which treats both orders on the same
footing, e.g., similar to Ref. [33]; we leave this task for future
work.
VIII. CONCLUSION AND OUTLOOK
In this work, we have analyzed the quantum critical point
between an FFLO superconductor and a normal metal phase
in an anisotropic 2D system. Computing critical properties
in a controlled expansion in  = 5/2 − d dimensions, we
have found a non-Fermi-liquid fixed point, characterized by a
dynamical critical exponent z = 1 +  and a correlation length
exponent ν = 1 + O(2) to leading order in ε. We derived the
scaling forms of electronic and order-parameter correlations,
and discussed possible physical manifestations.
One big advantage of the FFLO critical point compared
to other non-Fermi liquid systems is that the scaling regime
of the QCP is potentially accessible down to arbitrary low
temperatures, if the quantum critical point is not masked by a
competing order, such as superconductivity in heavy Fermion
compounds or cuprate superconductors. In order to shed some
light on this question, we also performed a general analysis
of competing instabilities and found that charge density wave
ordering is enhanced in the vicinity of the FFLO critical point.
It is thus possible that the FFLO QCP is masked by a CDW
phase in certain materials, depending on microscopic details.
Extending our RG analysis to a situation where FFLO and
CDW fluctuations are treated on equal footing would be an
interesting problem for future study. In a similar spirit, one
could attempt an RG analysis of disorder [68], which is known
to destroy the FFLO state in organic superconductors [69].
Our analytical derivation relies heavily on the approxima-
tion that the spin-up and spin-down Fermi surface branches
have the same curvature, respectively, vanishing velocity
detuning δv → 0. While this parameter choice is physically
grounded, treating the δv = 0 case, e.g., numerically would
be very interesting, potentially revealing a modification of the
Fermi surface shape as in the SDW case [8]. In addition, one
could try to start from the opposite limit δv → ∞. A higher
loop analysis of the problem would be desirable as well, but
appears rather involved; alternatively, for δv = 0, one could
TABLE III. Type-2 instabilities, of the form ¯Tα AβBαβ + H.c., modified by the FFLO at one loop.
Spinor A Spin B Terms in action Anomalous dimension ηλ
σx σy 2i( ¯ψL↓ ψR↑ − ¯ψL↑ ψR↓ ) + H.c.: SDW in y direction −1.70, suppressed
σy 1 2i ¯ψLα ψRα + H.c.: CDW at 2kF,↓ or 2kF,↑ 2.69, enhanced
σy σx 2i( ¯ψL↓ ψR↑ + ¯ψL↑ ψR2↓) + Hc.: SDW in x direction −2.69, suppressed
σy σz 2i( ¯ψL↑ ψR↑ − ¯ψL↓ ψR↓ ) + H.c.: SDW in z direction −2.69, suppressed
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apply the scheme with fixed co-dimension as shortly discussed,
and see if it leads to similar results.
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APPENDIX A: MEAN-FIELD PHASE TRANSITION
OF A MICROSCOPIC MODEL
To illustrate our field theoretic starting point, in this
Appendix we recall the ordinary Ginzburg-Landau picture of
the phase transition. Paraphrasing the treatment of Ref. [14],
we start from a microscopic model appropriate, e.g., for the
Bechgaard salt (TMTSF)2ClO2 [18,70]: we consider spinful
fermions freely moving along chains oriented in x direction,
with a small interchain hopping parameter t . When these
electrons are Zeeman-coupled to a magnetic field h, the free
fermionic Hamiltonian reads
H0 =
∑
α=↑,↓,k
ξα(k)ψ†α(k)ψα(k),
(A1)
ξα = k2x/2 − 2t cos(ky) − μ − sαh, {s↑,s↓} = {1,−1},
where μ is the chemical potential, and we set the fermion mass
and interchain distance to 1. Plotting the Fermi surface with
parameters μ = 3.3, t = 0.5, and h = 1.0 readily reproduces
Fig. 2.
We now assume that the electrons interact with some short-
range attractive interaction hamiltonian Hint (e.g., mediated
by phonons) as in Eq. (3). Then, we introduce a functional
integral representation of H = H0 + Hint, resulting in a quan-
tum action S (see, e.g., Ref. [71]). Decoupling the interaction
term Hint in the pairing channel yields (we consider finite
temperature T for generality)
S[ψα, ¯ψα,, ¯] = S0[ψα, ¯ψα] + Sint[ψα, ¯ψα,, ¯],
Sint =
∑
ωn,q
g|(ωn,q)|2 − g√
βV
∑
k,q
νn,ωn
¯(ωn,q)
×ψ↓(ωn − νn,q − k)ψ↑(νn,k) + H.c.,
(A2)
where S0 is the bare fermionic action derived from Eq. (A1),
ωn,νn are bosonic and fermionic Matsubara frequencies, re-
spectively, and β is the inverse temperature. The subsequent
mean-field analysis shows that the superconducting suscepti-
bility is peaked at momenta ±QFFLO = (kF,↑ − kF,↓)ex , where
kF,α are the respective Fermi momenta of the two spin
species. Consequently, electrons interact with superconducting
fluctuations  predominantly at so-called hot spots on the
Fermi surface which are connected by QFFLO, found at ky =
0,kx = ±kF,α . For this reason, within a low-energy theory
sufficient for a universal RG analysis, we can expand the
fermion fields as well as the fermion dispersions near these
hot spots. In this manner, we introduce four low-energy fields
ψ
L/R
↑/↓ . Furthermore, expanding  near ±QFFLO readily yields
action (4) in the limit V → ∞,T → 0 apart from different
boson kinetic and mass terms, which automatically arise in the
RG flow as discussed in the main text.
A standard Landau-Ginzburg analysis of Eq. (A2), which
indicates a continuous phase transition, can be performed by
integrating out the fermions.3 This yields an effective bosonic
action
S[, ¯] =
∑
ωn,q
g|(ωn,q)|2 − Tr lnG−1, (A3)
where Tr denotes the trace in spin and energy-momentum
space, and G−1 is a matrix propagator:
G−1(νn,ν ′n,k,k′) =
(
βδνn,ν ′nδk,k′(iνn − ξ↑(k))
√
β/V g(νn − ν ′n,k − k′)√
β/V g ¯(νn − ν ′n,k − k′) βδνn,ν ′nδk,k′ (iνn + ξ↓(−k))
)
. (A4)
To generally treat Eq. (A3) on mean-field level, one would
proceed by solving for the saddle point, δ/(δ)S != 0, mak-
ing an appropriate mean-field ansatz for the (static) boson.
The Larkin-Ovchinnikov ansatz, around which our dynamical
boson in the main part is expanded, reads
LO(ωn,q) = 0δωn,0(δq,QFFLO + δq,−QFFLO ), (A5)
where the amplitude 0 can be chosen real. However, a deriva-
tion of a closed-form saddle point equation (=ˆ mean-field self-
consistency equation) is difficult since it requires the inversion
of Eq. (A4), which is hindered by the involved momentum
dependence in Eq. (A5). To avoid this difficulty, one can plug
3This is dangerous for 2D fermionic systems, see, e.g., Ch. 18 of
Ref. [72]; a proper analysis requires an RG procedure as presented in
this paper.
in the ansatz (A5) into S and expand in powers of 0 up to
fourth order. Since the odd terms trivially vanish by symmetry,
one obtains an effective Landau-Ginzburg functional
SLG[0] = m[h]20 + a4[h]40, (A6)
where we have indicated the magnetic field dependence
explicitly. A strong indication for a continuous transition at
mean-field level is then given if (see, e.g., Ref. [73]) the boson
mass m can be tuned to zero for appropriate h, while a4 > 0.
The second condition was shown to be true in Ref. [14] (see
Appendix A within). Let us focus on the first one here. As
easily shown, the coefficient m is given by
m = 2g2(1/g − 0[h]), (A7)
0[h] =
∑
k
1 − nF [ξ↑(k)] − nF [ξ↓(QFFLO − k)]
ξ↑(k) + ξ↓(QFFLO − k)) , (A8)
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h
Π0[h]
FIG. 8. 0[h] numerically computed from Eq. (A8), with param-
eters μ = 3.3,t = 0.5. The inset shows the same plot on a log-linear
scale.
where nF is the Fermi distribution, and 0 the static inverse
pair propagator, respectively, the boson self-energy. Evaluating
Eq. (A8) for general external boson momenta, one can easily
check that it is indeed peaked at QFFLO as claimed before. We
limit ourselves to a numerical evaluation of 0[h] in the limit
T → 0; a plot for generic parameters is shown in Fig. 8.
As clearly seen in Fig. 8, 0[h] diverges as h → 0. In fact,
this divergence is logarithmic, as pinpointed in the inset. This is
in accordance with the analytical evaluation for the low-energy
action in Appendix D (where δv ∝ h), and also with Ref. [15].
Therefore, at any arbitrarily small value of the coupling g,
there is a critical magnetic field hc ∝ exp(−1/g) where the
mass term m in Eq. (A7) changes sign, and the mean-field
phase transition between the normal metal and the FFLO
superconductor occurs. Close to hc, the field dependence of
the mass term scales as m ∝ (h − hc)/hc, as claimed in the
main text.
The mean-field treatment presented above is fairly simplis-
tic. First, it does not describe the phase transition between
the FFLO and homogeneous superconductor—to this aim, one
would have to make a homogeneous mean-field ansatz as well,
which we avoid since we are only interested in the QCP shown
in Fig. 1. One could also improve the mean-field ansatz, say,
by allowing for more complicated periodic functions than the
cos(Q · x) LO dependence, as done, e.g., in Ref. [52]. We do
not pursue this further since the mean-field treatment is not the
focus of this work, and the general outcome that a mean-field
transition exists and is continuous in 2D is generally agreed
upon in the literature.
APPENDIX B: COMPUTATION OF SELF-ENERGIES
1. Boson self-energy
Here, we present the evaluation of the boson self-energy,
given by Eq. (23),
(k) = −g2μ
∫
pd+1
∑
α =α′
Tr[Gα(−p)M1Gα′ (k − p)M2].
(B1)
To evaluate the trace, we use
Tr[σiM1σjM2] =
⎛
⎝
j = x j = y j = z
i = x 1 −i 0
i = y i 1 0
i = z 0 0 0
⎞
⎠. (B2)
In the limit δv → 0 discussed in the main text, this leads to
(k) = 2g2μ
∫
pd+1
(δ−p + ip0) (δk−p + i(k0 − p0))
[P2 + (δ−p)2][(K − P)2 + (δk−p)2]
.
(B3)
Changing to energy variables x = δ−p,y = δk−p, with Jaco-
bian 1/|2kd |, (k) is rewritten as
(k) = g
2μ
|kd |
∫
dp0
2π
d 
p
(2π )d−2
dx
2π
dy
2π
x + ip0
P2 + x2
× y + i(k0 − p0)(K − P)2 + y2 , P = (p0, 
p). (B4)
Note that the limit δv → 0 is already required at this stage: for
general velocity detuning, the Jacobian of the transformation
to energy variables is more involved, and the integration range
is nontrivial as well, obstructing further evaluation.
Taking the elementary x,y integrals (note that the log-
divergent parts vanish by antisymmetry), results in
(k) = g
2μ
4|kd |
∫
dp0
2π
∫
d 
p
(2π )d−2
(k0 − p0)p0
|P ||K − P | . (B5)
To proceed (the remaining steps are similar to Sec. A1 of
Ref. [11]), we introduce a Feynman parameter, using
1√
A1
√
A2
= 1
π
∫ 1
0
dt
1√
t(1 − t)
1
tA1 + (1 − t)A2 . (B6)
Shifting P → P + (1 − t)K , this gives
(k) = g
2μ
4π |kd |
∫
dp0
2π
∫
d 
p
(2π )d−2
∫ 1
0
dt
1√
t(1 − t)
× (tk0 − p0)(p0 + (1 − t)k0)
P2 + t(1 − t)K 2 . (B7)
We note that the terms of the numerator linear inp0 give no con-
tribution by antisymmetry. After rescaling P → √t(1 − t)P ,
we are left with a t integral of the form∫ 1
0
dt(t(1 − t))d/2−1 = 
(
d
2
)2
(d) . (B8)
Going to polar coordinates, the remaining integrals read
(k)
= g
2μ
|kd |

(
d
2
)2
(d) ·
21−d
πd/2
(
d
2 − 1
) ∫ ∞
−∞
dp0
2π
×
∫ ∞
0
d| 
p| | 
p|d−3
(
p20 − k20
| 
p|2+p20+|
k|2+k20
− p
2
0
| 
p|2+p20
)
.
(B9)
Here, we have also subtracted (0,kd ) for UV regulariza-
tion. As discussed in the main text, the residual momentum
dependence of this subtraction can be seen as an artefact of
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the δv → 0 limit, and is further discussed in Appendix D.
Formally, this subtraction can also be justified by referring
to Veltman’s formula (see, e.g., Ref. [46]).
It is instructive to study the | 
p| integral as d→2. In
this limit, the extra dimensions vanish and the | 
p| integral
should be absent. Indeed, as d→2, the integral becomes
IR logarithm-divergent, and so comes from 
p = 0 only; the
logarithmic divergence is asymptotically canceled by the
prefactor ∼1/(d/2 − 1). The remaining integrations are
straightforward, resulting in Eq. (25) of the main text:
(k) = χd g
2μ
|kd |
(
d k20 + |
k|2
) (
k20 + |
k|2
) d−3
2 ,
χd = ((1 − d)/2)2d+2π (d+1)/2
(d/2)2
(d) ,
χ5/2 	 −0.0178. (B10)
2. Fermion self-energy
We continue with evaluation of the fermion self-energy with
external spin index κ , starting from Eq. (27):

κ1 (k) = g2μ
∫
pd+1
D(p)M1Gβ(k + p)M2σκβy σ βκy . (B11)
The sums in spinor space can be performed using
M1σiM2 =
(
0 1
0 0
)⎧⎨
⎩
1 i = x
−i i = y
0 i = z
. (B12)
In the spin-independent limit δv → 0, this leads to

1 =
(
0−i
0 0
)
g2︸ ︷︷ ︸
≡c1
μ
∫
pd+1
(k0 + p0) i + δk+p
(K + P)2 + (δk+p)2
1
p2d − (p)
.
(B13)
Inserting the boson self-energy, one can elementarily evaluate
the pd−1,pd integrals, resulting in

1 = ic1μ

3
√
3
∫
dp0
2π
d 
p
(2π )d−2
(k0 + p0)
|K + P |
× 1
μ/3χ1/3
(
dc,p20 + | 
p|2
)1/3 (
p20 + | 
p|2
) d−3
6
,
χ = −χdg2. (B14)
We apply a Feynman parametrization:
1
A
α1
1 A
α2
2 A
α3
3
= (α1 + α2 + α3)
(α1)(α2)(α3)
∫ 1
0
dt1
∫ 1−t1
0
dt2
× t
α1−1
1 t
α2−1
2 (1 − t1 − t2)α3−1
(t1A1 + t2A2 + (1 − t1 − t2)A3)α1+α2+α3 .
(B15)
With α1 = 1/2,α2 = 1/3,α3 = (d − 3)/6, Eq. (B14) is rewrit-
ten as

1 = c2
∫
dp0
2π
d 
p
(2π )d−2
∫ 1
0
dt1
∫ 1−t1
0
dt2
(k0 + p0) t−
1
2
1 t
− 23
2 (1 − t1 − t2)
d−9
6[
t1(K + P)2 + t2
(
dp20 + | 
p|2
)+ (1 − t1 − t2)(p20 + | 
p|2)] d+26
,
c2 =
ic1μ
2/3 
( 2+d
6
)
3
√
3χ1/3 
( 1
2
)

( 1
3
)

(
d−3
6
) . (B16)
Strictly speaking, the Feynman parametrization of Eq. (B16) is only well-defined for d > 3, as the t2 integral is otherwise
divergent. We will circumvent this problem by evaluating the t2 integral for general d > 3 below (after the momentum integrals),
and then analytically continue the result to d < 3; the divergence at d = 3 will cancel against the term ((d − 3)/6) contained
in the factor c2. As there certainly is a strip of convergence of the original integral (B14), and we also recover the d = 2 result of
Ref. [14], this procedure should be legitimate. To proceed, in Eq. (B16), we shift
p0 → p0 + −t11 + t2(d − 1)k0, 
p → 
p − t1

k. (B17)
Disregarding the linear terms in p0, which vanish by antisymmetry, we then obtain

1 = c2
∫
dp0
2π
d 
p
(2π )d−2
∫ 1
0
dt1
∫ 1−t1
0
dt2
(
1 + −t11+t2(d−1)
)
k0 t
− 12
1 t
− 23
2 (1 − t1 − t2)
d−9
6(
d1k
2
0 + d2p20 + | 
p|2 + |
k|2t1(1 − t1)
) d+2
6
,
d1 = t1 − t
2
1
1 + (d − 1)t2 , d2 = 1 + (d − 1)t2. (B18)
For 2 6 d < 5/2, the momentum integrals can be straightforwardly evaluated by going to polar coordinates, yielding

1 = k0
c2 21−d 
( 4
3 − d3
)

(

3
)
π (d−1)/2 
( 2+d
6
)

( 1
2 + 3
) ∫ 1
0
dt1
∫ 1−t1
0
dt2
(
1 − t11+(d−1)t2
)
t
− 12
1 t
− 23
2 (1 − t1 − t2)
d−9
6
√
1 + (d − 1)t2
(
μ2
d1k
2
0 + t1(1 − t1)|
k|2
)/3
.
(B19)
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Following the procedure described below Eq. (B16), let us evaluate the t2 integral for d > 3. With an eye for the final limit  → 0,
we still set the last dimensionless prefactor in Eq. (B19) equal to one, which should be fine as this is a perfectly regular function
in t1 and t2. We have also checked this numerically on a simplified integral. Furthermore, note that in d = 2, we can extract a
factor of |k0|−1/3 from the integral, and obtain a self-energy ∝ |k0|2/3 as found in Ref. [14].
Evaluation of the t2 integral yields, without the other prefactors, the fairly involved expression
˜F (d) = −
(
d − 3
6
)
× (1 − t1) d−76 
(
1
3
){[(
d
(
t21 − 3t1 + 3
)− t1(t1 + 3))2F1(13 ,12 ; d − 16 ; (d − 1)(t1 − 1)
)
+ (4 − d)t1 2F1
(
−1
2
,
1
3
;
d − 1
6
; (d − 1)(t1 − 1)
)]}/[
3
√
t1(d(t1 − 1) − t1)
(
d − 1
6
)]
, (B20)
where 2F1 is the hypergeometric function. ˜F (d) is divergent for
d↘3 due to the prefactor ((d − 3)/6), but this factor cancels
against the same factor contained in the overall prefactor c2
[cf. (B16)]. The remainder F (d) ≡ ˜F (d)/((d − 3)/6) is a
well-behaved function. Its numerical integration leads to
∫ 1
0
dt1F
(
5
2
)
	 1.166. (B21)
Collecting all prefactors, and expanding the Gamma functions
from Eq. (B19) in , one obtains

1 = ugg
4/3

(
0 −i
0 0
)
(−ik0) + finite terms,
ug = −0.0813. (B22)
Evaluation of 
2 given in Eq. (28) proceeds analogously. In
total, one arrives at Eq. (29) of the main text:

(k) = 
1(k) + 
2(k) (B23)
= ugg
4/3

σy (−ik0) + finite terms.
APPENDIX C: COMPUTATION OF VERTEX
CORRECTIONS FOR COMPETING INSTABILITIES
In this Appendix, we compute the anomalous dimensions of
possible competing orders, which are summarized in Tables II
and III.
1. Type-1 orders
As in the main text, we start with type-1 orders, computing
one-loop corrections V to the fermion bilinear of Eq. (45).
Fixing the signs with Wick’s theorem, in the limit δv → 0,
where the Green’s functions become spin-independent, they
have the general form
V = λ
∫
kd+1
¯γ (k)(k)δ(k)
(
σβδy σ
γα
y Bαβ
)
, (C1)
(k) = 1(k) + 2(k),
1(k) = g2μ
∫
pd+1
M1G(p)AG(p)M2D(k − p),
2(k) = 1[M1 ↔M2]. (C2)
Let us fix A = 1 and compute 1. The sums in spinor space
are determined from
M1σi1σjM2 =
(
0 1
0 0
) ⎛⎝
j = x j = y j = z
i = x 0 0 −1
i = y 0 0 i
i = z 1 −i 0
⎞
⎠.
(C3)
Since G ∝ − · P + σxδp and we take the Gamma matrices 

in the extra dimensions to be proportional to σz [cf. Eq. (15)],
it immediately follows that 1 is of the form
1 ∝
∫
pd+1
(
 · 
p) f (| 
p|), (C4)
where f is some function. This expression vanishes as dis-
cussed in the main text below Eq. (49). The same conclusion
holds for A = σz. For A = σx , using
M1σiσxσjM2 =
(
0 1
0 0
) ⎛⎝
j = x j = y j = z
i = x 1 −i 0
i = y −i −1 0
i = z 0 0 −1
⎞
⎠,
(C5)
we obtain
1 = −g2μ
(
0 1
0 0
)∫
pd+1
−P2 + δ2p + 2ip0δp(
δ2p + P2
)2 D(k − p).
(C6)
This expression has the same form as the vertex correction
in the Ising-nematic case [11]. Since the boson propagator D
is independent of pd−1, after shifting pd−1 → δp, Eq. (C6)
vanishes due to the identity∫
dx
x2 − a2
(x2 + a2)2 = 0. (C7)
Last, we consider A = σy . Using
M1σiσyσjM2 =
(
0 −i
0 0
) ⎛⎝
j = x j = y j = z
i = x −1 i 0
i = y i 1 0
i = z 0 0 −1
⎞
⎠,
(C8)
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we find
1 = − g2
(
0 −i
0 0
)
︸ ︷︷ ︸
≡c1
μ
∫
pd+1
p20 − p2 − δ2p − 2iδpp0(
P2 + δ2p
)2 D(k − p). (C9)
Performing the pd−1 integral (by shifting pd−1 → δp), we get
 = c1μ
∫
dp0
2π
d 
p
(2π )d−2
dpd
2π
| 
p|2
2|P |3 D(k − p). (C10)
Note that for d = 2, Eq. (C9) vanishes by Cauchy’s integral theorem, which can be seen by reducing the fraction; accordingly, the
integrand in Eq. (C10) is proportional to the external momenta | 
p|2. To further evaluate Eq. (C10), we focus on k = (k0,0, . . .),
which is sufficient in leading order in . Shifting p0 → p0 + k0 for convenience and performing the pd integral gives
1 = c1μ
2/3
3
√
3χ1/3
∫
dp0
2π
d 
p
(2π )d−2
p2
((p0 + k0)2 + p2)3/2
(
dp20 + p2
)1/3 (
p20 + p2
)(d−3)/6 , (C11)
with χ 	 0.0178g2. Applying the Feynman parametrization (B15), with α1 = 3/2,α2 = 1/3,α3 = (d − 3)/6, we obtain
1αβ =
c1
3
√
3χ1/3

(
d+8
6
)

( 3
2
)

( 1
3
)

(
d−3
6
)︸ ︷︷ ︸
≡c2
μ2/3
∫
dp0
2π
d 
p
(2π )d−2
∫ 1
0
dt1
∫ 1−t1
0
dt2 t
1/2
1 t
−2/3
2 (1 − t1 − t2)
d−9
6
× p
2[(p0 + k0)2 + p2)t1 + (dp20 + p2)t2 + (p20 + p2)(1 − t1 − t2)] d+86 , (C12)
where we follow the same logic as in the evaluation of Eq. (B16). Shifting p0 → p0 − t1(d−1)t2+1k0 and going to polar coordinates
yields
1 = c2μ
23−d
πd/2−1
(
d
2 − 1
)∫ ∞
−∞
dp0
2π
∫ ∞
0
d| 
p|
∫ 1
0
dt1
∫ 1−t1
0
dt2t
1/2
1 t
−2/3
2 (1 − t1 − t2)
d−9
6
| 
p|d−1(
d1k
2
0 + d2p20 + | 
p|2
) d+8
6
, (C13)
where d1/2 were defined in Eq. (B18). Performing the
| 
p| and p0 integrals is then straightforward and results in
1 = c2
(
d
2
)

(

3
)
4
√
π
(
d+8
6
) ∫ 1
0
dt1
∫ 1−t1
0
dt2
× t
1/2
1 t
2/3
2 (1 − t1 − t2)
d−9
6√
d2
(
d−3
6
) ( μ2
d1k
2
0
)/3
. (C14)
Approximating the last expression in parentheses in Eq. (C14)
by 1, the t2 integral can be evaluated analytically for d > 3; the
divergence as d → 3 cancels against the factor [(d − 3)/6]
contained in c2, cf. Eq. (C12). Then, the t1 integral can be
computed numerically for d = 5/2, yielding
1 	
(
0 −i
0 0
)
0.081
g4/3

. (C15)
2 [cf. Eq. (C1)] is evaluated in the same vein, and in total, we
obtain
 = σy 0.081g
4/3

. (C16)
Now, we need to evaluate the factor involving the spin matrix
B in Eq. (C1), which yields
(
σβδy σ
γα
y Bαβ
) = {Bγδ, B = 1,σy,−Bγδ, B = σx,σz. (C17)
Altogether, the quantum correction V therefore reads
V = λuλg
4/3

∫
kd+1
¯γ (k)σyδ(k)×
{
Bγδ, B = 1,σy
−Bγδ, B = σx,σz ,
uλ = 0.081. (C18)
Using Eq. (48), this readily yields Table II.
2. Type-2 orders
We proceed with type-2 orders, computing corrections V
to the fermion bilinear of Eq. (46). Analogous to the previous
case, they are of the form
V = λ
∫
kd+1
Tγ (k)(k)δ(−k)
(
σβδy σ
αγ
y Bαβ
)+ H.c.,
(C19)
(k) = 1(k) + 2(k),
1(k) = g2μ
∫
pd+1
M1G
T (p)AG(−p)M2D(k − p),
2(k) = 1[M1 ↔M2]. (C20)
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For A = 1,σz, 1 vanishes as in the previous case. For A = σx , the required product in spinor space reads
M1σ
T
i σxσjM2 =
(
0 1
0 0
) ⎛⎝
j = x j = y j = z
i = x 1 −i 0
i = y i 1 0
i = z 0 0 −1
⎞
⎠, (C21)
resulting in
1 =
(
0 1
0 0
)
g2︸ ︷︷ ︸
≡c1
μ
∫
pd+1
p20 − p2 + ip0δ−p + ip0δp − δpδ−p(
P2 + δ2p
)(
P2 + δ2−p
) D(k − p). (C22)
To evaluate this expression, we restrict ourselves to k = (0, . . . ,kd ). Then, the linear terms in p0 vanish by antisymmetry. Taking
the pd−1 integral results in
1 = c1μ

2
∫
dp0
2π
d 
p
(2π )(d−2)
dpd
2π
p20
|P |(p4d + P2)
1
(kd + pd )2 + χμ|kd+pd |
(
dp20 + 
p2
)(
p20 + 
p2
) d−3
2
,
(C23)
with χ 	 0.0178g2. To evaluate Eq. (C23), we shift pd → pd − kd . Then, following Ref. [11], we may approximately disregard
the pd dependence of the fermion part in leading order in g (and hence in leading order in ). We can then perform the pd integral,
yielding
1 =
(
μ
k2d
)2/3
c1
χ1/33
√
3
∫
dp0
2π
d 
p
(2π )(d−2)
p20
(P2)d/6(P2 + 1)(dp20 + 
p2)1/3 , (C24)
where we have also rescaled P → P/k2d . In leading order in , the first factor can be approximated by 1. The Feynman
parametrization (B15) with α1 = d/6, α2 = 1, and α3 = 1/3 then leads to
1 = c1
6
√
3

( 4
3 + d6
)

( 1
3
)

(
d
6
) ∫ dp0
2π
d 
p
(2π )(d−2)
∫ 1
0
dt1
∫ 1−t1
0
dt2 t
d/6−1
1 (1 − t1 − t2)−2/3
× p
2
0(
t1
(
p20 + | 
p|2
)+ t2(p20 + | 
p|2 + 1)+ (1 − t1 − t2)(dp20 + | 
p|2))4/3+d/6 . (C25)
Changing to polar coordinates, the integrals over p0, 
p, and t2
are straightforwardly computed. The remaining t1 integral can
be evaluated numerically for d = 5/2. Performing the same
steps for 2 [cf. Eq. (C20)], in total one obtains, in leading
order in :
 = 1 + 2 	 σx 0.138g
4/3

. (C26)
Let us now consider A = σy . Using
M1σ
T
i σyσjM2 =
(
0 −i
0 0
) ⎛⎝
j = x j = y j = z
i = x −1 i 0
i = y −i −1 0
i = z 0 0 −1
⎞
⎠,
(C27)
we obtain
1 =
(
0 −i
0 0
)
(−g2μ)
∫
pd+1
P2 + ip0δ−p + ip0δp − δpδ−p(
P2 + δ2p
)(
P2 + δ2−p
)
×D(k − p). (C28)
The computations proceed largely analogous to the previous
case of A = σx ; in total, we obtain
 	 −σy 0.219g
4/3

. (C29)
To proceed, we need to evaluate the factor involving the
spin matrix B in Eq. (C19), which yields(
σβδy σ
αγ
y Bαβ
) = {−Bγδ, B = 1,σy
Bγ δ, B = σx,σz . (C30)
Before denoting which contributions are enhanced and which
are suppressed, we notice that some products under consider-
ation vanish trivially:
Tα σxβBαβ =
(
¯ψLα ψ
R
β − ¯ψLβ ψRα
)
Bαβ = 0 (C31)
for B = 1,σx,σz,
Tα σyβσ
αβ
y = i
(
¯ψLβ ψ
R
α + ¯ψLα ψRβ
)
σαβy = 0. (C32)
Altogether, the nonvanishing quantum corrections are, forA =
σx ,
V = λuλg
4/3

∫
kd+1
Tγ (k)σxδ(−k)σγ δy , uλ = −0.138.
(C33)
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For A = σy ,
V = λuλg
4/3

∫
kd+1
Tγ (k)σyδ(−k)×
{−Bγδ, B = 1
Bγδ, B = σx,σz,
uλ = −0.219. (C34)
Using Eq. (48), Eqs. (C33) and (C34) readily yield Table III.
APPENDIX D: SUPERCONDUCTING LOGARITHM
To clarify the role of the limit δv → 0 applied in this
paper, it is instructive to reevaluate the boson self-energy of
Eq. (23) for δv = 0 and d = 2. Equation (23) then reads, up to
constant prefactors,
(k) ∝
∫
p2+1
∑
α =α′
1
ip0 − δα−p
1
i(k0 − p0) − δα′k−p
,
δαp = vαpx + p2y. (D1)
Performing the integral over p0 with help of Cauchy’s theorem
gives
(k) ∝
∫
dpxdpy
1
ik0 − δα−p − δα′k−p
× (θ(δα−p)θ(δα′k−p)− θ(−δα−p)θ(− δα′k−p)), (D2)
where α′ = α. We introduce momentum cutoffs in the two
directions px and py , x and y , with x 	 2y . Then, the px
integral in (D2) gives
(k) 1
v+
∫
dpy
{
ln
(
ik0 + v+px − p2y − vα′kx − (ky − py)2
)∣∣Mi
−x − ln
(
ik0 + v+px − p2y − vα′kx − (ky − py)2
)∣∣x
Ma
}
, (D3)
v+ = vα + v′α,
Mi/Ma = min/max
(
p2y
vα
,kx + (ky − py)
2
v′α
)
. (D4)
Inserting the boundaries ±x yields terms of the form
2 ln(v+x) + iπsign(k0) + O[(k,p)/x]. These constant
terms vanish once we subtract limk0→0 (k0,0), which is
legitimate when working at the critical point. By noticing
that, if Ma = p2y/vα in some integration region R1, then
Mi = p2y/vα in R \ R1, we can recast the remainder in the
following form:
(k) ∼
∫
dpy
{
ln
(
ik0 + vp2y − vα′kx − (ky − py)2
)
+ ln (ik0 + v−1(ky − py)2 + vαkx − p2y)}, (D5)
where v = vα′/vα , and w.l.o.g. we assume v > 1. The remain-
ing integral can be straightforwardly evaluated; inserting the
boundaries ±y yields a long expression, which is of the
schematic form
(k) ∝ 1
v − 1
√
(ik0 − vα′kx)(v − 1) − k2yv
+ 1|v−1−1|
√
(ik0+kxvα)(v−1 − 1)−k2yv−1 + div,
div 	 y + ln
(
(δv)2 + |ky |
y
)
. (D6)
The first two terms of Eq. (D6) reproduce the result of Ref. [14].
For these terms, the limit δv → 0, which is equivalent to
v → 1, can be taken, and results in a standard damping term;
see also Appendix E. Let us now consider div, the divergent
part of Eq. (D6). For the first summand, y , the limit y → ∞
corresponds to a pure UV divergence, which effectively arises
from expansion of the fermion dispersion in the low-energy
action (4). If higher order terms in the dispersion are taken
into account, this UV singularity is absent, as numerically
demonstrated in Ref. [14]; we can therefore disregard this
term. The second term is finite for δv = 0. In a fully realistic
model of the FFLO transition, this condition is always fulfilled;
increasing the magnetic field leads to increasing δv, and the
phase transition takes place when g − (δv,0) vanishes (on
mean-field level); here, g is the strength of the original four-
fermion interaction. This happens at a small but nonzero value
δv = δvc. Thus, for δv 	 δvc, and ky  y , i.e., when taking
the limit y → ∞ first, div is just a finite mass term, which
can be dropped when performing computations at the critical
point. The remainder is regular in δv, and one can take the limit
δv → 0 to simplify the computation.
On the other hand, in the DIMREG computation we have to
take the limit δv → 0 first, [cf. Eq. (B3)], and are therefore
left with the IR divergent quantity ln(|ky |/y), a standard
“BSC logarithm.” To correct for this unphysical way of taking
the limits, one must subtract div(ky), as effectively done in
Eq. (B9).
APPENDIX E: DIMENSIONAL REGULARIZATION
WITH FIXED CO-DIMENSION
In this work, we have performed a DIMREG procedure by
increasing the codimension of the Fermi surface. An alternative
approach, shortly discussed in this Appendix, is to keep the
codimension fixed, following Refs. [44,45,74]. That is, in the
higher-dimensional action, the kinetic term for the fermions is
modified to∫
kd+1
¯α(k)(−ik0σy + i(vαk1 + K 2)σx)α(k),
K = (k2, . . . ,kd ), (E1)
with all other terms in the action unchanged. The
leading terms in the action are then scale-invariant
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under
k0 = k
′
0
b
, k1 = k
′
1
b
, K = K
′
√
b
, (E2)
 = b d4 + 54  ′(k′), (k) = b d4 + 54 ′(k′). (E3)
With this scaling, the interaction term becomes marginal in
d = 3, such that one can expand in  = 3 − d. In this scheme,
evaluation of the Bose self-energy is very similar to the 2D-case
sketched in Appendix D. It can be performed in the general
case δv = 0 by employing the trivial reshuffling described
above Eq. (D5). Taking all momentum cutoffs to infinity, and
subtracting (0) for regularization (which works for δv = 0,
see Appendix D), one arrives at
(k) =
∑
α =α′
βd
cos(dπ/2)
⎡
⎢⎣
(
ik0 − k1vα′ − K 2 vv−1
v − 1
) d−1
2
+
(
ik0 + k1vα − K 2 v−1v−1−1
v−1 − 1
) d−1
2
⎤
⎥⎦, (E4)
where βd > 0 is a d-dependent factor of order 1. For d → 3,
 is  divergent due to the term cos(dπ/2). To gain analytical
control, one can again expand in δv, which leads to
lim
δv→0
(k) = βd
cos(dπ/2)|δv|d−1
[
4 cos
( (d − 1)π
2
)
|K |d−1
− 4(d − 1)
2
cos(dπ/2)|k0δv||K |d−3
]
. (E5)
In d = 2, the prefactor of the term ∝|K |d−1 vanishes, and
the remainder is the damping term of Ref. [14], and regular
as δv → 0. However, for 2 < d < 3, the first term does not
vanish, and (k) is divergent as δv → 0. This can be seen
as an instance of UV/IR mixing [44]. As discussed in the
main text (see Fig. 5), for δv → 0, spin-up and spin-down
Fermi sheets have the same curvature. As a result, any spin-up
electron with momentum k1 on the Fermi surface can scatter
against a spin-down electron with momentum −k1. However,
if the Fermi surface is one-dimensional, the final states of this
scattering event must have momenta ±k2 	 k1; otherwise, the
tangent vectors to the Fermi surface differ strongly, and the
phase space for the scattering is negligible. By contrast, for
a Fermi surface with dimension greater than one, all points
of the Fermi surface share a mutual tangent vector. Therefore
low-energy scattering events entangle the full Fermi surface,
and the hot spot theory breaks down, as signaled by the δv → 0
divergence of Eq. (E5).
APPENDIX F: MAGNETIC SUSCEPTIBILITY
In this Appendix, we shortly present the evaluation of the
magnetic susceptibility close to criticality. We limit ourselves
to evaluation of the functional behavior (up to a constant
prefactor).
If the contribution of the fermions is neglected (or, phrased
differently, they have been integrated out on one-loop level),
the free energy on the normal metal side reads, for d = 2:
F = − ln[Z]
= − ln
[∫
D(, ¯) exp
(
−
∫
d3kD−1(k)|(k)|2
)]
∝ ln[det(D−1)] =
∫
d3k[ln(D−1(k))]. (F1)
Therefore the fluctuation contribution to the magnetic suscep-
tibility is given by [15,37]
χ ∝ −∂
2F
∂h2
∝ −∂
2F
∂m2
∝
∫
d3k
−1(
m + k2y + α|k0||ky |
)2 ,
(F2)
where we reintroduced the mass term (m > 0) into the 2D
boson propagator [see Eqs. (2) and (43)], and used that m is
proportional to the reduced magnetic field, m = m0 h−hchc ; m0
and α ∝ g2 are constants. Easy integration yields
χ ∝ x ln
(
2y
h−hc
hc
m0
)
, (F3)
where x and y are UV cutoffs in the x and y directions (of
order of Fermi energies). Normalizing χ with the Pauli spin
susceptibility in the normal state χP as in Ref. [15], and fixing
the prefactors, on can conclude
χ
χP
	 0
EF
ln
(
hc
h − hc
)
, (F4)
where 0 is the BCS gap and EF the Fermi energy.
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3.3 Incommensurate 2kF density wave quantum criticality
3.3.1 Overview
Arguably the simplest manifestation of a charge density wave (CDW) transition is the Peierls
instability (see, e.g., [Hal19]): one considers a monoatomic chain with lattice constant a,
and one valence electron per atom, corresponding to a commensurate Fermi wave vector
kF = pi/2a. If the electrons are weakly coupled to phonons, a gap at kF opens in the
fermion dispersion, and occupied electronic states are shifted downwards in energy. As can
be shown via mean field analysis, this results in a periodic modulation of the electron density
ρ(x) = 〈ψ¯(x)ψ(x)〉 = ρ0 + ρ1 cos(2kFx).
The Peierls instability only requires a weak coupling to the phonons, since the ultimate
driving force behind it are electron-hole excitations of the Fermi sea. This is most clearly
seen in d = 1, where the Lindhard function (imaginary part of the particle-hole bubble) is
logarithmically peaked at Q = 2kF [Mih11], which can be incommensurate as well. In 2D,
CDWs mostly determined by electronic correlations can still arise, but usually require some
variety of Fermi surface nesting, akin to an effective one-dimensionality of the problem.
The prime example for two-dimensional materials with a CDW driven by Fermi sur-
face nesting are the rare earth tellurites [GDC+98, YRKK06], where the Fermi surface
nesting can e.g. be deduced from angle-resolved photoemission spectroscopy. Another
interesting material class, where CDWs can be directly observed in X-ray diffraction
[FWJ+12, FvWW+15, WMH+08] or scanning tunneling microscopy [SYH+13, CPC+18]
are transition-metal dichalcogenides (TMDs) such as NbSe2, VaSe2 or TaS2. The precise
origin of CDW formation in the TMDs is still under debate: while Fermi surface nesting
appears to be important in some cases, e.g. in VaSe2 [CPC+18], strong electron-phonon
coupling could also play a role [FvW15] in these materials.
At T = 0, an CDW quantum critical point can be reached in the TMDs by applying
pressure [FWJ+12, FvWW+15], or inserting a different transition metal [WMH+08]. As
usual, this QCP is hidden beneath a superconducting dome, but its precise experimental
characterization is not yet available and is a worthwhile goal for future studies.
From the theory side, CDW quantum criticality was first studied by Altshuler et al.
[AIM95] in a hot spot type setup as already spelled out in Eq. (3.5): a CDW order parameter
field φ peaked at Q = 2kF couples to fermions at two hot spots in a pseudo-nested configura-
tion. Altshuler and coworkers considered both the commensurate and incommensurate case;
for the latter, it was found that two-loop contributions lead to strong infrared divergences in
the bosonic self-energy, suggesting a first order transition.
This pioneering work was later reconsidered by Metzner and collaborators [HM14, SHM18]
in a RPA-type approach. While they reproduced (and extendend) the results of Altshuler et
al., in the second paper [SHM18] they also obtained logarithmic corrections to the fermion
dispersion, leading to an increased dynamical nesting. They emphasized that this effect could
potentially render the phase transition continuous again.
Applying the controlled -expansion, we have rigorously confirmed this notion in the
article below. In particular, we found that the linear and quadratic terms in the hot spot
fermion dispersion δk = kx + k2y renormalize independently. We obtained several fixed points,
but at the one which is physically meaningful the Fermi surface is strongly flattened as
shown in Fig. 3.7. Quite unexpectedly, Landau damping turned out to be unimportant as
→ 0. Furthermore, our fermion self-energy is frequency independent to leading order, and
thus the fermionic quasiparticles retain their integrity at the fixed point; still, we obtain
interesting power law behaviour for the correlation functions. For example, the bosonic
two-point function D(ω), which corresponds to the density susceptibility and could be directly
44 Quantum critical points in two-dimensional metals
resolved e.g. via inelastic X-ray scattering, scales as D(ω) ∝ |ω|−0.616. An experimental
observation of this behaviour in the scaling region of the fixed point could help to clarify the
origin of CDW formation in the TMDs in favour of electronic nesting.
kx
ky
Figure 3.7 Dynamical flattening of the Fermi surface. The black dashed line shows the bare (UV)
Fermi surface expanded around a hot spot, the blue line shows the renormalized Fermi surface at the
CDW fixed point. Adapted from our publication [HPP19].
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We revisit the problem of two-dimensional metals in the vicinity of a quantum phase transition to incom-
mensurate Q = 2kF charge-density-wave order, where the order-parameter wave vector Q connects two hot
spots on the Fermi surface with parallel tangents. Earlier theoretical works argued that such critical points are
potentially unstable, if the Fermi surface at the hot spots is not sufficiently flat. Here we perform a controlled,
perturbative renormalization-group analysis and find a stable fixed point corresponding to a continuous quantum
phase transition, which exhibits a strong dynamical nesting of the Fermi surface at the hot spots. We derive
scaling forms of correlation functions at the critical point and discuss potential implications for experiments
with transition-metal dichalcogenides and rare-earth tellurides.
DOI: 10.1103/PhysRevB.99.195102
I. INTRODUCTION
While Landau’s Fermi liquid theory has been tremendously
successful in describing the properties of ordinary metals,
a variety of strongly correlated electron materials show an
unusual strange metal or non-Fermi-liquid behavior, which is
not captured within the Fermi-liquid framework. It is usually
characterized by a linear temperature dependence of the re-
sistivity, as well as an absence of resistivity saturation at the
Mott-Ioffe-Regel limit [1], which is taken as evidence for the
absence of well-defined electronic quasiparticle excitations
[2]. Examples include the strange metal phases observed
in cuprate and iron pnictide superconductors [3,4], heavy-
fermion materials [5], and also in twisted bilayer graphene
[6].
Quantum critical points in metals are a promising theoret-
ical scenario giving rise to non-Fermi-liquid phenomenology
[7]. Indeed, in two spatial dimensions the strong coupling be-
tween gapless order-parameter fluctuations and particle-hole
excitations at the Fermi surface leads to a loss of electronic
quasiparticle coherence and to a strong damping of order-
parameter fluctuations. Even though the computation of trans-
port coefficients in these models remains a big challenge, two
notable theoretical developments have considerably advanced
our understanding of metallic quantum critical points: First,
some lattice models of electrons coupled to a bosonic order
parameter can be numerically studied using determinant quan-
tum Monte Carlo methods avoiding the infamous fermion
sign problem [8–11]. Second, epsilon expansions have been
developed for hot-spot models of quantum critical points in
metals, allowing us to characterize non-Fermi-liquid fixed
points within a controlled renormalization-group approach,
where the bosonic and fermionic degrees of freedom are
treated on an equal footing [12–15].
Due to the fact that strange metals are often found in the
regime between a magnetically ordered phase and an ordinary
Fermi liquid, a lot of theoretical work has focused on the
study of commensurate spin-density-wave quantum criticality
in metals [10,14,16–22]. In this work, we consider incommen-
surate charge-density-wave (CDW) quantum critical points
in quasi-two-dimensional metals instead, where the electron
density spontaneously breaks translational symmetries and
develops a density modulation with a wave vector Q that
is incommensurate with the underlying crystalline lattice. In
particular, we are interested in systems in which the CDW
ordering wave vector Q = 2kF is determined by a partial
nesting condition of the Fermi surface and connects two points
on the Fermi surface with parallel tangents. This is to be
distinguished from perfect nesting, where entire sections of
the Fermi surface are connected by the same 2kF wave vector.
The properties of 2kF density wave quantum critical points
in two-dimensional metals have been analyzed in previous
theoretical works [23–29]. While an early study by Altshuler
et al. [23] concluded that the incommensurate transition is
of first order due to strong fluctuations, a more recent ar-
ticle by Sykora et al. [28] pointed out that the transition
is potentially continuous if the Fermi surface is sufficiently
flat at the hot spots. In this work, building upon the epsilon
expansion by Dalidovich and Lee [13], we resolve this open
problem by performing a controlled renormalization-group
(RG) analysis of such an incommensurate Q = 2kF CDW
transition. We show that there is a strong dynamical nesting
of the Fermi surface at the two hot spots connected by the
2kF wave vector, and we identify a stable RG fixed point
corresponding to a continuous quantum phase transition. Fur-
thermore, we compute critical exponents and the scaling form
of correlation functions at the non-Fermi-liquid fixed point
to leading order in epsilon, and we point out experimental
signatures.
CDW order plays an interesting role in underdoped
cuprates and has been observed in a variety of quasi-
two-dimensional materials such as transition-metal dichalco-
genides and rare-earth tellurides. Several of these materials
exhibit a CDW ordering wave vector that is commensurate
with the crystalline lattice, implying that the transition is
likely driven by the coupling to phonons. A few notable
2469-9950/2019/99(19)/195102(10) 195102-1 ©2019 American Physical Society
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exceptions with incommensurate CDW order exist, such as
the 2H forms of NbSe2 and TaS2 [30,31], VSe2 [32], as
well as SmTe3 and TbTe3 [33,34]. In some of these com-
pounds, the CDW transition temperature can be tuned to
zero across a potential quantum critical point by intercalation
or applying pressure, indicating that electronic correlations
could be the main driving force behind the CDW transition
[35]. Moreover, some of these materials become supercon-
ducting at low temperatures in the vicinity of the putative
CDW quantum critical point [36–38]. One of our aims is to
provide clear experimental signatures of an incommensurate
2kF CDW quantum phase transition, which would allow us
to settle the question of whether the incommensurate CDW
transition in materials like NbSe2 is driven by electronic cor-
relations, or by a different mechanism, such as the coupling to
phonons.
The rest of this work is outlined as follows: In Sec. II we
introduce the model of electrons coupled to charge-density-
wave fluctuations in two dimensions, as well as a generaliza-
tion to higher dimensions, which is amenable to dimensional
regularization. Section III presents our results for the one-
loop boson and fermion self-energies in arbitrary dimensions.
The RG flow equations, their fixed-point structure, and the
scaling form of the boson and fermion two-point correla-
tors are presented in Sec. IV. A discussion of experimental
signatures follows in Sec. V. Finally, results on supercon-
ducting instabilities in the vicinity of the QCP are presented
in Sec. VI. We close with discussions and conclusions in
Sec. VII.
II. MODEL
We start from a theory of electrons coupled to charge-
density-wave fluctuations in two spatial dimensions described
by the Euclidean action
S =
∫
k
ψ†(k)(−ik0 + ξk )ψ (k) + 12
∫
q
φ(q) χ−1q φ(−q)
+ λ
∫
k,q
φ(q)ψ†(k + q)ψ (k), (1)
where the fermionic field ψ (k) (spin index suppressed) de-
scribes electrons with frequency/momentum k = (k0, k), the
electron dispersion measured from the Fermi energy is de-
noted by ξk, the real field φ(q) describes CDW fluctuations,
and χq = χ−q is the bare CDW susceptibility, which we
assume to be peaked at the incommensurate 2kF wave vectors
±Q. Consequently, electrons scatter predominantly in the
vicinity of two hot spots connected by the vector Q (see
Fig. 1). A finite order-parameter expectation value 〈φ〉 = 0
gives rise to a ground state with a spatially modulated electron
density.
We expand the action around the hot spots by writing q =
±Q + p and denoting φ(q0,±Q + p) ≡ φ±(q0, p) ≡ φ±(p).
Analogously, we denote the fermion fields in the vicinity of
the two hot spots by ψ (k0,±Q/2 + k) ≡ ψ±(k). Expanding
the electron dispersion as well as the CDW susceptibility to
second order around the hot-spot momenta, we thus obtain
FIG. 1. Scattering geometry for electrons coupled to incommen-
surate Q = 2kF order-parameter fluctuations. The order-parameter
wave vector Q (blue arrow) couples electrons in the vicinity of two
hot spots (denoted by − and +), where the Fermi surface (thick black
line) has parallel tangents.
the low-energy effective action
S =
∑
s=±
N∑
j=1
∫
k
ψ
†
s, j (k)
(−ik0 + skx + k2y )ψs, j (k)
+
∫
k
φ+(k)(k20 + k2x + k2y )φ−(−k)
+ λ√
N
N∑
j=1
∫
k,p
[φ+(p)ψ†+, j (k + p)ψ−, j (k)
+φ−(−p)ψ†−, j (k − p)ψ+, j (k)], (2)
where we have generalized the model to allow for N distinct
fermionic species (with N = 2 for spin-1/2 fermions), and
we tuned the model to the quantum critical point, where the
mass term for the order-parameter field vanishes. Note that
momenta in the fermion kinetic term are rescaled such that all
proportionality constants are equal to unity. As discussed in
detail below, only the ∼k2y term in the kinetic part of the boson
is relevant in the RG sense, while all other terms are irrelevant
and will be discarded in the following. For this reason, we
have set their proportionality constants to unity as well.
To perform an epsilon expansion, we generalize this action
to arbitrary dimensions by increasing the codimension of the
Fermi surface, following earlier work by Dalidovich and Lee
[13]. For this reason, it is convenient to define the spinor
 j (k) =
(
ψ+, j (k)
ψ
†
−, j (−k)
)
, (3)
and to rewrite the action (2) as
S =
∑
j
∫
k
 j (k)[−iσyk0 + iσxδk] j (k)
+
∫
k
φ+(k)(k20 + k2x + k2y )φ−(−k)
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− iλ
2
√
N
∑
j
∫
k,p
[
φ+(p) j (k + p)σyTj (−k)
+φ−(−p)T (p − k)σy(k)
] (4)
with
 = †σy, δk = kx + k2y . (5)
A canonical way to generalize this action to d spatial dimen-
sions while keeping the action local is to write the fermion
kinetic term as∑
j
∫
kd+1
 j (k)[−i · K + iσxδk] j (k), (6)
where we defined
 = (σy, σz, . . . , σz ), K = (k0, k1, . . . , kd−2) = (k0, k),
δk = kd−1 + k2d ,
∫
kd+1
=
∫ dd−1Kdkd−1dkd
(2π )d+1 . (7)
The additional momenta k1, . . . , kd−2 correspond to the new
directions perpendicular to the Fermi surface, and due to
the Dirac structure of the action the fermions have a linear
dispersion in these directions. The kinetic term of the boson is
generalized accordingly to∫
kd+1
φ+(k)(K2 + k2d−1 + k2d)φ−(−k) (8)
in arbitrary dimensions.
The quadratic terms in the action are invariant under the
scaling transformation
K = K
′
b
, kd−1 =
k′d−1
b
, kd = k
′
d
b 12
,
(k) =  ′(k′)b d2 + 34 , φ±(k) = φ′±(k′)b d2 + 34 . (9)
A consequence of this scaling transformation is that all
terms in the boson propagator apart from the ∼k2d term are
irrelevant at tree level and can be neglected in the following
computations. However, as we will discuss in detail below, the
renormalization-group flow generates a linear term ∼kd−1 in
the boson propagator, which is relevant, allowed by symmetry,
and crucial to remove infrared divergences. This term arises
from the fact that the susceptibility is enhanced along the
line of 2kF wave vectors k defined via ξ(k+G)/2 = 0, with G
an arbitrary reciprocal-lattice vector, connecting points on the
Fermi surface with parallel tangents [25]. For this reason, we
add the term akd−1 to the boson propagator from the start,
where a is a dimensionless parameter that will flow under the
RG. The coupling constant λ transforms as
λ′ = λb 12 ( 52 −d ), (10)
consequently interactions are irrelevant in d > 5/2 and we
can perform a controlled expansion in small  = 52 − d . As
usual, we define a dimensionless coupling constant by intro-
ducing an arbitrary mass scale μ via the replacement λ →
λμ/2. Our final form of the action in general dimensions thus
reads
S =
∑
j
∫
kd+1
 j (k)[−i · K + iσxδk] j (k)
+
∫
kd+1
φ+(k) (k2d + akd−1)φ−(−k)
− iλμ
/2
2
√
N
∑
j
∫
kd+1,pd+1
[
φ+(p) j (k + p)σyTj (−k)
+φ−(−p)T (p − k)σy(k)
]
. (11)
In the following, we study this action within a field-theoretic
renormalization-group approach using dimensional regular-
ization and the minimal subtraction scheme. For this reason,
we compute one-loop diagrams and extract the 1/ countert-
erms in the next section.
III. ONE-LOOP DIAGRAMS
The bare fermion and boson propagators for the theory in
Eq. (11) take the form
G(k) = 〈(k)(k)〉0 = −i− · K + σxδkK2 + δ2k
,
D+(k) = 〈φ+(k)φ−(−k)〉0 = 1k2d + akd−1
. (12)
Analogously we define D−(k) = 〈φ−(k)φ+(−k)〉0 ≡
D+(−k). Even though this seems like a redundant definition,
it is important to distinguish bosonic degrees of freedom in the
vicinity of the 2kF wave vector Q and −Q and the linear term
∼akd−1 in the boson propagator is allowed by this symmetry.
The one-loop boson self-energy +(k) ≡ −(−k) is given
by the integral
+(k) = −λ
2μ
2N
∫
pd+1
Tr[σyG(p)σyGT (k − p)] (13)
and evaluates to (details can be found in Appendix A)
+(k) = −u1λ2 ek

− u2λ2 |K|
3
2√|ek|
(−ek ) + · · · , (14)
where (x) is the unit step function, and we expanded the
self-energy around  ≈ 0 as well as around |K| ≈ 0 and
defined
u1 =

( 5
4
)
8
√
2π 74
≈ 0.0108, u2 =

( 1
4
)

( 5
4
)
16
√
2π 54 
( 7
4
) ≈ 0.0378,
ek = kd−1 + 12 k
2
d . (15)
Note that ek = 0 defines the line of 2kF momenta.
The frequency-dependent term ∼|K|3/2 is the d = 5/2-
dimensional analog of the Landau damping term ∼|k0| in two
dimensions. Note that this term does not have a 1/ pole
and thus does not renormalize. Consequently, no frequency-
dependent terms are generated in the boson propagator during
the one-loop RG flow. On the other hand, the ∼1/ term is
proportional to k2d and to kd−1 and thus generates an RG flow
of the corresponding terms in the boson propagator.
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The fermion self-energy is given by the integral
(k) = λ
2μ
N
∫
pd+1
σyGT (p − k)σyD+(p). (16)
As shown in Appendix B, this integral evaluates to
(k) − (0) = iσx

2u1λ2
(1 − a)√|a˜|N
( k2d
1 − a − kd−1
)
+ finite terms, (17)
where a˜ = a1−a . As discussed in detail below, these terms
renormalize the fermion dispersion. The fact that all
frequency-dependent terms in the boson propagator are irrel-
evant implies that the fermionic self-energy has no frequency
dependence either. This seems strange in light of naive 1/N
expansions, where the Landau damping term plays a promi-
nent role and leads to a non-Fermi-liquid form of the fermion
self-energy. In any case, simple 1/N expansions are known
to break down for models of metallic quantum critical points
[18,39,40]. Since no frequency-dependent terms renormalize
the boson propagator at the one-loop level, Landau damp-
ing effects are less important within this controlled epsilon
expansion scheme and only appear at two-loop order. Note
that this is a crucial difference from the Ising-nematic QCP
studied in Ref. [13], where the Landau damping term had to
be included in the boson propagator to cure an IR divergence
in the fermion self-energy, despite the fact that it does not
renormalize at one-loop order. By contrast, in the problem
studied here an analogous IR divergence is cured by the akd−1
term in the boson propagator, as can be seen directly from the
a dependence in Eq. (17).
Finally, we note that there is no one-loop vertex correction
in our theory, because one simply cannot draw a one-loop
vertex diagram given the structure of the interaction term in
Eq. (11).
IV. RENORMALIZATION
A. Fixed points
We now use the minimal subtraction scheme to derive RG
flow equations for all dimensionless parameters in Eq. (11).
To make our theory UV-finite, we need to include countert-
erms in the action, which subtract the divergent terms in the
limit  → 0. These correspond to the ∼1/ terms in the one-
loop diagrams evaluated above. Since we used the convention
(G−10 − ) for the definition of the self-energy , we
need to add the divergent part of self-energy to cancel the
1/ poles (the same holds for the bosonic self-energy ).
Therefore, the renormalized action reads
Sren = S + Sct
=
∑
j
∫
kd+1
 j (k)
[−i · K + iσxkd−1Z2 + iσxk2d Z3] j (k)
+
∫
kd+1
φ+(k)[k2d Z4 + akd−1Z5]φ−(−k) + Sint, (18)
where we defined Zi = 1 + Zi,1 and
Z2,1 = − 2u1λ
2
(1 − a)√|a˜|N , Z3,1 =
2u1λ2
(1 − a)2√|a˜|N ,
Z4,1 = −u1λ
2
2
, Z5,1 = −u1λ
2
a
. (19)
Introducing the rescaled bare fields
K = KB, kd−1 = Z−12 kB,d−1, kd = Z
− 12
3 kB,d ,
(k) = Z
1
2
2 Z
1
4
3 B(kB), φ±(k) = Z
1
2
2 Z
3
4
3 Z
−1
4 φ
±
B (kB),
λB = λμ2 Z−
1
2
2 Z
1
4
3 Z
− 12
4 , a = Z2Z−13 Z4Z−15 aB (20)
brings the renormalized action back to its initial (bare) form
in Eq. (11). The one-loop β-functions for the couplings λ and
a follow straightforwardly from Eqs. (20) and take the form
βλ = μ dλdμ =
u1λ
3
2
(
3 − 2a
(1 − a)2√|a˜|N +
1
2
)
− 
2
λ,
βa = μ dadμ = u1λ
2
(
2a(2 − a)
(1 − a)2√|a˜|N +
a
2
− 1
)
. (21)
For the physical case N = 2 these β-functions describe three
scale-invariant fixed points at
(λ∗1, a∗1 ) = (4.335
√
, 0.152),
(λ∗2, a∗2 ) = (20.43
√
, 3.383), (22)
(λ∗3, a∗3 ) = (25.137
√
, 2.0),
where the first and second fixed points are stable and the third
one is unstable. The line a = 2 separates the two domains
of attraction of the two stable fixed points. A corresponding
flow diagram is shown in Fig. 2. Note that the β-functions
are singular at a = 0, 1, but the differential equation for the
RG flow trajectory dadλ is regular at these points, giving rise to
continuous solutions of the flow equations.
For the problem of interest here, namely a generic Fermi
surface with two hot spots connected by a 2kF wave vector, a
physically sensible UV initial condition for the RG flow cor-
responds to a positive coupling λ as well as an infinitesimally
small value of a, such that the density susceptibility is initially
peaked at the Q = ±2kF wave vector. Consequently, the RG
flow is directed toward the first fixed point (λ∗1, a∗1 ), which
we identify with the continuous quantum phase transition
between an ordinary Fermi liquid metal and the incommen-
surate 2kF charge-density-wave phase. Note that an initial
condition with a = 2 would correspond to a perfectly circular
Fermi surface, where the density susceptibility has degenerate
maxima along the entire 2kF line defined by ±2kx + k2y = 0.
In this highly fine-tuned case, fermions along the entire Fermi
surface can scatter resonantly, not just at the two hot spots.
It is important to realize that this does not invalidate the
hot-spot theory, however, because the scattering is local in
momentum space and one obtains a theory with an infinite
set of decoupled hot-spot pairs. This situation is similar to
the Ising-nematic problem and to the quantum phase transi-
tion between a normal metal and a FFLO superconductor at
vanishing velocity detuning studied in Ref. [41]. Interestingly,
the Fermi surface retains its shape, and no dynamical nesting
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FIG. 2. RG flow in the λ-a plane for  = 1/2 and N = 2. The
three fixed points are marked by red dots, and their coordinates are
given in Eq. (22). We identify the stable fixed point FP1 with the 2kF
CDW quantum critical point of a metal with a generic Fermi surface,
where two hot spots are connected by an incommensurate 2kF wave
vector.
occurs during the flow along the a = 2 line to the third fixed
point (λ∗3, a∗3 ). This is in stark contrast to the flow toward
the first stable fixed point, where a strong dynamical nesting
of the Fermi surface at the two hot spots occurs during the
RG flow, as discussed in the next section. Finally, we do
not identify the second stable fixed point (λ∗2, a∗2 ) with a
physically meaningful situation. A UV initial condition with
an arbitrary value of a different from 0 or 2 would correspond
to a density susceptibility with degenerate maxima that do not
correspond to a 2kF line.
B. Correlators
In the following, we discuss the general scaling form of the
correlation functions,
〈(k1) · · ·(km)(km+1) · · ·(k2m)
φ+(k2m+1) · · ·φ+(k2m+n)φ−(k2m+n+1) · · ·φ−(k2m+2n)〉
= G(m,m,n,n)({ki}, μ, λ, a)δ(d+1)({ki}), (23)
where δ(d+1)({ki}) ensures energy and momentum conserva-
tion. We define the dynamical critical exponents,
z−1d−1 = 1 +
d ln Z2
d ln μ
= 1 + 2u1λ
2
(1 − a)√|a˜|N ,
z−1d = 1 +
d ln Z3
d ln μ
= 1 − 2u1λ
2
(1 − a)2√|a˜|N , (24)
as well as the anomalous dimensions of the fermion and boson
fields,
η = 12
d ln Z
d ln μ
= u1λ
2
2
2a − 1
(1 − a)2√|a˜|N ,
ηφ = 12
d ln Zφ
d ln μ
= u1λ
2
2
(
2a + 1
(1 − a)2√|a˜|N +
1
2
)
, (25)
where Z = Z−12 Z−1/23 and Zφ = Z−12 Z−3/23 Z4. Using these
quantities, the renormalization-group equation for the corre-
lation functions takes the form[2m+2n∑
i=1
(
Ki∇Ki +
kd−1,i
zd−1
∂
∂kd−1,i
+ kd,i
2zd
∂
∂kd,i
)
− βλ ∂
∂λ
− βa ∂
∂a
− 2m
(
η − 4 − 2
)
− 2n
(
ηφ − 4 − 2
)
+
(
 − 3
2
− 1
zd−1
− 1
2zd
)]
G(m,m,n,n)({ki}, μ, λ, a) = 0.
(26)
At the fixed points, where the β-functions are zero, the solu-
tion of the RG equation for the fermion and boson two-point
functions gives rise to the scaling forms
G(k) = 1|kd |2zd f
( |K|
|kd |2zd ,
sgn(kd−1)|kd−1|zd−1
|kd |2zd
)
, (27)
D+(k) = 1|kd |2pzd fφ
( |K|
|kd |2zd ,
sgn(kd−1)|kd−1|zd−1
|kd |2zd
)
, (28)
with
p = 1
zd
− u1(λ
∗)2
2
, (29)
and f and fφ are universal scaling functions. From the
scaling form of the fermion propagator, we can infer the shape
of the renormalized Fermi surface at the hot spots. In the
noninteracting case, the fermion propagator has poles at
the Fermi surface defined by f −1 (0,±1) = 0. Analogously,
the renormalized shape of the Fermi surface is then deter-
mined by the equation
sgn(kd−1)|kd−1|zd−1 = ±|kd |2zd . (30)
For the physical case N = 2, the first fixed point (λ∗1, a∗1 ) is
characterized by the dynamical critical exponents
(
z−1d−1, z
−1
d
)∗
1 =
(
1 + 0.566, 1 − 2
3

)
(31)
and anomalous dimensions of the fermion and boson fields
given by
(η, ηφ )∗1 = (−0.116, 0.268). (32)
At this fixed point, the Fermi surface in the vicinity of the two
hot spots takes the form kx = ±|ky|3.85 in d = 2 dimensions,
which indicates a strong dynamical nesting with a vanishing
Fermi surface curvature at the hot spots, as shown in Fig. 3.
By contrast, for a = 2 the two critical exponents zd and zd−1
in Eq. (24) are equal and thus the Fermi surface retains its
shape for the RG flow along the a = 2 line. Note that all fixed
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FIG. 3. Dynamical nesting of the Fermi surface. The blue solid
line shows the form of the renormalized, flattened Fermi surface at
one hot spot, as determined from Eq. (30) at the first RG fixed point
(λ∗1, a∗1 ) for N = 2 and  = 1/2, i.e., in d = 2 dimensions. The black
dashed line indicates the initial, parabolic form of the Fermi surface
as a reference.
points describe non-Fermi-liquids, with a nonlinear, power-
law fermion dispersion perpendicular (tangential) to the Fermi
surface determined by the dynamical critical exponent zd−1
(2zd ).
V. EXPERIMENTAL SIGNATURES
While there is strong evidence that the incommensurate
CDW transition in rare-earth tellurides is driven by Fermi
surface nesting [33,42], the situation in the transition-metal
dichalcogenides NbSe2 and TaS2 is much less clear. Fermi
surface nesting [35,43], saddle bands [44], as well as electron-
phonon coupling [45,46] have been suggested as possible
CDW mechanisms. Here we argue that it would be beneficial
to study these materials in the vicinity of the quantum phase
transition to the density wave ordered phase. Experimentally,
the quantum phase transition can be driven by applying pres-
sure [35,36] or intercalating different transition metals [38].
As we have laid out in this work, a quantum phase transition
driven by Fermi surface nesting has definite signatures, which
can be detected in the quantum critical regime at finite tem-
perature above the quantum critical point. The most striking
experimental signature of CDW quantum criticality would be
the power-law behavior of the density susceptibility in the
vicinity of the critical point. At the 2kF wave vector Q, its
characteristic power-law frequency dependence follows from
Eq. (28) and has the form D(ω) ∼ |ω|−p with the exponent
p = 1 − 0.769  0.616 for the physical case N = 2 and in
d = 2 dimensions, which should be observable with a variety
of experimental probes, such as Raman- or inelastic x-ray and
neutron scattering. The same signatures should be observable
in rare-earth tellurides such as SmTe3 and TbTe3.
Moreover, in the quantum critical regime we expect ω/T
scaling, i.e., the temperature T and frequency ω dependent
density susceptibility at the 2kF wave vector should obey the
scaling relation
D(ω, T ) = |ω|−p fT (T/ω) (33)
with a universal scaling function fT . Accordingly, the static
density susceptibility at the 2kF wave vector has a power-law
temperature dependence D(0) ∼ T −p with the same exponent
p. Again, this characteristic temperature dependence should
be observable using Raman- or elastic x-ray and neutron
scattering.
Thermodynamic signatures are a bit more difficult to dis-
cern, unfortunately. The specific heat has singular contribu-
tions from “hot” fermions in the vicinity of the hot spots, as
well as an ordinary linear in temperature contribution from
“cold” fermions far away from the hot spots. The latter contri-
bution dominates, however, which can be seen as follows: in
analogy to the spin-density-wave critical point, we expect hy-
perscaling to be obeyed in the CDW hot-spot theory discussed
here [47], consequently the scaling dimension of the free-
energy density is given by [ f ] = (d − 1) + z−1d−1 + (2zd )−1,
where the first term comes from the scaling dimension of the
timelike and the extra-dimensional directions, whereas the last
two terms arise from the scaling dimension of the two spatial
directions. The temperature dependence of the specific heat
thus takes the form
Cv ∼ T d−2+z−1d−1+(2zd )−1 . (34)
In two spatial dimensions, the specific-heat exponent is larger
than 1 at the first fixed point, and thus the singular contribution
is subleading compared to the Cv ∼ T contribution from cold
fermions.
An alternative way to compute this contribution is via the
scaling form of the electron propagator in Eq. (27), from
which the electronic density of states ν(ω) of the hot electrons
can be computed. In d = 2 spatial dimensions, it takes the
form
ν(ω) − ν(0) ∼ (1 − zd−1) |ω|z−1d−1+(2zd )−1−1. (35)
The singular part of ν(ω) gives rise to the same temperature
dependence of Cv as determined above. Note, however, that
the nonzero constant density of states ν(0) again leads to a
dominant linear contribution Cv ∼ T .
VI. SUPERCONDUCTING INSTABILITIES
Superconductivity has been observed in the vicinity of vari-
ous metallic quantum critical points. For the 2kF CDW critical
point discussed here, a natural superconducting instability
corresponds to the formation of spin-singlet Cooper pairs be-
tween electrons at the two antipodal hot spots. To investigate
whether such a superconducting instability is enhanced or
suppressed in the vicinity of the QCP, we compute the scaling
dimension of the singlet Cooper-pair creation operator at the
fixed point by including a corresponding source term in the
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action:
Scp = g
∫
k
[ψ+,↑(k)ψ−,↓(−k) − ψ+,↓(k)ψ−,↑(−k) + c.c.].
(36)
In spinor representation and in general dimensions, this term
can be written as
Scp = g
∫
kd+1
ταβy α (k)β (k), (37)
where the Greek indices are spin indices and ταβy is a Pauli
matrix in spin space. The vertex factor and the one-loop
correction read −gταβy 1 + gταβy V , where V is a matrix in
spinor space given by the integral
V = λ
2μ
N
∫
p
σyG2(p)σyD+(p + q). (38)
Calculating V (see Appendix C) leads to the 1/ pole
V = −1 4u1λ
2
(1 − a)√|a˜|N + finite terms. (39)
The renormalized action, which we get by adding V , is given
by
Srcp = gμZg
∫
kd+1
ταβy α (k)β (k), (40)
where we introduced an arbitrary mass scale μ to make
the coupling dimensionless and Zg = 1 + Zg,1 with Zg,1 =
− 4u1λ2(1−a)√|a˜|N . The β-function for the source field g reads
βg = g(−1 − ηg) (41)
with the anomalous dimension
ηg = d ln Zgd ln μ =
4u1λ2
(1 − a)√|a˜|N . (42)
The first fixed point is the only one with a < 1 and therefore
ηg = 1.131 > 0 for N = 2. Consequently, superconducting
instabilities are enhanced at the first fixed point. At the other
two fixed points, ηg < 0 and superconductivity is suppressed.
VII. DISCUSSION AND CONCLUSIONS
We have presented a controlled, perturbative
renormalization-group study of incommensurate 2kF
CDW quantum critical points in two-dimensional metals,
which treats electronic as well as bosonic order-parameter
fluctuations on an equal footing, and we found a stable fixed
point corresponding to a continuous quantum phase transition
with a strongly renormalized, flattened Fermi surface at the
hot spots. This result is in contrast to the early theoretical
observation of a first-order incommensurate transition due
to strong fluctuations in Ref. [23], which did not take the
crucial dynamical nesting of the Fermi surface into account,
however. Indeed, Sykora et al. pointed out in Ref. [28] that
the Fermi surface is strongly renormalized and flattened at
the two hot spots connected by the 2kF wave vector, and
our results strengthen their observation. Moreover, we have
presented experimentally testable predictions for the density
susceptibility in the vicinity of the quantum critical point,
which could help to clarify the controversially debated CDW
mechanism in the transition-metal dichalcogenides NbSe2
and TaS2.
One important point that we have not discussed so far is
how to tune our model away from criticality by adding a
boson mass term to the action. Naively, adding a boson mass
in Eq. (11) would turn the boson massless at a momentum
different from k = 0 rather than leading to a gap, due to the
linear term ∼akd−1 in the boson propagator. This seemingly
invalidates our assumption that the density susceptibility is
peaked at the 2kF momentum Q, i.e., at k = 0. It is crucial
to realize, however, that the boson propagator strongly renor-
malizes during the RG flow, and the dynamical nesting of
the Fermi surface ensures that the boson self-energy remains
peaked at k = 0. Perturbing the fixed-point action with a mass
term thus gaps out the boson at all momenta. A simple way
to see this is as follows: the detailed form of the one-loop
boson self-energy in Eqs. (A7) and (A8) computed with the
bare fermion propagators shows that it is peaked at k = 0 in
dimensions d < 2, but it does not have a peak at k = 0 for
d > 2. This behavior is reminiscent of the Lindhard density
susceptibility of a free Fermi gas. By contrast, computing
the boson self-energy using a renormalized, nested fermion
dispersion with vanishing Fermi surface curvature at the two
hot spots of the form ±kd−1 + |kd |α with α > 2 leads to a
well-defined peak in the d = 2 density susceptibility at the
2kF wave vector Q, i.e., at k = 0.
Another technical detail worth discussing is that our
computation differs crucially from an analogous approach
to Ising-nematic quantum criticality in one aspect: while
Ref. [13] had to reorganize the perturbation expansion by
including the Landau damping term in the boson propagator
from the start to remove IR divergences, this is not necessary
for the CDW problem considered here, where similar IR
divergences are cured by the linear ∼kd−1 term in the boson
propagator. As a consequence, Landau damping effects are
subleading and only appear at two-loop order in the problem
considered here. We leave the challenging computation of
two-loop effects for future investigation.
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APPENDIX A: BOSON SELF-ENERGY
The integral for the one-loop boson self-energy in Eq. (13)
can be evaluated as follows: Using the properties of the Pauli
matrices, the trace can be simplified using
Tr(σyσiσyσ j ) =
⎧⎨
⎩
2, i = j = y,
−2, i = j = y,
0, i = j,
(A1)
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which yields
(k) = −λ2μ
∫
p
δpδk−p − P · (P − K)(
P2 + δ2p
)[(P − K)2 + δ2k−p] . (A2)
Shifting pd−1 → pd−1 − p2d and introducing the new integration variable y = 1√2 (2pd − kd ) as well as ek = kd−1 +
k2d
2 leads to
(k) = λ
2μ√
2
∫
P,pd−1,y
pd−1(pd−1 − ek − y2) + P · (P − K)(
P2 + p2d−1
)[(P − K)2 + (pd−1 − ek − y2)2] . (A3)
Using the Feynman parametrization, the above integral can be written as
(k) = λ
2μ√
2
∫ 1
0
dx
∫ dd−1Pd pd−1dy
(2π )d+1
p2d−1 − (ek + y2)pd−1 + P2 − x(1 − x)K2[
p2d−1 − 2x(ek + y2)pd−1 + x(ek + y2)2 + P2 + x(1 − x)K2
]2 . (A4)
Integrating over pd−1 and then rescaling P →
√
x(1 − x)P yields
(q) = λ
2μ√
8
∫ 1
0
dx [x(1 − x)] d2 −1
∫ dd−1Pdy
(2π )d
P2
[P2 + K2 + (ek + y2)2] 32
. (A5)
The x-integral is elementary, and after switching to hyperspherical coordinates, subtracting (0) for UV regularization, and
performing the integral over the radial coordinate, we obtain
(q) − (0) = λ2μ 
2( d
2
)

( d+1
2
)

(
1 − d2
)
2d− 12 π d2 +1(d )( d−12 )
∫ ∞
0
dy
[[K2 + (ek + y2)2] d2 −1 − (y4) d2 −1]. (A6)
Since the integral has different solutions for ek > 0 and ek < 0, we need to distinguish the two cases. After setting d = 52 − ,
the self-energy for ek > 0 reads
(q) − (0) = λ2μ 
2( 5
4 − 2
)

(− 14 + 2 )(−1 + )
24−π 74 − 2 
( 5
2 − 
)

(− 12 + )
(
3
2
− 
)
e1−k 2F1
[
 − 1
2
,

2
,
2 + 1
4
,−K
2
e2k
]
, (A7)
which gives the 1/ pole of Eq. (14) when expanding the hypergeometric function 2F1 around  = 0. In the case of ek < 0, the
solution to the y integration is
(q) − (0) = λ2μ 
2( 5
4 − 2
)( 3
2 − 
)
24−π 94 − 2 
( 5
2 − 
) |K|−(2|K|(54
)

(
 − 1
2
)
2F1
[
1
4
,
 − 1
2
,
1
2
,− e
2
k
K2
]
− ek
(
3
4
)

(
2
)
2F1
[
3
4
,

2
,
3
2
,− e
2
k
K2
])
, (A8)
which leads to the same 1/ pole as the solution for ek > 0 above. Expanding this expression in |K| and afterward around  = 0
yields the expression in (14). Note that doing the same with (A7), the lowest-order term in |K| is ∝ K2.
APPENDIX B: FERMION SELF-ENERGY
The product of Pauli matrices in Eq. (16) can be simplified to
σyGT (k)σy = −iσy k0σy − k · σz + δkσxK2 + δ2k
σy = −i k0σy + k · σz − δkσxK2 + δ2k
= −G(k) (B1)
and therefore
(k) = −λ
2μ
N
∫
p
G(p − k)D+(p) = iλ
2μ
N
∫
p
− · (P − K) + σxδp−k
(P − K)2 + δ2p−k
1
p2d + apd−1
. (B2)
Shifting P → P + K, pd−1 → pd−1 − p2d + 2kd pd , and defining a˜ = a1−a leads to
(k) = iλ
2μσx
(1 − a)N
∫
p
pd−1 + δ−k
P2 + (pd−1 + δ−k )2
1
p2d + 2a˜kd pd + a˜pd−1
, (B3)
where δ−k = −kd−1 + k2d . The pd integral can be evaluated using the principal value, which leads to
(k) = iλ
2μσx
2(1 − a)√|a˜|N
∫ dd−1Pd pd−1
(2π )d
pd−1 + δ−k
P2 + (pd−1 + δ−k )2

[
sgn(a˜)pd−1 − |a˜|k2d
]
√
sgn(a˜)pd−1 − |a˜|k2d
. (B4)
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After the substitution y = sgn(a˜)pd−1 − |a˜|k2d , the fermion self-energy reads
(q) = iλ
2μσxsgn(a˜)
2(1 − a)√|a˜|N
∫ dd−1P
(2π )d−1
∫ ∞
0
dy
2π
y + c(k)
P2 + [y + c(k)]2
1√y , (B5)
where we defined c(k) = |a˜|k2d + sgn(a˜)δ−k . The y integration is elementary, and using hyperspherical coordinates we get
(k) − (0) = iλ
2μσxsgn(a˜)
(1 − a)√|a˜|N
1
2dπ d−12 
( d−1
2
)Re{∫ ∞
0
dr rd−2
(
1√
c(k) + ir −
1√
ir
)}
, (B6)
where we subtracted (0) for UV regularization since the above integral initially converges only for d < 32 . Carrying out the r
integral gives the result
(k) − (0) = iλ
2μσxsgn(a˜)
(1 − a)√|a˜|N

( 3
2 − d
)
(d − 1)
2dπ d2 
( d−1
2
) Re{i1−d [c(k)]d− 32 }. (B7)
Setting d = 52 −  and expanding around  = 0 gives the pole contribution in Eq. (17).
APPENDIX C: SUPERCONDUCTING VERTEX
The matrix product in the integral (38) can be evaluated to
σyG2(p)σy = −1
p20 +
∑d−2
i, j=1 pi p j + δ2p(
P2 + δ2p
)2 = −1 p
2
0 + p2 +
∑
i = j pi p j + δ2p(
P2 + δ2p
)2 . (C1)
The term
∑
i = j pi p j vanishes by antisymmetry under pi → −pi since the boson propagator is independent of pi, and so we get
after shifting pd−1 → pd−1 − p2d
V = −1 λ
2μ
(1 − a)N
∫
p
1
P2 + p2d−1
1
p2d + 2qd1−a pd + 11−a q2d + a˜pd−1 + a˜qd−1
. (C2)
Here the pd integral is straightforward using the principal value, and with the substitution y = sgn(a˜)pd−1 − f (q), where f (q) =
−sgn(a˜)pd−1 + sgn(a˜) 11−a q2d , the vertex correction reads
V = −1 λ
2μ
2(1 − a)√|a˜|N
∫ dd−1P
(2π )d−1
∫ ∞
0
dy
2π
1
P2 + [y + f (q)]2
1√y . (C3)
Integrating over y and changing to hyperspherical coordinates yields
V = −1 λ
2μ
(1 − a)√|a˜|N
i
2d+1π d−12 
( d−1
2
) ∫ ∞
0
drrd−3
(
1√ f (q) + ir −
1√ f (q) − ir
)
, (C4)
which can be evaluated to
V = 1 λ
2μ
(1 − a)√|a˜|N
i 
( 5
2 − d
)
(d − 2)[ f (q)] 52 −d
2d+1π d2 
( d−1
2
) [i−d − (−i)−d ]. (C5)
Setting d = 52 −  and expanding around  = 0 leads to the expression in (39).
[1] O. Gunnarsson, M. Calandra, and J. E. Han, Rev. Mod. Phys.
75, 1085 (2003).
[2] V. J. Emery and S. A. Kivelson, Phys. Rev. Lett. 74, 3253
(1995).
[3] N. E. Hussey, J. Phys: Condens. Matter 20, 123201
(2008).
[4] S. Kasahara, T. Shibauchi, K. Hashimoto, K. Ikada, S.
Tonegawa, R. Okazaki, H. Shishido, H. Ikeda, H. Takeya, K.
Hirata, T. Terashima, and Y. Matsuda, Phys. Rev. B 81, 184519
(2010).
[5] G. R. Stewart, Rev. Mod. Phys. 73, 797 (2001).
[6] Y. Cao, D. Chowdhury, D. Rodan-Legrain, O. Rubies-Bigorda,
K. Watanabe, T. Taniguchi, T. Senthil, and P. Jarillo-Herrero,
arXiv:1901.03710.
[7] H. V. Löhneysen, A. Rosch, M. Vojta, and P. Wölfle, Rev. Mod.
Phys. 79, 1015 (2007).
[8] E. Berg, M. Metlitski, and S. Sachdev, Science 338, 1606
(2012).
[9] S. Lederer, Y. Schattner, E. Berg, and S. A. Kivelson, Phys. Rev.
Lett. 114, 097001 (2015).
195102-9
HALBINGER, PIMENOV, AND PUNK PHYSICAL REVIEW B 99, 195102 (2019)
[10] M. H. Gerlach, Y. Schattner, E. Berg, and S. Trebst,
Phys. Rev. B 95, 035124 (2017).
[11] E. Berg, S. Lederer, Y. Schattner, and S. Trebst, Annu. Rev.
Condens. Matter Phys. 10, 63 (2018).
[12] T. Senthil and R. Shankar, Phys. Rev. Lett. 102, 046406
(2009).
[13] D. Dalidovich and S.-S. Lee, Phys. Rev. B 88, 245106
(2013).
[14] S. Sur and S.-S. Lee, Phys. Rev. B 91, 125136 (2015).
[15] S.-S. Lee, Annu. Rev. Condens. Matter Phys. 9, 227 (2018).
[16] A. Abanov and A. V. Chubukov, Phys. Rev. Lett. 84, 5608
(2000).
[17] A. Abanov, A. V. Chubukov, and J. Schmalian, Adv. Phys. 52,
119 (2003).
[18] M. A. Metlitski and S. Sachdev, Phys. Rev. B 82, 075128
(2010).
[19] H. Meier, C. Pépin, M. Einenkel, and K. B. Efetov, Phys. Rev.
B 89, 195115 (2014).
[20] A. A. Patel and S. Sachdev, Phys. Rev. B 90, 165146 (2014).
[21] S. A. Maier and P. Strack, Phys. Rev. B 93, 165114 (2016).
[22] A. Schlief, P. Lunts, and S.-S. Lee, Phys. Rev. X 7, 021010
(2017).
[23] B. L. Altshuler, L. B. Ioffe, and A. J. Millis, Phys. Rev. B 52,
5563 (1995).
[24] D. Bergeron, D. Chowdhury, M. Punk, S. Sachdev, and
A.-M. S. Tremblay, Phys. Rev. B 86, 155123 (2012).
[25] T. Holder and W. Metzner, Phys. Rev. B 90, 161106(R) (2014).
[26] Y. Wang and A. Chubukov, Phys. Rev. B 88, 024516 (2013).
[27] M. Punk, Phys. Rev. B 91, 115131 (2015).
[28] J. Sykora, T. Holder, and W. Metzner, Phys. Rev. B 97, 155159
(2018).
[29] I. Jang, G. Duvjir, B. K. Choi, J. Kim, Y. J. Chang, and K.-S.
Kim, Phys. Rev. B 99, 014106 (2019).
[30] J. A. Wilson, F. J. Di Salvo, and S. Mahajan, Adv. Phys. 24, 117
(1975).
[31] G. A. Scholz, O. Singh, R. F. Frindt, and A. E. Curzon, Solid
State Commun. 44, 1455 (1982).
[32] P. Chen, W. W. Pai, Y.-H. Chan, V. Madhavan, M. Y. Chou,
S.-K. Mo, A.-V. Fedorov, and T.-C. Chiang, Phys. Rev. Lett.
121, 196402 (2018).
[33] G.-H. Gweon, J. D. Denlinger, J. A. Clack, J. W. Allen, C. G.
Olson, E. D. DiMasi, M. C. Aronson, B. Foran, and S. Lee,
Phys. Rev. Lett. 81, 886 (1998).
[34] A. Fang, N. Ru, I. R. Fisher, and A. Kapitulnik, Phys. Rev. Lett.
99, 046401 (2007).
[35] Y. Feng, J. V. Wezel, J. Wang, F. Flicker, D. M. Silevitch, P. B.
Littlewood, and T. F. Rosenbaum, Nat. Phys. 11, 865 (2015).
[36] Y. Feng, J. Wang, R. Jaramillo, J. v. Wezel, S. Haravifard, G.
Srajer, Y. Liu, Z.-A. Xu, P. B. Littlewood, and T. F. Rosenbaum,
Proc. Natl. Acad. Sci. USA 109, 7224 (2012).
[37] J. B. He, P. P. Wang, H. X. Yang, Y. J. Long, L. X. Zhao, C. Ma,
M. Yang, D. M. Wang, X. C. Shangguan, M. Q. Xue, P. Zhang,
Z. A. Ren, J. Q. Li, W. M. Liu, and G. F. Chen, Supercond. Sci.
Technol. 29, 065018 (2016).
[38] K. E. Wagner, E. Morosan, Y. S. Hor, J. Tao, Y. Zhu, T. Sanders,
T. M. McQueen, H. W. Zandbergen, A. J. Williams, D. V. West,
and R. J. Cava, Phys. Rev. B 78, 104520 (2008).
[39] S.-S. Lee, Phys. Rev. B 80, 165102 (2009).
[40] M. A. Metlitski and S. Sachdev, Phys. Rev. B 82, 075127
(2010).
[41] D. Pimenov, I. Mandal, F. Piazza, and M. Punk, Phys. Rev. B
98, 024510 (2018).
[42] H. Yao, J. A. Robertson, E.-A. Kim, and S. A. Kivelson, Phys
Rev. B 74, 245126 (2006).
[43] Th. Straub, Th. Finteis, R. Claessen, P. Steiner, S. Hüfner, P.
Blaha, C. S. Oglesby, and E. Bucher, Phys. Rev. Lett. 82, 4504
(1999).
[44] T. M. Rice and G. K. Scott, Phys. Rev. Lett. 35, 120 (1975).
[45] F. Weber, S. Rosenkranz, J.-P. Castellan, R. Osborn, R. Hott, R.
Heid, K.-P. Bohnen, T. Egami, A. H. Said, and D. Reznik, Phys.
Rev. Lett. 107, 107403 (2011).
[46] F. Flicker and J. van Wezel, Nat. Commun. 6, 7034 (2015).
[47] A. A. Patel, P. Strack, and S. Sachdev, Phys. Rev. B 92, 165105
(2015).
195102-10
56
4 Deconfined criticality in SU(3) antiferromagnets
on the triangular lattice
4.1 Introduction
4.1.1 Two-sided symmetry breaking
In our discussion of metallic criticality in the preceding section, we have seen that a description
of the phase transitions solely in terms of an order parameter φ can fail. Still, the basic
distinction between a symmetric phase with 〈φ〉 = 0 and a symmetry-broken one with 〈φ〉 6= 0
has remained valid. But even this notion is not set in stone: as we will discuss in this chapter,
sometimes a distinct symmetry can be broken in both phases – i.e., there is no relation
G′ ( G between the symmetry groups of the two phases as in Sec. 2.
In the classical realm, such a situation is e.g. encountered in crystal structure transitions
at high temperatures for a variety of materials (see Sec. IV.5 of [TT87]). As regards
quantum phase transitions, the “two-sided symmetry breaking” frequently occurs in quantum
magnets defined on a lattice. This comes about as follows: naively, one might assume that
a generic quantum phase transition in a quantum magnet separates a state with magnetic
order (spontaneously broken spin-rotation symmetry) from a featureless, fully symmetric
paramagnet. But it turns out that the simple paramagnet is not an option for systems with a
half-integer spin per unit cell. This is the core result of a theorem mainly due to Lieb, Schultz
and Mattis [LSM61] (in 1D) and Oshikawa [Osh00] and Hastings [Has04] (generalization to
higher dimensions). The precise statement is that, in an SU(2)-symmetric system of linear
size L, the gap between the ground and the first excited state is bounded by log(L)/L.1 In
the thermodynamic limit, this leaves two options: Either, the system is gapped and the
ground state is degenerate (topological order or spontaneous breaking of a discrete symmetry).
Alternatively, the system is gapless – a gapless spin-liquid or continuous symmetry breaking,
along with a manifold of Goldstone modes. In any case, a featureless gapped paramagnet with
a unique ground state is excluded. Here, we will focus on quantum phase transitions where
a discrete symmetry is broken in the paramagnetic phase, i.e. we have two-sided symmetry
breaking.
In principle, this scenario can still be captured within a LGW description, by introducing
two order parameters φ1, φ2 coupled to each other. For example, the most simple Landau
functional could read [TT87]
FL(φ1, φ2) = r1φ21 + u1φ41 + r2φ22 + u2φ42 + γφ21φ22 , (4.1)
and r1, r2 change their signs at two distinct values of some parameter r driving the transition.
Here, we are interested in the transition between two phases with 〈φ1〉 6= 0, 〈φ2〉 = 0 (phase
A) and 〈φ2〉 6= 0, 〈φ1〉 = 0 (phase B). As seen from minimization of the functional FL, this
transition can either be first order (with a discontinuous jump of one order parameter, see
Fig. 4.1(a)) or continuous, but via a phase of coexistence (Phase C, see Fig. 4.1(b)). By
1 While for integer-spin systems a finite gap can remain, as evidenced by the famous Haldane conjecture
[Hal83] for a Heisenberg spin chain.
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contrast, a true continuous phase transition where both order parameters vanish at the
transition point (Fig. 4.1(c)) requires unnatural finetuning, e.g. r1 = r2 in the above.
rAB
〈φ2〉 〈φ1〉
rAB
〈φ2〉 〈φ1〉
(a) (c)
rAB
〈φ2〉 〈φ1〉
C
(b)
Figure 4.1 Two-order parameter description of a two-sided symmetry breaking transition. (a)
Generic first order transition. (b) Generic continuous transition across coexistence phase (c) Fine-
tuned continuous transition. For a different Landau functional, a disordered intermediate phase where
both 〈φ1〉 = 〈φ2〉 = 0 would be possible as well.
Thus, a direct continuous transition between the two ordered phases seems unlikely from
the LGW viewpoint. But yet again, the phenomenological order parameter description can
fail, and a continuous transition is possible within the framework of “deconfined criticality”,
first introduced in 2004 by Senthil and coworkers [SVB+04, SBS+04].
4.1.2 Deconfined Criticality
For our short review of deconfined criticality, we will focus on its paradigmatic application,
which is the phase transition between a magnetically ordered Néel state and a paramag-
netic valence bond solid (VBS) state on the square lattice. To this end, we consider the
antiferromagnetic spin-1/2 Heisenberg model on the square lattice,
H = J
∑
〈i,j〉
SˆiSˆj − J˜Hpert, J, J˜ > 0 , (4.2)
with Sˆ a vector of Pauli matrices times 1/2, and J˜Hpert some appropriate SU(2)-invariant
perturbation. For example, the Hamiltonian studied numerically in Ref. [San07] has Hpert =∑
〈ijkl〉(SˆiSˆj − 1/4)(SˆkSˆl − 1/4), with 〈ijkl〉 referring to the corners of a plaquette. This
term favours a specific singlet pattern formation (since the terms in parentheses are projectors
on the singlet state). However, one should just view (4.2) as a single microscopic example,
and all SU(2)-invariant Hamiltonians which realize the phases of interest should fall into the
same universality class.
Different ground states of H can be accessed by tuning r ≡ J˜/J . For small r, the
ground state has Néel order, characterized by a non-vanishing staggered magnetization
N = 1/L2∑i(−1)ri 〈~Si〉.2 I.e., the SU(2) symmetry of the Hamiltonian is spontaneously
broken down to a U(1) (and the translational invariance is broken as well). Increasing r,
eventually a different ground state with VBS order will be realized – a trivial paramagnetic
ground state is excluded by the Lieb-Schultz-Mattis theorem. There are, in principle, two
VBS ordering patterns, a columnar and plaquette VBS order, but these entail the same
critical properties at the phase transition [SBS+04], and thus we focus on the columnar order
here. A cartoon of the relevant ground states is shown in Fig. 4.2. As seen in the figure, in
the VBS state lattice symmetries (translation and rotation) are broken. A suitable order
2 Of course, the simple Néel product state is obtained only in the classical limit (S → ∞), but the true
quantum ground state should show a staggered magnetization as well.
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parameter is, e.g. the two-component dimer correlation [SBS+04]3
(ψˆx, ψˆy) = (
1
L2
∑
i
(−1)xiSˆiSˆi+ex ,
1
L2
∑
i
(−1)yiSˆiSˆi+ey) . (4.3)
In the VBS states of Fig. 4.2 it takes the values (±1/8, 0), (0,±1/8), corresponding to a Z4
“clock” order. This is visualized by the four orientations of an arrow in Fig. 4.2.
≡ 12 (|↓↑〉 − |↑↓〉)
rrc
Figure 4.2 Néel to VBS transition, occuring at a critical value of the tuning parameter r. Fig.
adapted from Ref. [SBS+04].
We want to understand the phase transition between the two phases. Let us jump ahead,
and state the key finding of the theory of deconfined criticality: in the continuum limit, the
phase transition is not described by a coupled order parameter theory of the type (4.1), but
rather by the so-called euclidean NCCP1-model4 with (2+1)-dimensional action
SNCCP1 =
ˆ
d3x
[∑
α,µ
|(∂µ − iAµ)zα|2 + rzαz¯α + ρ(zαz¯α)2 + 14e2F
2
µν
]
. (4.4)
Here, z(τ,x) = (z1(τ,x), z2(τ,x)) is a two-component complex spinor (i.e., it transforms
under the fundamental representation of SU(2)), and represents a spinon, i.e. a spin-1/2
excitation of the VBS order (see below). One can furthermore identify the (fluctuating) Néel
order parameter with the spinons z as N = z¯ασαβzβ, with σ the vector of Pauli matrices.
The spinons are therefore “fractionalized” degrees of freedom. They are minimally coupled to
a non-compact real U(1) gauge field Aµ(τ,x), with µ ∈ (τ, x, y), and kinematics determined
by a standard Maxwell term Fµν , with a gauge charge e.5 The Néel phase is reached for
r < 0 where 〈z〉 6= 0 and hence N 6= 0 by the above identification. By contrast, the VBS
phase is associated with 〈z〉 = 0. The Z4 order of the VBS state is not evident from Eq. (4.4):
it arises as a result of a “dangerously irrelevant” perturbation, which is irrelevant at the fixed
point associated with the phase transition, but relevant in the paramagnetic phase.6
3 To be precise, in the Hamiltonian formulation by order parameter we mean an operator which takes non-zero
values in the symmetry-broken phase only.
4 An NCCPN model is a “non-compact complex projective” theory, consisting of N + 1 dimensional complex
fields defined modulo a global phase.
5 This term will not arise in our microscopic derivation presented in the next section, but it will be dynamically
generated once we run the RG.
6 Recall that in the RG (ir)relevance is always associated with a specific fixed point.
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Despite its innocuous appearance, Eq. (4.4) is still a complicated strongly coupled theory.
Strictly speaking, it is not yet known whether it really admits a critical fixed point and hence
a true second order phase transition. A critical fixed point is suggested by large-N -type
arguments, and is further supported by a direct FRG analysis [Bar13] and various numerical
studies of lattice models similar to (4.2) (see Sec. IX of Ref. [WNM+17] for a review of the
current status). However, some finite-size numerical studies show unexpected system-size
scaling, which could be due to a weakly first order transition, albeit with a very large (but
finite) correlation length ξ. Such large ξ could result from the proximity of a true critical
point not captured by the model (4.4), but “close-by” in parameter space [WNM+17] (e.g. at
a slighly different dimension). Anyhow, the model (4.4) definitely admits (quasi-)universal
behaviour on scales smaller than ξ, and is emphatically not a simple order parameter theory.
In fact, since the critical modes are the spinons and not the order parameter fluctuations N
themselves, one can conclude that the latter will pick up a large anomalous dimension at the
transition, which will show in the experimentally relevant spin response function [SBS+04]
(although no unambigious experimental signatures of deconfined criticality have been seen to
date).
How does the NCCP1 model come about? Amazingly, it can be derived from both sides
of the phase transition, which we will quickly describe in turn.
Derivation from the Néel side
In starting from the Néel side (see, e.g., [Sen07, Aue94] for further details), we first compute
a thermal partition function from the Hamiltonian of Eq. (4.2) (without the perturbation) by
using spin coherent states |n〉, with 〈n|Sˆ|n〉 = 1/2n. This gives us
Z =
ˆ ∏
i
Dni(τ) exp
−SB − ˆ β
0
dτ
J
4
∑
〈i,j〉
ni(τ)nj(τ)
 , SB = ˆ β
0
dτ 〈n(τ)| d
dτ
|n(τ)〉 ,
(4.5)
with unit length spin fields ni(τ), which fulfill the boundary condition ni(0) = ni(β). The
Berry phase term, which arises in the standard fashion in the path integral construction, is
all-important: it knows about topological defects, and is ultimately responsible for the failure
of the LGW reasoning as we will see below.
To describe the Néel state, we rewrite the unit length spin field n in terms of a staggered
component N of unit length and a small uniform component L. Of course, N is nothing
but a fluctuating Néel order parameter field. Then, we go to a continuum limit, expand
to quadratic order in gradients of N and in L, and integrate out the L fields. After some
manipulations, the same can be done for the Berry phase term. Ultimately, this results in
the non-linear sigma model with Berry phase term
S =
ˆ
d2xdτ
1
4
[
(∇xN(τ,x))2 + (∂τN(τ,x))2
]
+ c · SB(N(τ,x)) , (4.6)
where we also took the limit T → 0, and lumped together all constants in the (unimportant)
prefactor c of the Berry phase term. Without Berry phases, this theory is simply a three-
dimensional version of our usual Landau-Ginzburg theory from chapter 2, apart from the
unit length constraint; however, it is known that the critical properties of the theory with
length constraint are retained if the constrained is “softened” [Sac11] (i.e., only imposed on
mean field level) with an appropriate potential of the form rN2 + uN4, and so we are truly
back at the LGW description.
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But the Berry phase term is indeed crucial. Still on the lattice, it can be given the compact
form
SB = i2
∑
i
(−1)riAi , (4.7)
where Ai is the area on the unit sphere contained within the closed loop swept out by the
time evolution of N i(τ), which inherits the boundary condition of ni(τ). To understand
the effect of SB, one must consider the topological configurations N(x, τ) (in the continuum
limit). For fixed time τ , and appropriate boundary conditions,7 we can viewN(τ,x) as a map
from a sphere to a sphere, equivalence classes of which can be characterized by the homotopy
group pi2(S2) = Z, i.e. an integer topological winding number Q. Topologically non-trivial
configurations are known as “skyrmions”. Now, it can be shown that the Berry phase term
vanishes for all smooth configurations N(τ,x), including the skyrmions. However, the Berry
phase term does contribute for spin configurations where the skyrmion winding number Q
jumps in time, known as “hedgehogs”. Detailed analysis [SBS+04] shows that the Berry phases
associated with these hedgehogs rapidly oscillate on the dual lattice formed by the centers
of the square lattice plaquettes, and only quadrupled hedgehog events contribute to the
partition function. So, effectively the role of the Berry phase is to disallow all non-quadrupled
hedgehog events.
To incorporate this intricate effect, it is convenient to change to the so-called CP (complex
projective) parametrization, and write
N(τ,x) = z¯α(τ,x)σαβzβ(τ,x) , (4.8)
with a normalized complex field z = (z1, z2). Crucially, this parametrization entails a U(1)
gauge invariance z → zeiχ(τ,x), with some function χ. This gauge invariance can be made
explicit by rewriting [Aue94]:
1
4(∂µN)
2 = |∂µz|2 −
(
A˜µ(z¯, z)
)2
, A˜µ(z¯, z) ≡ −i [z¯∂µz− (∂µz¯)z] , (4.9)
where we employed the normalization of z. It is easily seen that the bilinear A˜µ transforms as
expected under U(1) gauge transformations, A˜µ → A˜µ + ∂µχ. Via a Hubbard-Stratonovich
transformation, it can be traded for a dynamical real gauge field Aµ (i.e, an independent
degree of freedom). In this way, the non-linear sigma model becomes
S =
ˆ
d3x
∑
α,µ
|(∂µ − iAµ)zα|2 + SB . (4.10)
As discussed above, the main effect of the Berry phase term should be to allow for quadrupled
hedgehogs only. Recall that the hedgehogs correspond to events where the winding number
changes in time. Now, the winding number can be related to the flux of the gauge field Aµ
in units of 2pi, and thus in the gauge theory language a hedgehog event corresponds to the
sudden appearance of a magnetic monopole – an “instanton” event. Of course, an ordinary
U(1) gauge theory does not admit magnetic monopoles; their appearance means that we
deal with a compact gauge theory, where A is defined modulo 2pi. So, the Berry phase term
effectively forbids non-quadrupled instantons.
Ref. [SBS+04] suggested the following ultimate fate of these instantons: at the critical point
of the model (4.10) (provided it exists), the instantons are irrelevant due to the quadrupling,
and thus the only effect of the Berry phase term is to render the field Aµ non-compact.
7 For spin configurations finite in energy, we demand lim|x|→∞N(τ,x) = const.
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Softening the unit length constraint, the theory (4.10) then assumes the form of the NCCP1
model of Eq. (4.4), which therefore is the correct critical theory. The irrelevance of the
instantons implies that the gauge flux is conserved at the critical point; in fact, such an
emergent topological conservation law can be taken as the definition of a deconfined quantum
critical point.
However, in the paramagnetic phase where 〈z〉 = 0, the instantons are relevant. Further-
more, by comparing symmetry transformation properties, the skyrmion creation/instanton
operator is shown to be proportional to the VBS order parameter of Eq. (4.3). Thus, when
the instantons proliferate, VBS order results, and the quadrupling of the instantons induces
the Z4 structure of the latter. This is, of course, very different from the LGW first-order
picture of Sec. 4.1.1: the topological defects that destroy the Néel phase carry quantum
numbers of the VBS phase, and thus the phase transition is expected to be continuous.
While the scenario described above cannot be proven rigorously for the model with two
spinon flavors (N = 2), it can be substantiated by comparison to the N = ∞ and N = 1
models; the first case can be solved by saddle point analysis, and the latter by duality mapping
on the XY model with quartic anisotropy. A similar duality argument is also made in the
more intuitive derivation of the critical theory from the VBS side, which we will discuss next.
Derivation from the VBS side
Let us now approach the problem from the VBS side. If we were to write down a phenomeno-
logical Landau-Ginzburg theory that captures the Z4 order plus fluctuations, a natural
candidate would be a (2 + 1) dimensional XY model with quartic anisotropy, given by
SXY =
ˆ
d2xdτ K
∑
µ
(∂µθ(τ,x))2 − g cos[4θ(τ,x)] , K, g > 0 , (4.11)
with an angle variable θ(τ,x). The cosine term yields four minima, and induces Z4 order for
large g, while the gradient term parametrizes the energy cost of wave-like fluctuations.
But obviously this cannot be the full story: to begin with, it does not include the
elementary excitations formed by breaking up a singlet, i.e. creating a spin-1 excitation, as
shown in Fig. 4.3(a). We can think of them as being composed from two spin-1/2 “spinons”.
Deep in the VBS phase, these spinons are “confined”, as sketched in Fig. 4.3(b): when they
are pulled apart, a line of defects (with wrong clock order orientation) is created, and thus
spinons are confined by a potential proportional to the length of the defect line.
(a) (b)
Figure 4.3 (a) Elementary spin-1 excitation, composed from two spin-1/2 spinons. (b) Separation of
the spinons deep in the VBS phase creates a line of defects. Fig. adapted from [SBS+05].
Furthermore, we know that vortex-like topological defects are crucial in the XY model.
As laid out in Ref. [LS04], in the VBS case these defects are Z4 vortices, formed when four
Z4 domain walls terminate at a single point – see Fig. 4.4. As indicated in the Figure, an
interesting pictorial property of these vortices is that they carry an unpaired spin – a spinon –
in their core.
Without the spin structure, we would therefore describe the transition by a 3D XY theory
with quartic anisotropy and vortices. This already points towards our CP gauge theory: as
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(a) (b)
Figure 4.4 Topological excitations, with a spinon in the core. (a) Vortex. (b) Antivortex. The
dashed lines indicate the domain walls. The free spin orientations in the core are chosen in a suggestive
manner pointing towards the Néel state, as discussed further below. Fig. adapted from [LS04].
can be shown by a combination of explicit mappings of the form K∂µθ = 12pi µνλ∂νAλ and
symmetry arguments (see, e.g., Sec. 6.3 of [Wen04]), the XY model with vortices is dual8 to
a U(1) gauge theory with charged particles, which is known as charge-vortex duality [DH81].
Furthermore, the quartic anisotropy of the XY model corresponds to instantons in the gauge
theory. But this quartic anisotropy is in fact known to be dangerously irrelevant at the
critical point of the XY model [LSB07] – i.e., it is relevant in the ordered phase of the XY
model only, but irrelevant at the critical point. Thus, instantons can be dropped at the
critical point, and a non-compact gauge theory emerges. The analogies to the previous Néel
description are obvious, only with a swapped labeling which phase is the “ordered one”.
So, all we need to do is to include the spin structure. As we have seen in Fig. 4.4, the
vortices carry a free spinon in their core, which we want to transform as a SU(2) spinor.
Provided that the RG picture carries over from the spinless case, we therefore need to write
down a non-compact U(1) gauge theory where the charges are spinors – and the NCCP1
model of Eq. (4.4) is the minimal theory that does the job.
To complete the description, we need to understand how the identification of the Néel
order parameter N = z¯ασαβzβ emerges from the VBS side. The argument goes like this: we
demand that both vortex and antivortex transform as spinors under SU(2), and choose to
represent the vortex by zα. Since the antivortex has to carry opposite charge in the gauge
picture, it has to be proportional to z¯. Thus, for it to transform as a spinor, we can conclude
that antivortices are represented by αβ z¯β (which induces the correct transformation due to
the unit determinant of the SU(2) matrices). Furthermore, in the lattice picture of Fig. 4.4,
we see that vortices and antivortices are associated with different sublattices of the square
lattice. As a result, a translation by a lattice constant corresponds to zα → αβ z¯β, and the
associated three-dimensional vector z¯ασαβzβ changes sign under lattice translation, which is
the defining property of the Néel order parameter. Thus, again we see that the topological
defects in one phase carry the seeds of the other.
In the above line of argument, we have identified the spinor fields z of the NCCP1 model
with the spinon excitations of the VBS phase, which are fragments of the spin-1 excitations
deep in the VBS phase, where they are confined due to the Z4 domain structure. At the
critical point, the Z4 anisotropy is irrelevant, and the spinons are no longer bound by the
linear potential – they are “deconfined”, which finally explains the name of the theory. Still,
they are not free particles, but interact via a Coulomb interaction, which is logarithmic in
two dimensions.
8 Here, we will call two theories dual when they show the same universal behaviour, i.e. flow to the same IR
fixed points, and we will not delve into the duality analysis further.
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To conclude this section, let us summarize the failure of the LGW paradigm at the
deconfined quantum critical points:
In systems with “two-sided symmetry breaking”, the LGW paradigm predicts a first order
transition. However, a pure order parameter theory does not properly include topological
defects, whose proliferation can drive the phase transition. An accurate treatment of these
defects requires careful consideration of Berry phases neglected in the LGW approach. If the
topological defects carry the quantum number of the other symmetry broken phase, a direct
continuous transition between the two symmetry broken phases is possible, as a condensation
of these defects destroys one order and simultaneously creates the other one.
4.1.3 Functional renormalization group
If we accept the NCCP1 model as valid theory describing the phase transition, an RG analysis
is the best way to extract the critical properties, and to see whether in this model there is a
second order phase transition in the first place. A particular convenient method to derive the
RG equations, which we will also apply in our original work discussed in Sec. 4.2 and in the
polaron problem of Sec. 5.4.3, is the functional renormalization group (FRG). Let us give a
quick recap of the method and its gauge-theory version; a thorough introduction to FRG can
e.g. be found in Refs. [KBS10, MSH+12].
While in the Wilsonian-type RG employed in the previous chapter we studied the flow
of isolated couplings, the basic idea of FRG is to compute the flow an “effective action” (a
functional of the fields) as a whole. This is, for instance, required in the application of FRG
to fermionic problems [MSH+12] where an infinite set of couplings can be relevant as seen
in Sec. 3.1.2. In our case of interest, only a handful of couplings will suffice, but their flow
can be obtained from the projection of the full functional flow in a computationally effective
manner.
To derive this functional flow, for starters let us focus on a simple theory with an action
S(χ) depending on a single real scalar field χ (e.g. the φ4 theory discussed before). Then, we
can define a scale-dependent generating functional as
ZΛ[J ] =
ˆ
D(χ) exp
(
−S[χ]−∆SΛ[χ] +
ˆ
k
χ(k)J(−k)
)
,
ˆ
k
=
ˆ
ddk
(2pi)d , (4.12)
∆SΛ[χ] = 12
ˆ
k
χ(k)RΛ(k2)χ(−k) .
Without the term ∆SΛ this would just be the ordinary generating functional, from which
time-ordered correlation functions of χ can be derived by computing functional derivatives
w.r.t. J evaluated at J = 0. The role of ∆SΛ is that of an IR cutoff, which ensures that
only UV modes are integrated out: ∆SΛ involves a regulator function RΛ, with the defining
properties RΛ(k2) > 0 for |k| . Λ, RΛ(k2) = 0 for |k| & Λ. Thus, for Λ→ 0, we recover the
full generating functional.
One can now derive a differential equation for ZΛ in a two-liner, by pulling out the cutoff
term ∆SΛ[χ] as exp(−∆SΛ[δ/δJ ]), and simply taking the Λ-derivative of the resulting form.
This gives
dZΛ[J ]
dΛ = −
1
2
ˆ
k
δ2ZΛ[J ]
δJ(k)δJ(−k)
dRΛ(k2)
dΛ . (4.13)
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This equation is formally exact, but in practice it is more convenient to change to a different
formulation. To this end, we first introduce
WΛ[J ] = ln(ZΛ[J ]), φ =
δ
δJ
WΛ[J ] . (4.14)
As Λ→ 0, WΛ becomes the generating functional for connected correlation functions, and φ
simply the expectation value of the field χ. Now, we change from WΛ[J ] to the effective
action ΓΛ[φ] via a modified Legendre transform as
ΓΛ[φ] =
ˆ
k
φ[k]J [−k]−WΛ[J ]−∆SΛ[φ] , J = J [φ] , (4.15)
where J [φ] can be determined from inverting the relation (4.14). In the limit Λ→ 0 where
∆SΛ vanishes, this simplifies to the ordinary Legendre transformation.
As one can show, ΓΛ[φ] has the following convenient properties: for Λ→∞, it reduces
to the bare action S[φ]. In the IR limit Λ → 0, it becomes the generating functional for
the one-particle irreducible vertex functions. Thus, we can extract the flow of the vertex
functions from taking functional derivatives of ΓΛ.9 In using simple properties of the Legendre
transformation and our previous flow equation (4.13), one can now easily derive an exact flow
equation for ΓΛ, the so-called “Wetterich equation”, which will be the starting point for our
FRG computations. It reads
dΓΛ[φ]
dΛ =
1
2
ˆ
p
( d
dΛRΛ(p
2)
)(
δ2ΓΛ[φ]
δφ(p)δφ(−p) +RΛ(p
2)
)−1 (4.16)
≡ 12Tr
[(
d
dΛRΛ
)(
Γ(2)Λ +RΛ
)−1]
.
The second line indicates the general formulation valid for theories with several field variables
such as our NCCP1 model; in this case the objects RΛ and Γ(2)Λ are generalized matrices in
field space.
Of course, in a realistic model the complicated self-consistent equation (4.16) can never
be solved unless significant approximations are made. Usually one proceeds by projecting the
flow of (4.16) on a finite number of couplings, setting the rest to zero – this corresponds to
a “truncation”-ansatz for the allowed terms in ΓΛ. Due to the self-consistent structure of
the Wetterich equation, this still is a non-perturbative approximation, but the accuracy of a
given truncation is often hard to estimate.
In the FRG application of Sec. 4.2, we will choose a very simple truncation: our main
motivation will be to show that deconfined criticality can arise in principle, and we will not
claim numerical accuracy of critical exponents. Thus, for simplicity we essentially replace
the effective action ΓΛ on the right hand side of Eq. (4.16) by the bare action S with
scale-dependent couplings. Since the Wetterich equation involves a trace, the flow equations
obtained this way are formally correct to one-loop order (the bare action is zeroth loop order
in this language). Without proving it, we expect that this loop expansion correctly reproduces
the qualitative results of the studied phase transition; furthermore, we also consider a large-N
extension of our model where the one-loop result should be accurate.
9 One-particle reducible contributions will not play any role within our level of approximations.
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Gauge theory version
The NCCP1 model, and similarly the model we will study in Sec. 4.2, contain complex
multicomponent fields zα coupled to a non-compact U(1) gauge potential Aµ. While the
multicomponent fields do not present difficulties, the incorporation of gauge fields into the
FRG formalism is far from trivial (see [Gie12] for a detailed review in the context of SU(N)
gauge theories).
Naively, we could try to redo the derivation above, but with a field configuration (z, z¯,Aµ)
(we’ll suppress the components of the scalar fields and the dependence on the conjugated
fields in the following). However, already the definition of the generating functional ZΛ in
step one, Eq. (4.12), does not go through: if we simply integrate over all possible fields Aµ,
this is a gross overcounting, since the fields related by gauge transformations are physically
equivalent. Thus, we must restrict ourselves to one “gauge-orbit”, i.e. fix the gauge. For the
U(1) gauge theory this can simply be done by multiplication with a gauge-fixing term of the
form
exp (−Sgf[A]) , Sgf[A] = 12α
ˆ
x
(∂µAµ)2 . (4.17)
For α→ 0, this can be seen as an exponential representation of a functional delta-function,
which enforces the transversal gauge ∂µAµ = 0.10 So, in principle we could rederive a
Wetterich equation in a gauge fixed version. However, this comes at a big price: when the
constraints due to gauge invariance are abandoned, it is not clear how to choose a meaningful
truncation for the effective action ΓΛ.
One way to circumvent this problem is the so-called background field formalism, which
was introduced in the FRG context by Reuter and Wetterich in Ref. [RW94], and also used
in the FRG study of the NCCP1 model of Ref. [Bar13]; in our FRG analysis in Sec. 4.2, we
follow these two references closely. Let us spell out the main idea, paraphrasing Ref. [RW94]:
First, one defines the generating functional as
ZΛ[J,K;A0] =
ˆ
D(z)D(A) exp
(
− S[z,A0 +A]− Sgf[A]−∆S(s)Λ [z;A0] (4.18)
−∆S(g)Λ [A] +
ˆ
k
(
J¯(k)z(k) + J(k)z¯(k) +KµAµ
))
.
Here, we have expanded the gauge fields around an arbitrarily chosen background field A0,
fixed the gauge for the fluctuating fields A, and introduced infrared cutoffs for both the gauge
field A and the scalar field z. The latter cutoff depends on the background field A0 via the
covariant derivative ∂µ − iA0µ (in real space).
Now, we can introduce WΛ = ln(ZΛ) as before. Defining
φ = δWΛ
δJ¯
, A˜µ = δWΛ
δKµ
, (4.19)
we can then change to the effective action:
Γ˜Λ[φ, A˜, A0] = (4.20)ˆ
k
(
J¯(k)φ(k) + J(k)φ¯(k) +KµA˜µ
)
−WΛ[J,K;A0]−∆S(s)Λ [φ;A0]−∆S(g)Λ [A˜] .
10 For SU(N) gauge theories [Gie12], one additionally picks up a so-called Faddeev-Popov determinant. To
treat it properly, one must introduce fermionic “ghost” fields. Fortunately, for the U(1) gauge theory, the
determinant is simply a constant, or, in other words, the ghost fields do not couple to the physical fields.
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Recombining A ≡ A˜+A0, one can define an effective action that depends on the two fields
A,A0 as
ΓΛ[φ,A,A0] = Γ˜Λ[φ,A−A0;A0] . (4.21)
Importantly, this new effective action is gauge-invariant under simultaneous gauge transfor-
mations of φ,A,A0. It fulfills an exact Wetterich equation [RW94]:
dΓΛ[φ,A,A0]
dΛ =
1
2Tr
[(
d
dΛRΛ[A
0]
)(
Γ(2)Λ [φ,A,A
0] +RΛ[A0]
)−1]
. (4.22)
Here, the scalar part of the regulator depends on A0 as discussed below Eq. (4.18). Thus, we
obtained a gauge-invariant Wetterich equation, which however has an unpleasant dependence
on the arbitrary background field A0. Furthermore, this version of gauge invariance is not
very restrictive, since any function of A−A0 is gauge invariant.
As a way out, Reuter and Wetterich propose to identify A0 with A. This however leads
to problems with the second functional derivative Γ(2)Λ on the right hand side of (4.22), since
δ2
δAδA
ΓΛ[φ,A,A0]
∣∣∣∣
A0=A
6= δ
2
δAδA
ΓΛ[φ,A,A] . (4.23)
To plug this new hole, one first defines
ΓΛ[φ,A] ≡ ΓΛ[φ,A,A0 = A] + CΛ[A] , (4.24)
where CΛ[A] is a freely chosen counterterm discussed below. Now, one can write
Γ(2)Λ [φ,A,A] ' Γ(2)Λ [φ,A] + Γ(2)gf , (4.25)
where Γ(2)gf is a constant contribution stemming from the original gauge-fixing term in (4.18),
with
Γgf =
1
2α
ˆ
x
(
∂µ(Aµ −A0µ)
)2
. (4.26)
In the approximate equation (4.25), we dropped some terms arising due to the relation (4.23):
the counterterm CΛ is chosen precisely such that these extra terms are small. The discussion
of the detailed form of CΛ would take us too far afield – details can be found in Ref. [RW94]),
and in our publication of Sec. 4.2.2. Even for the optimal choice of CΛ, Eq. (4.25) is not
exact, but can be formally assessed to hold to leading loop order, which will be sufficient for
us.
Including the counterterm, an approximate gauge-invariant evolution equation for the
functional ΓΛ[φ,A] defined by Eq. (4.24) finally reads
dΓΛ[φ,A]
dΛ '
dCΛ[A]
dΛ +
1
2Tr
[(
d
dΛRΛ[A]
)(
Γ(2)Λ [φ,A] + Γ
(2)
gf +RΛ[A]
)−1]
. (4.27)
Using this version of the Wetterich equation, and a rather involved truncation, the critical
properties of the NCCP1 model were analyzed in Ref. [Bar13]. Indeed, a critical fixed point
(with one relevant RG direction) was found, indicating a second order phase transition as
predicted by the deconfined criticality theory. Furthermore, an irrelevant RG eigenvalue of
small magnitude was located. In part, this may explain the unusual scaling properties of the
numerical studies, see the discussion below Eq. (4.4).
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4.2 Deconfined criticality in SU(3) magnets
4.2.1 Overview
The continuous nature of the Néel-VBS transition is contingent on the two-sublattice structure
of the square lattice: for instance, this enables the nice vortex-antivortex pinning seen in
Fig. 4.4. Is there a way for obtain deconfined criticality for non-bipartite lattices, say the
triangular lattice? Clearly, for ordinary spin-1/2 Heisenberg models, the answer is no – due
to frustration there is no Néel state in the first place.
In the publication below we show a way around this obstacle: instead of SU(2) spins,
we consider an SU(3) model, where the Hilbert space on each lattice side is spanned by
three-component complex spinors zα, α ∈ {1, 2, 3}, which transform under the fundamental
representation of SU(3). This is very different from previous SU(N) approaches to deconfined
criticality for instance studied in [Kau11, KS12], where bipartite lattices with a fundamen-
tal SU(3) on one sublattice, and an antifundamental SU(3) on the other sublattice were
considered.
Similar to the spin-1/2-case, as parent Hamiltonian of our model we may think of the
antiferromagnetic SU(3) Heisenberg model
HSU(3) = J
∑
〈i,j〉
λiλj − J˜Hpert , J, J˜ > 0, (4.28)
where λ is an 8-dimensional vector of Gell-Mann matrices, the generators of SU(3). The
Heisenberg part is SU(3) invariant, and Hpert indicates further SU(3)-symmetric perturba-
tions, for example ring-exchange terms as studied in [Lai13]. Such an SU(3)-model is not
just a theorists’ fantasy, but for instance arises as a fine-tuned point in a spin-1 Hamiltonian
with “quadrupolar” interactions (the so-called BBQ model, see Ref. [SS13]); furthermore,
SU(N) models can be realized in ultra-cold gas setups, see the paper below for references.
What are the phases of this model? In the Heisenberg limit, J˜ = 0, DMRG studies
[BCL+12] indicate a “color-ordered” ground state which is the three-state analog of the
Néel state. As r = J˜/J is increased, a paramagnetic phase should arise. While there is no
SU(3)-version of the Lieb-Schultz-Mattis theorem in two dimensions yet which prohibits a
featureless gapped paramagnet (related results for chains can be found in Ref. [LWMA17]),
here we focus on a ground state that is an analog of the SU(2) VBS state. In this sixthfold-
degenerate state, the lattice is covered by SU(3) singlets – as can be obtained explicitly
within slave-fermion constructions [Lai13]. A cartoon of the two phases is shown in Fig. 4.5.
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Figure 4.5 Sketch of the transition between a three-color-ordered state (with the colors representing
the single site basis vectors), and the VBS state. The red triangle represents an SU(3) singlet, obtained
from antisymmetrized permutations of a three-site product state. Five additional VBS configurations
can be obtained by rotations around the center of a hexagon, and the blue arrow indicates the sixfold
clock order.
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Borrowing intuition from the SU(2) case, we have studied the phase transition occurring
at r = rc. We find that a deconfined quantum critical point is possible, albeit with several
interesting new features:
◦ While in the classical SU(2) Néel configuration the choice of a spin orientation on one
sublattice uniquely fixes the (antiparallel) one on the other, this is not the case for the
three-color-order: here, the analog of the three-dimensional spin N = 〈σ〉 is an eight-
dimensional flavor vector m = 〈λ〉, and the three color order corresponds to a coplanar
120◦ configuration of the flavor vectors on the three sublattices of the triangular lattice. If
we fix the vector on one sublattice, the remaining two vectors can lie in any plane that
contains the first vector. To accomodate this residual freedom, one can endow the order
parameter vector with a sublattice index, introducing mi, i ∈ {1, 2, 3}, subject to a (120◦)
constraint. A fractionalization similar to the SU(2) case then leads to mi = z¯αiλαβzβi,
with three-component and sublattice dependent spinors zαi; the (120◦)-constraint maps to
orthogonality of the spinors on the three sublattices.
◦ This mapping also entails a threefold U(1) gauge invariance. Therefore, one can guess a
low-energy theory of the phase transition which contains spinors zαi coupled to sublattice
dependent non-compact U(1) gauge fields Ai. This corresponds to three coupled NCCP2
models subject to an orthogonality constraint, and is a rare example of a deconfined
criticality transition outside of the NCCPN universality class.
◦ This theory can be semi-rigorously derived from both sides of the phase transition. On
the color-ordered side, one starts from a generalized non-linear sigma model, and obtains
the gauge field from manipulations similar to Eqs. (4.8), (4.9). We assume that the Berry
phase term renders instantons irrelevant, and the gauge theory is non-compact. This can
be motivated from the VBS side: here, one can consider Z6 vortices, which carry a free
flavor in their core. Since in the corresponding XY model a sixthfold anisotropy is even
more irrelevant than a fourfold one, duality suggests that instantons are indeed irrelevant.
◦ The VBS vortices have a quite intriguing structure: while a vortex can be drawn simply
on each sublattice, there is no way to draw an elementary antivortex with winding number
(−1)! This may be related to the fact that, if a vortex field zαi tranforms under an
elementary SU(3), the corresponding antivortex field which likewise transforms under an
elementary SU(3) (recall our discussion on page 62) and has negative gauge charge is given
by z¯αi = ijkαβγzβjzγk – antivortices can therefore be seen as composite objects. A gauge
theory which accomodates this vortex structure is precisely the one obtained from the
three color side.
◦ To analyze our critical gauge theory, we have softened the orthogonality and normalization
constraints on the spinors with an appropriate potential, which depends on a quadratic
coupling m and three quartic couplings ρn, n ∈ {1, 2, 3}. We then used an FRG analysis in
the background field formalism of Sec. 4.1.3, and a fairly simple truncation – in particular,
we approached the phase transition from the symmetric side where 〈z〉 = 0. In this way,
we do not find a critical fixed point for three-flavor spinors; however, if we generalize
to N flavors, a critical point is indeed obtained for fairly high N . We expect that this
critical point will survive the limit N ↘ 3 for a more involved truncation – at least, such a
situation occurs in the SU(2) case. In total, this lends strong support to the deconfined
criticality scenario in our new model.
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We propose field theories for a deconfined quantum critical point in SU(3) antiferromagnets on the triangular
lattice. In particular we consider the continuous transition between a magnetic, three-sublattice color-ordered
phase and a trimerized SU(3) singlet phase. Starting from the magnetically ordered state we derive a critical
theory in terms of fractional bosonic degrees of freedom, in close analogy to the well-developed description of
the SU(2) Néel—valence bond solid (VBS) transition on the square lattice. Our critical theory consists of three
coupled CP 2 models and we study its fixed point structure using a functional renormalization group approach in
a suitable large N limit. We find a stable critical fixed point and estimate its critical exponents, thereby providing
an example of deconfined criticality beyond the universality class of the CPN model. In addition we present a
complementary route towards the critical field theory by studying topological defects of the trimerized SU(3)
singlet phase.
DOI: 10.1103/PhysRevB.95.184427
I. INTRODUCTION
Deconfined criticality is a concept that has emerged in
recent years to describe quantum phase transitions beyond
the Landau-Ginzburg paradigm [1–3]. Its basic idea is that a
continuous quantum phase transition between two different
symmetry broken phases is generically possible, if it is driven
by the proliferation of topological defects which carry quantum
numbers related to the order parameter of the other phase.
Disordering one phase by condensing topological defects
thus automatically leads to the appearance of the other order
parameter. Such continuous transitions do not arise in the
Landau-Ginzburg framework, where transitions between two
different symmetry broken phases are generically of first order.
The prime example for deconfined criticality is the transi-
tion between a magnetically ordered Néel state and a valence
bond solid (VBS) in SU(2) antiferromagnets on the square
lattice [1–5]. The Néel state spontaneously breaks the spin
rotation symmetry, whereas the VBS state spontaneously
breaks lattice symmetries; the transition can be driven, e.g., by
changing the relative strength of nearest-neighbor exchange
and ring-exchange terms in generalized Heisenberg models
[6]. On both sides of the transition elementary excitations
(either spin waves in the Néel phase, or triplet excitations in
the VBS phase) carry spin S = 1, while the relevant low energy
degrees of freedom at the critical point are fractionalized (or
deconfined) S = 1/2 spinon excitations, which are strongly
coupled to an emergent U (1) gauge field.
Early indications for the existence of such critical points
came about by realizing that the nonlinear sigma model,
describing low energy fluctuations of the Néel state in (2 + 1)-
dimensions, breaks rotation symmetries in the paramagnetic
phase [4,5]. This is due to the fact that Berry phase terms play a
crucial role if singular configurations of the Néel order param-
eter field become important [7]. These singular configurations
are topological defects known as “hedgehogs,” which start to
proliferate and condense at the transition out of the Néel state
and can be viewed as magnetic monopoles of the dual gauge
*D.Pimenov@physik.lmu.de
theory. Since the monopole operator transforms nontrivially
under lattice symmetries, the proliferation of monopoles
automatically gives rise to VBS order. In hindsight, the fact that
the paramagnetic state has to break lattice symmetries comes
as no surprise. This is because unique paramagnetic ground
states with an energy gap do not exist in models with one spin
S = 1/2 per unit cell in two-dimensional systems, due to the
Lieb-Schultz-Mattis-Hastings-Oshikawa theorem [8–10].
Alternatively one can understand the deconfined critical
point by approaching it from the VBS phase. In this case the
Néel state can be viewed as condensate of vortices on the VBS
side, which carry spin S = 1/2 and are the electric charges
of the dual gauge theory [11]. A crucial point in the theory of
deconfined criticality is that the density of monopoles vanishes
at the critical point and the vortices are thus deconfined.
An action for the critical theory can be readily derived by
fractionalizing the Neel order parameter ˆN in terms of bosonic
spinor variables zα (α ∈ {1,2}) as [1,2,12,13]
ˆN = z¯ασ αβzβ , (1)
where σ is the vector of Pauli matrices. Physically, the fields
zα can be identified with XY -type vortices in the VBS phase
which carry spin-1/2 and thus transform as spinors under
SU(2). One can now construct the most general action by
an expansion in powers and gradients of zα that are allowed
by symmetries. In addition, the U (1) gauge redundancy zα →
eiφzα in the mapping (1) has to be incorporated by introducing
a gauge fieldA. The resulting theory is the celebrated euclidean
CP 1 model in 2 + 1 dimensions
SCP1 =
∫
d3x
[∑
α,μ
|(∂μ − iAμ)zα|2 + mzαz¯α
+ ρ(zαz¯α)2 + 14e2F
2
μν
]
, (2)
where the last term is the usual Maxwell term for the gauge
field. Note that the gauge field in Eq. (2) is not compact, i.e.,
monopoles are irrelevant and the gauge theory is deconfined.
The theory in Eq. (2) is strongly coupled and reliable results
only exist in the large N limit of generalized CPN−1 models,
2469-9950/2017/95(18)/184427(13) 184427-1 ©2017 American Physical Society
DIMITRI PIMENOV AND MATTHIAS PUNK PHYSICAL REVIEW B 95, 184427 (2017)
where the field zα has N components. Nevertheless, extensive
theoretical work indicates the presence of a stable critical
fixed point at the relevant value N = 2, suggesting that a
second order phase transition indeed exists [12,14–18]. By
contrast, numerical studies of the SU(2) Heisenberg model
with ring-exchange terms have not reached a consensus yet.
While some early works claimed evidence for deconfined
criticality [6,19], later strong corrections to scaling were
found [20–22], while other works claim that the transition
is weakly first order [23,24]. The situation is much clearer for
particular SU (N ) generalizations of the Heisenberg model,
where deconfined critical points in the universality class of the
CPN−1 model have been found for N > 4 [25–27].
So far, most deconfined critical points in magnets that have
been discussed in the literature are in the universality class of
theCPN−1 model. In this work we are going to study a scenario
for a deconfined critical point in a different universality class.
In particular we consider SU(3) antiferromagnets in two
dimensions, where a spin in the fundamental representation
of SU(3) is placed on each site of a triangular lattice (note that
this is in contrast to the SU (N ) generalizations in Ref. [25],
where spins on the two different sublattices of the bipartite
square lattice transform under fundamental and conjugate
representations, respectively). Such SU(3) antiferromagnets
appear at a specific parameter point of the more general spin-1
bilinear-biquadratic (BBQ) model [28]. Moreover, they can
be realized in systems of ultracold atoms, where they arise in
the strong coupling Mott limit of SU(3) symmetric Hubbard
models with three flavors of fermions. The physics of such
SU (N ) magnets, which host a multitude of novel states, have
been realized in several cold atom setups in recent years
[29–33]. In our work we study possible continuous transitions
between SU(3) analogues of the magnetically ordered Néel
phase and the VBS phase. We argue that the critical theory
can be written in terms of three coupled CP 2 models, which
features a new critical fixed point.
The rest of this paper is outlined as follows: In Sec. II we
introduce the model and discuss the two symmetry broken
phases of interest. A critical theory in terms of a CP
parametrization is constructed in Sec. III starting from both
a nonlinear sigma model description and by fractionalizing
an appropriate order parameter. We briefly discuss the mean
field phase diagram as well. In Sec. IV we perform a one-loop
renormalization group study using the framework of functional
renormalization group (FRG), where we treat the gauge
sector within the background field formalism. Conclusions
are presented in Sec. V, and in Appendix A we outline details
of the FRG computation. Finally, in Appendix B we present
a complementary route to obtain the critical field theory,
by analyzing topological excitations in the trimerized SU(3)
singlet phase.
II. SU(3) ANTIFERROMAGNETS
We consider an antiferromagnetic Heisenberg model on the
triangular lattice with a spin in the fundamental representation
of SU(3) on each lattice site. Its Hamiltonian is given by
H = J
∑
〈i,j 〉
λiλj , J > 0, (3)
= (1, 0, 0)
= (0, 1, 0)
= (0, 0, 1)
FIG. 1. A realization of the three-sublattice color-ordered state of
SU(3) spins on the triangular lattice.
where λi is the eight-dimensional vector of Gell-Mann
matrices, which are the generators of SU(3), and the sum
extends over nearest neighbors. The Hilbert space at lattice site
i is the projective space CP 2 of three-dimensional complex
normalized vectors zi defined up to a phase (for brevity, we will
call them “spinors” in the following). Defining mi = 〈λi〉, the
mean field ground state is the well known 120◦ ordered state
where ∑
i∈
mi = 0, ‖mi‖ = 2√
3
, (4)
for every elementary plaquette  of the triangular lattice.
Its mean field energy is found to be −2J [34]. The SU(3)
flavor vectors mi on the three sublattices are coplanar and
span 120◦ angles, while the corresponding complex spinors
zi on the three sublattices are mutually orthogonal. Note that
this configuration is the direct analog of the SU(2) Néel state
on the square lattice. Indicating the basis vectors of CP 2
with colors red, green, blue, one possible realization of this
color-ordered state is pictorially shown in Fig. 1. In analogy to
the staggered magnetization for ordinary square lattice SU(2)
antiferromagnets, we can define a scalar order parameter for
the color-ordered phase by
mc =
∥∥∥∥∥
∑
i∈A
mi + ei2π/3
∑
i∈B
mi + ei4π/3
∑
i∈C
mi
∥∥∥∥∥ , (5)
where A,B,C are the three sublattices. One can straightfor-
wardly show that mc is maximized in the color-ordered state
out of all possible states.
Numerical studies of the Hamiltonian in Eq. (3) show that
the exact ground state indeed exhibits three-sublattice color
order [35]. Generalized Hamiltonians with additional ring-
exchange terms, which arise naturally from higher order terms
in the usual strong-coupling expansion of the SU (N ) Hubbard
model, have been studied in Refs. [36,37], where a variety
of nontrivial paramagnetic ground states were found. Among
several quantum spin liquid states, a trimerized SU(3) singlet
state was found in Ref. [37]. This state is an analog of the VBS
state in SU(2) spin systems. In the trimerized state the lattice
is covered with SU(3) singlets |S〉 formed by three spins on an
elementary triangle
|S〉 = 	αβγ zα1zβ2zγ 3 , (6)
where εαβγ is the fully antisymmetric tensor of SU(3) and a
summation convention is used for greek indices. The singlets
order in a specific pattern, thereby breaking lattice translation
and rotation symmetries. Here, we will focus on the most
184427-2
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= |S
FIG. 2. A particular realization of the trimerized SU(3) singlet
state. The arrows represent the Z6-clock order parameter.
simple singlet configurations, which can be indexed by a Z6-
clock order parameter. They correspond to a sixfold degenerate
paramagnetic ground state. A pictorial representation of a
trimer state is shown in Fig. 2.
In this paper we want to address the question whether
a direct second order quantum phase transition between the
color-ordered and the trimerized phase is possible, and study
its properties. This transition would be a direct analog of the
deconfined critical point for the Néel-VBS transition in SU(2)
antiferromagnets on the square lattice.
III. CRITICAL THEORY
A. Path-integral derivation of the critical theory
Our critical theory will be based on the nonlinear sigma
model for the color ordered state derived by Smerald and
Shannon [38], which we briefly review in the following. The
starting point is the SU(3)-symmetric point of the bilinear-
biquadratic model, given by
H
SU (3)
BBQ = J
∑
〈i,j 〉
Si · Sj + (Si · Sj )2 , (7)
where Si are spin-1 operators. Up to a constant shift and
rescaling of J , this Hamiltonian is equivalent to Eq. (3) [39]. In
terms of spin-1 coherent states Eq. (7) can then be rewritten as
H
SU (3)
BBQ = J
∑
〈i,j 〉
|di · ¯dj |2 , (8)
where di is a three-dimensional complex normalized vector.
In fact, the overall phase of di is fixed in Ref. [38], but the
precise phase choice is immaterial at this stage of the analysis.
In the next step, the fluctuating fields di are expanded around
a generic color-ordered configuration, which is parametrized
by three mutually orthogonal, complex vector fields z1,z2,z3,
where 1,2,3 correspond to the three sublattices. These fields
fulfill
z¯i · zj = δij . (9)
Deviations from this color order are parametrized in terms
of small “canting” fields l, which can be integrated out at
the quadratic level. Changing to a continuum description and
introducing a kinetic term (which arises in the standard way
from the path-integral construction), the resulting partition
function in the zero temperature limit is given by
Z ∼
∫ ∏
i
˜Dzi
∏
j>i
δ(z¯i · zj − δij ) exp(−S), (10)
where the measure ˜Dzi contains a gauge fixing of the phase
of zi to avoid double counting of physical degrees of freedom.
The euclidean action S appearing in (10) reads
S =
∫
d3x α
∑
i
z¯i · ∂τ zi +
∑
μ,i =j
|z¯i · ∂μzj |2, (11)
where μ ∈ {0,1,2}, and τ = x0 denotes the imaginary time
direction. Here α is a numerical coefficient which depends
on J and the details of the continuum limit and will not be of
importance to us.
An important property of the action in Eq. (11) is its
manifest invariance under sublattice-dependent U (1) gauge
transformations of the form
zi(x) → eiθi (x)zi(x). (12)
For the second term in Eq. (11) this invariance follows from
the orthogonality constraint contained in Eq. (9), while the
first term only picks up a total time derivative under gauge
transformation by virtue of the normalization constraint.
The first term in Eq. (11) corresponds to a topological Berry
phase term. Only singular field configurations should give a
nonzero Berry-phase contribution. By analogy to SU(2), we
can expect these configurations to be hedgehog events, where
an appropriately defined soliton winding number jumps in
time. In the SU(2) case on the square lattice, inclusion of
Berry phase terms renders these events dangerously irrelevant
at the quantum critical point, but relevant in the paramagnetic
phase [1]. In the gauge language, the hedgehogs correspond to
magnetic monopoles, and their irrelevance makes the resulting
U (1) gauge theory noncompact. For SU(3), the soliton struc-
ture on the color-ordered side was recently studied in Ref. [40]
by a homotopy analysis of the ground state manifold, giving
rise to a Z× Z winding number classification. We will not
perform an analysis of the corresponding hedgehog events here
and disregard the Berry-phase terms altogether, assuming that
their only role is to render the U (1) gauge field noncompact
as in the SU(2) case.
Following Refs. [40,41] we can bring the remaining action
in another form by introducing the following real functions of
the zi fields
˜Aiμ = −
i
2
[z¯i∂μzi − (∂μz¯i)zi]. (13)
Under the gauge transformation in Eq. (12) ˜Aiμ transforms as
˜Aiμ → ˜Aiμ + ∂μθi . (14)
With help of these fields, and the identities in Eq. (9), the
Lagrangian is now rewritten as (c.f. [40])∑
μ,i =j
|z¯i · ∂μzj |2 =
∑
i,μ
|∂μzi |2 −
(
˜Aiμ
)2
. (15)
Following Ref. [41] we may trade the z-dependent gauge fields
˜A for z-independent gauge fields A with help of a Hubbard-
Stratonovich transformation of the form
exp
[
˜Aiμ
2] ∼ ∫ ∞
−∞
dAiμ exp
(−Aiμ + 2Aiμ ˜Aiμ). (16)
For Eq. (16) to hold after gauge transformations, the fields A
must inherit the transformation properties of the fields ˜A given
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by (14). Inserting (16) into the partition function, we finally
arrive at
Z =
∫ ∏
i,μ
Dzi ˜DAiμ
∏
j>i
δ(z¯i · zj − δij )
× exp
⎧⎨
⎩−
∫
d3x
∑
i,μ
∣∣(∂μ − iAiμ)zi∣∣2
⎫⎬
⎭. (17)
In writing Eq. (17) we tacitly performed the following
manipulation: the gauge fixing term for the phase of the z fields,
which was contained in the measure ˜Dz in Eq. (10), is carried
over to an equivalent gauge fixing condition in the measure
˜DA in Eq. (17), which will be made explicit by introducing a
standard gauge fixing term later.
The action of Eq. (17) bears close resemblance to the CP 1
action of Eq. (2). In fact, one may imagine a derivation of
Eq. (2) for SU(2) largely analogous to the one presented
above, with two-dimensional zi fields, and two sublattices only.
However, for zi ∈ C2, the orthogonality constraint contained
in Eq. (17) fully determines z2 as a function of z1 (or vice
versa), up to a phase. This can be made explicit by writing
zα2 ∼ 	αβ z¯β1. (18)
Inserting this into (17), the gauge fields couple to the same
z in identical fashion and are indistinguishable. Softening the
unit length constraint on z, one therefore recovers (2) (up to
the Maxwell term, which is generated during the RG flow, see
below).
B. Fractionalizing the order parameter
For spin-1/2 models, a common shortcut in deriving critical
actions is a fractional parametrization of an appropriate real
order parameter [13,42], as shown in Eq. (1) for the Néel
state. We can proceed accordingly, identifying the triple of
physical 8-D flavor vectors mi with 120◦ order from Eq. (4)
as order parameter. The vectors mi parametrize the manifold
of classical ground states, which are, in fact, product states.
Therefore, we can re-express them as
mi = z¯αiλαβzβi , i,α,β ∈ {1,2,3}, (19)
where the fields zi precisely fulfill the normalization and
orthogonality constraints of Eq. (9). The phase ambiguity
in Eq. (19) entails a threefold gauge invariance, and an
action in terms of zi can be readily derived by expanding
in covariant derivatives. This reasoning immediately gives us
our critical theory in Eq. (17). One should note that, while the
above argumentation seems to be limited to the description
of classical order parameter fluctuations, the previous path
integral formulation explicitly shows that the critical theory
does include quantum fluctuations as well.
C. Softening the constraints
The critical theory in Eq. (17) is rather inconvenient to
handle due to the delta-function constraints. We can proceed
by softening the constraints and replace them by an appropriate
potential V (z), which must obey the following properties:
(i) invariance under global SU(3)-rotations zi → ˆUzi ; (ii)
invariance under lattice symmetries, which simply permute
unbounded
3-color-order
ferrimagnetic
ferromagnetic
ρ2/ρ1
ρ3/ρ1
FIG. 3. Mean field phase diagram corresponding to the potential
V (z) from Eq. (20). The dashed lines indicate the phase boundaries.
the sublattice indices (e.g., under rotations with base point on
sublattice 1: z1 → z1,z2 ↔ z3); (iii) U (1) gauge invariance.
Expanding up to quartic terms, the resulting general potential
has the form
V (z) =
∑
i
{m(zi · z¯i) + ρ1(zi · z¯i)2}
+ 2
∑
i =j
{ρ2(zi · z¯i)(zj · z¯j ) + ρ3(zi · z¯j )(zj · z¯i)},
(20)
where the factor of 2 is introduced for later convenience, and
m,ρ1,ρ2,ρ3 are real coupling constants. Our resulting critical
theory therefore reads
S =
∫
d3x
∑
i,μ
∣∣(∂μ − iAiμ)zi∣∣2 + V (z), (21)
which features three CP 2 models coupled via quartic interac-
tion terms.
To gain some insight into the structure of V , let’s perform a
mean field analysis, restricting ourselves to the ordered phase
wherem < 0,ρ1 > 0. It is obvious that the term ∼ρ3 is the only
one which depends on the relative direction of the spinors:
When ρ3 > 0, the spinors are orthogonal on the mean field
level and parallel for ρ3 < 0. Some easy algebra then yields
the following mean field boundaries: First, for ρ3 > 0:
(1) ρ2 < − 12ρ1: For this (unphysical) parameter choice,
the potential is not bounded below.
(2) − 12ρ1 < ρ2 < ρ1: These values correspond to a well-
defined three color order, with nonzero expectation values and
mutual orthogonality for all zi .
(3) ρ2 > ρ3: One finds a “ferrimagnetic” phase, where the
expectation value of two spinors zi is zero.
Second, for ρ3 < 0:
(1) ρ3 < − 12ρ1 − ρ2: The potential is unbounded.
(2) − 12ρ1 − ρ2 < ρ3 < ρ1 − ρ2: Corresponds to a “ferro-
magnetic” phase, where all spinors have a nonzero expectation
value and point in the same direction.
(3) ρ1 − ρ2 > ρ3: Ferrimagnetic phase.
The above phases are summarized in Fig. 3.
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IV. FRG ANALYSIS
A. General FRG setup
We can analyze the possible phase transitions predicted
by the critical action S by looking for its RG fixed points.
To derive the flow equations, our method of choice is
functional renormalization group (FRG), employing conven-
tions from Refs. [17,43]. The backbone of this analysis
is the functional Wetterich equation, which describes the
running of the scale-dependent Legendre effective action 
under variation of the momentum cutoff scale . At the
initial UV scale 0, 0 reduces to the bare action S; for
 → 0,  becomes the Legendre transform of the true
generating functional of connected Green’s functions. This
is achieved by successively integrating out UV degrees of
freedom via inclusion of regulator terms R, which suppress
IR fluctuations. Taking functional derivatives, the flow of
 can then be projected on the flow of the coupling
constants.
While the FRG treatment of the scalar sector is very
straightforward, technical difficulties arise upon including
gauge degrees of freedom. Several workarounds are available
[44]; following previous treatments of CPn models [16,17,45–
47], we will employ the background field formalism, intro-
duced by Reuter and Wetterich. Its main idea is to work with an
effective action  which is manifestly gauge invariant, while
at the same time containing a gauge-fixing term necessary
for well-defined functional integrals in the first place. This
gauge-invariant formulation allows us to choose a meaning-
ful truncation of , as necessary to make any technical
progress.
To implement this idea, one first expands the dynamical
gauge fields A appearing in the bare action around some
fixed background field ¯A (we suppress indices for now),
which gauge transforms in the standard way. The effective
action , obtained via an appropriate Legendre transform
of S, then depends on A = 〈A〉 ,φ = 〈z〉, and ¯A (averages
are taken w.r.t. to S along with sources and regulator terms),
and is gauge invariant under gauge transformations of both
¯A,A, and φ. However, since arbitrary powers of ( ¯A − A) are
gauge invariant, using [A, ¯A,φ] is still inconvenient, and
one needs to eliminate the field ¯A. This can be achieved by
identifying it with A. In doing so, one picks up spurious
functional derivatives, which can be partially accounted for
by an appropriate gauge-invariant counterterm C(A). This
term will modify the flow equation of the gauge coupling only.
Ultimately, defining an appropriate effective action, one arrives
at the following approximate flow equation
∂
∂l
[φ,A]
 1
2
Tr
[
∂
∂l
R[A]
(

(2)
 [φ,A] + (2)gf +R[A]
)−1]
+ ∂
∂l
C[A]. (22)
Here l is the logarithmic RG scale, connected to the momentum
cutoff-scale  by
 = 0 exp(−l). (23)

(2)
 and 
(2)
gf are second derivatives of  and the gauge-fixing
term gf (we choose the Lorenz gauge) w.r.t. the fields A,φ.
All objects on the r.h.s. of (22) are matrix valued in (φ, ¯φ,A)
space, and the trace involves a summation in this space as well
as over all internal indices.
To proceed, we need to specify an ansatz for an effective
action . We choose it to be equal to the bare action, with
running couplings, a standard wave-function renormalization
term Z, and lattice-dependent Maxwell terms coupled by
a running gauge charge e. Explicitly writing out the index
structure and employing Einstein sums we have
[A,φ] =
∫
d3x
{
Z
∣∣(∂μ − iAiμ)φαi∣∣2 + mφαi ¯φαi
+ ρˆijklφαi ¯φαjφβk ¯φβl +
1
4e2
(F iμν)2
}
, (24)
where ρˆ is a compact notation for the quartic potential terms
of the form
ρˆijkl =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ρ1 , i = j = k = l
ρ2 , i = j, k = l, i = k
ρ3 , i = j, i = l, k = j
0 else.
(25)
Roman letters always denote sublattice indices, α,β,γ SU (3)
indices, and μ,ν spacetime indices. One should note that
all gauge charges are equal, as required by translational
invariance, which permutes the gauge field sublattice indices.
Also, we disregard terms which couple the gauge fields on
different sublattices to each other, since they renormalize on
two-loop level only. Specifying the regulator R[A] and the
counterterm C[A], we can obtain the one-loop flow equation
of the couplings from the central equation (22) by taking
appropriate functional derivatives w.r.t. the fields. A pictorial
representation of these flow equations is shown in Fig. 4.
Unlike earlier studies of CPn models, we take the
functional derivatives at zero scalar fields for simplicity,
approaching the fixed point from the symmetric phase. This
usually leads to numerically less precise results for the critical
exponents, but is sufficient to determine the fixed point
structure of our theory. To correct for these truncation related
errors, we derive the flow equations for general SU (N ), i.e.,
we extend the summations over the three SU(3) indices α,β in
Eq. (24) to a summation which ranges from 1 to N . We then
study the behavior of the flow equations in the large N limit. In
the CPN−1-case, this was shown to yield qualitatively correct
results in Ref. [16].
Technical details of the derivation are given in Appendix A.
We phrase the flow equations in terms of dimensionless
quantities
m˜ = m
2Z
, ρ˜i = ρ

i
Z2
, e˜2 = e
2


. (26)
Furthermore, we introduce the anomalous dimension of the
scalar fields as
η ≡ ∂
∂l
log(Z). (27)
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∂
∂lmΛ =ˆ +
+
+
∂
∂lρ
Λ
1 =ˆ
∂
∂lρ
Λ
2/3 =ˆ
∂
∂lZΛ =ˆ
∂
∂l1/e
2
Λ =ˆ
FIG. 4. Diagrammatic representation of the flow equations. Full
(wiggly) lines denote scalar (gauge) field propagators, while blue
square (triangles) denote four-point (three-point) vertices. Vertical
lines represent regulator insertions.
The flow equations obtained this way read
∂
∂l
m˜ = m˜ · (2 − η)
+ e˜
2(m˜ + 1)2 + 2((N + 1)ρ˜1 + 2(Nρ˜2 + ρ˜3))
3π2(m˜ + 1)2
(28)
∂
∂l
ρ˜1 = ρ˜1 · (1 − 2η)
− 4
(
e˜4(m˜+1)3+(N+4)ρ˜21+2
(
Nρ˜22+2ρ˜3ρ˜2 + ρ˜23
))
3π2(m˜ + 1)3
(29)
∂
∂l
ρ˜2 = ρ˜2 · (1 − 2η)
− 4
((N+2)ρ˜22+2ρ˜1((N+1)ρ˜2 + ρ˜3)+2ρ˜3ρ˜2+ρ˜23)
3π2(m˜ + 1)3
(30)
∂
∂l
ρ˜3 = ρ˜3 · (1 − 2η) − 4ρ˜3((N + 1)ρ˜3 + 2ρ˜1 + 4ρ˜2)3π2(m˜ + 1)3 (31)
∂
∂l
e˜2 = e˜
2(12π2(m˜ + 1) − Ne˜2)
12π2(m˜ + 1)
+ e˜
4N (m˜√m˜ + 2 − 2(m˜ + 1) coth−1(√m˜ + 2))
12π2(m˜ + 1)(m˜ + 2)3/2
(32)
η = − 8e˜
2(m˜ + 2)
9π2(m˜ + 1)2 . (33)
B. Fixed point structure
Let’s analyze the fixed point structure of the above flow
equations. The fixed points are obtained by numerically
solving for the zeros of the beta functions. Linearizing
the beta functions around the fixed points and determining
the eigenvalues of the resulting coefficient matrix, one can
then derive the stability properties. Note that the coefficient
matrix is in generally not symmetric (s.t. the left and
right eigenvectors do not coincide), but always found to be
diagonalizable.
As a sanity check, one can set ρ˜2 = ρ˜3 = 0 [which is
of course a solution to Eqs. (30) and (31)]. Then, our
model simply reduces to three copies of the standard CPN−1
model, and we can compare the fixed point structure to prior
treatments, in particular to the large N analysis of Bergerhoff
et al. [16]. For small or moderate N , as can be deduced from
Eq. (32), no fixed point at nonzero gauge charge is found,
and the flow equations reduce to the ones of the usual O(2N )
model: The gauge field fluctuations are not strong enough to
renormalize the scalar sector. As a result, there are just two
fixed points: the Gaussian and the Wilson-Fisher fixed point,
which has one additional unstable direction corresponding to
the gauge charge. Since the scalar field anomalous dimension
is exclusively generated by gauge field fluctuations within our
treatment (η ∼ e˜2), in this regime we find η = 0.
The picture changes for N > 353, where two further
fixed points at nonzero gauge charge appear, corresponding
to additional zeros of the gauge charge beta function (32).
The analytical structure of these additional fixed points is
transparent in the limit N → ∞: First, one observes that the
gauge flow equation (32) has the form
∂
∂l
e˜2 = e˜2 · (1 − Nf (m˜) · e˜2) , (34)
where f (m˜) is some function; for m˜ sufficiently larger than −1,
which is always fulfilled for meaningful fixed points, f (m˜) is
of order 1. Therefore, the fixed point value e˜2 scales as 1/N .
Linearizing (34), the corresponding RG eigenvalue is −1.
Since e˜2 ∼ 1/N , the leading N behavior of the scalar sector
near the fixed points then completely decouples from the gauge
sector, and the scalar flow equations reduce to:
∂
∂l
m˜ = 2m˜ + 2
3π2
N · ρ˜1(1 + m˜)2 +O
(
1
N
)
(35)
∂
∂l
ρ˜1 = ρ˜1 − 43π2 N ·
ρ˜21
(1 + m˜)3 +O
(
1
N2
)
. (36)
These equations have the usual Gaussian and Wilson-Fisher
fixed points. At e˜2 > 0, the Gaussian fixed point of the
scalar sector gives rise to the “tricritical fixed point” [48] of
the full theory, while the Wilson-Fisher fixed point of the
scalar sector determines the critical fixed point of the full
theory; the leading large N values of the latter read m˜ =
−1/5,ρ˜1 = 48π2/(125N ), with corresponding eigenvalues√
5/2, −√5/2 [49]. Focusing on the critical fixed point,
we can also recover the subleading terms in 1/N from a
numerical evaluation of the full flow equations. The relevant
fixed point values are shown in Table I (right column),
and the RG eigenvalues obtained are presented in Table II
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TABLE I. Fixpoint values of the stable fixed point (one relevant
operator) for the full theory of the flow equations (28)–(32) (left
column), and the CPN−1 theory obtained by setting ρ˜2 = ρ˜3 = 0
(right column), to next to leading order in 1/N . The last two
quantities, being strongly truncation dependent, are given to leading
order only.
Full theory CPN−1 theory
m˜ −1/5 + 14/N −1/5 + 13/N
ρ˜1 48π 2/125 · 1/N − 110/N2 48/125π 2 · 1/N − 120/N2
ρ˜2 −144π 2/125 · 1/N2 0
ρ˜3 48π 2/125 · 1/N + 290/N2 0
e˜2 54/N 54/N
η −14/N −14/N
(right column). Note that the RG eigenvalues correspond to
scaling operators which are linear combinations of the original
couplings.
While the qualitative N dependence of all relevant quanti-
ties coincides with the findings of Ref. [48], their numerical
values are rather distinct. E.g., for the anomalous dimension η,
our result − 14/N is quite different from the result−0.31/N
given by Ref. [48]. This can be attributed to the fact that
we disregarded any contribution to η arising from the scalar
sector, since we approach the fixed point from the symmetric
phase. As we merely want to clarify if a stable fixed point
exists for our full theory, we will overlook these numerical
deviations.
Having discussed the CPN−1 case we now return to the
full theory in question, where ρ˜2,ρ˜3 = 0 in general. Solving
for zeros of the flow equations numerically, we find a quite
similar fixed point structure as before: For small N , four
unstable fixed points with vanishing gauge charge are found.
When N is increased (above N & 20), additional unstable
zero gauge fixed points are found. For N > 353, unstable
fixed points at nonzero gauge charge appear. Finally, for
N > 382, a stable critical fixed point is found, out of a total
ofO(15) fixed points. We can determine its large N properties
(semi)analytically as follows: First, we perform a numerical
large N scaling analysis, which reveals the same scaling
behavior as in the CPN−1 case for m˜,ρ˜1,e˜2 , and furthermore
ρ˜2 ∼ 1/N2,ρ˜3 ∼ 1/N . We then insert this behavior back
into the flow equations and keep the terms that are leading
in 1/N only. This yields the following result: As before, the
beta functions for m˜,ρ˜1 decouple and take the forms (35),
TABLE II. RG eigenvalues of the critical fixed point, in next to
leading order in 1/N .
Full theory CPN−1 theory√
5/2 + 20/N √5/2 + 18/N
−√5/2 + 190/N −√5/2 + 180/N
−1 + 90/N −1 + 80/N
−1 − 24/N
−1 + 90/N
(36). The relevant solution is the Wilson-Fisher fixed point,
with the same leading behavior of the fixed point values and
RG eigenvalues as before. The remaining large N form of
the flow of ρ˜2,ρ˜3 reads, upon inserting the critical values
m˜,ρ˜1:
∂
∂l
ρ˜2 = −ρ˜2 − 2ρ˜3
N
− 125ρ˜
2
3
48π2
+O
(
1
N3
)
(37)
∂
∂l
ρ˜3 = ρ˜3 − 125Nρ˜
2
3
48π2
+O
(
1
N2
)
, (38)
with relevant fixed point solution
ρ˜2 = −
144π2
125N2
, ρ˜3 = 48π
2
125N
, (39)
and eigenvalues (−1,−1). The subleading behavior is then
again determined numerically and is shown in Tables I and II
(left columns). As a result, we find that the scaling properties
of the previous critical point of the CPN−1 model are only
slightly modified by the presence of the two additional
irrelevant couplings ρ˜2, ρ˜3. Finally we can estimate the
correlation length exponent ν, which corresponds to the
inverse of the relevant RG eigenvalue and takes the value
ν = √2/5 −O(1/N )  0.63 in the large N limit.
In our simple truncation a stable fixed point only appears
for sufficiently large N . This is a well known problem in the
RG treatment of gauge theories, which are often plagued by
runaway RG flows [14]. However, since the stable CPN−1
fixed point does survive in the limit N → 2 when a more
involved truncation is used [16,17], we conjecture that the
same holds true for our theory in the interesting limit N → 3.
C. Interpretation of the critical fixed point
As stated in the introduction, there is solid evidence that
the critical point of the CP 1 model describes the phase
transition between the Néel phase and the valence bond solid
in square lattice systems. By analogy, it seems natural to
associate the critical fixed point found above with a continuous
phase transition between the three-color-ordered state and a
paramagnet, possibly the trimer state discussed in Sec. II.
However, this immediate interpretation is hindered by the fact
that our phase diagram in the magnetically ordered phase (see
Fig. 3) allows for three different magnetically ordered phases.
As an attempt to resolve this conundrum, we give the
following argument: At least in the large N limit, the values
of the critical fixed point fulfill the relations (see Table I)
m˜ < 0, ρ˜1 = ρ˜3  |ρ˜2|. (40)
These parametric relations will also carry over to the non-
rescaled coupling values [see Eq. (26)], at every finite value
of the cutoff scale . Comparing with the phase boundaries
given in Sec. III 3., we therefore see that, at least on the mean
field level, the bulk phase “adjacent” to the critical fixed point
is indeed the three-color-ordered phase.
At this point our analysis doesn’t make any statement
about the structure of the paramagnetic state. In particular,
it is not obvious why the paramagnet should be of the
trimerized SU(3) singlet type. While for SU(2) the ground
state cannot be a trivial disordered paramagnet due to the
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Lieb-Schultz-Mattis-Hastings-Oshikawa theorem [8–10], to
our knowledge no direct generalization of this theorem to
SU(3) magnets in two dimensions is available. In addition,
the detailed analysis of Berry phase effects in the SU(2) case
shows that the paramagnetic phase breaks lattice symmetries
as expected in the VBS phase, which is a strong argument in
favor of the dQCP scenario. Even though we do not present
an analysis of Berry phase effects for the SU(3) problem
in this work, we give a complementary derivation of our
critical theory starting from the paramagnetic, trimerized VBS
phase in Appendix B. The fact that the same critical theory
describes the transition out of both ordered phases provides
a strong argument that our theory indeed provides the correct
description of the deconfined quantum critical point.
V. CONCLUSIONS AND OUTLOOK
This paper explored the possibility of a deconfined quantum
critical point in SU(3) magnets on the triangular lattice. Guided
by the analogy to SU(2) magnets on the square lattice, we con-
structed a critical theory for the continuous transition between
a magnetically ordered three-sublattice color-ordered phase
(the analog of the Néel phase) and a trimerized SU(3) singlet
phase (the analog of the VBS phase). This theory consists
of three CP 2 models coupled by quartic interaction terms.
Employing the functional renormalization group method in a
suitable large N limit, we located a stable critical fixed point,
which is not in the universality class of the CPn model.
Our derivation of the critical field theory starts from the
magnetically ordered phase. One drawback of this approach
is that the properties of the paramagnetic state are encoded
in subtle Berry phase effects, which we did not analyze in
this work. However, we provide a strong argument that our
field theory correctly describes the deconfined critical point by
presenting an alternative derivation of the same critical field
theory starting from the paramagnetic VBS phase (details can
be found in App. B). Nevertheless, a detailed analysis of Berry
phase effects in the spirit of Haldane’s work [7], checking that
they result in a sextupling of hedgehog events, implying the
noncompactness of our critical theory and eventually giving
rise to the sixfold degenerate trimer phase, would further
substantiate our claim and we leave this problem open for
future study.
Additionally, in order to substantiate our understanding
of the critical action, it would be interesting to analyze the
constraint softening that leads to its final polynomial form.
One possible way to achieve this would be to combine the
three mutually orthogonal spinors to an SU(3) matrix order
parameter. The resulting theory is then a matrix field theory
where the orthogonality constraint is rigorously incorporated
(see also Ref. [38]).
A more advanced RG study of our critical field theory
would be worthwhile as well. Even though our fRG analysis
shows that a new stable critical fixed point exists, the fact that
it appears only at rather large N is clearly a shortcoming of our
simple truncation scheme. Similar problems are well known in
the context of the CPn model, where simple RG approaches
give rise to runaway RG flows at small N . Nevertheless, we
expect that the large N critical fixed point survives in the
limit N → 2. Within fRG this could be analyzed using a
more sophisticated truncation scheme. Finally, one can easily
generalize our approach to other interesting SU (N ) magnets
in two dimensions, such as SU (4) on the square lattice,
where a dQCP between a magnetically ordered phase and
a quadrimerized singlet phase is possible.
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APPENDIX A: DERIVATION OF THE FLOW EQUATIONS
In this Appendix, we present the derivation of the flow
equations (28)–(33). Let us first explicitly denote the gauge
fixing term by
gf = 12αgf
∑
i
∫
dDx
(
∂μA
i
μ
)2
. (A1)
We will work in the limit αgf → 0, which fixes the transversal
gauge.
Next, we specify the regularization procedure. Following
[17], we employ the Litim regulator R[A], which will allow
for simple analytic evaluations since momentum integrals are
rendered trivial. When evaluated at zero gauge field, its scalar
and gauge field components in momentum space take the form
R
φ
(k) = Z(2 − k2)θ (2 − k2) (A2)
RA(k) =
1
e2
(2 − k2)θ (2 − k2). (A3)
At nonzero gauge fields, we need to replace ordinary deriva-
tives by covariant ones in the real-space version of the scalar
regulator (A2), but this will only be of relevance for the flow
of gauge coupling, to be discussed therein.
Having specified all ingredients to the Wetterich equation
(22) (except for the counterterm C, see below), we can
compute the running of the couplings. The running of the
mass term reads
∂
∂l
m = 12Tr
[
∂
∂l
R
(
− ˆG δ
2 ˆ
(2)

δφ11(0)δφ11(0)
ˆG
)]∣∣∣∣
φ=0,A=0
,
(A4)
where the argument of φ11, ¯φ11 denotes zero momentum.
The propagator matrix ˆG has the following structure in field
derivative space
ˆG =
⎛
⎜⎜⎝
δφ δ ¯φ δA
δφ 0 Gφ 0
δ ¯φ Gφ 0 0
δA 0 0 GA
⎞
⎟⎟⎠, (A5)
with scalar and gauge field components in the transversal gauge
Gφ(p,β,j ; k,α,i) = δij δαβδ(k − p) · 1
Zk2 + m + Rφ(k)
(A6)
GA(p,ν,j ; q,μ,i) = δij δ(q + p) · δμν − qμqν/q
2
q2/e2 + RA(q)
. (A7)
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The same field space structure applies to the regulator matrix R, with components as given in (A2). Performing the trace over
field space in (A4) results in
∂
∂l
m = tr
∫
k
[
∂
∂l
R
φ
(k)
(
−Gφ(k)
δ2
¯φφ(k)
δφ11(0)δφ11(0)
Gφ(k)
)
+ 1
2
∂
∂l
RA(k)
(
−GA(−k) δ
2AA(k)
δφ11(0)δφ11(0)
GA(−k)
)]∣∣∣∣ φ=0
A=0
,
(A8)
where tr denotes the sum over all discrete indices, ∫
k
≡
∫
d3k
(2π )3 ,
and 
¯φφ,AA are the field space components of the vertex operator ˆ(2) in obvious notation.
It should be noted that diagrams for the mass flow involving three-point vertices are absent in the transversal gauge. The
running of the quartic couplings ρ1,2,3 can be obtained in analogous manner, using
∂lρ

1 =
1
4
δ4∂l
δφ11(0)δφ11(0)δφ11(0)δφ11(0)
∣∣∣∣
φ=0,A=0
∂lρ

2 =
1
2
δ4∂l
δφ11(0)δφ11(0)δφ22(0)δφ22(0)
∣∣∣∣
φ=0,A=0
∂lρ

3 =
1
2
δ4∂l
δφ11(0)δφ12(0)δφ22(0)δφ21(0)
∣∣∣∣
φ=0,A=0
. (A9)
For general external indices the required fourfold derivative reads
δ4∂l
δφα4i4 (0)δφα3i3 (0)δφα2i2 (0)δφα1i1 (0)
∣∣∣∣
φ=0,A=0
= 1
2
Tr
[
∂
∂l
R
(
ˆG
δ2 ˆ
(2)

δφα4i4 (0)δφα3i3 (0)
ˆG
δ2 ˆ
(2)

δφα2i2 (0)δφα1i1 (0)
ˆG + permutations
)]
,
(A10)
where all possible permutations of the external field derivatives acting on ˆ(2) need to be taken into account. Performing the trace
over field space yields, for the flow of ρ1 , a similar structure as Eq. (A8), see Fig. 4. By contrast, the flow equations for ρ2/3 do
not pick up any contributions from the gauge sector, which is a consequence of the lattice dependence of the gauge fields.
Similarly, the running of the wave-function renormalization can be extracted from
∂
∂l
Z = ∂
∂p2
δ2∂l
δφ11(p)δφ11(p)
∣∣∣∣
p=0
= ∂
∂p2
1
2
Tr
[
∂
∂l
R
(
ˆG
δ ˆ
(2)

δφ11(p)
ˆG
δ ˆ
(2)

δφ11(p)
ˆG + φ11 ↔ ¯φ11
)]∣∣∣∣
p=0
= ∂
∂p2
1
2
tr
∫
k
[
GA(k)
[
δAφ
δφ11(p)
]
(−k,p + k,p) Gφ(p + k)
[
δφA
δφ11(p)
]
(k,p,p + k) GA(k)∂lRA(−k) + φ11 ↔ ¯φ11
]∣∣∣∣
p=0
,
(A11)
where the second term in (A11), obtained by permuting the fields, has a similar momentum structure as the first one.
To evaluate the flow equations (A8), (A10), (A11), one needs to insert the appropriate vertex terms. They read
δ4
δφα4i4 (0)δφα3i3 (0)δφα2i2 (k)δφα1i1 (p)
= (2ρˆi1i2i3i4δα1α2δα3α4 + 2ρˆi1i4i3i2δα2α3δα1α4)δ(k − p) (A12)
δ4
δφ11(0)δφ11(0)δA1μ(k)δA1ν(p)
= 2Zδμνδ(k + p) (A13)
δ3
δφ11(p)δφαi(q)δAjμ(k)
= −Zδi1δj1δα1δ(p − q − k) · (pμ + qμ). (A14)
Inserting these vertices, and the Litim cutoff, all momentum
integrations are rendered trivial, and the flow equations are
readily computed—see main text, Eqs. (28)–(33).
The flow of the inverse gauge coupling (1/e2) could be
derived in a similar manner, by taking an appropriate mo-
mentum derivative of the diagram shown in Fig. 4. However,
to avoid ambiguities arising from the sharp Litim cutoff, we
instead follow the recipe presented by Reuter and Wetterich
in Refs. [46,47]. Adapted to our lattice-dependent gauge field
setup, its main idea is as follows: We start from  in real space
and evaluate it at a field configuration where φ, ¯φ,A2,A3 = 0
and the gauge field of sublattice 1 is such that it corresponds
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to a constant magnetic field B. Then
 =
∫
d3x
1
4e2
· 2B2 = 1
e2
· 1
2
B2, (A15)
where  is the system volume. Now, the flow of 1/e2
can be obtained by evaluating the right hand side of the
Wetterich equation (22) in the field configuration described
above, and singling out the coefficient proportional to B2.
By construction of the effective action, on the r.h.s. of (22)
the vector potential A enters only via the squared covariant
derivative −D(A)2, where D(A)μ = ∂μ − iAμ. Fortunately,
the spectrum of −D(A)2 in the given field configuration is
explicitly known; it is related to a summation over Landau
levels. Using the Euler-McLaurin summation formula to
evaluate the sum, the flow of the gauge coupling is then derived
as
∂
∂l
(
1
e2
)
= 1
24π2
N∑
α=1
∫ ∞
0
dx x−1/2
d
dx
(
∂lR
φ
(x)
× 1
Zx + m + Rφ(x)
)
+ ∂
∂l
(
1
e2
)∣∣∣∣
C
,
(A16)
where the second summand denotes the contribution from C
specified below. To compute the integral, it is convenient to
use the prescription
lim
	→0
lim
δ↘0
N
24π2
∫ ∞
δ
dx x−1/2
d
dx
(
∂lR	(x)
Zx + m + R	(x)
)
,
(A17)
where R	 is a version of the Litim cutoff smoothened over
a small momentum range 	. Then, integrating by parts, the
integral is easily solved, and the limits can be taken without
problems.
Let’s now consider the extra term C. Following [46],
an appropriate form of C, which cancels the spurious
background-field derivatives from the Wetterich equation, is
given by
C[A]  −12Trφ
[
log
(
1 + R
φ
[A]
Z2 + m
)]
. (A18)
The notation Trφ indicates that the trace only extends over the
scalar sector in field space; in general,C also has contributions
from the gauge sector, but these are not of relevance for the
flow equations at our level of truncation.
One should note that the ansatz Eq. (A18) works best
for regulators whose l derivatives are strongly peaked near
momenta . This does not hold true for the Litim regulator.
However, as already mentioned, the error made this way is of
two-loop order. To be on the safe side, we have also checked
that a Litim adaption of Eq. (A18) with an extra parameter does
not modify the qualitative analytical structure of the stable
fixed point we are after.
To compute the C contribution to the running of 1/e2,
following the logic above we need to evaluate the l derivative of
(A18) in the field configuration corresponding to the constant
magnetic field on sublattice 1. Again using the Landau-level
FIG. 5. Sketch of the four degenerate ground states of the SU(2)
VBS. The red lines indicate SU(2) singlets, the blue arrows represent
the Z4 order. This picture was adapted from Ref. [11].
summation, this leads to
∂
∂l
(
1
e2
)∣∣∣∣
C
= − N
24π2
∂
∂l
∫ ∞
0
dxx−1/2
∂
∂x
log
(
1 + R
φ
(x)
Z2 + m
)
.
(A19)
This form can easily be evaluated analytically. Rephrasing the
so-derived flow equations in terms of dimensionless quantities,
one obtains the flow equations as given in the main text,
Eqs. (28)–(33).
APPENDIX B: FIELD THEORY FROM THE TRIMER SIDE
In this Appendix we present an alternative construction of
the critical theory in Eq. (21) by starting from the trimerized
VBS phase. To this end, let us first recapitulate the approach
by Levin and Senthil for the SU(2) case on the square lattice
[11], which we will follow here.
The columnar SU(2) VBS order can be described by a
Z4 clock order parameter and admits four degenerate ground
states, sketched in Fig. 5. The natural field theory that captures
this Z4 order is an XY model with a quartic anisotropy term
cos(4θ ), which is known to be dual to a compact U (1) gauge
theory with magnetic monopoles by means of the particle
vortex duality [15]. The topological excitations of this model
areZ4 vortices, where four VBS domain walls merge at a single
point. On the gauge theory side, they correspond to electrically
charged bosons. Proliferating these vortices destroys the VBS
order, consequently they are a natural starting point to construct
a theory for the deconfined QCP. Levin and Senthil now made
the following crucial observations: (i) the vortices always carry
a free spin at the core (see the sketch in Fig. 6). Therefore, the
corresponding field theory is a modified XY model with an
additional spinor structure, or equivalently aU (1) gauge theory
of charged bosons zα with charge q = 1, which transform as
FIG. 6. Sketch of the vortex and antivortex in the SU(2) case.
The black circle indicates the vortex core, which carries a free spin.
A translation by a lattice unit vector takes a vortex into an antivortex.
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spinors under SU(2)
zα
SU (2)−→ Uαβzβ zα U (1)−→ eiφzα. (B1)
(ii) the Z4 structure of the vortices is encompassed in the
cos(4θ ) term. For the standard XY model, this term is known to
be irrelevant at the quantum critical point, and it is reasonable
to expect that this will be the case for the modifiedXY model as
well. (iii) expanding the action in the spinor fields zα and their
derivatives, one therefore immediately arrives at the standard
CP 1 model in Eq. (2).
The Higgs phase of the CP 1 model can then be identified
with the Néel state as follows. Vortices are always centered
on one sublattice, while antivortices are centered on the other
sublattice. A lattice translation by one unit vector thus takes
a vortex into an antivortex (see Fig. 6). Both vortices and
antivortices must transform under the fundamental represen-
tation of SU(2), since both carry a free spin. Furthermore,
the antivortex must have U (1) gauge charge q = −1. As the
vortex is represented by zα , the antivortex must be represented
by 	αβ z¯β , which fulfills both these requirements. Therefore, a
translation operation acts as
zα → 	αβ z¯β, (B2)
flipping the vortex spin. This immediately shows that conden-
sation of vortices results in antiferromagnetic Néel order.
The CP 1 model in Eq. (2), obtained as critical continuum
theory from this elegant reasoning, does not make any explicit
reference to the sublattice structure. This structure is hidden
in the transformation property of the spinors (B2). Note that
a lattice translation is equivalent to time reversal in this case
(which makes sense since it turns a vortex into an antivortex),
and so also flips the spatial components of the gauge field
Aj → −Aj .
Let’s now make the sublattice structure explicit by assigning
the field zα1 to the vortex (which sits on sublattice 1) and the
field zα2 to the antivortex (which sits on sublattice 2). As a
lattice translation takes zα1 to zα2, Eq. (B2) translates to
zα2 = 	αβ z¯β1. (B3)
This relation can also be understood from the simple reasoning
that it must be possible to break up a SU(2) singlet in the
VBS phase into a vortex-antivortex pair or vice versa. In the
Lagrangian this process corresponds to a term of the form
εαβzα1zβ2 ≡ z¯α1zα1 (B4)
which is indeed an SU(2) singlet and charge neutral under
U (1), as required.
When we derived the SU(3) critical theory from the
three-color-ordered side in Sec. III 1., we asserted that a
SU(2) derivation along the same lines was clearly possible;
this derivation results in Eq. (18): zα2 ∼ 	αβ z¯β1. That is, one
obtains the same relation as in Eq. (B3), but without fixed
relative phase. The fact that the relative phase is not fixed
will a priori lead to two different, sublattice dependent gauge
fields Aiμ. However, this enlarged gauge redundancy does not
lead to different properties of the dQCP in the SU(2) case,
because the two U (1) gauge fields couple to the field zα in
precisely the same way after using Eq. (18). To summarize,
for the SU(2) case the difference between our derivation and
FIG. 7. Two out of six degenerate ground states of the trimer state.
The red triangles indicate SU(3) singlets; the blue arrows represent
the Z6 order.
the VBS derivation by Levin and Senthil lies solely in the fact
that the relative phase of the fields zαi is fixed by the latter.
Let us now attempt a derivation of our critical theory for
the SU(3) case from the trimer side. We will only consider
coverings of the triangular lattice with SU(3) singlets which
have the same unit cell as the three-color-ordered state (three
times the unit cell of the triangular lattice). There are six
such coverings, corresponding to six degenerate paramagnetic
ground states. Two of them are shown in Fig. 7. Consequently
a natural description of this trimer state is a Z6 clock model,
respectively an XY model with sixfold anistropy cos(6θ ).
Again, the anisotropy term is irrelevant at the critical point,
so we’re not going to consider it further.
In analogy to the SU(2) case it is easy to see thatZ6 vortices
carry a free SU(3) spin, as shown in Fig. 8. Interestingly, it is
not possible to draw a corresponding antivortex, however. As
we will argue below, this is due to the fact that an antivortex
transforms under the conjugate representation in the SU(3)
case and thus cannot carry a single free SU(3) spin at its core.
The fundamental degrees of freedom in our theory are thus
bosonic fields zαj which describe a vortex on sublattice j
transforming under the fundamental representation of SU(3),
coupled to a U (1) gauge field
zαj
SU (3)−→ Uαβzβj zαj U (1)−→ eiφj zαj . (B5)
As a next step, we need to find an analog of Eq. (B3) for
the SU(3) case in order to determine how antivortices are
represented in our theory. By the above rationale we should
FIG. 8. A vortex zα1 centered on sublattice 1. The black circle
represents the free SU(3) spin and the dashed green lines indicate the
domain walls.
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FIG. 9. Two composite vortices centered on sublattice 1, which
we represent by the fields xα1 (left) and yα1 (right), respectively. We
identify vortices which are obtained from xαi,yαi by space reflection
along the axis indicated in Fig. 8 with xαi,yαi , accordingly.
aim at a theory with a fixed relative phase. As we argue below,
the direct generalization of (B3) to our case of interest is given
by (summation convention over repeated indices is implied)
z¯αi = 	ijk	αβγ zβj zγ k, (B6)
which only works if we simultaneously demand |zαi | = 1 for
all three sublattices i. Again, this equation can be understood
from the fact that it must be possible to break up a SU(3) singlet
in the VBS into three vortices on the respective neighboring
sublattice sites or vice versa. The corresponding term in the
Lagrangian is then
εijkεαβγ zαizβj zγ k ≡ z¯αizαi, (B7)
which is clearly an SU(3) singlet, as required. More im-
portantly, this SU(3) singlet also needs to be charge neutral
under U (1) transformations. Obviously, this is only possible
if we allow for sublattice dependent U (1) gauge transfor-
mations. Equation (B6) thus enforces a partial gauge fixing
condition φ1 + φ2 + φ3 = 0. Note that Eq. (B6) ensures that
the spinors on the three sublattices are mutually orthogonal.
The condensation of vortices thus automatically leads to
a three-sublattice color ordered phase, as discussed in the
main text. Moreover, Eq. (B6) is in accordance with SU(3)
transformation properties of the spinors, i.e., z¯αj transforms
under the conjugate representation of SU(3).
In the following we present a more microscopic justification
of Eq. (B6) by deriving it from the lattice transformation prop-
erties of all topological excitations which can be represented
pictorially. In addition to the vortex of Fig. 8, we can draw two
“composite vortices” on each sublattice, which we denote by
xαi,yαi , respectively. An example is depicted in Fig. 9. Due to
the discrete nature of theZ6 order parameter, one cannot assign
a unique vorticity (or gauge charge) q to these objects. The
most natural choice seems to be q = −2, but this assignment
is ambiguous as, e.g., the vorticity is not reversed if the vortex
is encircled clockwise.
Analogous pictures can be drawn for vortices centered
on sublattices 2,3, which can be obtained from Fig. 9 by
translation operations. One such operation is sketched in
Fig. 10. A highly interesting feature of these pictures is that,
opposed to the SU(2) case, one can never draw an antivortex
as an elementary object carrying a free SU(3) spin.
FIG. 10. A zα2 vortex centered on sublattice 2, obtained by a shift
of a vortex yα1 on sublattice 1 (see Fig. 9) to the right by one unit
vector.
Let us now try to parametrize the composite vortices x,y
in terms of the elementary one. Up to irrelevant constant
prefactors, the only meaningful ansatz is
xαi = yαi = 	ijk	αβγ z¯βj z¯γ k, (B8)
which is consistent with transformations under the fundamen-
tal representation of SU(3).
Next, we need to take into account the transformation
properties of the vortices. Drawing all possible pictures, they
read
ˆR (Rot. by π/3 with base point on sublattice 1) : (B9)
z1 ↔ z1, x1 ↔ y1, z2 ↔ z3, x2 ↔ y3, y2 ↔ x3
T1 (transl. along the first lattice direction) : (B10)
z1 → x2 → y3 → z1
x1 → y2 → z3 → x1
y1 → z2 → x3 → y1
T2 (transl. along the second lattice direction) : (B11)
z1 → y3 → x2 → z1
x1 → z3 → y2 → x1
y1 → x3 → z2 → y1.
Here, we have supressed the SU(3) indices. Along with
reflection along the x axis, which acts trivially on the vortices
per definition (see caption of Figs. 8 and 9), the operations
ˆR,T1/2 span the symmetry group of the triangular lattice. Note
that the above transformations hold up to constant prefactors,
which cannot be deduced from the pictures. One must now
reconcile the transformation properties ((B9)–(B11)) with the
definition of the composite vortices (B8). It is found that the
only way to do so is precisely to demand the orthogonality
constraint with fixed relative phase (B6). Writing down a gauge
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theory consistent with (B6), one then recovers Eq. (17) along
with the relative gauge fixing constraint. Again, softening the
unit length constraint for the fields zαj we arrive at the theory
in Eq. (21).
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“And now for something completely different.”
— Monthy Python’s Flying Circus
5 Molecules, Polarons, and Polaritons
5.1 Introduction
5.1.1 The Fermi polaron problem
Let us consider the following innocent looking problem in two dimensions: a single impurity,
represented by operators d, d†, is immersed in a Fermi sea of majority particles, with operators
c, c†. The two particle species interact via a short-ranged attractive interaction of strength
V0. This setup is sketched below, and the impurity Hamiltonian is readily written down:
“And now for something completely di erent.”
— Monthy Python’s Flying Circus
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Figure 3.1 Feynman diagrams that determine the coe cents  n. Straight li es denot ermions,
amputed wavy lines bosons.
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3.1 Introduction
3.1.1 Overview
Let us consider the following innocent looking problem: a single d-particle in two dimensio s is
immersed in a Fermi sea of c-particles, and the two particle species interact via a short-ranged
attractive interaction of strength V0. This setup is sketched below, and the Hamiltonian is
readily written down:
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H =
ÿ
k
1
‘kc
†
kck + Ekd
†
kdk
2
≠ V0S
ÿ
k,p,q
c†kck≠qd
†
pdp+q, (3.1)
While the previous two chapters where exclusively concerned with quantum criticality,
the scope of this chapter is somewhat broader:
3.2 Exciton-Polaritons and the Fermi-edge singularity
3.2.1 Overview
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where S is the system area, and we assume parabolic dispersions for the particles, ‘k =
k2/2m,Ek = k2/2M + E0, with an energy o set (gap) E0 for the impurity.
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Figure 3.1 Evolution of the many-body ground state from the molecular to the polaronic and
free-particle stat . Fig. is adapted from Ref. [SWSZ09].
This impurity problem is characterized by the competition of two energy scales: the kinetic
energy that is determined by the chemical potential µ of the c-particles, and the potential
energy. The latter is most conveniently parametrized by the binding energy Eb(V0) of the
short-range interaction potential, which always admits a bound state in d = 2. By tuning
the ratio µ/Eb, qualitatively di erent states of the system can be accessed, as indicated in
Fig. 3.2:
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Himp =
∑
k
(
kc
†
kck + Ekd
†
kdk
)
− V0S
∑
k,p,q
c†kck−qd
†
pdp+q . (5.1)
Here, S is the system area, and we assume parabolic dispersions for the particles, k =
k2/2m,Ek = k2/2M + E0, with an energy offset (gap) E0 for the impurity. Note that the
condition that there is one impurity only is not yet apparent from the Hamiltonian (5.1), but
can easily be imposed when computing correlation functions as discussed below.
The impurity problem is characterized by the competition of two energy scales: the kinetic
energy that is determined by the chemical potential µ of the c-particles, and the potential
energy. The latter is most conveniently parametrized by the energy −Eb of the bound state
between a c and d particle in the two-particle limit, which microscopically depends on V0 and
a UV cutoff. Such a bound state can always be formed in dimensions d = 2 for an attractive
interaction potential, no matter the value of V0. By tuning the ratio µ/Eb, qualitatively
different states of the system can be accessed, as indicated in Fig. 5.1:
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Figure 5.1 Evolution of the many-body ground state from the molecular to the polaronic and
free-particle state. Fig. is adapted from Ref. [SWSZ09].
For µ/Eb  1, the impurity tightly binds a majority particle, forming a “molecule”. For
increasing values of µ/Eb, the molecule eventually dissolves, and the impurity is surrounded
by a dressing cloud of c-particles. The renormalized impurity state formed in this way is
called “polaron” (a polarization quasiparticle) by analogy to the standard Froehlich-type
polarons formed when electrons are coupled to phonons in a solid (see, e.g., [Mah00]). Finally,
for µ/Eb  1, interactions are insignificant, and the impurity is essentially free. While
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the polaronic state is smoothly connected to the free particle state, the evolution towards
the molecule potentially occurs via an interesting quantum phase transition. Again, this
transition defies a simple order parameter description, as will be discussed in Sec. 5.4.
In the context of this thesis, we will be interested in two different experimental realizations
of the Hamiltonian (5.1), which can both tune the ratio µ/Eb in their own way:
◦ Optically excited semiconductors: In a doped semiconductor illuminated with visible
light, a valence band hole (=ˆ d) can be created upon absorption of a single optical photon.
This hole interacts with the conduction band Fermi sea via a screened Coulomb interaction
(=ˆ V0). By applying a gate voltage, one can modify the chemical potential µ in the
conduction band, and thus tune µ/Eb. Such experiments can e.g. be peformed on 2D GaAS
quantum wells [SWH+14]. Furthermore, if the Coulomb interaction is very strong, the
valence band hole tightly binds a conduction band electron, forming an exciton [WCG+18].
In the transition metal-dichalcogenides (TMDs), which are layered 2D materials, this
exciton has an enormous binding energy ' .5eV. In contrast, the relevant Fermi energy
in the doped systems is ' 30 meV [SBC+17]. Therefore one can view the exciton as rigid
impurity with a residual interaction with the conduction band Fermi sea.
As an interesting experimental extension, the semiconductor structure can be inserted into
a microcavity [SWH+14, GPC+07, SBC+17], and strong coupling to a cavity photon mode
gives rise to a new light-matter quasiparticle, the polariton (see Sec. 5.2).
◦ An alternative to the solid state experiments are ultracold gas setups [SWSZ09, KZJ+12,
KPV+12, CJL+16, SVM+17, DORB+19], where the impurity and majority particles are
typically two distinct hyperfine states of an atom. Both two and three-dimensional systems
have been studied, as well as different ratios of impurity/majority mass m/M . In these
experiments, the scattering length a (strictly positive in 2D) and hence the binding energy
Eb ∝ 1/a2 can be adjusted by tuning through a Feshbach-resonance [CGJT10]. For
“broad” Feshbach resonances, the momentum dependence of the effective interaction can
be disregarded and the systems is adequately described by a contact interaction. Ultracold
gases show a particularly clean molecule-to-polaron evolution in the spectral features,
typically observed by RF-spectroscopy (see, e.g., [SKI+18]).
Of course, in both these experimental platforms factually a finite number of impurities is
created, but the ratio impurity/majority is still small enough to warrant a a single-impurity
description. This simplifies the theoretical analysis; still, the problem is a many-body one,
and in general a rigorous understanding of the impurity behaviour is out of reach apart from
the trivial cases µ/Eb → ∞ or µ/Eb → 0. However, one interesting solvable limit of the
problem does exist: An infinitely heavy impurity with M → ∞ has no internal structure
(no momentum quantum numbers). As a result, the infinite mass impurity is described by
a single particle scattering problem, and correlations can be obtained exactly in scattering
theory language. This was first accomplished in the late sixties in a seminal work by Nozières
and de Dominicis [NDD69], who studied the impurity problem in the context of the X-ray
absorption in metals. In addition, a diagrammatic solution of the infinite mass problem
based on the summation of parquet diagrams exists, also due to Nozières and coworkers
[RGN69, NGR69].
In the two publications that mainly constitute this chapter [PvDGG17, PG18], we have
taken the diagrammatic infinite mass solution as a starting point, and generalized it to large
but finite masses. This is done in two different physical and technical contexts: In the first
paper (see Sec. 5.2), which was initiated during my master’s thesis [Pim15], we computed
the two-particle propagator ∝ 〈cdd†c†〉 in order to understand the optical mesurements in
GaAs [SWH+14], where the ratio of conduction and valence band mass m/M is indeed small
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(' 0.14). Polariton formation in a microcavity is discussed as well. In the second publication
(Sec. 5.3), we computed the impurity single-particle spectrum 〈dd†〉, with both the ultracold
gases and the TMD setup in mind. While the limit of heavy mass is not quite fulfilled in these
experiments, we nethertheless believe that our analysis captures the main physics, without
relying on uncontrolled approximations as previous works.
Both these publications mostly deal with analytically controlled limits µ/Eb  1 or
µ/Eb  1, and cannot make robust claims about the molecule-polaron transition. A progress
report on ongoing work in this direction is presented in Sec. 5.4.
5.1.2 Finite mass modification of edge singularities
As a guide to the publications, let us give a non-technical overview over the impurity
correlations in the infinite mass limit, and the finite mass modifications thereof.
For M →∞, the momentum labels of the impurity operators can be dropped, and the
Hamiltonian reduces to
H[M =∞] =
∑
k
(
kc
†
kck + E0d
†d
)
− V0S
∑
k,p
c†kcpd
†d . (5.2)
To begin with, we assume that the energy of the bound state (−Eb) is negligible, i.e.
Eb  µ. We can therefore consider an expansion of the correlation functions directly in V0,
or rather the dimensionless parameter g = ρV0 where ρ = m/2pi is the 2D density of states
of the conduction band electrons. For the contact potential Eb ' µ exp(−1/g),1 and thus
g ' 1/ log(µ/Eb). For illustration, we now consider the retarded optical response function
Π(t) = −iθ(t) 〈0|d(t)c(t)c†(0)d†(0)|0〉 in real time and T = 0, or respectively its Fourier
transform Π(ω). Here, |0〉 is the ground state of the system without impurity (Fermi sea),
which explains why the response function does not involve a commutator.
When constructing diagrams, a key ingredient is the automatic retardation of the impurity
propagator: since there is no impurity Fermi sea, impurities can only propagate forward in
time (corresponding to retarded impurity propagators in frequency space). The diagrams for
Π constructed with this recipe up to second order in g, but without self energy insertions,
are shown in Fig. 5.2.
t
Figure 5.2 Diagrams for the optical response funciton Π. Full (dashed) lines indicated majority
(impurity) particles, and dotted lines the interaction.
As easily shown, in frequency space these diagrams are IR divergent as a function of
the external frequency ω (note that the diagrams are momentum independent for M →∞),
yielding different powers of L = − log(|ω|/µ) 1.2 The divergences arise from the parallel
and antiparallel “bubbles” that make up the diagrams, with the latter appearing first in the
diagram on the very right.3 These bubbles effectively each contribute a factor of gL. The
“parquet” diagrams that contain all leading divergences can be constructed by succesively
1 If the UV cutoff is of order µ.
2 The correct energy thresholds can e.g. be found with Fumi’s theorem [Mah00], but here we will not discuss
this further.
3 Note that the labels “parallel” and “antiparallel” interchange if one employs impurity electron operators
instead of the impurity hole operators we have tacitly been using here.
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replacing all interaction vertices by any of the bubbles [RGN69] and their proper resummation
thus yields a consistent approximation to Π. Non-parquet diagrams, e.g. self-energy insertions,
scale as gnL with n > 1, and are thus subleading when evaluating Π in the small coupling
limit g  1.
Taking into account the parquet diagrams only, one can write down two coupled Bethe-
Salpeter equations for the interaction vertex, which can be solved with “logarithmic accuracy”
by transformation to differential equations. Importantly, one finds that the logarithmic
singularities of the two bubble channels partially cancel each other. Other solution possibilities
besides the Bethe-Salpeter approach exist as well, for instance the recently introduced
numerical multiloop functional renormalization group method [KvD18]. In any case, the
imaginary part of Π obtained this way reads
Im[Π](ω) ∝ −
(
ω
µ
)−2g
θ(ω) = −θ(ω)
(
1− 2g log
(
ω
µ
)
+O(g2)
)
. (5.3)
This prototypical asymmetric power law divergence is known as “Fermi-edge singularity”.
Ultimately, this singularity roots in the “Anderson Orthogonality Catastrophe” [And67], i.e.
the orthogonality of the many-body groundstate wavefunctions with and without impurity.
We have also indicated the expansion of the power law in the weak coupling limit; the shown
two terms arise from the first two diagrams of Fig. 5.2.
The exact solution of the corresponding (time-dependent) scattering problem [NDD69]
yields a modified power law exponent (δ(µ)/pi)2− 2δ(µ)/pi, where δ(µ) is the scattering phase
shift of Fermi level electrons in reaction to the point-like impurity potential g. One can
show that δ(µ)/pi ' g and thus (δ(µ)/pi)2 − 2δ(µ)/pi ' −2g at weak coupling, where the
diagrammatic and exact solutions agree.
For the impurity Green’s function D(t) = −iθ(t) 〈0|d(t)d†(0)|0〉, a similar, but somewhat
more complicated summation technique [NGR69] or alternatively a “linked cluster method”
(=ˆ reexponentiation, see [Mah00]) leads to
Im[D](ω) ∝ −
(
ω
µ
)g2−1
θ(ω) = −θ(ω)µ
ω
(
1 + g2 log
(
ω
µ
)
+O(g4)
)
, (5.4)
while in the exact solution g is replaced by δ(µ)/pi. One can call this dressed impurity a
polaron, albeit without a quasi-particle weight in the infinite mass case.
For g  1, the power law (5.3) is a “weak one”, converging to a step-function as g → 0,
while the “strong” power law in (5.4) becomes a delta function (if some approriate prefactors
∝ g are attached). Representative sketches are shown in Fig. 5.3 (a), (b), with α ' g. Note
that we do not know the precise form of the non-universal UV behaviour ω ' µ .
What happens for large but finite impurity masses, β ≡ m/M  1? The new physical
ingredient is the impurity recoil, which effectively provides an IR cutoff to the logarithms
via a self-energy effect [GNRC69]. The “master formula” is
log
( |ω|
µ
)
M<∞−−−−→ log
( |ω|
µ
+ β
)
. (5.5)
Replacing the IR divergent logarithms in the expressions (5.3), (5.4) allows to understand
the gist of the finite mass behaviour, in agreement with results obtained with various other
methods by several authors [GNRC69, RSR87, US90, Haw91, Pro93, Noz94, RK95, Ros99].
Note that Eq. (5.5) also shows that one cannot properly describe the finite mass problem
by expanding in β around β = 0, since this produces bogus results for the interesting range
ω . βµ.
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Figure 5.3 Most important finite mass modifications of the edge singularities. Figs. (a) and (b) show
“weak” and “strong” infinite mass power laws. Fig. (c) (Fig. (d)) shows the finite mass modifcation of
Fig. (a) (Fig. (b)). The table in Fig. (e) relates the weak coupling coefficient α to physical quantities
in the absence or presence of a bound state. For more details, see main text.
First, let us apply our master formula to Π, (5.3): If the logarithms are cut off in this
equation, no divergence remains at all, and the edge singularity becomes a step-like spectral
feature with maximal height ∝ β−2g. A sketch is shown in Fig. 5.3(c): for small energies
0 < ω < βµ, the infinite mass behaviour is modified, and the singularity is cut off. For
much larger energies ω  βµ, in all edge singularity problems the infinite mass behaviour is
recovered. Note that this general structure is not dependent on the dimensionality (as is the
infinite mass problem, which is effectively zero-dimensional). Some more universal details
of the spectrum (dependent on the dimensionality) can also be extracted from phase space
arguments, as shown in our publications [PvDGG17, PG18].
For the strong singularity of Eq. (5.4), the finite mass effects are rather different: As
can be seen from the expansion in small g, when the logarithms are cut off the singularity
becomes even stronger, ω−1 instead of ωg2−1! In fact, a more careful analysis reveals that the
impurity spectrum has a delta peak with a finite weight of order βg2 , on top of an incoherent
background which scales a ω−1/2 in 2D and ' const. in 3D [Ros99]. This behaviour originates
from an impurity self-energy of order ω3/2(ω2 in 3D), giving rise to a delta peak due to the
frequency power that is larger than one, compare also our discussion around Eq. (3.30) in
Sec. 3.1.5. A sketch of the finite mass spectrum is shown in Fig. 5.3(d). Note that the finite
mass effect again pushes the spectrum towards its non-interacting limit g → 0, where one
would obtain a pure delta function.
Now, let us reinstall the bound state. This is both important in the semiconductor context,
where the bound state corresponds to the exciton, and to desribe ultracold gases, which is
done in terms of a renormalized interaction (parametrized by the scattering length a) in
lieu of the bare interaction V0 we have used so far. For the non-perturbative infinite mass
methods [CN71, SKI+18], the transition to the bound state can be made straigthforwardly.
The main findings are as follows: First, the bound state appears in the spectra at negative
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energies, and so there are two divergent spectral features now (a primary and a secondary
one). Second, the value of the phase shifts δ(µ) that control the power laws change (see, e.g.,
[RDS90]). In particular, according to Levinson’s theorem, in the presence of a single bound
state the scattering phase shift of a low-energy scattered state is shifted by pi.
Unfortunately, the non-perturbative methods cannot be generalized to finite mass, because
they sensitively rely on the zero-dimensional character of the infinite mass impurity. One
must again appeal to diagrammatics, but this turns out be tricky: to resolve the bound state
with energy (−Eb), we can no longer expand in g as done in Fig. 5.2, but must resum all
“ladder diagrams” instead, i.e. all the diagrams containing parallel bubbles only (see Fig. 5.2).
This is in accordance with the usual regularization of the bare potential V0 via the scattering
length a by summing the “T-matrix” [Pun10]. Thus, we must reorder the diagrammatic
expansion, and identify a new weak coupling parameter. As we show in [PvDGG17, PG18],
this can be achieved in the limit Eb  µ, where the phase shift fullfills δ(µ) . pi. For
example, the primary divergence of the impurity correlator in the infinite mass limit scales
as [CN71] ω(δ(µ)/pi)2−1 = ω(1−δ(µ)/pi−1)2−1 = ω(1−δ(µ)/pi)2−2(1−δ(µ)/pi). For Eb  µ, one finds
1 − δ(µ)/pi ' 1/ log(Eb/µ) ≡ γ  1 [RDS90], which mirrors the previous case of µ  Eb
where we had g = 1/ log(µ/Eb)  1. Thus, we should utilize γ as expansion parameter.
While γ does not directly appear in the Hamiltonian, it is small in µ/Eb, which does suggest
a meaningful diagrammatic expansion: for every conduction band hole in a Feynman diagram,
one picks up an integration over µ. Thus, we must systematically sum diagrams with an
increasing number of holes as shown in Fig. 5.4.
Figure 5.4 Important optical response diagrams with up to one hole, which is indicated by the
backwards arrow. Interaction lines connect impurity and majority electrons (but not the majority
hole) in arbitrary fashion.
Although the computation of these diagrams is more involved due to the complex interac-
tion structure, it is feasible, and one can indeed extract the leading logarithms of the infinite
mass power laws ∝ γ log(ω/µ). This computation can then be carried over to finite mass,
and the modifications essentially parallel the ones in the limit µ Eb, only with a modified
interaction parameter (γ instead of g).
In short, one can therefore summarize the finite mass modifications of edge singularities
in 2D as follows: there are two controlled limits, µ  Eb, with control parameter g '
1/ log(µ/Eb), and Eb  µ, with control parameter γ ' 1/ log(Eb/µ). In both cases, the
infinite mass spectra resemble the trivial limts g, γ → 0 if finite masses are switched on. We
expect that this is fulfilled in 3D as well, although the precise form of the control parameter
might change [PG18].
In our publications, we show that this simple rule of thumb has profound physical
implications, e.g. calling the standard view on the “attractive polaron” into question (see
Sec. 5.3).
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5.2 Exciton-Polaritons and the Fermi-edge singularity
5.2.1 Overview
In the 2D semiconducting systems, not only the Fermi impurity physics on its own with all
the associated spectral manifestations of Fig. 5.3 can be realized, but there is another physical
dimension to be added in the experiments: a strong coupling of the matter excitations to
light in a microcavity. The basic setup is sketched in Fig. 5.5.
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Figure 5.5 In an optical cavity composed of two mirrors at a distance L, standing light waves (cavity
photons) exist as eigenstates. The electrical field strength of the one lowest cavity eigenmode is
indicated by the red line. The cavity photons strongly interact with the matter excitations of the 2D
semiconductor. Fig. is adapted from my master’s thesis [Pim15].
With some standard (rotating wave and dipole-) approximations, a Hamiltonian for the
combined light-matter system in 2D is easily derived (see, e.g. , [H. 09, Pim15]):
Hlight-matter = Himp + ωc(L)a†a− iM0
∑
p
ac†−pd
†
p + h.c. (5.6)
Here, Himp is the impurity Hamiltonian from Eq. (5.1), M0 is the dipole matrix element,
and a are the operators representing the lowest cavity eigenmode with vanishing 2D in-plane
momentum. Other cavity modes can mostly be neglected – they are far off in energy due to
their steep dispersion. The energy of the relevant mode ωc(L) can be tuned by modifying the
effective length of the cavity L.
When close in energy, cavity photons can hybridize with a matter resonance, resulting
in an avoided crossing of two “polariton” branches. This is straightforward if the matter
excitation in question is a simple featureless pole (e.g. an exciton), and the light-matter
physics is just a mixing of two discrete levels [H. 09]. Things are more interesting if the
matter resonance is of complex many-body origin. In experiments, “Fermi-edge polaritons”
[GPC+07, SWH+14] as well as “polaron-polaritons” [SBC+17] have been observed.
Let us turn to the heavy-impurity singularities of the previous section. For an arbitrary
light-matter coupling M0, our previous analysis is no longer valid, since one must allow for
photon absorption/emission processes within the bubbles characterizing the optical response
Π, Figs. 5.2, 5.4. However, when the matrix element M0 is much smaller than the Fermi
energy, electronic processes happen way faster than photon absorption/emission. In effect,
we can view Π as a photon self-energy valid to second order in M0, and thus resolve the
polaritons as dressed photons. This is done in the publication reprinted below, with an eye
for the experimental results of Ref. [SWH+14], where both a low-mobility (=ˆ infinite mass)
and high-mobility (=ˆ finite mass, m/M ' 0.14: see introductory section of [Pim15]) samples
were used. To summarize the main results:
◦ First, we compute Π in the limits Eb  µ and Eb  µ, for the first time analyzing the finite
mass modification of edge singularities involving a bound state as discussed in Sec. 5.1.2.
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◦ We then find that the polariton spectra essentially inherit the main attributes of the matter
excitations: for Eb  µ, the response function Π is sharp for infinite mass (since it is a
two-particle correlator that displays the two-body excitonic bound state), and becomes
even sharper for finite mass (recall Fig. 5.3(b),(d)). These trends are also reflected in
the polaritons. By contrast, for µ  Eb, the resonance of Π that is coupled to light is
the weak Fermi-edge singularity, which is cut off and broadened for finite mass ((recall
Fig. 5.3(a),(c)). The polaritons are broadened accordingly, and the light-matter avoided
crossing becomes less pronounced. This faithfully reflects the experimental trends for the
“Fermi-edge” polaritons seen in [SWH+14].
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The coupling between a 2D semiconductor quantum well and an optical cavity gives rise to combined
light-matter excitations, the exciton-polaritons. These were usually measured when the conduction band is empty,
making the single polariton physics a simple single-body problem. The situation is dramatically different in the
presence of a finite conduction-band population, where the creation or annihilation of a single exciton involves
a many-body shakeup of the Fermi sea. Recent experiments in this regime revealed a strong modification of the
exciton-polariton spectrum. Previous theoretical studies concerned with nonzero Fermi energy mostly relied on
the approximation of an immobile valence-band hole with infinite mass, which is appropriate for low-mobility
samples only; for high-mobility samples, one needs to consider a mobile hole with large but finite mass. To
bridge this gap, we present an analytical diagrammatic approach and tackle a model with short-ranged (screened)
electron-hole interaction, studying it in two complementary regimes. We find that the finite hole mass has opposite
effects on the exciton-polariton spectra in the two regimes: in the first, where the Fermi energy is much smaller
than the exciton binding energy, excitonic features are enhanced by the finite mass. In the second regime, where
the Fermi energy is much larger than the exciton binding energy, finite mass effects cut off the excitonic features
in the polariton spectra, in qualitative agreement with recent experiments.
DOI: 10.1103/PhysRevB.96.155310
I. INTRODUCTION
When a high-quality direct semiconductor 2D quantum
well (QW) is placed inside an optical microcavity, the strong
coupling of photons and QW excitations gives rise to a new
quasiparticle: the polariton. The properties of this fascinating
half-light, half-matter particle strongly depend on the nature
of the involved matter excitations.
If the Fermi energy is in the semiconductor band gap, the
matter excitations are excitons. This case is theoretically well
understood [1,2], and the first observation of the resulting
microcavity exciton-polaritons was already accomplished in
1992 by Weisbuch et al. [3]. Several studies on exciton-
polaritons revealed remarkable results. For example, exciton-
polaritons can form a Bose-Einstein condensate [4] and were
proposed as a platform for high-Tc superconductivity [5].
The problem gets more involved if the Fermi energy is
above the conduction-band bottom, i.e., a conduction-band
Fermi sea is present. Then the matter excitations have a com-
plex many-body structure, arising from the complementary
phenomena of Anderson orthogonality [6] and the Mahan
exciton effect, entailing the Fermi-edge singularity [7–11]. An
experimental study of the resulting “Fermi-edge polaritons”
in a GaAs QW was first conducted in 2007 by Gabbay et al.
[12], and subsequently extended by Smolka et al. [13] (2014).
A similar experiment on transition metal dichalcogenide
monolayers was recently published by Sidler et al. [14] (2016).
*D.Pimenov@physik.lmu.de
From the theory side, Fermi-edge polaritons have been
investigated in Refs. [15,16]. However, in these works, only the
case of infinite valence-band hole mass was considered, which
is the standard assumption in the Fermi-edge singularity or
x-ray edge problem. Such a model is valid for low-mobility
samples only and thus fails to explain the experimental
findings in [13]: there, a high-mobility sample was studied, for
which an almost complete vanishing of the polariton splitting
was reported. Some consequences of a finite hole mass for
polaritons were considered in a recent treatment [17], but
without fully accounting for the so-called crossed diagrams
that describe the Fermi sea shakeup, as we further elaborate
below.
The aim of the present paper is therefore to study the effects
of both finite mass and Fermi-edge singularity on polariton
spectra in a systematic fashion. This is done analytically for
a simplified model involving a contact interaction, which
nevertheless preserves the qualitative features of spectra
stemming from the finite hole mass and the presence of a
Fermi sea. In doing so, we distinguish two regimes, with the
Fermi energy μ being either much smaller or much larger
than the exciton binding energy EB . For the regime where
the Fermi energy is much larger than the exciton binding
energy, μ  EB , several treatments of finite-mass effects on
the Fermi-edge singularity alone (i.e., without polaritons) are
available, both analytical and numerical. Without claiming
completeness, we list Refs. [18–22]. In our work, we have
mainly followed the approach of Ref. [18], extending it by
going from 3D to 2D and, more importantly, by addressing
the cavity coupling which gives rise to polaritons. For infinite
hole mass, the sharp electronic spectral feature caused by the
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Fermi edge singularity can couple with the cavity mode to
create sharp polariton-type spectral peaks [15,16]. We find
that the finite hole mass cuts off the Fermi edge singularity
and suppresses these polariton features.
In the opposite regime of μ  EB , where the Fermi energy
is much smaller than the exciton binding energy, we are
not aware of any previous work addressing the modification
of the Fermi-edge singularity due to finite mass. Here, we
propose a way to close this gap using a diagrammatic
approach. Interestingly, we find that in this regime the excitonic
singularities are not cut off, but are rather enhanced by
finite hole mass, in analogy to the heavy valence-band hole
propagator treated in [23].
This paper has the following structure. First, before embark-
ing into technical details, we will give an intuitive overview
of the main results in Sec. II. Detailed computations will
be performed in subsequent sections. In Sec. III, the full
model describing the coupled cavity-QW system is presented.
The key quantity that determines its optical properties is
the cavity-photon self-energy , which we will approximate
by the electron-hole correlator in the absence of a cavity.
Section IV shortly recapitulates how  can be obtained in
the regime of vanishing Fermi energy, for infinite and finite
hole masses. Then we turn to the many-body problem in the
presence of a Fermi sea in the regimes of small (Sec. V) and
large Fermi energy (Sec. VI). Using the results of the previous
sections, polariton properties are addressed in Sec. VII. Finally,
we summarize our findings and list several possible venues for
future study in Sec. VIII.
II. SUMMARY OF RESULTS
In a simplified picture, polaritons arise from the hybridiza-
tion of two quantum excitations with energies close to each
other, the cavity photon and a QW resonance [1,2]. The
resulting energy spectrum consists of two polariton branches
with an avoided crossing, whose light and matter content are
determined by the energy detuning of the cavity mode from
the QW mode.
While the cavity photon can be approximated reasonably
by a bare mode with quadratic dispersion and a Lorentzian
broadening due to cavity losses, the QW resonance has a
complicated structure of many-body origin. The QW optical
response function is rather sensitive to nonzero density of
conduction-band (CB) electrons. Roughly, it tends to broaden
QW spectral features, which contribute to the spectral width
of polariton lines.
A more detailed description of the polariton lines requires
finding first the optical response function (Q,) of the QW
alone (without polaritons). Here, Q and  are, respectively, the
momentum and the energy of an incident photon probing the
optical response. The imaginary part of (Q,), A(Q,) =
−Im[(Q,)]/π , defines the spectral function of particle-
hole excitations in the QW. In the following, we discuss the
evolution of A(Q,) as the chemical potential μ is varied,
concentrating on the realistic case of a finite ratio of the
electron and hole masses. We assume that the temperature is
low, and consider the zero-temperature limit in the entire work.
In addition, we will limit ourselves to the case where the
A(Ω)
Ω− EG
0−EB
μ < 0
M irrelevant
FIG. 1. Absorption spectrum for short-range electron-hole inter-
action and μ < 0, given by the imaginary part of Eq. (19).
photon is incident perpendicular to the QW, i.e., its in-plane
momentum is zero, and study A() ≡ A(Q = 0,).
In the absence of free carriers (μ is in the gap), a CB electron
and a hole in the valence-band (VB) create a hydrogenlike
spectrum of bound states. In the case of a QW it is given by
the 2D Elliot formula (see, e.g., Ref. [24]). Being interested
in the spectral function close to the main exciton resonance,
we replace the true Coulomb interaction by a model of
short-ranged interaction potential of strength g [see Eqs. (10)
and (12)]. As a result, there is a single bound state at an
energy EG − EB(g), which we identify with the lowest-energy
exciton state. Here, EG is the VB-CB gap, and energies are
measured with respect to the minimum of the conduction band.
A sketch of A() is shown in Fig. 1.
For μ > 0, electrons start to populate the CB. If the
chemical potential lies within the interval 0 < μ  EB , then
the excitonic Bohr radius rB remains small compared to the
Fermi wavelength λF of the electron gas, and the exciton is
well defined. Its interaction with the particle-hole excitations
in the CB modifies the spectral function A() in the vicinity
of the exciton resonance. The limit of an infinite hole mass
was considered by Nozières et al. [8–10]; due to particle-
hole excitations of the CB Fermi sea, which can happen at
infinitesimal energy cost, the exciton resonance is replaced
by a power law spectrum, see inset of Fig. 2. In terms of the
A(ω)
βμ μ
∼ 1/√ω
∼ ωα2−1
ω = Ω− ΩexcT
0
0 μ ω
M =∞
μ¿ EB
M <∞
FIG. 2. Absorption for μ  EB and finite hole mass, illustrating
Eq. (5). The full green curve shows the delta peak (broadened for
clarity), while the dashed blue line is the incoherent part. Frequencies
are measured from the exciton threshold frequency excT = EG +
μ − EB . The inset shows the infinite mass spectrum for comparison.
The dashed region in the inset indicates the continuous part of the
spectrum, whose detailed form is beyond the scope of this paper, as
we only consider the leading singular parts of all spectra.
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detuning from the exciton threshold,
ω =  − excT , excT = EG + μ − EB, (1)
the spectral function, Aexc(ω) = −Im[exc(ω)]/π , scales as
Aexc(ω)|M=∞ ∼ θ (ω)EB
ω
(
ω
μ
)α2
, ω  μ. (2)
The effective exciton-electron interaction parameter α was
found by Combescot et al. [11], making use of final-state
Slater determinants. In their work, α is obtained in terms of
the scattering phase shift δ of Fermi level electrons off the hole
potential, in the presence of a bound state, as α = |δ/π − 1|.
For the system discussed here, this gives [25]
α = 1
/∣∣∣∣ ln
(
μ
EB
)∣∣∣∣. (3)
We re-derive the result for α diagrammatically (see Sec. V),
in order to extend the result of Combescot et al. to the case of
a small but nonzero CB electron-VB hole mass ratio β, where
β = m/M. (4)
While the deviation of β from zero does not affect the effective
interaction constant α, it brings qualitatively new features to
A(), illustrated in Fig. 2. The origin of these changes is
found in the kinematics of the interaction of the exciton with
the CB electrons. Momentum conservation for finite exciton
mass results in phase-space constraints for the CB particle-hole
pairs which may be excited in the process of exciton creation.
As a result, the effective density of states ν(ω) of the pairs
with pair energy ω (also corresponding to the exciton decay
rate) is reduced from ν(ω) ∼ ω at β = 0 [11] to ν(ω) ∼ ω3/2
when ω is small compared to the recoil energy ER = βμ. A
smaller density of states for pairs leads to a reduced transfer
of the spectral weight to the tail; therefore the delta-function
singularity at the exciton resonance survives the interaction
with CB electrons, i.e., β > 0 tends to restore the exciton
pole, and one finds
Aexc(ω)|M<∞ = Aexc,incoh.(ω)θ (ω) + βα2EBδ(ω), (5a)
Aexc,incoh.(ω) ∼ EB
⎧⎨
⎩
α2√
ωβμ
βα
2
, ω  βμ
α2
ω
(
ω
μ
)α2
, βμ  ω  μ
. (5b)
The main features of this spectral function are summarized in
Fig. 2: as expected, the exciton recoil only plays a role for small
frequencies ω  βμ, while the infinite mass edge singularity
is recovered for larger frequencies. The spectral weight of the
delta peak is suppressed by the interaction. For β → 0 and
α 	= 0, we recover the infinite mass result, where no coherent
part shows up. If, on the opposite, α2 → 0 but β 	= 0, the
weight of the delta peak goes to one; the exciton does not
interact with the Fermi sea, and its spectral function becomes
a pure delta peak, regardless of the exciton mass. A partial
survival of the coherent peak at α,β 	= 0 could be anticipated
from the results of Rosch and Kopp [23] who considered the
motion of a heavy particle in a Fermi gas of light particles.
This problem was also analyzed by Nozières [22], and the
coherent peak can be recovered by Fourier transforming his
time domain result for the heavy particle Green’s function.
At this point, let us note the following: for μ > 0, the
hole can bind two electrons with opposite spin, giving rise
to trion features in the spectrum. We will not focus on those,
since, for weak doping, their spectral weight is small in μ
(more precisely, in μ/ET , where ET  EB is the trion binding
energy), and they are red detuned with respect to the spectral
features highlighted in this work. In the regime of μ  EB 
ET , trions should be neglible as well. Some further discussion
of trion properties can be found in Appendix C.
Upon increase of chemical potential μ, the CB continuum
part (inset of Fig. 2) starts building up into the well-known
Fermi-edge singularity (FES) at the Burstein-Moss [26,27]
shifted threshold, FEST = EG + μ. For finite mass (β 	= 0),
the FES will however be broadened by recoil effects (see
below). At the same time, the delta-function singularity of
Eq. (5a) at the absorption edge vanishes at some value of μ.
So, at higher electron densities, it is only the FES which yields a
nonmonotonic behavior of the absorption coefficient, while the
absorption edge is described by a converging power law with
fixed exponent, see Eq. (8). This evolution may be contrasted
to the one at β = 0. According to [11,21], the counterparts of
the absorption edge and broadened FES are two power law
nonanalytical points of the spectrum, which are present at any
μ and characterized by exponents continuously evolving with
μ. A more detailed discussion of the evolution of absorption
spectra as μ increases from small to intermediate to large
values is presented in Appendix A.
Let us now consider the limit μ  EB , where the FES is the
most prominent spectral feature, in closer detail. In the case of
infinite hole mass (β = 0), and in terms of the detuning from
the FES threshold,
ω =  − FEST , FEST = EG + μ, (6)
the FES absorption scales as [8–10]
AFES(ω)|M=∞ ∼ θ (ω)
(
ω
μ
)−2g
, (7)
as illustrated in the inset of Fig. 3. In the above formula, the
interaction contribution to the treshold shift, which is of order
gμ, is implicitly contained in a renormalized gap EG.
βμ μ
ω = Ω− ΩT
A(ω)
∼ ω3
∼
(√
(ω − βμ)2 + (βμ)2/μ
)−2g
0
μÀ EB
0 μ ω
M =∞
FIG. 3. Finite mass absorption in the case EB  μ. Frequencies
are measured from FEST = EG + μ. The inset shows the infinite mass
case for comparison.
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k
ΩD
βμ
ΩI
kF
Ω
k
Ω
kF
(a) (b)
FIG. 4. (a) The direct threshold D = FEST + βμ and the indi-
rect threshold I = FEST (in the main text, ωD/I = D/I − FEST ).
(b) The VB hole can undergo inelastic processes which reduces its
energy, smearing the infinite mass edge singularity.
What happens for finite mass? This question was answered
in Refs. [18,21,22]; as before, the recoil comes into play,
effectively cutting the logarithms contributing to (7). Notably,
the relevant quantity is now the VB hole recoil, since the exciton
is no longer a well defined entity. The FES is then replaced by a
rounded feature, sketched in Fig. 3, which sets in continuously:
AFES(ω)|M<∞ ∼
⎧⎨
⎩
(
ω
βμ
)3
β−2g θ (ω), ω  βμ(√(ω−βμ)2+(βμ)2
μ
)−2g
, βμ  ω  μ
.
(8)
Equation (8) can be obtained by combining and extending to
2D the results presented in Refs. [18,21].
The maximum of Eq. (8) is found at the so-called direct
threshold, ωD = βμ [see Fig. 4(a)]. This shift is a simple effect
of the Pauli principle: the photoexcited electron needs to be
placed on top of the CB Fermi sea. The VB hole created this
way, with momentum kF , can subsequently decay into a zero
momentum hole, scattering with conduction-band electrons
[see Fig. 4(b)]. These processes render the lifetime of the
hole finite, with a decay rate ∼g2βμ. Within the logarithmic
accuracy of the Fermi edge calculations, this is equal to βμ,
the cutoff of the power law in Eq. (8) (see Sec. VI B for a
more detailed discussion). As a result, the true threshold of
absorption is found at the indirect threshold, ωI = 0. Due to
VB hole recoil, the CB hole-electron pair density of states
now scales as ν(ω) ∼ ω3, leading to a similar behavior of the
spectrum, see Fig. 3.
inﬁnite mass
ﬁnite mass, β = 0.4
μ¿ EBAp(ω) ·Δπ
ω/Δ = (Ω− ΩexcT )/Δ
FIG. 5. Comparison of the polariton spectrum for μ  EB , at
zero cavity detuning. Frequencies are measured from the exciton
threshold, excT = EG + μ − EB . The energy unit  corresponds to
the half mode splitting at zero detuning in the bare exciton case
(μ = 0).
Ap(ω) · Δ˜π
ω/Δ˜ = (Ω− ΩFEST )/Δ˜
inﬁnite mass
ﬁnite mass, β = 0.2
μÀ EB
FIG. 6. Comparison of the polariton spectrum for μ  EB , at
zero cavity detuning. Frequencies are measured from the indirect
threshold, FEST = EG + μ. The energy unit ˜, which determines the
polariton splitting at zero detuning, is defined in Sec. VII, Eq. (76).
The dotted vertical line indicates the position of the direct threshold,
ωD = βμ.
We note that at finite ratio β = m/M , raising the chemical
potential μ from μ  EB to μ  EB results in a qualitative
change of the threshold behavior from a singular one of
Eq. (5b), to a converging power law, see the first line of
Eq. (8). Simultaneously, a broadened FES feature appears
in the continuum, at ω > 0. The difference in the value of
the exponent in the excitonic result [Eq. (5b)], as compared
to the FES low-energy behavior [Eq. (8) for ω  βμ], can
be understood from the difference in the kinematic structure
of the excitations. In the exciton case, the relevant scattering
partners are an exciton and a CB electron-hole pair. In the
FES case, one has the photoexcited electron as an additional
scattering partner, which leads to further kinematic constraints
and eventually results in a different low-energy power law.
In the frequency range βμ  ω . μ, the physics is
basically the same as in the infinite hole mass case (β = 0).
There, the behavior near the lowest threshold (which is exciton
energy for μ  EB and the CB continuum for μ  EB)
is always ∼ω(1−δ/π)2−1 = ω(δ/π)2−2δ/π . But in the first case
(μ  EB), δ ∼ π − α is close to π (due to the presence of a
bound state), so the threshold singularity is in some sense close
to the delta peak, ∼Im[1/(ω + i0+)], that one would have for
μ = 0, whereas in the second case (μ  EB), δ ∼ g is close to
zero, so the threshold singularity is similar to a discontinuity.
Having discussed spectral properties of the QW alone,
we can now return to polaritons. Their spectra Ap(ω) can
be obtained by inserting the QW polarization as photon
self-energy. While a full technical account will be given in
Sec. VII, the main results can be summarized as follows.
In the first case of study, of μ  EB and finite β, the
polaritons arise from a mixing of the cavity and the sharp
exciton mode. The smaller the hole mass, the more singular
the exciton features, leading also to sharper polariton fea-
tures. Furthermore, the enhanced exciton quasiparticle weight
pushes the two polariton branches further apart. Conversely, in
the singular limit of infinite hole mass, the pole in the exciton
spectrum turns into the pure power law familiar from previous
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inﬁnite mass
ﬁnite mass, β = 0.2
Ap(ω) · Δ˜π
ω/Δ˜ = (Ω− ΩFEST )/Δ˜
μÀ EB
FIG. 7. Comparison of the polariton spectrum for μ  EB , at
large positive cavity detuning. Frequencies are measured from the
indirect threshold, FEST = EG + μ.
work, resulting in broader polariton features. A comparison
of the infinite and finite hole mass versions of the polariton
spectra Ap(ω) when the cavity photon is tuned into resonance
with the exciton is presented in Fig. 5. Notably, the above
effects are rather weak, since the exciton is a relatively sharp
resonance even for infinite hole mass.
In the second case, μ  EB , the matter component of the
polaritons corresponds to the FES singularity, which is much
less singular than the exciton. Consequently, the polaritons
(especially the upper one, which sees the high-frequency tail
of the FES) are strongly washed out already at β = 0. For
finite hole mass, the hole recoil cuts off the FES singularity,
resulting in further broadening of the polaritons. In addition,
there is an overall upward frequency shift by βμ, reflecting
the direct threshold effect. Figure 6 shows the two polariton
spectra at zero detuning.
The cutoff of the lower polariton for finite masses is even
more drastic when the cavity is blue-detuned with respect to
the threshold: Indeed, at large positive cavity detuning, the
lower polariton is mostly matter-like, and thus more sensitive
to the FES broadening. It therefore almost disappears, as seen
in Fig. 7.
III. MODEL
After the qualitative overview in the previous section, let
us now go into more detail, starting with the precise model
in question. To describe the coupled cavity-QW system, we
study the following 2D Hamiltonian:
H = HM + HL, (9)
HM =
∑
k
ka
†
kak −
∑
k
(Ek + EG)b†kbk
− V0S
∑
k,p,q
a
†
kapbk−qb
†
p−q, (10)
HL =
∑
Q
ωQc
†
QcQ − i
d0√S
∑
p,Q
a
†
p+QbpcQ + H.c. (11)
Here, HM , adapted from the standard literature on the x-ray
edge problem [18], represents the matter part of the system,
given by a semiconductor in a two-band approximation: ak
annihilates a conduction-band (CB) electron with dispersion
k = k22m , while bk annihilates a valence-band (VB) electron
with dispersion −Ek + EG = − k22M + EG. EG is the gap
energy, which is the largest energy scale under consideration;
in GaAs, EG 
 2 eV, while all other electronic energies are on
the order of meV. The energies are measured from the bottom
of the conduction band. S is the area of the QW, and we
work in units where h¯ = 1. Unless explicitly stated otherwise,
we assume spinless electrons, and concentrate on the zero
temperature limit.
When a valence-band hole is created via cavity photon
absorption, it interacts with the conduction-band electrons
with an attractive Coulomb interaction. Taking into account
screening, we model the interaction as pointlike, with a
constant positive matrix element V0. The effective potential
strength is then given by the dimensionless quantity
g = ρV0, ρ = m2π , (12)
ρ being the 2D DOS. The appropriate value of g will be further
discussed in the subsequent sections.
Interactions of CB electrons with each other are completely
disregarded in Eq. (9), presuming a Fermi liquid picture. This
is certainly a crude approximation. It can be justified if one
is mostly interested in the form of singularities in the spectral
function. These are dominated by various power laws, which
arise from low-energy particle hole excitations of electrons
close to the Fermi energy, where a Fermi-liquid description
should be valid.
The photons are described by HL. We study lossless
modes with QW in-plane momenta Q and energies ωQ =
ωc + Q2/2mc, where mc is the cavity mode effective mass.
Different in-plane momenta Q can be achieved by tilting the
light source with respect to the QW. In the final evaluations,
we will mostly set Q = 0, which is a valid approximation
since mc is tiny compared to electronic masses. The interaction
term of HL describes the process of absorbing a photon while
creating an VB-CB electron hole pair, and vice versa. d0
is the interband electric dipole matrix element, whose weak
momentum dependence is disregarded. This interaction term
can be straightforwardly derived from a minimal coupling
Hamiltonian studying interband processes only, and employ-
ing the rotating wave and electric dipole approximations (see,
e.g., Ref. [28]).
The optical properties of the full system are determined by
the retarded dressed photon Green’s function [16,17]:
DR(Q,) = 1
 − ωQ + i0+ − (Q,) , (13)
where (Q,) is the retarded photon self-energy. This dressed
photon is nothing but the polariton. The spectral function
corresponding to (13) is given by
A(Q,ω) = − 1
π
Im[DR(Q,ω)]. (14)
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Q,Ω Q,Ω
FIG. 8. The photon self-energy (Q,) in linear response. Full
lines denote CB electrons, dashed lines VB electrons, and wavy lines
photons. The grey-shaded area represents the full CB-VB vertex.
A(Q,ω) determines the absorption respectively reflection of
the coupled cavity-QW system, which are the quantities
typically measured in polariton experiments like [12,13].
Our goal is to determine (Q,). To second order in d0, it
takes the form
(Q,) 
 −i d
2
0
S
∫ ∞
−∞
dtθ (t)e(it)
×
∑
k,p
〈0|b†k(t)ak+Q(t)a†p+Q(0)bp(0)|0〉, (15)
where |0〉 is the noninteracting electronic vacuum with a filled
VB, and the time dependence of the operators is generated
by HM . Within this approximation, (Q,ω) is given by the
“dressed bubble” shown in Fig. 8. The imaginary part of
(Q,ω) can also be seen as the linear response absorption
of the QW alone with the cavity modes tuned away.
Starting from Eq. (15), in the following we will study in
detail how (Q,ω) behaves as the chemical potential μ is
increased, and distinguish finite and infinite VB masses M .
We will also discuss the validity of the approximation of
calculating  to lowest order in d0.
IV. ELECTRON-HOLE CORRELATOR IN THE ABSENCE
OF A FERMI SEA
We start by shortly reviewing the diagrammatic approach
in the case when the chemical potential lies within the gap
(i.e., −EG < μ < 0). This is mainly done in order to set the
stage for the more involved diagrammatic computations in the
subsequent sections. In this regime of μ,  is exactly given
by the sum of the series of ladder diagrams shown in Fig. 9,
first computed by Mahan [29]. Indeed, all other diagrams are
absent here since they either contain VB or CB loops, which
are forbidden for μ in the gap. This is seen using the following
expressions for the zero-temperature time-ordered free Green’s
functions:
G(0)c (k,) =
1
 − k + i0+sgn(k − μ) , (16)
+ +
FIG. 9. The series of ladder diagrams. Dotted lines represent the
electron-hole interaction.
G(0)v (k,) =
1
 + EG + Ek + i0+sgn(−EG − Ek − μ) ,
(17)
where the indices c and v stand for conduction and valence
band, respectively, and 0+ is an infinitesimal positive constant.
For −EG < μ < 0, CB electrons are purely retarded, while
VB electrons are purely advanced. Thus no loops are possible.
Higher-order terms in d0 are not allowed as well.
One can easily sum up the series of ladder diagrams
assuming the simplified interaction V0 [18]. Let us start
from the case of infinite VB mass (β = 0), and concentrate
on energies | − EG|  ξ , where ξ is an appropriate UV
cutoff of order of CB bandwidth. Since the interaction
is momentum independent, all integrations in higher-order
diagrams factorize. Therefore the nth order diagram of Fig. 9
is readily computed:

(n)
ladder() = d20ρ(−g)n ln
(
 − EG + i0+
−ξ
)n+1
. (18)
Here and henceforth, the branch cut of the complex logarithm
and power laws is chosen to be on the negative real axis. The
geometric series of ladder diagrams can be easily summed:
ladder() =
∞∑
n=0

(n)
Ladder() =
d20ρ ln
(
−EG+i0+
−ξ
)
1 + g ln (−EG+i0+−ξ ) . (19)
A sketch of the corresponding QW absorption Aladder =
−Im[ladder]/π was already shown in Fig. 1.
ladder() has a pole, the so-called Mahan exciton [18,29],
at an energy of
 − EG = −EB = −ξe−1/g. (20)
In the following, we will treat EB as a phenomenological
parameter. To match the results of the short-range interaction
model with an experiment, one should equate EB with E0, the
energy of lowest VB hole-CB electron hydrogenic bound state
(exciton). Expanding Eq. (19) near the pole, we obtain
ladder(ω) = d
2
0EBρ
g2
G0exc(ω) +O
(
ω
EB
)
,
(21)
G0exc(ω) =
1
ω + i0+ ,
where ω =  − EG + EB , and we have introduced the bare
exciton Green’s function G0exc, similar to Ref. [30].
In this regime of μ, a finite hole mass only results in a
weak renormalization of the energy by factors of 1 + β, where
β = m/M is the small CB/VB mass ratio. Furthermore, if
finite photon momenta Q are considered, the exciton Green’s
function is easily shown to be (near the pole):
G0exc(Q,ω) =
1
ω + Q2/Mexc + i0+ , (22)
with Mexc = M + m = M(1 + β).
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V. ELECTRON-HOLE CORRELATOR
FOR SMALL FERMI ENERGY
A. Infinite VB hole mass
Let us now slightly increase the chemical potential μ, and
study the resulting absorption. More precisely, we consider the
regime
0 < μ  EB  ξ. (23)
We first give an estimate of the coupling constant g = ρV0
Accounting for screening of the VB hole 2D Coulomb
potential by the CB Fermi sea in the static RPA approximation,
and averaging over the Fermi surface [18,29], one finds
g ∼
{
1 − 8x/π x → 0,
ln(x)/x x → ∞, (24)
where x = √μ/E0 with E0 being the true 2D binding energy
of the lowest exciton in the absence of a CB Fermi sea.
In the regime under study, we may assume EB 
 E0  μ,
and therefore g . 1.1 As a result, perturbation theory in g
is meaningless. Instead, we will use μ/EB as our small
parameter, and re-sum all diagrams which contribute to the
lowest nontrivial order in it.
We will now restrict ourselves to the study of energies
close to EB in order to understand how a small density of
CB electrons modifies the shape of the bound state resonance;
we will not study in detail the VB continuum in the spectrum
(cf. Fig. 2). We first compute the contribution of the ladder
diagrams; as compared to Eqs. (21) and (22), the result solely
differs by a shift of energies:
ω =  − excT , excT = (EG + μ) − EB. (25)
Also, the continuum now sets in when  equals FEST =
EG + μ, which is known as the Burstein-Moss shift [26,27].
However, for finite μ, one clearly needs to go beyond the
ladder approximation, and take into account the “Fermi sea
shakeup.” To do so, we first consider the limit of infinite M
(β = 0). In this regime, the QW absorption in the presence of
a bound state for the model under consideration was found by
Combescot and Nozières [11], using a different approach.2
For finite μ, the physics of the Fermi-edge singularity
comes into play: due to the presence of the CB Fermi sea, CB
electron-hole excitations are possible at infinitesimal energy
cost. As a result, the exciton Green’s function, which we
analogously to (21) define as proportional to the dressed bubble
in the exciton regime,
exc(ω) = d
2
0EBρ
g2
Gexc(ω) +O
(
ω
EB
)
, (26)
Gexc(ω) = 1
ω − exc(ω) , (27)
1Strictly speaking, this also means EB . ξ , contradicting Eq. (23).
However, this clearly is a nonuniversal property, and we will not pay
any attention to it in the following.
2In fact, their computation is in 3D, but the case of infinite hole
mass is effectively 1D anyway.
A/M20 ρπ
ω
1
EB + μ0 μ
∼ ω(δ/π−1)2−1
μ¿ EB
FIG. 10. QW Absorption for μ  EB and M = ∞. The power
law (28) is valid asymptotically close to the left peak. The dashed
region indicates the continuous part of the spectrum, compare caption
of Fig. 2.
gets renormalized by a self-energy exc(ω). This self-energy
turns the exciton pole turns into a divergent power law [11]:
Gexc(ω) ∼ 1
ω + i0+ ·
(
ω + i0+
−μ
)(δ/π−1)2
, (28)
where δ is the scattering phase shift of electrons at the Fermi
level off the pointlike hole potential. One should note that no
delta peak will appear for δ/π 	= 1. A sketch of the resulting
absorption A is shown in Fig. 10.
Let us further discuss the result (28). It was obtained in
Ref. [11] using an elaborate analytical evaluation of final
state Slater determinants, and actually holds for any value
of μ. A numerical version of this approach for the infinite VB
mass case was recently applied by Baeten and Wouters [16]
in their treatment of polaritons. In addition, the method was
numerically adapted to finite masses by Hawrylak [19], who,
however, mostly considered the mass effects for μ  EB .
However, due to the more complicated momentum struc-
ture, it seems difficult to carry over the method of [11] to finite
masses analytically. Instead, we will now show how to proceed
diagrammatically. Our analysis will give (28) to leading order
in the small parameter μ/EB , or, equivalently, α = δ/π − 1
(recall that by Levinson’s theorem [25] δ = π for μ = 0 due
to the presence of a bound state—the exciton):
Gexc(ω) 
 1
ω + i0+
(
1 + α2 ln
( |ω|
μ
)
− iα2πθ (ω)
)
. (29)
The merit of the diagrammatical computation is twofold. First,
it gives an explicit relation between α and the experimentally
measurable parameters μ, EB . Second, the approach can be
straightforwardly generalized to finite masses, as we show in
the next section.
Let us note that a similar diagrammatic method was
also examined by Combescot, Betbeder-Matibet et al. in a
series of recent papers [30–34]. Their model Hamiltonians
are built from realistic Coulomb electron-hole and electron-
electron interactions. As a result, they assess the standard
methods of electron-hole diagrams as too complicated [30],
and subsequently resort to exciton diagrams and the so-called
commutation technique, where the composite nature of the
excitons is treated with care. However, the interaction of
excitons with a Fermi sea is only treated at a perturbative
level, assuming that the interaction is small due to, e.g., spatial
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(a) (b)
FIG. 11. Leading-order direct self-energy diagrams: (a) direct
contribution D and (b) exchange contribution X.
separation [31]. This is not admissible in our model, where
the interaction of the VB hole with all relevant electrons
(photoexcited and Fermi sea) has to be treated on the same
footing. Rather, we stick to the simplified form of contact
interaction, and show how one can use the framework of
standard electron-hole diagrams to calculate all quantities of
interest for infinite as well as for finite VB mass. The results
presented below then suggest that for μ  EB the finite mass
does not weaken, but rather strengthens the singularities, which
is in line with results on the heavy hole found in Ref. [23].
Here, we only present the most important physical ingredi-
ents for our approach, and defer the more technical details to
Appendix B. In the regime of interest, we can perform a low-
density computation, employing the small parameter μ/EB .
Since all energies are close to EB , the leading-order exciton
self-energy diagrams is then the sum of all diagrams with one
CB electron loop. One can distinguish two channels: direct and
exchange, to be denoted by D and X, as depicted in Fig. 11.
All such diagrams with an arbitrary number of interactions
connecting the VB line with the CB lines in arbitrary order have
to be summed. Factoring out EBρ/g2 G0exc(ω)2, the remaining
factor can be identified as the exciton self-energy diagram.
An evaluation of these diagrams is possible either in the time
or in the frequency domain. Of course, both approaches must
give same result. In practice, however, the time domain eval-
uation is more instructive and requires less approximations,
which is why we will discuss it first. The frequency domain
evaluation, however, is far more convenient for obtaining finite
mass results, and will be discussed thereafter.
The time domain approach is similar in spirit to the
classical one-body solution of the Fermi-edge problem by
Nozières and de Dominicis [10]. Since the infinite-mass hole
propagator is trivial, Gv(t) = iθ (−t)eiEGt , the direct diagrams
just describe the independent propagation of two electrons in
the time-dependent hole potential. Thus, in the time domain,
the sum of all direct diagrams D(t) factorizes into two parts
representing the propagation of these two electrons:
D(t) =
∫
k1<kF
dk1
(2π )2 ie
−i(EG−k1 )tB(t)C(t), (30)
where B(t) and C(t) are infinite sums of convolutions (denoted
by an asterisk) of the form
B(t) =
∞∑
m=1
(−V0)m
∫
k2>kF
dk2
(2π )2 . . .
∫
km>kF
dkm
(2π )2
× [G0,Rc (k1, ) ∗ · · · ∗ G0,Rc (km, ) ∗ G0,Rc (k1, )](t),
(31)
and similarly for C(t). G0,Rc is the retarded bare CB Green’s
function in the time domain. Fourier-transforming, D(ω) is
then given by a convolution of B(ω) and C(ω), each of which
in turn reduces to simple summations of ladder diagrams.
The full convolution D(ω) is difficult to compute; one can
proceed by noting that B(ω) and C(ω) have poles at ω 
 0
and continuum contributions at ω & EB . These are readily
identified with the pole and continuum contributions of the
exciton absorption, cf. Fig. 1. Combining these, there are
four combinations contributing to D(ω): pole-pole, pole-
continuum (two possibilities), and continuum-continuum. The
imaginary part of the latter, which is of potential importance
for the line shape of the exciton spectrum, can be shown to
vanish in our main regime of interest, ω & 0. It is instructive
to study the pole-pole combination, which corresponds to a
would be “trion” (bound state of the exciton and an additional
electron) and is further discussed in Appendix C. Adding to it
the pole-continuum contributions we find, for small ω:
D(ω) = ρEB
g2
1
(ω + i0+)2 
D
exc(ω). (32)
This corresponds to a contribution to the exciton self-energy,
which reads
Dexc(ω) = −
1
ρ
∫
k1<kF
dk1
(2π )2
1
ln
(ω+k1 −μ+i0+
−EB
) . (33)
Before discussing this term further, we consider the contri-
bution of the exchange diagrams, X(ω), of Fig. 11(b). Their
structure is more involved compared to the direct channel,
since these diagrams do not just represent the independent
propagation of two electrons in the hole potential. However,
relying on a generalized convolution theorem which we prove,
the computation can be performed in the same vein as
before (see Appendix B), leading to the following results:
first, the pole-pole contribution cancels that of the direct
diagrams (see Appendix C), which holds in the spinless case
only (in the spinful case, the direct diagrams will come with
an extra factor of two). This could be expected: trion physics
is only recovered in the spinful case, where two electrons
can occupy the single bound state created by the attractive
potential of the hole. In a realistic 2D setup trion features
will become important for large enough values of μ (see,
e.g., Refs. [14,35–37]). Although we do not focus on trions
here, let us stress that all standard results on trions can be
recovered within our diagrammatic approach, if electrons and
holes are treated as spin-1/2 particles; see Appendix C for
further details.
The dominant contribution to X(ω) then arises from the
pole-continuum contribution. It is given by
X(ω) = −ρEB
g2
1
(ω + i0+)2 μ. (34)
Thus, the self-energy contribution to the exciton Green’s
function is simply
Xexc(ω) = −μ. (35)
Since it is purely real, it will essentially just red-shift the
exciton pole by μ. A discussion of this result is presented in
Appendix D.
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Now, it should be noted that Xexc(ω) is not proportional
to the small parameter μ/EB—the latter effectively canceled
when factoring out the bare excitons Green’s function. Thus
it is inconsistent to treat Xexc(ω) as perturbative self-energy
correction. Instead, one should repeat the calculation, but
replace all ladders by ladders dressed with exchange-type
diagrams. It can be expected, however, that the structure
of the calculations will not change. The only change that
should happen is the appearance of the renormalized binding
energy ˜EB = EB + μ, in accordance with [11], as discussed in
Appendix D. In the following, we will assume this is accounted
for, and therefore suppress all exchange diagrams.
Let us now return to the direct self-energy contribution
Dexc(ω), Eq. (33), writing
exc(ω) = Dexc(ω) (36)
henceforth. We may apply the following asymptotic expansion
for the logarithmic integral (generalized from [38]), which will
also prove useful later:∫ ω
0
dx
xn
lnm(x) =
1
lnm(ω)
ωn+1
(n + 1) +O
(
ωn+1
ln(ω)m+1
)
. (37)
This can be shown easily by integrating by parts and comparing
orders. Based on this result we find, to leading logarithmic
accuracy,
exc(ω) 
 − μln ( μ
EB
) + ω ln
( |ω|
μ
)
ln
(
μ
EB
)
ln
( |ω|
EB
) − i πωθ (ω)
ln2
( |ω|
EB
) . (38)
This result has several interesting features. First, we see the
appearance of a small parameter α ≡ 1/| ln(μ/EB)|, which
can be interpreted as follows: the scattering phase-shift at the
Fermi level, δ, which determines the Anderson orthogonality
power law [c.f. Eq. (28)] is approximately given by [25]
δ 
 π
ln
(
μ
EB
) + π, (39)
which holds for small Fermi energies, where δ is close to π .
Therefore δ and α are related by
α 
 1 − δ
π
. (40)
The small pole shift of order αμ contained in Eq. (38) could
be expected from Fumi’s theorem (see, e.g., Ref. [39] and the
discussion in Appendix D). We now perform an energy shift
ω → ω + αμ. (41)
To leading order in α, we may then rewrite Dexc with
logarithmic accuracy as
exc(ω) 
 α2ω ln
( |ω|
μ
)
− iα2πωθ (ω). (42)
Here, the imaginary part can be identified with the density
of states of CB electron-hole excitations as function of ω, as
discussed in Sec. II.
Upon inserting (42) into the exciton Green’s function (27),
we recover (28) to leading (quadratic) order in α:
Gexc(ω) 
 1
ω + i0+
(
1 + α2 ln
( |ω|
μ
)
− iα2πθ (ω)
)
. (43)
+
...+
iterated block
FIG. 12. Series of diagrams contributing to the direct self-energy
in the frequency domain. Vertical blue bars denote interaction ladders.
As a result, our one-loop computation has given the first
logarithm of the orthogonality power law, in complete analogy
to the standard Fermi-edge problem (see Sec. VI). All higher
loop contributions, evaluated to leading logarithmic order,
should then add up to give the full power law; since we are
more interested in finite mass effects here, we will not go into
the details of this calculation.
To carry the diagrammatics over to finite mass, as done in
the next section, it is convenient to switch to the frequency
domain. A summation of all one-loop diagrams is possible by
evaluating the series shown in Fig. 12.
To perform the evaluation, we make use of the following
simplification. To begin with, we often encounter complicated
logarithmic integrals; however, the imaginary part of the
integrand is just a delta function, so, upon integration, one
finds step functions. Since the integrand is retarded, it is then
possible to recover the full expression from the imaginary part
using the Kramers-Kronig relation; the step functions then
become logarithms.
With that, the sum over diagrams appearing in Fig. 12
assumes the form
D(ω) = EB
g2
1
(ω + i0+)2
∫
k1<kF
dk1
(2π )2 {I + I
3 + . . . }, (44)
where
I = ln
(
k1 + ω − μ + i0+
−EB
)
. (45)
Summing up the geometric series exactly reproduces the time-
domain result, Eq. (32). Thus we have established how the
photon self-energy can be calculated diagrammatically for the
case of infinite VB mass M (to leading order in d0).
B. Finite hole mass
We are now in a position to tackle finite VB mass M .
Let us also consider a finite incoming momentum Q. Clearly,
the one-loop criterion for choosing diagrams still holds,
since we are still considering the low-density limit, μ  EB .
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We also disregard any exchange contributions for the same reasons as for the infinite mass case. As a result, we only have to
recompute the series of direct diagrams of Fig 12. We start with the first one. It gives
I = − EBV0
g
∫
k2>kF
dk2
(2π )2
1(−ω + EB + E(k2 − Q) + k2 − μ − i0+)2
1
ln
(−EB+ω−(Q−q)2/2Mexc−k2 +k1 +i0+
−EB
) , (46)
where q = k2 − k1. The imaginary part of (46) reads
Im[I ] = −V0
g
∫
k2>kF
dk2
(2π )2 πδ
(
ω − (Q − q)
2
2Mexc
− k2 + k1
)
+O
(
μ
EB
)
. (47)
By Eq. (47), I can be rewritten in a simpler form (ensuring
retardation), valid for small ω:
I 
 V0
g
∫
k2>kF
dk2
(2π )2
1
ω − (Q−q)22Mexc − k2 + k1 + i0+
. (48)
This form can be integrated with logarithmic accuracy, which,
however, only gives Re[I ]. Specializing to Q  kF for
simplicity, one obtains
Re[I ] 
 ln
(
max(|ω + k1 − μ|,βμ)
EB
)
. (49)
As for the infinite mass case, the higher-order diagrams of
Fig. 12 give higher powers of I . Similarly to Eq. (44), one
then obtains for the self-energy part, to leading logarithmic
accuracy:
exc(Q,ω) = −
∫
k1<kF
dk1
(2π )2
1
I
. (50)
The imaginary part, which determines the lineshape of Gexc,
is given by
Im[exc(Q,ω)] 
 −πV0
ρg
∫
k1<kF
dk1
(2π )2
∫
k2>kF
dk2
(2π )2
× δ
(
ω − (Q − q)2/2Mexc − k2 + k1
)
ln2
(
max(|ω+1−μ|,βμ)
EB
) .
(51)
We now apply the analog of the logarithmic identity,
Eq. (37), for a 2D integral. Thus, in leading order, we may
simply pull the logarithm out of the integral of Eq. (51) and
rewrite it as
Im[exc](Q,ω) 
 −πV0
ρg
α2
∫
k1<kF
dk1
(2π )2
∫
k2>kF
dk2
(2π )2
× δ(ω − (Q − q)2/2Mexc − k2 + k1).
(52)
The result (52) is physically transparent. It is just a phase-space
integral giving the total rate of scattering of an exciton with
momentum Q by a CB Fermi sea electron. The prefactor
is determined by the scattering phase shift δ. At least for
sufficiently small momenta Q, the integral in Eq. (52) can
be straightforwardly computed. For the most important case
Q = 0, one obtains for small energies (see Appendix E)
Im[exc](Q = 0,ω) ∼ −α2 1√
βμ
θ (ω)ω3/2, ω  βμ,
(53)
where we suppressed an irrelevant prefactor of order one. For
ω  βμ, one recovers the infinite mass case as in (42).
Compared to the infinite mass case, where Im[exc] ∼
ω ln(ω), the self-energy (53) shows a suppression of the
low-frequency scattering phase space, as seen from the higher
frequency power law. Physically, the phase space suppression
is understood as follows: we have found that, after accounting
for the exchange diagrams, it is admissible to view the exciton
as elementary particle with mass Mexc, which interacts with the
Fermi sea with an effective interaction strength α [Eq. (40)].
As can be seen from Fig. 13, scatterings of the exciton with
CB electrons involving a large momentum transfer necessarily
cost a finite amount of energy (the so-called recoil energy).
By contrast, in the infinite mass case such scatterings could
still happen at infinitesimal energy cost, since the exciton
dispersion was flat. Thus the finite-mass phase space is reduced
as compared to the infinite mass case. This change eventually
leads to the previously asserted reappearance of the exciton
delta peak.
This phase space reduction also affects the exciton spectral
function, and hence the absorption: we first restrict ourselves
to the leading behavior, i.e., we disregard any small renormal-
izations that arise from including Re[exc] or from higher-loop
corrections. Inserting Eq. (53) into Eq. (27) we then obtain,
for small energies ω,
A(Q = 0,ω) 
 −2 Im[(ω)]
ω2
∼ 2α2 θ (ω)√
βμω
, (54)
with
2 = d
2
0ρEB
g2
. (55)
k
q ' 2kF
Ω
−EB
4βμ
0
μ¿ EB
FIG. 13. Scattering process of an exciton by a VB electron with
large momentum transfer. The lower band represents the exciton
dispersion. The scattering significantly increases the exciton energy.
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The factor  (with units of energy) determines the polariton
splitting at zero detuning, and will be discussed in Sec. VII.
The 1/
√
ω divergence seen in (54) was also found by Rosch
and Kopp using a path-integral approach [23] for a related
problem, that of a heavy hole propagating in a Fermi sea.
In addition, Rosch and Kopp find a quasiparticle delta peak
with a finite weight. This peak can also be recovered within
our approach upon inclusion of the correct form of Re[exc].
From Eqs. (49) and (50), we may infer it to be
Re[exc(Q = 0,ω)] = α2ω ln
(√
ω2 + (βμ)2
μ
)
, (56)
where we have rewritten the maximum-function with logarith-
mic accuracy using a square root. This cutoff of logarithmic
singularities (which are responsible for edge power laws) by
recoil effects is a generic feature of our model, and will
reoccur in the regime of μ  EB presented in Sec. VI. In
qualitative terms, this is also discussed in Ref. [22] (for
arbitrary dimensions). Our results are in full agreement with
this work.
We may now deduce the full photon self-energy exc as
follows. In the full finite-mass version of the power law
(28), the real part of the logarithm in the exponent will be
replaced by the cutoff logarithm from Eq. (56). The imaginary
part of this logarithm will be some function f (ω), which
continuously interpolates between the finite-mass regime for
ω  βμ [given by Eq. (53) times ω−1], and the infinite mass
regime for ω  βμ. Therefore we arrive at
exc(Q = 0,ω)
= 
2
ω + i0+ exp
[
α2
(
ln
(√
ω2 + (βμ)2
μ
)
− if (ω)
)]
,
(57)
where
f (ω) =
{
π
√
ω
βμ
θ (ω), ω  βμ
π, ω  βμ
. (58)
It is seen by direct inspection that (57) has a delta peak at
ω = 0 with weight 2βα2 .
One can also asses the weight of the delta peak by
comparing the spectral weights of the exciton spectral function
in the infinite and finite mass cases: the weight of the delta peak
must correspond to the difference in spectral weight as the
absorption frequency power law is changed once β becomes
finite. In the infinite mass case, the absorption scales as
A∞(ω) ∼ 
2α2
ω
(
ω
μ
)α2
θ (ω), (59)
as follows from Eq. (28) above. Thus the spectral weight in
the relevant energy region is given by∫ βμ
0
dωA∞(ω) = 2βα2 . (60)
In contrast, using Eq. (53), the spectral weight of the finite
mass case is ∫ βμ
0
dωA(Q = 0,ω) = 2α2. (61)
V0
FIG. 14. Two dressed bubbles, connected by one electron-hole
interaction (dotted line). This is an example of a photon self-energy
diagram that is not contained in our approximation for (Q,ω).
For scattering phase shifts δ close to π (i.e., α → 0), and for
finite mass, β > 0, a pole with weight proportional to βα2
[Eq. (60)] at ω = 0 should be present in the spectrum, if β is
not exponentially small in α. This weight is exactly the same as
for the heavy hole when computed in a second-order cumulant
expansion [23].
The full imaginary part ofexc(Q = 0,ω) was already given
explicitly in Eqs. (5a) and (5b), and plotted in Fig. 2. That
plot illustrates the main conclusion of this section: for finite
mass, Fermi sea excitations with large momentum transfer
are energetically unfavorable, and are therefore absent from
the absorption power law. As a result, the polelike features
of the absorption are recovered.
C. Validity of the electron-hole correlator
as a photon self-energy
Let us now assess the validity of the expressions for the CB
electron-VB hole correlator [Eqs. (28) and (57)] as a photon
self-energy. Using them, one assumes that only electron-hole
interactions within one bubble are of relevance, and electron-
hole interactions connecting two bubbles (an example is shown
in Fig. 14) can be disregarded.
The regime where such an approximation is valid may
be inferred from the following physical argument: electronic
processes (i.e., electron-hole interactions) happen on the time
scale of Fermi time 1/μ. On the other hand, the time scale
for the emission and reabsorption of a photon (which is the
process separating two bubbles) is given by 1/ρd20 (where d0 is
the dipole matrix element). If the second scale is much larger
than the first one, electrons and holes in distinct bubbles do
not interact. Thus the our approach is valid as long as
ρd20  μ. (62)
Under this condition, the following physical picture is appli-
cable: an exciton interacts with the Fermi sea, giving rise to a
broadened exciton, which in turn couples to the cavity photons.
When Eq. (62) is violated, one should think in different terms:
excitons couple to photons, leading to exciton-polaritons.
These then interact with the Fermi sea. The second scenario is,
however, beyond the scope of this paper. The above discussion
is likewise valid for the regime of large Fermi energy, which
is studied below.
VI. ELECTRON-HOLE CORRELATOR
FOR LARGE FERMI ENERGY
We now switch to the opposite regime, where μ  EB ,
and excitons are not well-defined. For simplicity, we also
assume that μ is of the order of the CB bandwidth. Hence
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FIG. 15. Lowest-order crossed diagram contributing to the FES.
EB  μ 
 ξ . Within our simplified model, the finite mass
problem in 3D was solved in Ref. [18]. This treatment
can be straightforwardly carried over to 2D [40]. To avoid
technicalities, we will, however, just show how to obtain the
2D results in a “Mahan guess” approach [7], matching known
results from [21]. To this end, we will first recapitulate the
main ingredients of the infinite mass solution.
A. Infinite hole mass
The FES builds up at the Burstein-Moss shifted threshold
FEST = EG + μ. Its diagrammatic derivation relies on a weak-
coupling ansatz: the parameter g = ρV0 is assumed to be
small. As seen from Eq. (24), this is indeed true for μ  E0.
In principle, below the FES there will still be the exciton peak;
however, this peak will be broadened into a weak power law,
and thus merge with the FES. For finite mass (see below),
the position of the would-be exciton may even be inside FES
continuum, which makes the exciton disappear completely.
What is more, the exciton weight, being proportional to EB ,
is exponentially small in g (since μ 
 ξ ). We may therefore
safely disregard the exciton altogether (see also discussion in
Appendix A).
To leading order in g ln(ω/μ), the dominant contribution
comes from the so called “parquet” diagrams, containing all
possible combinations of ladder and crossed diagrams [8,9].
The value of the pure ladder diagrams is given by Eq. (18), with
 − EG replaced byω =  − FEST . The lowest-order crossed
diagram is shown in Fig. 15. With logarithmic accuracy the
contribution of this diagram is easily computed:
crossed = − 13d20ρg2[ln(ω/μ)]3. (63)
This is − 13 times the contribution of the second order ladder
diagram, cf. Eq. (18). Thus, the ladder and crossed channels
partially cancel each other, a feature which persists to all
orders. This also shows that the FES is qualitatively different
from the broadened exciton discussed in the previous section:
now the exciton effects (ladder diagrams) and the Fermi sea
shakeup (crossed diagrams) have to be treated on equal footing.
In his original paper, Mahan computed all leading diagrams
to third order and guessed the full series from an exponential
ansatz [7]. The corresponding result for the photon self-energy
FES(ω) reads
FES(ω) = d
2
0ρ
2g
{
1 − exp
[
−2g ln
(
ω + i0+
−μ
)]}
. (64)
Relying on coupled Bethe-Salpeter equations in the two
channels (ladder and crossed), Nozières et al. then summed
all parquet diagrams, where a bare vertex is replaced by
(anti-)parallel bubbles any number of times [8,9]. The result
corresponds exactly to Mahan’s conjecture, Eq. (64).
By the standard FES identification δ/π = g +O(g3), the
power law in Eq. (64) coincides with the one given in Eq. (28);
the phase shift is now small. One should also point out that
the peaks in the spectra in the regimes of small μ (Fig. 2) and
large μ (Fig. 3) are not continuously connected, since the FES
arises from the continuous threshold, whereas the exciton does
not. Let us finally note that since μ is a large scale, Eq. (64)
should be a good approximation for the photon self-energy,
since the condition (62) is easily satisfied.
B. Finite hole mass
As in the regime of the exciton, in the finite mass case
the result (64) will be modified due to the recoil energy
βμ. However, it will now be the VB hole recoil (or the
hole lifetime, see below) instead of the exciton recoil—the
latter is meaningless since the exciton is not a well defined
entity anymore. This is most crucial: since CB states with
momenta smaller than kF are occupied, VB holes created
by the absorption of zero-momentum photons must have
momenta larger than kF . Therefore the hole energy can actually
be lowered by scatterings with the Fermi sea that change the
hole momenta to some smaller value, and these scattering
processes will cut off the sharp features of FES(ω). The
actual computation of the photon self-energy with zero photon
momentum, FES(Q = 0,ω), proceeds in complete analogy
to the 3D treatment of Ref. [18]. Limiting ourselves to the
“Mahan guess” for simplicity, the main steps are as follows.
The first major modification is the appearance of two thresh-
olds; as easily seen by the calculation of the ladder diagrams,
the finite mass entails a shift of the pole of the logarithm from
ω = 0 to βμ, which is the minimal energy for direct transitions
obeying the Pauli principle. Correspondingly, ωD = βμ is
called the direct threshold. Near this threshold, logarithmic
terms can be large, and a nonperturbative resummation of
diagrams is required. However, the true onset of 2DEG
absorption will actually be the indirect threshold ωI = 0.
There, the valence-band hole will have zero momentum, which
is compensated by a low-energy conduction electron-hole pair,
whose net momentum is −kF . The two thresholds were shown
in Fig. 4. It should be noted that for EB < βμ the exciton
energy ≈ ωD − EB , is between ωI and ωD . Hence, in this case,
the exciton overlaps with the continuum and is completely lost.
Near ωI , the problem is completely perturbative. In leading
(quadratic) order in g, the absorption is determined by two
diagrams only. The first one is the crossed diagram of Fig. 15.
The second one is shown in Fig. 16. When summing these two
diagrams, one should take into account spin, which will simply
multiply the diagram of Fig. 16 by a factor of two (if the spin
is disregarded, the diagrams will cancel in leading order). Up
to prefactors of order one, the phase-space restrictions then
result in a 2DEG absorption (see Ref. [21] and Appendix E):
A(Q = 0,ω) = d20g2
(
ω
βμ
)3
θ (ω). (65)
The phase space power law ω3 is specific to 2D. Its 3D
counterpart has a larger exponent, ω7/2 [21], due to an
additional restriction of an angular integration.
Let us now turn to the vicinity of ωD , where one has to
take into account the logarithmic singularities and the finite
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FIG. 16. Second diagram (in addition to Fig. 15) contributing to
the absorption at the indirect threshold ωI . The blue ellipse marks the
VB self-energy insertion used below.
hole lifetime in a consistent fashion. Regarding the latter, one
can dress all VB lines with self-energy diagrams as shown in
Fig. 16. The self-energy insertion at the dominant momentum
k = kF reads
Im[VB(kF ,ω)] = 1√
3
θ (ω)g2βμ ω
2
(βμ)2 , ω  βμ. (66)
As can be shown by numerical integration, this expression
reproduces the correct order of magnitude for ω = βμ, such
that it can be safely used in the entire interesting regime
FIG. 17. The CB electron-VB hole bubble, with the hole propa-
gator dressed by the self-energy, Eq. (67).
ω ∈ [0,βμ]. The power law in Eq. (66) is again specific to 2D.
In contrast, the order of magnitude of the inverse lifetime is
universal,
Im[VB(kF ,βμ)] ∼ g2βμ. (67)
Disregarding the pole shift arising from Re[], the self-energy
(67) can be used to compute the “dressed bubble” shown in
Fig. 17. With logarithmic accuracy, the dressed bubble can be
evaluated analytically. In particular, its real part reads
Re[db](ω) 
 ρd20 ln
(√(ω − βμ)2 + (g2βμ)2
μ
)
. (68)
This is just a logarithm whose low-energy divergence is cut
by the VB hole life time, in full analogy to Eq. (56), and in
agreement with Ref. [22].
For the computation of polariton spectra later on, it turns out
to be more practical to obtain both the real and the imaginary
parts of db(ω) by numerically integrating the approximate
form [40]:
db(ω) 
 d
2
0
(2π )2
∫
k>kF
dk
1
ω − (k − μ) − k22M + iIm[ ˜VB(ω − k + μ)]
,
(69)
Im[ ˜VB(x)] =
⎧⎨
⎩
g2√
3θ (x)
x2
(βμ) , x < βμ
g2√
3βμ, x > βμ
,
to avoid unphysical spikes arising from the leading logarithmic
approximation. A corresponding plot of −Im[db] is shown
in Fig. 18. The numerical expression −Im[db] simplifies to
the correct power law (65) in the limit ω → 0, and approaches
the infinite mass value d20ρπ for large frequencies.
Higher-order diagrams will contain higher powers of the
rounded logarithm (68). The parameter controlling the leading
log scheme now reads
l ≡ g ln(βg2). (70)
One can distinguish different regimes of l. The simplest is
l  1, which holds in the limit g → 0 (or, put differently, if
β is not exponentially small in g). In this limit, no singularity
is left. The large value of the Fermi energy (small g) and the
large value of the hole decay βμ have completely overcome all
interaction-induced excitonic effects. A decent approximation
to the 2-DEG absorption is then already given by the imaginary
part of the dressed bubble. Figure 18 shows the corresponding
absorption.
The more interesting regime corresponds to g ln(βg2) &
1, where arbitrary numbers of conduction-band excitations
contribute to the absorption alike.3 A nonperturbative summa-
tion is needed, which is, however, obstructed by the following
fact: As found by straightforward computation, the crossed
diagrams are not only cut by g2βμ due to the hole decay,
but also acquire an inherent cutoff of order βμ due to the
hole recoil. A standard parquet summation is only possible
in a regime where these two cutoffs cannot be distinguished
with logarithmic accuracy, i.e., where β  g2. For small
enough g this will, however, always be the case in the truly
nonperturbative regime where β must be exponentially small
in g.
As a result of these considerations, the logarithms of
the parquet summation have to be replaced by the cut-off
logarithms (68), with g2βμ replaced by βμ. The imaginary
part of the logarithm is then given by the function plotted
in Fig. 18. The resulting full photon self-energy in the
3The regime of g ln(βg2)  1 is out of reach for the methods used
in Ref. [18]. To study it, a consistent treatment of the divergences is
needed, similar to Ref. [9]. We will not attempt this here.
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−Im [Πdb(ω)] /d20ρ
π
ωβμ
g = 0.4
g = 0.1
∼ ω3
FIG. 18. Imaginary part of the dressed bubble for two values of g,
obtained from numerical integration ofdb, using the hole self-energy
insertion of (66).
nonperturbative FES regime reads
FES(Q = 0,ω) 
 −d
2
0ρ
2g
{
exp
[
−2g
(
db(ω)
ρd20
)]
− 1
}
.
(71)
A sketch of Im[FES] is shown in Fig. 3.
VII. POLARITON PROPERTIES
When the cavity energy ωc is tuned into resonance with
the excitonic 2DEG transitions, the matter and light modes
hybridize, resulting in two polariton branches. We will now
explore their properties in the different regimes.
A. Empty conduction band
To gain some intuition, it is first useful to recapitulate
the properties of the exciton-polariton in the absence of a
Fermi sea. Its (exact) Green’s function is given by Eq. (13),
with ωQ=0 = ωc and (ω) = 2/(ω + i0+), where  is a
constant (with units of energy) which determines the polariton
splitting at zero detuning. In terms of our exciton model,
one has  =
√
d20ρEB/g
2
. ω is measured from the exciton
pole. A typical density plot of the polariton spectrum Ap =
−Im[DR(ω,ωc)]/π , corresponding to optical (absorption)
measurements as, e.g., found in Ref. [13], is shown in Fig. 19.
A finite cavity photon linewidth c =  is used. The physical
picture is transparent: the bare excitonic mode (corresponding
to the vertical line) and the bare photonic mode repell each
other, resulting in a symmetric avoided crossing of two
polariton modes.
For analytical evaluations, it is more transparent to consider
an infinitesimal cavity linewidth c. The lower and upper
polaritons will then appear as delta peaks in the polariton
spectral function, at positions
ω± = 12
(
ωc ±
√
ω2c + 42
) (72)
ω/Δ
ωc/Δ
Ap ·Δπ
FIG. 19. μ = 0: exciton-polariton spectrum as function of cavity
detuning ωc and energy ω, measured in units of the half polariton
splitting , with c = .
and with weights
W± = 1
1 + 42(ωc±√42+ω2c )2
. (73)
We note that the maximum of the polariton spectra scales as
1/c for finite c. Our spectral functions are normalized such
that the total weight is unity. From Eq. (73) it is seen that
the weight of the “excitonic” polaritons (corresponding to the
narrow branches of Fig. 19) decays as 2/ω2c for large absolute
values of ωc.
B. Large Fermi energy
Let us study polariton properties in the presence of a Fermi
sea. Reverting the order of presentation previously taken in
the paper, we first turn to the regime of large Fermi energy,
EB  μ. This is because for EB  μ the inequality ρd20  μ
(62) is more easily satisfied than in the opposite limit of
EB  μ, facilitating experimental realization. We compute
the polariton properties using the electron-hole correlators as
cavity photon self-energy. A similar approach was applied
recently by Averkiev and Glazov [15], who computed cavity
transmission coefficients semiclassically, phenomenologically
absorbing the effect of the Fermi-edge singularity into the
dipole matrix element. Two further recent treatments of
polaritons for nonvanishing Fermi energies are found in
Refs. [16,17]. In the first numerical paper [16], the Fermi-edge
singularity as well as the excitonic bound state are accounted
for, computing the electron-hole correlator as in Ref. [11],
but an infinite mass is assumed. The second paper [17] is
concerned with finite mass. However, the authors only use
the ladder approximation and neglect the crossed diagrams,
partially disregarding the physical ingredients responsible for
the appearance of the Fermi-edge power laws. We aim here
to bridge these gaps and describe the complete picture in the
regime of large Fermi energy (before turning to the opposite
regime of μ  EB).
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Ap · Δ˜π
ω/Δ˜
ωc/Δ˜
FIG. 20. μ  EB : infinite hole mass Fermi-edge-polariton spec-
trum Ap(ω,ωc) as a function of cavity detuning ωc and energy ω,
measured in units of the effective splitting ˜. It was obtained by
inserting Eqs. (74) and (75) into Eq. (14). Parameter values:μ = 30 ˜,
c = 1 ˜, and g = 0.25.
In the infinite mass limit we will use Eq. (64) as the photon
self-energy. It is helpful to explicitly write down the real and
imaginary parts of the self-energy in leading order in g:
Re[FES](ω) = ˜
(
1 −
( |ω|
μ
)−2g)
, (74)
Im[FES](ω) = − ˜ 2πg
(
ω
μ
)−2g
θ (ω), (75)
˜ ≡ d
2
0ρ
2g
, (76)
where we have introduced the parameter ˜, which determines
the splitting of the polaritons, playing a similar role to  in
the previous case of empty CB. In the following, ˜ will serve
as the unit of energy.
For a cavity linewidthc = 1 ˜, a typical spectral plot of the
corresponding “Fermi-edge polaritons” is shown in Fig. 20. It
is qualitatively similar to the results of Ref. [15]. A quantitative
comparison to the empty CB case is obviously not meaningful
due to the appearance of the additional parameters μ (units of
energy) and g (dimensionless). Qualitatively, one may say the
following. The lower polariton is still a well-defined spectral
feature. For zero cavity linewidth (see below), its lifetime
is infinite. The upper polariton, however, is sensitive to the
high-energy tail of the 2DEG absorption power law (75), and
can decay into the continuum of CB particle-hole excitations.
Its linewidth is therefore strongly broadened. Only when the
2DEG absorption is cut off by finite bandwidth effects (i.e.,
away from the Fermi edge), a photoniclike mode reappears in
the spectrum (seen in the upper right corner of Fig. 20).
For more detailed statements, one can again consider the
case of vanishing cavity linewidth c. A spectral plot with the
same parameters as in Fig. 20, but with small cavity linewidth,
c = 0.01 ˜, is shown in Fig. 21(a).
ω/Δ˜
(a) (b) ApΔ˜π
ωc/Δ˜
(a) (b)
FIG. 21. μ  EB : (a) Fermi-edge-polariton spectrum with the
same parameters as in Fig. 20, but c = 0.01 ˜. The white dashed
lines denote the location of the spectral cuts presented in Fig. 22.
(b) Spectrum with a nonzero mass-ratio β = 0.2, and otherwise the
same parameters as in (a). This plot was obtained by inserting the finite
mass photon self-energy of Eq. (71) into Eq. (14), with ωc replaced
by ωc + βμ to make sure that the cavity detuning is measured from
the pole of the photon self-energy. Note that the frequency range of
(b) is shifted as compared to (a).
We first examine the lower polariton (assuming zero
linewidth), which is a pure delta peak. Its position is deter-
mined by the requirement
ω − ωc − Re[FES(ω)] = 0. (77)
One may study the solution of this equation in three
distinct regimes, corresponding to ωc → −∞, ωc = 0, and
ωc → +∞.
For ωc → −∞, the solution of Eq. (77) approaches
ω = ωc, and the lower polariton acquires the full spectral
weight (unity): for strong negative cavity detunings, the bare
cavity mode is probed. The corresponding spectral cut is shown
in Fig. 22(a) (continuous line). We will refrain from making
detailed statements about the way the bare cavity mode is
approached, since this would require the knowledge of the
photon self-energy at frequencies far away from the threshold.
As the cavity detuning is decreased, the lower polariton gets
more matterlike. At zero detuning [see Fig. 22(b)], and for
g not too small (with respect to g ˜/μ), the weight of the
lower polariton is approximately given by 1/(1 + 2g). For
large positive cavity detunings [see Fig. 22(c)], the position of
the matterlike lower polariton approaches ω = 0,
ω ∼ −ω−1/(2g)c as ωc → ∞. (78)
The lower polariton weight also scales in a power law fashion,
∼ω−1−1/(2g)c , distinct from the excitonic regime, where the
weight falls off quadratically [Eq. (73)].
Due to the finite imaginary part of the self-energy FES(ω),
the upper polariton is much broader than the lower one:
the photonic mode can decay into the continuum of matter
excitations. At large negative detunings [see the inset to
Fig. 22(a)], the upper polariton has a power law like shape
(with the same exponent as the Fermi-edge singularity), and
for ωc → −∞ its maximum approaches ω = 0 from the
high-energy side. As the detuning is increased (made less
negative), the maximum shifts away from ω = 0, approaching
the free cavity mode frequency ω = ωc for ωc → ∞. Since the
weight and height are determined by the value of Im[FES] at
the maximum, they increase correspondingly.
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Ap(ω) · Δ˜π
ω/Δ˜
inﬁnite mass
ﬁnite mass, β = 0.2
ωc = −8Δ˜ ωc = 0 ωc = 8Δ˜
(a) (b) (c)Ap(ω) · Δ˜π Ap(ω) · Δ˜π
ω/Δ˜ω/Δ˜
ω3
FIG. 22. μ  EB : spectral cuts at fixed cavity detuning through the polariton spectra of Fig. 21, for both infinite (continuous blue lines)
and finite (dashed orange lines) hole mass. (a) Large negative cavity detuning. The dotted vertical line line always indicates the position of the
direct threshold at ω = βμ. The inset is a zoom-in on the absorption onset at the indirect threshold. (b) Zero cavity detuning. (c) Large positive
cavity detuning.
Let us now consider the case of finite mass. Using the
finite mass photon self-energy (64) instead of (71), the Fermi-
edge-polariton spectrum with a nonzero mass-ratio of β = 0.2
is plotted in Fig. 21(b). Compared to the infinite mass case
of Fig. 21(a), Fig. 21(b) has the following important features.
(i) The boundary line separating the lower and upper thresholds
is shifted to the high-energy side from ω = 0 in the infinite
mass case to ω = βμ in the finite mass case, reflecting the
Burstein-Moss shift in the 2DEG absorption. (ii) As opposed to
the infinite mass case, the lower polariton is strongly broadened
at large positive detunings.
These points are borne out more clearly in Figs. 22(a)–22(c)
(dashed lines), which presents cuts through Fig. 21(b) at fixed
detuning. The situation at large negative detuning is shown
in Fig. 22(a): compared to the infinite mass case, shown as
full line, the polaritons are shifted towards higher energies. In
addition, the shape of the upper polariton is slightly modified—
its onset reflects the convergent phase-space power law ω3 of
Eq. (65) found for the 2DEG absorption. This is emphasized
in the inset. At zero cavity detuning [Fig. 22(b)], the situation
of the finite and infinite mass cases is qualitatively similar.
When the cavity detuning is further increased, the position of
the polelike lower polariton approaches the direct threshold at
ω = βμ (indicated by the vertical dotted line). When the pole
is in the energy interval [0,βμ], the lower polariton overlaps
with the 2DEG continuum absorption, and is therefore
broadened. This is clearly seen in Fig. 22(c): instead of a sharp
feature, there is just a small remainder of the lower polariton at
ω = βμ. As a result, one may say that in the regime of the
Fermi-edge singularity, i.e., large μ, the finite mass will cut off
the excitonic features from the polariton spectrum—instead of
the avoided crossing of Fig. 19, Fig. 21(b) exhibits an almost
photoniclike spectrum, with a small (cavity) linewidth below
the threshold at ω = βμ, and a larger linewidth above the
threshold, reflecting the step-like 2DEG absorption spectrum
of Fig. 3. The finite mass thus leads to a general decrease of
the mode splitting between the two polariton branches. This
trend continues when the Fermi energy is increased further.
It is instructive to compare this behavior with the ex-
perimental results reported in [13]. There, two differential
reflectivity measurements were conducted, which can be
qualitatively identified with the polariton spectra. The first
measurement was carried out using a low-mobility GaAs
sample (which should behave similarly to the limit of large
VB hole mass), and moderate Fermi energies. A clear
avoided crossing was seen, with the upper polariton having
a much larger linewidth than the lower one (see Fig. 2(A) of
Ref. [13]). In the second measurement, the Fermi energy was
increased further, and a high-mobility sample was studied,
corresponding to finite mass. A substantial reduction of the
mode splitting between the polaritons was observed (Fig. 2(C)
of Ref. [13]). While a detailed comparison to the experiment
of Ref. [13] is challenging, due to the approximations we
made and the incongruence of the parameter regimes (in the
experiment one has μ 
 EB), the general trend of reduced
mode splitting is correctly accounted for by our theory.
C. Small Fermi energy
We now switch to the regime of of small Fermi energy
discussed in Sec. V, a regime in which the polariton spectra
have not been studied analytically before. We again assume
that the condition (62), required for the approximating the
photon self-energy by Eq. (15), is fulfilled. This may be
appropriate for systems with a large exciton-binding energies,
e.g., transition metal dichalcogenide monolayers as recently
studied in Ref. [14].
For infinite mass, we may use Eq. (28) as photon
self-energy, multiplied by a prefactor 2 = d20ρEB/g2 [cf.
Eq. (55)], and expand the real and imaginary parts to leading
order in α2 = (δ/π − 1)2. The energy ω is now measured from
the exciton pole: ω =  − excT , excT = EG + μ − EB . The
corresponding polariton spectrum for a small cavity linewidth
is shown in Fig. 23(a). Qualitatively, it strongly resembles the
bare exciton case as in Fig. 19 (note that in Fig. 23 the cavity
linewidth was chosen to be 100 times smaller than in Fig. 19),
but with a larger linewidth of the upper polariton. This is due to
the possible polariton decay into the particle hole continuum
contained in the excitonic power law, Eq. (28).
The detailed discussion of polariton properties in the regime
of μ  EB parallels the previous discussion in the regime
EB  μ. For small negative detuning ωc [Fig. 24(a)], the
lower polariton is found at approximately ω = ωc. The upper
polariton has a significantly smaller weight, its shape reflects
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FIG. 23. μ  EB : exciton-polariton spectrum for small Fermi
energy. The white dashed lines denote the location spectral cuts
presented in Fig. 24. (a) Infinite mass. This plot was obtained
by inserting the Exciton Green’s function for μ & 0, given by
Eq. (28) multiplied by 2 = d20ρEB/g2, into the photon Green’s
function, Eq. (14). Parameters: μ = 10, c = 0.01, and α2 =
(δ/π − 1)2 = 0.25. (b) Finite mass, with mass ratio β = 0.4. In this
plot, the finite mass Exciton Green’s function, Eq. (57), was used,
with the same parameters as in (a).
the excitonic power law of Eq. (28). However, compared to
the previous spectral cuts (Fig. 22) the upper polariton peak is
much more pronounced. This results from the exciton being
now pole-like, as compared to the power law Fermi-edge
singularity. Increasing the detuning, weight is shifted to the
upper polariton. At zero detuning [Fig. 24(b)], the weight of
the lower polariton is only order O(α2) larger than the weight
of the upper polariton. At large positive detuning, the position
of the lower polariton is found at approximately
ω ∼ −ω−1/(1−α2)c as ωc → ∞. (79)
The lower polariton thus approaches the exciton line faster
than in the pure exciton case, but slower than in the Fermi-edge
regime [Eq. (78)]. A similar statement holds for the weight of
the lower polariton, which scales as ω−2−α2c .
The spectrum in the finite mass case is qualitatively similar,
see Fig. 23(b). Quantitatively, a stronger peak repulsion can
be seen, which may be attributed to the enhanced excitonic
quasiparticle weight in the finite mass case. A comparison of
spectral cuts in the finite mass case [Figs. 24(a)–24(c)] further
corroborates this statement [especially in Fig. 24(c)]. Indeed,
one finds that the position of the lower polariton at large cavity
detuning is approximately given by
ω ∼ −βα2 · ω−1c as ωc → ∞, (80)
i.e., the excitonic line at ω = 0 is approached more slowly
than in the infinite mass case, Eq. (79). The corresponding
weight falls off as ω−2c . Thus the lower polariton has a
slightly enhanced weight compared to the infinite mass case.
In addition, in the spectral cut at large negative detuning, [inset
to Fig. 24(a)], the upper polariton appears as a sharper peak
compared to the infinite mass case, which again results from
the enhanced quasiparticle weight of the finite mass case.
VIII. CONCLUSION
In this paper, we have studied the exciton-polariton spectra
of a 2DEG in an optical cavity in the presence of finite CB
electron density. In particular, we have elucidated the effects
of finite VB hole mass, distinguishing between two regimes. In
the first regime (small Fermi energy as compared to the exciton
binding energy), we have found that excitonic features in the
2DEG absorption are enhanced by the exciton recoil and the
resulting suppression of the Fermi edge singularity physics. In
contrast, in the second regime of Fermi energy larger than the
exciton binding energy, it is the VB hole which recoils at finite
mass. This cuts off the excitonic features. These modifications
also translate to polariton spectra, especially to the lower
polariton at large cavity detuning, which is excitonlike. Our
findings reproduce a trend seen in a recent experiment [13].
We would like to mention several possible extensions of this
work. To begin with, it would be promising to study the effect
of long-range interactions on the power laws, and hence on
polariton spectra, from an analytical perspective. Long-range
interactions are expected to be most important in the regime
of small Fermi energy, leading to additional bound states and
to the Sommerfeld enhancement effects [24]. Moreover, one
should try to explore trionic features, for which it is necessary
to incorporate the spin degree of freedom (to allow an electron
to bind to an exciton despite the Pauli principle). Another
interesting direction would be to tackle the limit of equal
electron and hole masses, which is relevant to transition metal
dichalcogenides, whose polariton spectra in the presence of a
Fermi sea where measured in a recent experiment [14]. Lastly,
Ap(ω) ·Δπ
ω/Δ
inﬁnite mass
ﬁnite mass,
β = 0.4
ωc = −4Δ ωc = 0 ωc = 4Δ
(a) (b) (c)
Ap(ω) ·Δπ Ap(ω) ·Δπ
ω/Δω/Δ
FIG. 24. μ  EB : spectral cuts at fixed cavity detuning through the polariton spectra of Fig. 23, for both infinite (continuous blue lines)
and finite hole mass (dashed orange lines). (a) Large negative cavity detuning. The inset shows a zoom onto the upper polaritons. (b) Zero
cavity detuning. (c) Large positive cavity detuning.
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one should address the behavior of the polariton in the regime
of small Fermi energy and strong light-matter interactions.
Then, not the exciton, but rather the polariton interacts with
the Fermi sea, and different classes of diagrams have to be
resummed to account for this change in physics.
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APPENDIX A: EVOLUTION OF ABSORPTION SPECTRA
WITH INCREASING CHEMICAL POTENTIAL
In this Appendix, we present an extended overview of
how the absorption spectra evolve inbetween the controlled
extremal limits of μ  EB and μ  EB . For μ  EB , the
dominant spectral feature is the exciton. For finite mass
(β 	= 0), it has a coherent delta-like part and an incoherent
tail, see Eq. (5), while the infinite mass exciton (β = 0) is a
purely incoherent power law, see Eq. (2). These pronounced
excitonic features are well separated from the CB continuum
part at FEST = EG + μ (see inset to Fig. 2).
As μ is increased, the incoherent exciton part [Eqs. (5b) and
(2)] starts to overlap with the CB continuum part. Moreover,
the overall relative weight of both the coherent and incoherent
portions of the exciton part of the spectrum (which are both
proportional to EB) will diminish. Still, within our simplified
model which neglects CB electron-CB electron interactions,
and for β = 0, this exciton feature will never disappear
completely, since in this model an infinite mass VB hole is
simply a local attractive potential for the CB electrons, and
such a potential will always have a bound state in 2D. However,
for finite VB hole mass, the exciton energy (location of the
coherent delta peak) will penetrate into the CB continuum
when μ becomes larger than EB/β  EB [i.e., when EB
crosses the indirect threshold, see Fig. 4(a)]. More importantly,
CB electron-CB electron interactions would screen the hole
potential, and will thus reduce the exciton binding energy
and presumably eliminate the exciton part of the spectrum
completely as soon as μ  EB .
To describe this situation, it has been customary in the
literature [11,21] to still employ the same simplified model
neglecting CB electron-CB electron interactions, but assume
that the hole potential does not create a bound state for large
enough μ, a practice we follow in this work as well. Then,
for μ  EB , one should concentrate on the remaining, CB
continuum part of the spectrum, which will evolve into the
Fermi-edge singularity (FES), cut off by the VB hole recoil
A(Ω)
ΩΩFEST
μ↗
μ¿ EB
μÀ EB
FIG. 25. Putative evolution of absorption spectra as μ is in-
creased. The colored arrows represent delta-function peaks, their
height corresponds to the relative weight of those peaks. The (hand-
sketched) plots of this figure comprise the effects of a (large) finite VB
hole mass (β 	= 0) and electron-electron interactions, beyond what’s
actually computed in this paper. For clarity, the shift of the spectra
with increasing μ is disregarded. For μ even larger than shown in the
sketch, the FES will reduce to a steplike feature again.
energy for β 	= 0. A putative evolution of absorption spectra
with increasing μ is sketched in Fig. 25.
APPENDIX B: EVALUATION OF THE EXCITON
SELF-ENERGY IN THE TIME-DOMAIN
In this Appendix, we present the time-domain evaluation of
the exciton self-energy diagrams of Fig. 11. These diagrams
contain one CB electron loop only, and therefore yield the
leading contribution when μ/EB is small. We will start with
the direct diagrams [Fig. 11(a)] and then turn to the exchange
series [Fig. 11(b)].
1. Direct diagrams
First, we note that the bare Green’s functions in the time
domain read
G(0)c (k,t) = −i(θ (t) − nk)e−ikt , (B1)
G(0)v (t) = iθ (−t)eiEGt , (B2)
with the zero temperature Fermi function nk = θ (kF − k).
Using these, we will evaluate the series of direct diagrams of
Fig. 11(a). The temporal structure of a generic direct diagram
is illustrated via the example of Fig. 26.
To compute such a diagram, we make the following
observation. Since the VB propagator has no momentum
dependence, all VB phase factors simply add up to give
a total factor of e−iEGt . Then, the step functions in the
VB propagators enforce time ordering for the intermedi-
ate time integrals. In the specific case shown in Fig. 26,
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0 t
FIG. 26. A direct self-energy diagram in the time domain. The
Green’s function with an arrow indicates the CB electron propagating
backwards in time.
0 < T1 < t1 < T2 < t2 < Tm < tn < t with m = n = 3 (m
and n count the number of interaction lines above and
below the dashed VB line, respectively). However, there are
also diagrams with m = n = 3, but with a different relative
ordering of the interaction lines. Summing over all those
diagrams for m and n fixed, one needs to integrate over the time
ranges 0 < t1 < · · · < tn < t ∩ 0 < T1 < · · · < Tm < t . This
means that the time integration for the direct diagrams splits
into a product of two functions, representing the propagation
of a Fermi sea electron (above the VB line in Fig. 26)
and a photoexcited electron (below the VB line) in the
time-dependent potential.
We are now in the position to write down the full expression
for the sum of direct diagrams D to all orders in the interaction,
fixing the signs with Wick’s theorem:
D(t) = −
∫
k1<kF
dk1
(2π )2 e
−iEGt ˜B(t)C(t), (B3)
where
˜B(t) =
∞∑
m=1
(−V0)m
∫
0<T1<···<Tm<t
dT1 · · · dTm
∫
k2>kF
dk2
(2π )2 · · ·
×
∫
km>kF
dkm
(2π )2
˜Gc(k1,T1 − Tm) ˜Gc(k2,T2 − T1) · · · ˜Gc(km,Tm − Tm−1), (B4)
C(t) =
∞∑
n=0
(−V0)n
∫
0<t1<···<tn<t
dt1 · · · dtn
∫
q1>kF
dq1
(2π )2 · · ·
∫
qn+1>kF
dqn+1
(2π )2
˜Gc(q1,t1) ˜Gc(q2,t2 − t1) · · · ˜Gc(qn+1,t − tn), (B5)
and
˜Gc(k1,T1 − TM ) = ie−ik1 (T1−TM ), ˜Gc(p,τ ) = −ie−ipτ for p 	= k1. (B6)
Defining the retarded Green’s function by
G0,Rc (p,τ ) = θ (τ ) ˜G(p,τ ), (B7)
we can rewrite the two factors appearing in D(t) as sequences of convolutions:
B(t) ≡ e−ik1 t ˜B(t) =
∞∑
m=1
(−V0)m
∫
k2>kF
dk2
(2π )2 · · ·
∫
km>kF
dkm
(2π )2
[
G0,Rc (k1,) ∗ G0,Rc (k2,) · · · ∗ G0,Rc (km,) ∗ G0,Rc (k1,)
](t), (B8)
C(t) =
∞∑
n=0
(−V0)n
∫
q1>kF
dq1
(2π )2 · · ·
∫
qn+1>kF
dqn+1
(2π )2
[
G0,Rc (q1,) ∗ · · · ∗ G0,Rc (qn+1,)
](t). (B9)
Together, Eqs. (B3) and (B8)–(B9) correspond to Eq. (30) in the main text. Fourier transforming Eq. (B3) results in
D() =
∫
k1<kF
dk1
(2π )2 i
∫
dν
2π
B(ν)C( − EG + k1 − ν)︸ ︷︷ ︸
I ()
, (B10)
where we defined I () for later purpose. The Fourier transform of B(t) reads
B(ν) =
∞∑
m=1
(−V0)m
∫
k2>kF
dk2
(2π )2 · · ·
∫
km>kF
dkm
(2π )2 G
0,R
c (k1,ν) · G0,Rc (k2,ν) · · ·G0,Rc (km,ν) · G0,Rc (k1,ν), (B11)
with retarded real frequency Green’s functions:
G0,Rc (k,ν) =
1
ν − k + i0+ . (B12)
Inserting (B12) into (B11), the integrations are trivially
performed. The summation over interaction lines reduces to a
geometric series, yielding
B(ν) = −V0
g
1
(ν − k1 + i0+)2
1
ln
(
ν−μ+i0+
−EB
) , (B13)
where we used ln(EB/ξ ) = −1/g, cf. Eq. (20). For the term
C( − EG + k1 − ν) appearing in (B10), we analogously
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arrive at
C( − EG + k1 − ν) =
ρ
g
(
1 − 1
g ln
(
κ−ν+i0+
−EB
)
)
,
κ ≡  − EG + k1 − μ. (B14)
The functions B(ν) and C(ν) are difficult to integrate,
because they each have both a pole and a branch cut, arising
from the 1/ ln term. We can split these terms as follows:
1
ln
(
ν−μ+i0+
−EB
) = −EB
EB + ν − μ + i0+ +
(
1
ln
(
ν−μ+i0+
−EB
)
+ EB
EB + ν − μ + i0+
)
. (B15)
The first term on the right-hand side of Eq. (B15) has just
a simple pole, while the second one’s only singularity is a
branch cut. Using this representation, we can evaluate I ()
as defined in Eq. (B10) employing the following argument.
Physically, the terms B, C represent the propagation of the two
electrons in the hole potential. Comparing to the simple exciton
ladder summation (see Sec. IV), we associate the poles of the
1/ ln-terms in these functions with the exciton contribution,
while the branch cut corresponds to the continuum above the
indirect threshold,  > EG + μ.
Following these observations, let us split I () into a
pole-pole, a pole-branch, and a branch-branch contributions.
Ibranch-branch only contributes to the continuum part of the
spectrum. More importantly (as explained in the main text),
employing spectral representations of the retarded functions
Bbranch,Cbranch, it is easily shown that Im[Ibranch-branch] (which
is of potential importance for the lineshape of the exciton
spectrum) vanishes for frequencies close to the exciton pole
(ω & 0). It is thus not important for our purposes.
Computing contour integrals, Ipole-pole is easily evaluated to
give
Ipole-pole(ω) = E
2
B
g2
1
(ω + i0+)2
1
EB + ω + k1 − μ + i0+
,
(B16)
where energies are measured from the exciton pole, ω =  −
(EG + μ) + EB . This contribution gives rise to trionic features
in the spectrum, which are shortly discussed in Appendix C.
Last, computing contour integrals and disregarding terms
which are subleading in ω/EB , the pole-branch contribution
is found to be
Ipole-branch(ω) 
 −EB
g2
1
(ω + i0+)2
⎛
⎝ 1
ln
(ω+k1 −μ+i0+
−EB
) + EB
EB + ω + k1 − μ + i0+
⎞
⎠. (B17)
Inserting the Eqs. (B16) and (B17) into Eq. (B10), one finally arrives at Eq. (32) of the main text.
2. Exchange diagrams
The computation of the exchange diagrams, though technically sligthly more involved, essentially proceeds along the same
lines. The general time-structure of an exchange diagram is illustrated in Fig. 27. As for the direct diagrams, the VB propagators
just enforce a time ordering. In addition, there is the condition tn > T1. When this condition is violated, the diagram reduces to
a ladder diagram, which must be excluded to avoid double counting. Taking this into account, the full expression for the sum of
exchange diagrams reads
X(t) =
∞∑
m,n=1
(−V0)m+ne−iEGt
∫
0<T1<···<Tm<t
dT1 · · · dTm
∫ t
T1
dtn
∫ tn
0
dtn−1 · · ·
∫ t2
0
dt1
∫
k1<kF
dk1
(2π )2
∫
k2>kF
dk2
(2π )2 · · ·∫
km+1>kF
dkm+1
(2π )2
∫
q1>kF
dq1
(2π )2 · · ·
∫
qn>kF
dqn
(2π )2
˜Gc(k1,T1 − tn) ˜Gc(k2,T2 − T1) · · ·
˜Gc(km+1,t − Tm) ˜Gc(q1,t1) · · · ˜Gc(qn,tn − tn−1). (B18)
To rewrite (B18) as a sum of convolutions, one can employ the following easily derived formula:
F
(∫ ∞
−∞
dt1f (t − t1)g(t,t1)
)
() =
∫ ∞
−∞
dω1
2π
f (ω1)g( − ω1,ω1), (B19)
where F denotes the Fourier transform, and f and g are any two well-behaved functions. Applying this result, a computation
similar to the one for D() shows that the Fourier-transform of Eq. (B18) can be expressed as
X() = −
∫
k1<kF
dk1
(2π )2
∫ ∞
−∞
dω1
2π
(−g) ln
(
ω1 − μ + i0+
−ξ
)
1
1 + g ln (ω1−μ+i0+−ξ )
1
 − EG − ω1 + i0+
×
∫ ∞
−∞
dω2
2π
(−g) ln
(
ω2 − μ + i0+
−ξ
)
1
1 + g ln (ω2−μ+i0+−ξ )
1
−ω2 +  − EG + i0+
1
ω2 + ω1 −  + EG − k1 − i0+
.
(B20)
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FIG. 27. An exchange self-energy diagram in the time domain.
The Green’s function shown with an arrow indicates the CB electron
propagating backwards in time.
This expression can be evaluated as before, splitting it into
pole-pole, pole-branch, and branch-branch contributions using
Eq. (B15). In complete analogy to the direct diagrams, the
imaginary part of the branch-branch contribution can be shown
not to contribute in the regime of interest to us, and we therefore
disregard it completely. Straightforwardly evaluating the pole-
pole and pole-branch contributions, one ultimately arrives at
Eq. (34) in the main text.
APPENDIX C: TRION CONTRIBUTION TO THE EXCITON
SELF-ENERGY DIAGRAMS
The pole-pole contribution to the direct self-energy D(ω)
[Eq. (30)] physically represents two electrons tightly bound to
the hole potential. Indeed, it assumes the form
Dpole-pole(ω) =
∫
k1<kF
dk1
(2π )2 Ipole-pole(ω), (C1)
where Ipole-pole is given in Eq. (B16). Ipole-pole can be identified
with a bare trion Green’s function, since it has a pole at ω =
−EB + μ − k1 , corresponding to the binding of a second
CB electron to the exciton (recall that ω is measured from
the exciton threshold), where the energy k1 of this second
electron can be from anywhere in the Fermi sea. Evaluation of
(C1) close to the trion resonance ω 
 −EB leads to
Dpole-pole(ω) 
 ρ
g2
ln
(
EB + ω + i0+
EB + ω − μ
)
. (C2)
Using Eq. (33) of the main text, (C2) gives rise to a self-energy
contribution to the exciton
exc = EB ln
(
EB + ω + i0+
EB + ω − μ
)
. (C3)
This self-energy expression fully matches usual results found
in works concerned with trions [14,35,37], apart from two
minor differences: first, in these works the case of finite VB
hole mass (of the same order as the CB mass) is considered,
but reevaluation of (C3) for finite mass is straightforward
and only results in some trivial factors involving mass ratios.
Second, in the works cited above, the exciton is treated as an
elementary entity, and the trion binding energy is therefore
an adjustable parameter. By contrast, we have started from
a microscopic model, which does not contain excitons, and,
accounting for exchange processes, computed excitons and
trions along the way. As a result, our microscopic theory
yields the same binding energy EB for excitons and trions.
However, this is clearly an artefact of disregarding electron-
electron interactions (which would significantly reduce the
trion binding energy), and can heuristically be accounted
for by replacing EB in Eq. (C3) by a trion binding energy
ET  EB . Upon inserting (C3) into the exciton Green’s
function (27), one finds the following spectral features: First,
there is a sharp resonance, red detuned with respect to the
trion threshold by an order of μ, and with a weight that scales
as μ/ET . This peak is commonly called the trion, or, more
appropriately, attractive polaron [14], since the trion bound
state is not filled. Second, there is a small steplike feature for
0 < EB + ω < μ, arising from the imaginary part of (C3).
This feature, where the trion bound state is filled and the
second electron constituting the trion can come from anywhere
in the Fermi sea, has smaller (but not parametrically smaller)
weight than the attractive polaron, and is usually overlooked
in the literature. Investigation of further trion properties is a
worthwhile goal which we leave for further work.
Let us close this Appendix with a technical remark: of
course, for spinless electrons, a trion cannot exist in our simple
model of short range VB hole-CB electron interaction, due to
the Pauli principle (two electrons cannot occupy the single
bound state created by the hole). In line with that, the pole-
pole contribution cancels in this case between the direct and
exchange diagrams. However, in the spinful case, the direct
contribution will incur a factor of two, so it does not cancel
with the exchange contribution, so the trion remains.
APPENDIX D: THE SELF-ENERGY CONTRIBUTION
OF THE EXCHANGE DIAGRAMS
The exchange contribution to the exciton self-energy,
Eq. (35), can be understood by the following considerations.
The ground-state energy of an N -particle system in the
presence of an attractive delta-function potential strong enough
to form a bound state is lower than the N -particle ground-state
energy of the system without the potential by an amount
E = −EB − (1 − α)μ, (D1)
which is the sum of the bound state energy EB , and a second
term which arises from the rearrangement of the Fermi sea,
described by Fumi’s theorem [39] [recalling that 1 − α = δ/π ,
cf. Eq. (40)]. We find that the exchange diagrams give the
contribution μ, while the term αμ stems from the direct
diagrams [Eq. (38)]. To create such an attractive potential,
one has to lift one electron from the VB to the CB, which costs
EG + μ. In our treatment, the extra cost μ appearing here
is contained in the shift of the pole of the ladder diagrams,
Eq. (25). Thus the minimal absorption energy predicted by
our model is EG − EB + αμ ≈ EG − EB .
At first sight, this seems to contradict the experimental
results (e.g., Ref. [14]), according to which the minimal ab-
sorption energy isEG − EB + μ (or 2μ for equal electron-hole
masses). This is attributed to “phase-space filling effects,” or,
in other words, the Burstein-Moss shift [26], which precisely
correspond to the shift of the ladder pole, without the Fumi
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contribution. The reason for this discrepancy is that our model
ignores the CB electron-CB electron interaction, which would
render the exciton electrically neutral and suppress the Fumi
shift. Thus, as also pointed out in the literature on the x-ray
edge problem, neglecting electron-electron interactions gives
the right power law scalings of the spectra only, but not the
correct threshold energies.
Another aspect of Eq. (35) is its lack of dependence on
the frequency ω. In other words, the Anderson orthogonality
power law of the exciton Green’s function does not depend
on X(ω). This could have been anticipated by an argument
based on Hopfield’s rule of thumb [41] and the results of [11].
Consider the spinful case, and study the absorption spectral
function for, e.g., right-hand circularly polarized light at the
exciton threshold, creating a spin down electron and a spin up
hole. The spectrum should have the form
1
ω
· ω(1−δ↓/π)2+(1−δ↑/π)2 . (D2)
For the spin down electrons, the exponent is (1 − δ↓/π )2 rather
than (δ↓/π )2 because of the Hopfield rule: one electron is lifted
from the valence band to the conduction band. For the spin
up electron, no electron is lifted. However, the exciton is the
secondary threshold in the spinful case (the primary one is the
trion). As seen from Ref. [11], the spin-up exponent should
therefore also be as in Eq. (D2). Now, in the spinful case,
all direct diagrams will come with a spin factor of 2, while
the exchange diagrams will not. However, we see that the
exponent in (D2) is exactly 2 times the exponent the spinless
case, Eq. (28), when recalling that δ↑ = δ↓ = δ for our spin-
independent potential. This shows that the exchange diagrams
should indeed not contribute to Anderson orthogonality, at
least to leading order.
APPENDIX E: COMPUTATION OF PHASE-SPACE
INTEGRALS FOR THE PARTICLE-HOLE
PAIR DENSITY OF STATES
To clarify the different role of the recoil in the exciton
(Sec. V B) and FES cases (Sec. VI B), let us present the com-
putation of two important phase space integrals.
1. Exciton recoil
We start with the evaluation of the imaginary part of the
exciton self-energy Im[](ω) given in Eq. (52), focusing on
zero exciton momentum. Im[] reads
Im[exc] 
 −πV0
ρg
α2
∫
k1<kF
dk1
(2π )2
∫
k2>kF
dk2
(2π )2
× δ(ω − (k2 − k1)2/2Mexc − k2 + k1). (E1)
Im[exc] can be interpreted as rate of decay of excitons
into CB electron-hole pairs, or alternatively as density of
state of the CB pairs. We aim to compute the leading ω-
behaviour of Im[exc]. To put it short, the delta-function in
(E1) requires k1,k2 
 kF and ](k1,k2) 
 0, and these phase
space restrictions pile up to give Im[exc] ∼ ω3/2. To perform
the calculation in detail, we substitute x = k2√2m, y =
k1√
2m .
Switching the integrals for convenience, we can rewrite (E1),
to leading order in the mass ratio β, as
Im[exc] = −α
2
π
∫
x>
√
μ
dx
∫
y<
√
μ
dyδ(ω − (x2 − μ)
+ (y2 − μ) − β(x − y)2). (E2)
First, it is obvious that (E2) is proportional to θ (ω), since all
terms subtracted from ω in the delta function are positive,
hence there cannot be any cancellations. Second, it is clearly
seen that x 
 √μ, y 
 √μ to yield a nonzero contribution
for small ω. Thus we may linearize the dispersion relation,
starting with y:
y = (√μ + γy)ey, (E3)
y2 = μ + 2√μγy +O
(
γ 2y
)
. (E4)
In doing so, we effectively disregard subleading terms of order
O(ω2/μ) in the argument of the delta function.
Introducing the notation
φ = ](x,y), c = cos(φ), (E5)
we arrive at
Im[exc] = −α
2θ (ω)
π
∫
x>
√
μ
dx
∫ 1
−1
2√
1 − c2
∫ 0
−√μ
dγy (√μ + γy)
× δ(ω − (x2 − μ) − βx2 + 2βx√μc − βμ︸ ︷︷ ︸
=A
+ γy (2βxc − 2β√μ + 2√μ)︸ ︷︷ ︸
=B
). (E6)
Since the only contribution comes from γy close to the upper boundary, we can write
√
μ + γy 
 √μ. Using B 
 2√μ, the
trivial integral over γy then results in
Im[exc] = −α
2
π
∫
x>
√
μ
dx
∫ 1
−1
dc
1√
1 − c2 θ (A). (E7)
To find the leading power law in ω of this expression, we assume that ω  βμ. Then, we rewrite θ (A) as
θ (
=C︷ ︸︸ ︷
ω − (x2 − μ) − βx2 − βμ+2βx√μc) = θ (c − (−C/2βx√μ)). (E8)
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We now use x 
 √μ. Thus we can write
−C/2βx√μ 
 1 −
(
ω
2βμ
− x
2 − μ
2βμ
)
+O(ω/μ). (E9)
Going back to (E7) gives
Im[exc] = −α
2θ (ω)
π
∫
x>
√
μ
dx θ (ω − (x2 − μ))
×
∫ 1
1−(ω−(x2−μ))/2βμ
dc
1√
1 − c2 . (E10)
Using that for 0 < t < 1,∫ 1
1−t
1√
1 − y2
dy = arccos(1 − t) =
√
2t +O(t3/2) , (E11)
we obtain
Im[exc] = −2α2θ (ω)
∫ √μ+ω
√
μ
xdx
√
ω − (x2 − μ)
βμ
. (E12)
This can be integrated exactly to give
Im[exc](ω) = −2α
2
3
1√
βμ
θ (ω)ω3/2. (E13)
The numerical prefactor should be correct, but is of no
parametric relevance and is set to unity for convenience,
thereby giving formula (53) of the main text.
2. FES regime: VB hole recoil
In the regime of the FES, not the exciton, but the valence-
band hole recoils. Near the direct threshold at ω = βμ, the
quantity describing the hole decay is Im[VB(kF ,ω)] as given
in (66), which scales differently compared to the exciton decay
because the VB hole has Q = kF unlike the Q = 0 exciton (we
do not present this computation here since the power law is of
φ ' 0
x+ zω
x z
−y
θ ' 2π/3
ω
−y
FIG. 28. Angles contributing to the indirect threshold. The ω
circles indicate smallness inω but not the exact power law or prefactor.
not much relevance for the 2DEG absorption we are interested
in; see Ref. [40] for details).
Near the indirect threshold, the VB hole again has momen-
tum Q = 0, and the resulting 2DEG absorption A(ω) as given
in (65) scales as ∼ω3. This result was already presented in
[21], though without derivation. Since the computation is very
similar to the previous one for the exciton decay, let us just
sketch it: by performing frequency integrals in Figs. 15 and
16, and momentum substitutions as for the exciton, one arrives
at
A(ω) ∼
∫
x2>μ
dx
∫
z2>μ
dz
∫
y2<μ
dyδ(ω − (x2 − μ)
+ (y2 − μ) − (z2 − μ) − β(x + z − y)2), (E14)
which is similar to the previous expression (E2) except for
an additional scattering partner, the photoexcited electron
(corresponding to the z integral). Again, there can be no
cancellations in the deltafunction, and the computation pro-
ceeds analogously to Sec. E 1. Effectively, the summands
(x2 − μ),(y2 − μ), and (z2 − μ) contribute a factor of ω to
A(ω). One factor is fixed by the delta function, such that
in total one has ω2. In addition, there is the hole recoil
term β(x + z − y)2. For this to be of order ω, the angles
φ = ](x + z,y) and θ = ](x,z) have to be fixed as depicted
in Fig. 28. The explicit computation shows that each angle
restriction give a factor of
√
ω, such that in total one arrives at
A(ω) ∼ ω3.
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5.3 Spectra of heavy polarons and molecules
5.3.1 Overview
Another fruitful experimental platform to study the impurity problem besides semiconductors
are ultracold gases. Ever since the pioneering paper by Schirotzek et al. [SWSZ09], an
important goal in this community has been to thoroughly understand the evolution from
molecule to polaron, as laid out in Sec. 5.1.1. Remarkable agreement has been achieved
between experiment and theory, with the latter evolving mostly along two lines:
On the analytical side, many authors employed variational ansaetze to estimate the ground
state energy, in the footsteps of Chevy [Che06]. Both in 2D and 3D, two complementary
ansaetze can be formulated: In the “polaronic” limit (µ Eb or |kFa|  1 in 3D), a fairly
accurate result is already obtained from a variational wave-function that contains the impurity
plus a single particle-hole excitation of the majority Fermi sea. Ansaetze with up to two
particle-hole pairs have been considered [CG08]. In the opposite, molecular limit (Eb  µ or
kFa 1), the basic building block of the variational calculations is a rigid molecule, with
again up to two particle-hole excitations on top [PDZ09, CGL10]. If the external momentum
is set to zero, these ansaetze are orthogonal, and the obtained energies cross at a finite slope
when extrapolated to intermediate values of µ/Eb (although one has to zoom in considerably
to resolve the difference in energy). This crossing is usually taken as a sign for a first order
quantum phase transition. For a non-zero external momentum, the ansaetze are no longer
mutually exclusive [Edw13], leaving room for a continuous transition (see also Sec. 5.4.2).
Note that the expansion in electron-hole pairs is somewhat similar to our diagrammatic
resummation described around Fig. 5.4; the differences are explained further below.
While a priori there is no real reason to trust the variational computations except for
the extremal limits, the results are backed up by comparison to numerics, that is, mostly
diagrammatic Monte-Carlo. Prokof’ev and Svistunov were the first to realize that the poles
of the impurity ∝ 〈dd†〉 and two-particle propagator ∝ 〈dcc†d†〉 can be extracted from
Monte-Carlo without the need for the ill-conditioned analytical continuation [PS08a, PS08b].
Furthermore, the sign-problem is no serious threat in the impurity context, as the alternating
signs of the Feynman diagrams actually improve the convergence properties, allowing one to
reach a fairly high expansion order.4 The pole energy of the single-particle propagator is in
nice agreement with the polaronic ansatz, while the pole of the two-particle propagator fits
to the molecular ansatz. The agreement with the experimentally determined ground state
energy is also decent, although the experimental data is not quite sufficient to distinguish
between the polaronic and molecular ansaetze.
Figure 5.6 Ladder diagram
for 〈dd†〉.
Thus, the question of the ground state energies is mostly
settled. What is more difficult to predict are the spectral
lineshapes measured in experiment, since this also requires the
knowledge of the excited states. Deriving spectra from Monte-
Carlo is challenging due to the necessary analytical continuation
[GMPS16], and the variational ansaetze only yield ground state
energies by design. One exception exists: the simple Chevy
(polaronic) ansatz is known to be equivalent to the T -matrix
approach/ladder diagram summation (see publication below for references), from which the
impurity spectrum can easily be extracted.
A representative diagram of the ladder series for the single-particle propagator, with a
single majority hole indicated by the arrow, is shown in Fig. 5.6. The spectrum obtained by
4 Although the series are still divergent and need to be resummed with Borel-type methods.
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using these diagrams as impurity self-energy features a prominent delta-peak at the lowest
energies, the “attractive polaron”.
While the validity of the T -matrix picture is undisputed in the polaronic limit µ/Eb  1
(due to the equivalence to the polaronic ansatz), one may question it in the opposite limit
Eb  µ. In particular, the attractive polaron should aquire a finite line-width due to the
decay into the low-lying molecular state. So, how to find the spectrum in this limit? As in the
previous paper, our approach in the publication below is to start from the limit of infinitely
heavy impurities, and then study the effects of finite mass. This is of particular interest for
ultracold experiments with 40K and 6Li mixtures [KZJ+12, CJL+16] that do feature heavy
impurities, although we believe that qualitatively our results extend to the equal mass case
as well, and also apply to the (equal mass) TMD experiment [SBC+17]. Let us summarize
our analysis:
◦ As discussed before, in the infinite mass limit the single-impurity spectrum can be found
exactly [CN71, SKI+18]; for Eb  µ, the lowest energy feature is a weakly divergent power
law previously shown in Fig. 5.3(a). This “molecule-hole continuum” reflects the formation
of a bound state from the impurity and a majority electron, with a majority hole left
behind. Thus, the molecule leaves a marked trace in the single-particle, and not just in the
two-particle spectrum. The naive expectation would be that the attractive polaron splits
off as a delta peak from the molecule-hole continuum for finite masses.
◦ However, this turns out not to be the case in accordance with our discussion in Sec. 5.1.2.
In fact, the finite mass cuts off the singularity completely, resulting in a broad incoherent
spectral feature. This is somewhat unexpected given the T-matrix- and Monte-Carlo
results [GMPS16], but in fact qualitatively agrees with the ultra cold gas experiments,
where the attractive feature in the measured single-particle spectrum gradually broadens
for increasing Eb/µ.
◦ From the infinite mass point of view, one can schematically characterize the T -matrix
approach for Eb  µ as follows: by using the single-hole ladder series of Fig. 5.6 as an
impurity self-energy, one effectively resums a single logarithmic channel. This is similar to,
say, trying to reduce the parquet series of Fig. 5.2 to the parallel bubbles only, by solving
a single-channel Bethe-Salpeter equation. In this case, as the partial cancellation from
the competing logarithmic channel is lost, the weakly divergent Fermi-edge singularity
is replaced by a spurious delta-peak. In the same fashion, in the infinite mass limit the
attractive polaron results from an uncontrolled approximation. Upon a proper summation
of the leading logarithms, achieved by expanding the single-particle propagator in the
number of holes without the appeal to Dyson’s equation, the attractive polaron disappears.
For finite mass (nonzero mass ratios β), this statement should remain true as long as
| log(β)| is still large.
◦ In addition to the attractive feature, our analysis also reveals a repulsive polaron at
positive energies in accordance with prior literature. This excited state is of the strong
singularity type for Eb  µ (Fig. 5.3(b)), i.e. it becomes even sharper when finite masses
are considered; It also develops a delta-peak, which may additionally be broadened by
decay into the molecule-hole continuum.
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We study the spectrum of an impurity coupled to a Fermi sea (e.g., minority atom in an ultracold gas, exciton
in a solid) by attraction strong enough to form a molecule/trion. We introduce a diagrammatic scheme which
allows treating a finite mass impurity while reproducing the Fermi-edge singularity in the immobile limit. For
large binding energies the spectrum is characterized by a semicoherent repulsive polaron and an incoherent
molecule-hole continuum, which is the lowest-energy feature in the single-particle spectrum. The previously
predicted attractive polaron seems not to exist for strong binding.
DOI: 10.1103/PhysRevB.98.220302
Introduction. The interaction of a single impurity with a
surrounding fermionic bath is a problem at the very heart of
quantum many-body physics, which is easily formulated, and
yet difficult to solve. It is characterized by a rich interplay
of kinetic and interaction effects, which can strongly modify
the quasiparticle (polaronic) nature of the impurity. Controlled
experimental realization and analysis of impurity physics has
recently been achieved in ultracold gas setups [1–5], where the
impurity is usually an excited hyperfine state of an atom, and
the interaction strength is tunable via Feshbach resonances
[6]. An alternative are semiconductor or transition metal
dichalcogenide (TMD) experiments [7,8], where the impurity
is a valence band hole or exciton, in the presence of a finite
conduction band population controlled by gate voltage.
On the theory side, a major part of the literature is devoted
to the computation of ground-state energies following Chevy’s
[9] pioneering work, which proposed an ansatz for the ground-
state wave function consisting of the impurity dressed by
a single electron-hole pair. This ansatz works well in the
polaronic regime where the impurity-bath interaction is weak,
but breaks down if the formation of a molecule, or trion in
semiconductor language, becomes favorable. This regime can
be described by a complementary ansatz [10–12] involving a
dressed molecule. In two dimensions (2D), a similar picture
applies [13–15].
The variational energy has recently been verified using
diagrammatic quantum Monte Carlo [16–21]. The situation is
quite different for the impurity spectrum, which is the actual
quantity measured in experiments: In Monte Carlo, extracting
the spectrum is difficult due to the infamous analytical contin-
uation problem, and only few definite statements can be made
[22]. Analytically, it has been realized that the Chevy ansatz is
equivalent to the non-self-consistent T -matrix approach [23],
from which spectra can be easily extracted [1,5,8,24–26].
However, this ansatz is a priori reliable for weak coupling
only. In the molecule limit, extracting the spectrum from a
variational ansatz is difficult since the coefficients are not
*D.Pimenov@physik.lmu.de
analytically known. As for the functional renormalization
group [27], its accuracy is hard to assess [28].
Besides the interaction strength and Fermi energy, a third
control parameter in the impurity problem is the impurity
mass M . Infinitely heavy impurities are subject to Anderson
orthogonality [29], and the universal properties of the impu-
rity spectrum in the presence of a bound state can be computed
exactly from a functional determinant [30–33]. The goal of
this Rapid Communication is to characterize the spectrum for
arbitrary impurity mass, while maintaining consistency with
all known limits. Building on the framework developed in
our recent work [34], we find that a rigorous expansion in
the number of fermion-hole pairs reproduces the infinite mass
spectrum, and obtain controlled estimates of the impurity
spectrum deep in the molecular limit; in particular, we present
a controlled computation of the incoherent molecular feature
in the single-particle spectrum. We mostly focus on 2D for
clarity, listing the modifications in 3D along the way.
Model. Consider a single impurity (annihilation operator
d) immersed in a bath of fermions (c). In a cold atom system,
the impurity can be a spin-up fermion in a bath of spin-down
particles; in semiconducting systems, the impurity is usually
an exciton containing a conduction electron with a given spin,
together with a bath of the opposite spin conduction electrons
[35]. The usual model Hamiltonian reads
H =
∑
k
(kc†kck + Ekd†kdk ) −
V0
S
∑
k,p,q
c
†
kck−qd
†
pdp+q, (1)
with k = k2/2m, Ek = k2/2M . V0 > 0 is the attractive con-
tact interaction [36], S the system area, and h¯ = 1. Our
goal is to find the single-particle spectrum A(ω) at zero
momentum, which is proportional to the Fourier transform of
the imaginary part of the retarded impurity Green’s function,
D(t ) = −iθ (t ) 〈0|d0(t )d†0 (0)|0〉, where |0〉 is the Fermi sea
without impurity. We work in the real frequency formalism
at zero temperature.
Chevy’s ansatz versus the Fermi-edge singularity. Chevy’s
ansatz corresponds to a summation of all impurity self-energy
diagrams 1 with a single hole (the T -matrix series), shown
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FIG. 1. (a) Self-energy diagrams with one hole, indicated by the
arrow. Solid (dashed) lines denote electron (impurity) propagators.
The blue box indicates the T matrix. (b) (M = ∞) spectrum for
Eb = 5μ from the Chevy ansatz. Repulsive and attractive features
in the spectrum are shown in different colors for clarity. For the
attractive polaron, a finite width is used.
in Fig. 1(a). For infinite mass, one finds, in 2D,
1(ω) = −
∫ μ
0
dk
1
ln
(
ω+k−μ+i0+
−Eb
) . (2)
Here, ω is the energy measured from the impurity level,
and μ = k2F /2m is the Fermi energy. We define the complex
logarithm with a branch cut on the negative half axis. −Eb is
the energy of the bound state of the attractive contact potential,
which always exists in 2D. It is determined from the pole
of the T matrix. Due to this bound state, Im[1](ω) has a
molecule continuum ∝θ (ω + Eb). Its width is μ, representing
the different energies of the hole in the Fermi sea created
when the impurity binds an electron. For Eb  μ, inserting
1 into the bare impurity Green’s function D0(ω) = 1/(ω +
i0+) leads to three prominent features: First, the bare pole
of the impurity is shifted (“repulsive polaron”). Second, the
aforementioned molecule-hole continuum is created. Third,
Re[1] gives rise to another pole below the molecule-hole
continuum, the “attractive polaron.” Between the latter two
there is a spectral gap of −0.582μ as Eb/μ → ∞ [13]. A
typical plot is shown in Fig. 1(b). The 3D result is similar (see
Supplemental Material [37]). For finite mass, expression (2)
is more complicated, but the qualitative form of the spectrum
is unchanged [25].
The “Chevy” spectrum for M = ∞ is to be contrasted with
the exact result of Combescot and Nozières [30], who showed
that the spectrum is dominated by two divergent power laws
[38] A(ω) ∝ ∑i=1,2(ω − ωth,i )αi θ (ω − ωth,i ). Here, ωth,i are
the threshold energies determined from Fumi’s theorem [39],
and the exponents αi are characterized by δ, the phase
shift of the bath fermions at the Fermi energy due to their
scattering by the immobile impurity, α1 = (δ/π )2 − 1, α2 =
(1 − δ/π )2 − 1. For infinite mass, the dimensionality of the
problem only affects the value of δ. For Eb  μ one can then
approximate [40,41]
1  1 − δ/π  γ ≡
{
1/ ln(Eb/μ) for d = 2,
kF a/π for d = 3, (3)
with the 3D scattering length a. In this limit, with exponents
to leading order in γ , the spectrum looks like
A(ω)  θ (ν1)ν−2γ1 + θ (ν2)νγ
2−1
2 , νi ≡ ω − ωth,i. (4)
ν−2γ1
νγ
2−1
2
A(ω)
1/
√
ν2
M <∞
ω
M =∞
Eb À μ
ω
Erecoil
ν31
β−2γ
Γ2ν−2γ1
Erecoil
νγ
2−1
2
FIG. 2. Sketch of the spectrum for Eb  μ. Power laws are
measured from the respective thresholds; 2  μ4/Eb4β is the width
of the repulsive polaron (see main text). Colors are chosen as
in Fig. 1.
A sketch is shown in Fig. 2 (upper panel). The lower (blue)
feature, which starts close to ω = −Eb and corresponds to
the molecule-hole continuum, has a weak power law (close
to a step). The upper feature, which can be identified with the
repulsive polaron, has a strong power-law spectrum (close to
a delta function). Note that there is no well-defined “attractive
polaron” in the spectrum. We claim that, for Eb  μ, this will
persist for finite masses M , and thus the Chevy spectrum of
Fig. 1(b) is incorrect for large binding energies.
Method. Our approach is to reproduce Eq. (4) in a diagram-
matic expansion in γ generalizable to finite mass. However,
γ does not directly appear in the Hamiltonian; instead, one
must resort to an expansion in the number of holes: A diagram
involving n holes contains n integrations over filled states
∝μn, and μ is small in units of Eb. In effect, as shown below,
this leads to an expansion in γ [12,14,15,23,42].
The one-hole diagrams are already considered as the im-
purity self-energy within the Chevy approach [Fig. 1(a)], and
resummed with Dyson’s equation. For heavy impurities, this
resummation is uncontrolled. Instead, one must add up the
most important (log-divergent) diagrams order by order in
γ , which ultimately removes the attractive polaron from the
spectrum. Thus, we reattach the impurity lines to 1, defining
H1(ω) = D0(ω)21(ω). Of course, H1 only represents the
first-order process: The impurity can interact with an arbitrary
number of electrons, creating electron-hole excitations in the
Fermi sea. The processes involving two holes are represented
in Fig. 3(a). Here, the interaction lines can be drawn arbitrarily
often in any order, as long as the structure of the diagrams is
preserved, e.g., in diagram Ha2 the first and last interaction
lines should connect to the lower part of the “horseshoe,” and
to the upper loop in diagram Hc2 . These diagrams can also
be redrawn with T -matrix blocks, as exemplarily shown in
Fig. 3(b); we never expand in the number of T matrices, but
always resum diagrams with an infinite number of T matrices
at the two-hole level. We note that the contribution of the
two-hole diagrams to the ground-state energy is much less
significant [12,43].
Results: The molecule/attractive polaron spectrum. For
dispersionless infinite mass impurities, the evaluation of all
two-hole diagrams is possible. Following Ref. [34], one can
either work in the time or frequency domain, employing
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FIG. 3. (a) All relevant two-hole diagrams. (b) T -matrix repre-
sentation of diagram series Ha2 , Hd2 . The gray-shaded diagram is
contained in the Chevy approach.
different approximations [37]. In particular, for small ω + EB ,
close to the molecular threshold, we find [44]
H1(ω) + H2(ω)
 1
Eb
[
ln
(
ω + Eb + i0+
−μ
)
− γ ln2
(
ω + Eb + i0+
−μ
)]
,
(5)
where H2 =
∑
i H
i
2. The term ∝ ln2 in Eq. (5) arises solely
from diagram Ha2 . Curiously, the contribution of Hd2 is sub-
leading, while the contribution from diagrams Hb2 ,H c2 effec-
tively shifts the bound-state energy as Eb → Eb + μ(1 − γ )
in 2D, or Eb + μ(1 − 2γ /3) in 3D, in agreement with Fumi’s
theorem [39] to leading order in γ . Redefining ν1 to include
these shifts, we find a contribution to the spectrum,
A1(ν1)  θ (ν1)
Eb
(1 − 2γ ln[ν1/μ]), (6)
in agreement with Eq. (4) when expanded in γ . This ex-
pansion has the same form as the perturbative expansion of
the polarization in the standard Fermi-edge singularity case
[45–47]. This was to be expected, as in the limit Eb → ∞
we can formally regard the diagrams H1,2 as polarization
diagrams containing a molecule and a bath fermion, with
an effective molecule-bath interaction γ . We expect higher-
order leading logarithmic (parquet) contributions to arise in
a similar fashion from diagrams containing a larger number
of holes.
Let us now address the modification of the molecule-hole
feature for a large but finite impurity mass M . The general
strategy is to reevaluate the frequency-domain diagrams of
Fig. 3(b) for finite mass [37], and trace the modification of
the logarithmic singularities [34,48–52]. Our results hold to
leading order in the mass ratio β = m/M only, but we expect
them to be qualitatively correct all the way up to β  1. First,
introducing a finite mass shifts the binding energy, Eb →
˜Eb, but we will not compute those shifts in detail, limiting
ourselves to the form of the spectrum. In terms of ν1 =
ω + ˜Eb, the real part of the logarithmic singularities is modi-
fied as ln (max[ν1 − βμ, γ 2βμ]/μ), again reminiscent of the
Fermi-edge singularity case [48]. In contrast to M = ∞, the
logarithmic singularities for finite mass are peaked at ν1 = βμ
(“direct threshold” [48]). This is simply understood: When
an incoming zero momentum impurity binds an electron and
leaves behind a low-energy hole, the resulting molecule must
have a momentum kF by momentum conservation. Since the
molecule is now mobile, with mass M+ = M + m, one must
pay its recoil energy Erecoil  βμ, which shifts the maximum
of the logarithms to ν1 = βμ. Subsequently, the so created
molecule can decay into a zero momentum state, by exciting
an electron-hole pair. The rate of this indirect process is 1 =
γ 2βμ, leading to a cutoff of the logarithmic singularities.
Mathematically, this cutoff arises from the diagram Hc2 , which
can be interpreted as a molecule self-energy diagram with an
imaginary part 1. For large frequencies, ν1  Erecoil, one
recovers the infinite mass behavior ∝ν−2γ1 .
Apart from cutting off the singularity, the decay of the
molecule leads to a shift of the threshold from the direct to the
“indirect” one at ν1 = 0, which corresponds to the creation of
zero momentum molecules. Near the indirect threshold, the
spectrum starts continuously, with a power law ∝ν31 in 2D
and ∝ν7/21 in 3D. This behavior is obtained by computing
the imaginary parts of diagrams Ha,c2 , which yield the lead-
ing contributions in γ via standard phase space estimation
[34,37]. For a spinless Fermi sea, the two contributions cancel;
however, even in this case we expect that the power-law be-
havior is robust, since it is (a) determined from a generic phase
space estimate and (b) there may well be processes involving
three holes that yield the same behavior. Exponentiating the
logarithms [34], one finds the spectrum near both thresholds
to be
A1(ν1)  1
Eb
(√
(ν1 − βμ)2 + (γ 2βμ)2
μ
)−2γ
θ (ν1)f1(ν1),
(7)
where f1(ν1) smoothly interpolates between f1(ν1) 
γ 2(ν1/βμ)3 in 2D and f1(ν1)  γ 2(ν1/βμ)7/2 in 3D, for
ν1 
 βμ, and f1(ν1)  π for ν1 & βμ. A typical plot of the
resulting spectrum is shown in Fig. 2 (blue feature in the lower
panel). Let us reiterate: The ground-state signal in the spec-
trum is purely incoherent, with maximum ∝(β )−2γ [53]; there
is no polaronic delta peak.
Results: The repulsive polaron spectrum. We now discuss
the repulsive polaron already predicted by the Chevy ansatz
[5,14,27,54–56]. For Eb  μ, the repulsive polaron contains
most of the spectral weight, ∼1 − μ/Eb, as seen in Fig. 1(b):
As Eb/μ → ∞, the repulsive polaron is essentially a spectral
probe of the impurity without the Fermi sea, with unit weight.
For infinite mass, the asymptotic form of the repulsive polaron
is given by the second term in Eq. (4), with ωth,2  γμ in
2D and ωth,2  23γμ in 3D. To leading order in γ , A2(ν2) 
γ 2θ (ν2)/ν2, which reduces to a delta function as γ → 0.
This leading-order term can already be obtained from the
first-order diagram H1 for small positive frequencies. One
can also reproduce the full power-law singularity in a linked
cluster approach, formally exponentiating H1. Extending the
latter approach to finite mass, one finds a delta peak with
weight βγ 2 , on top of an incoherent background ∝1/√ν2
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FIG. 4. Sketch of the full 2D spectrum for general values of
μ/Eb. Thick lines indicate the threshold position determined from
Fumi’s theorem.
for ν2 
 βμ, similar to the results of Ref. [51]. In 3D, the
incoherent part is approximately constant. For much larger
frequencies ν2 & βμ, one recovers the infinite mass behavior
∝νγ 2−12 [37].
Thus, in a first approximation, the repulsive polaron is a
delta peak plus incoherent background. However, for finite
mass, the delta peak may be broadened due to decay into the
low-lying molecule-hole continuum, resulting in a finite width
2. This width can be estimated by computing the self-energy
part of the diagrams H2 (called 2) at the repulsive polaron
threshold ν2 = 0. Note that, for infinite mass, the problem
becomes single particle [33], forbidding such a transition; this
behavior is reproduced by our calculations. Unfortunately, for
finite mass a complete evaluation of Im[2(ν = 0)] is out of
reach. A simple estimate can be obtained from a golden-rule-
type expansion of 2 in T matrices [37], similar to Ref. [57];
we find, in 2D, 2 ∼ γ 2β μ4Eb3 ; in 3D, 2 should still be small
in μ/Eb, but the scaling could be different. Putting everything
together, an approximate expression for the repulsive polaron
spectrum reads
A2(ν2)  (β )γ 2 2
ν22 +
( 1
22
)2 + f2(ν2), (8)
where f2(ν2) interpolates between the limits f2(ν2) 
γ 2/
√
βμν2 in 2D and f2(ν2)  γ 2/(βμ) in 3D, for ν2 
 βμ,
and f2  1/μ(ν2/μ)γ 2−1 for ν2 & βμ. A sketch is shown in
Fig. 2 (yellow feature in the lower panel).
Discussion. So far, we have only discussed the spectrum
in the molecular limit Eb  μ. In the opposite limit, the in-
fluence of the bound state should be negligible. The spectrum
of a heavy impurity without a bound state was computed in
Ref. [51], and we expect the same result here: a single feature
of a form similar to the repulsive polaron described above,
but with a delta peak that is not broadened, and singularity
exponents controlled by δ 
 1 for μ  Eb. Both known
limits (in 2D) are sketched in Fig. 4, along with the thresh-
olds as determined from Fumi’s theorem, which should be
approximately correct for large masses. Note that if we follow
the lower spectral feature, we see a “molecule-to-polaron
transition,” since, for μ 
 Eb, the single-particle spectrum is
fully incoherent, but fully coherent in the opposite limit. The
details of this transition/crossover [58] remain to be explored.
In particular, it would be interesting to analyze this in 3D,
where a vacuum bound state only forms at a > 0.
Let us also comment on the connection to quantum Monte
Carlo and experiments. A major difference is that the Monte
Carlo works extract the molecule solely from a pole in the
two-particle propagator. The latter was obtained in our recent
work [34], and we found essentially opposite behavior to the
one presented here, e.g., for Eb  μ, there is a sharp feature
related to the molecule, and a broad continuum at larger ener-
gies. However, here we have argued that the molecule emerges
as an incoherent ground-state feature in the single-particle
propagator as well. This seems to be in agreement with the
ultracold gas experiments in both 3D [1,2,4,5] and 2D [3],
while the results of the 2D TMD experiment are somewhat
less clear [8]. The incoherent molecule feature was not seen
in the “polaron spectra” of the recent Monte Carlo work [22],
possibly due to problems with analytical continuation. Finally,
let us note that most Monte Carlo works, in 3D [16–18,21,22]
and 2D [19,20], deal with the (almost) equal mass case, while
in the experiment also heavily mass-imbalanced 6Li-40K mix-
tures are used. Anyway, we do not expect significant changes
in the spectra for equal masses, except for the disappearance
of the orthogonality power laws beyond Erecoil.
Conclusion. We presented a controlled computation of
polaron spectra, providing the connection to the infinite mass
limit. We found that, for large binding, the attractive polaron
and molecule-hole continuum merge into a single incoherent
feature, and also gave a detailed description of the repulsive
polaron spectrum. Our work paves the way towards the study
of many impurity physics, including the effective interac-
tion between impurities, molecular condensate versus polaron
Fermi gas, etc. [59,60].
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In this supplement, we present the detailed derivation of our results. In Sec. S.A we recapitulate
Fumi’s theorem and the determination of the phase shift δ. The evaluation of the one-hole diagram
H1 in the infinite mass limit is presented in Sec. S.B for 2D, and in Sec. S.C for 3D. Focusing on
2D, the two-hole diagrams H2 are computed in the time domain in Sec. S.D and in the frequency
domain in Sec. S.E. Then, in Sec. S.F, the molecule-hole continuum is determined for finite mass.
Finally, the linked cluster approach is used to compute the repulsive polaron for infinite mass in
Sec. S.G, and for finite mass in Sec. S.H.
δ2D()
/Eb
(a) (b)
ka
δ3D(k)
Figure S1. Scattering phase shifts (a) 2D phase shift (c) 3D
phase shift.
S.A. DETERMINATION OF THE PHASE
SHIFTS AND FUMI’S THEOREM
The universal properties of immobile impurities are
characterized by the energy dependent scattering phase
shift of the two-particle problem, δ(). In particular, the
power law exponents discussed in the main text are de-
termined by the phase shift at the Fermi energy, δ(µ).
For a zero-range interaction potential in 2D, δ is given
by [1, 2]
δ2D() = cot
−1
(
ln
[

Eb
]
/pi
)
, (S1)
where Eb is the 2D binding energy (chosen as positive,
i.e., the bound state occurs at −Eb). In 3D, provided
the potential is strong enough to form a bound state, the
phase shift is usually presented as [2]
δ3D(k) = pi + arctan(−ka), k =
√
2m, (S2)
with the 3D scattering length a. Note that the reduced
mass mr equals m for immobile impurities. δ2D and δ3D
are plotted in Fig. S1. In terms of δ, the lower threshold
of the spectrum ωth,1 is obtained from Fumi’s theorem
(see, e.g., [3]):
ωth,1 = −Eb −
∫ µ
0
d
pi
δ(), (S3)
∗ D.Pimenov@physik.lmu.de
with Eb = 1/(2ma
2) for M = ∞ in d = 3. The second
threshold is reached by removing the Fermi sea electron
from the bound state and putting it on top of the Fermi
sea, thus ωth,2 = ωth,1 +Eb + µ. The two thresholds are
plotted in Fig. 4 of the main text.
S.B. M =∞: EVALUATION OF H1 IN 2D
The T -matrix corresponds to the sum of all “ladder”-
diagrams for the two-particle vertex and is pictorially
defined in Fig. 1(a) of the main text. It is solely a function
of total energy-momentum (ω + ,k). In the evaluation
of the T -matrix and all further diagrams, the summation
over internal frequencies is trivial: the bare propagator
of the single impurity is purely retarded (since there is
no “impurity Fermi sea”), which effectively sets all in-
ternal frequencies on-shell and restricts the momenta of
electrons propagating forward (backward) in time to be
above (below) kF . With finite impurity masses, in 2D
the T -matrix is therefore given by:
T (ω + ,k) =(
−1/V0 −
∫
dp
1
ω + − p − Ek−p + i0+
)−1
. (S4)
Here and henceforth, we use the convention∫
dk =
∫
k<kF
d2p
(2pi)2
,
∫
dpdq =
∫
kF<p,q<pξ
d2p
(2pi)2
d2q
(2pi)2
,
(S5)
where pξ =
√
2mξ, and ξ is a UV cutoff. The pole of
Eq. (S4) for k, kF → 0 defines the vacuum binding en-
ergy −Eb [4]. One can also define a 2D scattering length
a2D =
√
2mrEb with reduced mass mr, but we will not
use this quantity further.
For M =∞, the impurity is dispersionless, E = 0, and
Eq. (S4) reduces to
T (ω + ) = −1
ρ
1
ln
(
ω+−µ+i0+
−Eb
) , (S6)
2with the density of states ρ = m/2pi. Eb is given by
ξe−1/(ρV0). From Eq. (S6), the one-hole self-energy is
obtained by closing the electron loop. This yields Eq. (2)
of the main text:
Σ1(ω) = −
∫ µ
0
dk
1
ln
(
ω+k−µ+i0+
−Eb
) . (S7)
The one-hole diagrams H1 are obtained by reattaching
the impurity lines, H1(ω) = Σ1(ω)D0(ω)
2.
Molecule-hole feature
To find the contribution of H1 to the molecule feature,
we expand Eq. (S7) around ω = −Eb. Thus
H1(ω) ' 1
Eb
ln
(
ω + Eb + i0
+
ω + Eb − µ
)
(S8)
' 1
Eb
ln
(
ω + Eb + i0
+
−µ
)
for |ω + Eb|  µ,
yielding the first logarithm in Eq. (5) of the main text.
Repulsive polaron
For the repulsive polaron, we need to evaluate Eq. (S7)
for ω & 0. A useful formula is∫
dx
xn
ln(x)
=
{
xn
n+1
1
ln x +O
(
xn
ln2(x)
)
, n 6= −1
ln(ln(x)) n = −1
.
(S9)
Schematically, this formula implies that the 1/ log terms
can be pulled out from integrals with “logarithmic accur-
acy” (l.a.). As a result, we find
Σ1(ω) ' − µ
ln
(
µ
Eb
) + ω · ln
(
|ω|
µ
)
ln
(
µ
Eb
)
ln
(
|ω|
Eb
) − i piωθ(ω)
ln2
(
|ω|
Eb
) .
(S10)
Upon resummation, the first term in Eq. (S10) shifts the
repulsive polaron threshold to ω = γµ ' ωth,2, with γ as
defined in Eq. (3) of the main text. To interpret the other
terms, we restrict ourselves to a parametrically large win-
dow of frequencies µ2/Eb  ω  µ, which allows the
simplification ln(ω/Eb) = ln(ω/µ · µ/Eb) ' ln(µ/Eb)
with l.a. This restriction is specific to our diagrammatic
approach, and is not required in the infinite mass treat-
ment [5]. Thus, we believe that our results hold down
all the way to ω → 0. Taking into account the threshold
shift, i.e. shifting to ν2 = ω − ωth,2, and reattaching the
impurity lines yields:
H1(ν2) ' γ
2
ν2
ln
(
ν2 + i0
+
−µ
)
. (S11)
Taking the imaginary part leads to a spectrum A2(ν2) '
γ2θ(ν2)/ν2 given in the main text.
S.C. M =∞: EVALUATION OF H1 IN 3D
To substantiate our claim that our results apply to
3D in analogous fashion, here we present the evaluation
of H1 in 3D. We start from the infinite mass T -matrix
analogous to Eq. (S4):
T (Ω) =
(
−1/V0 −
∫
d3p
1
Ω− p + i0+
)−1
, Ω = ω + .
(S12)
The 3D integrals follow the convention of Eq. (S5) ad-
apted to 3D (in this section only). To regularize the
T -matrix, we apply the Lippmann-Schwinger equation
[6, 7]
1
−V0 =
m
2pia
−
∫
>0
d3p
1
p
, (S13)
where the integral ranges over all momenta 0 < p < pξ.
As a result,
T (Ω) = (S14)(
m
2pia
−
[∫
d3p
1
Ω− p + i0+ −
∫
>
d3p
1
−p
])−1
.
After some straightforward algebra (see, e.g., [8, 9]), T
can be rewritten as
T (Ω) =
( m
2pia
− c1R(Ω)
)−1
, c1 =
m3/2√
2pi2
, (S15)
R(Ω) = θ(Ω)
(
2
√
µ+
√
Ω ln
∣∣∣∣∣
√
µ−√Ω
√
µ+
√
Ω
∣∣∣∣∣
)
+ (S16)
θ(−Ω)
(
pi
√−Ω + 2√µ− 2√−Ω arctan
(
µ√−Ω
))
− ipi
√
Ω · θ(Ω− µ).
In the vacuum limit µ→ 0, T has a pole at Ω = −Eb =
−1/(2ma2) as in 2D. From T , the one-hole self-energy is
obtained by closing the loop
Σ1(ω) =
∫
d3k T (ω + k + i0
+). (S17)
Molecule-hole feature
We focus on large binding energies, Eb  µ⇔ kFa
1, and expand around ω = −Eb. Keeping terms up to
order O(µ3/2/Eb), we find (compare also [7]):
Σ1(ω) =
2
√
Eb
pi
∫ µ
0
d
√

ω + Eb + − 23γµ+ i0+
, (S18)
with γ = kFa/pi as defined in Eq. (3) of the main text.
From Eq. (S18) one can deduce, reattaching the hole lines
H1(ω) ' (S19)
2
√
µ
piEb
3/2
ln
(
ω + Eb − ω0 + i0+
−µ
)
, ω0 = −µ+ 23γµ,
3which holds for |ω + Eb − ω0|  µ. This result is
very similar to 2D, Eq. (S8), apart from a different non-
universal prefactor, and a shift of the molecule feature
by ω0. Thereby, already at one-hole level the molecule is
placed at the right energy ω ' −Eb + ω0 ' ωth,1 up to
order O(a), as can be checked by inserting Eq. (S2) into
(S3). The energy shift might cause some technical modi-
fications at the two-hole level, that is, for diagrams H2
in Fig. 3 of the main text (whose 3D evaluation is bey-
ond the scope of this work), but the overall 2D strategy
should remain valid. Let us note that resumming the
self-energy of Eq. (S18) with Dyson’s equation (which is
incorrect for large masses as explained in the main text)
yields a spurious attractive polaron, determined from
ω − Σ1(ω) = 0. (S20)
For Eb  µ this equation is readily solved, and yields
ω = ωth,1 − O (µ exp(−1/γ)), i.e. the gap between the
continuum and the polaron is only exponentially small.
Correct evalution of H2 and higher diagrams should elim-
inate the polaron as in 2D.
Repulsive polaron
For ω & 0, Σ1(ω) reads
Σ1(ω) =∫ µ
0
d
√

√
µ/γ −
(
2
√
µ+
√
ω +  ln
∣∣∣√µ−√ω+√
µ+
√
ω+
∣∣∣) . (S21)
We restrict ourselves to frequencies µ exp(−1/γ) ω 
µ similar to 2D (except that the small parameter γ is not
logarithmic anymore). Then we find, with l.a.:
Σ1(ω) =
2
3
γµ+ γ2ω ln
(
ω
µ
)
− ipiγ2ωθ(ω), (S22)
which is in full agreement with the 2D result of Eq. (S10)
except for the factor 2/3 dictated by Fumi’s theorem.
S.D. M =∞: EVALUATION OF H2 IN THE
TIME DOMAIN IN 2D
The evaluation of the diagrams H2 drawn in Fig. 3 of
the main text is similar to Ref. [10]. Let us first fo-
cus on the diagrammatic series Ha2 , and evaluate the
corresponding contribution to the self-energy part Σa2 ,
i.e., amputate the external impurity lines first. The
relevant diagram is redrawn in Fig. S2. We specialize
on energies ω ' −Eb. When the energy is measured
from the impurity level, the time-domain impurity Green
function for infinite mass reduces to a step-function:
D0(t) = −iθ(t). Thus, the impurity lines impose the
time-ordering of the interactions only. We parenthetic-
ally note that for finite mass, the impurity propagator
aquires a non-trivial momentum-dependence, which ob-
structs the time-domain evaluation, and is the reason for
going into the more complicated frequency domain cal-
culation in the next Section. The general expression for
all diagrams which preserve the structure of Σa2 , with the
interaction lines at initial and final times connecting to
the lower part of the “horseshoe”, reads
Σa2(t) =− iV 20
∞∑
n=1
(−V0)n
∞∑
m=0
(−V0)mθ(t)
∫
dkxdky (S23)∫
0<T1...<Tn<t
dT1 . . . dTn
∫
dq1 . . . dqn−1G(kx, T1 − t)G(q2, T2 − T1) . . . G(qn−1, Tn − Tn−1)G(ky,−Tn)∫
0<t1...<tm<t
dt1 . . . dtm
∫
dp1 . . .
∫
dpm+1G(p1, t1) . . . G(pm, tm − tm−1)G(pm+1, t− tm),
where G(k, t) = −i(θ(t) − nk) exp(−ikt), and nk = θ(kF − k) is the zero temperature Fermi function. Introducing
retarded Green functions as GR(t) = G(t)θ(t), Eq. (S23) can be rewritten as:
Σa2(t) = −iV 20
∫
<kF
dkxdky exp(i(kx + ky )t) ·A(t)B(t) (S24)
A(t) =
∞∑
n=1
(−V0)n
∫
dq1 . . . dqn−1
[
GR(kx, ·) ∗GR(q1, ·) ∗ . . . ∗GR(qn−1, ·) ∗GR(ky, ·)
]
(t) (S25)
B(t) =
∞∑
m=0
(−V0)m
∫
dp1 . . . dpm+1
[
GR(p1, ·) ∗ . . . ∗GR(pm+1, ·)
]
(t), (S26)
where ∗ denotes convolutions, [f ∗ g](t) = ∫ dt˜f(t− t˜)g(t).
Fourier-transformation using the convolution theorem turns the convolutions into a geometric series, which are
40
T1 T2
t1 t
k1
k2
t2
Figure S2. A representative of the series Σa2 , see also Fig. 3
of the main text.
resummed in the same way as the T -matrix, Eq. (S4).
Changing to energy integrations for the remaining two
momentum integrals over kx and ky results in
Σa2(ω) = −i
∫ µ
0
dxdy
∫ ∞
−∞
dω1
2pi
1
ω1 − x+ i0+
1
ω1 − y + i0+
1
ln
(
ω1−µ+i0+
−Eb
) 1
ln
(
Ω1−µ+i0+
−Eb
) , Ω1 = ω + x+ y − ω1.
(S27)
For the remaining ω1-integration we use the following
approach: we split the 1/ ln-terms into a part containing
a pole and a part containing a branch cut:
1
ln
(
ω1−µ+i0+
−Eb
) = −Eb
ω1 + Eb − µ+ i0+ (S28)
+
 1
ln
(
ω1−µ+i0+
−Eb
) + Eb
ω1 + Eb − µ+ i0+
 .
The first part, containing the pole, can be interpreted as
bound state propagator, while the second part, contain-
ing the branch cut, corresponds to the continuum contri-
bution; this is also in agreement with the evaluation of
H1 in Sec. S.B. Employing the spectral representation, it
is easily shown that the combination of the branch cut
contributions for both 1/ ln-functions yields a result with
vanishing imaginary part for ω ' −Eb. Since the spec-
trum is determined by the latter, we omit this part. The
remainder is evaluated using Cauchy’s theorem:
Σa2(ω) =
∫ µ
0
dxdy
Eb
ω + Eb + x− µ+ i0+ (S29)
1
ω + Eb + y − µ+ i0+
1
ln
(
ω+Eb+x+y−2µ+i0+
−Eb
) .
Restricting to µ2/Eb  ω + Eb  µ as explained below
Eq. (S10), we find, in agreement with Eq. (5) of the main
text.
Ha2 (ω) ' −
γ
Eb
ln2
(
ω + Eb + i0
+
−µ
)
. (S30)
Σa2 Σ
b
2
0 t
t1 t2
Σc2 Σ
d
2
Figure S3. Two-hole diagrams Σ2 (with amputated impurity
lines) in bold-line representation. Initial, final and intermedi-
ated times are indicated for Σa2 only.
The diagrams Hc,d2 can be evaluated along the same lines;
the evaluation of Hb2 requires a “generalized convolution
theorem”:
F
(∫ ∞
−∞
dt1f(t− t1)g(t, t1)
)
(Ω) = (S31)∫ ∞
−∞
dω1
2pi
f(ω1)g(Ω− ω1, ω1),
where F denotes the Fourier transform, F(f)(Ω) =∫
dtf(t) exp(iΩt), and f and g are any two well-behaved
functions; for more details, see Appendix B.2 of Ref. [10].
There is, however, a quicker way to arrive at the results:
one can combine the impurity interacting with a forward
propagating electron into a“bold”propagator of the form
Db(t) ∝
∫ ∞
−∞
dω1
2pi
exp(−itω1) θ(t)
ln
(
ω1−µ+i0+
−Eb
) , (S32)
The self-energy parts of the series H2 of Fig. 3 in
the main text can be redrawn in this bold-line repres-
entation as shown in Fig. S3. The thin lines corres-
pond to the two holes, with Green function G(x, t) =
iθ(−t)nF (x) exp(−ixt), where x is an energy variable as
in Eq. (S27). With these ingredients, Σa2(t) can immedi-
ately be written down in a closed form up to an overall
phase factor:
Σa2(t) ∝
∫ µ
0
dxdy
∫ t
0
dt2
∫ t2
0
dt1
Db(t2 − t1)Db(t)G(x,−t2)G(y, t1 − t) (S33)
By Fourier transformation one easily reproduces Eq.
(S27); the overall phase is fixed referring to the ordin-
ary diagrams. The time domain representations of the
remaining diagram read
Σb2(t) ∝
∫ µ
0
dxdy
∫ t
0
dt2
∫ t2
0
dt1 (S34)
Db(t− t1)Db(t2)G(x,−t)G(y, t1 − t2),
Σc2(t) ∝
∫ µ
0
dxdy
∫ t
0
dt2
∫ t2
0
dt1 (S35)
Db(t)G(x,−t)Db(t2 − t1)G(y, t1 − t2),
Σd2(t) ∝
∫ µ
0
dxdy
∫ t
0
dt1
∫ t
0
dt2 (S36)
Db(t1)G(x,−t1)Db(t− t2)G(y, t2 − t).
5Fourier transforming with help of Eq. (S31), and splitting
into pole and branch cut contributions as described in Eq.
(S28), we find for Hb,c2
Hb2(ω) +H
c
2(ω) '
1
Eb
∫ µ
0
dx
1
(ω + Eb + x− µ+ i0+)2
·
−µ− ∫ µ
0
dy
1
ln
(
ω+Eb+x+y−2µ+i0+
−Eb
)
 . (S37)
Comparison with Eqs. (S17), (S10) shows that these
contributions shift the molecule threshold, Eb → Eb +
µ(1 − γ), as claimed in the main text. This shift is the
only relevant self-energy effect: the non-trivial frequency-
dependence of the molecule self-energy involves a factor
γ2 ln[(ω + Eb)/(−µ)], which is subleading compared to
Eq. (S30).
In addition, we find that Hd2 is subleading with an
extra factor µ/Eb compared to the other diagrams, and
we may therefore savely neglect it.
S.E. M =∞: EVALUATION OF H2 IN THE
FREQUENCY DOMAIN IN 2D
The evaluation of H2 in the time-domain is instruct-
ive, but crucially depends on the fact that the impurity
is dispersionless. Thus, it does not simply generalize to
finite mass impurities. To circumvent this problem, we
first recover the results of the previous section in the fre-
quency domain, which allows for extension to the finite
mass case. In this approach, the diagrams are organ-
ized by the number of T -matrices. For Ha2 , the first two
diagrams are shown in Fig. 3(b) of the main text. The
lowest order diagram (3 T -matrices) reads
Ha2,1(ω) ' (S38)
1
E2b
∫ µ
0
dxdy
∫ ξ
µ
dp
1
ln
(
ω+x−µ+i0+
−Eb
) 1
ln
(
ω+y−µ+i0+
−Eb
)
1
ln
(
ω+x+y−p−µ+i0+
−Eb
) 1
ω − p + x+ i0+
1
ω − p + y + i0+ .
For ω ' −Eb, the p-integral is dominated by the pole of
the third logarithm, around which we can expand. The
remaining Green functions effectively cut off the integra-
tion at p ' Eb. Since this scale only appears in the argu-
ment of a logarithm (see below), an exact determination
is not required within l.a.. Thus, we can approximate
Ha2,1(ω) ' −
1
Eb
∫ µ
0
dxdy (S39)
1
ω + Eb + x− µ+ i0+
1
ω + Eb + y − µ+ i0+ · I
I =
∫ Eb
µ
dp
1
ω + Eb + x+ y − p − µ+ i0+ ' (S40)
ln
(
ω + Eb + x+ y − 2µ+ i0+
−Eb
)
, ω ' −Eb.
A similar evaluation of the second diagram of the series
Ha2 reproduces Eq. (S39) with I replaced by I
3. Extra-
polating this behavior, the higher order diagrams yield a
series I + I3 + I5 + . . . = I/(1− I2) ' 1/(−I). In total:
Ha2 (ω) =
1
Eb
∫ µ
0
dxdy
1
ω + Eb + x− µ+ i0+ (S41)
1
ω + Eb + y − µ+ i0+
1
ln
(
ω+Eb+x+y−2µ+i0+
−Eb
) ,
in agreement with Eq. (S29). The remaining expressions
Hb,c,d2 can be evaluated along the same lines. For H
b,c
2 ,
the result is in perfect agreement with Eq. (S37). For
Hd2 , one arrives at
Hd2 (ω) =
1
Eb
∫ µ
0
dxdy (S42)
1
ω + Eb + x− µ+ i0+
1
ω + Eb + y − µ+ i0+ ·
1
I2
.
Since I is a large logarithm of order 1/γ, this result is
subleading, although only by a factor γ and not µ/Eb
as in the time domain; this slight discrepancy can be
attributed to the evaluation with l.a.
S.F. THE MOLECULE CONTINUUM FOR
FINITE MASS
With the infinite mass results for H1, H2 at hand, we
move to the finite mass case, focusing on ω ' −Eb. We
start from re-evaluation of Eq. (S4) to leading order in
β = m/M :
T (ω + ,k) = −1 + β
ρ
1
ln
(
ω+−µβ−µ−k2/2M++i0+
−Eb
) ,
(S43)
where M+ = m + M , and the vacuum binding energy
Eb now reads (1 + β)ξe
−(1+β)/(ρV0). In the following, we
will only resolve the factors (1 + β) in the numerator of
the logarithms, since the other factors just rescale the
energies. Closing the contour to obtain H1(ω), we find
H1(ω) ' 1
Eb
∫ µ
0
dx
1
ω + Eb − βµ+ x− µ− βx+ i0+
' ln
(
ω + Eb − 2βµ+ i0+
−µ
)
. (S44)
6The resulting contribution to the spectrum is given by
− Im [H1(ω)] (S45)
=
1
Eb
∫ µ
0
dxδ (ω − (−Eb + βµ+ βx+ (µ− x))) .
The energy-conservation imposed by the delta-function
describes the following process: an impurity with en-
ergy ω decays into a bound state, with “potential energy”
−Eb +βµ and kinetic energy βx, and a hole with energy
(µ − x). At the treshold, the hole peels off right at the
Fermi surface, and the bound state has a kinetic energy
βµ. The modification of the binding energy in the pres-
ence of a Fermi sea −Eb → −Eb+βµ is only of secondary
importance, since there are further molecule self-energy
diagrams with renormalize the binding energy anyway
(see Eq. (S37)). We will not evaluate these in detail for
finite mass, and just write ν1 = ω +Eb − βµ henceforth.
Thus, we see that the logarithm in Eq. (S44) is peaked
at the “direct threshold” ν1 = βµ, involving the creation
of a molecule with momentum kF .
Next, we evaluate the lowest order contribution (3 T -
matrices) to diagram Ha2 . Resumming the logarithms,
the finite mass generalization of Eq. (S38) reads
Ha2,1(ω) =
1
E2bρ
3
∫
dkxdky
∫
dp
1
ω − p + x− Ekx−p + i0+
1
ω − p + y − Eky−p + i0+
(S46)
1
ln
(
ω+x−µ(1+β)−Ekx+i0+
−Eb
) 1
ln
(
ω+y−µ(1+β)−Eky+i0+
−Eb
) 1
ln
(
ω+x+y−p−µ(1+β)−Ekx+ky−p+i0+
−Eb
) .
To compute the p-integral, we expand the last 1/ ln-
function around its pole. The resulting non-trivial logar-
ithmic integral reads
I˜ =
1
ρ
∫
kF<p<
√
2mEb
dp (S47)
1
ν1 + x+ y − µ− p − Ekx+ky−p + i0+
,
c.f. Eq. (S40). Integration with logarithmic accuracy
(which only gives access to Re[I˜]) yields
Re[I˜] ' ln
(
max(ν1 + x+ y − 2µ, βµ)
−Eb
)
. (S48)
Postponing evaluation of Im[I˜], one can extrapolate to
the full series Ha2,1 as in Sec. S.E. Repeating this proced-
ure for Hb,c,d2 , we find
Ha2 (ν1) '
1
Ebρ2
∫
dkxdky
1
ν1 + x− µ− Ekx + i0+
1
ν1 + y − µ− Eky + i0+
· 1
I˜
(S49)
Hb2(ν1) ' −
1
Ebρ2
∫
dkxdky
1
(ν1 + x− µ− Ekx + i0+)2
·
(
1 +O
(
1/I˜2
))
(S50)
Hc2(ν1) ' −
1
Ebρ2
∫
dkxdky
1
(ν1 + x− µ− Ekx + i0+)2
· 1
I˜
(S51)
Hd2 (ν1) ' +
1
Ebρ2
∫
dkxdky
1
(ν1 + x− µ− Ekx + i0+)
1
(ν1 + y − µ− Eky + i0+)
· 1
I˜2
. (S52)
Since I˜ is still a large logarithm of order 1/γ, Hd2 is sub-
leading as for infinite mass. The other contributions be-
have as follows: with l.a., Ha2 reads
Ha2 (ν1) ' −
γ
Eb
ln2
[
(ν1 − βµ+ i0+)/(−µ)
]
, (S53)
i.e., essentially the same result as in the infinite mass
case, Eq. (S30), except that the peak of the logarithm
is at the direct threshold, as discussed below Eq. (S45).
Hb,c2 again act as molecular self-energy terms. First, their
real parts lead to a shift of Eb, which we do not compute.
More importantly, the imaginary part of Hc2 cuts off the
logarithmic singularity at the direct threshold. This can
be seen extracting the molecule self-energy part from Eq.
(S51):
Σmol(ν1,kx) = −1
ρ
∫
dky
1
I˜
. (S54)
Using Eq. (S47), we find
Im [Σmol] (ν1,kx) =
∫
dky
Im[I˜]
Re[I˜]2 + Im[I˜]2
' (S55)
− γ2pi
∫
dkydp δ(ν1 + x+ y − µ− p − Ekx+ky−p).
Evaluation of this standard phase space integral (see e.g.
Appendix E of Ref. [10] for examples) for kx = kF yields
Im[Σmol(ν1, kF )] ∝ −γ2 ν
2
1
βµ
. (S56)
Near the direct threshold, ν1 ' βµ, this leads to a mo-
lecule decay rate Γ ∝ γ2βµ. Appropriately resummed,
7this rate cuts all logarithms; e.g., the one-hole result of
Eq. (S44) is modified as
H1(ν1) ' 1
Eb
ln
(
ν1 − βµ+ iΓ
−µ
)
l.a.' 1
Eb
ln
(
max[ν1 − βµ, γ2βµ]/µ
)
, (S57)
and likewise for the term Ha2 in Eq. (S53). The phys-
ical reason for this cut-off is the decay of the molecule
at the direct threshold with k = kF into a zero mo-
mentum molecule, two holes and an electron. This pro-
cess shifts the threshold to the “indirect” one at ν1 = 0.
For 0 < ν1  βµ, the spectrum is perturbative (i.e., no
large logarithms need to be resummed), and can be ob-
tained from Im[Ha2 , H
c
2 ], Eqs. (S49), (S51). For spinless
electrons, these contributions cancel to leading order. For
spinful electrons, Hc2 incurs an extra factor of two, and
the perturbative spectrum reads
Apert(ν1) ' γ2 1
Eb(βµ)2
pi
ρ2
∫
dkxdkydp (S58)
δ(ν1 + x+ y − p − µ− Ekx+ky−p) ∝
γ2
Eb
(
ν1
βµ
)3
θ(ν1)
in 2D, while in 3D the extra phase space restriction
should lead to Apert ∝ ν7/21 [11]. Exponentiating the
cut-off logarithms (S57) with a correct imaginary part
to capture the perturbative spectrum yields Eq. (7) of
the main text; the square root is yet another, continuous
reformulation of the logarithm cutoff.
S.G. M =∞: REPULSIVE POLARON FROM
THE LINKED-CLUSTER APPROACH
The leading contribution to the repulsive polaron for
M = ∞ was already obtained in Eq. (S11). The full
power law singularity can be reproduced in a linked
cluster approach (see also Refs. [3], [12]). One starts from
the following set of identities for the impurity propagator
D(t) = −iθ(t) 〈0|S(t)|0〉 (S59)
〈0|S(t)|0〉 = exp
(∑
n
Fn(t)
)
(S60)
Fn(t) =
(−i)n
n
∫ t
0
dt1 . . .
∫ t
0
dtn 〈0|Tˆ
{
Vˆ (t1) . . . Vˆ (tn)
}
|0〉
(S61)
Vˆ (ti) = −V0
∑
k,p
c†kcpθ(ti)θ(t− ti), (S62)
where S(t) is the S-matrix, and Tˆ the time-ordering op-
erator. Note that the impurity has effectively been elim-
inated from the problem, which results in Feynman dia-
grams such as those shown in Fig. S4. The expressions
above imply an expansion in the bare interaction V0. Our
t1 t2
t1 t2 t3 t1 t2 t3
(a)
(b)
0 < t1, t2 < t
0 < t1 < t2 < t3 < t
Figure S4. (a) n = 2 cluster diagram. Full lines indicate elec-
tron Green functions, and dots V0-insertions. Internal times
t1, t2 independently range from 0 to t. (b) Time-ordered n = 3
cluster diagrams. The left diagram shows an ordering with
one hole, which is invariant under cyclic permutation of times.
The right diagram contains two holes.
goal is to substitute this by an expansion in number of
holes, getting rid of the V0-dependence. Let us collect
all one-hole diagrams: one is drawn in Fig. S4(a). It is
more convenient to reexpress it imposing a time-ordering
0 < t1 < t2 < t. This results in a factor of two which can-
cels the factor 1/2 in Eq. (S61) for n = 2. Generalizing
this approach, the one-hole diagrams can be extracted
by drawing “loop diagrams” containg n interaction inser-
tions at times t1, . . . tn, and reordering them in such a
fashion that only one electron propagates backwards in
time; this cancels the factor 1/n in Eq. (S61). An ex-
ample for n = 3 is shown in Fig. S4(b). Performing this
reorganization, at one-hole level we can write
D(t) ' exp(C(t)), (S63)
C(t) = −
∫
dω
pi
(−it
ω
− 1
ω2
(exp(−itω)− 1)
)
N(ω)
(S64)
N(ω) = Im

∫ µ
0
dx
1
ln
(
ω+x−µ+i0+
−Eb
)
 (S65)
where we resummed the one-hole diagrams similar to Sec.
S.B and employed the spectral representation of the re-
tarded 1/ ln-function. In Eq. (S64), the part linear in
t just shifts the polaron threshold, and we may omit it.
N(ω) measures the phase space for scattering of polarons
with Fermi electrons. Eqs. (S17) and (S10) show that in
the most important spectral window µ2/Eb  ω  µ we
can approximate N(ω) ' γ2piω. Therefore, evaluation
of Eqs. (S63) and (S64) similar to Sec. 8.3.C of Ref. [3]
and Fourier transformation directly results in a repulsive
polaron spectrum
A2(ν2) ∝ θ(ν2)
µ
(
ν2
µ
)γ2−1
(S66)
with frequencies measured from the polaron threshold.
8S.H. THE REPULSIVE POLARON FOR FINITE
MASS
Modified linked-cluster approach
The procedure above can also be adapted for finite
mass (see, e.g., Sec. 3.6.B of [3] or [13]). In effect, we
need to reevalute the phase-space factor N(ω) at one-
hole level, and find, in 2D
N(ω) ' γ2pi
∫
dkdp δ (ω + k − p − Ep−k)
'
{
γ2ω3/2/
√
βµθ(ω) ω  βµ
γ2piω βµ ω  µ, (S67)
and N(ω) ∝ ω2 for ω  βµ in 3D. Thus, for energies bey-
ond the recoil energy βµ, the phase space factor assumes
the infinite mass form. For smaller energies, the scatter-
ing phase space is suppressed, since processes where the
polaron is scattered to large momenta of order kF involve
a minimal energy cost of order βµ [14].
We insert Eq. (S67) into (S64) and first study the
limit t → ∞. Again ignoring the term linear in t, in
the infinite mass case one can show that C(t) diverges
as −γ2 ln(|t|µ). In contrast, for finite mass we find
limt→∞ C(t) ' γ2 ln(β). Inserted into the Green function
of Eq. (S63), this limit gives rise to a finite quasiparticle-
weight of the polaron, Z ∝ βγ2 . Again, the emergence of
this quasi-particle weight is a consequence of the restric-
ted low-energy scattering phase space, which partially
reduces the repulsive polaron to its non-interacting form.
Moreover, we can extract the incoherent polaron spec-
trum for small detuning from the threshold 0 < ν2 < βµ
simply by expanding the exponential in Eq. (S64), since
there is no large logarithmic quantity to prevent it. This
yields, in 2D
A(ν2) ∝ γ2 1√
βµν2
, (S68)
while in 3D the incoherent part is approximately constant
∝ γ2/(βµ). For ν2  βµ one recovers the infinite mass
behavior. Interpolating between these two limits yields
formula (8) of the main text, apart from the finite width
of the repulsive polaron quasiparticle to be discussed be-
low.
Width of the repulsive polaron
In the previous section, we only considered the decay
of the single impurity into particle-hole excitations, but
neglected the decay into the molecular state. To incor-
porate this process, we need to go to two-hole level. The
decay rate vanishes for infinite mass, since the problem
becomes single-particle, hence the molecule and repulsive
polaron sectors decouple. Indeed, starting from the ex-
act expressions for the impurity self-energy Σ2 in the time
Σa2,1 = Σ
c
2,1 =
Figure S5. Diagrams Σa,c2,1 contributing to the decay of the
repulsive polaron
domain, of a form similar to Eq. (S27), one can show that∑
i Im[Σ
i
2](ω = 0
−) = 0, where the frequency argument
0− is chosen to exclude the UV-tail arising from electron-
hole excitations. This cancellation implies that the re-
pulsive polaron does not acquire a Lorentzian IR-tail for
infinite mass. This is not necessarily true for finite mass.
An evaluation of all two-hole diagrams for ω = 0− similar
to Sec. S.E appears too involved. A simpler estimate can
be given by restriction to the “first-order” diagrams Σ2,1
with the minimal number of T -matrices. The diagrams
with a minimal number of 3 T -matrices and nonvanish-
ing imaginary parts for ω = 0− are Σa,c2,1, shown in Fig.
S5.
The rate resulting from these diagrams has been eval-
uated effectively for Eb → 0 in Ref. [15] for 3D, but here
we focus on Eb  µ. We approximate the central T -
matrix by a pole to incorporate the molecule, and the
remaining two T -matrices by γ. Taking the imaginary
part, we find
Γ˜2 ' γ2Eb
ρ3
∫
dkxdkydp δ(x+ y − p − Ekx+ky−p + Eb)
1
p − x+ Ekx−p
(
1
p − x+ Ekx−p
− 1
p − y + Eky−p
)
∝ γ2 µ
4
Eb
3 (1− 3β) , (S69)
where the last estimate holds to leading order in µ/Eb, β.
In (S69) we may omit the β-independent part, since the
infinite mass cancels upon complete evaluation as dis-
cussed above. The remainder can be used to estimate
Γ2 ∼ βγ2 µ
4
Eb3
. For 3D, we expect a similar behavior,
although details of the scaling could be different.
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5.4 Molecule-to-polaron transition
5.4.1 Phenomenology of the molecule-to-polaron transition
To keep the common thread of this thesis in sight, in this extended outlook I will present
some preliminary thoughts on the molecule-polaron transition/crossover. First, let us recapit-
ulate the conventional wisdom: it states that there are two well-defined separate phases, a
“molecular” and a “polaronic” one. In the molecular phase, connected to the limit Eb  µ,
the ground state contains a bound state between the impurity and a majority particle, while
the bound state is part of an excited state (or does not exist) in the polaronic phase (µ Eb).
The quantity that distinguishes between these two phases is the quasi-particle weight Z of
the lowest-in-energy feature of the single-particle spectrum A(ω) ∝ Im 〈dd†〉 [PDZ09]: Indeed,
deep in the molecular limit, bound state formation results in a single hole in the majority
Fermi sea. This hole can have an arbitrary energy up to µ, determining the spectral width of
the ground state feature. There is no delta peak (Z = 0). By contrast, in the polaronic limit
the particle is essentially free, with a large quasiparticle weight, possibly on top of a small
incoherent background of width ' µ. In the infinite mass case, the polaronic delta peak is
replaced by a sharp power law, but the delta peak reemerges for finite masses as discussed
in the previous sections. Sketches of these line-shapes are shown in Fig. 5.7(a),(b). Note
that the overall weight of the molecule-hole feature of Fig. (a) is small in the indicated limit,
since most of the weight is concentrated in the “repulsive polaron”, see previous publication
[PG18].
µ/Eb
E(a.u.)
Epol
Emol
(c)A(a.u.)
ω(a.u.)
µ Eb
(b)
' µ
Z > 0
(µ/Eb)c
A(a.u.)
ω(a.u.)
Eb  µ
' µ
(a)
Z = 0
Figure 5.7 (a),(b): Spectral line shapes deep in the molecular and polaronic limit. The incoherent
background shown in Fig. (b) (dashed) may or may not be divergent. (c) Typical crossing of the
polaronic and molecular ground state energies as obtained from the variational ansaetze or Monte-Carlo.
All dimensionful quantities are shown in arbitrary units (a.u.).
How does the transition between these two limits occur? The standard answer is that
the transition is first order, i.e. Z jumps discontinuously at a critical value (µ/Eb)c. This
assertion is supported by the following arguments: First of all, the ground state energies
obtained from the minimization of polaron and molecule ansaetze or Monte-Carlo cross at
a finite slope (Fig. 5.7(c)), at least for zero-momentum molecules (see below). As a result,
the coefficients of the ground state wave-function in the variational approximation change
discontinuosly at (µ/Eb)c, and so does Z – it is non-zero when determined from the polaronic
ansatz, but vanishes for the molecular ansatz [PDZ09].
The quasi-particle weight extracted from Monte-Carlo does not jump but vanishes smoothly
[VRVH13], but it does so as µ/Eb → 0, and not at a finite value µ/Eb. This can be taken
as indication that the polaron still exists as a quasi-stable excited state for Eb & µ; this
excited state should acquire a finite (but small) linewidth due to the decay into the molecule,
which however cannot be properly resolved in Monte-Carlo. Again, the quasi-stability of
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the polaron is typical for a first-order transition. An explanation for it can be found in a
phase-space argument [PS08b, BM10]: If one views the molecule and polaron as rigid particles,
the leading decay channel for a zero-momentum polaron into a zero-momentum molecule
necessary involves two majority holes and a majority electron, see Fig. 5.8(a). This is required
to place all scattered majority particles close to the Fermi surface, and to ensure energy and
momentum conservation. The resulting condition for the momenta of the scattered majority
particles, |q1 + q2 − k1| ' 0 as shown in Fig. 5.8(a) severely restricts the phase space for this
process. In effect, the estimated decay rate for the polaron is parametrically smaller than the
energy separation to the molecule pole [BM10]. This means that the polaron remains sharp
at the transition, and does not evolve into the molecule smoothly.
ppol pmol
k1
q1
q2
ppol pmol
q1
|ppol| ' |pmol − q1| ' 0
(a) (b)
|pmol| ' |q1| ' kF
|ppol| ' |pmol| ' |q1 + q2 − k1| ' 0
|k1| & kF , |q1| ' |q2| . kF
Figure 5.8 Leading order decay channels for rigid molecules and polarons. Full lines represent
majority particles, the dashed line the polaron (dressed impurity), and the double line the molecule.
The decay involves a zero-momentum molecule, Fig. (a), and a molecule with momentum ' kF , Fig.
(b).
Last, the first order nature of the transition is also supported by an RG computation
which effectively incorporates similar scattering processes, see Sec. 5.4.3.
Although the argumentation for the first order nature is fairly sound, there is room for
criticism: To begin with, we know that in the solvable infinite mass limit there certainly is
no discontinuous transition, but the ground-state feature in the single-particle spectrum just
keeps getting sharper as µ/Eb is increased [CN71, SKI+18], and, in fact, all properties of the
system are smooth as a function of the interaction strength [LL14, KM65]. Our findings in
the paper above [PG18] do leave room for a similar continuous evolution for finite mass (see
Fig. 2 in the paper), but we certainly cannot say for sure since our computation is controlled
for Eb  µ or µ  Eb only. What is more, the arguments for the first-order transition
implicitly assume that both polaron and molecule can be approximated as quasi-elementary
particles, composed from the bare impurity/bare (vacuum) bound state plus a low number of
particle-hole excitations. For µ ' Eb there is, however, no small parameter that guarantees
this. In particular, the phase-space computation of Ref. [BM10] assumes that the polaron
decays into a molecule corresponding to a well-defined pole in the two-particle propagator,
with weight ZM , and a quadratic dispersion p2/2mMol. But, first, the weight ZM may vanish
at the transition, and second, the dispersion may be minimal at a non-zero momentum.
The latter case is akin to the FFLO order discussed in Sec. 3.2, and in particular molecules
with preferential momentum |pmol| ' kF are of interest [MPH11, PL13]: As sketched in
Fig. 5.8(b), the zero-momentum polaron can decay into such a kF -molecule without the
additional creation of an electron-hole pair, since the emitted majority hole is automatically
close to the Fermi surface. Similar reasoning applies to the reversed process. As a result,
the phase space for the decay of polaron/molecule is significantly increased as compared
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to Fig. 5.8(a), leading to a continuous (un-)binding transition without quasi-stable excited
states as in the first-order scenario.
To motivate the appearance of such an FFLO molecule, on can appeal to the variational
ansaetze, for now casting aside the doubts about their range of validity. In fact, as shortly
discussed below, inclusion of a finite molecule momentum has lead to a postulate by Edwards
[Edw13] that the molecule-polaron transition is always just a smooth crossover.
5.4.2 Transition vs. crossover from the variational ansaetze
To set the stage for Edwards’ argument, let us shortly recapitulate the variational treatment
of Refs. [MPH11] (3D) and [PL13] (2D). These authors considered polaronic and molecular
ansaetze with a finite momentum p, and with up to one electron-hole pair. In their notation,
these ansaetze read:
|P1(p)〉 = d†p |N〉 (5.7)
|M2(p)〉 =
∑
k
φkd
†
p−kc
†
k |N − 1〉
|P3(p)〉 = α0d†p |N〉+
∑
k,q
αkqd
†
p+q−kc
†
kcq |N〉
|M4(p)〉 =
∑
k
φkd
†
p−kc
†
k |N − 1〉+
∑
kk′q
φkk′qd
†
p+q−k−k′c
†
kc
†
k′cq |N − 1〉 . . . .
Here, |Pi〉 (|Mi〉) is a polaronic (molecular) ansatz with i-particles on top of the Fermi
sea |N〉 (|N − 1〉) consisting of N(N − 1) majority fermions. Sums over k(q) run over
|k| > kF (|q| < kF ). To find the ground state energy E, one minimizes the expectation value
of the Hamiltonian with respect to the coefficients α, φ and the modulus of momentum |p|,
subject to a normalization constraint. Focusing on the 2D case, one can show that the polaronic
(molecular) ansaetze correctly reproduce the ground-state energy in the perturbatively
controlled limits µ Eb (Eb  µ). Deep in these limits, the obtained variational momentum
is zero. However, for µ ' Eb and a fairly light impurity, a region with an FFLO phase is
obtained, while always p = 0 for the optimal polaronic wave-functions. The phase diagram
of Ref. [PL13] is reprinted in Fig. 5.9.
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C. Trimers (T5 )
As discussed above, in the absence of a Fermi sea and for
r > 3.33, the impurity binds two particles to form a trimer.
Since we wish to investigate the possibility of the trimer being
the ground state across the regime of strong interactions, we
use the dressed wave function
|T5(0 )⟩ =
∑
k1k2
γk1k2c
†
−k1−k2↓c
†
k1↑c
†
k2↑|FS⟩+
∑
k1k2kq
γk1k2kq
× c†q−k1−k2−k↓c†k1↑c†k2↑c†k↑cq↑ |FS ⟩. (21)
Following the minimization procedure, we find two coupled
integral equations,
Jk1
[
1
g
+
∑
k2
1
Ek1k2
]
=
∑
k2
Jk2
Ek1k2
−
∑
qk2
Gqk1k2
Ek1k2
, (22)
Gqk1k2
[
1
g
+
∑
k
1
Eqk1k2k
]
= −Jk1 − Jk2
Ek1k2
+
∑
k
Gqk1k +Gqkk2
Eqk1k2k
−
∑
q′
Gq′k1k2
Ek1k2
. (23)
We have defined Jk = g∑k′ γkk′ and Gqk1k2 =
3g
∑
k′ γk1k2k′q. The energies are Ek1k2 = −E + ξk1↑ +
ξk2↑ + ϵk1+k2↓ and Eqk1k2k = −E + ξk1↑ + ξk2↑ + ξk↑ −
ξq↑ + ϵq−k−k1−k2↓. Equations (22) and (23) were first derived
and solved for the trimer energy in Ref. [20] for the impurity
problem in a 3D Fermi gas. The projection onto the p-wave
trimer state is performed by taking
fk1 = ˜fk1eiφ1 , Gqk1k2 = ˜G(q,k1,k2,%φ1q,%φ2q)eiφ1 , (24)
with φ1, φ2, and φq the angles which k1, k2, and q make
with the axis of reference, while%φ1q = φ1 − φq and%φ2q =
φ2 − φq .
D. The N + 1 problem
Like the bare wave functions of Sec. III, the above approach
may be extended to the study of the bound states of the
impurity andN spin-↑ fermions. The variational wave function
is dressed by one particle-hole pair excitation of the Fermi sea
and the minimization procedure carried out as above. This
leads to two coupled integral equations similar to Eqs. (22)
and (23) for the trimer above. The equations are derived in
Appendix B using the diagrammatic technique. We shall not
attempt here to solve for the energy of the tetramer or bound
states containing even more particles.
V. PHASE DIAGRAMS
We now determine the ground state for the single impurity
and the corresponding binding transitions. In Fig. 4 we show
the phase diagram for the undressed wave functions of Sec. III.
Surprisingly, we find that a molecule existing at a given mass
ratio r < 3.33 must always first bind an extra spin-up fermion
to form a trimer before it can unbind into a polaron. This
appears to be an artifact of the approximation. However, it
does signify the importance of three-body correlations for all
mass ratios in two dimensions. Additionally, we find a sliver of
FFLO phase, corresponding to a finite momentum molecule,
on the border of the zero-momentum molecule and the trimer
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FIG. 4. (Color online) Ground state phase diagram for an im-
purity atom attractively interacting with a 2D Fermi gas. Phase
boundaries are calculated using the “undressed” wave functions
of Sec. III. The FFLO phase corresponds to the molecule M2(p)
with non-zero momentum p in the ground state. The behavior of
the momentum at which the energy is at its minimum is given by
Eq. (6) and it goes smoothly to zero at the dashed (red) line given by
m↑/m↓ = 1/(kF a2D)2. We find that small slivers of FFLO and trimer
phases remain as η→∞. Note, also, that the trimer exists above the
critical mass ratio r ≃3.33 in the limit η→−∞, which agrees with
the result for the 3-body bound state in a vacuum [25].
phases. The large region of trimer phase below r ≃3.33
appears to result from the fact that the FFLO molecule is
unstable towards binding an extra ↑ particle, like in three
dimensions [20]. Whereas trimers are favored by the medium,
we find that tetramers consisting of three spin-↑ particles and
the impurity appear to be disfavored, i.e., the phase transition
is found to occur at larger mass ratios in the medium than the
critical mass ratio of r = 5.0 in vacuum [24]. This suggests that
four-body correlations are not as important in the many-body
system at low mass ratios as might be initially expected.
Next, Fig. 5 shows our phase diagram obtained using wave
functions dressed by one particle-hole pair (see Sec. IV). As
-2 -1 0 1
0
1
2
3
FIG. 5. (Color online) Ground-state phase diagram for a spin-
down impurity atom immersed in a 2D Fermi gas, with phase
boundaries calculated using the dressed wave functions of Sec. IV.
The FFLO phase corresponds to the molecule M4(p) with nonzero
momentum p in the ground state. See Fig. 3 for the behavior of p as
a function of η across the FFLO region.
033616-6
Figure 5.9 Phase diagram from the one particle-hole ansaetze, reprinted with permission from
Ref. [PL13]. Copyright (2013) by the American Physical Society. Used notation is η = ln(kFa2D) '
ln(µ/Eb), with a2D the 2D scattering length, and m↓=ˆM,m↑=ˆm. T5(0) corresponds to a “trimer
ansatz” (two majority particles bound to the impurity) not discussed here. In the region indicated as
“FFLO”, a molecule with non-zero momentum p is obtained, with |p| = 0 at the left and |p| = kF at
the right dashed region boundary.
To summarize, the conclusion of Ref. [PL13] is that a continuous transition is possible for
small impurity masses, but for impurities with M & 0.7m the transition is still first order.
This conclusion was subsequently questioned by Edwards [Edw13], by virtue of the
following argument: Let’s e.g. take the wave-function |M4(p)〉 and set |p| = kF as well as
φk = δk,p · α0, φkk′q =
1
2
(
αk′qδk,p − αkq · δk′,p
)
. (5.8)
This definition accounts for the required k ↔ k′ antisymmetry of the coefficient function.
Then |M4〉 reduces to
|M4(p)〉 → |P˜3〉 = α0d†0c†p |N − 1〉+
∑
k,q
αkqd
†
q−kc
†
kcqc
†
p |N − 1〉 . (5.9)
If we identify c†p |N − 1〉 =ˆ |N〉, we can conclude |P˜3〉 = |P3(0)〉, and therefore E(M4) ≤ E(P3)
by the variational principle. This means that there is no need to introduce a polaronic ansatz,
since the polaronic limit is correctly reproduced by the molecular wave-functions with the
sharply peaked “polaronic” coefficients of Eq. (5.8). As a result, Edwards claims that the
evolution from molecule to polaron is simply a smooth crossover, for any value of the impurity
mass, and the phase diagram of Fig. 5.9 is incorrect.
While the observation of Edwards that a single ansatz is in fact sufficient is certainly
interesting, I believe his conclusion is too drastic: One the one hand, the identification
c†p |N − 1〉 =ˆ |N〉 may be questioned, although it should be passable in the thermodynamic
limit as far as ground state energies are concerned. But more importantly, usage of a single
variational ansatz still allows for both a continuous and a first order transition: the question
is simply how the minimizing coefficients of the ansatz behave, i.e. whether they evolve
continuously or jump as µ/Eb is varied. To illustrate this, let us look at the simplest ansaetze
without electron-hole pair, |P1(p)〉 , |M2(p)〉: If there is no energy offset for the impurity,
E0 = 0 (recall the impurity Hamiltonian (5.1)), the ground state energy obtained from
|P1(p)〉 is simply constant, E(P1) = 0. By contrast, the energy E(M2) can be determined
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from the equation [PL13]
d 〈M2(p)|H − E|M2(p)〉
dφ¯k
= φk
(
k − µ+ Ek−p − E
)
+ V0S
∑
k′
φk′
!= 0. (5.10)
Here and in the following, we take the limits V0 → 0, Λ(UV cutoff) → ∞ in such a way
that the identity
− 1
V0
= 1S
∑
0<|k|<Λ
1
Eb + k + Ek
(5.11)
yields a finite vacuum binding energy Eb.
The usual way to treat Eq. (5.10) [Pun10] is to solve for φk, sum over k, and divide by∑
k φk. In this way one finds
1
S
∑
k
1
k − µ+ Ep−k − E =
1
S
∑
k>0
1
Eb + k + Ek
. (5.12)
In the continuum limit, the sums are transformed into integrals, and one can solve for
E = E(M2), which is also minimized w.r.t. p. For equal masses m = M , E(M2) is shown in
Fig. 5.10 (blue curve), and the corresponding optimal momentum in Fig. 5.10(b).
To derive (5.12), one implicitly excludes k−µ+Ep−k−E = 0. However, this combination
can lead to another solution, the “polaronic one” ,
φk = δk,p, |p| = kF , E = 0, (5.13)
which solves Eq. (5.10) in the limit V0 → 0. To put this differently: the standard minimization
of Eq. (5.12) is restriced to the domain of continuous functions φk, and thus the discontinous
solution (5.13) is missed. Therefore, the energy E determined from (5.12) is no longer the
true minimum as soon as E > 0. The situation is illustrated in Fig. 5.10(a).
E/µ |p|/kF
µ/Eb
µ/Eb
(a) (b)
Figure 5.10 (a) Two different solutions to Eq. (5.10). The blue line is determined from Eq. (5.12),
and the red line corresponds to Eq. (5.13). The full line indicates the correct ground state energy
E(M2). (b) Optimal momentum corresponding to the blue line in Fig. (a).
Thus, we see that the correct minimization of the molecular wave-function |M2(p)〉
captures both polaronic (sharply peaked coefficients as in Eq. (5.13)) and conventional
molecular behaviour. Now, to decribe the transition, one must trace how the coefficients of
the wavefunction evolve as µ/Eb is increased. By simply solving (5.10) for φk and enforcing
normalization of the wavefunction, one can easily show
As E ↗ 0, |p| ↗ kF : φp → µ
3/4
|E|3/4 · √N , φk →
|E|1/4
µ1/4
√
N
, k 6= p . (5.14)
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I.e., the coefficients evolve continuously into δk,p as N →∞ and E ↗ 0 (or µ/Eb ↗ 2) in
Fig. 5.10(a), indicating a continuous transition (within this crude approximation). Note,
however, that this is still distinct from a smooth crossover, which would correspond to an
evolution of φk into δk,p in the limit µ/Eb → ∞ – furthermore, the ground-state curve in
Fig. 5.10 is not smooth at µ/Eb = 2 (the second derivative of the blue curve does not vanish).
It should be noted that, while the coefficients evolve continuously, strictly speaking the
quasiparticle weight is zero for E < 0: E.g., if we follow the weight estimation of [PDZ09]
which associates the quasiparticle weight with the jump of the Fermi distribution function,
we find
Z ≤ 〈M2(p)|d†0d0|M2(p)〉
(5.7)= |φp|2 . (5.15)
As seen in Eq. (5.14), φp generically scales as 1/
√
N , but with a divergent prefactor as E ↗ 0.
Thus Z = 0 for E < 0, Z = 1 for E > 0. Still, I believe the continuous evolution of the
coefficients makes it questionable whether such a jump in the quasiparticle weight can be
observed in reality.
Let us return to the more accurate ansaetze with one electron-hole pair, |P3(p)〉 , |M4(p)〉.
While the determination of the energies E(P3) and E(M4) can be inferred from Ref. [PL13],
a correct evaluation of the minimizing coeffients analogous to Eq. (5.14) is not available yet.
Our expectation, which would reconcile the basic observation of Edwards and the phase
diagram of Fig. 5.9, is as follows: As µ/Eb increased, the optimal coefficients φk, φkk′ of
|M4(p)〉 always evolve into the sharp, “polaronic” limit given in Eq. (5.8). But his evolution
is continuous similar to Eq. (5.14) only for light impurities, when the FFLO-region of Fig. 5.9
is crossed. For heavy impurities, a correct optimization of the coefficients should show a
discontinuous jump towards Eq. (5.8) at the transition point, with the optimal momentum
jumping from p = 0 to |p| = kF .
To summarize the take-away message of this section: If one believes the truncated
variational ansaetze, retaining a single momentum-dependent ansatz (say, |M4(p)〉) is indeed
sufficient to exhaust the full phase diagram as found by Edwards [Edw13]; however, this
potentially allows for both continouus and first-order transitions, since the optimal coefficients
of that ansatz may be discontinuous as a function of µ/Eb, and thus the phase diagram of
Fig. 5.9 should be correct within the variational approximation.
5.4.3 RG approach to the molecule-to-polaron transition
Can we describe the molecule-to-polaron transition within Landau-Ginzburg theory? At
present, the answer is no: First of all, in the thermodynamic limit for the majority fermions
only the impurity degrees of freedom can become critical at the transition, and there is no
symmetry breaking of the full system that can be captured by an order-parameter theory.
In the above, we relied on the single-particle weight Z to distinguish the phases, but it is
not clear how to utilize Z in a LGW functional; Z is an order-parameter only in a colloquial
sense.
Alternatively, we can attempt a renormalization group treatment. Of course, if the
transition is indeed first order, this may seem as a somewhat futile endeavour, since there is
no room for universal critical behaviour. But, as described above, a continuous transition is
also imaginable, and ultimately the RG is the best tool to make the judgement. The starting
point for the RG will be the impurity Hamiltonian (5.13). This has the downside that the
single-impurity limit is not incorporated directly. As an alternative, one could rephrase the
impurity fields as impurity position and momentum operators, followed by a Lee-Low-Pines
rotation into a moving frame [RK95, KL17], which effectively allows to eliminate the impurity.
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However, the resulting theory for the majority fermions has a fairly complicated interaction
term, so we will stick to Eq. (5.1) for the time being.
The short RG analysis presented here will be a slightly reformulated version of the FRG
approach by Schmidt and Enss (SE) [SE11], which is the only detalied RG treatment of the
molecule-to-polaron transition to date (some related results are also found in [GS08]). SE
focused on the computation of spectra; here, we will look for critical phenomena, indicating
possible extensions of [SE11] along the way.
SE work with the action corresponding to (5.13) with majority (minority) fields c(k), c¯(k)
(d(k), d¯(k)). As the first step, they perform a Hubbard-Stratonovich decoupling in the pairing
channel φ(k) ∝ 〈∑p c(k + p)d(−p)〉 that makes the molecule explicit. The result is the
“two-channel model”
S =
ˆ
k
c¯(k)(−iω + k2/2m− µ)c(k) +
ˆ
k
d¯(k)(−iω + k2/2M)d(k) (5.16)
+
ˆ
k
φ¯(k)G−1φ (ω,k)φ(k) + λ
ˆ
k,p
(φ¯(k)c(k + p)d(−p) + φ(k)d¯(−p)c¯(k + p)),
where we left the molecule propagator unspecified (it will be constant in the UV, but
a frequency and momentum dependence will arise at small energies) and introduced an
independent Yukawa coupling λ, check our discussion in Sec. 3.1.3. It is tempting to go one
step further and integrate out all fermions in favour of a purely bosonic theory, interpreting
〈φ〉 as order parameter for the molecular phase. However, with our previous discussion of the
Hertz-Millis approach to metallic criticality in mind (Sec. 3.1.4), this step of integrating out
gapless degrees of freedom seems dangerous, and we will retain all three particle species.
Now, when running the RG, the following basic problem arises: low-energy majority
fermions c have momenta ' kF , and thus we must scale towards the Fermi surface. By
contrast, for the minority particles d (and possibly the molecule φ, see below) we must
scale towards k = 0. In the previously discussed RG approaches to Fermions of Shankar-
(Sec. 3.1.2) and hot-spot type (Sec. 3.1.3), we could get rid of the Fermi momentum by
expanding the dispersion around it, the assumption being that kF is the largest scale in the
problem. But now we want to describe a transition with a competing scale Eb ' µ, so clearly
such an expansion is no longer legitimate!
The FRG approach (see Sec. 4.1.3) of SE handles this difficulty very gracefully by choosing
different regulators for majority, impurity, and molecule. The regularized flowing Green’s
functions at scale Λ are proportional to
Gφ,Λ(ω,k) ∝ θ(|k| − Λ), Gd,Λ(ω,k) ∝ θ(|k| − Λ), Gc,Λ(ω,k) ∝ θ(|k2 − k2F | − Λ2) .
(5.17)
Note the first proportionality: it implies that the low-energy molecule (as Λ → 0) has its
dispersion minimum at zero momentum. As we discussed in the previous sections, this
typically results in a first order transition, and this is indeed found by SE. By contrast, to
obtain a continuous transitions, we should endow the molecule with a regulator θ(|k2−k2F |−Λ2)
as well.
To perform the FRG, we must prescribe a truncation. SE neglect higher-order vertices
beyond the ones appearing in (5.16), but allow for the most general form of impurity/molecule
propagators Gd, Gφ, which is e.g. necessary to reproduce the correct vacuum limit for the
molecule. As seen from the diagrammatic representation of the FRG flow equations [SE11],
this truncation is akin to a self-consistent T -matrix approach (see also Sec. 5.3.1). Note that
the majority particles can only pick up non-trivial renormalizations of order O(1/N) from a
single impurity, to be neglected here.
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To keep things transparent, here we will limit ourselves to a gradient expansion also
discussed by SE; this cannot reproduce correct spectra, but the qualitative features of the
phase transition agree with the full treatment of SE. For simplicity, let us also focus on equal
masses m = M ≡ 1/2, and thus choose
Gd,Λ(ω,k) = θ(|k| − Λ)
(
Zd(−iω + k2) + rd
)−1
, (5.18)
Gφ,Λ(ω,k) = θ(|k| − Λ)
(
Zφ(−iω + k2/2) + rφ
)−1
, (5.19)
where the the molecule has twice the impurity mass. The flowing parameters are the wave-
function renormalization functions Zφ,d and the “gaps” rφ,d. Schematically, the polaronic
(molecular) phase will be identified as rd < rφ(rφ < rd), with more details specified below. In
this truncation, the relevant flow equations are readily derived from the Wetterich equation
[SE11], since the required integrals collapse due to the sharp cutoff functions. Here, we
generalize the 3D flow-equations of SE to d spatial dimensions, and introduce standard
dimensionless quantities (see, e.g., [KBS10]) as
r˜α =
rα
ZαΛ2
, ηα =
d log(Zα)
dl
= 1
Zα
dZα
dl
, λ˜ = λ
Λ 4−d2
√
ZdZφ
, µ˜ = µΛ2 , (5.20)
where α = (d, φ), Λ = Λ0 exp(−l), and ηα are the anomalous dimensions. In these terms, the
flow equations read
dr˜d
dl
= (2− ηd)r˜d − 2cdλ˜2θ(µ˜− 2)
(
(
√
µ˜− 1)d−2
1 + µ˜+ 2r˜φ
+ 1−1 + 2µ˜+ 2r˜φ
)
(5.21)
dr˜φ
dl
= (2− ηφ)r˜φ − cdλ˜2 (
√
µ˜+ 1)d−2
2 + µ˜+ r˜d
,
ηd = 4cdλ˜2θ(µ˜− 2)
(
(
√
µ˜− 1)d−2
(1 + µ˜+ 2r˜φ)2
+ 1
(−1 + 2µ˜+ 2r˜φ)2
)
, ηφ = cdλ˜2
(
√
µ˜+ 1)d−2
(2 + µ˜+ r˜d)2
dλ˜
dl
= λ˜
(4− d
2 −
ηd
2 −
ηφ
2
)
,
dµ˜
dl
= 2µ˜ ,
with cd a positive numerical coefficient. Let us first have a look at betafunctions for λ˜ and µ˜
in the last line. In the given truncation, this flow arises solely for the dimensionless quantities
due to the change of the scale Λ. The simple flow equation for µ˜ has a fixed point µ˜? = 0
(vacuum limit), which also implies ηd = 0 and dlr˜d = 2r˜d. If we choose r˜d = 0 (which seems
natural in the UV), the flow equation for λ˜ transforms to dlλ˜ = λ˜((4− d)/2− λ˜2) modulo
trivial rescaling, which has a stable fixed point λ? ∝ √4− d. This is nothing but the vacuum
fixed point of the two-component Fermi gas obtained by Nikolić and Sachdev [NS07a] via
expansion in  = (4− d). Of course, it is not surprising that the FRG reproduces the vacuum
limit, since the only relevant diagrams for µ = 0 (ladder diagrams) are correctly incorporated.
So what about the finite-density system, µ˜ > 0? Obviously, µ˜ will flow to infinity for any
non-zero starting value. Since in (5.21) the equations for the anomalous dimensions ηα scale
as (µ˜)−2, it follows that in the IR ηα → 0 unless there is some extreme finetuning of both the
couplings r˜d, r˜φ. In consequence, the betafunction dlλ˜2 simply becomes dlλ˜ = λ˜(4−d)/2, which
wipes out the µ˜ = 0 fixed point, and λ˜ flows to strong coupling for all d < 4. Furthermore, one
can simply show that the interaction-dependent contributions in the flow of r˜α scale as O(1)
in the IR, which is subleading as compared to the exponentially diverging engineering parts,
and thus the equations for r˜φ,d essentially decouple. We therefore see that there are always
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strong runaway flows unless we fine-tune at least two relevant parameters, which is indicative
of a first-order transition. Of course, this is not suprising: The truncated RG effectively
incorporates scattering processes similar to the ones arising in the (p = 0) variational ansaetze
(albeit in self-consistent fashion), and the basic prediction of both methods agrees.
For a quantitative understanding of the transition, we must discuss two major points
glossed over so far: How to guarantee the single-impurity limit and precisely distinguish
the two phases (polaronic and molecular) in the FRG formalism? SE give the following
prescription: by choosing appropriate boundary conditions, that is, finetuning r˜d(0), one
has to make sure that in the end of the RG flow, l → ∞, only one mode (polaron or
molecule) is occupied, while the other is empty. The filled mode has r˜α(l → ∞) → O(1),
corresponding to rα → 0. This is right inbetween the macroscopic occupation rα < 0 and
the empty state rα > 0. By contrast, the other mode should fulfill rα¯ > 0. All other
boundary conditions are specified by the dimensionless coupling constant akF (appropriately
generalized to d dimensions) and the fact that the two-channel model (5.16) should map
onto the single-channel model (5.1) in the UV. In this way, SE find a molecule-to-polaron
transition at akF ' 1.04, in reasonable agreement with their full numerical treatment and
with diagrammatic Monte-Carlo.
When comparing to the diagrammatic computations of the previous sections, I am
not certain that such a fine-tuning of r˜d(0) is actually necessary: recall from Sec. 5.1.2
that a sufficient condition for ensuring the single-particle limit was to use strictly retarded
impurity propagators, as well as retarded molecule propagators in the two-channel formulation.
This retardation condition was implicitly used in deriving Eq. (5.21) – there would be
additional contributions from advanced impurity particles, arising from the other way of
closing contours in frequency integrals. If we exclude these “advanced contributions”, the
single-impurity limit is still implemented in Eq. (5.21) also for r˜d, r˜φ < 0. From a different
perspective, we could supplement the impurity and molecule dispersions by large energy
offset, k2 → k2 + E0 as done in Sec. 5.1.1. In the limit E0 →∞ we can then derive the flow
for rα as dlrα = dlGα(ω + i0+ = E0 + i0+,k = 0) after analytical continuation. In this way,
the single-particle limit is manifest without additional finetuning, since contributions with n
impurities/molecules involve far-detuned energies ' nE0.
If we believe that the single-particle limit is automatically implemented, we are free to
specify any value of r˜d(0), and may e.g. choose r˜d(0) = 0 to conform with the vacuum limit.
Of course, this does not change the basic conclusion of a first-order transition in any way.
To illustrate the transition, some plots of the flowing gap terms r˜α for d = 3 are shown in
Fig. 5.11, renormalized by the exponentially diverging chemical potential µ˜. In these plots,
we tune through the transition by increasing r˜φ(0). By comparing the converged molecule
propagator to the exactly known static molecule propagator in vacuum, we can also extract a
value for the dimensionless interaction parameter akF [SE11] as denoted in the figure. The
critical value akF ' 2 obtained this way compares less favourable to the Monte-Carlo data
than the finetuning applied by SE, but on the other hand we can hardly expect our rough
truncation to be numerically precise.
To summarize, at the present stage the FRG does seem to predict a first order transition,
signaled by strong runaway flows. At the same time, the divergence of the Yukawa coupling
λ˜ renders the RG uncontrolled.
Can we improve on this? The engineering part of the beta-function dlλ˜ in Eq. (5.21) does
suggest an -expansion; alas, for µ˜ > 0 there is no meaningful fixed point λ˜? which can be
tuned to small values.5 To find such a fixed point, and thus get a perturbative hold of the
molecule-polaron transition, we can attempt the following (this is currently work in progress):
5 -expansion results for the related problem of an imbalanced Fermi gas have been obtained by Nishida and
Son [NS06, NS07b], but they work deep in the superfluid phase which is not permittable here.
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l l l
r˜φ/µ˜
r˜d/µ˜
(a): r˜φ(0) = 2.30
akF = 1.7
(b): r˜φ(0) = 2.33
akF = 2.0
(c): r˜φ(0) = 2.37
akF = 2.5
µ˜
Figure 5.11 Flow of the gap terms for the molecule r˜φ and polaron r˜d as a function of the logarithmic
RG time l. The gaps are regularized by the exponentiallly diverging chemical potential, shown in
the inset to Fig. (c). (a) Molecular phase (b) Transition (c) Polaronic phase. Used parameters are
r˜d(0) = 0, µ˜(0) = 0.01, λ˜(0) = 10; the large starting value for the Yukawa coupling is chosen in order
to correctly reproduce the original single-channel model in the UV [Pun10].
as we have seen in the previous sections, a continuous (un-)binding transition should involve
a molecule with a finite momentum |p| = kF . Thus, we can modify the molecule propagator
of Eq. (5.19) as
Gφ,Λ(ω,k) = θ(|k2 − p20| − Λ2)
(
Zφ(−ω + (|k| − p0)2/(m+M) + rφ
)−1
. (5.22)
I.e., the minimum of the molecule dispersion is located at a momentum p0, which should be
allowed to flow. In addition, we have reinstalled the masses m,M with the phase diagram of
Fig. 5.9 in mind.
Indeed, first results for a fixed value of p0 = kF do indicate the reemergence of nontrivial
fixed point λ˜?, but more work needs to be done. In further pursuing these ideas, at least for
certain mass ratios m/M we hope to arrive at a universal description of the molecule-polaron
transition in the future.
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6 Conclusion and Outlook
In this thesis, we have covered three fairly diverse fields of physics, held together by a
somewhat loose common thread: the violation of the Landau-Ginzburg-Wilson paradigm of
critical phenomena. In all cases, a simple order parameter description was insufficient to
describe the phase transitions, since it missed crucial low-energy degrees of freedom. For
the quantum critical metals, these are the fermionic excitations. To incorporate them, we
performed an RG analysis of a Yukawa-like theory, which we got under control by working
close to the upper critical dimension. Interesting non-Fermi liquid physics ensued. For the
insulating spin system, we saw that the phase transition is effected by fractionalized degrees
of freedom, which are topological in nature, and become important (gapless) at the critical
point only. Finally, for the polaron problem, again there is an abundance of low-energy
electron-hole pairs, leading to interesting orthogonality power laws – in fact, similar to the
non-Fermi liquids. A fully conclusive picture of the molecule-to-polaron transition has not
yet been reached, but it is clear that an order parameter description does not suffice.
Where to go next? In the problem of SU(3) deconfined criticality, there are many open
questions, such as the precise role of the constraint softening or the detailed classification
of the vortex defects, but let us rather turn to the remaining two subjects which we are
currently working on: Concerning metallic criticality, it is worthwhile to consider the 2kF
problem in a commensurate configuration, extending the existing RPA analysis [BCP+12].
This problem also seems suitable for an exact non-perturbative solution, similar to the
exciting exact solution of the spin-density-wave problem [SLL17]: the key idea is not to
start from a Gaussian scaling ansatz, but rather from an “interaction-driven” one, where the
Yukawa term is marginal from the outset. In this scaling, certain terms in the bare action
are irrelevant by power counting and flow to the zero in the IR. But as it turns out, they can
be utilized as small parameters which suppress most Feynman diagrams, and in this sense
the interaction-driven scaling becomes exact in the IR.
Furthermore, the precise role of competing instabilities at the metallic critical points
is still largely unexplored. In the usual approach, which we also followed in Sec. 3.2, one
defines a “primary” instability with an associated critical point, and perturbatively computes
anomalous dimensions of other instabilities at this point. To improve on this, one could
consider hot-spot theories with multiple equal-right instability channels. A suitable technical
tool for such an analysis seems to be the recently developed multiloop FRG, which resums
parquet-like contributions [KvD18].
Concerning polarons, the analysis of the molecule-to-polaron transition described in
Sec. 5.4 needs to be completed. The ultimate goal should be to understand whether the first
order transition for heavy impurities and second order transition for light impurities is indeed
robust, or simply an artefact of the low-order variational ansaetze.
Finally, an interesting extension of the standard polaron problem are impurities coupled
to topological insulators, as e.g. recently studied in Ref. [CGGMB19]: if the interaction with
the majority particles is large enough compared to the insulator gap, the impurity inherits
the topological properties of the majority particles. In the spirit of chapter Sec. 5, one could
review this problem for infinite mass impurities. This could raise the exciting prospect of
obtaining orthogonality power laws determined from topological quantum numbers.
144
Bibliography
[ACS03] A. Abanov, A. V. Chubukov, and J. Schmalian, Quantum-critical theory of
the spin-fermion model and its application to cuprates: Normal state analysis,
Advances in Physics 52 (2003), no. 3, 119–218. See pages: 10, 11, and 14
[AIM95] B. L. Altshuler, L. B. Ioffe, and A. J. Millis, Critical behavior of the t=0 2kf
density-wave phase transition in a two-dimensional fermi liquid, Phys. Rev. B
52 (1995), 5563–5572. See pages: 11 and 43
[And67] P. W. Anderson, Infrared catastrophe in fermi gases with local scattering poten-
tials, Phys. Rev. Lett. 18 (1967), 1049–1051. See page: 86
[Asl69] L. G. Aslamazov, Influence of impurities on the existence of an inhomogeneous
state in a ferromagnetic superconductor, Sov. Phys. JETP 28 (1969), no. 4,
773–775. See page: 22
[Aue94] A. Auerbach, Interacting electrons and quantum magnetism, 1 ed., Springer,
New York, 1994. See pages: 59 and 60
[Bar13] L. Bartosch, Corrections to scaling in the critical theory of deconfined criticality,
Phys. Rev. B 88 (2013), no. 19, 195140. See pages: 59, 65, and 66
[BCL+12] B. Bauer, P. Corboz, A. M. Läuchli, L. Messio, K. Penc, M. Troyer, and F. Mila,
Three-sublattice order in the su (3) heisenberg model on the square and triangular
lattice, Phys. Rev. B 85 (2012), no. 12, 125116. See page: 67
[BCP+12] D. Bergeron, D. Chowdhury, M. Punk, S. Sachdev, and A.-M. S. Tremblay,
Breakdown of fermi liquid behavior at the (pi, pi) = 2kF spin-density wave
quantum-critical point: The case of electron-doped cuprates, Phys. Rev. B 86
(2012), 155123. See page: 143
[BM10] G. Bruun and P. Massignan, Decay of polarons and molecules in a strongly
polarized fermi gas, Phys. Rev. Lett. 105 (2010), no. 2, 020403. See page: 134
[CG08] R. Combescot and S. Giraud, Normal state of highly polarized fermi gases: full
many-body treatment, Phys. Rev. Lett. 101 (2008), no. 5, 050404. See page: 116
[CGGMB19] A. Camacho-Guardian, N. Goldman, P. Massignan, and G. M. Bruun, Dropping
an impurity into a chern insulator: A polaron view on topological matter, Phys.
Rev. B 99 (2019), 081105. See page: 143
[CGJT10] C. Chin, R. Grimm, P. Julienne, and E. Tiesinga, Feshbach resonances in
ultracold gases, Rev. Mod. Phys. 82 (2010), 1225–1286. See page: 84
[CGL10] R. Combescot, S. Giraud, and X. Leyronas, Analytical theory of the dressed
bound state in highly polarized fermi gases, Europhys. Lett. 88 (2010), no. 6,
60007. See page: 116
Bibliography 145
[Che06] F. Chevy, Universal phase diagram of a strongly interacting fermi gas with
unbalanced spin populations, Phys. Rev. A 74 (2006), no. 6, 063628. See page:
116
[CJL+16] M. Cetina, M. Jag, R. S. Lous, I. Fritsche, J. T. M. Walraven, R. Grimm,
J. Levinsen, M. M. Parish, M. Schmidt, R. Schmidt, et al., Ultrafast many-body
interferometry of impurities coupled to a fermi sea, Science 354 (2016), no. 6308,
96–99. See pages: 84 and 117
[CN71] M. Combescot and P. Nozières, Infrared catastrophy and excitons in the x-ray
spectra of metals, J. Phys. 32 (1971), no. 11-12, 913–929. See pages: 87, 88,
117, and 134
[CPC+18] P. Chen, W. W. Pai, Y.-H. Chan, V. Madhavan, M. Y. Chou, S.-K. Mo, A.-V.
Fedorov, and T.-C. Chiang, Unique gap structure and symmetry of the charge
density wave in single-layer vse2, Phys. Rev. Lett. 121 (2018), 196402. See
page: 43
[CPR04] A. V. Chubukov, C. Pépin, and J. Rech, Instability of the quantum-critical point
of itinerant ferromagnets, Phys. Rev. Lett. 92 (2004), 147003. See page: 12
[DH81] C. Dasgupta and B. I. Halperin, Phase transition in a lattice model of super-
conductivity, Phys. Rev. Lett. 47 (1981), 1556–1560. See page: 62
[DL13] D. Dalidovich and S.-S. Lee, Perturbative non-fermi liquids from dimensional
regularization, Phys. Rev. B 88 (2013), no. 24, 245106. See pages: 15 and 19
[DM06] L. Dell’Anna and W. Metzner, Fermi surface fluctuations and single electron
excitations near pomeranchuk instability in two dimensions, Phys. Rev. B 73
(2006), 045127. See pages: 7 and 12
[DORB+19] N. Darkwah Oppong, L. Riegger, O. Bettermann, M. Höfer, J. Levinsen, M. M.
Parish, I. Bloch, and S. Fölling, Observation of coherent multiorbital polarons
in a two-dimensional fermi gas, Phys. Rev. Lett. 122 (2019), 193604. See page:
84
[Edw13] D. M. Edwards, A smooth polaron–molecule crossover in a fermi system, J.
Phys. Cond. Mat. 25 (2013), no. 42, 425602. See pages: 116, 135, 136, and 138
[EMS16] A. Eberlein, I. Mandal, and S. Sachdev, Hyperscaling violation at the ising-
nematic quantum critical point in two-dimensional metals, Phys. Rev. B 94
(2016), 045133. See page: 20
[FF64] P. Fulde and R. A. Ferrell, Superconductivity in a strong spin-exchange field,
Phys. Rev. 135 (1964), no. 3A, A550. See page: 21
[FvW15] F. Flicker and J. van Wezel, Charge order from orbital-dependent coupling
evidenced by nbse2, Nature Communications 6 (2015), 7034 EP –. See page: 43
[FvWW+15] Y. Feng, J. van Wezel, J. Wang, F. Flicker, D. M. Silevitch, P. B. Littlewood, and
T. F. Rosenbaum, Itinerant density wave instabilities at classical and quantum
critical points, Nature Physics 11 (2015), 865 EP –. See page: 43
146 Bibliography
[FWJ+12] Y. Feng, J. Wang, R. Jaramillo, J. van Wezel, S. Haravifard, G. Srajer, Y. Liu,
Z.-A. Xu, P. B. Littlewood, and T. F. Rosenbaum, Order parameter fluctuations
at a buried quantum critical point, Proceedings of the National Academy of
Sciences 109 (2012), no. 19, 7224–7229. See page: 43
[GCH03] O. Gunnarsson, M. Calandra, and J. E. Han, Colloquium: Saturation of electrical
resistivity, Rev. Mod. Phys. 75 (2003), 1085–1099. See page: 8
[GDC+98] G.-H. Gweon, J. D. Denlinger, J. A. Clack, J. W. Allen, C. G. Olson, E. DiMasi,
M. C. Aronson, B. Foran, and S. Lee, Direct observation of complete fermi
surface, imperfect nesting, and gap anisotropy in the high-temperature incom-
mensurate charge-density-wave compound smte3, Phys. Rev. Lett. 81 (1998),
886–889. See page: 43
[Gie12] H. Gies, Introduction to the functional rg and applications to gauge theories,
Renormalization Group and Effective Field Theory Approaches to Many-Body
Systems, Springer, Berlin, 2012, pp. 287–348. See page: 65
[Gin61] V. L. Ginzburg, Some remarks on phase transitions of the second kind and the
microscopic theory of ferroelectric materials, Soviet Phys. Solid State 2 (1961),
1824–1834. See page: 1
[GMPS16] O. Goulko, A. S. Mishchenko, N. Prokofév, and B. Svistunov, Dark continuum
in the spectral function of the resonant fermi polaron, Phys. Rev. A 94 (2016),
no. 5, 051605. See pages: 116 and 117
[GNRC69] J. Gavoret, P. Nozieres, B. Roulet, and M. Combescot, Optical absorption in
degenerate semiconductors, J. Phys. 30 (1969), no. 11-12, 987–997. See page: 86
[GPC+07] A. Gabbay, Y. Preezant, E. Cohen, B. M. Ashkinadze, and L. N. Pfeiffer, Fermi
edge polaritons in a microcavity containing a high density two-dimensional
electron gas, Phys. Rev. Lett. 99 (2007), 157402. See pages: 84 and 89
[GS08] K. B. Gubbels and H. T. C. Stoof, Renormalization group theory for the
imbalanced fermi gas, Phys. Rev. Lett. 100 (2008), no. 14, 140407. See page:
139
[H. 09] H. Haug and S. W. Koch, Quantum theory of the optical and electronic properties
of semiconductors, World Scientific, 2009. See page: 89
[Hal83] F. D. M. Haldane, Nonlinear field theory of large-spin heisenberg antiferromag-
nets: Semiclassically quantized solitons of the one-dimensional easy-axis néel
state, Phys. Rev. Lett. 50 (1983), 1153–1156. See page: 56
[Hal19] J. Halbinger, Quantum phase transition to incommensurate 2kf charge density
wave order, Master’s thesis, Ludwig Maximilians University of Munich, 2019.
See page: 43
[Has04] M. B. Hastings, Lieb-schultz-mattis in higher dimensions, Phys. Rev. B 69
(2004), no. 10, 104431. See page: 56
[Haw91] P. Hawrylak, Optical properties of a two-dimensional electron gas: Evolution
of spectra from excitons to fermi-edge singularities, Phys. Rev. B 44 (1991),
3821–3828. See page: 86
Bibliography 147
[Her76] J. A. Hertz, Quantum critical phenomena, Phys. Rev. B 14 (1976), 1165–1184.
See page: 13
[HM12] T. Holder and W. Metzner, Incommensurate nematic fluctuations in two-
dimensional metals, Phys. Rev. B 85 (2012), 165130. See page: 11
[HM14] , Non-fermi-liquid behavior at the onset of incommensurate 2kF charge-
or spin-density wave order in two dimensions, Phys. Rev. B 90 (2014), 161106.
See page: 43
[HPP19] J. Halbinger, D. Pimenov, and M. Punk, Incommensurate 2kF density wave
quantum criticality in two-dimensional metals, Phys. Rev. B 99 (2019), 195102.
See page: 44
[Hus08] N. E. Hussey, Phenomenology of the normal state in-plane transport properties
of high-tc cuprates, J. Phys. Cond. Mat. 20 (2008), no. 12, 123201. See page: 7
[INH09] K. Ishida, Y. Nakai, and H. Hosono, To what extent iron-pnictide new supercon-
ductors have been clarified: A progress report, Journal of the Physical Society of
Japan 78 (2009), no. 6, 062001. See page: 7
[Kad66] L. P. Kadanoff, Scaling laws for ising models near tc, Physics Physique Fizika 2
(1966), no. 6, 263. See page: 1
[Kau11] Ribhu K Kaul, Quantum criticality in su (3) and su (4) antiferromagnets,
Physical Review B 84 (2011), no. 5, 054407. See page: 67
[KBS10] P. Kopietz, L. Bartosch, and F. Schütz, Introduction to the functional renor-
malization group, Lect. Notes Phys. 798, Springer, Heidelberg, 2010. See pages:
63 and 140
[KL17] B. Kain and H. Y. Ling, Hartree-fock treatment of fermi polarons using the
lee-low-pine transformation, Phys. Rev. A 96 (2017), 033627. See page: 138
[KM65] W. Kohn and C. Majumdar, Continuity between bound and unbound states in a
fermi gas, Phys. Rev. 138 (1965), A1617–A1620. See page: 134
[Kos74] J. M. Kosterlitz, The critical properties of the two-dimensional xy model, J. of
Phys. C: Solid State Phys. 7 (1974), no. 6, 1046. See page: 1
[KPV+12] M. Koschorreck, D. Pertot, E. Vogt, B. Fröhlich, M. Feld, and M. Köhl, Attractive
and repulsive fermi polarons in two dimensions, Nature 485 (2012), no. 7400,
619. See page: 84
[KS12] R. K. Kaul and A. W. Sandvik, Lattice model for the su (n) néel to valence-bond
solid quantum phase transition at large n, Phys. Rev. Lett. 108 (2012), no. 13,
137201. See page: 67
[KSF01] H. Kleinert and V. Schulte-Frohlinde, Critical properties of φ4-theories, World
Scientific, Singapore, 2001. See pages: 4, 5, 16, 17, 18, and 19
[KvD18] F. B. Kugler and J. von Delft, Multiloop functional renormalization group that
sums up all parquet diagrams, Phys. Rev. Lett. 120 (2018), 057403. See pages:
86 and 143
148 Bibliography
[KZJ+12] C. Kohstall, M. Zaccanti, M. Jag, A. Trenkwalder, P. Massignan, G. M. Bruun,
F. Schreck, and R. Grimm, Metastability and coherence of repulsive polarons
in a strongly interacting fermi mixture, Nature 485 (2012), no. 7400, 615. See
pages: 84 and 117
[Lai13] H.-H. Lai, Possible spin liquid states with parton fermi surfaces in the su (3)
ring-exchange model on the triangular lattice, Phys. Rev. B 87 (2013), no. 20,
205131. See page: 67
[Lan37] L. D. Landau, On the theory of phase transitions, Ukr. J. Phys. 11 (1937),
19–32. See page: 1
[Lee09] S.-S. Lee, Low-energy effective theory of fermi surface coupled with u(1) gauge
field in 2 + 1 dimensions, Phys. Rev. B 80 (2009), 165102. See page: 14
[Lee18] , Recent developments in non-fermi liquid theory, Ann. Rev. Condes.
Matter Phys. 9 (2018), no. 1, 227–244. See page: 15
[Lev59] A. P. Levanyuk, Contribution to the theory of light scattering near the second-
order phase-transition points, Sov. Phys. JETP 9 (1959), no. 3, 571–576. See
page: 1
[LL14] Z. Lan and C. Lobo, A single impurity in an ideal atomic fermi gas: current
understanding and some open problems, arXiv preprint arXiv:1404.3220 (2014).
See page: 134
[LO65] A. I. Larkin and Y. N. Ovchinikov, Inhomogeneous state of superconductors,
Sov. Phys. JETP 20 (1965), 762. See page: 21
[LS04] M. Levin and T. Senthil, Deconfined quantum criticality and néel order via
dimer disorder, Phys. Rev. B 70 (2004), no. 22, 220403. See pages: 61 and 62
[LSB07] J. Lou, A. W. Sandvik, and L. Balents, Emergence of u(1) symmetry in the 3d
xy model with Zq anisotropy, Phys. Rev. Lett. 99 (2007), 207203. See page: 62
[LSBK15] S. Lederer, Y. Schattner, E. Berg, and S. A. Kivelson, Enhancement of super-
conductivity near a nematic quantum critical point, Phys. Rev. Lett. 114 (2015),
097001. See page: 8
[LSM61] E. Lieb, T. Schultz, and D. Mattis, Two soluble models of an antiferromagnetic
chain, Annals of Physics 16 (1961), no. 3, 407–466. See page: 56
[LWD+07] R. Lortz, Y. Wang, A. Demuer, P. H. M. Böttger, B. Bergk, G. Zwicknagl,
Y. Nakazawa, and J. Wosnitza, Calorimetric evidence for a fulde-ferrell-larkin-
ovchinnikov superconducting state in the layered organic superconductor κ-(bedt-
ttf) 2 cu (ncs) 2, Phys. Rev. Lett. 99 (2007), no. 18, 187002. See pages: 8
and 22
[LWMA17] M. Lajkó, K. Wamer, F. Mila, and I. Aﬄeck, Generalization of the haldane
conjecture to su(3) chains, Nucl. Phys. B 924 (2017), 508 – 577. See page: 67
[Mah00] G.D. Mahan, Many-particle-physics, 3rd ed., Kluwer Academic/Plenum Pub-
lishers, New York and London, 2000. See pages: 7, 83, 85, and 86
[Man16] I. Mandal, Superconducting instability in non-fermi liquids, Phys. Rev. B 94
(2016), no. 11, 115138. See page: 20
Bibliography 149
[MC04] C. Mora and R. Combescot, Nature of the fulde-ferrell-larkin-ovchinnikov phases
at low temperature in 2 dimensions, Europhys. Lett. 66 (2004), no. 6, 833. See
page: 22
[MGB+19] B. Michon, C. Girod, S. Badoux, J. Kačmarčík, Q. Ma, M. Dragomir, H. A.
Dabkowska, B.. D. Gaulin, J.-S. Zhou, S. Pyon, et al., Thermodynamic signatures
of quantum criticality in cuprate superconductors, Nature 567 (2019), no. 7747,
218. See page: 8
[Mih11] B. Mihaila, Lindhard function of a d-dimensional fermi gas, arXiv preprint
arXiv:1111.5337 (2011). See page: 43
[Mil93] A. J. Millis, Effect of a nonzero temperature on quantum critical points in
itinerant fermion systems, Phys. Rev. B 48 (1993), 7183–7196. See page: 13
[ML15] I. Mandal and S.-S. Lee, Ultraviolet/infrared mixing in non-fermi liquids, Phys.
Rev. B 92 (2015), no. 3, 035141. See page: 15
[MMSS15] M. A. Metlitski, D. F. Mross, S. Sachdev, and T. Senthil, Cooper pairing in
non-fermi liquids, Phys. Rev. B 91 (2015), 115111. See page: 8
[MPH11] C. J. M. Mathy, M. M. Parish, and D. A. Huse, Trimers, molecules, and polarons
in mass-imbalanced atomic fermi gases, Phys. Rev. Lett. 106 (2011), no. 16,
166404. See pages: 134 and 135
[MS07] Y. Matsuda and H. Shimahara, Fulde–ferrell–larkin–ovchinnikov state in heavy
fermion superconductors, J. Phys. Soc. Jpn. 76 (2007), no. 5, 051005. See page:
21
[MS10a] M. A. Metlitski and S. Sachdev, Quantum phase transitions of metals in two
spatial dimensions. i. ising-nematic order, Phys. Rev. B 82 (2010), no. 7, 075127.
See pages: 12, 13, and 14
[MS10b] , Quantum phase transitions of metals in two spatial dimensions. ii. spin
density wave order, Phys. Rev. B 82 (2010), no. 7, 075128. See pages: 10 and 14
[MSH+12] W. Metzner, M. Salmhofer, C. Honerkamp, V. Meden, and K. Schönhammer,
Functional renormalization group approach to correlated fermion systems, Rev.
Mod. Phys. 84 (2012), 299–352. See page: 63
[MT64] K. Maki and T. Tsuneto, Pauli paramagnetism and superconducting state,
Progress of Theoretical Physics 31 (1964), no. 6, 945–956. See page: 21
[NDD69] P. Nozières and C. T. De Dominicis, Singularities in the x-ray absorption and
emission of metals. iii. one-body theory exact solution, Phys. Rev. 178 (1969),
1097–1107. See pages: 84 and 86
[NGR69] P. Nozières, J. Gavoret, and B. Roulet, Singularities in the x-ray absorption
and emission of metals. ii. self-consistent treatment of divergences, Phys. Rev.
178 (1969), no. 3, 1084. See pages: 84 and 86
[Noz94] P. Nozières, The effect of recoil on edge singularities, J. Phys. 4 (9) (1994),
1275–1280. See page: 86
[NS06] Y. Nishida and D. T. Son,  expansion for a fermi gas at infinite scattering
length, Physical review letters 97 (2006), no. 5, 050403. See page: 141
150 Bibliography
[NS07a] P. Nikolić and S. Sachdev, Renormalization-group fixed points, universal phase
diagram, and 1/ n expansion for quantum liquids with interactions near the
unitarity limit, Phys. Rev. A 75 (2007), no. 3, 033608. See page: 140
[NS07b] Y. Nishida and D. T. Son, Fermi gas near unitarity around four and two spatial
dimensions, Physical Review A 75 (2007), no. 6, 063617. See page: 141
[Osh00] M. Oshikawa, Commensurability, excitation gap, and topology in quantum many-
particle systems on a periodic lattice, Phys. Rev. Lett. 84 (2000), no. 7, 1535.
See page: 56
[PDZ09] M. Punk, P. T. Dumitrescu, and W. Zwerger, Polaron-to-molecule transition in
a strongly imbalanced fermi gas, Phys. Rev. A 80 (2009), no. 5, 053605. See
pages: 116, 133, and 138
[PG18] D. Pimenov and M. Goldstein, Spectra of heavy polarons and molecules coupled
to a fermi sea, Phys. Rev. B 98 (2018), 220302. See pages: 84, 87, 88, 133,
and 134
[Pim15] D. Pimenov, Fermi-edge polaritons with finite hole-mass, Master’s thesis, Ludwig
Maximilians University Munich, 2015. See pages: 84 and 89
[PL13] M. M. Parish and J. Levinsen, Highly polarized fermi gases in two dimensions,
Phys. Rev. A 87 (2013), no. 3, 033616. See pages: 134, 135, 136, 137, and 138
[PMPP18] D. Pimenov, I. Mandal, F. Piazza, and M. Punk, Non-fermi liquid at the ﬄo
quantum critical point, Phys. Rev. B 98 (2018), 024510. See page: 21
[Pro93] N.V. Prokof’ev, Diffusion of a heavy particle in a fermi-liquid theory, Int. J. of
Mod. Phys. B 07 (1993), no. 19, 3327–3351. See page: 86
[PS08a] N. V. Prokof’ev and B. V. Svistunov, Bold diagrammatic monte carlo: A generic
sign-problem tolerant technique for polaron models and possibly interacting many-
body problems, Phys. Rev. B 77 (2008), no. 12, 125101. See page: 116
[PS08b] , Fermi-polaron problem: Diagrammatic monte carlo method for divergent
sign-alternating series, Phys. Rev. B 77 (2008), no. 2, 020408. See pages: 116
and 134
[PSS15] A. A. Patel, P. Strack, and S. Sachdev, Hyperscaling at the spin density wave
quantum critical point in two-dimensional metals, Phys. Rev. B 92 (2015),
165105. See page: 20
[Pun10] M. Punk, Many-particle-physics with ultracold gases, Ph.D. thesis, Technical
University of Munich, 2010. See pages: 88, 137, and 142
[PvDGG17] D. Pimenov, J. von Delft, L. Glazman, and M. Goldstein, Fermi-edge exciton-
polaritons in doped semiconductor microcavities with finite hole mass, Phys.
Rev. B 96 (2017), no. 15, 155310. See pages: 84, 87, and 88
[PZS16] F. Piazza, W. Zwerger, and P. Strack, Fflo strange metal and quantum criticality
in two dimensions: Theory and application to organic superconductors, Phys.
Rev. B 93 (2016), no. 8, 085112. See pages: 8, 21, and 22
Bibliography 151
[RDS90] M. Randeria, J.-M. Duan, and L Shieh, Superconductivity in a two-dimensional
fermi gas: Evolution from cooper pairing to bose condensation, Phys. Rev. B 41
(1990), 327–343. See page: 88
[Rei06] J. Reiss, Renormalised mean-field analysis of the 2d hubbard model, Ph.D. thesis,
University of Stuttgart, 2006. See page: 9
[RGN69] B. Roulet, J. Gavoret, and P. Nozières, Singularities in the x-ray absorption
and emission of metals. i. first-order parquet calculation, Phys. Rev. 178 (1969),
1072–1083. See pages: 84 and 86
[RK95] A. Rosch and T. Kopp, Heavy particle in a d-dimensional fermionic bath: A
strong coupling approach, Phys. Rev. Lett. 75 (1995), no. 10, 1988. See pages:
86 and 138
[Ros99] A. Rosch, Quantum-coherent transport of a heavy particle in a fermionic bath,
Advances in Physics 48 (1999), no. 3, 295–394. See pages: 86 and 87
[RSR87] A. E. Ruckenstein and S. Schmitt-Rink, Many-body aspects of the optical spectra
of bulk and low-dimensional doped semiconductors, Phys. Rev. B 35 (1987),
7551–7557. See page: 86
[RW94] M. Reuter and C. Wetterich, Exact evolution equation for scalar electrodynamics,
Nucl. Phys. B 427 (1994), no. 1, 291–324. See pages: 65 and 66
[Sac11] S. Sachdev, Quantum phase transitions, Cambridge Univerisity Press, Cam-
bridge, UK, 2011. See pages: 1, 5, 8, 12, 13, 16, and 59
[San07] A. W. Sandvik, Evidence for deconfined quantum criticality in a two-dimensional
heisenberg model with four-spin interactions, Physical review letters 98 (2007),
no. 22, 227202. See page: 57
[SBC+17] M. Sidler, P. Back, O. Cotlet, A. Srivastava, T. Fink, M. Kroner, E. Demler,
and A. Imamoglu, Fermi polaron-polaritons in charge-tunable atomically thin
semiconductors, Nature Physics 13 (2017), no. 3, 255–261. See pages: 84, 89,
and 117
[SBS+04] T. Senthil, L. Balents, S. Sachdev, A. Vishwanath, and M. P. A. Fisher, Quantum
criticality beyond the landau-ginzburg-wilson paradigm, Phys. Rev. B 70 (2004),
144407. See pages: 2, 57, 58, 59, and 60
[SBS+05] , Deconfined criticality critically defined, J. of the Phys. Soc. of Japan
74 (2005), no. Suppl, 1–9. See page: 61
[SE11] R. Schmidt and T. Enss, Excitation spectra and rf response near the polaron-to-
molecule transition from the functional renormalization group, Phys. Rev. A 83
(2011), no. 6, 063620. See pages: 139, 140, and 141
[Sen07] A. Sen, Deconfined quantum critical points, Master’s thesis, Tata Institute for
Fundamental Research, Mumbai, 2007. See page: 59
[Sen08] T. Senthil, Critical fermi surfaces and non-fermi liquid metals, Phys. Rev. B
78 (2008), 035103. See page: 7
[Sha94] R. Shankar, Renormalization-group approach to interacting fermions, Reviews
of Modern Physics 66 (1994), no. 1, 129. See pages: 8 and 9
152 Bibliography
[SHM18] J. Sýkora, T. Holder, and W. Metzner, Fluctuation effects at the onset of the
2kF density wave order with one pair of hot spots in two-dimensional metals,
Phys. Rev. B 97 (2018), 155159. See page: 43
[SKI+18] R. Schmidt, M. Knap, D. A. Ivanov, J.-S. You, M. Cetina, and E. Demler,
Universal many-body response of heavy impurities coupled to a fermi sea, Rep.
Prog. Phys. 81 (2018), 024401. See pages: 84, 87, 117, and 134
[SL15] S. Sur and S.-S. Lee, Quasilocal strange metal, Phys. Rev. B 91 (2015), no. 12,
125136. See page: 20
[SL16] , Anisotropic non-fermi liquids, Phys. Rev. B 94 (2016), 195135. See
page: 19
[SLL17] A. Schlief, P. Lunts, and S.-S. Lee, Exact critical exponents for the antiferro-
magnetic quantum critical metal in two dimensions, Phys. Rev. X 7 (2017),
021010. See pages: 19 and 143
[SLL18] , Noncommutativity between the low-energy limit and integer dimension
limits in the  expansion: A case study of the antiferromagnetic quantum critical
metal, Phys. Rev. B 98 (2018), 075140. See page: 19
[SM06] K. V. Samokhin and M. S. Mar’enko, Quantum fluctuations in larkin-
ovchinnikov-fulde-ferrell superconductors, Phys. Rev. B 73 (2006), no. 14, 144502.
See page: 22
[SS09] T. Senthil and R. Shankar, Fermi surfaces in general codimension and a new
controlled nontrivial fixed point, Phys. Rev. Lett. 102 (2009), no. 4, 046406. See
page: 15
[SS13] A. Smerald and N. Shannon, Theory of spin excitations in a quantum spin-
nematic state, Phys. Rev. B 88 (2013), no. 18, 184430. See page: 67
[Ste01] G. R. Stewart, Non-fermi-liquid behavior in d- and f -electron metals, Rev. Mod.
Phys. 73 (2001), 797–855. See pages: 7 and 8
[SVB+04] T. Senthil, A. Vishwanath, L. Balents, S. Sachdev, and M. P. A. Fisher, De-
confined quantum critical points, Science 303 (2004), no. 5663, 1490–1494. See
page: 57
[SVM+17] F. Scazza, G. Valtolina, P. Massignan, A. Recati, A. Burchianti, C. Fort,
M. Inguscio, M. Zaccanti, and G. Roati, Repulsive fermi polarons in a resonant
mixture of ultracold li 6 atoms, Phys. Rev. Lett. 118 (2017), no. 8, 083602. See
page: 84
[SWH+14] S. Smolka, W.Wuester, F. Haupt, S. Faelt, W. Wegschneider, and A. Imamoglu,
Cavity quantum electrodynamics with many-body state of a two-dimensional
electron gas, Science 346 (2014), no. 6207, 332–335. See pages: 84, 89, and 90
[SWSZ09] A. Schirotzek, C.-H. Wu, A. Sommer, and M. W. Zwierlein, Observation of
fermi polarons in a tunable fermi liquid of ultracold atoms, Phys. Rev. Lett.
102 (2009), no. 23, 230402. See pages: 83, 84, and 116
Bibliography 153
[SYH+13] A. Soumyanarayanan, M. M. Yee, Y. He, J. van Wezel, D. J. Rahn, K. Rossnagel,
E. W. Hudson, M. R. Norman, and J. E. Hoffman, Quantum phase transition
from triangular to stripe charge order in nbse2, Proc. of the Nat. Acad. of
Sciences 110 (2013), no. 5, 1623–1627. See page: 43
[TT87] J.-C. Tolédano and P. Tolédano, The landau theory of phase transitions, World
Scientific, Singapore, 1987. See pages: 4 and 56
[US90] T. Uenoyama and L. J. Sham, Effect of finite hole mass on edge singularities in
optical spectra, Phys. Rev. Lett. 65 (1990), 1048–1051. See page: 86
[Vas04] A. N. Vasiliev, The field theoretic renormalization group in critical behavior
theory and stochastic dynamics, CRC press, Boca Raton, 2004. See page: 16
[vLRVW07] H. von Löhneysen, A. Rosch, M. Vojta, and P. Wölfle, Fermi-liquid instabilities
at magnetic quantum phase transitions, Rev. Mod. Phys. 79 (2007), 1015–1075.
See pages: 4, 5, 7, and 8
[VRVH13] J. Vlietinck, J. Ryckebusch, and K. Van Houcke, Quasiparticle properties of an
impurity in a fermi gas, Phys. Rev. B 87 (2013), no. 11, 115133. See page: 133
[WAA+16] Y. Wang, A. Abanov, B. L. Altshuler, E. A. Yuzbashyan, and A. V. Chubukov,
Superconductivity near a quantum-critical point: The special role of the first
matsubara frequency, Phys. Rev. Lett. 117 (2016), 157001. See page: 8
[WCG+18] G. Wang, A. Chernikov, M. M. Glazov, T. F. Heinz, X. Marie, T. Amand,
and B Urbaszek, Colloquium: Excitons in atomically thin transition metal
dichalcogenides, Rev. Mod. Phys. 90 (2018), 021001. See page: 84
[Wen04] X.-G. Wen, Quantum field theory of many-body systems: from the origin of
sound to an origin of light and electrons, Oxford University Press, Oxford, 2004.
See page: 62
[WF72] K. G. Wilson and M. E. Fisher, Critical exponents in 3.99 dimensions, Phys.
Rev. Lett. 28 (1972), no. 4, 240. See page: 5
[WK74] K. G. Wilson and J. Kogut, The renormalization group and the  expansion,
Physics reports 12 (1974), no. 2, 75–199. See page: 1
[WMH+08] K. E. Wagner, E. Morosan, Y. S. Hor, J. Tao, Y. Zhu, T. Sanders, T. M.
McQueen, H. W. Zandbergen, A. J. Williams, D. V. West, and R. J. Cava,
Tuning the charge density wave and superconductivity in cuxtas2, Phys. Rev. B
78 (2008), 104520. See page: 43
[WNM+17] C. Wang, A. Nahum, M. A. Metlitski, C. Xu, and T. Senthil, Deconfined
quantum critical points: symmetries and dualities, Phys. Rev. X 7 (2017), no. 3,
031051. See page: 59
[Wos18] J. Wosnitza, Fflo states in layered organic superconductors, Annalen der Physik
530 (2018), no. 2, 1700282. See page: 22
[Xu12] C. Xu, Unconventional quantum critical points, Int. J. of Mod. Phys. B 26
(2012), no. 18, 1230007. See pages: 2 and 4
[YRKK06] H. Yao, J. A. Robertson, E.-A. Kim, and S. A. Kivelson, Theory of stripes in
quasi-two-dimensional rare-earth tellurides, Phys. Rev. B 74 (2006), 245126.
See page: 43

155
Acknowledgement
I would never have completed this thesis without continuous support and encouragement by
many people. A big thank you goes to
◦ First and foremost, my supervisor Matthias Punk. He guided me in all my scientific
endeavors, helped out with fresh ideas whenever I got stuck, and I owe a lot of my general
understanding to him, via countless discussions and his great lectures. He also selflessly
supported me in all peripheral aspects of my thesis and my professional development, for
which I am especially grateful.
◦ Jan von Delft for providing a relaxed and productive working climate at his chair, aiding
me in many scientific and organizational ways, and also enabling my research stays in
Israel.
◦ All my colleagues and friends at the von Delft chair, who made me really enjoy coming to
work everyday. In particular, I thank my brother-in-arms Sebi, my roommates Johannes
Feldmeier, Michael and Julian, and my fellow Ph.D students Lukas, Fabian, Elias, and
Bin-Bin. Furthermore, I am grateful for the aid and role model function of the previous
Ph.D. generation Frauke, Bene, Kathi and Dennis. I also enjoyed working with and learning
from Oleg Yevtushenko. Furthermore, I thank our secretaries Stèphane and Kathrin for
the smooth and friendly handling of any organizational issues.
◦ I thoroughly enjoyed the fruitful long-time collaboration with Moshe Goldstein, and
thank him for hosting me in Israel and lending support whenever needed. His clear and
on-the-point thinking never ceases to impress me.
◦ I also thank my -expansion allies Francesco Piazza, Ipsita Mandal and Johannes Halbinger.
◦ I am grateful to Walter Metzner for reviewing this thesis.
◦ All my friends who helped me to keep normal life and science in balance, especially my uni
buddies Flo and Basti.
◦ Anna, my partner in life and crime, who dealt with all my everyday quirks and was my
moral support and everglowing light throughout the last years.
◦ My parents Anna and Andrei, my sister Lisabeth, and all my other family members for
always believing in me and to whom I owe all that I am.
