The theory of asymptotic speeds of spread and monotone traveling waves is generalized to a large class of scalar nonlinear integral equations and is applied to some time-delayed reaction and diffusion population models. r
Introduction
Traveling wave solutions have been widely studied for nonlinear reactiondiffusion equations modeling a variety of physical and biological phenomena (see, e.g., Refs. [21, 36] and references therein), for integral and integrodifferential population models (see, e.g., [5, 6, 11, 13, 26] ), and, recently, for time-delayed reaction-diffusion equations (see, e.g., [25, 42, 28, 19] ). The concept of asymptotic speeds of spread was introduced by Aronson and Weinberger [2] [3] [4] for reaction-diffusion equations and applied by Aronson [2] to an integro-differential equation. It was extended to a larger
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class of integral equations by Diekmann [12] and Thieme [30, 31] , independently. In [37, 38] , Weinberger proved the existence of asymptotic speeds of spread for a discretetime recursion with a translation invariant order preserving operator. Radcliffe and Rass [22] [23] [24] investigated traveling waves and asymptotic speeds of spread for a class of epidemic systems of integral equations. In [17, 18] , Lui also generalized the results in [38] to systems of recursions. Weinberger et al. [39] and Lewis et al. [16] further extended the results in [17] in such a way that they can be applied to invasion processes of certain models for cooperation or competition among multiple species.
More recently, an increasing attention has been paid to nonlocal and time-delayed population models in order to study the effects of spatial diffusion and time delay on the evolutionary behavior of biological systems (see, e.g., [1, 15, 29, 34, 41] ). The research topics include coexistence steady states, global stability, convergence, uniform persistence, and traveling waves. For the theory of abstract functional differential equations, we refer the readers to [20, 40] . Moreover, the existence of traveling waves and the minimal wave speed were also established in [43] for a reaction-diffusion epidemic system presented in [7] . The global dynamics were studied earlier in [8] [9] [10] for this model in the case of the bounded spatial domain. The purpose of this paper is to extend the theory of asymptotic speeds of spread and monotone traveling waves in [2, 5, 6, [11] [12] [13] 30, 31 ] to a class of nonlinear integral equations which is large enough to cover many time-delayed reaction and diffusion population models. The application usually requires some rewriting of the equations which is not completely trivial. Fortunately, the formula for the asymptotic speed of spread involves a Laplace-like transform of integral kernels which allows a calculus similar to the classical Laplace transform. We illustrate the flexibility of this approach by discussing the models in [15, 29, 43] . For these models, we establish the existence of minimal wave speeds for monotone traveling waves and show that they coincide with the asymptotic speeds of spread for solutions with initial functions having compact supports. We also show some uniqueness results for monotone waves (modulo translation).
The organization of this paper is as follows. In Section 2, we mainly establish the existence of the asymptotic speeds of spread for nonlinear integral equations in three cases of general integrands. In Section 3, we prove three theorems on the existence and nonexistence of traveling waves for these integral equations. In Section 4, by appealing to the theory in Sections 2 and 3, we show the existence of asymptotic speeds of spread for solutions of a nonlocal and time-delayed reaction-diffusion model and a time-delayed and diffusive epidemic model, respectively, and we establish the existence of monotone traveling waves above the minimal speeds and their nonexistence below the minimal speeds.
Asymptotic speeds of spread
We consider nonlinear integral equations uðt; xÞ ¼ u 0 ðt; xÞ þ 
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where F : R 2 þ Â R n -R is continuous in u and Borel measurable in ðs; yÞ; and u 0 : R þ Â R n -R þ is Borel measurable and bounded. We will further impose the following assumption on F : (A) There exists a function k : R þ Â R n -R þ such that (A1) k Ã :¼ R N 0 R R n kðs; xÞ dx dsoN: (A2) 0pF ðu; s; xÞpukðs; xÞ; 8u; sX0; xAR n : (A3) For every compact interval I in ð0; NÞ; there exists some e40 such that F ðu; s; xÞXekðs; xÞ; 8uAI; sX0; xAR n :
(A4) For every e40; there exists some d40 such that F ðu; s; xÞXð1 À eÞukðs; xÞ; 8uA½0; d; sX0; xAR n :
(A5) For every w40; there exists some L40 such that jF ðu; s; xÞ À F ðv; s; xÞjpLju À vjkðs; xÞ; 8u; vA½0; w; sX0; xAR n :
Clearly, assumption (A2) implies that F ð0; s; xÞ ¼ 0; 8sX0; xAR n : Though we do not assume that F is differentiable at u ¼ 0; (A2) and (A4) together imply that k is something like the derivative of F at u ¼ 0: With this in mind, (A2) also states that F is dominated by its linearization at u ¼ 0: Proposition 2.1. Let (A) hold. Then for every Borel measurable, nonnegative and bounded function u 0 ðt; xÞ; there exists a unique Borel measurable solution u : R þ Â R n -R þ of (2.1), and u is bounded on ½0; r Â R n for every r40: Furthermore, the following holds under additional assumptions: Proof. The existence and uniqueness of solution u are a standard application of Banach's fixed point theorem (cf. [30, Section 3.3] ). This proof also provides that u is bounded on every set ½0; r Â R n ; r40: (a) To show that u is bounded on R þ Â R n ; let r40 and set k r ¼ supfuðt; xÞ : 0ptpr; xAR n g:
Let k be the supremum of u 0 on R þ Â R n : By our extra assumption,
where
Since the right-hand side does not depend on r; u is bounded.
(b) For l; t40; define This is equivalent to the statement that for every e40; there exists some t40 such that juðs; xÞ À u Ã joe whenever sXt; jxjpcs: Similarly we say that lim t-N;jxjXct uðt; xÞ ¼ 0 if and only if for every e40; there exists some t40 such that juðs; xÞjoe whenever sXt; jxjXcs:
is called the asymptotic speed of spread for a function u : R þ Â R n -R þ if lim t-N;jxjXct uðt; xÞ ¼ 0 for every c4c Ã ; and if there exists some e40 such that lim inf t-N;jxjpct uðt; xÞXe for every cAð0; c Ã Þ:
Recall that a function c : R n -R is said to be isotropic if cðxÞ ¼ cðyÞ whenever jxj ¼ jyj: A function k : ½0; NÞ Â R n -R is said to be isotropic if kðs; ÁÞ is isotropic for almost all s40: For a fixed zAR n with jzj ¼ 1; we define Kðc; lÞ :¼
ÀlðcsÀzÁyÞ kðs; yÞ dy ds; 8cX0; lX0:
Assume that k is isotropic. Since for every zAR n with jzj ¼ 1; there exists an orthogonal matrix A with Az ¼ Àe 1 ; where e 1 is the first canonical basis vector of R n ; there holds
Àlðcsþy 1 Þ kðs; yÞ dy ds; ð2:4Þ where y 1 is the first coordinate of y:
The result below shows that the transform Kðc; lÞ of k will play a crucial role in the study of asymptotic behavior of solutions of Eq. (2.1). In order to analyze Kðc; lÞ; we make a couple of assumptions concerning k: (B4) k is isotropic.
The subsequent lemma is a consequence of [30, Lemma 3.7] and further straightforward calculations.
Lemma 2.1. Let (B) hold. Then Kðc; lÞ admits the following properties:
(1) lim c-N Kðc; lÞ ¼ 0 for lAð0; l } with l } from assumption (B2). (2) From the above theorem, it is natural to expect that c Ã is the asymptotic speed of spread for solutions of (2.1). To confirm this observation, we start with the special case F ðu; s; xÞ ¼ f ðuÞkðs; xÞ; where f satisfies the following assumption: We also have We choose some e40 such that ð1 À eÞk Ã 41: According to (A4), we can choose some dAð0; u N Þ such thatFðu; s; yÞXð1 À eÞu; 8uA½0; d; ðs; yÞAR þ Â R n with kðs; yÞ40: According to (A3), we find some Z40 such that Fðu; s; yÞXZ; 8uA½d; u N ; ðs; yÞAR þ Â R n with kðs; yÞ40: Set f ðuÞ ¼ minfð1 À eÞu; Zg: ThenFðu; s; yÞXf ðuÞ; 8uA½0; u N ; ðs; yÞAR þ Â R n with kðs; yÞ40: Since f is increasing, it follows from the definition of g that gðV Ã ðc; gÞ; u N ; s; yÞXf ðV Ã ðc; gÞÞ; 8ðs; yÞAR þ Â R n :
Suppose V Ã ðc; gÞpd 0 :¼ 
Traveling waves
In this section, we consider the traveling wave solutions of the limiting equation of (2.1) with n ¼ 1
x À yÞ; s; yÞ dy ds:
ð3:1Þ
Recall that a solution uðt; xÞ of (3.1) is said to be a traveling wave solution if it is of the form uðt; xÞ ¼ vðx þ ctÞ: The parameter c is called the wave speed, and the function vðÁÞ is called the wave profile. Substituting this ansatz into (3.1), For the special case where F ðu; s; xÞ ¼ f ðuÞkðs; xÞ; we need the following modified assumptions on f :
Theorem 3.1 (Diekmann [11, Theorem 6.1]). Let F ðu; s; xÞ ¼ f ðuÞkðs; xÞ and let (B) with n ¼ 1 and ðC 0 Þ hold. Assume that f is monotone increasing on ½0; u Ã ; and f ðuÞXu À au 2 ; 8uA½0; u Ã ; for some a40: Then for each c4c Ã ; there exists a monotone traveling wave of (3.1) with speed c and connecting 0 and u Ã ; i.e., a solution v of (3.3) and (3.5) with lim x-N vðxÞ ¼ u Ã and v being increasing. Proof. We use the method of sub-and super-solutions as in the proof of [11, Theorem 6.1] . Let c4c Ã be fixed, and let T be the integral operator defined by the right-hand side of (3.3). By (3.2), we have Thus, both (3.6) and (3.7) imply that TðcÞpc; i.e., c is a super-solution of (3.3). In order to get a sub-solution of (3.3), we first fix a sufficiently small eAð0; l 1 ðs À 1Þ such that l 1 þ epl 2 ; and hence Kðc; l 1 þ eÞo1: We then choose a sufficiently large number MX1 such that
Define fðxÞ :¼ maxf0; dð1 À Me ex Þe l 1 x g; 8xAR: 
By the assumption on F ; we then get Proof. We use a limiting argument similar to that of [6] . Choose a sequence fc j gCðc Ã ; NÞ such that lim j-N c j ¼ c Ã : According to Theorem 3.3, there exists a monotone solution v j ðxÞ of (3.3) and (3.5) with c ¼ c j ; and v j ðxÞ connects 0 and u Ã :
Since each v j ðx þ hÞ; hAR; is also such a solution, we can assume that v j ð0Þ ¼
Thus, fv j ðxÞg is an equi-continuous and uniformly bounded sequence of functions on R: By Ascoli's theorem and a nested subsequence argument, it follows that there exists a subsequence of fc j g; still denoted by fc j g; such that v j ðxÞ converges uniformly on every bounded interval, and hence pointwise on R to Letting j-N in (3.8) and using the dominated convergence theorem, we then get
Ã ; letting x-7N in (3.9) and using the monotone convergence theorem, we then get 
Applications
In this section, we apply the results in Sections 2 and 3 to two time-delayed reaction-diffusion population models. This is possible because transform (2.4) has properties comparable to those of the Laplace transform.
Proposition 4.1. Transform (2.4) converts convolutions into products as follows:
(
In the three equalities above, it is understood that 0 Á N ¼ 0: Moreover, if k 1 and k 2 are isotropic, so is k:
Proof. We only verify the first equality since the other two can be shown in a similar way. According to (2.4), we have 
Proof. Assume that uðÁÞ : R-X is a continuous and bounded solution of (4.1). Letting r-À N in (4.1) and using the assumption on TðÁÞ and H; we then get
TðsÞHðt À sÞ ds; 8tAR:
Conversely, assume that uðtÞ ¼ R N 0 TðsÞHðt À sÞ ds; 8tAR: By the assumption on TðÁÞ and H; it easily follows that uðtÞ is continuous and bounded on R: Using the property of semigroups, we then have 
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where uðt; a; xÞ is the density of individuals with age a at point x at time t; and t the length of the juvenile period. Let u m ðt; xÞ denote the density of mature (or adult) individuals at point x at time t: Then uðt; a; xÞ and u m ðt; xÞ satisfy 
GðZðtÞ; x À yÞFðtÞ f ðu m ðt À t; yÞÞ dy; u m ðt; xÞ ¼ fðt; xÞ; tA½Àt; 0; xAR n ; & ð4:7Þ where fðt; xÞ is an initial function to be specified later.
Note that in the case where n ¼ 1 and gðuÞ ¼ mu; system (4.7) reduces to the model derived in [29] , and in the case where n ¼ 1; f ðuÞ ¼ bu and gðuÞ ¼ mu 2 ; system (4.7) reduces to the model discussed in [15] .
In order to write (4.7) as an integral equation in the form of (2.1), we set g a ðuÞ ¼ supfav À gðvÞ : 0pvpug; 8uX0: ð4:8Þ
For every M40; we can choose a40 so large that g a ðuÞ ¼ au À gðuÞ; 8uA½0; M: Thus, for bounded solutions and sufficiently large a; the delayed reaction-diffusion equation in (4.7) takes the form This show that g a is strictly sublinear, i.e., g a ðuÞ u is strictly decreasing in u40: & We will impose the following conditions on f and g: Proposition 4.4. Let (D1) and (D2) hold. Assume that f : ½Àt; 0 Â R n -R þ is a continuous function with lim jxj-N fðt; xÞ ¼ 0 uniformly for tA½Àt; 0: Then there exists a unique solution u m of (4.7). Moreover, u m is bounded, and for sufficiently large a40; a solution of (4.14).
Proof. We first show that there exist some u } 40 and qAð0; 1Þ such that FðtÞ f ðvÞpqgðuÞ; 8uXu } ; 0pvpu: Indeed, by assumption (D2), there exist qAð0; 1Þ and u 1 40 such that FðtÞ f ðuÞpqgðuÞ; 8uXu 1 : Since g is increasing, we have FðtÞ f ðvÞpqgðuÞ; 8uXvXu 1 : Since f is bounded on ½0; u 1 and lim u-N gðuÞ ¼ N; there exists some u } 4u 1 such that FðtÞ f ðvÞpqgðuÞ; 8vpu 1 ; uXu } : Thus, our assertion follows.
Next, we prove that for sufficiently large a40; (4.9) admits a unique classical solution u a ðt; xÞ: Fix a constant cXu } such that fð0; xÞ þ 1pc; 8xAR n : Choose a40 so large that g a ðuÞ ¼ au À gðuÞ; 8uA½0; c þ 1: By Proposition 2.1, there exists a solution u m ¼ u a of (4.14) which is bounded on ½0; s Â R n for every s40: Moreover, lim t-0 u a ðt; xÞ ¼ fð0; xÞ uniformly for xAR n : The properties of G imply that u a ðt; xÞ is continuous in tX0 and continuously differentiable in x with the partial derivatives being bounded on ½Z; s Â R n for every s4Z40: By Lemma 4.1, g a ðu a ðt; xÞÞ is Lipschitz continuous in x uniformly for tA½Z; s: Let C 0 ðR n ; RÞ be the Banach space of continuous functions that vanish at infinity, and TðtÞ be the strongly continuous semigroup on C 0 ðR n ; RÞ defined by It follows from the properties of G thatHðt; xÞ has continuous first and second partial derivatives in x; and for every s4Z40; these derivatives are bounded on ½Z; s Â R n : Thus, Hðt; xÞ is Lipschitz continuous in x uniformly for tA½Z; s: By the properties of G; it then follows that u a ðt; xÞ is continuously differentiable in t and twice continuously differentiable in x for tAðZ; sÞ; where ARTICLE IN PRESS 0oZosoN are arbitrary (see, e.g., [14, Section IV.1.1]). Hence, u a ðt; xÞ is a classical solution of (4.9).
It remains to prove that u a ðt; xÞ is a classical solution of (4.7). With our choice of a; it suffices to show that u a ðt; xÞpc; 8tX0; xAR n : Suppose that this is not the case. Let t Ã be the first time at which supfu a ðt Ã ; xÞ : xAR n g ¼ c: By the choice of a; it then follows that there exists some d40 such that g a ðu a ðs; yÞÞ ¼ au a ðt; yÞ À gðu a ðt; yÞÞ; 8sA½0; t Ã þ dÞ; yAR n ; and hence, u a satisfies (4.7) on ð0; t Ã þ dÞ Â R n : We further claim that lim jxj-N u 0 ðt; xÞ ¼ 0 uniformly for tA½0; t Ã : Indeed, for the first term in the right-hand side of (4.12), this follows from the fact that TðÁÞ is a strongly continuous semigroup on C 0 ðR n ; RÞ and that this term converges to 0 as jxj-N; pointwise in tX0: For the second term in the right-hand side of (4.12), an argument similar to the one in the proof of 
The result below shows that under (D1) and (D2), c Ã is the asymptotic speed of spread for solutions of (4.7). In order to obtain convergence for 0ococ Ã ; we also need one of the following two additional conditions: (D3) There exists u Ã 40 such that f is increasing on ½0; u Ã ; gðuÞof ðuÞFðtÞ; 8uAð0; u Ã Þ; and gðuÞ4f ðuÞFðtÞ; 8u4u Ã :
u is monotone decreasing and gðuÞ u is monotone increasing in u40; and one of these monotonicities is strict. Furthermore, uf ðuÞ is increasing. Theorem 4.1. Let (D1) and (D2) hold and let c Ã be defined as above. Assume that f: ½Àt; 0 Â R n -R þ is a continuous function with the property that fð0; ÁÞc0 and for every k 1 40; there exists some k 2 40 such that fðs; yÞpk 2 e Àk 1 jyj ; 8sA½Àt; 0; yAR n : Then the unique solution uðt; xÞ of (4.7) satisfies (1) lim t-N;jxjXct uðt; xÞ ¼ 0; 8c4c Ã : (2) There exists some e40 such that lim inf t-N;jxjpct uðt; xÞXe; 80ococ Ã : (3) If, in addition, (D3) or (D4) holds, then lim t-N;jxjpct uðt; xÞ ¼ u Ã ; 80ococ Ã ; where u Ã 40 is the unique positive solution of gðu Ã Þ ¼ FðtÞ f ðu Ã Þ:
Proof. As we have shown in Proposition 4.4, there exists a unique solution u m of (4.7) and this solution is bounded. Let M40 be a bound. By Lemma 4.1, we can choose a4g 0 ð0Þ so large that g a ðuÞ ¼ au À gðuÞ; 8uA½0; M; and hence, g a ðuðt; xÞÞ ¼ auðt; xÞ À gðuðt; xÞÞ; 8tX0; xAR n : Then u m is a solution of (4.14). If (D3) holds, we can also arrange that g a ðuÞ ¼ au À gðuÞ; 8upu Ã þ 1: By the expressions of u 0 ðt; xÞ and k 2 ðs; yÞ in (4.12) and (4.13), respectively, and the standard properties of heat kernels, it easily follows that u 0 ðt; xÞ is bounded, u 0 ðt; xÞ40; 8t40; xAR n ; and lim t-N u 0 ðt; xÞ ¼ 0 uniformly in xAR n : In the case of (D3), by (4.19), we haveF a ðuÞ4u; 8uAð0; u Ã Þ andF a ðuÞou; 8uAðu Ã ; % u; where % u ¼ minfu Ã þ 1; Mg: In the case of (D4), by (4.15) and Lemma 4.1, it is easy to see that F a ðu;s;xÞ u is strictly decreasing and uF a ðu; s; xÞ is strictly increasing in u40 for all s40; xAR n : We spend the rest of this proof on checking that u 0 is admissible. By (4.21) and (4.22), it follows that u 0 ðt; xÞ is admissible. Consequently, Theorem 2.1 implies conclusion (1), Theorem 2.6 implies conclusion (2) can be chosen such that g a ðuÞ ¼ au À gðuÞ; 8uA½0; u Ã : Since g a and f are increasing, so is F a ðÁ; s; xÞ: Assume that u m ðt; xÞ ¼ vðx þ ctÞ is a traveling wave solution of (3.1) with F ðÁÞ F a ðÁÞ: By some lengthy, but straightforward manipulations of integrals, we can show that u m ðt; xÞ solves (4.24). By Proposition 4.3, we see that u m ðt; ÁÞ satisfies the abstract integral equation (4.23) . By the form u m ðt; xÞ ¼ vðx þ ctÞ and standard regularity arguments, it follows that u m ðt; xÞ is a classical solution, and hence, a traveling wave solution of (4.7).
Since f 00 ð0Þ exists, we can find two numbers d 0 40 and a40 such that f ðuÞXf 0 ð0Þu À au 2 ; 8uA½0; d 0 : Furthermore, if d40 is chosen small enough, we have In the case where f ðuÞ ¼ pue Àau and gðuÞ ¼ mu; the existence of monotone traveling waves of (4.7) with n ¼ 1 was proved earlier in [29] for c4c Ã : But Theorem 4.2 shows that c Ã is also the minimal wave speed for monotone waves in this case. In the case where f ðuÞ ¼ bu and gðuÞ ¼ mu 2 ; Theorem 4.2 gives an affirmative answer to the conjecture in [15] on the existence of monotone waves and minimal wave speed. The following result shows that the integral equation formulation also provides the uniqueness of traveling waves up to translation for c4c Ã :
Let h 1 and h 2 : R þ Â R-R be two Borel measurable functions and v : R 2 -R a continuous and bounded function. For convenience we introduce two convolutions 
Sinceũ is bounded and h Then for each c4c Ã ; (4.7) with n ¼ 1 has at most one monotone traveling wave solution connecting 0 to u Ã (modulo translation).
Proof. We check the assumptions of Theorem 3. In case (2), if u m ðt; xÞ is a traveling wave solution of (4.7) with n ¼ 1; then for sufficiently large a40; u m ðt; xÞ is a traveling wave solution of the integral equation ; a 12 and a 22 are positive constants, u 1 ðt; xÞ and u 2 ðt; xÞ denote the spatial densities of the infectious agent and the infective human population at a point x in the habitat at time tX0; respectively, 1=a 11 is the mean lifetime of the agent in the environment, 1=a 22 is the mean infectious period of the human infectives, a 12 is the multiplicative factor of the infectious agent due to the human population,P is a probability measure on R þ that describes the distribution of the latent period, and hðzÞ is the force of infection on the human population due to a concentration z of the infectious agent. Note that system (4.27) models random dispersal of the pollutant while ignoring the small mobility of the infective human population. Model (4.27) was first proposed and analysed in [7] in the case where the spatial domain is bounded and the latent period is ignored. Changing the order of integration, In the case where the latent period is zero, it was proved in [43] that c Ã is the minimal wave speed for monotone waves of (4.28) with n ¼ 1: Theorem 4.4 shows that c Ã is also the asymptotic speed of spread for solutions of (4.28) and (4.29).
