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Galois Automorphisms and Classical Groups
A. A. Schaeffer Fry and Jay Taylor
Abstract. In a previous work, the second-named author gave a complete de-
scription of the action of automorphisms on the ordinary irreducible characters of
the finite symplectic groups. We generalise this in two directions. Firstly, using
work of the first-named author, we give a complete description of the action of the
Galois group on irreducible characters. Secondly, we extend both descriptions to
cover the case of special orthogonal groups. As a consequence, we obtain explicit
descriptions for the character fields of symplectic and special orthogonal groups.
1. Introduction
1.1. Given a finite group G, one has natural actions of its automorphism group
Aut(G) and the absolute Galois group Gal(Q/Q) on the set of its ordinary irreducible
characters Irr(G). Many questions in character theory concern these actions. For in-
stance, determining the character field Q(χ) = Q(χ(g) | g ∈ G) of χ ∈ Irr(G) is equivalent
to understanding the stabiliser of χ in Gal(Q/Q). It is the purpose of this article to
study, in some detail, these actions in the case of finite symplectic and special orthog-
onal groups. Our results sharpen, in these cases, the general statements on character
fields obtained by Geck [Gec03] and Tiep–Zalesski [TZ04] and extend previous results
in type A [Tur01; SFV19].
1.2. The need for such precise information regarding these actions has become in-
creasingly more relevant owing to recent developments regarding the McKay–Navarro
Conjecture, sometimes referred to as the Galois–McKay Conjecture. Specifically, this
conjecture has just been reduced to a problem about quasi-simple groups by Navarro–
Spa¨th–Vallejo [NSV20]. The resulting problem involves understanding explicitly the ac-
tions of automorphisms and Galois automorphisms on irreducible characters. Checking
these conditions seems to be extremely complicated, with it already being a challenge in
the case of SL2(q). In the verification of the McKay conjecture for the prime 2 (recently
completed by Malle–Spa¨th [MS16]), special consideration was needed for the case of
symplectic groups, see [Mal08]. It stands to reason that the same will be true for the
McKay–Navarro conjecture.
1.3. To give our first results, let us fix a pair (G⋆, F⋆) dual to (G, F), where G is a
connected reductive algebraic group and F is a Frobenius morphism on G yielding an
Fq-rational structure. Given any semisimple element s ∈ G⋆F⋆ , we have a corresponding
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2(rational) Lusztig series E(GF, s) ⊆ Irr(GF). We use Inn(G, F) to denote the group of
inner diagonal automorphisms, defined precisely in 2.2 below, and Inn(G, F)χ for the
stabiliser of χ ∈ Irr(GF) under the natural action.
Theorem A. Assume G = SO(V) is a special orthogonal group defined over Fq with q odd.
Let Fp,γ : G → G be field and graph automorphisms, respectively, with γ the identity when
dim(V) is odd. Assume s ∈ G⋆F⋆ is a quasi-isolated semisimple element, i.e., s2 = 1, and that s
is not contained in the centre of G⋆F
⋆
. Then for any χ ∈ E(GF, s), the following hold:
(i) Q(χ) = Q,
(ii) χFp = χ,
(iii) χγ = χ if and only if Inn(G, F)χ = Inn(G
F).
1.4. The case when s is central is very well known. In that case (i) and (ii) also hold
but (iii) does not. When dim(V) is odd or q is even, the group SO(V) has a trivial, hence
connected, centre. In these cases, the statements in Theorem A are all easy consequences
of the unicity of multiplicites in Deligne–Lusztig virtual characters, see [DM90, Prop. 6.3]
or [GM20, Thm. 4.4.23]. However, we include the odd-dimensional case in our analysis
as it is little extra effort and some results used on the way to prove Theorem A may be
of independent interest.
1.5. Our next main result gives the analogue of (i) of Theorem A in the case of
symplectic groups. The character fields themselves are a little more complicated in this
case, but the behaviour is still uniform across a Lusztig series.
Theorem B. Assume G = Sp(V) is a symplectic group defined over Fq with q odd. Assume
s ∈ G⋆ is quasi-isolated and χ ∈ E(GF, s). Then Q(χ) ⊆ Q(√ωp), where ω = (−1)p−12 is the
unique element of {±1} for which p ≡ ω (mod 4). Moreover, the following hold:
(i) if q is a square or s = 1, then Q(χ) = Q;
(ii) if q is not a square and s 6= 1, then Q(χ) = Q(√ωp). In particular, if σ ∈ Gal(Q/Q),
then χσ = χ if and only if
√
ωpσ =
√
ωp.
1.6. On the way to Theorem B, we give further details for the action of the Galois
group on the characters in this case. Moreover, in Sections 4 and 14, we describe the
action of the specific Galois automorphisms relevant for the McKay–Navarro conjecture,
which will be useful in studying the conjecture for finite reductive groups. Note that,
whilst seemingly only covering special cases, Theorems A and B do allow one to com-
pletely determine the field of values for all irreducible characters of GF when G = SO(V)
or Sp(V). Specifically we obtain the following:
Theorem C. Assume G = Sp(V) or SO(V) is defined over Fq with q odd and let s ∈ G⋆F⋆
be a semisimple element. We may write s uniquely as a product s1s0 = s0s1 of semisimple
elements such that s1 has no eigenvalue ±1 and s20 = 1. We let m be the order of s1 and ζ ∈ Q
a primitive mth root of unity.
3(i) If G = SO(V) then any χ ∈ E(GF, s) has character field Q(χ) = Q(ζ).
(ii) If G = Sp(V) then any χ ∈ E(GF, s) has character field
• Q(χ) = Q(ζ) if q is a square or s0 = 1,
• otherwise Q(ζ) ( Q(χ) = Q(ζ,√ωp), where ω = (−1)(p−1)/2.
1.7. We note that, assuming q is sufficiently large, it is theoretically possible to
compute the character values of the characters of symplectic groups using a result of
Waldspurger [Wal04]. However, no such statement is known for the special orthog-
onal groups, as the results in [Wal04] concern the (disconnected) orthogonal group.
Our arguments, which are based on Kawanaka’s theory of Generalised Gelfand–Graev
Characters (GGGCs) and the Howlett–Lehrer parametrisation of Harish-Chandra series,
require no restriction on q and do not require the precise determination of character
values.
1.8. We now wish to describe two consequences of our description of the action of
Aut(GF) on Irr(GF) when G = SO(V). For this, let us recall that the automorphism
group Aut(GF) has a subgroup Aso(G, F) 6 Aut(GF) generated by inner, diagonal,
field, and graph automorphisms. This group is defined precisely in 2.2. There is a com-
plement Γ(G, F) 6 Aso(G, F) to the subgroup Inn(G, F) 6 Aso(G, F) such that Γ(G, F)
consists of field and graph automorphisms. We choose this explicitly in Lemma 7.13.
Recalling the notion of a Jordan decomposition from [DM20, §11.5], we will show the
following.
Theorem D. Assume G = SO(V) is a special orthogonal group defined over Fq with q odd
and dim(V) even. Moreover, let γ : G → G and γ⋆ : G⋆ → G⋆ be dual graph automorphisms.
(i) If s ∈ G⋆F⋆ is γ⋆-fixed, then there exists a Jordan decomposition JGs : E(GF, s) →
E(CG⋆(s)
F⋆ , 1) satisfying JGs (χ
γ)γ
⋆
= JGs (χ) for all χ ∈ E(GF, s).
(ii) Each χ ∈ Irr(GF) satisfies the condition Aso(G, F)χ = Inn(G, F)χ ⋊ Γ(G, F)χ.
1.9. The statement in (i) of Theorem Dwas claimed in the proof of a result of Aubert–
Michel–Rouquier [AMR96, Prop. 1.7]. Their result states that the orthogonal group
GO(V) also has a Jordan decomposition when dim(V) is even. The existence of such a
Jordan decomposition has recently been used by Vinroot in his work on totally orthogo-
nal groups [Vin20], who noticed the arguments in [AMR96] were incomplete. We thank
him for bringing this issue to our attention.
1.10. The statement in (ii) of Theorem D was shown to hold in the case G = Sp(V)
in [Tay18] and independently, by a completely different argument, in [CS17]. Such a
statement is of interest owing to Spa¨th’s criterion for the Inductive McKay Conditions
[Spa¨12]. We also remark that, using the known actions of Aut(GF) on irreducible charac-
ters, Li [Li19, Thm. 5.9] has shown the existence of an equivariant Jordan decomposition
when G = Sp(V). Similar arguments can be applied to our results here to establish such
a statement when G = SO(V). However, we have decided not to pursue this.
41.11. Given Theorem C, one might expect that when G = SO(V), there is a Jordan
decomposition that is equivariant with respect to Galois automorphisms, as in the case
of connected centre established in [SV19]. Of course, such a statement cannot hold in
general, as it will not hold when G = Sp(V). The case of SL2(q) ∼= Sp2(q) already
provides a counterexample, as pointed out in [SV19, §5]. Given our work here, the only
issue remaining to prove such a statement for SO(V) is to determine the rationality of
unipotent characters of the (disconnected) orthogonal group GO(V).
1.12. With regards to this, we obtain an important partial result, see Theorem 10.10.
Namely, we prove that cuspidal unipotent characters of GO(V) are rational valued. Ex-
tending the results of [SF19] to disconnected groups would easily yield the complete
description. We intend to consider this in future work.
1.13. We end with a comment on the automorphism group of GF when G = SO(V)
and dim(V) is even. Under certain conditions on q, we have Z(GF) 6 Op
′
(GF). When
this happens, the group GF admits an automorphism that is not contained in the group
Aso(G, F), see Proposition 2.4. The action of this automorphism is closely related to the
study of central characters. To give a complete description for the action of Aut(GF) on
Irr(GF), we must also describe the action of this automorphism. This is dealt with in
Section 15.
Structure of the Paper
1.14. In Sections 2 to 4, we give some generalities on automorphisms and Galois
automorphisms, in addition to recalling a few results from the literature to be used in
further sections. In this paper, we use Kawanaka’s GGGCs to translate the automor-
phism and Galois actions to questions on unipotent conjugacy classes. To understand
the Galois actions, we study the permutation on conjugacy classes induced by power
maps in Sections 5 and 9. This allows us to conclude, for instance, that all GGGCs of
special orthogonal groups are rational valued.
1.15. To understand the actions of Aut(GF) and Gal(Q/Q) on irreducible characters
of SO(V), it is necessary to understand such actions on extensions of these characters
to GO(V). In Section 6, we define extensions of GGGCs for disconnected groups and
study the relevant automorphism and Galois actions on these characters. To show (i) of
Theorem D, we need to describe the action of automorphisms on unipotent characters
of certain disconnected groups, which we do in Section 8.
1.16. We study the case of quasi-isolated Lusztig series in Sections 10 to 13. This
is broken up by studying individual Harish-Chandra series. We first treat the case of
cuspidal characters of special orthogonal groups in Section 10, which extends results
in [Tay18]. For another approach to the action of Aut(GF) on cuspidal characters see
[Mal17]. Hecke algebra techniques and the results of [SF19] are then used in Sections 12
and 13 to study the members of a Harish-Chandra series, first in the special orthogonal
group case and then in the symplectic group case. The extra automorphism of SO(V)
mentioned in 1.13 is studied in Section 15. Finally, our reductions to the quasi-isolated
case, as well as the proof of Theorems C and D, are contained in Section 16.
5Notation
1.17. For a set X and elements x,y ∈ X, we denote by δx,y ∈ {0, 1} the usual Kronecker
delta. Assume G is a group. If G acts on a set X, then we denote by Gx 6 G the stabiliser
of x ∈ X. We denote by Aut(G) the automorphism group of G as an abstract group,
ignoring any additional structure on G. For any g ∈ G, we will use ιg : G→ G to denote
the inner automorphism defined by ιg(x) =
gx = xg
−1
= gxg−1 and Inn(G) 6 Aut(G)
to denote the inner automorphism group.
1.18. Assume S is an arbitrary set. If φ : G → H is a group isomorphism, then for
any function f : G→ S, respectively f : H→ S, we let φf = f ◦φ−1 : H→ S, respectively
fφ = f ◦φ : G→ S. This defines left and right actions of Aut(G) on functions f : G→ S.
If g ∈ G, then we also let gf = ιgf and fg = fιg . Throughout, we will usually use right
actions, although we will use the left action when it is notationally convenient.
1.19. We fix a prime p and denote by F = Fp an algebraic closure of the finite
field Fp. Any algebraic group G, usually denoted in bold, is assumed to be affine and
defined over F. We denote by G◦ the connected component. For any x ∈ G, we denote
by AG(x) the component group CG(x)/C
◦
G(x) of the centraliser. Note that if x ∈ G◦, then
AG◦(x) 6 AG(x) is a subgroup, since C
◦
G(x) = C
◦
G◦(x).
1.20. We fix a prime ℓ 6= p and let Qℓ be an algebraic closure of the ℓ-adic numbers.
We identify Q with a subfield of Qℓ. If G is a finite group, then Irr(G) is the set of
Qℓ-irreducible characters of G. We denote by 1G ∈ Irr(G) the trivial character. If G is
cyclic, we denote by εG ∈ Irr(G) the unique character with kernel {x2 | x ∈ G}. For each
χ ∈ Irr(G), we have the central character ωχ : Z(G)→ Qℓ defined by ωχ(z) = χ(z)/χ(1).
For a subgroup H 6 G and characters χ ∈ Irr(G) and ϕ ∈ Irr(H), we will write ResGH(χ)
and IndGH(ϕ) for the corresponding restricted and induced characters, respectively.
1.21. Throughout, we let G := Gal(Q/Q) denote the absolute Galois group of Q.
Note that if G is a finite group and χ ∈ Irr(G), then χ(g) ∈ Q. For any ξ ∈ Q and
σ ∈ G, we let ξσ be the image of ξ under σ. We have an action of G on Irr(G) given by
χσ(g) = χ(g)σ. For each character χ of G, we fix a QℓG-module Mχ affording χ. We
then write EndG(χ) to denote the endomorphism algebra EndQℓG(Mχ).
2. Automorphisms
Lemma 2.1. AssumeG is a group andA 6 Aut(G) is a subgroup. LetN⊳G be anA-invariant
normal subgroup. We denote by K 6 A the kernel of the natural restriction map A → Aut(N)
and let Z = N∩ Z(G).
(i) If α ∈ Hom(G/N,Z) then we have an automorphism τα ∈ Aut(G) given by τα(g) =
g ·α(gN). Moreover, φταφ−1 = τφαφ−1 for any φ ∈ A.
(ii) If CG(N) = Z(G) then K 6 {τα | α ∈ Hom(G/N,Z)} and K ∩ Inn(G) = {1}.
(iii) If G is finite, χ ∈ Irr(G), and α ∈ Hom(G/N,Z), then χτα = (ωχ ◦α)χ, where τα is as
in (i) and ωχ ◦ α ∈ Irr(G) is a linear character.
6Proof. (i). Clearly τα is a homomorphism, and if τα(g) = 1, then g · α(gN) = 1 so
g ∈ Z 6 N which implies α(gN) = 1, hence g = 1. If g ∈ G, then z = α(gN) ∈ Z 6 N
and we have τα(gz
−1) = gz−1α(gz−1N) = gz−1α(gN) = g so the map is surjective,
hence an automorphism. The last statement is clear.
(ii). Assume ϕ ∈ K. For any g ∈ G and x ∈ N we have gx = ϕ(gx) = ϕ(g)x so
g−1ϕ(g) ∈ CG(N) = Z(G). If α : G→ Z(G) is the map given by α(g) = g−1ϕ(g) then α
is a homomorphism factoring through G/N and ϕ = τα. If ϕ = ιh for some h ∈ G then
we must have h ∈ CG(N) = Z(G) so ϕ is trivial.
(iii). This follows from the definitions. 
2.2. Assume G is an affine algebraic group over F (not necessarily connected). A bi-
jective homomorphism of algebraic groups ϕ : G → G will be called an asogeny, and we
denote by Aso(G) 6 Aut(G) the submonoid consisting of all asogenies. For any Frobe-
nius root F : G → G, in the sense of [DM20, Def. 4.2.4], we have F ∈ Aso(G). Restricting
to GF, we obtain a natural monoid homomorphism CAso(G)(F) → Aut(GF). The sub-
group of Aut(GF) generated by the image of this map will be denoted by Aso(G, F).
If H 6 G is an F-stable subgroup then we let Inn(H, F) 6 Aso(G, F) be the image of
CInn(H)(F), which is a subgroup containing Inn(H
F). We define Out(G, F) to be the
quotient Aso(G, F)/ Inn(GF).
2.3. Recall that if G is a finite group, then Op
′
(G)⊳G is the unique minimal normal
subgroup whose quotient G/Op
′
(G) is a p ′-group. Equivalently, this is the subgroup
generated by all p-elements of G. Using the notation of Lemma 2.1, we define a sub-
group
K(G) = {τα | α ∈ Hom(G/Op ′(G), Z(G)∩Op ′(G))} 6 Aut(G)
of the automorphism group of G. The following is well known to finite group theorists,
but we include some details in the proof as it is difficult to extract this exact statement
from the literature.
Proposition 2.4. Assume G is a quasisimple algebraic group with F : G → G a Frobenius root.
Then the map CAso(G)(F)→ Aso(G, F) is surjective and Aut(GF) = K(GF)⋊Aso(G, F).
Proof. The subgroup Aut1(G) 6 Aut(G) generated by Aso(G) is described in [GLS98,
Thm. 1.15.7]. Picking a set of Steinberg generators for G, we have a splitting Aut1(G) =
Inn(G)⋊ Γ(G), where Γ(G) is generated by field and graph automorphisms. In fact Γ(G)
is generated, as a group, by graph automorphisms whose inverse is also an asogeny and
an element ψ, which is either a standard Frobenius Fp or ψ
2 = Fp is such. In any case,
one sees that the submonoid of Aut(G) generated by Aso(G) and F−1p ∈ Aut(G) is the
subgroup Aut1(G).
Up to conjugacy, we can assume F ∈ Γ(G), so that CAso(G)(F) = CInn(G)(F)⋊CΓ(G)(F).
We have Fp ∈ CΓ(G)(F) and so Aso(G, F) is generated by the image of CAso(G)(F) and
the image of F−1p in Aut(G
F). However, 〈Fp〉 6 Aut(GF) is finite, so CAso(G)(F) contains
a preimage of the image of F−1p . This implies CAso(G)(F)→ Aso(G, F) is surjective.
By the proof of [Bon06, Lem. 6.1], there exist two unipotent elements u, v ∈ GF
such that CG(u) ∩ CG(v) = Z(G). These are clearly contained in Op ′(GF), so we have
7CGF(O
p ′(GF)) 6 Z(G)∩GF = Z(G)F. Hence CGF(Op
′
(GF)) = Z(GF) = Z(G)F. Accord-
ing to [GLS98, 2.5.14(g)], the restriction map CAso(G)(F) → Aut(Op ′(GF)) is surjective,
and hence so is Aso(G, F) → Aut(Op ′(GF)). It follows from (ii) of Lemma 2.1 that
Aut(GF) = K(GF)Aso(G, F).
We now need only show the intersection is trivial. For this, let π : G → Gad be an
adjoint quotient of G and let F : Gad → Gad be the Frobenius root such that F ◦ π =
π ◦ F. By [GLS98, 1.15.6, 2.5.14], restriction through π defines injective homomorphisms
CAso(G)(F) → CAso(Gad)(F) and Aut(Op
′
(GF))→ Aut(Op ′(GFad)). Suppose γ ∈ CAso(G)(F)
is the identity on Op
′
(GF). Then γ ◦ π is the identity on Op ′(GFad) so γ ◦ π ∈ 〈F〉 by
[GLS98, 2.5.7]. Therefore γ ∈ 〈F〉 so γ is the identity on GF. 
2.5. After (iii) of Lemma 2.1, we see that to understand the action of K(GF) on ir-
reducible characters, it is crucial to have a good understanding of central and linear
characters. For convenience, we recall a few results from the literature regarding this.
We let C(G, F) and S(G⋆, F⋆) be as in [Tay18].
Proposition 2.6. Assume G is a connected reductive algebraic group with Frobenius root F :
G → G. Let (G⋆, F⋆) be dual to (G, F).
(i) For any semisimple element s ∈ G⋆F⋆ , there exists a unique character ωs ∈ Irr(Z(G)F)
such that ωs = Res
GF
Z(G)F(θ) for any pair (T, θ) ∈ C(G, F) corresponding to (T⋆, s) ∈
S(G⋆, F⋆) under duality. Moreover, ωχ = ωs for all χ ∈ E(GF, s).
(ii) There is a group isomorphism Z(G⋆)F
⋆ → Irr(GF/Op ′(GF)), denoted by z 7→ z^, such
that −⊗ z^ : E(GF, s)→ E(GF, sz) is a bijection.
(iii) We have a well-defined group isomorphism G⋆F
⋆
/Op
′
(G⋆F
⋆
) → Irr(Z(G)F) given by
sOp
′
(G⋆F
⋆
) 7→ ωs, where s ∈ G⋆F⋆ is a semisimple element representing the coset.
Proof. (i) is [Bon06, 11.1(d)] and (ii) is [DM20, 11.4.12, 11.4.14]. Dualising the arguments
in [DM20] gives (iii), see also [NT13, Lem. 4.4]. 
Corollary 2.7. Assume s ∈ G⋆F⋆ is a semisimple element and σ = τα ∈ K(GF). Then there
exists a central element z ∈ Z(G⋆)F⋆ such that ωs ◦α = z^ and E(GF, s)σ = E(GF, sz).
Proof. After (iii) of Lemma 2.1, this follows from the definition of Lusztig series and the
property of Deligne–Lusztig virtual characters in [Bon06, 11.1(d)]. 
Remark 2.8. As is well known, the elements of Aso(G, F) permute rational and geomet-
ric Lusztig series, see [NTT08, Cor. 2.4] and [Tay18, Prop. 7.2]. However, this is not
necessarily the case for elements of K(GF). It follows from Corollary 2.7 that the ele-
ments of K(GF) will permute rational Lusztig series. However, they do not necessarily
permute geometric Lusztig series. This is due to the fact that, in a geometric Lusztig
series, characters can have both trivial and non-trivial central character.
83. Galois Automorphisms
3.1. Let G be a connected reductive algebraic group and F : G → G a Frobenius
endomorphism endowing G with an Fq-rational structure. Let T 6 B be, respectively,
an F-stable maximal torus and Borel subgroup of G. We denote by W = NG(T)/T the
corrresponding Weyl group with simple reflections S ⊆ W determined by B. Let Φ be
the root system of G with respect to T and ∆ ⊆ Φ+ the set of simple and positive roots
determined by B.
3.2. For each subset J ⊆ ∆ of simple roots, we have a corresponding standard
parabolic and Levi subgroup LJ 6 PJ 6 G. We denote by Cusp(G, F) the set of cuspidal
pairs (LJ, λ) with J ⊆ ∆ an F-invariant subset of simple roots and λ ∈ Irr(LFJ ) a cuspidal
character. To each such pair (L, λ) ∈ Cusp(G, F), we have a corresponding Harish-
Chandra series E(GF,L, λ). By definition, this is the set of irreducible constituents of the
corresponding Harish-Chandra induced character RGL (λ).
3.3. Thanks to [Gec93] and [Lus84, Thm. 8.6], we know that any cuspidal character
λ ∈ Irr(LF) extends to its inertia group NGF(L)λ. Hence we may fix a so-called extension
map Λ with respect to LF⊳NGF(L), meaning that for each cuspidal character λ ∈ Irr(LF),
Λ(λ) is an extension of λ to NGF(L)λ. We denote by W(λ) := NGF(L)λ/L
F the so-called
relative Weyl group. After choosing a square root
√
p ∈ Q ⊆ Qℓ of p, we have a
canonical bijection Irr(W(λ)) → E(GF,LJ, λ), see [Car93, Chap. 10], which we denote by
η 7→ RGL (λ)η.
3.4. The group W(λ) is a semidirect product R(λ)⋊C(λ) of a Weyl group R(λ) with
a root system Φλ and the stabilizer C(λ) in W(λ) of a simple system in Φλ, see [Car93,
Chapter 10]. Note that W(λ) in general is not necessarily a reflection group but R(λ)
is. Given σ ∈ G and η ∈ Irr(W(λ)) we define η(σ) ∈ Irr(W(λσ)) as in [SF19, §3.5].
Let w0 ∈ W be the longest element with respect to S. For any w ∈ WF we write
ind(w) := |U∩Uw0w|, where U = UF and U 6 B is the unipotent radical of B. With this,
we now recall [SF19, Thm. 3.8], which will be key to our proofs of Theorems A(i) and B.
Theorem 3.5 (Schaeffer Fry, [SF19, Thm. 3.8]). Assume σ ∈ G and (L, λ) ∈ Cusp(G, F) is
a cuspidal pair. Let Λ be an extension map with respect to LF⊳NGF(L). Define:
• δλ,σ to be the linear character of W(λ) such that Λ(λ)σ = δλ,σΛ(λσ);
• δ ′λ,σ ∈ Irr(W(λ)) to be the character such that δ ′λ,σ(w) = δλ,σ(w) for w ∈ C(λ) and
δ ′λ,σ(w) = 1 for w ∈ R(λ); and
• γλ,σ to be the function on W(λ) such that γλ,σ(w) =
√
ind(w2)
σ
√
ind (w2)
, where w = w1w2 for
w1 ∈ R(λ) and w2 ∈ C(λ).
Then for any η ∈ Irr(W(λ)), we have
(
RGL (λ)η
)σ
= RGL (λ
σ)η ′ ,
where η ′ ∈ Irr(W(λ)) = Irr(W(λσ)) is defined by η ′(w) = γλ,σ(w)δ ′λ,σ(w−1)η(σ)(w) for
each w ∈W(λ).
9On the group W(λ)
3.6. For each w ∈ W, we fix a representative nw ∈ NG(T) such that if w ∈ WF,
then nw ∈ NGF(T). If J ⊆ ∆ is an F-stable subset of simple roots, then we have an
isomorphism NWF(J) → NGF(LJ)/LFJ , given by w 7→ nwLFJ , where NWF(J) = {w ∈ WF |
wJ = J}. Given a cuspidal pair (LJ, λ) ∈ Cusp(G, F), the group W(λ) 6 NGF(LJ)/LFJ can
thus be identified with the subgroup NWF(J)λ 6 NWF(J), and hence a subgroup of W.
We will make this identification implicitly in what follows.
3.7. Now assume ι : G → G˜ is an F-equivariant regular embedding of G into a group
with connected centre and let us identify G with its image ι(G). Given J ⊆ ∆, we have
a corresponding F-stable Levi L˜J = LJ ·Z(G˜) of G˜. If λ ∈ Irr(LFJ ) is a cuspidal character,
then any character λ˜ ∈ Irr(L˜FJ ) covering λ is also cuspidal. This is standard with respect
to the maximal torus T˜ = T · Z(G˜) and Borel B˜ = B · Z(G˜) of G˜. Note that the Weyl
group W˜ = N
G˜
(T˜)/T˜ is naturally isomorphic to W. We let W (˜λ) = NGF(LJ)λ˜/L
F
J , which
is a subgroup of W(λ) by [Bon06, Cor. 12.5(c)].
Lemma 3.8. Assume (L, λ) ∈ Cusp(G, F) is a cuspidal pair and λ˜ ∈ Irr(L˜) covers λ. Then
R(λ) = W (˜λ) and there is an injective homomorphism C(λ) → H1(F, Z(L)/Z◦(L)).
Proof. Let W˜ (˜λ) = R˜(˜λ)⋊ C˜(˜λ) be as in 3.4 with respect to G˜F. By a result of Lusztig,
C˜(˜λ) = {1}, see [Lus84, Thm. 8.6]. For the first statement, it suffices to show that R˜(˜λ) =
R(λ), where we identify W˜ (˜λ) andW (˜λ). For this, let T 6 P 6 G be an F-stable parabolic
subgroup with Levi complement T 6 M 6 P. We assume L ( M and M is minimal
with this property. As above, we set M˜ = M ·Z(G˜), so L˜ ( M˜.
If WMF(L) := NMF(L)/L
F is trivial then there is nothing to consider. So suppose
WMF(L) is non-trivial, and hence so isWM˜F(L˜) := NM˜F(L˜)/L˜
F. By minimality, WMF(L)
∼=
W
M˜F
(L˜) is cyclic of order 2. We will assume that WMF(L)λ = NMF(L)λ/L
F is non-trivial.
Then RML (λ) = λ1 + λ2 with λ1(1) 6 λ2(1) and λi ∈ Irr(MF). The unique non-trivial
element 1 6= w ∈WMF(L)λ is a generator of R(λ) if and only if λ1(1) 6= λ2(1).
As Harish-Chandra induction is compatible with restriction and conjugation, we
have
ResM˜
F
MF
(
RM˜
L˜
(˜λ)
)
= RML
(
ResM
F
LF (˜λ)
)
=
∑
g∈L˜F/(L˜F)λ
RML (λ)
g =
∑
g∈L˜F/(L˜F)λ
λ
g
1 + λ
g
2 . (3.9)
If λ1(1) 6= λ2(1) then these characters cannot be conjugate in M˜F, so by Clifford’s
Theorem RM˜
L˜
(˜λ) = λ˜1 + λ˜2 with λ˜i ∈ Irr(M˜F) an irreducible character with degree
[L˜F : (L˜F)λ]λi(1). Hence, λ˜1(1) 6= λ˜2(1) so R(λ) 6 R(˜λ).
Conversely, if WMF(L)λ˜ = NMF(L)λ˜/L
F is non-trivial, then RM˜
L˜
(˜λ) = λ˜1 + λ˜2 with
λ˜i ∈ Irr(M˜F). We must have WMF(L)λ is also non-trivial, by [Bon06, Cor. 12.5(c)], so
RML (λ) = λ1 + λ2 as above. We can compare
ResM˜
F
MF
(
RM˜
L˜
(˜λ)
)
= ResM˜
F
MF (˜λ1 + λ˜2)
with the terms in (3.9). If λ1 is a constituent of Res
M˜F
MF (˜λi), then
∑
g∈L˜F/(L˜F)λ
λ
g
1 must be
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also, as L˜F 6 M˜F and the restriction is invariant under M˜F.
If λ1 and λ2 were both constituents of Res
M˜F
MF (˜λ1), say, then we would have to have
ResM˜
F
MF (˜λ2) = 0, which is impossible. If λ˜1(1) 6= λ˜2(1) then ResM˜
F
MF (˜λi) =
∑
g∈L˜F/(L˜F)λ
λ
g
i
so [L˜F : (L˜F)λ]λi(1) and λ1(1) 6= λ2(1). This gives R(˜λ) 6 R(λ).
For the final statement, note that if g ∈ NGF(L)λ, then λ˜g ∈ Irr(L˜F) also cov-
ers λ. Thus λ˜g = λ˜θ where θ is the inflation of a linear character of L˜F/LFZ(L˜)F ∼=
H1(F, Z(L)/Z◦(L)). This gives a homomorphismW(λ)→ H1(F, Z(L)/Z◦(L)) with kernel
W (˜λ) = R(λ). 
On the Characters γλ,σ and δλ,σ
3.10. In the latter parts of this paper, we will need to carefully study the characters
δλ,σ and γλ,σ introduced in Theorem 3.5. Here we introduce a few general statements
that will be used later on. For the rest of this section, we fix a cuspidal pair (L, λ) ∈
Cusp(G, F) and a Galois automorphism σ ∈ G.
Lemma 3.11. Assume (L, λ) ∈ Cusp(G, F) and σ ∈ G. Then γλ,σ is a character of W(λ), and
is moreover trivial if and only if at least one of the following holds:
• q is a square;
• the length l(w2), with respect to (W, S), is even for each w2 ∈ C(λ); or
• σ fixes √p.
Otherwise, γλ,σ(w) = (−1)
l(w2), where w = w1w2 with w1 ∈ R(λ) and w2 ∈ C(λ).
Proof. By [Car93, §2.9] we have ind(w2) = ql(w2) with l(w2) as above. Therefore, γλ,σ
is a character in the case of finite reductive groups. In particular, γλ,σ(w) = 1 when√
ql(w2) is fixed by σ and γλ,σ(w) = −1 otherwise. 
3.12. When L = T, we have NGF(T) is generated by T
F and the group 〈nα(±1) |
α ∈ Φ〉, see [MS16, Lem. 3.2]. Let Rλ be the subgroup of the stabilizer NGF(T)λ of λ in
NGF(T) generated by T
F and 〈nα(−1) | α ∈ Φλ〉, so that Rλ/TF ∼= R(λ). Here we use the
notation of the Chevalley generators as in [GLS98, §1.12]. The next lemma concerns the
restriction of Λ(λ) to Rλ.
Lemma 3.13. Assume that G is simple of simply connected type, not of type An, and let λ ∈
Irr(TF). Then the following hold:
(i) any extension λ̂ of λ to Rλ satisfies that λ̂(x) ∈ {±1} for all x ∈ 〈nα(−1) | α ∈ Φλ〉;
(ii) if λσ = λ, then λ̂σ = λ̂ for any extension λ̂ of λ to Rλ. In particular, R(λ) 6 Ker(δλ,σ).
Proof. Let λ̂ be an extension to Rλ. By [MS16, Lem. 5.1], Φλ is comprised of α ∈ Φ
such that λ(hα(t)) = 1 for each t ∈ F×q . In particular, this means that if α ∈ Φλ, then
λ(hα(−1)) = 1. But since nα(−1)
2 = hα(−1), it follows that λ̂(nα(−1)) ∈ {±1}, proving
(i). For (ii), notice that
λ̂σ(tx) = λ̂σ(t)̂λσ(x) = λσ(t)̂λ(x) = λ(t)̂λ(x) = λ̂(tx),
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for tx ∈ Rλ with t ∈ TF and x ∈ 〈nα(−1) | α ∈ Φλ〉, since λ̂(x) ∈ {±1} and λσ = λ. 
Square Roots
3.14. Let p be an odd prime. In light of 3.11, we will want to study the action of
G on
√
p. Let us be more explicit about our choice of
√
p. We fix an injective group
homomorphism  : Q/Z → Q and let ˜ : Q → Q be the composition with the natural
quotient map Q → Q/Z. We have i = ˜(1/4) is an element such that i2 = −1. We
also denote this by
√
−1. Letting ω = (−1)
p−1
2 , there then exists a unique square root√
p satisfying
√
ω
√
p =
∑p−1
n=1
(
n
p
)
ζnp , where
(
n
p
)
denotes the Legendre symbol and
ζp := ˜(
1
p
), see [Bon06, §36]. We set √ωp := √ω√p.
3.15. Now, let σ ∈ G and let k ∈ Z be an integer coprime to p such that ξσ = ξk for
all pth roots of unity ξ ∈ Q. Then we have
√
ωp
σ
=
p−1∑
n=1
(
n
p
)
ζknp =
(
k
p
)
·
p−1∑
n=1
(
kn
p
)
ζknp =
(
k
p
)√
ωp. (3.16)
4. Galois Automorphisms Relevant for the McKay–Navarro Conjecture
4.1. In this section, we turn our attention to the case of the specific Galois automor-
phisms that appear in the context of the McKay–Navarro conjecture, with the aim of
recording several statements that will also likely be useful for future work with the con-
jecture for finite reductive groups. Let ℓ be a prime and denote byH := Hℓ the subgroup
of elements σ ∈ G such that there is some integer r > 0 satisfying ζσ = ζℓr for all roots
of unity ζ of order coprime to ℓ. Throughout, we fix ℓ and σ ∈ H and understand r to
be this integer corresponding to σ.
4.2. Assume p 6= ℓ is an odd prime. We now discuss the action of H on √p in
order to describe the character γλ,σ in more detail in the case that σ ∈ H. Note that(
ℓrn
p
)
=
(
ℓ
p
)r(n
p
)
. Then (3.16) implies
√
ωpσ =
(
ℓ
p
)r√
ωp.
The Case ℓ Odd
4.3. First, suppose that ℓ is odd. Note that if r is even, then ℓr ≡ 1 (mod 4), so σ
fixes 4th roots of unity and
(
ℓ
p
)r
= 1 since
(
ℓ
p
) ∈ {±1}. If r is odd, then ℓr ≡ ℓ (mod 4).
We also remark that when ℓ 6= p are odd primes, we have(
ℓ
p
)
= (−1)(p−1)(ℓ−1)/4
(
p
ℓ
)
.
Together with (3.16) this yields the following:
Lemma 4.4. Assume ℓ 6= p are both odd and σ ∈ H. Let ω = (−1)p−12 , so p ≡ ω (mod 4).
(i) If r is even, then
√
pσ =
√
p and
√
ωpσ =
√
ωp.
(ii) If r is odd, then
√
ωpσ =
(
ℓ
p
)√
ωp, so
√
pσ = (−1)(p−1)(ℓ−1)/4
(
ℓ
p
)√
p =
(
p
ℓ
)√
p.
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4.5. We can now apply this is to the setup of 3.1. In particular, we have GF is a finite
reductive group defined over Fq with q a power of p. Combining Lemmas 3.11 and 4.4,
we have the following.
Lemma 4.6. Assume ℓ 6= p are both odd and (L, λ) ∈ Cusp(G, F) is a cuspidal pair. Let σ ∈ H
and w = w1w2 ∈W(λ) with w1 ∈ R(λ) and w2 ∈ C(λ).
(i) If q is a square or r is even, then γλ,σ = 1.
(ii) If q is not a square and r is odd, then
γλ,σ(w) =
(
p
ℓ
)l(w2)
=


(−1)l(w2)
(
ℓ
p
)l(w2) if p ≡ ℓ ≡ 3 (mod 4)(
ℓ
p
)l(w2) otherwise,
where l(w2) is the length of w2 in the Weyl group (W, S) of G.
4.7. The particular case that ℓ | (q− 1) has been studied in various contexts related
to (refinements of) the McKay conjecture, see, e.g., [MS16; CSSF20], due to the relatively
nice nature of height-zero characters in this case. For this reason, we remark that if ℓ is
a prime dividing (q− 1), we have q ≡ 1 (mod ℓ) is a square modulo ℓ, and hence either
q is a square or p is a square modulo ℓ. Then Lemma 4.6 yields:
Corollary 4.8. Assume ℓ and p are odd and ℓ | (q − 1). Then for any cuspidal pair (L, λ) ∈
Cusp(G, F) and σ ∈ H, the character γλ,σ is trivial.
The Case ℓ = 2
4.9. We now focus on the situation when ℓ = 2 and analyse the character γλ,σ in this
case. We begin by noting that
(
2
p
)
=


1 if p ≡ ±1 (mod 8),
−1 if p ≡ ±3 (mod 8),
so comparing with (3.16) yields:
Lemma 4.10. Let σ ∈ H with ℓ = 2 and let p be an odd prime. Let ω = (−1)p−12 , so p ≡ ω
(mod 4).
(i) If p ≡ ±1 (mod 8), then √ωpσ = √ωp.
(ii) If p ≡ ±3 (mod 8), then √ωpσ = (−1)r√ωp.
In [SF19, Lem. 4.10], the character γλ,σ is described explicitly in the case of a specific
choice of σ. We now record an extension of that statement to all of H.
Lemma 4.11. Assume ℓ = 2, p is odd, and (L, λ) ∈ Cusp(G, F). Let σ ∈ H and w = w1w2 ∈
W(λ) with w1 ∈ R(λ) and w2 ∈ C(λ).
(i) If q ≡ 1 (mod 8) then γλ,σ(w) = 1.
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(ii) If q ≡ −1 (mod 8) then γλ,σ(w) =


1 if iσ = i,
(−1)l(w2) if iσ = −i.
(iii) If q ≡ 3 (mod 8) then γλ,σ(w) =


1 if iσ = (−1)ri,
(−1)l(w2) if iσ = (−1)r−1i.
(iv) If q ≡ −3 (mod 8) then γλ,σ(w) = (−1)r·l(w2).
Here l(w2) denotes the length of w2 in the Weyl group (W, S) of G.
Proof. This follows from Lemma 3.11 and Lemma 4.10. 
4.12. We conclude with one further remark. When ℓ = 2, the power r defined by
σ ∈ H is even if and only if σ fixes third roots of unity. Hence in this case, the action of
σ on
√
p and descriptions of γλ,σ obtained in Lemmas 4.10 and 4.11 can alternatively be
described entirely in terms of p (mod 8) and the action of σ on third and fourth roots
of unity. The same will be true in Corollary 13.7 below, where we describe γλ,σδλ,σ in
the case of Sp(V).
5. Power Maps and Regular Unipotent Elements
5.1. In this section, we return to the setup of 3.1, so that G is a connected reductive
algebraic group. We fix an integer k ∈ Z coprime to p. Then the power map g 7→ gk on
G induces a permutation of the set of unipotent conjugacy classes Cluni(G). In fact, this
map is known to be the identity. In other words, any unipotent element is rational. This
was shown, for instance, by Tiep–Zalesski [TZ04, Thm. 4.3], with other proofs given by
Lusztig [Lus09a, Prop. 2.5(a)] and Liebeck–Seitz [LS12, Cor. 3].
5.2. We now consider the analogous question over Fq. Let O ∈ Cluni(G)F be an
F-stable unipotent class. Then the power map induces a permutation πk : ClGF(O
F) →
ClGF(O
F) of the set of GF-conjugacy classes contained in the fixed point set OF. If G
is simple and simply connected, then [TZ04, Thm. 1.7] describes exactly when every
unipotent element of GF is rational, which means πk is the identity for any class O ∈
Cluni(G)
F.
5.3. Here we wish to describe the actual permutation. Unlike [TZ04], we will focus
just on the case of good characteristic. Note that after [TZ04, Thm. 1.5], we know this
permutation is a product of transpositions. In this section, we consider the case of
regular unipotent elements. This will be used to settle the general case for symplectic
and special orthogonal groups in Section 9. If G = SO(V), then every element of GF is
rational by [TZ04, Thm. 1.9], even strongly rational, so the main case of interest for us is
when G = Sp(V). However, our argument below also covers the case of SO(V).
5.4. For any x ∈ G, we let TG(x, F) = {g ∈ G | gF(x) = x}. We take AG(x, F) = C◦G(x) \
TG(x, F) and H
1(F,AG(x, F)) to be defined as in [Tay18, §3]. In particular, H1(F,AG(x, F))
is the set of orbits for the natural action of AG(x) on AG(x, F). The orbit of C
◦
G(x)g ∈
AG(x, F) is denoted by [C
◦
G(x)g]. If L : G → G is the Lang map, defined by L (g) =
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Φ A2m+ǫ B2m+ǫ Cn D2m+ǫ E7
qρ∆ ǫ qωm (m+ ǫ) qω1 qωn (m+ ǫ) qω1 qω7
Table 1: Representative of the image of qρ∆ in the fundamental group Z qΩ/Z qΦ.
g−1F(g), then we have a bijection ClGF(O
F)→ H1(F,AG(x, F)) given by gx 7→ [C◦G(x)L (g)],
where O is the G-class of x, see [Tay18, Prop. 3.3]. We leave the proof of the following
to the reader.
Lemma 5.5. Assume O ∈ Cluni(G)F is an F-stable unipotent class and u ∈ O. If g ∈ G is such
that uk = gu, then we have a commutative diagram
H1(F,AG(u, F)) ClGF(O
F)
H1(F,AG(u, F)) ClGF(O
F)
τ πk
where τ([C◦G(u)a]) = [C
◦
G(u)g
−1agL (g)]. Moreover, if there is an F-stable torus S 6 G for
which the natural map S → AG(u, F) is surjective, then τ([C◦G(u)a]) = [C◦G(u)aL (g)].
5.6. Let X = X(T) and qX = qX(T) be the character and cocharacter groups of T with
the usual perfect pairing 〈−,−〉 : X × qX → Z. If Z(p) is the localisation of Z at the
prime ideal (p), then we may choose an isomorphism ı : Z(p)/Z → F×. With respect
to this choice, we have a surjective homomorphism of abelian groups ı˜ : Q qX → T, as
in [Bon05, §3], where Q qX = Q ⊗Z qX is a Q-vector space. If QX = Q ⊗Z X then 〈−,−〉
extends naturally to a non-degenerate bilinear form QX×Q qX→ Q.
5.7. For each root α ∈ Φ we have a corresponding coroot qα ∈ qX. Let Q qΦ ⊆ Q qX be
the subspace spanned by qΦ = {qα | α ∈ Φ}. Then we have a set of fundamental dominant
coweights qΩ = { qωα | α ∈ ∆} ⊆ Q qΦ defined such that 〈α, qωβ〉 = δα,β. By [Bou02, §1,
no. 10] we have a vector
qρ∆ :=
∑
α∈∆
qωα =
1
2
∑
α∈Φ+
qα ∈ Z qΩ ⊆ Q qΦ.
In Table 1, we describe the image of qρ∆ in the fundamental group Z qΩ/Z qΦ when Φ is
irreducible. Here we use the notation in the plates of [Bou02]. For the cases G2, F4, E6,
and, E8 we have qρ∆ is always contained in Z qΦ.
Proposition 5.8. Assume p is good for G and u ∈ B is a regular unipotent element. Then the
G-class O of u is F-stable. If r ∈ Z is such that ı(r/(q− 1) +Z) = k (mod p), then there is an
element g ∈ B such that gu = uk and C◦G(u)L (g) = C◦G(u)z, where z := ı˜(rqρ∆) is contained
in Z(G). If τ is as in Lemma 5.5, then τ([C◦G(u)a]) = [C
◦
G(u)az].
Proof. Let U 6 B be the unipotent radical of B. For each α ∈ ∆ we pick a closed
embedding xα : F → U onto the corresponding root subgroup. Denote by Uder⊳U the
derived subgroup of U and let u =
∏
α∈∆ xα(cα)Uder, with cα ∈ F, be the image of u in
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U/Uder. Clearly u
k =
∏
α∈∆ xα(kcα)Uder. If t = ı˜(r/(q− 1) · qρ∆), then we have α(t) = k
for all α ∈ ∆. Note that qρ∆ is invariant under all graph automorphisms and
L (t) = ı˜
(
(q− 1)r
(q− 1)
· qρ∆
)
= ı˜(rqρ∆) = z.
Moreover, z ∈ Z(G) because α(z) = ı(〈α, rqρ∆〉+Z) = 1 for any root α ∈ Φ, as 〈α, rqρ∆〉 =
r〈α, qρ∆〉 ∈ Z.
It is clear that tu = uk, so t−1(uk)tu−1 ∈ Uder. As u is regular, t−1(uk)tu−1 =
(vu)u−1 for some v ∈ U, see the proof of [DM20, Prop. 12.2.2], so tvu = uk. As L (t) ∈
Z(G), we have L (tv) = L (v)L (t) ∈ CG(u), which implies L (v) ∈ CU(u) 6 C◦G(u) by
[DM20, Prop. 12.2.7]. Hence C◦G(u)L (tv) = C
◦
G(u)z. 
Corollary 5.9. Assume p is good for G and u ∈ GF is a regular unipotent element. If G =
GL(V) or SO(V), then u is rational in GF. If G = Sp(V), then u and uk are GF-conjugate if
and only if k (mod p) ∈ Fq is a square.
Proof. If G is GL(V), then AG(u, F) is trivial. If G is SO(V), then qρ∆ ∈ qX because
qω1 + Z qΦ ∈ qX/Z qΦ viewed as a subgroup of Z qΩ/Z qΦ, see Table 1. If G is Sp(V), then
qρ∆ 6∈ qX so z = 1 if and only if 2 | r, which is equivalent to k (mod p) being a square in
Fq. 
Remark 5.10. Let us connect this to the work of Tiep–Zalesski [TZ04]. As k (mod p) ∈
Fp, we have ı˜(s/(p− 1)) = k (mod p) for some 1 6 s < p. Writing q = p
a, we have
r = s · q− 1
p− 1
= s(pa−1 + · · ·+ p+ 1).
Hence, if p is odd and a is even, i.e., q is a square, then 2 | r so k (mod p) ∈ Fp is also
a square in Fq. If q is not square, then k (mod p) ∈ Fp is a square in Fq if and only if
k (mod p) is a square, i.e. if and only if
(
k
p
)
= 1.
6. A Variation of GGGCs for Disconnected Groups
6.1. In this section, we assume G is a (possibly disconnected) reductive algebraic
group with Frobenius endomorphism F : G → G. If u ∈ G◦F is a unipotent element,
then one has a corresponding GGGC Γu = Γ
G◦F
u of the finite group G
◦F. We would
like to construct such characters for the group GF. One option is the induced GGGC
IndG
F
G◦F(Γu). However, we would like to consider a different construction, which instead
involves extending Γu and then inducing to G
F.
6.2. If r = pa with a > 0, then we denote by Fr : F → F the map defined by Fr(k) =
kr. Let Frob1(G) denote the automorphism group of G as an algebraic group. If r > 1,
then let Frobr(G) denote the set of Frobenius endomorphisms on G endowing G with
an Fr-structure. We let Frob(G) =
⋃
a>0 Frobpa(G). Moreover, Frob(G, F) ⊆ Frob(G)
denotes those σ ∈ Frob(G) commuting with F, and Frobr(G, F) = Frob(G, F)∩ Frobr(G).
If σ ∈ Frob(G), then we have a corresponding Fr-semilinear endomorphism σ : g→ g of
the Lie algebra g of G◦, which we also denote by σ, see [Tay18, 11.2, 11.3].
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6.3. In what follows, we will freely use the notation and terminology of [BDT19]
particularly that of [BDT19, §6]. In particular, we assume throughout that G◦ is proxi-
mate and that K = (φspr, κ,χp) is a Kawanaka datum with respect to which our GGGCs
will be defined. After the discussion in [Tay18, §11], we may, and will, assume that
for any σ ∈ Frobr(G) with r = pa > 1, the following hold: φspr ◦ σ = σ ◦ φspr, and
κ(σ(X),σ(Y)) = Fr(κ(X, Y)).
6.4. We fix a unipotent element u ∈ G◦F and a corresponding Dynkin cocharacter
λ ∈ Du(G◦)F. Let L = CG(λ) be the centraliser of the cocharacter. Then L◦ = CG◦(λ)
is a Levi subgroup of G◦. If U(G◦) ⊆ G◦ is the closed set of unipotent elements, then
we have a function ηu : U(G
◦)F → Qℓ whose restriction to U(λ,−2)F, denoted by ηu,λ,
is a linear character. This character satisfies xηu,λ = ηxu,xλ for all x ∈ GF. We have a
corresponding character ζu,λ ∈ Irr(U(λ,−1)F) defined uniquely by the condition that
Ind
U(λ,−1)F
U(λ,−2)F
(ηu,λ) = q
dimg(λ,−1)/2ζu,λ.
We then have Γu = Ind
G◦F
U(λ,−1)F(ζu,λ).
6.5. Recall that ℓ 6= p is a prime. We denote by CG(λ)Fζu,λ the stabiliser of ζu,λ
in CG(λ)
F. We will assume that Su,λ 6 CG(λ)
F
ζu,λ
is a fixed Sylow ℓ-subgroup. The
group CG(λ) normalises U(λ,−1), so U(λ,−1)
F · Su,λ is a group. In fact, this group is a
semidirect product, since U(λ,−1)F is a p-group. Moreover, ζu,λ has a unique extension
ζ̂u,λ ∈ Irr(U(λ,−1)FSu,λ) such that o(ζ̂u,λ) = o(ζu,λ) by [Isa18, Thm. 1.5]. Here, if G is
a finite group and χ ∈ Irr(G) is an irreducible character, then o(χ) denotes the order of
the corresponding determinant character. We now define a character
Γ̂u,ℓ = Ind
GF
U(λ,−1)FSu,λ
(ζ̂u,λ).
Note that in the special case G = G◦, we have Γ̂u is a summand of Γu, which is part of
the ideas considered in [BDT19]. More generally, we have the following.
Lemma 6.6. For any unipotent element u ∈ G◦F we have
ResG
F
G◦F(Γ̂u,ℓ) =
∑
g∈GF/G◦FSu,λ
Γgug−1 .
Moreover, if CG(u)
F
ℓ 6 CG(u)
F is a Sylow ℓ-subgroup, then CG(u)
F
ℓ 6 G
◦FSu,λ.
Proof. The first statement follows from the usual Mackey formula for finite groups,
together with [Tay18, Prop. 11.10]. If x ∈ CG(u)F then xλ ∈ Du(G◦)F. By [BDT19,
Lem. 3.6], and a standard application of the Lang–Steinberg Theorem, there exists h ∈
C◦G◦(u)
F such that λ = hxλ. Therefore, if L = CG(λ) then g = hx ∈ CL(u)F 6 LFζu,λ which
implies CG(u)
F 6 C◦G◦(u)
F · LFζu,λ . Using conjugacy of Sylow subgroups in the quotient
CG(u)
F/C◦G◦(u)
F gives the second statement. 
Remark 6.7. Wewill be interested in applying this construction in the special case where
G = GO(V) is an orthogonal group and p 6= 2 is odd. In this case, G/G◦ has order 2.
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If the centraliser CG(u) of u ∈ G◦F is not contained in G◦ then GF = G◦FCG(u)F2 and
Lemma 6.6 shows that Γ̂u,2 is an extension of the GGGC Γu.
The following extends [Tay18, Prop. 11.10] to give the action of the automorphism
group on these characters.
Proposition 6.8. Recall our assumption that G◦ is proximate, p is good for G, and ℓ 6= p is a
prime. For any unipotent element u ∈ G◦F and σ ∈ Frob(G, F), we have σΓ̂u,ℓ = Γ̂σ(u),ℓ.
Proof. Recall the restriction of σ to GF is an automorphism. It is easy to see that
σ(U(λ,−1)) = U(σ · λ,−1), where σ · λ is as in [Tay18, 11.6], and we get that σζu,λ =
ζσ(u),σ·λ by arguing as in [Tay18, Prop. 11.10]. Moreover, σ(CG(λ)
F
ζu,λ
) = CG(σ ·λ)Fζσ(u),σ·λ
and there exists an element g ∈ CG(σ · λ)Fζσ(u),σ·λ such that gσ(Su,λ) = Sσ(u),σ·λ. Now
certainly
σΓ̂u,ℓ =
gσΓ̂u,ℓ = Ind
GF
U(σ·λ,−1)FSσ(u),σ·λ
(gσζ̂u,λ)
and gσζ̂u,λ is an extension of ζσ(u),σ·λ. By the unicity of the extension,
gσζ̂u,λ =
ζ̂σ(u),σ·λ and the result follows. 
6.9. We now want to extend [SFT18, Prop. 4.10], which gives the action of G on
GGGCs. Understanding the effect of G on Γ̂u seems to be more complicated and appears
to be related to stronger notions of conjugacy, such as being strongly real. The following,
though weaker than the result in [SFT18], will be sufficient for our purposes.
Proposition 6.10. Recall our assumption that G◦ is proximate, p is good for G, and ℓ 6= p is
a prime. Assume σ ∈ G is a Galois automorphism and k ∈ Z is an integer coprime to p such
that ξσ = ξk for all pth roots of unity ξ ∈ Q×ℓ . If u ∈ G◦F is a unipotent element and uk is
G◦F-conjugate to u, then Γ̂σu,ℓ = Γ̂u,ℓ.
Proof. From the proof of [SFT18, Prop. 4.10], there exists an element x ∈ L◦ such that
φspr(
xu) = kφspr(u) ∈ g(λ, 2)reg and xu is G◦F-conjugate to uk. By assumption, gxu = u
for some g ∈ G◦F. The natural map CL◦(u)/C◦L◦(u) → CG◦(u)/CG◦(u) is an isomor-
phism. Hence, a quick application of the Lang–Steinberg Theorem in the group C◦L◦(u)
implies that, after possibly replacing x by xa with a ∈ CL◦(u), we may assume that
x ∈ L◦F. By Proposition 6.8, we have Γ̂xu,ℓ = Γ̂uk,ℓ so it suffices to show that Γ̂σu,ℓ = Γ̂xu,ℓ.
Arguing as in [SFT18, Prop. 4.10], we see that ησu = ηxu =
xηu. It follows that
ζσu,λ = ζxu,λ =
xζu,λ. Being a Galois conjugate, the character ζ
σ
u,λ =
xζu,λ has the same
stabiliser as ζu,λ in CG(λ)
F. This implies x normalises the stabiliser of ζu,λ in CG(λ)
F, so
S
xg
u,λ = Su,λ for some g ∈ CG(λ)Fζu,λ . By the unicity of the extension, we have ζ̂
σxg
u,λ = ζ̂u,λ
so
Γ̂σu,ℓ = Γ̂
σxg
u,ℓ = Ind
GF
U(λ,−1)F·Sxgu,λ
(ζ̂
σxg
u,λ ) = Γ̂u,ℓ. 
7. Classical Groups
From now on, we assume that p 6= 2.
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7.1. We fix a finite dimensional F-vector space V , with dim(V) > 1, and let B :
V × V → F be a non-degenerate symmetric or alternating bilinear form. We denote
by GL(V | B), resp., SL(V | B), the subgroup of isometries of B in the general linear
group, resp., special linear group. If B is symmetric, then GO(V) := GL(V | B) is the
orthogonal group and SO(V) := SL(V | B) = GO(V)◦ is the special orthogonal group. If
B is alternating, then Sp(V) := GL(V | B) = SL(V | B) is the symplectic group.
7.2. For calculations, it will be convenient to make concrete choices for the form B.
We define a totally ordered set
I =


{1 ≺ · · · ≺ n ≺ 0 ≺ −n ≺ · · · ≺ −1} if dim(V) = 2n+ 1 is odd
{1 ≺ · · · ≺ n ≺ −n ≺ · · · ≺ −1} if dim(V) = 2n is even
(7.3)
and choose a corresponding basis V = (vi | i ∈ I) ⊂ V ordered by ≺. For any integer
m ∈ Z, let sgn(m) = 1 if m > 0 and sgn(m) = −1 if m < 0. Let ǫ ∈ {0, 1} be such that
B(v,w) = (−1)ǫB(w, v) for all v,w ∈ V . Then we assume that B(vi, vj) = sgn(i)ǫδi,−j
for all i, j ∈ I
Tori and Normalisers
7.4. Let G = GL(V | B). Via our choice of basis V, we will interchangeably describe
elements of GL(V) either as linear maps or matrices. We will denote by T 6 B 6 G◦ the
subgroups of diagonal and upper triangular matrices. For i ∈ I we let qεi : F× → GL(V)
be the homomorphism defined such that qεi(ζ)vj = ζ
δi,jvj for any ζ ∈ F× and j ∈ I.
We have T = T1 × · · · × Tn, where Ti is the image of di : F× → T defined by setting
di(ζ) = qεi(ζ)qε−i(ζ
−1).
7.5. Denote by SI the symmetric group on I. Let Wn 6 SI be the subgroup gen-
erated by S = {s1, . . . , sn−1, sn}, where si = (i, i+ 1)(−i,−i− 1) for 1 6 i 6 n− 1 and
sn = (n,−n). The pair (Wn, S) is a Coxeter system of type Bn. We define elements:
• tm = (m,−m) = sm · · · sn−1snsn−1 · · · sm if 1 6 m 6 n,
• um = (m,−m)(n,−n) = sm · · · sn−2(snsn−1snsn−1)sn−2 · · · sm if 1 6 m < n.
The subgroupW ′n 6Wn generated by S
′ = {s1, . . . , sn−1, snsn−1sn} is a Coxeter group
of type Dn. We have a further subgroup W
′′
n 6 W
′
n, of type Bn−1, generated by
{s1, . . . , sn−2,un−1}. When n = 1, we have W
′′
n = W
′
n is trivial. Let S˜ = S ∪ {s0},
where s0 = t1. Assume 0 6 a 6 n and let b = n − a. Then we have a reflection
subgroupWa ×Wb 6Wn of type Ba ×Bb with Coxeter generators S˜ \ {sa}.
7.6. Recall that for any σ ∈ SI, we have a corresponding transformation pσ ∈ GL(V)
such that pσ(vi) = vσ(i) for all i ∈ I. The groups W = NG(T)/T and W◦ = NG◦(T)/T
denote the Weyl groups of G and G◦. For each s ∈ S, we define an element ns ∈ NG(T)
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as follows. We let nsi := psi for any 1 6 i < n and
nsn :=


psnqεn(−1) if G = Sp(V),
psnqε0(−1) if G = GO(V) and dim(V) is odd
psn if G = GO(V) and dim(V) is even.
The map defined by nsT 7→ s, for s ∈ S, extends to a unique isomorphism W → Wn.
We will implicitly identify W and Wn in this way.
7.7. By Matsumoto’s Theorem [GP00, Thm. 1.2.2], we obtain a unique element nw =
ns1 · · ·nsk ∈ NG(T), where w = s1 · · · sk, with si ∈ S, is a reduced expression for w. For
G = GO(V), the map w 7→ nw is a homomorphism W → NG(T), i.e., the Weyl group
lifts. When dim(V) is even and G = GO(V), the group W◦ is mapped ontoW ′n.
Subspace Subgroups and Conformal Groups
7.8. Assume 0 6 m 6 n is an integer and let I1 = {1, . . . ,m,−m, . . . ,−1} and I0 =
I \ I1. We have corresponding subspaces Vi ⊆ V spanned by {vk | k ∈ Ii} and tori
Si =
∏
k∈Ii\{0}
Tk with i ∈ {0, 1}. The decomposition V = V1 ⊕ V0 is an orthogonal
decomposition of V and we have a corresponding subgroup M1 × M0 6 G, where
Mi = GL(Vi | B). Note that the group LJ = S1 ×M◦0 is a standard Levi subgroup of
G◦ with J ⊆ ∆. Identifying Wi = NMi(Si)/Si with a subgroup of W = Wn, we have
W1 × W0 = Wm ×Wn−m is the subgroup of type Bm × Bn−m in 7.5. We recall the
following well-known result.
Lemma 7.9. Assume LJ = S1 ×M◦0 is a standard Levi subgroup as in 7.8 such that 1 6 m 6
n− 2. Then we have NW◦(J) ∼= Wm is a Weyl group of type Bm with generators


{s1, . . . , sm−1,um} when G = GO(V) and dim(V) is even,
{s1, . . . , sm−1, tm} otherwise.
7.10. Now assume dim(V) is even. In this case, we let G˜ = G · Z(GL(V)) be the
corresponding conformal group and similarly G˜◦ = G◦ ·Z(GL(V)). The inclusion G◦ →
G˜◦ is a regular embedding, as in 3.7, and the group T˜ = T · Z(GL(V)) is a maximal
torus of G˜◦. We define a closed embedding z : F× → T˜ by setting z(ζ) = qε1(ζ) · · ·qεn(ζ).
Writing Z for the image of z, we have T˜ = T× Z. Moreover, we have M˜0 = M0 · Z and
M˜◦0 = M
◦
0 ·Z are also isomorphic to conformal groups, and L˜J = S1 × M˜◦0. We note that
for any 1 6 k 6 n, we have
tkz(ζ) = dk(ζ
−1)z(ζ) and ukz(ζ) = dk(ζ
−1)dn(ζ
−1)z(ζ).
Furthermore, for
∏n
i=1 di(ζi) ∈ T and 1 6 k 6 n, we have
tk
((
n∏
i=1
di(ζi)
)
z(ζ)
)
= dk(ζ
−1
k ζ
−1)
∏
i6=k
di(ζi)
 z(ζ)
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Automorphisms and Frobenius Endomorphisms
7.11. If q = pa is a power of p with a > 0 an integer, then we denote by Fq : V → V
the unique semi-linear map fixing the basis V and satisfying Fq(av) = a
qv for all a ∈ F.
Precomposing with Fq gives a Frobenius endomorphism Fq : GL(V) → GL(V). We
also denote by Fq the restriction of this map to any Fq-stable subgroup. We will let
γ1 ∈ Aso(G) be the identity unless G = GO(V) and dim(V) is even, in which case
γ1 = ιg where g = nsn ∈ NG(T). Moreover, we let γ2 := τα be as in (i) of Lemma 2.1,
where α : G/G◦ → G◦∩Z(G) is the unique isomorphism when it exists and the identity
otherwise. Note γ2 is the identity on the connected component.
7.12. Now let Γ(G) = 〈Fp〉 × 〈γ1,γ2〉 6 Aso(G) be the submonoid generated be
these elements. For q = pa with a > 0, we let Γq(G) := Fq〈γ1,γ2〉 ⊆ Γ(G) be the
coset containing Fq. We also define Γ(G
◦) := 〈Fp〉 × 〈γ1〉 6 Aso(G) and Γq(G◦) :=
Fq〈γ1〉 ⊆ Γ(G). Up to conjugation by G◦, any Frobenius endomorphism endowing G
with an Fq-rational structure is contained in Γq(G). We say F ∈ Γq(G) is split if F = Fq
and twisted otherwise. Let F ∈ Γq(G) and denote by Γ(G, F) the image of CΓ(G)(F) in
Aut(GF), similarly by Γ(G◦, F) the image of CΓ(G◦)(F) in Aut(G
◦F).
Lemma 7.13. If G = GL(V | B) is a classical group, then we have decompositions
Aso(G◦) = Inn(G◦)⋊ Γ(G◦) and Aso(G) = Inn(G◦)⋊ Γ(G).
Moreover, if F ∈ Γq(G) then we also have decompositions
Aso(G◦, F) = Inn(G◦, F)⋊ Γ(G◦, F) and Aso(G, F) = Inn(G◦, F)⋊ Γ(G, F).
Finally, Aut(GF) = K(G◦F)⋊Aso(G, F).
Proof. The statement for Aso(G◦) is well known, see [GLS98, Thm. 1.15.7]. The restric-
tion maps Aso(G)→ Aso(G◦) and Aut(GF)→ Aut(G◦F) are surjective. The kernels are
calculated using Lemma 2.1. 
Remark 7.14. When G = GO(V), we have Γq(G) has cardinality four. Therefore, GO(V)
has four distinct Fq-rational forms whereas SO(V) has only two.
Dual groups and Dual automorphisms
7.15. Let us now assume that G = SO(V) is a special orthogonal group. We let V⋆ ⊆
V be the subspace spanned by V\ {v0}, with V as in (7.3). The dual of G is then the group
SL(V⋆ | B⋆) where B⋆ is the form from 7.2 satisfying B⋆(v,w) = (−1)dim(V)B⋆(w, v) for
all v,w ∈ V⋆. In particular, G = G⋆ if dim(V) is even. Recalling from [Tay18, 5.3] the
notion of duality between isogenies, we have the following.
Lemma 7.16. Assume G = SO(V) is a special orthogonal group and let ⋆ : Γ(G) → Γ(G⋆) be
the unique monoid isomorphism satisfying F⋆p = Fp and γ
⋆
1 = γ1. Then for any σ ∈ Γ(G), we
have σ⋆ ∈ Γ(G⋆) is an asogeny dual to σ.
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8. Action of Automorphisms on Unipotent Characters
From now on, we assume that G is either GL(V | B) or SL(V | B)
and F ∈ Γq(G) is a Frobenius endomorphism, with q a power of
p 6= 2, as in Section 7.
We recall that the set E(GF, 1) ⊆ Irr(GF) of unipotent characters consists of those ir-
reducible characters χ ∈ Irr(GF) whose restriction to G◦F contains a unipotent character.
Lemma 8.1. Assume G = GO(V) is an orthogonal group with dim(V) > 5. If χ ∈ E(GF, 1)
is a unipotent character, then χσ = χ for any σ ∈ Aut(GF).
Proof. Let χ ∈ E(GF, 1) be a unipotent character and let ψ1 ∈ E(G◦F, 1) be an irreducible
constituent of the restriction ResG
F
G◦F(χ). As Z(G)
F = Z(G◦)F 6 G◦F, it follows that
ωχ = ωψ1 , which is trivial by Proposition 2.6(i). Thus if σ ∈ 〈γ2〉K(GF), then the
statement holds by Lemma 2.1(iii).
As γ1 is inner, it suffices to consider the case where σ ∈ Inn(G◦, F)〈Fp〉. We have
ResG
F
G◦F(χ) is either irreducible or the sum of two distinct irreducible constituents. If
ResG
F
G◦F(χ) = ψ1 +ψ2 with ψ1 6= ψ2 irreducible, then χ = IndG
F
G◦F(ψ1). It is well known
that ψσ1 = ψ1, so χ
σ = χ in this case. Now consider the case where ResG
F
G◦F(χ) = ψ1
is irreducible. Then IndG
F
G◦F(ψ1) = χ + θχ, where θ is the inflation of the non-trivial
character of GF/G◦F. Since σ fixes θ, it suffices to show that one character lying over
ψ := ψ1 is fixed by σ.
Denote by S the quotient group Op
′
(GF)/Z(Op
′
(GF)), which is a finite simple group.
Recall that the unipotent character ψ restricts irreducibly to Op
′
(GF) and has Z(Op
′
(GF))
in its kernel. Let η ∈ Irr(S) be the deflation of ResG◦F
Op ′(GF)
(ψ) to S. If H 6 Aut(S) is the
stabiliser of η, then by [Mal08, Thm. 2.4] there exists a character η˜ ∈ Irr(H) extending
η. If α : GF → Aut(S) is the natural map, then 〈α(GF),σ〉 6 H. Then inflating the
restriction ResHα(GF)(η˜) yields a σ-invariant irreducible character of G
F extending ψ. 
8.2. We record here an elementary observation that will be used in the next proof
and later sections. For i ∈ {1, 2}, let Gi be a finite group with a subgroup Ni 6 Gi
of index two. Let G = G1 ×G2 and N = N1 ×N2 and assume we have a subgroup
N 6 G◦ 6 G. For any subgroup H 6 G, we set H¯ = HN/N, so G¯ = G¯1 × G¯2 ∼= C2 ×C2
is a Klein four group and G¯◦ 6 G¯.
8.3. Let χ ∈ Irr(G◦) be an irreducible character and let χi ∈ Irr(Ni) be such that
χ1 b χ2 ∈ Irr(N) is a constituent of the restriction ResGN(χ). The group G¯ acts naturally
by conjugation on Irr(N) and
G¯χ1bχ2 = (G¯1)χ1 × (G¯2)χ2 .
If G¯◦ is the diagonal embedding of C2 into G¯, then one of the following holds:
• G¯◦χ1bχ2 6= 1 and χ = ResGG◦(χ˜1 b χ˜2) with χ˜i ∈ Irr(Gi) extending χi,
• G¯◦χ1bχ2 = 1 and χ = IndG
◦
N (χ1 b χ2).
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For the following we recall also that the group (G/G◦)∨ of linear characters of G/G◦
also acts naturally on Irr(G) by tensoring with the inflation.
Proposition 8.4. Assume G = GO(V) and s ∈ G◦F is a semisimple element such that s2 =
1. We identify AG◦F(s) with CG◦(s)
F/C◦G(s)
F. Let γ1 ∈ Aso(G, F) be as in 7.12. If χ ∈
E(CG◦(s)
F, 1) is a unipotent character, then the following hold:
(i) χFp = χ,
(ii) if s 6= 1 then χγ1 = χ if and only if AG◦F(s)∨χ 6= AG◦F(s)∨.
Proof. We have V = V1 ⊕ V−1, where Vζ is the ζ-eigenspace of s. Moreover, CG(s) =
GO(V1)×GO(V−1). The quotient AGF(s) ∼= CG(s)F/C◦G(s)F is a Klein four group and
AG◦F(s) is the diagonally embedded subgroup. Let χ1 b χ2 ∈ E(C◦G(s)F, 1) be an irre-
ducible constituent of Res
CG◦(s)
F
C◦G(s)
F (χ). By the discussion in 8.3, either χ is the restriction
of a character of CG(s)
F, which is Fp-fixed by Lemma 8.1, or is the induction of χ1 b χ2,
which is known to be Fp-fixed. Hence, χ is Fp-fixed, giving (i). Statement (ii) follows
from the description above. 
9. Power Maps and Classical Groups
9.1. Recall that a partition of an integer N > 0 is a weakly decreasing sequence of
positive integers µ = (µ1,µ2, . . . ) such that
∑
i∈N µi = N. For any m ∈ N, we set
rm(µ) := |{i ∈ N | µi = m}|. If ǫ ∈ {0, 1}, we denote by Pǫ(N) the set of all partitions µ
of N such that rm(µ) ≡ 0 (mod 2) whenever m ≡ ǫ (mod 2). For µ ∈ P(N), we set
a(µ, ǫ) := |{m ∈ N | rm(µ) 6= 0 and m ≡ 1+ ǫ (mod 2)}|,
δ(µ, ǫ) :=


1 if N is even and rm(µ) is odd for some m ≡ 1+ ǫ (mod 2),
0 otherwise.
9.2. Let G = GL(V | B) with N = dim(V) > 0 and ǫ ∈ {0, 1} such that B(v,w) =
(−1)ǫB(w, v) for all v,w ∈ V . We have a bijection Pǫ(N) → Cluni(G), denoted by
µ 7→ Oµ, such that µ gives the sizes of the Jordan blocks in the Jordan normal form of
any u ∈ Oµ in its natural action on V . Note that any unipotent class Oµ ∈ Cluni(G)
is contained in G◦ but may not be a single G◦-conjugacy class. Recall that a unipotent
element u ∈ G◦ is said to be G◦-distinguished if any torus of C◦G(u) = C◦G◦(u) is contained
in Z◦(G◦) = Z◦(G).
Lemma 9.3. Let π : G◦ → Gad be an adjoint quotient of G◦. Then π defines a bijection
Cluni(G
◦)→ Cluni(Gad) between the sets of unipotent classes. If u ∈ Oµ, then AG(u), AG◦(u),
and AGad(π(u)) are all elementary abelian 2-groups whose respective orders are the maximum of
1 and: 2a(µ,ǫ), 2a(µ,ǫ)−1, and 2a(µ,ǫ)−1−δ(µ,ǫ).
Proof. This follows immediately from [LS12, Thm. 3.1]. 
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Lemma 9.4. If u ∈ G is a G◦-distinguished unipotent element, then the subset A ⊆ CG(u)
of all semisimple elements is a subgroup and CG(u) = C
◦
G(u)×A. Moreover, the group R =
CG(A) is reductive, u ∈ R is regular unipotent, and A = Z(R).
Proof. Let ǫ ∈ {0, 1} be such that B(v,w) = (−1)ǫB(w, v) for all v,w ∈ V . Let µ :=
(n1, . . . ,nt) ∈ Pǫ(N) be a partition such that n1 > · · · > nt and ni ≡ 1+ ǫ (mod 2) for
all 1 6 i 6 t. Correspondingly, we can choose an orthogonal decomposition V1 ⊕ · · · ⊕
Vt of V such that dim(Vi) = ni. We also have a subgroup R = R1× · · · ×Rt of G where
Ri = GL(Vi | B) and we identify B with its restriction to Vi.
Fix a regular unipotent element u ∈ R. Then u ∈ Oµ is G◦-distinguished and all
distinguished unipotent elements arise in this way, see [LS12, Prop. 3.5]. Recall that
Ri = GO(Vi), not SO(Vi), when ǫ = 0. We have Z(R) is an elementary abelian 2-group
and CG(u) = C
◦
G(u)× Z(R). Indeed, C◦G(u) ∩ Z(R) is trivial, as C◦G(u) is unipotent and
|Z(R)| = 2t = 2a(µ,ǫ) = |AG(u)|. Finally, it is clear that R = CG(A) and A = Z(R). 
9.5. We now assume that u ∈ G◦F is any unipotent element. Fix an F-stable maximal
torus S 6 C◦G(u) and consider the subgroup M = CG(S), which is necessarily F-stable.
We have an isomorphism
M ∼= GL(U1)× · · · ×GL(Ud)×GL(V0 | B) (9.6)
for some decompositions V = V1 ⊕V0, as in 7.8, and V1 = (U1 ⊕U ′1)⊕ · · · ⊕ (Ud ⊕U ′d),
where Ui and U
′
i are totally isotropic subspaces. The element u is M
◦-distinguished,
where M◦ = CG◦(S) is an F-stable Levi subgroup of G
◦. We now show that u is regular
in a reductive subgroup of G. This idea also appears in work of Testerman [Tes95, §3].
Proposition 9.7. Assume u ∈ GF is a unipotent element and S 6 C◦G(u) is an F-stable maxi-
mal torus. Let M = CG(S) and denote by A ⊆ CM(u) the subset of semisimple elements. Then
u is regular unipotent in the F-stable reductive subgroup R = CG(A) and A = Z(R). Moreover,
the natural map Z(R)→ AR(u) is surjective and the natural map AM(u)→ AG(u) is injective.
Proof. Note that if H = GL(V), then a unipotent element v ∈ H is distinguished if and
only if it is regular. For such an element, Z(H) 6 CH(v) gives the subset of semisimple
elements, which is clearly a subgroup. After Lemma 9.4 and (9.6), it follows immediately
that A = Z(R) is a subgroup, R = CG(A) is reductive, and u ∈ R is regular.
The natural maps Z(R)/Z◦(R) → AR(u) → AM(u) are isomorphisms, which follows
from Lemma 9.4. Now, as M = CG(S) is the centralizer of a torus, a standard argument
shows that the map AM(u) → AG(u) is injective, see [Spa85, 1.4]. HenceAR(u)→ AG(u)
is injective. 
Corollary 9.8. If G = GO(V), then any unipotent element u ∈ G◦F is rational in G◦F.
Proof. The group R◦ is a direct product of general linear and special orthogonal groups.
As u ∈ R◦ is a regular element, it follows from Corollary 5.9 that u and uk are conjugate
in R◦F and hence also in G◦F. 
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Corollary 9.9. Assume G = Sp(V) with dim(V) = 2n. We have R = R◦ is a direct product
of symplectic and general linear groups. If g ∈ R is such that gu = uk, then the map τ of
Lemma 5.5 is given by τ([C◦G(u)a]) = [C
◦
G(u)aL (g)]. In particular, if u ∈ Oµ with µ ∈
P1(2n), then u is G
F-conjugate to uk if and only if one of the following hold:
(i) r2m(µ) is even for all 1 6 m 6 n,
(ii) k (mod p) ∈ Fq is a square.
Proof. It is known that there exists an F-stable maximal torus S 6 G for which the
natural map S → AG(u) is surjective, see the proof of [BDT19, Prop. 9.3] for instance.
The statements now follow from Proposition 9.7. 
10. Cuspidal Characters of Orthogonal Groups
10.1. In this section, we will give analogues of the calculations in [Tay18, §14] for the
special orthogonal groups. For this, we introduce a little notation. We refer the reader
to [Tay18] for more details. For any integersm, δ ∈ N0, we let
∆(δ,m) =


1 if δ = 0 and m 6= 0,
0 otherwise.
Given integers r,n ∈ N0 and d ∈ {0, 1}, we will denote by Xrn,d := Xr,0n,d the sets of
symbols defined in [LS85, §1], see [Tay18, 13.4]. For any n, we let †X0n,0 ⊆ X0n,0 be the
set of symbols
[ a1 ··· am
b1 ··· bm
]
such that
∑m
i=1 ai >
∑m
i=1 bi. For compatibility, we also let
†X0n,1 = X
0
n,1. If e ∈ N, then we will need the following special symbols
Se,1 =
[
0 1 · · · e− 1 e
1 2 · · · e
]
∈ †X0e(e+1),1 and Se,0 =
[
1 2 · · · e
0 1 · · · e− 1
]
∈ †X0e2,0.
Recall we have a bijection †X0n,1 → Irr(Wn) and an injection †X0n,0 → Irr(W ′n), defined
as in [Lus84, 4.5], where W ′n 6Wn are as in 7.5.
10.2. Let G = SO(V) be a special orthogonal group with dim(V) = 2n + δ and
δ ∈ {0, 1}. We have a regular embedding ι : G → G˜, where G˜ = G · Z(GL(V)) is
the corresponding conformal group, as in 7.10. We denote by G˜⋆ a dual group of G˜
and by ι⋆ : G˜⋆ → G⋆ a surjective homomorphism dual to the embedding. The dual
group G⋆ is as in 7.15. By the classification of quasi-isolated semisimple elements, we
have a semisimple element s ∈ G⋆ is quasi-isolated if and only if s2 = 1, see [Bon05,
Prop. 4.11, Exmp. 4.10]. If V⋆±1(s) is the (±1)-eigenspace for s, then dim(V⋆±1(s)) is even
and C◦G⋆(s) = SL(V
⋆
1(s) | B
⋆)× SL(V⋆−1(s) | B⋆).
10.3. Now, if s ∈ G⋆F⋆ is F⋆-fixed and s˜ ∈ G˜⋆F⋆ is such that ι⋆(s˜) = s, then ι⋆ restricts
to a surjective homomorphism C
G˜⋆
(s˜)F
⋆ → C◦G⋆(s)F
⋆
. Conjugating s˜ into T˜⋆, we identify
the Weyl group W˜⋆(s) of C
G˜⋆
(s˜) with a subgroup of W˜⋆. Using inflation, we identify the
unipotent characters of these groups. The following may be extracted from the work of
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Lusztig in a way entirely analogous to that of [Tay18, Lem. 14.3], so we omit the details.
Here nχ˜, for χ˜ ∈ Irr(G˜F), is defined as in [Tay18, 14.1]
Lemma 10.4 (Lusztig). Assume G = SO(V) and let dim(V) = 2n+ δ with δ ∈ {0, 1}. Let
s˜ ∈ G˜⋆F⋆ be a semisimple element whose image s = ι⋆(s˜) ∈ G⋆F⋆ is quasi-isolated with 2a =
dim(V⋆1(s)) and 2b = dim(V
⋆
−1(s)). If χ˜ ∈ E(G˜F, s˜) is a cuspidal character, then the following
hold:
(i) χ˜ is the unique cuspidal character in E(G˜F, s˜) and a = e(e+ δ) and b = f(f + δ), for
some non-negative integers e and f, and either e+ δ > 2 or f+ δ > 2,
(ii) χ˜ is contained in the family E(G˜F, s˜, C˜) ⊆ E(G˜F, s˜), where Irr(W˜⋆(s˜) | C˜) contains the
special character Se,δ b Sf,δ ∈ †X0a,δ× †X0b,δ,
(iii) nχ˜ = 2
e+f−∆(δ,e)−∆(δ,f).
10.5. Let Gad be the adjoint group of the same type as G, and let π : G˜ → Gad be an
adjoint quotient. Then π ◦ ι : G → Gad is also an adjoint quotient of G. The maps π ◦ ι
and π define bijections Cluni(G)→ Cluni(Gad)← Cluni(G˜) between the unipotent classes
of these groups. Hence we can label the unipotent classes as in Section 9. Moreover, we
have |A
G˜
(u)| = |AGad(π(u))| is given by Lemma 9.3.
Proposition 10.6. Assume G = SO(V) and s˜ ∈ G˜⋆F is a semisimple element whose image
s = ι⋆(s˜) ∈ G⋆ is quasi-isolated. If χ˜ ∈ E(G˜F, s˜) is a cuspidal irreducible character and u ∈ O∗
χ˜
is a representative of the wave front set, then we have nχ˜ = |AG˜(u)|.
Proof. Let dim(V) = 2n + δ with δ ∈ {0, 1}. We may identify E = Se,δ b Sf,δ with an
irreducible character of W˜⋆(s). According to [Lus09b, 4.5(a), 6.3(b)], we have jW˜
⋆
W˜⋆(s)
(E) =
Se,δ ⊕ Sf,δ ∈ X0n,δ with the j-induction defined in [GP00, §5.2] and the addition of sym-
bols defined as in [LS85], see [Tay18, 13.6]. If Λ20,δ is the unique element of X
2
0,δ then
we get a symbol Spr(jW˜
⋆
W˜⋆(s)
(E)) = Se,δ ⊕ Sf,δ ⊕Λ20,δ ∈ X2n,δ. From this symbol, we may
extract the partition of a unipotent class, as in [GM00, §2], which will be exactly the class
O∗χ˜. By symmetry, it suffices to treat the case where 0 6 e 6 f. We set k = f− e > 0.
Assume first that δ = 1. Then the symbol Spr(jW˜
⋆
W˜⋆(s)
(E)) is exactly the same as that
written in the first case occurring in the proof of [Tay18, 14.4]. The unipotent class
corresponding to this symbol is parameterised by the partition λ = 2µ+ 1, where
µ = (k+ 2e, . . . , k+ 1, k, k− 1, k− 1, . . . , 1, 1, 0, 0).
As λ contains k+(2e+1) = e+ f+1 distinct odd numbers, we have nχ˜ = 2
e+f = |A
G˜
(u)|
by Lemmas 9.3 and 10.4.
Now assume δ = 0. We have Spr(jW˜
⋆
W˜⋆(s)
(E)) is the symbol
[ 0 1 ··· k−1 k k+1 ··· k+e−1
1 4 · · · 3k− 2 3k+ 2 3k+ 6 · · · 3k+ 4e− 2
0 3 · · · 3k− 3 3k 3k+ 4 · · · 3k+ 4e− 4
]
.
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The unipotent class corresponding to this symbol is parameterised by the partition λ =
2µ+ 1, where
µ = (2k+ 4e− 1, . . . , k+ 1, k, k− 1, k− 1, . . . , 1, 1, 0, 0).
As λ contains k+ 2e = e+ f distinct odd numbers and at least one odd number occurs
an odd number times, we have nχ˜ = 2
e+f−∆(0,e)−∆(0,f) = |A
G˜
(u)|. 
10.7. Recall from 7.12 that we have defined a subgroup Γ(G, F) 6 Aut(GF) of graph
and field automorphism. We denote by G (G, F) the direct product Γ(G, F)× G, which
acts on Irr(GF) through the actions of Aut(GF) and G.
Theorem 10.8. Assume G = SO(V) and s ∈ G⋆F⋆ is quasi-isolated. Then for any σ ∈
Aso(G, F), we have E(GF, s)σ = E(GF, s). Moreover, any cuspidal character χ ∈ E(GF, s)
satisfies G (G, F)χ = G (G, F).
Proof. That the series E(GF, s) is σ-stable is shown as in [Tay18, Thm. 14.6], appealing
to [SFT18, Lem. 3.4] when σ ∈ G. Let s˜ ∈ G˜⋆ be a semisimple element such that ι(s˜) = s
and let χ˜ ∈ E(G˜F, s˜) be a character covering χ. The constituents of ResG˜FGF(χ˜) are the
cuspidal characters in E(GF, s), so ResG˜
F
GF(χ˜) is σ-stable. If χ extends to G˜
F, then it is the
unique cuspidal character contained in E(GF, s) so must be G (G, F)-invariant.
Assume now that χ does not extend to G˜F. Then we must have dim(V) is even
and ResG˜
F
GF(χ˜) = χ1 + χ2 with χ1 6= χ2 distinct irreducible characters. As χ ∈ {χ1,χ2},
we must show that χσi = χi. The arguments in [Tay13, §2], together with Lemma 9.3,
show that Z(G) embeds in AG(u). Arguing as in [Tay13, Prop. 5.4], we may find two
unipotent elements u1,u2 ∈ O∗Fχ such that 〈Γui ,χj〉 = δi,j. We claim that the character
Γui is G (G, F)-invariant. From this it follows that χi is G (G, F)-invariant.
Firstly, we see that Γui is G-invariant by Corollary 9.8 and [SFT18, Prop. 4.10]. The
action of Aso(G, F) on Γui is described by [Tay18, 11.10]. The same argument as used
in [Tay18, 13.2] shows that Γui is Fp-invariant. We now just need to show that Γui is
GO(V)F-invariant. By Lemma 9.3, and the description of O∗χ = O
∗
χ˜
given in the proof of
Proposition 10.6, we have CGO(V)F(u) is not contained in CGF(u). As G
F has index 2 in
GO(V)F, we have the GF-class of u is GO(V)F-invariant. 
10.9. Let G = GO(V) be an orthogonal group. We let G (G, F) = Γ(G, F)×G as above.
Recall that a character χ ∈ Irr(GF) is said to be cuspidal if the restriction ResGFG◦F(χ)
contains a cuspidal irreducible character of G◦F. In the following sections, we will need
to have some control over cuspidal characters of GO(V) to construct certain extensions.
Using the characters constructed in Section 6, we get the following.
Theorem 10.10. Assume G = GO(V). Let s ∈ G◦⋆F be a quasi-isolated semisimple element.
If χ ∈ Irr(GF) is a cuspidal character lying over χ◦ ∈ E(G◦F, s) with s2 = 1, then χ is
G (G, F)-invariant.
Proof. By Theorem 10.8, the character χ◦ is G (G◦, F)-invariant so extends to GF. Hence
χ is one such extension. All other extensions are of the form θχ, where θ is the inflation
27
of an irreducible character of GF/G◦F. Hence, it suffices to show that just one extension
of χ◦ is G (G, F)-invariant.
Now, we may find a GGGC Γu of G
◦F, with u ∈ O∗Fχ as in the proof of Theorem 10.8,
such that 〈Γu,χ〉 = 1. If CG(u)F2 6 CG(u)F is a Sylow 2-subgroup, then CG(u)F2 is not
contained in G◦F, so by Lemma 6.6, the character Γ̂u,2 of G
F extends Γu. It must contain
only one of the two possible extensions of χ◦. Moreover, arguing as in the proof of
Theorem 10.8, it follows from Propositions 6.8 and 6.10 that Γ̂u,2 is G (G, F)-invariant.
Hence, the unique extension of χ◦ that it contains must also be G (G, F)-invariant. 
11. Automorphisms and Quasi-Isolated Series
11.1. Recall the notation for cuspidal pairs and Harish-Chandra series from Section 3.
If s ∈ G◦⋆F⋆ is a semisimple element, then we let Cusps(G◦, F) ⊆ Cusp(G◦, F) be the set
of cuspidal pairs (L, λ) such that E(G◦F,L, λ) ⊆ E(G◦F, s), see [Bon06, Thm. 11.10]. Then
we have
E(G◦F, s) =
⊔
(L,λ)∈Cusps(G
◦,F)/WF
E(G◦F,L, λ),
where the pairs are taken up to the natural action of WF by conjugation. In the following
sections, as in [Tay18, §15], we will study the actions of Aut(GF) and G on the Harish-
Chandra series above. The proof of the following is identical to that of [Tay18, 15.4].
Lemma 11.2. Let G = GL(V | B). Assume s ∈ G◦⋆F⋆ is a semisimple element with s2 = 1
and let (L, λ) ∈ Cusps(G◦, F) be a cuspidal pair. Then L = Z◦(L)× Lder and there exists an
orthogonal decomposition V = V1 ⊕ V0 as in 7.8 such that the following hold:
(i) Lder = M
◦
0 and Z
◦(L) = S1 6 M
◦
1 is a maximally split torus of M
◦
1,
(ii) λ = λ1 bψ with λ1 ∈ Irr(SF1), ψ ∈ E(M◦0F, s0) a cuspidal character, s20 = 1, and λ21 = 1.
11.3. Now assume (L, λ) ∈ Cusps(G◦, F) is as in Lemma 11.2. Using the notation of
Section 7, we let τ = pt1ptn ∈ NG◦(T). An argument with Weyl groups along the lines
of that in [Tay18, 15.6] yields that
NG◦(L) = (NM◦1(S1)×M◦0)〈τ〉 6 NG(L) = NM1(S1)×M0.
With this in place, we have the following analogue of [Tay18, 15.6].
Lemma 11.4. Assume G, s, and (L, λ), are as in Lemma 11.2. Then for any extension Λ(λ) ∈
Irr(NG◦F(L)λ) of λ, the following hold:
(i) Λ(λ) extends to a character of the form Λ1(λ1) b Λ0(ψ) in NGF(L)λ = NMF1
(S1)λ1 ×
MF0, where Λ1(λ1) and Λ0(ψ) are extensions of λ1 and ψ to NMF1
(S1)λ1 and M
F
0, respec-
tively;
(ii) Λ(λ) is Γ(G◦, F)-invariant.
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Proof. By [Tay18, 15.6] we can assume G = GO(V). To prove part (i), it suffices to
know that λ1 and ψ extend, using 8.3. The group S1 has a Γ(G
◦, F)-stable complement
in NM1(S1) given by the permutation matrices. As λ1 is linear, it extends trivially to
NMF1
(S1)λ1 and this must be Γ(G
◦, F)-invariant. That ψ has an invariant extension is
Theorem 10.10. 
Proof (of Theorem A.(ii)). Let G = SO(V) and assume (L, λ) ∈ Cusps(G, F) is as in
Lemma 11.2. After Lemma 11.4, we see that λ has an Fp-invariant extension Λ(λ). Since
Fp is the identity onW(λ), the statement follows using [MS16, 5.6], as in [Tay18, 15.6].
12. Galois Automorphisms: Quasi-Isolated Series of SO(V)
12.1. Let G = GL(V | B) and let s ∈ G◦⋆F⋆ be a quasi-isolated semisimple element.
We begin by introducing some notation to be used in this and the next section. Slightly
abusing notation, we let W◦(λ) = NG◦F(L)λ/L
F and W(λ) = NGF(L)λ/L
F. Let Λ, Λ1,
and Λ0 be extension maps with respect to L
F⊳NG◦F(L), S
F
1⊳NMF1
(S1), and M
◦
0
F⊳MF0,
respectively, such that Λ(λ) = Res
N
GF
(L)λ
N
G◦F
(L)λ
(Λ1(λ1) bΛ0(ψ)) as in Lemma 11.4. Then
we similarly let W(λ1) = NMF1
(S1)λ1/S
F
1 and W
◦(λ1) = NM◦1
F(S1)λ1/S
F
1. We also have
W(λ) = W(λ1)×MF0/M◦F0 , since the cuspidal character ψ is invariant under MF0. Let
W◦(λ) = R(λ)⋊C(λ) and W◦(λ1) = R(λ1)⋊C(λ1) be decompositions as in 3.4.
12.2. For any σ ∈ G, Gallagher’s theorem implies that there exist linear characters
δλ1,σ ∈ Irr(W(λ1)) and δψ,σ ∈ Irr(MF0) such that Λ1(λ1)σ = δλ1,σΛ1(λσ1 ) and Λ0(ψ)σ =
δψ,σΛ0(ψ
σ). Moreover, for δλ,σ such that Λ(λ)
σ = δλ,σΛ(λ
σ) as in Theorem 3.5, we have
δλ,σ = Res
W(λ)
W◦(λ)
(
δλ1,σ b δψ,σ
)
.
Further, recall that the characters γλ,σ and δ
′
λ,σ of Theorem 3.5 are characters of C(λ).
12.3. With this, we have mostly reduced ourselves to the case of principal series
characters and cuspidal characters. The rest of this section is devoted to completing the
proof of Theorem A. We first consider the case of principal series characters.
Proposition 12.4. Assume G = GO(V), F ∈ Γq(G◦), and λ ∈ Irr(TF) is a character such that
λ2 = 1. Then each member of E(G◦F,T, λ) is invariant under G.
Proof. Note that in this case, λ = λ1. As in 7.4, we have T = T1 × · · · × Tn. Each Ti is
F-stable, so TF = TF1 × · · · × TFn. Acting with WF, we can assume that λ = 1TF1 b · · · b
1TFa b εTFa+1
b · · ·b εTFn−1 b λn for some 0 6 a < n, with λn ∈ {1TFn , εTFn}. If F is split, then
we will also assume that λn = εTFn . Let b = n− a.
We will assume that dim(V) is even, as the statement in the case that dim(V) is odd
follows from a simplified version of the argument. Note that WF 6 W = Wn is the
subgroup W ′′n of type Bn−1, as in 7.5, when F is twisted. In the notation of 7.8, we
have W(λ) 6 W1 ×W0 is Wa ×Wb if F is split and Wa ×W ′′b , of type Ba × Bb−1, if
F is twisted. Moreover, using Lemma 3.8 and 7.10, R(λ) 6 W1 ×W0 is the subgroup
W ′a ×W ′b of type Da ×Db if F is split and W ′a ×W ′′b , of type Da ×Bb−1, if F is twisted.
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In all cases, the group C(λ) is generated by u1, in the notation of 7.5, which has order
two and even length in W. Then for each σ ∈ G, Lemma 3.11 implies γλ,σ = 1, and we
further have Λλ(nu1)
2 = λ(1) = 1 for any extension Λλ := Λ(λ) of λ to NG◦F(T)λ. Then
Λλ(nu1) ∈ {±1} is fixed by σ, and hence δ ′λ,σ = 1.
It remains to consider the values of characters ofW◦(λ) and its corresponding Hecke
algebra. If F is split, then the sequence of subgroups R(λ) 6 W◦(λ) 6 W(λ) fits the
setup of 8.3. In particular, each irreducible character of W◦(λ) either extends to W(λ)
or is induced from R(λ). Moreover, there is a corresponding sequence of subalgebras of
the Hecke algebra, and the same statement must be true for the representations of these
algebras, by [GP00, §10.4.2]. Using this and the fact that R(λ) and W(λ) are products
of type B and D groups, it follows that all irreducible representations of the algebras
corresponding to R(λ) and W(λ) are defined over Q. This implies that all irreducible
representations of the Hecke algebra EndG(R
G
T (λ)) are also defined over Q. When F
is twisted, a similar argument applies. In particular, we have η = ησ = η(σ) for all
η ∈ Irr(W(λ)) and all σ ∈ G. This completes the proof, using Theorem 3.5. 
Proof (of Theorem A.(i)). Let G = GO(V) and σ ∈ G. As in the proof of Proposition 12.4,
we will just treat the case dim(V) even. After Proposition 12.4, it suffices to prove
the statement for all members of a Harish-Chandra series E(G◦F,L, λ) with (L, λ) ∈
Cusps(G, F) a cuspidal pair such that L 6= T. We maintain the notation of 12.1-12.2.
By Theorem 10.10, the character δψ,σ is trivial. Moreover, it follows from the proof of
Proposition 12.4 that δλ1,σ is trivial on C(λ1). We let m = dim(S1). As L 6= T, we have
0 6 m 6 n − 2. Then we similarly see that δλ1,σ is trivial on ntm , which generates
W(λ1)/W
◦(λ1), implying δ
′
λ,σ must be trivial.
As in the case of Proposition 12.4, we may arrange that λ1 = 1TF1
b · · ·b 1TFa b εTFa+1 b
· · ·b εTFm for some 0 6 a 6 m. Let b = m− a. Identifying NG◦F(L)/LF with the Coxeter
groupWm, as in Lemma 7.9, we have the groupW
◦(λ) is the subgroupWa×Wb of 7.5.
Using the notation of 7.10, we let λ˜ = λ1 b ψ˜ ∈ Irr(L˜FJ ) with ψ˜ ∈ Irr(M˜◦F0 ) a character
covering ψ.
By Lemma 3.8, and the description of the action of um in 7.10, we see that W
◦(˜λ) =
R(λ) = Wa ×W ′b 6 W◦(λ) is of type Ba × Db. Hence C(λ) is generated by um as in
Lemma 7.9. The element um has even length in W, so γλ,σ is trivial by Lemma 3.11.
Finally, as W(λ) is a product of type B Weyl groups, we have η(σ) = η for all η ∈
Irr(W(λ)), so the result follows from Theorem 3.5. 
Proof (of Theorem A.(iii)). We may again assume dim(V) is even and F = Fq ∈ Γq(G)
is split and γ = γ1 is as in 7.11. Let (L, λ) ∈ Cusp(G, F) be a cuspidal pair and set
L˜ = L · Z(G˜) 6 G˜. Suppose λ˜ ∈ Irr(L˜F) covers λ. Identifying W˜ (˜λ) with W (˜λ) 6 W(λ),
we have by [Bon06, Thm. 13.9] that
ResG˜
F
GF
(
RG˜
L˜
(˜λ)η˜
)
= RGL (λ)IndW(λ)
W(λ˜)
η˜
for any η˜ ∈ Irr(W (˜λ)). Here we extend the map Irr(W(λ)) → Irr(GF), given by η 7→
RGL (λ)η, linearly to all class functions.
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Consider first the case where L = T. As above we arrange that λ = 1TF1
b · · · b
1TFa b εTFa+1
b · · ·b εTFn for some 1 < a < n. Note we assume s 6= ±1. Using the above
identity, as well as [MS16, 5.6], the statement holds in this case. Note, by Lusztig’s
classification this series contains all the characters χ ∈ E(GF, s) satisfying the condition
Inn(G, F)χ = Inn(G, F). Now assume L 6= T. The graph automorphism γ1 induces the
identity on W(λ) so the statement again follows from [MS16, 5.6]. 
13. Galois Automorphisms: Quasi-Isolated Series of Sp(V)
13.1. In this section, we consider the action of G on quasi-isolated series when G =
Sp(V). As in 12.2, we need to understand the action of G on principal series characters
and cuspidal characters. The following treats the cuspidal case and extends [Tay18, 14.6]
to the setting of Galois automorphisms.
Theorem 13.2. Assume G = Sp(V) and s ∈ G⋆F⋆ is a quasi-isolated semisimple element. Let
σ ∈ G be a Galois automorphism, let k ∈ Z be an integer coprime to p such that ξσ = ξk for all
pth roots of unity ξ ∈ Q×, and let ω = (−1)(p−1)/2. If χ ∈ E(GF, s) is a cuspidal character,
then we have χσ = χ if and only if one of the following holds:
(i) s = 1, so that χ is unipotent,
(ii) k (mod p) ∈ Fq is a square.
In particular, we have Q(χ) = Q if s = 1 or q is square, and Q(χ) = Q(
√
ωp) otherwise.
Proof. Unipotent characters of classical groups are rational-valued, so we may assume
s 6= 1. Assume O∗χ is the wave-front set of χ, as in [Tay18, 14.1]. Let dim(V) = 2n
and let µ ∈ P1(2n) be the partition parameterising the unipotent class O∗χ, under the
bijection in 9.2. From the proof of [Tay18, 14.4], we see that r2m(µ) = 1 for some
0 < m 6 n. Then arguments along the lines of those used in Theorem 10.8, instead
appealing to Corollary 9.9 and [SFT18, Prop. 4.10], complete the proof of the first state-
ment. The statement about character fields follows from this, combined with (3.16) and
Remark 5.10. 
Remark 13.3. This implies that the Harish-Chandra series in 11.1 can be permuted non-
trivially by the action of G, unlike the case of the action of Aut(GF).
Lemma 13.4. Assume G = Sp(V). Let λ ∈ Irr(TF) be a nontrivial character such that λ2 = 1
and let σ ∈ G. Then
(i) η = ησ = η(σ) for every η ∈ Irr(W(λ));
(ii) l(w2) is odd for 1 6= w2 ∈ C(λ);
(iii) if q ≡ 1 (mod 4), then any extension of λ to NGF(T)λ is fixed by σ; in particular,
δλ,σ = δ
′
λ,σ is trivial;
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(iv) if q ≡ 3 (mod 4), then there is a σ-invariant extension of λ to NGF(T)λ if and only if σ
fixes 4th roots of unity. In particular, δλ,σ = δ
′
λ,σ is trivial if and only if σ fixes fourth
roots of unity.
Proof. As in the proof of Proposition 12.4, we arrange that λ = 1TF1
b · · ·b 1TFa b εTFa+1 b
· · · b εTFn for some 0 6 a < n. Note we have b = n− a > 0 because λ is assumed to
be nontrivial. Taking m = a in 7.8, we have W(λ) = W1 ×W0 is a Weyl group of type
Ba × Bb. This gives (i). Letting λ˜ = λ b 1ZF ∈ Irr(T˜F), we see using Lemma 3.8 that
R(λ) = W (˜λ) = Wa ×W ′b and C(λ) = 〈sn〉, which proves (ii).
Let c := nsn ∈ NGF(T)λ represent sn ∈ C(λ), and let ξ ∈ TFn ∼= F×q be a generator of
the cyclic group. Since c2 = dn(−1) and −1 = ξ
(q−1)/2, we see that for any extension
Λλ := Λ(λ) of the linear character λ to NGF(T)λ, we have
Λλ(c)
2 = Λλ(c
2) = εTFn(ξ
(q−1)/2) = εTFn(ξ)
(q−1)/2 = (−1)(q−1)/2. (13.5)
By combining this with Lemma 3.13, we see that if q ≡ 1 (mod 4), then all values of
Λλ are in {±1}, giving (iii). On the other hand, if q ≡ 3 (mod 4), then (13.5) implies Λλ
must take primitive fourth roots of unity as values on c, proving (iv). 
13.6. When λ ∈ Irr(TF) is a nontrivial character satisfying λ2 = 1, combining Lem-
mas 3.11 and 13.4 yields a complete description of γλ,σ and δλ,σ, which can be viewed
as characters of C(λ) ∼= C2. In particular, note that these depend only on q and σ, and
we obtain the following.
Corollary 13.7. Assume G = Sp(V). Let ω ∈ {±1} be such that p ≡ ω (mod 4). Let
λ ∈ Irr(TF) be a nontrivial character such that λ2 = 1 and let σ ∈ G. Identifying Irr(C(λ))
with {±1}, the following hold:
(i) if q is a square, then γλ,σδλ,σ = 1;
(ii) if q is not a square, then γλ,σδλ,σ = α, where α ∈ {±1} is such that√ωpσ = α√ωp.
With this in place, we may now give a proof of Theorem B.
Proof (of Theorem B). Theorem B follows immediately from Theorem 13.2, Lemma 13.4,
and Corollary 13.7, using Theorem 3.5 and Lemma 11.2. 
14. Galois Automorphisms Relevant for the McKay–Navarro Conjecture II
14.1. We now return to the setting of Section 4 and consider those Galois automor-
phisms relevant to the McKay–Navarro conjecture in the context of symplectic groups.
Such explicit statements will be particularly useful in future work. As in Section 4, we
assume σ ∈ H is fixed and r > 0 is the integer such that ζσ = ζℓr for all roots of unity
ζ ∈ Q× of order coprime to ℓ.
Lemma 14.2. Assume G = Sp(V) and ℓ 6= p are both odd. Let λ ∈ Irr(TF) be a nontrivial
character such that λ2 = 1. Identifying Irr(C(λ)) with the group {±1}, we have:
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(i) If q is square or r is even, then γλ,σδλ,σ = 1.
(ii) If q is not square and r is odd, then γλ,σδλ,σ =
(
ℓ
p
)
.
In particular, note that if ℓ | (q− 1), then γλ,σδλ,σ = 1 unless q ≡ ℓ ≡ 3 (mod 4) and r is
odd, in which case γλ,σδλ,σ = δλ,σ = −1.
Proof. This follows from Lemma 4.4 and Corollary 13.7 
Lemma 14.3. Assume G = Sp(V) and ℓ = 2. Let λ ∈ Irr(TF) be a nontrivial character such
that λ2 = 1. Then γλ,σδλ,σ ∈ Irr(C(λ)) ∼= {±1} satisfies:
• If q ≡ ±1 (mod 8), then γλ,σδλ,σ = 1.
• If q ≡ ±3 (mod 8), then γλ,σδλ,σ = (−1)r.
Proof. This follows from Lemma 4.10 and Corollary 13.7. 
Remark 14.4. We end this section with some useful remarks on specific situations,
which follow from Theorem 13.2 and Lemmas 13.4 and 14.2. Let G = Sp(V) with ℓ 6= p
and p odd.
(i) For ℓ | (q− 1) odd, we have every member of E(GF, s) with s 6= 1 quasi-isolated is
fixed by all of H if and only if at least one of q or ℓ is congruent to 1 modulo 4.
(ii) There has been much recent interest in the particular case that σ := σ1 is the
Galois automorphism fixing ℓ ′-roots of unity and mapping ℓ-power roots of unity
to their ℓ+ 1 power, see, e.g., [NT19; RSFV20; Nav+20]. In this situation, we have
every member of any E(GF, s) with s2 = 1 is fixed by σ1. Hence, the action of σ1
on Irrℓ ′(G
F) in this case is determined by the action on irreducible characters of
general linear groups, which is well understood, see, e.g. [SV19; SFT18].
15. Automorphisms Not Lifting to Asogenies
15.1. In this section, we assume that G = SO(V). We wish to consider the group
of automorphisms K(GF) defined in Proposition 2.4. Recall that this group is either
trivial or a cyclic group of order 2. It is non-trivial only when Z(G)F 6 Op
′
(GF). The
classification of when this happens is well known and is typically calculated using a
result of Zassenhaus [Zas62, §2, Thm.] on the spinor norm. The following slightly more
general statement is also well known, but we include a proof that is in keeping with the
theory of algebraic groups.
Lemma 15.2. Assume G = SO(V) and n = ⌊dim(V)/2⌋. We let ǫ be 1 if F is split and −1
if F is twisted. Let 0 6 a < n be an integer and set b = n− a. Denote by O ⊆ G the G-
conjugacy class of s = da+1(−1) · · · dn(−1) so that dim(V−1(s)) = 2b, where V−1(s) is the
(−1)-eigenspace of s.
(i) If s ∈ Z(G)F, then s is contained in Op ′(GF) if and only if qn ≡ ǫ (mod 4)
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(ii) If s 6∈ Z(G)F, then O ′ = O∩Op ′(GF) is a singleOp ′(GF)-conjugacy class and it contains
s if and only if qb ≡ ǫ (mod 4).
Proof. Let π : Gsc → G be a simply connected cover of G. We denote again by F a
Frobenius endomorphism of Gsc such that F ◦ π = π ◦ F. Let Tsc = π−1(T), an F-stable
maximal torus of T. The image π(GFsc) is precisely O
p ′(GF). If t ∈ GF then t ∈ Op ′(GF)
if and only if π−1(t) ∩GFsc 6= ∅. Note that if it is non-empty then π−1(t)∩GFsc = π−1(t)
because F fixes Ker(π).
First let us note that as the centraliser of a semisimple element contains a maxi-
mal torus, it follows from [DM20, 11.4.11] that any GF-conjugacy class of semisimple
elements contained in Op
′
(GF) is a single Op
′
(GF)-class. Now, we claim that at most
one GF-class in OF is contained in Op
′
(GF). Fix s˜ ∈ π−1(s) then as F(s) = s we have
s˜−1F(s˜) ∈ Ker(π) 6 Z(Gsc). Recall we have a homomorphism γs : CG(s) → Ker(π)
given by γa(x) = [x˜, s˜] where x˜ ∈ π−1(x). This factors through an injective homomor-
phism CG(s)/C
◦
G(s) → Ker(π), see [Bon05, Cor. 2.8]. Now assume s′ = gs ∈ GF for
some g ∈ G and s˜′ ∈ π−1(s′) then s˜′−1F(s˜′) = s˜−1F(s˜)γs(g−1F(g)). From this the claim
follows easily.
Let ı˜sc : Q qΦ → Tsc be a surjective group homomorphism as in 5.6. We use the
notation for roots as in [Bou02], which is consistent with our setup. We may take s˜ =
ı˜sc(
1
2
q̟
a) ∈ π−1(s) as a preimage of s, where
q̟
a =


qαa+1 + 2qαa+2 + · · ·+ (b− 2)qαn−2 + 12 ((b− 2)qαn−1 + bqαn) dim(V) even,
qαa+1 + 2qαa+2 + · · ·+ (b− 2)qαn−2 + (b− 1)qαn−1 + b2 qαn dim(V) odd.
A straightforward calculation shows that if F is split then F(s˜) = s˜ if and only if (q−1)b4 ∈
Z. Similarly if F is twisted then F(s˜) = s˜ if and only if
(q−1)b
4 ∈ 12 + Z. One readily
checks the equivalence of these conditions with those given in (i) and (ii). 
15.3. Assume now that K(GF) is non-trivial, so that Z(G)F 6 Op
′
(GF). Let s ∈ G⋆F⋆
be a quasi-isolated semisimple element. If s ∈ Op ′(GF), then K(GF)χ = K(GF) for all
χ ∈ E(GF, s), using Proposition 2.6. Now assume s 6∈ Op ′(GF) and let z ∈ Z(G⋆). If sz is
not G⋆-conjugate to s, then no character in E(GF, s) is K(GF)-invariant. Hence, the only
case we need to consider is when n = 2m and C◦G⋆(s) has type Dm ×Dm. In this case,
we show E(GF, s) is K(GF)-invariant.
Theorem 15.4. Assume G = SO(V) and dim(V) is even. Let s ∈ G⋆F⋆ be a quasi-isolated
semisimple element and χ ∈ E(GF, s) be a cuspidal character. Then
(i) s ∈ Op ′(G⋆F⋆) except when q ≡ 1 (mod 4) and SO(V⋆−1(s))F
⋆
is of type 2Dm(q).
Assume now that Z(G)F 6 Op
′
(GF), so that K(GF) is non-trivial. Then
(ii) χ is K(GF)-invariant if and only if either s ∈ Op ′(G⋆F⋆) or dim(V⋆1(s)) = dim(V⋆−1(s)).
Proof. (i). By the classification of unipotent characters, a quasisimple group of type
Dn, resp.,
2
Dn, has a cuspidal unipotent character if and only n is an even, resp., odd,
square, see [Lus78, Table II]. This is now a straightforward check using Lemma 15.2.
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(ii). Assume s 6∈ Op ′(G⋆F⋆). Then the central character ωχ = ωs is non-trivial by (iii)
of Proposition 2.6. It follows from Corollary 2.7 that if sz is not G⋆F
⋆
-conjugate to s, with
1 6= z ∈ Z(G⋆)F⋆ , then χσ 6= χ. Now assume one of the conditions in (ii) holds. Then
E(GF, s) is K(GF)-invariant. Any GGGC is clearly K(GF)-invariant, as it is non-zero only
on p-elements. Hence, the statement follows as in the proof of Theorem 10.8. 
Remark 15.5. This shows that when q ≡ −1 (mod 4), we have all cuspidal characters
contained in a series E(GF, s) with s quasi-isolated are K(GF)-invariant.
15.6. Now, let G = GO(V) with dim(V) even. We next wish to describe the action of
K(G◦F) on the characters of quasi-isolated series preserved by K(G◦F). Toward this end,
we begin with an analogue of Proposition 6.8 for K(G◦F). Note that since Op
′
(GF) =
Op
′
(G◦F), we may identify K(G◦F) with a subgroup of K(GF). We keep the notation of
6.4 and 6.5.
Proposition 15.7. Let G = GO(V) with dim(V) even. Then for any unipotent element u ∈
G◦F, we have Γ̂u,2 is fixed by K(G
F).
Proof. Let τ ∈ K(GF) be nontrivial. Since U(λ,−1)F is comprised of p-elements and the
Sylow 2-subgroup Su,λ of CG(λ)
F
ζu,λ
contains Z(GF), we see that the subgroup U(λ,−1)F ·
Su,λ is preserved by τ. Further, ζ̂
τ
u,λ is an extension of ζu,λ satisfying o(ζ̂
τ
u,λ) = o(ζ̂u,λ) =
o(ζu,λ). Hence ζ̂
τ
u,λ = ζ̂u,λ by the uniqueness of this property. Then we have
Γ̂τu,2 = Ind
GF
U(λ,−1)FSu,λ
(ζ̂τu,λ) = Ind
GF
U(λ,−1)FSu,λ
(ζ̂u,λ) = Γ̂u,2,
as claimed. 
Theorem 15.8. Let G = GO(V) with dim(V) even, and let s ∈ G◦⋆F⋆ be a quasi-isolated
semisimple element and χ ∈ E(G◦F, s) cuspidal such that χ is K(G◦F)-invariant. Then χ
extends to a K(GF)-invariant cuspidal character in Irr(GF).
Proof. This follows from 15.7, using the same argument as in Theorem 10.8. 
15.9. We next consider the action of K(G◦F) on pairs (L, λ) ∈ Cusps(G◦, F) for s
quasi-isolated. Note that since Z(G)F 6 LF, the group LF is preserved by K(G◦F).
Further, recall that using Corollary 2.7, E(G◦F, s) is fixed by K(G◦F) if and only if s ∈
Op
′
(GF) or dim(V1(s)) = dim(V−1(s)). Hence, we wish to determine when the series
E(G◦F,L, λ) ⊆ E(G◦F, s) are also preserved in this situation. We keep the notation of
Section 11.
Theorem 15.10. Let G = GO(V) with dim(V) even, and let s ∈ G◦⋆F⋆ be a quasi-isolated
semisimple element such that E(G◦F, s) is preserved by K(G◦F). Let (L, λ) ∈ Cusps(G◦, F).
Then
(i) If ǫ = 1 or L 6= T, the character λ is invariant under K(G◦F) if and only if s ∈ Op ′(GF).
(ii) If ǫ = −1 and L = T, the character λ is invariant under K(G◦F) if and only if at least one
of the following holds
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• s ∈ Op ′(GF) or
• q ≡ 1 (mod 4) and λ is trivial on TFn.
(iii) Every character of E(G◦F,L, λ) is fixed by K(G◦F) if and only if λ is fixed by K(G◦F).
Proof. Keep the notation of Section 12, so λ = λ1 b ψ, with λ1 as in the proof of
Proposition 12.4 or Theorem A(i), depending on whether L = T or L 6= T. Let σ ∈
K(G◦F) be nontrivial.
We begin by showing the “only if” direction of (i) and (ii). For this, assume s 6∈
Op
′
(G⋆F
⋆
) and that dim(V1(s)) = dim(V−1(s)). Write 2b = dim(V1(s)) = dim(V−1(s))
and let s = s1s0 with si ∈ M⋆i F
⋆
. For i ∈ {0, 1}, write 2ai := dim(V1(si)) and 2bi :=
dim(V−1(si)). Note that by Lemma 15.2, we have q
b ≡ −ǫ (mod 4).
We claim that for each g0 ∈ M◦0F, there is g1 ∈ SF1 such that g1g0 is not in Op
′
(GF).
Note that we would otherwise have SF1 ⊆ Op
′
(GF). If q ≡ −1 (mod 4), Theorem 15.4
yields that s0 ∈ Op ′(M⋆0F
⋆
), so our assumption s 6∈ Op ′(G⋆F⋆) implies that s1 6∈ Op ′(G⋆F⋆).
Viewing s1 instead as an element of G
F ∼= G⋆F
⋆
, we therefore see SF1 6⊆ Op
′
(GF). Sim-
ilarly, if q ≡ 1 (mod 4), then ǫ = −1 and by Lemma 15.2, the element dm(−1), for
example, is an element of SF1 but not O
p ′(GF). This proves the claim.
First, assume T 6= L and recall that λ1 may be chosen to be trivial on TFi for 1 6 i 6 a1
and εTFi
for a1 + 1 6 i 6 m. Write z, z0, and z1 for the generators of Z(G
F), Z(MF0), and
Z(MF1), respectively. Let g0 ∈ M◦0F such that ψ(g0) 6= 0, and let g1 ∈ SF1 such that
g = g1g0 ∈ LF is not a member of Op ′(GF). Then
λσ(g) = λ(gz) = ψ(g0z0)λ1(g1z1) = λ(g)ωs0(z0)(−1)
(q−1)b1/2.
Using Lemma 15.2, we see
ωs0(z0) =


(−1)b0(q−1)/2 if ǫ = 1,
(−1)b0(q−1)/2+1 if ǫ = −1.
Then since qb 6≡ ǫ (mod 4) and λ(g) 6= 0, we have λσ(g) 6= λ(g).
In the case T = L, we take λ = λ1, m = n, a0 = b0 = 0, and a1 = b1 = b. If ǫ = 1, λ
is therefore of the form above. If ǫ = −1, the restriction of λ to TFn may be either trivial
or εTFn . Let g ∈ TF such that g 6∈ Op
′
(GF). Since λ is linear, we know λ(g) 6= 0, and we
have
λσ(g) = λ(gz) =


λ(g)(−1)(q−1)(b−1)/2 if ǫ = −1 and λ is trivial on TFn,
λ(g)(−1)(q−1)(b−1)/2(−1)(q−ǫ)/2 otherwise.
If ǫ = 1 or λ is nontrivial on TFn, we therefore have λ
σ 6= λ, since and qb 6= ǫ (mod 4).
This completes the “only if” direction of (i). If ǫ = −1 and λ is trivial on TFn, we have
λσ = λ if and only if q ≡ 1 (mod 4) or b is odd, giving (ii).
We now show the “if” direction of (iii). That is, we claim that if λσ = λ, then
χσ = χ for each χ ∈ E(G◦F,L, λ). Recall that χ may be written χ = RGL (λ)η for some
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η ∈ Irr(W◦(λ)), as in 3.3. Let Λ be an extension map with respect to LF⊳NG◦F(L), and
let δλ,σ ∈ Irr(W◦(λ)) be such that Λ(λ)σ = δλ,σΛ(λσ) = δλ,σΛ(λ). Recall that we may
write Λ(λ) = Res
N
GF
(L)λ
N
G◦F
(L)λ
(Λ1(λ1) bΛ0(ψ)) as in Lemma 11.4. Now, calculations exactly
as those above for λ yield that Λ1(λ1) bΛ0(ψ) is fixed by σ as well, so δλ,σ = 1. Then
by [MS16, Theorem 4.6], we have
(
RGL (λ)η
)σ
= RGL (λ
σ)ησ·δ−1λ,σ
= RGL (λ)ησ . But note that
ησ = η for all η ∈ Irr(W◦(λ)), since Z(G◦F) 6 LF, completing the claim.
Recall that by Proposition 2.6, every χ ∈ E(G◦F, s) is fixed by K(G◦F) if s ∈ Op ′(GF).
Hence to complete the proof, it now suffices to show that (L, λ) and (L, λ)σ define distinct
Harish-Chandra series when λ 6= λσ. Note that (L, λ) is moved by σ if and only if λ is.
We claim (L, λσ) 6= (L, λ)w for any w ∈ W◦F. Otherwise, we have w ∈ NG◦F(L) and
wσ−1 fixes λ. But from the structure of NG◦F(L) and λ, we see the action of w on λ1
does not affect the number of i such that Res
SF1
TFi
λ1 is of the form εTFi
. Considering the
calculations above, we see that λwσ
−1
= λ is therefore impossible if λσ 6= λ. It follows
that the series E(G◦F,L, λ) is preserved by σ if and only if λ is fixed by σ. 
16. Reductions to the Quasi-Isolated Case
16.1. The following discussion, aimed at clarifying the statement of [Tay18, Thm. 9.5],
applies to any connected reductive algebraic group with no restriction on p. We freely
use the notation of [Tay18], in particular [Tay18, §8], but we maintain our preference
here for right over left actions. Fix a semisimple element s ∈ T⋆0 with TW⋆(s, F⋆) 6= ∅
and a coset a ∈ AW⋆(s, F⋆). After replacing s with a W⋆-conjugate we can assume that
the Levi cover of CG⋆(s), defined as in [Tay18, Def. 8.11], is standard L
⋆
I , for some subset
I ⊆ ∆. Let Aso∗(G, F) 6 Aso(G, F) be the subgroup stabilising the pair (T,B) and denote
by Aso∗(G, F)s,a 6 Aso
∗(G, F) the subgroup stabilising the series E0(G
F, s,a).
16.2. If σ ∈ Aso∗(G, F), then E0(GF, s,a)σ = E0(GF,σ⋆(s),σ⋆(a)). Hence, if σ ∈
Aso∗(G, F)s,a then there exists an element x
⋆ ∈ W⋆ such that
(s,a) = (x
⋆
σ⋆(s), x⋆σ⋆(a)F⋆(x⋆−1)).
There is then a unique element y⋆ ∈ W⋆I such that z⋆σσ⋆(I⋆) = I⋆, where z⋆σ = y⋆x⋆.
The choice of x⋆ above is unique up to multiplying by an element of W⋆(s) 6 W⋆I .
Therefore, the element z⋆σ is uniquely determined by σ. Now the coset a ∈ AW⋆(s, F⋆)
determines a unique element w⋆1 ∈ TW⋆(I⋆, F⋆) and z⋆σσ⋆(w⋆1)F⋆(z⋆−1σ ) = w⋆1. Dually we
have σ−1(zσ(I)) = I and z
−1
σ F(σ
−1(w1)zσ) = F(w1).
16.3. As in [Tay18, Prop. 9.2], there exists an element nσ ∈ NG(T0) representing
zσ such that n
−1
σ F(σ
−1(nw1)nσ) = F(w1). The choice for nσ is unique, up to multi-
plication by an element of TFw10 . As Aso(G, F) = Inn(G
F)Aso∗(G, F) the natural map
Aso∗(G, F) → Out(G, F) is surjective. A straightforward calculation shows that we have
a well-defined group homomorphism Out(G, F)s,a → Out(LI, Fw1) given by σ 7→ σnσ,
where Out(G, F)s,a 6 Out(G, F) is the subgroup preserving the series E0(G
F, s,a).
16.4. Let a1 = aw
⋆−1
1 ∈ AW⋆I (s,w⋆1F⋆). By [Tay18, Thm. 9.5], we see that the image
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of Out(G, F)s,a in Out(LI, Fw1) stabilises the series E0(L
Fw1
I , s,a1) and the bijection
(−1)l(w1)RGI,w1 : E0(L
Fw1
I , s,a1)→ E0(GF, s,a)
is Out(G, F)s,a-equivariant in the sense that R
G
I,w1
(ψ)σ = RGI,w1(ψ
σnσ). The following
proof of Theorem D.(ii) can also be applied in the case G = Sp(V), shortening the proof
given in [Tay18, Thm. 16.2].
Proof (of Theorem D). Up to W⋆-conjugacy, it suffices to consider a series E0(G
F, s,a)
with s = s1s0 ∈ T⋆ where, for some 1 6 m 6 n, we have s1 = d1(ζ1) · · · dm(ζm) and
s0 = dm+1(ζm+1) · · ·dn(ζn) with ζ2i 6= 1 for all 1 6 i 6 m 6 n and ζ2i = 1 for all
m < i 6 n. If M⋆1 ×M⋆0 is a group determined by the integer m, as in 7.8, then the
Levi cover of CG⋆(s) is a standard Levi subgroup L
⋆
I = L
⋆
J × L⋆K with I = J ⊔ K ⊆ ∆ and
L⋆J = CM⋆1(s) and L
⋆
K = M
⋆◦
0 .
(i). If s0 = 1, then the series E0(G
F, s,a) is not γ-invariant because the W⋆-orbit of s is
not γ⋆-stable, so we can assume that s0 6= 1. Moreover, we can assume w⋆ = v⋆1v⋆0 ∈ a⋆
where v⋆1 ∈ TW⋆1(s1, F⋆) and v⋆0 ∈ TW⋆0(s0, F⋆) is either trivial or the element tm+1tn
in the notation of 7.5. Hence γ⋆(w⋆) = w⋆ so certainly (s,a) = (γ⋆(s),γ⋆(a)). Note
w⋆ ∈ TW⋆(L⋆I , F⋆) and dually w ∈ ZW(LI, F).
If we pick a Jordan decomposition JLIs,w : E0(L
Fw
I , s,a) → E0(CL⋆I (s)w
⋆F⋆ , 1) then there
is a unique bijection JGs,w : E0(G
F, s,a) → E0(CG⋆(s)w⋆F⋆ , 1) satisfying the property
JLIs,w = (−1)
l(w1)(JGs,w ◦ RGI,w)
where w1 ∈ wWI is the unique element satisfying Fw1(I) = I. The bijection JGs,w is a Jor-
dan decomposition as RGI,w sends Deligne–Lusztig characters to Deligne–Lusztig charac-
ters. Note that CG⋆(s) = CL⋆I (s) by assumption. By [Tay18, Prop. 9.2] we have R
G
I,w(ψ)
γ =
RGI,w(ψ
γ) so it suffices to show that JLIs,w(χ
γ)γ
⋆
= JLIs,w(χ) for all χ ∈ E0(LFwI , s,a).
As in the proof of [Tay18, Thm. 16.2], we can identify AW⋆(s, F
⋆) with AW⋆0(s0, F
⋆)
and we have a decomposition
E0(L
Fw
I , s,a
⋆) = E0(L
Fv1
J , s1) b E0(L
Fv0
K , s0,a
⋆).
The Jordan decomposition JLIs,w is correspondingly of the form J
LJ
s1,v1 b J
LK
s0,v0 . We’re thus
reduced to showing that JLKs0,v0(χ
γ)γ
⋆
= JLKs0,v0(χ), but this follows from Proposition 8.4
and (iii) of Theorem A. Conjugating in G⋆ gives the statement in Theorem D.
(ii). Note that Aso∗(G, F)s,a = Inn(T, F)Γ(G, F)s,a, where Γ(G, F)s,a 6 Γ(G, F) is the
stabiliser of the series E0(G
F, s,a). If σ ∈ Γ(G, F)s,a then σ⋆(s0) = s0 and we can assume
that x⋆ and z⋆σ above are contained in the subgroup W
⋆
1 = NM⋆1(T
⋆
0)/T
⋆
0. As the Weyl
group lifts in SO(V), we have nσ = nzσ ∈ M1 and the restriction of σnσ to LJ coincides
with the restriction of σ. It follows that the image of σnσ in Out(LI, Fw1) is contained
in Out(LJ, Fw1)× Γ(LK, Fw1). As Z(LJ) is connected Out(LJ, Fw1) contains no diagonal
automorphisms, we are reduced to the case where s = s0 by the equivariance of the
bijection. But this is now dealt with easily by Theorem A. 
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16.5. We end by discussing how the action of G can be reduced to the case of quasi-
isolated elements that we have considered above. For Galois automorphisms, it is suf-
ficient to use the usual language of Deligne–Lusztig theory. If χ ∈ E(GF, s), then we
have χ = εGεCG⋆(s)R
G
Ls
(ψ) with ψ ∈ E(LF, s) and Ls 6 G is an F-stable Levi subgroup
dual to the Levi cover CG⋆(s) 6 L
⋆
s 6 G
⋆, see [DM20, Thm. 11.4.3]. The Deligne–Lusztig
induction map RGL is G-equivariant by [DM20, Cor. 8.1.6, Prop. 9.1.6]. Hence Gχ = Gψ,
so certainly Q(χ) = Q(ψ).
16.6. Let V⋆1 =
⊕
ζ∈F×\{±1} V
⋆
ζ(s) and V
⋆
0 = V
⋆
1(s) ⊕ V⋆−1(s) be the eigenspaces of
s, and consider the decomposition V⋆ = V⋆1 ⊕ V⋆0 . We have a corresponding subgroup
M⋆1 ×M⋆0 6 G⋆ as in 7.8, and we may write s uniquely as s1s0 with si ∈ M⋆i . With
this, we have L⋆s = L
⋆
s,1 × L⋆s,0 where L⋆s,1 = CM⋆1(s1) is a direct product of general
linear groups and L⋆s,0 = M
⋆◦
0 is a classical group. Dually, we have a decomposition
Ls = Ls,1 × Ls,0 and E(LFs , s) = E(LFs,1, s1) b E(LFs,0, s0). Writing ψ = ψ1 b ψ0, we have
Gψ = Gψ1 ∩ Gψ0 . Using this, we may complete our description of the character fields.
Proof (of Theorem C). Keep the notation of 16.6. The character ψ1 is the tensor product
of the linear character ŝ1 of L
F
s,1 and a unipotent character. Hence Q(ψ1) = Q(ŝ1) = Q(ζ)
because ŝ1 and s1 have the same order by Proposition 2.6. The field Q(ψ0) is obtained
by Theorem A(i) and Theorem B. The result now follows from the discussion above and
the fact that (p,m) = 1, so Q(
√
ωp) ⊆ Q(ζp) and Q(ζ) intersect at Q. 
Acknowledgements
The first-named author was supported in part by grants from the Simons Foundation
(Award No. 351233) and the National Science Foundation (Award No. DMS-1801156).
Part of this work was completed while the authors were in residence at the Mathe-
matical Sciences Research Institute in Berkeley, California during the Spring 2018 semester
program on Group Representation Theory and Applications, supported by the National
Science Foundation under Grant No. DMS-1440140. The authors thank Radha Kessar
for useful discussions concerning Section 8 and Martin Liebeck for sharing a proof of
Corollary 9.9 whilst at the MSRI. The reduction to regular unipotent elements used in
Section 9 was inspired by his proof.
Part of this work was also completed while the authors were in residence at the
Isaac Newton Institute for Mathematical Sciences during the Spring 2020 programme
Groups, Representations, and Applications: New Perspectives, supported by EPSRC
grant number EP/R014604/1. The authors thank Gunter Malle for useful discussions
and for his comments on an early preprint.
Finally, both authors thank the MSRI, INI, and the organisers of the programs for
making their stays possible and providing a collaborative and productive work environ-
ment.
39
References
[AMR96] A.-M. Aubert, J. Michel, and R. Rouquier, Correspondance de Howe pour les groupes
re´ductifs sur les corps finis, Duke Math. J. 83 (1996) no. 2, 353–397.
[Bon05] C. Bonnafe´, Quasi-isolated elements in reductive groups, Comm. Algebra 33 (2005) no.
7, 2315–2337.
[Bon06] , Sur les caracte`res des groupes re´ductifs finis a` centre non connexe: applications aux
groupes spe´ciaux line´aires et unitaires, Aste´risque (2006) no. 306.
[Bou02] N. Bourbaki, Lie groups and Lie algebras. Chapters 4–6, Elements of Mathematics
(Berlin), Translated from the 1968 French original by Andrew Pressley, Berlin: Springer-
Verlag, 2002.
[BDT19] O. Brunat, O. Dudas, and J. Taylor, Unitriangular shape of decomposition matrices of
unipotent blocks, preprint (2019), arXiv:910.08830 [math.RT].
[CS17] M. Cabanes and B. Spa¨th, Inductive McKay condition for finite simple groups of type C,
Represent. Theory 21 (2017), 61–81.
[CSSF20] M. Cabanes, B. Spa¨th, and A. A. Schaeffer Fry, On the inductive Alperin-McKay con-
ditions in the maximally split case, (2020), preprint.
[Car93] R. W. Carter, Finite groups of Lie type, Conjugacy classes and complex characters, Wiley
Classics Library, Chichester: John Wiley & Sons Ltd., 1993.
[DM90] F. Digne and J. Michel, On Lusztig’s parametrization of characters of finite groups of Lie
type, Aste´risque (1990) no. 181-182, 6, 113–156.
[DM20] , Representations of finite groups of Lie type, 2nd edition, London Mathematical
Society Student Texts, Cambridge: Cambridge University Press, 2020.
[Gec93] M. Geck, A note on Harish-Chandra induction, Manuscripta Math. 80 (1993) no. 4, 393–
401.
[Gec03] , Character values, Schur indices and character sheaves, Represent. Theory 7 (2003),
19–55 (electronic).
[GM00] M. Geck and G. Malle, On the existence of a unipotent support for the irreducible charac-
ters of a finite group of Lie type, Trans. Amer. Math. Soc. 352 (2000) no. 1, 429–456.
[GM20] , The character theory of finite groups of Lie type: A guided tour, Cambridge Stud-
ies in Advanced Mathematics 187, Cambridge University Press, 2020.
[GP00] M. Geck and G. Pfeiffer, Characters of finite Coxeter groups and Iwahori-Hecke algebras,
vol. 21, London Mathematical Society Monographs. New Series, New York: The
Clarendon Press Oxford University Press, 2000.
[GLS98] D. Gorenstein, R. Lyons, and R. Solomon, The classification of the finite simple groups.
Number 3. Part I. Chapter A, vol. 40, Mathematical Surveys and Monographs, Almost
simple K-groups, American Mathematical Society, Providence, RI, 1998.
[Isa18] I. M. Isaacs, Characters of solvable groups, vol. 189, Graduate Studies in Mathematics,
American Mathematical Society, Providence, RI, 2018.
[Li19] C. Li, An equivariant bijection between irreducible Brauer characters and weights for Sp(2n,q),
J. Algebra 539 (2019), 84–117.
[LS12] M. W. Liebeck and G. M. Seitz, Unipotent and nilpotent classes in simple algebraic
groups and Lie algebras, vol. 180, Mathematical Surveys and Monographs, American
Mathematical Society, Providence, RI, 2012.
[Lus78] G. Lusztig, Representations of finite Chevalley groups, vol. 39, CBMS Regional Confer-
ence Series in Mathematics, Expository lectures from the CBMS Regional Confer-
ence held at Madison, Wis., August 8–12, 1977, Providence, R.I.: American Mathe-
matical Society, 1978.
[Lus84] , Characters of reductive groups over a finite field, vol. 107, Annals of Mathematics
Studies, Princeton, NJ: Princeton University Press, 1984.
[Lus09a] , Remarks on Springer’s representations, Represent. Theory 13 (2009), 391–400.
40
[Lus09b] , Unipotent classes and special Weyl group representations, J. Algebra 321 (2009)
no. 11, 3418–3449.
[LS85] G. Lusztig and N. Spaltenstein, On the generalized Springer correspondence for classical
groups, in: Algebraic groups and related topics (Kyoto/Nagoya, 1983), vol. 6, Adv. Stud.
Pure Math. Amsterdam: North-Holland, 1985, 289–316.
[Mal08] G. Malle, Extensions of unipotent characters and the inductive McKay condition, J. Alge-
bra 320 (2008) no. 7, 2963–2980.
[Mal17] , Cuspidal characters and automorphisms, Adv. Math. 320 (2017), 887–903.
[MS16] G. Malle and B. Spa¨th, Characters of odd degree, Ann. of Math. (2) 184 (2016) no. 3,
869–908.
[NSV20] G. Navarro, B. Spa¨th, and C. Vallejo, A reduction theorem for the Galois-McKay conjec-
ture, Trans. Amer. Math. Soc. (2020), available online.
[NT13] G. Navarro and P. H. Tiep, Characters of relative p ′-degree over normal subgroups, Ann.
of Math. (2) 178 (2013) no. 3, 1135–1171.
[NT19] , Sylow subgroups, exponents, and character values, Trans. Amer. Math. Soc. 372
(2019) no. 6, 4263–4291.
[NTT08] G. Navarro, P. H. Tiep, and A. Turull, Brauer characters with cyclotomic field of values,
J. Pure Appl. Algebra 212 (2008) no. 3, 628–635.
[Nav+20] G. Navarro, N. Rizo, A. A. Schaeffer Fry, and C. Vallejo, Characters and generation of
Sylow 2-subgroups, (2020), preprint.
[RSFV20] N. Rizo, A. A. Schaeffer Fry, and C. Vallejo, Galois action on the principal block and
cyclic Sylow subgroups, Algebra & Number Theory (2020), to appear.
[SF19] A. A. Schaeffer Fry, Galois automorphisms on Harish-Chandra series and Navarro’s self-
normalizing Sylow 2-subgroup conjecture, Trans. Amer. Math. Soc. 372 (2019) no. 1,
457–483.
[SFT18] A. A. Schaeffer Fry and J. Taylor, On self-normalising Sylow 2-subgroups in type A, J.
Lie Theory 28 (2018) no. 1, 139–168.
[SFV19] A. A. Schaeffer Fry and C. R. Vinroot, Fields of character values for finite special unitary
groups, Pacific J. Math. 300 (2019) no. 2, 473–489.
[Spa85] N. Spaltenstein, On the generalized Springer correspondence for exceptional groups, in:
Algebraic groups and related topics (Kyoto/Nagoya, 1983), vol. 6, Adv. Stud. Pure Math.
Amsterdam: North-Holland, 1985, 317–338.
[Spa¨12] B. Spa¨th, Inductive McKay condition in defining characteristic, Bull. Lond. Math. Soc.
44 (2012) no. 3, 426–438.
[SV19] B. Srinivasan and C. R. Vinroot, Galois group action and Jordan decomposition of charac-
ters of finite reductive groups with connected center, J. Algebra (2019), available online.
[Tay13] J. Taylor, On unipotent supports of reductive groups with a disconnected centre, J. Algebra
391 (2013), 41–61.
[Tay18] , Action of automorphisms on irreducible characters of symplectic groups, J. Algebra
505 (2018), 211–246.
[Tes95] D. Testerman, A1-type overgroups of elements of order p in semisimple algebraic groups
and the associated finite groups, J. Algebra 177 (1995) no. 1, 34–76.
[TZ04] P. H. Tiep and A. E. Zalesskiı˘, Unipotent elements of finite groups of Lie type and realiza-
tion fields of their complex representations, J. Algebra 271 (2004) no. 1, 327–390.
[Tur01] A. Turull, The Schur indices of the irreducible characters of the special linear groups, J.
Algebra 235 (2001) no. 1, 275–314.
[Vin20] C. R. Vinroot, Totally orthogonal finite simple groups, Math. Z. 294 (2020) no. 3-4, 1759–
1785.
[Wal04] J.-L. Waldspurger, Une conjecture de Lusztig pour les groupes classiques, Me´m. Soc.
Math. Fr. (N.S.) (2004) no. 96.
[Zas62] H. Zassenhaus, On the spinor norm, Arch. Math. 13 (1962), 434–451.
41
J. Taylor, Department of Mathematics, University of Southern California,
Los Angeles, CA 90089, USA
Email: jayt@usc.edu
A. A. Schaeffer Fry, Department of Mathematical and Computer Sciences,
Metropolitan State University of Denver, Denver, CO 80217, USA
Email: aschaef6@msudenver.edu
