The Receiver Operating Characteristic (ROC) curve generated based on assuming a constant shape Bi-Weibull distribution is studied. In the context of ROC curve analysis, it is assumed that biomarker values from controls and cases follow some specific distribution and the accuracy is evaluated by using the ROC model developed from that specified distribution. This article assumes that the biomarker values from the two groups follow Weibull distributions with equal shape parameter and different scale parameters. The ROC model, area under the ROC curve (AUC), asymptotic and bootstrap confidence intervals for the AUC are derived. Theoretical results are validated by simulation studies.
Notations and Terminologies
Graphically, a ROC curve is a graph of TPR versus FPR for all possible threshold values. The ROC curve can be plotted by three approaches viz. parametric, non-parametric and semi-parametric. This article considers the parametric way of plotting the ROC curve. After the ROC curve is generated the intrinsic accuracy provided by the biomarker must be interpreted. To summarize the information contained in a ROC curve, many indices have been used. Among them, area under the ROC curve is most commonly adopted index. In this article, the inference about the area under the ROC curve is of primary interest.
The problem of assessing the accuracy of diagnosis/Biomarker has been studied by several authors by assuming various distributions to the biomarker values. They are Bi-Normal ROC model (Zhou, Obuchowski & McClish, 2002) , Bi-Logistic ROC model (Oglive & Creelman, 1968) , Bi-Lomax ROC model (Campbell & Ratnaparkhi, 1993) , Bi-Gamma ROC model (Dorfman et al., 1996) , Bi-Exponential ROC model (Betinec, 2008) , Generalized Bi-Exponential ROC model (Hussain, 2011) , Bi-Rayleigh ROC model and its comparison with BiNormal model (Pundir & Amala, 2012) , comparison of Bi-Rayleigh ROC model with Bi-Normal and Bi-Gamma ROC models (Pundir & Amala, 2012) and a review of all parametric ROC models in case of continuous data (Pundir & Amala, 2014) , Normal-Exponential (Pundir & Amala, 2014 
One major disadvantage of assuming two parameter Weibull distribution to the biomarker is that the accuracy cannot be expressed in closed form. By substituting the MLE's 0 1 0 1, , and ,     the accuracy can be evaluated numerically using Monte Carlo integration or any other numerical procedure. In the absence of closed form expression, the statistical inference on the accuracy measure will not be possible. To overcome this problem and to obtain a closed form expression, equal shape parameter and different scale parameters are assumed. Moreover, the original accuracy of the diagnosis is not affected by taking equal shape parameter. The ROC model developed from this assumption is called the constant shape Bi-Weibull ROC model. Research interest may lie in comparing the effectiveness of two separate diagnostic tests or the efficiency of biomarkers in predicting the disease. The comparison can be accomplished either by AUC or sensitivity of the test. In order to compare the AUC and to construct the confidence interval, the Standard Error (SE) of AUC are needed. Here, the standard error of accuracy is studied by different methods viz. Monte Carlo, asymptotic MLE, parametric bootstrap and non-parametric methods. For parametric, the delta method will yield variance and SE with the help of asymptotic expressions for the variance and co-variances of the parameters.
Constant Shape Bi-Weibull ROC Model
The constant shape Bi-Weibull ROC model assumes that the biomarker values from controls and cases follow two parameter Weibull distribution with same shape parameter and different scale parameters.
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The PDF of controls and cases take the form 1 0 00 
Hence, the ROC model is given by
The ROC curve can be estimated by substituting the MLE of parameters in equation (8) and plotted by taking x(t) in equation (7) 
The MLEs of 0  and 1  can be used again to estimate the AUC. And the performance of the estimator AUC can be assessed through variance estimate.
Maximum Likelihood Estimate of Parameters
The MLE of two parameter Weibull distribution has been discussed by (Kundu & Gupta, 2006) Hence, ˆ can be determined as a solution of non-linear equation (14). By substituting equation (13) and (14) in equation (9), an estimate of AUC ( AUC ) will result.
Asymptotic Distribution of area under constant shape BiWeibull ROC Model
To evaluate the significance of the statistic AUC, its variance and standard error must be computed. The following theorem evaluates the variance of the estimate, AUC .
Theorem 1
The area under the constant shape Bi-Weibull ROC curve will converge in distribution to a Normal random variable with mean zero and variance 
where 
Because the area under the ROC curve is a function of parameters θ = (α, β0, β1)', the Delta method will be adopted for finding the approximate variance. V( AUC ) can be defined as: 
Confidence Interval for AÛC

Asymptotic Confidence Interval
The asymptotic 100(1−α)% confidence interval for accuracy is given by 
AUC Z SE( AUC ), AUC Z SE( AUC ) .
Bootstrap Confidence Interval
The parametric bootstrap is a resampling technique which can be used to find the variance of any estimator. The idea of bootstrap is to create or resample an artificial dataset from an empirical distribution with same sample size and structure as the original for large number of times. Once the dataset is created, the parameters of interest are to be estimated for each data set. The bootstrap variance of parameter is nothing but the variance of all estimated parameters.
Parametric bootstrap is very similar to the non-parametric bootstrap method. In non-parametric bootstrap the sample is simulated from empirical distribution but in parametric bootstrap it is simulated from specified parametric distribution. The following are the steps involved in finding the parametric bootstrap estimate:
Step 1: Let X1, X2,…, Xm be a random sample of size m from W(α0, β0) and Y1, Y2,…, Yn be a random sample of size n from W(α1, β1). By using equation (13) and (14), the ML estimates of the parameters α, β0, β1 are estimated.
Step 2: By using the estimated parameters Step 4 
AUC Z SE( AUC ), AUC Z SE( AUC ) .
    
where α is the level of significance and 2 Z  is the critical value.
Simulation Studies
Thus, the accuracy, standard error of AUC and 95 % confidence interval for AUC have been computed through four different techniques via Monte Carlo method, asymptotic MLE method, parametric bootstrap and non-parametric method.
Monte Carlo Method
The model in equation (3) does not possess a closed form, so Monte Carlo integration of equation (3) As the accuracy increases, the SE tend to decrease, simultaneously, the coverage area of the confidence band are tends to decrease as accuracy increases. Because the asymptotic distribution is independent of α, α may be kept constant or it may vary. From the sample α is estimated using iterative procedure from equation (14) and using α, the other two parameters using were found using equation (13). Hence, the ML estimate of AUC is obtained. The 95% asymptotic confidence interval and the confidence width are also calculated. Table 3 shows simulated independent samples of m controls and n cases (m = n = 5, 10, 40, 50, 80, 100) to assess the behavior of asymptotic MLE's and confidence interval over different sample sizes by fixing 0 5   and for different values of 1  viz. 8, 12, 20, 100. In Tables 3 and 4 , first row represents the AUC, second row gives the SE, third row gives the lower confidence limit and the fourth row represents the upper confidence limit. It is observed that, as the sample size increases the variance decreases and the coverage area of confidence interval is narrow. 
Estimation of Bootstrap Variance
For parametric bootstrapping, the data was generated from a uniform distribution using (m, n) as specified in Table 5 Step 4, the 95% confidence interval for bootstrap AUC is obtained as usual. Table 5 shows the bootstrap area under the curve, SE and confidence interval for b AUC . Comparing asymptotic and bootstrap variance, both perform at the same level. The asymptotic variance does not perform well for small samples such as (5, 5) and (10, 10) where the bound for accuracy has reached below 0.5 which is not regarded as a good estimate. Hence, the asymptotic variance holds for large samples only. .183838, 1.472276, 1.849655, 3.121439, 3.298009, 3.478297, 3.512602, 3.853157, 4.751021, 5.094757, 5.143248, 5.263026, 5.682114, 5.824499, 6.555983, 6.71353, 6.747835, 7.373468, 7.736402, 7.743548, 8.111, 8.393854, 9.171785, 9.313726, 9.789551, 10.28716, 10.63431, 11.08168, 12.01407, 12.10905} Using equations (12) and (13) (6) and (7) the sensitivity and specificity of the test were also calculated: the sensitivity of the test is 94% and specificity is 89%. To the data generated above all the four methods were applied and compared (see Table 6 ). The non-parametric estimates are obtained by the method of Hanley and McNeil (1982) , and the R codes are given in Appendix F. 
Sensitivity and Specificity
Conclusion
This article considered a ROC model developed from two parameter Weibull distributions for evaluating the accuracy of biomarkers in predicting disease status. It did not yield a closed form expression for area under the ROC curve. For this reason, equal shape parameter and different scale parameter were assumed. It should be noted that, the accuracy remains unchanged by this assumption. Hence, estimation of area under the constant shape Bi-Weibull ROC curve is a main objective for this study.
The Maximum Likelihood technique is adopted for estimating the parameters. The technique yielded an asymptotically unbiased estimate of the accuracy. The asymptotic distribution of AÛC, SE(AÛC) and 95% confidence interval were found. The behavior of asymptotic SE and confidence interval is studied through simulation. The parametric AUC is higher than the AUC obtained by other methods including Monte Carlo, non-parametric and parametric bootstrap. m<-100; a0<-2.9753; a1=2.30387; b0<-10295.0304;b1<-20646.898;x<-runif(m) auc<-mean(exp(-(1/b1)* ( (-b0*log(x))^(a1/a0) ) )) print(auc) v.auc<-var(exp(-(1/b1)* ( (-b0*log(x))^(a1/a0) ) )) print(v.auc); print (sqrt(v.auc 
Appendix A. R Code for Evaluation of AUC and Estimation of Standard Error Using Monte Carlo Simulation
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Appendix C. Evaluation of Asymptotic Distribution of AUC
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Appendix E. R Code for Evaluation of Bootstrap AUC and Confidence Interval
