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Resumen
Los modelos lineales mixtos han recibido gran atencio´n en los u´ltimos an˜os, lo cual ha impul-
sado su desarrollo hasta convertirlos en una herramienta indispensable para analizar datos
longitudinales. La utilidad de estos modelos en aplicaciones como ensayos cl´ınicos y estudios
epidemiolo´gicos ha generado gran intere´s por parte de los investigadores en describir como
el modelo se ajusta a los datos observados. En este sentido para evaluar la calidad del ajuste
de un modelo espec´ıfico se han propuesto distintas medidas R2. En este trabajo se proponen
dos estad´ısticos R2 para evaluar bondad de ajuste en modelos lineales mixtos con datos
longitudinales de medidas repetidas. Se llevo´ a cabo un estudio de simulacio´n para evaluar
y comparar los estad´ısticos R2 propuestos junto con otros estad´ısticos R2 reportados en la
literatura. Finalmente, se aplican los distintos R2 a datos reales. Se llega a la conclusio´n que
los estad´ısticos R2 propuestos tiene una interpretacio´n intuitiva, rango bien definido y son
medidas que se pueden interpretar en un sentido absoluto sin hacer referencia a un modelo
nulo. Sin embargo, el estudio de simulacio´n evidencia que al igual que los otros estad´ısticos,
los estad´ısticos R2 propuestos, en algunas ocasiones son incapaces de discriminar cuando las
variables eliminadas del modelo son importantes.
Palabras clave: Modelos lineales mixtos; datos longitudinales; bondad de ajuste; coe-
ficiente de determinacio´n.
Abstract
Linear mixed models have received considerable attention in recent years. This has promoted
its development until converting them in an indispensable tool to analyze longitudinal data.
The usefulness of these models in applications such as clinical trials and epidemiological
studies have generated high interest among researchers for describing the fit of the mod-
el. Consequently, to evaluate the quality of the fit in a specific model they have proposed
several measures R2. This paper proposes two R2 statistics to assess the goodness of fit in
linear mixed models with longitudinal data. A simulation study was conducted to evaluate
and compare the R2 statistics proposed together with other R2 statistics reported in the
literature. Finally, the studied R2 statistics are illustrated using real data. In conclusion, the
two proposed R2 statistics have the following properties: 1) intuitive interpretation, 2) well
defined range and 3) they can be interpreted in an absolute scale without doing reference to
a null model. However, the simulation study evidences that, as well as other R2 statistics,
the two proposed R2 statistics sometimes are not able to discriminate when the removed
variables of the model are important.
small Keywords: Linear mixed models, longitudinal data, goodness of fit, coeffi-
cient of determination.
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1 Introduccio´n
Los modelos lineales con efectos mixtos son eficientes para analizar datos longitudinales y
medidas repetidas, (Liu et. al [8],Vonesh [17]). Una gran cantidad de investigadores ha en-
focado sus estudios en la modelacio´n de la varianza, la estimacio´n de los para´metros, las
pruebas de significancia y las pruebas de bondad de ajuste. En este u´ltimo aspecto, se han
desarrollado varias medidas tales como el criterio de informacio´n de Akaike (AIC), el criterio
de informacio´n bayesiano (BIC) y la prueba de razo´n de verosimilitud (LRT), comu´nmente
utilizadas en modelos lineales mixtos (mlm) y que se encuentran disponibles en la mayor´ıa
de los paquetes estad´ısticos. Sin embargo, su uso se limita a la comparacio´n de modelos con
el fin de seleccionar algunos de ellos. A diferencia de los estad´ısticos R2 tradicionales que
adema´s de utilizarse como criterios de seleccio´n ayudan a medir la proporcio´n de la variacio´n
explicada de una manera intuitiva.
Como el coeficiente de determinacio´n, R2, del modelo lineal cla´sico tiene una forma de in-
terpretacio´n que es simple e intuitiva y adema´s es fa´cil de calcular, hay un gran intere´s en
desarrollar medidas de este tipo que sean extensiones naturales de los R2 de los modelos
tradicionales. Aunque se han propuesto estad´ısticos R2 como medidas de bondad de ajuste
que puedan evaluar los modelos, son pocos los que pueden evaluarlos sin hacer referencia a
un modelo nulo, es decir, en un sentido absoluto, Liu et. al [8].
Recientemente, Orelien y Edwards [11], reportaron resultados de simulacio´n para evaluar
la habilidad de varios estad´ısticos R2 propuestos en la literatura en la eleccio´n del modelo
ma´s parsimonioso1. Ellos comparan el valor de los estad´ısticos R2 de un modelo completo
con los R2 de otros modelos a los cuales se les han removido covariables de efectos fijos.
Tambie´n comparan los R2 del modelo completo con los de un modelo sobreajustado. En
este estudio, todos los modelos tienen los mismos efectos aleatorios. Ellos encuentran que los
R2 marginales son capaces de seleccionar el modelo ma´s parsimonioso, en tanto que los R2
condicionales son incapaces de discriminar adecuadamente entre el modelo correcto y uno
en el cual se han omitido covariables importantes de efectos fijos.
Como una extensio´n del trabajo propuesto por Orelien y Edwards [11] en este estudio se
realiza un ana´lisis de simulacio´n para evaluar el desempen˜o de algunos estad´ısticos R2 condi-
cionales propuestos en la literatura, aplicados a modelos lineales mixtos, ajustando modelos
1Un modelo es parsimonioso si captura un buen porcentaje de informacio´n con pocas covariables
3en los cuales no se asume que las covariables de efectos aleatorios esta´n bien especificadas.
Adema´s, se proponen dos estad´ısticos R2 y se evalu´a el desempen˜o de los mismos como
medidas de bondad de ajuste en un sentido absoluto, para el caso de los modelos lineales
mixtos aplicados a datos longitudinales con respuesta continua, mediante diferentes escena-
rios de simulacio´n donde se generan conjuntos de datos balanceados y desbalanceados. Estas
propuestas junto con el estudio de simulacio´n constituyen los aportes ma´s importante de
este trabajo.
Este trabajo se compone de una parte teo´rica donde se muestran los conceptos a usar a lo
largo del estudio y de una parte pra´ctica donde se indica la metodolog´ıa empleada para la
simulacio´n de los conjuntos de datos a ser estudiados. Todas las simulaciones se llevan a
cabo usando el software estad´ıstico R [13]. En el cap´ıtulo 2, se realiza una revisio´n de la
literatura referente a los estad´ısticos R2 propuestos para algunos modelos, en especial en
el modelo lineal con efectos mixtos. Adema´s, se presenta la especificacio´n matema´tica del
modelo y algunos conceptos relacionados con e´l. Tambie´n se presentan los cinco estad´ısticos
R2 seleccionados de la literatura para llevar a cabo el estudio de simulacio´n. En el cap´ıtulo
3, se presentan los dos estad´ısticos R2 propuestos junto con sus propiedades. En el cap´ıtulo 4
se presenta el estudio de simulacio´n bajo diferentes escenarios para evaluar el desempen˜o de
los estad´ısticos como medidas de bondad de ajuste y como criterios de seleccio´n de modelos.
En el cap´ıtulo 5 se estiman los siete estad´ısticos R2 para evaluar el ajuste de diferentes
modelos ajustados a dos conjuntos de datos: El primer conjunto es un estudio longitudinal
que analiza el crecimiento de 27 nin˜os de 8 a 14 an˜os de edad. El segundo conjunto de
datos analiza el secado al aire de unos tablones cipre´s en funcio´n del tiempo y su grosor. Se
pretende encontrar los modelos que mejor se ajusten a estos dos conjuntos de datos utilizado
los diferentes estad´ısticos R2 como medidas de bondad de ajuste y criterios de seleccio´n para
los predictores. Finalmente, en el cap´ıtulo 6 se exponen las conclusiones derivadas de los
resultados obtenidos a trave´s de la investigacio´n. Tambie´n se ponen algunas recomendaciones
para estudios futuros.
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En este cap´ıtulo se realiza una revisio´n de la literatura donde se presentan avances recientes
relacionados con los estad´ısticos R2 dentro del contexto de modelos lineales mixtos y se
muestran los conceptos generales para contextualizar el desarrollo de este estudio.
2.1. Estado del arte
En los u´ltimos an˜os, para diversos modelos estad´ısticos, se han propuesto diferentes tipos de
estad´ısticos R2 como medidas de bondad de ajuste. A continuacio´n se hace una revisio´n de
algunos de estos trabajos.
Magee [9], propone dos me´todos para generar medidas de R2 para una amplia clase de mode-
los. Esas medidas esta´n conectadas a los modelos de regresio´n lineal esta´ndar a trave´s de los
estad´ısticos Wald y razo´n de verosimilitud que se utilizan para chequear la significancia con-
junta de las variables explicativas. El autor muestra algunos usos corrientes de la utilizacio´n
del R2 para casos especiales de esos modelos.
Nagelkerke [10], discute una generalizacio´n del coeficiente de correlacio´n R2 para modelos de
regresio´n en general. E´l propone una definicio´n concerniente a modelos con respuesta discreta.
Cameron y Windmeijer [2], propusieron un estad´ıstico R2 como medida de bondad de ajuste
para los modelos de regresio´n de la familia exponencial. Estos incluyen transformaciones
logit, probit, Poisson, geome´trica, gamma y exponencial. Este R2 esta´ definido como la re-
duccio´n proporcional en certeza, medida por la divergencia de Kullback-Leibler, debida a la
inclusio´n de regresores.
Cameron y Windmeijer [3], propusieron varias medidas R2 basadas en varias definiciones
de residuales para el modelo de regresio´n Poisson ba´sico y para modelos ma´s generales
tales como el binomial negativo que acomoda datos sobredispersos. La medida R2 preferida
esta´ basada en la desviacio´n residual.
Vonesh et al. [17], presentaron un estad´ıstico de bondad de ajuste en regresio´n no lineal que
puede ser utilizado de manera similar al criterio R2 en regresio´n lineal, para la evaluacio´n de
la estructura de covarianza y de la media supuesta. Adema´s, introducen una aproximacio´n
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al pseudo-test de razo´n de verosimilitud, para chequear la hipo´tesis de la estructura de co-
varianza.
Xu [18], generaliza la bien conocida medida R2 para modelos de regresio´n lineal con efec-
tos mixtos. E´l cuantifica la variabilidad en la variable respuesta que es explicada por las
covariables bajo el modelo lineal mixto y estima tres tipos de medida para cuantificar tales
cantidades. El primer tipo de medida hace uso directo de la varianza estimada; el segundo
tipo de medida usa la suma de cuadrados de los residuales en analog´ıa a la regresio´n lineal;
y el tercer tipo de medida esta´ basado en la ganancia de informacio´n de Kullback-Leibler.
Xu estudia el rendimiento de las medidas a trave´s de simulaciones de Monte Carlo e ilustra
su utilidad con un conjunto de datos de un experimento cl´ınico para el tratamiento de la
esquizofrenia.
Orelien y Edwards [11], reportan resultados de simulacio´n para evaluar la habilidad de varios
estad´ısticos R2 en la eleccio´n del modelo ma´s parsimonioso. Ellos comparan el valor de los
estad´ısticos R2 de un modelo completo con los R2 de otros modelos a los cuales se les han
removido covariables de efectos fijos. Tambie´n comparan los R2 del modelo completo con los
de un modelo sobreajustado. En este estudio, todos los modelos tienen los mismos efectos
aleatorios. Ellos encuentran que los R2 marginales son capaces de seleccionar el modelo ma´s
parsimonioso, en tanto que los R2 condicionales son incapaces de discriminar adecuadamente
entre el modelo correcto y uno en el cual se han omitido covariables importantes de efectos
fijos.
Edwards et al [4], definen y describen el modo de calcular un estad´ıstico R2 para el modelo
lineal mixto mediante el uso de un solo modelo. El estad´ıstico propuesto mide la asociacio´n
multivariada entre la variable respuesta y los efectos fijos en el modelo mixto. El estad´ısti-
co surge como una funcio´n uno a uno de un estad´ıstico F apropiado para chequear todos
los efectos fijos, excepto el intercepto, pero manteniendo la misma estructura de covarian-
za. Adema´s, el estad´ıstico conduce inmediatamente a una definicio´n natural de un R2 parcial.
Liu, Zheng y Shen [8], proponen tres coeficientes de determinacio´n R2 como medidas de
bondad de ajuste para el modelo lineal con efectos mixtos aplicados a datos longitudinales
con medidas repetidas. Ellos presentan teoremas que describen las propiedades de los tres
R2 y las relaciones entre ellos. Para comparar los R2 junto con otros criterios de la literatura
llevaron a cabo un estudio completo de simulacio´n. Por u´ltimo, aplican cada uno de los R2
a datos reales de respuesta virolo´gica de pacientes con VIH.
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2.2. Datos longitudinales
Uno de los objetivos ma´s interesantes de la estad´ıstica aplicada es poder construir modelos
que expliquen las relaciones entre los datos obtenidos derivados de la pra´ctica estad´ıstica.
En el contexto cla´sico, una de las hipo´tesis planteadas, a la hora de modelar, es la indepen-
dencia entre observaciones. Sin embargo, muchos estudios tienen disen˜os que implican datos
correlacionados. Un caso particular de datos correlacionados son los disen˜os longitudinales,
que se obtienen cuando la misma caracter´ıstica es medida repetidamente en el tiempo. El
ana´lisis longitudinal presenta importantes ventajas respecto a otros disen˜os, una de las ma´s
importantes es que permite distinguir variaciones en el tiempo de la caracter´ıstica que se
mide en un individuo (o variacio´n intra-individual) junto con las variaciones debidas a las
diferencias entre los individuos (o variacio´n inter-individual).
Los me´todos para variable respuesta continua bajo suposiciones de normalidad son los que
han tenido un mayor desarrollo. En concreto, el modelo lineal mixto (Laird y Ware[6]) ha
jugado un papel importante en extender el modelo lineal general para tratar con datos
continuos correlacionados. Debido a las propiedades de la distribucio´n normal multivariada,
su teor´ıa e implementacio´n se simplifica bastante. Programas de software tales como el R
han desarrollado librer´ıas como el nlme que son ampliamente utilizados para ajustar esta
clase de modelos y han facilitado la difusio´n de esta metodolog´ıa.
2.3. EL modelo lineal mixto (MLM)
Los modelos lineales mixtos han generado un creciente intere´s en la literatura estad´ıstica en
los u´ltimos an˜os, debido a que representan una herramienta rica y poderosa para el ana´lisis de
datos de medidas repetidas con datos balanceados o desbalanceados entre otras aplicaciones.
Dichos modelos son usados para describir la relacio´n entre una variable respuesta y una o ma´s
covariables en datos con medidas repetidas de acuerdo a uno o ma´s factores de clasificacio´n.
Al tratar de modelar datos con medidas repetidas hay que considerar que aparecen dos
fuentes de variabilidad, una entre las medidas del mismo sujeto (variacio´n intraindidividual),
otra es la variacio´n aleatoria entre los sujetos (variacio´n interindividual). El modelo propuesto
por Laird y Ware [6] reconoce ambas fuentes de variabilidad y se puede definir en dos etapas.
ETAPA 1 (Variacio´n intra-individual)
Se supone que se tienen m sujetos y que cada sujeto i ha sido observado ni veces, por tanto,
se tienen disponibles N=
∑m
i=1 ni observaciones en total. Sea Y i el vector de respuestas ni×1
del i− e´simo sujeto. Por tanto se satisface que,
Yi = Xiβ + Zibi + ei. (2-1)
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Donde bi es el efecto aleatorio del i − e´simo individuo, β es el vector de para´metros p × 1
correspondiente a los efectos fijos, Xi es la matriz de disen˜o ni×p espec´ıfica para el i− e´simo
sujeto, Zi es una matriz de disen˜o ni × k y ei es el vector de errores intra-individual. Se
asume que ei ∼ N(0,Ri) donde Ri es la matriz de covarianzas intra-individual de dimensio´n
ni × ni. Con los bi y los ei estad´ısticamente independientes.
A partir del modelo (2-1) se tiene que,
E(Yi | bi) = Xiβ + Zibi
Cov(Yi | bi) = Ri.
ETAPA 2 (Variacio´n inter-individual)
Se supone que el vector de efectos aleatorios bi proviene de una distribucio´n normal con
media cero y matriz de dispersio´n Dk×k; adema´s se asume que los bi, i = 1, 2, ...,m son
independientes entre s´ı y del vector de errores ei. Con estos supuestos se tiene que,
E[Yi] = E[E(Yi | bi)] = Xiβ
Cov[Yi] = E[Cov(Yi | bi)] + Cov[E(Yi | bi)]
= Ri + ZiDZ
′
i
= Vi.
La forma de Vi implica que el modelo tiene dos fuentes de variabilidad: La primera se re-
fiere a la variacio´n dentro de los individuos representada por la matriz Ri y la segunda a la
variacio´n entre los individuos representada por la matriz D.
El modelo (2-1) junto con los supuestos del vector de errores ei y el vector de efectos aleato-
rios bi implica que los vectores tienen distribuciones normales multivariadas de dimensio´n
ni; para precisar, para cada i = 1, 2, ...,m se tiene que Yi|bi ∼ N(Xiβ + Zibi,Ri) y por
tanto Yi ∼ N(Xiβ,Vi).
A veces es ma´s conveniente escribir el modelo para todos los individuos en un vector,
{
Y = Xβ + Zb+ e
var[Y ] = R + ZD˙Z′ = VN×N = diag(V1,V2, ...,Vm).
(2-2)
Donde,
Y = [Y′1,Y
′
2, . . . ,Y
′
m]
′,X = [X′1,X
′
2, . . . ,X
′
m]
′,b = [b′1,b
′
2, . . . ,b
′
m]
′,
e = [e′1, e
′
2, . . . , e
′
m, ]
′, Z = diag(Z1,Z2, . . . ,Zm)(N×km), R = diag(R1,R2, . . . ,Rm)(N×N),
D˙ = diag(D,D, . . . ,D)(km×km)
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Estimacio´n de los efectos y los para´metros de covarianza
Para ajustar un modelo lineal mixto se deben estimar los para´metros que caracterizan la
estructura de la media, β, y la estructura de la varianza, descritas por las matrices D y
R. Bajo el supuesto de normalidad multivariada es frecuente usar los me´todos de ma´xima
verosimilitud, (ML) y ma´xima verosimilitud restringida, (REML), para estimar los efectos
fijos especificados en el modelo.
Ma´xima verosimilitud (MLE)
El me´todo de ma´xima verosimilitud es el siguiente. Si se quieren estimar los para´metros
que caracterizan el modelo con base en los datos disponibles, un enfoque ser´ıa utilizar como
estimadores de los para´metros los valores que maximizan la probabilidad de que la muestra
obtenida ocurra. La funcio´n de verosimilitud es la funcio´n de densidad conjunta de los datos
pero mirada como funcio´n de los para´metros.
Debido al hecho que las observaciones para cada individuo esta´n correlacionadas, la funcio´n
de verosimilitud para un individuo se obtiene escribiendo primero la densidad de probabilidad
conjunta de las observaciones del individuo en forma matricial. Luego la densidad de pro-
babilidad conjunta de todos los individuos es el producto de las densidades de probabilidad
individual, esto considerando que las observaciones de diferentes individuos son independien-
tes. Bajo el supuesto de normalidad e independencia del error y del efecto aleatorio, bi y ei,
la funcio´n de verosimilitud tiene la forma de una distribucio´n conjunta normal multivariada,
as´ı, la funcio´n de probabilidad resultante para todos los m individuos de acuerdo con la
ecuacio´n (2-1), es la siguiente:
L =
m∏
i=1
(2pi)−(
ni
2
) | Vi |− 12 exp{−(Yi −Xiβ)
′V−1i (Yi −Xiβ)
2
} (2-3)
Equivalentemente, la log-verosimilitud es:
` = −1
2
[
m∑
i=1
nilog(2pi) + log|Vi|+ (Yi −Xiβ)′V−1i (Yi −Xiβ)
]
(2-4)
con Vi = Ri + ZiDZ
′
i, donde los para´metros de covarianza intra-individual esta´n represen-
tados por Ri, y los distintos elementos de la covarianza entre los individuos por la matriz
D. Si α denota el vector que contiene los para´metros de varianza y covarianza, usualmente
llamados componentes de varianza, encontrados en Vi = Ri+ZiDZ
′
i, entonces para obtener
los estimadores primero se asume que α es conocido y se maximiza ` con respecto β, as´ı se
obtiene el estimador de ma´xima verosimilitud MLE de β, βˆ(α) denotado de esta manera
porque βˆ es funcio´n de las componentes de α, entonces
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βˆ(α) = [
m∑
i=1
X
′
iV
−1
i Xi]
−1[
m∑
i=1
X
′
iV
−1
i Yi]. (2-5)
Luego el MLE de α se obtiene maximizando ` en funcio´n de α despue´s de reemplazar β por
βˆ(α) en (2-4).
Ma´xima verosimilitud restringida
Thompson [14] introdujo la idea de ma´xima verosimilitud restringida, REML, con el objeto
de obtener estimadores para los componentes de varianza insesgados o menos sesgados que
los estimadores de ma´xima verosimilitud.
Este procedimiento cobra importancia cuando el nu´mero de para´metros de efectos fijos es
relativamente grande con respecto al nu´mero total de observaciones, pues en este caso los
estimadores obtenidos por MLE de los componentes de la varianza resultan subestimados,
es decir, los para´metros de varianza son demasiado pequen˜os. Verbeke y Molenberghs [15]
consideran que lo anterior se debe a la pe´rdida de informacio´n que ocurre al estimar primero
(los componentes de la media), pero que aparentemente, se pueden obtener directamente es-
timadores insesgados para los componentes de la varianza que se basan en un procedimiento
estad´ıstico que no requiere estimacio´n inicial de los componentes de la media.
La estimacio´n por REML se describe en el siguiente procedimiento: Primero se combinan
los m modelos de regresio´n de todos los individuos en un solo modelo Y = Xβ + Zb + e
donde los vectores Y, b, e y la matrix X se obtienen superponiendo los vectores Yi, bi,ei
y las matrices Xi respectivamente una sobre la otra, y donde Z es una matriz con bloques
en la diagonal principal cuyos bloques son las matrices Zi y ceros en los otros lugares. La
dimensio´n de Y es igual a N × 1 donde N = ∑mi=1 ni.
La distribucio´n marginal de Y es normal con media Xβ y con matriz de covarianza V(α)
que es igual a una matriz con bloques en la diagonal principal cuyos bloques son Vi y ceros
en los otros lugares.
Los estimadores para los componentes de la varianza por ma´xima verosimilitud restringida
se obtienen maximizando la funcio´n de verosimilitud de una combinacio´n lineal de los ele-
mentos de la variable respuesta Y, estas combinaciones lineales se conocen como conjunto
de contrastes de errores, Verbeke [15] que esta´n dados por
Y− Yˆ = U = A′Y,
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con Yˆ = Xβˆ.Donde A es cualquier matriz de rango completo de taman˜o N × (N − p) con
columnas ortogonales a las columnas de X.
Por lo anterior, el vector U sigue una distribucio´n normal que tiene por media un vector
de ceros y por varianza la matriz A′VA, adema´s, la distribucio´n de U no depende de β,
por tanto, las inferencias sobre los componentes de la varianza basadas en la distribucio´n del
vector U no pierden informacio´n en la estimacio´n de los componentes de la media contenidos
en β como si ocurre cuando las inferencias sobre los componentes de la varianza se basan en
la distribucio´n del vector Y.
La funcio´n de log-verosimilitud de U o de los contrastes de errores se puede escribir como:
L(α)=(2pi)−
n−p
2 |∑mi=1 X′iXi| 12 ∣∣∑mi=1 X′iV−1i Xi∣∣− 12 exp [−12 ∑mi=1 (Yi −Xiβˆ)′V−1i (Yi −Xiβˆ)]
Donde βˆ =
(∑m
i=1 X
′
iV
−1
i Xi
)−1 (∑m
i=1 X
′
iV
−1
i Yi
)
y α denota un vector que contiene todos
los componentes de la varianza.
Los estimadores de los componentes de la varianza, αˆ, obtenidos por ma´xima verosimilitud
restringida no dependen de la escogencia de la matriz A (es decir, de los contrastes de error
utilizados, o de la combinacio´n lineal utilizada sobre el vector de variables respuesta Y ),
Verbeke [15].
Estimador emp´ırico de Bayes
Adema´s del intere´s en la estimacio´n de los para´metros fijos del modelo, que incluye las
componentes de la varianza, a menudo es tambie´n de intere´s la prediccio´n de los efectos
aleatorios bi. Una forma natural para estimar los efectos aleatorios esta´ basado en te´cnicas
bayesianas, dado que en el modelo (2-1) considera los efectos bi como variables aleatorias.
Partiendo del hecho que la distribucio´n del vector Yi del individuo i condicionado por el
coeficiente bi es normal multivariada con vector de medias Xiβ + Zibi y con matriz de
covarianza Ri. Adema´s, la distribucio´n marginal de bi es normal multivariada con vector
de medias 0 y matriz de covarianza D. En la literatura bayesiana, esta u´ltima distribucio´n
es usualmente llamada distribucio´n a priori de los para´metros bi, pues no dependen de la
distribucio´n de los datos Yi. Una vez recolectados los valores yi del vector aleatorio Yi, la
llamada distribucio´n a posteriori de bi, definida como la distribucio´n de bi dado que Yi = yi,
que se denota por f(bi|Yi = yi) y se puede calcular. Si se denota la funcio´n de densidad de
Yi dado bi y la funcio´n de densidad a priori de bi por f(yi|bi) y f(bi) respectivamente, se
tiene que la funcio´n de densidad a posteriori de bi esta´ dada por:
f(bi|yi) = f(bi|Yi = yi) = f(yi|bi)f(bi)∫ f(yi|bi)f(bi)dbi .
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Usando la teor´ıa bayesiana de modelos lineales generales se puede demostrar que la fun-
cio´n de densidad anterior es normal multivariada. Es muy usual estimar bi por su media
en la distribucio´n a posteriori, llamada media a posteriori de bi. Este estimador esta´ dado por
bˆi = E[bi|Yi = yi] =
∫∞
−∞ bif(bi|yi)dbi = DZ′iV−1i (yi −Xiβˆ).
Y la matriz de covarianza correspondiente a dicho estimador es igual a
V [bˆi] = DZ
′
i[V
−1
i −V−1i Xi(
∑m
i=1 X
′
iV
−1
i Xi)
−1X′iV
−1
i ]ZiD,
Verbeke [15]
2.4. El estad´ıstico R2
Los R2 como medidas de bondad de ajuste son muy populares. Son nu´meros que se pueden
obtener a partir de un modelo ajustado. Tienen una interpretacio´n natural como la propor-
cio´n de la varianza explicada de la variable respuesta por el modelo, esta´ entre 0 y 1, es
adimensional y es mayor a medida que el modelo presenta mejor ajuste. Magee [9].
La metodolog´ıa planteada en esta propuesta se relaciona con la teor´ıa de los estad´ısticos
R2, los modelos lineales mixtos y los datos longitudinales. Por esta razo´n se hace necesario
mostrar algunas definiciones y conceptos ba´sicos que ayuden a entender como se desepen˜an
los estad´ısticos R2 condicionales en el contexto de los modelos lineales mixtos.
Conceptos ba´sicos
Las propiedades ba´sicas generales de los R2 fueron enunciadas por Kvalseth [5]. E´l propone
ocho criterios para evaluar los estad´ısticos R2:
1. Los R2 deben tener una interpretacio´n razonable y u´til como una medida de bondad
de ajuste (Goodnes of fit, GOF siglas en ingle´s).
2. Los R2 deben ser independientes de las unidades de medida.
3. El rango de valores potencial debe estar bien definido con criterios correspondientes
para perfecto ajuste o total falta de ajuste.
4. Los R2 deben ser los suficientemente generales como para ser aplicados a cualquier tipo
de modelo.
5. Los R2 no deben estar confinados a cualquier te´cnica de ajuste del modelo espec´ıfico.
Es decir, sin importar que te´cnica de estimacio´n del modelo se utilice debe ser factible
calcular los estad´ısticos R2.
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6. Los R2 se deben poder comparar cuando se aplique al mismo conjunto de datos pero
con diferentes modelos ajustados (Comparar entre modelos ).
7. Los valores relativos de los R2 deben ser en general comparables con otros criterios
razonables de bondad de ajuste (Comparar entre criterios de bondad de ajuste).
8. Los residuales positivos y negativos deber´ıan tener igual ponderacio´n.
Cameron y Windmeijer [3], propusieron otros cuatro criterios:
1. Los R2 no deber´ıan decrecer a medida que se agregan regresores el modelo (sin correc-
cio´n de los grados de libertad).
2. Los R2 basados en la suma de cuadrados de los residuales deben coincidir con los R2
basados en la suma de cuadrados explicada.
3. Debe haber una correspondencia entre los R2 y las pruebas de significancia de los
para´metros ajustados y entre los cambios de los R2 a medida que se agregan regresores
y las pruebas de significancia de todos los para´metros.
4. Los R2 deber´ıan tener una explicacio´n en te´rminos de la informacio´n contenida por los
datos.
2.5. Estad´ıstico R2 para modelos lineales mixtos
2.5.1. El estad´ıstico R21
Vonesh y Chinchilli [16] propusieron un estad´ıstico R2 para evaluar bondad de ajuste en un
MLM generalizado, el cual se denotara´ R21. Asumiendo Ri = σ
2Ini , el estad´ıstico R
2
1 se define
como:
R21 = 1−
∑m
i=1(yi − yˆi)′(yi − yˆi)∑m
i=1(yi − y¯1ni)′(yi − y¯1ni)
. (2-6)
El R21 coincide con el tradicional estad´ıstico R
2 para modelos lineales cuando m=1, por lo
tanto este R21 es fa´cil de interpretar. Sin embargo, R
2
1 no toma expl´ıcitamente las componentes
aleatorias del modelo.
2.5.2. El estad´ıstico Rc
Motivado por el coeficiente de correlacio´n de concordancia ρc, Vonesh y otros [17] proponen
Rc = 1−
∑m
i=1(yi − yˆi)′(yi − yˆi)∑m
i=1(yi − y¯1ni)′(yi − y¯1ni) +
∑m
i=1(yˆi − yˆ1ni)′(yˆi − yˆ1ni) +N(y¯ − yˆ)2
, (2-7)
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como una medida de bondad de ajuste para modelos no lineales con efectos mixtos genera-
lizados, donde N es el nu´mero total de observaciones; m es el nu´mero de individuos, yi es
el vector de valores observados del i-e´simo sujeto; yˆ es el vector de valores predichos, y¯ es la
media de los elementos de todos los valores observados y 1ni es un vector ni × 1 de unos.
2.5.3. El estad´ıstico Ωˆ2
,
Xu[18] propuso el estad´ıstico Ωˆ2 que sirve para explicar la variacio´n en el modelo lineal.
Esta´ dado por:
Ωˆ2 = 1− σˆ
2
σˆ20
, (2-8)
Ωˆ2 tiene el objetivo de estimar Ω2=1− V (yij |X,b)
V (yijbajo un modelo nulo)
, donde j ∈ {1, 2, . . . , ni} y yij es
el j-e´simo elemento de yi, σˆ
2 es el estimador de σ2 del modelo ajustado (o modelo intere´s),
σˆ20 es el estimador de la varianza de los residuales de un modelo nulo de la siguiente forma:
yi = 1niβo + 1niboi + i, (2-9)
es decir, σˆ20 es el estimador de la V (yij|boi), donde β0 es un para´metro fijo desconocido, boi
es un coeficiente aleatorio desconocido que tiene distribucio´n normal con media cero y i es
error aleatorio intra-sujeto.
2.5.4. El estad´ıstico R22
El estad´ıstico R22 propopuesto por Xu[13], que al igual que Ωˆ
2 mide la proporcio´n de la
variacio´n explicada por las covariables en el modelo. Se obtiene mediante la expresio´n:
R22 = 1−
RSS
RSS0
. (2-10)
Donde RSS es la suma de los residuales al cuadrado del modelo (2-1) y RSS0 es la suma de
los residuales al cuadrado de un modelo nulo dado en (2-9)
2.5.5. El estad´ıstico ρˆ2
Xu [18] propuso el estad´ıstico ρˆ2 como estimador de ρ2 que es un para´metro que mide la
proporcio´n de la aleatoriedad explicada de una variable aleatoria Y.
ρ2 es una transformacio´n mono´tona de la entrop´ıa, e[−2I(θ)], donde I(θ) = E[logp(y; θ)] es
la esperanza de la log-verosimilitud bajo un modelo lineal mixto que tiene la forma dada en la
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ecuacio´n (2-1), la aleatoriedad residual esta´ definida comoD(yij|X, b)=exp (−2E[logp(yij|X, b)]).
La proporcio´n de la aleatoriedad explicada esta dada por:
ρ2 = 1− D(yij|X, b)
D (yij|b∗o)
(2-11)
donde D(yij|b∗o) es la esperanza de la log-verosimilitud del modelo nulo dado en la ecuacio´n(2-
9).
ρˆ2 = 1− σˆ
2
σˆ20
exp
(
RSS
σˆ2
− RRS0
σˆ20
)
, (2-12)
donde RSS es la suma de los residuales al cuadrado del modelo (2-1) y RSS0 es la suma de
los residuales al cuadrado del modelo nulo dado en (2-9)
2.5.6. Estad´ısticos R2 marginales y condicionales
Vonesh y otros [17] propusieron los conceptos de estad´ıstico R2 marginal y condicional. Para
calcular la versio´n condicional del estad´ıstico R2, se utiliza el valor ajustado Yˆ = Xβˆ+Zbˆ, no
obstante, para la versio´n marginal del estad´ıstico R2, se utiliza el valor ajustado Yˆ = Xβˆ.
La versio´n condicional cuenta con ambos efectos fijos y aleatorios para medir bondad de
ajuste y el poder de prediccio´n, mientras que la versio´n marginal so´lo cuenta con la parte de
efectos fijos, la media del modelo.
Los estad´ısticos R2 descritos en la seccio´n anterior junto con dos estad´ısticos que constituyen
la propuesta original de este trabajo los cuales son especificados en el cap´ıtulo siguiente,
poseen versio´n condicional, es decir, los valores ajustados son de la forma Yˆ = Xβˆ + Zbˆ.
Todos los estad´ısticos son calculados en el cap´ıtulo 4 mediante un estudio de simulacio´n y a
partir del ajuste de diferentes modelos para evaluar su desempen˜o como medidas de bondad
de ajuste y criterios de seleccio´n de variables.
3 Estad´ısticos R2 propuestos
En este cap´ıtulo se proponen dos estad´ısticos R2 para evaluar la bondad de ajuste de los
modelos lineales mixtos, el R2DG y el R
2
DGP
1. El R2DG da igual peso a cada residual mien-
tras que el R2DGP pondera los residuales de forma tal que da mayor peso a los residuales de
los individuos con mayor cantidad de observaciones. Ambos estad´ısticos se pueden utilizar
para datos balanceados2 o desbalanceados, sin embargo, los estad´ısticos coinciden cuando
los datos son balanceados. En este sentido el R2DGP es una generalizacio´n de R
2
DG.
Para el ca´lculo de estos estad´ısticos los valores predichos se obtienen a partir de la siguiente
relacio´n Yˆi = Xiβˆ + Zibˆi. Estas propuestas, constituyen los aportes originales de esta tesis
de maestr´ıa.
3.1. Los estad´ısticos R2DG y R
2
DGP
Para modelos lineales con efectos mixtos ajustados a conjuntos de datos con medidas repeti-
das, se proponen los estad´ısticos R2DGP y R
2
DG dados por:
R2DG = 1−
∑m
i=1(yi − yˆi)′(yi − yˆi)∑m
i=1(yi − y¯i1ni)′(yi − y¯i1ni)
(3-1)
R2DGP = 1−
m
N
∑m
i=1 ni(yi − yˆi)′(yi − yˆi)∑m
i=1(yi − y¯i1ni)′(yi − y¯i1ni)
(3-2)
Donde:
m es el nu´mero de individuos.
yi es el vector de valores observados del individuo i, i = 1, 2, . . . ,m.
N es el total de observaciones.
yˆi es el vector de los valores ajustados o predichos del individuo i, i = 1, 2, . . . ,m.
y¯i es la media de los valores observados del individuo i, i = 1, 2, . . . ,m.
ni es el nu´mero de observaciones del individuo i, i = 1, 2, . . . ,m.
1ni es un vector de unos de taman˜o ni × 1, i = 1, 2, . . . ,m.
1Los sub´ındices de los estad´ıstico R2DG yR
2
DGP corresponde a las iniciales del nombre y el apellido del autor
DG: Diana Guzma´n y la P hace alusio´n a la versio´n ponderada del estad´ıstico R2DG
2Los datos son balanceados cuando el nu´mero de observaciones es el mismo para cada individuo
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3.2. Justificacio´n
Para los modelos lineales mixtos generalizados, Vonesh y Chichilli [16] propusieron el R21
definido en la ecuacio´n (2-6) el cual es una extensio´n natural del R2 tradicional para mode-
los lineales. A partir de la modificacio´n del estad´ıstico R21, se han propuesto dos estad´ısticos
R2 descritos en las ecuaciones (3-1) y (3-2) para evaluar la bondad de ajuste en los modelos
lineales mixtos. Estos estad´ısticos tambie´n son extensiones del estad´ıstico R2 tradicional y
por sus definiciones poseen propiedades e interpretacio´n similar.
Los estad´ısticos R2DGP y R
2
DG buscan mejorar el rendimiento de R
2
1 al ser ma´s espec´ıficos
en el ca´lculo de la suma de cuadrados total, pues el R2DGP y el R
2
DG calculan la suma de
cuadrados total para cada individuo en forma particular, tomando la suma de cuadrados de
la diferencia entre los valores observados y la media individual en lugar de medir las distan-
cias de los valores observados a la media general.
Los estad´ısticos propuestos se definen de esta manera con el objeto de obtener un porcentaje
de la variacio´n explicada ma´s acorde la variabilidad individual, y por ende ser unas medidas
ma´s confiables de bondad de ajuste y herramientas u´tiles para seleccionar el mejor modelo.
En comparacio´n con los estad´ısticos R21 y Rc, los estad´ısticos R
2
DG y R
2
DGP cuando son es-
timados en los diferentes modelos ajustados, presentan valores menores de la proporcio´n de
la variacio´n explicada por las covariables en el modelo. Esto se debe ba´sicamente a que los
denominadores de los estad´ısticos propuestos son menores.
Los estad´ısticos R21 y R
2
DG son medidas del porcentaje de variacio´n explicada que se diferen-
cian solamente en sus denominadores. El denominador del estad´ıstico R2DG mide las desvia-
ciones de las observaciones de cada individuo a su respectiva media y luego las suma, de esta
manera estima la variabilidad total (a trave´s de la suma de las estimaciones de las variabili-
dades totales de cada individuo). El denominador del estad´ıstico R21 mide las desviaciones
de las observaciones de cada individuo a la media general, de esta forma estima la variabi-
lidad total. En esta estimacio´n no se tiene en cuenta la clasificacio´n individual y por tanto
la variabilidad total queda sobreestimada, pues las observaciones de cada individuo oscilan
alrededor de su media y no necesariamente alrededor de la media general.
Por lo anterior, el estad´ıstico R2DG resulta ser una medida ma´s razonable de la proporcio´n
de la variabilidad explicada por el modelo ajustado.
El estad´ıstico R2DGP es una versio´n ponderada del estad´ıstico R
2
DG que da pesos a los indi-
viduos de acuerdo con el nu´mero de observaciones, lo cual se fundamenta intuitivamente
en el hecho de que el individuo con mayor cantidad de datos debe ser el que aporta ma´s
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informacio´n al modelo.
3.3. Propiedades
Los estad´ısticosR2 propuestos en las ecuaciones (3-1) y (3-2) poseen las siguientes propiedades.
1. Son adimensionales.
2. Fa´ciles de interpretar como la cantidad de variacio´n explicada por el modelo ajustado.
3. Son menores o iguales a uno.
4. Si alcanzan la cota superior, uno, se tiene perfecto ajuste.
5. Un valor cero o negativo indica completa falta de ajuste.
6. Si los datos son balanceados entonces R2DGP=R
2
DG.
7. El estad´ıstico R2DG es menor o igual que el estad´ıstico R
2
1
Demostracio´n.
1. Es inmediato que R2DG es adimencional, pues es el cociente de dos cantidades con las
mismas unidades.
2. Veamos que el estad´ıstico R2DG se puede interpretar como la proporcio´n de la variabili-
dad de la variable respuesta que es explicada por el modelo.∑m
i=1(yi − yˆi)′(yi − yˆi) es un estimador de la variabilidad que no es explicada por el
modelo.
En tanto que,
∑m
i=1(yi − y¯i1ni)′(yi − y¯i1ni) es un estimador de la variabilidad total de
la variable respuesta.
Luego,
∑m
i=1(yi−yˆi)′(yi−yˆi)∑m
i=1(yi−y¯i1ni )′(yi−y¯i1ni )
es la proporcio´n de la variabilidad de la variable
respuesta que no es explicada por el modelo.
Entonces, R2DG = 1−
∑m
i=1(yi−yˆi)′(yi−yˆi)∑m
i=1(yi−y¯i1ni )′(yi−y¯i1ni )
representa la proporcio´n de la variabilidad
de la variable respuesta que es explicada por el modelo.
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3. Tenemos que R2DG = 1−
∑m
i=1(yi−yˆi)′(yi−yˆi)∑m
i=1(yi−y¯i1ni )′(yi−y¯i1ni )
es claro que
∑m
i=1(yi − yˆi)′(yi − yˆi) ≥ 0 y
∑m
i=1(yi − y¯i1ni)′(yi − y¯i1ni) > 0,
si esta u´ltima cantidad fuera cero no ser´ıa necesario aplicar el modelo, debido a que
los valores de cada individuo permanecer´ıan constantes.
Por tanto,
∑m
i=1(yi−yˆi)′(yi−yˆi)∑m
i=1(yi−y¯i1ni )′(yi−y¯i1ni )
≥ 0
como R2DG = 1−
∑m
i=1(yi−yˆi)′(yi−yˆi)∑m
i=1(yi−y¯i1ni )′(yi−y¯i1ni )
,
entonces R2DG ≤ 1.
4. Veamos que si R2DG = 1 entonces el modelo lineal mixto ajusta perfectamente:
Si se tiene que R2DG = 1,
entonces se cumple que
∑m
i=1(yi − yˆi)′(yi − yˆi) = 0
esto equivale a yi = yˆi para cada i = 1, 2, . . . ,m
Por lo anterior hay perfecto ajuste.
5. Veamos que si R2DG ≤ 0 entonces hay completa falta de ajuste:
Si se tiene que R2DG ≤ 0,
entonces
∑m
i=1(yi−yˆi)′(yi−yˆi)∑m
i=1(yi−y¯i1ni )′(yi−y¯i1ni )
≥ 1
Luego
∑m
i=1(yi − yˆi)′(yi − yˆi) ≥
∑m
i=1(yi − y¯i1ni)′(yi − y¯i1ni)
Esta u´ltima desigualdad indica que la suma de cuadrados de las distancias entre los
valores observados y la recta ajustada no es menor que la suma de cuadrados de las
desviaciones de cada valor observado a su respectiva media individual. Es decir, la
variabilidad que no explica el modelo no es menor que la variabilidad total.
Por lo anterior, hay total falta de ajuste.
El R2DGP posee las mismas propiedades que el R
2
DG y las pruebas son ana´logas, sim-
plemente en el numerador se ponderan las desviaciones de los valores observados a la
recta de ajuste.
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6. Decir que los datos son balanceados, quiere decir que todos los individuos tienen el
mismo nu´mero de observaciones.
Es decir, n1 = n2 = . . . = nm.
Adema´s, se tiene que N =
∑m
i=1 ni =
∑m
i=1 n1 = mn1. Entonces:
R2DGP = 1−
m
N
∑m
i=1 ni(yi − yˆi)′(yi − yˆi)∑m
i=1(yi − y¯i1ni)′(yi − y¯i1ni)
= 1− m
N
∑m
i=1 n1(yi − yˆi)′(yi − yˆi)∑m
i=1(yi − y¯i1ni)′(yi − y¯i1ni)
= 1− mn1
N
∑m
i=1(yi − yˆi)′(yi − yˆi)∑m
i=1(yi − y¯i1ni)′(yi − y¯i1ni)
= 1− N
N
∑m
i=1(yi − yˆi)′(yi − yˆi)∑m
i=1(yi − y¯i1ni)′(yi − y¯i1ni)
= 1−
∑m
i=1(yi − yˆi)′(yi − yˆi)∑m
i=1(yi − y¯i1ni)′(yi − y¯i1ni)
= R2DG
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7. Veamos que
∑m
i=1(yi − y¯i1ni)′(yi − y¯i1ni) ≤
∑m
i=1(yi − y¯1ni)′(yi − y¯1ni)
Suponga que se tienen n valores reales x1, x2, . . . , xn encontremos el valor x ∈ < tal
que
∑n
i=1(xi − x)2 sea mı´nimo.
Sea f(x) =
∑n
i=1(xi − x)2, entonces:
f
′
(x) =
n∑
i=1
2(xi − x)(−1)
= −2
n∑
i=1
(xi − x)
= −2(
n∑
i=1
xi −
n∑
i=1
x)
= −2(
n∑
i=1
xi − nx)
= −2n( 1
n
n∑
i=1
xi − x)
= −2n(x¯− x)
Por tanto, f
′
(x) = 0 si y so´lo s´ı x = x¯ Como f
′′
(x) = 2n, entonces f
′′
(x¯) = 2n > 0 Por
tanto en el valor x = x¯, la funcio´n f(x) alcanza su mı´nimo.
Ahora se aplica el resultado anterior.
Tenemos que:
m es el nu´mero de individuos.
yi es el vector de valores observados del individuo i, i = 1, 2, . . . ,m.
yˆi es el vector de los valores ajustados o predichos del individuo i, i = 1, 2, . . . ,m.
y¯i es la media de los valores observados del individuo i, i = 1, 2, . . . ,m.
ni es el nu´mero de observaciones del individuo i, i = 1, 2, . . . ,m.
1ni es un vector de unos de taman˜o ni × 1, i = 1, 2, . . . ,m.
y¯ es la media de todos los valores observados.
Sea i = 1, 2, . . . ,m entonces:
3.3 Propiedades 21
(yi − y¯i1ni)′(yi − y¯i1ni) =
ni∑
j=1
(yij − y¯i)2
≤
ni∑
j=1
(yij − y¯)2
= (yi − y¯1ni)′(yi − y¯1ni)
Por tanto,
∑m
i=1(yi − y¯i1ni)′(yi − y¯i1ni) ≤
∑m
i=1(yi − y¯1ni)′(yi − y¯1ni)
Como los estad´ısticos R2DG y R
2
1 son de la forma
(
1− Numerador
Denominador
)
, tienen el mismo
numerador y el denominador del estad´ıstico R2DG es menor que el denominador del
estad´ıstico R21 como acabamos de mostrar. Entonces R
2
DG ≤ R21 y tambie´n se tiene
que el estad´ıstico R2DG es ma´s sensible a cambios que el estad´ıstico R
2
1 al tener un
denominador menor. Se debe notar que el numerador depende del modelo ajustado.
Adema´s, el denominador del estad´ısticoR2DG es una medida ma´s coherente de la variabi-
lidad total de la variable respuesta que el denominador del estad´ıstico R21. Pues el
primero mide las desviaciones de las observaciones de cada individuo a su respectiva
media, en tanto que el segundo mide las desviaciones de las observaciones de cada
individuo a la media general de todas las observaciones. Por tanto el estad´ıstico R2DG
es una medida ma´s razonable de la proporcio´n de la variabilidad explicada por el
modelo ajustado en comparacio´n del estad´ıstico R21.
4 Estudio de simulacio´n
4.1. Generacio´n de datos
En este cap´ıtulo se presenta la metodolog´ıa utilizada para evaluar el desempen˜o de algunos
estad´ısticos R2 encontrados en la literatura y los dos estad´ısticos propuestos. Se muestran
dos estudios de simulacio´n: uno con datos balanceados y el otro con datos desbalanceados
controlando los siguientes para´metros:
Taman˜o de muestra
El vector de para´metros fijos del modelo.
La distribucio´n del efecto aleatorio y del error aleatorio.
La covarianza de los efectos aleatorios.
Para el conjunto de datos balanceados, los datos consisten de 100 individuos y 7 repeticiones
por sujeto, por tanto se genero´ una variable respuesta longitudinal continua con tres te´rminos
de efectos: Una covariable de tiempo y dos variables dicoto´micas. Las covariables de efectos
aleatorios consisten de un te´rmino de intercepto aleatorio y te´rmino lineal para el tiempo.
Para formar los datos desbalanceados se tomo´ el conjunto de datos balanceados descrito
anteriormente y de e´ste se extrajeron algunos valores en forma aleatoria, de forma tal que
el nu´mero de repeticiones por individuo no sea fijo. Lo anterior, manteniendo como mı´nimo
una observacio´n por individuo. El nu´mero de valores retirados o extraidos de la muestra
inicial es aleatorio pero garantizando que a lo sumo halla un 10 % de datos faltantes.
Se simularon en total seis conjuntos de datos, tres considerando los datos balanceados y
los tres restantes para los datos desbalanceados asumiendo que la covarianza de los efectos
aleatorios no tiene una estructura determinada y la covarianza de los errores intrasujeto
es Ri = σ
2Ini . Los tres conjuntos con datos balanceados y los tres conjuntos con datos
desbalanceados difieren en los valores de correlacio´n intrasujeto, los respectivos valores de
σ2 son: 14, 58, 220, estos valores fueron seleccionados para que la correlacio´n intrasujeto es-
tuviera alrededor de 0.8, 0.5, 0.2, de tal forma que se pueda evaluar el desempen˜o de los
estad´ısticos R2 cuando el grado de asociacio´n entre las observaciones de un mismo individuo
es baja, media y alta. Los para´metros utilizados en la simulacio´n se presentan a continuacio´n:
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X = [17, (9,9.5,9.75,10,10.5,10.75,11)
′
, 17I1, 17I2]; Z = [17, (9,9.5,9.75,10,10.5,10.75,11)
′
] donde
X es una matriz disen˜o que contiene las covariables asociadas a los efectos fijos, Z es la ma-
triz de disen˜o que contiene las covariables para los efectos aleatorios y 17 es un vector de
unos 7× 1, I1 e I2 son funciones indicadoras que toman el valor 0 o´ 1, donde 1 indica que el
individuo posee una caracter´ıstica determinada y 0 lo contrario. 17 en X y Z es una columna
de unos necesaria para incluir en el modelo el intercepto fijo y el intercepto aleatorio res-
pectivamente, 17I1 y 17I2 corresponden a dos variables dicoto´micas, que segu´n sea el caso
se tendra´, para k = 1 o k = 2, 17Ik = 07 cuando el individuo no posee la caracter´ıstica,
o´, 17Ik = 17 cuando el individuo posee la caracter´ıstica. 17I1 y 17I2 se generaron en forma
aleatoria para cada individuo. Se tomo´
β =

16
9
17
17
 y D =
(
2 1
2
1
2
1
2
)
.
Los valores de los para´metros para dos de los efectos fijos (las variables dicoto´micas) tiene
el mismo valor (17) con el objetivo que tenga el mismo peso dentro de los modelo ajusta-
dos. Para la matriz de varianzas y covarianzas de los efectos aleatorios, los valores fueron
seleccionados para que la correlacio´n entre el intercepto aleatorio y la pendiente sea 0.5.
Para el conjunto de datos balanceados al igual que para el conjunto de datos desbalanceados
se probaron tres escenarios de simulacio´n, uno para cada valor de σ2. Para cada conjunto de
datos simulados, se ajusto el modelo verdadero que consiste del tiempo y las dos variables
dicoto´micas como efectos fijos y del intercepto y el tiempo como efectos aleatorios. En el
modelo verdadero se tomo´ el tiempo como una covariable tanto de efecto fijo como de efecto
aleatorio debido a que en muchas ocasiones es intere´s para el investigador que trabaja con
datos longitudinales ver como la variable respuesta es afectada por el tiempo; esto se logra
incluyendo el tiempo como efecto fijo en la estructura de la media. Sin embargo, el tiempo
puede afectar a los individuos de forma diferente de tal manera que los individuos pueden
presentar un comportamiento superior o inferior a la media dadas sus particularidades, por
tanto se incluye el tiempo como efecto aleatorio. Aparte del modelo verdadero se ajustaron
tres diferentes modelos. En cada uno de ellos se toman los mismos efectos fijos: El tiempo,
las dos variables dicoto´micas y una covariable no relacionada con la variable respuesta (dicha
variable se genero´ a partir de una distribucio´n uniforme en forma independiente de la variable
respuesta); en tanto que los efectos aleatorios var´ıan de modelo a modelo. En el primer modelo
se ajustan los efectos fijos ya mencionados y un intercepto aleatorio solamente; en el segundo
modelo se agrega el tiempo como efecto aleatorio con respecto al primer modelo; y por u´ltimo,
en el tercer modelo se agrega la covariable no relacionada con la variable respuesta como
efecto aleatorio con respecto al segundo modelo.
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En resumen los modelos que se ajustaron para cada valor de σ2 son los siguientes:
Tabla 4-1: Modelos Ajustados.
σ2 Modelo Efectos Fijos Efectos Aleatorios
14 Modelo Verdadero Efectos Fijos Intercepto + Pendiente
Modelo 1 Efectos fijos + So´lo intercepto
Modelo 2 una covariable Intercepto + Pendiente
Modelo 3 independiente Intecepto + Pendiente +
una variable independiente
58 Modelo Verdadero Efectos Fijos Intercepto + Pendiente
Modelo 1 Efectos Fijos + So´lo intercepto
Modelo 2 una covariable Intercepto + Pendiente
Modelo 3 independiente Intecepto + Pendiente +
una variable independiente
220 Modelo Verdadero Efectos Fijos Intercepto + Pendiente
Modelo 1 Efectos Fijos + So´lo intercepto
Modelo 2 una covariable Intecepto + Pendiente
Modelo 3 independiente Intecepto + Pendiente +
una variable independiente
En comparacio´n con el modelo verdadero el modelo 1 es un modelo reducido en donde
se elimina el tiempo en los efectos aleatorios, similarmente, en comparacio´n con el modelo
verdadero el modelo 2 y el modelo 3 son modelos sobre ajustados. En el modelo 2 se adiciona
una variable no relacionada con la respuesta como efecto fijo y en el modelo 3 se adiciona
tanto para los efectos fijos como para los efectos aleatorios una variable no relacionada con
la respuesta.
El sofware estad´ıstico R versio´n 2.9.2.
Se simularon 1000 muestras dentro de cada conjunto de datos (Cada valor de σ2).
Para cada muestra se ajustaron los diferentes modelos usando REML para estimar
los para´metros.
Para cada modelo se calcularon los estad´ısticos R2 descritos en el cap´ıtulo 2 y 3,
resumidos en la tabla 4-2.
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Tabla 4-2: Resumen de los diferentes estad´ısticos R2 condicionales para modelos lineales mixtos.
Estad´ıstico Formula Autor(es)
R21 R
2
1 = 1−
∑m
i=1(y−yˆi)′(yi−yˆi)∑m
i=1(yi−y¯1ni )′(yi−y¯1ni )
Vonesh y Chinchilli.(1997)
Rc Rc = 1−
∑m
i=1 (yi−yˆi)′(yi−yˆi)∑m
i=1 (yi−y¯i1ni)′(yi−y¯i1ni)+
∑m
i=1 (yˆi−yˆ1ni)′(yˆi−yˆ1ni)+N(y¯−yˆ)2
Vonesh et al.(1996)
Ωˆ2 Ωˆ2 = 1− σˆ2
σˆ20
Xu(2003)
R22 R
2
2 = 1− RSSRSS0 Xu(2003)
ρˆ2 ρˆ2 = 1− σˆ2
σˆ20
exp (RSS
σˆ2
− RRS0
σˆ20
) Xu(2003)
R2DG R
2
DG = 1−
∑m
i=1(yi−yˆi)′(yi−yˆi)∑m
i=1(yi−y¯i1ni )′(yi−y¯i1ni )
Guzman y Salazar (VII Coloquio Regional de Estad´ıstica, 2010)
R2DGP R
2
DGP = 1− mN
∑m
i=1 ni(yi−yˆi)′(yi−yˆi)∑m
i=1(yi−y¯i1ni )′(yi−y¯i1ni )
Guzman y Salazar (VII Coloquio Regional de Estad´ıstica, 2010)
1 Yˆi = Xiβˆ + Zibˆi.
2 RSS es la suma de los residuales al cuadrado del modelo especificado.
3RSS0 es la suma de los residuales al cuadrado bajo un modelo nulo especificado en la ecuacio´n (2-9).
Con el propo´sito de estimar la previsibilidad de las covariables en el modelo se utilizo´ la
fo´rmula propuesta por Xu[18] para calcular Ω2 de la siguiente manera:
Ω2 = 1− σ
2
(β2tiempo + γ
2)var(tiempo) + σ2
, (4-1)
γ es el coeficiente de correlacio´n intrasujeto y var(tiempo) es la varianza de la variable tiempo.
A partir de los valores dados anteriormente se obtienen los siguientes valores para Ω2 para
el modelo verdadero
Tabla 4-3: Valores Ω2 para el modelo
verdadero.
β var(Tiempo) σ2 γ Ω2
14 0.8 0.75
9 0.51 58 0.5 0.42
220 0.2 0.16
4.2. Resultados
A cada una de las mil muestras simuladas que se describieron en la seccio´n 4.1, se ajustaron
modelos lineales mixtos, los modelos ajustados se describieron en la tabla 4-1. A partir de
los modelos ajustados se obtuvieron estimaciones de los siete estad´ısticos R2 mostrados en
la tabla 4-2 para el conjunto de datos balanceados y el conjunto de datos desbalanceados.
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4.2.1. Datos balanceados
La tabla 4-4 muestra la media, el mı´nimo y el ma´ximo de los valores obtenidos de los es-
tad´ısticos R2 ajustados para cada valor de σ2 en el conjunto de datos balanceado.
Todos los estad´ısticos esta´n entre cero y uno, aunque cuando se especifica valores muy grandes
de σ2 los estad´ısticos propuestos pueden tomar valores negativos. Sin embargo, esto refleja
total falta de ajuste tal como se demuestra en la seccio´n 3.3. Los estad´ısticos propuestos
por Xu [18] y los estad´ısticos propuestos en este trabajo esta´n cercanos al valor de Ω2, el
porcentaje de previsibilidad de las covariables definido en la ecuacio´n (4-1). En conjuntos
de datos balanceados tal como se menciono´ anteriormente los estad´ısticos R2DG y R
2
DGP son
iguales, lo cual se verifica en la tabla 4-4.
De la tabla 4-4 y de la figura 4-1 se observa que los resultados son consistentes con los
resultados arrojados en el estudio realizado por Orelien y Edwards [11], en cuanto a que
los estad´ısticos R2 condicionales, son invariantes o presentan leves cambios al evaluarlos en-
tre los diferentes modelos. Es de anotar que en dicho estudio se mantienen fijos los efectos
aleatorios y se ajustan diversos modelos adicionando o suprimiendo efectos fijos. En tanto
que en este estudio se modifican los efectos aleatorios.
Si se consideran los leves cambios que presentaron los estad´ısticos R2 para discriminar entre
los modelos, se obtienen los siguientes resultados:
Caso σ2 = 14
Los valores medios de los estad´ısticos R21, Rc y los propuestos por Xu [18], se man-
tuvieron constantes entre el modelo verdadero y el modelo uno que tiene sobreajuste
de un efecto fijo para una covariable no significativa y subajuste al suprimir el efecto
aleatorio para la tiempo. Entonces estos estad´ısticos se inclinan por el modelo uno
porque tiene menos para´metros. Por otro lado, los estad´ısticos propuestos en este tra-
bajo, R2DG y R
2
DGP , presentaron una leve reduccio´n, lo que permite descartar el modelo
uno a favor del modelo verdadero.
Ninguno de los estad´ısticos R2 presento´ cambios entre el modelo completo y el modelo
dos, sobreajustado con un efecto fijo para una covariable independiente (no significa-
tiva), por tanto, todos permitieron descartar el modelo dos que tiene sobreajuste de
efectos fijos. Lo que permite identificar esa covariable independiente como no impor-
tante para el modelo.
Los estad´ısticos R21, Rc y el Ωˆ
2 no presentan cambios en su valores medios en el modelo
3 en comparacio´n con el modelo verdadero, descartando el modelo 3 que tiene mayor
cantidad de para´metros. Los dema´s estad´ısticos presentan un incremento del modelo
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3 con respecto al verdadero modelo, sin embargo, el incremento en el valor de estos
estad´ısticos obtenidos no fue muy grande teniendo en cuenta que el modelo 3 que
esta´ sobreajustado implica la adicio´n de 101 para´metros. No obstante, con ninguno de
estos estad´ısticos es posible descartar el modelo 3 en favor del verdadero.
Caso σ2 = 58
Los valores medios de los estad´ısticos R21, Rc y el Ωˆ
2, permanecen constantes entre el
modelo verdadero y el modelo uno inclina´ndose a favor del modelo uno de acuerdo al
principio de parsimonia. Los estad´ısticos R22, ρˆ
2, R2DG y R
2
DGP , presentaron un cambio
leve con respecto al modelo verdadero, lo que permite descartar el modelo uno a favor
del modelo verdadero.
Todos los estad´ısticos permiten descartar el modelo dos que tiene sobreajuste de efectos
fijos a favor del verdadero modelo. Esto se debe a que los estad´ısticos R21, Rc y los
propuestos por Xu [18] no presentaron cambios y los estad´ısticos R2DG y R
2
DGP fueron
mayores en el modelo verdadero que en el modelo dos.
Al comparar el modelo verdadero versus el modelo tres se encontro´ que el estad´ıstico
Rc no presento´ cambios, los dema´s estad´ısticos obtuvieron su mayor valor en el modelo
tres, que esta´ sobreajustado tanto con un efecto fijo como con un efecto aleatorio. So´lo
el estad´ıstico Rc elige el verdedero modelo, con los dema´s no es posible descartar el
modelo tres.
Caso σ2 = 220
Al comparar el modelo uno contra el verdadero, todos los estad´ısticos, exceptuando el
R21, presentaron leves cambios, sugiriendo descartar el modelo uno, mientras que con
el valor medio obtenido del R21 se sugiere descartar el modelo verdadero.
Al elegir entre el modelo dos y el verdadero, todos los estad´ısticos dan evidencia para
descartar el modelo dos.
Cuando se enfrentan el modelo tres y el verdadero, ningu´n estad´ıstico permite descartar
el modelo tres, pues todos toman su ma´ximo valor al evaluarlos en este modelo.
4.2.2. Datos desbalanceados
La tabla 4-5 muestra la media, el mı´nimo y el ma´ximo de los valores obtenidos de los
estad´ısticos R2 ajustados para cada valor de σ2 en el conjunto de datos desbalanceados. Se
obtuvieron los siguientes resultados:
Todos los estad´ısticos esta´n entre cero y uno.
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Los estad´ısticos R2DG y R
2
DGP no son iguales.
Los estad´ısticos propuestos por Xu [18] y los estad´ısticos propuestos en este trabajo
esta´n cercanos al valor de Ω2, el coeficiente de previsibilidad, por tanto son buenos
estimadores de la proporcio´n de la variabilidad explicada por las covariables en el
modelo.
Al igual que el conjunto de datos balanceados se observa que los resultados R2 condi-
cionales son invariantes o presentan leves cambios al evaluarlos entre los diferentes
modelos.
Caso σ2 = 14
Los estad´ısticos R21, Rc, los propuestos por Xu [18] y el R
2
DG se mantuvieron constantes
entre el modelo uno y el verdadero, no permiten descartar el modelo uno a favor del
modelo verdadero, en tanto que el R2DGP si lo hace.
Al seleccionar entre el modelo dos y el verdadero, todos los estad´ısticos permanecen
constantes, de esta manera se inclinan por el verdadero modelo.
Cuando se selecciona entre el modelo tres y el verdadero, los estad´ısticos R2DGP , R
2
1,
Rc y Ωˆ
2 permanecen constantes y as´ı descartan el modelo tres, los estad´ısticos R22, ρˆ
2 y
R2DG toman su valor ma´ximo en el modelo tres y de esta forma no descartan el modelo
tres.
Caso σ2 = 58
Los R21, Rc y Ωˆ
2 se mantuvieron constantes entre el modelo uno y el verdadero, por
tanto, no permiten descartar el modelo uno a favor del modelo verdadero, los dema´s
estad´ısticos si lo hacen.
Al seleccionar entre el modelo dos y el verdadero, el estad´ıstico R2DGP toma un va-
lor mayor en el modelo verdadero, en tanto que el resto de estad´ısticos permanecen
constantes, en cualquier caso se descarta el modelo dos.
Cuando se selecciona entre el modelo tres y el verdadero, el u´nico estad´ıstico que elije el
verdadero modelo es el estad´ıstico Rc pues permanece constante, el resto de estad´ısticos
presentan variaciones y no descartan el modelo tres.
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Caso σ2 = 220
Al comparar el modelo uno con el verdadero, solamente el estad´ıstico R21 permanece
constante y no descarta el modelo uno, el resto de estad´ısticos toman valores diferentes
entre los dos modelos y dan evidencia para elegir el modelo verdadero.
Al seleccionar entre el modelo dos y el verdadero, todos los estad´ısticos permiten descar-
tar el modelo dos, se destaca que el R2DGP var´ıa entre el par de modelos y los otros
permanecen constantes.
Cuando se selecciona entre el modelo tres y el verdadero, todos los estad´ısticos eligen
el modelo tres.
De los resultados anteriores obtenidos mediante este estudio de simulacio´n, si se consideran
los leves cambios como significativos en los valores de los estad´ısticos en los modelos que no
tienen sobreajuste de efectos aleatorios, los estad´ısticos R2DG y R
2
DGP alcanzaron a identi-
ficar adecuadamente los efectos fijos que eran importantes para el modelo en el caso de datos
balanceados; so´lo el R2DGP logro´ identificar los efectos fijos importantes en el conjunto de
datos desbalanceados. Pero en general, tanto para el conjunto de datos balanceados como
para el conjunto de datos desbalanceados, si se consideran los leves cambios que presentan
los estad´ısticos R2 como significativos se termina seleccionando el modelo tres que tiene so-
breajuste. Pero si se considera que los leves cambios no son significativos, los estad´ısticos R2
conducen a la eleccio´n del modelo uno que tiene menos para´metros, un modelo subajustado.
En cualquier caso los estad´ısticos R2 no permiten elegir el verdadero modelo y conducen a
la eleccio´n de un modelo mal especificado.
Las simulaciones tambie´n muestran que los estad´ısticos R2 condicionales analizados no son
adecuados como medidas de bondad de ajuste cuando se trabaja con modelos lineales mixtos,
esto se debe principalmente a que los estad´ısticos R2 en los diferentes modelos ajustados no
presentan mayores variaciones en relacio´n al modelo verdadero y en consecuencia no logran
identificar cuando las covariables son importantes. Lo anterior porque se supone que una
propiedad deseada en un R2 es que pueda disminuir su valor cuando se eliminan una o ma´s
covariables importantes para el modelo y la disminucio´n en el valor debe ser proporcional a
la cantidad de la variacio´n de la variable respuesta que es explicada por la variable eliminada.
Por otra parte, al adicionar una covariable no relacionada con la variable respuesta se espera
que el valor del estad´ıstico R2 no aumente.
En las simulaciones se nota que los estad´ısticos R2DG y R
2
DGP no son cercanos a uno en el
modelo verdadero la razo´n es porque estos son de la forma 1− Numerador
Denominador
= 1− ˆSSEˆSST . Cuando
se calcula el denominador se supone que los individuos son independientes dos a dos, es decir,
que las observaciones de un individuo son independientes de las observaciones de cualquier
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otro individuo, por tanto, al estimar la variabilidad total, SST, se suman las variabilidades
de cada individuo, de esta forma el denominador no resulta ser una cantidad grande con res-
pecto al numerador y por ende 1− Numerador
Denominador
no es cercano a uno. Se debe tener en cuenta
que al generar el conjunto de datos se considero´ un componente de error sistema´tico, i, que
distancia los puntos generados de la estructura de la media, esto hace que el Numerador 6= 0
y en consecuencia 1− Numerador
Denominador
6= 1. Los otros estad´ısticos son ma´s cercanos a uno porque
son de la misma forma 1− Numerador
Denominador
, pero en el ca´lculo del Denominador toman todos los
valores de todos los individuos y por tanto obtienen estimadores del Denominador, ˆSST ,
que producen valores mayores. En consecuencia, 1− Numerador
Denominador
resultan ma´s cercanos a uno
en comparacio´n de R2DG y R
2
DGP .
Cabe sen˜alar que a medida que la variabilidad intraindividual (σ2) aumenta los valores de
los estad´ısticos R2 disminuyen.
Para determinar si la falta de cambio de los estad´ısticos R2 entre los modelos subajustados
y los sobreajustados se debe a que la estructura de covarianzas de los errores intrasujeto que
se tomo´ es de la forma: Ri = σ
2Ini para cada individuo, la cual asume que las correlaciones
entre las observaciones del mismo individuo son nulas, se realizaron simulaciones bajo las
misma condiciones descritas anteriormente pero tomando las siguientes estructuras para Ri:
AR(1) y matriz de varianzas y covarianzas desestructurada (UN). Los valores medios de los
estad´ısticos R2 no var´ıan de modelo a modelo au´n asumiendo que hay correlacio´n entre las
observaciones del mismo individuo. Por tanto, los resultados no se muestran debido a que
las conclusiones obtenidas son las mismas que para el caso de Ri = σ
2Ini .
Las figuras 4-1 a 4-6 muestran los valores medios de los estad´ısticos R2 para cada uno de los
modelos considerados para cada de valor de σ2, tanto para el conjunto de datos balanceados
como para el conjunto de datos desbalanceados. Las figuras muestran la falta de cambios
de los estad´ısticos R2 al ser evaluados en los diferentes modelos en comparacio´n del modelo
verdadero. Para las figuras 4-1 a 4-6, el 1 corresponde a R21, 2 a Rc, 3 a Ωˆ
2, 4 a R22, 5 a ρˆ
2,
6 a R2DG y 7 a R
2
DGP .
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Figura 4-1: Perfiles individuales de los estad´ısticos R2 entre modelos cuando σ2 = 14 para
el conjunto de datos balanceado
Figura 4-2: Perfiles individuales de los estad´ısticos R2 entre modelos cuando σ2 = 58 para
el conjunto de datos balanceado
Figura 4-3: Perfiles individuales de los estad´ısticos R2 entre modelos cuando σ2 = 220 para
el conjunto de datos balanceado
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Figura 4-4: Perfiles individuales de los estad´ısticos R2 entre modelos cuando σ2 = 14 para
el conjunto de datos desbalanceado
Figura 4-5: Perfiles individuales de los estad´ısticos R2 entre modelos cuando σ2 = 58 para
el conjunto de datos desbalanceado
Figura 4-6: Perfiles individuales de los estad´ısticos R2 entre modelos cuando σ2 = 220 para
el conjunto de datos desbalanceado
5 Aplicacio´n
En este cap´ıtulo se hace una breve descripcio´n de dos conjuntos de datos reales y se estiman
los estad´ısticos R2 expuestos en cap´ıtulos anteriores a partir de modelos lineales mixtos
ajustados, con el objetivo de ilustrar la utilidad de estos estad´ısticos R2 como medidas de
bondad ajuste y criterios de seleccio´n.
5.1. Secado de madera cipre´s
Botero[1] disen˜o un experimento para analizar el secado al aire de unos tablones de cipre´s
en funcio´n del tiempo y su grosor para usos industriales. El experimento consistio´ en colocar
piezas de madera de cinco diferentes grosores en un recinto protegido de la lluvia para que
fueran perdiendo humedad hasta alcanzar un secado natural. Para cada grosor se tomaron
veinte piezas de madera manteniendo el mismo ancho y longitud. Las especificaciones se dan
en la tabla 5-1.
Tabla 5-1: Especificaciones madera cipre´s
Numero de Tablones Espesor(mm) Ancho(mm) Largo(m)
20 50 180 2.54
20 40 180 2.54
20 30 180 2.54
20 25 180 2.54
20 20 180 2.54
Cada pieza de madera se peso´ el primer d´ıa una vez se dio inicio al experimento, luego para
evaluar la pe´rdida de humedad de cada pieza se peso´ cada tablo´n durante los d´ıas 7, 14, 21,
28, 35, 42, 49, 56, 62, 70, y 92. La base de datos tomada de Botero[1] contiene el nu´mero que
identifica el tablo´n, el grosor, el peso inicial junto con los pesos tomados durante los once d´ıas
correspondientes a las mediciones. Se cuenta entonces con un total de cien tablones y doce
repeticiones por tablo´n ma´s la variable grosor. Estos datos corresponden al tipo de datos
longitudinales debido a que cada tablo´n posee mediciones sucesivas en el tiempo tal como
se muestra en la figura 5-1. En este gra´fico se muestra los perfiles individuales (tablones)
clasificados por grosor.
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Figura 5-1: Perfiles Individuales Clasificado por Grosor
Del gra´fico 5-1 se nota que cada tablo´n de madera cipre´s va perdiendo peso a medida que
transcurre el tiempo hasta que se seca, a partir de ese instante su peso permanece constante.
Por tanto, en las u´ltimas observaciones del peso de cada tablo´n no hay cambios, esto inde-
pendientemente del grosor. Dadas las consideraciones anteriores sobre los datos relacionados
con los tablones de maderas cipre´s mostrados en la figura 5-1, se sugiere un modelo no lineal
con efectos mixtos. Para efectos de este estudio, se tomaron u´nicamente las mediciones cor-
respondientes al primer d´ıa y los d´ıas 7, 14 y 21 a las cuales se les ajustan diversos modelos
lineales mixtos para ilustrar el desempen˜o de los estad´ısticos R2. El gra´fico 5-2 muestra los
perfiles individuales para cada tablo´n clasificados por grosor tomando las mediciones del
primer d´ıa y los d´ıas 7, 14 y 21.
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Figura 5-2: Perfiles Individuales Clasificado por Glosor Recortado
Al conjunto de datos de secado de madera cipre´s se ajustaron varios modelos lineales con
efectos mixtos de la forma yi = Xiβ + Zibi + ei, i = 1, 2, . . . ,m; donde yi denota el peso
de la i-e´sima pieza de madera, m = 100 es el nu´mero de piezas de madera, Xi contiene
las covariables de efectos fijo, β es el vector de para´metros de efecto fijo, Zi es la matriz
que contiene las variables explicativas de efecto aleatorio, bi es el vector de para´metros de
efecto aleatorio, con bi ∼ N(0, D) y ei es un vector de taman˜o m × 1 de te´rminos de error
(o´ desviacio´n), ei ∼ N(0, σ2I).
Para la implementacio´n se utilizo´ el paquete R versio´n 2.9.2, librer´ıa nmle mediante la fun-
cio´n REML. Los modelos ajustados difieren tanto en te´rminos de efecto fijo como aleatorio.
A continuacio´n se precisan los modelos ajustados.
Modelo 1: Consiste del tiempo y el espesor como efectos fijos, un intercepto aleatorio
y el tiempo como efecto aleatorio.
Modelo 2: Tiene como efectos fijos el tiempo y el espesor y un intercepto aleatorio.
Modelo 3: El espesor es la u´nica covariable de efecto fijo, en tanto que como efectos
aleatorios considera el intercepto y el tiempo.
Modelo 4: Considera el tiempo como efecto fijo y un intercepto aleatorio junto con el
tiempo como efecto aleatorio.
Modelo 5: Solamente considera el tiempo como efecto fijo y un intercepto aleatorio.
Modelo 6: No tiene ninguna covariable como efecto fijo, ajusta un intercepto fijo uno
aleatorio y el tiempo como efecto aleatorio.
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En la tabla 5-3 se observan los valores que toman los estad´ısticos R2 condicionales, obtenidos
a trave´s del ajuste de diferentes modelos descritos al conjunto de datos de secado de madera
cipre´s.
En general los estad´ısticos R2 presentan pequen˜as variaciones en sus valores entre los modelos
ajustados, sin embargo los estad´ısticos propuestos Xu [18] y los estad´ısticos propuestos en
este trabajo tienen mayores variaciones y adema´s tienden a disminuir cuando no se consideran
el tiempo con una covariable de efecto aleatorio en relacio´n a los dema´s modelos. Los valores
de los estad´ısticos R21 y el Rc permanecen pra´cticamente constantes desde el modelo 1 hasta
el modelo 6.
5.2 Datos de crecimiento dental 39
Tabla 5-2: Estad´ısticos R2 condicionales evaluados en los datos balanceados de maderas cipre´s
Los estad´ısticos R2 fueron calculados usando en el numerador yˆi = Xiβˆ + Zi bˆi
5.2. Datos de crecimiento dental
Para aplicar los estad´ısticos R2 a datos reales se utilizan datos de crecimiento dental que
fueron introducidos por Potthoff y Roy[12] estos contiene medidas del crecimiento de 27
nin˜os 16 hombres y 11 mujeres. A cada nin˜o con rayos X se le registro´ la distancia desde el
centro de la pituitaria hasta la fisura del maxilar en las edades de 8, 10 ,11 y 14 an˜os.
La base de datos contiene 27 individuos (nin˜os) con 4 repeticiones cada uno, para un total
de 108 observaciones. Las especificaciones se dan en la tabla 5-3. Estos datos corresponden al
tipo de datos longitudinales balanceados debido a que cada nin˜o posee mediciones sucesivas
en el tiempo tal como se muestra la figura 5-3. Esta figura muestra los perfiles individuales
(nin˜os) clasificados por ge´nero.
Con el objetivo de ilustrar el desempen˜o de los estad´ısticos R2 incluidos en este trabajo
en la seccio´n 5-3 se ajustaron diferentes modelos al conjunto de datos completo descrito
anteriormente. Adema´s, de la tabla 5-2 se suprimieron nueve observaciones dejando nueve
individuos incompletos a la edad de 10 an˜os tal como lo ilustran Little y Rubin[7] quienes
describen el mecanismo por el que los individuos pequen˜os a los 8 an˜os tienen a perderse
en el seguimiento a los 10 an˜os de edad. Las medidas retiradas se presentan en la tabla 5-2
marcadas con asterisco. Este conjunto de datos se utiliza para observar el desempen˜o de los
estad´ısticos R2 en datos desbalanceados.
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Figura 5-3: Perfiles Individuales Clasificado por genero
Tabla 5-3: Datos de crecimiento dental para 11 nin˜as y 16 nin˜os
Verbeke[15].
Edad (An˜os) Edad(An˜os)
Nin˜a 8 10 12 14 Nin˜o 8 10 12 14
1 21 20 21.5 23 1 26 25 29 31
2 21 21.5 24 25.5 2 21.5 22.5* 23 26.5
3 20.5 24* 24.5 26 3 23 22.5 24 27.5
4 23.5 24.5 25 26.5 4 25.5 27.5 26.5 27
5 21.5 23 22.5 23.5 5 20 23.5* 22.5 26
6 20 21* 21 22.5 6 24.5 25.5 27 28.5
7 21.5 22.5 23 25 7 22 22 24.5 26.5
8 23 23 23.5 24 8 24 21.5 24.5 25.5
9 20 21* 22 21.5 9 23 20.5 31 26
10 16.5 19 19 19.5 10 27.5 28 31 31.5
11 24.5 25 28 28 11 23 23 23.5 25
12 21.5 23.5* 24 28
13 17 24.5 26 29.5
14 22.5 25.5 25.5 26
15 23 24.5 26 30
16 22 21.5* 23.5 25
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Se modelo´, utilizando un modelo de efectos mixtos con datos longitudinales estimando los
efectos fijos y los aleatorios a trave´s del modelo yi = Xiβ + Zibi + ei para i = 1, 2 . . . ,m
donde yi denota la distancia desde el centro de la pituitaria hasta la fisura del maxilar del
i-e´simo nin˜o, m=27 es el nu´mero de nin˜os que participaron en el estudio; Xi contiene los
predictores para los efectos fijos, ge´nero, y la variable edad medida en an˜os; β es el vector
de para´metros de efectos fijos, Zi es una matriz de covarianzas de los efectos aletorios en
el cual se incluye una columna de unos y una columna para la edad (an˜os); bi es el vector
de para´metros aleatorios y bi ∼ N(0, D); y ei es un vector de taman˜o (m × 1) de errores,
ei ∼ N(0, σ2I). Para evaluar el desempen˜o de los estad´ısticos R2 se ajustaron diferentes
modelos en el paquete R versio´n 2.9.2 con la librer´ıa nlme utilizando REML. En los modelos
ajustados se modificaron tanto te´rminos de efectos fijos como te´rminos de efectos aleatorios.
Modelo 1: Consiste de las covariables edad, ge´nero y la interaccio´n edad × ge´nero
como efectos fijos, adema´s posee un intercepto aleatorio y la covariable edad como
efecto aleatorio.
Modelo 2: Los efectos fijos esta´n dados por las covariables edad, ge´nero y la interaccio´n
edad× ge´nero, en tanto que como efecto aleatorio se ajusta un intercepto aleatorio.
Modelo 3: Se ajustan efectos fijos para la edad y el ge´nero en efectos aleatorios se
incluye un intercepto aleatorio y una pendiente medida a trave´s de la edad como efecto
aleatorio.
Modelo 4: En este se ajustan efectos fijos para la edad y el ge´nero junto con un
intercepto aleatorio.
Modelo 5: Este modelo explica la distancia desde el centro de la pituitaria hasta
la fisura del maxilar a trave´s de la covariable edad como efecto fijo, un interceptoto
aleatorio y la edad como efecto aleatorio.
Modelo 6: Este modelo explica la distancia desde el centro de la pituitaria hasta la
fisura del maxilar a trave´s de la covariable edad como efecto fijo y un interceptoto
aleatorio.
Modelo 7: Posee solamente un efecto fijo, el intercepto, un intercepto aleatorio y la
covariable edad como efecto aleatorio.
Los modelos anteriores se ajustaron a los datos de crecimiento de Pathoff y Roy[12] . En
la tabla 5-4 se muestran los resultados de los estad´ısticos R2 condicionales para los datos
balanceados. En la tabla 5-5 se presentan los valores de los estad´ısticos R2 condicionales en
el caso de los datos desbalanceados.
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Todos los estad´ısticos R2 presentaron diferencias pequen˜as al ser calculados en los diferentes
modelos desde el modelo uno hasta el modelo siete para ambos conjuntos de datos. Los
estad´ısticos R21 y Rc toman valores ma´s altos que los otros estad´ısticos dando a entender que
los modelos se ajustan muy bien a los datos, sin embargo, en el estudio de simulacio´n, se
mostro´ que estos sobreestimaban el valor del coeficiente de previsibilidad y que los otros son
ma´s cercanos a dicho valor, por tanto, son ma´s confiables los valores de los otros estad´ısticos
y dan una mejor estimacio´n del porcentaje de la variacio´n explicada por el modelo.
Tabla 5-4: Estad´ısticos R2 condicionales evaluados en los datos balanceados de crecimiento
Pathoff y Roy[12].
Los estad´ısticos R2 fueron calculados usando en el numerador Yˆi = Xiβˆ + Zi bˆi
Tabla 5-5: Estad´ısticos R2 condicionales evaluados en los datos desbalanceados de crecimiento
Pathoff y Roy[12].
Los estad´ısticos R2 fueron calculados usando en el numerador Yˆi = Xiβˆ + Zi bˆi
6 Conclusiones y recomendaciones
6.1. Conclusiones
Cuando se evalu´a el desempen˜o de los estad´ısticos R2 como medidas de bondad de ajuste
y como criterios de seleccio´n del mejor modelo que explique adecuadamente la variabilidad
presente se obtuvieron los siguientes resultados:
A trave´s de las simulaciones mostradas en el cap´ıtulo 4 queda claro que el desempen˜o
de los estad´ısticos condicionales propuestos por Xu[18], los propuestos por Vonesh y
otros [17] y Vonesh y Chinchilli [16] y los propuestos en este trabajo no presentaron
cambios en los valores medios al ser evaluados en un modelo subajustado o sobreajus-
tado en relacio´n al modelo verdadero cuando se adicionan o se quitan covariables de
efectos aleatorios. Lo que pone en tela de juicio su utilidad como criterios de seleccio´n
y medidas de bondad de ajuste en modelos lineales mixtos, cuando esta´n mal especifi-
cadas las covariables de efecto aleatorio en el contexto de los datos longitudinales con
variable respuesta continua.
Orelien y Edwards [11] obtuvieron resultados similares. Ellos evalu´an la utilidad de
estos estad´ısticos asumiendo que los efectos aleatorios esta´n bien especificados y ajustan
modelos adicionado y quitando covariables de efectos fijos.
El hecho de que los estad´ısticos R2 estudiados no logren discriminar entre un modelo
verdadero y uno mal especificado se debe ba´sicamente, a que en el ajuste de un efecto
aleatorio se incluyen muchos para´metros en el modelo, uno por cada individuo, por
tanto es dif´ıcil medir su efecto. Teniendo en cuenta que la correlacio´n intrasujeto difi-
culta esta labor, al existir correlacio´n entre los efectos aleatorios. Por tanto, al incluir
el intercepto aleatorio en un modelo, este contiene informacio´n de los otros efectos
aleatorios importantes para el modelo, as´ı la inclusio´n de un segundo efecto aleatorio
no es tan significativa como se pudiera esperar, su efecto se ve reducido y es ma´s dif´ıcil
determinar si el segundo efecto aleatorio es importante para el modelo. Similarmente,
la inclusio´n de los dos primeros efectos aleatorios contiene informacio´n de los dema´s
efectos aleatorios importantes para el modelo, lo que reduce au´n ma´s el efecto de la
inclusio´n del pro´ximo efecto aleatorio; y as´ı ocurre sucesivamente. Entonces el ajuste
de los primeros efectos aleatorios puede incrementar tanto el valor del R2 que al incluir
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los dema´s no se alcanza a notar un cambio significativo en el R2 lo que conduce a
descartar efectos aleatorios importantes para el modelo.
Si bien todos los estad´ısticos R2 no cambian de modelo a modelo en relacio´n al ver-
dadero, una condicio´n no deseable, se resalta el hecho que los estad´ısticos propuestos en
este trabajo, poseen las propiedades principales que fueron descritas por Kvalseth [5]
para medidas tipo R2, es decir, poseen buenas propiedades estad´ısticas. Por ejemplo:
son fa´ciles de interpretar, intuitivamente dan el porcentaje de la variacio´n explicada
por el modelo; tienen por cota superior el uno que es alcanzada cuando hay perfecto
ajuste, si toman valores negativos o cero se tiene total falta de ajuste.
Los estad´ısticos propuestos por Xu[18] y los estad´ısticos R2DG y R
2
DGP son cercanos al
verdadero valor de Ω2, el coeficiente de previsibilidad, que mide la proporcio´n de la
variacio´n explicada por las covariables en un modelo. Es decir, que estos estad´ısticos
son buenos estimadores de la proporcio´n de la variabilidad de la variable respuesta que
es explicada por el modelo.
Cuando se consideraron las pequen˜as variaciones de los estad´ısticos R2 entre los mode-
los como significativas y so´lo se analizan los modelos que no tienen sobreajuste de
efectos aleatorios, los estad´ısticos propuestos en este trabajo alcanzaron a identificar
adecuadamente los efectos fijos que eran importantes para el modelo en el caso de
datos balanceados; y el R2DGP tambie´n logro´ identificar los efectos fijos importantes en
el conjunto de datos desbalanceados.
Los estad´ısticos R2DG y R
2
DGP son adecuados para aplicarlos en el marco de los modelos
lineles con efectos mixtos, pero al igual que los otros estad´ısticos analizados en este
trabajo no presentan ninguna ventaja como te´cnica para seleccionar el mejor modelo.
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6.2. Recomendaciones
En futuros trabajos se deben desarrollar estad´ısticos que permitan identificar con mayor
facilidad las covariables que debe incluir un modelo lineal con efectos mixtos para datos lon-
gitudinales. Tambie´n puede resultar u´til un procedimiento en el que a medida que se agregan
covariables a un modelo, a esta´s se les vaya quitando el efecto lineal de las primeras que se
incluyeron para evitar los problemas de correlacio´n intraindividual en el ajuste del modelo.
Los estudios futuros pueden investigar el desempen˜o de los estad´ısticos R2 para elegir la
estructura de la media en modelos donde se fija una estructura de efectos aleatorios mal
especificada.
A Algoritmo para el ca´lculo de los
estad´ısticos R2
——————————————————————————–
Lectura de datos y graficos de perfiles
———————————————————————————
maderas=read.table(’C:/Users/tosh/Desktop/Tesis formato harvard/madera12.txt’,h=T)
attach(maderas)
grosor.f=factor(grosor)
tiempo.f=factor(tiempo)
library(lattice)
trellis.device(color=F)
library(nlme)
IR=length(tablon)
Nindividuos=100
matrizDatos.updated=data.frame(maderas,tiempo.f,grosor.f)
matrizDatosPI=cbind(matrizDatos.updated)
austism.g1=groupedData(peso∼tiempo | tablon, outer=∼ grosor.f,data=matrizDatos.updated)
plot(austism.g1, display = ’Tablo´n’, outer = TRUE, aspect = 2, key = F, xlab = ’Tiempo’,
ylab = ’Peso’)
——————————————————————————–
Modelos ajustados
———————————————————————————
library(nlme)
Datos.agrupados=groupedData(peso∼tiempo+grosor | tablon, data=matrizDatos.updated,
order.groups = F)
lme.model.fit1=lme(peso∼tiempo+grosor,random = ∼ 1+tiempo, data =Datos.agrupados,
method = ’REML’,control= list(opt=’optim’))
Modelo1=summary(lme.model.fit1)
lme.model.fitnulo=lme(peso ∼ 1,random = ∼1, data =Datos.agrupados, method = ’REML’,
control= list(opt=′optim′))
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Modelonulo=summary(lme.model.fitnulo)
——————————————————————————–
Calculo de Estad´ısticos R2
———————————————————————————
Rcuadrados=function(modelo,modelonulo,IR,Nindividuos,k)
Nindividuos=Nindividuos
modelo=lme.model.fit1
modelonulo=lme.model.fitnulo
p1nulo=t(getResponse(lme.model.fitnulo)-predict(lme.model.fitnulo))
p2nulo=getResponse(lme.model.fitnulo)-predict(lme.model.fitnulo)
denominador3=sum(p1nulo %* %p2nulo)
p1p=(t(getResponse(lme.model.fit1)-predict(lme.model.fit1))*matrizDatosPI[,6])
p1=t(getResponse(lme.model.fit1)-predict(lme.model.fit1))
p2=getResponse(lme.model.fit1)-predict(lme.model.fit1)
numerador=sum(p1 %* %p2)
numeradorp=(Nindividuos/IR)*sum(p1p %* %p2)
p3=t(getResponse(lme.model.fit1)-mean(getResponse(lme.model.fit1))*matrix(1,IR,1))
p33=t(getResponse(lme.model.fit1)-matrizDatosPI[,5])
p4=getResponse(lme.model.fit1)-mean(getResponse(lme.model.fit1))*matrix(1,IR,1)
p44=getResponse(lme.model.fit1)-as.matrix(matrizDatosPI[,5],1)
denominador=sum(p3 %* %p4)
denominador1=sum(p33 %* %p44)
R2=1-(numerador/denominador)
Rcc=(2*R2)/(R2+1)
RDG=1-(numerador/denominador1)
RDGP=1-(numeradorp/denominador1)
R22=1-(numerador/denominador3)
Varmodel1=as.matrix(VarCorr(lme.model.fit1))
Varmodelnulo=as.matrix(VarCorr(lme.model.fitnulo))
SigmacuadradoEs=as.numeric(Varmodel1[k,1])
SigmacuadradoEsnulo=as.numeric(Varmodelnulo[2,1])
Romega=1-SigmacuadradoEs/SigmacuadradoEsnulo
rho=1-(SigmacuadradoEs/SigmacuadradoEsnulo)*exp((numerador/(IR*SigmacuadradoEs))-
(denominador3/(IR*SigmacuadradoEsnulo)))
Rtruemodel=cbind(R2,Rcc,Romega,RDG,RDGP ,R22,rho)
return(Rtruemodel,deparse.level = 0)
Rcuadrados(lme.model.fit1,lme.model.fitnulo,IR,100,4)
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